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Zaměřením této bakalářské je popsání schopností nástroje FFmpeg a kodeku Theora. Porovnání 
nástrojů a technologií kodeků MPEG-4 (MPEG-4 ASP, H.264), Theora a MPEG-2. Testování 
komprimačních schopností a srovnání výstupních snímků videa komprimovaném v MPEG4-AVC 
kodeku, Theoře a videa bez komprese. Ukázka postupu a použití programovacího rozhraní Theora a 
FFmpeg pro práci s multimediálním obsahem. Částí práce je také analýza a implementace aplikace 









The Bachelor thesis is focused on description of  FFmpeg tool and theora codec abilities. Comparison 
of capabilities and technologies within MPEG-4 (MPEG4- ASP, H.264), Theora and MPEG-2 codec. 
Testing the compression efficiency and output image quality of codecs x264 and Theora. Further I 
mentioned samples of using Theora and FFmpeg programming interface for video handling. Part of 
the thesis is also analysis and implementation of the player based on FFmpeg libraries and application 
for streaming Theora encoded video packets by RTP protocol. 
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V dnešním světě, kde je internet a televize součástí většiny domácností se projevuje hlad po 
informacích. Tyto informace se vyskytují buď v textové, zvukové nebo v podobě záznamu. A mojí 
cílovou skupinu tvoří právě záznamová média, kterých je nepřeberné množství. Tyto záznamy mají 
jednu překážku a to jsou úzké komunikační cesty. Ale protože je video tak veliké, tak má problémy 
s rychlostí přenášení. Proto jediným řešením pro tuto situaci, dokud se cesty dostatečně nezrychlí a 
nerozšíří, je v současnosti komprimace. 
 Tato bakalářská práce se právě zabývá komprimačními nástroji, které momentálně hýbou 
světem. Těmi rozšířenými nástroji jsou kodeky založené na standardech MPEG-2 a MPEG-4. Ale asi 
ne každý ví, že tyto kodeky obsahují patentované technologie, za které se musí platit. Sice neplatíme 
žádné účtenky z používání patentů při koupi přehrávače, ale to je proto, že tyto částky jsou už 
započítávány při výrobě produktů. Proto je jen otázkou času, kdy neplacené kodeky dostanou 
příležitost nahradit komerční. Jedním takovým kodekem, který má největší šanci stát se silným 
konkurentem je Theora. A ten tvoří důležitou část mé práce. 
V první kapitole jsem se popsal nástroj FFmpeg a stručně uvedl Theoru. V další části jsem se 
více zabýval srovnáním zmíněných kodeků a popisem jejich technik komprese. Tuto část jsem 
zakončil testem kvality komprese. Poslední část jsem věnoval aplikacím přehrávače z knihoven 





Seřazené cíle, podle toho jak jsem je postupně rozebíral. 
 
• Seznamte se s knihovnou s nástrojem FFMPEG a popište jeho vlastnosti a schopnosti. 
• Popište výhody kodeku Theora oproti ostatním. 
• Seznamte se s knihovnou libavcodec a vytvořte aplikaci přehrávače. 







1. Základní pojmy 
Před samotným řešením praktické části bakalářské práce bylo třeba se seznámit s jednotlivými 
projekty a nástroji. U FFmpeg bylo složitější zorientovat se ve všech jeho modulech a naučit se 
používat jeho knihovny, ke kterým není doposud téměř žádná dokumentace. V tom měl výhodu 
projekt Theora kodeku, který je zároveň při vývoji i dostatečně dokumentován přímo na internetových 
stránkách, takže pro začátečníka je lepší se seznámit prvně s Theora-api a poté přejít případně k 
FFmpeg.   
1.1 FFmpeg 
Projekt byl založen vývojářem Fabricem Bellardem a v současnosti je udržován vývojářem jménem 
Michaelem Niedermayerem. Jeho cílem bylo vytvořit nezávislý software, který bude schopen 
nahrávat, převádět nebo streamovat různé datové formáty. Vše bez nutnosti použít licencovaný 
software. Samotná myšlenka oslovila mnoho vývojářů, kteří měli zájem se podílet na vývoji takového 
projektu. Za celkovou dobu vývoje se jim podařilo integrovat rozsáhlé množství technologií. To bylo 
možné díky tomu, že projekt a všechny knihovny byly založeny pod licencí GNU LGPL. A některé 
další moduly pod licencí GNU GPL. [4] 
Vývoj FFmpeg začal implementací existujících datových formátů a kodeků, od nejstarších 
jako openDivX, MPEG-1 až k novějším jako H.264, Theora nebo WMV. Vývojáři se nezastavili 
pouze u integrace existujících kodeků, ale ze získaných zkušeností implementovali a navrhli vlastní 
kodeky, patří k nim celkem nový nekompletní Snow kodek založený na diskrétní vlnkové transformaci 
a starší FFV1. Některé formáty komprese, ke kterým neexistují veřejně dostupné technické detaily, 
museli vývojáři integrovat pomocí reverzního inženýrství, mezi ně patří formáty např. WMA, WMV a 
ASF. Díky tomu může být část projektu v některých zemích nelegální. 
Celkově je v současnosti počet kodeků a formátů, které FFmpeg zvládá přes 200, patří mezi ně 
téměř všechny, se kterými se člověk na počítači při práci s videem a zvukem setká.  
 
Samotný projekt se skládá z několika komponent a to jsou: 
ffmpeg - Utilita pro příkazovou řádku pro konverzi video formátů. Podporuje také grabování a 
enkódování v reálném čase z TV karty 
ffserver - HTTP (RTSP je ve vývoji) multimediální streamovací server pro živá broadcastová 
vysílání 
ffplay - Jednoduchý multimediální přehrávač založený na SDL a knihovnách FFmpeg 
libavcodec - Knihovna obsahující všechny audio a video dekodéry a enkodéry 
libavformat - Knihovna obsahující demuxery a muxery pro audio/video kontejnerové formáty 
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libavutil - Pomocná knihovna obsahující rutiny společné pro jednotlivé části kolekce FFmpeg 
libpostproc - Knihovna pro post-process úpravu obrazu, deblocking a interpolace (filtry) 
libswscale - Knihovna pro převod mezi obrazovými formáty včetně úpravy rozlišení obrazu 
 
Nově přidané části: 
libavfiler - Filtr umožňující vkládání titulků do videa, post-processing a pre-processing, v 
podstatě bude nahrazovat knihovnu libpostproc 
libavdevice - Knihovna umožňující záznam ze zářízení připojených přes ieee1394 nebo záznam 
z TV karet podporujících VFW 
 
1.2 Theora 
Theora je otevřený a volně dostupný kodek pro video kompresi od nadace Xiph.org Foundation. Tato 
nadace je nezisková organizace, která se věnuje ochraně internetových technologií před kontrolou 
soukromými organizacemi a jejich zájmy. Účelem je podporovat a vyvíjet zdarma software, který má 
sloužit veřejnosti. [7] 
Theora kodek umožňuje kvalitní kompresi videa od malých velikostí až k HD rozlišení, jeho 
výhoda vyčnívá obzvláště při nízkých datových tocích. Patří do stejné skupiny kodeků jako MPEG-4. 
Ale díky obrovskému prostoru na vývoj má možnost se časem stát jedním z nejpoužívanějších kodeků. 
Obdobně jako Vorbis audio kodek, který postupně vytlačuje licencovaný formát MP3. 
Za použití Theory není třeba platit žádné poplatky. Jak soukromé nebo obchodní užití je 
umožněno díky licenci open source. Firma původně vlastnící patenty na technické základy Theory 
poskytnula neodvolatelnou bezplatnou licenci týkající se těchto patentů. Narozdíl od MPEG-4, na 
který se vztahuje množství patentů, může licence na MPEG-4 part 10 (AVC) dekodér nebo kodér stát 
až 5 milionu dolarů. Jakoby toho nebylo málo, tak každý video MPEG stream je třeba spojit s MPEG 
audio technologií, která generuje další náklady.  
 Theora je zejména zaměřena na využití v internetových technologiích, kde je důležitý nízký 
datový tok, proto obsahuje kvalitní deblokovací filtr, který zabraňuje vzniku rušivého a hranatého 
obsahu.   
Dokumentace je k dispozici všem zájemcům, což činí open source software odolnějším vůči 








2. Barevné modely 
Většina digitálních video aplikací spoléhá na zobrazení barevného videa, proto je třeba nějaký 
mechanismus pro zaznamenání a prezentování barevné informace. Černobílý obraz vyžaduje pouze 
jedno číslo pro vyjádření jasové informace na každém prostorovém vzorku. Na druhé straně, barevné 
snímky vyžadují alespoň tři čísla na pixel pro přesnou barevnou prezentaci. Zvolená metoda pro 
zastupování jasu a barvy je definována jako barevný model. 
2.1 RGB 
V barevném modelu RGB je vzorek barevného obrazu vyjádřen třemi čísly, které indikují relativní 
podíl červené R, zelené G a modré B barvy. Jakákoliv barva může být vytvořena kombinací těchto tří 
barev. RGB barevný model je vhodný pro zachytávání a zobrazování barevným snímků. Zachytávání 
RGB obrazu zahrnuje odfiltrování jednotlivých barev na scéně a tím přivedení každé na oddělený 
snímač. Důležité je, že barevný model RGB je nativním zobrazovacím barevným formátem. Barevný 
CRT a LCD monitor zobrazuje RGB obraz oddělením a rozsvícením červené, zelené a modré 
komponenty v každém pixelu. Standardní (nejběžnější) barevný formát RGB má označení RGB24 a 
udává počet bitů na jeden obrazový pixel. 24bitů, tedy 8 bitů pro každou barvu (R, G a B). 
Samozřejmě existuje více RGB formátů, ale liší se buď jinačím pořadím barev, nebo jiným počtem 
bitů na jeden obrazový bod. [1] 
2.2 YUV 
Lidský barevný vnímací systém je mnohem citlivější na změnu jasu, než na změnu barvy. U RGB 
modelu je ale každá barva stejně významná a důležitá, protože jsou uloženy všechny ve stejném 
rozlišení. Zde nastává situace, kdy je možné barevný obraz efektivněji a lépe znázornit oddělením 
jasové složky od barevné informace a zobrazit ji jas ve vyšším rozlišení než barvu a přitom dosáhnout 
takového výsledku, že lidské oko nepozná rozdíl mezi původním RGB a změněným formátem. [1] 
 Barevný formát YUV (známý i jako YCbCr) je hodně oblíbený způsob jak zobrazovat barevné 
snímky. Skládá se z komponenty Y (luma), která udává hodnoty jasu. Ta se dá vyjádřit z RGB modelu 
váženým průměrem každé barvy (2.1), kde koeficienty k jsou konstanty definované unií ITU-R. 
 
 
Barevná informace je reprezentována třemi složkami jako barevný rozdíl (chroma) mezi R, G, B a 
jasem Y (2.2). 
Y = krR + kgG + kbB    (2.1) 
Cb = B – Y 
Cr = R – Y     (2.2) 
Cg = G – Y 
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Zatím se zdá, že výhoda YUV oproti RGB není celkem zřejmá, RGB obsahuje pouze tři 
složky, zatímco YUV čtyři. Nicméně, součet Cb + Cr + Cg je konstantní, takže stačí pouze dvě 
chroma komponenty ze tří. Třetí složka se dá kdykoliv dopočítat ze zbylých dvou. V YUV modelu se 
tedy přenáší pouze jasová Y, červená Cr a modrá Cb komponenta. Důležitá výhoda před RGB 
modelem je ta, že Cb a Cr komponenta může být uložena s nižším rozlišením než jasová komponenta 
Y. Tímto se dá dosáhnout nižšího datového toku, bez většího dopadu na vizuální kvalitu obrazu. 
Zobrazení chrominančních složek s nižším rozlišením je jednoduchý způsob jak dosáhnout efektivní 
komprese obrazu. 
Nejpoužívanější YUV vzorkovací formáty, které podporuje Theora, MPEG-4 a H264 jsou 
4:4:4, 4:2:2 a 4:2:0. 4:4:4 znamená, že všechny tři komponenty mají stejné rozlišení a z toho důvodu je 
v každém pixelu vzorek ze všech komponent. U 4:2:2 vzorkování mají barevné komponenty stejné 
vertikální rozlišení, ale dvakrát menší horizontální. Jednoduše pro každé 4 luma komponenty jsou 
v horizontálním směru 2 Cb a 2 Cr. V populárním formátu 4:2:0 (YV12) je rozlišení horizontální i 
vertikální Cb a Cr oproti Y poloviční (obr. 1) [6]. Díky tomu je 4:2:0 vzorkování někdy popisováno 
jako 12 bitů na pixel, zatímco 4:4:4 obsahuje 24 bitů na pixel. Takže použitím YV12 se dá dosáhnout 





























3. Princip kódování 
Video komprese je proces stlačování a zhušťování video sekvencí na menší objem dat. 
Nekomprimované digitální video typicky vyžaduje vysoký datový tok (přibližně 216Mbitů za 1 
sekundu v kvalitě TV vysílání). Pro ukládání dat v takovém objemném formátu by nám nestačily 
pevné disky v domácím PC ani na 2 celovečerní filmy. Proto bylo třeba přijít s něčím, co by nám 
pomohlo stlačit video data do co nejmenších velikostí. 
 Jedním takovým řešením je komprimace. Komprimace dat se dá dosáhnout odstraněním 
redundance, komponenty, která není potřebná pro věrnou reprodukci dat. 
 Téměř všechny typy dat na PC obsahují tzv. statistickou redundanci (data opakující se po 
určitých intervalech), která se dá efektivně odstranit použitím bezeztrátové komprese – entropické 
kódování (nejčastěji na tomto principu fungují datové archivátory, některé statické obrazové kodeky a 
částečně i video kodeky apod.). Takovým způsobem se dá dosáhnout perfektní kopie originálních dat 
s menší velikostí. Ale bohužel u video souborů se statistická redundance vyskytuje v tak malém 
objemu, že po komprimaci by se nedosáhlo téměř žádné změny ve velikosti souboru. 
Proto pro video komprimaci bylo třeba přijít s jinou metodou a to ztrátovou. Ta využívá pro co 
největší efektivnost některých nedokonalostí lidského vnímání: 
 
• zrak vnímá pouze velké změny v jasu 
• zrak vnímá malé změny jasu pouze u krajů snímků 
• zrak akumuluje intenzitu barev 
 
Komprimaci tvoří párový systém programů, tím je kodér a dekodér. Kodér převádí zdrojová 
data do zkomprimované formy, dekodér je převádí zpět do formy, která se dá buď prezentovat jako 
původní originál, nebo nadále upravovat. 
 
Srovnání velikostí snímků vzorkovaných 4:4:4(i RGB24) a 4:2:0 
Rozlišení obrazu: 720 x 576 pixelů 
YUV444 Cb, Cr rozlišení: 720 x 576 vzorků, každý 8 bitů 
Celkem bitů: 720 x 576 x 8 x 3 = 9 953 280 bitů 
YUV420 Cb, Cr rozlišení: 360 x 288 vzorků, každý 8 bitů 
Celkem bitů: (720 x 576 x 8) + (360 x 288 x 2) = 4 976 640 bitů 
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 Většina video kódovacích metod využívá trojí redukci redundance. Je to časová, prostorová a 
entropická. Data na snímcích jsou časově a informačně propojená se snímky předešlými i 
následujícími. To umožňuje predikci informačního obsahu obrazových prvků.  
K redukci prostorové redundance slouží (v současnosti nejvyužívanější) diskrétní kosinová 
transformace (DCT) nebo diskrétní vlnková transformace (DWT). Využívají zmíněných vlastností 
lidského zraku. 
Časovou redundanci potlačuje pohybová kompenzace predikcí (MCP - Motion compensation 
prediction). Ta využívá principu predikce pohybu objektů v blocích na dvou sousedních snímcích. 
Proto není třeba komprimovat každý snímek kompletně, ale stačí pouze předpovídat změny poloh 
(DPCM – Differential Pulse Code Modulation). 
Entropická redukce redundance vychází z předpokladu výskytu většího množství některých 
znaků než ostatních. Je výhodnější kódovat často se vyskytující slova kratšími kódovými slovy. 
Nejčastěji používanou technikou je kódování s proměnnou délkou slova (VLC – Variable-Length 
Coding), mezi které patří Huffmanovo kódování, aritmetické a LZW. Navíc posloupnost stejných 

























3.1 Základy kódování v MPEGu a Theoře 
Video kodéry se skládají ze tří hlavních jednotek (obr. 2). Časový model, prostorový model a 
kodér entropie. Vstupem časového modelu jsou nekomprimované video sekvence, u kterých se snaží 
tato jednotka redukovat redundanci využitím podobností mezi sousedními snímky, obvykle 
vytvořením predikcí na současném video snímku. V MPEG-4 Visual a v H.264 je predikce vytvořena 
z jednoho nebo více předchozích nebo následujících snímků a je vylepšena kompenzací rozdílů mezi 
snímky (pohybově kompenzovaná predikce MCP) nebo globální pohybovou kompenzací (GMC). 
Theora podporuje pouze pohybovou kompenzaci z předchozích snímků. Výstupem časového modelu 
je zbytkový snímek (vzniklý odečtením predikce z aktuálního snímku) a typicky balík vektorů, 
definujících jak byl pohyb na snímcích predikován. [2] 
Zbytkový snímek je vstupem pro prostorový model, který využívá podobností mezi 
sousedními vzorky (pixely) pro prostorovou redukci redundance. Jak v H.264, MPEG-4 Visual a 
Theoře je dosáhnuto redukce aplikováním transformace DCT a dále kvantizace. Transformace 
konvertuje vzorky do jiné domény, ve které jsou reprezentovány transformačními koeficienty. Ty jsou 
poté kvantovány (vyděleny), aby došlo k odstranění nevýznamných hodnot. Poté zbude pouze malý 
počet významných koeficientů, které reprezentují kompaktnější vzhled zbytkového snímku. Výstupem 
prostorového modelu je balík kvantovaných transformačních koeficientů. 
Výstupy časového (vektory) a prostorového modelu (koeficienty) jsou komprimovány 
entropickým kodérem. Ten odstraňuje statistickou redundanci v datech (použitím Zigzag seřazení, 












4. Popis kodeků 
Všechny postupy zmíněné v principu kódování jako pohybová kompenzace predikcí, transformování, 
kvantování a entropické kódování je základem efektivity a spolehlivosti video komprese přes 10 let. 
Tento kódovací model je srdcem dále popisovaných kodeků. Patří do skupiny ztrátových, mezi 
nejvýznamnější patří kodeky standardu MPEG. Hlavním trendem jsou v současnosti kodeky založené 
na standardu MPEG-4, který nedefinuje přímo kódování, ale pouze vlastnosti, které by měl 
kompatibilní kodek s MPEG-4 splňovat. Nejznámější kodeky odvozené z tohoto standardu jsou DivX, 
XviD a x264.  
Ale volného standardu využily soukromé firmy a vyvinuly podle něj vlastní algoritmy 
implementované ve vlastních kodérech, které si jednoduše poté nechali patentovat. Proto jen samotná 
implementace, kodeku založenému na kódu pod licencí GPL, LGPL nebo open source, může jiné 
v zemi způsobit legální postupy a pokuty, pokud jsou již některé technologie patentované. Proto je asi 
nejlepší metodou snažit se o předcházení těchto konfliktů, a tím řešením, které neporušuje žádné 
patenty jsou kodeky Xiph.org nadace, kam patří i Theora.  
Před samotným srovnáním kodeků MPEG-2, MPEG-4 Visual, H.264 a Theory je třeba zmínit 
kontejnery, které tvoří nedílnou součást všech multimediálních dat.  
4.1 Typy datových kontejnerů  
Jakýkoliv soubor, který hledáme, nás první upoutá svým názvem, ale málokdo si uvědomuje, že 
multimediální soubor může mít hromady různých přípon a přitom pokaždé spuštěný soubor uložený 
v jiných kontejnerech dojde ke stejnému zobrazenému výsledku. Takových kontejnerů existuje 
opravdu hodně, ale přitom by jich stačilo mnohem méně, kdyby každý splnil určité požadavky. Ale 
protože vývojáři dříve neviděli potenciál a technické možnosti, který dnešní svět počítačů a mobilů 
nabízí, tak se zaměřovali hlavně na specifické, v té době jediné požadavky. 
   Proto se v současnosti vyvíjí hlavně universální formáty kontejnerů, které umožňují ukládání 
video nebo audio proudů komprimovaných ve všech možných kodecích. Přidávají možnost vkládání 
titulků, komentářů a jiných metadat. V dnešní době, kdy se rozvíjí ipTV, je důležitým požadavkem 
také schopnost streamování obsahu (sledování přenášených dat v reálném čase, aniž bychom museli 
mít data uložené v PC) kontejnerů. U starších typů se nepočítalo s takovým nasazením, proto bylo 
třeba pracovat na nových streamovatelných typech. Další výhoda některých nových kontejnerů je také 
otevřenost specifikace (open source), která umožňuje případné rozšíření.  
Dnes jsou asi nejpoužívanější kontejnery pro ukládání multimediálních audio-video dat AVI, 
MKV, WMV OGG a MP4. Všechny vycházejí z některých zmíněných požadavků a liší jen v 
drobnostech. Standardně je každý blok v kontejneru identifikován FourCC značkou. FourCC znak je 
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dlouhý 4 byty a identifikuje datový formát proudu, např. u video bloků identifikuje použitý kodek 
(H264, DIVX, XVID). 
4.1.1 AVI 
AVI je multimediální formát kontejneru, který byl vytvořen firmou Microsoft jako součást technologie 
Video pro Windows (VFW). Překlad názvu znamená „Audio video prokládání“, takže bez znalostí 
jeho technologie se dá vydedukovat, že se audio a video framy vzájemně střídavě vkládají do AVI 
souboru jak je na obr. 1. Nicméně AVI soubory na rozdíl od ostatních flexibilních kontejnerů nemusí 








Obr. 3 – Časová osa multimediálního souboru 
 
Nevýhoda tohoto kontejneru je, že informace o synchronizaci audia a videa je až na konci 
souboru v indexační tabulce, takže pro streamování je třeba mít kompletní soubor jinak nelze přehrát. 
Sice je možné tabulku z poškozeného souboru znova vytvořit a poté jej přehrát. Ale může se stát, že 
dojde k desynchronizaci obrazu se zvukem, protože audio nebo video mohlo být uloženo s odlišnou 
hodinovou frekvencí.   
 
4.1.2 OGG 
Multimediální kontejnerový formát Ogg patří pod Xiph.org Foundation. Jeho cíl je obdobný jako u 
Theory, vytvořit svobodný software pro digitální multimédia. Propagovaný datový formát Ogg byl 
vytvořen jako první projekt pod hlavičkou nadace Xiph.org, která si klade za cíl vyvinout komponenty 
pro kódování a dekódování multimediálního obsahu, přičemž tyto komponenty budou svobodně 
dostupné a svobodně re-implementovatelné v softwaru (BSD licence). [8] 
Tento projekt je zamýšlen, jako alternativa k nesvobodným standardům jakými jsou AVI, 
WAV, WMV a jiné, podobně, jako je to mezi Theorou a MPEG-4 kodeky. Ale podobně jako většina 
kontejnerových formátů i Ogg balíkuje surová komprimovaná data do bloků (každý blok je 
identifikován FourCC znakem OggS) a dál je umožňuje navzájem prokládat, a to v závislosti na 
požadovaném typu souboru. 
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Ale na rozdíl od AVI je Ogg proudově orientovaný kontejner, protože u něj je možné během 
zápisu zároveň číst data. Proto se přirozeně hodí k internetovému streamování a pro použití 
v procesových proudech. Tento typ orientace tvoří hlavní vzhledový rozdíl před ostatními kontejnery 
založenými pouze na souborovém základu. 
Podporuje většinu audio a video formátů, ale byl zamýšlen hlavně pro bezplatné kodeky, mezi 
které patří: 
Audio kodeky: Speex, Vorbis, FLAC 
Video kodeky: Theora, Dirac, OggUVS 
Textové kodeky: Writ, CMML 
 
4.1.3 RTP Payload pro Theoru  
Je standardní paketový formát pro doručování zvukových a obrazových (video) dat po internetu. Byl 
vyvinut korporací Audio-Video Transport Working Group IETF a poprvé publikován v roce 1996 jako 
standard RFC 1889. [9] 
Byl původně vyvíjen jako protokol pro výběrové vysílání, ale používán byl v mnoha unicast 
aplikacích. Protokol se často používá v streaming media systémech (proudění mediálních dat) jako 
video telefonní konference nebo videokonference a v push to talk (stlač a mluv nebo zmáčkni a mluv) 
systémech (ve spojení s H.323 nebo SIP), čímž je protokol technickým základem Voice over IP 
technologie.  
Protokol RTP je přenášen přes UDP, který je mnohem vhodnější než TCP, protože aplikace 
pracující s RTP vyžadují menší zpoždění paketů, než bezchybný přenos.  
 
0                   1                   2                   3 
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1   bits 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
|V=2|P|X|  CC   |M|     PT      |       sequence number         | RTP 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
|                           timestamp                           |Header 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
|           synchronization source (SSRC) identifier            | 
+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+ 
|            contributing source (CSRC) identifiers             | 
|                             ....                              | 
+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+ 
 
Obr. 4 – Hlavička RTP paketu 
 
Na obrázku 4 je vidět jak vypadá hlavička RTP paketu. Hlavička je dlouhá minimálně 12 bajtů 
a skládá se z několika částí 
- V – Bity určující verzi RTP protokolu. V současnosti je to verze 2 
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- P – Jestli je tento bit nastaven na 1, tak se na konci zátěže přidají data pro případné zabezpečení 
obsahu paketu 
- X – Indikuje přítomnost rozšířené hlavičky mezi daty a RTP hlavičkou 
- CC – Určuje počet CSRC identifikátorů, používá se v případě většího počtu zdrojů (např. při 
konferenci) pro následné slučování toků  
- M – V případě přenosu více paketů jednoho video snímku značí tento bit poslední paket  
- PT (Pay-load Type) – Značí použitý typ kódování, v podstatě při přenosu Thera video streamu 
bude PT obsahovat jeho FourCC značku „THEO“ 
- Sequence number – Číslo značící pořadí paketů, na začátku se nastavuje na náhodnou hodnotu 
- Timestamp – Číslo, které určuje prezentační čas prvního vzorku Theora paketu v RTP paketu 
- SSRC – Identifikátor zdroje 
- CSRC – Seznam všech zdrojů, které přispívají nějakým obsahem do paketu, tato část už není 
součástí hlavičky RTP paketu 
 
Další částí RTP paketu je zátěž, která tvoří datový obsah RTP paketu. Pro přenos Theora 
paketů je zátěž definována pouze v konceptu na stránkách Xiph.org. Na obrázku 5 je ukázané, jak 
vypadá hlavička zátěže RTP paketu (Payload Header). 
 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
|               Configuration Ident             | F |TDT|# pkts.| 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
 
Obr. 5 – Hlavička zátěže RTP paketu 
 
 
- Configuration Ident – Určuje, která konfigurace bude použita k dekódování paketu 
- F (Fragment type) – Hodnoty 0, 1, 2, 3 určují, zdali se jedná o nefragmentovaná data, začátek 
fragmentu, pokračování nebo konec 
- TDT (Theora Data Type) – Hodnoty 0, 1, 2, 3 určují, o jakou zátěž se jedná, jestli jde surová data 
Theora konfiguraci, Theora komentář nebo jiná data 





|        Payload Length         |          Theora Data         .. 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
 




Poslední částí je datová zátěž (Payload data) obrázek 6. První byte obsahuje délku datové 
zátěže a zbytek přenášená data. Theora Data Type určuje, co je přenášeno v zátěži, nejčastěji to jsou 
surová data Theora streamu, ale na začátku přenosu to jsou pokaždé 3 konfigurační hlavičky.  
U Theora RTP paketů je velmi důležité, aby se podařilo přenést všechny 3 hlavičky streamu. 
Ty obsahují důležité informace pro dekodér, který podle nich dekóduje Theora proud.  
- Prvním je Identification Header – udává rozlišení, kvalitu, verzi kodéru a použité bloky 
- Druhá část je Comment Header – obsahuje metadata proudu, není úplně nutné ho přenášet 
- Poslední částí je Setup Header – obsahuje dekvantizační informace a Huffmanovi tabulky, vše 
potřebné pro dekomprimaci 
 
Obrázek 7 zobrazuje, jak by vypadal RTP paket, který by přenášel surová data rozdělená do 
několika fragmentů. Fragment typ je nastaven na 1, takže se jedná o začátek rozděleného Theora 
paketu, TDT je nastaven na 0, takže se jedná o surová data. Pkts je také na 0, protože jsou data 




      0                   1                   2                   3 
      0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     |V=2|P|X|  CC   |M|     PT      |           1000                | 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     |                             xxxxx                             | 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     |           synchronization source (SSRC) identifier            | 
     +=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+ 
     |            contributing source (CSRC) identifiers             | 
     |                              ...                              | 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     |              Configuration Ident              | 1 | 0 |      0| 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     |        Payload Length         |           Theora data        .. 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     ..                        Theora data                          .. 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
 










Komprimační formát, který je nástupcem MPEG-1. Jeho snahou bylo dosáhnout podpory komprimace 
prokládaných snímků a hlavně umožnit komprimaci v rozlišení a kvality TV vysílání (změna z 352 x 
288 na 720 x 576). Takže hlavní změnou oproti MPEG-1 byla podpora půlsnímků (interlacing), 
proměnlivý datový tok (VBR), což umožňuje v náročnějších scénách použít vyšší počet bitů pro 
kompresi, naopak v jednoduchých scénách použít datový tok nižší, co ve výsledku je pak průměrný 
datový tok menší než při použití konstantního toku (CBR) a současně kvalitnější. MPEG-2 dále přišel 
z možností dvojího datového průchodu. To se hlavně uplatňuje ve VBR případě, kdy se v prvním 
průchodu analyzuje scéna a vytvoří se soubor s výsledky a koeficienty přibližné datové náročnosti 
scény, zatímco v druhém průchodu se podle získaných hodnot použijí různé kvantizační tabulky a tím 
dojde k větší redukci redundance na různě náročných scénách. 
MPEG používá pro kompresi tří druhy snímků I, B a P. I snímky (Intra snímek nebo Key 
snímek) jsou základním kamenem ostatních snímků. Různé části snímku se mohou komprimovat 
různým stupněm komprese. I snímek má největší velikost. Po I snímku, většinou následuje P 
(Predictive) snímek, který se komprimuje pomocí předešlých I nebo P snímků. B-snímky 
(Bidirectional-Predictive) jsou obousměrné předpovědi z I nebo P-snímků. Mají nejmenší velikost na 
disku. Základem všech prediktivních snímků je princip pohybové kompenzace predikce. Celá 
sekvence snímků (od jednoho I po další I snímek) se pak nazývá GOP (Group of Pictures). Běžné 
pořadí snímků je IBBPBBPBBPBBPBBPBB. Toto pořadí lze měnit počátečním nastavením kodéru.  
 
Výhody: 
• Standard pro DVD video a SVCD 
• Budoucnost využití v digitální televizi (DVB) 
• Podpora všech dosud chválených technik (interlacing - prokládání, VBR, B snímky) 
• Vysoká kvalita ve vyšším datovém toku 
• Podpora až HDTV rozlišení 
Nevýhody: 
• Licenční poplatky za užívání patentů (převážně v USA) 
• Slabší kvalita v malém datovém toku 
• Efektivnost pouze v PAL rozlišení, ve vyšším dosahuje obrovských datových toků 






MPEG-4 je rozsáhlý multimediální projekt a soubor standardů, který v roce 1993 odstartovala skupina 
ISO MPEG. Součástí specifikace je kódování obrazu, zvuku i vlastní kontejner MP4 založený na 
formátu QuickTime. MPEG-4 zdědil některé vlastnosti starších standardů MPEG-1 a MPEG-2 a přidal 
k nim řadu novinek, VRML pro 3D renderování, podporu pro správu digitálních práv a jiné. [2] 
Standard MPEG-4 je založen na BIFS (BInary Format for Scenes) objektovém kódování 
podobné podstaty jako VRML (Virtual Reality Modeling Language) a popisuje prostorově časové 
uspořádání objektů ve scéně. Nedívá se na obraz jako celek, ale rozděluje ho na pozadí a jednotlivé 
objekty, které jsou na tomto pozadí. Jednotlivé objekty jsou rozděleny do oddělených vrstev a ty jsou 
pak zakódovány. Objekty zde mohou kromě videa a audia být 2D a 3D objekty, animace, text, 
interaktivní prostředí, data atd. Tento způsob kódování přináší velice efektivní výsledky. 
 
Klíčové části z 23 celkově, které se týkají video komprese, jsou: 
MPEG-4 part 2 (Visual) – Umožňuje kódovat běžné video data zároveň s daty vytvořenými počítačem 
(video, textury, animace, text, virtuální realita atd.). Je zde mnoho profilů, z nich nejznámější je ASP 
(Advanced Simple Profile) 
MPEG-4 part 10 – AVC (Advanced Video Coding): Toto kódování přináší nová vylepšení. Je shodné 
se standardem ITU-T H.264 
MPEG-4 part 14 – Popisuje formát kontejneru pro ukládání MPEG-4 proudů, jeho základ tvoří  
Part 12. Vychází z formátu QuickTime firmy Apple., umožňuje taktéž streaming přes internet. 
MPEG-4 part 15 – Popisuje formát kontejneru pro uložení H.264 proudů 
 
Všechny standardy MPEG-4 specifikují pouze postupy a technologie. Jak je implementovat a 
jestli se rozhodnout pro použití té nebo jiné techniky je jen na vývojářích. A aby v tom byl trochu 
nějaký systém, tak standardy obsahují návrhy na profily a stupně, které určitým způsobem povolují 
použít schopnosti pro příslušnou aplikaci.  
MPEG-4 Visual a H.264 standard není přímo napsán jako vývojářská příručka, ale raději 
s cílem dosáhnutí kompatibility mezi kodeky vyvinutými různými výrobci. Například bitový proud 
vytvořený XviD kodekem (MPEG-4 Visual ASP) by měl být dekódovatelný jakýmkoliv dekodérem 
splňující standard MPEG-4 Visual. Zajištění takových cílů je složitý úkol, proto jsou dokumenty 








4.3.1 MPEG-4 Part 2/Visual 
Dokument dosahující počtu 534 stran pokrývá rozsáhlé množství funkcí, všechny vztahující se ke 
kódování a reprezentaci obrazových informací. Standard se mezi různými datovými typy zabývá 
následujícími: 
 
• pohyblivým videem (obdélníkové snímky) 
• video objekty (svévolně tvarované regiony ve videu) 
• statickými texturami 
• animovanými lidskými obličeji a těly 
• 2D a 3D síťovými objekty 
 
Standard specifikuje set kódovacích nástrojů, které jsou designovány k prezentaci zmíněných 
datových typů v komprimované formě. S různými balíky nástrojů a podporovaným datovým typem 
MPEG-4 Visual standard může podporovat mnoho rozdílných aplikací, kterými můžou být: 
 
• aplikace pro digitální TV přenost, videokonferenci a ukládání videa 
• renderování počítačové grafiky použitím 2D a 3D deformovatelných objektů nebo animace 
lidských obličejů a těl 
• streamování videa přes internet a mobilních kanálů 
• aplikace pro vysoce kvalitní video úpravu a distribuci pro studiové produkce 
• objektově založené video aplikace s různým počtem objektů, každým individuálně kódovaným 
 
Navzdory rozsahu nástrojů specifikovaných standardem, je MPEG-4 Visual obyčejným 
kódovacím mechanismem, blokově založený kodekem, který používá pohybovou kompenzaci, DCT, 
kvantizaci a entropické kódování. Ostatní nástroje jsou pouze nabalené na tomto jádře. Počet profilů, 
které definují použitelné nástroje je 19. Mezi základní obdélníkové kódovací profily patří SP, ASP a 
ARTSP. Ostatní už nejsou tak známé, protože se věnují kódování objektů a textur. 
 
Základní profily a stupně MPEG-4 Visual 
Simple (SP)  
- základní kódování obdélníkových video snímků, I a P snímky 
- stupně L0 až L4, umožňují maximální rozlišení až 352x288, maximální datový tok 384 kbps a 






Advanced Simple (ASP) 
- vychází z SP, ale má zvýšenou účinnost a přidává podporu pro prokládané video 
- přidána podpora pro B snímky a jiné nové techniky (QPEL, GMC, ...) 
- stupně L0 až L5, maximální rozlišení 720x576, datový tok 8 Mbps 
Advanced Real-Time Simple 
- vychází z SP, je určen pro použití v real-time streamovacích aplikací 
- dynamická změna rozlišení při kódování 
  
Technické nástroje pro kompenzaci redundance použitelné v ASP jsou:  
B frames – snímky, které jsou vytvořeny na základě pohybové kompenzace predikcí, obsahují pouze 
soubor vektorů, které zobrazují změny pozic pixelů. Ale na rozdíl od P snímků je predikce vytvořena 
z předchozího a následujícího snímku, je tedy obousměrná 
Quarter Pixel Motion Search Precision (QPEL) – umožňuje přesnější detekci pohybu mezi dvěma 
rámci, normálně se detekovala pomocí HalfPel. Ve výsledku podává mnohem ostřejší obraz, ale 
výpočetně je náročnější než HalfPel, vyžaduje asi o 60% výkonu navíc 
Global Motion Compensation (GMC) – detekuje podobné vektory v makroblocích rámce a nahradí je 
jedním společným vektorem, např.  kamera, která zoomuje, provádí lineární posun celé scény od 
středu obrazu do rohů 
Interlacing, Alternate Quantiser 
 
Dnešní kodeky nejčastěji využívají Advanced Simple Profile (DivX, XviD, 3ivX, WMV), 
mnohé jej ale rozvíjejí o další vlastnosti dle konkrétní implementace, přičemž se nedrží přesně 
doporučených stupňů kompatibility, proto bývají často nekompatibilní. 
Pro příklad technologie použitelná nad rámec ASP v kodeku XviD: 
MPEG/Custom Quantization – umožňuje použití vlastních kvantizačních maticí 
 
Výhody 
• kompatibilita kodeků založených na implementaci standardu MPEG-4 Visual 
• v současnosti nejprogresivnější standard kódování 
• vhodný i pro použití v Internetu a mobilních zařízeních 
• škálovatelnost zakódovaného videa 
• vhodný pro trvalé uložení dat 
• jediný XviD je zdarma  
Nevýhody 
• licenční poplatky za užívání patentů a placené verze kodeků 
• míra volnosti při implementaci kodeků může vést k nekompatibilitě kodeků 
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4.3.2 MPEG-4 Part 10/MPEG-4 AVC/H.264 
MPEG-4 Part 10 je standard pro video kompresi, známý jako H.264 nebo MPEG-4 AVC (Advanced 
Video Coding), vznikl ze spolupráce skupiny ISO MPEG a VCEG patřící pod mezinárodní 
telekomunikační unii ITU. Jeho cíl je na rozdíl od MPEG-4 Visual primárně podporovat vysoce 
účinné a robustní kódování obdélníkových snímků. Umožňuje nízký datový tok při různých 
rozlišeních. [3] 
Využívá vzorkovaní YUV 4:2:0, ale v nově přidaných profilech pod rozšířením FRExt i 4:2:2 
a 4:4:4. Přidává možnost kódování v až 14bitové barevné hloubce. Kódovaný obraz je rozdělen do 
určitého počtu makrobloků o velikosti 16x16 pixelů jasové složky a 8x8 pixelů barevné. Nově jsou 
v každém obraze makrobloky uspořádány do částí (krajíců) nebo-li „slice“. I slice může obsahovat 
makrobloky pouze typu I, P slice mohou obsahovat jak P makrobloky tak I a B slice obsahuje B a I 
makrobloky. Dále jsou přidány navíc dva další typy slice SI a SP. Každý makroblok může být 
zakódován v intra nebo inter módu. V intra módu může být makroblok jasové složky kódován celý a 
lze použít jeden ze čtyř predikčních způsobů, nebo může být rozdělen na sub-bloky 4x4 pixelů a pak 
lze použít jeden z devíti predikčních způsobů. 
Hlavní vlastnosti, které standard H.264 přinesl jsou více snímková predikce, in-loop 
deblocking filtr, pokročilejší entropické obsahově přizpůsobivé kódování, síťová abstraktní vrstva 
(NAL), vážená predikce, QPEL, volitelné rozdělení základního makrobloku 16x16 pixelů jasové 
složky pro kompenzaci pohybu na části od velikosti 4x4 až do velikosti 16x16 pixelů umožňující 
přesné rozdělení pohyblivých oblastí a bezztrátové kódování mezi snímky. 
H.264 je také rozdělen na několik profilů a stupňů definujících použitelné nástroje a 
maximální použitelné rozlišení, datový tok a počet makrobloků. 
Baseline Profile (BP) 
- pro nenáročné aplikace disponující menším výpočetním výkonem, podporuje pouze I/P 
snímky, progresivní zobrazení a CAVLC, vhodný pro videokonference a mobilní aplikace 
Main Profile (MP) 
- původně určen jako hlavní profil, ale později byl nahrazen efektivnějším HP  
High Profile (HP) 
- základní profil pro výsílání a uchování dat, zvláště pak pro HDTV (převzatý též pro HD DVD 








Další 3 profily už nejsou tak důležité, protože jejich přínos je oproti HP profilu minimální. 
Přidávají pouze větší hloubku vzorkování a podporu pro RGB a zbylé dva YUV typy. Maximální 
podporované rozlišení je od 128x96 až 4096x2304 Většina kodeků je založených právě na 
implementaci nástrojů z HP profilu. Patří k nim x264 (implementovaný v FFmpeg), Nero Digital, 
Quicktime a další. 
 
 Výhody 
• vysoká kvalita obrazu a účinnost komprese 
• nejpokročilejší standard pro komprimaci (HD-DVD, Blue-Ray) 
• prosazuje se v DVB vysílání (nahrazuje MPEG-2) 
Nevýhody 
• placenný kodek a licenční poplatky, kromě x264 
• v ČR se plánuje H.264 v DVB až za pár let 
4.4 Theora 
Theora je ztrátový video kodek, založený na VP3 kodeku vytvořeném firmou On2 Technologies. On2 
darovala zdrojové kódy VP3.1 kodeku Xiph.Org nadaci a vypustila je pod licencí BSD. Vývojáři 
Theory se snažili docílit toho, aby žádná část kódu neporušovala patenty, proto se v některých částech 
museli uchýlit k použití pomalejších (méně efektivnějších) algoritmů. [6] 
Theora v současnosti podporuje tři základní vzorkovací formáty YUV. Nepodporuje 
prokládané video, ani vyšší hloubku vzorkování než 8 bitů na komponentu. Dokáže komprimovat 
černo bílý obraz, ale jen díky tomu, že efektivně zkomprimuje barevné komponenty. Do budoucna je 
plánována podpora i pro prokládané video. 
Theora je blokově založený kodek, obraz rozděluje do bloků velikosti 8x8, ty nadále skládá do 
super-bloků apod. a stejně jako MPEGy provádí DCT transformaci a blokově založenou kompenzaci 
pohybu. Na rozdíl od MPEG typů kodeků Theora podporuje pouze I a P snímky, žádná definice B 
typů v kodeku není. Kodér vytváří z video snímků komprimovaný formát, který dělí do paketů různé 
velikosti (VBR). Proto se nativně počítá, že se Theora pakety budou používat v synchronizovaném 
transportním mechanismu, kde velikosti rámců nejsou pevně dány a kde se počítá s podporou opravy 
errorů. Takovým formátem může být Ogg kontejner nebo RTP protokol. U Theory je ještě rozdíl 
v tom, že jakmile dekodér načte hlavičková data ze začátku souboru nebo streamu (kvantizační 
parametry a entropický model), tak může poté číst snímky z jakékoliv části souboru.  
Theora je schopná zpracovat jakékoliv rozlišení až do 1048560x1048560. Má v sobě 
implementován in-loop deblocking filtr, který se aplikuje po DCT transformaci a zabraňuje vzniku 
viditelnosti blokování snímku. To ho řadí na stejnou úroveň jako H.264 kodeky. Nemá v sobě sice 
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• účinnost komprese a konkurenceschopnost 
• úplně zdarma 
Nevýhody 
• pomalejší kodér (optimalizace je plánována) 
• malá rozšířenost 
5. SDL 
SDL je multiplatformní multimediální knihovna poskytující nízkoúrovňový přístup na audio, 
klávesnici, joystick, 2D počítačovou grafiku a 3D hardware přes OpenGL. Je dokonce používána 
samotným projektem FFmpeg v komponentě ffplay. Napsaná je v jazyku C (C++ je nativně 
podporován), nicméně existuje v mnoha verzích například pro jazyky Java, C#, Delphi, Python, Perl a 
další. Její verze pro Microsoft Windows vyžaduje knihovnu DirectX minimálně ve verzi 7.  Nicméně 
do budoucna je plánována podpora pro verzi 8.  
Hlavní knihovna je rozdělena na několik částí, které se starají o zmíněný přístup na jednotlivé 
systémové součásti. Standardní knihovny, které jsou brány jako oficiální a jsou vedeny v dokumentaci, 
jsou tyto: 
 
• SDL_image - Podpora pro formáty obrazu (YUV,RGB…) 
• SDL_mixer - Komplexní audio funkce 
• SDL_net - Síťová podpora 











6. Testování Theory vs x264 
V této části jsem testoval komprimační schopnosti kodeku Theora s kodekem x264. Zaměřil jsem se 
pouze na subjektivní hodnocení výstupní kvality obrazu. V závěrečném hodnocení bude pouze shrnutí 
výsledků, obrázky zde přikládat nebudu, protože si myslím, že jejich vypovídací hodnota nebude po 
tisku dostatečně zřetelná. Pro ukázku je ponechám v příloze na CD. 
K postupu: 
Pro komprimaci testovacího videa jsem použil kodéry ffmpeg (ve verzi z května 2008) pro 
komprimaci do x264 a ffmpeg2theora (ve verzi 0.21) do Theory. Testování jsem prováděl na vlastním 
počítači v operačním systému Windows Vista 
Kódoval jsem krátké nekomprimované sekvence, které jsou k dispozici na FTP serveru Technické 
Univerzity v Mnichově [13]. Původní sekvence jsou v rozlišení 1280x720 v 50 snímcích za sekundu. 
Testovací sekvence: 
720p50_mobcal_ter.yuv – 664,4 MB, 720p, 50 snímků/s, trvání 10s, žádný zvuk 
720p50_parkrun_ter.yuv – 664,4 MB, 720p, 50 snímků/s, trvání 10s, žádný zvuk 
 
Komprimaci jsem prováděl do dvou rozlišení. První do rozlišení QVGA 320x240 a druhé jsem 
ponechal v původním rozlišení 720p. V nastavení kodérů jsem se snažil použít co nejvíce příkazů, 
které by umožnily dosáhnout co nejvyšší kvality obrazu a zároveň nízkého datového toku. U Theory je 
menší nevýhoda, že počet možných nastavení je omezen pouze na snímkovací frekvenci, rozlišení a 
kvalitu (datový tok). Zatímco ffmpeg má pro x264 kodek hromadu nastavení, ke kterým je na 
stránkách ffmpeg stručná dokumentace, takže nastavením většiny přepínačů jsem se inspiroval jejich 
příklady. 
 
Příkaz pro komprimaci sekvence v ffmpeg2theora do QVGA a 720p 
ffmpeg2theora --optimize -v 2 -F 25 -x 320 -y 240 -o "park_qvga.ogg" "720p_parkrun.avi" 
ffmpeg2theora --optimize -v 1.5 -F 25 -o "park_720p.ogg" "720p_parkrun.avi" 
Pro ffmpeg do QVGA a  pro 720p 
ffmpeg -y -i "720p_parkrun.avi" -f mp4 -vcodec libx264 -level 41 -refs 2 -loop 1 -deblockalpha 0 -
deblockbeta 0 -parti4x4 1 -partp8x8 1 -partb8x8 1 -me full -coder ac -subq 6 -brdo 1 -me_range 21 -s 
320x240 -r 25 -b 500k -maxrate 600k -bufsize 5000k -qcomp 0.6 -qmin 10 -qmax 51 -g 300 
"park_qvga.mp4" 
ffmpeg -y -i "720p_parkrun.avi" -f mp4 -vcodec libx264 -level 41 -refs 2 -loop 1 -deblockalpha 0 -
deblockbeta 0 -parti4x4 1 -partp8x8 1 -partb8x8 1 -me full -coder ac -subq 6 -brdo 1 -me_range 21 -s 




Videa komprimované do rozlišení QVGA byli nastaveny na přibližnou bitovou rychlost okolo 
500kbs tj. průměrná rychlost připojení na internet. Videa v rozlišení 720p byly komprimovány 
rychlostí 5000kbs tj. průměrná bitová rychlost filmu zkomprimovaného z Blue-ray na DVD. 
K hodnocení výsledků testování bych rád viděl jako vítěze Theora kodek. Ale pravda je 
taková, že Theora je pouze statným konkurentem kodeku x264 hlavně ve vyšších rozlišeních. I když i 
tam trochu ztrácí na kvalitě díky menšímu počtu nástrojů, které má kodek implementován. Ale 
porovnáním nižších rozlišení Theora ztrácí na kvalitě mnohem víc, hlavně ve scénách se zvýšeným 
pohybem jde dobře vidět horší vyhledávání pohybových vektorů (x264 podporuje použití menších 
bloků pro určení pohybu, QPEL a jiné nástroje), to se pak projevuje silným blokováním v částech, kde 
je pohyb téměř nulový. Ale díky integraci in-loop deblokovacího filtru je na tom pořád lépe než 
MPEG-4 ASP kodeky, které spoléhají na méně efektivní postprocessing filtry. 
 Jde vidět to, že skupina MPEG a VCEG má zkušenosti z minulých let na vývoji standardů, 
které zužitkovala při vytváření H.264. Theoru čeká ještě dlouhá doba, než se stane náhradou za 




• obraz ve vyšším rozlišení srovnatelný s x264 
• v nižším rozlišení silnější blokování pohybových částí, celkově rozmazanější  
x264 (H.264 standard)  
• GPL licence, v některých zemích jsou části kódu patentované, takže částečně zdarma 
• zatím nemá konkurenci v obrazu ani v účinnosti 
 
7. Unified Modeling Language  
Unified Modeling Language (UML) je v softwarovém inženýrství grafický jazyk pro vizualizaci, 
specifikaci, navrhování a dokumentaci programových systémů. UML nabízí standardní způsob zápisu, 
jak návrhů systému včetně konceptuálních prvků typu business procesy a systémové funkce, tak 
konkrétních prvků jako jsou příkazy programovacího jazyka, databázová schémata a znovupoužitelné 
programové komponenty. Standard UML definuje standardizační skupina Object Management Group 
(OMG). 
UML podporuje objektově orientovaný přístup k analýze, návrhu a popisu programových 
systémů. UML neobsahuje způsob, jak se má používat, ani neobsahuje metodiku(y), jak analyzovat, 




8.1 Přehrávač na bázi knihoven FFmpeg 
V každém multimediálním soubor je aspoň jeden proud (stream) dat, počet streamů není nijak omezen. 
Pouze architekturou kontejnerového formátu, ale v  současnosti jsou všechny typy téměř bez omezení. 
 Každý stream se skládá z rámců – to jsou data, která můžou být zobrazena uživateli v určený 
čas. Při vytváření multimediálního souboru jsou rámce kódovány použitím kodeku, aby se zmenšila 
celková velikost výstupního souboru. Předtím než může být soubor přehrán nebo překomprimován do 
jiného formátu musí se každý rámec dekódovat zpět do surového obrazového formátu (např. RGB24 
nebo YUV12). Potom se můžou provést úpravy obrazu jako je rotace, změna velikosti, postprocessing 
nebo převedení do jiného barevného formátu. Nakonec po všech provedených krocích se můžou 
zobrazit na obrazovce. 
Chtěl bych zdůraznit, že pro práci s video-souborem je kromě knihovny libavcodec důležitá 
hlavně knihovna libavformat. 
 
Struktura 
Pro představu, jak funguje trans-kódování video souboru pomocí FFmpeg je třeba dodržet jednoduchý 
postup: 
• Načtení souboru (libavformat, av_open_input_file()) 
Soubor je načten a jeho informace jsou pomocí vnitřních funkcí knihovny uloženy do struktury 
gDecFormatCtx  
• Demultiplexování (libavformat, av_read_frame()) 
Po načtení souboru jsou identifikovány streamy souboru, výsledkem této části jsou enkódované 
rámce a jejich fyzické umístění 
• Decoding (libavcodec, avcodec_decode_video(), avcodec_decode_audio2()) 
Zakódované rámce jsou v této části vloženy do příslušného dekodéru a jsou vytvořeny surové 
rámce ve formátu RGB nebo YUV 
• Vlastní úprava (vlastní kód) 
Zde se provádějí úpravy, které nejsou nutné, ale pro kvalitní výstup by tu měli být. Jedná se o 
změnu rozlišení rámce, korekce barev, rotace, úprava hlasitosti zvuku, vložení titulků atd. 
 
Po tuto část je trans-kodér identický s obyčejným přehrávačem. 
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• Preprocessing a Enkódování nebo zobrazení (libavcodec, avcodec_encode_video(),  
avcodec_encode_audio()) 
Výstupní formát se určuje v této části, surové rámce jsou buď vloženy do kodéru, nebo poslány 
na obrazovku. Pokud se budou rámce kódovat, tak se vybere kodek, který je zpracuje. V mém 
případě se rámce zobrazí pomocí SDL knihovny. 
• Multiplexování (libavformat, av_interleaved_write_frame()) 
Kódované rámce jsou zapsány do výstupního souboru. Samotná knihovna libavformat už ví, jak 
se zapisují do vybraných formátů kontejnerů. 
 
Libavformat definuje struktury pro práci s kontejnery: 
 
AVFormatContext popisuje vstupní soubor. Při načtení libavformat naplní strukturu daty popisující 
soubor. 
nb_streams - Počet streamů uvnitř souboru. Při demultiplexování lze určit zda se jedná o audio 
nebo video stream. 
streams[] - Pole AVStream struktur, o naplnění se stará libavformat pouze při 
demultiplexování. 
duration - Délka trvání filmu (definován v jednotkách AV_TIME_BASE). 
start_time - Začátek filmu v čase (definován v jednotkách AV_TIME_BASE). 
 
AVStream popisuje jeden určitý datový stream v souboru. Každý dostane přiřazen svůj index, který se 
dále používá při identifikaci paketů načtených ze streamu. 
AVPacket popisuje pakety načtené ze streamu. Každý má svůj index, velikost a data.  
 
Libavcodec definuje struktury pro práci s rámci: 
 
AVFrame obsahuje jeden kompletní snímek 
AVCodecContext popisuje většinu informací o rámcích a typech kodeků použitých při dekódování 
nebo kódování. 
 
Na obrázku 8 je zobrazené, co jednotlivé struktury obsahují. Je vidět, že knihovna libavformat 
obstarává kontejnery, ze kterých vytahuje potřebné informace o streamech a paketech, zatímco 
libavcodec má na starosti práci se snímky. Obě knihovny si vzájemně předávají potřebná data pro 
kompresi nebo dekompresi rámců.  
Není žádný problém použít pouze knihovnu libavformat a propojit ji rozhraním Theora-api. 
Na podobném principu je založena architektura programu ffmpeg2theora, jelikož FFmpeg zatím 
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neobsahuje knihovny pro kódování do Theory, tak vývojáři využili schopnosti knihovny libavformat a 








































8.2 Theora RTP Stream server a klient 
Při návrhu serveru a klienta pro Theora RTP streamování je důležité mít znalosti práce s Ogg 
kontejnerem a Theora (Vorbis) streamem. Veškeré funkce a struktury jsou v dokumentaci na 
internetových stránkách Ogg a Theora projektu. 
 Je důležité vědět jak Ogg formát rozděluje jednotlivé proudy. Surové pakety jsou seskupeny a 
kódovány do souvislých stránek, které vytvářejí logický bitový proud. Tento logický proud se skládá 
ze seřazených stránek, které patří jedné instanci kodeku. Každá stránka je entita, se kterou pracuje 
dekomprimační mechanismus, ten je schopen tyto stránky rozpoznat a pracovat s nimi na jakémkoliv 
místě v bitovém proudu, po načtení hlaviček proudu. 
 V každé stránce identifikované slovem OggS je jeden nebo více paketů jednotlivého proudu. 
Pokud se jedná pouze o jednoduchý případ fyzického proudu, jsou obsahem těchto stránek pouze 
surové pakety jednoho logického proudu.  
 
Server – jeho počáteční struktura je téměř identická s dekodérem FFmpeg, probíhá načtení 
souboru interními funkcemi z Ogg-api a inicializace socketu. Dále oddělení a dekódování hlaviček 
souboru. Ty jsou poté odeslány. Po odeslání hlaviček probíhá načítání surových paketů, jejich 
rozdělení a vložení do RTP paketů. 
 
Klient – při spuštění klienta jde vidět, že celou dobu čeká na data od serveru, to je princip 
klasické nespojované architektury server-klient. Klient po přijmutí dat oddělí od RTP paketu 
zátěžovou část a tu zapisuje do výstupního souboru. První dva RTP pakety tvoří hlavičkovou 
konfiguraci. Jak jsem už zmínil u popisu RTP zátěže, není nutné přenášet druhou část hlavičky, tu si 
klient může vytvořit sám.  Po přijmutí hlaviček, klient může očekávat surová data. Podle fragment 
typu se rozhoduje, jestli má data zapisovat pořád za sebe nebo je má ukončit stránkovým znakem 
OggS. Po skončení streamování serveru, klient neustále naslouchá. Tím je umožněno v případě dalšího 








9.1 Přehrávač na bázi knihoven FFmpeg 
Aplikace se skládá z několika částí. Logicky za sebou poskládaných, stačilo dodržet 
jednoduchý postup z části analýzy. Části jsou rozděleny na demultiplexer, dekodér a vykreslování.  





















Při startu jsou načteny potřebné knihovny a definovány použité struktury. 
 
demuxStartSession() 
- Tato funkce skrze libavformat načte vstupní soubor av_open_input_file(), určí počet streamů 
av_find_stream_info() a uloží je do pole streams[]. 
 
Pro každý stream uvnitř souboru je volána funkce demuxInitStream(), která nastavuje 
strukturu streamContext. Tato struktura je postupně doplňována informacemi o streamech během 
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demultiplexování. Dále tato funkce zadá knihovně libavcodec, aby našla dekodér 
(avcodec_find_decoder()) a otevřela ho (avcodec_open()). 
 
Demuxování 
V hlavní funkci main() je smyčka, která načítá kódované rámce ze vstupního souboru pomocí 
funkce demuxReadNextFrame(), která obaluje funkci knihovny libavformat av_read_frame(), účelem 
tohoto zabalení je, aby se určilo ke které struktuře streamContext rámec patří. Zdali ke streamu audia 
nebo videa.  
 
Dekódování 
Pro každý kódovaný rámec se volá funkce decodeFrame(). Ta používá funkce knihovny 
libavcodec avcodec_decode_video() or avcodec_decode_audio2(), pro dekódování video nebo audio 
rámců.  
Tady nastává problém, když funkce av_read_frame() vrací rámce, tak u videa normálně vrací 
pouze jeden kódovaný rámec, ale u audia jich vrací hned několik. Proto je zde ukazatel na aktuální 
dekódovanou pozici v kódovaném rámci (streamContext.m_pktDataPtr a 
streamContext.m_pktReminaingSiz). Proto může být funkce decodeFrame() v rámci funkce 
demuxReadNextFrame() volána více než jednou pokud narazí na audio stream. 
 
Vykreslení 
Pro dekódované video rámce knihovna libavcodec poskytuje PTS. Proto při zobrazování je 
třeba zobrazovat snímky v dobu udanou touto hodnotou. Vykreslení rámce je ve funkci draw(), tato 
funkce už spolupracuje s multimediální knihovnou SDL a s knihovnou libswscale. Obraz se vykresluje 
















9.2 Theora RTP Stream server a klient 
Implementace je rozdělena do 2 modulů, aby byl kód přehlednější a aby mohli být společné funkce 
využívány oběma programy. Kód části Server funguje na podobném principu jako začátek 
dekódovacího procesu u přehrávače FFmpeg, změna je pouze ve využitých funkcích a hlavně v tom, 
že pakety vytáhnuté z Ogg stránek nejsou nadále upravovány, ale jsou vloženy do RTP zátěže. 
Podobný obrácený postup se provádí i u klienta. U něj jsou přijímané RTP pakety rozloženy, a podle 
nastavení jsou buď uloženy do souboru, nebo jsou pouze vypsány informace z hlaviček RTP paketů.  
U nastavení serveru je umožněno vybrat si adresu, na kterou se mají data odesílat. Server 
podporuje jak multicast streaming, tak unicast. Nastavení velikosti zátěže se dá změnit pouze ve 
zdrojovém kódu aplikace. Server neumožňuje kódování nekomprimovaných dat, funguje pouze jako 
RTP stream server. 
Klient stejně jako server se buď připojí do multicastové skupiny a čeká na data nebo 
poslouchá pouze lokální adrese. Funguje pouze ukládání Theora streamu do Ogg souboru nebo 
vypisování informací RTP hlaviček. Klient neumožňuje dekódování Theora streamu a jeho zobrazení 
např pomocí SDL knihovny, implementaci dekodéru jsem se snažil dokončit, ale nepodařilo si mi 
integrovat zároveň s přijímačem i část obstarávající vykreslování. Nicméně pro přehrání se dá použít i 























Všechny cíle práce jsem postupně plnil v celém obsahu bakalářské práce, jak v textové části, 
tak v praktické. V první části jsem se zabýval nástrojem FFmpeg a jeho knihovnami. U popisu 
knihoven jsem pouze zmínil jejich účely a funkce. Jelikož každá knihovna je pouze obsáhlým 
nástrojem pro práci s multimediálními daty, tak jsem libavformat a libavcodec knihovny podrobněji 
rozebral až při analýze a implementaci.  
V další části jsem se zabýval srovnáním kodeků, které jsou v dnešní době nejpoužívanější. 
Význam jejich porovnání byl hlavně poukázat na technické detaily a techniky kódování. Jelikož 
Theora kodek není tak technologicky propracovaný jako H.264 nebo MPEG-4 ASP, tak jsem se 
hlavně snažil zdůraznit jeho drobné výhody. Do této části jsem zařadil i multimediální kontejnery, 
které jsou neodbytnou součástí kódovaných proudů, do kterých částečně spadá i Theora RTP zátěž. Po 
srovnání kodeků a kontejnerů jsem testoval komprimační schopnosti a kvality kodeků H.264 
s Theorou. Cílem tohoto testu bylo ukázat, že ne všechny komerční kodeky jsou jedinou cestou pro 
streamovatelný multimediální obsah. Theora s jeho Ogg kontejnerem by mohli časem nahradit veškerá 
videa komprimovaná do různých odrůd MPEG, Quicktime, WMV a jiných typů kodeků. Sice je to 
otázka ještě nějaké doby, než se Theora dostane do finální verze 1.0 a stane se oblíbeným formátem 
pro streamování na internetu, ale jak je známo tak Xiph.org nadace už jednou částečně uspěla v boji 
proti komerčním kodekům (MP3). Tím novým kodekem byl Vorbis audio kodek, který je známý 
hlavně pod jménem Ogg Vorbis. Za několik let se tak rozšířil, že firmy přecházejí nebo přidávají 
podporu pro tento kodek. 
Poslední část této práce byla zaměřena na podrobnější popis knihoven FFmpeg, analýzu a 
implementaci aplikace přehrávače, Theora RTP serveru a klienta. V analýze přehrávače jsem rozebral 
funkce a struktury libavcodec a libavformat, které jsou jeho součástí. V implementaci se mi nepodařilo 
zprovoznit synchronizaci videa se zvukem, nicméně přehrávání funguje. U RTP serveru a klienta 
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Na přiloženém CD lze najít následující adresáře: 
• Adresář Dokumenty – obsahuje bakalářskou práci a metadata ve formátu PDF 
• Adresář Build – obsahuje spustitelné aplikace všech tří programů, všechny jsou ve společném 
adresáři, aplikace jsou nastavené tak, aby šli spustit bez potřeby nastavení 
• Adresář Source – obsahuje zdrojové soubory pro program přehrávač a RTP ve verzi pro MS 
Windows 
• Adresář Foto – obsahuje screenshoty a komprimované sekvece, jsou popsány způsobem 
“scéna“_“rozlišení“ _Theora.ogg a “scéna“_“rozlišení“ _x264.mp4. Scéna jsou dvě buď park nebo 
lod. Rozlišení 720p nebo qvga 
 
