Some coincidence and fixed point theorems are proved for certain generalized contraction type single-valued and set-valued compatible mappings.
Coincidence and fixed point theorems for single-valued maps
(iv) f or g is injective, then the coincidence point is unique in X.
Proof. Choose any x 0 ∈ X. From (i), we define an iteration y 2n = f x 2n = T x 2n+1 , y 2n+1 = gx 2n+1 = T x 2n+2 . Let d n = d(T x n ,T x n+1 ). Then from (iii), we have
This yields, by Lemma 2.3, lim n d n = 0 = lim n d(y n ,y n+1 ). Now, the sequence {y n } is a Cauchy sequence in f (X), which can be proved using the same technique as used in [6, Theorem 2.1] so from (ii), ∃u ∈ X lim n y n = T u, that is, lim n T x n = T u and lim n f x 2n = T u = lim n gx 2n+1 . Suppose that f u ≠ T u ≠ gu. Then Proof. The proof is similar to that of Kaneko and Sessa [3] .
Theorem 3.3. Let (X,d,δ) be a bimetric space such that X is complete with respect to δ. Let f ,g,T : X → X satisfy conditions (i)-(iii) of Theorem 3.1 with respect to d, and
(v) (f , T ) and (g, T ) are compatible pairs;
Proof. By Theorem 3.1, {T x n } is Cauchy with respect to d and hence from (vi) it is Cauchy with respect to δ. Since X is complete with respect to δ, from Theorem 3.
The uniqueness part follows from Theorem 3.1(iii). Proof. The necessary part is trivial. To prove the sufficient part, let there be a
Then from Theorem 3.1(iii) and (b), we can show that y = f y = T y = gy, that is, y is a common fixed point of f ,g,T in X. Further, from (iii) of Theorem 3.1, the uniqueness of y follows at once.
Then there is a u ∈ X such that f u = gu. Further, if f or g is injective, then u is unique.
Proof. Choose x ∈ X. From (i) of Theorem 3.7, we define {x n } in X as f x n = gx n+1 , for all n ∈ ω. Writing d n = f x n − f x n+1 and using (iii) of Theorem 3.7, we get
as n → ∞ by Lemma 2.3 implies {f x n } is Cauchy in Y and by assumption, lim n f x n exists finitely in Y . From (i), define gy n = af x n +(1 −a)f x n+1 , 0 ≤ a ≤ 1 in g(X). We have f y n − gy n ≤ a f x n − f y n + (1 − a) f x n+1 − f y n ≤ aϕ max gx n − gy n , gx n − f x n , gy n − f y n + (1 − a)ϕ max gx n+1 − gy n , gx n+1 − f x n+1 , gy n − f y n . 
otherwise, if f y n − gy n is maximum then a contradiction arises. Now, for any p ∈ N, writing K p = (ϕ p (d 0 ) − 1)/(ϕ(d 0 ) − 1) we get
is Cauchy in g(X) ⊂ Y , and from (ii) of Theorem 3.7 there exists u ∈ X lim n gy n = gu. So, from (3.4), (3.7), and (3.8) we have, f x n − f y n ≤ f x n − gx n + gx n − gy n + gy n − f y n → 0 as n → ∞. Hence, lim n f x n = lim n f y n = lim n gy n = lim n gx n = gu. Now, let f u = gu. Then from (iii) of Theorem 3.7, we have f u − f x n ≤ ϕ[max{ gu − gx n , gu − f u , gx n − f x n }]; taking limit as n → ∞, we have f u−gu ≤ ϕ[max{0, f u−gu , 0}] < f u − gu which is a contradiction. Hence f u = gu. The second part follows from (iii) of Theorem 3.7 and injectiveness of f or g.
Coincidence point for multivalued mappings
Theorem 4.1. Let X be a Banach space; and let S, T : X → CB(X) and f : X → X be such that for all n ∈ ω, writing d n = f x n − f x n+1 , we have from (ii) by routine calculations that d 2n+1 ≤ d 2n and d 2n+1 ≤ q 1−a d 2n . Similarly, d 2n+2 ≤ d 2n+1 and d 2n+2 ≤ q 1−a d 2n+1 . Thus, combining these we can write
This shows that {f x n } is Cauchy in f (X) and from (i) of Theorem 4.1, there exists z ∈ X lim f x n = f z, Hence z is a coincidence point of f ,S and T in X.
In [3, Theorem 2] the continuity of the involved maps are taken; but in Theorem 4.1 instead of the continuity condition of the maps we take only f (X) ∈ C(X) for the existence of a coincidence point; to support this we give the following example. 
(4.4) Then SX = {0, 1/4} = T X, f X = {0, 1/4, 2/3} ∈ C(X); S, T , and f are discontinuous. Let ϕ : R 5 + → R + be given by ϕ(t 1 ,t 2 ,t 3 ,t 4 ,t 5 ) = t 1 /2, t i > 0; then γ(t) = t 1 /2. Clearly S, T , f and ϕ, γ satisfy all the conditions of Theorem 4.1 with q = 1/2 and 0 = f 0 ∈ S0 = T 0, that is, 0 is a coincidence point of S, T , and f . 
