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Abstract
The derivation of smooth cosmic billiard solutions by means of the compensator method,
introduced by us sometimes ago, is extended to the case of supergravity with non maximal
supersymmetry. Here a new key feature is provided by the non-maximal split nature of
the scalar coset manifold. To deal with this, one has to consider the theory of Tits Satake
projections leading to maximal split projected algebras, where the compensator method
can be successfully applied and interesting solutions that display several smooth bounces
can be derived. The generic bouncing feature of all exact solutions can thus be checked.
From the analysis of the Tits Satake projection emerges a regular scheme applicable to
all non maximal supergravity models and in particular a challenging so far unobserved
structure, that of the paint groupGpaint. This latter, which is preserved through dimensional
reduction, provides a powerful tool to codify solutions of the exact supergravity theories
in terms of solutions of their Tits Satake projected partners, which are much simpler and
manageable. It appears that the dynamical walls on which the cosmic ball bounces come
actually in painted copies rotated into each other by the paint group. So the effective
cosmic dynamics is that dictated by the maximal split Tits Satake manifold plus paint. In
the present paper we work out in all minor details the example provided by N = 6,D =
4 supergravity, whose scalar manifold is the special Ka¨hlerian SO⋆(12)/SU(6) ×U(1) c-
mapping inD = 3 to the quaternionic E7(−5)/SO(12)× SO(3). This choice was not random.
It is the next one after maximal supergravity and at the same time can be reinterpreted in
the context of N = 2 supergravity. We plan indeed, in a future publication, to apply the
results we obtained here, to the discussion of the Tits Satake projection within the context
of generic special Ka¨hler manifolds. We also comment on the merging of the Tits-Satake
projection with the affine Kacˇ–Moody extension originating in dimensional reduction to
D = 2 and relying on a general field–theoretical mechanism illustrated by us in a separate
paper.
† This work is supported in part by the European Union network contract MRTN-CT-2004-005104
1 Introduction
The cosmological implications of superstring theory have been under attentive consideration in
the last few years from various viewpoints [1]. This involves the classification and the study
of possible time-evolving string backgrounds which amounts to the construction, classification
and analysis of supergravity solutions depending only on time or, more generally, on a low
number of coordinates including time. In this context a quite challenging and potentially highly
relevant phenomenon for the overall interpretation of extra–dimensions and string dynamics is
provided by the so named cosmic billiard phenomenon [2],[3],[4],[5], [6],[7]. This is based on
a profound link between the features of time evolution of the cosmological scale factors and
the algebraic structure of string theory duality groups. As it is well known, the dualities that
unify the various perturbative quantum string models into a unique M-theory are elements of
a unified group U(Z) which is the suitable restriction to integers of a corresponding Lie group
U(R) encoded in the low energy limit of superstrings, namely supergravity. The group U ≡ U(R)
appears as isometry group of the scalar manifold Mscalar emerging in compactifications of 10–
dimensional supergravity to lower dimensions and crucially depends on the geometry of the
compact dimensions and on the number of preserved supersymmetries NQ ≤ 32. For NQ > 8
the scalar manifold is always a homogeneous space U/H and what actually happens is that
the cosmological scale factors ai(t) associated with the various dimensions of space–time can
be interpreted as exponentials of those scalar fields hi(t) which lie in the Cartan subalgebra of
U, while the other scalar fields in U/H correspond to positive roots α > 0 of the Lie algebra
U. In this way the cosmological evolution is described by the motion of a fictitious ball in the
CSA of U. This space is actually a billiard table whose walls are the hyperplanes orthogonal
to the various roots. The fictitious ball bounces on the billiard walls and this means that there
are inversions in the time evolution of scale factors. Certain dimensions that were expanding
almost suddenly begin to contract and others do the reverse. Such a scenario was introduced
by Damour, Henneaux, Julia and Nicolai in [2], and in a series of papers with collaborators
[4], [5],[6], which generalize classical results obtained in the context of pure General Relativity
[7],[3]. In this approach the cosmic billiard phenomenon is analyzed as an asymptotic regime
in the neighborhood of space-like singularities and the billiard walls are seen as delta function
potentials provided by the various p–forms of supergravity localized at sharp instants of time.
It was observed in [8] that the fundamental mathematical setup underlying the appearance
of the billiard phenomenon is the so named Solvable Lie algebra parametrization of supergravity
scalar manifolds, pioneered in [9] and later applied to the solution of a large variety of su-
perstring/supergravity problems, including the structure of supersymmetric black-hole solutions
[10],[11], the construction of gauged SUGRA potentials[12], [13] and several other issues (for a
comprehensive review see [14]). Indeed we pointed out in those papers that, thanks to the solvable
parametrization, one can establish a precise algorithm to implement the following programme:
1. Reduce the original supergravity in higher dimensions D ≥ 4 (for instance D = 10, 11) to a
gravity-coupled σ–model in D ≤ 3 where gravity is non–dynamical and where the original
higher dimensional bosonic field equations reduce to geodesic equations for a solvable group-
manifold metrically equivalent to a non compact coset manifold exp [Solv (U/H)] ∼= U/H.
2. Utilize the algebraic structure of the solvable Lie algebra Solv (U/H) in order to integrate
analytically the geodesic equations. In particular we introduced in [8] a general method
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of integration, named the H-compensator method which reduces the geodesic differential
equations to a triangular form and hence to quadratures when U/H is maximally split,
which is always the case when supersymmetry is maximal (NQ = 32)
3. Dimensionally oxide the solutions obtained in this way to exact time dependent solutions of
D ≥ 4 supergravity. In particular we showed in [8] that the oxidation process is not unique
but is algebraically classified by the embedding ofWeyl orbits of subalgebras G ⊂ U. Indeed
the analytic structure of the solution is fully determined only by the algebraic structure
of G. Its physical interpretation varies and depends on the explicit embedding G 7→ U.
In this way each solution in D ≤ 3 corresponds to an entire orbit of higher dimensional
backgrounds, very different from one another, but dual to each other under transformations
of the Weyl group W ≡Weyl(U).
Within this approach it was proved in [8] that the cosmic billiard phenomenon is indeed a general
feature of exact time dependent solutions of supergravity and has smooth realizations. Calling
h(t) the r–component vector of Cartan fields (where r is the rank of U) and hα(t) ≡ α · h(t) its
projection along any positive root α, a bounce occurs at those instant of times ti such that:
∃α ∈ ∆+ \ h˙α(t) |t=ti = 0 (1.1)
namely when the Cartan field in the direction of some root α inverts its behaviour and begins
to shrink if it was growing or viceversa begins to grow if it was shrinking. Since all higher
dimensional bosonic fields (off-diagonal components of the metric gµν or p–forms A
[p]) are, via
the solvable parametrization of U/H, in one-to-one correspondence with roots φα ⇔ α, it follows
that the bounce on a wall (hyperplane orthogonal to the root α) is caused by the sudden growing
of that particular field φα. Indeed we showed in [8] that in exact smooth solutions which we were
able to obtain by means of the compensator method, each bounce is associated with a typical
bell-shaped behaviour of the root field φα and that the whole process can be interpreted as a
temporary localization of the Universe energy density in a lump on a spatial brane associated
with the field φα.
Although very much encouraging the analysis of [8] was still limited in three respects:
a The dimensional reduction process which is responsible for making manifest the duality algebra
U and hence for creating the whole algebraic machinery utilized in deriving the smooth
cosmic billiard solutions was stopped at D = 3, namely at the first point where all the
bosonic degrees of freedom can be represented by scalars. In D = 3, U is still a finite
dimensional Lie algebra and the whole richness of the underlying algebraic structure is not
yet displayed. As it is well known [15], in D = 2 and D = 1, the algebra U becomes a
Kacˇ–Moody algebra, affine or hyperbolic, respectively. The smooth billiard dynamics has
to be reconsidered and extended in view of this.
b The constructions of [8] depend, in some crucial points, on the assumption that the coset U/H
corresponds to a pair {U,H ⊂ U} of Lie algebra and Lie subalgebra which is maximally
split. This is always the case for maximal supersymmetry NQ = 32 but it is not true for
NQ ≤ 32. Extending the H-compensator method to non maximally split pairs {U,H ⊂ U}
is necessary in order to discuss billiard dynamics in lower SUSY theories and hence in
compactifications of string theory on internal manifoldsMinternal with restricted holonomies
and G-structures, with or without fluxes.
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c The solutions considered in [8] were solutions of the pure σ–model, namely of pure, ungauged
supergravity. The extension also to gauged supergravities is mandatory in order to make
contact with potentially realistic models, in particular with currently considered flux com-
pactifications. [16]
In a recent paper [17] we have begun to address point a) of the above list. There we have shown
that the mechanism outlined several years ago by Nicolai [18] as the origin of the Kacˇ Moody
extension of the duality algebra which appears in D = 3 when you step down to D = 2, namely
the existence of two non-locally related dimensional reduction schemes D = 4 7→ D = 2, the
Ehlers reduction and the Maztner Missner reduction, can be formulated in a general set up which
provides a regular scheme of analysis both at the algebraic and at the field theoretical level and
which applies to all supergravity theories. In particular we have shown that the UD=3 algebra
emerges from the Ehlers reduction and has the following general decomposition with respect to
the UD=4 algebra:
adj(UD=3) = adj(UD=4)⊕ adj(SL(2,R)E)⊕W(2,W) (1.2)
where W is a symplectic representation of UD=4 determined by the vector fields in the parent
D = 4 supergravity and SL(2,R)E/O(2) is the target space for a σ-model which encodes the
degrees of freedom of pure Einstein gravity. Continuing the Ehlers reduction from D = 3 to
D = 2 we obtain a Lagrangian with the same symmetry
U
[E]
D=2 = UD=3 (1.3)
Alternatively, following the Matzner Missner reduction scheme we obtain a twisted σ-model with
symmetry
U
[MM ]
D=2 = UD=4 ⊗ SL(2,R)MM (1.4)
where SL(2,R)MM/O(2) is the target space for a σ-model also encoding the degrees of freedom
of pure Einstein gravity. The Matzner Missner SL(2,R)[MM] group, however, is not the same as
the Ehlers one SL(2,R)[E] and U
[MM ]
D=2 , U
[E]
D=2 are just two different finite dimensional subalgebras
of the same infinite dimensional one UD=2, which is nothing else but the affine Kacˇ–Moody
extension of UD=3:
U
[E]
D=2 ⊂
U
[MM ]
D=2 ⊂
UD=2 ≡ U∧D=3 (1.5)
Understanding the general pattern for the Kacˇ–Moody extension and mastering its field theo-
retical realization provides the necessary basis for the construction of smooth billiard solutions
which rely on the full fledged Lorentzian signature CSA, lying behind supergravity. This we
emphasized and begun to exploit in [17].
In the present paper we address point b) of the list mentioned above.
Our starting point is ungauged supergravity in D = 4, whose bosonic lagrangian takes the
following general form:
L(4) =
√
det g
[
−2R[g]− 1
6
∂µˆφ
a∂µˆφbhab(φ) + ImNΛΣ FΛµˆνˆFΣ|µˆνˆ
]
+
1
2
ReNΛΣ FΛµˆνˆFΣρˆσˆǫµˆνˆρˆσˆ (1.6)
3
In eq.(1.6) φa denotes the whole set of nS scalar fields parametrizing the scalar manifoldMD=4scalar
which, for NQ ≥ 8, is necessarily a coset manifold:
MD=4scalar =
UD=4
H
(1.7)
For NQ ≤ 8, eq.(1.7) is not obligatory but it is possible. Particularly in the N = 2 case, i.e. for
NQ = 8, a large variety of homogeneous special Ka¨hler or quaternionic manifolds [19] fall into
the set up of the present general discussion. The fields φa have σ–model interactions dictated by
the metric hab(φ) of MD=4scalar. The theory includes also n vector fields AΛµˆ for which
F±|Λµˆνˆ ≡ 12
[
FΛµˆνˆ ∓ i
√
det g
2
ǫµˆνˆρˆσˆ F
ρˆσˆ
]
(1.8)
denote the self-dual (respectively antiself-dual) parts of the field-strengths. As displayed in
eq.(1.6) they are non minimally coupled to the scalars via the symmetric complex matrix
NΛΣ(φ) = i ImNΛΣ + ReNΛΣ (1.9)
which transforms projectively under UD=4. Indeed the field strengths F
Λ
µν plus their magnetic
duals fill up a 2n–dimensional symplectic representation of UD=4 which we call by the name of
W.
The main point in the analysis of billiard dynamics for the lower SUSY cases is that the pair
{UD=4,H ⊂ UD=4} is generically not maximally split. This implies that UD=3, whose decompo-
sition with respect to UD=4 is always given by eq.(1.2) is also not maximally split. This happens
since, in these cases, UD=4,3 is a real section of the corresponding complex Lie algebra U(C) dif-
ferent from the maximally non compact one. Indeed it is only for the maximally non-compact
real section that:
1. All Cartan generators Hi are non compact and belong to the Solvable Lie algebra: ∀ i
Hi ∈ Solv(U/H).
2. All step operators Eα associated with positive roots belong to the solvable algebra: ∀α > 0 ,
Eα ∈ Solv(U/H).
3. The maximal compact subalgebra H ⊂ U is the span of all generators Eα − E−α, for all
positive roots ∀α > 0.
Since items 1-3 in the above list are essential ingredients in the algorithm to derive exact solutions
developed by us in [8], it is evident that our set-up has to be reconsidered carefully in the more
general case.
In this paper we make an in depth analysis of a specific example of a non maximally split
manifold UD=4/H, that of N = 6 supergravity, from which we extrapolate a general elegant result
which reduces the non-maximally split cases to associated maximally split ones allowing, in this
way, the extension of the compensator method to all values of NQ and hence the derivation of
exact solutions in all instances.
As we are going to see our present results concerning point b are quite relevant also for the
appropriate discussion of point a as well. Indeed the concept of painted walls that will emerge
and that of paint group Gpaint are invariant by dimensional reduction and apply also to the
Kacˇ–Moody extensions.
In the next subsection we summarize the main result of our paper.
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1.1 Tits Satake subalgebras and painted walls
In the case of non maximally non-compact manifolds U/H the Lie algebra U of the numerator
group is some appropriate real form
U = GR (1.10)
of a complex Lie algebra G(C) of rank r = rank(G). The Lie algebra H of the denominator H
is the maximal compact subalgebra H ⊂ U which has typically rank rcompact > r. Denoting, as
usual, by K the orthogonal complement of H in GR:
GR = H ⊕ K (1.11)
and defining as non compact rank or rank of the coset U/H the dimension of the non compact
Cartan subalgebra:
rnc = rank (U/H) ≡ dimHn.c. ; Hn.c. ≡ CSAG(C)
⋂
K (1.12)
we obtain that rnc < r. The manifold U/H is still metrically equivalent to a solvable group
manifold MSolv ≡ exp[Solv(U/H)] and the field equations of supergravity still reduce to geodesic
equations in MSolv, which can be reformulated as first order equations by using the constant
Nomizu connection (see [8]):
Y˙ A + ΓABC︸ ︷︷ ︸
Nomizu
Y B Y C = 0 (1.13)
but it is the form of the Solvable Lie algebra Solv(U/H), whose structure constants define the
Nomizu connection, which is now more complicated and apparently does not allow the immediate
use of the compensator method for the solution of equations (1.13). Yet the system (1.13) can
be reduced to an equivalent one which is maximally split and can be solved with the methods
of [8]. This is a consequence of Tits-Satake theory of non compact cosets and split subalgebras
and, within such a mathematical framework of a peculiar universal structure of the solvable
algebra Solv(U/H) that, up to our knowledge, had not been observed before. Explicitly we
have the following scheme. Splitting the Cartan subalgebra into its compact and non compact
subalgebras:
CSAGR = iHcomp ⊕ Hn.c.
m m
CSAG(C) = Hcomp ⊕ Hn.c.
(1.14)
every vector in the dual of the full Cartan subalgebra, in particular every root α can be decom-
posed into its parallel and transverse part to Hn.c.:
α = α|| ⊕ α⊥ (1.15)
Setting all α⊥ = 0 corresponds to a projection:
Π : ∆G 7→ ∆ (1.16)
of the original root system ∆G onto a new system of vectors living in an euclidean space of
dimension equal to the non compact rank rnc. A priori this is not obvious, but it is nonetheless
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true that ∆ is by itself the root system of a simple Lie algebra GTS, the Tits-Satake subalgebra
of GR:
∆ = root system of GTS ⊂ GR (1.17)
The Tits-Satake subalgebra GTS ⊂ GR is always the maximally non compact real section of its
own complexification. For this reason, considering its maximal compact subalgebra HTS ⊂ GTS
we have a new smaller coset GTS/HTS which is maximally split and whose associated solv-
able algebra Solv(GTS/HTS) has the standard structure utilized in [8] to solve the differential
equations (1.13). What is the relation between the two solvable Lie algebras Solv(GR/H) and
Solv(GTS/HTS)? The explicit answer to this question and the illustration of its relevance for the
solution of the geodesic equations (1.13) is the key result of the present paper. It leads to the
concept of billiards with painted walls and can be formulated through the following statements.
• A] In a projection it can occur that more than one higher dimensional vector maps to the
same lower dimensional one. This means that in general there will be several roots of ∆G
which have the same image in ∆. Calling ∆+
G
and ∆
+
the sets of positive roots of the
two root systems, it happens that both of them split in two subsets with the following
properties.
GR GTS
∆+
G
= ∆η
⋃
∆δ ∆
+
= ∆
ℓ ⋃
∆
s
∀η1, η2 ∈ ∆η ; η1 + η2 ∈ ∆η ∀αℓ1, αℓ2 ∈ ∆ℓ ; αℓ1 + αℓ2 ∈ ∆ℓ
∀η ∈ ∆η , ∀δ ∈ ∆δ ; η + δ ∈ ∆δ ∀αℓ ∈ ∆ℓ , ∀αs ∈ ∆s ; αℓ + αs ∈ ∆s
∀δ1, δ2 ∈ ∆δ ; δ1 + δ2 ∈
{
∆δ
∆η
∀αs1, αs2 ∈ ∆s ; αs1 + αs2 ∈
{
∆
ℓ
∆
s
(1.18)
The projection acts on the two different sets in the following way:
Π [∆η ] = ∆
ℓ
Π
[
∆δ
]
= ∆
s
∀αℓ ∈ ∆ℓ ; cardΠ−1 [αℓ] = 1
∀αs ∈ ∆s ; cardΠ−1 [αs] = m
card∆+
GR
= card∆
ℓ
+ m × card∆s (1.19)
It means that there are two type of roots those which have a distinct image in the projected
root system and those which arrange into multiplets with the same projection. The possible
multiplicities, however, are only two, either 1 or m. Because of that we can enumerate the
generators of the solvable algebra Solv(GR/H) in the following way:
Hi ⇒ Cartan generators
Φαℓ ⇒ η − roots
Ωαs|I ⇒ δ − roots ; (I = 1, . . . , m) (1.20)
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The index I enumerating the m–roots of ∆GR that have the same projection in ∆ is named
the paint index
• B] There exists a compact subalgebra Gpaint ⊂ GR which acts as an algebra of outer
automorphisms (i.e. outer derivatives) on the solvable algebra SolvGR ≡ Solv(GR/H) ⊂
GR, namely:
[Gpaint , SolvGR] = SolvGR
(1.21)
• C] The Cartan generators Hi and the generators Φαℓ are singlets under the action of Gpaint,
i.e. each of them commutes with the whole of Gpaint:
[Hi , Gpaint] = [Φαℓ , Gpaint] = 0 (1.22)
On the other hand, each of the m-multiplets of generators Ωαs|I constitutes an orbit under
the action of the paint group Gpaint, i.e. a linear representation D[α
s] which, for different
roots αs can be different, but has always the same dimension m :
∀X ∈ Gpaint :
[
X , Ωαs|I
]
=
(
D[α
s][X ]
) J
I
Ωαs|J (1.23)
• D] The paint algebra Gpaint contains a subalgebra
G
0
paint ⊂ Gpaint (1.24)
such that with respect to G0paint, each m–dimensional representation D[α
s] branches in the
same way as follows:
D[αs]
G0paint
=⇒ 1︸︷︷︸
singlet
⊕ J︸︷︷︸
(m−1)−dimensional
(1.25)
Accordingly we can split the range of the paint index I as follows:
I =
0, x︸︷︷︸
1,...,m−1
 (1.26)
the index 0 corresponding to the singlet, while x ranges over the representation J
• E] The tensor product J ⊗ J contains both the identity representation 1 and the repre-
sentation J itself. Furthermore, there exists, in the representation
∧3
J a G0paint-invariant
tensor axyz such that the two solvable Lie algebras SolvGR and SolvGTS can be written as
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follows
SolvGTS SolvGR
[Hi , Hj] = 0 [Hi , Hj ] = 0[
Hi , E
αℓ
]
= αℓi E
αℓ [Hi , Φαℓ ] = α
ℓ
i Φαℓ[
Hi , E
αs
]
= αsi E
αs
[
Hi , Ωαs|I
]
= αsi Ωαs|I
αℓ + βℓ /∈ ∆
[
Eα
ℓ
, Eβ
ℓ
]
= 0
[
Φαℓ , Φβℓ
]
= 0
αℓ + βℓ ∈ ∆
[
Eα
ℓ
, Eβ
ℓ
]
= Nαℓβℓ E
αℓ+βℓ
[
Φαℓ , Φβℓ
]
= Nαℓβℓ Φαℓ+βℓ
αℓ + βs /∈ ∆
[
Eα
ℓ
, Eβ
s
]
= 0
[
Φαℓ , Ωβs|I
]
= 0
αℓ + βs ∈ ∆s
[
Eα
ℓ
, Eβ
s
]
= Nαℓβs E
αℓ+βs
[
Φαℓ , Ωβs|I
]
= Nαℓβs Ωαℓ+βs|I
αs + βs /∈ ∆ [Eαs , Eβs] = 0 [Ωαs|I , Ωβs|J] = 0
αs + βs ∈ ∆ℓ [Eαs , Eβs] = NαsβsEαs+βs [Ωαs|I , Ωβs|J] = δIJ NαsβsΦαs+βs
αs + βs ∈ ∆s [Eαs , Eβs] = NαsβsEαs+βs

[
Ωαs|0 , Ωβs|0
]
= NαsβsΩαs+βs|0[
Ωαs|0 , Ωβs|x
]
= NαsβsΩαs+βs|x[
Ωαs|x , Ωβs|y
]
= Nαsβs
(
δxyΩαs+βs|0
+ axyz Ωαs+βs|z
)
(1.27)
The existence of the paint group Gpaint and the structure of the solvable Lie algebra displayed in
eq. (1.27) imply that we can reduce the geodesic problem on GR/H and hence the supergravity
field equations to the geodesic problem on GTS/HTS which is maximally split and can be solved
with the compensator method introduced in [8]. It suffices to observe that by setting all the
components of the tangent vectors in the directions of the generators Ωαs|x to zero we simply
reproduce a copy of the solvable Lie algebra of the Tits Satake manifold. Once we have found
a solution for this latter, we can extend it to a full fledged solution of the original system by
applying rotations of the paint group Gpaint with constant parameters. Physically this means
that indeed the billiard table is just the Weyl chamber of the Tits Satake algebra as observed
by Damour et al [6], yet, in the smooth billiard realization the raising and lowering of the walls
occurs in paints which specify the precise correspondence with the supergravity fields and hence
with the oxidation to higher dimensions.
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1.2 Content of the paper
In the sequel of this paper we illustrate these general structures by working out in all details a
specific example, that arising fromD = 4,N = 6 supergravity. Our choice is motivated as follows.
On one hand, the case NQ = 24 is the next simplest apart from that of maximal supersymmetry
NQ = 32. Indeed there is just the graviton multiplet, the number of fields is completely fixed
and so is the geometric structure of the lagrangian. On the other hand the scalar manifold of
N = 6 supergravity is an instance of a special Ka¨hler manifold and the bosonic lagrangian can
be reinterpreted as the lagrangian of a particular N = 2 model. In other words we could also
reconsider our constructions from an N = 2 viewpoint and interpret the scalar fields we deal with
as moduli of an abstract Calabi-Yau compactification. Indeed in a subsequent paper we shall
extrapolate from the present example general considerations on billiard dynamics and painted
walls in the context of special geometries.
Our paper is organized as follows.
In section 2 we present the in depth analysis of the E7(−5) real section: how generators are
constructed, how they are subdivided into compact and non compact ones, how the Tits Satake
projection works in this case, what is the structure of the solvable Lie algebra generating the coset
manifold E7(−5)/SO(12)× SO(3) and what is the structure of the paint group. Then in section
3 we derive the Nomizu connection for both the original manifold and its Tits Satake projection
and we compare the structure of the two systems of first order equations for the tangent vectors.
In section 4 we derive explicit smooth solutions for the maximally split F4 system and we show
that they display several bounces: smooth cosmic billiards. In section 5 we uplift the previously
found solutions to the original E7(−5) system by means of the paint group. Then we discuss
the general features of the Tits Satake projection, how it commutes with dimensional reduction
and how the paint group is preserved in the reduction. We illustrate these concepts on the
specific example. Section 6 contains our conclusions. Then we have two appendices. The first,
appendix A, contains the listing and ordering of E7 roots utilized throughout the paper. The
second, appendix B, is devoted to the explicit construction of the fundamental 26–dimensional
representation of F4(4) which we used in the paper to calculate the needed Nαβ matrix.
2 The example of N=6 supergravity
In N = 6, D = 4 supergravity there are 30 scalars which span the special Ka¨hler manifold:
MD=4,N=6scalar =
SO⋆(12)
SU(6)×U(1) (2.1)
and the relevant duality algebra is therefore:
GD=4 = SO
⋆(12) (2.2)
The 16 graviphotons give rise to 16 electric plus 16 magnetic field strengths that organize into
the 32 spinor representation of SO⋆(12) which is symplectic as it should be.
After reduction to D = 3 dimensions and dualization of all the vector fields to scalars we
obtain a 3D-gravity coupled σ–model based on the quaternionic symmetric space:
MD=3,N=12scalar =
E7(−5)
SO(3)R × SO(12) (2.3)
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which is the c-map of the special Ka¨hler manifold 2.1. In this section we study the structure of
the solvable Lie algebra describing the non maximally split non-compact manifold (2.3) and how
it is related to its Tits Satake submanifold:
MT its Satakescalar =
F4(4)
SU(2)R ×Usp(6) (2.4)
which is instead maximally split and it is the relevant submanifold defining the cosmic billiard.
Our main goal is to show how the solution of the first order equations for the system (2.4) can
be used to obtain solutions for the system (2.3). In particular we shall appropriately study how
the dynamic walls of the billiard (2.3) are painted copies of the walls associated with the billiard
(2.4).
To this effect we have to develop all the algebraic machinery associated with the real form
E7(−5) of the E7 complex Lie algebra. We begin by spelling out the particular form of the
decomposition (1.2)
adj(E7(−5)) = adj(SO⋆(12))⊕ adj(SL(2,R))⊕ (2, 32s) (2.5)
where 32s denotes the spinor representation of SO
⋆(12), while 2 denotes the fundamental repre-
sentation of SL(2,R). The subgroup SO⋆(12)×SL(2,R) is regularly embedded and non compact.
There is another similar decomposition of the adjoint of E7(−5) with respect to its maximal com-
pact subgroup:
adj(E7(−5)) = adj(SO(12))⊕ adj(SO(3)R)⊕ (2, 32s) (2.6)
where, once again 32s denotes the spinor representation of the compact SO(12), this time.
The non compact symmetric space (2.3) has rank = 4. This means that of the seven Cartan
generators of E7(−5), four are non compact and belong to the coset, while three are compact and
belong to the compact subalgebra. We proceed to the explicit construction of the involutive
automorphism of the complex EC7 algebra
σ : EC7 → EC7 (2.7)
which defines the real form E7(−5). This given we obtain also the compact subalgebra H, the com-
plementary non compact subspace K and the solvable Lie algebra SolvE7(−5) whose corresponding
solvable group manifold is isometrical to the coset manifold (2.3).
2.1 The E7 root system, and its projection onto the F4 root system
In order to realize the programme we have just outlined, we begin by choosing an explicit basis
of simple roots for E7. In an Euclidean orthonormal basis they are the following ones:
α1 = {1,−1, 0, 0, 0, 0, 0}
α2 = {0, 1,−1, 0, 0, 0, 0}
α3 = {0, 0, 1,−1, 0, 0, 0}
α4 = {0, 0, 0, 1,−1, 0, 0},
α5 = {0, 0, 0, 0, 1,−1, 0},
α6 = {0, 0, 0, 0, 1, 1, 0},
α7 = {−1
2
,−1
2
,−1
2
,−1
2
,−1
2
,−1
2
,
1√
2
} (2.8)
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E7 ✐
α7
✐
α6
✐
α4
✐❤❣❢❡❞❝❜❛❵ α5
✐❤❣❢❡❞❝❜❛❵
α3
✐
α2
✐❤❣❢❡❞❝❜❛❵
α1
Figure 1: The Dynkin diagram of E7 and the labeling of simple roots. The three orthogonal roots
α1, α3 and α5 are marked black, since they are used to define the part of the Cartan subalgebra
which is compact in the E7(−5) real form.
and they are associated with the E7 Dynkin diagram labeled as it is displayed in fig.1: Next we
list all the positive roots of E7 arranged according to their height. They are 63 and they are
listed in Appendix A .
The real section E7(−5) of the complex Lie algebra EC7 is identified by the Tits Satake diagram
depicted in fig. 1 where the simple roots α1, α3, α5 are black. This means that in the chosen real
form the Cartan generators dual to these three roots Hα1,3,5 are compact, while non compact are
the Cartan generators in the complementary 4–dimensional subspace. It is fairly easy to describe
the space of non-compact Cartan generators Hn.c.. It is the span of the four weight vectors λ2,4,5,7
which, by construction, are orthogonal to the roots α1,3,5. Thus in the chosen euclidean basis we
obtain:
Hn.c. = span {λ2, λ4, λ6, λ7}
λ2 =
{
1, 1, 0, 0, 0, 0,
√
2
}
λ4 =
{
1, 1, 1, 1, 0, 0, 2
√
2
}
λ6 =
{
1
2
, 1
2
, 1
2
, 1
2
, 1
2
, 1
2
,
3√
2
}
λ7 =
{
0, 0, 0, 0, 0, 0,
√
2
}
(2.9)
It is now easy to construct an orthogonal basis of four length-two 7-vectors for the space Hn.c.
defined by eq.(2.9). It is given by:
e1 = {1, 1, 0, 0, 0, 0, 0}
e2 = {0, 0, 1, 1, 0, 0, 0}
e3 = {0, 0, 0, 0, 1, 1, 0}
e4 = {0, 0, 0, 0, 0, 0,
√
2}
(2.10)
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Indeed, equivalently to eq.(2.9) we can also write:
Hn.c. = span {e1, e2, e3, e4} (2.11)
We can complete the basis (2.10) with other three vectors also of length 2, which are orthogonal
to e1,2,3,4 and also orthogonal among themselves:
e5 = {1,−1, 0, 0, 0, 0, 0}
e6 = {0, 0, 1,−1, 0, 0, 0}
e7 = {0, 0, 0, 0, 1,−1, 0}
(2.12)
The compact Cartan subalgebra is provided by the span of these three vectors:
Hc = span {e5, e6, e7} (2.13)
The E7 roots are vectors in the dual of the 7-dimensional space which is the direct sum of the
four dimensional space Hn.c. plus the three dimensional space Hc:
H = Hn.c. ⊕Hc (2.14)
Hence every root α ∈ ∆E7 can be decomposed as follows:
α = α|| ⊕ α⊥ (2.15)
where α|| lies in Hn.c. and α⊥ is orthogonal to it. The essential point in Tits Satake theory of
real forms is that the parallel projections of the roots, namely α||, are not just arbitrary vectors,
rather they are roots of a Lie algebra of rank equal to the dimension of the non compact Cartan
Lie algebra which is actually a subalgebra of the original algebra. In our case we have rank = 4
and the relevant subalgebra (Tits Satake) is F4(4) ⊂ E7(−5). Indeed the parallel projections α||
fill the cardinality 24 root-system ∆F4.
The actual construction of the real form E7(−5) involves the careful analysis of the onto
projection:
∆E7
π
=⇒ ∆F4 (2.16)
Explicitly, if we decompose the 63 positive roots of E7 along the new orthogonal basis e1,2,3,4,5,7
we discover the following:
1 There are just three roots that are orthogonal to the subspace spanned by e1,2,3,4, namely such
that α|| = 0. They are precisely the simple roots α1, α3 and α5.
2 The remaining 60 roots have a projection onto the space spanned by e1,2,3,4 which takes the
form of one of the 24 roots of F4 and all such 24 roots are reproduced in the projection.
Namely α|| ∈ ∆F4 .
3 The set of 24 roots of F4 is subdivided in two subsets of 12 roots each. The long and the short
roots. Each long root appears only once in the projection of E7 roots. Each of the 12 short
roots, instead, appears exactly four times as image of four distinct E7 roots. So that we
count 4× 12 + 12 = 60
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F4 ✐
̟4
✐
̟3
 
❅
✐
̟2
✐
̟1
Figure 2: The Dynkin diagram of F4 and the labeling of simple roots.
To understand this pattern we have to introduce the F4 root system. The Dynkin diagram of F4
is given in fig. 2 and calling y1,2,3,4 a basis of orthonormal vectors:
yi · yj = δij (2.17)
a possible choice of simple roots ̟i which reproduces the Cartan matrix encoded in the Dynkin
diagram (2) is the following:
̟1 = −y1 − y2 − y3 + y4
̟2 = 2 y3
̟3 = y2 − y3
̟4 = y1 − y2 (2.18)
With this basis of simple roots the full root system composed of 48 vectors is given by:
∆F4 ≡ ±yi ± yj︸ ︷︷ ︸
24 roots
; ±yi︸︷︷︸
8 roots
; ±y1 ± y2 ± y3 ± y4︸ ︷︷ ︸
16 roots
(2.19)
and one can list the positive roots by height as displayed in table 1. If we identify the E7 roots
with their progressive number as it is defined by their listing in Appendix A, we can reorganize
them into the following three subsets according to their projection onto the F4 root space.
1 First we have the ∆β set:
β1 = α1 ; β2 = α3 ; β3 = α5 (2.20)
which contains the three roots with vanishing projection onto the F4 root space. As we are
going to see, together with their negative and with the compact Cartan generators, these
roots define a compact subalgebra SO(3)1 × SO(3)2 × SO(3)3 with respect to which the
generators of the solvable Lie algebra of E7(−5)/SO(12)× SU(2) transform covariantly and
arrange into representations. Indeed this SO(3)3 is, for the present case, the paint group
Gpaint mentioned in eq. (1.21). The subgroup G
0
paint ⊂ Gpaint mentioned in eq.s (1.24) and
(1.25) is actually the diagonal subgroup SO(3)diag ⊂ SO(3)3.
2 Secondly we have the ∆η set containing those twelve roots whose projection onto the F4 root
space is unique. We organize them according to the height of the F4 root on which they
project. The result is displayed in table 2
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̟[1] = {1, 0, 0, 0} −y1 − y2 − y3 + y4
̟[2] = {0, 1, 0, 0} 2 y3
̟[3] = {0, 0, 1, 0} y2 − y3
̟[4] = {0, 0, 0, 1} y1 − y2
̟[5] = {1, 1, 0, 0} −y1 − y2 + y3 + y4
̟[6] = {0, 1, 1, 0} y2 + y3
̟[7] = {0, 0, 1, 1} y1 − y3
̟[8] = {1, 1, 1, 0} −y1 + y4
̟[9] = {0, 1, 2, 0} 2 y2
̟[10] = {0, 1, 1, 1} y1 + y3
̟[11] = {1, 1, 2, 0} −y1 + y2 − y3 + y4
̟[12] = {1, 1, 1, 1} −y2 + y4
̟[13] = {0, 1, 2, 1} y1 + y2
̟[14] = {1, 2, 2, 0} −y1 + y2 + y3 + y4
̟[15] = {1, 1, 2, 1} −y3 + y4
̟[16] = {0, 1, 2, 2} 2 y1
̟[17] = {1, 2, 2, 1} y3 + y4
̟[18] = {1, 1, 2, 2} y1 − y2 − y3 + y4
̟[19] = {1, 2, 3, 1} y2 + y4
̟[20] = {1, 2, 2, 2} y1 − y2 + y3 + y4
̟[21] = {1, 2, 3, 2} y1 + y4
̟[22] = {1, 2, 4, 2} y1 + y2 − y3 + y4
̟[23] = {1, 3, 4, 2} y1 + y2 + y3 + y4
̟[24] = {2, 3, 4, 2} 2 y4
Table 1: Listing of all positive roots of F4. The second column gives the Dynkin labels, while
the second column gives the form of the root in an euclidean basis
3 Thirdly we have the ∆δ set of those 48 E7 roots which arrange into quadruplets having the
same projection onto the F4 system. We denote these roots by δ
i
I where I = 1, . . . , 12 and
i = 1, 2, 3, 4. They are displayed in table 3
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F4 root Dynkin labels F4 root in eucl. basis corresp. root of E7
αℓ1 {0, 1, 0, 0} 2 y3 η1 = α6
αℓ2 {1, 0, 0, 0} −y1 − y2 − y3 + y4 η2 = α7
αℓ3 {1, 1, 0, 0} −y1 − y2 + y3 + y4 η3 = α13
αℓ4 {0, 1, 2, 0} 2 y2 η4 = α31
αℓ5 {1, 1, 2, 0} −y1 + y2 − y3 + y4 η5 = α36
αℓ6 {1, 2, 2, 0} −y1 + y2 + y3 + y4 η6 = α41
αℓ7 {0, 1, 2, 2} 2 y1 η7 = α48
αℓ8 {1, 1, 2, 2} y1 − y2 − y3 + y4 η8 = α51
αℓ9 {1, 2, 2, 2} y1 − y2 + y3 + y4 η9 = α54
αℓ10 {1, 2, 4, 2} y1 + y2 − y3 + y4 η10 = α61
αℓ11 {1, 3, 4, 2} y1 + y2 + y3 + y4 η11 = α62
αℓ12 {2, 3, 4, 2} 2 y4 η12 = α63
Table 2: The ∆η set of those twelve E7 roots whose projection on the F4 root system is unique.
As it is evident from the table, from the point of view of F4 the ∆η set is composed by the long
roots. The first column gives the name by means of which these roots will be referred to within
the F4(4) algebra. The last column gives the name of the corresponding root in E7 calculations
2.2 The real form E7(−5) and its associated solvable Lie algebra
Given these preliminaries we can now introduce the real form E7(−5) which follows from the action
of a suitable involutive automorphism (2.7) of the complex Lie algebra EC7 .
Following the general definitions presented in most textbooks on Lie algebra theory (see
for instance [20]), the real form GR is defined as the subspace of eigenvalue 1 of the relevant
automorphism σ, namely we have:
σ (GR) = GR (2.21)
On the other hand, σ is completely identified by the Tits Satake diagram depicted in fig.1. Indeed
the action of σ is originally defined on the Cartan subalgebra and corresponds to changing the
signs of all vectors lying in the compact part while keeping unchanged those lying in the non
compact part:
σ : Hn.c. → Hn.c. ; σ : Hc → −Hc (2.22)
From the Cartan algebra, the action of σ is canonically extended to the root space. Decomposing
each root in its parallel and transverse parts we have:
σ(α) = σ
(
α|| + α⊥
)
= α|| − α⊥ (2.23)
If we rewrite all the sixty three E7 roots in the ei basis defined by eq.s (2.10) and (2.12) we
unveil the meaning of our regrouping from the point of view of the automorphism σ. The set ∆η
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F4 root Dynkin labels F4 root in eucl. basis δ
1
I δ
2
I δ
3
I δ
4
I
I = 1 αs1 {0, 0, 0, 1} y1 − y2 α2 α8 α9 α14
I = 2 αs2 {0, 0, 1, 0} y2 − y3 α4 α10 α11 α16
I = 3 αs3 {0, 1, 1, 0} y2 + y3 α12 α17 α19 α24
I = 4 αs4 {0, 0, 1, 1} y1 − y3 α20 α15 α26 α21
I = 5 αs5 {1, 1, 1, 0} −y1 + y4 α18 α23 α25 α30
I = 6 αs6 {0, 1, 1, 1} y1 + y3 α27 α22 α33 α29
I = 7 αs7 {1, 1, 1, 1} −y2 + y4 α32 α28 α37 α34
I = 8 αs8 {0, 1, 2, 1} y1 + y2 α35 α38 α40 α43
I = 9 αs9 {1, 1, 2, 1} −y3 + y4 α39 α42 α45 α47
I = 10 αs10 {1, 2, 2, 1} y3 + y4 α44 α46 α49 α50
I = 11 αs11 {1, 2, 3, 1} y2 + y4 α53 α52 α56 α55
I = 12 αs12 {1, 2, 3, 2} y1 + y4 α58 α57 α60 α59
Table 3: The ∆δ set of those 48 E7 roots which arrange into 12 quadruplets having the same F4
projection. As it is evident from the table, from the point of view of F4 the ∆δ set is composed
by the short roots. The second column gives the name of the projected root within the F4(4)
algebra context. In the last four columns, αi denotes an E7-root numbered according to the order
listed in Appendix A
is composed by all those roots whose transverse part vanishes, namely the components of each
η-root along e5,6,7 are zero:
∀ η ∈ ∆η : η⊥ = 0 (2.24)
which implies
σ (ηI) = ηI (2.25)
On the other hand the roots in the set ∆δ arrange into pairs such that the transverse part of δ
1
I
is the opposite of that of δ4I and similarly that of δ
2
I is the opposite of that of δ
3
I . Hence we have:
σ
(
δ1I
)
= δ4I ; σ
(
δ4I
)
= δ1I ; σ
(
δ2I
)
= δ3I ; σ
(
δ3I
)
= δ2I (2.26)
Finally from the root space the automorphism σ can be lifted to the step operators and hence to
the whole algebra. This last step involves the introduction of a set of sign factors. To see this,
let Hi and Eα be the Cartan and the step operators, respectively, realized in the maximally non
compact, split, real section Gsplit of the complex Lie algebra G
C . If regarded as matrices in any
of its irreducible representations both Hi and Eα are real matrices. In our case the complex
Lie algebra is E7
C and the maximally non compact split real section is E7(7). The representation
we can focus on is the fundamental 56-dimensional representation and the explicit form of the
matrices Hi and Eα we shall utilize was constructed by us in 1997 and it is described in [10].
This fixes the conventions, which is a necessary step, since the definition of the step operators
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is up to choices of some arbitrary signs. This being set, the lifting of the automorphism σ from
the root space to the complex Lie algebra is defined in the following way. Firstly the complex
Lie algebra is defined as the complex span (linear combinations with complex coefficients) of the
generators Hi and Eα:
G
C = complex span {Hi, Eα} (2.27)
Secondly, for each element g ∈ GC, we require:
σ (i g) = −i σ (g) (2.28)
where i =
√−1 denotes the imaginary unit. Thirdly the automorphism is fixed by writing its
action on the generators:
σ
(
H||i
)
= H||i ; σ
(H⊥i ) = −H⊥i ; σ (Eα) = aαEσ(α) (2.29)
In the above equation aα is a real number whose absolute is immediately fixed to one by consis-
tency with Jacobi identities. Hence aα = ±1. Yet the choice of these signs is not immediately
obvious. Indeed it follows from the original choice of normalizations of the step operators for the
split algebra Gsplit and therefore it is convention dependent. In a moment we shall resolve this
ambiguity relative to the already mentioned choice of conventions, namely those of [10]. First
let us observe that once the aα are fixed, the complex linear combinations of split generators
forming a complete basis for the real Lie algebra GR are also fixed. As an example let us consider
the maximally compact real section Gcompact for which, as it is well known, we always have:
Gcompact = real span
{
iHi , i
1
2
(
Eα + E−α
)
, 1
2
(
Eα − E−α)} (2.30)
In view of the previous theory this is easily explained as follows. In this case the whole Cartan
subalgebra is compact and hence σ(Hi) = −Hi for all Cartan generators. From this it follows
that α|| = 0 for all roots and therefore σ(α) = −α. The actual linear combinations displayed in
eq.(2.30) follow from the choice aα = −1, ∀α which implies:
σ
(
i1
2
(
Eα + E−α
))
= i1
2
(
Eα + E−α
)
; σ
(
1
2
(
Eα −E−α)) = 1
2
(
Eα − E−α) (2.31)
Had we chosen aα = 1 we would have obtained the same linear combinations but with the i-factors
interchanged: 1
2
(Eα + E−α) , i1
2
(Eα −E−α). Such a choice, however, would be wrong since it
does not define an algebra. Indeed the commutator of two generators of type i1
2
(Eα − E−α)
produces a generator of the same type, but without the i-factor in front. On the contrary the
opposite choice of aα, which amounts to the well known choice (2.30) of i-prefactors consistently
defines a subalgebra. This discussion shows that:
1. The choice of the aα factors which completely determines the action the automorphism σ
is fully equivalent to deciding the position of the i-factors, namely to deciding whether, for
each pair α and σ(α) of roots mapped into each other by the automorphism it is
1
2
(
Eα − Eσ(α)) ; i 1
2
(
Eα + Eσ(α)
)
(2.32)
or
1
2
(
Eα + Eσ(α)
)
; i 1
2
(
Eα − Eσ(α)) (2.33)
which appear as generators of the algebra GR.
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Cartan generators

compact
{
Hci = i 1√2 (H2i−1 −H2i) = i 1√2 Hβi (i = 1, 2, 3)
non compact
{
Hn.c.i = 1√2 (H2i−1 +H2i) (i = 1, 2, 3)
Hn.c.4 = H7
Step operators

β-set
{
E+βi = i
1√
2
(
Eβi + E−βi
)
E−βi =
1√
2
(
Eβi − E−βi)
}
(i = 1, 2, 3)
η-set
 E
+
I =
1√
2
(
Eη
I
+ E−η
I
)
E−I =
1√
2
(
Eη
I − E−ηI
)  (I = 1, . . . , 12)
δ-set

E+2I−1 = 1√2
(
Eδ
1
I + Eδ
4
I
)
(E+2I−1)† = 1√2 (E−δ1I + E−δ4I)
E+2I = i 1√2
(
Eδ
2
I + Eδ
3
I
)
(E+2I)† = −i 1√2 (E−δ2I + E−δ3I)
E−2I−1 = i 1√2
(
Eδ
1
I −Eδ4I
)
(E−2I−1)† = −i 1√2 (E−δ1I − E−δ4I)
E−2I = 1√2
(
Eδ
2
I + Eδ
3
I
)
(E−2I)† = 1√2 (E−δ2I + E−δ3I)

(I = 1, . . . , 12)
Table 4: Explicit enumeration of the generators of the real Lie algebra E7(−5)
2. The decision whether (2.32) or (2.33) is the right choice is determined by the commutation
relations and the closure of the algebra GR and can be different for different pairs of related
roots.
In the case of the E7(−5) real section of the EC7 complex Lie algebra, using the normalization
of step operators derived in [10] we have carefully inspected by computer calculations all the
commutation relations and we have derived the assignment of i-factors displayed in the explicit
enumeration of generators of E7(−5) displayed in table 4.
2.3 The maximal compact subalgebra SO(3)R × SO(12) and the basis
of coset generators
Having explicitly constructed the real Lie algebra GR = E7(−5) we can now consider its decom-
position with respect to its maximal compact subalgebra H ≡ SO(3)R × SO(12) which is to us
the most relevant issue, since the final goal of our study is the construction of geodesic motions
in the manifold (2.3). Being interested in the splitting:
GR = H⊕K (2.34)
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we proceed to establishing a canonical basis of generators for GR organized as it follows:
(A = 1, . . . , 133) ; TA =
{
Ti = Hi (i = 1, . . . , 69)
Ti+69 = Ki (i = 1, . . . , 64)
(2.35)
where Hi is a basis of generators for the maximal compact subalgebra SO(3)R × SO(12) and Ki is
a basis of generators for its orthogonal complement, namely for the tangent space to the manifold
(2.3). With reference to table 4 our choice and ordering of the basis Hi is the following:
H3i−2 = i
1√
2
Hβi (i = 1, 2, 3)
H3i−1 = E+βi (i = 1, 2, 3)
H3i = E
−
βi
(i = 1, 2, 3)
H9+I = E
−
I (I = 1, . . . , 12)
H21+A =
1√
2
(
E+A −
(E+A )†) (A = 1, . . . , 24)
H45+A =
1√
2
(
E−A −
(E−A )†) (A = 1, . . . , 24) (A = 1, . . . , 24)
(2.36)
Correspondingly, our choice and ordering for the coset generators Ki is displayed below:
Ki = Hn.c.i (1, 2, 3)
K4 = H4
K4+I = E
+
I (I = 1, . . . , 12)
K16+A =
1√
2
(
E+A +
(E+A )†) (A = 1, . . . , 24)
K40+A =
1√
2
(
E−A +
(E−A )†) (A = 1, . . . , 24)
(2.37)
Let us make a few comments. In our ordering of the compact generators Hi, the first nine
generate a special subgroup, which we have already identified as the paint group:
Gpaint = SO(3)
3
β ≡ SO(3)β1 × SO(3)β2 × SO(3)β3 ⊂ SO(3)R × SO(12) (2.38)
This latter is associated with the three ”compact roots” defining the real section and will
play an important role as automorphism algebra of the Solvable Lie Algebra Solv7(−5) associated
with the coset (2.3). It is appropriate to stress that the subgroup SO(3)R is none of these three
SO(3)βi. On the contrary the subgroup SO(3)
3
β sits inside SO(12). The subgroup SO(3)R, which
commutes with the whole SO(12), is instead generated by the following uniquely determined
linear combinations of the generators Hi:
JR1 =
1
2
√
2
(H10 −H13 +H16 −H21)
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JR2 = −
1
2
√
2
(H12 −H14 +H17 +H20)
JR3 =
1
2
√
2
(H11 −H15 +H18 −H19)
(2.39)
which close the standard commutation relations:[
JRi , J
R
j
]
= ǫijk J
R
k (2.40)
The ordering of the coset generators is obvious from equation (2.37). First we have have listed
the four non-compact Cartans, then non-compact combinations associated with the 12 roots that
project onto the long roots of F4 with multiplicity one. Finally we have listed the non-compact
combinations associated with the roots that project onto the short roots of F4 in exactly the same
order as their compact analogues appear in the listing of H-generators. From the point of view of
representation theory we know that the K-space transforms as follows under SO(3)R × SO(12):
K = (2, 32s) (2.41)
and we could arrange the generators into linear combinations corresponding to the weights of the
representation (2.41), yet this is not essential for our present purposes.
2.4 Structure of the Solvable Lie algebra
We can now come to the main point of our construction which relates to the solvable Lie algebra
SolvE7(−5) whose corresponding group manifold is metrically equivalent to the coset manifold (2.3)
and to its relation with the solvable Lie algebra SolvF4(4) whose corresponding group manifold is
metrically equivalent to the coset manifold (2.4).
First we define the solvable Lie algebra SolvE7(−5). This is easily done. Following the general
theory recalled, for instance in [9],[10], we know that SolvE7(−5) is the linear span of the non-
compact Cartan generators plus those linear combinations of the positive root step operators
which pertain to the considered real section. In practice this means:
SolvE7(−5) = real span
{Hn.c.i , EηI , E+A , E−A}
(i = 1, . . . , 4 ; I = 1, . . . , 12 ; A = 1, . . . , 24) (2.42)
As we know the solvable algebra SolvG/H associated with any non-compact coset G/H has the
great advantage that by exponentiation it provides a polynomial parametrization of the coset
representative and hence of the scalar fields of supergravity. With respect to the traditional
parametrization of cosets in terms of exp(K) the advantages of the solvable parametrization are
obtained at one price: while K is a representation of H, the solvable algebra SolvG/H is not. In
the non maximally split case something very useful, however, occurs. Although SolvE7(−5) is not
a representation of the full compact group SO(3)R × SO(12) yet it transforms covariantly under
the action of a proper compact subgroup, the paint group, specifically Gpaint = SO(3)
3
β, defined
in eq.(2.38). Indeed the decomposition of SolvE7(−5) with respect to SO(3)
3
β is:
SolvE7(−5) = 16 × (1, 1, 1) ⊕ 4 × (2, 2, 0) ⊕ 4 × (2, 0, 2) ⊕ 4 × (0, 2, 2) (2.43)
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and SO(3)3β works as an automorphism group of the solvable Lie algebra. The sixteen singlets
are the four Cartan generators plus the twelve EηI step operators associated with long roots of
F4. The forty-eight non-singlets, distributed in irrepses as described in eq.(2.43) are instead the
generators associated with the δ–roots that project onto the short ones of F4.
This covariant structure of the solvable Lie algebra SolvE7(−5) is responsible for its relation
with SolvF4(4) and for the painted billiard phenomenon. Let us see how.
We are interested in the structure constants of the Solvable Lie algebra which in turn de-
termine the Nomizu connection and hence the 1st order equations for the tangent vector to the
geodesic [8]. Calling TΛ a set of generators in the adjoint representation of the algebra we read
off the structure constants from the equation:
[TΣ , TΠ] = C
Λ
ΣΠ TΛ (2.44)
Let us first consider the solvable Lie algebra SolvF4(4) associated with the coset (2.4). This is a
maximally split case and the structure of SolvF4(4) is the canonical one discussed in [8]. We have
4 Cartan generators Ha and 24 positive roots that split into two subsets of 12 long roots α
ℓ and
12 short roots αs. Calling ∆ℓ and ∆s the two subsets we have the following structure:
∀αℓ , βℓ ∈ ∆ℓ : αℓ + βℓ =
{
not a root or
γℓ ∈ ∆ℓ
∀αℓ ∈ ∆ℓ and ∀βs ∈ ∆s : αℓ + βs =
{
not a root or
γs ∈ ∆s
∀αs , βs ∈ ∆s : αs + βs =
{not a root or
γs ∈ ∆s or
γℓ ∈ ∆ℓ
(2.45)
Consequently, let Hi be the Cartan generators and E
αℓ , Eα
s
be the step operators respectively
associated with positive long and short roots. This set of operators completes a basis of 28
generators for the solvable Lie algebra SolvF4(4). In view of eq.s (2.45) the possible structure
constants are:
CΛΣΠ ≡
{
Cα
ℓ
jβℓ , C
αℓ
βℓ γℓ , C
αℓ
βs γs , C
αs
jβs , C
αs
βs γs , C
αs
βℓ γs
}
(2.46)
and we further have:
Cα
ℓ
jβℓ = δ
αℓ
βℓ α
ℓ
j
Cα
s
jβs = δ
αs
βs α
s
j
Cα
ℓ
βℓ γℓ = δ
αℓ
βℓ+γℓ Nβℓγℓ
Cα
s
βℓ γs = δ
αs
βℓ+γs Nβℓγs
Cα
ℓ
βs γs = δ
αℓ
βs+γs Nβsγs
Cα
s
βs γs = δ
αs
βs+γs Nβsγs
(2.47)
where the matrix Nβγ , defined by the standard Cartan-Weyl commutation relations as given in
eq.(B.23) of the appendix, or in table 1.27, differs from zero only when the sum of the two roots
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β and γ is a root. Hence it suffices to know Nβγ and the solvable Lie algebra structure constants
are completely determined. In the following three tables (2.48), (2.49), (2.50) we exhibit the
values of Nβγ for the F4(4) Lie algebra.
αℓ1 α
ℓ
2 α
ℓ
3 α
ℓ
4 α
ℓ
5 α
ℓ
6 α
ℓ
7 α
ℓ
8 α
ℓ
9 α
ℓ
10 α
ℓ
11 α
ℓ
12
0 −√2 0 0 −√2 0 0 −√2 0 √2 0 0 αℓ1√
2 0 0 −√2 0 0 −√2 0 0 0 −√2 0 αℓ2
0 0 0 −√2 0 0 −√2 0 0 −√2 0 0 αℓ3
0
√
2
√
2 0 0 0 0 −√2 √2 0 0 0 αℓ4√
2 0 0 0 0 0
√
2 0
√
2 0 0 0 αℓ5
0 0 0 0 0 0 −√2 −√2 0 0 0 0 αℓ6
0
√
2
√
2 0 −√2 √2 0 0 0 0 0 0 αℓ7√
2 0 0
√
2 0
√
2 0 0 0 0 0 0 αℓ8
0 0 0 −√2 −√2 0 0 0 0 0 0 0 αℓ9
−√2 0 √2 0 0 0 0 0 0 0 0 0 αℓ10
0
√
2 0 0 0 0 0 0 0 0 0 0 αℓ11
0 0 0 0 0 0 0 0 0 0 0 0 αℓ12︸ ︷︷ ︸
N
αℓβℓ
(2.48)
αs1 α
s
2 α
s
3 α
s
4 α
s
5 α
s
6 α
s
7 α
s
8 α
s
9 α
s
10 α
s
11 α
s
12
0
√
2 0 −√2 0 0 0 0 √2 0 0 0 αℓ1
0 0 −√2 0 0 −√2 0 √2 0 0 0 0 αℓ2
0 −√2 0 √2 0 0 0 −√2 0 0 0 0 αℓ3√
2 0 0 0 0 0
√
2 0 0 0 0 0 αℓ4
−√2 0 0 0 0 −√2 0 0 0 0 0 0 αℓ5√
2 0 0
√
2 0 0 0 0 0 0 0 0 αℓ6
0 0 0 0 −√2 0 0 0 0 0 0 0 αℓ7
0 0
√
2 0 0 0 0 0 0 0 0 0 αℓ8
0
√
2 0 0 0 0 0 0 0 0 0 0 αℓ9
0 0 0 0 0 0 0 0 0 0 0 0 αℓ10
0 0 0 0 0 0 0 0 0 0 0 0 αℓ11
0 0 0 0 0 0 0 0 0 0 0 0 αℓ12︸ ︷︷ ︸
N
αℓβs
(2.49)
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H [1] = 1√
2
Hn.c.1 ; H [2] = 1√2 Hn.c.2
H [3] = 1√
2
Hn.c.3 ; H [4] = 1√2 Hn.c.4
Table 5: Listing of Cartan generators of SolvE7(−5) which exactly correspond to the Cartan
generators of F4(4)
αs1 α
s
2 α
s
3 α
s
4 α
s
5 α
s
6 α
s
7 α
s
8 α
s
9 α
s
10 α
s
11 α
s
12
0 1 −1 0 −1 0 0 √2 −√2 √2 1 0 αs1
−1 0 √2 0 √2 1 −1 0 0 −1 0 √2 αs2
1 −√2 0 1 −√2 0 −1 0 1 0 0 √2 αs3
0 0 −1 0 1 √2 √2 0 0 1 −√2 0 αs4
1 −√2 √2 −1 0 1 0 1 0 0 0 √2 αs5
0 −1 0 −√2 −1 0 √2 0 1 0 √2 0 αs6
0 1 1 −√2 0 −√2 0 1 0 0 √2 0 αs7
−√2 0 0 0 −1 0 −1 0 √2 √2 0 0 αs8√
2 0 −1 0 0 −1 0 −√2 0 −√2 0 0 αs9
−√2 1 0 −1 0 0 0 −√2 √2 0 0 0 αs10
−1 0 0 √2 0 −√2 −√2 0 0 0 0 0 αs11
0 −√2 −√2 0 −√2 0 0 0 0 0 0 0 αs12︸ ︷︷ ︸
Nαsβs
(2.50)
The ordering of long and short roots of the F4 system is that used in tables: 2 and 3. On the
other hand the explicit determination of the tensor Nαβ which appears in the standard Cartan-
Weyl commutation relations was performed via the explicit construction of the fundamental
26-dimensional representation of this Lie algebra. This construction is described in appendix B.
Now the exciting point about the solvable Lie algebra of the full non split coset (2.3) which
contains all the degrees of freedom of supergravity is that it can be exhibited in terms of the
structure constants of its split Tits Satake submanifold (2.4) by utilizing also the covariance with
respect to the compact paint subgroup Gpaint = SO(3)
3
β . This is the result of an essential
interplay of impressive elegance between the graded structure of the split Tits Satake algebra,
which is non simply laced and for that reason contains a distinction between short and long
roots, and the rearrangement of those roots of E7 which project onto the short ones of F4 into
representations of the compact paint group SO(3)3β .
We already emphasized that, under the action of the paint group (2.38), the generators of
the Solvable Lie algebra SolvE7(−5) decompose into the irreducible representations mentioned in
eq. (2.43). Let us define the diagonal subgroup of the three SO(3)β:
G
0
paint ≡ SO(3)diagβ = diagonal
[
SO(3)β1 × SO(3)β2 × SO(3)β3
]
(2.51)
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Φ[αℓ1] =
1√
2
Eη1 ; Φ[αℓ2] =
1√
2
Eη2 ; Φ[αℓ3] = − 1√2 Eη3
Φ[αℓ4] =
1√
2
Eη4 ; Φ[αℓ5] =
1√
2
Eη5 ; Φ[αℓ6] =
1√
2
Eη6
Φ[αℓ7] =
1√
2
Eη7 ; Φ[αℓ8] =
1√
2
Eη8 ; Φ[αℓ9] =
1√
2
Eη9
Φ[αℓ10] =
1√
2
Eη10 ; Φ[αℓ11] = − 1√2 Eη11 ; Φ[αℓ12] = − 1√2 Eη12
Table 6: Listing of generators of SolvE7(−5) which correspond to long roots of F4 and appear in
one copy. The order of η-roots is that listed in table 2.
i Ω0[α
s
i ] = ΩX [α
s
i ] = ΩY [α
s
i ] = ΩZ [α
s
i ] =
1 i2
(
Eδ2(1) + Eδ3(1)
)
i
2
(
Eδ1(1) − Eδ4(1)) −12 (Eδ1(1) + Eδ4(1)) 12(Eδ2(1) − Eδ3(1))
2 i2
(
Eδ2(2) + Eδ3(2)
) − i2 (Eδ1(2) − Eδ4(2)) 12(Eδ1(2) + Eδ4(2)) 12(−Eδ2(2) + Eδ3(2))
3 − i2
(
Eδ2(3) + Eδ3(3)
)
i
2
(
Eδ1(3) − Eδ4(3)) −12(Eδ1(3) + Eδ4(3)) 12(Eδ2(3) − Eδ3(3))
4 −12
(
Eδ1(4) + Eδ4(4)
)
1
2E
δ2(4) − Eδ3(4) i2
(
Eδ2(4) + Eδ3(4)
) − i2 (Eδ1(4) − Eδ4(4))
5 − i2
(
Eδ2(5) + Eδ3(5)
)
i
2
(
Eδ1(5) − Eδ4(5)) −12(Eδ1(5) + Eδ4(5)) − i2(−Eδ2(5) + Eδ3(5))
6 −12
(
Eδ1(6) + Eδ4(6)
)
1
2(E
δ2(6) − Eδ3(6)) i2
(
Eδ2(6) + Eδ3(6)
) − i2 (Eδ1(6) − Eδ4(6))
7 −12
(
Eδ1(7) + Eδ4(7)
)
1
2(E
δ2(7) − Eδ3(7)) i2
(
Eδ2(7) + Eδ3(7)
) − i2 (Eδ1(7) − Eδ4(7))
8 − i2
(
Eδ2(8) + Eδ3(8)
) − i2 (Eδ1(8) − Eδ4(8)) 12 (Eδ1(8) +Eδ4(8)) −12(Eδ2(8) − Eδ3(8))
9 i2
(
Eδ2(9) + Eδ3(9)
)
i
2
(
Eδ1(9) − Eδ4(9)) −12 (Eδ1(9) + Eδ4(9)) 12 (+Eδ2(9) − Eδ3(9))
10 − i2
(
Eδ2(10) + Eδ3(10)
) − i2 (Eδ1(10) − Eδ4(10)) 12 (Eδ1(10) + Eδ4(10)) −12(Eδ2(10) − Eδ3(10))
11 12
(
Eδ1(11) + Eδ4(11)
) −12 (Eδ2(11) − Eδ3(11)) − i2 (Eδ2(11) + Eδ3(11)) i2 (Eδ1(11) − Eδ4(11))
12 i2
(
Eδ1(12) −Eδ4(12)) − i2 (Eδ2(12) + Eδ3(12)) 12(Eδ2(12) − Eδ3(12)) 12 (Eδ1(12) + Eδ4(12))
Table 7: Listing of generators of SolvE7(−5) which correspond to short roots of F4 and appear in
four copies. The order of δroots is that displayed in table 3
since
2⊗ 2 = 1⊕ 3 (2.52)
holds true for SO(3) representations, it follows that under SO(3)diagβ the Lie algebra SolvE7(−5)
decomposes as follows:
SolvE7(−5)
SO(3)diag
β
=⇒
 4︸︷︷︸
Cartan
+ 12︸︷︷︸
long roots
+ 12︸︷︷︸
short roots
× 1⊕
 12︸︷︷︸
short roots
× 3 (2.53)
Hence the representation J mentioned in eq.s (1.25) and (1.26) is J = 3, the triplet of SO(3)diag.
The decomposition (2.53) is explicitly exhibited in tables 5, 6 and 7. In table 5, modulo some
changes in normalization we list the non compact Cartan generators of E7(7) which correspond
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to the full set of Cartan generators of F4(4). In table 6 we define a set of generators Φ[α
s]
associated with the long roots of F4(4), which are obviously given by the step operators E
η
of E7(−5) since the η–roots project on such short roots of F4. There are just some suitable
±√2 factors in the normalization which are purposely chosen in order to make the relation
between the two solvable Lie algebras clean. All these generators are singlets under SO(3)3β and
therefore also under SO(3)diagβ . Finally in table 7 we list a set of four E7(−5) generators ΩA[α
s],
(A = 0, X, Y, Z), associated with each of the short roots αs of F4(4). Indeed each such root is the
image, in the projection, of four different E7(−5) roots, namely, the δiI roots, displayed in table
3. Hence the four ΩA[α
s] operators are, with convenient normalization factors, step operators of
E7(−5) corresponding to the δ-roots. The normalization factors and the precise correspondence is
chosen in such a way that the Ω0 are singlets under SO(3)
diag
β , while Ωx=X,Y,Z form a triplet.
If we use these generators and, in order to avoid proliferation of symbols, we denote by the
same letter the generator of the algebra and its dual one-form appearing in the Maurer Cartan
equations:
dTΛ = 1
2
CΛΣΠT
Σ ∧ TΠ (2.54)
the structure constants of SolvE7(−5) can be exhibited by writing the following Maurer Cartan
equations, which just contain the structure constants of the F4(4) solvable algebra, discussed
before, plus the quaternionic structure anticipated in table (1.27) of the introduction.
dHi = 0
dΦ[αℓ] = Cα
ℓ
j βℓ Hj ∧ Φ[βℓ] + 12 Cα
ℓ
βℓ γℓ Φ[β
ℓ] ∧ Φ[γℓ] +
1
2
Cα
ℓ
βs γs (Ω0[β
s] ∧ Ω0[γs] + Ωx[βs] ∧ Ωx[γs])
dΩ0[α
s] = Cα
s
j βs Hj ∧ Ω0[βs]
+1
2
Cα
s
βs γs (Ω0[β
s] ∧ Ω0[γs] + Ωx[βs] ∧ Ωx[γs] )
+ Cα
s
βℓ γs Φ[β
ℓ] ∧ Ω0[γs]
dΩx[α
s] = Cα
s
j βs Hj ∧ Ωx[βs]
+1
2
Cα
s
βs γs (Ω0[β
s] ∧ Ωx[γs] − Ωx[βs] ∧ Ω0[γs]− ǫxyz Ωy[βs] ∧ Ωz[γs] )
+ Cα
s
βℓ γs Φ[β
ℓ] ∧ Ωx[γs]
(2.55)
Equations (2.55) are just a short way of writing all commutation relations and exhibit the
interplay between the graded structure of SolvF4(4) and the structure of the paint group rep-
resentation. Indeed we see the announced quaternionic structure! What actually happens is
that the Cartan and long root generators are isomorphic in the two algebras, while the short
root generators are promoted to quaternions while going from F4(4) to E7(−5). We can write
F4(4) ∋ Eαs =⇒ Ω0[αs] + ΩX [αs] jX + ΩY [αs] jY + ΩZ [αs] jZ ∈ E7(−5) (2.56)
where jX , jY , jZ are the three quaternionic imaginary units.
This structure has very relevant consequences for the solution of the differential equations and
for the billiard phenomenon. Since the Nomizu connection determining the first order equations
for tangent vectors is completely determined by the structure constants of the solvable Lie algebra
we can just adopt the following strategy:
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1 Rather than considering the original problem associated with the non split manifold (2.3) we
consider the problem associated with the split Tits Satake manifold (2.4), which can be
solved along the lines of paper [8] using, in particular, the compensator method to integrate
the 1st order differential equations.
2 Once we have obtained a solution for the system described by the structure constants (2.46-
2.47) we also posses a particular solution for the system (2.55). It just correspond to setting
the fields associated with ΩX,Y,Z to zero.
3 A large class of solutions of the system (2.55) can be obtained from the general solution of the
F4 system with structure constants (2.46-2.47) by means of global rotations of the paint
group Gpaint = SO(3)
3
β.
From the point of view of the billiard picture we know that switching on root fields correspond to
the introduction of dynamical walls on which the fictitious cosmic ball will bounce. The structure
of the solvable algebra implies that the billiard chamber is just the Weyl chamber of F4(4), yet
certain dynamical walls are painted, namely occur in four copies constituting a quaternion. In
explicit solutions we see also the color of the actual wall which is excited.
3 The first order equations for the tangent vectors
As we showed in [8], the field equations of the purely time dependent σ-model, which is what we
are supposed to solve in our quest for time dependent solutions of supergravity, can be written
as follows:
Y˙ A + ΓABCY
BY C = 0 (3.1)
where Y A denotes the purely time dependent tangent vectors to the geodesic in an anholonomic
basis:
Y A =
{
Y i = V iI (φ) φ˙
I i ∈ CSA
Y α =
√
2 V αI (φ) φ˙
I i ∈ positive root system ∆+ (3.2)
V AI (φ) dφ
I being the vielbein of the target manifold we are considering. In eq. (3.1) the symbol
ΓABC denotes the components of the Levi-Civita connection in the chosen anholonomic basis.
Explicitly they are related to the components of the Levi Civita connection in an arbitrary
holonomic basis by:
ΓABC = Γ
I
JKV
A
I V
J
B V
K
C − ∂K(V AJ )V JBV KC , (3.3)
where the inverse vielbein is defined in the usual way:
V AI V
I
B = δ
A
B (3.4)
The basic idea of [8], which was exploited together with the compensator method in order to
construct explicit solutions, is the following. As already recalled in eq.(1.13), the connection
ΓABC can be identified with the Nomizu connection defined on a solvable Lie algebra, if the coset
representative L from which we construct the vielbein is solvable, namely if it is represented as
26
the exponential of the associated solvable Lie algebra Solv(U/H). In fact, as we can read in [21]
once we have defined over Solv a non degenerate, positive definite symmetric form:
〈 , 〉 : Solv ⊗ Solv −→ R
〈X , Y 〉 = 〈Y , X〉 (3.5)
whose lifting to the manifold produces the metric, the covariant derivative is defined through the
Nomizu operator:
∀X ∈ Solv : LX : Solv −→ Solv (3.6)
so that
∀X, Y, Z ∈ Solv : 2〈Z , LXY 〉 = 〈Z, [X, Y ]〉 − 〈X, [Y, Z]〉 − 〈Y, [X,Z]〉 (3.7)
while the Riemann curvature 2-form is given by the commutator of two Nomizu operators:
RWZ (X, Y ) = 〈W ,
{
[LX ,LY ] − L[X,Y ]
}
Z〉 (3.8)
This implies that the covariant derivative explicitly reads:
LX Y = Γ
Z
XY Z (3.9)
where
ΓZXY =
1
2
(〈Z, [X, Y ]〉 − 〈X, [Y, Z]〉 − 〈Y, [X,Z]〉) 1
< Z,Z >
∀X, Y, Z ∈ Solv (3.10)
Eq.(3.10) is true for any solvable Lie algebra. In the case of maximally non-compact,
split algebras we can write a general form for ΓZXY , namely:
Γijk = 0
Γiαβ =
1
2
(−〈Eα, [Eβ , H i]〉 − 〈Eβ, [Eα, H i]〉) = 12 αiδαβ
Γαij = Γ
α
iβ = Γ
i
jα = 0
Γαβi =
1
2
(〈Eα, [Eβ , Hi]〉 − 〈Eβ , [Hi, Eα]〉) = −αi δαβ
Γα+βαβ = −Γα+ββα =
1
2
Nαβ
Γαα+β β = Γ
α
β α+β =
1
2
Nαβ (3.11)
where Nαβ is defined by the commutator [Eα , Eβ] = Nαβ Eα+β , as usual. In the case of F4(4),
the coefficients Nαβ are read–off from the eq.s (2.49,2.48,2.50). The explicit form (3.11) follows
from the choice of the non degenerate metric:
〈Hi , Hj〉 = 2 δij
〈Hi , Eα〉 = 0
〈Eα , Eβ〉 = δα,β (3.12)
∀Hi, Hj ∈ CSA and ∀Eα, step operator associated with a positive root α ∈ ∆+. For any other
non split case, as that of Solv
(
E7(−5)
)
, the Nomizu connection exists nonetheless although it
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does not take the form (3.11). It follows from eq.(3.10) upon the choice of an invariant positive
metric on Solv and the use of the structure constants of Solv . Given the list of generators in
tables 5, 6 and 7, the positive metric on Solv is easily defined in full analogy with the definition
of [8]. The metric is diagonal and normalized as it follows:
〈Hi , Hj〉 = 2 δij 〈Hi , Φ[αℓ]〉 = 0 〈Hi , ΩI [αs]〉 = 0
〈Φ[αℓ] , Hi〉 = 0 〈Φ[αℓ] , Φ[βℓ]〉 = δαℓβℓ 〈Φ[αℓ] , ΩI [αs]〉 = 0
〈ΩI [αs] , Hi〉 = 0 〈ΩI [αs] , Φ[βℓ]〉 = 0 〈ΩI [αs] , ΩJ [βs]〉 = δIJ δαsβs
(3.13)
The Nomizu connection can be explicitly calculated from eq.(3.10) reading the structure constants
from the Maurer Cartan equations (2.55). In the case of all split algebras, the first order
equations take the general form:
Y˙ i + 1
2
∑
α∈∆+
αiY 2α = 0
Y˙ α +
∑
β∈∆+
NαβY
βY α+β − αi Y iY α = 0 (3.14)
which follows from eq.(3.11). For the solvable Lie algebra of F4(4) eq.(3.14) takes the form:
H˙ i + 1
2
∑
αℓ∈∆ℓ
αiℓ Φ[αℓ]
2 + 1
2
∑
αs∈∆s
αisΩ[αs]
2 = 0
Φ˙[αℓ] − αℓ ·H Φ[αℓ] +
∑
βℓ∈∆ℓ
NαℓβℓΦ[βℓ] Φ[αℓ + βℓ]
+
∑
βs∈∆s
Nαℓβs Ω[βs] Ω[αℓ + βs] = 0
Ω˙[αs] − αs ·H Ω[αs] +
∑
βs/αs+βs∈∆ℓ
NαsβsΩ[βs] Φ[αs + βs]
+
∑
βs/αs+βs∈∆s
Nαsβs Ω[βs] Ω[αs + βs] = 0 (3.15)
where for notation simplicity we have given to the component Y A of the tangent vector
−→
Y along
a generator TA of the solvable Lie algebra the same name as the generator itself.
In the case of the E7(−5) Lie algebra the first order equations for the tangent vector take the
following form:
H˙ i + 1
2
∑
αℓ∈∆ℓ
αiℓ Φ[αℓ]
2 + 1
2
∑
αs∈∆s
αis
(
Ω0[αs]
2 +
3∑
i=1
Ωi[αs]
2
)
= 0
Φ˙[αℓ] − αℓ ·H Φ[αℓ] +
∑
βℓ∈∆ℓ
NαℓβℓΦ[βℓ] Φ[αℓ + βℓ]
+
∑
βs∈∆s
Nαℓβs
(
Ω0[βs] Ω0[αℓ + βs] +
3∑
i=1
Ωi[βs] Ωi[αℓ + βs]
)
= 0
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Ω˙0[αs] − αs ·H Ω0[αs] +
∑
βs/αs+βs∈∆ℓ
NαsβsΩ0[βs] Φ[αs + βs]
+
∑
βs/αs+βs∈∆s
Nαsβs
(
Ω0[βs] Ω0[αs + βs] +
3∑
i=1
Ωi[βs] Ωi[αs + βs]
)
= 0
Ω˙i[αs] − αs ·H Ωi[αs] +
∑
βs/αs+βs∈∆ℓ
NαsβsΩi[βs] Φ[αs + βs]
+
∑
βs/αs+βs∈∆s
Nαsβs
(
1
2
Ω0[βs] Ωi[αs + βs] +
1
2
Ωi[βs] Ω0[αs + βs]
+ ǫijk Ωj [βs] Ωk[αs + βs]) = 0
(3.16)
As one sees from the above equations the E7(−5) differential system (3.16) is consistently truncated
to the F4(4) system (3.15) by setting Ωi[αs] = 0, (i = 1, 2, 3) and identifying Ω[αs] = Ω0[αs]. Hence
any solution of the F4(4) equations is also a particular solution of the E7(−5) ones. On the other
hand eq.s (3.16) are invariant under the action of the paint group Gpaint = SO(3)
3.
In the next section, we utilize the compensator method to solve the first order equations
(3.14) in the case of SolvF4(4) and then we use the paint group to rotate these solutions to general
solutions of the first order equations of SolvE7(−5) .
4 Solutions of the F4(4) system by means of the compen-
sator method
As we showed in [8] in the split case the first order equations for the tangent vectors can be solved
in the following way. First one considers the decomposition (2.34) of the full algebra and recalls
that, in this case, the compact subalgebra is generated by Eα − E−α for all α ∈ ∆+. Secondly,
one writes the decomposition of the left-invariant one–form on the coset manifold U/H along the
compact and non-compact generators:
Ω = L−1dL = V AKA + ωαtα. (4.1)
where V = V AKA corresponds to the coset manifold vielbein, while ω = ω
α tα corresponds to
the coset manifold H–connection. One notes that the condition for the coset representative L to
be solvable (namely to be the exponential of the solvable algebra) is expressed very simply by:
V α =
√
2ωα (4.2)
Thirdly one derives the condition to be fulfilled by an H-gauge transformation:
L 7→ Lh = L
h = exp [θα tα] (4.3)
in order for the solvable gauge (4.2) to be preserved. This latter reads as follows:
√
2
tr(t2α)
tr
(
h−1(θ) dh(θ) tα
)
= V β
(
−A(θ) αβ + D(θ) αβ
)
+ V iD(θ) αi (4.4)
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In the above equation the matrix A(θ) is the adjoint representation of h ∈ H and D(θ) is the D–
representation of the same group element which acts on the complementary space K and which
depends case to case:
h−1 tα h = A(θ) βα tβ
h−1KA h = D(θ) BA KB (4.5)
In our example of F4(4) the compact group is H = SU(2)R ×Usp(6) and the representation D is
the (14, 2)
A simple solution of the first order equations (3.14) is easily obtained by setting Y α = 0 and
Y i = ci = const, namely we can begin with a constant vector in the direction of the CSA. Such
a solution is named the normal form of the tangent vector. In the language of billiard dynamics
it corresponds to a fictitious ball that moves on a straight line with a constant velocity. All other
solutions of eq.s (3.14) can be obtained from the normal form solution by means of successive
rotations of the compact group, with parameters θ[t] satisfying the differential equation (4.4).
The advantage of this method, emphasized in [8] where we introduced it, is that at each successive
rotation we obtain an equation which is fully integrable in terms of the integral of the previous
ones.
In this paper we just present one solution of the F4(4) system which is fully analytical and
already sufficiently complicated to display the billiard dynamics with several bounces. Our solu-
tion is obtained by applying 5 successive rotations to a normal form vector that we parametrize
in terms of 4 constants. We use an intelligent parametrization which is the following one:
Ynf = {
−ω5
2
− ω6, ω5
2
,
−ω5
2
− ω6 + ω7, −ω24
4
} (4.6)
The way Ynf is parametrized and the name given to the constants ω24,7,6,5 anticipate their
physical interpretation in the solution we are going to derive. Indeed we obtain our solution by
writing:
Y(t) = Ynf exp
[
H
24θ24(t)
] · exp [H7θ7(t)] · exp [H6θ6(t)] · exp [H5θ5(t)] · exp [H4θ4(t)] (4.7)
where
H
n = 1
2
(
E̟[n] − E−̟[n]) (4.8)
are the compact generators associated with the F4 roots numbered as in table 1. The explicit
form of the solution of the differential equations (4.4) for the five rotation angles is given below:
θ4(t) = arccos
[
e(t−τ4) (ω5+2ω6−ω7)
√
1 + e2 (t−τ7)ω7√
1 + e2 (t−τ6)ω6 + e2 (t−τ7)ω7 + e2 (t−τ4) (ω5+2ω6−ω7) (1 + e2 (t−τ7)ω7)
]
θ5(t) =
arccsc
[√
1 + e(t−τ5)ω5 cosh( (t−τ24)ω24
2
) sech((t− τ7) ω7)2
]
√
2
θ6(t) = arccot
[
e(t−τ6)ω6√
1 + e2 (t−τ7)ω7
]
θ7(t) = arccos
[
e(t−τ7)ω7√
1 + e2 (t−τ7)ω7
]
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θ24(t)→
arccsc
[√
1 + e(t−τ24)ω24
]
√
2
(4.9)
Let us briefly mention the explicit form of the eq.s (4.4) from which we obtained the above
result. As specified in eq.(4.7) we perform the compact rotations in the order 24 → 7 → 6 →
5 → 4. This is not a random choice but it is motivated by the fact that in this way the
differential equations (4.4) come up triangular: in other words at each step we just obtain a
differential equation for the angle θi(t) that depends only on the previously determined angles
θj(t). The systematic study of triangulization of the differential system (4.4) for general algebras
is postponed to a later publication. We just note that one typically has to perform rotations along
roots arranged in reverse order with respect to their height but this criterion, although necessary
is not yet sufficient in full generality. A complete solution requires a more systematic analysis.
It is however fairly easy, by computer calculations, to obtain ordered lists of root-rotations that
have the triangular property and hence lead to exact analytic solutions by quadratures. In the
case of the present algebra we have already found lists of up to eight successive such rotations
and the solution we present with five rotations has just been chosen as an illustrative example of
the physical and analytical mechanisms occurring in the differential system (4.4).
This being clarified, we present the differential equations obtained for the angles θi(t) in
succession. Performing the first rotation around the highest root ̟24 we obtain:
sin
[
2
√
2 θ24(t)
]
ω24
4
√
2
+ θ˙24(t) = 0 (4.10)
Performing the second rotation around the root ̟7 we get:
sin [2 θ7(t)] ω7
2
+ θ˙7(t) (4.11)
which is still an independent equation. Performing the third rotation around the root ̟6 we get
a differential equation that depends on the solution of the previous two:
sin[2 θ6(t)]ω6
2
− cos
2 [θ7(t)] sin [2 θ6(t)] ω7
2
+ θ˙6(t) (4.12)
The same happens when we introduce the fourth rotation around ̟5. We obtain:
2
√
2 sin
[
2
√
2 θ5(t)
]
ω5 − 4
√
2 cos [2 θ7(t)] sin
[
2
√
2 θ5(t)
]
ω7
+
√
2 cos
[
2
√
2 θ24(t)
]
sin
[
2
√
2 θ5(t)
]
ω24 + 16 θ˙5(t) = 0 (4.13)
Finally, when we perform the 5-th rotation, we get:
8 sin [2 θ4(t)] ω5 − 4 (−3 + cos [2 θ6(t)]] sin [2 θ4(t)] ω6 − 6 sin [2 θ4(t)] ω7
+2 cos [2 θ6(t)] sin [2 θ4(t)] ω7 + cos [2 (θ6(t)− θ7(t))] sin [2 θ4(t)] ω7
+2 cos [2 θ7(t)] sin [2 θ4(t)] ω7 + cos [2 θ6(t) + 2 θ7(t)] sin [2 θ4(t)] ω7
+16 θ˙4(t) = 0 (4.14)
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The explicit functions θi(t) displayed in eq.(4.9) are the general integral of the system of eq.s
(4.10-4.14) where the integration constants are represented by the fixed instants of time τi. The
physical interpretation of these constants becomes clear when we investigate the properties of
the scalar fields hi(t) lying in the Cartan subalgebra of F4(4) and eventually representing, after
dimensional oxidation the logarithms of the scale factors in the various available dimensions.
Following the discussion of [8] we can write
hi(t) =
∫
Hi(t
′)dt′
Hi(t) ≡ Y i(t) in CSA (4.15)
where Hi(t) are obtained by inserting the explicit solutions (4.9) into eq.(4.7) and then extracting
the first four components of such a vector. We have an analytic although cumbersome expression
for the Hi(t) in the case of all the considered rotations, yet the next integration to hi(t) can
no longer be analytically done if we include all the thetas θ24(t), θ7(t), θ6(t), θ5(t) and θ4(t). For
this reason we prefer to discuss the features of billiard dynamics by considering the simpler
solution obtained by including only the first three rotations θ24(t), θ7(t) and θ6(t). This solution
is already complicated enough to display the phenomena we want to illustrate yet it still leads
to manageable analytic formulae. Explicitly we obtain:
H1(t) =
−ω5
2
− ω6 + sin2 [θ7(t)]ω7
= −ω5
2
− ω6 + ω7
1 + e2 (t−τ7)ω7
H2(t) =
1
2
[
ω5 + 2 sin
2 [θ6(t)]
(
ω6 − cos2 [θ7(t)]ω7
)]
=
(
1 + e2 (t−τ6)ω6 + e2 (t−τ7)ω7
)
ω5 + 2
((
1 + e2 (t−τ7)ω7
)
ω6 − e2 (t−τ7)ω7 ω7
)
2 (1 + e2 (t−τ6)ω6 + e2 (t−τ7)ω7)
H3(t) =
−ω5
2
+ cos2 [θ6(t)]
(−ω6 + cos2 [θ7(t)]ω7)
=
−ω5
2
+
e2 (t−τ6)ω6 ((−e2 t ω7 − e2 τ7 ω7) ω6 + e2 t ω7 ω7)
(1 + e2 (t−τ6)ω6 + e2 (t−τ7)ω7) (e2 t ω7 + e2 τ7 ω7)
H4(t) = −1
4
(
cos
[
2
√
2 θ24(t)
]
ω24
)
=
1
4
(
−1 + 2
1 + e(t−τ24)ω24
)
ω24
(4.16)
Considering now the five roots involved in this calculation:
̟24 = {0, 0, 0, 2} ; ̟7 = {1, 0,−1, 0}
̟6 = {0, 1, 1, 0} ; ̟5 = {−1,−1, 1, 1}
̟4 = {1,−1, 0, 0}
(4.17)
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we can evaluate the five projections of the Cartan fields in the direction of the five relevant roots
and we get:
h̟24(t) ≡
∫ −→̟
24 · −→H (t) = − log(1 + e(t−τ24)ω24) + t ω24
2
h̟7(t) ≡
∫ −→̟
7 · −→H (t) = − log(1 + e2 (t−τ7)ω7) + log(1 + e
2 (t−τ6)ω6 + e2 (t−τ7)ω7)
2
−t ω6 + t ω7
h̟6(t) ≡
∫ −→̟
6 · −→H (t) = log(1 + e
2 (t−τ7)ω7)
2
− log(1 + e2 (t−τ6)ω6 + e2 (t−τ7)ω7) + t ω6
h̟5(t) ≡
∫ −→̟
5 · −→H (t) = 1
4
[
4 log(1 + e2 (t−τ7)ω7)− 2 log(1 + e(t−τ24)ω24)
−2 t ω5 − 4 t ω7 + t ω24]
h̟4(t) ≡
∫ −→̟
4 · −→H (t) = 1
2
[− log(1 + e2 (t−τ7)ω7) + log(1 + e2 (t−τ6)ω6 + e2 (t−τ7)ω7)
−2 t ω5 − 4 t ω6 + 2 t ω7]
(4.18)
In the first of eq.(4.18) we can observe the basic building block for the smooth realization of the
cosmic billiard behaviour. It is is given by the function:
G(t|ω, τ) ≡ − log(1 + e(t−τ)ω) + t ω
2
(4.19)
For t− τ << 0, that is for asymptotically early times the behaviour of G(t|ω, τ) is the following
one:
G(t|ω, τ) ≃ t ω
2
(4.20)
which corresponds to the motion of a fictitious ball with constant velocity v = ω/2. For asymp-
totically late times, namely for t− τ >> 0, we have instead:
G(t|ω, τ) ≃ −t ω
2
(4.21)
which corresponds to the motion of a fictitious ball with inverted constant velocity v = −ω/2.
The inversion, namely the bounce occurs in the region t − τ ∼ 0. Hence it appears that the
integration constants τi introduced in our solution have precisely the meaning of instant of times
at which bounces occur. Furthermore each bounce occurs precisely on the the wall orthogonal to
each root around which we have made compact rotations while using the compensator algorithm.
On the other hand, the components of the normal form solution (4.6) in the CSA direction
have the interpretation of components of the velocity vector of the fictitious cosmic ball in the
asymptotically early times prior to the first cosmic bounce. Each new rotation introduces a new
bounce. This is illustrated in fig. 3 where the Cartan fields along the five relevant roots are
plotted for the solution with three rotations namely in the case of eq.(4.18). Here we clearly see
three bounces, due to the three rotations introduced.
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Figure 3: Plots of the Cartan fields hi(t) ≡ ~̟ i · ~h(t), as functions of the time in the case of
three rotations θ24(t), θ7(t), θ6(t) and with the following choice of parameters: ω24 = 4, ω7 = 3.5,
ω6 = 2.5, ω5 = 0, τ6 = −2, τ7 = 0, τ24 = 2. It is evident from the plots that there are three
bounces, exactly at t = −2 , t = 0 and t = 2.
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5 Uplifting of F4(4) solutions to E7(−5) and painted walls
Now that we have obtained explicit solutions of the first order system (3.15) by means of the
compensator method, we can appreciate the role of the paint group, Gpaint = SO(3)
3 since rota-
tions of this latter applied to the F4(4) solution generate non trivial solutions of the differential
system (3.16).
To illustrate the mechanism with an explicit and manageable example we consider the F4(4)
solution based on the three rotations angles θ24(t), θ7(t), θ6(t) for which we have already written
the time dependence of the Cartan fields in eq.(4.16) and we complete it by writing also the time
dependence of the root components of the tangent vector. In this case the only non vanishing
root fields are Φ12 and Ω3,4,8 respectively associated with the long root α
ℓ
12 = 2y4 and with the
short roots αs3,4,8 = y2+y3, y1−y3, y1+y2. The time dependence of these fields in the considered
solution is given by:
Φ[αℓ12](t) = −
(
e
(t−τ24)ω24
2 ω24√
2 (1 + e(t−τ24)ω24)
)
Ω[αs3](t) =
−2 e(t−τ6)ω6 √1 + e2 (t−τ7)ω7 ((e2 t ω7 + e2 τ7 ω7) ω6 − e2 t ω7 ω7)
(1 + e2 (t−τ6)ω6 + e2 (t−τ7)ω7) (e2 t ω7 + e2 τ7 ω7)
Ω[αs4](t) =
−2 e(t−τ7)ω7 ω7
(1 + e2 (t−τ7)ω7)
√
1 + 1+e
2 (t−τ7)ω7
e2 (t−τ6)ω6
Ω[αs8](t) =
2 e(−t+τ6)ω6+(t−τ7)ω7 , ω7√
(1 + e2 (t−τ7)ω7) (1 + e2 (−t+τ6)ω6 (1 + e2 (t−τ7)ω7))
(5.1)
and it is displayed in fig.4
Uplifting this solution to an E7(−5) solution is done by identifying the Cartan and the long
root fields of the two systems and then by identifying:
Ω[αs3](t) = Ω0[α
s
3](t)
Ω[αs4](t) = Ω0[α
s
4](t)
Ω[αs8](t) = Ω0[α
s
8](t)
(5.2)
Next we can rotate the so obtained solution with any element of the nine parameter paint group
SO(3)3 whose generators are the first nine operators Hi described in eq.s(2.36). For instance we
can apply a rotation of a constant angle ψ5 along the 5-th generator, namely along E
+
β2
. The
result putting all-together is given by the Cartan fields in eq.(4.16) and by the following root
fields:
Φ[αℓ12](t) = −
(
e
(t−τ24)ω24
2 ω24√
2 (1 + e(t−τ24)ω24)
)
Ω0[α
s
3](t) =
−2 e(t−τ6)ω6 √1 + e2 (t−τ7)ω7 cos( ψ5
2
√
2
) ((e2 t ω7 + e2 τ7 ω7) ω6 − e2 t ω7 ω7)
(1 + e2 (t−τ6)ω6 + e2 (t−τ7)ω7) (e2 t ω7 + e2 τ7 ω7)
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Figure 4: Plots of the root fields Φ[αℓ12](t) and Ω[α
s
3,4,8](t) as functions of the time in the case of
three rotations θ24(t), θ7(t), θ6(t) and with the following choice of parameters: ω24 = 4, ω7 = 3.5,
ω6 = 2.5, ω5 = 0, τ6 = −2, τ7 = 0, τ24 = 2. It is evident from the plots that the dynamical wall
causing the bounce at t = 2 is Φ[αℓ12](t) , while the walls for the t = 0 bounce are provided by
Ω[αs4](t) and Ω[α
s
8](t). Finally the wall for the t = −2 bounce is provided by Ω[αs3](t).
ΩZ [α
s
3](t) =
−2 e(t−τ6)ω6 √1 + e2 (t−τ7)ω7 sin( ψ5
2
√
2
) ((e2 t ω7 + e2 τ7 ω7) ω6 − e2 t ω7 ω7)
(1 + e2 (t−τ6)ω6 + e2 (t−τ7)ω7) (e2 t ω7 + e2 τ7 ω7)
Ω0[α
s
4](t) =
−2 e(t−τ7)ω7 ω7
(1 + e2 (t−τ7)ω7)
√
1 + 1+e
2 (t−τ7)ω7
e2 (t−τ6)ω6
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Ω0[α
s
8](t) =
2 e(−t+τ6)ω6+(t−τ7)ω7 cos( ψ5
2
√
2
)ω7√
(1 + e2 (t−τ7)ω7) (1 + e2 (−t+τ6)ω6 (1 + e2 (t−τ7)ω7))
ΩZ [α
s
8](t) =
2 e(−t+τ6)ω6+(t−τ7)ω7 sin( ψ5
2
√
2
)ω7√
(1 + e2 (t−τ7)ω7) (1 + e2 (−t+τ6)ω6 (1 + e2 (t−τ7)ω7))
(5.3)
Inserting eq.s (4.16) and eq.s(5.3) into the differential equations (3.16) one can patiently verify
that they are all satisfied for any value of the angle ψ5.
We could continue with more complicated rotations, but the lesson taught by this exam-
ple should already be sufficiently clear. In this solution the time dependence of ΩZ [α
s
8](t) and
Ω0[α
s
8](t) is exactly the same and the ratio of these two fields is the constant factor tan
[
ψ5
2
√
2
]
.
Similarly for the fields ΩZ [α
s
3](t) and Ω0[α
s
3](t). Hence it appears that the dynamical walls
which raise and lower and cause the bounces of the cosmological factors are just those displayed
by the Tits Satake projection of the supergravity scalar manifold, namely, the quaternionic
manifold F4(4)/Usp(6)× SU(2), rather than E7(−5)/SO(12)× SO(3) in D = 3, and after dy-
namical oxidation to D = 4, the special Ka¨hler manifold Sp(6,R)/SU(3)× U(1) rather than
SO⋆(12)/SU(6)× U(1). Indeed as we have pointed out in [17] and recalled in table 8 taken from
[17], the Tits Satake projection commutes with the c-map produced by the dimensional reduction
a` la Ehlers and we have the correspondence:
adj(UD=3) = adj(UD=4)⊕ adj(SL(2,R)E)⊕W(2,W )
⇓
adj(UTSD=3) = adj(U
TS
D=4)⊕ adj(SL(2,R)E)⊕W(2,WTS)
(5.4)
where SL(2,R)E is the Ehlers group coming from the dimensional reduction of pure gravity and
W denotes the symplectic representation to which vector fields are assigned in D = 4. What is
actually preserved in the c-map is the paint group Gpaint.
Hence the dynamical walls are those associated with the Tits Satake projected model but
they come, in the true supergravity theory, in painted copies, for instance, within the context of
our example, the copy Ω0 and the copy ΩZ . The paint group rotates these copies into each other.
The explicit form taken by the diagram (5.4) in the worked out example studied by the present
paper is:
adj(E7(−5)) = adj(SO⋆(12))⊕ adj(SL(2,R)E)⊕ (2, 32s)
⇓
adj(F4(4)) = adj(Sp(6,R)⊕ adj(SL(2,R)E)⊕ (2, 14)
(5.5)
The representation 14 of Sp(6,R) is that of an antisymmetric symplectic traceless tensor:
dimSp(6,R)
˜
= 14 (5.6)
On the other hand the invariance of the paint group through dimensional reduction and oxidation
can be easily checked as follows. First of all we note that Gpaint = SO(3)
3 is both a subgroup of
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# Q.s D=4 D=3 D=2 D=1
N = 8 U E7(7) E8(8) E9 E10
H SU(8) SO(16) KE9 KE10
N = 6 U SO⋆(12) E7(−5) E7(−5)∧ E7(−5)∧∧
H SU(6) ×U(1) SO(12) × SO(3) KE∧7(−5) KE∧∧7(−5)
UTS Sp(6,R) F4(4) F4(4)
∧ F4(4)
∧∧
HTS SU(3) ×U(1) Usp(6) × SU(2) KF∧4(4) KF∧∧4(4)
N = 5 U SU(5, 1) E6(−14) E∧6(−14) E∧∧6(−14)
H SU(5) ×U(1) SO(10) × SO(2) KE∧6(−14) KE∧∧6(−14)
UTS SU(1, 1) bc2 A
(2)
4 A
(2)∧
4
HTS U(1) – KA
(2)
4 KA
(2)∧
4
N = 4 U SO(6, n)× SU(1, 1) SO(8, n+ 2) SO(8, n+ 2)∧ SO(8, n+ 2)∧∧
H SO(6)× SO(n) ×U(1) SO(8) × SO(n+ 2) KSO(8, n+ 2)∧ KSO(8, n+ 2)∧∧
n < 6 UTS SO(n, n)× SU(1, 1) SO(n + 2,n + 2) SO(n + 2, n + 2)∧ SO(n + 2, n + 2)∧∧
HTS SO(n) × SO(n) ×U(1) SO(n + 2)× SO(n + 2) KSO(n + 2,n + 2)∧ SO(n + 2, n + 2)∧∧
N = 4 U SO(6, n)× SU(1, 1) SO(8, 8) SO(8, 8)∧ SO(8, 8)∧∧
n = 6 H SO(6) × SO(6) ×U(1) SO(8) × SO(8) KSO(8, 8)∧ KSO(8, 8)∧∧
N = 4 U SO(6, n)× SU(1, 1) SO(8, n+ 2) SO(8, n+ 2)∧ SO(8, n+ 2)∧∧
H SO(6)× SO(n) ×U(1) SO(8) × SO(n+ 2) KSO(8, n+ 2)∧ KSO(8, n+ 2)∧∧
n > 6 UTS SO(6, 6)× SU(1, 1) SO(8, 8) SO(8, 8)∧ SO(8, 8)∧∧
HTS SO(6) × SO(6) ×U(1) SO(8) × SO(8) KSO(8, 8)∧ KSO(8, 8)∧∧
N = 3 U SU(3, n) SU(4, n+ 1) SU(4, n+ 1)∧ SU(4, n+ 1)∧∧
H SU(3) × SU(n) ×U(1) SU(4) × SU(n + 1) ×U(1) KSU(4, n+ 1)∧ KSU(4, n+ 1)∧∧
N = 2 geom. SK Q Q∧ Q∧∧
TS[geom.] TS[SK] TS[Q] TS[Q∧] TS[Q∧∧]
Table 8: In this table we present the duality algebras UD in D = 4, 3, 2, 1, for various values of
the number of supersymmetry charges. We also mention the corresponding Tits Satake projected
algebras (where they are well defined) that are relevant for the discussion of the cosmic billiard
dynamics
SO(12) and of SU(6) as it is easily verified through the subgroup chain:
SO(12) ⊃ SU(6) ⊃ SU(4) × SU(2)
↓ ↓ ≃ ≃
SO(12) ⊃ SU(6) ⊃ SO(6) × SO(3)
↓ ↓ ⋃ ↓
SO(12) ⊃ SU(6) ⊃ SO(4)× SO(2) × SO(3)
↓ ↓ ≃ ↓
SO(12) ⊃ SU(6) ⊃ SO(3)× SO(3)× SO(2) × SO(3)
(5.7)
Secondly we note that the non maximally split coset manifold (2.1) appearing in D = 4 has
dimension 30 and rank 3. This means that out of the 30 positive roots there are three, β1, β2
and β3 that are orthogonal to the 3 non–compact Cartan generators. Together with the three
compact Cartan generators they make up the same SO(3)3 paint Lie algebra as in the D = 3
case. Furthermore the remaining 27 non compact roots which together with the 3 non compact
Cartans span the solvable Lie algebra of Solv (SO⋆(12)/SU(6)× U(1)) are accounted for in the
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following way. The Tits Satake projection of SO⋆(12) is the maximally split Lie algebra Sp(6,R).
This latter is non simply laced and has 9 positive roots which distribute into 3 long ones (αℓ = 2ǫi
(i = 1, . . . , 3) and 6 short ones (αs = ǫi ± ǫj , i < j, i, j = 1, 2, 3). Just as in D = 3 the long
roots of Sp(6,R) correspond to roots of SO⋆(12) that are singlets under the paint group, while
the short ones correspond to roots of SO⋆(12) which arrange into the following 12 dimensional
representation
12paint = (2, 2, 0)⊕ (2, 0, 2)⊕ (0, 2, 2) (5.8)
In D = 3 we have 4-copies of the representation 12paint while in D = 4 we just have 2–copies
of the same. It is instructive to compare how the total number of roots is retrieved in the two
cases:
# of E7 roots = 63 = 3︸︷︷︸
compact
+ 12︸︷︷︸
long
+ 4× 12paint
= 3︸︷︷︸
compact
+ 12︸︷︷︸
long
+ 12︸︷︷︸
short
× (1+ 3)SO(3)diag
# of SO⋆(12) roots = 30 = 3︸︷︷︸
compact
+ 3︸︷︷︸
long
+ 2× 12paint
= 3︸︷︷︸
compact
+ 3︸︷︷︸
long
+ 6︸︷︷︸
short
× (1+ 3)SO(3)diag
(5.9)
In eq.(5.9) the second and fourth lines recall that each of the short roots of either F4(4) or Sp(6,R)
has 4 preimages in the D = 4 algebra which arrange into a triplet plus a singlet with respect
to the diagonal subgroup SO(3)diag = G
0
paint. This shows how the structure of the paint group
filters through the dimensional reduction. We can analyze this phenomenon also at the level of
the symplectic representation W to which the vector fields are assigned. For the full N = 6
supergravity model, this representation is the spinorial 32s of SO
⋆(12). Following the general
discussion given in our recent paper [17], the 32 weights of this representation are in one to one
correspondence with the roots of E7 which have non vanishing grading with respect to the highest
root ψ = α[63] in the numbering of appendix A. This root set subdivides into 32 = 8+ 24 where
8 roots are Tits-Satake projected into 8 long roots of F4(4), while 24 are Tits-Satake projected
into 6 short roots of the same. The 14-dimensional representation of Sp(6,R) is just made by
these 8 + 6 roots of F4(4) which have non vanishing grading with respect to its own highest root
ψTS. Indeed, as we have noted in [17] the Tits Satake projection of the highest root is the highest
root of the target algebra.
The above discussion provides the essential tools to perform the dimensional oxidation of
the solutions we have found to full fledged solutions of supergravity models in D = 4 or even
in higher dimensions. We do not address this issue in the present paper leaving it for further
publications where we also plan to provide a systematic analysis of the Tits Satake projection
for all supergravity theories linking it to the properties of the compactification manifolds.
We deem that the present detailed case-study has illustrated the role of the dimensional re-
duction invariant paint group in reducing the study of billiard dynamics to simpler maximally
split cosets.
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6 Conclusions
In this paper we have considered one of the two necessary extensions of the analysis of smooth
cosmic billiards initiated by us in [8]: that to supergravity theories with lesser supersymmetry
than the maximal one. The other necessary extension is the further reduction to D < 3 di-
mensions, which we have recently addressed in [17] by studying the universal field–theoretical
mechanism of the affine extension. As displayed in the systematic analysis presented by us in
[17], lesser supersymmetry involves a general new feature: cosets that are not maximally split
and correspond to non maximally non compact real sections of their isometry algebra. For these
cosets the compensator method devised by us in [8] cannot be directly applied. Yet we have shown
in this paper that the dynamical problem can be reduced, also in these cases, to a problem which
can be solved with the compensator method. In fact the original system can be reduced to
a maximally split one, performing the Tits–Satake projection of the original Lie algebra. The
solutions of the projected system (that can be easily found with the compensator method) are
also solutions of the complete one. Moreover, we also showed that many other solutions can be
obtained from these by global rotations of a suitable compact group that we named paint group.
Although we do not have the general integral for these cases, we showed how to obtain a large
class of solutions that, probably, are the most relevant from the physical point of view.
Tits Satake projection of the original Lie algebra has emerged as a central token in discussing
cosmic billiards for lesser supersymmetry. We have illustrated its role by an in depth analysis
of a specific example that of N = 6 supergravity. Through this case-study we were able to
extrapolate the main general features that apply to all supergravity models and which we plan
to study systematically in a future publication. In particular we have elucidated the key role of
the Gpaint group, a notion not yet introduced in the literature and leading to the idea of painted
billiard walls. The main property of Gpaint is that it commutes with the c-map, namely with
dimensional reduction. Hence it filters through dimensional oxidation and can be retrieved in
higher dimensional supergravity.
The main research line that streams from our results is the analysis of the Tits Satake pro-
jection and of its kernel (the paint group) in more general contexts, in particular in the context
of generic special Ka¨hler geometry, of which our case study is also an example (see for instance
[14] for a review). Furthermore keeping in mind the generic interpretation of the scalar manifold
Mscalar as moduli space for the geometry of the compactification manifold, a Calabi YauMCY in
the case where Mscalar is special Ka¨hlerian, it is challenging to obtain the interpretation of the
Tits Satake projection at the level of the compact manifold geometry. This, as already stressed,
we plan to do in the immediate future.
It is at the same time quite interesting to consider the interplay between the Tits Satake
projection and the gauging of supergravity models which is also on agenda.
As we have illustrated in this paper we can easily obtain smooth realizations of the cosmic
billiard with several bounces. The number of these bounces, however, is finite, as long as we
deal with finite algebras, namely as long as we discuss higher dimensional configurations from a
D = 3 perspective. This is so because bounces are created, as we have shown, by compact group
rotations along different generators and there is a finite number of them if the number of roots is
finite. In order to see infinite bounces and may be chaos we have to have infinitely many roots,
namely we have to look at higher dimensional supergravity from a D = 2 or D = 1 perspective.
This requires to consider the affine or hyperbolic Kacˇ–Moody extensions which we have addressed
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in the recent paper [17]. Yet, as touched upon there and readdressed in the present example here,
the Tits Satake projection commutes with the affine extension and in general with dimensional
reduction, which preserves the structure of the paint group Gpaint. Hence a door has been open
how to paint walls and roots also in Kacˇ-Moody algebras.
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A Listing the positive roots of E7
Listing of all positive roots of E7. The first column gives the Dynkin label, the last gives the
euclidean components of the root vectors
α[1] = {1, 0, 0, 0, 0, 0, 0} = {1,−1, 0, 0, 0, 0, 0}
α[2] = {0, 1, 0, 0, 0, 0, 0} = {0, 1,−1, 0, 0, 0, 0}
α[3] = {0, 0, 1, 0, 0, 0, 0} = {0, 0, 1,−1, 0, 0, 0}
α[4] = {0, 0, 0, 1, 0, 0, 0} = {0, 0, 0, 1,−1, 0, 0}
α[5] = {0, 0, 0, 0, 1, 0, 0} = {0, 0, 0, 0, 1,−1, 0}
α[6] = {0, 0, 0, 0, 0, 1, 0} = {0, 0, 0, 0, 1, 1, 0}
α[7] = {0, 0, 0, 0, 0, 0, 1} = {−1
2
,−1
2
,−1
2
,−1
2
,−1
2
,−1
2
, 1√
2
}
α[8] = {1, 1, 0, 0, 0, 0, 0} = {1, 0,−1, 0, 0, 0, 0}
α[9] = {0, 1, 1, 0, 0, 0, 0} = {0, 1, 0,−1, 0, 0, 0}
α[10] = {0, 0, 1, 1, 0, 0, 0} = {0, 0, 1, 0,−1, 0, 0}
α[11] = {0, 0, 0, 1, 1, 0, 0} = {0, 0, 0, 1, 0,−1, 0}
α[12] = {0, 0, 0, 1, 0, 1, 0} = {0, 0, 0, 1, 0, 1, 0}
α[13] = {0, 0, 0, 0, 0, 1, 1} = {−1
2
,−1
2
,−1
2
,−1
2
, 1
2
, 1
2
, 1√
2
}
α[14] = {1, 1, 1, 0, 0, 0, 0} = {1, 0, 0,−1, 0, 0, 0}
α[15] = {0, 1, 1, 1, 0, 0, 0} = {0, 1, 0, 0,−1, 0, 0}
α[16] = {0, 0, 1, 1, 1, 0, 0} = {0, 0, 1, 0, 0,−1, 0}
α[17] = {0, 0, 1, 1, 0, 1, 0} = {0, 0, 1, 0, 0, 1, 0}
α[18] = {0, 0, 0, 1, 0, 1, 1} = {−1
2
,−1
2
,−1
2
, 1
2
,−1
2
, 1
2
, 1√
2
}
α[19] = {0, 0, 0, 1, 1, 1, 0} = {0, 0, 0, 1, 1, 0, 0}
α[20] = {1, 1, 1, 1, 0, 0, 0} = {1, 0, 0, 0,−1, 0, 0}
α[21] = {0, 1, 1, 1, 1, 0, 0} = {0, 1, 0, 0, 0,−1, 0}
α[22] = {0, 1, 1, 1, 0, 1, 0} = {0, 1, 0, 0, 0, 1, 0}
α[23] = {0, 0, 1, 1, 0, 1, 1} = {−1
2
,−1
2
, 1
2
,−1
2
,−1
2
, 1
2
, 1√
2
}
α[24] = {0, 0, 1, 1, 1, 1, 0} = {0, 0, 1, 0, 1, 0, 0}
α[25] = {0, 0, 0, 1, 1, 1, 1} = {−1
2
,−1
2
,−1
2
, 1
2
, 1
2
,−1
2
, 1√
2
}
α[26] = {1, 1, 1, 1, 1, 0, 0} = {1, 0, 0, 0, 0,−1, 0}
α[27] = {1, 1, 1, 1, 0, 1, 0} = {1, 0, 0, 0, 0, 1, 0}
α[28] = {0, 1, 1, 1, 0, 1, 1} = {−1
2
, 1
2
,−1
2
,−1
2
,−1
2
, 1
2
, 1√
2
}
α[29] = {0, 1, 1, 1, 1, 1, 0} = {0, 1, 0, 0, 1, 0, 0}
α[30] = {0, 0, 1, 1, 1, 1, 1} = {−1
2
,−1
2
, 1
2
,−1
2
, 1
2
,−1
2
, 1√
2
}
α[31] = {0, 0, 1, 2, 1, 1, 0} = {0, 0, 1, 1, 0, 0, 0}
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α[32] = {1, 1, 1, 1, 0, 1, 1} = {1
2
,−1
2
,−1
2
,−1
2
,−1
2
, 1
2
, 1√
2
}
α[33] = {1, 1, 1, 1, 1, 1, 0} = {1, 0, 0, 0, 1, 0, 0}
α[34] = {0, 1, 1, 1, 1, 1, 1} = {−1
2
, 1
2
,−1
2
,−1
2
, 1
2
,−1
2
, 1√
2
}
α[35] = {0, 1, 1, 2, 1, 1, 0} = {0, 1, 0, 1, 0, 0, 0}
α[36] = {0, 0, 1, 2, 1, 1, 1} = {−1
2
,−1
2
, 1
2
, 1
2
,−1
2
,−1
2
, 1√
2
}
α[37] = {1, 1, 1, 1, 1, 1, 1} = {1
2
,−1
2
,−1
2
,−1
2
, 1
2
,−1
2
, 1√
2
}
α[38] = {1, 1, 1, 2, 1, 1, 0} = {1, 0, 0, 1, 0, 0, 0}
α[39] = {0, 1, 1, 2, 1, 1, 1} = {−1
2
, 1
2
,−1
2
, 1
2
,−1
2
,−1
2
, 1√
2
}
α[40] = {0, 1, 2, 2, 1, 1, 0} = {0, 1, 1, 0, 0, 0, 0}
α[41] = {0, 0, 1, 2, 1, 2, 1} = {−1
2
,−1
2
, 1
2
, 1
2
, 1
2
, 1
2
, 1√
2
}
α[42] = {1, 1, 1, 2, 1, 1, 1} = {1
2
,−1
2
,−1
2
, 1
2
,−1
2
,−1
2
, 1√
2
}
α[43] = {1, 1, 2, 2, 1, 1, 0} = {1, 0, 1, 0, 0, 0, 0}
α[44] = {0, 1, 1, 2, 1, 2, 1} = {−1
2
, 1
2
,−1
2
, 1
2
, 1
2
, 1
2
, 1√
2
}
α[45] = {0, 1, 2, 2, 1, 1, 1} = {−1
2
, 1
2
, 1
2
,−1
2
,−1
2
,−1
2
, 1√
2
}
α[46] = {1, 1, 1, 2, 1, 2, 1} = {1
2
,−1
2
,−1
2
, 1
2
, 1
2
, 1
2
, 1√
2
}
α[47] = {1, 1, 2, 2, 1, 1, 1} = {1
2
,−1
2
, 1
2
,−1
2
,−1
2
,−1
2
, 1√
2
}
α[48] = {1, 2, 2, 2, 1, 1, 0} = {1, 1, 0, 0, 0, 0, 0}
α[49] = {0, 1, 2, 2, 1, 2, 1} = {−1
2
, 1
2
, 1
2
,−1
2
, 1
2
, 1
2
, 1√
2
}
α[50] = {1, 1, 2, 2, 1, 2, 1} = {1
2
,−1
2
, 1
2
,−1
2
, 1
2
, 1
2
, 1√
2
}
α[51] = {1, 2, 2, 2, 1, 1, 1} = {1
2
, 1
2
, −1
2
,−1
2
,−1
2
,−1
2
, 1√
2
}
α[52] = {0, 1, 2, 3, 1, 2, 1} = {−1
2
, 1
2
, 1
2
, 1
2
,−1
2
, 1
2
, 1√
2
}
α[53] = {1, 1, 2, 3, 1, 2, 1} = {1
2
,−1
2
, 1
2
, 1
2
,−1
2
, 1
2
, 1√
2
}
α[54] = {1, 2, 2, 2, 1, 2, 1} = {1
2
, 1
2
, −1
2
,−1
2
, 1
2
, 1
2
, 1√
2
}
α[55] = {0, 1, 2, 3, 2, 2, 1} = {−1
2
, 1
2
, 1
2
, 1
2
, 1
2
,−1
2
, 1√
2
}
α[56] = {1, 1, 2, 3, 2, 2, 1} = {1
2
,−1
2
, 1
2
, 1
2
, 1
2
,−1
2
, 1√
2
}
α[57] = {1, 2, 2, 3, 1, 2, 1} = {1
2
, 1
2
, −1
2
, 1
2
,−1
2
, 1
2
, 1√
2
}
α[58] = {1, 2, 2, 3, 2, 2, 1} = {1
2
, 1
2
, −1
2
, 1
2
, 1
2
,−1
2
, 1√
2
}
α[59] = {1, 2, 3, 3, 1, 2, 1} = {1
2
, 1
2
, 1
2
,−1
2
,−1
2
, 1
2
, 1√
2
}
α[60] = {1, 2, 3, 3, 2, 2, 1} = {1
2
, 1
2
, 1
2
,−1
2
, 1
2
,−1
2
, 1√
2
}
α[61] = {1, 2, 3, 4, 2, 2, 1} = {1
2
, 1
2
, 1
2
, 1
2
,−1
2
,−1
2
, 1√
2
}
α[62] = {1, 2, 3, 4, 2, 3, 1} = {1
2
, 1
2
, 1
2
, 1
2
, 1
2
, 1
2
, 1√
2
}
α[63] = {1, 2, 3, 4, 2, 3, 2} = {0, 0, 0, 0, 0, 0,√2}
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B Explicit construction of the fundamental and adjoint
representation of F4(4)
The semisimple complex Lie algebra F4 is defined by the Dynkin diagram in figure 2 and a set
of simple roots corresponding to such diagram was provided in eq.(2.18). A complete list of the
24 positive roots was given in table 1. The roots were further subdivided into the set of 12 long
roots and 12 short roots respectively listed in table 2 and 3 where their correspondence with E7
roots was spelled out. The adjoint representation of F4 is 52–dimensional, while its fundamental
representation is 26–dimensional. This dimensionality is true for all real sections of the Lie algebra
but the explicit structure of the representation is quite different in each real section. Here we
are interested in the maximally split real section F4(4). For such a section we have a maximal,
regularly embedded, subgroup SO(5, 4) ⊂ F4(4). The decomposition of the representations with
respect to this particular subgroup is the essential instrument for their actual construction. For
the adjoint representation we have the decomposition:
52︸︷︷︸
adjF4(4)
SO(5,4)
=⇒ 36︸︷︷︸
adj SO(5,4)
⊕ 16︸︷︷︸
spinor of SO(5,4)
(B.1)
while for the fundamental one we have:
26︸︷︷︸
fundamental F4(4)
SO(5,4)
=⇒ 9︸︷︷︸
vector of SO(5,4)
⊕ 16︸︷︷︸
spinor of SO(5,4)
⊕ 1︸︷︷︸
singlet of SO(5,4)
(B.2)
In view of this, we fix our conventions for the SO(5, 4) invariant metric as it follows
ηAB = diag {+,+,+,+,+,−,−,−,−} (B.3)
and we perform an explicit construction of the 16×16 dimensional gamma matrices which satisfy
the Clifford algebra
{ΓA , ΓB} = ηAB 1 (B.4)
and are all completely real. This construction is provided by the following tensor products:
Γ1 = σ1 ⊗ σ3 ⊗ 1⊗ 1
Γ2 = σ3 ⊗ σ3 ⊗ 1⊗ 1
Γ3 = 1⊗ σ1 ⊗ 1⊗ σ1
Γ4 = 1⊗ σ1 ⊗ σ1 ⊗ σ3
Γ5 = 1⊗ σ1 ⊗ σ3 ⊗ σ3
Γ6 = 1⊗ iσ2 ⊗ 1⊗ 1
Γ7 = 1⊗ σ1 ⊗ i σ2 ⊗ σ3
Γ8 = 1⊗ σ1 ⊗ 1⊗ iσ2
Γ9 = i σ2 ⊗ σ3 ⊗ 1⊗ 1 (B.5)
where by σi we have denoted the standard Pauli matrices:
σ1 =
(
0 1
1 0
)
; σ2 =
(
0 −i
i 0
)
; σ3 =
(
1 0
0 −1
)
(B.6)
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Moreover we introduce the C+ charge conjugation matrix, such that:
C+ = (C+)
T ; C2+ = 1
C+ ΓA C+ = (ΓA)
T (B.7)
In the basis of eq. (B.5) the explicit form of C+ is given by:
C+ = i σ2 ⊗ σ1 ⊗ i σ2 ⊗ σ1 (B.8)
Then we define the usual generators JAB = −JBA of the pseudorthogonal algebra SO(5, 4) satis-
fying the commutation relations:
[JAB , JCD] = ηBC JAD − ηAC JBD − ηBDJAC + ηADJBC (B.9)
and we construct the spinor and the vector representations by respectively setting:
JsCD =
1
4
[ΓC , ΓD] ; (J
v
CD)
B
A = ηCA δ
B
D − ηDA δBC (B.10)
In this way if vA denote the components of a vector, ξ those of a real spinor and ǫ
AB = −ǫBA are
the parameters of an infinitesimal SO(5, 4) rotation we can write the SO(5, 4) transformation as
follows:
δSO(5,4) vA = 2 ǫAB v
B ; δSO(5,4) ξ =
1
2
ǫAB ΓABξ (B.11)
where indices are raised and lowered with the metric (B.3). Furthermore we introduce the
conjugate spinors via the position:
ξ ≡ ξT C+ (B.12)
With these preliminaries, we are now a position to write the explicit form of the 26-dimensional
fundamental representation of F4(4) and in this way to construct also its structure constants and
hence its adjoint representation, which is our main goal.
According to eq.(B.1) the parameters of an F4(4) representation are given by an anti-symmetric
tensor ǫAB and a spinor q. On the other hand a vector in the 26–dimensional representation is
specified by a collection of three objects, namely a scalar φ, a vector vA and a spinor ξ. The
representation is constructed if we specify the F4(4) transformation of these objects. This is done
by writing:
δF4(4)

φ
vA
ξ
 ≡ [ǫABTAB + q Q]

φ
vA
ξ
 =

q ξ
2 ǫAB v
B + a q ΓA ξ
1
2
ǫAB ΓAB − 3φ q − 1a vA ΓAξ
 (B.13)
where a is a numerical real arbitrary but non-null parameter. Eq.(B.13) defines the generators
TAB and Q as 26×26 matrices and therefore completely specifies the fundamental representation
of the Lie algebra F4(4). Explicitly we have:
TAB =

0 0 0
0 JvAB 0
0 0 JsAB
 (B.14)
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and
Qα =

0 0 δβα
0 0 a (ΓA)
β
α
−3 δβα − 1a (ΓB)βα 0
 (B.15)
and the Lie algebra commutation relations are evaluated to be the following ones:
[TAB , TCD] = ηBC TAD − ηAC TBD − ηBDTAC + ηADTBC
[TAB , Q] =
1
2
ΓAB Q
[Qα , Qβ] = − 1
12
(
C+Γ
AB
)
αβ
TAB (B.16)
Eq.(B.16), together with eq.s(B.5) and eq.(B.7) provides an explicit numerical construction of
the structure constants of the maximally split F4(4) Lie algebra. What we still have to do is to
identify the relation between the tensorial basis of generators in eq. (B.16) and the Cartan-Weyl
basis in terms of Cartan generators and step operators. To this effect let us enumerate the 52
generators of F4(4) in the tensorial representation according to the following table:
Ω1 = T12 Ω2 = T13 Ω3 = T14 Ω4 = T15
Ω5 = T16 Ω6 = T17 Ω7 = T18 Ω8 = T19
Ω9 = T23 Ω10 = T24 Ω11 = T25 Ω12 = T26
Ω13 = T27 Ω14 = T28 Ω15 = T29 Ω16 = T34
Ω17 = T35 Ω18 = T36 Ω19 = T37 Ω20 = T38
Ω21 = T39 Ω22 = T45 Ω23 = T46 Ω24 = T47
Ω25 = T48 Ω26 = T49 Ω27 = T56 Ω28 = T57
Ω29 = T58 Ω30 = T59 Ω31 = T67 Ω32 = T68
Ω33 = T69 Ω34 = T78 Ω35 = T79 Ω36 = T89
Ω37 = Q1 Ω38 = Q2 Ω39 = Q3 Ω40 = Q4
Ω41 = Q5 Ω42 = Q6 Ω43 = Q7 Ω44 = Q8
Ω45 = Q9 Ω46 = Q10 Ω47 = Q11 Ω48 = Q12
Ω49 = Q13 Ω50 = Q14 Ω51 = Q15 Ω52 = Q16
(B.17)
Then, as Cartan subalgebra we take the linear span of the following generators:
CSA ≡ span (Ω5 , Ω13 , Ω20 , Ω26) (B.18)
and furthermore we specify the following basis:
H1 = Ω5 + Ω13 ; H2 = Ω5 − Ω13
H3 = Ω20 + Ω26 ; H4 = Ω20 − Ω26
(B.19)
With respect to this basis the step operators corresponding to the positive roots of F4(4) as ordered
and displayed in table 1 are those enumerated in table 9. The steps operators corresponding to
46
name Dynkin lab comp. root step operator E̟ =
̟[1] {1, 0, 0, 0} −y1 − y2 − y3 + y4 (−Ω3 − Ω8 + Ω23 − Ω33)
̟[2] {0, 1, 0, 0} 2 y3 (Ω16 −Ω21 + Ω25 + Ω36)
̟[3] {0, 0, 1, 0} y2 − y3 (Ω37 + Ω39 + Ω41 −Ω43 + Ω45 − Ω47 + Ω49 +Ω51)
̟[4] {0, 0, 0, 1} y1 − y2 (Ω11 + Ω28)
̟[5] {1, 1, 0, 0} −y1 − y2 + y3 + y4 − 1√
2
(−Ω2 +Ω7 + Ω18 +Ω32)
̟[6] {0, 1, 1, 0} y2 + y3 − 1√
2
(−Ω38 − Ω40 + Ω42 −Ω44 +Ω46 − Ω48 − Ω50 −Ω52)
̟[7] {0, 0, 1, 1} y1 − y3 − (−Ω37 − Ω39 + Ω41 − Ω43 +Ω45 − Ω47 − Ω49 − Ω51)
̟[8] {1, 1, 1, 0} −y1 + y4 − 12 (Ω38 +Ω40 − Ω42 + Ω44 + Ω46 −Ω48 − Ω50 − Ω52)
̟[9] {0, 1, 2, 0} 2 y2 − 12 (Ω1 + Ω6 + Ω12 − Ω31)
̟[10] {0, 1, 1, 1} y1 + y3 − 1√
2
(Ω38 +Ω40 +Ω42 − Ω44 + Ω46 −Ω48 +Ω50 + Ω52)
̟[11] {1, 1, 2, 0} −y1 + y2 − y3 + y4 − 1
2
√
2
(Ω10 + Ω15 −Ω24 +Ω35)
̟[12] {1, 1, 1, 1} −y2 + y4 − 12 (−Ω38 − Ω40 − Ω42 +Ω44 +Ω46 − Ω48 + Ω50 +Ω52)
̟[13] {0, 1, 2, 1} y1 + y2 − 1√
2
(Ω4 + Ω27)
̟[14] {1, 2, 2, 0} −y1 + y2 + y3 + y4 − 14 (−Ω9 + Ω14 +Ω19 + Ω34)
̟[15] {1, 1, 2, 1} −y3 + y4 − 12 (Ω22 − Ω30)
̟[16] {0, 1, 2, 2} 2 y1 − 12 (Ω1 − Ω6 + Ω12 + Ω31)
̟[17] {1, 2, 2, 1} y3 + y4 − 1
2
√
2
(Ω17 +Ω29)
̟[18] {1, 1, 2, 2} y1 − y2 − y3 + y4 − 1
2
√
2
(Ω10 + Ω15 +Ω24 −Ω35)
̟[19] {1, 2, 3, 1} y2 + y4 − 1
2
√
2
(Ω38 −Ω40 + Ω42 + Ω44 +Ω46 +Ω48 + Ω50 − Ω52)
̟[20] {1, 2, 2, 2} y1 − y2 + y3 + y4 − 14 (−Ω9 + Ω14 −Ω19 − Ω34)
̟[21] {1, 2, 3, 2} y1 + y4 − 1
2
√
2
(−Ω38 + Ω40 +Ω42 +Ω44 + Ω46 + Ω48 −Ω50 +Ω52)
̟[22] {1, 2, 4, 2} y1 + y2 − y3 + y4 − 14 (Ω3 + Ω8 + Ω23 − Ω33)
̟[23] {1, 3, 4, 2} y1 + y2 + y3 + y4 − 1
4
√
2
(Ω2 − Ω7 + Ω18 + Ω32)
̟[24] {2, 3, 4, 2} 2 y4 − 18 (Ω16 + Ω21 + Ω25 −Ω36)
Table 9: Listing of the step operators corresponding to the positive roots of F4(4).
negative roots are obtained from those associate with positive ones via the following relation:
E−̟ = −C E̟ C (B.20)
where the 26× 26 symmetric matrix C is defined in the following way:
C =

1 0 0
0 η 0
0 0 C+
 (B.21)
A further comment is necessary about the normalizations of the step operators E̟ which are
displayed in table 9. They have been fixed with the following criterion. Once we have constructed
the algebra, via the generators (B.14),(B.15), we have the Lie structure constants encoded in
eq.(B.16) and hence we can diagonalize the adjoint action of the Cartan generators (B.19) finding
which linear combinations of the remaining generators correspond to which root. Each root space
is one-dimensional and therefore we are left with the task of choosing an absolute normalization
for what we want to call the step operators:
E̟ = λ̟ (linear combination of Ω.s) (B.22)
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The values of λ̟ are now determined by the following non trivial conditions:
1. The differences Hi = (E̟i − E−̟i) should close a subalgebra H ⊂ F4(4), the maximal
compact subalgebra SU(2)R × Usp(6)
2. The sums Ki = 1√
2
(E̟i + E−̟i) should span a 28-dimensional representation of H, namely
the aforementioned (2, 14) of SU(2)R ×Usp(6)
We arbitrarily choose the first four λ̟ associated with simple roots and then all the others are
determined. The result is that displayed in table 9. Using the Cartan generators defined by eq.s
(B.19) and the step operators enumerated in table 9 one can calculate the structure constants of
F4(4) in the Cartan-Weyl basis, namely:
[Hi , Hj] = 0
[Hi , E̟] = ̟iE̟[
E̟ , E−̟
]
= ̟ · H
[E̟i , E̟j ] = N̟i,̟j E̟i+̟j (B.23)
in particular one obtains the explicit numerical value of the coefficients N̟i,̟j , which, as it is
well known, are the only ones not completely specified by the components of the root vectors in
the root system. The result of this computation, following from eq.(B.16) is that encoded in eq.s
(2.48, 2.49, 2.50) of the main text.
As a last point we can investigate the properties of the maximal compact subalgebra SU(2)×
Usp(6) ⊂ F4(4). As we know a basis of generators for this subalgebras is provided by:
Hi =
(
E̟i −E−̟i) ; (i = 1, . . . , 24) (B.24)
but it is not a priori clear which are the generators of SU(2)R and which of Usp(6). By choosing
a basis of Cartan generators of the compact algebra and diagonalizing their adjoint action this
distinction can be established. The generators of SU(2)R are the following linear combinations:
JX =
1
4
√
2
(H1 −H14 +H20 −H22)
JY =
1
4
√
2
(H5 +H11 −H18 +H23)
JZ =
1
4
√
2
(−H2 +H9 −H16 −H24) (B.25)
close the standard commutation relations:
[Ji , Jj ] = ǫijk Jk (B.26)
and commute with all the generators of Usp(6). These latter are displayed as follows.
H(Usp6)1 = −H22 − H92 + H162 − H242
H(Usp6)2 = −H22 + H92 + H162 + H242
H(Usp6)3 = H22 + H92 + H162 − H242
(B.27)
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are the Cartan generators. On the other hand the nine pairs of generators which are rotated one
into the other by the Cartans with eigenvalues equal to the roots of the compact algebra are the
following ones
W1 = H10 Z1 = H7
W2 = H4 Z2 = −H13
W3 = H6 Z3 = −H3
W4 = −H1 +H14 +H20 −H22 Z4 = −H5 −H11 −H18 +H23
W5 = H21 Z5 = −H8
W6 = H1 +H14 +H20 +H22 Z6 = H5 −H11 −H18 −H23
W7 = −H1 −H14 +H20 +H22 Z7 = H5 −H11 +H18 +H23
W8 = H17 Z8 = H15
W9 = H12 Z9 = H19
(B.28)
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