Social-media platforms have created new ways for citizens to stay informed and participate in public debates. However, to enable a healthy environment for information sharing, social deliberation, and opinion formation, citizens need to be exposed to sufficiently diverse viewpoints that challenge their assumptions, instead of being trapped inside filter bubbles. In this paper, we take a step in this direction and propose a novel approach to maximize the diversity of exposure in a social network. We formulate the problem in the context of information propagation, as a task of recommending a small number of news articles to selected users. We propose a realistic setting where we take into account content and user leanings, and the probability of further sharing an article. This setting allows us to capture the balance between maximizing the spread of information and ensuring the exposure of users to diverse viewpoints.
I. INTRODUCTION
Over the past decade, the emergence of social-media platforms has changed society in unprecedented ways, completely altering the landscape of societal debates and creating radically new ways of collective action. In this networked public sphere, the members of society have access to a public podium where they can participate in public debate and speak up about topics they deem to be of public concern. This emerging environment of participatory culture has made the diversity of citizens' views more relevant than ever before.
While social-media platforms have the potential to expose individuals to diverse opinions, the platforms typically resort to personalization algorithms that filter content based on social connections and previously expressed opinions, creating filter bubbles [23] . The resulting echo chambers tend to amplify and reinforce pre-existing opinions, catalyzing an environment that has a corrosive effect on the democratic debate.
In this paper we propose a novel approach to contribute towards breaking filter bubbles. We consider social-media discussions around a topic that are characterized by a number of viewpoints falling in a predefined spectrum. Modeling the way social-media platforms function, we assume that each viewpoint is represented by a number of items (articles, posts) propagating through the network, via messages, re-shares, retweets etc. Furthermore, we assume that each individual is associated with a predisposition towards the issue, which impacts whether they will further disseminate an article that they come across. We think that this is a realistic assumption, since, for example, an individual with a conservative predisposition may be more reluctant to share an article with a liberal leaning.
Considering that filter bubbles result from lack of exposure to diverse viewpoints regarding an issue, we measure the total diversity exposure of all users in the network. The exposure score of each user depends on the leaning of the articles he consumes (also called news diet) and his existing point of view on the matter. We assume that the diversity of exposure can be increased through content recommendations made by the social-media platform. Our problem can be naturally defined in an information propagation setting [16] : we ask to select a small number of seed users and articles so as to maximize the overall diversity of exposure of the users in the network. Since recommended posts are inserted in the timeline of the users, disrupting the organic flow of content in the network, the number of recommended posts should be limited.
An attractive aspect of our problem formulation is that it consolidates many aspects of the functionality of a reallife social network. By incorporating article leanings, user leanings, and the probabilities of further sharing an article, we ask to find the recommendations that give both a good spread and simultaneously maximize the diversity level of the users. To better understand the interplay between spread and diversity, observe that assigning articles that match the users' predisposition ensures a higher spread but yields a minimal increase of diversity, while recommending articles that are radically opposing to users' predisposition, will ensure high diversity locally but hinder the spread of the articles. This trade-off highlights the challenging nature of the problem.
We show that taking all the aforementioned components into account, the problem of maximizing the diversity of exposure in a social network can be cast as maximizing a monotone and submodular function subject to a matroid constraint on the allocation of articles to users. This problem is NP-hard and is far more challenging than the classical influence maximization problem. We introduce a non-trivial generalization of random reverse-reachable sets (RR-sets) [7] , which we call random reverse co-exposure sets (RC-sets) for accurately estimating the diversity of exposure in a social network. We propose a scalable approximation algorithm named Two-phase Diversity Exposure Maximization (TDEM) that leverages random RCsets and an adaptive sample size determination procedure, ensuring quality guarantee on the returned solution with high probability.
Although our approach belongs to a large body of work on information propagation and breaking filter bubbles, there are significant differences and novelties. In particular:
• We are the first to address the problem of maximizing diversity of exposure and breaking filter bubbles using an item-aware information propagation setting. We leverage several real-world aspects of social-media functionality, such as how users consume and share articles, while considering user-article dependent propagation probabilities. • We formally define the problem of maximizing diversity of exposure, prove its hardness, and develop a simple greedy algorithm. • We then introduce the notion of random reverse coexposure sets and devise a scalable instantiation of the greedy algorithm with provable guarantees. • Our extensive experimentation on real-world datasets confirms that our algorithm is scalable and it delivers high quality solutions, significantly outperforming natural baselines. Due to space limitations, we provide a high-level treatment of the problem in this paper and refer the interested reader to our report [3] that includes omitted proofs, detailed explanations, and further experimental results.
II. RELATED WORK
Our work relates to the emerging line of research on breaking filter bubbles on social media. To the best of our knowledge, this is the first work to approach this problem from the point of view of increasing diversity of information exposure in an item-aware independent cascade model Filter bubbles and echo chambers. Recently, there have been a number of studies on the effects of "echo chambers" [4] , [15] , where users are only exposed to information from likeminded individuals, and of "filter bubbles" [4] , [23] , where algorithms only present personalized content that agrees with the user's viewpoint. In particular, they observed that news stories containing opinion-challenging informations spread less than other news [15] .
The problem of diversifying exposure has different aspects, such as the questions of who to target, what viewpoints to promote, or how best to present possibly opposing viewpoints to users [18] . Recent approaches focus on targeting users so as to reduce the polarization of opinions and bridge opposing views [14] , [20] , [21] . These works consider an opinion-formation model whereas our underlying model is an influence-propagation model. From this angle, the work by Garimella et al. [13] is closest to our work. They consider an influence propagation setting, where two conflicting campaigns propagate in the network and aim to maximize the number of users exposed to both campaigns. However, our setting is more fine-grained since we consider items with a range of leanings rather than two opposing sides. Additionally, we also consider the leanings of users, which affect the propagation probabilities. Since our goal is to identify assignments of items to users, we aim to identify both the users to target and the viewpoint to expose them to. Influence Maximization. Our problem is also related to work on influence maximization. Kempe et al. [16] formalized the influence maximization problem and proposed two propagation models, the Independent Cascade model and the Linear Threshold model. These models were subsequently extended to handle the case of multiple competing campaigns in a network, e.g. [6] , [9] , [26] . As other authors have suggested [1] , [2] , [8] , [13] , we consider a central authority selecting the seed set. Our setting is related to social advertising [1] , [2] , which also considers item-aware propagation models, aiming to allocate ads so as to maximize the engagement of users. Techniques to provide scalable solutions for the influence maximization problem have been developed recently [7] , [11] , [22] , [24] , [25] . We extend such ideas to our setting, and obtain an algorithm that scales to very large datasets.
III. PROBLEM DEFINITION
Notation. The input to the problem of diversifying exposure consists of the following ingredients: (i) a directed social graph G = (V, E), with |V | = n nodes and |E| = m edges -a directed edge (u, v) indicates that node v follows u, thus, v can see and propagate the posts by u; (ii) a set H of (news) items on a (possibly controversial) topic, with |H| = h; (iii) itemspecific propagation probabilities p i uv , for all items i ∈ H and edges (u, v) ∈ E, where p i uv represents the probability that item i will propagate from node u to node v; (iv) a leaning function : V ∪ H → [−1, 1] that quantifies the opinion polarity of items or nodes towards the given issue or topic. Cascade model. We assume that the propagation of an item i ∈ H from node u to v follows the independent-cascade model with parameter p i uv , and is independent of the propagation of other items j ∈ H from u to v. Thus, once u becomes active on item i at time t, the probability p i uv that u succeeds to activate v on i at time t+1 is independent of which other items node u (or other in-neighbors of v) succeeded to activate v on, before (or at) time t+1. We incorporate the different tendency of nodes to share items, with leanings different than or similar to their own, by allowing on each edge different propagation probabilities specific to items. Hence, p i uv implicitly takes into account the leanings of nodes u and v and of item i. Quantifying diversity of exposure. We say that node v is exposed to item i if v is activated on item i, either by an inneighbor that is active on item i, or by directly being a seed node for item i. Consider a node v that is exposed to a set of items I ⊆ H. It follows that node v is exposed to a set of leanings L(v,
that is, the range of the set of leanings L(v, I). Notice that the diversity exposure levels of 0 and 2 denote "no exposure" and "maximum exposure" to diverse opinions, respectively. Also note that f v (∅) = 0.
Assignment to seed nodes. We consider selecting a set of nodes in G as seed nodes, and expose them to a subset of items. Let E = V × H denote the set of all (node, item) pairs and let A ⊆ E denote an assignment such that the set A i = {u : (u, i) ∈ A} contains the seed nodes selected for initial exposure to item i and the set A u = {i ∈ H | (u, i) ∈ A} contains the items assigned to seed node u. For each v ∈ V , we denote by I v (A) the set of items that v is exposed to when the propagation process started from assignment A converges.
The diversity of exposure score F (A) of an assignment A is then defined as the sum of diversity exposure levels of all the nodes resulting from the assignment A in G
Constraints on assignments. We assume that we are interested in assignments of size at most k ∈ N. Moreover, taking into account the limited attention bound of users, which can be user-specific [19] , we also limit the number of items that a user can be seed with. 1 We model this using an attention bound constraint k u ∈ N for each user u ∈ V . We say that an assignment A is feasible if |A| ≤ k and |A u | ≤ k u , for each seed node u.
Finaly, we assume that there exist e, e ∈ V ∪ H such that (e) = (e ), which constitute a bare minimum requirement on the existence of diversity in the network.
We are now ready to formally define our problem.
Problem 1 (Diversity Exposure Maximization). Given a directed social graph G = (V, E) with node leanings (v), for all v ∈ V , a set of items H with leanings (i), for all i ∈ H, item-specific propagation probabilities p i uv , for all (u, v) ∈ E and all i ∈ H, positive integers k u for the attention bound constraints, for all u ∈ V , and a positive integer k, find a feasible assignment A that maximizes the expected diversity exposure score
We use A * to denote the optimal solution of Problem 1, and OPT := E [F (A * )] to denote its expected score in G.
IV. THEORETICAL ANALYSIS

A. Possible-world semantics
Given a probabilistic graph G = (V, E, p), a possible world is a deterministic graph obtained from G with edges sampled independently according to p. We now introduce the possibleworld model for our problem that can capture the co-exposure of nodes to items resulting from any given assignment.
We start by defining a directed edge-colored multigraph G = (V, E, p) from G = (V, E), by creating h copies of each directed edge (u, v) ∈ E. For each item i ∈ H we create a parallel edge (u, v) i in G, having distinct color and associated probability p i uv . We interpret G as a probability distribution over all subgraphs of (V, E), i.e., we sample each edge (u, v) i ∈ E independently at random with probability p i uv . The probability of a possible world g G is given by
Let path i g (u, v) denote an indicator variable that equals 1 if node v ∈ V is reachable by node u via the colored edges of i in g, and 0 otherwise. We say that a pair (u, i) can color-reach
For an assignment A and a node v ∈ V let I g v (A) be the set of items that v is exposed to, due to A, in network g. It is
B. Hardness and approximation
We will first show that the objective function of Problem 1 is monotone and submodular. Given the monotonicity and submodularity of the objective function, a standard greedy algorithm can be used to solve Problem 1. The pseudocode is given in Algorithm 1. Let
] denote the marginal increase in the expected diversity exposure score of an assignment A if (u, i) is added to A. Let A G denote the greedy solution. At each iteration, the greedy algorithm chooses the feasible pair (u * , i * ) that yields the maximum gain in the expected diversity exposure score among all the feasible pairs. 2 The algorithm terminates when |A G | = k. Lemma 2. Given the ground set E = V × H of user × item assignments, an integer k, and integers k u , for all u ∈ V , let F ⊆ 2 E denote the set of feasible solutions to Problem 1. Then, M = (E, F) is a matroid defined on E. Theorem 2. Algorithm 1 achieves an approximation guarantee of 1/2.
Algorithm 1: Greedy Algorithm
Input : G = (V, E, p); size constraint k; attention bound constraint ku for all u ∈ V ; leanings (i) for all i ∈ H, and (u) for all u ∈ V Output: Greedy solution AG
Proof. It follows from Lemmas 1 and 2 that Problem 1 corresponds to maximizing a monotone submodular function subject to a matroid constraint. The approximation guarantee of Algorithm 1 thus follows from the result of Fisher et al. [12] .
V. SCALABLE APPROXIMATION ALGORITHMS
The efficient implementation of the greedy algorithm (Algorithm 1) is a challenge as the operation on line 3 translates to a large number of expected spread computations: in each iteration, the greedy algorithm requires to compute the expected marginal gain E [F ((u, i) | A G )] for every feasible pair (u, i), which in turn requires to identify the set I g v (A ∪ {(u, i)}) of items that every v is exposed to in each g G, which is akin to computing the expected influence spread when h = 1.
Computing the expected influence spread of a given set of nodes under the independent-cascade model is #P-hard [10] . A common practice is to estimate the expected spread using Monte Carlo (MC) simulations [16] . However, accurate estimation requires a large number of MC simulations.
Hence, considerable effort has been devoted in the literature to developing scalable approximation algorithms. Recently, Borgs et al. [7] introduced the idea of sampling reversereachable sets (RR-sets), and proposed a quasi-linear time randomized algorithm. Tang et al. improved it to a nearlinear time randomized algorithm, called Two-phase Influence Maximization (TIM) [25] , and subsequently tightened the lower bound on the number of random RR-sets required to estimate influence with high probability [24] .
Random RR-sets are critical for efficient estimation of the expected influence spread. However, they are designed for the standard influence-maximization problem, which is a special case of Problem 1. We introduce a non-trivial generalization of reverse-reachable sets, which we name reverse co-exposure sets (RC-sets), and devise estimators for accurate estimation of the expected diversity exposure score E [F (·)].
A. Reverse co-exposure sets
Recall that we can interpret G as a probability distribution over all subgraphs of (V, E), where each edge (u, v) i ∈ E is realized with probability p i uv . Let g ∼ G be a graph drawn from the random graph distribution G. Notice that, over the randomness in g, the set I g v (A) can be regarded as a Multinoulli random variable with 2 h outcomes, where each outcome corresponds to one of the subsets of H. Now, let R v,g ⊆ E denote the set of pairs in g that can color-reach v, i.e., R v,g = {(u, i) ∈ E : path i g (u, v) = 1}. Also let
The following lemma establishes the activation equivalence property that forms the foundations of random reverse coexposure sets (RC-sets). Next we formally define the concept of random RC-sets.
Random RC-sets. Given a probabilistic multi-graph G = (V, E, p) and a set H of items, a random RC-set R v,g is generated as follows. First, we remove each edge (u, v) i from G with probability 1−p i uv , generating thus a possible world g. Next, we pick a target node v uniformly at random from V . Then, R v,g consists of the pairs that can color-reach v, i.e., all pairs (u, i) for which path i g (u, v) = 1. Sampling a random RC-set R v,g can be implemented efficiently by first choosing a target node v ∈ V uniformly at random and then performing a breadth-first search (BFS) from v in G. Notice that a random RC-set R v,g is subject to two levels of randomness: (i) randomness over g ∼ G, and (ii) randomness over the selection of target node v ∼ V . This suggests that if we have a sample R of random RC-sets from which we can obtain, with high probability, accurate estimations of E [F (A)] for every assignment A such that |A| ≤ k, then, we can accurately solve Problem 1 on the sample R with high probability, as we show next.
Given a sample R of random RC-sets, let 
denote the marginal increase in the diversity exposure weight of A if the pair (u, i) is added to A.
Algorithm 2: TDEM ( G, k, l, , )
B. Two-phase Diversity Exposure Maximization
We now present our Two-phase Diversity Exposure Maximization algorithm (TDEM), which provides an approximate solution to Problem 1. The pseudocode is shown in Algorithm 2. As it names suggests, TDEM operates in two phases: a sampling phase and a greedy pair-selection phase. In the sampling phase, a sample R of random RC-sets is generated (details later). This sample is provided as input to RC-Greedy (Algorithm 3), which greedily selects feasible pairs (u, i) intõ A. The algorithm terminates when |Ã| = k and it returnsÃ as a solution to Problem 1.
Theorem 3. Assume that the algorithm RC-Greedy receives as input a sample R of random RC-sets such that for any assignment A of size at most k it holds that
with probability at least 1 − n − / nh k . Then, RC-Greedy returns a ( 1 2 − )-approximate solution to Problem 1 with probability at least 1 − n − .
The running time of RC-Greedy is O( R∈ R | R|), that is, linear in the total size of the RC-sets in the sample.
Let θ * be the minimum sample size such that Equation (5) holds for all assignments of size at most k. Notice that since the desired estimation accuracy is a function of OPT, the value of θ * also depends on OPT, which is unknown and in fact NP-hard to compute. To circumvent the problem we follow a similar approach to TIM [25] and IMM [24] : we estimate a lower bound on the value of the optimal solution, and use it to estimate the sample size. Note that the results from influence maximization do not carry over to our case, therefore our extension of the technique is non-trivial. Due to space limitations, we refer the reader to our report [3] which includes all the technical details of the sample size determination procedure.
VI. EXPERIMENTS
In this section, we evaluate our proposed algorithm on a range of real-world datasets.
A. Datasets
In our experiments, we use real-world networks collected from twitter. Namely, Twitt is the twitter follower network obtained by Lahoti et al. [17] . For node leanings we use the rescaled Barberá et al. ideology scores [5] . We aso use six networks from the study of Garimella et al. [13] : Abortion, Brexit, Fracking, IPhone, ObamaC and US-elect. Each one represents a twitter follower network focused around topics with two opposing sides. We obtain node leanings from estimated probabilities of users to retweet content from either of the opposing sides.
The propagation probabilities of items along the edges of the network depend on the leaning of the item being propagated and the leanings of the emitting and receiving users. Intuitively, the further away from the leaning of the users, the less likely an item is to be propagated. Hence, we let the propagation probability drop exponentially as the leaning of the item lies further away from that of the communicating nodes. More precisely we set the propagation probabilities as
For Twitt we use β = 0.25. For the other six networks we use the edge probabilities present in the network as values for β and add a 0.01 offset to all resulting values, in order to obtain reasonable propagation probabilities. We use 25 items with leanings evenly spread over the interval [−1, 1] as our pool of items in all setups. We look for assignments of size k = 50 with an attention bound k u = 5. Table I shows the statistics of the datasets used in our experiments. For each dataset, we indicate the number of nodes (n), of edges (m) and the density of the graph (d(G) = m/n), the average node leaning ( ) and squared node leaning ( 2 ), as well as the minimum, average and maximum propagation probabilities, over all edges and items in the network (p i uv ).
B. Comparison baselines
To better understand the returned assignments, we compare the solution of our algorithm to item-user assignments obtained by simple baselines. 3 The first baseline selects the highest-degree node (respecting the attention bound constraint) and assigns to it the item with the most similar leaning. The second baseline selects the seed node in the same way but instead assigns to it the item with the most different leaning. The third baseline selects the seed pairs (i, u) with highest values of d(u) | (u) − (i)|, while respecting the attention bound constraint. We refer to these three baselines respectively as CLOSE, FAR and WEIGHT. C. Results Table II shows the diversity exposure scores achieved by the three baselines and by our algorithm, TDEM, along with the latter's memory consumption (in megabytes) and runtime (in seconds). In summary, our proposed algorithm clearly outperforms the simple baselines. Our proposed algorithm is able to identify non-trivial assignments that yield optimized diversity exposure in the network. That is, it finds a balance between exposure to diverse opinions yet selecting items and nodes that do not have overly extreme leanings so as not to hinder propagation.
Observe that the runtime does not grow in proportion to the size of the network. Instead, it is dependent on the ability of items to propagate through the network, which depend on the particular network structure, distribution of leanings and propagation probabilities. Indeed, the more limited the propagation of items, the more samples are needed to ensure adequate estimation of the spread. Thanks to the use of reverse reachable sets, we obtain a highly efficient algorithm, especially when considering that we are actually dealing with h influence spread problems, one for each item.
VII. CONCLUSIONS
In this paper we present the first work tackling the problem of maximizing the diversity of exposure in an itemaware information-propagation setting, taking a step towards breaking filter bubbles. Our problem formulation models many aspects of real-life social networks, resulting in a realistic model and a challenging computational problem. Despite the inherent difficulty of the problem, we are able to devise an algorithm that comes with an approximation guarantee, and is very scalable thanks to a novel extension of reverse-reachable sets. Through experiments on real-world dataset, we show that our method performs well and scales to large datasets.
Our work opens avenues for future work. One interesting problem is to improve the approximation guarantee of the greedy algorithm by investigating further properties of our matroid formulation. Second, it would be interesting to experiment with other diversity functions, as well as other propagation probabilities, which might capture the real-life mechanics of a social network even better.
