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Introduction
Throughout this paper, we assume that X and X * are real Banach spaces and the dual space of X , respectively. Let C be a nonempty, closed and convex subset of X . The duality mapping J : X → 2 X * is defined by J(x) = {f * ∈ X * : ⟨x, f * ⟩ = ∥x∥ 2 , ∥f * ∥ = ∥x∥}, ∀x ∈ X . If X := H is a Hilbert space, then J = I, where I is the identity mapping. It is well known that if X is smooth, then J is single-valued.
Let Θ : C × C → R be a bifunction, where R is the set of real numbers, Ψ : C → X * be a nonlinear mapping and ϕ : C → R be a real-valued function. The generalized mixed equilibrium problem is to find x * ∈ C such that Θ(x * , y) + ⟨Ψ x * , y − x * ⟩ + ϕ(y) − ϕ(x * ) ≥ 0, ∀y ∈ C .
Remark 1.4.
(1) Every strongly accretive mapping is an accretive mapping.
(2) Every strongly accretive mapping is a relaxed cocoercive mapping but the converse is not true in general. Then the class of relaxed cocoercive operators is more general than the class of strongly accretive operators.
(3) Evidently, the definition of the inverse-strongly accretive operator is based on that of the inverse-strongly monotone operator in real Hilbert spaces (see, e.g., [23] ).
(4) The notion of the cocoercivity is applied in several directions, especially for solving variational inequality problems using the auxiliary problem principle and projection methods [24] . Several classes of relaxed cocoercive variational inequalities have been studied in [25, 26] .
Let C be a nonempty, closed and convex subset of a real Banach space X . Let A i : C → X (i = 1, 2, 3) be a nonlinear mapping. We consider the following problem of finding (x * , y * , z * ) ∈ C × C × C such that 6) which is called a general system of variational inequalities in Banach spaces, where ρ i > 0 for all i = 1, 2, 3.
As special cases of problem (1.6), we have the following results:
(1) If A 3 = 0, z * = x * , then problem (1.6) reduces to finding (x * , y * ) ∈ C × C such that
which was considered by Yao et al. [27] .
(2) If A 3 = 0, z * = x * and ρ i = 1 for all i = 1, 2, 3, then problem (1.6) reduces to finding (x * , y * ) ∈ C × C such that 8) which was introduced by Yao et al. [28] . which was considered by Ceng et al. [29] . In 2010, Qin et al. [9] considered the generalized equilibrium problem and a strictly pseudocontractive mapping in Hilbert spaces to prove the following result.
Theorem QCC (See [9] ). Let C be a nonempty, closed and convex subset of a Hilbert space H. Let Θ : C × C → R be a bifunction which satisfies (A1)-(A4), Ψ : C → H be t-inverse-strongly monotone, A : C → H be a-inverse-strongly monotone and B : C → H be b-inverse-strongly monotone. Let S : C → C be a k-strict pseudo-contraction with a fixed point. Define a mapping S k by S k x : 
Then, the sequence {x n } defined by (1.10) converges strongly to x * = P Ω u and (x * , y * ) is the solution of the problem (1.9),
where y * = P C (x * − ηBx * ). 
Theorem IS (See [30] 
(1.11)
Suppose {α n }, {β n } are sequences in (0, 1) satisfy the following conditions:
Then, the sequence {x n } defined by (1.11) converges strongly to Q ω u, where Q ω u is a sunny nonexpansive retraction of C onto Ω.
The following questions naturally arise in connection with above results:
Question I. Can we extend Theorem QCC to a general Banach space? Such as a uniformly convex and 2-uniformly smooth Banach space?
Question II. Can we extend the iterative process (1.10) to a general iterative process define over the set of fixed points of a countable family of strict pseudo-contractions?
Question III. Can we extend the iterative process (1.11) for finding a common element of the set of solutions of a generalized mixed equilibrium problem, the set of solutions of a general system of variational inequalities and the set of common fixed points of a countable family of strict pseudocontraction mappings?
Question IV. Can we remove the assumption ''weakly sequentially continuous duality mapping'' in Theorem IS? Question V. We know that the generalized contraction mapping is more general than the contraction mappings. What happens if the contraction mapping is replaced by the generalized contraction mapping?
The purpose of this paper is to give an affirmative answer to these questions mentioned above, motivated by Qin et al. [9] and Imnang and Suantai [30] , we introduce viscosity approximation methods based on generalized contraction mappings for finding a set of common fixed points of a countable family of strict pseudo-contraction mappings, the common element of the set solutions of a general system of variational inequalities with Lipschitzian and relaxed cocoercive mappings and the set of solutions of generalized mixed equilibrium problems in Banach spaces. Furthermore, we prove that the purposed iterative process converges strongly to a common element of the three aforementioned sets. The results presented in this paper improve and extend the corresponding results announced by Qin et al. [9] and Imnang and Suantai [30] and many authors.
Preliminaries
Let S(X ) = {x ∈ X : ∥x∥ = 1}. The norm of X is said to be Gâteaux differentiable if the limit
exists for each x, y ∈ S(X ). In this case X is smooth. The norm of X is said to be Fréchet differentiable if for each x ∈ S(X ), the limit Eq. (2.1) is attained uniformly for y ∈ S(X ). The norm of X is called uniformly Fréchet differentiable if the limit Eq. (2.1) is attained uniformly for x, y ∈ S(X ). It is well known that (uniform) Fréchet differentiability of the norm of X implies (uniform) Gâteaux differentiability of the norm of X . A Banach space X is said to be strictly convex if ∥x+y∥ 2 < 1 for all x, y ∈ X with ∥x∥ = ∥y∥ = 1 and x ̸ = y. A Banach space X is called uniformly convex if for each ϵ > 0 there is a δ > 0 such that for x, y ∈ X with ∥x∥, ∥y∥ ≤ 1 and ∥x − y∥ ≥ ϵ, ∥x + y∥ ≤ 2(1 − δ) holds. The modulus of convexity of X is defined by 
A Banach space X is said to be uniformly smooth if
More precisely, L p is min{p, 2}-uniformly smooth for every p > 1. Let q be a fixed real number with 1 < q ≤ 2. Then a Banach space X is said to be q-uniformly smooth if there exists a constant c > 0 such that ρ X (t) ≤ ct q for all t > 0. It is well known that every q-uniformly smooth Banach space is uniformly smooth and has a uniformly Gâteaux differentiable norm.
Let C be a nonempty, closed and convex subset of a real Banach space X , and D be a nonempty subset of C . A mapping (a) Q is sunny and nonexpansive.
Proposition 2.2 (See [32]). Let C be a nonempty, closed and convex subset of a uniformly convex and uniformly smooth Banach space X . Let T : C → C be a nonexpansive mapping with Fix(T ) ̸ = ∅. Then, the set Fix(T ) is a sunny nonexpansive retract of C .
For solving the generalized mixed equilibrium problem, let us assume that the function ϕ : C → R is convex and lower semi-continuous, the nonlinear mapping Ψ : C → X * is continuous and monotone, and the bifunction Θ : C × C → R satisfies the following conditions: 
then, the mapping K r has the following properties:
(2) K r is a firmly nonexpansive-type mapping, i.e., for all x, y ∈ C ; A mapping ψ : 
From now on, by a generalized contraction mapping, we mean a Meir-Keeler type mapping or a (ψ, L)-contraction. In the rest of paper we suppose that the L-function from the definition of (ψ, L)-contraction is continuous, strictly increasing and lim t→∞ η(t) = ∞, where η(t) := t − ψ(t), ∀t ∈ R + . As a consequence, we have that η is a bijection on R + . 
Definition 2.9. Let C be a nonempty subset of a Banach space X and {T n } be a sequence of mappings from C into X with  ∞ n=1 Fix(T n ) ̸ = ∅. Suppose that for any bounded subset B of C . We say that (i) {T n } satisfies the AKTT-condition (see [37] 
(ii) {T n } satisfies the PU-condition (see [38] Let T : C → C be a nonexpansive mapping. Then I − T is demiclosed at zero, i.e., x n ⇀ x ∈ C and x n − Tx n → 0 implies x = Tx. 
where {τ n } is a sequence in (0, 1) and {σ n } is a sequence in R such that
Without loss of generality, we assume that c, d ∈ (0, 1) and L, K ∈ [1, ∞). 
From Lemma 2.7, for all x, y ∈ C , we have
This completes the proof.
Main results
In this section, we start our main results, before proof our main theorem we need the following lemmas. 
Proof. First, we show that {x t } is bounded. Take p ∈ Fix(T ), we have
. Hence {x t } is bounded, so are {Tx t } and {f (x t )}. Assume {t n } ⊂ (0, 1) is a sequence such that t n → 0 as n → ∞. Set x n := x t n . Define a mapping φ : C → R by
where LIM n is a Banach limit on ℓ ∞ . Define a set
It easily see that K is a nonempty closed convex bounded subset of X . Since 
P. Sunthrayuth, P. Kumam / Mathematical and Computer Modelling ( ) -
It follows that T (K ) ⊂ K ; that is, K is invariant. Since a uniformly smooth Banach space has the fixed point property for nonexpansive mapping, T has a fixed point, sayx ∈ K , it follows that, for t ∈ (0, 1) and
3)
The uniform smoothness of X implies that the duality mapping J is norm-to-norm uniformly continuous on any bounded subset of X (see [43, Lemma 1] ). Taking t → 0 in (3.3), we have that the limits can be interchanged and obtain
which implies that
It follows from (3.5) that
In particular,
Hence LIM n ∥x n −x∥ = 0 and there exists a subsequence {x n i } of {x n } such that x n i →x as i → ∞. Now assume that there exists another subsequence {x n k } of {x n } such that x n k →ŷ ∈ Fix(T ) as k → ∞. Then from (3.5), we have
Interchangingŷ andx, we have
Adding up the last two inequalities, we obtain 2∥ŷ −x∥
It follows that
which implies thatŷ =x. Hence x t →x as t → 0. Next, we show thatx solves the variational inequality (3.1). Since x t = tf (x t ) + (1 − t)Tx t , we have
Note that I − T is accretive (i.e., ⟨(I − T )x − (I − T )y, j(x − y)⟩ ≥ 0 for x, y ∈ C ). Hence for z ∈ Fix(T ), Taking the limit as t → 0, we obtain 
Proof. Since
Taking the upper limit as n → ∞ firstly, and then as t → 0 in (3.7), we have lim sup
Since X is a uniformly smooth Banach space, we have the duality mapping J is norm-to-norm uniformly on any bounded subset of X (see [ 
, and {α n }, {β n } and {γ n } are sequences in (0, 1) which satisfy the following conditions:
Suppose that {T n } satisfies the PU-condition. Let T : C → C be a mapping defined by Tx = lim n→∞ T n x for all x ∈ C and suppose that Fix(T ) =  ∞ n=1 Fix(T n ). Then, the sequence {x n } defined by (3.9) converges strongly tox = Q Ω f (x), where Q is the sunny nonexpansive retraction of C onto Ω and (x,ŷ,ẑ) is the solution of the problem (1.6), whereŷ = Q C (ẑ − ρ 2 A 2ẑ ) and z = Q C (x − ρ 3 A 3x ).
Proof. First, we show {x n } is bounded. Note that u n can be rewritten as u n = K r x n . Take x * ∈ Ω, we have
. It follows from Lemma 1.5 that
We observe that 
By induction, we have
Hence, {x n } is bounded, so are {u n } and {v n }. Without loss of generality, we assume that there exists a subset B of C which contains {x n }, {u n } and {v n }.
From the definition of S n and for all k, l ∈ N, there exists a continuous and increasing function h B :
By our assumption, that {T n } satisfies the PU-condition, we obtain that
Next, we show that lim n→∞ ∥x n+1 − x n ∥ = 0. We observe that
Let x n+1 = (1 − β n )l n + β n x n , for all n ≥ 1. Then, we have
Combining (3.11) and (3.12), we have
Now, we show that lim n→∞ ∥S n+1 x n − S n x n ∥ = 0. Since {S n } satisfies the PU-condition, we can define S : C → C by
We observe that
∥Sx n − S n x n ∥.
+ is a continuous, increasing and convex function, then, we have
By Lemma 2.11 and the continuity of h B , we obtain that lim n→∞ h B ( Consequently, it follows from the conditions (C2), (C3) and (3.13) that lim sup
Hence, by Lemma 2.8, we obtain that lim n→∞ ∥l n − x n ∥ = 0. Consequently, we have
(3.14)
On the other hand, from (3.9), we observe that
From the conditions (C2), (C3) and (3.14), we obtain that 
Since {S n } satisfies the PU-condition, we obtain that
that is {W n } is satisfies the PU-condition. Define a mapping W : C → C by
where G is defined as in Lemma 1.5. By Lemma 2.11, we obtain that
From Lemma 2.12, we see that W is nonexpansive and
On the other hand, we observe that
+ is continuous, increasing and convex, then, we have
From Lemma 2.11, (3.17) and the continuity of h B , we obtain that lim n→∞ h B ( By reflexivity of a Banach space X and boundedness of {x n }, there exists a subsequence {x n i } of {x n } such that x n i ⇀ z ∈ C as i → ∞. From (3.19) and Lemma 2.14, we obtain that z ∈ Ω.
Next, we show that 20) wherex = lim t→0 x t and x t is the unique fixed point of the contraction mapping T t : C → C given by
By Lemma 3.1, we have thatx ∈ Fix(W ) = Ω solves the variational inequality
From (3.19) and Lemma 3.2, we obtain (3.20) holds.
Finally, we show that x n →x as n → ∞. Assume that the sequence {x n } does not converge strongly tox ∈ Ω. Then there exist ϵ > 0 and a subsequence {x n j } of {x n } such that ∥x n j −x∥ ≥ ϵ, for all j ∈ {0, 1, . . .}. By Proposition 2.6, for this ϵ there exists r ∈ (0, 1) such that ∥f (x n j ) − f (x)∥ ≤ r∥x n j −x∥. From (3.10), we have It follows from the condition (C2) and (3.20) that  ∞ j=1 τ n j = ∞ and lim sup j→∞ δ n j ≤ 0. From Lemma 2.7, we obtain that x n j →x as j → ∞. The contradiction permits us to conclude that {x n } converges strongly tox ∈ Ω. This completes the proof.
Remark 3.4. Theorem 3.3 improves and extends the main result of Qin et al. [9] in the following ways:
• From a generalized equilibrium problem in Hilbert spaces to a generalized mixed equilibrium problem in Banach spaces.
• From a system of variational inequalities to a general system of variational inequalities.
• From a single strict pseudocontraction mapping to a family of strict pseudocontraction mappings.
• From a fixed element u to a generalized contraction mapping f . Remark 3.5. Theorem 3.3 improves and extends the main result of Imnang and Suantai [30] in the following ways:
• From the class of inverse-strongly accretive mappings to the class of Lipschitzian and relaxed cocoercive mappings.
• From the problem of finding an element of Fix(G) to problem of finding an element of  ∞ n=1 Fix(T n )∩Fix(G) which involves the fixed point problem of a countable family of strict pseudocontraction mappings {T n } ∞ n=1 .
• From a fixed element u to a generalized contraction mapping.
From Theorem 3.3, we obtain the following results: ⟨y − u n , Ju n − Jx n ⟩ ≥ 0, ∀y ∈ C , z n = Q C (x n − ρ 3 A 3 x n ), y n = Q C (z n − ρ 2 A 2 z n ), v n = Q C (y n − ρ 1 A 1 y n ), x n+1 = α n f (x n ) + β n x n + γ n [µ 1 T n x n + µ 2 u n + µ 3 v n ], ∀n ≥ 1, (3.22) where µ 1 , µ 2 , µ 3 ∈ (0, 1) such that µ 1 + µ 2 + µ 3 = 1, ρ i ∈ (0,
] for all i = 1, 2, 3, and {α n }, {β n } and {γ n } are sequences in (0, 1) which satisfy the following conditions: (C1) α n + β n + γ n = 1; (C2) lim n→∞ α n = 0 and  ∞ n=1 α n = ∞; (C3) 0 < lim inf n→∞ β n ≤ lim sup n→∞ β n < 1.
