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Introduccio´n
En esta tesis se estudian diferentes aspectos de operadores el´ıpticos en espacios con pesos. En
una primera parte presentamos estimaciones a priori para las soluciones de problemas el´ıpticos,
y en una segunda parte, dado un operador el´ıptico tipo divergencia, analizamos la existencia de
una u´nica extensio´n autoadjunta con dominio en el espacio de energ´ıa asociado.
• Parte 1: Estimaciones a priori.
Las estimaciones cla´sicas para las soluciones de ecuaciones el´ıpticas se obtienen en normas
sin pesos para un dominio suave o bien con pesos en la clase de Muckenhoupt Ap(R
n) tomando
como dominio todo Rn (ver [ADN59]). Por otra parte, pesos del tipo potencias |x|α o potencias
de la distancia al borde de un dominio Ω surgen naturalmente en problemas con singularidades o
capas l´ımites (ver por ejemplo [Gri85], [DL06]). Asimismo este tipo de pesos fueron utilizados
recientemente para el ana´lisis de algunos problemas en bordes no Lipschitz [ADL06].
Motivados por lo anterior, en el Cap´ıtulo 2 damos estimaciones a priori de la solucio´n del
problema de Dirichlet en dominios suaves en espacios de Sobolev con pesos.
Para encontrar estas estimaciones, estudiamos el comportamiento de la funcio´n de Green y
sus derivadas cerca de la diagonal.
En el Cap´ıtulo 3 analizamos las soluciones del operador potencias naturales del Laplaciano
y obtenemos estimaciones ana´logas a las obtenidas para el Laplaciano en el cap´ıtulo anterior.
El hecho de que la funcio´n de Green no sea necesariamente positiva en estos casos nos lleva
a restringirnos a dominios ma´s regulares que en el caso del Laplaciano como as´ı tambie´n a que
las te´cnicas utilizadas para obtener las estimaciones principales sobre la solucio´n y sus derivadas
sean diferentes.
Para poder aplicar las estimaciones a priori tomando como peso una potencia de la funcio´n
distancia al borde, es necesario determinar dicha potencia de manera que el peso pertenezca a
una clase de Muckenhoupt Ap(R
n). En el Cap´ıtulo 4 probamos bajo que´ condiciones sobre la
potencia podemos asegurarlo y demostramos teoremas de inmersio´n en espacios de Lebesgue
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con pesos. Esto nos permite utilizar los resultados previos para estimaciones a priori en estos
espacios con peso potencias de la distancia al borde.
En el Cap´ıtulo 5 seguimos el estudio de estimaciones con pesos, aplicadas para generalizar
al caso potencias del Laplaciano resultados de regularidad y estimaciones a priori dadas por
Souplet en [Sou04] para soluciones de problemas no lineales.
Por otra parte, en el Cap´ıtulo 6, consideramos dominios no suaves, como los pol´ıgonos,
donde obtenemos estimaciones a priori con pesos para la solucio´n del problema de Dirichlet
en un dominio poligonal Ω ⊂ R2. En este caso, las singularidades quedan caracterizadas por
potencias de la distancia a un ve´rtice, generalizando en cierto sentido, los resultados cla´sicos
sin pesos (ver [Gri85]).
• Parte 2: Operadores el´ıpticos en el espacio de energ´ıa.
Dadas funciones adecuadas f y g sobre Ω, consideramos el siguiente problema de Cauchy

∂ttu+Au = 0 en Ω× (0,∞)
u(·, 0) = f en Ω
∂tu(·, 0) = g en Ω,
donde
(∗) A = − 1
m
divM ∇,
con m una funcio´n positiva y M una matriz sime´trica definida positiva.
Sabemos que para que el problema de Cauchy este´ bien planteado necesitamos analizar si
el operador A es esencialmente autoadjunto, y si no lo es, cua´les son las condiciones de borde
apropiadas para poder elegir una u´nica extensio´n autoadjunta.
En [GSST10] los autores analizan ejemplos del problema de Cauchy para la propagacio´n de
ondas en algunos espacios tiempos esta´ticos con singularidades, los cuales llevan a operadores
como los definidos en (∗) que no son esencialmente autoadjuntos y carece de sentido tanto f´ısico
como matema´tico dar condiciones de borde (las singularidades del espacio esta´n en el borde del
dominio y esto se traduce en una singularidad en el operador A).
Ma´s precisamente, en dichos ejemplos observan que, a pesar de no ser el operador A esencial-
mente autoadjunto y au´n en ausencia de condiciones de borde, el problema esta´ bien planteado
siempre que la solucio´n tenga energ´ıa finita.
3Motivados por esos ejemplos caracterizan cua´ndo existe una u´nica extensio´n autoadjunta
del operador A con dominio inclu´ıdo en el espacio de energ´ıa.
En el Cap´ıtulo 8 generalizamos los resultados dados en [GSST10] en el siguiente sentido:
estudiamos operadores el´ıpticos tipo divergencia en regiones acotadas y regulares, dando con-
diciones sobre los coeficientes involucrados en el operador para que tenga una u´nica extensio´n
en el espacio de energ´ıa asociado. Esto se relaciona directamente con la densidad de funciones
suaves en espacios de Sobolev con pesos. Para dar una aplicacio´n, desarrollamos previamente
en el Cap´ıtulo 7 un breve resumen de resultados en el marco de esta teor´ıa.

Cap´ıtulo 1
Preliminares
Dado Ω ⊂ Rn abierto, sea C∞0 (Ω) el espacio de funciones infinitamente derivables con
soporte compacto en Ω,
Lp(Ω) := {f medible : ‖f‖Lp(Ω) :=
(∫
Ω
|f(x)|p dx
)1/p
<∞},
y
Lploc(Ω) := {f medible : fϕ ∈ Lp(Ω),∀ϕ ∈ C∞0 (Ω)}.
Para u, v ∈ L1loc(Ω), decimos que v es la α−derivada de´bil de u si para toda ϕ ∈ C∞0 (Ω) se
tiene ∫
Ω
uDαϕdx = (−1)|α|
∫
Ω
v ϕdx,
donde α = (α1, α2, . . . , αn) ∈ Zn+ y hemos notado |α| =
∑n
j=1 αj y la derivada de orden α como
Dαx = ∂
α1
x1 ...∂
αn
xn .
Cuando no sea necesario especificar la dependencia de x, denotaremos Dα := Dαx .
Definimos el espacio de Sobolev usual
W k,p(Ω) = {f ∈ Lp(Ω) : Dαf ∈ Lp(Ω) ∀α con |α| ≤ k},
donde las derivadas se entienden en sentido de´bil.
Para f ∈W k,p(Ω), definimos la norma
‖f‖W k,p(Ω) :=
∑
|α|≤k
‖Dαf‖pLp(Ω)
1/p .
Decimos que ω es un peso si ω ∈ M(Ω), donde
M(Ω) := {ω medible : ω > 0 c.t.p. en Ω y ω ∈ L1loc(Ω)}.
El espacio Lpω(Ω) es el espacio de funciones medibles definidas en Ω tales que
‖f‖Lpω(Ω) :=
(∫
Ω
|f(x)|p ω(x) dx
)1/p
<∞
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y el espacio de Sobolev con pesos
W k,pω (Ω) := {f ∈ L1loc(Ω) : Dαf ∈ Lpω(Ω) ∀α con |α| ≤ k}
con
‖f‖
W k,pω (Ω)
:=
∑
|α|≤k
‖Dαf‖p
Lpω(Ω)
1/p .
Una familia particular de pesos que usamos en este trabajo es la clase de Muckenhoupt Ap(R
n)
definida de la siguiente manera:
Definicio´n 1.1. Sea ω medible ω > 0 c.t.p. en Ω y ω ∈ L1loc(Rn). Decimos que ω ∈ Ap(Rn),
1 < p <∞, si existe una constante positiva C tal que(
1
|Q|
∫
Q
ω(x) dx
)(
1
|Q|
∫
Q
ω(x)−1/(p−1) dx
)p−1
≤ C
para todo cubo Q ⊂ Rn.
En adelante, C denotara´ una constante gene´rica, no necesariamente la misma en cada caso.
De ser necesario, escribiremos expl´ıcitamente su dependencia.
Para f ∈ L1loc(Ω), definimos el operador Maximal de Hardy-Littlewood como
(1.1) Mf(x) = sup
r>0
1
|B(x, r)|
∫
B(x,r)
|f(y)| dy,
donde B(x, r) es la bola de centro x y radio r.
Definimos el operador de convolucio´n
Tf(y) = l´ım
ε→0
∫
|x−y|>ε
k(x− y) f(y) dy,
donde el nu´cleo k(x) cumple las siguientes propiedades
k ∈ C1(Rn \ 0)
k(x) es una funcio´n homoge´nea de grado −n∫
|x|=1
k(x) dx = 0.
Los operadores de convolucio´n son un caso particular de los operadores de Caldero´n -
Zygmund y resultan acotados en Lp para 1 < p <∞.
Adema´s, los operadores de convolucio´n, al igual que el operador Maximal de Hardy-Littlewood,
son operadores acotados en el espacio Lpω(Ω) para ω ∈ Ap(Rn), es decir, existe una constante
positiva C talque ∫
Ω
|Mf(x)|p w(x) dx ≤ C
∫
Ω
|f(x)|p w(x) dx,
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Ω
|Tf(x)|p w(x) dx ≤ C
∫
Ω
|f(x)|p w(x) dx,
y esta propiedad sobre los operadores caracteriza a la clase de pesos Ap(R
n).
A lo largo de este trabajo consideramos 1 < p <∞, de ser necesario tomar p = 1 o p =∞,
lo diremos en forma expl´ıcita en cada caso.
1.1. Estimaciones a priori para el problema de Dirichlet
Dado Ω ⊂ Rn y f : Ω −→ R, la ecuacio´n de Poisson esta dada por
−∆u = f,
donde ∆u =
∑n
i=1 ∂
2
xiu.
Sea Γ la solucio´n fundamental cla´sica para el problema de Poisson,
(1.2) Γ(x) =

1
2pi log |x|−1 n = 2
1
n(n−2)wn
|x|2−n n ≥ 3,
con wn el a´rea de la esfera unitaria en R
n.
Dada f ∈ C∞0 (Rn), es un resultado cla´sico que
u(x) =
∫
Rn
Γ(x− y)f(y) dy
es una solucio´n de −∆u = f en Rn y satisface la estimacio´n
(1.3) ‖u‖W 2,p(Rn) ≤ C‖f‖Lp(Rn),
para 1 < p < ∞. Esta estimacio´n es una consecuencia de la teor´ıa de integrales singulares de
Caldero´n-Zygmund (ver por ejemplo [Ste70]).
A partir del trabajo de Muckenhoupt [Muc72], se obtuvieron varios resultados en estimacio-
nes con pesos para las funciones maximales y operadores de integrales singulares. En particular,
se conocen generalizaciones de (1.3) para normas con pesos en la clase Ap(R
n) (ver por ejemplo
[Ste]).
Por otro lado, tambie´n son conocidas estimaciones a priori para soluciones del problema de
Dirichlet  −∆u = f en Ωu = 0 sobre ∂Ω.(1.4)
Un trabajo cla´sico es el de de Agmon, Douglis y Nirenberg [ADN59] donde se prueba que la
estimacio´n a priori (1.3) es va´lida tambie´n en dominios suficientemente suaves.
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Los autores trabajan con operadores elp´ticos de mayor orden que incluyen como ejemplo (−∆)mu = f en Ω( ∂
∂ν
)j
u = 0 sobre ∂Ω 0 ≤ j ≤ m− 1,
(1.5)
donde se entiende por (−∆)m el operador componer m veces el operador Laplaciano, es decir,
(−∆)mu = (−∆)m−1(−∆u) y ∂∂ν es la derivada en la direccio´n de la normal.
Tenemos entonces estimaciones a priori como (1.3) para el caso general, esto es, para u
solucio´n del problema (1.5) en Ω se tiene que existe una constante positiva C tal que
‖u‖W 2m,p(Ω) ≤ C‖f‖Lp(Ω),
para 1 < p <∞.
Observacio´n 1.2. Los resultados dados en [ADN59] son ma´s generales en el sentido que
contemplan operadores el´ıpticos de orden 2m. Tambie´n lo son los resultados obtenidos en los
Cap´ıtulos 2, 3 y 4 de esta tesis. Esto se debe a que las estimaciones para la funcio´n de Green que
daremos a cotinuacio´n son va´lidas para esta clase de operadores. Sin embargo, consideramos el
caso de potencias del Laplaciano por simplicidad de escritura en las demostraciones.
1.2. Funcio´n de Green
Por la fo´rmula de representacio´n de Green, la solucio´n u del problema general (1.5) puede
escribirse como
u(x) =
∫
Ω
Gm(x, y) f(y) dy,
donde Gm(x, y) es la funcio´n de Green del operador (−∆)m en Ω, es decir, (−∆x)mGm(x, y) = δy(x) x ∈ Ω( ∂
∂ν
)j
Gm(x, y) = 0 x ∈ ∂Ω 0 ≤ j ≤ m− 1.
La funcio´n de Green puede descomponerse de la siguiente manera
Gm(x, y) = Γm(x− y) + hm(x, y)
donde Γm(x) es una solucio´n fundamental de (−∆)m y hm(x, y) satisface para cada y ∈ Ω fijo (−∆x)mhm(x, y) = 0 x ∈ Ω( ∂
∂ν
)j
hm(x, y) = −
(
∂
∂ν
)j
Γ(x− y) x ∈ ∂Ω 0 ≤ j ≤ m− 1.
Luego
hm(x, y) = −
m−1∑
j=0
∫
∂Ω
Kj(y, P )
(
∂
∂ν
)j
Γ(P − x) dS(P ),
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donde Kj(y, P ) son los nu´cleos de Poisson y dS denota la medida de superficie en ∂Ω.
Al igual que toda solucio´n fundamental de (−∆)m, la funcio´n de Green es suave fuera del
origen y homoge´nea de grado 2m − n si n es impar o 2m < n y aparece en su expresio´n la
funcio´n logaritmo si n es par y 2m ≥ n.
Adema´s, tanto para la funcio´n de Green como para los nu´cleos de Poisson conocemos las
siguientes estimaciones:
• Si m = 1, la solucio´n fundamental cla´sica es (1.2) y el nu´cleo de Poisson asociado es
positivo, as´ı como tambie´n la funcio´n de Green. Para el caso n ≥ 3 y Ω un dominio regular
Gruter y Widman en [Wid67] y [GW82] obtienen las siguientes estimaciones:
|G(x, y)| ≤ C |x− y|2−n
(1.6) |G(x, y)| ≤ C d(x)|x− y|1−n
|G(x, y)| ≤ C d(x)d(y)|x − y|−n
|DαxG(x, y)| ≤ C |x− y|1−n para α con |α| = 1,
donde d(x) es la funcio´n distancia al borde: d(x) := dist(x, ∂Ω) = ı´nfQ∈∂Ω |x−Q|.
Recordemos que por Ω ∈ Ck entendemos que su borde ∂Ω es una variedad Ck de dimensio´n
n− 1. Es decir, el borde es localmente el gra´fico de una funcio´n γ ∈ Ck de n− 1 variables.
• Si m ≥ 2 no podemos asegurar la positividad de la funcio´n de Green Gm(x, y) ni de los
nu´cleos de Poisson Kj salvo en dominios particulares, por ejemplo en la bola unitaria en R
n o
pequen˜as deformaciones de ella para el caso R2 (ver [DS04b]).
Para n = 2 y Ω ∈ C6m+4 o n ≥ 3 y Ω ∈ C5m+2, Krasovskii en [Kra67] y Dall’Acqua y
Sweers en [DS04a] obtuvieron las siguientes estimaciones:
|DαxGm(x, y)| ≤ C para |α| < 2m− n
|DαxGm(x, y)| ≤ C log
(
2 diam(Ω)
|x− y|
)
para |α| = 2m− n
(1.7) |DαxGm(x, y)| ≤ C |x− y|2m−n−|α| mı´n
{
1,
d(y)
|x− y|
}m
para |α| > 2m− n
|DαxGm(x, y)| ≤ C
1
|x− y|n mı´n
{
1,
d(y)
|x− y|
}m
para |α| = 2m
|Kj(x, y)| ≤ C d(x)
m
|x− y|n−j+m−1 para 0 ≤ j ≤ m− 1.
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1.3. Ecuacio´n de la onda
Dadas funciones f y g definidas en un dominio Ω, consideramos el problema de Cauchy para
la propagacio´n de ondas 
∂ttu+Au = 0 en Ω× (0,∞)
u(0, ·) = f en Ω
∂tu(0, ·) = g en Ω,
(1.8)
donde A es un operador el´ıptico sime´trico en un espacio de Hilbert H.
Se sabe que (1.8) tiene solucio´n u´nica, es decir, el problema esta´ bien planteado si el operador
A es esencialmente autoadjunto.
Recordemos que el adjunto de un operador A se define para
ϕ ∈ D(A∗) := {ϕ ∈ H : ∃η ∈ H : (Aψ,ϕ) = (ψ, η) para toda ψ ∈ H}
como A∗(ϕ) = η.
Entonces, si A = A∗, esto es, A sime´trico y D(A) = D(A∗), decimos que A es autoadjunto y
si la clausura del operador A resulta autoadjunta, decimos que A es esencialmente autoadjunto.
La importancia de que el operador A sea esencialmente autoadjunto, es que bajo esta hipo´te-
sis podemos aplicar el Teorema de representacio´n espectral y obtenemos que la onda que sa-
tisface el problema de Cauchy es
φ(t, ·) = cos(tA1/2) f +A−1/2 sen(tA1/2) g.
Si A no es esencialmente autoadjunto, necesitamos dar ma´s informacio´n para decidir cua´l exten-
sio´n autoadjunta vamos a usar. En general, estas condiciones vienen dadas por las condiciones
de borde del problema.
Parte 1
Estimaciones a priori

Cap´ıtulo 2
El Problema de Dirichlet en espacios con pesos
Consideramos el problema de Dirichlet
(2.1)
 −∆u = f en Ωu = 0 sobre ∂Ω
en un dominio acotado Ω ⊂ Rn, n ≥ 3 y Ω ∈ C2.
Si f ∈ Lp(Ω), estimaciones a piori para la solucio´n del problema (2.1) son conocidas y esta´n
dadas por (1.3). En este cap´ıtulo consideramos f ∈ Lpω(Ω) con ω ∈ Ap(Rn) y probamos que
tenemos estimaciones a priori del mismo tipo que (1.3) en espacios de Sobolev con peso ω. Es
decir, existe una constante positiva C = C(Ω, n, ω) tal que
(2.2) ‖u‖W 2,pω (Ω) ≤ C ‖f‖Lpω(Ω),
para ω ∈ Ap(Rn).
Por la fo´rmula de representacio´n de Green la solucio´n del problema (2.1) esta´ dada por
(2.3) u(x) =
∫
Ω
G(x, y) f(y) dy,
donde G(x, y) es la funcio´n de Green del operador −∆ en Ω, y se puede escribir como
G(x, y) = Γ(x− y) + h(x, y),(2.4)
donde Γ(x) es la solucio´n fundamental cla´sica para el problema de Poisson dada en (1.2) y
h(x, y) satisface para cada y ∈ Ω fijo ∆xh(x, y) = 0 x ∈ Ωh(x, y) = −Γ(x− y) x ∈ ∂Ω.
Luego,
(2.5) h(x, y) = − 1
n (n− 2)wn
∫
∂Ω
1
|x−Q|n−2 P (y,Q) dS(Q).
La estimacio´n (2.2) que buscamos probar involucra a las derivadas Dαxu para α con |α| ≤ 2.
El objetivo es entonces acotar dichas derivadas por operadores aplicados a f que sean acotados
en el espacio de Lebesgue con pesos Lpω(Ω) para ω ∈ Ap(Rn).
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2.1. Estimaciones para la solucio´n y las derivadas de primer orden
Si bien la funcio´n f esta´ definida sobre Ω, cuando sea necesario pensaremos f definida sobre
todo Rn extendie´ndola por cero fuera de Ω.
Si δ denota el dia´metro de Ω, por la fo´rmula de representacio´n (2.3) y usando que |G(x, y)| ≤
C|x− y|2−n, tenemos que
|u(x)| ≤ C
∫
|x−y|≤δ
|f(y)|
|x− y|n−2 dy
= C
∞∑
k=0
∫
{2−(k+1)δ≤|x−y|≤2−kδ}
|f(y)|
|x− y|n−2 dy
≤ C
∞∑
k=0
∫
{2−(k+1)δ≤|x−y|≤2−kδ}
|f(y)|
(2−(k+1)δ)n−2
dy
≤ C
∞∑
k=0
1
(2−(k+1)δ)n−2
∫
{|x−y|≤2−kδ}
|f(y)| dy
≤ C 2n δ2
∞∑
k=0
1
4k+1
(2−kδ)−n
∫
{|x−y|≤2−kδ}
|f(y)| dy
≤ C
∞∑
k=0
1
4k+1
Mf(x) ≤ CMf(x),(2.6)
donde M es el operador Maximal de Hardy-Littlewood definido por (1.1).
Por otra parte, para α con |α| = 1
|DαxG(x, y)| ≤ C|x− y|1−n,
y como |x− y|1−n es integrable en Ω
Dαxu(x) =
∫
Ω
DαxG(x, y) f(y) dy.
As´ı, con el mismo argumento que en (2.6)
|Dαxu(x)| ≤ CMf(x)
y hemos probado el siguiente lema.
Lema 2.1. Sea u solucio´n del problema de Dirichlet (2.1) con n ≥ 3. Entonces existe una
constante positiva C = C(Ω, n) tal que, para cada x ∈ Ω y para todo α con |α| ≤ 1
|Dαxu(x)| ≤ CMf(x).
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2.2. Estimaciones para las derivadas de segundo orden de la solucio´n
Para obtener estimaciones para las derivadas de segundo orden Dαxu para α con |α| = 2 a
trave´s de su representacio´n (2.3), necesitamos estudiar cada te´rmino de (2.4) as´ı como tambie´n
la funcio´n de Green.
Propiedades de h(x, y)
Lema 2.2. Dado α ∈ Zn+ y n ≥ 3 existe una constante positiva C = C(Ω, n, α) tal que
|Dαxh(x, y)| ≤ C d(x)2−n−|α|,
donde d(x) = dist(x, ∂Ω).
Demostracio´n. Sea Q ∈ ∂Ω. Como el nu´cleo de Poisson P (y,Q) es positivo y su integral
en ∂Ω es uno se tiene por (2.5)
|Dαxh(x, y)| =
∣∣∣∣ 1n(n− 2)wn
∫
∂Ω
Dαx |x−Q|2−n P (y,Q) dS(Q)
∣∣∣∣
≤ C
∫
∂Ω
|x−Q|2−n−|α| P (y,Q) dS(Q)
≤ Cd(x)2−n−|α|
∫
∂Ω
P (y,Q) dS(Q) = Cd(x)2−n−|α|
ya que si Q ∈ ∂Ω, d(x) ≤ |x−Q|. 
Observacio´n 2.3. El resultado sigue siendo va´lido para n = 2, si |α| > 0.
Corolario 2.4. Para cada x ∈ Ω y |α| = 2
Dαx
∫
Ω
h(x, y) f(y) dy =
∫
Ω
Dαxh(x, y) f(y) dy.
Demostracio´n. Para 1 ≤ i, j ≤ n definimos g(x, y) = ∂xjh(x, y) y
gε(x, y) =
1
ε
[g(x+ εei, y)− g(x, y)] ,
donde ei el elemento i-e´simo de la base cano´nica de R
n.
Es claro que l´ım
ε→0
gε(x, y)f(y) = ∂xig(x, y)f(y) y por el Lema 2.2 |∂xig(x, y)f(y)| ≤ d(x)−nf(y).
Por otro lado, existe ξ en la recta que une x+εei con x tal que |gε(x, y)f(y)| ≤ |∂xig(ξ, y)f(y)|
y usando nuevamente el Lema 2.2 se tiene |gε(x, y)f(y)| ≤ d(ξ)−nf(y).
Entonces, si tomamos ε de manera que ε < d(x)2 se tiene d(x) ≤ 2d(ξ) con lo cual gε(x, y)f(y)
esta´ uniformamente acotada y el resultado se sigue aplicando el Teorema de Convergencia
Dominada de Lebesgue. 
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Propiedades de Γ(x)
Para α con |α| = 1, |DαxΓ(x)| ≤ C|x|1−n y por lo tanto
Dαx
∫
Ω
Γ(x− y) f(y) dy =
∫
Ω
DαxΓ(x− y) f(y) dy.
Cuando |α| = 2, DαxΓ(x − y) se comporta como |x − y|−n y no es integrable. Por lo tanto
no podemos intercambiar el orden entre derivacio´n e integracio´n. Sin embargo, mediante un
argumento cla´sico, encontramos en forma expl´ıcita su formulacio´n de´bil como se muestra en el
siguiente teorema.
Teorema 2.5. Sea Γ la solucio´n fundamental cla´sica para el problema de Poisson. Entonces
para 1 ≤ i, j ≤ n
∂xi
∫
Ω
∂xjΓ(x− y) f(y) dy = Kf(x) + c f(x),
donde la igualdad se entiende en sentido de´bil, c es una constante y K es el operador integral
singular de Caldero´n-Zygmund dado por
Kf(x) = l´ım
ε→0
∫
|x−y|>ε
∂xi∂xjΓ(x− y) f(y) dy.
Demostracio´n. Para φ ∈ C∞0 (Ω),(
∂xi
∫
Ω
∂xjΓ(x− y) f(y) dy, φ
)
= −
∫
Ω
(∫
Ω
∂xjΓ(x− y) f(y) dy
)
∂xiφ(x) dx
= −
∫
Ω
(∫
Ω
∂xjΓ(x− y) ∂xiφ(x) dx
)
f(y) dy
= −
∫
Ω
Hφ(y) f(y) dy,(2.7)
donde Hφ(y) =
∫
Ω
∂xjΓ(x− y) ∂xiφ(x) dx resulta finito pues |∂xjΓ(x− y)| ≤
1
nwn
|x− y|1−n.
Ahora bien, si Ωε := Ω ∩ {|x− y| > ε} podemos escribir
Hφ(y) = l´ım
ε→0
(
−
∫
Ωε
∂xi∂xjΓ(x− y)φ(x) dx +
∫
{|ξ−y|=ε}
∂xjΓ(ξ − y)φ(ξ)
ξi − yi
|ξ − y| dξ
)
.(2.8)
Analizamos la integral en {|ξ − y| = ε} sumando y restando φ(y),∫
{|ξ−y|=ε}
∂xjΓ(ξ − y)φ(ξ)
ξi − yi
|ξ − y| dξ =
∫
{|ξ−y|=ε}
∂xjΓ(ξ − y)φ(y)
ξi − yi
|ξ − y| dξ
+
∫
{|ξ−y|=ε}
∂xjΓ(ξ − y) (φ(ξ) − φ(y))
ξi − yi
|ξ − y| dξ =: φ(y)H1,ε(y) +H2,εφ(y).
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Pero l´ım
ε→0
H1,ε es finito. En efecto,
|H1,ε(y)| ≤ 1
nwn
∫
{|ξ−y|=ε}
|ξ − y|1−n dξ
=
1
n
ε1−n
∫
{|ξ−y|=ε}
dξ ≤ 1
n
.
Por lo tanto, l´ım
ε→0
φ(y)H1,ε(y) = c(y)φ(y) donde
c(y) = l´ım
ε→0
∫
|ξ−y|=ε
∂xjΓ(ξ − y)
(ξi − yi)
|ξ − y| dξ
y llamando z = ξ − y se ve que c no depende de la variable y.
Por otro lado,
|H2,εφ(y)| ≤
∫
{|ξ−y|=ε}
|∂xjΓ(ξ − y)| |φ(ξ) − φ(y)| dξ
≤
∫
{|ξ−y|=ε}
1
nwn
|ξ − y|1−n ‖∇φ‖∞ |ξ − y| dξ
= ‖∇φ‖∞ 1
nwn
ε2−n
∫
{|ξ−y|=ε}
dξ
= ‖∇φ‖∞ 1
n
ε,
y entonces l´ım
ε→0
H2,ε = 0.
Finalmente, nos queda analizar en (2.8) la integral sobre Ωε. Pero, como ∂xjΓ ∈ C∞(Rn\{0})
y es una funcio´n homoge´nea de grado 1− n se sigue que ∂xi∂xjΓ(x− y) es homoge´nea de grado
−n y tiene promedio nulo sobre la esfera unitaria ( ver [Agm65, Lema 11.1, pa´g 152]). Entonces
se sigue que
Kφ(y) = l´ım
ε→0
∫
|x−y|>ε
∂xi∂xjΓ(x− y)φ(x) dx
es un operador de Caldero´n-Zygmund ([CZ52]).
Entonces por (2.7), (2.8) y lo anterior(
∂xi
∫
Ω
∂xjΓ(x− y) f(y) dy, φ
)
= (Kf + cf, φ) .

Estimaciones para la Funcio´n de Green
Estimaciones para las derivadas de segundo orden de la funcio´n de Green del operador −∆
en Ω fueron probadas por A. Dall’Acqua and G. Sweers en [DS04a] para dominios C7, como
enunciamos en (1.7).
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En esta seccio´n damos estimaciones va´lidas para dominios C2 siguiendo el argumento dado
por Widman en Teorema 2.3 i) en [Wid67] para el ana´lisis de la funcio´n de Green, donde
demuestra que G(x, y) ≤ C d(x) |x− y|1−n.
Teorema 2.6. Sea Ω un dominio acotado con Ω ∈ C2 y G(x, y) la funcio´n de Green asociada
al problema (2.1). Entonces existe una constante positiva C = C(Ω, n) tal que
(2.9) |DαxG(x, y)| ≤ C
d(x)
|x− y|n+1 ,
para todo α con |α| = 2 y (x, y) ∈ Ω× Ω.
Demostracio´n. Recordemos que G(x, y) = Γ(x− y) + h(x, y) definida en (2.4).
Si |x− y| < 2d(x) la estimacio´n (2.9) se sigue fa´cilmente, pues
|DαxΓ(x− y)| ≤ C|x− y|−n ≤ C
d(x)
|x− y|n+1
y por el Lema 2.2,
|Dαxh(x, y)| ≤ Cd(x)−n ≤ C
d(x)
|x− y|n+1 .
Luego, la dificultad se encuentra en probar la estimacio´n para (x, y) ∈ Ω× Ω2 con
Ω2 := {y ∈ Ω : |x− y| ≥ 2d(x)}.
Primero escribimos Ω× Ω2 = U1 ∪ U2, donde
U1 := {(x, y) ∈ Ω× Ω2 : d(y) ≤ 2d(x)} y U2 := {(x, y) ∈ Ω× Ω2 : d(y) > 2d(x)}.
Para (x, y) ∈ U1 probaremos en el Lema 2.7 que existe una constante positiva C = C(Ω, n)
tal que
(2.10) |DαxG(x, y)| ≤ C |x− y|−n
y
(2.11) |DαxG(x, y)| −→ 0 cuando d(y)→ 0.
Una vez que hayamos probado (2.10) y (2.11), la demostracio´n de (2.9) para (x, y) ∈ U1 se
sigue de la misma forma que en la demostracio´n del Teorema 2.3 i) in [Wid67], donde prueba
que G(x, y) ≤ C d(x) |x − y|1−n, tomando en este caso la funcio´n DαxG(x, y) en lugar de la
funcio´n G(x, y).
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Por otra parte, para (x, y) ∈ U2 se tiene que d(y) > 2 d(x). Pero adema´s, es fa´cil ver que
d(y) < 2 |x− y|. En efecto, si Q ∈ ∂Ω es tal que d(x) = |x−Q|, entonces
d(y) ≤ |y − x|+ |Q− x| ≤ |y − x|+ 1
2
d(y).
Usamos entonces el mismo argumento que en U1 y probamos que∣∣DαyG(x, y)∣∣ ≤ C d(y)|x− y|n+1 .(2.12)
Observemos que, si denotamos Dα1 = D
α
x y D
α
2 = D
α
y , (2.12) nos dice que
|Dα2G(x, y)| ≤ C
d(y)
|x− y|n+1 ,
pero, como G es sime´trica
|Dα1G(x, y)| = |Dα2G(y, x)| .
Entonces, por (2.12)
|Dα1G(x, y)| ≤ C
d(x)
|x− y|n+1
y el teorema queda demostrado. 
Lema 2.7. Sea Ω un dominio acotado con Ω ∈ C2 y G(x, y) la funcio´n de Green asociada al
problema (2.1). Entonces existe una constante positiva C = C(Ω, n) tal que
1. |DαxG(x, y)| ≤ C |x− y|−n
2. |DαxG(x, y)| −→ 0 cuando d(y)→ 0.
Demostracio´n. 1. Para (x0, y) ∈ U1 sea v solucio´n del problema
(2.13)
 −∆v = 0 en B(x0,
1
2 d(x0))
v = G(·, y) sobre ∂B(x0, 12 d(x0)).
Por la fo´rmula de representacio´n y como sabemos en forma expl´ıcita la funcio´n de Green en una
bola,
v(x) =
∫
|z−x0|=r
r2 − |x− x0|2
r nwn
v(z)
|x− z|n dS(z)
para r = 12 d(x0). Entonces para α con |α| = 2
|Dαxv(x0)| ≤
(n+ 2)
wn
∫
|z−x0|=r
r−n−1 |v(z)| dS(z)
=
(n+ 2)
wn
r−n−1
∫
|z−x0|=r
|G(z, y)| dS(z).
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Del Teorema 3.3 iii) en [GW82] se tiene |G(z, y)| ≤ d(y) d(z)|z − y|n y entonces
|Dαxv(x0)| ≤
(n+ 2)
wn
r−n−1 d(y)
∫
|z−x0|=r
d(z)
|z − y|n dS(z).
Por otra parte, para (x0, y) ∈ U1 y z ∈ ∂B(x0, 12 d(x0)) podemos ver fa´cilmente que d(y) ≤
4r, d(z) ≤ 3r y |z − y| ≥ 34 |x0 − y|. Entonces
|Dαxv(x0)| ≤
(n+ 2)
wn
4 r−n
∫
|z−x0|=r
d(z)
|z − y|n dS(z)
≤ 4
n+1 (n+ 2)
3n−1wn
r−n+1 |x0 − y|−n
∫
|z−x0|=r
dS(z)
≤ 4
n+1 (n+ 2)
3n−1
|x0 − y|−n,
y se obtiene (2.10) observando que por (2.13) v(x) = G(x, y) para todo x ∈ B(x0, 12 d(x0)).
Veamos ahora la demostracio´n de 2.
Para x ∈ Ω fijo, sea y tal que |x − y| = ρ y tenemos G(x, y) ≥ C |x − y|2−n para ρ
suficientemente pequen˜o (ver [GW82]).
Sea ahora h ∈ IR con |h| ≤ 12 ρ tal que, para todo ξ en el segmento [x, x+ h ej ]
d(ξ) < c1 |ξ − y| y d(y) < c2 d(ξ)
donde ej es elemento j-e´simo de la base cano´nica de R
n, c1 y c2 son constantes positivas.
Luego, de la misma manera que probamos (2.10), obtenemos
|DαxG(ξ, y)| ≤ C |ξ − y|−n.
Entonces, para 1 ≤ i, j ≤ n
1
|h|
∣∣∂xjG(x+ h ei, y)− ∂xjG(x, y)∣∣ ≤ |DαxG(ξ, y)| ≤ C |ξ − y|−n(2.14)
≤ C |x− y|−n ≤ C ρ−2G(x, y).
Pero, si y ∈ ∂Ω, tambie´n vale la estimacio´n (2.14) ya que G(x, y) = 0 on ∂Ω y por el
principio del ma´ximo obtenemos (2.14) para todo y tal que ρ ≤ |x− y|.
Finalmente, tomando h→ 0
|DαxG(x, y)| ≤ C ρ−2G(x, y) −→ 0 cuando d(y)→ 0
y el lema queda probado. 
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2.3. Resultado principal
Como vimos en el Lema 2.1, la solucio´n u del problema (2.1) y sus derivadas de primer orden
esta´n acotadas puntualmente por Mf donde M es el operador Maximal de Hardy-Littlewood.
Puesto que M es acotado en el espacio de Lebesgue con pesos Lpω(Ω) para ω ∈ Ap(Rn), se sigue
que
(2.15) ‖Dαxu‖Lpω(Ω) ≤ C‖f‖Lpω(Ω),
para α con |α| ≤ 1.
En el resultado principal de esta seccio´n (ver Teorema 2.9), demostramos que ‖u‖W 2,pω (Ω) ≤
C‖f‖Lpω(Ω). Este resultado es una consecuencia inmediata de (2.15) y del siguiente lema que
establece una acotacio´n para las derivadas de segundo orden de u por operadores aplicados a f
continuos en el espacio Lpω(Ω).
Lema 2.8. Sea Ω ⊂ Rn un dominio acotado con Ω ∈ C2 y sea u solucio´n del problema (2.1).
Entonces existe una constante positiva C = C(Ω, n) tal que, para casi todo x ∈ Ω y para todo α
con |α| = 2
|Dαxu(x)| ≤ C
{
K˜f(x) +Mf(x) + |f(x)|
}
,
donde K˜f(x) = sup
ε>0
∣∣∣∣∣
∫
|x−y|>ε
DαxΓ(x− y) f(y) dy
∣∣∣∣∣ .
Demostracio´n. Por la fo´rmula de representacio´n (2.3) junto con (2.4) y el Teorema 2.5 se
sigue que
Dαxu(x) = l´ım
ε→0
∫
ε<|x−y|≤d(x)
DαxΓ(x− y) f(y) dy +
∫
|x−y|>d(x)
DαxΓ(x− y) f(y) dy
+ c f(x) +
∫
|x−y|≤d(x)
Dαxh(x, y) f(y) dy +
∫
|x−y|>d(x)
Dαxh(x, y) f(y) dy,
y entonces
Dαxu(x) = l´ım
ε→0
∫
ε<|x−y|≤d(x)
DαxΓ(x− y) f(y) dy + c f(x)
+
∫
|x−y|≤d(x)
Dαxh(x, y) f(y) dy +
∫
|x−y|>d(x)
DαxG(x, y) f(y) dy
=: I + II + III + IV.(2.16)
Ahora bien,
I = l´ım
ε→0
∫
ε<|x−y|
DαxΓ(x− y) f(y) dy −
∫
|x−y|>d(x)
DαxΓ(x− y) f(y) dy,
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pero ∣∣∣∣∣
∫
|x−y|>d(x)
DαxΓ(x− y) f(y) dy
∣∣∣∣∣ ≤ supε>0
∣∣∣∣∣
∫
|x−y|>ε
DαxΓ(x− y) f(y) dy
∣∣∣∣∣ = K˜f(x)
y entonces
|I| ≤ |Kf(x)|+ K˜f(x) ≤ 2K˜f(x).
Por otra parte,
|II| ≤ Cf(x)
y so´lo queda entonces estimar los dos u´ltimos te´rminos en (2.16).
Por Lema 2.2
|III| = C
d(x)n
∫
|x−y|≤d(x)
|f(y)| dy ≤ CMf(x),
y por el Teorema 2.6 obtenemos
|IV | ≤ C
∫
|x−y|>d(x)
d(x)
|x− y|n+1 f(y) dy
= C
∞∑
k=0
∫
{2kd(x)<|x−y|≤2k+1d(x)}
d(x)
|x− y|n+1 |f(y)| dy
≤ C
∞∑
k=1
∫
{2kd(x)≤|x−y|<2k+1d(x)}
d(x)
(2kd(x))n+1
|f(y)| dy
≤ C
∞∑
k=1
d(x)
(2kd(x))n+1
∫
{|x−y|<2k+1d(x)}
|f(y)| dy
= C 2n
∞∑
k=1
1
2k
(2k+1d(x))−n
∫
{|x−y|<2k+1d(x)}
|f(y)| dy
≤ C
∞∑
k=1
1
2k
Mf(x) = CMf(x)
y el lema queda probado. 
Esto nos lleva al resultado principal de este cap´ıtulo:
Teorema 2.9. Sea Ω ⊂ Rn un dominio acotado con Ω ∈ C2 y sea u solucio´n del problema (2.1)
para f ∈ Lpω(Ω) con ω ∈ Ap(Rn). Entonces existe una constante positiva C = C(Ω, n, ω) tal que
‖u‖
W 2,pω (Ω)
≤ C ‖f‖Lpω(Ω).
Demostracio´n. La demostracio´n de este resultado es una consecuencia inmediata del Le-
ma 2.1 y el Lema 2.8 ya que tanto el operador maximal M como K˜ son acotados en el espacio
Lpω(Ω) (ver por ejemplo [Ste, Cap. V]). 
Cap´ıtulo 3
El Problema de Dirichlet de mayor orden en espacios con pesos
Consideramos el probema de Dirichlet de orden m (−∆)mu = f en Ω( ∂
∂ν
)j
u = 0 sobre ∂Ω 0 ≤ j ≤ m− 1,
(3.1)
en un dominio acotado Ω ⊂ Rn con Ω ∈ C6m+4 para n = 2 y Ω ∈ C5m+2 para n ≥ 3.
Para el caso particular m = 1 y n ≥ 3 obtuvimos en el Cap´ıtulo 2 estimaciones a priori con
pesos para la solucio´n del problema (3.1) en dominios C2.
En este cap´ıtulo damos la extensio´n natural de dicho resultado, esto es, probamos que existe
una constante positiva C = C(Ω,m, n, ω) tal que
(3.2) ‖u‖W 2m,pω (Ω) ≤ C ‖f‖Lpω(Ω),
para ω ∈ Ap(Rn).
La restriccio´n a dominios ma´s regulares se debe a que no podemos obtener estimaciones
para la funcio´n de Green de estos operadores con menos hipo´tesis sobre los dominios y por lo
tanto usaremos las estimaciones (1.7) [DS04a].
Observacio´n 3.1. Recordemos que en el Cap´ıtulo 2 no fue probada la estimacio´n (3.2) para
n = 2, m = 1 y Ω ∈ C2 ya que ten´ıamos como hipo´tesis n ≥ 3. En el presente cap´ıtulo, si
bien creemos que no debe ser necesaria tanta regularidad, vemos que el resultado es va´lido para
Ω ∈ C10.
Recordemos que la solucio´n del problema (3.1) puede escribirse como
(3.3) u(x) =
∫
Ω
Gm(x, y) f(y) dy
donde Gm(x, y) es la funcio´n de Green del operador (−∆)m en Ω y
Gm(x, y) = Γm(x− y) + hm(x, y)
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con Γm(x) una solucio´n fundamental de (3.1) y hm(x, y) satisface para cada y ∈ Ω fijo (−∆x)mhm(x, y) = 0 x ∈ Ω( ∂
∂ν
)j
hm(x, y) = −
(
∂
∂ν
)j
Γm(x− y) x ∈ ∂Ω 0 ≤ j ≤ m− 1.
Luego
hm(x, y) = −
m−1∑
j=0
∫
∂Ω
Kj(y, P )
(
∂
∂ν
)j
Γm(P − x) dS(P ),
donde Kj(y, P ) son los nu´cleos de Poisson y dS(P ) denota la medida de superficie en ∂Ω.
Las ideas y herramientas principales utilizadas para demostrar (3.2) son las mismas que
para el operador Laplaciano, es decir, m = 1, usando en este caso los siguientes resultados
de acotacio´n tanto para la funcio´n de Green como para los nu´cleos de Poisson dados en los
preliminares
(3.4) |DαxGm(x, y)| ≤ C para |α| < 2m− n
(3.5) |DαxGm(x, y)| ≤ C log
(
2 diam(Ω)
|x− y|
)
para |α| = 2m− n
(3.6) |DαxGm(x, y)| ≤ C |x− y|2m−n−|α| para |α| > 2m− n
(3.7) |DαxGm(x, y)| ≤ C
1
|x− y|n mı´n
{
1,
d(y)
|x− y|
}m
para |α| = 2m
(3.8) |Kj(x, y)| ≤ C d(x)
m
|x− y|n−j+m−1 para 0 ≤ j ≤ m− 1.
Observacio´n 3.2. Se sigue de (3.7) que para α con |α| = 2m,
|DαxGm(x, y)| ≤ C
d(y)m
|x− y|m+n
y es equivalente a
(3.9) |DαxGm(x, y)| ≤ C
d(x)m
|x− y|m+n .
En efecto, si d(y) ≤ d(x) es directo de (3.7). Para el caso d(x) < d(y), notamos Dα1 = Dαx y
Dα2 = D
α
y . As´ı, por ser Gm sime´trica y por (3.7) se sigue que
|Dα2Gm(x, y)| = |Dα1Gm(y, x)| ≤ C
d(y)
|x− y|n+1 ≤ C
d(x)
|x− y|n+1 .
Entonces
|Dα1G(x, y)| ≤ C
d(x)
|x− y|n+1 .
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3.1. Estimaciones para la solucio´n y las derivadas de orden menor a 2m
De las estimaciones (3.4), (3.5) y (3.6) se sigue que
|DαxGm(x, y)| ≤ C|x− y|1−n
para α con |α| ≤ 2m− 1.
Entonces, de la misma manera que para el Lema 2.1 se tiene
|Dαxu(x)| ≤
∫
Ω
|DαGm(x, y)| |f(y)| dy ≤ C
∫
Ω
|f(y)|
|x− y|n−1 dy ≤ CMf(x)
y probamos as´ı el siguiente resultado.
Lema 3.3. Sea u solucio´n del problema (3.1). Entonces existe una constante positiva C =
C(Ω,m, n) tal que para cada x ∈ Ω y para todo α con |α| ≤ 2m− 1
|Dαxu(x)| ≤ CMf(x).
3.2. Estimaciones para las derivadas de orden 2m de la solucio´n
En la expresio´n de hm(x, y) aparecen m nu´cleos de Poisson no necesariamente positivos, por
lo que la estimacio´n de sus derivadas requiere un poco ma´s de cuidado que en el caso m = 1 y
debemos considerar adema´s (x, y) ∈ Ω × Ω tales que |x− y| ≤ d(x), como muestra el siguiente
lema.
Lema 3.4. Sea α ∈ Zn+ con |α| ≥ 2m − n + 1. Entonces existe una constante positiva C =
C(Ω,m, n, α) tal que
|Dαhm(x, y)| ≤ C d(x)2m−n−|α|,
para |x− y| ≤ d(x).
Demostracio´n. Recordemos que hm(x, y) puede escribirse como
hm(x, y) = −
m−1∑
j=0
∫
∂Ω
Kj(y, P )
(
∂
∂ν
)j
Γm(P − x) dS(P ),
con lo cual, es suficiente hallar una estimacio´n para Dαx (
∂
∂ν )
jΓm(P − x) y Kj(y, P ).
Por ser Γm(x− y) una solucio´n fundamental para el operador (−∆)m se sigue que∣∣∣∣Dαx ( ∂∂ν )jΓm(P − x)
∣∣∣∣ ≤ C |P − x|2m−n−|α|−j ,
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para |α|+ j ≥ 2m− n+ 1 y por (3.8)
|Kj(y, P )| ≤ C d(y)
m
|y − P |n−j+m−1 ,
para 0 ≤ j ≤ m− 1, y ∈ Ω y P ∈ ∂Ω.
Como adema´s |x− y| ≤ d(x) implica d(y) < 2 d(x), obtenemos
|Dαxhm(x, y)| ≤ C
m−1∑
j=0
∫
∂Ω
d(y)m
|y − P |n−1+m−j |P − x|
2m−n−|α|−j dS(P )
≤ C d(x)2m−n−|α|
m−1∑
j=0
∫
∂Ω
d(y)m−j
|y − P |n−1+m−j dS(P ),
para |α|+ j ≥ 2m− n+ 1.
Entonces basta probar que cada integral de la suma es finita. Para ello escribimos ∂Ω =
F1 ∪ F2, donde
F1 := {P ∈ ∂Ω : |P0 − P | > 2 d(y)} y F2 := {P ∈ ∂Ω : |P0 − P | ≤ 2 d(y)},
con P0 ∈ ∂Ω tal que d(y) = |y − P0|.
• Para P ∈ F1 se sigue que 12 |P0 − P | ≤ |y − P |. En efecto,
|P0 − P | ≤ d(y) + |y − P | ≤ 1
2
|P0 − P |+ |y − P |.
Con lo cual∫
F1
d(y)m−j
|y − P |n−1+m−j dS(P ) ≤ d(y)
m−j
∫
F1
1
|P0 − P |n−1+m−j dS(P )(3.10)
que resulta ser una integral en Rn−1 y utilizando coordenadas polares
(3.10) ≤ C d(y)m−j
∫ ∞
2 d(y)
r−m+j−1dr ≤ C.
• Para P ∈ F2 obtenemos∫
F2
d(y)m−j
|y − P |n−1+m−j dS(P ) ≤ d(y)
m−j
∫
F2
1
d(y)n−1+m−j
dS(P )
≤ 1
d(y)n−1
∫
|P0−P |≤2d(y)
dS(P ) ≤ C
pues d(y) ≤ |y − P |. 
Se sigue del lema anterior que para cada x ∈ Ω y para α con |α| ≥ 2m− n+ 1, Dαxhm(x, y)
esta uniformemente acotada en un entorno de x y entonces
(3.11) Dαx
∫
Ω
hm(x, y) f(y) dy =
∫
Ω
Dαxhm(x, y) f(y) dy.
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Para analizar la parte correspondiente a DαxΓm para α con |α| = 2m, observemos que para
β ∈ Zn+ con |β| = 2m− 1 se sigue en forma ana´loga al Teorema 2.5 que, para 1 ≤ i ≤ n
(3.12) Dxi
∫
Ω
DβxΓm(x− y) f(y) dy = Kf(x) + c f(x)
donde la igualdad se entiende en sentido de´bil, c es una constante y K es un operador de
Caldero´n - Zygmund dado por
(3.13) Kf(x) = l´ım
ε→0
∫
|x−y|>ε
DαxΓm(x− y) f(y) dy.
3.3. Resultado principal
Estamos entonces en condiciones de enunciar y demostrar el resultado principal de este
cap´ıtulo.
Teorema 3.5. Sea Ω ⊂ Rn un dominio acotado con Ω ∈ C6m+4 para n = 2 y Ω ∈ C5m+2 para
n ≥ 3. Sea u solucio´n del problema (3.1) para f ∈ Lpω(Ω) con ω ∈ Ap(Rn). Entonces existe una
constante positiva C = C(Ω,m, n, ω) tal que
‖u‖W 2m,pω (Ω) ≤ C ‖f‖Lpω(Ω).
Demostracio´n. Para α con α ≤ 2m− 1 se sigue del Lema 3.3 que∑
|α|≤2m−1
‖Dαxu‖Lpω(Ω) ≤ C‖Mf‖Lpω(Ω) ≤ C‖f‖Lpω(Ω).
Para α con |α| = 2m, se sigue de la fo´rmula de representacio´n (3.3), de (3.9), Lema 3.4 y
(3.12), en forma ana´loga que en el caso m = 1 ( ver Lema 2.8), que existe una constante positiva
C = C(Ω,m, n) tal que para α con |α| = 2m y casi todo x ∈ Ω
|Dαxu(x)| ≤ C
{
K˜f(x) +Mf(x) + |f(x)|
}
,
donde K˜f(x) = sup
ε>0
∣∣∣∣∣
∫
|x−y|>ε
DαxΓ(x− y) f(y) dy
∣∣∣∣∣ .
Entonces la demostracio´n del teorema es inmediata pues tanto el operador maximalM como
K˜ son acotados en el espacio Lpω(Ω). 

Cap´ıtulo 4
Aplicacio´n a pesos de la forma d(x)β
En este cap´ıtulo usamos las estimaciones a priori dadas en los Teoremas 2.9 y 3.5 para
probar estimaciones de la forma
‖u‖Lqω(Ω) ≤ C ‖f‖Lpω(Ω)
bajo ciertas condiciones para p y q cuando ω = d(x)β . Por esta razo´n necesitamos primero
analizar para que´ valores de β la funcio´n d(x)β pertenece a la clase Ap(R
n).
Para el caso particular en que el dominio Ω es la bola unitaria en Rn, Manfredi y Villamor
en [MV01] muestran que d(x)β ∈ Ap(Rn) para −1 < β < p− 1.
Basa´ndonos en la descomposicio´n de Whitney, probamos que en un dominio acotado Ω ⊂ Rn
con Ω ∈ C2 se obtiene la misma condicio´n que en el caso de la bola unitaria como se muestra
en el siguiente teorema.
Teorema 4.1. Sea Ω ⊂ Rn un dominio acotado con Ω ∈ C2 y sea d(x) la funcio´n distancia al
borde de Ω. Entonces, d(x)β ∈ Ap(Rn) para −1 < β < p− 1.
Demostracio´n. Por definicio´n de la clase Ap(R
n), tenemos que probar que existe una
constante positiva C que no depende de Q tal que
(4.1)
(
1
|Q|
∫
Q
d(x)β dx
)(
1
|Q|
∫
Q
d(x)−β/(p−1) dx
)p−1
≤ C
para todo cubo Q ⊂ Rn.
Consideramos los siguientes casos:
1. Q ∩ ∂Ω = ∅
2. Q ∩ ∂Ω 6= ∅.
1. Sea Q ⊂ Rn un cubo de lado ` tal que dist(Q, ∂Ω) > 0.
• Si diam(Q) ≤ dist(Q, ∂Ω) se sigue para x ∈ Q,
dist(Q, ∂Ω) ≤ d(x) ≤ diam(Q) + dist(Q, ∂Ω) ≤ 2 dist(Q, ∂Ω)
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y entonces existe una constante positiva C que no depende de Q tal que(
1
|Q|
∫
Q
d(x)β
)(
1
|Q|
∫
Q
d(x)−β/(p−1)
)p−1
≤ C,
para cualquier valor de β ∈ R.
Suponemos primero que β ≥ 0.
• Si dist(Q, ∂Ω) ≤ diam(Q) ≤ diam(Ω), consideramos la descomposicio´n de Whitney para
Q, es decir, una familia {Qkj } de cubos dia´dicos, cerrados, cuyo interior son dos a dos disjuntos
y que satisfacen
Q = ∪∞k=k0 ∪
Nk
j=1 Q
k
j
diam(Qkj ) ≤ dist(Qkj , ∂Q) ≤ 4 diam(Qkj )
diam(Qkj ) = ` 2
−k para j = 1, ..., Nk .
Entonces para cada x ∈ Qkj se tiene
d(x) ≥ dist(Qkj , ∂Q) ≥ diam(Qkj ).
En consecuencia, si β ≥ 0∫
Q
d(x)−β/(p−1) dx =
∞∑
k=k0
Nk∑
j=1
∫
Qkj
d(x)−β/(p−1) dx
≤
∞∑
k=k0
Nk∑
j=1
∫
Qkj
diam(Qkj )
−β/(p−1) dx
≤
∞∑
k=k0
Nk∑
j=1
∫
Qkj
(` 2−k)−β/(p−1) dx
≤ C `n−β/n(p−1)
∞∑
k=k0
2−k+kβ/(p−1),
donde denotamos por Nk la cantidad de cubos en la etapa k y usamos que Nk ≤ C 2(n−1)k para
k ≥ k0 pues Ω es suficientemente suave (ver [Har06]).
Usando ahora que para x ∈ Q,
d(x) ≤ diam(Q) + dist(Q, ∂Ω) ≤ 2 diam(Q)
obtenemos
1
|Q|
∫
Q
d(x)β dx ≤ 2
β
|Q|
∫
Q
diam(Q)β dx ≤ C `β/n.
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Entonces
(
1
|Q|
∫
Q
d(x)β dx
) (
1
|Q|
∫
Q
d(x)−β/(p−1) dx
)p−1
≤ C
 ∞∑
k=k0
2−k+kβ/(p−1)
p−1 ,
que resulta finito siempre que −k + kβ/(p − 1) < 0, es decir, 0 ≤ β < p− 1.
• Si diam(Q) ≥ diam(Ω), como Q ∩ ∂Ω = ∅, es claro que Q ⊂ Ωc. Luego, sea B una bola
con radio diam(Ω) que contenga a Ω y tal que dist(B,Ω) > 0.
Definimos D1 := Q ∩ B y D2 := Q ∩ Bc y consideramos para D1 su descomposicio´n de
Whitney dada por {Qkj } tal que diam(Qkj ) = |D1|1/n 2−k. Observemos que por su definicio´n,
|D1| ≤ |Q| y |D1| ≤ |B|.
Para x ∈ Qkj , se tiene que d(x) ≥ dist(x, ∂D1) ≥ dist(Qkj , ∂D1) ≥ diam(Qkj ). Luego, para
β ≥ 0
∫
D1
d(x)−β/(p−1) dx =
∞∑
k=k0
Nk∑
j=1
∫
Qkj
d(x)−β/(p−1) dx
≤
∞∑
k=k0
Nk∑
j=1
(|D1|1/n 2−k)−β/(p−1) |Qkj |
≤ C |D1|−β/n(p−1)
∞∑
k=k0
Nk∑
j=1
(2−k)−β/(p−1) (|D1|1/n 2−k)n
C |D1|1−β/n(p−1)
∞∑
k=k0
Nk 2
kβ/(p−1) 2−kn
≤ C |D1|1−β/n(p−1)
∞∑
k=k0
2k(−1+β/(p−1)).(4.2)
Pero tambie´n sucede que si x ∈ D1, d(x, ∂B) ≤ |D1|. Entonces,
|D1| |D1|−β/n(p−1) ≤
∫
D1
d(x, ∂B)−β/(p−1) dx
y se sigue por (4.2) que∫
D1
d(x)−β/(p−1) dx ≤ C
(∫
D1
d(x, ∂B)−β/(p−1) dx
) ∞∑
k=k0
2k(−1+β/(p−1)).
Pero, si β < p− 1 la suma es finita y
(4.3)
∫
D1
d(x)−β/(p−1) dx ≤ C
∫
D1
d(x, ∂B)−β/(p−1) dx.
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Por otra parte, si x ∈ D2, d(x) ≥ d(x, ∂B) y junto con (4.3) se tiene que
1
|Q|
∫
Q
d(x)−β/(p−1) dx =
1
|Q|
(∫
D1
d(x)−β/(p−1) dx+
∫
D2
d(x, ∂B)−β/(p−1) dx
)
≤ 1|Q|
∫
Q
d(x, ∂B)−β/(p−1) dx.
Para analizar la integral restante en (4.1) observemos que
d(x) ≤ d(x, ∂B) + dist(B,Ω) ≤ d(x, ∂B) + diam(Ω),
entonces∫
Q
d(x)β dx ≤ C
(∫
{x∈Q:d(x,∂B)≤diam(Ω)}
diam(Ω)β dx+
∫
{x∈Q:d(x,∂B)≥diam(Ω)}
d(x, ∂B)β dx
)
≤ C
(∫
Q
diam(Ω)β dx+
∫
Q
d(x, ∂B)β dx
)
.
Finalmente, si 0 ≤ β < p− 1,(
1
|Q|
∫
Q
d(x)β dx
) (
1
|Q|
∫
Q
d(x)−β/(p−1) dx
)p−1
≤ C
(
1
|Q|
∫
Q
d(x, ∂B)−β/(p−1) dx
)p−1
+
(
1
|Q|
∫
Q
d(x, ∂B)β dx
)(
1
|Q|
∫
Q
d(x, ∂B)−β/(p−1) dx
)p−1
= I + II.
(4.4)
Como diam(Q) ≥ diam(Ω) y 0 ≤ β < p−1, existe una constante positiva C que no depende
de Q tal que I ≤ C y como d(x, ∂B) ∈ Ap(Rn) para β < p − 1 [MV01], entonces II tambie´n
esta´ acotada independientemente de Q y vale (4.1).
2. En el caso Q ∩ ∂Ω 6= ∅, definimos D1 := Q ∩ Ω, D2 := Q ∩ (B \ Ω) y D3 := Q ∩Bc.
• Si diam(Q) ≤ diam(Ω), consideramos la descomposicio´n de Whitney para D1 y D2 ∪D3
obteniendo en ambos casos estimaciones similares al caso diam(Q) ≤ diam(Ω) en 1.
• Si diam(Q) ≥ diam(Ω), consideramos la descomposicio´n de Whitney para D1 y D2.
Entonces de forma ana´loga a (4.2) y (4.3) se sigue que si β < p− 1∫
D1
d(x)−β/(p−1) dx ≤ C |D1|
∞∑
k=k0
2k(−1+β/(p−1)) ≤ C
∫
D1
d(x, ∂B)−β/(p−1) dx
y ∫
D2
d(x)−β/(p−1) dx ≤ C |D2|
∞∑
k=k0
2k(−1+β/(p−1)) ≤ C
∫
D2
d(x, ∂B)−β/(p−1) dx.
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En D3, d(x) ≥ d(x, ∂B), entonces
1
|Q|
∫
D3
d(x)−β/(p−1) dx ≤ C 1|Q|
∫
D3
d(x, ∂B)−β/(p−1) dx.
Por lo tanto
1
|Q|
∫
Q
d(x)−β/(p−1) dx ≤ C 1|Q|
∫
Q
d(x, ∂B)−β/(p−1) dx.
Para analizar la integral restante en (4.1), observemos que
• para x ∈ D1, d(x) ≤ diam(D1) ≤ diam(Ω) ,
• para x ∈ D2, d(x) ≤ diam(B) ≤ 2 diam(Ω),
• para x ∈ D3, d(x) ≤ d(x, ∂B) + diam(Ω).
Entonces
1
|Q|
∫
Q
d(x)β dx ≤ C + 1|Q|
∫
Q
d(x, ∂B)β dx.
Finalmente(
1
|Q|
∫
Q
d(x)β dx
) (
1
|Q|
∫
Q
d(x)−β/(p−1) dx
)p−1
≤ C
(
1
|Q|
∫
Q
d(x, ∂B)−β/(p−1) dx
)p−1
+
(
1
|Q|
∫
Q
d(x, ∂B)β dx
)(
1
|Q|
∫
Q
d(x, ∂B)−β/(p−1) dx
)p−1
y al igual que analizamos (4.4) vemos que se cumple (4.1) si 0 ≤ β < p− 1.
El resultado para el caso −1 < β < 0 se obtiene de manera ana´loga al caso β ≥ 0. 
4.1. Teoremas de inmersio´n en espacios con pesos
En esta seccio´n probamos teoremas de inmersio´n para espacios con pesos potencias de la
distancia al borde.
La te´cnica que usamos consiste en extender los Teoremas de inmersio´n cla´sicos que enunciare-
mos a continuacio´n (ver por ejemplo [Nec67]) con un argumento simple e ingenioso introducido
por Buckley y Koskela en [BK98].
Teorema 4.2. Sea Ω ⊂ Rn+k un dominio acotado Lipschitz y u ∈W 2m,p(Ω). Entonces
1. Para 1 ≤ p < n+ k
2m
y
1
p
− 1
q
≤ 2m
n+ k
existe una constante positiva C que no depende
de u tal que
‖u‖Lq(Ω) ≤ C ‖u‖W 2m,p(Ω).
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2. Para p =
n+ k
2m
y 1 ≤ q < ∞ o para p > n+ k
2m
y 1 ≤ q ≤ ∞ existe una constante
positiva C que no depende de u tal que
‖u‖Lq(Ω) ≤ C ‖u‖W 2m,p(Ω).
Enunciemos y demostremos entonces el correspondiente Teorema de inmersio´n en espacios
de Sobolev con pesos.
Teorema 4.3. Sea Ω ⊂ Rn un dominio acotado Lipschitz. Supongamos u ∈ W 2m,pdγ (Ω) con
γ = kβ, donde k ∈ N y 0 ≤ β ≤ 1. Entonces
1. Para 1 ≤ p < n+ k
2m
y
1
p
− 1
q
≤ 2m
n+ k
existe una constante positiva C que no depende
de u tal que
‖u‖Lq
dγ
(Ω) ≤ C ‖u‖W 2m,p
dγ
(Ω)
.
2. Para p =
n+ k
2m
y 1 ≤ q < ∞ o para p > n+ k
2m
y 1 ≤ q ≤ ∞, existe una constante
positiva C que no depende de u tal que
‖u‖Lq
dγ
(Ω) ≤ C ‖u‖W 2m,p
dγ
(Ω).
Demostracio´n. 1. Introducimos el siguiente dominio
Ωk,β := {(x, y) ∈ Ω× Rk tal que |y| < d(x)β}.
Se tiene que como Ω es un dominio Lipschitz, entonces Ωk,β tambie´n es un dominio Lipschitz
(ver [ADL06]).
Luego, para v ∈ Lpdγ (Ω) definimos V : Ωk,β −→ R dada por V (x, y) := v(x) e integrando en
la variable y se tiene
(4.5)
∫
Ωk,β
|V (x, y)|p dx dy =
∫
Ω
∫
{|y|<d(x)β}
|v(x)|p dy dx = ωk
∫
Ω
|v(x)|p d(x)kβ dx,
donde ωk denota la medida de la bola unitaria en R
k.
Sea ahora u ∈ W 2m,p
dkβ
(Ω), entonces si U(x, y) := u(x) se tiene de (4.5) que U(x, y) ∈
W 2m,p(Ωk,β), y como Ωk,β es Lipschitz, por el Teorema 4.2 tenemos que
‖U‖Lq(Ωk,β) ≤ C ‖U‖W 2m,p(Ωk,β),
si 1 ≤ p < n+k2m y 1p − 1q ≤ 2mn+k .
Entonces, nuevamente por (4.5) concluimos que
‖u‖Lq
dγ
(Ω) ≤ C ‖u‖W 2m,p
dγ
(Ω)
.
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2. La demostracio´n es ana´loga al caso 1. 
Observacio´n 4.4. Se sigue de la demostracio´n que el Teorema 4.3 es va´lido para un peso ω
siempre que el conjunto dado por
Ωk,ω := {(x, y) ∈ Ω× Rk tal que |y| < ω(x)1/k}
sea un dominio Lipschitz.
4.2. Resultado principal
El resultado principal de este cap´ıtulo es una consecuencia de los distintos resultados vistos
hasta ahora.
Si consideramos como peso ω = dγ con −1 < γ < p − 1, probamos en el Teorema 4.1 que
dγ ∈ Ap(Rn) y se desprende del Teorema 2.9 y Teorema 3.5, que
‖u‖
W 2m,p
dγ
(Ω)
≤ C ‖f‖Lp
dγ
(Ω).
Luego, por el Teorema 4.3 tenemos la siguiente estimacio´n a priori para u.
Teorema 4.5. Sea Ω ⊂ Rn un dominio acotado con Ω ∈ C2 para m = 1 y n ≥ 3, Ω ∈ C6m+4
para n = 2, m ≥ 1 y Ω ∈ C5m+2 para n ≥ 3, m ≥ 2.
Sea u solucio´n del problema (3.1) para f ∈ Lpdγ (Ω) con γ = kβ, donde k ∈ N y 0 ≤ β ≤ 1,
0 ≤ γ < p − 1 y 1
p
− 1
q
≤ 2m
n+ k
( con q < ∞ cuando 2mp = n + k), entonces existe una
constante positiva C = C(Ω,m, n, γ, p, q) tal que
(4.6) ‖u‖Lq
dγ
(Ω) ≤ C ‖f‖Lp
dγ
(Ω).
Corolario 4.6. Sea p > m+1 y
1
p
− 1
q
≤ 2m
n+m
( con q <∞ cuando 2mp = n+m), entonces
existe una constante positiva C = C(Ω,m, n, p, q) tal que
(4.7) ‖u‖Lq
dm
(Ω) ≤ C ‖f‖Lp
dm
(Ω).
La estimacio´n (4.7) fue probada en [DS04a] usando diferentes argumentos, donde las con-
diciones sobre p y q son 1p − 1q < 2mn+m .
En el caso particular m = 1, el mismo resultado fue probado en [Sou04], donde el autor
muestra adema´s que la estimacio´n no es va´lida si 1p − 1q > 2n+1 (veremos con mayor detalle estos
resultados en el Cap´ıtulo 5).
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En el caso l´ımite 1p − 1q = 2mn+m no se sabe que sucede en general. Sin embargo, para el caso
particular p > m+1, el Corolario 4.6 nos da la validez de la estimacio´n ‖u‖Lqdm (Ω) ≤ C ‖f‖Lpdm (Ω),
por lo que decimos que este resultado extiende en ese sentido a los anteriores.
Cap´ıtulo 5
Problemas El´ıpticos no lineales
Consideramos el problema no lineal
(−∆)mu = a(x) vp en Ω
(−∆)mv = b(x)uq en Ω(
∂
∂ν
)j
u =
(
∂
∂ν
)j
v = 0 sobre ∂Ω 0 ≤ j ≤ m− 1,
(5.1)
donde, para n ≥ 2 y m ≥ 1, Ω = B = {x ∈ Rn : |x| < 1} o pequen˜as deformaciones de B
para m = n = 2 (ver [DS04b] para detalles de estas perturbaciones), ∂∂ν es la derivada en la
direccio´n normal , p, q > 0, pq > 1, y a, b son funciones no negativas y acotadas.
En este cap´ıtulo queremos ver para que´ valores de p y q las soluciones no negativas de (5.1)
esta´n en L∞(Ω), donde
L∞(Ω) = {u : ‖u‖∞ = ess supx∈Ω |u(x)| <∞},
con la norma acotada por una constante independiente de la solucio´n.
En un dominio C2, si m = 1, Souplet en [Sou04] probo´ que existe una constante positiva
C = (Ω, p, q, a, b) tal que
‖u‖∞, ‖v‖∞ ≤ C,
si ma´x{α, β} > n− 1, donde
α =
2(p + 1)
pq − 1 y β =
2(q + 1)
pq − 1 .
Mas au´n, obtiene que el resultado es o´ptimo en el sentido que, si ma´x{α, β} < n−1, entonces
existen funciones a y b tales que (5.1) tiene una solucio´n positiva (u, v) que no es acotada.
Luego, en este cap´ıtulo obtenemos resultados ana´logos para soluciones no negativas de (5.1)
para el caso general m ≥ 2.
Una herramienta importante en [Sou04] son ciertas estimaciones a piori con pesos para el
problema lineal asociado dado por −∆u = f en Ωu = 0 sobre ∂Ω.
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Para generalizar tales estimaciones a priori para el caso m ≥ 2 fueron necesarias modifi-
caciones no triviales. En primer lugar, ya que usaremos la positividad de la funcio´n de Green,
debemos restringirnos a un dominio Ω como mencionamos al comienzo. Esto se debe a que, para
m ≥ 2, la funcio´n de Green no es necesariamente positiva en regiones ma´s generales.
5.1. Estimaciones a priori con pesos para el problema lineal
En nuestro argumento, usamos resultados dados en [DS04a] para el problema lineal (−∆)mu = f en Ω( ∂
∂ν
)j
u = 0 sobre ∂Ω 0 ≤ j ≤ m− 1
(5.2)
que enunciamos en el siguiente lema.
Observemos que estos resultados, y , por consecuencia, los que enunciaremos a continuacio´n,
son va´lidos en dominios ma´s generales que los considerados en este cap´ıtulo. En efecto, las
hipo´tesis usadas en [DS04a] son Ω un dominio acotado con Ω ∈ C6m+4 para n = 2 y Ω ∈ C5m+2
para n ≥ 3.
Lema 5.1. Sea u ∈ C2m(Ω) solucio´n del problema (5.2) para f ∈ C(Ω) y sea d(x) = d(x, ∂Ω).
Entonces
• Si 2m > n, existe una constante positiva C tal que para todo θ ∈ [0, 1]
‖u d−m+θn‖∞ ≤ C ‖f dm−(1−θ)n‖L1(Ω).
• Para 1 ≤ p ≤ q ≤ ∞ con 1p − 1q < mı´n{2mn , 1}, se tiene que si α ∈ (1p − 1q ,mı´n{2mn , 1}],
existe una constante positiva C tal que para todo θ ∈ [0, 1]
‖u d−m+θnα‖Lq(Ω) ≤ C ‖f dm−(1−θ)nα‖Lp(Ω).
Demostracio´n. Ver Proposicio´n 4.2 en [DS04a]. 
Luego, podemos probar las siguientes estimaciones.
Proposicio´n 5.2. Sea 1 ≤ p ≤ q ≤ ∞ y sea u solucio´n del problema (5.2) para f ∈ Lpdm(Ω).
Entonces
1. Para n ≤ m, se tiene u ∈ L∞(Ω) y
‖u‖∞ ≤ C ‖f‖L1
dm
(Ω).
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2. Para 1p − 1q < 2mn+m , se tiene u ∈ Lpdm(Ω) y
‖u‖Lq
dm
(Ω) ≤ C ‖f‖Lp
dm
(Ω).
Demostracio´n. Se sigue del Lema 5.1 que para 2m > n y θ ∈ [0, 1],
‖u d−m+θn‖∞ ≤ C ‖f dm−(1−θ)n‖L1(Ω).
Luego, tomando θ = 1 y usando que −m+ n < 0 y d(x) ≤ diam(Ω) se obtiene
‖u‖∞ ≤ C ‖u d−m+n‖∞ ≤ C ‖f dm‖L1(Ω)
y el punto 1. queda probado.
Por otro lado, sea 1 ≤ p ≤ q ≤ ∞. Usando nuevamente el Lema 5.1 se tiene que si existen
α y θ tales que α ∈ (1p − 1q ,mı´n{1, 2mn }], θ ∈ [0, 1] y son solucio´n del sistema −m+ θ nα =
m
q
m− (1− θ)nα = mp
se tiene
‖u‖Lq
dm
(Ω) ≤ C ‖f‖Lp
dm
(Ω),
para 1p − 1q < mı´n{1, 2mn } y quedar´ıa probado el punto 2.
Como los valores de α y θ que resuelven el sistema son
α =
(
2 +
1
q
− 1
p
)
m
n
y θ =
(
1
q
+ 1
) (
2− 1
p
+
1
q
)−1
,
basta ver que satisfacen el resto de las condiciones.
Se sigue que θ ∈ [0, 1] por ser 1 ≤ p.
Por otro lado, por la definicio´n de α es fa´cil ver que la condicio´n 1p − 1q < α es equivalente
a 1p − 1q < 2mn+m que es cierto por hipo´tesis.
Luego, veamos que α ≤ mı´n{1, 2mn }.
Como α ≤ 2mn por ser p ≤ q, so´lo queda considerar el caso 2mn > 1, es decir, cuando el
mı´n{1, 2mn } = 1.
Pero α ≤ 1 es equivalente a 2m−nm ≤ 1p − 1q y tenemos entonces el punto 2. siempre que
2m−n
m ≤ 1p − 1q < 2mn+m .
Supongamos ahora que 1p − 1q ≤ 2m−nm . En este caso usamos nuevamente la primer parte del
Lema 5.1 y vemos que, como 2m > n, se tiene para θ˜ ∈ [0, 1],
‖u d−m+θ˜n‖∞ ≤ C ‖f dm−(1−θ˜)n‖L1(Ω).
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Por otra parte, si θ˜ ≤ mnq + mn ,
‖u‖Lq
dm
(Ω) ≤ ‖u d−m+θ˜n‖∞
y si 1− mn + mnp ≤ θ˜,
‖f dm−(1−θ˜)n‖L1(Ω) ≤ C‖f‖Lp
dm
(Ω).
Entonces, si podemos encontrar θ˜ tal que 1− mn + mnp ≤ θ˜ ≤ mnq + mn se tiene
‖u‖Lq
dm
(Ω) ≤ C ‖f‖Lp
dm
(Ω).
Pero θ˜ existe siempre que 1 − mn + mnp ≤ mnq + mn que resulta equivalente a 1p − 1q ≤ 2m−nm y la
proposicio´n queda probada. 
Observacio´n 5.3. Notar que la condicio´n 2. de la Proposicio´n 5.2 es o´ptima en el sentido que
si 1p − 1q > 2mn+m entonces no vale la estimacio´n en general. La demostracio´n la veremos al final
del cap´ıtulo ya que usaremos las mismas te´cnicas usadas en la demostracio´n del Teorema 5.6.
En la demostracio´n del siguiente resultado denotaremos por φ1,m > 0 la primer autofuncio´n
del operador (−∆)m en Hm0 (Ω) normalizada por
∫
Ω φ1,m(x) dx = 1 y λ1,m el primer autovalor y
usaremos que existen dos constantes positivas c1 y c2 tales que c1 d(x)
m ≤ φ1,m(x) ≤ c2 d(x)m
en Ω ( ver [CS01]).
Proposicio´n 5.4. Sea 1 ≤ k < n+mn−m y sea u solucio´n del problema (5.2) para f ∈ L1dm(Ω) y
f ≥ 0. Entonces existe una constante positiva C tal que
‖u‖Lk
dm
(Ω) ≤ C ‖u‖L1dm (Ω).
Demostracio´n. Tomando p = 1 en la Proposicio´n 5.2 se tiene para 1 ≤ k < n+mn−m
‖u‖Lk
dm
(Ω) ≤ C ‖f‖L1dm (Ω).
Luego, integrando por partes y por ser f ≥ 0 se tiene
‖f‖L1
dm
=
∫
Ω
(−∆)mu(x) d(x)m dx ≤ C
∫
Ω
(−∆)mu(x)φ1,m(x) dx
≤ C
∫
Ω
u(x) (−∆)mφ1,m(x) dx = Cλ1,m
∫
Ω
u(x)φ1,m(x) dx
≤ C
∫
Ω
u(x) d(x)m dx ≤ C‖u‖L1
dm
.

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5.2. Resultado principal
Consideremos el problema (5.1) y definamos los exponentes
α =
2m(p + 1)
pq − 1 y β =
2m(q + 1)
pq − 1 .
Teorema 5.5. Sea (u, v) solucio´n del problema (5.1), y supongamos
(5.3) ma´x(α, β) > n−m.
Entonces existe una constante positiva C = C(Ω, p, q, a, b) tal que
‖u‖∞, ‖v‖∞ ≤ C.
Por otro lado, tambie´n obtenemos que la condicio´n (5.3) es o´ptima en el sentido que nos da
el siguiente teorema.
Teorema 5.6. Supongamos
ma´x(α, β) < n−m.
Entonces existen funciones acotadas y positivas a y b, tales que (5.1) tiene una solucio´n positiva
(u, v) con u /∈ L∞(Ω) y v /∈ L∞(Ω).
Usando los resultados de la seccio´n anterior, la demostracio´n de ambos teoremas sigue los
pasos del caso m = 1 dado en [Sou04]. El Teorema 5.6 sera´ demostrado en la siguiente seccio´n.
En la demostracio´n del Teorema 5.5, es crucial la siguiente estimacio´n
(5.4)
∫
Ω
u(x)φ1,m(x) dx,
∫
Ω
v(x)φ1,m(x) dx ≤ C.
Una extensio´n directa de los argumentos dados en [Sou05], para demostrar estas estima-
ciones no es posible. De hecho, la prueba se basa en un lema de Brezis y Cabre´ en[BC98] (ver
Lema 3.2) que utiliza el principio del ma´ximo en un subconjunto de Ω y un principio ana´logo
no es va´lido en el caso de m ≥ 2. Daremos una prueba diferente utilizando las siguientes esti-
maciones puntuales para la funcio´n de Green en un dominio Ω definido como en (5.1). Estas
pueden encontrarse en [DS04b] para el caso particular m = n = 2 y en [GS97] para los casos
restantes.
Para 2m < n
(5.5) Gm(x, y) ≥ C |x− y|2m−n mı´n
{
1,
d(x)m d(y)m
|x− y|2m
}
.
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Para 2m = n
(5.6) Gm(x, y) ≥ C log
(
1 +
d(x)m d(y)m
|x− y|2m
)
≥ C log
(
2 +
d(y)
|x− y|
)
mı´n
{
1,
d(x)m d(y)m
|x− y|2m
}
.
Para 2m > n
(5.7) Gm(x, y) ≥ C d(x)m−n/2 d(y)m−n/2 mı´n
{
1,
d(x)n/2 d(y)n/2
|x− y|n
}
.
Lema 5.7. Sea u solucio´n para el problema lineal (5.2) con f ≥ 0. Entonces existe una constante
positiva C tal que para todo x ∈ Ω
u(x)
dm(x)
≥ C
∫
Ω
f(y) d(y)m dy.
Demostracio´n. Usando la fo´rmula de representacio´n para u se tiene
u(x) =
∫
Ω
Gm(x, y) f(y) dy.
Luego, basta probar que
Gm(x, y) ≥ C d(x)m d(y)m.
Para ello, usamos las estimaciones puntuales para la funcio´n de Green dadas anteriormente
para (x, y) ∈ Ω× Ω.
Consideremos, por ejemplo, el caso 2m < n y supongamos que d(x)
m d(y)m
|x−y|2m ≥ 1. Entonces, se
sigue de (5.5), que
Gm(x, y) ≥ C |x− y|2m−n ≥ d(x)m−n/2d(y)m−n/2 ≥ Cd(x)md(y)m,
donde usamos que Ω es acotado y que para x, y ∈ Ω se tiene d(x), d(y), |x − y| ≤ diam(Ω).
Por otro lado, si el mı´nimo en (5.5) se alcanza en d(x)
m d(y)m
|x−y|2m
se tiene
Gm(x, y) ≥ C |x− y|−nd(x)md(y)m ≥ Cd(x)md(y)m.
La demostracio´n para los casos 2m = n y 2m > n son ana´logas, usando (5.6) y (5.7)
respectivamente. 
Una vez probado este lema, la demostracio´n de (5.4) es la misma que dada por Souplet en
[Sou05], pero la escribiremos para una mejor comprensio´n.
demostracio´n de (5.4) . Sea (u, v) solucio´n no negativa del problema (5.1). Como dm '
φ1,m, se sigue del Lema 5.7 con f = a(y)v(y)
p que
u(x) ≥ C
(∫
Ω
a(y)v(y)pφ1,m(y) dy
)
φ1,m(x),
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y si f = b(z)u(z)q ,
v(y) ≥ C
(∫
Ω
b(z)u(z)qφ1,m(z) dz
)
φ1,m(y).
Entonces∫
Ω
a(y)v(y)pφ1,m(y) dy ≥ C
∫
Ω
a(y)
(∫
Ω
b(z)u(z)qφ1,m(z) dz
)p
φ1,m(y)
pφ1,m(y) dy
= C
(∫
Ω
a(y)φ1,m(y)
p+1 dy
)(∫
Ω
b(z)u(z)qφ1,m(z) dz
)p
≥ C
(∫
Ω
a(y)φ1,m(y)
p+1 dy
)(∫
Ω
b(z)
(∫
Ω
a(y)v(y)pφ1,m(y) dy
)q
φ1,m(z)
q+1 dz
)p
= C
(∫
Ω
a(y)φ1,m(y)
p+1 dy
)(∫
Ω
b(z)φ1,m(z)
q+1 dz
)p(∫
Ω
a(y)v(y)pφ1,m(y) dy
)qp
.
De forma ana´loga vemos que∫
Ω
b(y)u(y)qφ1,m(y) dy ≥ C
(∫
Ω
b(y)φ1,m(y)
q+1 dy
)
(∫
Ω
a(z)φ1,m(z)
p+1 dz
)q (∫
Ω
b(y)u(y)qφ1,m(y) dy
)qp
.
Luego, como pq > 1, si probamos que existe una constante positiva C tal que∫
Ω
a(y)φ1,m(y)
p+1 dy ≥ C y
∫
Ω
b(y)φ1,m(y)
q+1 dy ≥ C
se tiene
(5.8)
∫
Ω
a(y)v(y)pφ1,m(y) dy ≤ C y
∫
Ω
b(y)u(y)qφ1,m(y) dy ≤ C.
Entonces, si tomamos a φ1,m como funcio´n de prueba en el problema (5.1) vemos que∫
Ω
a(y)v(y)pφ1,m(y) dy =
∫
Ω
(−∆)mu(y)φ1,m(y) dy = λ1,m
∫
Ω
φ1,m(y)u(y) dy
y ∫
Ω
b(y)u(y)qφ1,m(y) dy =
∫
Ω
(−∆)mv(y)φ1,m(y) dy = λ1,m
∫
Ω
φ1,m(y)v(y) dy.
Por lo tanto, de (5.8) se sigue (5.4).
Veamos ahora que
∫
Ω a(y)φ1,m(y)
p+1 dy ≥ C y ∫Ω b(y)φ1,m(y)q+1 dy ≥ C:
Sea ε > 0,∫
Ω
a(y)φ1,m(y)
p+1 dy ≥
∫
{φ1,m≥ε}
a(y)φ1,m(y)
p+1 dy ≥ εp+1
∫
{φ1,m≥ε}
a(y) dy
= εp+1
(∫
Ω
a(y) dy −
∫
{φ1,m<ε}
a(y) dy
)
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≥ εp+1
(∫
Ω
a(y) dy − ‖a‖∞|{φ1,m < ε}|
)
.
Luego
∫
Ω a(y)φ1,m(y)
p+1 dy ≥ C > 0 y de la misma manera ∫Ω b(y)φ1,m(y)q+1 dy ≥ C >
0. 
Demostracion del Teorema 5.5 . Recordemos que φ1,m > 0 es la primer autofuncio´n
de (−∆)m en Hm0 (Ω) normalizada por
∫
Ω φ1,m = 1 y existen constantes positivas c1, c2 > 0 tales
que c1 d
m ≤ φ1,m ≤ c2 dm.
Por (5.4) se tiene
‖u‖L1
dm
+ ‖v‖L1
dm
≤ C.
Entonces si n ≤ m, por 1. de la Proposicio´n 5.2,
‖u‖∞, ‖v‖∞ ≤ C
y el teorema queda demostrado.
Ana´logamente que en el caso m = 1 en [Sou04], mediante un proceso iterativo iremos
incrementando el valor de k hasta obtener k =∞.
Por la Proposicio´n 5.4 se tiene para 1 ≤ k < n+mn−m
(5.9) ‖u‖Lk
dm
+ ‖v‖Lk
dm
≤ C(k).
Paso 1: Podemos asumir sin pe´rdida de generalidad que q ≥ p y β > n −m. Luego se tiene
p < n+mn−m . En efecto β =
2m(q+1)
pq−1 > n −m. Entonces (p − 1)(q + 1) ≤ pq − 1 < 2m(q+1)n−m lo que
implica que (p − 1) < 2mn−m , es decir, p < n+mn−m .
Luego, para algu´n valor de k tal que
(5.10) k ≥ p y k ≥ n+m
n−m − ε,
con ε suficientemente pequen˜o a determinar ma´s adelante, tambie´n vale (5.9).
Paso 2: Sea k1 ∈ (k, ∞] tal que
(5.11)
1
k1
>
p
k
− 2m
n+m
,
entonces por la Proposicio´n 5.2 se tiene
(5.12) ‖u‖
L
k1
dm
≤ C ‖(−∆)mu‖
L
k/p
dm
≤ C ‖vp‖
L
k/p
dm
= C ‖v‖p
Lkdm
,
que resulta finito pues 1 ≤ k < n+mn−m .
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Observacio´n 5.8. Notar que si k > (n+m)pq2m(q+1) , tomando ε > 0 en (5.10), podemos encontrar
k1 >
(n+m)q
2m tal que vale (5.12).
En efecto, si k > (n+m)pq2m(q+1) entonces
p
k− 2mn+m < 2m(n+m)q . Luego, puedo elegir k1 > k cumpliendo
(5.11), es decir,
(n+m)pq
2m(q + 1)
< k < k1 <
(
p
k
− 2m
n+m
)−1
y adema´s k1 >
(n+m)pq
2m(q+1) , siempre que
(n+m)pq
2m(q+1) <
(n+m)q
2m que es cierto pues p ≤ q.
Paso 3: Asumamos
(5.13) k1 > q
y sea k2 ∈ (k1, ∞] tal que
(5.14)
1
k2
>
q
k1
− 2m
n+m
.
Entonces por la Proposicio´n 5.2
‖v‖
L
k2
dm
≤ C ‖(−∆)mv‖
L
k1/q
dm
≤ C ‖uq‖
L
k1/q
dm
= C ‖u‖q
L
k1
dm
,
que resulta finito por el paso 2.
Paso 4: Podemos ver que las condiciones (5.11), (5.13), (5.14) y adema´s que mı´n{k1, k2} > kρ
para ρ ∈ (0, 1) a determinar son equivalentes a
(5.15) A :=
p
k
− 2m
n+m
<
1
k1
< mı´n{ρ
k
,
1
q
}
y
(5.16)
q
k1
− 2m
n+m
<
1
k2
<
ρ
k
.
De aqu´ı en adelante buscaremos condiciones que impliquen o sean equivalentes a (5.15) y
(5.16) y as´ı poder determinar ρ y ε.
Si suponemos
(5.17) k ≤ (n+m)pq
2m(q + 1)
,
se tiene A > 0. En efecto pk ≥ 2m(q+1)(n+m)q > 2mn+m .
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Luego (5.15) puede resolverse en k1 ∈ [1,+∞) y 1k1 puede tomarse arbitrariamente cercano
a A siempre que
(5.18)
p− ρ
k
<
2m
n+m
y
(5.19)
p
k
− 2m
n+m
<
1
q
.
Pero (5.18) vale siempre que
(5.20)
n−m
n+m
p < ρ < 1,
y (5.20) es cierto porque p < n+mn−m .
Por otro lado, como β = 2m (q+1)pq−1 > n −m, tenemos que 1q > p (n−m)n+m − 2mn+m . Luego, como
k < n−mn+m puedo tomar ε suficientemente pequen˜o y obtener (5.19).
Veamos ahora la condicio´n (5.16). Esta condicio´n puede ser resuelta con k2 ∈ [1,∞) siempre
que
(5.21)
q
k1
− 2m
n+m
<
ρ
k
.
Tomando 1k1 en (5.15) lo suficientmente cercano a su cota inferior A, se tiene que (5.21) es
equivalente a
(5.22) ρ > 1− η
donde η := 2mn+m (q + 1) k − (pq − 1).
En efecto, si 1k1 esta cerca de A =
p
k − 2mn+m , entonces qk1 − 2mn+m esta cerca de
qp
k − 2mqn+m− 2mn+m
luego basta pedir que qpk − 2mqn+m − 2mn+m < ρk , es decir, 1− η < ρ.
Por otro lado, ρ < 1 es equivalente a
(5.23) k >
n+m
β
,
pero como β > n−m es posible tomar ε pequen˜o en (5.10) talque vale (5.23).
Finalmente elegimos ρ ∈ (0, 1) suficientemente cercano a 1 tal que cumpla las condiciones
(5.20) y (5.22).
Paso 5: Se sigue del paso 4 que si (5.9) vale para algu´n valor de k cumpliendo (5.10) y (5.17),
entonces (5.9) sigue valiendo para k/ρ ( esto es por (5.15) y (5.16)).
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Luego, comenzando por (5.9) e iterando el proceso, vemos que podemos alcanzar un valor
de k¯ > (n+m)pq2m(q+1) despue´s de un nu´mero finito de pasos.
Entonces se sigue por la Observacio´n 5.8 que podemos encontrar k¯1 >
(n+m)q
2m ≥ (n+m)p2m tal
que ‖u‖
L
k¯1
dm
≤ C.
Tomando ahora k1 := k¯1, podemos tomar k2 :=∞ en el paso 3 para concluir que ‖v‖∞ ≤ C.
Ana´logamente, por el paso 2, con k := k¯1 y k1 :=∞ se sigue que ‖u‖∞ ≤ C. 
5.3. Existencia de soluciones singulares
Para probar el Teorema 5.6, que afirma la optimalidad de la condicio´n sobre α y β, la idea
consiste en construir una funcio´n f ∈ L1dm(Ω) tal que la correspondiente solucio´n del problema
lineal (5.2) sea no acotada.
Recordemos que consideramos Ω la bola unitaria para n ≥ 3, y pequen˜as deformaciones de
la bola para n = 2. En ambos casos, dado x0 ∈ ∂Ω, existe r > 0 y un cono de revolucio´n Σ1
con ve´rtice en x0 tal que Σ := Σ1 ∩B(x0, r) ⊂ Ω.
Luego, para 0 < α < n−m definimos
(5.24) f(x) := |x− x0|−(α+2m)χΣ(x)
donde χΣ denota la funcio´n caracter´ıstica en Σ.
Luego, es fa´cil ver que f ∈ L1dm(Ω). En efecto, como x0 ∈ ∂Ω, d(x) ≤ |x− x0| y se tiene∫
Ω
|f(x)| d(x)m dx =
∫
Σ
|x− x0|−(α+2m) d(x)m dx ≤
∫
Σ
|x− x0|−(α+m) dx
que resulta finita por ser 0 < α < n−m.
Por otro lado se tiene el siguiente resultado.
Lema 5.9. Sea u solucio´n del problema lineal (5.2) para f definida en (5.24), entonces
u(x) ≥ C |x− x0|−αχΣ(x).
Demostracio´n. Por la fo´rmula de representacio´n
u(x) =
∫
Ω
Gm(x, y) f(y) dy =
∫
Ω
Gm(x, y) |y − x0|−(α+2m)χΣ(y) dy.
Por otro lado, recordemos que en la demostracio´n del Lema 5.7 en la Seccio´n 5.1 vimos que
Gm(x, y) ≥ C d(x)m d(y)m,
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es decir,
u(x) ≥
∫
Σ
d(x)m d(y)m |y − x0|−(α+2m) dy.
Ahora bien, para x ∈ Σ existe una constante positiva σ tal que
d(x) ≥ σ|x− x0|,
para todo x ∈ Σ.
Luego, si t es tal que σ|x − x0| ≤ t ≤ 2σ|x − x0| y tomamos y ∈ Σ ∩ B(x, t), se tiene:
d(y) ≥ σ|y − x0| y |y − x0| ≤ C|x− x0|.
Entonces se sigue para x ∈ Σ que
u(x) ≥
∫
Σ∩B(x,t)
d(x)m d(y)m |y − x0|−(α+2m) dy
≥ C
∫
Σ∩B(x,t)
|x− x0|m |y − x0|m |y − x0|−(α+2m) dy
≥ C|x− x0|−α
∫
Σ∩B(x,t)
|x− x0|m |y − x0|−m dy ≥ C |x− x0|−α.(5.25)

Estamos entonces en condiciones de demostrar el segundo resultado principal de este cap´ıtu-
lo.
Demostracio´n del Teorema 5.6. Recordemos que α = 2m(p+1)pq−1 y β =
2m(q+1)
pq−1 , con
0 < α, β < n−m. Definimos
φ := |x− x0|−(α+2m) χΣ(x) ,ψ := |x− x0|−(β+2m) χΣ(x).
Sea (u, v) solucio´n positiva del problema
(−∆)mu = φ en Ω
(−∆)mv = ψ en Ω(
∂
∂ν
)j
u =
(
∂
∂ν
)j
v = 0 sobre ∂Ω 0 ≤ j ≤ m− 1.
Entonces, se sigue por (5.25) que u /∈ L∞, v /∈ L∞,
vp ≥
(
C |x− x0|−βχΣ
)p
= C |x− x0|−(α+2m) χΣ = C φ
y
uq ≥ (C |x− x0|−αχΣ)q = C |x− x0|−(β+2m) χΣ = C ψ.
Luego, si definimos a := φ/vp ≥ 0 y b := ψ/uq ≥ 0, se tiene que a y b son funciones no negativas
y acotadas y (u, v) cumple (−∆)mu = a(x) vp y (−∆)mv = b(x)uq. 
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Para terminar este cap´ıtulo, probaremos la Observacio´n 5.3 que describe la optimalidad de
la condicio´n 2. dada en la Proposicio´n 5.2 para el problema lineal.
Proposicio´n 5.10. Sea 1 ≤ p ≤ q ≤ ∞ y 1p − 1q > 2mn+m . Entonces, existe f ∈ Lpdm(Ω) tal que
u /∈ Lqdm(Ω), donde u es solucio´n del problema (5.2).
Demostracio´n. Sea 0 < α < n−m y definimos como antes f(x) = |x−x0|−(α+2m)χΣ(x).
Entonces se tiene
‖f‖p
Lp
dm
(Ω)
=
∫
Σ
|x− x0|−(α+2m)p d(x)m dx ≤
∫
Σ
|x− x0|−(α+2m)p+m dx
y entonces f ∈ Lpdm(Ω) para p < n+mα+2m .
Pero, como vimos antes, para x ∈ Σ existe una constante positiva σ tal que d(x) ≥ σ|x−x0|,
y entonces se sigue por el Lemma 5.9 que para q ≥ n+mα , u /∈ Lqdm(Ω).
Finalmente, observemos que como 1p − 1q > 2mn+m , podemos elegir α ∈ (0, n − m) tal que
n+m
q < α <
n+m
p−2m . 
Observacio´n 5.11. Recordemos que para p > m+1, sabemos por el Corolario 4.6 del Cap´ıtulo
4 que la solucio´n del problema lineal satisface
‖u‖Lq
dm
(Ω) ≤ C ‖f‖Lp
dm
(Ω).
Observacio´n 5.12. Estos resultados pueden extenderse a dominios Ω ma´s generales donde
sean va´lidas las estimaciones (5.5), (5.6) y (5.7).

Cap´ıtulo 6
El problema de Dirichlet en un pol´ıgono
Consideramos el problema de Dirichlet
(6.1)
 −∆U = f en ΩU = 0 sobre ∂Ω,
en un dominio Ω ⊂ R2 poligonal.
Estimaciones para la solucio´n del problema (6.1) en espacios de Sobolev sin peso fueron
estudiadas por Grisvard en [Gri85]. El autor encuentra que el comportamiento de la solucio´n
es singular cerca de los ve´rtices del pol´ıgono.
Obtenedremos en este cap´ıtulo estimaciones a priori con pesos ω en la clase Ap(R
2) del
siguiente tipo
‖U‖Lpω(Ω) +
∑
|β|=1
‖ρ(x)DβxU‖Lpω(Ω) +
∑
|α|=2
‖σ(x)DαxU‖Lpω(Ω) ≤ C ‖f‖Lpω(Ω),
donde ρ(x) y σ(x) son funciones que dependen de la distancia de x al ve´rtice ma´s cercano del
pol´ıgono y del a´ngulo correspondiente a dicho ve´rtice y C = C(Ω).
Como vimos en los preliminares, podemos escribir la solucio´n U mediante su fo´rmula de
representacio´n
(6.2) U(x) =
∫
Ω
GΩ(x, y) f(y) dy,
donde GΩ(x, y) es la funcio´n de Green asociada a Ω, que puede escribirse a su vez como
GΩ(x, y) = ΓΩ(x− y) +HΩ(x, y),(6.3)
con ΓΩ(x) =
1
2pi
log |x|−1 la solucio´n fundamental cla´sica para el problema de Poisson yHΩ(x, y)
cumple para cada y ∈ Ω fijo  ∆xHΩ(x, y) = 0 x ∈ ΩHΩ(x, y) = −ΓΩ(x− y) x ∈ ∂Ω.
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Para estudiar las derivadas de la funcio´n de Green GΩ(x, y), usamos la Transformada de
Schwartz Christoffel, una aplicacio´n conforme que lleva el disco unidad B al poligono Ω. Esto
nos permite usar resultados conocidos de la funcio´n de Green en B.
Notacio´n: Decimos que f  g en Ω×Ω siempre que exista una constante positiva C = C(Ω)
tal que f(x, y) ≤ C g(x, y) para todo (x, y) ∈ Ω× Ω.
Recordemos que si h : B −→ Ω es una transformacio´n conforme se tiene
∆(U ◦ h) = |h′ |2 (∆U) ◦ h.
Luego, U ◦ h satisface  −∆U = |h
′ |2(f ◦ h) en B
U = 0 sobre ∂B.
Entonces para u ∈ B se tiene
U ◦ h(u) =
∫
B
GB(u, v) (f ◦ h)(v) |h′ |2 dv,
donde GB es la funcio´n de Green en B. Si hacemos ahora un cambio de variables y llamamos
g : Ω −→ B a la transformacio´n inversa de h, u = g(x) y v = g(y) se tiene que el Jacobiano de
la transformacio´n esta´ dado por Jh(u, v) = |h′ |2 y por lo tanto
U(x) =
∫
Ω
GB(g(x), g(y)) f(y) dy,
y obtenemos finalmente una expresio´n para la funcio´n de Green GΩ dada por
(6.4) GΩ(x, y) = GB(g(x), g(y)) = GB(u, v).
Con este mismo argumento, encontramos una expresio´n para la funcio´n HΩ como sigue
(6.5) HΩ(x, y) = HB(g(x), g(y)) = HB(u, v),
donde HB(u, v) satisface para cada v ∈ B fijo ∆uHB(u, v) = 0 u ∈ BHB(u, v) = −ΓB(u− v) u ∈ ∂B.
con ΓB = ΓΩ.
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La funcio´n de Green en el disco unidad
La funcio´n de Green GB(u, v) asociada al problema de Dirichlet (6.1) en el disco unidad
B ⊂ R2 se conoce en forma expl´ıcita
GB(u, v) =
1
2pi
log |v − u|−1 − 1
2pi
log
(
|u|
∣∣∣∣v − u|u|2
∣∣∣∣)−1
as´ı como tambie´n son conocidas las siguientes estimaciones para sus derivadas:
|DαuGB(u, v)| ≤ C |u− v|−|α| mı´n
{
1,
d(v)
|u− v|
}
para |α| = 1, 2.
Entonces, usando que la funcio´n de Green es sime´trica, podemos probar de forma ana´loga a la
Observacio´n 3.2 que
(6.6) |DαuGB(u, v)| ≤ C |u− v|−|α| mı´n
{
1,
d(u)
|u− v|
}
para |α| = 1, 2.
6.1. La Transformada de Schwarz-Christoffel
En esta seccio´n definimos la transformacio´n conforme h que aplica el disco unidad B del
plano complejo en un pol´ıgono cerrado simple de manera que podamos utilizar las estimaciones
conocidas para la funcio´n de Green en el disco.
Dado Ω un pol´ıgono cerrado simple de N lados con sus ve´rtices en los puntos del plano zj
con j ∈ {1, ..., N}, denotamos para cada j:
θj al a´ngulo interior en zj
kj una constante real tal que kjpi es el a´ngulo exterior en zj .
Entonces se satisface la relacio´n kjpi + θj = pi para cada j ∈ {1, ..., N}. As´ı, para 0 < θj < pi se
tiene 0 < kj < 1 y para pi ≤ θj < 2pi se tiene −1 < kj ≤ 0.
Como los a´ngulos exteriores var´ıan entre −pi y pi, se sigue que kj ∈ (−1, 1), y como la suma
de los a´ngulos exteriores de un pol´ıgono cerrado es 2pi, entonces
∑N
j=1 kj = 2.
Sea
h
′
(u) = (u− w1)−k1(u− w2)−k2 ...(u − wN )−kN ,
donde u ∈ B y w1, ..., wN son tales que |wj | = 1. Entonces h′(u) es anal´ıtica en todo el disco B
excepto en los puntos wj .
Si u0 es un punto en la regio´n donde es anal´ıtica, se sigue que
(6.7) h(u) :=
∫ u
u0
h
′
(s) ds
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es anal´ıtica en esa regio´n, donde la integral es sobre cualquier camino de u0 hasta u contenido
ah´ı. Como podemos elegir el camino por ser anal´ıtica, tomaremos en general la recta que une
u0 y u.
Para definir h en el elemento wj de manera que sea continua, tomamos por ejemplo w1 y
notamos que el u´nico factor que no es anal´ıtico en w1 es (u− w1)−k1 .
Escribimos h
′
(u) = (u−w1)−k1φ(u) donde φ(u) = (u−w2)−k2 ...(u−wN )−kN es anal´ıtica en
w1 y puede escribirse en un entorno B(w1, R) de w1 como su serie de Taylor, entonces se tiene
h
′
(u) = (u− w1)−k1φ(w1) + (u− w1)1−k1 ψ(u)
donde ψ es anal´ıtica en B(w1, R).
Como 1− k1 > 0, podemos asignar el valor cero en u = w1 a la funcio´n (u− w1)1−k1 ψ(u).
As´ı, la integral ∫ u
u1
(s− w1)1−k1 ψ(s) ds
a lo largo de un camino contenido en B ∩B(w1, R) resulta continua en w1.
Por otro lado,∫ u
u1
(s− w1)−k1 ds = 1
1− k1
[
(u− w1)1−k1 − (u1 − w1)1−k1
]
tambie´n representa una funcio´n continua en w1. Finalmente, si tomamos un camino de u0 hasta
u1 y lo unimos con un camino de u1 hasta u se tiene que h(u) definida en (6.7) es continua en
w1, y con el mismo argumento, vemos que es continua en todo el disco B.
Definicio´n 6.1. La transformacio´n de Schwarsz-Christoffel viene dada por
h(u) = A
∫ u
u0
(s− w1)−k1(s− w2)−k2 ...(s − wN )−kN ds+ C
donde A y C son constantes complejas.
Esta transformacio´n aplica el interior del disco unidad B en el interior del pol´ıgono cerrado
simple cuyos ve´rtices son las ima´genes de los puntos wj como se muestra en la Figura 1. En
este caso, los ve´rtices del pol´ıgono son los puntos zj = h(wj) y llamaremos a los puntos wj
pre-ve´rtices. La transformacio´n inversa de h la denotamos por g, as´ı u = g(x) y v = g(y).
Sin perdida de generalidad, en adelante trabajaremos con esta transformacio´n sin tener
en cuenta las constantes A y C (para ma´s detalles sobre esta transformacio´n ver por ejemplo
[CB84]).
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6.2. Desigualdades auxiliares
Para dm = mı´ni 6=j |wi−wj| definimos los conjuntos Bj = B(wj , dm4 )∩B , con j ∈ {1, ..., N},
y BN+1 := B \ ∪Nj=1Bj.
Luego, si Ωj es la imagen del conjunto Bj por la transformacio´n h, se tiene que Ωj es un
entorno de zj y la familia de conjuntos {Ωj}N+1j=1 es un cubrimiento para Ω, mas au´n, Ω = ∪N+1j=1 Ωj
(ver figura 2).
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Esto nos permite estudiar el comportamiento de la funcio´n de Green GΩ(x, y) asociada al
problema (6.1) y sus derivadas en un entorno de cada a´ngulo θj determinado por el ve´rtice zj.
• Para x ∈ Ωj se tiene:
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1. Si y ∈ Ωj, entonces u, v ∈ Bj y se encuentran lejos de los otros pre-ve´rtices. As´ı,
dm
4 < |s− wi| ≤ 1 para s en la recta que une u con v.
2. Si y ∈ Ωi con i 6= j, i 6= N + 1, entonces u ∈ Bj, v ∈ Bi y |u− v| > dm4 .
3. Si y ∈ ΩN+1, se tiene que v ∈ BN+1. Entonces o bien |u − v| > dm8 o bien u y v se
encuentran a distancia mayor a dm8 de todos los pre-ve´rtices del pol´ıgono.
• Para x ∈ ΩN+1 se tiene que |u− wi| > dm4 para todo i ∈ {1, ..., N}.
Notacio´n: A partir de aqu´ı, sin perder generalidad y para simplificar la notacio´n en las
demostraciones, tomamos j = 1 en representacio´n de cualquier j ∈ {1, ..., N}.
Lema 6.2. Sea h la transformada de Schwarz-Christoffel dada en la Definicio´n 6.1. Entonces
para u, v ∈ B1 se tiene
(6.8) |h(u) − h(v)|  |u− w1|−k1 |u− v| para k1 > 0,
(6.9) |h(u)− h(v)|  |u− v| para k1 ≤ 0.
Demostracio´n. Por su definicio´n
h(u)− h(v) =
∫ u
v
(s− w1)−k1φ(s) ds,
con φ(s) = (s− w2)−k2 ...(s −wN )−kN anal´ıtica en w1 y |φ(s)|  1.
Para k1 > 0 consideramos separadamente los siguientes casos:
Caso 1: |u− w1| ≤ |v − w1|.
Se tiene que |u− w1| ≤ |s− w1| para todo s en la recta que une u con v, entonces
|h(u) − h(v)| ≤
∫ u
v
|s− w1|−k1 |φ(s)| ds ≤
∫ u
v
|u− w1|−k1 |φ(s)| ds
 |u− w1|−k1
∫ u
v
1 ds  |u− w1|−k1 |u− v|.
Caso 2: |u− w1| > |v − w1|.
Para todo s en la recta que une u con v se tiene |v − w1| ≤ |s − w1|, entonces, en forma
ana´loga al Caso 1 obtenemos
|h(u) − h(v)|  |v − w1|−k1 |u− v|.
Cuando |u− v| ≤ 12 |u−w1| se sigue que |u−w1| ≤ |u− v|+ |v−w1| ≤ 12 |u−w1|+ |v−w1|
y entonces
1
2
|u− w1| ≤ |v − w1|
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y la estimacio´n es va´lida en este caso.
Para |u− w1| > |v − w1| y |u− v| > 12 |u− w1| tenemos
|h(u) − h(v)| ≤
∣∣∣∣∫ u
v
(s− w1)−k1φ(s) ds
∣∣∣∣  |v − w1|1−k1 + |u− w1|1−k1
 |u− w1|1−k1  |u− v||u− w1|−k1 .
Para k1 < 0, |s− w1|−k1 < 1 y as´ı para u, v ∈ B1 se sigue que
|h(u)− h(v)| ≤
∫ u
v
|s− w1|−k1 |φ(s)| ds  |u− v|.

6.3. Estimacio´n para la funcio´n de Green en el pol´ıgono
Cualquiera sea el dominio Ω de R2 acotado, sabemos que para todo x, y ∈ Ω ( ver [MM09])
(6.10) GΩ(x, y)  log
(
1 +
mı´n{d(x), d(y)}
|x− y|
)
 |x− y|−1.
Estimacio´n para las derivadas de primer orden de la funcio´n de Green
Con el fin de estimar las derivadas de primer orden para GΩ(x, y) aplicamos la regla de la
cadena en la ecuacio´n (6.4) y obtenemos
(6.11) |DαxGΩ(x, y)| ≤ 2 |DαuGB(u, v)| |g
′
(x)| para |α| = 1,
donde, por ser g anal´ıtica y h su inversa
(6.12) |g′(x)| = 1|h′(u)|  |u− w1|
k1 |u−w2|k2 ...|u− wN |kN .
• Caso 0 < θ1 < pi:
Lema 6.3. Sea x ∈ Ω1, donde 0 < θ1 < pi. Entonces para y ∈ Ω y |α| = 1 se tiene
|DαxGΩ(x, y)|  |x− y|−1.
Demostracio´n. Para y ∈ Ω1 basta ver
(6.13) |g′(x)| |h(u) − h(v)|  |u− v|.
En efecto, como h(u) = x y h(y) = v, se tiene por (6.6) que
|DαxGΩ(x, y)|  |DαuGB(u, v)| |g
′
(x)|  |u− v|−1 |g′(x)|  |x− y|−1,
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y de (6.12) vemos que |g′(x)|  |u− w1|k1 y tenemos (6.13) por el Lema 6.2.
Para y /∈ Ω1, y /∈ ΩN+1, se tiene |u− v| > dm4 y
|DαuGB(u, v)| |g
′
(x)|  |u− v|−1|u− w1|k1  1.
Finalmente, para y ∈ ΩN+1, so´lo nos queda analizar cuando u y v se encuentran a distancia
mayor a dm8 de todos los pre-ve´rtices del pol´ıgono. Pero esto nos dice que |g
′
(x)|  1 y |h′(x)|  1
es decir,
|DαuGB(u, v)| |g
′
(x)|  |u− v|−1  |x− y|−1.

• Caso pi ≤ θ1 < 2pi: Para el caso que el a´ngulo interior θ1 es mayor que pi, en la acotacio´n
aparece una dependencia de la distancia al ve´rtice z1, como vemos en el siguiente lema.
Lema 6.4. Sea x ∈ Ω1, donde pi ≤ θ1 < 2pi. Entonces para y ∈ Ω y |α| = 1 se tiene
|x− z1|1−
pi
θ1 |DαxGΩ(x, y)|  |x− y|−1.
Demostracio´n. Tomemos y ∈ Ω1. Como θ1 ≥ pi, se tiene k1 ≤ 0 y por el Lema 6.2
|h(u)− h(v)|  |u− v|.
Reemplazando en (6.11)
|DαxGΩ(x, y)|  |g
′
(x)||u − v|−1  |u− w1|k1 |u− v|−1
 |u− w1|k1 |h(u)− h(v)|−1 = |u− w1|k1 |x− y|−1.
As´ı, si existe γ > 0 tal que |x− z1|γ  |u− w1|−k1 tenemos
(6.14) |x− z1|γ |DαxGΩ(x, y)|  |x− y|−1.
Pero
|x− z1| = |h(u) − h(w1)| 
∣∣∣∣∫ u
w1
(s− w1)−k1φ(s) ds
∣∣∣∣  |u− w1|1−k1 ,(6.15)
entonces, tomando γ := −k1(1−k1) = 1 − piθ1 > 0 se tiene (6.14) y el lema queda probado para
y ∈ Ω1.
Para y /∈ Ω1 y /∈ ΩN+1, se tiene |u− v| > dm4 y
|DαuGB(u, v)| |g
′
(x)|  |u− v|−1|u− w1|k1  |u− w1|k1
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y se sigue como en (6.14).
Finalmente, para y ∈ ΩN+1 so´lo nos queda analizar cuando u y v se encuentran a distancia
mayor a dm8 de todos los pre-ve´rtices del pol´ıgono y la demostracio´n es ana´loga al caso θ1 < pi. 
Si x ∈ ΩN+1 la funcio´n de Green GΩ(x, y) no tiene mayores singularidades que las propias
de la funcio´n de Green en el disco, como vemos en el siguiente lema.
Lema 6.5. Sea x ∈ ΩN+1. Entonces para y ∈ Ω y |α| = 1 se tiene
|DαxGΩ(x, y)|  |x− y|−1.
Demostracio´n. Como x ∈ ΩN+1, se tiene dm4 < |u − wi| ≤ 1 para todo i ∈ {1, ..., N}.
Entonces |h(u) − h(v)|  |u− v| y
|DαuGB(u, v)| |g
′
(x)|  |u− v|−1  |x− y|−1.

Estimacio´n para las derivadas de segundo orden de la funcio´n de Green
Para obtener una estimacio´n para las derivadas de segundo orden de GΩ(x, y) aplicamos
nuevamente la regla de la cadena a la ecuacio´n (6.4) y as´ı
(6.16) |DαxGΩ(x, y)|  |DαuGB(u, v)| |g
′
(x)|2 + |DβuGB(u, v)| |g
′′
(x)| para |β| = 1, |α| = 2,
donde
(6.17) |g′′(x)|  |u− w1|2k1−1.
Entonces, nos queda estimar separadamente cada te´rmino en (6.16).
• Caso 0 < θ1 < pi:
Lema 6.6. Sea x ∈ Ω1 donde, 0 < θ1 < pi. Entonces si |β| = 1 se tiene:
Para y ∈ Ω1 existe 0 ≤ a < 1 tal que
|x− z1|1−a |DβuGB(u, v)| |g
′′
(x)|  |x− y|−1−a.
Para y /∈ Ω1, y /∈ ΩN+1
|DβuGB(u, v)| |g
′′
(x)|  1.
Para y ∈ ΩN+1
|DβuGB(u, v)| |g
′′
(x)|  |x− y|−1.
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Demostracio´n. Sea y ∈ Ω1. Consideramos los siguientes casos:
1. Si |x− y| ≤ |x− z1|, por (6.6), (6.17), y el Lema 6.2 se tiene para a ≥ 0
|DβuGB(u, v)| |g
′′
(x)|  |u− v|−1|u− w1|2k1−1
 |x− y|−1|u− w1|−k1 |u− w1|2k1−1
 |x− y|−1−a|x− y|a|u− w1|k1−1
 |x− y|−1−a|x− z1|a|u− w1|k1−1.
Entonces como a ≥ 0 por (6.15) se tiene
|x− z1|1−a|DβuGB(u, v)| |g
′′
(x)|  |x− y|−1−a.
2. Si |x− y| ≥ |x− z1|, por (6.6), (6.17), el Lema 6.2 y usando que d(u) < |u−w1| se tiene
para a ≥ 0
|DβuGB(u, v)| |g
′′
(x)|  d(u)|u− v|2 |u− w1|
2k1−1
 d(u)|x − y|−2|u− w1|−2k1 |u− w1|2k1−1
 |x− y|−2
= |x− y|−1+a|x− y|−1−a.
Entonces como a ≥ 0, por (6.15) se tiene
|x− z1|1−a|DβuGB(u, v)| |g
′′
(x)|  |x− y|−1−a.
Para y /∈ Ω1, y /∈ ΩN+1, se sigue que |u− v| > dm4 y entonces
|DβuGB(u, v)| |g
′′
(x)|  d(u)|u− v|2 |u− w1|
2k1−1  |u− w1|2k1  1.
Finalmente, para y ∈ ΩN+1, el caso que no esta´ contenido en los anteriores es cuando u
y v se encuentran a distancia mayor que dm8 de todos los pre-ve´rtices del pol´ıgono, entonces
|g′′(x)|  1 y
|DβuGB(u, v)| |g
′′
(x)|  |u− v|−1  |x− y|−1.

Conclu´ımos el ana´lisis cerca de los ve´rtices zj con 0 < θj < pi con la estimacio´n para el
primer te´rmino en (6.16).
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Lema 6.7. Sea x ∈ Ω1, donde 0 < θ1 < pi. Entonces si |α| = 2 se tiene:
Para y ∈ Ω1 ∪ ΩN+1
|DαuGB(u, v)| |g
′
(x)|2  d(x)|x− y|3 .
Para y /∈ Ω1, y /∈ ΩN+1
|DαuGB(u, v)| |g
′
(x)|2  1.
Demostracio´n. Para y ∈ Ω1, por (6.6), (6.8) y (6.12)
|DαuGB(u, v)| |g
′
(x)|2  d(u)|u− v|3 |g
′
(x)|2  d(u)|x− y|3 |u− w1|
−k1 .
Sea X0 ∈ ∂Ω tal que d(x) = |x − X0| y Q0 ∈ ∂B tal que g(X0) = Q0. Entonces por el
teorema del valor intermedio existe ξ0 en la recta que une x con X0 tal que
(6.18) d(u) ≤ |u−Q0| = |g(x)− g(X0)| ≤ |g′(ξ0)||x−X0| = |g′(ξ0)|d(x)
y aplicamos (6.12) a g(ξ0) = η para obtener
d(u)  |η − w1|k1d(x).
Entonces
|DαuGB(u, v)| |g
′
(x)|2  d(x)|x− y|3 |η − w1|
k1 |u− w1|−k1 .
Si aplicamos sucesivamente el teorema del valor intermedio, existen ξi en la recta que une ξi−1
con z1 tales que
|η − w1|  |η1 − w1|k1 |ξ0 − z1|
 |η2 − w1|k21 |ξ1 − z1|k1 |ξ0 − z1|
 |η3 − w1|k31 |ξ2 − z1|k21 |ξ1 − z1|k1 |ξ0 − z1|
. . .
 |ηM − w1|kM1 . . . |ξ2 − z1|k21 |ξ1 − z1|k1 |ξ0 − z1|
 |x− z1|kM1 . . . |x− z1|k21 |x− z1|k1 |x− z1|
donde g(ξi) = ηi y usamos en la u´ltima desigualdad |ξi − z1|  |x − z1| y |ηi − w1|  |x − z1|
para todo i.
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Pero la constante que representa  no depende de cuantas veces aplique este razonamiento,
es decir, no depende de M . En efecto, al acotar |g′(ξi)|, se tiene por (6.12) que
|g′(ξi)| ≤ |ηi − w1|k1
(
dm
4
)p
,
donde p =
∑
kj<0
kj . Entonces obtenemos despu´es de M veces la constante que representa  es(
dm
4
)p ∑Mn=0 kn1
y por ser p < 0 y dm < 4, podemos acotarla por
(
dm
4
)p ∑∞n=0 kn1 que es finito y no depende de
M .
Luego, se tiene
|DαuGB(u, v)| |g
′
(x)|2  d(x)|x− y|3 |x− z1|
β|u− w1|−k1 ,
para β =
∑M+1
n=1 k
n
1 = k1
(
1−kM+21
1−k1
)
.
Por otro lado, para γ = k11−k1 se sigue de (6.15)
|x− z1|−β+γ |DαuGB(u, v)| |g
′
(x)|2  d(x)|x− y|3 .
Para ε > 0 podemos encontrar M suficientemente grande de manera que −β + γ =
kM+21
k1
1−k1
< ε. Entonces
|x− z1|ε|DαuGB(u, v)| |g
′
(x)|2  d(x)|x− y|3 ,
para todo ε y podemos tomar l´ımite con ε tendiendo a cero. As´ı
|DαuGB(u, v)| |g
′
(x)|2  d(x)|x− y|3 .
Para y /∈ Ω1, y /∈ ΩN+1, se tiene |u− v| > dm4 y por (6.6)
|DαuGB(u, v)| |g
′
(x)|2  |u− v|−2|g′(x)|2  |u− w1|2k1  1.
Finalmente, para y ∈ ΩN+1, con u y v a distancia mayor a dm8 de todos los pre-ve´rtices del
pol´ıgono, |h(u) − h(v)|  |u− v| y
|DαuGB(u, v)| |g
′
(x)|2  d(u)|u− v|3 |g
′
(x)|2  d(x)|x− y|3 |η − w1|
k1  d(x)|x− y|3 .

• Caso pi ≤ θ1 < 2pi: Veamos ahora que sucede cerca de los ve´rtices zj con pi ≤ θj < 2pi.
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Lema 6.8. Sea x ∈ Ω1, donde pi ≤ θ1 < 2pi. Entonces para y ∈ Ω y |β| = 1 se tiene:
Para y ∈ Ω1
|x− z1|2−
pi
θ1 |DβuGB(u, v)| |g
′′
(x)|  |x− y|−1.
Para y /∈ Ω1, y /∈ ΩN+1
|x− z1|2−
pi
θ1 |DβuGB(u, v)| |g
′′
(x)|  1.
Para y ∈ ΩN+1
|DβuGB(u, v)| |g
′′
(x)|  |x− y|−1.
Demostracio´n. Tomemos y ∈ Ω1. Por (6.6), (6.17) y Lema 6.2 se tiene
|DβuGB(u, v)| |g
′′
(x)|  |u− v|−1|u− w1|2k1−1  |x− y|−1|u− w1|2k1−1.
Luego, si existe γ > 0 tal que |x− z1|γ  |u− w1|−2k1+1 tenemos
|x− z1|γ |DβuGB(u, v)| |g
′′
(x)|  |x− y|−1.
Pero por (6.15) basta tomar
γ =
1− 2k1
(1− k1) = 2−
pi
θ1
.
Para y /∈ Ω1, y /∈ ΩN+1 se tiene |u− v| > dm4 y
|DβuGB(u, v)| |g
′′
(x)|  |u− v|−1|u− w1|2k1−1  |u− w1|2k1−1
y se sigue como antes.
Finalmente, para y ∈ ΩN+1, con u y v a distancia mayor a dm8 de todos los pre-ve´rtices del
pol´ıgono, |h(u)− h(v)|  |u− v| y
|DβuGB(u, v)| |g
′′
(x)|  |u− w1|2k1−1|u− v|−1  |x− y|−1.

Lema 6.9. Sea x ∈ Ω1, donde pi ≤ θ1 < 2pi y sea |α| = 2. Entonces
1. Para y ∈ Ω1 con d(x) ≤ 12 |x− z1| se tiene
|x− z1|2−
pi
θ 1 |DαuGB(u, v)| |g
′
(x)|2  d(x)|x− y|3 .
2. Para y ∈ Ω1 con 12 |x− z1| < d(x) ≤ |x− y|, existe a > 0 tal que
|x− z1|a+2−2
pi
θ1 |DαuGB(u, v)| |g
′
(x)|2  |x− y|−2+a.
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3. Para y /∈ Ω1, y /∈ ΩN+1 se tiene
|x− z1|2−
pi
θ1 |DαuGB(u, v)| |g
′
(x)|2  1.
4. Para y ∈ ΩN+1 se tienen las estimaciones 1. y 2.
Demostracio´n. Consideremos y ∈ Ω1 y d(x) ≤ 12 |x− z1|. Por (6.6), (6.9) y (6.12)
|DαuGB(u, v)| |g
′
(x)|2  d(u)|u− v|3 |g
′
(x)|2  d(u)|x− y|3 |u− w1|
2k1 .
Pero, por (6.18), existe ξ = h(η) en la recta que une x con X0 para X0 ∈ ∂Ω con d(x) =
|x−X0| tal que
d(u) ≤ |g′(ξ)|d(x).
Entonces por (6.12)
|DαuGB(u, v)| |g
′
(x)|2  d(x)|x− y|3 |η −w1|
k1 |u− w1|2k1 .(6.19)
As´ı, si tomamos γ = −2k11−k1 y β =
−k1
1−k1
se obtiene por (6.15)
|x− z1|γ |ξ − z1|β  |u− w1|−2k1 |η − w1|−k1(6.20)
y reemplazando en (6.19)
|ξ − z1|β |x− z1|α|DαuGB(u, v)| |g
′
(x)|2  d(x)|x− y|3 .(6.21)
Pero como d(x) ≤ 12 |x − z1|, |x − z1|  |ξ − z1|. En efecto |x − z1| ≤ |x − ξ| + |ξ − z1| y
tenemos los siguientes casos:
• si |x− ξ| ≤ 14 |x− z1| es directo.
• si |x − ξ| ≥ 14 |x − z1|, como d(x) ≤ 12 |x − z1| se tiene |x − ξ| ≥ 12 |x − z1| y |x − z1| ≤
|x−X0|+ |X0 − z1| ≤ 12 |x− z1|+ |X0 − z1|. Entonces
1
2
|x− z1| ≤ |X0 − z1| ≤ |X0 − ξ|+ |ξ − z1| = d(ξ) + |ξ − z1| ≤ 2|ξ − z1|.
Luego, por (6.21)
|x− z1|γ+β |DαuGB(u, v)| |g
′
(x)|2  d(x)|x− y|3 ,
donde γ + β < 2− piθ 1 para θ1 < 2pi. Esto nos dice que
|x− z1|2−
pi
θ 1 |DαuGB(u, v)| |g
′
(x)|2  d(x)|x− y|3
y queda probado el punto 1.
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Para probar el punto 2. vemos que, por (6.6) y el hecho que 12 |x − z1| < d(x) < |x − y| se
tiene para a > 0
|DαuGB(u, v)| |g
′
(x)|2  1|u− v|2 |g
′
(x)|2
 |x− y|−a|u− w1|2k1 |x− y|−2+a
 |x− z1|−a|u− w1|2k1 |x− y|−2+a.(6.22)
Entonces, si γ = −2k11−k1 , por (6.15)
|x− z1|a+γ |DαuGB(u, v)| |g
′
(x)|2  |x− y|−2+a
como quer´ıamos probar.
Para y /∈ Ω1, y /∈ ΩN+1 se tiene |u− v| > dm4 . Entonces
|DαuGB(u, v)| |g
′
(x)|2  |u− v|−2|u− w1|2k1  |u− w1|2k1
y se sigue como en (6.20).
Finalmente, para y ∈ ΩN+1, con u y v a distancia mayor a dm8 de todos los pre-ve´rtices del
pol´ıgono, |h(u)−h(v)|  |u−v| y tambie´n consideramos los casos 1. y 2. que se ven simplificados
porque podemos acotar los factores |u− w1|2k1 en las ecuaciones (6.19) y (6.22). 
• Caso x ∈ ΩN+1: Se tiene dm8 < |u− wi| ≤ 1 para todo i y |h(u)− h(v)|  |u− v|. Esto hace
suponer que no hay dependencia de la distancia a los ve´rtices. Esto acurre para el te´rmino con
|β| = 1. En efecto,
|DβuGB(u, v)| |g
′′
(x)|  |u− w1|2k1−1|u− v|−1  |x− y|−1.
Sin embargo, requiere ma´s cuidado para el te´rmino con |α| = 2. Esto se debe a que com-
paramos d(x) con d(u) como en (6.18) y tenemos la existencia de un punto ξ = h(η) que no
sabemos si se encuentra lejos o no de los ve´rtices. En efecto, si |α| = 2,
|DαuGB(u, v)| |g
′
(x)|2  d(u)|u− v|3 |g
′
(x)|2  d(x)|x− y|3 |η − w1|
k1 ,
suponiendo que w1 es el pre-ve´rtice ma´s cercano a η.
Entonces, si k1 > 0 tenemos
|DαuGB(u, v)| 
d(x)
|x− y|3 .
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Pero si k1 ≤ 0 tenemos una singularidad. Lo que hacemos es separar en los mismos casos
que en la demostracio´n del Lema 6.9, esto es
1. d(x) ≤ 12 |x− z1|: se sigue ana´logamente al punto 1. tomando so´lo la condicio´n para β.
2. 12 |x− z1| < d(x) < |x− y| :
|DαuGB(u, v)| |g
′
(x)|2  |u− v|−2  |x− y|−2
y se sigue ana´logamente al punto 2. En ambos casos, los factores que aparecen son potencias
positivas de |x − z1|, y por ser x ∈ ΩN+1, se tiene |x − z1| > dm4 , con lo cual efectivamente no
hay dependencia de la distancia a dicho ve´rtice.
6.4. Resultado principal
Para hallar estimaciones de las derivadas de segundo orden de HΩ(x, y) la idea es la misma
que para el caso GΩ(x, y) y consiste en aplicar la regla de la cadena a la ecuacio´n (6.5) para
obtener
(6.23) |DαxHΩ(x, y)|  |DαuHB(u, v)| |g
′
(x)|2 + |DβuHB(u, v)| |g
′′
(x)| para |α| = 2, |β| = 1.
Lema 6.10. Sea x ∈ Ω1 y |α| = 2. Entonces para y ∈ Ω se tiene
1. Si 0 < θ1 < pi
|DαxHΩ(x, y)|  d(x)−2.
2. Si pi ≤ θ1 < 2pi
|x− z1|2−
pi
θ |DαxHΩ(x, y)|  d(x)−2.
Sea x ∈ ΩN+1 y |α| = 2. Entonces para y ∈ Ω se tiene
|DαxHΩ(x, y)|  d(x)−2.
Demostracio´n. Como buscamos una acotacio´n para cada te´rmino en (6.23), usamos los
resultados probados en el Cap´ıtulo 2 para un dominio C2.
Por el Lema 2.2, y por ser B un dominio suave, para |β| = 1 y |α| = 2
|DβuHB(u, v)| ≤ C d(u)−1 y |DαuHB(u, v)| ≤ C d(u)−2.
Para x ∈ Ω, sea X0 ∈ ∂Ω tal que g(X0) = U0 con d(u) = |u−U0|. Entonces para todo valor
de θ1
(6.24) d(x) ≤ |x−X0| = |h(u)− h(U0)| ≤ |h′(η)||u − U0|  |η − w1|−k1d(u),
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para η en la recta que une u y U0.
Supongamos ahora que 0 < θ1 < pi, entonces k > 0. Luego
|DαuHB(u, v)| |g
′
(x)|2  d(u)−2|u− w1|2k1  |η − w1|−2k1d(x)−2|u− w1|2k1
y
|DβuHB(u, v)| |g
′′
(x)|  d(u)−1|u− w1|2k1−1  |η − w1|−k1d(x)−1|u− w1|2k1−1.
Consideramos los siguientes casos:
Caso 1: |η − w1| > 12 |u− w1|. Se tiene
|DαuHB(u, v)| |g
′
(x)|2 + |DβuHB(u, v)| |g
′′
(x)|  d(x)−2 + d(x)−1|x− z1|−1  d(x)−2.
Caso 2: |η − w1| ≤ 12 |u− w1|. Bajo estas condiciones d(u) ≥ 12 |u− w1|. En efecto,
|u− w1| ≤ |η − u|+ |η − w1| ≤ d(u) + 1
2
|u− w1|.
Entonces d(u)−1 ≤ 12 |u−w1|−1 y no es necesaria la estimacio´n (6.24). En este caso, se tiene
directamente por (6.15)
|DαuHB(u, v)| |g
′
(x)|2 + |DβuHB(u, v)| |g
′′
(x)|  d(u)−2|u− w1|2k1 + d(u)−1|u−w1|2k1−1
 |u− w1|−2+2k1  |x− z1|−2  d(x)−2.
Por otro lado, si pi ≤ θ1 < 2pi, entonces k1 ≤ 0, y de la ecuacio´n (6.24) vemos que d(x)  d(u).
Entonces
|DαuHB(u, v)| |g
′
(x)|2  d(x)−2|u− w1|2k1 ,
y usando nuevamente (6.15)
|x− z1|
−2k1
1−k1 |DαuHB(u, v)| |g
′
(x)|2  d(x)−2,
donde −2k11−k1 < 2− piθ 1.
De la misma manera
|DβuHB(u, v)| |g
′′
(x)|  d(u)−1|u− w1|2k1−1  d(x)−1|u− w1|2k1−1
y se tiene
|x− z1|
1−2k1
1−k1 |DβuHB(u, v)| |g
′′
(x)|  d(x)−1,
donde 1−2k11−k1 = 2− piθ 1.
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Si tomamos x ∈ ΩN+1, |g′(x)|  1 y |g′′(x)|  1, y
|DαxHB(x, y)|  d(u)−2 + d(u)−1
y por (6.24) vemos que si η se encuentra cerca del pre-ve´rtice w1 con k1 ≤ 0, se tiene d(x)  d(u).
Pero si k1 > 0, debemos separar en los casos vistos previamente:
Caso 1: |η − w1| > 12 |u−w1| > dm8 .
Caso2: |η − w1| ≤ 12 |u− w1|, entonces d(u) > 12 |u− w1| > dm8 .
En ambos casos obtenemos d(x)  d(u) como quer´ıamos probar. 
El te´rmino en la expresio´n (6.3) que nos queda por estimar es DαΓΩ(x − y). Aqu´ı no es
necesario componer con la transformacio´n de Schuartz-Christofel ya que no esta´ involucrado el
dominio. Por lo tanto, por el Teorema 2.5 del Cap´ıtulo 2 se tiene para i = 1, 2, j = 1, 2
Dxi
∫
Ω
DxjΓΩ(x− y) f(y) dy = Kf(x) + c f(x)
en sentido de´bil, donde c es una constante y K es el operador integral singular de Caldero´n-
Zygmund dado por
Kf(x) = l´ım
ε→0
∫
|x−y|>ε
DxixjΓΩ(x− y) f(y) dy.
Lema 6.11. Sea U solucio´n del problema (6.1). Entonces para x ∈ Ω, y |β| = 1
|U(x)| + |ρ(x)DβxU(x)|  Mf(x).
donde
ρ(x) :=
 |x− zi|
1− pi
θi para x ∈ Ωi con θi ≥ pi
1 para x ∈ Ωi con θi < pi o x ∈ ΩN+1.
Demostracio´n. Por los resultados vistos en la Seccio´n 6.3
|GΩ(x, y)|  |x− y|−1 y |ρ(x)DβxGΩ(x, y)|  |x− y|−1.
Entonces el resultado se sigue fa´cilmente de la misma manera que el Lema 2.1. 
Lema 6.12. Sea U solucio´n del problema (6.1). Entonces para x ∈ Ω y |α| = 2
|σ(x)DαxU(x)| 
{
K˜f(x) +Mf(x) + |f(x)|
}
,
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donde K˜f(x) = supε>0
∣∣∣∫|x−y|>εDαxΓΩ(x− y) f(y) dy∣∣∣ y
σ(x) :=

|x− zi|2−
pi
θi para x ∈ Ωi con θi ≥ pi2
|x− zi|1−a para x ∈ Ωi con θi < pi2
1 para x ∈ ΩN+1,
para 0 ≤ a < 1.
Demostracio´n. De la misma manera que en la demostracio´n del Lema 2.8, por la fo´rmula
de representacio´n (6.2) y (6.3) tenemos
DαxU(x) = l´ım
ε→0
∫
ε<|x−y|≤d(x)
DαxΓΩ(x− y) f(y) dy + cf(x)
+
∫
|x−y|≤d(x)
DαxHΩ(x, y) f(y) dy +
∫
|x−y|>d(x)
DαxGΩ(x, y) f(y) dy
:= I + II + III + IV.
Ahora bien,
|I| ≤ |Kf(x)|+ K˜f(x) ≤ 2K˜f(x)
y |II| ≤ Cf(x) .
Por el Lema 6.10 y como σ(x)  1 para x ∈ Ωi donde 0 < θi ≤ pi, se cumple∫
|x−y|≤d(x)
σ(x)DαxHΩ(x, y) f(y) dy  d(x)−2
∫
|x−y|≤d(x)
|f(y)| dy  CMf(x).
Finalmente, por los resultados vistos en la Seccio´n 6.3 se tiene∫
|x−y|>d(x)
σ(x)DαxGΩ(x, y) f(y) dy Mf(x)
y el lema queda probado. 
Estamos entonces en condiciones de enunciar y demostrar el resultado principal de este
cap´ıtulo.
Teorema 6.13. Sea Ω un pol´ıgono en R2 y sea U solucio´n del problema (6.1) para f ∈ Lpω(Ω)
y ω ∈ Ap(R2). Entonces
‖U‖Lpω(Ω) +
∑
|β|=1
‖ρ(x)DβxU‖Lpω(Ω) +
∑
|α|=2
‖σ(x)DαxU‖Lpω(Ω)  ‖f‖Lpω(Ω).
Demostracio´n. La demostracio´n es una consecuencia inmediata del Lema 6.11 y el Lema
6.12 tomando Ω = ∪N+1i=1 Ωi. 

Parte 2
Operadores El´ıpticos en el espacio de
Energ´ıa

Cap´ıtulo 7
Espacios de Sobolev W 1,pωα (Ω)
Dada una familia de pesos {ωα}|α|≤1 tal que para cada α, ωα ∈ M(Ω) definimos el espacio
de Sobolev
W 1,pωα (Ω) = {f ∈ L1loc(Ω) : Dαf ∈ Lpωα(Ω)}
y para f ∈W 1,pωα (Ω), 1 ≤ p <∞,
(7.1) ‖f‖W 1,pωα (Ω) :=
∑
|α|≤1
‖Dαf‖p
Lpωα(Ω)
1/p ,
donde el espacio Lpωα(Ω) es el espacio de funciones medibles definidas en Ω tales que
‖f‖Lpωα (Ω) :=
(∫
Ω
|f(x)|p ωα(x) dx
)1/p
<∞.
Observacio´n 7.1. Para asegurar queW 1,pωα (Ω) sea un espacio de Banach con la norma definida
en (7.1), tomamos ω
−1/(p−1)
α ∈ L1loc(Ω) para |α| = 1 (ver [KO84]). Observar que dicha condicio´n
para ωα implica que D
αf ∈ L1loc(Ω).
Por otra parte, C∞0 (Ω) ⊂W 1,pωα (Ω), pues ωα ∈ L1loc(Ω), entonces introducimos el espacio
W 1,pωα,0(Ω) := C
∞
0 (Ω),
donde la clausura es tomada con respecto a la norma W 1,pωα (Ω).
Cuando ωα = ω para todo α, W
1,p
ωα (Ω) =W
1,p
ω (Ω) es el espacio de Sobolev con pesos usados
en las secciones anteriores.
7.1. Densidad de funciones suaves en espacios de Sobolev con pesos
En Lp(Ω), C∞0 (Ω) es denso. Queremos ver condiciones para ω ∈ M(Ω), bajo las cuales
C∞0 (Ω) sea tambie´n denso en el espacio L
p
ω(Ω). Si ω ∈ Ap(Rn), este resultado fue probado por
Chua en [Chu92].
En el siguiente teorema probamos la densidad de las funciones C∞0 (Ω) en L
p
ω(Ω) bajo ciertas
condiciones para ω que no necesariamente se relacionan con la condicio´n Ap(R
n).
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Teorema 7.2. Sea ω ∈ M(Ω) y supongamos que para todo compacto K ⊂ Ω, existen constantes
positivas aK y bK tales que aK ≤ ω(x) ≤ bK para casi todo x ∈ K. Entonces C∞0 (Ω) es denso
en Lpω(Ω).
Demostracio´n. Si Ω es un dominio acotado, definimos
Ωn := {x ∈ Ω : 1
n
< d(x, ∂Ω)},
y tenemos que Ω = l´ım
n→∞
Ωn, entonces dada f ∈ Lpω(Ω),
l´ım
n→∞
∫
Ωn
|f(x)|p ω(x) dx = l´ım
n→∞
∫
Rn
|f(x)|pχΩn(x)ω(x) dx
=
∫
Rn
|f(x)|pχΩ(x)ω(x) dx =
∫
Ω
|f(x)|p ω(x) dx,
por Teorema de Convergencia de Lebesgue. Entonces dado ε > 0 existe un n0 tal que(∫
Ω\Ωn0
|f(x)|p ω(x) dx
)1/p
< ε/2.
Por otro lado, como Ωn0 esta contenido en un compacto de Ω, existen constantes positivas
a0 y b0 tales que a0 ≤ ω(x) ≤ b0 para casi todo x ∈ Ωn0 , por lo tanto(∫
Ωn0
|f(x)|p a0 dx
)1/p
≤
(∫
Ωn0
|f(x)|p ω(x) dx
)1/p
≤
(∫
Ωn0
|f(x)|p b0 dx
)1/p
y resulta f ∈ Lp(Ωn0).
Luego, como C∞0 (Ωn0) es denso en L
p(Ωn0), existe g ∈ C∞0 (Ωn0) tal que
‖f − g‖Lp(Ωn0 ) <
ε
2 b
1/p
0
.
Entonces,
‖f − g‖Lpω(Ω) =
(∫
Ω
|f − g|pω(x)dx
)1/p
≤
(∫
Ω\Ωn0
|f |pω(x)dx
)1/p
+
(∫
Ωn0
|f − g|pω(x)dx
)1/p
< ε/2 + b
1/p
0
ε
2 b
1/p
0
= ε,
y como g ∈ C∞0 (Ω) se tiene C∞0 (Ω) denso en Lpω(Ω).
Si Ω es un dominio no acotado, definimos
Ωn := {x ∈ Ω : 1
n
< d(x, ∂Ω)} ∩B(0, n)
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y procedemos de la misma manera que en el caso Ω acotado. 
Consideremos ahora el espacio C∞c (Ω) de las funciones infinitamente derivables con soporte
compacto en Rn restringidas a Ω, es decir
C∞c (Ω) := {f : existe g ∈ C∞0 (Rn) tal que f = g|Ω}.
Observacio´n 7.3. Es claro que la sola condicio´n ω ∈M(Ω) es suficiente para tener C∞0 (Ω) ⊂
Lpω(Ω). Sin embargo para que el espacio C∞c (Ω) ⊂ Lpω(Ω) necesitamos adema´s que ω ∈ L1loc(Ω).
Lema 7.4. Sea ωα ∈ M(Ω) tal que ωα ∈ L1loc(Ω). Entonces C∞c (Ω) ⊂W 1,pωα (Ω).
Demostracio´n. Supongamos f ∈ C∞c (Ω), entonces f = g|Ω con g ∈ C∞0 (Rn) y∫
Ω
|Dαf(x)|p ωα(x) dx =
∫
Ω∩sopg
|Dαg(x)|p ωα(x) dx
≤
(
sup
x∈Ω∩sopg
|g(x)|p
)∫
Ω∩sopg
ωα(x) dx.
Entonces, por ser sop g compacto, se tiene que Ω∩sop g ⊂ K ⊂ Ω, para K compacto. Luego,
por ser ωα ∈ L1loc(Ω), resulta Dαf ∈ Lpωα(Ω) para cada α. 
Se sigue de la Observacio´n 7.1 y del Lema 7.4 el siguiente corolario.
Corolario 7.5. Sea ωα ∈ M(Ω) tal que ωα ∈ L1loc(Ω) y ω−1/(p−1)α ∈ L1loc(Ω) para todo α con
|α| ≤ 1. Entonces
C∞c (Ω) ⊂W 1,pωα (Ω).
Sin embargo, las hipo´tesis del Corolario 7.5 no son en general suficientes para la igualdad
de los espacios como muestra el siguiente ejemplo
Ejemplo 7.6. Sea n = 2, p = 2, Ω = {x = (x1, x2) ∈ R2 : |x| < 1} y s > 1
ω(x) =
 (ln(2/|x|))
s para x1x2 > 0
(ln(2/|x|))−s para x1x2 < 0
y sea ωα = ω para todo α con |α| ≤ 1.
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Observemos que ω ∈ L1loc(Ω) y por lo tanto ω−1 ∈ L1loc(Ω). Entonces, por el Corolario 7.5,
C∞c (Ω) ⊂W 1,pω (Ω) y sin embargo C∞c (Ω) 6=W 1,pω (Ω). En efecto, en coordenadas porlares sea
u(x) =

1 para x1 > 0 y x2 > 0
sen θ para x1 < 0 y x2 > 0
0 para x1 < 0 y x2 < 0
cos θ para x1 > 0 y x2 < 0.
Se tiene u ∈W 1,pω (Ω) y u /∈ C∞c (Ω) (ver [Zhi98]).
Observemos que este ejemplo nos dice que el resultado del Teorema 7.2 es falso si no con-
sideramos hipo´tesis adicionales sobre ω ( como por ejemplo la de acotacio´n sobre compactos
considerada).
Mencionamos a continuacio´n resultados conocidos que dan condiciones sobre los pesos ωα
para que C∞c (Ω) =W
1,p
ωα (Ω).
• El espacio de Sobolev cla´sico, correspondiente a ωα = 1 para todo α con |α| ≤ 1, para Ω
un dominio Lipschitz (ver por ejemplo [Ada75]).
• Por supuesto, si existen constantes positivas aα, bα tales que aα ≤ ωα(x) ≤ bα para casi
todo x ∈ Ω para todo α con |α| ≤ 1, el espacio W 1,pωα (Ω) es equivalente al espacio de Sobolev
cla´sico.
• Si ω ∈ Ap(Rn), Ω un dominio (ε, δ) (ver [Chu92]). (Observar que ω ∈ L1loc(Ω) y la
condicio´n Ap(R
n) implican ω−1/(p−1) ∈ L1loc(Ω), pero no podemos asegurar que ω ∈ L1loc(Ω).
Por lo tanto no estamos necesariamente en las hipo´tesis del Corolario 7.5).
• Si ω(x) = d(x)β con β > −1 y Ω un dominio Lipschitz (ver [Kuf85]). ( Observar que en
este caso ω(x) esta´ en las hipo´tesis del Corolario 7.5).
Cap´ıtulo 8
Sobre problemas de Cauchy bien planteados
Dadas funciones adecuadas f y g sobre Ω, consideramos el siguiente problema de Cauchy
∂ttu+Au = 0 en Ω× (0,∞)
u(0, ·) = f en Ω
∂tu(0, ·) = g en Ω,
donde
(8.1) A = − 1
m
divM ∇ .
Definimos el espacio de Hilbert
(8.2) H = {ϕ ∈ L1loc(Ω) :
∫
Ω
|ϕ(x)|2m(x)dµ <∞},
donde dµ es la medida de Lebesgue y definimos el espacio energ´ıa
(8.3) E = {ϕ ∈ H : Dαϕ ∈ L1loc(Ω) y b(ϕ,ϕ) <∞},
donde
(8.4) b(ϕ, ν) =
∫
Ω
M(x)∇ϕ(x) · ∇ ν(x) dµ,
para ϕ,ψ adecuados, equipado con la norma
‖ϕ‖2E := b(ϕ,ϕ) + ‖ϕ‖2H .
Sabemos que para que el problema de Cauchy este bien planteado necesitamos analizar si
el operador A es esencialmente autoadjunto, y si no lo es, cuales son las condiciones de borde
apropiadas para poder elegir una u´nica extensio´n autoadjunta.
En [GSST10] los autores analizan ejemplos del problema de Cauchy para la propagacio´n de
ondas en algunos espacios tiempos esta´ticos con singularidades, los cuales llevan a operadores
como los definidos en (8.1) que no son esencialmente autoadjuntos y carece de sentido tanto
f´ısico como matema´tico dar condiciones de borde (las singularidades del espacio esta´n en el
borde del dominio y esto se traduce en una singularidad en el operador A).
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Ma´s precisamente, en dichos ejemplos observan que, a pesar de no ser el operador A esencial-
mente autoadjunto y au´n en ausencia de condiciones de borde, el problema esta´ bien planteado
siempre que la solucio´n tenga energ´ıa finita.
Motivados por esos ejemplos caracterizan cua´ndo existe una u´nica extensio´n autoadjunta
del operador A con dominio inclu´ıdo en el espacio de energ´ıa.
Para una mejor comprensio´n mencionamos algunos de los resultados principales de este
trabajo que luego extenderemos a otro tipo de dominios.
Consideremos Ω = Rn × (0,∞), y sea A el operador de la forma
(8.5) A = − 1
m
divM ∇,
donde M = (mij) es una matriz de (n+ 1)× (n+ 1).
Suponemos:
(H1) para todo (x, z) ∈ Ω, m(x, z) > 0 y M(x, z) =M(x, z)t > 0
(H2) m ∈ L1loc(Ω) y m ∈ C∞(Ω)
(H3) mij ∈ L1loc(Ω) y mij ∈ C∞(Ω) para i, j = 1, ..., n + 1.
Consideremos el espacio H y E definidos en (8.2) y (8.3), luego, el operador A esta definido
en C∞0 (Ω) y por (H1) resulta sime´trico en H. Como m ∈ L1loc(Ω) y mij ∈ L1loc(Ω) se sigue que
C∞c (Ω) esta inclu´ıdo en H y E .
Se pide adema´s
(H4) C∞c (Ω) denso en H y E .
Observacio´n 8.1. Bajo estas hipo´tesis C∞0 (Ω) es denso en H. Por lo tanto el operador
A : C∞0 (Ω) ⊂ H −→ H esta´ bien definido en H.
Definicio´n 8.2. Decimos que A tiene la propiedad alternativa para que el problema de Cauchy
este´ bien planteado (que denotaremos awpp por su nombre en ingle´s: alternative well posedness
property ), si existe una u´nica extensio´n autoadjunta para A con dominio contenido en el espacio
energ´ıa E .
Teorema 8.3. Sea A el operador dado por (8.5) cumpliendo (H1-H4).
1. Supongamos que A tiene la propiedad awpp. Entonces, para todo conjunto medible Γ en
Rn con µ(Γ) 6= 0 se tiene∫ 1
0
∫
Γ
1
mn+1,n+1(x, z)
dx dz =∞.
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2. Supongamos que para todo x ∈ Rn existe una bola abierta B que contiene a x tal que∫ 1
0
1
ωB(z)
dz =∞,
donde ωB(z) =
∫
Bmn+1,n+1(y, z)dy. Entonces A tiene la propiedad awpp.
Corolario 8.4. Supongamos, adema´s de las condiciones del punto 2. del Teorema 8.3, que para
todo x ∈ Rn existe ρ > 0 tal que
(8.6) sup
z≤1
(∫
B(x,ρ)
mn+1,n+1(y, z)dy
)(∫
B(x,ρ)
1
mn+1,n+1(y, z)
dy
)
<∞.
Entonces A tiene la propiedad awpp si y so´lo si, para toda bola B en Rn, se tiene
(8.7)
∫ 1
0
∫
B
1
mn+1,n+1(y, z)
dy dz =∞.
Para demostrar el Teorema 8.3, los autores en [GSST10] dan una caracterizacio´n de la
propiedad awpp. Escribimos la demostracio´n ya que este resultado es clave en la aplicacio´n a la
teor´ıa de espacios de Sobolev con pesos que comenzamos a analizar en el Cap´ıtulo 7.
Lema 8.5. El operador A cumple la awpp si y so´lo si E0 = E, donde E0 es la clausura del
espacio C∞0 (Ω) en E.
Demostracio´n. Supongamos que A tiene la awpp y sean A y A0 los operadores autoad-
juntos asociados con la forma b dada por (8.4) definidos en E y E0 respectivamente.
Ambas son extensiones del operador A con dominio incu´ıdo en E , y por lo tanto son iguales.
Entonces, debe ser D(A 12 ) = D(A
1
2
0 ), es decir, E = E0.
Rec´ıprocamente, si E = E0, la u´inica extensio´n autoadjunta de A con dominio en E es la
extensio´n de Friedrichs. Pero la forma b definida en E es la clausura de la forma b definida en
C∞0 (Ω) y el lema queda probado. 
Este lema, nos permite ver el punto crucial en la awpp. Por ejemplo, si consideramos A = ∆
en un dominio donde no es esencialmente autoadjunto, necesitamos poner condiciones de borde
y en ese caso E =W 1,2(Ω) y E0 =W 1,20 (Ω) que obviamente no son el mismo espacio.
Se entiende entonces que la propiedad awpp dice que el menor espacio de energ´ıa posible es
tambie´n el ma´s grande, y por esta razo´n no son necesarias las condiciones de borde para obtener
una u´nica extensio´n autoadjunta en E .
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Observacio´n 8.6. Como sen˜alan los autores, es claro que las hipo´tesis (H1-H4) pueden debili-
tarse. Sin embargo, en el contexto del trabajo, fueron pedidas para evitar dificultades adicionales
que no son esenciales para la comprensio´n de la awpp.
Usamos la teor´ıa de espacios de Sobolev con pesos vista en el Cap´ıtulo 7 para debilitar las
hipo´tesis de la siguiente manera:
(H1) para todo (x, z) ∈ Ω, m(x, z) > 0 y M(x, z) =M(x, z)t > 0
(H2) m ∈ L1loc(Ω) y supongamos que para todo compacto K ⊂ Ω, existen constantes
positivas aK y bK tales que aK ≤ m(x, z) ≤ bK para casi todo (x, z) ∈ K
(H3) mij ∈ L1loc(Ω), continuas y m−1ij ∈ L1loc(Ω).
Luego, por (H1) y (H2), A esta´ bien definido con dominio denso en H, D(A) = C∞0 (Ω)
como consecuencia del Teorema 7.2 y resulta sime´trico en H.
Por (H2) y (H3) se tiene que C∞c (Ω) esta inclu´ıdo en el espacio energ´ıa E .
Suponemos adema´s
(H4) C∞c (Ω) es denso en E (ya que no es cierto en general que bajo (H1)-(H3), (H4) se
cumpla).
De aqu´ı en adelante tomaremos estas nuevas hipo´tesis sobre los coeficientes del operador A.
8.1. Extensio´n de la awpp a otro tipo de dominios
En esta seccio´n extendemos el resultado anterior a otros dominios de Rn+1.
• Sea
(8.8) A = − 1
m
divM ∇
definido en C∞0 (Ωγ) donde Ωγ := {(x, z) : x ∈ Rn, z > γ(x)} con γ ∈ C∞.
Suponemos que se satisfacen las hipo´tesis (H1)-(H4) dadas en la Observacio´n 8.6.
Definimos el espacio de Hilbert Hγ y el espacio de energ´ıa Eγ como en (8.2) y (8.3) respec-
tivamente.
Con la idea de aplicar el Teorema 8.3 definimos la transformacio´n lineal φ : Ω −→ Ωγ dada
por
φ(y,w) = (y,w + γ(y)) = (x, z).
A la inversa de esta transformacio´n la llamamos ψ : Ωγ −→ Ω y viene dada por
ψ(x, z) = (x, z − γ(x)) = (y,w),
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cuya matriz Jacobiana es
[Dψ] =

0
.
I .
0
− ∂γ∂x1 . . −
∂γ
∂xn
1

,
donde I es la matriz identidad de n× n.
Definimos en Ω el operador
(8.9) A˜ := − 1
m˜
div M˜ ∇,
donde:
1. m˜(y,w) := (m ◦ φ)(y,w) = m(x, z)
2. M˜(y,w) := [Dψ](x, z)M(x, z)[Dψ]T (x, z).
Se sigue de la definicio´n de m˜ y M˜ que satisfacen las hipo´tesis (H1)-(H4) dadas en la
Observacio´n 8.6. Entonces A˜ esta´ bien definido, A˜ : D(A˜) = C∞0 (Ω) ⊂ H −→ H donde
H = {f ∈ L1loc(Ω) :
∫
Ω
|f(y,w)|2m˜(y,w)dµ <∞},
y definimos
E = {f ∈ H ∩Dαf ∈ L1loc(Ω) : b˜(f, f) <∞},
donde
(8.10) b˜(f, g) =
∫
Ω
M˜(y,w)∇ f(y,w) · ∇ g(y,w) dµ.
Dado que det [Dψ] = 1, ψ define una isometr´ıa entre H y Hγ y entre E y Eγ .
Observacio´n 8.7. Se sigue por construccio´n del operador A˜ y por las propiedades antes men-
cionadas, que existe una biyeccion entre los espacios C∞0 (Ωγ) y C
∞
0 (Ω). Entonces decir que A
tiene la awpp es equivalente a decir que A˜ tiene la awpp.
Podemos ahora enunciar y demostrar el siguiente resultado.
Teorema 8.8. Sea A el operador dado en (8.8) cumpliendo las hipo´tesis (H1)- (H4).
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1. Supongamos que A tiene la propiedad awpp. Entonces, para todo conjunto medible D
en Rn con µ(D) 6= 0 se tiene∫
D
∫ γ(x)+1
γ(x)
1
mn+1,n+1(x, z)
dz dx =∞.
2. Supongamos que para todo x ∈ Rn existe una bola abierta B que contiene a x tal que∫ 1
0
1
ωB(z)
dz =∞,
donde ωB(z) =
∫
B(ΓMΓ
T )(s, z + γ(s))ds con Γ = (− ∂γ∂x1 , ..,−
∂γ
∂xn
, 1). Entonces A tiene
la propiedad awpp.
Demostracio´n. 1. Supongamos que existe un conjunto D ⊂ Rn con µ(D) 6= 0 tal que
(8.11)
∫
D
∫ γ(x)+1
γ(x)
1
mn+1,n+1(x, z)
dz dx <∞.
Probaremos que Eγ 6= Eγ0 . Para ello, vemos que existe un funcional λ en Eγ que se anula en Eγ0
pero que no es el funcional nulo.
Llamemos Ua = {(x, z) : x ∈ D y γ(x) < z < γ(x) + a} y sea η ∈ C∞c (U1/2), donde η = 1
en U1/4 y definimos
λ(ϕ) =
∫
U1
∂z (ϕ(x, z) η(x, z)) dµ.
• λ define un funcional lineal en Eγ :
|λ(ϕ)| =
∣∣∣∣∫
U1
∂zϕ(x, z) η(x, z) + ϕ(x, z) ∂zη(x, z) dµ
∣∣∣∣
≤ sup
(x,z)∈Rn+1
|η(x, z)|
∫
U1
|∂zϕ(x, z)| dµ + sup
(x,z)∈Rn+1
|∂zη(x, z)|
∫
U1\U1/2
|ϕ(x, z)| dµ.
Ahora bien,∫
U1
|∂zϕ(x, z)| dµ =
∫
U1
|∂zϕ(x, z)|m1/2n+1,n+1(x, z)
1
m
1/2
n+1,n+1(x, z)
dµ
≤
(∫
Ω
|∂zϕ(x, z)|2mn+1,n+1(x, z)dµ
)1/2(∫
U1
1
mn+1,n+1(x, z)
dµ
)1/2
≤ C b(ϕ,ϕ)1/2,
por (8.11) y definicio´n de b(ϕ,ϕ).
Adema´s∫
U1\U1/2
|ϕ(x, z)| dµ =
∫
U1\U1/2
|ϕ(x, z)|m1/2(x, z) 1
m1/2(x, z)
dµ
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≤
(∫
Ω
|ϕ(x, z)|2m(x, z)dµ
)1/2(∫
U1\U1/2
1
m(x, z)
dµ
)1/2
≤ C ‖ϕ‖H ,
ya que U1 \ U1/2 ⊂ Ω y m−1 ∈ L1loc(Ω). Entonces existe una constante C > 0 talque |λ(ϕ)| ≤
C ‖ϕ‖E .
Obviamente si ϕ ∈ C∞(Ω)
λ(ϕ) =
∫
U1
∂z (ϕ(x, z) η(x, z)) dµ = −
∫
D
ϕ(x, γ(x)) dx.
Luego como λ(ϕ) = 0 para ϕ ∈ C∞0 (Ω) y λ es un funcional continuo, λ |Eγ0 ≡ 0 pero no es
el funcional nulo.
2. Supongamos que A no tiene la awpp. Entonces, por la Observacio´n 8.7 y el Teorema 8.3∫ 1
0
1
ω˜B(w)
dw <∞.
Pero ω˜B(w) =
∫
B m˜n+1,n+1(s,w)ds =
∫
B(ΓMΓ
T )(s,w + γ(s))ds = ωB(w). 
Observacio´n 8.9. Este resultado sigue siendo va´lido si tomamos γ ∈ C1.
• Consideramos Ω ⊂ Rn+1 un dominio acotado con Ω ∈ C1.
Notacio´n 8.10. Cuando necesitamos hacer referencia a una coordenada i en particular, nota-
mos x = (x1, .., xi−1, xi, xi+1, .., xn+1) = (x, xi) donde x = (x1, .., xi−1, xi+1, .., xn+1).
Para cadaX ∈ ∂Ω existe un sistema de coordenadas locales (DX , γX) dondeX = (x, γX(x));
DX un entorno local de X; γX : R
n −→ R una funcio´n C10(Rn) tal que
Ω ∩DX = {(x, xi) : x ∈ Rn y γX(x) < xi} ∩DX
∂Ω ∩DX = {(x, xi) : x ∈ Rn y γX(x) = xi} ∩DX .
Entonces existen δX y εX tales que ∂Ω esta´ contenido en la unio´n de conjuntos abiertos de
la forma
VX := {x ∈ Rn+1 : x := (x1, .., xi−1, xi+1, .., xn+1) ∈ DX y γX(x)− δX < xi < γX(x) + εX}.
Por ser ∂Ω compacto, podemos cubrirlo con finitos de estos conjuntos, es decir, existen
finitos elementos Xk ∈ ∂Ω con k = 1, ..., N tal que ∂Ω ⊂ ⋃Nk=1 VXk .
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Notacio´n 8.11. Por simplicidad llamaremos Vk, εk, δk y γk a VXk , εXk , δXk y γXk respectiva-
mente.
Observacio´n 8.12. Ω ⊂ ⋃Nk=0 Vk donde
(8.12) Vk := {x ∈ Rn+1 : x := (x1, .., xi−1, xi+1, .., xn+1) ∈ Dk y γk(x) ≤ xi < γk(x) + ε}
y V0 := Ω \
⋃N
k=1 Vk. Con este cubrimiento trabajamos a partir de ahora.
De la misma manera que en el caso Ω = Rn× (0,∞) trabajamos con el operador de la forma
A = − 1
m
div M ∇,
donde m y M satisfacen (H1)-(H4) dadas en la Observacio´n 8.6.
Definimos H y E como en (8.2) y (8.3) respectivamente.
Entonces tenemos el siguiente resultado.
Teorema 8.13. Asumamos que A tiene la propiedad awpp. Entonces para cualquier conjunto
Uδ de la forma
Uδ := {x ∈ Rn+1 : x = (x1, .., xi−1, xi+1, .., xn+1) ∈ D ⊂ Rn y γ(x) < xi < γ(x) + δ},
donde δ > 0 tal que Uδ ⊂ Ω, 1 ≤ i ≤ n + 1 fijo y γ : D −→ R es la funcio´n que parametriza
localmente el borde de Ω, se tiene ∫
Uδ
1
mi,i(x)
dµ =∞.
Demostracio´n. La demostracio´n sigue de la misma forma que en 1. Teorema 8.8. 
Observacio´n 8.14. En particular, si m−1i,i ∈ L1loc(Ω) para todo i con 1 ≤ i ≤ n+1, entonces A
no puede tener la awpp.
Recordemos que {Vk}Nk=1 dado en la Observacio´n 8.12 es un cubrimiento de ∂Ω, entonces
para todo X ∈ ∂Ω, X = (x, γk(x)), donde x ∈ Dk.
Teorema 8.15. Supongamos que para todo x ∈ Rn tal que (x, γk(x)) ∈ ∂Ω existe una bola
B ⊂ Dk que contiene a x tal que
(8.13)
∫ ε
0
1
ωB(t)
dt =∞,
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donde
ωB(t) =
∫
B
(ΓMΓT )(x, t+ γk(x)) dx,
con Γ = (− ∂γ∂x1 , ...,−
∂γ
∂xi−1
, 1,− ∂γ∂xi+1 , ...,−
∂γ
∂xn+1
) y 0 < t < ε, donde γk, Dk y xi corresponden
al elemento Vk del cubrimiento de Ω, 1 ≤ k ≤ N .
Bajo estas hipo´tesis A tiene la propiedad awpp.
Demostracio´n. Supongamos que A no tiene la awpp. Luego E 6= E0, es decir, existe al
menos un funcional λ ∈ E ′ talque λ = 0 en E0 y una funcio´n ϕ ∈ C∞c (Ω) con λ(ϕ) 6= 0.
Sea {ξk}Nk=0 la particio´n de la unidad asociada a {Vk}Nk=0. Luego, se tiene que
ϕ =
N∑
k=0
ϕk,
donde
ϕk := ϕξk
sop (ϕk) ⊂ Vk ∩ Ω∑N
k=0 ξk = 1.
Como λ(ϕ) =
∑N
k=0 λ(ϕk) =
∑N
k=1 λ(ϕk) 6= 0, existe al menos un k tal que 1 ≤ k ≤ N y
λ(ϕk) 6= 0. Supongamos sin perder generalidad que λ(ϕk) = 1 y
Vk = {x ∈ Ω : x = (x1, .., xi−1, xi+1, ..., xn+1) ∈ D y γk(x) ≤ xi < γk(x) + ε}.
Sea ahora la transformacio´n φk : D × (0, ε) −→ Vk dada por
(8.14) φk(y) := (y, yi + γk(y)),
y sea ψk : Vk −→ D × (0, ε) la transformacio´n inversa de φk.
Definimos g = f ◦ φk : D × (0, ε) −→ R con f ∈ E y λ˜ como λ˜(g) = λ(fk) donde fk = fξk.
Sea
E˜k := {g = f ◦ φk : ‖g‖E˜k <∞},
donde
‖g‖E˜k := ‖fk‖E .
De esta manera λ˜ resulta un funcional lineal en E˜k. En efecto,
|λ˜(g)| = |λ(fk)| ≤ ‖λ‖E ′‖fk‖E .
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Dado y ∈ D, sea ζ0(y) = (ϕk ◦φk)(y, 0) (recordemos que el elemento nulo se encuentra en la
posicio´n i-e´sima) y definimos el espacio E = {η ∈W 1,2loc (0, εk) : ζ0 ⊗ η ∈ E˜k} que, con la norma
‖η‖E = ‖ζ0 ⊗ η‖E˜k , resulta un espacio de Banach y C∞c (Ω) es denso en E.
Sea η ∈ C∞c (0, ε) y ζk(y) := η(0) (ϕk ◦ φk)− ζ0 ⊗ η.
La funcio´n ζk ◦ ψk ( la ”subida”de ζk) tiene las siguientes propiedades:
sop (ζk ◦ ψk) ⊂ K ⊂ Ω donde K es un conjunto compacto. En efecto, para x ∈ Vk ∩ ∂Ω
se tiene (ζk ◦ ψk)(x) = ζk(y, 0) = 0
ζk ◦ ψk ∈ E .
Luego, |λ˜(ζk)| = |λ((ζk ◦ ψk)ξk)| = 0 pues λ se anula en E0.
Entonces
λ˜(ζ0 ⊗ η) = λ˜(η(0) (ϕk ◦ φk)) = η(0)λ(ϕkξk) = η(0).
Por lo tanto
(8.15) |η(0)| ≤ ‖λ˜‖ ‖η‖E = ‖λ˜‖ ‖ζ0 ⊗ η‖E˜k .
• Analizemos ‖η‖2E : Como ζ0 ⊗ η ∈ E˜k existe una funcio´n f ∈ E tal que ζ0 ⊗ η = f ◦ φk y
tenemos que
‖ζ0 ⊗ η‖2E˜k = ‖fk‖
2
E = b(fk, fk) + ‖fk‖2H(8.16)
=
∫
Vk∩Ω
M(x) grad fk(x) grad fk(x) dµ
+
∫
Vk∩Ω
|fk(x)|2m(x) dµ.
Definimos
1. m˜(y, yi) := (m ◦ φk)(y, yi) = m(x, xi)
2. M˜(y, yi) := [Dψk](x, xi)M(x, xi)[Dψk]
T (x, xi).
Entonces, con el cambio de variables φk(y) = x se puede escribir
(8.16) =
∫
D×(0,ε)
M˜(y) grad (ζ0 ⊗ η)(y) grad (ζ0 ⊗ η)(y) dµ +
∫
D×(0,ε)
|ζ0 ⊗ η(y)|2 m˜(y) dµ
=
∫ ε
0
ω˜(yi) η
′
(yi)
2 dyi +
∫ ε
0
β˜(yi) η
′
(yi) η(yi) dyi +
∫ ε
0
(α˜(yi) + c˜(yi)) η(yi)
2 dyi,
para
ω˜(yi) =
∫
D
m˜i,i ζ
2
0 dy
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β˜(yi) = 2
∫
D
∑
k 6=i
m˜k,i ζ0 ∂kζ0 dy
α˜(yi) =
∫
D
M˜
′
grad ζ0 grad ζ0 dy
c˜(yi) =
∫
D
|ζ0|2 m˜ dy,
y donde la matriz M˜
′
es la matriz M˜ sin la fila y columna i-e´sima.
Reemplazando en (8.15) y por ser M definida positiva se tiene β˜(yi) ≤ 2
√
α˜(yi) ω˜(yi) para
todo yi y entonces
|η(0)|2 ≤ C
(∫ ε
0
ω˜(yi) η
′
(yi)
2 dyi +
∫ ε
0
(α˜+ c˜)(yi) η
2(yi) dyi
)
.
Luego, ∫ ε
0
1
ω˜(yi)
dyi < C.
Pero, para toda bola B que contenga al soporte de ζ0,
ω˜(yi) =
∫
D
m˜i,i(y, yi) ζ0(y) dy ≤ C
∫
B
m˜i,i(y, yi) dy =: ω˜B(yi),
y entonces
(8.17)
∫ ε
0
1
ω˜B(yi)
dyi < C.
• Particionando Rn como en la demostracio´n del Teorema 8.3 en el caso Ω = Rn × (0,∞),
se obtiene que ∃y ∈ D tal que para toda bola B ⊂ D que contenga a y se tiene∫ ε
0
1
ω˜B(yi)
dyi <∞.
En efecto, para cada j ≥ 0, sea {ξj,k}k∈Zn una particio´n de la unidad tal que sop ξj,k ⊂
B(k 2−j ,
√
n 2−j) := Bj,k.
Sea j = 0: como ϕ =
∑
k ϕξ0,k, con sop ξ0,k ⊂ B(k,
√
n) y λ(ϕ) 6= 0, entonces existe al
menos un k0 tal que λ(ϕξ0,k0) 6= 0. Luego, B0,k0 = B(k0,
√
n) contiene al soporte de ϕξ0,k0 y
se tiene (8.17) para B = B0,k0 .
Ahora definimos ϕ0 = ϕξ0,k0 .
Sea j = 1: como ϕ0 =
∑
k ϕ0 ξ1,k, existe al menos un k1 tal que λ(ϕ0 ξ1,k1) 6= 0. Luego se
tiene (8.17) para B = B1,k1 . Observar que B1,k1 ⊂ B0,k0 .
En forma inductiva, se construye una sucecio´n de bolas para las cuales vale (8.17). El punto
y ∈ D que estamos buscando es la interseccio´n de estas bolas.
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• Pero, por la definicio´n de M˜ ,
m˜i,i(y, yi) = (Γ M Γ
T ) ◦ φk(y, yi) = (Γ M ΓT )(y, yi + γk(y))
donde Γ = (− ∂γ∂x1 , ...,−
∂γ
∂xi−1
, 1,− ∂γ∂xi+1 , ...,−
∂γ
∂xn+1
).
Entonces
ω˜B(yi) =
∫
B
m˜i,i(y, yi) dy =
∫
B
(Γ M ΓT )(y, yi + γk(y)) dy = ωB(yi)
y se tiene que ∃x ∈ D tal que para toda bola B ⊂ D que contenga a x∫ ε
0
1
ωB(yi)
dyi <∞.

Del teorema se desprende el siguiente corolario que nos da una equivalencia para la propiedad
awpp.
Corolario 8.16. Asumamos que para x ∈ Dk existe ρ > 0 tal que B(x, ρ) ⊂ Dk y
sup
0<xi≤ε
(∫
B(x,ρ)
(ΓMΓT )(x, xi + γk(x)) dx
) (∫
B(x,ρ)
1
mi,i(x, xi + γk(x))
dx
)
<∞.(8.18)
Entonces A tiene la propiedad awpp si y so´lo si para toda bola B ⊂ Dk con x ∈ B∫ ε
0
∫
B
1
mi,i(x, xi + γk(x))
dx dxi =∞.(8.19)
Demostracio´n. ⇒) Spongamos que A tiene la awpp luego, por el Teorema 8.13
(8.20)
∫
Uδ
1
mi,i(x)
dµ =∞,
para todo conjunto de la forma Uδ := {x ∈ Rn+1 : x = (x1, .., xi−1, xi+1, .., xn+1) ∈ D ⊂
Rn y γ(x) < xi < γ(x) + δ}, donde γ es la funcio´n que parametriza localmente el borde de Ω.
Luego, escribimos (8.20) como una integral en variables separadas y haciendo el cambio de
variables xi = t+ γk(x) en la integral interior se tiene∫
Uδ
1
mi,i(x)
dµ =
∫
D
∫ γ(x)+δ
γ(x)
1
mi,i(x, xi)
dxi dx
=
∫ δ
0
∫
D
1
mi,i(x, xi + γ(x))
dx dxi =∞.
Pero esto es va´lido para cualquier conjunto Uδ, en particular si tomamos D = B ⊂ Dk , γ = γk
y δ = ε. La implicacio´n queda probada.
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⇐) De la condicio´n (8.18) tenemos que para x ∈ Dk existe ρ y una constante positiva C tal
que ∫
B(x,ρ)
1
mi,i(x, xi + γk(x))
dx ≤ C
(∫
B(x,ρ)
(ΓMΓT )(x, xi + γk(x)) dx
)−1
.(8.21)
Luego, por (8.19) con B = B(x, ρ)∫ ε
0
∫
B
1
mi,i(x, xi + γk(x))
dx dxi =∞
y se tiene junto con (8.21) que, para x ∈ Dk existe una bola B que contiene a x que definimos
como B(x, ρ) tal que ∫ ε
0
1
ωB(xi)
dxi =∞,
donde
ωB(xi) =
∫
B
(ΓMΓT )(x, xi + γk(x)) dx,
para 0 < xi < ε. Entonces, por el Teorema 8.15, se tiene que A tiene la awpp, como quer´ıamos
probar. 
Observacio´n 8.17. Existen condiciones sobre la matrizM que aseguran que A cumple la awpp.
Por ejemplo si la condicio´n (8.13) se satisface tomando
ωB(xi) =
∫
B
mmax(x, xi + γk(x)) dx,
donde mmax(x) := ma´x1≤i,j≤n+1mi,j(x). Entonces A tiene la propiedad awpp.
En efecto, sea Γ = (− ∂γ∂x1 , ...,−
∂γ
∂xi−1
, 1,− ∂γ∂xi+1 , ...,−
∂γ
∂xn+1
). Luego, como por seM sime´trica
Γ M ΓT =
Γ M ΓT
‖Γ‖2 ‖Γ‖
2 ≤ ρ(M) ‖Γ‖2,
donde
ρ(M) := λmax(M) ≤ ‖M‖1 ≤ (n+ 1) ma´x
1≤i,j≤n+1
mi,j
para λmax(M) el ma´ximo autovalor de M y ‖M‖1 = sup
‖x‖=1
‖Mx‖1.
Finalmente, como γ es suave ‖Γ‖2 ≤ C y
(Γ M ΓT ) ◦ φ(y, yi) ≤ C (mmax ◦ φk)(y, yi) = C mmax(x, xi).
Si bien esta condicio´n en general resulta mucho ma´s fuerte, puede ser de utilidad, por
ejemplo, en algunas matrices donde la funcio´n mmax sea uno de los elementos de la matriz.
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8.2. Aplicacio´n en espacios de sobolev con pesos
En esta seccio´n aplicaremos los resultados de la seccio´n anterior para estudiar la densidad
de las funciones suaves a soporte compacto en espacios de Sobolev con pesos. En particular,
consideraremos dos familias importantes de pesos: A2(R
n) y potencias de la funcio´n distancia
al borde.
Sea W 1,2ωα (Ω) el espacio de Sobolev definido en el Cap´ıtulo 7 y supongamos que ωα = ω
para todo α con |α| ≤ 1. Si consideramos el operador A definido en (8.1) donde M es la matriz
diagonal con mi,i = ω y m = ω, entonces el espacio de energ´ıa asociado es E = W 1,2ω (Ω) y
E0 =W 1,2ω,0(Ω).
Teorema 8.18. Sea Ω ⊂ Rn un dominio acotado con Ω ∈ C1. Supongamos ω ∈ A2(Rn) y
continua en Ω. Entonces
C∞0 (Ω)  W
1,2
ω (Ω).
Demostracio´n. Recordemos que si ω ∈ A2(Rn) se tiene que ω y ω−1 ∈ L1loc(Ω) y(
1
|Q|
∫
Q
ω(x) dx
)(
1
|Q|
∫
Q
ω(x)−1 dx
)
≤ C
para todo cubo Q ⊂ Rn. Adema´s vimos al final del Cap´ıtulo 7 que C∞c (Ω) es denso en W 1,2ω (Ω).
Entonces el operador asociado A satisface (H1)-(H4), y por la Observacio´n 8.14, el operador A
no puede tener la awpp, es decir
C∞0 (Ω)  W
1,2
ω (Ω).

Teorema 8.19. Sea Ω ⊂ Rn un dominio acotado con Ω ∈ C1. Entonces
1. Si a ≥ 1 entonces C∞0 (Ω)= W 1,2da (Ω).
2. Si −1 < a < 1 entonces C∞0 (Ω)  W 1,2da (Ω).
Demostracio´n. 1. Si a ≥ 1 se tiene que da ∈ L1loc(Ω), es continua en Ω, d−a ∈ L1loc(Ω) y
tambie´n C∞c (Ω) =W
1,2
da (Ω) (ver [KO84]).
Luego, el operador A asociado satisface (H1)-(H4) y entonces basta probar que se cumple
la condicio´n (8.13) dada en el Teorema 8.15. En particular, podemos verificar las hipo´tesis ma´s
fuertes dadas por la Observacio´n 8.17.
Analizamos ∫ ε
0
1
ωB(t)
dt =∞,
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donde
ωB(t) =
∫
B
mmax(x, t+ γk(x)) dx
y en este caso mmax(x) := ma´x1≤i,j≤n+1mi,i(x) = d(x)
a.
Por ser la funcio´n distancia al borde Lipschitz, se tiene en cada Vk de la particio´n dada en
la Observacio´n 8.12 y para X0 ∈ ∂Ω
da(x, t+ γk(x)) = [d(x, t+ γk(x))− d(X0)]a ≤ |(x, t+ γk(x))−X0|a.
Entonces, si tomamos X0 = (x, γk(x)) se tiene d
a(x) ≤ |t|a y
ωB(t) ≤
∫
B
|t|a dx = C |t|a.
Por lo tanto, ∫ ε
0
1
ωB(t)
dt ≥
∫ ε
0
1
|t|a dt =∞
para a ≥ 1, es decir C∞0 (Ω)= W 1,2da (Ω).
2. Si −1 < a < 1, se tiene por Teorema 4.1 que da ∈ A2(Rn). Entonces, por el Teorema 8.18,
C∞0 (Ω)  W
1,2
da (Ω). 
En general si tenemos un espacio de Sobolev dado porW 1,2ωα (Ω), podemos asociarle el opera-
dor A definido en (8.1) con M una matriz diagonal, donde mi,i = ωαi para αi = ei y m = α0. Es
claro entonces que el espacio energ´ıa E es W 1,2ωα (Ω) y el correspondiente E0 resulta ser W 1,2ωα,0(Ω).
Luego, si Ω es un dominio como en el Teroema 8.3, podemos caracterizar los pesos ωα de
manera que el espacio C∞0 (Ω) sea denso en W
1,2
ωα (Ω), es decir, W
1,2
ωα (Ω) =W
1,2
ωα,0
(Ω).
Teorema 8.20. Sea Ω = Rn × (0,∞) y sea W 1,2ωα (Ω) el espacio de Sobolev con pesos ωα donde
ωα > 0 y ωα ∈ L1loc(Ω) para todo α con |α| ≤ 1,
si |α| = 0, ωα satisface que, para todo compacto K ⊂ Ω, existen constantes positivas aK
y bK tales que aK ≤ ωα(x) ≤ bK para casi todo x ∈ K,
ωα continua y ω
−1
α ∈ L1loc(Ω) si |α| = 1.
Supongamos que C∞c (Ω) es denso en W
1,2
ωα (Ω) y supongamos adema´s que para todo x ∈ Rn
existe una bola B que contiene a x tal que
(8.22)
∫ 1
0
1
ωB(z)
dz =∞,
donde ωB(z) =
∫
B ωα(y, z) dy, con α = (0, ..., 0, 1). Entonces C
∞
0 (Ω) es denso en W
1,2
ωα (Ω).
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Observacio´n 8.21. El resultado sigue siendo va´lido tanto para Ω = Ωγ como para Ω un dominio
acotado C1 reemplazando la hipo´tesis (8.22) por las dadas en el Teorema 8.8 y Teorema 8.15
respectivamente.
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