Abstract-We present a fully automatic method to detect doctored digital images. Our method is based on a rigorous consistency checking principle of physical characteristics among different arbitrarily shaped image regions. In this paper, we specifically study the camera response function (CRF), a fundamental property in cameras mapping input irradiance to output image intensity. A test image is first automatically segmented into distinct arbitrarily shaped regions. One CRF is estimated from each region using geometric invariants from locally planar irradiance points (LPIPs). To classify a boundary segment between two regions as authentic or spliced, CRF-based cross fitting and local image features are computed and fed to statistical classifiers. Such segment level scores are further fused to infer the image level authenticity. Tests on two data sets reach performance levels of 70% precision and 70% recall, showing promising potential for real-world applications. Moreover, we examine individual features and discover the key factor in splicing detection. Our experiments show that the anomaly introduced around splicing boundaries plays the major role in detecting splicing. Such finding is important for designing effective and efficient solutions to image splicing detection.
I. INTRODUCTION

W
ITH the ease of digital image manipulation, like copy-and-paste (splicing), image forgery has become a common concern and verification of content integrity has become increasingly important. An intuitive and promising approach to image forgery detection is to examine the consistency of inherent physics-based attributes among different parts of an image. These attributes can be natural-scene related, for example, lighting, shadow, and object geometry; or they can be imaging device properties such as camera response function (CRF), demosaicking filter, and sensor noise statistics. Any image that fails to show consistency in these two aspects may be considered as suspects of forgery. Such approaches are passive-no active mechanisms are needed to generate and embed additional signatures into images. Recent research in computer vision and image processing has studied various physical characteristics of imaging devices. A typical camera imaging pipeline is illustrated in Fig. 1 . The light rays (radiances) are first refracted through the optical lens and recorded onto the CCD (or CMOS) sensor. Since the CCD sensor only records a single color channel signal, a demosaicking color filter is needed to interpolate the CCD output into a multispectral image (the irradiance, usually in RGB or CMYK color spaces). The following component, CRF, transforms the interpolated irradiance signal nonlinearly to compensate for the measurable dynamic range, producing the final output, denoted as brightness or intensity. Components in this pipeline, such as the CCD sensor, demosaicking filter, and the CRF, may possess unique characteristics to camera models or even to camera units. If successfully extracted, these physical attributes can be used as the "fingerprint" of the capturing source. Some prior works have proposed fingerprint recovery methods for image source identification, including demosaicking filter [1] - [3] , CCD sensor noise [4] , CRF [5] - [9] and inherent relations between different color channels within the camera [10] . They have also led to consistency checking schemes based on demosaicking inconsistency [1] - [3] , CCD sensor noise [11] , CRF abnormality [12] , and CRF inconsistency [13] .
Common inconsistency checking usually estimates the most likely source model given a test image, and checks whether there is inconsistency between any parts and the overall estimated model [1] , [3] , [11] . In this paper, on the other hand, we address the more general question whether physical attributes from two image parts are from the same source without needing to estimate the overall model. This may be formulated as hypothesis testing or discriminative classification, requiring appropriate similarity measures [13] - [15] .
We focus on camera-signature-based inconsistency measures in this paper, particularly CRF. Among all available signatures, CRF has been extensively studied with many robust estimation methods proposed [5] - [8] , [16] - [19] . However, the space of CRFs has been observed to be extremely dense: CRFs from different cameras can appear very close to each other. Therefore, the consistency measure computed directly from the CRFs would not be effective for splicing detection. One needs more relevant physical cues, e.g., splicing-induced anomalies.
In this paper, we introduce an automatic image splicing detection method based on CRF consistency checking. The objective is to construct a system free of human labor without severely compromising its detection power. An overview of our approach is given in Fig. 2 . We run CRF estimation on each of the automatically segmented image regions, construct a feature vector for each boundary segment, and train a statistical classifier to classify these segments as authentic or spliced. We then fuse segment level results to obtain image level decisions.
We evaluate the performance on both benchmark and challenging data sets. We further perform a series of feature selection experiments to discover the main contributing factor in our detection system. The importance of the anomaly introduced near the splicing boundary has been consistently revealed and has led us to a new, effective feature set which indeed improves the accuracy significantly.
The contributions of this paper are multifold. First, we develop a fully automatic system with an aim to locate any arbitrarily shaped spliced segment, not restricted to fixed, coarse blocks. Second, through extensive feature selection, we discover the splicing boundary anomaly more crucial than pair-wise attribute difference. Lastly, we develop a theoretical model to predict and support the fusion results from local segment scores to image level decisions.
Our method conceptually is most related to the work in [12] , in which suspicious boundaries are manually identified and anomalies associated with the CRF estimated from these selected segments are used to detect splicing. There are interesting similarities and differences. Our results in feature selection confirm that abnormal boundary segments created by splicing indeed provide the most beneficial features for tampering detection, justifying the focus on the boundaries both in our work and [12] . However, our method is different in our rich information from CRF cross fitting using locally planar irradiance points (LPIPs) from segmented regions instead of the anomalies only from the estimated CRF, as in [12] . Our algorithm is also fully automatic, while [12] requires manual selection of suspicious boundaries. Finally, we work from segment level anomaly detection and fuse the scores to image level classification results, a different methodology than [12] .
When compared to the double quantization detection in [14] , we are able to detect arbitrarily shaped regions instead of fixed size blocks. Also, while they determine the authenticity of individual blocks, we focus on the relations between two distinct areas. In fact, these two types of features are complementary. In our work reported in [20] and [21] , we have explored the integration of these two distinct features and demonstrated higher tampering detection accuracy. This paper is organized as follows: Section II introduces the CRF with its mathematical models and estimation methods. Section III describes our automatic splicing detection system followed by results in Section IV. Section V includes theoretical analysis of the fusion model. The feature selection study is then presented in Section VI with results in Section VII. Finally, Section VIII concludes this paper.
II. CAMERA RESPONSE FUNCTION
Prior to the image output recorded on memory cards, cameras perform various operations on the incoming light rays: linear or nonlinear, point-wise or spatial, all of which when combined yield visually pleasant images to human eyes. CRF, the most salient point-wise operation, maps scene irradiance to image brightness nonlinearly (Fig. 1) [19] . Though some emerging camera models may add spatially varying CRFs, it is still considered valid to assume one invariant CRF per camera for existing models today. Mathematically, CRF is often denoted as a single-variable function . Without loss of generality, both and are assumed to be between [0, 1] although different manufacturers may produce different dynamic ranges.
Several models have been proposed to represent CRF: oneparameter gamma function, [6] , polynomial [18] , PCA-based empirical model of response (EMOR) [19] , and the generalized gamma curve model (GGCM) [8] . A comparison across these models is given in [8] , showing superior approximation of EMOR and GGCM over polynomial models. Considering the tradeoff between modeling power and computational complexity, we use a first-order GGCM, .
A. CRF Estimation
The standard CRF calibration procedure is carried out using Macbeth Charts with known irradiances [7] - [9] . The CRF is obtained by fitting a curve to the scatterplot of measured brightness values against their corresponding irradiances. Such CRFs would serve as ground truth when automatic estimation algorithms are evaluated.
The interest of CRF estimation from real images has spanned over a decade. Earlier efforts used images of the same scene with multiple known exposures and solved for the CRF under over-constrained conditions [16] , [17] . Single-image CRF estimation algorithms are only proposed recently. The method in [6] looks for the optimal gamma function with the least higher order correlation. The method in [7] uses RGB colinearity resulted from color blending on edges, which is further extended to grayscale images in [9] . The algorithm in [8] is based on the observation that the ratios between partial derivatives at LPIPs carry information solely related to the CRF but not to the image content. Therefore, by applying an initial step to extract qualifying LPIPs, the CRF can be successfully recovered. This algorithm is discussed with more details in Section II-B and will be used in our splicing detection system.
B. CRF Estimation Using Geometry Invariants
In [8] , the partial derivatives in the brightness domain are shown to be related to the CRF and the irradiance information where denote partial spatial derivatives of the unknown geometry of irradiance. If a point has a locally planar irradiance geometry, , then the secondorder partial derivatives in the irradiance domain would all be zero, and the following equation holds:
This quantity, denoted as , does not carry any information about the geometry of , i.e.,
. With further manipulation we get another quantity (2) which is also independent of irradiance geometry and hence termed Geometry Invariant (GI). It is equal to the gamma parameter if the CRF takes the gamma form. When the CRF is represented by a first-order GGCM, is related to the parameters by
Given a single image, the CRF is estimated by first extracting LPIPs, computing GIs (i.e., and values) using (1) and (2), and iteratively looking for the optimal GGCM parameters to fit the computed GI values using (3). The authors of [8] further explored rigorous ways of LPIP selection, error metric definition, and cross color channel similarity to enhance the accuracy of CRF estimation. Extensive experiments over multiple cameras and diverse images have shown excellent estimation accuracy-average root mean square error (RMSE) as low as 0.0224. More details can be found in [8] .
III. AUTOMATIC SPLICING DETECTION BY CRF CONSISTENCY CHECKING
In this section, we discuss the components in our automatic splicing detection system. Consistency checking is motivated by the fact that spliced images typically contain suspicious regions with different device signatures from other regions. If the spliced region can be automatically located and the signature correctly recovered, image tampering can be revealed successfully. In most scenarios, manual input is not available and an automated process is demanded. This brings image segmentation into the picture, followed by crucial tasks of device signature extraction and consistency checking. In this work, we choose a popular segmentation tool, Normalized Cuts [22] , though other methods such as Mean Shift [23] may also be considered. For device signature extraction, we use the single-channel CRF estimation described in Section II-B. The model-based fitting in our prior work [13] , [14] is used as consistency measures.
Instead of checking between every possible pair of segmented regions, we focus on the authenticity of boundary segments. The anomalous points created near splicing boundaries are expected to be crucial. Given the segmentation results of an image, we propose to first detect suspicious segments and infer if the whole image contains any spliced content.
As illustrated in Fig. 2 , the test image is first segmented into several regions with qualifying LPIPs extracted and CRFs estimated. To determine the authenticity of a boundary segment, we apply cross fitting between two neighboring regions surrounding the segment and self fitting data samples from the boundary segment. The fitting scores, along with other features extracted from the regions, are used as the feature vector representing the segment under question. The segment is detected as authentic or spliced using a discriminative classifier such as support vector machine (SVM). Additionally, image level decisions are obtained by fusing segment level classification results.
A. Image Segmentation
Among various image segmentation tools, Normalized Cuts [22] is widely used because of its intuitive formulation and robust results. It treats image pixels as vertices in a graph and their dissimilarity measures as edge weights. The output is multiple subgraphs with high similarity within each subgraph and low similarity across distinct subgraphs. Practically, Normalized Cuts requires the number of desired regions to be predetermined, typically from 2 to 20. As most spliced images contain only one foreground object of reasonably large size, in our experiments, we opt for a coarse setting to avoid over-segmentation and excessive computation cost. The number of regions is set to be eight based on empirical validation. Note our consistency verification framework is general and different segmentation methods or settings can be easily incorporated. Each boundary segment is categorized into one of the following cases depending on the types of its neighboring sides [ Fig. 3(a) ]. 1) Authentic: Both sides are from the same camera; thus the segment under consideration is authentic. 2) Spliced: Two neighboring regions are untampered but are from different cameras. In this case, the segment coincides with the splicing boundary [white dashed contour in Fig. 3(a) ]. 3) Partially aligned: One or both regions contain content from two cameras. In other words, the automatic boundary segment only overlaps partially with the actual splicing boundary. The notations are illustrated in Fig. 3(b) : we shall denote the two authentic sides as area A and area B, the dilated boundary segment as area E, and O for the union of areas A, B, and E. These notations will be used consistently throughout this paper.
For splicing detection purposes, there is no need to distinguish Spliced from Partially aligned cases since they both indicate the presence of the splicing operation. However, at segment level, the authenticity of partially aligned segments is difficult to define. As such, we only include well-defined Authentic and Spliced segments as our training data to learn robust two-class classifiers. Our hypothesis, as will be confirmed later by experiments, is that such classifiers will still provide reasonable detection power on Partially aligned cases.
B. CRF Consistency Measure via Cross Fitting
To check if a boundary segment is authentic or spliced, we compute cross fitting errors using the estimated CRFs and values of the selected LPIPs: For (where are indices to areas and take values on or ) (4) where is the index of LPIPs and the total number of LPIPs (or 's) from area . If areas A and B are indeed from different cameras, we should obtain large cross fitting errors 's. The above equation measures how well a CRF model estimated in one area can be used to fit the points extracted from a different area. Plugging the CRF model from (3) in the place of , we can set (5) Likewise, for , the self fitting errors are given by
Anomalous distributions of samples from areas E and O are expected if they are not from a single camera. Thus, their self fitting results and should exhibit distinct behaviors from those of authentic regions. We compute the first-and second-order moments of these fitting errors and construct the first set of features of a segment (8) (9) where is the mean and the standard deviation. By taking the first-and second-order moments, we look at the collective statistics of fitting errors rather than individual terms. As a side note, the Bayesian classifier in [8] provides an adjustable threshold so that one can control the rate of points falsely detected as LPIPs and explore the tradeoffs between sufficient LPIPs and low errors caused by false LPIPs.
In [8] , it is also found that the range of image brightness significantly influences the CRF estimation accuracy (Fig. 4) . As the CRF specifies the relation between input irradiance and output intensity over the entire range, a larger coverage of in the observed samples will naturally lead to a smaller estimation error. A small range, on the other hand, may induce inaccurate CRF estimation and hence segment level false alarms. Therefore, we add the averages and the ranges of 's from each area as our second feature set (10) (11) where contains all the values in area and is the range (difference between maximum and minimum values) of 's. Each segment is thus represented by the combined 20-dimensional feature vector from (8) to (11) .
C. SVM Classification
We use an SVM as our classifier for its wide use and proven superiority. Practically, however, due to the complexity of image content, spliced segments are often significantly outnumbered by authentic ones (Table I) . It implies a biased training process toward negative samples and thus poor classification accuracy. We adopt SVM bagging as the remedy. We divide the larger pool (in this case the authentic segments) into subsets, each with a (12) where controls the "bandwidth" of each single distance. In our experiment, is set to 5, and is determined empirically through cross-validation. The decision threshold (currently set at 0.5) can be changed to obtain different operating points in the precision-recall curve as reported in later sections.
D. Image Level Fusion
To obtain a global decision for the image, naively averaging over all scores of individual segments would not be appropriate, since an image with only one spliced segment is still considered as spliced, but the average score will be small if there are multiple authentic segments with low SVM scores.
We adopt a simple alternative-if one or more segments are detected as spliced with scores larger than a threshold, the image is considered spliced. This is equivalent to an OR or MAX fusion model. Varying thresholds will result in different operating points in the image level precision-recall curve.
Note more sophisticated image level detection models can be developed by incorporating the spatial relationship of individual boundary segments. For example, segments aligned with different parts of a large object are likely to have the same classification (spliced or authentic). Such topics are beyond the scope of this paper and may be addressed as future work.
IV. EVALUATION OF BASELINE SYSTEM
In this section, we present the evaluation of our proposed method over the Basic and Advanced sets. We also test the sensitivity of the method to image compression (like JPEG). The theoretical analysis of image level fusion and comparative feature selection will be addressed in later sections.
A. Data Sets
Our benchmark data set consists of 363 uncompressed images [13] : 183 authentic and 180 spliced. Authentic images are taken with four cameras: Canon G3, Nikon D70, Canon EOS 350D, and Kodak DCS330. Each spliced image has content from exactly two cameras with a salient object from one image copied and pasted onto another using Adobe Photoshop without postprocessing. We also made best efforts to ensure image content diversity with different objects and scenes. This set will be referred to as the Basic data set. We use half of these images for training and another half for testing. The numbers of images used in the testing stage are listed in Table I .
The boundary segments are categorized into three sets: Authentic, Spliced, and Partially aligned, as defined in Section III-A. Categorization is done based on the percentage of its overlap with the closest splicing boundary. If the overlap exceeds a certain threshold (e.g., 90%), it is labeled as Spliced. If lower than another threshold (e.g., 10%), it is labeled as Authentic. All others will be labeled as Partially aligned (Ambiguous). As reported in Table I , within one image, there are usually as many Partially aligned segments as Spliced segments; therefore, Partially aligned cases must not be overlooked. As mentioned in Section III-A, these segments are included in the testing stage but not the training stage.
Both the CRF estimation and cross fitting computation require certain numbers of LPIPs to work well. One reasonable question then is whether there exist enough LPIPs on the spliced boundaries in practical situations. To verify this, we examined our test data set and found that even without special smoothing of filtering after splicing, most of the spliced images have at least two or more segments that are associated with more than 100 LPIPs for each segment. Both segment level and image level results are evaluated over the Basic data set. We randomly partition the data set at image level into training and test sets so that segments from the same image will not be included in both training and test sets. In order to see how well our classifier generalizes, we also test our detector on an additional image set that include 21 authentic images and 38 high-quality spliced images using advanced vision and graphic tools courtesy of Microsoft Research Asia. These images are typically JPEG compressed, with matting or color adjustment as postprocessing in addition to copy-and-paste. It is a much more realistic and challenging set for splicing detection, hence denoted as the Advanced data set. Note the test is performed on the new advanced spliced images without any retraining of the classifiers.
B. Performance on the Basic Data Set
Previous works on tampering detection report detection rates [1] , confusion matrices [2] , or simply case-by-case results [11] , [12] . However, we opt for the precision-recall (PR) curve due to highly unbalanced data ( Table I ). The precision is defined as the ratio of correctly detected spliced segments over all segments classified as spliced, and the recall is the ratio of correctly detected spliced segments over all spliced segments. The recall rate is the same metric as detection rate, and in one of the false alarm rate definitions, the precision is simply False Alarm Rate ; therefore. the PR curve is arguably equivalent to the common receiver operating characteristic (ROC) curve with detection and false alarm rates. Although the segment level classification accuracy is only slightly better than random guess [ Fig. 5(a) ], our OR-based fusion scheme for image level classification proves to be powerful-70% precision, 70% recall [ Fig. 5(b) ]. We provide a theoretical explanation of the performance gain by the fusion scheme in Section V. In Fig. 5(b) , we compare our results against two random guess schemes. The first one is conducted at the image level (referred to as random guess 1), based on the population of spliced images in the data set. The second one is to first perform random guess on the segment level and then fuse these results to obtain image level decisions (random guess 2) using the same OR function. The PR curves show that the second scheme is better than the first one. Nevertheless, when compared with the experimental results, it is clear that our detector is superior to both random guess schemes.
C. Generalization to JPEG Compressed Images
In order to evaluate the performance of our algorithm under realistic scenarios where most images are JPEG compressed, we perform JPEG compression of three different quality factors ( and ) on the Basic data set and apply our SVM based splicing detector. As shown in Fig. 5(a) and (b) , without retraining the classifiers, there is very little performance degradation caused by compression. Although heavy compression indeed leads to lower segment level detection accuracy [ Fig. 5(a) ], at image level, the recall rate only suffers a 5% drop at precision 70%. One interesting note is that at segment level, images compressed with a high quality factor even outperform the original uncompressed data. One conjecture, though lacking empirical verification, is that high-quality compression may help remove certain image noise and achieve more accurate CRF estimation and splicing detection. 
D. Generalization to an Unseen, Challenging Data Set
When tested over the unseen Advanced data set, we observe performance decrease at segment level as anticipated: the PR curve is almost only as good as random guess [ Fig. 5(c) ]. Nevertheless, at image level, a precision-recall of 70% and 70% can still be obtained, comparable to that of the Basic data set [ Fig. 5(d) ]. Note this suggests satisfactory detection even when the trained detector is applied to new images with significantly different splicing and postprocessing operations.
In Fig. 6 , we observe that spliced images with a large object, e.g., human face or body, are more likely to get precise segmentation and correct detection, even when postprocessing is present [ Fig. 6(a) and (d) ]. Images with objects similar to backgrounds suffer from inaccurate segmentation. However, some of the resultant partially aligned segments can still be useful, as shown in Fig. 6(b) and (e). Lastly, images with complex textures [e.g., trees in Fig. 6 (c) and lake reflections in Fig. 6(f) ] are prone to false alarms. In the last case, some images are detected due to segment level false alarms. To examine the effect of such "lucky" detection, we re-evaluate the performance to include only detection due to correct segment level detection and found the overall accuracy slightly degrading to 63.9%.
E. Possible Attacks to Our System
Various attack strategies exist against our system. For example, one may create a spliced image and apply another CRF so that the image appears to be generated from only one camera. Though this may weaken inconsistency cues, applying a CRF will not completely conceal the differences of the original CRFs and our method should be able to at least partially capture such inconsistency. Similarly, if the splicing is created from two images with the same CRF, we expect the boundary self fitting anomalies to still exist. Therefore, our design has a good chance to survive against these two types of attacks.
Some other tampering involves local, subtle touch-ups. In that case, if the magnitude of alteration does not exceed a certain level, it is likely to remain undetectable by our system either due to the miss in automatic segmentation or in segment level splicing detection. This is, however, beyond the scope of our work and is not the type we had originally targeted.
We offer theoretical analysis in Section V for the segment-toimage level performance gain.
V. SEGMENT-TO-IMAGE LEVEL PERFORMANCE GAIN: THEORETICAL EXPLANATION
One may question why the image level classification results appear to be much better than the segment level performance. In this section, we present theoretical validation, demonstrating how to arrive at image level results from segment level precision-recall through the simple OR fusion scheme.
Assuming the segment level false alarm rate and recall at a certain decision threshold , the image level recall using our OR fusion scheme is the probability that at least one of the segments gets a score higher than the threshold (13) where is the SVM score for segment in a spliced image , the number of authentic segments in a spliced image is denoted as , the number of spliced segments , and the number of partially aligned segments . The quantity is the probability that the score of a partially aligned segment exceeds the threshold. Note when computing , authentic images are not involved.
In the following, the uppercase letters in the subscript and denote whether the analysis is at the segment or image level. The lowercase letters denote the categories of segments or images: authentic, spliced, or partially aligned (which is only relevant to segments but not images).
A. Conditional Probabilistic Model for OR Fusion
Equation (13) assumes every image in the data set has the same error statistics, , , and . However, from our experiments, we discover that images with different characteristics usually result in different detection performance.
To partially alleviate the problem, we group the images according to the distribution of segment types. We introduce a three-dimensional vector to denote the numbers of segments of different types in a spliced image. We collect all images with the same and compute segment level for this group. Below we refine the model into a conditional probabilistic formulation.
The segment level detection measures will be conditioned on . Since the image level recall is obtained through and , it is also conditioned on (14) From this formulation, we are ready to derive the image level recall, image level false alarm, and image level precision.
B. Image Level Recall, False Alarm, and Precision
The overall image level recall is obtained by summing all conditional recalls given in (14) over all possible 's (15) where is proportional to the number of the spliced images with distribution type .
The Image level false alarm will be derived through authentic images. We conduct a similar conditioning procedure and obtain the conditional segment level false alarms associated with authentic images (where denotes the number of segments within an authentic image).
The image level false alarm is, therefore, the probability that an authentic image is classified as spliced given that it has authentic segments (16) Summing over all possible 's, we get the overall image level false alarm (17) Having obtained the image level recall and false alarm in (15) and (17), the image level precision can be readily derived as their weighted average (18) where and are the numbers of spliced and authentic images, respectively.
C. Experimental Verification of Theoretical Analysis
The objective of this subsection is to verify our theoretical derivations with experimental results. The statistics from the Basic data set (Section IV) are used in this procedure. Specifically, we group the spliced images according to their 's (i.e., ) and evaluate the image level recall value and segment level performance for different 's and thresholds . From the data set, we also obtain false alarms associated with authentic images. Probability mass functions and are then constructed. These values are used to predict image level performance . We present the comparison between predicted and actual experimental results in Fig. 7 . While they may not coincide with each other exactly, our theoretical prediction offers a reasonable performance estimation and is especially useful in assessing the relative gain when fusing segment level scores to image level decisions.
VI. FEATURE SELECTION
To further discover the main contributing factor to effective splicing detection, we perform feature selection on the 20-dimensional feature vector. Re-examining (8) and (9), the original features can be categorized into different groups with distinct physical meanings: 1) Consistency: two-area (A, B) cross fitting 2) Anomaly: self fitting of boundary segment (E)
3) Anomaly: Self fitting of the whole area (O)
The first group represents the consistency between two "authentic" regions, the second extracts the information from splicing boundaries, and the third captures the anomaly in the whole image. Interesting issues thus arise:
A) Is two-way cross fitting between A and B sufficient for splicing detection? B) How important is the anomaly from splicing boundaries (solely from E and/or collectively from O)? C) If E and O are indeed crucial, what is the sensible way to use them? D) Can the anomaly related features be further amplified? E) Based on these tests and observations, what would be the ideal feature set for image splicing detection? In order to answer these questions, we arrange corresponding feature sets as follows:
A) Two-way Cross Fitting This question can be answered by the detection performance of compared with the whole feature set.
B) Boundary Self Fitting as Standalone Features
Here we run SVM training and testing on alone and alone. We compare them against the results using only to determine which factor plays the key role: two-way cross fitting from authentic regions or the anomaly created around splicing boundaries.
C) Boundary Self Fitting as Auxiliary Features
In addition to the above comparison, we run tests on and to observe the impact of and when combined with . Results from the previous and the current arrangements will reveal the optimal way of using boundary self fitting anomaly.
D) Amplified Anomaly
We further create another subset which treats areas A and B as one single source C (implicitly assuming they come from the same camera) and conduct cross fitting between this area and area E.
The intuition is that when treating the content from different cameras as from the same camera, an abnormal result in CRF estimation will occur. By fitting this abnormal CRF to the abnormal points generated from suspected splicing area E, we can amplify the anomaly effect from two separate sources. A set is created following the same rationale.
E) Ideal Feature Subset
Based on the findings of all previous arrangements, we arrive at a final, optimal subset of features that preserve only the crucial components to successful detection. SVM training and testing will be conducted to verify the detection power of such feature subset.
VII. FEATURE SELECTION RESULTS
In this subsection, we analyze the performance of different feature subsets described in Section VI.
A. Two-Way Cross Fitting
When excluding self fitting scores from splicing boundaries, two-way cross fitting between areas A and B pulls the classification performance down, as shown in Fig. 8(a) , (e). At segment level [ Fig. 8(a) ], it can be as dramatic as a 15% precision decrease when recall is low (around 20%). In Fig. 8(e) , the image level performance suffers even more than segment level: with recall at an acceptable 80%, precision is 10% lower, and when recall drops to as low as 30%, precision falls by 20%.
B. Boundary Self Fitting as Standalone Features
Results from the previous subsection confirm the necessity of splicing boundary information. In this subsection, we use self fitting scores from area E (or area O) as standalone features and compare the results against two-way cross fitting.
In Fig. 8(b) and (f), it is worth noting that performs only similarly as , demonstrating that the anomaly from splicing boundaries would not work alone. However, the anomaly included in the whole image is comparable, or even better than the original feature set, if we choose thresholds corresponding to recall rates higher than 45%.
We also combine and , equivalent to collecting all the anomaly related features in the original feature set. The segment level PR curve lies between and the original set [ Fig. 8(b) ]. At image level, the PR curve is very close to the original set, especially when recall is above 70% [Fig. 8(f) ].
C. Boundary Self Fitting as Auxiliary Features
We now look at how anomaly related features ( and ) behave as auxiliary sets when added to the poorly per- forming two-way cross fitting . Fig. 8(c) shows that and both boost the segment level performance of , with achieving much higher performance gain. At image level [ Fig. 8(g)] , with does not perform consistently better, while with performs extremely well: comparable to the whole set at recall above 70% and 5%-10% higher precision than with throughout. Results show that the splicing induced anomaly is key to successful detection in all possible ways of use, whether competing with the nonanomaly related features , or serving as its aid when used in a collaborative way.
D. Amplified Anomaly
Previous findings inspire us to extract anomaly by treating areas A and B as one authentic area C. There is hence potential anomaly in the estimated CRF and fitting of locally planar points if they are actually from different sources. We then conduct cross fitting between this area and area E. If an image is spliced, there will be anomaly both in C and E. Compared to the feature using alone and with , in this new feature set, we amplify the significance of the anomaly. PR curves in Fig. 8(d) and (h) validate this claim.
E. Ideal Feature Set
Previous experiments have revealed the following: 1) Two-way cross fitting from authentic areas is not sufficient for splicing detection. 2) Anomaly from "hybrid" areas is crucial, especially when cross fitting between different areas. These observations lead us to look for an ideal feature set, making use of the anomaly in the most powerful way. We take cross fitting components from and the full , constructing an optimal set Capturing the contribution from both the anomaly and cross fitting, this set performs significantly better than all subsets experimented above (Fig. 9) . It is even superior to the original set, especially over the range of precision from 70% to 80%.
VIII. CONCLUSION AND FUTURE WORK
We proposed an automatic spliced image detection approach based on geometry invariant CRF estimation, consistency checking, and image segmentation. The method is fully passive and automatic-neither active signature embedding nor manual input is needed. Though the accuracy in detecting specific location is modest, the segment to image level fusion not only works well on the basic benchmark set but also gives satisfactory accuracies on a challenging realistic set. Results demonstrate that our method is promising for real-world applications. Such good performance is also verified through theoretical analysis.
With extensive feature selection, we show that the anomaly induced near the splicing boundary is crucial to successful detection, whether used as a standalone feature set or as an auxiliary set to other features. This comparative study has also provided deeper physical insight to design an optimal feature set which indeed demonstrates superior performance.
Future work may include incorporation of spatial constraints such as boundary smoothness, continuity, and alignment with image scene context to prune classification errors and refine the localization accuracy of specific spliced areas.
