Introduction
Unlike most process industries a wastewater treatment plant receives a raw input material whose variations with time are large and imprecisely defined.
Some of these disturbances, which result from rainfall-runoff into the urban sewer network, are quite disruptive for the operation of the treatment plant and may also cause a subsequent overloading of the receiving river's self-purification capacity. The effluent from a sewer network, i.e. the influent to a wastewater treatment plant, is as it were, the fulcrum about which the control of the sewer network and the treatment plant is balanced. Therefore, an advance knowledge of the dynamic variations of the influent flow would play an important role in the more efficient operation of the treatment plant and the minimisation of storm-water overflows from the sewers.
Most previous models for urban rainfall-runoff/sewer effluent flow relationships tend to be of the large, deterministic~ internally descriptive type. The predictor is adaptive in the sense that it automatically adjusts the model l~ramete~to any unknown changes in the process dynamics. It is practical in the sense that it assumes very little on-line instrumentation of the system: in genera]~ the innovation of an automatic control for water quality is severely hampered by a lack of the relevant, reliable, and robust measuring equipment. Figure 1 The water quality system.
PROBLEM FORMULATION
Consider the water quality system defined by figure 1. Consider further the competing demands made on the quality "resources" of a reach of river by the assimilation of waste material from one urban community and the supply of potable water to a second, adjacent~ downstream urban community.
A proper understanding and control of the dynamic variations in river water quality would seem to be of vital importance to the organisation of the river's resource and amenity potential. Yet~ although we have seen this stated many times before, automatic control, a common feature of most process industries, is notable by its absence from the water quality system. Much effort is still required to obtain suitable dynamic models for subsequent control system synthesis; a review of this field, with particular reference to the application of system identification and parameter estimation techniqueSyis given in BECK (1975) 4 .
A knowledge and control of river water quality dynamics implies a knowledge of the dynamic characteristics of the sewer network and the wastewater treatment plant.
In particular, figure I shows that the periodic oscillations of the consumer effluent, ~c2 ' and the sudden, impulsive nature of urban runoff from any rainfall event, -~O2 , The class of models to be examined is one of parametric, linear, time-invariant models of a canonical form. They are black box models in the sense that they assume no knowledge of physical relationships between the system,s inputs and output other than that the inputs should produce observable responses in the output.
3.!. Maximum Likelihood Identification.
In the general case, given the set of input/output data samples (n i (t) , i = 1, 
The residual errors of eqn. (I), {e(t) , t = I, 2, ..., N} , defined by
are thus an independent and normal (O,X) sequence. Notice that in this application the inputs of the system correspond to the rainfall u. measured at the locations i = 1 I, 2, ..., m and the output y is the influent flow to the treatment plant (see figure 2).
Adaptive Prediction
For the derivation of an adaptive predictor (WITTENMARK (1974) 22 ) let us consider once again the discrete-time process, eqn.
(1), which we rewrite as, (6) where E{...}is the expectation operation and s(t+k) is the prediction error,
the predictor which minimises eqn. (6) 
Alternatively, if the polynomials A, Bj, C are unknown, they can be estimated offline by the method outlined in section 3.1 above and then substituted into eqns. (8) and (10) to obtain the predictor.
However, for an on-line predictor of an unknown process we should prefer to identify the process and make predictions "simultaneously". 
14);
Step -k) ,...,y(t-k-n+l), -9(i-lJt-k-1),...,-9(t-nli-k-n), v1(t),... ,
Vm~, In an initial study of the feasibility of an on-line adaptive predictor it would have been advantageous to identify the process, eqn. (I I by maximum likelihood methods, compute the optimal (minimum variance) predictor through eqns. (8) and (10), and then compare the adaptive predictor, eqn. (15), for the unknown process with the optimal predictor for the known process. The preceding remarks do not really support the use of such a procedure, although, at the very least, it is possible to conclude that a suitable predictor would have low-order A*(q -I) amd B*(q-1)polynomials.
P(t) = P(t-1)-P(t-1)~(t)[1+zT(t)_ P(t-1)~(t)_ ]-IzT(t)
We consider the case where we have only (low-pass filtered) measurements of the influent flow-rate to the treatment plant, y(t).
One-step ahead prediction
It is found that an appropriate structure for the one-step ahead predictor (k=1) is defined by,
~(t+llt) = %y(t) -%9(tlt-1) +~oVl(t+l) +~lVl(t) +Y2oV2(t+l)
+ ~21v2(t) (22) where Vl(t ) = Yw(t) and v2(t ) = ~d(t) are respectively synthetic, deterministic, TI~m (hrs) Figure 5 The results of the one-step ahead adaptive predictor Simultaneously, the estimate of eo is considerably adapted in order to track the changing properties of the system's dynamics, of which the structure of the four-step ahead predictor is relatively "ignorant". However after such temporary disturbances returns slowly to its steady-state value for dry-weather conditions thus giving o a good illustration of the adaptability of the predictor (see figure 7) . Auxiliary variables and additional measurements: For higher values of k the use of rainfall measurements would be of benefit to the predictor. Note that from eqn. (20) there is good reason to believe that the ~ppala sewer system has a pure time delay T =3 (hrs).In a practical situation, therefore, an on-line predictor could cope with a delay of up to 3 hours in the receipt of rainfall measurements, although the time to the peak runoff response Tp(> T) is perhaps a more critical measure for determining the benefits of using these data. It is~ after all, the peak flows which cause the greatest upsetto the operational control of the network and treatment plant. for the modelling of plant input biochemical oxygen demand variations.
CONCLUSIONS
The major limitation in this study of the adaptive prediction of urban sewer flows has been the poor quality of the data. In any future study it can be expected that~ while pumping disturbances may not be eliminated completely, better data would be available for analysis.
With a view to on-line implementation of the predictor it would,therefore, be important %o site the flow-measuring equipment at a carefully chosen location.
0ne-step ahead forecasts of the plant influent flow are obtained from an adaptive predictor which closely approaches the satisfaction of the practical constraints on the system: namely, as little automated instrumentation as possible should be assumed.
The salient feature of the black box model for the predictor is its simplicity and compactness when compared with other, largely deterministic, models based on the physical laws of the system behaviour. For it should be remembered that the currently existing technology of wastewater treatment favours the simple rather than the sophisticated.
