Acquiring clear and usable audio recordings is critical for acoustic analysis of 1 7 animal vocalizations. Bioacoustics studies commonly face the problem of overlapping 1 8 signals, but the issue is often ignored, as there is currently no satisfactory solution.
1 1 learning capabilities and simple construction, have been widely used for word and 1 0 0 continuous speech recognition [16] [17] [18] . By concatenating two separate LSTM 1 0 1 networks, bidirectional LSTMs (BLSTMs) can predict each element of a sequence 1 0 2 based on past and future context and can naturally account for the temporal dynamics 1 0 3 of speech. These models are typically faster and more accurate than standard RNNs in 1 0 4 frame-by-frame phoneme classification [19] . In addition, the BLSTM network can 1 0 5 compensate for exploding and vanishing gradient issues that can occur during the 1 0 6 training of standard RNN models [20] . At present, BLSTMs have achieved 1 0 7 state-of-the-art performance for speech recognition [14, 21] , natural language 1 0 8 processing [22, 23] , and speaker-independent speech separation [24] . As such, a 1 0 9 6 BLSTM model was selected in this study for overlapping bat call separation. 1 1 0
Echolocating bats have two vocal repertoires, stereotypical echolocation calls for 1 1 1 orientation and a variety of communication calls for social activities [25] [26] [27] . 1 1 2
Recordings from both field and laboratory studies indicate that utterances from 1 1 3 individual bats often overlap in both time and frequency, which provides an excellent 1 1 4 template for research on overlapping sound separation in animals. the present study is distinct from these previous cases in which deep neural networks 1 2 0 were primarily used as classifiers. Both overlapping and non-overlapping calls (of both echolocation and 1 2 2 communication types) were recorded from each of the collected bat species studied in 1 2 3 our previous work. We developed a BLSTM network and used the recorded 1 2 4 non-overlapping calls to train the model. Recorded overlapping calls were input to the 1 2 5 trained model and separated. Independent sound files were then reconstructed for each 1 2 6 separated signal. The correctness of these separated signals was measured by 1 2 7 comparing the temporal-spectrum parameters between separated calls and the initially 1 2 8 recorded (non-overlapping) calls from each species. Finally, clustering analysis was 1 2 9 conducted to classify the bats using separated echolocation calls, which provided a 1 3 0 practical application of the proposed technique. All echolocation and communication calls in the overlapping signals were 1 4 2 correctly extracted during the separation procedure, regardless of their pulse duration 1 4 3 or energy characteristics (see Table 1 and Fig 1) . In addition, low-intensity FM 1 4 4 components in echolocation pulses were successfully extracted from three CF bat 1 4 5 species (Figs 1d, 1e, and 1f). 1 4 6 A comparison of seven temporal-spectrum parameters from the separated calls 1 5 4 and the original recorded non-overlapping calls showed no significant differences ( S3 Table) . In addition, parameter deviations in separated calls and original 1 5 6 non-overlapping calls showed minimal RMSE values for both echolocation and 1 5 7 communication signals (Fig 3 and Fig 4) . Clustering analysis performed with 1 5 8 separated echolocation calls produced an accuracy of 93.8% across species ( Fig 5) . The RMSE value is shown under each plot. The vertical axis represents values for 1 6 6 9 each parameter and the horizontal axis represents the number of syllables measured. 1 6 7
The red triangles represent separated calls and the blue dots represent original calls. 1 6 8
Abbreviations include duration (duration), Fstart (starting frequency), Fend (ending 1 6 9 frequency), Fpeak (peak frequency), Fmin (minimum frequency), Fmax (maximum 1 7 0 frequency), and bandw (bandwidth). The BLSTM network used in the present study achieved high accuracy in 1 8 0 separating overlapping echolocation and communication calls from bats. The training 1 8 1 and validation loss for the model also exhibited fast convergence and high robustness 1 8 2 for bat vocalizations. In particular, the separated calls extracted by the proposed 1 8 3 algorithm were reconstructed as waveform files with nearly the same quality as the 1 8 4 non-overlapping calls, suggesting BLSTM networks to be useful tools for separating 1 8 5 signals in future bioacoustic research, such as sound analysis, acoustic identification, 1 8 6 species classification, and wild animal monitoring. 1 8 7
It was difficult to compare the performance of this algorithm with that of previous 1 8 8 1 0 studies, primarily because of differences in the experimental procedure. However, a 1 8 9 comparison of temporal-spectrum parameters between separated calls and 1 9 0 non-overlapping calls was included as an evaluation metric. The seven parameters 1 9 1 used in this study are commonly used in bat studies to describe the temporal-spectral 1 9 2 features of syllables [26, 29] . Statistical results for this comparison showed no 1 9 3 significant differences and small deviations in parameters between separated calls and 1 9 4 original recordings, indicating the system was able to separate calls without affecting 1 9 5 syllable quality. In addition, clustering analysis conducted with reconstructed 1 9 6 echolocation calls was highly accurate (93.8%) for species classification, indicating 1 9 7 that calls separated from overlapping signals could be used to synthesize initial data. 1 9 8
The BLSTM network exhibited good performance across all six bat species using 1 9 9 both narrow and broad time-frequency calls. It also successfully separated different 2 0 0 syllable types from both overlapping echolocation and communication calls (Table 1 , 2 0 1 Fig 1) . No species-specific a priori knowledge or particular acoustic sensor was 2 0 2 directly encoded into the system, making it generalizable to other animal populations 2 0 3 with additional training data. Although the dichotomy between communication and 2 0 4 echolocation calls is relatively drastic, the proposed separation system has potential 2 0 5 applications for other species, as such mixtures are very common in bats. In the future, 2 0 6 more complex emitter-independent separation could be conducted using the proposed 2 0 7 system, such as combinations of echolocation or social calls from other animals. While deep learning models generally perform better when provided with more data, 2 0 9 training with bat calls requires fewer samples than human speech separation, in which 2 1 0 1 1 available training sets can exceed hundreds of hours [13] . One possible reason for this 2 1 1 may be the high signal-to-noise ratio (SNR) of bat sounds recorded with high-quality 2 1 2 ultrasound devices. Previous studies have indicated that a high SNR can improve 2 1 3 separation accuracy [30] and our results suggest this model was suitable for use with 2 1 4 small, high-quality datasets. Although the sound data in this study were sampled in 2 1 5 controlled lab conditions, producing recordings that were essentially free of 2 1 6 background noise, acoustic analysis software could potentially optimize the separation 2 1 7 further by excluding any background noise that was present in the signal. Future studies will also assess the performance of this network for other animal 2 1 9 species. Stereotypical patterns and clearly classifiable syllables have been observed in 2 2 0 the vocalizations of birds, non-human primates, whales, dolphins, and several other 2 2 1 species [31] [32] [33] . Features used in the proposed BLSTM were log spectral magnitudes, 2 2 2 which can be acquired from any vocal sound. This could potentially lead to robust 2 2 3 software that is not specific to a certain species or task. The model could also be 2 2 4 generalized to other animals, though limitations may exist. In addition to the quality 2 2 5 and quantity of training samples, hyper-parameters must be tuned in accordance with 2 2 6 the data [34, 35] . excellent results. This is the first experimental evidence that the BLSTM model is 2 3 0 suitable for separating overlapping bioacoustic signals. These results provided a new 2 3 1 source for sound data analysis in animal acoustics research, which may contribute to 2 3 2 1 2 sample sizes and improve efficiency. This study also demonstrates the potential of 2 3 3 deep neural networks for applications to animal vocalization research, including 2 3 4 species classification and speech separation. FM calls have short pulse durations and wide bandwidths. As such, they overlap with 2 4 1 social calls less in time but more in frequency. In contrast, CF calls have long pulse 2 4 2 durations and narrow bandwidths. They overlap with social calls more in time but less 2 4 3 in frequency. In consideration of the varied overlapping patterns found in bat calls, we 2 4 4 selected both CF bats (Rhinolophus ferrumequinum, Hipposideros armiger, and 2 4 5
Rhinolophus pusillus) and FM bats (Vespertilio sinensis, Myotis macrodactylus, and 2 4 6
Ia io) to test the separation capabilities of the proposed network, including six 2 4 7 different species to test method generalizability. pusillus, and H. armiger were collected from previous studies in our lab (S1 Table) . Sound files for Ia io were selected from unpublished data as follows. Bats captured 2 5 1 from the field were housed in a husbandry room with abundant food and fresh water. During each sound recording experiment, 4-5 bats were transferred to a temporary 2 5 3 cage. Sound recordings were collected using the Avisoft UltraSoundGate 116H 2 5 4
