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Abstract
We detail the construction of a weak Poisson bracket over a submanifold Σ of a smooth manifold M with respect to a
local foliation of this submanifold. Such a bracket satisfies a weak type Jacobi identity but may be viewed as a usual
Poisson bracket on the space of leaves of the foliation. We then lift this weak Poisson bracket to a weak odd Poisson
bracket on the odd tangent bundle ΠT M, interpreted as a weak Koszul bracket on differential forms on M. This lift
is achieved by encoding the weak Poisson structure into a homotopy Poisson structure on an extended manifold, and
lifting the Hamiltonian function that generates this structure. Such a construction has direct physical interpretation.
For a generic gauge system, the submanifold Σ may be viewed as a stationary surface or a constraint surface, with the
foliation given by the foliation of the gauge orbits. Through this interpretation, the lift of the weak Poisson structure
is simply a lift of the action generating the corresponding BRST operator of the system.
Keywords: Gauge system, weak Poisson and Koszul brackets, homotopy Poisson algebra, BRST theory, master
equation.
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1. Introduction and Background
When considering classical gauge systems, one usually starts with a Lagrangian or Hamiltonian function which
may then be used to derive the equations of motion through the least action principle. In most cases this function is
known, but in those that are not, it is known that the existence of a classical BRST differential allows one to identify
the equations of motion and the gauge symmetries independently of the Lagrangian. Such a BRST differential is a
homological vector field on an appropriately extended manifold which encodes the gauge system [2]. In [5], a general
geometric set-up for an arbitrary gauge system was described, and an embedding of such a system into an extended
manifold was constructed. This is without reference to any Lagrangian or Hamiltonian function and merely assumes
the existence of the equations of motion, together with the gauge symmetries present. This geometric construction
introduced a weak Poisson bracket, a Poisson bracket that satisfies a weak Jacobi identity, which allows a quantisation
of these gauge systems which may not be Lagrangian or Hamiltonian. This paper is about lifting this weak Poisson
bracket to the algebra of differential forms by utilising the described embedding into the extended manifold.
For an arbitrary smooth manifold M with local coordinates (xi), let the system of equations T a(x) = 0, a = 1, . . . , k,
define a smooth submanifold Σ of codimension k. Choose n linearly independent vector fields Rα on M such that they
are tangent to Σ. (In fact, linear independence is not necessary but simplifies the exposition, see remark 1.) For
a corresponding gauge system in the Lagrangian formalism, the equations T a(x) = 0 may be identified with the
equations of motion, possibly derived from an action principle, whilst the manifold M is understood as the space of
trajectories in a configuration space of the system. The vector fields Rα then generate the gauge symmetries of the
action. If we consider the Hamiltonian formalism, then the surface Σ may be identified with the constraint surface
given by the constraint equations T a(x) = 0. The vector fields correspond to the gauge generators which define a
foliation of the submanifold Σ into gauge orbits identified with the integral submanifolds.
Email addresses: sll@phys.tsu.ru (S. Lyakhovich), matthew.peddie@manchester.ac.uk (M. Peddie), sharapov@tsu.ru
(A. Sharapov)
Preprint submitted to Geometry and Physics September 24, 2018
To obtain this foliation, it is required for the vector fields to form an integrable distribution over Σ; they must
satisfy the commutation relation
[Rα,Rβ] = f γαβRγ + T aXaαβ, (1)
for smooth functions f γ
αβ
and vector fields Xaαβ on M. Notice that the presence of the constraint terms T a means that
this is an open Lie algebra over M that closes only over Σ. The space of leaves N of the foliation of Σ generated by
this integrable distribution gives the true physical degrees of freedom when viewed as a gauge system. Because of
this, physically interesting objects are those that descend to the leaf space, i.e. those which are constant over the gauge
orbits which are identified with the integral submanifolds. In the work [5], a function or multivector field was defined
to be projectible precisely when it may be considered as a smooth contravariant tensor field on the leaf space N. In
general, the space N may not be smooth. When we say smooth in this sense, we refer to those smooth tensor fields T
on M which are constant along the integral submanifolds:
LRαT = T
αRα + T aTa,
for smooth tensor fields Ta,T α; here LRαT is the Lie derivative along the vector field Rα. Therefore, we should
consider projectible multivector fields as physically interesting. Indeed, examples include: vector fields Rα that
correspond to the gauge generators, vector fields that introduce dynamics into the gauge system, and bivector fields
which can induce Poisson structures in the algebra of functions of N. (In physical literature the algebra of functions on
N, identified with projectible functions on M, is called the algebra of physical observables.) Such a Poisson structure
on N, specified by an appropriate projectible bivector field on M, induces a weak Poisson bracket on M. This is a
Poisson bracket on M corresponding to the same projectible bivector field, but which satisfies only a weak Jacobi
identity; a Jacobi identity that holds over Σ up to terms proportional to the vector fields Rα.
An embedding of this foliation together with a weak Poisson bracket was detailed, [5], into which the information
was encoded into a single function S on an extended manifold. This embedding corresponds to reformulating the
theory in terms of the BRST language [2]. The function S is called the master function and corresponds to the
action associated to the gauge system. Such a function contains all the information present in the gauge system, and
generates the BRST operator, a homological vector field on the extended manifold. This extended manifold is the
original manifold M appropriately extended by ghost variables. The notion of projectibility was then entwined with
the BRST operator of the theory, where it was shown that projectible multivector fields are cocycles of this BRST
operator considered as a differential on the larger algebra of functions.
The BRST operator may be considered as a unary bracket in a homotopy Poisson structure (a P∞-structure),
which is generated by the master function S on the extended manifold. The weak Poisson bracket on M embeds
into this homotopy Poisson structure, and is recovered as the restriction of the binary bracket to M. In [4] an explicit
construction was given to canonically lift a homotopy Poisson structure to an odd homotopy Poisson structure (an S∞-
structure) on the odd tangent bundle. By applying this construction, the even homotopy Poisson structure may be lifted
to the odd tangent bundle of the extended manifold, to produce the corresponding odd homotopy structure. Through
this we may define a weak Koszul bracket on the odd tangent bundle ΠT M. This weak bracket is the restriction of the
binary bracket in this odd homotopy Poisson structure, and corresponds to the weak Poisson bracket on M in precisely
the same way that the well-known Koszul bracket of forms corresponds to a Poisson structure.
The Koszul bracket is a natural odd extension of the usual even Poisson bracket. A natural even extension to the
entire algebra of forms does not exist; however, in the works [1, 7], it was shown that a Poisson bracket induces a
genuine even Poisson bracket in the space of co-exact forms - differential forms modulo the exact forms. The exterior
differential d from co-exact forms into differential forms was shown to be a homomorphism of Lie algebras, taking
the even Poisson bracket on co-exact forms to the odd Koszul bracket on exact forms. The exact forms in this case
form an ideal in the graded Lie algebra of forms endowed with the Koszul bracket.
The extension of the algebra of physical observables by differential forms now implies a proper generalisation
of the notion of a physical state. Regarding the usual classical states, the points of a phase space, as 0-cycles in the
sense of algebraic topology, it is natural to consider the cycles of higher degrees represented by higher-dimensional
closed surfaces, possibly with singularities. These may be viewed as sort of mixed states in classical mechanics,
when only part of the physical data is exactly known about the system. Integration of co-exact forms over cycles
then yields the measured values of physical observables in such mixed states. From this perspective, the construction
of the weak Koszul bracket on forms being proposed in this paper, extends the previous results of [1, 7] to the case
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of constrained and gauge invariant dynamical systems. More precisely, it may be shown that each weak Koszul
bracket induces a genuine Poisson bracket in the space of projectible co-exact forms, and the dynamics of form-
valued physical observables are governed by a projectible vector field compatible with the Poisson bracket. We will
detail this construction elsewhere.
In sections 2 and 3 we review the construction introduced in the work [5]. We recall the weak Poisson bracket
and the embedding of the geometrical set-up into the extended manifold. After, we discuss the relationship between
projectible multivector fields and the homological vector field, the BRST operator of an associated gauge system. In
section 4 the construction given in the work [4] is applied to our setting. We lift the even homotopy Poisson structure
generated by the master function S to the odd tangent bundle of this extended manifold, and then define the weak
Koszul bracket corresponding to the lift of the weak Poisson bracket. A vector field on the leaf space N is introduced
as a projectible vector field on M, which can be seen to provide dynamics to an associated gauge system. Using this,
we discuss what it means for projectible differential forms to be constant over the flow generated by this vector field.
It is shown that the weak Koszul bracket of two such projectible forms produces another, analogous to the Poisson
bracket of two integrals of motion. In section 5 we provide some examples of weak Poisson brackets.
In this paper the language of supermanifolds will be used; we will denote the Grassmann parity of a homogeneous
object by ǫ(·) when we wish to be explicit. All the constructions naturally generalise to the case when the manifold M
is a supermanifold, however for notational convenience we will assume that M is a usual manifold (bosonic). Further,
the construction extends to the case when M is strictly a supermanifold and the weak even Poisson bracket is now a
weak odd Poisson bracket.
2. Projectible Multivectors and a Weak Poisson Bracket
2.1. Constraints and Regularity
The construction outlined in the introduction may be generalised and rephrased in the language of vector bundles.
Let E → M be a vector bundle and fix a linear connection ∇E in E. The submanifold Σ may be identified with the
zero locus of a section T ∈ C∞(M, E),
T = T a(x)ea,
where {ea} is a local frame for E over U ⊂ M. In order for the zero locus of T to define the smooth submanifold Σ,
it is required that the map ∇ET : T M → E, defined by the covariant derivative, must be of constant rank in a tubular
neighbourhood UΣ of Σ. Locally ∇ET is given by
∇ET = dxi∇E,iT aea = dxi
(
∂iT a + T bAabi
)
ea,
where Aabi are the connection coefficients. It is clear then that this map has constant rank in a tubular neighbourhood
if and only if the matrix of partial derivatives ||∂iT a|| does. If the functions T a are assumed to be linearly independent,
then the section T intersects the base M transversally and the map defined must be of constant rank over Σ only. With
T fixed, the covariant derivative of T defines a bundle homomorphism
∇ET : T M → E.
The vector fields Rα may also be encoded into a homomorphism from an appropriate vector bundle F → M into
the tangent bundle T M. Notice from the identification Hom(F, T M)  F∗ ⊗ T M, that this homomorphism of vector
bundles defines and is defined by a section
R = Riα f α ⊗
∂
∂xi
∈ C∞(M, F∗ ⊗ T M)
for some local frame { f α} of F∗. The homomorphism R is also required to have constant rank in some tubular
neighbourhood of Σ. These constant rank requirements on R and ∇ET are called the regularity conditions [5, 3].
When restricted to Σ the homomorphisms R and ∇ET define the exact sequence of vector bundles
0 → F R−→ T M ∇ET−−−→ E → 0. (2)
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In general, this sequence will not form a complex off Σ. The assumption that the vector fields Rα are linearly inde-
pendent is equivalent to the homomorphism R being injective. The image of R in T M forms a distribution which is
integrable only over Σ.
Remark 1. The vector fields Rα may not be linearly independent. Indeed, we may choose n linearly dependent vector
fields, locally defined only over Σ. These vector fields identify with a generating set of a gauge algebra, which are
not, in general, global independent generators. When identified with a generating set of a gauge algebra, this linear
dependence is equivalent to the presence of reducibility in the gauge algebra. Likewise, the equations T a(x) = 0 do
not need to be assumed to be independent equations. Relations may exist between these which are called the Noether
identities in the physical literature [2]. To compensate for this dependence, additional vector bundles need to be
introduced on either side of F and E in (2) to incorporate these relations, and this chain of vector bundles is required
to form an exact sequence over Σ, see [3]. A generating set for the gauge algebra is called complete if it contains all
the information for the Noether identities [2]. That the vector fields Rα can be identified with a complete set of gauge
generators is equivalent to exactness in the middle term T M of the sequence (2).
2.2. Projectible Multivector Fields
Recall that the foliation determined by the vector fields Rα has the associated space of leaves N. In general N may
not be a smooth manifold, however one can describe the “smooth” functions and tensor fields on N in terms of M. To
do this, we shall introduce the supermanifoldΠT ∗M, the odd cotangent bundle to M.
Let ΠT ∗M have local coordinates (xi, x∗i ) where ǫ(x∗i ) = ǫ(xi) + 1 = 1, and the x∗i transform as x∗i = ∂x
i′
∂xi
x∗i′ for a
change of coordinates x = x(x′). These coordinates are the odd momenta and the subalgebra A(M) ⊂ C∞(ΠT ∗M) of
fibrewise polynomial functions carries a natural grading by the odd momentum degree. Such fibrewise polynomial
functions are (in the case of usual manifolds (bosonic) M,) naturally identified with multivector fields on M by the
odd isomorphism ∂a 7→ x∗a. This is a homomorphism of Lie algebras taking the Schouten bracket of multivector
fields J−,−K to the canonical non-degenerate Poisson bracket on ΠT ∗M induced from the canonical odd symplectic
structure. These will be freely identified, for example, we will interchange the non-degenerate Poisson bracket and
the Schouten bracket without reference.
Define an ideal I in A(M) generated by the functions T a and the vector fields Rα,
I = 〈T a,Rα〉.
The ideal I is closed under the Schouten bracket by equation (1) and since the Rα are tangent to Σ. In terms of
the sections T and R, it is defined by the images of the associated maps ˆT and R, where R is the homomorphism
R : F → T M as before, and ˆT : C∞(M, E∗) → C∞(M) is obtained by fixing T (so giving all linear combinations
of the functions T a which uses the natural pairing of sections C∞(M, E) × C∞(M, E∗) → C∞(M)). Multivector
fields which are elements of this ideal will be called trivial multivectors. Trivial multivectors are proportional to
linear combinations of the functions T a and the vector fields Rα, and so when restricted to the submanifold Σ will
be proportional only to the vector fields Rα. An equivalence relation ∼ may be defined in the algebra A(M); two
multivectors U and V are said to be equivalent, U ∼ V , if their difference lies in I,
U − V ∈ I. (3)
A multivector field U will be called projectible if
JU, IK ⊂ I. (4)
In particular, projectible multivector fields are those that are tangent to Σ and are constant over the integral sub-
manifolds of the foliation defined by the vector fields Rα. They form a closed subalgebra AP(M) ⊂ A(M) and define
a Poisson normaliser of the ideal I ⊂ AP(M). The algebra of projectible multivector fields on M inherits the momen-
tum grading from the larger algebra of multivector fields and can be written AP(M) = ⊕k≥0AkP(M). Define the smooth
multivector fields on the leaf space N then as the quotient
A(N) = AP(M)/I,
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of the projectible multivector fields modulo the trivial ones. These are precisely the multivector fields on Σ which are
constant over the integral submanifolds of the foliation under the equivalence relation defined above.
Some remarkable subspaces of A(N) are A0(N) and A1(N). The first can be identified with the set of smooth
functions on N, A0(N)  C∞(N) and is referred to as the algebra of physical observables in physics. The second
space is the space of vector fields on N. Such vector fields determine 1-parameter groups of automorphisms of the
algebra C∞(N). For a projectible vector field V ∈ A1P(M) and a function F ∈ C∞(N), define the Lie derivative of F
along V by
˙F = JV, FK. (5)
The function ˙F will remain projectible for as long as V is projectible. In other words, A0(N)  C∞(N) is a module over
the Lie algebra A1(N) and each projectible vector field defines a one-parameter group of automorphisms of C∞(N).
Remark 2. When identified with a gauge system, the leaf space N is the reduced phase space, that is, the phase space
modulo the gauge equivalence. The smooth functions in C∞(N) are then the measurable observables justifying the
name of the algebra of physical observables. They are those functions which are invariant under gauge transformation.
Any projectible vector field V as above then provides physical dynamics to the space, and the 1-parameter group of
automorphisms (5) determines the time evolution of the observable F under the dynamics of V .
It is of interest to quantise the algebra C∞(N) consistently, and in order to do this a construction was given in
[5] to equip this algebra with a Poisson bracket. A natural way to do this is to introduce a projectible bivector field
P ∈ A2P(M) which satisfies a weak type Jacobi identity
JP, PK ∈ I. (6)
Such a bivector field induces a derived weak Poisson bracket on the algebra of functions C∞(M) by the following
formula:
{F,G} := JJP, FK,GK.
It is called a weak Poisson bracket since the Jacobi identity holds only up to trivial multivector fields, equivalent to
the weak commutation relation (6) of the Poisson bivector P. The algebra C∞(N) however receives a Poisson bracket
in the usual sense since we pass to the quotient by the trivial multivector fields. A projectible vector field V ∈ A1P(M)
will be called weakly Poisson if it preserves the weak Poisson structure in the sense that JV, PK ∈ I. A weak Poisson
vector field V together with the Poisson bivector P defines a Hamiltonian structure on the space N. The algebra of
functions C∞(N) is then a Poisson algebra together with a 1-parameter group of Poisson automorphisms given by (5).
3. The Extended Manifold and the Master Function
3.1. The Extended Manifold
The construction of the previous section may be encoded into a single function on an extended manifold. This
function generates a first order differential operator called a homological vector field, which is precisely the BRST
operator [2] of an associated gauge system. This BRST operator encodes the information contained in the gauge
system, and allows one to study the system through the cohomology of the operator.
To begin, the original manifold M must be extended to include additional variables. Define the extended manifold
M to be the total space of the vector bundle ΠE ⊕ ΠF → M, which will complement the original variables (xi) with
new odd coordinates (ηa, cα) from the fibres of the bundlesΠE and ΠF respectively. The supermanifoldM must then
be further extended to the odd cotangent bundle N = ΠT ∗M to include the momenta variables with reversed parity:
(X∗i , η∗a, c∗α). We would like to interpret polynomial functions on N as multivector fields on the extended manifold M,
however, notice that under a change of coordinates x = x(x′), the odd momenta X∗i transform in the following way:
X∗i = J
i′
i X
∗
i′ + (−1)iBzB
′
T BB′∂i
(
T A
′
B
)
z∗A′ ,
where we write
zA = (ηa, cα), z∗A = (η∗a, c∗α), Ji
′
i (x) =
∂xi
′
∂xi
(x), and zA = zA′T AA′(x).
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This transformation is not correct for a vector field. To amend this, the manifold N must be split into a direct sum
using a linear connection from which we may define new variables that transform correctly. Fix a linear connection
∇ = ∇ΠE ⊕ ∇ΠF on M with connection coefficients ABiA which transform as
ABiA = ∂i
(
T A
′
A
)
T BA′ + (−1)i(A+A
′)T A
′
A J
i′
i A
B′
i′A′T
B
B′ .
Define new coordinates x∗i = X∗i − (−1)iBzBAAiBz∗A called long momenta [10]. By direct computation we obtain the
transformation law x∗i = J
i′
i x
∗
i′ , which now transform with respect to the Jacobian matrix. In what follows we will use
long momenta on our manifold N , which now splits into a direct sum
N = ΠE ⊕ ΠF ⊕ E∗ ⊕ F∗ ⊕ ΠT ∗M.
As well as the Grassmann grading from the parity of the coordinates and the momentum grading from the odd cotan-
gent structure, N carries two additional gradings. The first is a Z-grading called the ghost number, the name being
carried over from the physical usage when introducing ghost variables. Since our manifold M is assumed to be purely
even, the ghost grading is related to the Grassmann parity by the parity equal to the ghost number modulo 2. The
second grading is an N-grading called the resolution degree. The resolution degree is an auxiliary grading which
arises in the construction which will be detailed later. For clarity, we express the coordinates on N in the following
table together with their respective gradings:
xi ηa cα x∗i η
∗
a c
∗
α
Parity (ǫ) 0 1 1 1 0 0
Ghost (gh) 0 -1 1 1 2 0
Momentum Degree (Deg) 0 0 0 1 1 1
Resolution (res) 0 1 0 0 0 1
(7)
It will be convenient to introduce some collective notation φA = (xi, ηa, cα) and φ∗A = (x∗i , η∗a, c∗α). Notice from the table
(7) that there exists the relation
gh(φ∗A) = 1 − gh(φA).
Remark 3. For the construction realising a Hamiltonian gauge theory, the variables cα correspond to the standard BFV
ghosts, and the ηa corresponding to their ghost momenta. These variables are usually taken as conjugate variables
with the canonical Poisson bracket on extended phase space, however we do not assume this. If the gauge theory is
Lagrangian, then these correspond to the BV fields and anti-fields. In the presence of reducibility in the gauge system,
ghosts for ghosts must be introduced as additional variables in the chains of vector bundles described in remark 1. See
[2] for details.
The manifold ΠT ∗M comes equipped with a canonical odd Poisson bracket induced from the canonical odd
symplectic structure d
(
dxiX∗i + dηaη∗a + dcαc∗α
)
. The use of long momenta associated with the connection ∇ twists
this odd bracket so that it has the following expressions in local coordinates:
(x∗i , cα) = cβAαβi , (x∗i , c∗α) = Aβiαc∗β , (η∗a, ηb) = δba ,
(x∗i , ηa) = ηbAabi , (x∗i , η∗a) = Abiaη∗b , (c∗α, cβ) = δβα ,
(x∗i , x j) = δ ji , (x∗i , x∗j) = cβRαβi jc∗α + ηaRbai jη∗b ,
(8)
and where all other brackets vanish identically. Here the terms Rb
ai j and Rαβi j are the components of the curvatures of
the connections ∇ΠE and ∇ΠF respectively. This is an odd Poisson bracket of ghost degree −1, which corresponds to
the odd symplectic 2-form dΘ, where
Θ = dxix∗i + ∇ΠEηaη∗a + ∇ΠFcαc∗α,
and
∇ΠEη
a
= dηa − ηbdxiAaib(x), ∇ΠFcα = dcα − cβdxiAαiβ(x).
Notice that in the case when the bundles E and F are trivial, all connection components and curvatures vanish, and we
recover the canonical odd Poisson bracket on the odd cotangent bundle ΠT ∗M. In all cases, M ⊂ N is a Lagrangian
submanifold defined by setting all odd momenta φ∗ to be zero.
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3.2. The Master Function
Introduce S ∈ C∞(N) with the gradings
ǫ(S ) = 0 , gh(S ) = 2 , Deg(S ) > 0,
such that S self commutes under the Poisson bracket (8),
(S , S ) = 0. (9)
This function S will be called the master function which satisfies the master equation (9). The master function will
encode all the information about the sections T and R, the compatibility conditions between them, and the weak
Poisson structure introduced. Locally, S has the appearance
S = T aη∗a + cαRiαx∗i + P
i jx∗j x
∗
i +
(
cβcαUγ
αβ
+ Vγi jx∗j x
∗
i + c
αWγiα x∗i + Y
γaη∗a
)
c∗γ+
ηa
(
cβcαAiαβax
∗
i + c
αBi jαax∗j x
∗
i + D
i jk
a x
∗
k x
∗
j x
∗
i + c
αEbαaη
∗
b + F
ib
a η
∗
bx
∗
i
)
+ res ≥ 2 terms.
The coefficients in the terms of resolution degree zero may be identified with the components T a, the vector fields
Rα and the components of the weak Poisson bivector Pi j. The other functions appearing as coefficients are the higher
structure functions and give higher relations between the lower degree terms. In order to obtain the regularity condi-
tions imposed previously, we need to assume that
rank
(
∂2S
∂φAφ∗A
)∣∣∣∣∣∣
dS=0
= (n,m),
where m and n are the ranks of the bundles E and F respectively.
Consider an expansion of S in terms of the momentum degree
S =
∞∑
k=1
S k = QAφ∗A + ΠABφ∗Bφ∗A + ΞABCφ∗Cφ∗Bφ∗A + · · · .
The master equation gives the following relations in the lowest degrees:
(Q, Q) = 0 , (Q,Π) = 0 , and (Π,Π) = −2(Q,Ξ). (10)
The first of these ensures that Q = QA(φ)φ∗A is a homological vector field on the Lagrangian submanifold M; Q is a
Grassmann odd, ghost +1 vector field that squares to zero. The first few terms in local coordinates are
Q = T a ∂
∂ηa
+ cαRiα
(
cβAγ
βi
∂
∂cγ
+ ηbAabi
∂
∂ηa
+
∂
∂xi
)
+ cβcαUγ
αβ
∂
∂cγ
+ · · · . (11)
It is the restriction of the Hamiltonian derivation defined by S to the submanifold M, (S ,−)|M = Q. Notice that Q
contains all the information about the components of the section T and the vector fields Rα. It is the component of S
which encodes the construction outlined in the previous section, independent of the Poisson structure which is present
in the componentΠAB.
The existence and uniqueness of the master function S arise as a solution to (9) subject to certain boundary
conditions. These boundary conditions are precisely restrictions on the resolution degree coming from the extended
Koszul-Tate resolution set into the background of these calculations. The existence of solutions to (9) follows from
standard homological perturbation theory, the details of which may be found exactly in [2], or more generally in [8].
Here, only a sketch of the existence of S will be provided.
Consider an expansion of S in terms of the resolution degree
S =
∞∑
n=0
S n.
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The first terms in S are known due to the nature of the construction. They consist of the Koszul-Tate differential δ, a
differential d, and a correction term s˜ such that δ2 = 0, d2 = [δ, s˜] and the terms of resolution degree −2, −1 and 0 in
(S , S ) = 2S 2 vanish. The Koszul-Tate differential is a differential providing a homological resolution of the algebra
H0(δ) = C∞(Σ). That is, it implements the restriction to the surface Σ on the level of homology. It does so by setting
(kerδ)0 = C∞(M), (imδ)0 = 〈T a〉.
It is a differential of resolution degree −1, ghost degree +1 and is required to kill anything with resolution degree 0.
These properties follow from the homological perturbation requirements. Using these, δ takes the form
δ = T a
∂
∂ηa
+ Riαx
∗
i
∂
∂c∗α
. (12)
The differential d is called the longitudinal differential and is a differential along leaves of the foliation; to the vectors
Rα correspond dual differential 1-forms forming the dual distribution. The longitudinal differential is a differential
on these forms. It implements the concept of invariant functions over the integral submanifolds by annihilating those
invariant functions. These terms are all known from the information contained in the initial data. Therefore in order
to construct S we need to consider the higher terms in resolution degree k. In fact, we assume the construction for
k − 1 and look at the conditions on k. Substituting the sum S ′ = ∑kn=0 S n into (9) we come to the equation
δS k = ρk−1(S 0, . . . , S k−1),
where ρk−1 is a function of resolution degree k − 1. One can then eliminate ρk−1 by a suitable choice of S k. From
the Jacobi identity ((S , S ), S ) ≡ 0, the term ρk−1 is δ-closed by comparing resolution degrees. The assumed regularity
conditions ensure that the differential δ is acyclic
Hk(δ) = 0, k > 0.
Therefore ρk−1 is not only δ-closed, it is δ-exact. So there exists S k satisfying this condition. The other terms in S are
found recursively from the previous terms. We need only to check the first equation to finish the sketch of the proof,
δS 1 = ρ0(S 0) = (S 0, S 0).
This gives equations that are equivalent to the defining relations for the section T , the homomorphism R, and the
bivector field P.
Now S is unique up to a canonical transformation. The ambiguity in the construction above, replacing
S k 7→ S k + δFk+1,
may be absorbed by a canonical transformation of the odd Poisson manifoldN . This is given explicitly in [3] amongst
others.
3.3. Cohomology of Q
The master function gives rise to the homological vector field Q on the Lagrangian submanifoldM ⊂ N . This may
be viewed as a differential which provides the algebra C∞(N) with the structure of a cochain complex Q : C∞,kl (N) →
C∞,kl+1 (N), naturally bi-graded by the momentum and ghost degrees, with the vector field
QF = (S 1, F) for F ∈ C∞(N).
The cohomology groups for Q decompose with respect to both the momentum degree k and the ghost degree l,
H(Q) =
⊕
k,l
Hkl (Q).
Lemma 1. For k > l, the groups Hkl (Q) are trivial.
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Proof. First, Q may be graded by resolution degree and decomposed into Q = δ + ∆, where
res(δ) = −1, res(∆) ≥ 0.
(Note that δ here is the differential (12) restricted to the extended manifoldM.) Further, we may grade ∆ by resolution
degree so that
Q = δ + ∆0 +
∞∑
i=1
∆i.
Let us choose F ∈ Hkl (Q) such that k > l. Comparing the degrees in table (7), it can be seen that res(φ(∗)) ≥
Deg(φ(∗)) − gh(φ(∗)), so that
res(F) > 0.
Suppose that the lowest resolution degree term in F has degree r. Grade F as F = ∑∞n=r Fn (starting from n = r), with
res(Fn) = n. We wish to find G ∈ C∞,kl−1 (Q) such that F = QG. Note that res(G) > res(F).
As F is a Q-cocycle, QF = 0 and in resolution degree r − 1, we have
δFr = 0 ⇒ Fr = δGr+1
for some Gr+1 since δ is acyclic in positive resolution degree. Looking at the second lowest degree, resolution degree
r, we come to
δFr+1 + ∆0Fr = 0. (13)
From Q2F ≡ 0 we obtain
δ(∆F) + ∆(δF) + ∆2F ≡ 0.
On expanding this in resolution degree, we come to the equations
δ∆0 + ∆0δ = 0, (14)
δ∆1 + ∆1δ + ∆
2
0 = 0,
plus equations of resolution degree greater than 0. Since Fr = δGr+1, equation (13) becomes
δFr+1 = −∆0Fr
= −∆0(δGr+1)
= δ(∆0Gr+1) by (14).
Therefore
δ(Fr+1 − ∆0Gr+1) = 0 ⇒ Fr+1 − ∆0Gr+1 = δGr+2,
for some function Gr+2. Finally,
Fr+1 = ∆0Gr+1 + δGr+2 = QG|res(QG)=r+1 .
Continually solving gives a function G such that QG = F and so all cohomology groups are trivial if k > l.
Proposition 1. A multivector field U is projectible if and only if it is a Q-cocycle.
Proof. Let F be a multivector field with DegF = k which is extended homogeneously by ghost degree k terms. In
resolution degree,
F =
∞∑
r=0
Fr,
noting that res(F) ≥ 0 by the observation in Lemma 1. Looking at fixed resolution degree, the term QF gives the
equations
δFr+1 = ρr+1(F0, . . . , Fr).
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Suppose that QF = 0. Then the equation in resolution degree 0 is satisfied if and only if F is projectible, that is
JF, IK ∈ I. Conversely, if F is projectible, the first equation is satisfied in resolution degree 0. By a similar argument
to the proof of Lemma 1, all higher resolution terms are Q-coboundaries due to the condition of Q2F ≡ 0 and
the acyclicity of δ in positive resolution degrees. The projectibility conditions are required in this case to start the
induction due to the fact that δ is not acyclic in degree 0. Therefore all projectible multivectors may be lifted to a
Q-cocycle. Two equivalent multivectors, in the sense of the relation (3), differ by a Q-coboundary.
From the construction of S , the k-th cohomology Hk(Q) of the differential Q coincides with the k-th cohomology
group Hk(d|H0(δ)), the cohomology of d in the homology group H0(δ). In particular, the first cohomology group
H00(Q) in ghost degree 0 is isomorphic to the algebra of physical observables C∞(N), [3, 5]. Intuitively, H00(Q)
contains the classes of functions restricted to the manifold Σ by δ which are constant along the integral submanifolds
of the foliation given by the vector fields Rα. The invariance is shown by the annihilation of these by the differential
d. Other notable cohomology groups include H11(Q) and H22(Q) which consist of the all projectible vector fields and
bivector fields on M respectively under restriction to ΠT ∗M.
The master function S generates a sequence of higher Poisson brackets on the manifoldMwhich provides C∞(M)
with the structure of a homotopy Poisson algebra, or a P∞-algebra. Define the k-bracket as
{F1, . . . , Fk}S :=
(
· · · (S , F1), . . . , Fk)∣∣∣M , (15)
as a sequence of nested brackets, for functions F1, . . . , Fk ∈ C∞(M). Each bracket is a derivation with respect to each
argument and the Grassmann parity of a k-bracket is equal to k mod 2. Since (S , S ) = 0, the higher Jacobi identities
hold for all higher brackets, [11]. These higher Jacobi identities are Jacobi identities satisfied up to higher homotopies.
In the case of the 3-bracket, this is a genuine homotopy with Q and the trilinear bracket:
{{F,G}, H} + (−1)GH{{F, H},G}+(−1)F(G+H){{G, H}, F} =
Q{F,G, H}+{QF,G, H} + (−1)FG{QG, F, H} + (−1)H(F+G){QH, F,G}.
The usual Jacobi identity is satisfied up to Q-coboundaries. Therefore, on passing to the Q-cohomology, the function
S induces a genuine even Poisson bracket on the space H0•(Q). This is exactly the Poisson structure induced from the
weak Poisson bracket on the leaf space N, but with the extension to the extended manifold M.
4. A Lift to the Algebra of Forms
4.1. Lifting the Master Function
In [4], a construction was given to canonically lift any Poisson bracket or sequence of Poisson brackets on a
manifold to an odd Poisson bracket or sequence of odd Poisson brackets on the odd tangent bundle. In the case of an
even binary bracket, this lift reproduces the odd Koszul bracket on differential forms. To do this, a function on the
cotangent bundle is canonically identified using the homological vector field corresponding to the Poisson structure.
Our approach will be slightly different, in that we will lift the master function S to the odd tangent bundle ΠTN
using a secondary canonical identification. On this space, introduce the odd velocities to their coordinates on N , with
gradings as in the following table:
xi ηa cα x∗i η
∗
a c
∗
α dxi dηa dcα dx∗i dη∗a dc∗α
Parity 0 1 1 1 0 0 1 0 0 0 1 1
Ghost 0 -1 1 1 2 0 -1 -2 0 0 1 -1
Momentum Deg 0 0 0 1 1 1 - - - - - -
Res Deg 0 1 0 0 0 1 - - - - - -
Collectively, let dφA = (dxi, dηa, dcα) and dφ∗A = (dx∗i , dη∗a, dc∗α). This manifold may be naturally identified with
T ∗(ΠTM) by the diffeomorphism
κ : ΠT (N) 7→ T ∗(N∗),
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which can be seen as an analogue to the Tulczyjew isomorphism, [9] (or see [6]). It is a composition of two natural
identifications,
ΠT (N)  T ∗(N) and T ∗(N)  T ∗(N∗).
The first is the canonical pairing of the odd tangent bundle with the cotangent bundle using the canonical odd sym-
plectic form on ΠT ∗M. The second is the canonical isomorphism which interchanges fibre coordinates with their
corresponding momenta. This isomorphism was first described in the work of Mackenzie and Xu, and may be found
in [6], which was then extended to supermanifolds by Voronov, [10]. (In [10] the expression gives a symplecto-
morphism whereas we prefer to take the choice of signs which gives an anti-symplectomorphism between the two
canonical structures.) In terms of local coordinates (ϕA, dϕA, pA, πA) on T ∗(N∗), κ is described as
κ∗(ϕA) = φA, κ∗(dϕA) = (−1)AdφA, κ∗(pA) = dφ∗A, κ∗(πA) = −φ∗A.
Under κ, the symplectic form α = dπAd(dϕA) + dpAdϕA is given by κ∗α = d(dφ∗A)dφA − d(dφA)dφ∗A, which generates
the even non-degenerate Poisson bracket of ghost degree 0:
{F,G} = (−1)A(F+1)
(
∂F
∂dφ∗A
∂G
∂φA
+ (−1)F ∂F
∂dφA
∂G
∂φ∗A
)
− (−1)AF
(
∂F
∂φA
∂G
∂dφ∗A
− (−1)F ∂F
∂φ∗A
∂G
∂dφA
)
.
Define the function ∆ ∈ C∞(ΠTN) as the canonical Grassmann odd, ghost −1 function ∆ = (−1)AdφAdφ∗A. Notice that
∆ self-commutes non-trivially; {∆,∆} = 0. Using this, the master function S may be lifted to the odd tangent bundle,
Ψ = {∆, S }
as an odd function of ghost degree +1. Explicitly, for selected terms,
Ψ = dxi
(
∂iT aη∗a + c
α∂iR jαx∗j + ∂iP
jkx∗k x
∗
j
)
− dcαRiαx∗i
+
(
cαRiα + 2Pi jx∗j + η
acβcαAiαβa
)
dx∗i + T adη∗a + cβcαU
γ
αβ
dc∗γ + · · · .
The function Ψ is Poisson-nilpotent if and only if S satisfies the master equation (9). Indeed, with the even
bracket {−,−}, ∆ generates the odd bracket (−,−) on N by the formula (−,−) := {{∆,−},−}∣∣∣
N
. Therefore, if Ψ
Poisson commutes it follows from the Jacobi identity
0 = {Ψ,Ψ} = {{∆, S }, {∆, S }} = {{{∆, S },∆}, S } − {∆, { {∆, S } , S }}, (16)
that (9) is satisfied, since the first term on the right hand side vanishes from the nilpotency of ∆.
In the same way that multivector fields on a manifold are identified with functions on its odd cotangent bundle,
differential forms may be identified with functions on the odd tangent bundle. Identify differential forms on the
extended manifold M with fibrewise polynomial functions Ω(M) ⊂ C∞(ΠTM). Under the identification κ, they are
those functions which are fibrewise polynomial on the Lagrangian submanifold L ⊂ ΠTN ,
L =
{(φA, φ∗A, dφA, dφ∗A) ∈ ΠTN ∣∣∣ φ∗ = 0 = dφ∗}.
Specifically, for ω ∈ Ω(M), κ∗ω = κ∗ω(φ, dφ). We will freely identify these functions and write simply ω ∈ Ω(M)
for a function κ∗ω ∈ κ∗(Ω(M)). (Notice that unlike multivector fields however we do not need to introduce new
coordinates via a connection, since the dφ transform correctly.)
Since S satisfies the master equation, Ψ defines a homological vector field on L, given as the restriction to L of
the derivation defined by Ψ: ˆQ = {Ψ,−}|L. Locally,
ˆQ =
(
cαRiα + η
acαcβAiβαa
) ∂
∂xi
+ cβcαUγ
αβ
∂
∂cγ
+ T a
∂
∂ηa
+ dxi∂iTa
∂
∂dηa
(17)
+
(
cαdxi∂iR jα + dcαR jα
) ∂
∂dx j + c
βcαUγ
αβ
∂
∂dcγ + · · · .
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Since {Ψ,Ψ} = 0, Ψ generates a sequence of derived brackets on the Lagrangian submanifold L by
[ω1, . . . , ωk] :=
{
· · · {Ψ, ω1}, . . . , ωk
}∣∣∣
L
, (18)
for functions ωi ∈ C∞(L). This sequence of odd brackets provides the algebra C∞(L) with the structure of an S∞-
algebra or an odd homotopy Poisson algebra. This is precisely the S∞-structure defined in [4] on the algebra of
differential forms, corresponding to a P∞-structure on the base manifold M; the P∞-structure in our case is defined
by the sequence of brackets (15).
4.2. The Cohomology of ˆQ
Analogous to the case of Q, the vector field ˆQ acts as a differential of ghost degree +1 on C∞(L). This turns the
algebra into a complex ˆQ : C∞l (L) → C∞l+1(L) naturally graded by ghost degree l. Since all momentum terms are zero
over L, it is beneficial to use the natural grading on the algebra of forms pulled back to L. We call this grading the
form degree, with the terms dφA having form degree +1, and all other variables are assigned zero. The cohomology
of the differential ˜Q decomposes with respect to the form degree k and the ghost degree:
H( ˆQ) =
⊕
k,l
Hkl ( ˆQ).
Unlike the algebra of multivector fields on M which has only the odd Poisson bracket (8), the algebra of differential
forms on M inherits the whole sequence of odd Poisson brackets given by (18). As such, we obtain a sequence
of odd Poisson brackets when passing to the cohomology of ˆQ. In particular, there is a true odd binary bracket
on ( ˆQ-cohomology classes of) differential forms, which may be viewed as a direct lift (in the sense of [4]) of the
Poisson bracket that was observed on the cohomology H0(Q) = ⊕lH0l (Q). Such a binary bracket may be called the
Koszul bracket of differential forms on N, and the binary bracket on C∞(L) restricts to a weak Koszul-type bracket
on differential forms on M. To parallel Proposition (1) then, we make the following definition.
Definition 1. A projectible differential form on M is a function ω ∈ C∞(ΠT M) such that its appropriate extension to
the Lagrangian submanifold L is a ˆQ-cocycle.
Indeed, for a form to be invariant over the integral submanifolds defined by the vector fields Rα, it is natural to ask
for the condition LRαω ∝ T + dT ; that the Lie derivative be proportional to the components T a of the section T and
their differentials. With expansion (17), one can see that this condition is reproduced exactly by the cocycle equation
ˆQω = 0 in the lowest degrees.
Proposition 2.
1. Under the odd binary bracket, projectible forms form a closed Poisson subalgebra.
2. This subalgebra is closed under d, the exterior differential.
3. The algebra of projectible differential forms is a module over the algebra of projectible vector fields with respect
to the interior product.
Proof. Let ω,τ ∈ C∞(L) be ˆQ-cocycles; ˆQω = 0 = ˆQτ.
1. The first claim is obvious by an application of the Jacobi identity:
˜Q[ω, τ] =
{
Ψ,
{
{Ψ, ω}, τ
}
|L
}∣∣∣∣
L
=
{{
Ψ, {Ψ, ω}
}
, τ
}∣∣∣∣
L
− (−1)ω
{
{Ψ, ω}, {Ψ, τ}
}∣∣∣∣
L
The first term vanishes since {Ψ,Ψ} = 0. The second term requires both the projectibility of ω and τ to vanish
when restricted to the Lagrangian submanifold L.
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2. The de Rham differential is given by the vector field dϕA ∂
∂ϕA
on ΠTM. Pulling back to L, the vector field d has
the local expression
d = (−1)AdφA ∂
∂φA
,
and is Hamiltonian since d = {∆,−}|L. Then
d
(
ˆQω
)
=
{
∆, {Ψ, ω}|L
}∣∣∣
L
=
{
{∆,Ψ}, ω
}∣∣∣
L
−
{
Ψ, {∆, ω}
}∣∣∣
L
= − ˆQ (dω) ,
since {∆,∆} = 0. So if a form is projectible, its exterior differential is also. (Notice that the commutator
[ ˆQ, d] = ˆQd + d ˆQ = 0.)
3. Let X be a projectible vector field, written XA(φ)φ∗A as a function on C∞(ΠTN). The interior product with X is
the vector field
ıX = (−1)XXA(φ) ∂
∂dφA .
which may be expressed in terms of the Poisson bracket:
(−1)X{X,−}|L = (−1)XXA(φ) ∂
∂dφA = ıX .
Consider
ˆQ (ıXω) = (−1)X {Ψ, {X, ω}|L}∣∣∣L
= (−1)X {{Ψ, X}, ω}∣∣∣
L
+
{
X, {Ψ, ω}
}∣∣∣
L
.
It can be seen that both terms vanish, the first from the projectibility of X, and the second from the projectibility
of ω. So ıXω defines a projectible form so long as X remains a projectible vector field.
4.3. One Parameter Subgroups of Automorphisms
Now we turn to one parameter subgroups of automorphisms of projectible differential forms on M. The interest
here is physical. In line with Remark 2, a projectible vector field provides the related gauge system with dynamics,
and the one parameter subgroup generated by the flow gives the evolution of measurable observables through time.
As such, given a projectible vector field, we can describe the evolution of differential forms over the flow of V , and
ask about those forms which are constant.
As in [5], introduce a vector field V on the space of leaves N which can be seen to provide dynamics. Such a
vector field is a projectible vector field on M and so its appropriate extension to M is a Q-cocycle, but further it is
required to satisfy its own master equation
(S ,V) = 0. (19)
This condition defines V as a weak Poisson vector field on M equipped with the weak Poisson bracket. The vector
field is a function V ∈ C∞(N) and is graded as
gh(V) = +1, ǫ(V) = +1, Deg(V) > 0.
Locally, up to resolution degree 1, V has the expression
V = V ix∗i +
(
cβWαβ +G
αi x∗i
)
c∗α + η
a
(
Mbaη
∗
b + L
i j
a x
∗
j x
∗
i + c
αNiαa x∗i
)
+ · · · .
That V exists is proved in the same way as for S . The higher terms are found by recursive solutions to (19) in fixed
resolution degrees.
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For a projectible function (physical observable) F ∈ H00(Q), the Lie derivative of F along V was given by (5):
˙F = (V, F)|φ∗=0 .
The Lie derivative of a differential form along a projectible vector field may also be defined. In a similar way to S , V
must be lifted to an even function on the odd tangent bundle, denoted by Γ ∈ C∞(ΠTN), where
Γ = {∆,V}.
We consider the analogous relation to (19):
{Ψ, Γ} =
{
{∆, S }, {∆,V}
}
=
{
{Ψ,∆},V
}
−
{
∆, {{∆, S },V}
}
. (20)
The first term vanishes from the Poisson-nilpotency of ∆, and since V satisfies the master equation, the second term
vanishes also. So {Ψ, Γ} = 0 if and only if the master equation (19) is satisfied.
A projectible vector field may be lifted to a Ψ-commuting function and we may define the Lie derivative of a
projectible differential form along V as
ω˙ = {Γ, ω}|L. (21)
That ω˙ remains projectible can be seen by an application of the Jacobi identity; it will remain projectible so long as
V remains projectible. If the form is constant over the flow generated by V , then ω˙ = 0 at the level of cohomology.
Therefore the form ω˙ is ˆQ-exact, and so is a ˆQ-coboundary of some (not necessarily projectible) form τ of ghost
degree one less than ω. In terms of the original manifold M, this reproduces the condition
LVω|Σ = 0 : LVω ∝ T + dT
in the correct degrees. For example, let ω = dφAωA(φ) be a 1-form of ghost degree −1. An appropriate form τ of
ghost degree −2 has expression τ = dxiηaτai + dηaτa + · · · . Performing the calculations we come to
V i∂iω jdx j + dx j∂ jV iωi = T adxiτia + dxi∂iT aτa,
the expression above but in local coordinates.
The natural operations on forms have the following degrees:
d : Hkl ( ˆQ) → Hk+1l−1 ( ˆQ) , ıV : Hkl ( ˆQ) → Hk−DegVl+n ( ˆQ),
for V a projectible homogeneous Deg(V) multivector field with gh(V) = +n. Notice that if V has degrees Deg(V) = +1,
gh(V) = +1 (V is a ghost +1 vector field), then
LV : Hkl ( ˆQ) → Hkl ( ˆQ).
The Lie derivative along a vector field V is given by the well-known formula LV = d ◦ ıV + (−1)V ıV ◦ d. Since both d
and ıV can be expressed in terms of the Poisson bracket, the Lie derivative can also, and by the Jacobi identity is equal
to the expression (21):
LVω = (−1)V {{∆,V}, ω}∣∣∣L = (−1)Vω˙. (22)
This expression provides the following simply observation: if ω˙ = 0 then ˙dω = 0 also.
Proposition 3. Let V be a projectible vector field and Γ its lift by ∆. Suppose that ω is a projectible differential form
and X is a second projectible vector field. Then
˙(ıXω) = ıX(ω˙) + (−1)X {(V, X), ω}∣∣∣L ,
where (V, X) is the bracket (8) of vector fields X and V. In terms of the Lie derivative,
LV ıXω = ıXLVω + (−1)X+V {(V, X), ω}∣∣∣L .
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Proof. By Proposition 2, ıXω is projectible. Now the statement follows from another application of the Jacobi identity
and (22):
˙(ıXω) = (−1)X {Γ, {X, ω}}∣∣∣L
= (−1)X {{Γ, X}, ω}∣∣∣
L
+ (−1)X {X, {Γ, ω}}∣∣∣
L
= (−1)X {(V, X), ω}∣∣∣
L
+ ıX(ω˙).
The interior product with X commutes with the Lie derivative over V up to the commutator of the two vector fields.
Corollary 1. Suppose that LVω = 0 (in ˆQ-cohomology). Then LV ıXω = 0 if vector fields X and V commute. In
particular, this occurs if JV, XK ∈ I (or JV, XK ∼ 0 in equivalence relation (3)).
Corollary 2. Suppose that ω is a projectible 1-form such that LVω = 0 (in ˆQ-cohomology). Let X be another
projectible vector field such that JV, XK ∈ I. Then F = ıXω is a projectible function invariant over the flow generated
by V. It is a physical observable representing an integral of the motion defined by V.
Proposition 4. Let ω and τ be projectible forms such that for a projectible vector field V, LVω = 0 and LVτ = 0 (in
ˆQ-cohomology). Then
LV [ω, τ] = 0,
at the level of cohomology.
Proof. Further applications of the Jacobi identity:
(−1)VLV [ω, τ] =
{
Γ,
{
{Ψ, ω}, τ
}
|L
}∣∣∣∣
L
=
{{
{Γ,Ψ}, ω
}
, τ
}∣∣∣∣
L
+
{{
Ψ, {Γ, ω}
}
, τ
}∣∣∣∣
L
+
{
{Ψ, ω}, {Γ, τ}
}∣∣∣
L
.
The first term vanishes from equation (19), the second two from the invariance of the two forms over V and the
projectibility conditions.
Corollary 3. For a projectible 1-form ω and function F such that ω˙ = 0 and ˙F = 0 in cohomology, the function
[ω, F] is projectible and LV [ω, F] = 0. That is, the Koszul bracket of a V-invariant form with a V-invariant function
produces again a V-invariant function - a physical observable which is an integral of the motion prescribed by V.
5. Examples of Weak Poisson Systems
5.1. Invertible Upper Triangular Matrices
Consider the Lie group Tn of invertible n × n upper triangular matrices and its Lie algebra t, the space of all upper
triangular matrices. Let h = [t, t] be the first derived subalgebra of t, the Lie algebra of strictly upper triangular
matrices.
A gauge system can be defined on Tn by specifying no constraint equations and setting the gauge generators to
be the left invariant vector fields in h. Take V ∈ t such that V can be written as a sum of a non-zero diagonal matrix
and a strictly upper triangular matrix. That we require a non-zero diagonal matrix is the same as asking that V is
not purely a gauge generator and contains non-trivial components. As an example, take V = (0 · · ·0 v) where v is a
column vector v = (v1, . . . , vn)T and vn , 0. Consider a bivector P = Pi je j ∧ ei where ei is the zero matrix with a 1 in
the (i, i)th position and Pi j = −P ji is an antisymmetric constant matrix. Trivially, both of these are projectible:
[V,R] ∈ h, JP,RK = Pi j[e j,R] ∧ ei − Pi j[ei,R] ∧ e j ∈ h ∧ t, R ∈ h,
since every commutator belongs to the derived subalgebra h.
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It is also trivial that P acts as a weak Poisson bivector
JP, PK = Pi jPmn[ei, em] ∧ e j ∧ en + · · · ∈ h ∧ t ∧ t,
and that V is a weak Poisson vector field for P
JV, PK = 2Pi j[V, e j] ∧ ei ∈ h ∧ t.
Therefore we may define a weak Poisson structure on Tn. (This weak Poisson system contains a lot of freedom in the
choice of Poisson bivector and the vector field V .) The ideal h defines a normal subgroup H ⊂ Tn consisting of the
upper triangular matrices with 1’s on the diagonal and we can consider the quotient Tn/H equipped with the induced
Poisson structure.
This example clearly admits a generalisation. Let G be a Lie group with Lie algebra g such that [g, g] is a proper
ideal of g. Since g/[g, g] , 0, a non-trivial vector field and Poisson bivector P may then be constructed in such a way
that all the relations between them are trivially satisfied if we consider the gauge generators to be the vector fields in
the derived subalgebra. Since the derived subalgebra is an ideal, it corresponds to a normal subgroup H in G and we
can consider the quotient X = G/H as a Poisson manifold with Poisson structure P. (In general H may not always be
a closed subgroup in the Lie group sense, therefore we assume that H is a proper Lie subgroup of the Lie group G.)
A one-parameter subgroup of Poisson automorphisms of C∞(X) is generated by the projectible vector field.
Note that any ideal of g can be suitably chosen to be a set of gauge generators, however the choice of bivector
becomes less trivial as the projectibility conditions are not automatically satisfied.
5.2. The Heisenberg Group
Consider the 3-dimensional Heisenberg group H3(R):
H3(R) =


1 a c
0 1 b
0 0 1

∣∣∣∣∣∣∣∣ a, b, c ∈ R
 .
Its Lie algebra h3 is generated by
p =

0 1 0
0 0 0
0 0 0
 , q =

0 0 0
0 0 1
0 0 0
 , z =

0 0 1
0 0 0
0 0 0

which satisfy the commutation relation
[p, q] = z,
and all others are zero.
Identify H3(R) with R3 with local coordinates (x, y, z). The generators of h3 correspond to the vector fields
X = ∂x −
1
2
y∂z, Y = ∂y +
1
2
x∂z, Z = ∂z.
Consider Z as a gauge generator on R3. Then a bivector P such as
P = X ∧ Y
is a weak Poisson bivector as it satisfies the weak Jacobi identity
JP, PK = 2X ∧ Y ∧ Z.
Let
V = y∂x − x∂y, θ = dz +
1
2
(ydx − xdy)
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be a vector field and 1-form respectively. Both are gauge invariant, and the contraction
θ(V) = 1
2
(
x2 + y2
)
is invariant with respect to the flow of V: V(x2 + y2) = 0. We can see that R2 as the quotient of R3 by the gauge orbits
is equipped with the Poisson structure P = ∂x ∧ ∂y and a subgroup of Poisson automorphisms generated by V . This
is the Poisson structure induced from the canonical symplectic structure on R2. Under the flow of V , functions of the
form f = f (x2 + y2) are invariant which is clear since V generates rotations about the origin.
Both of these examples contained no constraint equations, however these can be easily included by viewing each
group as a subgroup of the corresponding general linear group and smoothly extending the vector fields into this
ambient group.
5.3. Jacobi Manifolds
A Jacobi manifold (M, P,R) is a manifold M with a distinguished bivector field P and vector field R such that
JP, PK = 2P ∧ R, JP,RK = 0.
On setting R to be a single gauge generator, we see that P together with R defines a weak Poisson structure on the
manifold M. Consider the case where M is a contact manifold, so dim M = 2n + 1 and there exists a 1-form θ such
that θ ∧ (dθ)n does not vanish. Locally on M, there exist coordinates (t, q1, . . . , qn, p1, . . . , pn) such that
θ = dt −
n∑
i=1
pidqi.
Let
R =
∂
∂t
, P =
n∑
i=1
(
∂
∂qi
+ pi
∂
∂t
)
∧
∂
∂pi
.
Then P and R as defined satisfy the conditions of a Jacobi manifold and so specify a weak Poisson structure on M.
Further we are provided with a natural gauge invariant 1-form θ
L∂tθ = 0.
Any vector field of the form V = V iq(q, p) ∂∂qi + V
j
p(q, p) ∂∂p j + V(q, p, t)∂t will be gauge invariant, since [V, ∂t] =
∂tV(q, p, t)∂t. Consider the vector field
V = qi
∂
∂qi
− pi
∂
∂pi
.
This defines a weak Poisson vector field since JV, PK = 0. Contracting with θ gives
f = θ(V) = −
n∑
i=1
piqi,
and V( f ) = 0, since V = JP, f K. So we have a one-parameter family of Poisson automorphisms on the quotient space
with f a constant function along the flow of V .
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