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Abstract. A full parallel preconditioner for preconditioned conjugate gradient (PCG) methods 
is derived, by using an incomplete cyclic reduction, for a class of M-matrices. 
1. INTRODUCTION 
Let us consider the linear system: 
Ax=b. (1.1) 
to be solved with a PCG method. Let A be a five-diagonal, symmetric, weakly diagonally 
dominant M-matrix, with structure: 
A= . 
NxN 
(1.2) 
The extreme diagonals have distance R from the main one (N = K2). Let us suppose R = 2’. 
If PN is the permutation matrix which takes first the odd rows and then the even ones, 
one has: 
TI ST 
PN*A*P~= s T2 , 
[ 1 (1.3) 
with Tl,Tz,S E RN12xN12. M oreover, the blocks Ti are symmetric tridiagonal, with band- 
size k/2 = 2+‘, dia.gonally dominant, while S is upper bidiagonal. Let us consider the block 
LU factorization of (1.3): 
with 
PN.A.P~= [z iI]. [i Ty’i”], 
B1 = T2 - S . T;’ . ST. (1.4) 
The matrix B1 is no more a sparse one. To obtain a parallel preconditioner for a PCG 
method, one can use a sparse approximation of B1. For example, we can choose a five- 
diagonal one, 51, with the same structure of A (see (1.2)), but with dimension and band- 
size halved, by suppressing the other diagonals. It is known that B1 and 81 are strongly 
dia.gonally dominant M-matrices (se: [2]). 
If this-is the case, we can reduce B1 by repeating the above operations. After j steps, we 
choose Bj as the tridiagonal matrix: 
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of band-size 2’-j (this is justified from the fact that the terms on the other diagonals are 
smaller). To solve the linear system in which Bj is the coefficient matrix (this is necessary 
to get the preconditioned residual), one transforms Bj to ~&j~j(P~~j)T(N = 2’(‘-j)). 
The resulting matrix is a block diagonal one, with 2’-j blocks, each one tridiagonal with 
band-size 1. 
From this fact, it is self-evident that one can solve the linear system to get the precondi- 
tioned residual on 2”-j processors with constant degree of parallelism, or on 2’-” processors, 
forsomei= 1,2.. . , j, with degree of parallelism increasing from 2’-j to 2rdi. The number 
of processors used can be doubled, using a twisted factorization of the tridiagonal blocks 
(see [l] or [5]), with a little added overhead. Such a PCG algorithm is, therefore, fully 
parallel. 
2. EVALUATION OF & 
To compute ii, we need only the main three nonzero diagonals of Tcl. Generalizing the 
results in [3], one can derive an algorithm to obtain Tip1 by diagonals. Moreover, one can 
show that the elements on the diagonals becomes smaller and smaller, as we go away from 
the main one. If we call ?T’ the considered part of TT’, we get (see (1.4)): 
& E T2 - S. 5?F1. ST. 
Actually, one can show that 
[\I \ \ =2 _ q’.sT = \ , 
(2.1) 
(2.2) 
while the structure of gl is the one in (1.2). It follows that some of the information of Tr’ 
is neglected: in fact the derived preconditioner (BTO) is not satisfactory. Slightly better 
results are obtained summing the neglected diagonals of (2.2) on the main one (BTl). The 
modified version (MBTl), obtained imposing that B1 and B1 must have the same row sum, 
works very bad. The best performances are obtained by imposing that Tlel and ?‘i-l (see 
(1.4) and (2.1)) must have the same row sum: practically, the neglected diagonals of Tyl 
are summed to the main one of PI-l. The resulting algorithm is denoted by MBTO. 
3. NUMERICAL RESULTS 
The numerical tests here reported are obtained from the discretization of the problem: 
-Au = f, on 52 = [0, l]z[O, 11, u]an = 0. 
The preconditioners are tested by using as step of discretization h = (2’ + 1)-l, T = 
3,4,5,6,7. The resulting linear systems have dimension N = 2”. The starting point is 
~0 = 0, while the stopping criterion is ]]ri]]z/]]rc]]z < 10s6, being rg the initial residual, and 
ri the one to the ith step. 
The tests were carried out on a single processor, for the following algorithms: conjugate 
gradients (CG), PCG with incomplete Cholesky (IC) (E isenstat’s implementation [a]), PCG 
with modified incomplete Cholesky (MIC), PCG with incomplete block Cholesky (INV), 
PCG with modified incomplete block Cholesky (hIINV>, BTO, BTl, MBTO, MBTl, with 
three steps of reduction. 
In the following table the computatinal cost, in terms of number of operations per iterate 
and required memory, is reported. 
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In the last table the number of iterations and the work/N is reported, for the values of r 
considered. 
Method 
CG 
IC 
MIC 
INV 
MINV 
BTO 
BTl 
MBTO 
MBTl 
r=3 
10 - 200 
8 - 192 
8 - 192 
5 - 180 
5 - 180 
6 - 246 
6 - 246 
7 - 287 
7 - 287 
r=4 
22 - 440 
13 - 312 
12 - 288 
7 - 252 
7 - 252 
9 - 369 
8 - 328 
10 - 410 
11 - 451 
r=5 
44 - 880 
23 - 552 
17 - 408 
12 - 432 
11 - 396 
16 - 656 
14 - 574 
14 - 574 
19 - 779 
r=6 
90 - 1800 
42 - 1008 
24 - 576 
20 - 720 
16 - 576 
29 - 1189 
23 - 943 
18 - 738 
37 - 1517 
-7 
17: -3580 
71 - 1704 
36 - 864 
36 - 1296 
22 - 792 
55 - 2255 
44 - 1804 
28 - 1148 
96 - 3936 
From these results it seems that some of the preconditioners here introduced (in particular 
MBTO) can be very effective on a parallel computer. For example for r = 7 one can use 
32 processors obtaining a theoretical speed-up (MBTO with respect to MINV) given by 
ss2 Y 22. 
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