We derive the eigenvalues of a tridiagonal matrix with a special structure. A conjecture about the eigenvalues was presented in a previous paper, and here we prove the conjecture. The matrix structure that we consider has applications in biogeography theory.
Main result and related work
We prove the following theorem in this paper. 
for any natural n P 4 has the (n + 1) eigenvalues xðAÞ ¼ f0; À2=n; À4=n; . . . ; À2g ¼ À2k=n; k 2 ½0; n: Ã ð2Þ
This theorem was stated as a conjecture in [14] and is proven here in Sections 2-4. This type of matrix arises in biogeography theory, and its application is discussed in Section 5.
There have been many papers published on explicit solutions of eigensystems of tridiagonal matrices of different structures. Some research on this topic includes [2, 5, 7, 10, 11, 16] . The common feature of [2, 5, 7, 16] is that the tridiagonal matrix A has the following structure where d 1 and d 2 are, generally speaking, complex numbers. It is easy to see that this condition is not satisfied in Eq. (1) . Results in [10, 11] differ from each other in that the latter allows a more general structure for the main diagonal than the former.
There are a number of additional references related to the explicit solution of eigensystems for tridiagonal matrices of specific structures [1, 3, 4, 6, 13, 15] . However, the tridiagonal matrices considered in those papers have structures either with equal entries in each off-diagonal, or with off-diagonal entries {c 1 , c 2 , . . . , c n } and {a 1 , a 2 , . . . , a n } satisfying the conditions of [10, 11] .
We see that our result, Theorem 1, considers a different matrix structure than previously published work. Section 2 transforms the eigensystem equation of the matrix A in Eq. (1) to a form that is amenable to the proof of Theorem 1. Section 3 proves Theorem 1 for the zero eigenvalue, and Section 4 proves the theorem for the nonzero eigenvalues. Section 5 discusses the application of the theorem to biogeography.
Transformation of the eigensystem equation
The (n + 1) eigensystem equations for A can be written as follows:
where x is an eigenvalue with the corresponding eigenvector
The following transformation of Eq. (3) plays a key role in our proof of Theorem 1. We add the first equation of Eq. (3) to the second one, obtaining a transformed second equation; we then add the new second equation to the third equation of Eq. (3), obtaining a transformed third equation. We continue this process to transform the tridiagonal system of Eq. (3) to the following upper triangular form:
. . .
From the last equation of Eq. (4), we obtain the following two nonintersecting cases:
We consider the x = 0 case in Section 3, and the x -0 case in Section 4.
Proof of the zero eigenvalue
Substituting x = 0 in the first n equations of Eq. (4) yields
Note from Eq. (6) that we must have
, which is not a valid eigenvector. Recall that eigenvectors are not defined uniquely, but are defined only up to a nonzero scaling factor. In the following we will choose that factor so that
Substituting this value of V n (0) in the last equation of Eq. (6) yields
We substitute this value of V nÀ1 (0) in the penultimate equation of Eq. (6) (i.e., the equation which contains V nÀ1 (0) and V nÀ2 (0), and which is not shown explicitly in Eq. (6)). We continue this process for all of the terms in Eq. (6) to derive
This completes the eigensystem solution for x = 0.
Proof of the nonzero eigenvalues
Using Eq. (5), the system of Eq. (4) can be written as
As in the preceding section, we let
Theorem 1 for the nonzero eigenvalues is proven in this section by induction over arbitrary natural n. We first present a preliminary step in Section 4.1 that follows from the rational root theorem and that motivates our conjecture that the eigenvalues x are of the form x = À2k/n. Then, assuming that x = À2k/n, we obtain the eigenvector for n = 6 in Section 4.2. This forms the first step in our inductive proof; we found that the eigenvectors for n < 6 do not provide enough structure to complete the inductive proof. The next step, which is mentioned at the end of Section 4.2 and which is omitted for brevity, is to prove by induction over n that the eigenvector expression obtained in Section 4.2 holds for arbitrary natural n. The final step of the proof, which is in Section 4.3, explicitly shows that the last equation in Eq. (10) is satisfied, which completes the proof.
Justification for the nonzero eigenvalue conjecture
From the last equation of Eq. (10), we see that V n (x) is a zeroth degree polynomial. From the penultimate equation of Eq. (10), we see that V nÀ1 (x) is a first degree polynomial. Continuing in this manner, we see that V nÀi (x) is an ith degree polynomial for i 2 [0, n]. Therefore, P n i¼0 V i ðxÞis an nth degree polynomial and the last equation of Eq. (10) can be written as
where a n , a nÀ1 , . . . , a 0 are constant coefficients. This equation has n roots. It is easy to calculate the coefficients a n and a 0 . We use Eqs. (9) and (12) to obtain
Since V 0 (x) is the only nth degree polynomial in the sum on the left side of Eq. (12), the value of a n in Eq. (12) is given by the coefficient of x n in the polynomial V 0 (x). Using Eq. (10) to recursively solve for V k (x) starting with k = n gives
We see that the coefficient of x n in V 0 (x) is equal to n n /n!. Since V 0 (x) is the only V k (x) which includes an x n term, a n in Eq. (12) is equal to n n /n!. We thus multiply Eq. (12) by n! to make all of the coefficients integers. This gives us the modified coefficients a n = n n and a 0 = 2 n n!. We see that n is a divisor of a n , and the divisors of a 0 include 2k for k 2 [1, n]. Some evidence (but not proof) for Eq. (2) comes from combining these facts with the rational root theorem:
If Eq. (12) has a rational root x = p/q, where p and q are co-prime, then p is a divisor of a 0 and q is a divisor of a n .
Eigenvectors for x -0
In order to find a way to prove Eq. (2) for x -0, we will first derive V n (x), V nÀ1 (x), . . . , and V 0 (x), for n = 6 and for x = À2k/n, where k 2 [1, n]. Manipulating Eq. (10) with some tedious but simple computations yields the following:
We introduce the notation
We see for n = 6 and j 2 [1, n] that
Summing all of the equations of Eq. (16b) for n = 6 yields
Eq. (16c) was obtained for n = 6, x = À2k/n, and k 2 [1, n], but it can be easily proven by induction for arbitrary natural n, x = À2k/n, and k 2 [1, n], because we see how V 6 (x) is obtained from V 5 (x). This proof is omitted for brevity.
Proof of Eq. (10)
Let us represent Eq. (16c) as
where the b i constants can be obtained from Eq. (16a). The first term on the right side of Eq. (16d) is equal to zero from standard results on binomial coefficients:
The second term on the right side of Eq. (16d) is also zero, because Eq. (16a) implies that
Therefore,
The case k > n/2 is symmetric to the case k < n/2, so the equation
can be proven similarly. Indeed, in this case 0 6 n À k < n/2. Then replacing Eq. (17) with the equation
and changing Eqs. (18) and (19) in the obvious way, we obtain Eq. (19). The case k = n/2 and x = À2k/n = À1 is simple to prove. We combine these results to obtain X n j¼0 V j ðxÞ ¼ 0 for k 2 ½1; n and x ¼ À2k=n ð21Þ
which is identical to Eq. (10). This equation shows that the nonzero x case in Eq. (5) is satisfied for x = À2k/n, where k 2 [1, n], which proves Eq. (2). Fig. 1 illustrates a model of species abundance in a biological habitat [12] . The emigration rate l and the immigration rate k are functions of the number of species in the habitat. The greatest possible immigration rate is I, which occurs when there are no species in the habitat. As the number of species increases, the habitat becomes more crowded, fewer species are able to survive immigration to the habitat, and so the immigration rate decreases. The largest number of species that the habitat can support is S max , at which point the immigration rate is zero. Fig. 1 also shows that if there are no species in the habitat, then the emigration rate is zero. As the number of species increases, the habitat becomes more populated and the emigration rate increases. The maximum emigration rate is E, which occurs when the habitat is completely saturated with species.
Application to biogeography
The equilibrium number of species is S 0 , at which point the immigration and emigration rates are equal. However, there will be excursions from the equilibrium species count due to transient, stochastic effects. Positive excursions from S 0 could be due to a sudden increase in immigration because of an unusually large piece of flotsam arriving from a neighboring habitat, or the extinction of a predator. Negative excursions from S 0 could be due to disease, the introduction of a new predator, or a natural catastrophe. It can take many years for species counts to reach equilibrium after such perturbations [8, 9] .
We have shown the immigration and emigration curves in Fig. 1 as straight lines, but in general they might be nonlinear [12] . Nevertheless, the linear model provides a general description of immigration and emigration. Now consider the probability P s that the habitat contains exactly S species. In order for the habitat to have S species at time (t + Dt), one of the following conditions must hold:
There were S species at time t, and no immigration or emigration occurred between t and (t + Dt); or, There were (S À 1) species at time t, and one species immigrated; or, There were (S + 1) species at time t, and one species emigrated.
We assume that Dt is small enough so that there is essentially zero probability of more than one immigration or emigration during a Dt time period. Based on this reasoning, P s changes from time t to time (t + Dt) as follows:
where k s and l s are the immigration and emigration rates when there are S species in the habitat.
Taking the limit of Eq. (22) as Dt ? 0 gives
We define n = S max , and P = [P 0 . . .P n ] T , and combine the (n + 1) equations of Eq. (23) to obtain
Àðk n þ l n Þ For the linear migration rates shown in Fig. 1 
This is the same A matrix as that given in Eq. (1) . Based on the results of Sections 1-4, we can therefore state the following theorem, which was conjectured in [14] .
Theorem 1a. The (n + 1) eigenvalues of the biogeography matrix A are {0, À2/n, À4/n, . . . , À2}. h
Since _ P ¼ 0 in steady state, since 0 is an eigenvalue of A, and since _ P ¼ EAP, the steady-state probability of each species count is given by the eigenvector which corresponds to the zero eigenvalue. This was calculated in Eq. (9) and in [14] , and is repeated here in terms of the steady-state probabilities:
ProbðS ¼ kÞ ¼ n! k!ðn À kÞ! for k 2 ½0; n:
