The present paper studies an optimization problem of dynamically loaded cylindrical tubes. This is a problem of linear elasticity theory. As we search for the optimal thickness of the tube which minimizes the displacement under forces, this is a problem of shape optimization. The mathematical model is given by a differential equation (ODE and PDE, respectively); the mechanical problem is described as an optimal control problem. We consider both the stationary (time independent) and the transient (time dependent) case. P. Nestler derives the model-equations from the Mindlin and Reissner hypotheses. Then, necessary optimality conditions for the optimal control problem are given. Numerical solutions are obtained by FEM, numerical examples are presented.
Introduction
In the paper we investigate the optimal dynamics of elastic shells (tubes) generated by intensive loading or impact forces, respectively. The state of the shell is described by a PDE of the fourth order. The forces can be time independent, then we have the stationary case and the state equation is an ODE. Time dependent forces give the transient case, which is described by a PDE. The problem of optimal design of a shell is formulated as an optimal 254 P. Nestler and W.H. Schmidt control problem with PDE. The goal is to find an optimal thickness of the cylindrical shell, which minimizes the deformation. There are many papers dealing with elastic and plastic beams. Fundamental books are those of R. Hill (1950) and St. P. Timoshenko (1932) . The Estonian research group in Tartu published important results, for instance byÜ. Lepik (1982) or bÿ U. Lepik and T. Lepikult (1987) . T. Lepikult, W. Schmidt and H. Werner (1999) solved the control problems by applying the well-known software package Gesop. V. Azhmyakow and W. Schmidt (2004) used the methods of Bellmann/Dreyfus and a penalty function method. Unpublished investigations by V. Azhmyakow, J. Lellep and W. Schmidt are dealing with piecewise constant controls. G. Olenev (1987) studied impulsively loaded rigid plastic cylindrical shells. J. Lellep (1997) developed optimization procedures for circular cylindrical shells in the piecewise linear geometry. All papers mentioned here assume the Kirchhoff-Love hypothesis and Hook's law. In our paper [13] , the behavior of the shell is modeled by means of the Mindlin and Reissner hypotheses. The optimal control problem is treated consistently as a PDE-problem. The existence of an optimal solution is unsolved, we will deal with it in a forthcoming paper. Necessary optimality conditions are derived. The problems are numerically solved by using direct methods. FEM are used for solving the PDE concerning admissible controls. The numerical solutions are checked to fulfill the first-order necessary optimality conditions. Similar ideas can be found in a paper by Sprekels and Tiba.
Model of cylindrical shell
Various practical problems deal with deformations of bodies developed under forces. Such problems are analyzed in linear elasticity. Starting with simple mechanical equations (kinematic basic equation, stress state of materials) and according to the context of body properties, these problems can be modeled and solved relatively simple.
Let Ω 3D ⊂ R 3 be the reference configuration of the body in the relaxed state. The state is given by the map φ : Ω 3D → R 3 . The strain-tensor ε has the following components:
These displacements also depend on material parameters. Hooke's law
Optimal design of cylindrical shells 255 with the Lamé-constants λ, µ (material parameter) and the identical tensor I, describes this dependence. σ is the stress-tensor. We use the hypotheses of Mindlin and Reissner [3, 4] for the following model of the cylindrical tube. With these hypotheses, we can reduce the dimension from the 3D-model to a 1D-model. The deformation of the body under the force f is described by the balance of power in the stationary case 
The cylindrical shell S with the middle plane z(x, ϕ) and thickness u is given as
in the natural coordinate system e i , (i = 1, 2, 3). The shell theory uses the Mindlin and Reissner hypotheses with this approach of natural bases y = y 1 (x, ϕ, t)e 1 +y 2 (x, ϕ, t)e 2 +y 3 (x, ϕ, t)e 3 −h[θ 1 (x, ϕ, t)e 1 +θ 2 (x, ϕ, t)e 2 ]
with the displacements y i in all basic directions and the torsions θ i regarding the x-and ϕ-direction. We assume a rotation symmetrical force, the tube is fixed on the tube-ends and the Kirchhoff-Love hypothesis for thin shells is valid. Under these conditions, it is y 1 = y 2 = θ 2 = 0 and ∂ x y 1 = θ 1 . We apply this displacement ansatz of the balance of power and the conservation of momentum to the stationary case and transient case, respectively. With w := y 3 , f z := f · e 3 and by agreement d i x the i-th order derivation regarding x, it follows:
a) The equation of the stationary problem in weak formulation: Find a solution
The space H k denotes the Sobolev space of order k.
b) The equations for transient case in weak formulation: Find a solution
is a space of abstract functions with values in V.
In mechanics, the term with mixed derivations of the function w is often neglected. This implies a modified equation for the transient case:
Optimal design of cylindrical shells 257 for allw ∈ V and all t ∈ (0, T ] with initial conditions w s (·, 0) = ∂ t w s (·, 0) = 0. Numerical tests have shown that the influence of mixed derivations on the function w with constant coefficients is small. We define the Nemytskii operators in space L ∞ to avoid nonlinearities governed by control u:
These operators are differentiable in space L ∞ , too.
Optimal thickness in the stationary case
The goal is to find an optimal thickness u which minimizes a deformation (displacement) w off a cylindrical tube on the interval Ω := (0, 1). An additional demand is that the volume of tube must be constant.
gf: min
with given constants u a , u b ∈ R + \ {0}. The thickness u = u(x) is the control-function, which controls displacement w = w(x) under forces f z . The constant C determines the volume of the cylindrical tube. We transform this problem to a nonlinear optimal control problem in a Banach space. Therefore, we define the control-state-operator G, which assigns a definite state w ∈ V (G(u) = w) to each control u ∈ U ad . Then, we are able to eliminate the state w in the goal functional and formulate a new optimal control problem in the stationary case.
gf:
min
The derivation of the goal functional is
The following theorem gives the derivation of the control-state-operator as a solution of a boundary value problem.
Theorem 1.
Let Ω be a bounded Lipschitz domain and Φ, Ψ differentiable Nemytskii-operators in L ∞ . Then the control-state-operator G is Fréchet-differentiable. The derivation can be represented as
with a weak solution y of the boundary value problem
with boundary conditions
It follows:
where y is the solution of (1).
Definition 1. The adjoint state p ∈ V is the weak solution of the boundary value problem
Together with this definition of the adjoint state we can formulate the variational inequality:
Necessary condition: Any optimal control u and corresponding optimal state w = G(u) must fulfill the optimality system:
where p ∈ V is the weak solution of the adjoint equation. These conditions contain the hidden side condition of the control-state-operator G in a natural way.
Optimal thickness in the transient case
In this section we formulate two optimal control problems that differ in the side conditions.
Optimal control problem A
Let Ω be a bounded domain with boundary Γ := {0} ∪ {1} and let T > 0 be given. We define Q = Ω × (0, T ) and Σ = ({0} ∪ {1}) × (0, T ) as the lateral boundary of Q. Starting with defining a modified optimal control problem, we search for an optimal solution u = u (optimal thickness) which minimizes the goal functional and fulfills the side conditions:
with contants u a , u b ∈ R + \ {0}. The thickness u is the control function that controls the state (displacement) w s = w s (x, t) of the cylindrical tube under forces f z = f z (x, t). The admissible range U ad takes into account the volume condition.
Optimal control problem B
We define the optimal control problem with the complete side condition and the same goal functional:
This optimal control problem contains the acceleration-bending-moment
For the existence and uniqueness of a solution of modified or complete side conditions we refer to [5] . We search for weak solutions w s ∈ L 2 (0, T ; V) and w ∈ L 2 (0, T ; V) with general derivatives with respect to time ∂ t w s in L 2 (0, T ; L 2 ) and ∂ t w in L 2 (0, T ; H 1 0 ), respectively. For the proof of first-order necessary conditions, we need higher regularity regarding the solutions w s and w. If the initial conditions and the force have higher smooth properties, we can expect w s ∈ H 2 (0, T ; V) or w ∈ H 2 (0, T ; V) for the solution.
In analogy to the stationary case, we define control-state-operators G A and G B , which assign a definite final time statew s = w s (·, T ) ∈ V or w = w(·, T ) ∈ V to each control function u ∈ U ad . In contrast to the stationary case, the control-state-operators are more complicated. We have to keep in mind that only the values of the functions w s and w in the final time points enter the goal functionals.
First-order necessary condition for problem A
Including the operator G A results in a more simple representation of problem A:
When u is the optimal control, the first-order necessary condition must be fulfilled
This is the variational inequality for problem A.
Theorem 2. Let Q be a bounded Lipschitz domain. The Nemytskii operators are assumed to be Fréchet-differentiable in L ∞ and the solutions of the modified side condition are assumed to have higher regularity. Then the control-state-operator
is the final value of the weak solution y A ∈ H 1 (0, T ; V) of the initial boundary value problem
with the boundary conditions y A | Σ = ∂ 2 x y A | Σ = 0 and the initial conditions y A (·, 0) = ∂ t y A (·, 0) = 0. u and w s ∈ H 2 (0, T ; V) are the optimal control and optimal state, respectively.
For the derivation of the functional f A , it follows that
, where y A is the weak solution of the initial boundary value problem (2).
We define an adjoint state as solution of the final boundary value problem:
For the proof of the existence and uniqueness of the solution p A we refer to [5] . By using the adjoint state for the variational inequality, it follows that
Necessary condition: Any optimal control u,w s = G A (u) of the problem A must fulfill the optimality system:
First-order necessary condition for problem B
Including the operator G B results in a more simple representation of problem B:
The derivation of the goal functional f B is
Theorem 3. Let Q be a bounded Lipschitz domain. The Nemytskii operators are assumed to be Fréchet-differentiable in L ∞ and the solutions of the complete side condition are assumed to have higher regularity. Then the control-state-operator G B is Fréchet-differentiable and it satisfies
is the final value of the weak solution y B ∈ H 1 (0, T ; V) of the initial boundary value problem
with boundary conditions y B | Σ = ∂ 2 x y B | Σ = 0 and initial conditions y B (·, 0) = ∂ t y B (·, 0) = 0. u and w ∈ H 2 (0, T ; V) are defined as the optimal control and the additional optimal state, respectively.
It follows
with weak solution y B of the initial boundary value problem (3). We define a adjoint state as solution of the final boundary value problem:
For the existence and uniqueness of the solution p B we refer to [5] . By using the adjoint state for the variational inequality, it follows that
Necessary condition: Any optimal solution u,w = G B (u) of the problem B must fulfill the optimality system:
for all u ∈ U ad .
Examples
We use the following parameters for all numerical examples: 
Examples of stationary case
The numerical solution of this stationary optimal control problem has been calculated with the software Matlab and the optimization solver fmincon.
The state equation and the adjoint equation have been solved by using FEM. Because we are searching for weak solutions in Sobolev space H 2 , we propose to use the Hermite interpolation ansatz (C 1 -finite-elements). We also used the optimization solver fmincon (this is the only test whether the first-order necessary condition is fulfilled) to evaluate the variational inequality. Figures  1 and 2 show the optimal control u h obtained by the direct method with fmincon and the evaluation of variational inequalities for different forces.
Examples for Problem A
The numerical solutions of optimal control problems have been obtained by using the software Matlab and the optimization solver fmincon. For the
numerical solution, we have used the well-known method of Rothe. This method applies the finite difference method for the time t and the FEM for the domain Ω to the Hermite interpolation ansatz. The variational inequality corresponding to the numerical solution u h has been transformed into an optimization problem. Again, we have solved this problem with the tool fmincon. The integrals have been discretized with the Bogner-Fox-Schmidt element [3] . Figures 3 and 4 show the optimal control solutions u h calculated with the direct method using fmincon and the evaluation of variational inequalities for the two different forces. 
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Examples for Problem B Figures 5 and 6 show the optimal control solutions u h calculated with the direct method by fmincon and the evaluation of variational inequalities for the two different forces. 
Summary
The state equations in our models are PDE's (nonlinear in the control and linear in the state). While we have been directly dealing with this PDE optimal control problem, the problem has been approximated with simpler equations in the known papers in the meantime. Our numerical solution is a direct method using FEM. We also check whether the numerical solution fulfills the necessary optimality conditions derived in this paper. The application of the acceleration-bending-moment in a side condition has an essential influence on the optimization; this needs further investigation. Furthermore, the modifications of goal functionals regarding more practiceorientated problems and the resulting necessary conditions of first order are of interest.
