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SANTRAUKA 
 
Šiame darbe analizuojama dvimačių vektorių maksimumų asimptotikos problema. Yra labai 
svarbu ir aktualu įvertinti maksimumų aproksimavimo ribiniu skirstiniu konvergavimo greitį, tam kad 
supaprastintume paklaidų skaičiavimą. Perk÷limo teorema pritaikyta vektorių maksimumų schemai. 
Parod÷me, kad konvergavimo greičio įvertį tiesiškai normuotiems vienmačiams maksimumams galima 
pritaikyti ir vektorių maksimumams. Be to, tai įrod÷me ir netiesiškai normuotiems vektorių 
maksimumams. Gautas rezultatas apibendrina A. Aksomaičio rezultatą, pateiktą vienmačiu atveju.. 
Ieškant ribin÷s vektorių maksimumų funkcijos, maksimumus normavome tiesiškai (Pareto ir 
logistinio skirstinių atveju) ir netiesiškai (log-Pareto skirstinio atveju). Gavome, kad ribiniai skirstiniai 
dvimačiu atveju nepriklauso klasikinei schemai ir yra žymiai įvairesni. Pareto ir logistio skirstinio 
atveju ribinis skirstinys nepriklauso nuo komponenčių priklausomumo. Pareto, log-Pareto ir logistinio 
skirstinių atvejais konvergavimo greičio įverčio eil÷ n atžvilgiu yra 1/n, nepriklausomai nuo vektorių 
komponenčių tarpusavio (ne)priklausomumo. Tačiau ribin÷ skirstinio funkcija log- Pareto skirstinio 
atveju, gavosi skirtinga, kai komponent÷s priklausomos ir kai nepriklausomos. Šiuo atveju 
komponenčių priklausomumas turi įtakos ribinei maksimumų skirstinio funkcijai. 
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SUMMARY 
 Asymptotic analysis of maxima of two-dimensional vectors is presented in this paper. It is very 
important to estimate convergence rate of approximation maxima distribution with limiting 
distribution function. Transfer theorem for vectors is used. Limiting distribution are also obtained. We 
showed, that estimation of convergence rate of linearly normalized maxima can be adjusted  for 
maxima of vectors. Besides, it is proved for nonlinearly normalized maxima. Result extends univariate 
results of A. Aksomaitis. 
 We normalized maxima linearly (Pareto and logistic distributions) and nonlinearly (log-Pareto 
distribution) to find limiting distribution functions. These functions are more various then three classic 
in scheme of univariate maxima. Estimations of convergence rate are obtained for each of functions. 
Queue of convergence rate is 1/n aspect n for Pareto, logistic and log-Pareto distributions and it do not 
depend on internecine dependence of components. Though, limiting distribution function for log-
Pareto distribution is different when components are dependent, while it is the same for logistic and 
Pareto distributions. Estimation of convergence rate for log-Pareto distribution is more complicated.  
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ĮVADAS 
 
 Analizuojant konvergavimo greičio įvertį vienmačių maksimumų struktūrai ( Aksomaitis A., 
2008), iškyla klausimas: o kokia gi paklaidų įverčio išraiška bus vektorių maksimumų struktūrai? Šis 
darbas – atsakymas į pateiktą klausimą. 
Ekstremalių reikšmių analiz÷ su laiku darosi vis aktualesn÷. Stochastinių ekstremumų teorija 
taikoma įvairiose srityse, tiriant gamtos ir kitus reiškinius: krituliai, potvyniai, v÷jo gūsiai, oro 
užterštumas, korozija, individų populiacijos ilgaamžiškumas, sistemų patikimumas, atsparumas 
trūkiams, finansų teorija (Tiago de Oliveira J., 1984) ir kt. Tačiau ekstremalių reikšmių teorija 
neapsiriboja šiomis sritimis. Plačiau jų taikymą analizuoja Kotz S. ir Nadarajah S.(2000), taip pat 
Galambos J. (1978), Resnick S.I. (1987). Ši teorija iš pradžių patrauk÷ inžinierius, hidrologus, 
tikimybių žinovus ir tik v÷liau visu tuo susidom÷jo statistikos ekspertai. Daugelį metų ekstremalių 
reikšmių teorija buvo neatsiejama nuo mokslininko E.J. Gumbel.  
 Istoriškai ekstremalių reikšmių nagrin÷jimas prad÷tas apie 1709 metus, kada Nicolas Bernouilli 
prad÷jo diskutuoti apie didžiausią atstumą tarp duotų pradinių n taškų, atsitiktinai išsid÷sčiusių ant 
fiksuoto ilgio t ties÷s (Kotz S. ir Nadarajah S., 2000). Nuo to laiko daug straipsnių buvo parašyta 
temomis, liečiančiomis stochastinius ekstremumus. Mokslininkas Bortkiewicz 1922 metais savo 
straipsnyje pirmą kartą pamin÷jo stochastinių maksimumų pasiskirstymo d÷snio sąvoką. 
 Daugiamačių ekstremalių reikšmių teorijos pradžia galima laikyti XX amžiaus šeštąjį 
dešimtmetį. Šiuo laikotarpiu pasirod÷ nemažai publikacijų daugiamačių ekstremumų tematika (Sibuya 
1960). Nuo 8 – ojo dešimtmečio darbų šia tematika pagaus÷jo (Galambos, 1978; Tiago de Oliveira 
J.,1984; Resnick S.I.1987).  
 Šiame darbe nagrin÷jami dvimačių vektorių, kurių skaičius yra atsitiktinis, maksimumai. Šio 
skaičiaus skirstinį pasirinkome visoms nagrin÷jamoms funkcijoms vienodą – geometrinį. Teorin÷je 
dalyje pateikiamas konvergavimo greičio įverčio išraiškos įrodymas dviem atvejais: tiesiškai ir 
netiesiškai normuotiems maksimumams. Praktin÷je dalyje analizuojami Pareto, logistinis skirstiniai, 
kurių maksimumams taikome tiesinį normavimą. Log-Pareto (Falk M. ir kt., 2010) skirstiniui taikome 
netiesinį normavimą. Šio skirstinio problematika analizuojama įvairių autorių (Galambos J., 1978; 
Falk M. ir kt., 2010), kadangi ši funkcija turi sunkią „uodegą“, neegzistuoja nei vidurkis, nei dispersija. 
Dvimačių vektorių maksimumų netiesinio normalizavimo tematika nemažai publikacijų yra pateikusi 
E. Pancheva (1985, 1986, 2000). Taip pat ši autor÷ parod÷, kad ribin÷ skirstinio funkcija netiesinio 
normavimo atveju nebetelpa į klasikinę trijų skirstinių schemą (Peng Z. ir kt., 2010). Tai atsispindi ir 
šio darbo praktin÷je dalyje. 
Darbo tikslas: įvertinti atsitiktinio skaičiaus vektorių maksimumų konvergavimo greitį. 
 Uždaviniai:  
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1) išanalizuoti vektorių maksimumų asimtotiką esant tiesiniam ir netiesiniam normavimui; 
2) ištirti tiesiškai ir netiesiškai normuotų vektorių maksimumų konvergavimo greičio įvertį esant 
atsitiktiniam komponenčių skaičiui; 
3) atlikti maksimumų skirstinio aproksimavimo ribiniu skirstiniu paklaidų analizę 
Stochastinių ekstremumų tematika yra paruoštos penkios publikacijos, skaityti pranešimai 
mokslin÷se konferencijose. 
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1. TEORINö DALIS 
1.1. ATSITIKTINIŲ DYDŽIŲ MAKSIMUMŲ ASIMPTOTIKA 
 
Tarkime nXX ,...,1  atsitiktiniai nepriklausomi kintamieji, turintys skirstinio funkciją  
( )xXPxF j ≤=)( , nj ,1=
. 
Statistikos ),...,max( 1 nn XXZ =  skirstinio funkcija yra (Galambos J., 1978): 
),...,,,()()(
1
xxxxFxXPzZPxF
n
j
jnZn =







<=<=
=
I . 
Jeigu dydžiai iX , ni ,1= , yra nepriklausomi su skirstinio funkcijomis  
( )xFi , ni ,1= , 
tai  
C
n
i
iZ xFxF n
1
)()(
=
= . 
Jei dydžiai nepriklausomi ir vienodų skirstinių, ),,1),()(( nixFxFi ==  tai  
).()( xFxF nZn =  
Tarkime egzistuoja tokia normalizavimo funkcija )(xfn  su kuria normuotų maksimumų 
skirstinio funkcija silpnai konverguotų (t.y. konverguotų visuose ribinio skirstinio tolydumo taškuose) 
į neišsigimusį skirstinį H(x). 
 
)())(( xHxfZP nn ⇒< .  (1.1) 
Čia  
nnn axbxf +=)( , 
kai normavimas yra tiesinis (egzistuoja konstantų sekos { } { }1,01, ≥>≥ nbirna nn ) arba  
)()( xGxf nn = , 
kai neegzistuoja tokios konstantos – ieškoma netiesinio normavimo funkcija, kuri turi būti teigiama ir 
did÷janti (Dindien÷ L., 2009). 
Normuotų vienmačių maksimumų ribiniai skirstiniai gali būti tik trijų tipų (Galambos J., 1978): 
( ) 0,exp
,1 >−=
− xxH αα , α > 0, (Frechet), 
( )( )αα xH −−= exp,2 , x≤0, α > 0, (Weibull), 
( )xeH −−= exp3 , x∈R (Gumbel). 
Apibendrintai 
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)()( xuexH −= .
 Sąlyga  
),()))((1()( xuxfFnxu nn →−=  
kai n ∞→  yra būtina ir pakankama, kad būtų teisingas (1.1). 
Kita problema – kokią įtaką ribiniam skirstiniui daro atsitiktinis dydžių skaičius? Į šį klausimą 
atsako 1 teorema (vadinamoji perk÷limo teorema). 
1 teorema (Gnedenko B.,1982 ) Tarkime, kad atsitiktiniai dydžiai Nn ir Xj , j≥1 yra tarpusavyje 
nepriklausomi. Jei 0, >∃ nn ba , su kuriomis  
)(xHn
b
aZ
P
n
nn ⇒





<
−
,  
ir 
∞→→





< nxAx
n
N
P n ),( ,  
 
tai  
)(xn
B
AZ
P
n
nNn Ψ→





<
−
,  
čia ribin÷ skirstinio funkcija 
∫
∞
=Ψ
0
)()()( zdAxHx z .  
Paklaidas esant atsitiktiniam vektorių skaičiui galima įvertinti remiantis 2 teorema. 
2 teorema (Aksomaitis A., 2008) Tarkime H yra atsitiktinių kintamųjų 
n
nn
b
aZ −
 ribinis skirstinys ir 
)(lim xAx
n
N
P n
n
=





≤
∞→
, A(+0) = 0. Tuomet visiems x, tenkinantiems sąlygą 
2
1)(
≤
n
xun
, teisinga 
nelygyb÷: 
dzxHzAnzAxunzdAxzx
n
xu
x znnn
z
n
n
n )()()()()()()(
)()(
00
2
∫∫
∞∞
−+





+≤∆ δρ , 
čia: 
)()()( xuxux nn −=ρ , 
( )))(),(max)( xHaxbFx nnnn +=δ , 
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1.2. VEKTORIŲ MAKSIMUMŲ STRUKTŪRA 
 
Pažym÷sime, kas yra dvimačio vektoriaus maksimumas. Tarkime, ( ) ( ) ( )nn YXYXYX ,,...,,,, 2211  
, - atsitiktinių, nepriklausomų vektorių seka, turinti vienodą skirstinio funkciją 
),,(),( yYxXPyxF jj ≤≤=  j ≥ 1. Apibr÷žkime statistikas: 
),...,,max(),,...,,max( 21)2(21)1( nnnn YYYZXXXZ == . 
Tuomet, vektorių maksimali reikšm÷ yra 
 ( ) ( ) ( )( ) ( ))2()1(2211 ,,,...,,,,max nnnn ZZYXYXYX =    
Atsitiktinio skaičiaus vektorių maksimumas yra 
 ( ) ( ) ( )( ) ( ))2()1(2211 ,,,...,,,,max nnnn NNNN ZZYXYXYX = ,  
čia 
),...,,max(),,...,,max( 21)1(21)1( nnnn NNNN YYYZXXXZ == . 
nNNN ,...,, 21  yra teigiamų sveikųjų atsitiktinių dydžių seka, nepriklausanti nuo ( ) 1,, ≥jYX jj
 
ir 
)()( xAxNP nn =≤ . 
Vienas iš darbo tikslų – ištirti maksimalių reikšmių elgesį. 
( ) )).,(()(),(, )2()1( yxFgkNPyxFyZxZP N
k
k
nn ===≤≤ ∑
 
Čia )(zg N - generuojančioji funkcija. 
Maksimumų skirstinys 
( )



=
<≤
 →=≤≤ ∞→ 1),(,1
1),(0,0),(, )2()1(
yxFkai
yxFkai
yxFyZxZP
n
n
nn
 
yra išsigimusi funkcija. Tod÷l normuodami maksimumus, siekiame gauti ribinę neišsigimusią 
pasiskirstymo funkciją, kuria galima būtų juos aproksimuoti.  
 
1.3. VEKTORIŲ MAKSIMUMŲ TIESINIS IR NETIESINIS 
NORMAVIMAS 
Nagrin÷sime tiesiškai normalizuotus dvimačių vektorių maksimumus: 
).(),(
);(),(
)2(1)2()1(1)1(
)2(1)2()1(1)1(
nNnNnNnN
nnnnnnnn
cZdZaZbZ
cZdZaZbZ
n
n
n
n
−=−=
−=−=
−−
−−
 
0; >+∞<<∞− nn ba ; .0; >+∞<<∞− nn dc  
Struktūros ( ))2()1( , nn ZZ  ribinis skirstinys yra ),( yxH : 
13 
                              
( ) ),(, )2()1( yxHyZxZP nn ⇒<< .                                     (1.3.1) 
),( yxH  yra dvimat÷ ribin÷ pasiskirstymo funkcija su vienmat÷mis marginaliosiomis pasiskirstymo 
funkcijomis )(xH i ir )(yH i , kurios gali būti tik α,1H , α,2H  arba 3H  (Galambos J., 1978). 
Pažym÷kime 
)).,(1(),( nnnnn cydaxbFnyxu ++−=  
Būtina ir pakankama silpnojo konvergavimo sąlyga yra (Galambos J., 1978): 
                                     
),(),(lim yxuyxun
n
=
∞→
.                                               (1.3.2) 
Pirmoji problema yra ta, kad ribin÷ pasiskirstymo funkcija n÷ra vienareikšmiškai nusakoma 
vienmat÷mis marginaliosiomis pasiskirstymo funkcijomis. Vienmačių maksimumų atveju, kai 
normavimas yra tiesinis, ribin÷s pasiskirstymo funkcijos gali būti tik trys (). Vektorių maksimumų 
struktūros atveju klasikin÷s ribinių skirstinių schemos nebelieka (Pancheva E. Ir kt., 2000). Ribiniai 
skirstiniai Nemažai autorių (Marshall A.W, Olkin I., 1983; Galambos J., 1978; Tiago de Oliveira J., 
1984) yra pateikę sprendimo būdų (teoremų), kuriomis remiantis galima konstruoti daugiamatę ribinę 
pasiskirstymo funkciją.  
Kitas uždavinys – kaip keičiasi ribin÷s skirstinio funkcijos pavidalas, kai vektoriaus 
komponent÷s yra asimptotiškai priklausomos arba nepriklausomos? Į šį klausimą atsakyti galima taip 
pat remiantis jau pateiktomis įvairių autorių teoremomis (Galambos J., 1978). Tiriamojoje dalyje 
pateikiami pavyzdžiai, parodo, kad ribiniai skirstiniai gali ir nepriklausyti nuo komponenčių 
(ne)priklausomumo. 
Šiame darbe bus plačiau analizuojamos konvergavimo (1.3.1) paklaidos, bus ieškomas tokių 
paklaidų įvertis. Tam bus reikalingos kelios teoremos. 
3 teorema (Jokimaitis A.,1998 ) Tarkime, kad atsitiktiniai dydžiai Nn ir Xj, Yj, j≥1 yra tarpusavyje 
nepriklausomi. Jei 0, >∃ nn ba , 0, >nn dc  su kuriomis  
),(),( )2()1( yxHyZxZP nn ⇒≤≤ ,  
ir 
∞→→





< nxAx
n
N
P n ),( ,  
tai  
),(),( )2()1( yxyZxZP
nn NN Ψ→≤≤ ,  
čia ribin÷ skirstinio funkcija 
∫
∞
=Ψ
0
)(),(),( zdAyxHyx z .  
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4 teorema (Jokimaitis A., 1998) Tarkime H(x,y) yra stochastinių maksimumų ribinis skirstinys, F(x,y) 
– atsitiktinių nepriklausomų vektorių ( ) ( ) ( )nn YXYXYX ,,...,,,, 2211
 
skirstinys. Tada visiems x, y 
tenkinantiems sąlygas H(x,y) > 0 ir 
2
1/),( ≤nyxun , teisinga nelygyb÷  
( ) )).,(),(),(),()(,(),(),(, 2121)2()1( yxRyxRyxRyxRyxHyxyxHyZxZP nnn ++=∆≤−<<  
čia  
tiems x, su kuriais H(x) > 0, pažymime 
),(ln),(),( yxHyxuyxv nn += . 
,
1
1),(2),(
2
1 qn
yxuyxR n
−
⋅=  
s
yxvyxR n −
⋅=
1
1),(),(2 ,  
ir 0 < s < 1 ir 0 < q < 1 tokie, kad 
q
n
xun ≤
)(2
, sxvn ≤⋅ )(2
1
. 
3 ir 4 teoremų įrodymus galima rasti A.Jokimaičio disertacijoje (Jokimaitis A., 1998). 
Analogiškai vienmačių dydžių atvejui, vektoriams taip pat yra taikytinas netiesinis 
normavimas. Kai vienmat÷s marginaliosios pasiskirstymo funkcijos negaunamos su tiesinio 
normavimo konstantomis 0; >+∞<<∞− nn ba ; 0; >+∞<<∞− nn dc , tai yra, netenkinama 
būtina ir pakankama silpnojo konvergavimo sąlyga (1.3.1), ieškomos teigiamos, tolygios ir did÷jančios 
netiesinio normavimo funkcijos )(),( 21 yGxG nn , su kuriomis galiotų silpnasis konvergavimas į ribinius 
vienmačių maksimumų skirstinius: 
)())(( 1)1( xHxGZP inn ⇒≤ , 
)())(( 2)2( yHyGZP jnn ⇒≤ . 
Čia )(xH i , )(yH j  gali būti tik α,1H , α,2H  arba 3H . 
 Netiesinio normalizavimo prireik÷ analizuojant log-Pareto skirstinio funkciją 
x
xF
ln
11)( −= , 
kai x ≥ e. Ribinių teoremų maksimumams pagalba išsiaiškinus, kad neegzistuoja tiesinio 
normalizavimo konstantos, su kuriomis gautume neišsigimusį ribinį skirstinį, taikome netiesinį 
normalizavimą (Dindien÷ L., 2009). Nagrin÷jant dvimatę pasiskirstymo funkciją, kurios vienmat÷s 
marginaliosios skirstinio funkcijos yra log-Pareto, taip pat bus taikytinas netiesinis normalizavimas. 
Įvedame maksimumų netiesinio normavimo funkciją: 
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),(ˆ),(ˆ
);(ˆ),(ˆ
)2(1
2
)2()1(1
1
)1(
)2(1
2
)2()1(1
1
)1(
nnnnnn NNNNNN
nnnnnn
ZGZZGZ
ZGZZGZ
−−
−−
==
==
 
Struktūros ( ))2()1( ˆ,ˆ nn ZZ  ribinis skirstinys yra ),( yxH : 
                                               
( ) ),(ˆ,ˆ )2()1( yxHyZxZP nn ⇒<< .                               (1.3.3) 
Ribin÷ dvimačių vektorių maksimumų pasiskirstymo funkcija ),( yxH n÷ra vienareikšmiškai 
nusakoma funkcijomis )(xH i  ir )(yH j , tod÷l čia nebegalioja klasikin÷ maksimumų ribinių skirstinių 
schema (Pancheva E. Ir kt., 2000). 
Pažymime 
)))(),((1(),( 21 yGxGFnyxu nnn −= . 
Būtina ir pakankama silpnojo konvergavimo (1.3.3) sąlyga yra (Galambos J., 1978): 
                                                  
),(),(lim yxuyxun
n
=
∞→
.                                             (1.3.4) 
Jei ši sąlyga tenkinama, ),(),( yxueyxH −= yra ribinis netiesiškai normuotų maksimumų skirstinys. 
Kitas etapas – nagrin÷ti šio aproksimavimo ribiniu skirstiniu, kai vektorių skaičius atsitiktinis, 
paklaidas. Tam naudosim÷s perk÷limo teorema, kurią pritaikysime netiesiškai normuotų maksimumų 
vektoriams. 
5 teorema (Jokimaitis A.,1998 ) Tarkime, kad atsitiktiniai dydžiai Nn ir Xj, Yj, j≥1 yra tarpusavyje 
nepriklausomi. Jei ∃  )(),( 21 yGxG nn su kuriomis  
),()ˆ,ˆ( )2()1( yxHyZxZP nn ⇒≤≤ ,  
ir 
∞→→





< nxAx
n
N
P n ),( ,  
tai  
),()ˆ,ˆ( )2()1( yxyZxZP
nn NN
Ψ→≤≤ ,  
čia ribin÷ skirstinio funkcija 
∫
∞
=Ψ
0
)(),(),( zdAyxHyx z .  
4 teoremą nesunkiai galime pritaikyti netiesiškai normuotiems maksimumams.  
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2. TIRIAMOJI DALIS 
2.1. ATSITIKTINIO KOMPONENČIŲ SKAIČIAUS SKIRSTINYS 
 
 Šiame darbe nagrin÷sime vektorius, kurių skaičius yra atsitiktinis, t.y., imsime atvejį, kai 
{ }1, ≥nNn  turi geometrinį skirstinį su parametru 
n
pn
1
= : 
,...2,1,111)(
1
=




 −==
−
k
nn
kNP
k
n  
Randame pasiskirstymo funkciją A(z): 
0,1)(lim)( >−== −
∞→
zenzAzA zn
n
 
0 5 10
0.5
1
A z( )
z
 
2.1.1 pav. Atsitiktinio skaičiaus skirstinio funkcija 
 
Žinome, kad yra teisingas toks įvertis (Leadbetter M. R. ir kt., 1983) 
n
xe
xAnxA
x
n
2
)()(
−
≤− . 
Tuomet tolygusis įvertis yra 
n
e
xAnxAn
x
24)()(sup
−
≤−  
Visų tiriamų funkcijų atveju atsitiktinio skaičiaus skirstiniu pasirinkome geometrinį skirstinį su 
parametru .1
n
pn =  
 
2.2.  KONVERGAVIMO ANALIZö TIEISINIO VEKTORIŲ 
MAKSIMUMŲ NORMAVIMO ATVEJU 
 
Svarbiausias šio darbo etapas – įvertinti maksimumų aproksimavimo ribiniu skirstiniu 
paklaidas. Apibr÷žkime paklaidas  
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),(),((),( )2()1( yxHyZxZPyx nnn −≤≤=∆ , 
Tai yra paklaida, kai vektorių skaičius yra determinuotas. 
 Nagrin÷kime atvejį, kai vektorių komponenčių skaičius yra atsitiktinis. Remdamiesi 3 teorema 
vertinsime konvergavimo greičio įvertį. Paklaidas žym÷sime 
),(),((),( )2()1( yxyZxZPyx
nn NNN Ψ−≤≤=∆ . 
6 Teorema. Tarkime, H(x,y) yra atsitiktinių vektorių 



 )2()1(
,
nn NN
ZZ  ribinis skirstinys ir 
)(lim xAx
n
N
P n
n
=





≤
∞→
, A(+0) = 0. Tuomet, visiems x ir y, tenkinantiems sąlygą 
2
1),(
≤
n
yxun
, 
teisingas įvertis: 
dzyxHzAnzAyxunzdAyxzyx
n
yxuyx znn
z
nn
n
N ),()()(),()(),(),(
),(),(
00
2
∫∫
∞∞
−⋅+⋅





+≤∆ δρ , 
čia: ( )( ) ).,(),(),(,),(,,max),( yxuyxuyxyxHcydaxbFyx nnnnnnnn −=++= ρδ  
 
Teoremos įrodymas 
).,(),(),(),(
),(),(),(),(
)2()1(
)2()1()2()1(
yxIyxIyxyxEH
yxEHyZxZPyxyZxZP
nn
n
N
n
N
NNNN
n
n
nnnn
+=Ψ−+
+−≤≤≤Ψ−≤≤
                         (2.2.1) 
Iš pilnosios tikimyb÷s formul÷s (Aksomaitis A., 2002) turime: 
≤∫ ∫−++=
=∑ ∑ =−=++=
∞ ∞
≥ ≥
0 0
1 1
)1(
)(),()(),(
)(),()(),(),(
nzdAyxHnzdAcydaxbF
jNPyxHjNPcydaxbFyxI
n
z
nnnnn
nz
j j
n
n
j
nnnnn
j
n
                        (2.2.2) 
).(),(),(
0
nzdAyxHcydaxbF nznnnnnz∫ −++≤
∞
 
Kadangi 
( )( )
,),(),(),(),(1ln),(
),(ln),(ln),(),,(max
),(),(
),(
),(
1








−++





−≤
≤−++++≤
≤∫=−++
++
−
yxuyxuyxu
n
yxu
nyxz
yxHcydaxbFyxHcydaxbFz
dttzyxHcydaxbF
nn
nz
n
nnnn
nz
nnnn
n
cydaxbF
yxH
zz
nnnn
nz
nnnn
n
δ
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tai pasinaudojus nelygybe 
                                           
2
10,)1ln( 2 ≤≤≤+− tttt ,                                      (2.2.3) 
gauname 
,),(),(),(),(),(
2






+≤−++ yx
n
yxuyxzyxHcydaxbF n
nz
n
z
nnnn
nz ρδ                        (2.2.4) 
su sąlyga, kad 
2
1),(
≤
n
yxun
. 
Iš (2.2.1) ir (2.2.2) išplaukia, kad  
∫





+≤
∞
0
2
)1( )(),(),(),(),( nzdAyxzyx
n
yxuyxI n
z
nn
n
n δρ . 
Taip pat, 
∫ −=∫ ∫−=
∞∞ ∞
00 0
)2( ))()((),()(),()(),(),( zAnzAdyxHzdAyxHnzdAyxHyxI nzznzn . 
Suintegravę dalimis, gauname 
( ) dzyxHzAnzAyxuyxdHzAnzAyxI znznn ),()()(),(),()()(),(
00
)2(
∫ −≤∫ −=
∞∞
.               (2.2.5) 
Teoremos įrodymas išplaukia iš (2.2.1),(2.2.2) ir (2.2.4). 
 
1 išvada. Įvertinkime ),( yxnzδ : 
( )( ) 1),(,,max),( ≤++= yxHcydaxbFyx nnnnnnδ . 
Tuomet 1),( ≤yxnzδ . Įverčio išraišką gauname supaprastintą: 
≤−⋅+⋅





+≤
≤−⋅+⋅





+≤∆
∫∫
∫∫
∞∞
∞∞
00
2
00
2
),()()(),()(),(),(
),()()(),()(),(),(),(),(
dzyxHxAnxAyxunzdAzyx
n
yxu
dzyxHzAnzAyxunzdAyxzyx
n
yxuyx
z
nnn
n
z
nn
z
nn
n
N
ρ
δρ
 
.),()()(),(),(),(
0
2
∫
∞
−⋅+⋅





+≤ dzyxHxAnxAyxu
n
N
Eyx
n
yxu z
n
n
n
n ρ
                        (2.2.6) 
 
2 išvada. Kai atsitiktinio skaičiaus skirstinys išsigimęs taške n, t.y. , kai 1)( == nNP n (nebelieka 
atsitiktinumo) iš 3 teoremos ir 1 išvados gauname, kad 
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,),(),(),()()(),(),(),(),(
2
0
2
yx
n
yxudzyxHxAnxAyxu
n
N
Eyx
n
yxuyx n
nz
n
n
n
n
n ρρ +=−⋅+⋅





+≤∆ ∫
∞
kadangi  .0)()( =− xAnxAn  
 Šis rezultatas patikslina ir iš dalies pagerina 4 teoremos rezultatą, kadangi čia n÷ra koeficientų 
q ir s, kurie padidina papildomų sąlygų kiekį. Taip pat 2 išvados įverčio rezultate n÷ra papildomos 
sandaugos (4 teoremoje: ),(),( 21 yxRyxR ⋅  ). Taigi įvertis gaunamas geresnis. Tačiau, iš kitos pus÷s 
šios išvados rezultatas yra blogesnis tuo, kad n÷ra priekyje daugiklio H(x,y), kuris tam tikrais atvejais 
pagerintų gaunamą rezultatą. 
Jei 3 teoremoje neįtraukiame sąlygos, kad 
2
1),(
≤
n
yxun , tai gauname 1 teiginį. 
1 teiginys. Tarkime, H(x,y) yra atsitiktinių vektorių 



 )2()1(
,
nn NN
ZZ  ribinis skirstinys ir 
)(lim xAx
n
N
P n
n
=





≤
∞→
, A(+0) = 0. Tuomet teisingas įvertis: 
dzyxHzAnzAyxuyx znn ),()()(),(),(
0
∫
∞
−⋅≤∆ . 
Įrodymas. 
∑
≥
=Ψ−=++=Ψ−≤≤
1
)2()1( ),()(),()),(),(
j
nnnnn
j
NN yxjNPcydaxbFyxyZxZP nn
( )
( ) .),()()(),(
),()()()(),()(),(
0
000
dzyxHzAnzAyxu
yxdHzAnzAzdAyxHnzdAyxH
z
n
z
n
z
n
z
∫
∫∫∫
∞
∞∞∞
−=
=−−=−=
 
 Taigi, gauname įvertį 
.)()(),(),(),( ),(
0
)2()1(
dzezAnzAyxuyxyZxZP yxzunNN nn
−
∞
∫ −⋅≤Ψ−≤≤
 
 
2.2.1 pavyzdys. Tarkime ( ) ( ) ( )nn YXYXYX ,,...,,,, 2211  - atsitiktinių, nepriklausomų vektorių seka, 
turinti logistinį skirstinį  
Ryx
ee
yxF yx ∈++
=
−−
,,
1
1),( . 
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2.2.1 pav. Dvimačio logistinio skirstinio grafikas, kai komponent÷s priklausomos 
 
xe
xF
−+
=
1
1)(1 ; yeyF −+= 1
1)(2  - komponenčių X ir Y pasiskirstymo funkcijos. 
Su normalizavimo konstantomis )1,1(),(),ln,(ln),( == nnnn dbnnca gauname, kad ribin÷ vektorių 
maksimumo skirstinio funkcija yra 
( )
( ) .,,exp
),(ln,ln, )2()1(
)2()1(
Ryxee
yxHynZxnZPy
d
cZ
x
b
aZ
P
yx
NN
n
nN
n
nN
nn
nn
∈−−=
=⇒+<+<=







<
−
<
−
−−
 
Tikriname būtiną ir pakankamą silpnojo konvergavimo sąlygą (1.3.2):  
.
1
)(
1
11),( lnln
lnln
lnln nynx
nynx
nynxn ee
een
ee
nyxu
−−−−
−−−−
−−−− ++
+
=





++
−=  
).,(
1
lim
1
)(lim
1
)(lim),(lim lnlnlnln
11
lnln
lnln
yxuee
ee
ee
ee
nenen
ee
eenyxu
yx
nynx
yx
nnynx
yx
nnynx
nynx
n
n
n
=+=
=
++
+
=
++
+
=
++
+
=
−−
−−−−
−−
∞→−−−−
−−−−
∞→−−−−
−−−−
∞→∞→
 
Matome, kad sąlyga yra tenkinama. 
Nagrin÷kime vektorių maksimumų konvergavimo į ribinį skirstinį paklaidas. Apskaičiuojame 
skirstinio funkciją ),( yxΨ : 
1),(
1
)1),(()1()(),(),( 0
)1),((
0
),(
0 +
=
+−
=−==Ψ
∞+−
−
∞
−
∞
∫∫ yxuyxu
e
edezdAyxHyx
yxuz
zzyxuz
. 
Pažymime: 
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( ) ( ) =−=Ψ−<<=∆ ∫
∞
)(),()(),(),(ˆ,ˆ),(
0
21
)2()1(
zdAyxHyGxGFyxyZxZPyx znn
n
NNN nn
 
.
1
1
1
1
lnln ++
−





++
=
−−−−−− yx
n
nynx
eeee
 
Vertiname konvergavimo greitį: 
.
)2)((24)(2
)(
)(
)(4
1
))((
)1(
)(4)(
1)(
1
)1
)(
),(
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2lnln)(
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
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+
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



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+
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∫   
Matome, kad įverčio eil÷ n atžvilgiu yra 1/n. 
Pastebime, kad įverčio išraiškoje gauname pastovią dedamąją: 
.
4
),(
),(4
4),(),()()(),(
2
0
2
),(
0
2
0
),( n
e
zyxu
yxu
n
e
dze
n
eyxudzyxHzAnzAyxu
yxu
e
yxzuz
n
−
∞+
−
−
∞ −∞
=
−
⋅⋅=
=⋅≤−⋅ ∫∫
 (2.2.7) 
Įvertinę sąlygą  
                                                          
2
1),(
≤
n
yxun
,                                                     (2.2.8)  
gauname nelygybę 
     
nee
een
ee yx
yx
yx
≤+⇒≤
++
+ −−
−−
−−
2
1
  
 
Iš jos išplaukia, kad kai 1;1 >> yx  ši sąlyga visada bus patenkinama. 
 Išsamiau paanalizuokime paklaidas. Remiantis MathCad programa paklaidas vertiname ir 
analiziškai ir grafiškai. Paprastumo d÷lei pasirenkame 1,1 == βα . 2.2.1. paveiksle pateiktas atvejis, 
kai 150,80 <<<< yx , n=10. Matome, kad skirtumas tarp grafikų (įverčio grafikas – šviesusis) 
nusistovi, t.y. pasidaro lygus apie 0.054, kai x ir y did÷ja. 
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2.2.2 pav. Paklaidos Logistinio skirstinio atveju, kai komponent÷s priklausomos 
 
 Panagrin÷ję tą patį atvejį tik kai n=100 (1 priedas), matome, kad skirtumas tarp įverčio ir 
tikrosios paklaidos ženkliai sumaž÷ja ir, priešingai 2.2.2 pav., gauname, kad įvertis tampa mažesnis už 
paklaidą. Skirtumas did÷jant x ir y pasidaro apie 0.0054.  
 1 priede pateikti išsamesni skaičiavimai bei keletas grafikų skirtingais x, y ir n parinkimo 
atvejais. 
 Iš analizuotų atvejų, būtų galima daryti tokias išvadas:  
1) Neigiamoms (< -2) reikšm÷ms (2.2.8) sąlyga netenkinama. 
2) kuo didesnes x ir y reikšm÷s tuo greičiau paklaidos stabilizuojasi ties konkrečia reikšme; 
3) esant didel÷ms x ir y reikšm÷ms (>10) paklaidos yra labai mažos (10-5eil÷s ir mažesn÷s), 
grafiškai gaunami plokšti paviršiai, tačiau lyginant su mažomis paklaidomis, gaunamas ryškus 
ir pastovus skirtumas tarp įverčio ir tikrosios paklaidos. 
 
2.2.2. Pavyzdys. Nagrin÷kime dvimatį logistinį skirstinį, kurio komponent÷s tarpusavyje yra 
nepriklausomos, t.y., )()(),( 21 yFxFyxF ⋅= : 
Ryx
eeee
yxF yxyx ∈+++
=
−−−−
,,
1
1),(  
23 
 
2.2.3 pav. Dvimačio logistinio skirstinio grafikas, kai komponent÷s nepriklausomos 
 
Su normalizavimo konstantomis )1,1(),(),ln,(ln),( == nnnn dbnnca  gauname, kad 
( )
( ) .,,exp
),(ln,ln, )2()1(
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Ribinio skirstinio funkcijos pavidalui komponenčių priklausomumas neturi įtakos, nes 
skirstinio funkcijos gaunamos vienodos. Tikriname būtiną ir pakankamą silpnojo konvergavimo sąlygą 
(1.3.2):  
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Skaičiuojame įverčio (2.2.6) dedamąsias: 
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Konvergavimo greičio įvertis yra 
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Įverčio eil÷ n atžvilgiu v÷l gi gaunama 1/n. 
 Įvertinę sąlygą (2.2.8) gauname nelygybę:
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V÷lgi matome, kad kai 1;1 >> yx , ši sąlyga visada bus tenkinama. 
 Pasirenkame 1,1 == βα . 2.2.4. paveiksle pateiktas atvejis, kai 52,52 <<−<<− yx , 
n=100. Matome, kad skirtumas tarp grafikų (įverčio grafikas – šviesusis) nenusistovi kai x ir y did÷ja.  
 
2.2.4 pav. Paklaidos Logistinio skirstinio atveju, kai komponent÷s nepriklausomos 
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 Pa÷mus tą patį atvejį, tik kai n=10, gauname, kad netenkinama (2.2.8) sąlyga neigiamoms 
reikšm÷ms. Tuomet imame reikšmes 51,51 <<<< yx  ir matome, kad skirtumas tarp grafikų 
nusistovi ir yra apie 0,05 (2 priedas).  
 2 priede pateikti keli grafikai skirtingais x, y, n parinkimo atvejais. Iš visos atliktos analiz÷s, 
galima būtų padaryti analogiškas 2.2.1 pavyzdžio išvadas. Neigiamoms (< -2) reikšm÷ms (2.2.8) 
sąlyga netenkinama. 
 
2.2.3 pavyzdys. Nagrin÷kime dvimatį Pareto skirstinį, kurio komponent÷s tarpusavyje yra 
priklausomos:  
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 2.2.5 pav. Dvimačio Pareto skirstinio grafikas, kai komponent÷s priklausomos 
Su normalizavimo konstantomis ),(),(),0,0(),(
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 Tikriname būtiną ir pakankamą silpnojo konvergavimo sąlygą: 
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Gauname tokią paklaidą: 
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Vertiname konvergavimo greitį. Surandame įverčio dedamąsias: 
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Įverčio eil÷ n atžvilgiu gaunama 1/n. 
 Įvertinę sąlygą (2.2.8), gauname nelygybę 
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V÷l gi matome, kad kai 1;1 >> yx , ši sąlyga visada bus tenkinama. 
Pateikiame vieną grafinį vaizdą, kaip skiriasi tikroji paklaida nuo įverčio. Pasirenkame 
1,1 == βα  . 2.2.6 paveiksle 51,51 <<<< yx  , o n = 100. Tiksliosios paklaidos grafikas yra 
tamsusis. Matome, kad ties kai kuriomis x ir y reikšm÷mis grafikai kertasi – įvertis sutampa su 
paklaida. Kai x ir y yra maži (< 3) įverčio reikšm÷s smarkiai nutolsta nuo tikrosios paklaidos. 3 priede 
pateikta daugiau grafikų ir išsamesnių skaičiavimų. Kai x ir y dideli pastebime, kad grafikai pasidaro 
plokšti, t.y. tiek tikslioji paklaida stabilizuojasi, tiek ir įverčio reikšm÷s koncentruojasi tiek konkrečia 
reikšme tam tikru tikslumu (ir kai n=10, ir kai n= 100).  
 
2.2.6 pav. Paklaidos Pareto skirstinio atveju, kai komponent÷s priklausomos 
Taigi, iš atliktų visų bandymų ir skaičiavimų pastebime, kad įvertį taikyti tikslinga, kai: 
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1) turime didesnes n reikšmes (n> 20), o x>3 ir y > 3; 
2) kai x ir y didesni (>5), o n >10. 
Šiais atvejais skirtumas tarp tikrosios paklaidos ir įverčio yra pakankamai mažas (didžiausias - 0,1 
eil÷s), ir įvertį naudoti su tokia paklaida būtų galima. 
 
2.2.4 pavyzdys Nagrin÷kime dvimatį Pareto skirstinį, kurio komponent÷s yra nepriklausomos: 
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2.2.7 pav. Dvimačio Pareto skirstinio grafikas, kai komponent÷s nepriklausomos 
Su normalizavimo konstantomis ),(),(),0,0(),(
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Tuomet 
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Sąlyga (1.3.2) tenkinama. Matome, kad komponenčių priklausomumas vektorių maksimumų ribiniam 
skirstiniui įtakos neturi. Paklaida gaunama tokia: 
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Toliau analizuojame konvergavimą. 
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Įvertinę sąlygą (2.2.8) gauname nelygybę 
nnyxyx
nyxyxn
nyxyx
≤++⇒≤
+++
++ −−−−−
−−−−−
−−−−−
1
1
1
2
1 βαβα
βαβα
βαβα
 
V÷lgi matome, kad kai 1;1 >> yx , ši sąlyga visada bus tenkinama. 
 Išsamiau paanalizuokime skirtumą tarp įverčio ir paklaidos. 
 
2.2.8 pav. Paklaidos Pareto skirstinio atveju, kai komponent÷s nepriklausomos 
 
2.2.8 paveiksle pateiktas atvejis, kai n=100, 201,201 <<<< yx , 1,1 == βα  . Visais tyrin÷tais 
atvejais išvadas būtų galima daryti analogiškas 2.2.3 pavyzdžio išvadoms. Tačiau šiuo atveju, įverčio 
grafikas (šviesusis) praktiškai visada skiriasi nuo paklaidos, nors n ir parenkame didelį, tačiau 
skirtumas neviršija 0,2 visai min÷tais atvejais (2.2.3 pvz. išvadose).Grafikai nesistabilizuoja ties 
konkrečia reikšme. 
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Toliau paanalizuokime pavyzdį, kuris parodo, kad kai kurių funkcijų atveju galimas ir tiesinis 
ir netiesinis vektorių maksimumų normavimas, tačiau netiesinio normavimo atveju gaunamas geresnis 
rezultatas. 
 
2.2.5. Pavyzdys. Tarkime ( ) ( ) ( )nn YXYXYX ,,...,,,, 2211  - atsitiktinių, nepriklausomų vektorių seka, 
turinti skirstinį 
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Tačiau gauname žymiai geresnį rezultatą, kai naudojame netiesinio normalizavimo funkcijas 
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Taigi, paklaida yra fiksuota- nuo n nepriklauso. Tokiu atveju n÷ra prasm÷s ieškoti paklaidų įverčio. 
 
2.3. KONVERGAVIMO ANALIZö NETIESINIO VEKTORIŲ 
MAKSIMUMŲ NORMAVIMO ATVEJU 
Pateikiame teoremą, kuri parodo, kaip galima įvertinti konvergavimo (1.3.3) greitį. Esant tokiems 
atvejams, kai tiesinis normavimas netaikytinas, būtina teoremą suformuluoti ir įrodyti kai naudojame 
ne tiesinio normavimo konstantas, o netiesinę funkciją. Tuomet šią teoriją galime taikyti ir praktiniams 
uždaviniams.  
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7 teorema. Tarkime, H(x,y) yra atsitiktinių vektorių ( ))2()1( ˆ,ˆ nn ZZ  ribinis skirstinys ir 
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Įrodysime tik pirmąjį nelygyb÷s d÷menį ),()1( yxIn . Antrasis d÷muo įrodytas 3 teoremoje. Analogiškai, 
pritaikę pilnosios tikimyb÷s formulę (Aksomaitis A., 2002) 
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tai pasinaudojus nelygybe (2.2.3) gauname 
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Iš (2.3.2) ir (2.3.3) išplaukia, kad  
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Teoremos įrodymas išplaukia iš (2.3.1), (2.3.2) (2.3.3) ir (2.2.5). 
 
Išvada. Jei įvertinsime, kad  
( ) ( )( )( ) 1),(,,max),( 21 ≤= yxHyGxGFyx nnnnδ . 
Tuomet ir 1),( ≤yxnzδ . Įverčio išraišką gauname paprastesnę: 
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6 teoremos 2 išvadą ir 1 teiginį taip pat galime nesunkiai pritaikyti netiesinio normavimo atveju. 
 
2.3.1 pavyzdys Nagrin÷sime vektorius, kurių komponenčių vienmat÷s pasiskirstymo funkcijos yra log-
Pareto (Falk M., 2010) 
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Vektorių komponent÷s x ir y tarpusavyje yra priklausomos, vektoriai – nepriklausomi: 
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2.3.1 pav. Dvimačio log-Pareto skirstinio grafikas priklausomų komponenčių atveju 
 
1) Su normavimo funkcijomis: ,0,0),exp()();exp()( 21 >>== yxnyyGnxxG nn βα gauname, 
kad vienmačiai maksimumų ribiniai skirstiniai yra 
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)())((
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Ieškome vektorių maksimumų ribinio skirstinio. 
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Įvertinkime konvergavimo greitį (2.3.4). Tam, pirmiausia apskaičiuojame įverčio dedamąją 
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Įvertis teisingas tik jei tenkinama nelygyb÷ (2.2.2): 
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Pasirenkame α = 1, β = 1. Analizuojant paklaidos (tamsusis grafikas) ir įverčio skirtumą, 
pastebime, kad įvertis gana tiksliai atspindi tikrąją paklaidą. Kai x >5, y > 5, o n > 30 skirtumas tarp 
grafikų yra 0,01 eil÷s, o kai x ir y mažesni (n > 10) bendrai galime pasakyti, kad skirtumas yra ne 
didesnis, nei 0,3. 2.3.2 paveiksle pateiktas atvejis, kai n = 100, 3<x<10, 3<y<10. Įverčio reikšm÷s 
labiau koncentruotos ir grafikas yra plokštesnis. 
 
2.3.2 pav. Paklaidos log-Pareto skirstinio atveju, kai komponent÷s priklausomos, o ribiniai 
skirstiniai H1(x), H1(y) 
 
2) Su normavimo funkcijomis: ( ) ( ),)exp(exp)(;)exp(exp)( 21 ynyGxnxG nn ⋅=⋅=  
RyRx ∈∈ , , gauname, kad: 
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Pagal (1.3.2) sąlygą: 
34 
( )
( ) ( )
;)exp()exp()exp()exp(
)2exp()exp()exp()2exp(
)exp()exp()exp()exp(
)exp()exp()exp()exp(
)exp()exp(
1
)exp(
1
)exp(
1),(lim),(
2
yxyx
yyxx
yxyx
yxyx
yxyx
yxuyxu n
n
+
++
=
+
−+
=
=
+
−+==
∞→
 
Tuomet 
( )
( )
,)exp()exp()exp()exp(
)2exp()exp()exp()2exp(
exp),(ˆ,ˆ )2()1( 





+
++
−=⇒<<
yxyx
yyxxyxHyZxZP nn ., RyRx ∈∈  
Paklaida: 
( )
.
1)exp()exp()exp()exp(
)2exp()exp()exp()2exp(
1
1)exp()exp(
1
)exp(
1
)exp(
11),(
+
+
++
−





−⋅+⋅
+−
⋅
−=∆
yxyx
yyxxynxnyxn
yx
n
N . 
Vertiname konvergavimo greitį: 
.
4
)exp()exp(
1
)exp()exp(
1
)exp()exp(
1
)exp(
1
)exp(
11),( 21
2
1








+
+
⋅
−+
+





−+
−+≤∆
−− eyxnyxnyxyxn
yxN  
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Skirtumus tarp įverčio ir paklaidos pavaizduosime grafiškai. 2.3.3 paveiksle pateiktas atvejis, 
kai n = 100, 10,10 <<<< yexe , 1,1 == βα  Įverčio grafikas – šviesusis.  
 
2.3.3 pav. Paklaidos log-Pareto skirstinio atveju, kai komponent÷s priklausomos, o 
ribiniai skirstiniai H3(x), H3(y) 
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Iš atliktos palyginimo analiz÷s galima daryti tokias išvadas: kai 3,3 >> yx , abu grafikai 
stabilizuojasi ties konkrečiomis reikšm÷mis (su tam tikru tikslumu) ir skirtumas tarp jų yra 0,01 eil÷s, 
kai n yra mažas 6010 << n  ir - 0,001 eil÷s, kai n yra didesnis ( 60>n ). 
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Įvertis teisingas tik jei tenkinama nelygyb÷: 
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2.3.4 paveiksle pateiktas atvejis, kai n = 50, e<x<10, e<y<10, α = 1,β = 1. Įverčio grafikas 
(šviesusis) yra pastovesnis, koncentruojasi ties konkrečia reikšme. Kai x > 20, o y> 20, paklaidos 
grafikas stabilizuojasi ir skirtumas tarp grafikų neviršija 0,006. 
 
2.3.4 pav. Paklaidos log-Pareto skirstinio atveju, kai komponent÷s priklausomos, o ribiniai 
skirstiniai H1(x), H3(y) 
Matome, kad galime apibendrinti rezultatus. Su normavimo funkcijomis 
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Maksimumų skirstinio konvergavimo į ribinį skirstinį greičio įvertis užrašomas taip: 
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Įvertis teisingas tik jei tenkinama nelygyb÷: 
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 su atitinkamais kintamųjų apribojimais. 
 
2.3.2. Pavyzdys Nagrin÷sime vektorius, kurių komponenčių vienmat÷s pasiskirstymo funkcijos yra 
log-Pareto (2.3.1 pavyzdys), tačiau vektorių komponent÷s x ir y tarpusavyje yra nepriklausomos, 
vektoriai – nepriklausomi. 
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2.3.5. pav. Log-Pareto skirstinio funkcijos grafikas nepriklausomų komponenčių atveju 
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Pagal sąlygą (1.4.2) gauname, kad 
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Konvergavimo greičio eil÷ n atžvilgiu yra 1/n.  
Įvertis teisingas tik jei tenkinama nelygyb÷: 
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2.3.6 paveiksle pateiktas įverčio ir paklaidos (tamsusis grafikas) grafinis vaizdas, kai n = 100, 
20,20 <<<< yexe . Pasirenkame α = 1, β = 1. Šiuo atveju didžiausias skirtumas tarp grafikų 
reikšmių neviršija 0,1. Kai n < 15, šis skirtumas išauga iki 0,12. Kai parenkame reikšmes 
10,10 >> yx grafikai pasidaro plokštesni, tačiau skirtumas tarp grafikų sumaž÷ja nežymiai iki 0,7.  
 
2.3.6 pav. Paklaidos log-Pareto skirstinio atveju, kai komponent÷s nepriklausomos, o ribiniai 
skirstiniai H1(x), H1(y) 
P1 ∆1,
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 Analizuojame kitus atvejus tam, kad parodytume d÷sningumą. 
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Skirtumus tarp įverčio ir paklaidos pavaizduosime grafiškai. 2.3.7 paveiksle pateiktas atvejis, 
kai n = 100, 10,10 <<<< yexe . Pasirenkame α = 1, β = 1. Įverčio grafikas – šviesusis.. O palyginus 
su 2.3.1 pavyzdžio 2) atveju, kai turime tas pačias n, x ir y neigiamas reikšmes skirtumas tarp grafikų 
yra labai panašus. Kai n <15, skirtumas tarp grafikų išauga iki 0,06.  
 
2.3.7 pav. Paklaidos log-Pareto skirstinio atveju, kai komponent÷s nepriklausomos, o 
ribiniai skirstiniai H3(x), H3(y) 
Iš visos atliktos analiz÷s galima teigti, kad parametrų α, β parinkimas didel÷s įtakos paklaidoms 
ir jų įverčiui įtakos neturi. Apibendrinus, gauname, kad, jei 
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Ribin÷ skirstinio funkcija yra 
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Konvergavimo greičio įvertis 
41 








+
⋅
+





⋅⋅
−+≤∆ 2
2
4
)()(
1
)()(
1
)(
1
)(
11),(
eywxvnywxvywxvn
yxN  
yra teisingas, jei tenkinama sąlyga 
2
1
)()(
1
)(
1
)(
1
2 ≤⋅⋅
−+
nywxvnywnxv
. 
Paklaidas gauname tokias: 
( ) ( ) ( ) ( ) 1)()(
1
)()(
1
)(
1
)(
11),( 11 ++−




⋅
+−−=∆
−− ywxvnywnxvnywnxv
yx
n
N  
 
  
42 
DISKUSIJA 
 
 Šiame darbe yra patikslinami prof. dr. J.A.Aksomaičio gauti rezultatai (Aksomaitis A., 2008). 
Netolygusis konvergavimo greičio įvertis buvo gautas ir įrodytas atsitiktinio skaičiaus dvimačių 
vektorių maksimumams ir tiesinio ir netisinio normavimo atvejais.  
 Tyrimas buvo atliktas vektoriams, kurių komponenčių skaičius yra atsitiktinis. Šio skaičiaus 
skirstinį pasirinkome visiems atvejams vienodą – geometrinį skirstinį. 
 Nagrin÷jant vektorių maksimumus įvertis tampa sud÷tingesnis. Vienmačių maksimumų atveju 
nagrin÷jamai funkcijai, kai taikome netiesinį normavimą, d÷muo 0)( =xnρ  (Dindien÷ L., 2009), tuo 
tarpu dvimačiu atveju - 0),( ≠yxnρ  (priklausomų ir nepriklausomų komponenčių atveju). Tod÷l 
įverčio išraiška nesupaprast÷ja lyginant su vienmačiu atveju gautais rezultatais. Tam, kad gal÷tume 
įvertinti paklaidas praktiškai, tenka įvertį grubiau supaprastinti. Rezultate įverčio išraišką gauname 
tokią, kad vienas d÷muo tampa fiksuotas – nepriklausantis nuo kintamųjų x ir y. 
 Nagrin÷jant dvimačius maksimumus, ribiniai jų skirstiniai jau nebetelpa į klasikinę schemą 
(Galambos J., 1984). Ribiniai skirstiniai tiesiškai normalizuotiems vienmačiams maksimumams gali 
būti tik trys, o netiesinio normavimo atveju tas jau nebegalioja (Pancheva E., 19). Vektorių 
maksimumų atveju tiek tiesiškai, tiek netiesiškai normuotiems maksimumams ribiniai skirstiniai n÷ra 
apibr÷žti. Tai puikiai atsispindi šio darbo pavyzdžiuose. 
 Darbe nagrin÷ti Pareto ir logistinis skirstiniai, kuriems buvo taikomas tiesinis normavimas. 
Abiejų funkcijų atveju gavome, kad ribiniams skirstiniui komponenčių tarpusavio priklausomumas 
įtakos neturi – gauname tą patį ribinį skirstinį, kuriuo aproksimuojame maksimumų struktūrą. Tačiau 
tokio rezultato negavome nagrin÷dami funkciją su sunkia „uodega“, kuriai yra taikytinas netiesinis 
maksimumų normavimas. Nepriklausomų komponenčių atveju ribinį skirstinį gavome iš klasikin÷s 
schemos, priklausomų – nežinomą. Taigi spręsti apie ribinį skirstinį iš komponenčių priklausomumo 
negalime. Gavę ribinę skirstinio funkciją priklausomų vektorių komponenčių atveju negalime sakyti, 
kad ji tokia bus, kai komponentes parinksime nepriklausomas. 
 Dauguma tyrimų ekstremalių reikšmių tematikoje yra atliekami atsitiktin÷ms sumoms. 
Normuotų vektorių maksimumų konvergavimas n÷ra plačiai analizuojamas. Tai, kad n÷ra publikacijų 
šia tema, paskatino atlikti tokią analizę. 
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IŠVADOS 
 
• Logistinio ir Pareto skirstinio atveju ribin÷s skirstinio funkcijos išraiška nepriklauso nuo 
komponenčių tarpusavio (ne)priklausomumo. 
• Logistinio, Pareto ir log-Pareto skirstinio atveju konvergavimo greičio eil÷ n atžvilgiu yra 1/n 
(visais atvejais). 
• Log-Pareto skirstinio atveju komponenčių priklausomumas ribinei maksimumų skirstinio funkcijai 
įtakos turi – išraiška gaunama kitokia. 
• Iš teoremos išplaukia, kad kai atsitiktinio skaičiaus skirstinys išsigimęs taške n, rezultatas pagerina 
ir apibendrina rezultatą, pateiktą A. Jokimaičio disertacijoje. 
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REKOMENDACIJOS 
 
 Šiame darbe atlikta dvimačių vektorių maksimumų konvergavimo analiz÷, kai jų skaičius yra 
atsitiktinis. Šio skaičiaus skirstiniu pasirinkome geometrinį skirstinį su parametru 
n
pn
1
= . Platesnei 
maksimumų konvergavimo greičio įverčio analizei galima: 
1) panagrin÷ti n-mačių vektorių maksimumų struktūrą; 
2) įvertinti paklaidas, esant kitokiam atsitiktinio skaičiaus skirstiniui; 
3) praktiškai įgyvendinant teoriją, sukurti įvairesnių vektorių skirstinio funkcijų, kurių 
komponent÷s būtų priklausomos; 
Be viso to, būtų įdomu paanalizuoti minimumų struktūrą. Akivaizdu, kad tyrimas bus žymiai 
sud÷tingesnis, kadangi vienmačių minimumų skirstinio funkcijos išraiška yra sud÷tingesn÷ negu 
maksimumų struktūros. 
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1 PRIEDAS. PAKLAIDŲ ĮVERČIO TYRIMAS LOGISTINIO SKIRSTINIO ATVEJU, KAI 
KOMPONENTöS PRIKLAUSOMOS 
 
1.1 pav. Paklaidos Logistinio skirstinio atveju, kai komponent÷s priklausomos, kai n=100; 80,80 <<<< yx  
P1 ∆1,  
1.2 pav. Paklaidos Logistinio skirstinio atveju, kai komponent÷s priklausomos, kai n=50; 2010,2010 <<<< yx  
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P1 ∆1,  
1.3 pav. Paklaidos Logistinio skirstinio atveju, kai komponent÷s priklausomos, kai n=1000; 2010,2010 <<<< yx
.
 
 
1.4 pav. Paklaidos Logistinio skirstinio atveju, kai komponent÷s priklausomos, kai n=1000; 22,22 <<−<<− yx
. 
  
P1 ∆1,
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2 PRIEDAS. PAKLAIDŲ ĮVERČIO TYRIMAS LOGISTINIO SKIRSTINIO ATVEJU, KAI 
KOMPONENTöS NEPRIKLAUSOMOS 
 
 
2.1 pav. Paklaidos Logistinio skirstinio atveju, kai komponent÷s nepriklausomos, kai n=10; 51,51 <<<< yx  
 
2.2  pav. Paklaidos Logistinio skirstinio atveju, kai komponent÷s nepriklausomos, kai n=50; 
2010,2010 <<<< yx  
P1 ∆1,
P1 ∆1,
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2.3 pav. Paklaidos Logistinio skirstinio atveju, kai komponent÷s nepriklausomos, kai n=1000; 
2010,2010 <<<< yx
. 
 
2.4 pav. Paklaidos Logistinio skirstinio atveju, kai komponent÷s nepriklausomos, kai n kintantis, x=0, y=2 
  
P1 ∆1,
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3 PRIEDAS. PAKLAIDŲ ĮVERČIO TYRIMAS PARETO SKIRSTINIO ATVEJU
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Salygos tikrinimas
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=
3.1 pav. Paklaidų skaičiavimas Pareto skirstinio atveju 
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3.2  pav. Paklaidos Pareto skirstinio atveju, kai komponent÷s priklausomos, n = 100, 101,101 <<<< yx  
 
3.3 pav. Paklaidos Pareto skirstinio atveju, kai komponent÷s priklausomos, n = 10, 101,101 <<<< yx  
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3.4 pav. Paklaidos Pareto skirstinio atveju, kai komponent÷s priklausomos, n = 10, 4035,4035 <<<< yx
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