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1 Introduction
The classication problem of TD-pairs (tridiagonal pairs) [5] comes from an attempt to
establish representation theory of the Terwilliger algebras [13] for P- and Q-polynomial asso-
ciation schemes [3]. A TD-pair arises from each irreducible representation of the Terwilliger
algebra of a P- and Q-polynomial association scheme. Strictly speaking, not all TD-pairs
appear in this way. The category of TD-pairs is wider than that of irreducible representa-
tions of the Terwilliger algebras for P- and Q-polynomial association schemes, yet TD-pairs
are the right target of the classication since they capture the essence of irreducible modules
for the Terwilliger algebras.
First, we recall the denition of TD-pairs and some basic properties of them, following
[5]. In doing so, we x the notations that we use in this paper. Let V be a nite-dimensional
vector space over the complex number eld C. Let A, A be diagonalizable linear transfor-
mations of V . By Vi, 0  i  d (resp. V i , 0  i  d), we denote the eigenspaces of A
(resp. A) and by i, 0  i  d (resp. i , 0  i  d), the eigenvalues of A on Vi (resp. A on
V i ). The diagonalizable linear transformations A, A
 of V are called a TD-pair (tridiagonal
pair) if (i) there exists an ordering V 0 , V

1 , . . . , V

d of the eigenspaces of A
 such that
AV i  V i 1 + V i + V i+1 (1)
for 0  i  d, where V  1 = V d+1 = 0, (ii) there exists an ordering V0, V1, . . . , Vd of the
eigenspaces of A such that
AVi  Vi 1 + Vi + Vi+1 (2)
This author gratefully acknowledges support from JSPS grant-23654005.
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for 0  i  d, where V 1 = Vd+1 = 0, and (iii) V contains no proper subspace that is
invariant under the actions of both A and A.
A TD-pair A, A is isomorphic to a TD-pair B, B if there exists a vector space isomor-
phism ' from the underlying vector space of A, A to that of B, B such that 'A = B'
and 'A = B'.
For a TD-pair A, A, it is known that A, A have the same number of eigenspaces, i.e.,
d + 1 = d + 1 and d is called the diameter of the TD-pair. A TD-pair is called trivial if
d = 0. In what follows, we assume TD-pairs are non-trivial unless otherwise stated.
Let A, A be a TD-pair. An ordering fVigdi=0 (resp. fV i gdi=0) of the eigenspaces of A
(resp. A) is called standard if it satises (2) (resp. (1)). If fVigdi=0 (resp. fV i gdi=0) is a
standard ordering of the eigenspaces of A (resp. A), then the reversed ordering fVd igdi=0
(resp. fV d igdi=0) is standard and A (resp. A) has no other standard orderings of the
eigenspaces. A TD-pair A, A together with a pair (fVigdi=0; fV i gdi=0) of standard orderings
for the eigenspaces of A, A is called a TD-system and denoted by (A;A; fVigdi=0; fV i gdi=0).
If a TD-pair A, A is given in advance, a pair (fVigdi=0; fV i gdi=0) of standard orderings for
the eigenspaces of A, A is called a TD-system for A, A in this paper, allowing abuse of the
terminology. Thus a TD-pair A, A has exactly 4 TD-systems for them: if (fVigdi=0; fV i gdi=0)
is one of them, then the other three are
(fVd igdi=0; fV i gdi=0); (fVigdi=0; fV d igdi=0); (fVd igdi=0; fV d igdi=0):
In what follows, A, A denote a TD-pair and we x a TD-system (fVigdi=0; fV i gdi=0) for
A, A. Dene the weight space Ui, 0  i  d, by
Ui = (V

0 +   + V i ) \ (Vi +   + Vd): (3)
Then it holds that
dimUi = dimVi = dimV

i ; 0  i  d; (4)
and V is decomposed into the direct sum of Ui, 0  i  d. Let us denote the projection onto
Ui by Fi:













where i (resp. 

i ) is the eigenvalue ofA (resp.A
) on Vi (resp. V i ). The linear transformation
R (resp. L) of V is called the raising (resp. lowering) map. In fact, it holds that
RUi  Ui+1; LUi  Ui 1; 0  i  d; (7)
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where U 1 = Ud+1 = 0. Moreover Rd 2i (resp. Ld 2i) maps Ui onto Ud i (resp. Ud i onto Ui)
bijectively. Thus, we have two bijections
Rd 2i : Ui  ! Ud i; (8)
Ld 2i : Ud i  ! Ui (9)
for 0  i  d
2
, and dimUi = dimUd i holds for 0  i  d. We set i = dimUi, 0  i  d,
and call the sequence 0, 1, . . . , d the shape of the TD-pair A, A
. By (4), (7), (8), (9),





and i = d i, 0  i  d. It is conjectured in [5,







; 0  i  d: (10)
In particular, 0 = 1 holds, namely the weight space U0 from (3) has dimension 1. (The fact
is that 0 = 1 is shown before (10). For more about (10), see [12].) If i = 1, 0  i  d, the






The polynomial ch() is called the character of the TD-pair A, A. Then A, A are an
L-pair if and only if ch() = (1 d+1)=(1 ). It is conjectured in [5, Conjecture 13.7] that





(1  ) : (12)
Note that (12) is stronger than (10) and that the equality holds in (10) for every i if and only
if `1 = `2 =    = `d = 1 with n = d holds in (12). The equation (12) is called the character
formula. It is still a conjecture and suggests that a TD-pair is certain sort of tensor product
of n L-pairs [5, Conjecture 13.8]. We shall come back to this point later in this section.
For a TD-pair A, A, there exist scalars , , , ,  2 C such that
A3A   ( + 1)(A2AA  AAA2)  AA3 = (A2A   AA2) + (AA   AA); (13)
A3A  ( + 1)(A2AA   AAA2)  AA3 = (A2A  AA2) + (AA  AA): (14)
The identities (13), (14) are called TD-relations (tridiagonal relations). The eigenvalues i
of A on Vi are forced to satisfy
 = 2i+1   i+1i + 2i   (i+1 + i); 0  i  d  1; (15)
and the eigenvalues i of A
 on V i to satisfy
 = 2i+1   i+1i + 2i   (i+1 + i ); 0  i  d  1: (16)
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One can easily check that under the identities (15), (16), the TD-relations (13), (14) are
rewritten in terms of the raising map R and the lowering map L from (5), (6) as follows:
R3L  ( + 1)(R2LR RLR2)  LR3 = iR2 on Ui; (17)
L3R  ( + 1)(L2RL  LRL2) RL3 =  iL2 on Ui+2 (18)
for 0  i  d  2, where
i = ( + 1)fii   i+2i+2 + (i+1i+2 + i+2i+1)  (ii+1 + i+1i )g: (19)
A TD-pair A, A is called of type I, type II, type III according to  6= 2,  = 2,  =  2 in
the TD-relations.
Next, we summarize what has been done about the classication of TD-pairs and left open
to further studies. We put forth the theme of the paper thereafter. Let (A;A; fVigdi=0; fV i gdi=0)
be a TD-system. Recall dimU0 = 1 by (10). So by (7), L
iRi acts on U0 as a scalar i 2 C:
LiRiu = iu (u 2 U0); 0  i  d: (20)
The sequence figdi=0 is known in [9, Remark 1.10, Corollary 1.12], [4, Theorem 3.1(iii)] to
satisfy




(0   1)    (0   i)(0   1)    (0   i )
6= 0; (22)
where i (resp. 

i ) is the eigenvalue of A on Vi (resp. A
 on V i ). Thus from a TD-system
(A;A; fVigdi=0; fV i gdi=0), we get a trio (figdi=0; fi gdi=0; figdi=0) that satises (15), (16), (21),
(22). The trio determines the isomorphism class of the TD-system. Precisely speaking, if a
trio (figdi=0; fi gdi=0; figdi=0) is derived from a TD-system (A;A; fVigdi=0; fV i gdi=0) and also
from a TD-system (B;B; fWigdi=0; fW i gdi=0), then there exists a vector space isomorphism '
from the underlying vector space of A, A to that of B, B such that 'A = B', 'A = B'
and 'Vi = Wi (0  i  d). Moreover a trio (figdi=0; fi gdi=0; figdi=0) of sequences of scalars
comes from a TD-system if and only if (i) i 6= j, i 6= j for distinct i; j 2 f0; 1;    ; dg, (ii)
there exist scalars , , , ,  such that figdi=0 (resp. (fi gdi=0) satises the identities (15)
(resp.(16)), and (iii) figdi=0 satises (21), (22). Let us call a trio (figdi=0; fi gdi=0; figdi=0)
feasible if the conditions (i), (ii), (iii) above hold. Then in a word, the following holds.
Theorem 1. The isomorphism classes of TD-systems are in one-to-one correspondence with
the feasible trios.
This correspondence is shown in [9, Corollary 1.12] for generic TD-pairs, i.e., for the case
of  = q + q 1, where q is not a root of unity, and in [4, Theorem 3.1] for all TD-pairs. It is
in a way a classication of TD-pairs, but it does not answer the following questions:
(Q1) Given a feasible trio (figdi=0; fi gdi=0; figdi=0), how to nd the shape figdi=0 of a TD-
system that corresponds to it, in particular how to show the character formula (12).
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(Q2) Given a feasible trio (figdi=0; fi gdi=0; figdi=0), how to construct a TD-system that
corresponds to it.
The problem to answer (Q1), (Q2) above is completely solved in [15] for L-pairs (Leonard
pairs) and in [9] for generic TD-pairs, but they are open for TD-pairs in general, particularly
for TD-pair of type II, III that are not L-pairs. By the work of [15], we know how to
construct L-pairs and can list all the feasible trios that correspond to L-pairs. To solve (Q1)
for generic TD-pairs, the paper [9] denes a polynomial by the trio (figdi=0; fi gdi=0; figdi=0),
which is called a Drinfel'd polynomial, and nds the shape figdi=0 by analysing the zeros of
the polynomial. As for (Q2), all the generic TD-pairs are constructed in [9] as certain sort
of tensor product of L-pairs that corresponds to the structure of the zeros of the Drinfel'd
polynomial.
This paper treats TD-pairs of type II along the line of [9] on the assumption that they
have shape 0 = d = 1, i = 2, 1  i  d   1, which is the next easiest shape to that
of L-pairs in view of the character formula. For type I, TD-pairs of shape 1; 2;    ; 2; 1 are
treated in certain matrix forms in [1], [2], [10] in the case where q is not a root of unity, but
they are not classied in these papers; they are classied by dierent approaches in [7], [9].
In this paper, TD-pairs of type II with shape 0 = d = 1, i = 2, 1  i  d 1 are classied
by constructing all of them explicitly as certain sort of tensor product of two L-pairs in a
matrix form involving 8 parameters in addition to the diameter d. Six of the 8 parameters
describe the eigenvalues and the other two give the zeros of the Drinfel'd polynomial. We
believe this result will give a solid base to attack the general classication problem of TD-
pairs of type II along the line of [9]. The paper is organised as follows. In Section 2, we
review the classication of L-pairs of type II as preliminaries. In Section 3, we construct
linear maps A, A as candidates for TD-pairs of type II with shape 1, 2, . . . , 2, 1 and show
they satisfy the TD-relations. In Section 4, we dene the Drinfel'd polynomial for A, A
and nd its zeros. In Section 5, we nd necessary and sucient conditions for A, A to be
a TD-pair, discussing the irreducibility in terms of the zeros of the Drinfel'd polynomial. In
Section 6, we show the above construction exhausts all the TD-pairs of type II with shape
1, 2, . . . , 2, 1. Here we remark that [4, Proposition 2.7] is used in the proof of the latter half
of our main theorem (Theorem 7).
Finally, we remark that we have chosen the complex number eld C as the ground eld,
for we are mainly interested in the ordinary representation of the Terwilliger algebras for P-
and Q-polynomial association schemes.
2 Preliminaries
Let A, A be a TD-pair of type II, i.e.,  = 2. We x a TD-system (fVigdi=0; fV i gdi=0) for A,
A. Then by solving (15), (16) we nd that their eigenvalues are
i = c0 + c1i+ c2i








2; 0  i  d (24)
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2 2 C such that
 = 2c2;  = c1
2   c22   4c0c2; (25)
 = 2c2; 
 = c21   c22   4c0c2: (26)
There are three kinds of TD-pairs of type II. Let A, A be a TD-pair of type II. If c2 6= 0,
c2 6= 0, then it is by denition the rst kind. If c2 6= 0, c2 = 0 or c2 = 0, c2 6= 0, then it is
the second kind. If c2 = c

2 = 0, then it is the third kind. If it is the second kind, we may
assume c2 6= 0, c2 = 0 by interchanging A and A if necessary.
We use the following expressions of the eigenvalues for a TD-pair A, A of type II.
rst kind. There exist scalars 0, h, !, 

0, h
, ! (h 6= 0, h 6= 0) such that




i(i+ 1 + !); 0  i  d: (28)
second kind. There exist scalars 0, h, !, 

0, h
 (h 6= 0, h 6= 0) such that




i; 0  i  d: (30)
third kind. There exist scalars 0, h, 

0, h
 (h 6= 0, h 6= 0) such that




i; 0  i  d: (32)
In the expression for the rst kind, let h tend to 0, ! to 1 and h! to h0 . Then we
get the expression for the second kind, rewriting h
0
as h. In the expression for the second
kind, let h tend to 0, ! to 1 and h! to h0. Then we get the expression for the third kind,
rewriting h0 as h. In the expression of each kind, we call the scalars 0, h, 0, h
 the ane
parameters, whereas !, ! are essential.
In the rest of this section, we review the classication of L-pairs of type II, reorganising
the argument of [15] in preparation for our case of TD-pairs of type II with shape 1, 2, . . . ,
2, 1.
First choose a positive integer ` and a scalar a. We construct an evaluation module
V (`; a), which is an (`+ 1)-dimensional vector space over C that receives the actions of the
at maps F , F , the raising map R and the lowering map L as dened below. Fix a basis
u0, u1, . . . , u` of V (`; a). The at maps F , F
 act on V (`; a) by
Fui = iui; F
ui = i ui; (33)
where i, 

i are from (27){(32) according to their kind. The raising map R and the lowering
map L act on V (`; a) as follows according to the kind of the eigenvalues i, 

i .
rst kind. With u 1 = u`+1 = 0 and h, h, !, ! from (27), (28),
Rui = h(i+ 1)(i+
!+!
2
+ 1 + a+ `+1
2
)ui+1; (34)
Lui =  h(`  i+ 1)(i+ !+!2 + 1  a+ ` 12 )ui 1: (35)
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second kind. With u 1 = u`+1 = 0 and h, h, ! from (29), (30),
Rui = h(i+ 1)(i+
!
2
+ 1 + a+ `+1
2
)ui+1; (36)
Lui =  h(`  i+ 1)ui 1: (37)
third kind. With u 1 = u`+1 = 0 and h, h from (31), (32),
Rui = ha(i+ 1)ui+1; (38)
Lui =  h(`  i+ 1)ui 1: (39)








) for the rst kind;
 6hh for the second kind;
0 for the third kind:
(40)
Next we dene the Drinfel'd polynomial PV (x) for V = V (`; a). Let i (0  i  d) be
the eigenvalue of LiRi on the highest weight space U0 = Cu0 of V = V (`; a):
LiRiu0 = iu0: (41)
In our case of V = V (`; a), the diameter d coincides with `. The Drinfel'd polynomial PV (x)






























We attach a set of scalars
S(`; a) = fa+ 2i `+1
2
j 0  i  `  1g (45)
to the evaluation module V (`; a). Then the Drinfel'd polynomial PV (x) has zeros in our case













PV (`;a)(x) = (x+ a)
`: (48)
We now set
A = R + F; (49)
A = L+ F ; (50)
where F , F  are from (33) and R, L from (34){(39) according to the three cases. Assume
i 6= j, i 6= j for i 6= j, i; j 2 f0; 1; : : : ; dg. Then the linear transformations A, A of V









+ 1 + d)2 for the rst kind;
!
2
+ 1 + d for the second kind;








)2 for the rst kind;
 !
2
for the second kind;
 1 for the third kind:
(52)
The isomorphism class of the L-pair A, A is determined by figdi=0, fi gdi=0, PV (x). Moreover
this construction of L-pairs exhausts all L-pairs of type II.
3 Construction of the pre TD-pair A, A: the at maps
F , F , the raising map R and the lowering map L
Let V (`; a), V (1; b) be the evaluation modules introduced in Section 2 for the construction
of L-pairs. For the moment, regard them just as vector spaces over C of dimension `+ 1, 2,
respectively. Let V be the tensor product of V (`; a) and V (1; b):
V = V (`; a)
 V (1; b): (53)




1) of V (`; a) (resp. V (1; b)) so that ui 
 u00, ui 
 u01
(0  i  `) are a basis of V . Let Ui (0  i  ` + 1) denote the subspace of V spanned by
ui 
 u00 and ui 1 
 u01, where uj = 0 for j =2 f0; 1;    ; `g:
Ui = hui 
 u00; ui 1 
 u01i: (54)
Then we have a direct sum decomposition
V = U0 + U1 +   + Ud; d = `+ 1 (55)
with dimU0 = dimUd = 1, dimUi = 2 (1  i  d  1).
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Choose 0, h, !, 

0, h
, ! 2 C (h 6= 0; h 6= 0) and x scalars i, i (0  i  d) as in
(27), (28). We dene the at maps F , F , the raising map R and the lowering map L of the
rst kind as follows: they are linear transformations of V given by
Fv = iv; F
v = i v (56)
for v 2 Ui, 0  i  d; by
R(ui 1 
 u01) = i(ui 
 u01); (57)
R(ui 
 u00) = i(ui 
 u01) + i+1(ui+1 
 u00) (58)
for 0  i  d, where
i = hi(i+ a+
!+!
2
+ 1 + d
2
); (59)






 u01) = i (ui 1 
 u01) + i (ui 
 u00); (61)
L(ui+1 
 u00) = i+1(ui 
 u00) (62)
for 0  i+ 1  d, where
i = h
(i  d)(i  a+ !+!
2
+ 1 + d
2
); (63)




We assume i 6= j, i 6= j for i 6= j, i, j 2 f0; 1; : : : ; dg, namely
 !; ! =2 f2; 3; : : : ; 2dg; (65)
and set
A = R + F; A = L+ F : (66)
We call the above A, A a pre TD-pair of the rst kind.
The linear transformations A, A of V are diagonalizable and the eigenvalues of A
(resp. A) are i (resp. i ), 0  i  d, since
RUi  Ui+1; LUi  Ui 1 (67)
for 0  i  d, where U 1 = Ud+1 = 0. Let Vi (resp. V i ) denote the eigenspace of A (resp. A)
belonging to i (resp. 

i ). It holds that for 0  i  d,
U0 +   + Ui = V 0 +   + V i ; (68)
Ui +   + Ud = Vi +   + Vd: (69)
Theorem 2. The pre TD-pair A, A of the rst kind dened by (66) satises the TD-
relations (13), (14), where  = 2 and , , ,  are from (25), (26) via (27), (28).
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Proof. By direct calculations it is shown that R, L satisfy (17), (18). This means that A,
A satisfy (13), (14).
Choose h
0
, a0, b0 2 C (h0 6= 0) and put a = a0   !
2
, b = b0   !
2
, ! = h
0
=h for a pre






! b0 and consequently as a limit of the rst kind, we have the at maps F , F  of the
second kind given by (56), where i, 

i (0  i  d) are as in (29), (30), rewriting h0 as h;
the raising map R of the second kind given by (57), (58), where rewriting a0, b0 as a, b,
i = hi(i+ a+
!
2
+ 1 + d
2
); (70)









i =  h: (73)
We assume i 6= j, i 6= j in (29), (30) for i 6= j, i; j 2 f0; 1; : : : ; dg, namely
 ! =2 f2; 3; : : : ; 2dg; (74)
and dene a pre TD-pair A, A of the second kind by (66), using the second kind F , F ,
R, L constructed above, namely F , F  by (56) with the second kind eigenvalues i, i such
that i 6= j, i 6= j for i 6= j, and R by (57), (58) with (70), (71), L by (61), (62) with
(72), (73).
Choose h0, a0, b0 2 C (h0 6= 0) and put a = !(a0   1
2
), b = !(b0   1
2
), ! = h0=h for a pre





) ! h0b0 and so as a limit of the second kind, we have the at maps F , F  of the
third kind given by (56), where i, 

i (0  i  d) are as in (31), (32), rewriting h0 as h; the
raising map R of the third kind given by (57), (58), where rewriting h0, a0, b0 as h, a, b,
i = hai; (75)
i = hb; (76)
and the lowering map L of the third kind given by (61), (62) with (72), (73), i.e., the same
as the lowering map of the second kind. Notice that i 6= j, i 6= j hold in (31), (32)
for i 6= j, i; j 2 f0; 1; : : : ; dg. Dene a pre TD-pair A, A of the third kind by (66), using
the third kind F , F , R, L constructed above, namely F , F  by (56) with the third kind
eigenvalues i, 

i such that i 6= j, i 6= j for i 6= j, and R by (57), (58) with (75), (76), L
by (61), (62) with (72), (73). By Theorem 2, we obviously have the following.
Corollary 1. Let A, A be a pre TD-pair of the second kind or the third kind. Then A,
A satisfy the TD-relations (13), (14), where  = 2 and , , ,  are from (25), (26) via
(27), (28).
The scalars a, b in (59), (60), (63), (64); (70), (71); (75), (76) are called the evaluation
parameters.
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4 The Drinfel'd polynomial PV (x)
Let A, A be a pre TD-pair of the rst, the second or the third kind constructed in Section 3
as linear transformations of V = V (`; a) 
 V (1; b). Recall V is decomposed into the direct
sum (55) of the subspaces Ui (54). In particular, U0 is a 1-dimensional subspace spanned by
u0 
 u00. Since R raises Ui and L lowers Ui as in (67), the subspace U0 is invariant under
LjRj. Dene a sequence of scalars i 2 C (0  i  d) by
LiRi(u0 
 u00) = i(u0 
 u00): (77)
The Drinfel'd polynomial PV (x) is dened by (42), (43), (44) according to the kind of the
pre TD-pair, where h, h, !, ! are from (27){(32) according to the kind of the eigenvalues,
R, L from (57){(64); (70){(73); (75), (76), (72), (73). Note that 0 = 1 and so PV (x) is a
monic polynomial of degree d in x (d = `+ 1). Note also that the denition of the Drinfel'd
polynomial in this paper agrees with [8, Denition 7.1] up to a scalar multiple.
Let S(`; a) be the set of scalars dened by (45). Then the zeros of the Drinfel'd polynomial
PV (x) are found by the following theorem.
Theorem 3. Let A, A be a pre TD-pair.
(i) If A, A are of the rst kind, then




(ii) If A, A are of the second kind, then




(iii) If A, A are of the third kind, then
PV (x) = (x+ a)
`(x+ b): (80)
The rest of this section deals with the proof of Theorem 3. We rst assume that A, A
are a pre TD-pair of the rst kind. We have by (57), (58),
Ri(u0 
 u00) = i 1    1(i 1 +   + 0)ui 1 




 u01) = 1    i 1(0 +   + i 1)u0 
 u00; (82)
Li(ui 
 u00) = 1    i u0 
 u00; (83)
and so
i = 1    i 11    i 1(0 +   + i 1)(0 +   + i 1) + 1    i1    i : (84)
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Here we have by (60), (64),
0 +   + i 1 = hi(i+ b+ 1 + !+!2 ); (85)




and by (59), (63)
1    i = hii!(a+ 2 + !+!2 + d2)i; (87)






where (x)i stands for the shifted factorial
(x)i =
(
1; i = 0
x(x+ 1)    (x+ i  1); i = 1; 2; : : : : (89)
Since hi2 = i   hi(a+ !+!2 + 1 + d2) by (59), we have by (85), (86), (63)
0 +   + i 1 = i + hi(b  a  d2);










i   hi(2a+ d)  hd( a+ !+!2 + 1 + d2)
and so by (84), i is 1    i 11    i 1 times








Thus by (87), (88),
i
(hh)ii!
= ( d)i(a1)i(a2   1)i   i((a+ d2)2   b2)(1  d)i 1(a1)i 1(a2)i 1; (90)
where






a2 =  a+ 2 + !+!2 + d2 : (92)
By (42), (90), the Drinfel'd polynomial is
PV (x) = 1 + ((a+
d
2

















(i  1)! (1  d)i 1(a1)i 1(a2)i 1
d 1Y
j=i















































and so by (93), (94), (95) and d = `+ 1, we obtain
PV (x) = 1(x)3F2







  `; a1; a2



















We now apply to (102) the Pfa-Saalschutz formula for a terminating balanced 3F2(1) series:







(b1   a1)n(b1   a2)n
(b1)n(b1   a1   a2)n :
Then by (91), (92), (100), (101), we have
3F2


























  `; a1; a2













































the numerator of (103) is
Q`






















x  j   1  !+!
2
), the denominator of (103)
is
Qd
j=1(x  (j + 1 + !+!

2
)2). So by (103), (45), (96), we have
3F2











Similarly the identity (104) becomes
3F2
  `; a1; a2







By (102), (105), (106), we obtain the desired formula of (78).
Next, choose h
0
, a0, b0 2 C (h 6= 0) and put a = a0   !
2
, b = b0   !
2
, ! = h
0
h for a pre
TD-pair A, A of the rst kind. Let h ! 0. Then h! ! h0 and we have a pre TD-pair
A0, A
0
of the second kind as we explained in Section 3, assuming  ! =2 f2; 3; : : : ; 2dg. For




























x  b2 = (y   b0 + !)(y + b0), x  (a+ 2i `+1
2
)2 = (y   a0 + !   2i `+1
2




h(x  (j + !+!
2
+ 1))! h0(y   j   !
2
  1);
h(x  b2)! h0(y + b0);
h(x  (a+ 2i `+1
2
)2)! h0(y + a0 + 2i `+1
2
):












(y   j   !
2
  1) = (h0)d(y + b0)
` 1Y
i=0
(y + a0 + 2i `+1
2
);
where 0i is the limit of i. This is the desired formula of (79).
Finally, we choose h0, a0, b0 2 C (h0 6= 0) and put a = !(a0   1
2
), b = !(b0   1
2
), ! = h
0
h
for a pre TD-pair A, A of the second kind. Let h ! 0. Then h! ! h0 and we have a pre
TD-pair A0, A
0
of the third kind as we explained in Section 3. For the second kind A, A,








(x  j   !
2








x = !(y + 1
2
) (110)
and take the limit of (109) as h ! 0. Since x  j   !
2
  1 = !y   j   1, x + b = !(y + b0),
x+ a+ 2i `+1
2
= !(y + a0) + 2i `+1
2
, we have
h(x  j   !
2
  1)! h0y;
h(x+ b)! h0(y + b0);
h(x+ a+ 2i `+1
2
)! h0(y + a0):










0d(y + b0)(y + a0)`;
where 0i is the limit of i. This is the desired formula of (80).
5 Irreducibility
Let A = R+F , A = L+F  be the pre TD-pair of the rst, the second or the third kind that
is constructed in Section 3 as linear transformations of V = V (`; a)
 V (1; b), where F , F ,
R, L are the corresponding at, raising, lowering maps. Let A (resp. T ) be the subalgebra of
End(V ) generated by A, A (resp. R, L, F , F ), where End(V ) is the endmorphism algebra
consisting of all the linear transformations of V . Obviously A = hA;Ai is a subalgebra of
T = hR;L; F; F i.
If A, A are a TD-pair, then the A-module V is irreducible by the condition (iii) for the
denition of a TD-pair. Conversely, the following holds.
Proposition 1. If the A-module V is irreducible, then A, A become a TD-pair
Proof. The argument proceeds as in the proof of [14, Theorem 3.10]. The key is that (1) the
pre TD-pair A, A satisfy the TD-relations by Theorem 2, Corollary 1 and (2) A, A are
both diagonalizable.
It is enough to show the conditions (i), (ii) in the denition of a TD-pair, since the
condition (iii) is assumed from the beginning. We may assume d  2, otherwise there would
be nothing to prove. We only show the condition (ii). The condition (i) is similarly shown.
First, recall the eigenvalues figdi=0 of A satisfy (15). By (15), we have
i +  = i+1 + i 1 (111)
for 1  i  d   1. By (111), we extend the sequence of i for i 2 Z. Observe that the
equation (15) holds for all i 2 Z. Then as the solution of (111), the sequence figi2Z is given
by (23) with i 2 Z, and hence by (27), (29), (31) with i 2 Z according to the kind of A, A.
Recall also by the denition of a pre TD-pair it holds that
i 6= j; for i 6= j; i; j 2 f0; 1;    ; dg: (112)
15
It is easy to check that (112) implies
 1 6= i; 2  i  d; (113)
d+1 6= i; 0  i  d  2: (114)
Next, observe that by (15), (111) we have
2i   i    = i+1i 1 (115)
for i 2 Z.
Now choose v 2 Vi, i.e., Av = iv. Then by applying v to the TD-relation (13) from the
right, we have
(A  i)(A2   iA+ 2i )Av = (A  i)((A+ i) + )Av;
so by (111), (115)
(A  i)(A  i+1)(A  i 1)Av = 0: (116)
Therefore
Av 2 Vi 1 + Vi + Vi+1; 1  i  d  1;
Av 2 V0 + V1 for i = 0;
Av 2 Vd 1 + Vd for i = d
by (116), (113), (114), since A is a diagonalizable linear transformation. Thus the condition
(ii) hold.
In this section, we shall discuss the irreducibility of V as the T -module and then as the
A-module, reaching the following theorems in conclusion. Let S(`; a) be the set of scalars
dened by (45).
Theorem 4. Let A, A be the pre TD-pair of the rst kind constructed in Section 3.
(i) The T -module V is irreducible if and only if





and the Drinfel'd polynomial PV (x) does not vanish at (
!+!
2
+ 1 + d)2, i.e.,
(!+!
2
+ 1 + d) =2 S(`; a) [ fbg: (118)
(ii) The A-module V is irreducible if and only if (117), (118) hold and the Drinfel'd poly-






=2 S(`; a) [ fbg: (119)
In particular, A, A become a TD-pair if and only if (117), (118), (119) hold.
Theorem 5. Let A, A be the pre TD-pair of the second kind constructed in Section 3.
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(i) The T -module V is irreducible if and only if





and the Drinfel'd polynomial PV (x) does not vanish at
!
2
+ 1 + d, i.e.,
 (!
2
+ 1 + d) =2 S(`; a) [ fbg: (121)
(ii) The A-module V is irreducible if and only if (120), (121) hold and the Drinfel'd poly-
nomial PV (x) does not vanish at  !2 , i.e.,
!
2
=2 S(`; a) [ fbg: (122)
In particular, A, A become a TD-pair if and only if (120), (121), (122) hold.
Theorem 6. Let A, A be the pre TD-pair of the third kind constructed in Section 3.
(i) The T -module V is irreducible if and only if
a 6= b (123)
and the Drinfel'd polynomial PV (x) does not vanish at 0, i.e.,
a 6= 0; b 6= 0: (124)
(ii) The A-module V is irreducible if and only if (123), (124) hold and the Drinfel'd poly-
nomial PV (x) does not vanish at  1, i.e.,
a 6= 1; b 6= 1: (125)
In particular, A, A become a TD-pair if and only if (123), (124), (125) hold.
For the moment, we do not specify which kind the pre TD-pair A, A has; it can be any
of the rst, the second and the third kind. First, we discuss irreducibility of the T -module
V . Recall V = V (`; a)
 V (1; b) is decomposed into the direct sum of Ui (0  i  d), where
Ui is from (54).
Lemma 1. (i) If RdU0 = 0, then V is reducible as a T -module.
(ii) If LdUd = 0, then V is reducible as a T -module.
Proof. Notice that U0 (resp. Ud) is spanned by u0
 u00 (resp. ud 1
 u01). We only prove (i).
The claim (ii) can be shown similarly. By (57), (58), we have
Ri(u0 
 u00) = 1    i 1(iui 
 u00 + ~i 1ui 1 
 u01) (126)
for 1  i  d  1 and
Rd(u0 
 u00) = 1    d 1~d 1ud 1 
 u01;
where ~j = 0 +   + j. So RdU0 = 0 if only if 1    d 1~d 1 = 0.
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If i = 0 for some i (1  i  d  1), then by (57), (58), U0+U1+   +Ui 1+ hui 1
 u01i
is a T -invariant proper subspace of V and hence V is reducible as a T -module.
Suppose ~d 1 = 0 +    + d 1 = 0 and i 6= 0 (1  i  d   1). Let W denote the
subspace of V spanned by Ri(u0 
 u00) (0  i  d  1):
W = hRi(u0 
 u00) j 0  i  d  1i:
Apparently W is a proper subspace of V and invariant under the action of R. We show that
W is invariant under the action of L as well. By (61), (62), (126), we have
LRi(u0 
 u00) = 1    i 1((ii + ~i 1i 1)ui 1 
 u00 + ~i 1i 1ui 2 
 u01): (127)













for 2  i  d   1 on the assumption that ~d 1 = 0 +    + d 1 = 0. (Show the identity
for the rst kind and take limits for the second and the third kind.) So by (126), (127),
LRi(u0
 u00) is contained in W for 1  i  d  1. Thus W is a T -invariant proper subspace
of V and so V is reducible as a T -module.
Since LdRd(u0
 u00) = d  u0
 u00, the T -module V is irreducible only if d 6= 0. By the
denition (42), (43), (44) of the Drinfel'd polynomial PV (x), we have
PV (




0 is the scalar from (51). So if the T -module V is irreducible, then PV (
0) 6= 0. By
Theorem 3, we have (118), (121), (124) as a necessary condition for the T -module V to be
irreducible.
On the other hand by (84), which is also valid for the pre TD-pair of the second or the
third kind, it holds that
d = 1    d 11    d 1(0 +   + d 1)(0 +   + d 1):
Thus we have
Lemma 2. If the T -module V is irreducible, then d 6= 0. Moreover the following are equiv-
alent:
(i) d 6= 0.
(ii) PV (
0) 6= 0, where 
0 is the scalar from (51).
(iii) 1    d 11    d 1(0 +   + d 1)(0 +   + d 1) 6= 0.
Let us denote by Ri, Li+1 the matrices of the maps
RjUi : Ui  ! Ui+1;
LjUi+1 : Ui+1  ! Ui
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with respect to the bases uj 1 
 u01, uj 
 u00 of Uj (1  j  d  1), u0 
 u00 of U0, u` 
 u01 of











; Rd 1 = (d 1; d 1) (128)














By Lemma 2 and (128), (129), we immediately have
Proposition 2. If d 6= 0, then the maps RjUi : Ui  ! Ui+1, LjUi+1 : Ui+1  ! Ui are both
bijective for 1  i  d  2.
We now assume d 6= 0. We want to nd when the T -module V is irreducible. Suppose
V is reducible. Then there exists a subspace W of V such that TW  W and 0 6= W 6= V .
It holds that
dimW \ Ui = 1; 1  i  d  1;
otherwise we would have W = V by Proposition 2. Two cases occur here: either W \U0 6= 0




(W \ Ui): (130)




(W \ Ui): (131)
It is easy to see that the case of (130) occurs if and only if
RiU0 = L
d iUd; 0  i  d: (132)
In this case, W \ Ui = RiU0 = Ld iUd holds (0  i  d). It is also easy to see that the case
of (131) occurs if and only if
kerLijUi = kerRd ijUi ; 1  i  d  1; (133)
where ker stands for the kernel of the map. In this case, W \ Ui = kerLijUi = kerRd ijUi
holds (1  i  d  1). Thus on the assumption that d 6= 0, the T -module V is reducible if
and only if either (132) or (133) holds. Notice that (132) always holds for i = 0, d if d 6= 0.
By (128), (129) we have
Ri 1   R0 = i 1    1





Li+1   Ld = i+1    d 1

i
i +   + d 1

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for 1  i  d  1. So on the assumption that d 6= 0, (132) holds if and only if
det

i 1 +   + 0 i
i 

i +   + d 1

(134)
vanishes for 1  i  d  1. We also have
Rd 1   Ri = d 1    i+1(i; d 1 +   + i);
L1   Li = 1    i 1(0 +   + i 1; i )
for 1  i  d  1. So on the assumption that d 6= 0, (133) holds if and only if
det

i d 1 +   + i
0 +   + i 1 i

(135)
vanishes for 1  i  d  1.
If the pre TD-pair A, A is of the rst kind, then by (59), (60), (63), (64) the determinant






+ 1) h(i  d)(i  a+ !+!
2






+ 1 + d
2
) h(i  d)(i  b+ !+!
2
+ 1 + d)

; (136)
which vanishes for 1  i  d  1 if and only if
b = a+ d
2
or b =  a+ d
2
; (137)






+ 1 + d
2
) h(d  i)(i+ b+ !+!
2
+ 1 + d)
 hi(i  b+ !+!
2
+ 1) h(i  d)(i  a+ !+!
2





which vanishes for 1  i  d  1 if and only if
b = a  d
2
or b =  a  d
2
: (139)
Thus for the pre TD-pair A, A of the rst kind, the T -module V is irreducible if and only
if d 6= 0 and none of (137), (139) holds. This proves Theorem 4(i).
If the pre TD-pair A, A is of the second kind, put a = a0   !
2
, b = b0   !
2
, ! = h
0
h






+ 1) h(i  d)
hi(i+ a+ !
2





in place of (136), rewriting a0, b0, h
0
as a, b, h, which vanishes for 1  i  d  1 if and only
if








+ 1 + d
2
) h(d  i)(i+ b+ !
2





in place of (138), rewriting a0, b0, h
0
as a, b, h, which vanishes for 1  i  d  1 if and only
if
b = a  d
2
: (143)
Thus for the pre TD-pair A, A of the second kind, the T -module V is irreducible if and
only if d 6= 0 and none of (141), (143) holds. This proves Theorem 5(i).
If the pre TD-pair A, A is of the third kind, put a = !(a0   1
2
), b = !(b0   1
2
), ! = h
0
h








in place of (140), rewriting a0, b0, h0 as a, b, h, which vanishes for 1  i  d  1 if and only if








in place of (142), rewriting a0, b0, h0 as a, b, h, which vanishes for 1  i  d  1 if and only if
(145) holds. Thus for the pre TD-pair A, A of the third kind, the T -module V is irreducible
if and only if d 6= 0 and (145) does not hold. This proves Theorem 6(i).
Next, we discuss irreducibility of the A-module V . If V is irreducible as an A-module,
then obviously so is it as a T -module, since A is a subalgebra of T . For the rest of this
section, we assume that V is irreducible as a T -module. We want to determine when V is
irreducible as an A-module.








where Vi (resp. V

i ) is the eigenspace belonging to the eigenvalue i (resp. 

i ) that is given in
(27), (29), (31) (resp. (28), (30), (32)) according to the kind of it. Notice that the properties
(68), (69) hold not only for the pre TD-pair A, A of the rst kind but also for that of the
second or the third kind. For the moment, we do not specify which kind the pre TD-pair A,
A has. By (69), we have the natural isomorphisms between Vi and Ui:
Vi ' (Vi +   + Vd)=(Vi+1 +   + Vd)
= (Ui +   + Ud)=(Ui+1 +   + Ud) ' Ui:
(147)
Let Fi denote the projection from V =
Ld
j=0 Uj onto Ui:
Fi : V =
dM
j=0
Uj  ! Ui: (148)
Then (147) implies
21
Lemma 3. The map
FijVi : Vi  ! Ui
is a bijection.







Ei : V =
dM
j=0
V j  ! V i : (149)
Then it is easy to see that Ei is the product of (A







We now prove the following proposition.
Proposition 3. Assume the T -module V is irreducible. Then V is irreducible as an A-
module if and only if E0V0 6= 0.
We rst show the `only if' part. Assume V is irreducible as an A-module. We want
to show E0V0 6= 0. Recall the pre TD-pair A, A satisfy the TD-relations by Theorem 2,
Corollary 1. This implies that A, A become a TD-pair by Proposition 1. It is well-known
that E0V0 6= 0 holds in general for a TD-pair, but we shall give a brief proof to this fact.
Suppose E0V0 = 0. Then obviously
V0  V 1 +   + V d : (151)
If we set
~Ui = (V0 +   + Vi) \ (V i+1 +   + V d ); 0  i  d  1;
then the inclusions
(A  i) ~Ui  ~Ui 1; (A   i ) ~Ui  ~Ui+1
immediately follow from the denition of a TD-pair, where ~U 1 = 0, ~Ud = 0. In particular,
the subspace ~U0 +    + ~Ud 1 is A-invariant. Since it contains ~U0 = V0 by (151) and is
contained in V 1 +   + V d , the A-module V is reducible, which is a contradiction.
We next show the `if' part. Assume E0V0 6= 0. Let W (W 6= 0) be an A-invariant
subspace of V . We want to show W = V . A is diagonalizable on V and so on W . The




V 0i ; V
0
i = W \ Vi; (152)
allowing V 0i = 0 for i > r, where
r = Minfi j W \ Vi 6= 0g:
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Recall that the identity of (69)
Vi +   + Vd = Ui +   + Ud:
So V 0i is contained in Ui +    + Ud. In particular, FrV 0i = 0 (i > r) and so FrW = FrV 0r .
Therefore by Lemma 3 the map
FrjV 0r : V 0r  ! FrW (153)
is bijective. Notice V 0r 6= 0 by the denition of r and so FrW 6= 0 by (153). On the other
hand, we have
FjW = 0 for j < r; (154)
since W is contained in Ur +   + Ud.




wi; wi = Fiw 2 Ui: (155)
Apply A to w. Then we have Aw = rw = r
Pd
i=r wi, since w 2 V 0r  Vr. On the other
hand, A = R + F and Fwi = iwi. So we have Aw = rwr +
Pd
i=r+1(Rwi 1 + iwi),
Rwi 1 + iwi 2 Ui. Thus rwi = Rwi 1 + iwi, i.e.,
wi =
1
r   iRwi 1; r + 1  i  d: (156)





r ); r + 1  i  d: (157)
Apply (A r)(A r+1)    (A j ) to w =
Pd
i=r wi. Notice (A
 r)(A r+1)    (A 
j )w 2 W . By induction on j, we get Lj r+1wj = 0 for j = r, r + 1, . . . , d by (154), since
A = L+ F  and LUi  Ui 1, F jUi = i . Thus we have
kerLj r+1jUj  FjV 0r ; r  j  d: (158)
In particular, kerLjUr  FrV 0r . Since V 0r 6= 0, we have FrV 0r 6= 0 by (153). Therefore
kerLjUr 6= 0. Recall that the T -module V is assumed irreducible. So d 6= 0. By Proposi-
tion 2, kerLjUi = 0 for 2  i  d. This implies
r = 0 or r = 1: (159)
First assume r = 0, i.e., V 00 6= 0. We show W = V . Notice that dimV0 = 1, the fact that
follows from the isomorphism V0 ' U0 in Lemma 3. So V 00 = V0. Recall that E0V0 6= 0 is
assumed. So E0V
0





0 = U0 holds and by (150), the A-invariant subspace W contains E0V 00
and hence U0. Consequently we obtain
W  RiU0; 0  i  d;
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since (A  i 1)    (A  0)U0 = RiU0, and then
W  LjRiU0; 0  j  i  d;
since (A   i j+1)    (A   i )RiU0 = LjRiU0. Repeat this argument. Then we have
W  LikRik 1   Li2Ri1U0
for any sequence i1, i2, . . . , ik of nonnegative integers. This implies W  T U0. Since the
T -module V is irreducible, we have T U0 = V and so W = V .
Next assume r = 1 in (159). We show this is not the case. Let ~W be the subspace
of V spanned by FiV
0
1 , 0  i  d. By (154), F0V 01 = 0. Recall d 6= 0. This implies
LdUd = U0, in particular kerL
djUd = 0. By (158), FdV 01 = 0. So ~W is spanned by FiV 01 ,
1  i  d   1. Notice that V 01 6= 0, since we assume r = 1. By (153), F1V 01 6= 0. Since
RjUi : Ui  ! Ui+1 is a bijection (1  i  d   2) by Proposition 2, we have FiV 01 6= 0 for
1  i  d   1 by (157). On the other hand by (158), FiV 01 is contained in kerLijUi for
1  i  d   1. Since Lji+1 : Ui+1  ! Ui is a bijection (1  i  d   2) by Proposition 2, we
have dimkerLijUi = dimkerLjU1 = 1 (1  i  d  1). From 0 6= FiV 01  kerLijUi , it follows
that
kerLijUi = FiV 01 ; 1  i  d  1: (160)
Thus ~W is spanned by kerLijUi , 1  i  d  1. Therefore ~W is invariant under the action of
L. Since ~W is invariant under the action of R by (157), ~W is a T -invariant subspace. This
contradicts the irreducibility of the T -module V and completes the proof of Proposition 3.
Lemma 4. For v 2 V0, write it as v =
Pd












j=1(0   j)(0   j ).












(0   j ) 1

Liwi: (161)







Since LiRiw0 = iw0, Lemma 4 follows from (161), (162).
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Let A, A be the pre TD-pair of the rst kind. Then by (27), (28), we have
dY
j=i+1





(j + 1 + !)(j + 1 + !):
Since (j + 1 + !)(j + 1 + !) = ( 1)((! !
2
)2   (j + 1 + !+!
2












)2   (j + 1 + !+!
2
)2)w0: (163)




)2. This completes the proof of Theorem 4(ii) owing to Proposition 3.
Let A, A be the pre TD-pair of the second kind. Then by (29), (30), we have
dY
j=i+1





(j + 1 + !):










  j   !
2
  1)w0:
Therefore E0V0 6= 0 if and only if the Drinfel'd polynomial PV (x) does not vanish at x =  !2 .
This completes the proof of Theorem 5(ii).
Let A, A be the pre TD-pair of the third kind. Then by (31), (32), we have
dY
j=i+1











Therefore E0V0 6= 0 if and only if the Drinfel'd polynomial PV (x) does not vanish at x =  1.
This completes the proof of Theorem 6(ii).
6 Classication of TD-pairs of type II with shape 1, 2,
. . . , 2, 1
In this section, we classify the TD-pairs of type II with shape 1, 2, . . . , 2, 1 by showing the
examples in Theorems 4, 5, 6 exhaust all of them.
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Theorem 7. Let A, A be a TD-pair of type II with shape 1, 2, . . . , 2, 1. Then the TD-
pair A, A is isomorphic to one of the examples in Theorems 4(ii), 5(ii), 6(ii) that are
constructed in Section 3. The isomorphism class of the TD-pair A, A is determined by
(figdi=0; fi gdi=0; (~a;~b)), where figdi=0 (resp. fi gdi=0) are the eigenvalues of A (resp. A),
and ~a = a2, a, a, ~b = b2, b, b according as A, A are of the rst, the second, the third kind
with a, b the evaluation parameters for the actions of A, A on the underlying vector space
V ' V (`; a)
 V (1; b) (d = `+ 1).
Let A, A 2 End(V ) be a TD-pair of type II with shape 1, 2, . . . , 2, 1. Notice the
diameter d is no less than 2. We x a TD-system (fVigdi=0; fV i gdi=0) for the TD-pair A, A.
Then we have the weight space Ui (0  i  d) given in (3) and the raising map R in (5),
the lowering map L in (6). The TD-relations are written in terms of R, L as in (17), (18)
with i in (40), since the eigenvalues i (resp. 

i ) of A (resp. A
) are given by (27){(32) and
satisfy (15), (16).
Lemma 5.
L2R2(RL  3LR) = (RL  3LR)L2R2; (164)
R2L2(LR  3RL) = (LR  3RL)R2L2: (165)
Proof. The sum of L2  (17) and (18)  R2 vanishes on Ui, which gives (164). The sum of
(17) L2 and R2  (18) vanishes on Ui+2, which gives (165).
As is well-known or directly derived from (8), (9), the map
RjUi : Ui  ! Ui+1 (166)
is injective for i = 0, bijective for 1  i  d  2 and surjective for i = d  1, while the map
LjUi+1 : Ui+1  ! Ui (167)
is surjective for i = 0, bijective for 1  i  d   2 and injective for i = d   1. Notice that
dimU0 = dimUd = 1 and dimUi = 2 (1  i  d   1), since the TD-pair A, A has shape
1, 2, . . . , 2, 1.
Choose ~u0 2 U0 (~u0 6= 0) and set







Lemma 6. The elements ~u1, ~u
0
1 are linearly independent. In particular, f~u1; ~u01g is a basis
of U1.
Proof. We have ~u1 6= 0, ~u01 6= 0 by the lines of (166), (167). Assume that ~u1, ~u01 are linearly





for 3  i  d by induction on i. Assume (169) holds up to i. Then from the TD-relations
(17), it follows that
(R3L  3R2LR + 3RLR2   LR3)Ri 2U0  RiU0:
By induction, we have (R3L  3R2LR+3RLR2)Ri 2U0  RiU0. So LRi+1U0  RiU0 holds.
Thus (169) holds for all i. This means the subspace spanned by U0, RU0, . . . , R
dU0 is
invariant under the actions of R and L, which contradicts the irreducibility.
We now set
~ui = R
i~u0; 0  i  d; (170)
~u0i = R
i 1~u01; 1  i  d  1: (171)
Then by the lines of (166), (167), ~ui, ~u
0
i are a basis of Ui for 1  i  d  1 and ~u0 that of U0,
~ud that of Ud. With respect to this basis, the matrix of RjUi : Ui  ! Ui+1 is the identity for
1  i  d  2, ( 10 ) for i = 0 and (1; rd 1) for i = d  1, where
R~u0d 1 = rd 1~ud: (172)






; 2  i  d  1; (173)








i) = (~ui 1; ~u
0
i 1)Xi for 2  i  d 1, (L~u1; L~u01) = ~u0X1, L~ud = (~ud 1; ~u0d 1)Xd.







We write the TD-relations (17) and the relations in Lemma 5 in the form of matrices as



















and I = ( 1 00 1 ):
Xi   3Xi+1 + 3Xi+2  Xi+3 = iI; 2  i  d  4; (178)











~X1   3X2 + 3X3  X4 = 1I; (180)
Xd 3   3Xd 2 + 3Xd 1   ~Xd = d 3I; (181)
(1; rd 1)(Xd 2   3Xd 1 + 3 ~Xd) = d 2(1; rd 1); (182)
Xi+1Xi+2(Xi   3Xi+1) = (Xi   3Xi+1)Xi+1Xi+2; 2  i  d  3; (183)
X2X3( ~X1   3X2) = ( ~X1   3X2)X2X3; (184)
Xd 1 ~Xd(Xd 2   3Xd 1) = (Xd 2   3Xd 1)Xd 1 ~Xd; (185)
Xi+1Xi+2(Xi+3   3Xi+2) = (Xi+3   3Xi+2)Xi+1Xi+2; 1  i  d  4; (186)
~X1X2(X3   3X2) = (X3   3X2) ~X1X2; (187)
Xd 2Xd 1( ~Xd   3Xd 1) = ( ~Xd   3Xd 1)Xd 2Xd 1: (188)
For small values of d, the identities (178){(188) should be read with appropriate modication.
We solve (178), (180), (181) for Xi (4  i  d) in terms of X1, X2, X3. Putting ~Xi = Xi
(2  i  d  1), the relations (178), (180), (181) can be written in one line as
~Xi   3 ~Xi+1 + 3 ~Xi+2   ~Xi+3 = iI; 1  i  d  3: (189)
Set
T =
0@0 0 11 0  3
0 1 3
1A :
Then by (189), we have
( ~Xi+1; ~Xi+2; ~Xi+3) = ( ~Xi; ~Xi+1; ~Xi+2)T   (0; 0; iI)
=      




(0; 0; i I)T  :
Since T  = (T 1; T ; T+1), where
T =














~X1   i(i+ 2) ~X2 + (i+ 1)(i+ 2)
2





( + 1)( + 2)
2
i  :


























Notice that the scalars i (0  i  d  2) are dened by the eigenvalues of A, A as in (19)
and explicitly given by (40). We want to show the following.
Proposition 4. The matrix X1 = (x1; s1) together with the eigenvalues of A, A
 determine
the rest, namely Xi (2  i  d) and rd 1 in (172), (173), (174).
Proof. By (190), it is enough to show that ~X2, ~X3 and rd 1 are determined by ~X1 (together
with the eigenvalues of A, A).
First we show that rd 1 is determined by x1 (together with the eigenvalues of A, A).





~X1 d(d 2) ~X2+ d(d 1)2 ~X3) = (~d 5 3~d 4+3~d 3+d 2)(1; rd 1): (192)
The rst entry of the left hand side of (192) is by (191)
1
2











(~d 5   3~d 4 + 3~d 3 + d 2): (193)
Next we show that ~X3 is determined by ~X1, ~X2. To do so, we use the identities (184),
(187). Notice that s2 6= 0, since the matrix X2 is nonsingular by the line of (167). Notice
also that x3 =  3x1   0, y3 = 3 by (191). By (184), the matrix X2X3 commutes with




x3 + t2y3 s3 + t2t3

;
~X1   3X2 =

































holds. No more relations are obtained from the (2,1), (2,2) entries of the products.
We show that the identity (196) still holds even in the case where (195) occurs. By (187),
the matrix ~X1X2 commutes with X3   3X2. Here we have
~X1X2 =





X3   3X2 =

x3 s3   3s2
y3   3 t3   3t2

:
Observe y3   3 = 0, x3 =  3x1   0 by (191). Equating the (1,2) entry of their products in
two orders, we get
(s3   3s2)s1 + (s1t2 + x1s2)(t3   3t2 + 3x1 + 0) = 0: (197)
Suppose (195) holds, i.e., s1 = 3s2. Then t3 = 0 by (194). In this case, (197) becomes
(s3   3s2)(3s2) + s2(3t2 + x1)( 3t2 + 3x1 + 0) = 0
and (196) becomes
s3 = 3s2   (3t2 + x1)





Since s2 6= 0, (196) and (197) are equivalent on the assumption that (195) holds. Thus in
any case, (194) and (196) hold and consequently ~X3 is determined by ~X1, ~X2.
Finally we show that ~X2 is determined by ~X1. Let us dene ~Xd+1 formally by extending
(189) to i = d  2, namely
~Xd 2   3 ~Xd 1 + 3 ~Xd   ~Xd+1 = d 2I: (198)
Notice that the formula (190) is valid for ~Xd+1 with i = d   2. Since ~Xd = Xd(1; rd 1) by
(177), it follows from (182) that
~Xd( ~Xd 2   3 ~Xd 1 + 3 ~Xd) = d 2 ~Xd;
equivalently
~Xd ~Xd+1 = 0: (199)
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We write (199) in terms of ~X1, ~X2, using (190), (191), (194), (196), to nd relations between
the entries ~X1, ~X2. By (190), (191), the matrix ~Xi+3 (1  i  d  2) has the (1,1) entry
~Xi+3(1; 1) =  (i+ 1)(i+ 3)x1   (i+ 1)(i+ 2)
2














~Xi+3(2; 2) =  i(i+ 2)t2 + (i+ 1)(i+ 2)
2
t3   ~i: (203)
So from the (1,1) entry of the equation (199), it follows that
(d  2)(d  1)
2


















and from the (2,1) entry of (199),
(d  2)(d  1)
2
t3  (d 3)(d 1)t2  ~d 3 = d  1
d+ 1







By (194), (196), it holds that
s3 + t3t2 = 3t2







Use (206) to write the sum of (204) and t2 times (205), i.e., (204) + t2  (205) in terms of
s2, t2, s1 (and i's). Then we get
s2 =  t22 + f1t2 + f0; (207)
where
f0 =  (d  3)(d  2)















(2x1 + 0) +
2




RHS[204], RHS[205] standing for the right hand side of (204), (205) respectively. Thus ~X2
can be written in terms of t2, x1, s1 together with i's. Notice that s2 is a polynomial of t2,




2 + f1t2 + f0)  d  3
d  1s1 +
2
(d  2)(d  1)RHS[204]; (208)
t3 =
2(d  3)
d  2 t2 +
2
(d  2)(d  1)(~d 3 +RHS[205]): (209)
No more relations are obtained from the (1,2), (2,2) entries of the equation (199) if
det ~Xd+1 = 0, which in fact holds because otherwise we would have an apparent contradiction
between ~Xd 6= 0 and ~Xd ~Xd+1 = 0. Thus we compute det ~Xd+1, using (200){(203) with























The left hand side of (210) is by (207), (208) is a polynomial in t2 of degree 2 with coecients
a polynomial in x1, s1 (and i's), while the right hand side of (210) is by (209) a polynomial
in t2 of degree 1. Therefore t2 is determined as a solution of a quadratic equation with
coecients a polynomial in x1, s1 (and i's). This completes the proof of Proposition 4.
Recall dimU0 = 1. Note that we have xed a TD-system (fVigdi=0; fV i gdi=0) from the
beginning. Let us denote the eigenvalue of LiRi on U0 by i:
LiRi~u0 = i~u0 (0  i  d): (211)
Then we have 0 = 1 and
1 = x1; 2 = s1 (212)
in terms of the entries of X1 in (174). Call (figdi=0; fi gdi=0; (1; 2)) the data of the TD-pair
A, A on the TD-system (fVigdi=0; fV i gdi=0), where i (resp. i ) is the eigenvalue of A on Vi
(resp. A on V i ) and 1, 2 are from (211). Proposition 4 (and its proof) means that if a
data is specied, then there exist at most two TD-pairs of type II with shape 1, 2, . . . , 2, 1
that have the data on the TD-system.














  d(i+ 1 + ~!)(1 + ~!)
 i 2Y
j=0
(a2   (j + 2 + ~!)2)
(213)
for 1  i  d, where ~! = 1
2
(! + ! + d). Solving for a2, b2 the system of equations (213)
with i = 1, 2, we obtain that a2 is a solution of
(a2   (2 + ~!)2)








2d(d  1)(hh)2 = 0; (214)
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and b2 is given by
b2 =  (d  1)a2 + 1
4


























2d(d  1)(hh)2 = 0; (216)
b =  (d  1)a  d
2
(3 + ! + d)  1
hh
: (217)











2d(d  1)(hh)2 = 0; (218)
b =  (d  1)a  1
hh
: (219)
Proof of Theorem 7. Let B, B be a TD-pair of type II with shape 1, 2, . . . , 2, 1. Fix a
TD-system (fVigdi=0; fV i gdi=0) for the TD-pair B, B. Let (figdi=0; fi gdi=0; (1; 2)) be the
data of B, B on the TD-system.
We only treat the case where B, B are of the rst kind, i.e., (27), (28) hold. Other two
cases can be treated in the same way. From the data of B, B, the quadratic equation (214)
arises for a2 and the scalar b2 is determined by (215). With the data and the scalar a, b,
we construct a pre TD-pair A, A on the TD-system (fVigdi=0; fV i gdi=0) that has evaluation
parameters a, b and eigenvalues figdi=0, fi gdi=0 for A, A. Let us call the data non-singular
if (1) the quadratic equation (214) has distinct solutions for a2, and (2) for each of the
solutions, the scalars a, b satisfy the conditions (117), (118) and (119) in Theorem 4. If the
data of B, B is non-singular, then each of the pre TD-pairs becomes a TD-pair with the
same data as that of B, B. By Proposition 4, there are at most two TD-pairs with the
same data. So B, B coincides with one of the TD-pair constructed in Theorem 4.
If the data (figdi=0; fi gdi=0; (1; 2)) of B, B is a general one, we x figdi=0, fi gdi=0
and let 1, 2 vary. Choose a sequence f"ng1n=0 of positive real numbers that tends to 0
as n ! 1. There exist 1(n), 2(n) such that j1   1(n)j < "n, j2   2(n)j < "n and
the data
 figdi=0; fi gdi=0; (1(n); 2(n)) is non-singular. Note that a non-singular data is
dened numerically just by the conditions (1), (2) above. Let t2 be the (2,2) entry of the
matrix X2 for the TD-pair B, B
. Notice that t2 is a solution of the quadratic equation
(210) with coecients a polynomial of x1, s1 (and i's) as explained in the lines below
(210). Here we further notice that x1 = 1, s1 = 2 by (212). Since the auxiliary data figdi=0; fi gdi=0; (1(n); 2(n)) is non-singular, it provides a pre TD-pair A(n), A(n) with
evaluation parameters a(n), b(n) and it turns out to be a TD-pair. Let t2(n) be the (2,2)
entry of the matrix X2 for the TD-pair A(n), A
(n). Then by choosing a suitable one
from the two TD-pairs that are derived from the auxiliary data, we may assume that t2(n)
converges to t2 as n!1. This is because 1(n), 2(n) converge to 1, 2 and t2 is a solution
of a quadratic equation with coecients a polynomial of 1, 2, while t2(n) is a solution of
the quadratic equation with coecient obtained by formally putting 1(n), 2(n) in place
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of 1, 2. Note that there are exactly two solutions for t2(n), since the auxiliary data is
non-singular.
Let figdi=0 (resp. fi(n)gdi=0) be the sequence dened by (211) for the TD-pair B, B
(resp. A(n), A(n)). Then i(n) converges to i as n ! 1. This is because 1(n), 2(n),
t2(n) converge to 1, 2, t2 and as we saw in the proof of Proposition 4, x1 = 1, s1 = 2,
t2 (resp. 1(n), 2(n), t2(n)) determine all the parameters of B, B
 (resp. A(n), A(n))
continuously.
Dene scalars a, b for the TD-pair B, B by the solutions of (214), (215). Since the
evaluation parameters a(n), b(n) of the TD-pair A(n), A(n) satisfy (213) with i(n), a(n),
b(n) in place of i, a, b, and since i(n) converges to i, we may assume that a(n), b(n)
converge to a suitable solution a, b of (214), (215), taking a subsequence if necessary. Let
A, A be the pre TD-pair on the TD-system (fVigdi=0; fV i gdi=0) with evaluation parameters
a, b and eigenvalues i (resp. 

i ) of A on Vi (resp. A
 on V i ). Then the sequence figdi=0 of
the pre TD-pair A, A coincides with that of the TD-pair B, B, since it is given by (213)
with a(n) ! a, b(n) ! b, i(n) ! i as n ! 1. In particular, d 6= 0 holds, otherwise the
irreducibility would be violated for the TD-pair B, B. This implies that the matrices Ri,
Li+1 attached to the pre TD-pair A, A
 are of full rank for 0  i  d  1 by Proposition 2.
Let R, L be the raising and the lowering maps of the pre TD-pair A, A. Then not only
the lines of (166) and (167) holds as mentioned before, but also R, L satisfy RU0 6= LR2U0,
otherwise (132) would hold for R, L by the argument in the proof of Lemma 6 and the
sequence figdi=0 would correspond with a Leonard pair, which is not the case for the TD-
pair B, B. (Here we used the fact that the trio (figdi=0; fi gdi=0; figdi=0) determines the
isomorphism class of a TD-pair [4, Proposition 2.7].) Therefore the pre TD-pair A, A has
the basis ~ui (0  i  d), ~u0i (1  i  d 1) as in (170), (171). Then we can dene the matrices
Xi by (173), (174) with respect to this basis. Note that R, L satisfy the TD-relations by
Theorem 2. As shown in the proof of Proposition 4, Xi's are determined by x1 = 1, s1 = 2
and t2, which take the same values as those for the TD-pair B, B
 by the construction of
A, A. We conclude that the pre TD-pair A, A is a TD-pair isomorphic to B, B. The
rest of the claims of Theorem 7 follows from the fact that the Drinfel'd polynomial and
the eigenvalues determine the isomorphism class of a TD-pair [4, Proposition 2.7], [8]. This
completes the proof of Theorem 7.
References
[1] H. Alnajjar and B. Curtin, A family of tridiagonal pairs, Linear Algebra Appl., 390
(2004), 369{384.
[2] H. Alnajjar and B. Curtin, A family of tridiagonal pairs related to the quantum ane
algebra Uq(bsl2), Electron. J. Linear Algebra, 13 (2005), 1{9.
[3] E. Bannai and T. Ito, Algebraic Combinatorics I: Association Schemes, Ben-
jamin/Cummings, Menlo Park, Calfornia, 1984.
[4] T. Ito, K. Nomura and P. Terwilliger, A classication of sharp tridiagonal pairs, Linear
Algebra Appl., 435 (2011), 1857{1884.
34
[5] T. Ito, K. Tanabe and P. Terwilliger, Some algebra related to P-and Q-polynomial
association schemes, In: Codes and Association Schemes, Papers from the DIMACS
Workshop, Piscataway, NJ, 1999, (eds. A. Bargand and S. Litsyn), DIMACS Ser. Dis-
crete Math. Theoret. Comput. Sci., 56, Amer. Math. Soc., Providence, RI. 2001, pp.
167{192.
[6] T. Ito and P. Terwilliger, The shape of a tridiagonal pair, J. Pure Appl. Algebra, 188
(2004), 145{160.
[7] T. Ito and P. Terwilliger, Two non-nilpotent linear transformations that satisfy the
cubic q-Serre relations, J. Algebra Appl., 6 (2007), 477{503.
[8] T. Ito and P. Terwilliger, The Drinfel'd polynomial of a tridiagonal pair, J. Combin.
Inform. System Sci., 34 (2009), 255{292.
[9] T. Ito and P. Terwilliger, The augmented tridiagonal algebra, Kyushu J. Math., 64
(2010), 81{144.
[10] K. Nomura, Tridiagonal pairs of height one, Linear Algebra Appl., 403 (2005), 118{142.
[11] K. Nomura and P. Terwilliger, The structure of a tridiagonal pair, Linear Algebra
Appl., 429 (2008), 1647{1662.
[12] K. Nomura and P. Terwilliger, On the shape of a tridiagonal pair, Linear Algebra Appl.,
432 (2010), 615{636.
[13] P. Terwilliger, The subconstituent algebra of an association scheme I, J. Algebraic
Combin., 1 (1992), 363{388.
[14] P. Terwilliger, Two relations that generalize the q-Serre relations and the Dolan-Grady
relations, In: Physics and Combinatorics 1999, Proceedings of the International Work-
shop, Nagoya, 1999, (eds. A. N. Kirilov et al.), World Scientic, River Edge, NJ, 2001,
pp. 377{398.
[15] P. Terwilliger, Two linear transformations each tridiagonal with respect to an eigenbasis
of the other, Linear Algebra Appl., 330 (2001), 149{203.
Tatsuro Ito





Division of Mathematical and Physical Sciences
Kanazawa University
Kakuma-machi
Kanazawa 920-1192, Japan
35
