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Abstract
The contents of the present thesis can be divided into three parts. The
first three chapters introduce the general context in which this work was
developed: the social impact, the motivations and the key concepts of our
research field. In particular, in Chapter 1 we discuss about the energy issue,
focusing on the problem of sustainability of the energy sources. Through an
analysis of updated energy and population statistics, we come to the conclu-
sion that solar energy is the most environmentally, economically and socially
sustainable energy source. Then, in Chapter 2 we present the basics of pho-
toelectrochemical water splitting, as a possible strategy of solar hydrogen
production. This discussion is inserted in the more general topic of artifi-
cial photosynthesis toward solar fuel generation. In view of the experimen-
tal work presented in this thesis, we put attention on semiconductor-based
photoelectrochemical water splitting and on heterogeneous catalysis with
inorganic catalytic materials. More specifically, we propose physical vapor
deposition techniques as synthetic methods suitable for the industrial pro-
duction of thin films for photoelectrochemical applications. In Chapter 3 we
introduce the fundamentals of physical vapor deposition techniques (namely,
radiofrequency magnetron sputtering, electron-beam deposition and pulsed
laser deposition).
The second part highlights some fundamental mechanisms that are rele-
vant in the pulsed laser ablation of metals. In particular, we review our re-
cent results on the modeling of liquid nanodroplet formation in the nanosec-
ond laser ablation of pure metals. Chapter 4 develops a simplified model
of phase explosion, based on the theory of homogeneous boiling. Through
a continuum approach, we describe the liquid nanoparticle formation in a
metastable liquid metal, whose temperature is constant over time and space.
The results of our computational simulations are presented here for a set of
seven metals (Al, Fe, Co, Ni, Cu, Ag and Au), commonly used in pulsed
laser deposition. Our modeling was further improved, taking into account
a more realistic spatial and temporal dependence of the temperature. In
Chapter 5 we design a simulation of the nanosecond laser ablation of alu-
minum, which considers phase explosion and vaporization mechanisms. A
nanosecond Gaussian-shaped laser pulse was assumed and the spatial gra-
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dient of the temperature was calculated according to the heat conduction
equation. In this way, space–time resolved homogeneous boiling was studied
and the size distribution of the produced liquid nanodroplets is presented.
After this long digression on the fundamentals of laser ablation mech-
anisms, we return to focus on the application of physical vapor deposition
techniques to the synthesis of solid-state thin layers for photoelectrochem-
ical water splitting. This third part is composed of three chapters, each
one dealing with a different physical vapor deposition technique. Chapter 6
presents the synthesis and characterization of tin-doped hematite through
radiofrequency magnetron sputtering. That study allowed us to shed some
light on the effect of tin doping on the structural, optical and electrochem-
ical properties of hematite. Indeed, tin-doped hematite was studied as a
photoanodic material in some considerable experimental works, but the em-
ployed techniques made difficult to decouple the effect of the dopant from
other structural and morphological features. Chapters 7 and 8 present the
results of our work on the pulsed laser deposition and electron-beam depo-
sition of water oxidation catalysts, respectively. In particular, Chapter 7
proposes the synthesis of a porous amorphous iron oxide catalyst employed
to functionalize hematite photoanodes. The small-scale nanostructuring ob-
tained through pulsed laser deposition allowed minimizing some issues such
as the parasitic light absorption. In Chapter 8 we characterize pure and
binary metal oxide thin films based on Fe, Co and Ni, deposited through
electron-beam deposition. In our investigation of the electrocatalytic per-
formance of these water oxidation catalysts, NiFe2Ox results as the most
active material, in agreement with recent literature.
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Chapter 1
Energy demand and global
warming
1.1 An unsustainable economy
In the long story of our planet, the last few centuries represent an unprece-
dented event. Compared to the previous ages, the human population has
experienced a high growth rate, especially as a consequence of the indus-
trial revolutions. The big innovations in the technical and sanitary tools
allowed a progressive improvement of the life expectancy and quality. Of
course, any human activity requires energy and causes some sort of change
in the environment where we live. The increasingly energy intensive human
activities multiplied by the growing world population produced in the last
three centuries an increasing environmental impact of mankind. This rapid
escalation led to the fact that a single species is now altering the natural
evolution of the global environment, so that the scientists formulated the
concept of Antropocene, as a human-dominated geological epoch [1].
Alongside the environmental considerations, the current use of the pri-
mary energy sources available on our planet is clearly unsustainable. In
order to evaluate the sustainability of the global economy and more specifi-
cally of the energy policies we can split this problem in two parts. Firstly, we
need to understand how much demanding is the global energy consumption
compared to the energy potentially available on our planet. Secondly, we
should evaluate if the share of energy obtained from the different primary
energy sources is congruous with their availability.
In the last years, the global average power consumption has been of the
order of 15 TW [2], mostly obtained from fossil fuels. On the other hand, if
we want to estimate the global power availability on Earth, we can consider
that all the forms of energy sources that we use, with the only exception of
nuclear and geothermal power, are someway due to solar-driven processes,
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Figure 1.1: Global consumption of primary energy sources in gigatonnes of
oil equivalent (Gtoe) per year.
such as photosynthesis, the water cycle or the atmospheric phenomena. For
this reason, the total solar power that is collected by our planet can give a
reasonable estimate of the power that our planet is able to provide us on
a long-term. The average power density of solar radiation on the Earth’s
surface is of about 170 Wm-2 that, integrated over the entire surface gives
the enormous amount of 90 PW [3]. This is of course a crude overestimation
of the power that is potentially available on our planet, but this tells us that
the energy issue is not currently motivated by a limit of available sources,
but it is rather due to the problem of efficiently exploit the energy available
in a convenient form.
In the last fifty years, the global energy demand has increased almost lin-
early, as shown in Fig. 1.1, despite the effect of the economic or geopolitical
crisis that for some years caused a reduction of demand or a rationing of the
energy sources in some aﬄuent countries. On the global, long-term scale,
there is a clear tendency to a quite stable growth of the energy consumption
that, especially considering the recent evolution of the developing countries,
will reasonably continue for the next decades. At present, more than 85% of
the global energy is obtained from fossil fuels [2] (oil, coal and natural gas),
while in the last fifty years the share of renewable resources (e.g. hydroelec-
tric, solar and wind energy) remained quite constant, between 5 and 10%.
The energy provided by nuclear power plants is a considerable fraction, of
about 5%, but its share is stuck at the level of mid-80s, mainly because of
the social impact of the nuclear accidents (Three Mile Island, Chernobyl
and Fukushima).
3Therefore, we can conclude that the present economy is sustained by
the fossil fuels. This fact not only represents a big threat for the natural
environment, due to the alteration of the atmospheric composition, but it is
also evidently an unsustainable choice on the long-term. It was estimated
that the annual global consumption of fossil fuels burns organic carbon that
would require about 400 years of current annual biomass net primary pro-
ductivity [4]. This is the reason why the global energy policies should be
addressed to promote a rapid switch to renewable energy sources and, given
the huge potential of solar radiation, discussed above, our star looks as the
brightest solution.
1.2 From fossil fuels to a sun-powered world
The consumption, production and availability of fossil fuels are highly inho-
mogeneous on Earth. Due to the large difference in the density and volume
of the economic activities between aﬄuent and developing countries, the
energy demand is unequally distributed in our world. A North American
(U.S. and Canada) requires on average the same energy amount as two Eu-
ropeans or Japaneses, as three Chinese, ten Indians or fifty Eritrean [5] (see
Figure 1.2). Moreover, the fossil fuel production is geographically concen-
trated, with Russia, Middle-East and North America playing a dominant
role [2], causing frequent geopolitical crisis.
On the other hand, solar energy is abundant and fairly distributed on our
planet, constituting the base for life prosperous evolution. Since solar energy
presently provides a very limited share of the primary energy sources (few
percentage points), in the public opinion it is considered just as an option
rather than the possible solution for the global energy demand. Nevertheless,
a recent study of the Joint Research Center of the European Commission
showed clearly the huge potential of solar power considering existing tech-
nology. In particular it was proven that in the theoretical hypothesis of sat-
isfying the total electric energy demand of the European countries through
photovoltaic (PV) panels with existing commercial efficiency (1 kW over
9.5 m2, updated to 2007), the land area covered by buildings would be more
than enough to provide the required production [6]. In fact, the percentage
of built-up areas in the EU accounts for 1.3% of the total area, while only
about 0.6% of land covering with PV panels with optimal exposure would
be necessary to provide the whole electrical power consumed by Europeans.
More surprisingly, the same result can be obtained on a national basis with
the only exception of Sweden, as shown in Figure 1.3. Thus, solar power
is a more abundant source compared to the common belief, and it can be
an effective solution toward a sustainable energetic system even for Central
Europe countries as graphically shown by Fig. 1.3 and 1.4. Of course, this
is just a hypothetical reasoning and it is not required, and neither sensible
4Figure 1.2: Total primary energy sources (TPES) per capita by country
(2014). Based on IEA data from [5] © OECD/IEA, 2016 www.iea.org/statistics, Li-
cence: www.iea.org/t&c.
to base the whole electricity production on a single technology.
The previous discussion was just aimed to stress the fact that solar energy
is an extremely abundant, democratic and easily accessible resource, which
is not yet satisfactorily exploited. In the following, we would like to briefly
discuss the possible strategies of solar energy, in the light of the strong and
weak points of sunlight as an energy source.
The main drawbacks of solar energy technology are the quite poor power
density of solar radiation and its intermittency. The average power density
of solar radiation hitting the Earth’s surface is of about 170 Wm-2, that
is the same order of magnitude of the power density required by human
buildings [8]. As we already discussed, in order to use solar energy as the
main energy source, we would need to deeply change the power generation
system, with a significant portion of the built-up areas involved in solar
power production. On the other hand, the intermittency of sunlight, due to
the day–night cycle, raises the issue of energy storage. Basing the energy
production on solar technology implies to adjust the production on demand,
with the use of energy reservoirs such as batteries or artificial fuels.
Solar radiation at the Earth’s surface has a wide spectrum, peaked in
the visible region. As shown in Figure 1.5, it is mainly constituted by visible
(VIS) and infrared (IR) radiation, with a rather small share of ultraviolet
5Figure 1.3: Percentage of built-up areas in EU countries [7] (blue) compared
with the percentage area of PV panels that would be necessary to satisfy
the whole electrical energy demand of EU countries [6] (red).
Figure 1.4: Solar electricity potential of European regions [6].
6Figure 1.5: Solar radiation spectrum for direct light at the top of the
Earth’s atmosphere (yellow area) and at sea level (red area) compared with
the blackbody radiation spectrum from a 5250◦C source. These curves are
based on the standard published by the American Society for Testing and
Materials (ASTM) [9] © ASTM, 2017.
(UV) radiation. There are several strategies to convert sunlight into forms of
energy that are directly useful for human activities. In general, they include
solar thermal technology, solar thermochemical conversion, photovoltaics
and solar fuel technology.
Solar thermal conversion has the considerable advantage of exploiting
non-concentrated IR solar radiation, through generally simple devices, such
as solar thermal panels. This technology can be very helpful for several
applications, such as heating, but also refrigeration and desalinization [10].
Solar water heating is a simple technology with a great potential, as proven
by the 10% annual growth rate of the global installed capacity observed
in the last decade [11]. This is seen as a strategical investment by some
developing countries, such as China, Turkey, Brazil and India, but it is also
helpful to EU countries to reach their green economy goals [12].
Solar thermal technology is not limited to small residential applications.
On the contrary, there exist large solar thermal plants that use light concen-
tration solutions to produce energy and, in many cases, electrical power. De-
pending on the land availability and on the specific needs, different solutions
are adopted, such as parabolic-through solar concentrators, solar towers or
dish-Stirling systems [13]. Of course, this technology is strongly dependent
on the local insolation, and it particularly needs direct radiation exposure,
7due to the directionality of the concentrating systems. Solar thermal elec-
tricity production is at present a cost effective technology, with optimal
location plants providing energy at the competitive cost of 0.14 ACkWh−1
[13]. More than 80% of the global electric power production through this
technology is concentrated in Spain and United States. This, together with
the limited total power production of 4.8 GW, tells us the great unexploited
potential of this affordable technology [11].
Solar thermochemical conversion is a possible way to store solar energy
in the form of fuels. As an example, a concentrated solar flux can be used to
heat up a chemical reactor in which water is split into hydrogen and oxygen,
thanks to the action of catalysts such as metal oxides. Alternatively, it is
possible to reduce carbon dioxide to CO, which finds applications in the
chemical industry. The technical constraints of this method of fuel synthesis,
at the moment, keep it out from large-scale commercial application, mainly
due to the big hurdles to obtain a competitive conversion efficiency [14].
On the other hand, photovoltaics is already a mature and commercial
technology. The first commercial devices accessible to the private customers
date to the mid-70s, when some large PV companies were founded in the
United States and Japan [3]. From that time, the technological advances, the
industrial scale effect, together with some geopolitical crisis, contributed to
continuously accelerate the installation of PV systems. The global electric
power produced through PV devices increased from 550 kW in 1977 to
9.3 MW in 1982, 100 MW in 1992, 2 GW in 2002 up to 227 GW in 2015
[11]. Now, the PV installed electrical power is mainly concentrated in China,
Germany, Japan, United States, and Italy, but the cost reduction of this
technology is leading to a more widespread market [11].
PV technology is historically based on crystalline silicon, which led to the
first generation of PV panels. Single crystal silicon (sc-Si) solar cells were
then replaced by less costly amorphous silicon (a-Si) thin film solar cells,
with a higher absorbance that allows using thinner silicon layers and good
module efficiency of about 6–10% [3]. More recently, the need to develop
highly scalable PV devices posed new material requirements that necessi-
tated finding some alternatives to silicon. Although silicon is an Earth-
abundant element, the production of high purity, single crystal silicon slides
has a high cost and material losses. Moreover, the competition with the
electronics industry tends to maintain the high price of this material.
For this reason, the recent research on photovoltaics is focused on finding
cheap, efficient alternatives, such as thin film solar cells and organic solar
cells. Presently, cadmium telluride (CdTe) and copper indium gallium dis-
elenide (CIGS) are leading materials in commercial thin film devices, with
efficiency slightly higher than 10% [15]. It has been shown that CdTe pro-
duction is less energy demanding than silicon manufacturing and that, even
if it contains a toxic element as cadmium, over their production and life
cycles, CdTe devices involve a cadmium release in the environment largely
8lower than that produced by equivalent energy production from fossil fuels
[16], without considering the other environmental effects of fossil fuels. Any-
way, the issue of material scalability remains unsolved, and the replacement
of rare elements like tellurium, indium or gallium is necessary in the close
future.
On the other hand, organic solar cells (OSC) represent a promising future
for PV materials. They could lead to a cheap technology that uses low
energy intensive synthesis procedures. OSC technology is not yet ready
for commercial production, because of the unsolved challenge of obtaining
stable high performances. Anyway, the recent increasingly dynamic research
in this area led to promising power efficiencies in the range 6.5–8.4% [17,
18].
Of course, in order to base the global energy production on sunlight
as the main primary energy source, it will be necessary to tailor the solar
energy conversion technology to the final uses in human activities. Thus,
in view of a progressive energy transition, it will be needed to implement
innovative approaches for the production of fuels. In other terms, there is
the need to develop technologies for efficient solar to fuel conversion that
can be provided to the existing network of fuel distribution and sale. This
leads us to the last topic of this introduction chapter: the synthesis of solar
fuels.
1.3 Solar fuel generation
More than a century ago, an Italian chemist, Giacomo Ciamician, predicted
the possibility of producing fuels for human activities by applying controlled
photochemical processes to mimic the natural photosynthesis, but with en-
hanced efficiency. Even in an age dominated by the optimism for the progress
of human society, Ciamician was aware of the risks of basing our economy
on the “relatively small reserves of coal that the past geological epoch have
stored for us” [19]. He suggested solar fuel production as a possible way to
meet the global energy demand:
Yet the true solution consists in utilizing the radiations that pass
through the entire atmosphere and reach the surface of the Earth
in large amounts. [...] By using suitable catalyzers, it should be
possible to transform the mixture of water and carbon dioxide
into oxygen and methane, or to cause other endo-energetic pro-
cesses. [19]
The fossil fuels that currently sustain the global energy demand were
produced during the past geological times through natural photosynthesis
[20]. Nevertheless, this natural photochemical process is not a good can-
didate for producing solar fuels, at least because of its low efficiency. The
9average solar to chemical energy efficiency of natural photosynthesis was
estimated to be less than 0.5% on a yearly basis [3], so that using biomass
to produce artificial fuels would result in an unsustainable land consump-
tion. For this reason, the energy policies that excessively stimulate biofuel
production were criticized in the recent past [21].
Solar fuel production in photoelectrochemical cells (PECs) is one of the
most promising routes to achieve efficient artificial photosynthesis. In par-
ticular, in the following, we will describe PEC technology based on sunlight
absorbing semiconductors coupled with catalytic materials that allow effi-
cient electrochemical reactions at the electrode–electrolyte interface. This
approach takes advantage of the well sedimented knowledge in the funda-
mental and applied research on semiconductor thin films, which resulted
in large-scale industrial applications, such as electronics and photovoltaic
materials.
PEC technology can be adapted to the production of different solar fuels,
such as hydrogen, methane or methanol. As in the Ciamician’s intuition,
to drive a specific electrochemical process, a central role is played by the
choice of the catalyst material, which has to enhance the kinetics of the
desired redox processes at the electrode–electrolyte interface.
The idea of using the water splitting process to produce hydrogen as a
clean fuel was prophetically anticipated by the French novelist Jules Verne
who wrote about hydrogen as an ideal energy source in The Mysterious
Island, published in 1874:
Yes, but water decomposed into its primitive elements [...] by
electricity, which will then have become a powerful and manage-
able force, for all great discoveries, by some inexplicable laws,
appear to agree and become complete at the same time. Yes,
my friends, I believe that water will one day be employed as
fuel, that hydrogen and oxygen which constitute it, used singly
or together, will furnish an inexhaustible source of heat and light,
of an intensity of which coal is not capable. [22]
Actually, hydrogen cannot be considered as an energy source, since it
is not present in Earth’s atmosphere, neither can be directly extracted in
some form. Rather, it is an energy carrier, which can be used to provide
energy to the final users or to store energy when required. In the past
decades, hydrogen has been proposed as a possible fuel for vehicles, as a
storage medium for electricity interconversion and also as an energy carrier
embedded in a revolutionary electric grid [23], in the perspective of a future
energy delivery system that became popular as the “hydrogen economy”
[24].
The main issues regarding the use of hydrogen for energy purposes are its
production through a clean and efficient technology, its safe and convenient
storage and, finally, the risks related to its usage. The global hydrogen
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production is dominated by fossil fuel based technologies: the most part
of current hydrogen production is obtained from natural gas using steam
methane reforming, while a minor share also comes from refinery off-gases
and from coal gasification, while electrolysis is used only for niche applica-
tions [25, 26]. Presently, hydrogen is not used as an energy carrier: it is
almost entirely used within the refining and chemical industries [5].
The main issue of hydrogen as a fuel consists in its low density. Hydrogen
has a good energy density by weight (33.3 Whkg−1), but a low energy density
by volume (2.5 Whl−1 in liquid form). Even in liquid phase, one liter of
hydrogen contains less hydrogen mass than one liter of gasoline (about 71 g
of H2 in hydrogen, compared to 110 g in gasoline). Moreover, hydrogen has
a low boiling point (20 K), requiring cryogenic technology and high energy
losses to be achieved [3]. Anyway, hydrogen as a fuel for vehicles presents a
high tank-to-wheel efficiency, relying on fuel cell technology combined with
electrical engine, which have a significantly higher efficiency compared to
internal combustion engine.
The primary hazard related to the use of hydrogen is its flammability in
air, together with the difficulty to detect its leaks and flames, since hydrogen
is colorless and odorless, while, when ignited in air, it releases most of its
energy in the UV region [24].
On the other hand, hydrogen is a perfectly clean fuel, since its combus-
tion only releases water steam, so that it would be a good candidate for a
decarbonized economy. Its main strong point is the possibility of use it effi-
ciently in electricity interconversion systems, since water electrolyzers have
typical efficiency of 65–82%, while co-generation systems based on fuel cells
have an energy efficiency up to 95% [27]. The open challenges related to
hydrogen technology are mainly its production through carbon-free, cheap
and scalable technology and the problem of an effective storage technology.
To date, it has not yet been proven the viability of a “hydrogen economy”
and probably, due to the competitiveness of other energy storage media
as batteries or other artificial fuels, a more realistic future for the energy
delivery system will be a combined strategy, in which different solutions will
be adopted depending on the specific application.
Another promising route for artificial photosynthesis comes from the
conversion of carbon dioxide and water into fuels and chemicals. CO2 is
well known as a greenhouse gas and its concentration in the atmosphere has
increased of about 20% in the last 50 years [28]. The role of human activi-
ties on the greenhouse gases increase has been worldwide recognized, since
in the recent Paris Agreement approved by the United Nations Framework
Convention on Climate Change it was noted that “much greater emission
reduction efforts will be required than those associated with the intended na-
tionally determined contributions in order to hold the increase in the global
average temperature to below 2◦C above pre-industrial levels by reducing
emissions to 40 gigatonnes” [29].
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Fuel Reaction n E0rev (V)
Hydrogen 2H2O→ 2H2 + O2 4 1.23
Carbon monoxide 2CO2 → 2CO + O2 4 1.34
Methane CO2 + 2H2O→ CH4 + 2O2 8 1.06
Methanol 2CO2 + 4H2O→ 2CH3OH + 3O2 12 1.21
Formic acid 2CO2 + 2H2O→ 2HCOOH + O2 4 1.48
Table 1.1: Overall reactions of water splitting and CO2 conversion. The
number of electrons involved in the process n and the theoretical reversible
cell potentials E0rev are indicated.
CO2 conversion using clean technology could be an effective strategy to
comply with the constraints of the recent climate agreements. Actually, CO2
emissions are more concentrated than the common belief: it was shown that
about 60% of the carbon dioxide emission comes from 8000 large industrial
plants [30]. This tells us that finding a suitable strategy to convert highly
concentrated CO2 in industrial byproduct gases would allow to radically
change the carbon footprint of our economy.
In the last few decades, there has been a growing research interest in
the photochemical and photoelectrochemical reduction of CO2. Indeed, it
is possible to produce fuels like methane or methanol, or carbon monoxide
as a combustion additive and also chemicals as formic acid in solar photo-
electrochemical cells using carbon monoxide and water [31–33]. Moreover,
there is an active research field in the development of fuel cells directly using
these CO2-derived substances, to efficiently generate electricity [34–36].
Of course, the complex redox reactions that allow CO2 conversion result
in kinetics limits, requiring suitable catalysts and device design to achieve
high efficiency processes. The overall reactions involved in CO2 conversion
are summarized in Table 1.1. At present, the multiple electron and proton
transfers necessary to produce more useful products such as methane or
methanol have only been demonstrated with low efficiency.
Carbon dioxide has been shown to be reduced directly on metal surfaces
[37], but the development of stable, efficient, low cost catalytic materials for
CO2 reduction is still a big open challenge. On the other hand, this research
field has a great potential, since it could lead to liquid fuels to be used as
energy carriers, overcoming the energy storage issue.
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Chapter 2
Photoelectrochemical water
splitting
2.1 Introduction
In Chapter 1 we gave some motivations of the research in the field of solar
fuel generation, toward a sustainable economy. In the present chapter, we
will introduce the principles of photoelectrochemical fuel synthesis, one of
the most promising routes to achieve high efficiency in the conversion of
solar radiation to artificial fuels.
The photoelectrochemical route to artificial photosynthesis requires the
design of scalable, efficient photoelectrochemical cells (PECs) suitable for
industrial production. A PEC is an integrated system consisting of two elec-
trodes (anode and cathode) capable of photo-generation of electric charges,
driving them to the electrode surface, which is in contact with an electrolyte
solution. At the electrode–electrolyte interface, redox reactions take place,
while the electrolyte ions allow the charge transfer through the solution.
A successful strategy in the design of PECs is to decouple the role of solar
light absorption and that of promoting the interfacial charge transfer. Thus,
the research efforts are addressed to develop suitable photoactive materials
that fulfill the thermodynamic requirements related to the redox processes of
interest. Then, these materials can be functionalized with selective catalysts
to improve the reaction kinetics at the electrode–electrolyte interface.
Semiconductor thin films are good candidates as solar absorbers in PECs.
The knowledge of the fundamentals of optoelectronics, together with the
industrial technology available in this field, represent a strong point toward
the future commercialization of semiconductor-based PECs.
In the following sections, we will introduce the role of semiconductors in
photoelectrochemistry, some possible PEC configurations and the state of
the art in this research area.
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2.2 Semiconductors in photoelectrochemistry
Semiconductors in photoelectrodes have the primary role of generating elec-
tron/hole (e−/h+) pairs though photo-excitation and to separate the oppo-
site charges, avoiding recombination, so that they can be exploited in the
electrochemical reactions at the electrode–electrolyte interface. This process
presents deep analogies with the photocurrent generation in a photodiode,
which is used in solar cells. It is interesting to discuss the solid-state p–n
junction, which is more familiar to physicists, to introduce the more com-
plicated topic of junctions in electrochemistry.
Solid-state junctions A p–n junction can be obtained by coupling two
regions of the same semiconductor, doped with different materials: doping
with electron donors results in n-type semiconductors, while acceptors yield
p-type behavior. The n-type semiconductor has an excess of free electrons
and its Fermi level lies close to the conduction band. Conversely, a p-type
semiconductor has an excess of holes and its Fermi level is close to the
valence band.
When the junction is formed, the Fermi level has to equilibrate across
the interface, resulting in the phenomenon of band bending. In other words,
free electrons from the n-side migrate to the p-side, combining with the free
holes. A depletion region, or space-charge region (SCR) forms across the
junction, where the n-side results positively charged (electron depleted) and
the p-side is negatively charged (electron enriched). In this way, a built-in
electric field is formed, as an equilibrium condition of the free charge carrier
distribution [1].
In a solid-state p–n junction, the built-in electric field is the mechanism
that allows charge separation under illumination: the effect at the base of
PV cells. The e−/h+ pairs generated through photoexcitation within the
SCR, whose depth is generally of the order of one micron, are accelerated:
the electrons toward the n-side and the holes to the p-side. In this way, under
illumination a photocurrent can be obtained. The charges generated outside
the SCR cannot be efficiently separated by the built-in electric field: they
can migrate on a typical spatial scale fixed by the mean free path but they
tend to recombine. In addition, impurities and defects in the semiconductor
crystal lattice favor recombination and limit photovoltaic performance.
The electric potential difference measured across the p–n junction in
open-circuit conditions is called Voc (open-circuit potential) and it is limited
by the built-in potential of the junction. In turn, the built-in potential is
strictly limited by the semiconductor energy gap, since the Fermi level of
both the n-type and p-type semiconductors lays inside the bandgap.
Under illumination, thermal equilibrium at the junction is perturbed,
and a single Fermi level cannot be defined. Under non-equilibrium condi-
tions, the statistics of electron and hole populations can be described within
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Figure 2.1: Formation of the p–n solid-state rectifying junction showing:
(left) materials before contact; (center) band diagram of the p–n junction in
equilibrium; (right) band diagram of the p–n junction under illumination,
illustrating the development of usable photopotential (Voc) through quasi-
Fermi level separation. Fn, Fp and Feq represent Fermi levels in the isolated
n and p regions, and in equilibrium after contact, respectively. Fe and Fh
indicate the quasi-Fermi level for electrons and holes, respectively. The
arrow on the top indicates the direction of the built-in electric field.
the formalism of quasi-Fermi analysis. Within this framework, the open-
circuit potential Voc, represented by the Fermi level offset between the two
bulk regions, is determined by the quasi-Fermi level separation in the device
[2].
The real open circuit potential, Voc represents the electric potential that
is extracted from a solar cell, which is usually of about 50–75% of the semi-
conductor energy gap. As an example, single-junction silicon solar cells have
typical Voc of 0.6–0.7 V, while silicon bandgap is 1.1 eV.
In semiconductor photovoltaics, in order to obtain high output voltage,
wide bandgap materials should be used. On the other hand, this poses the
problem of solar spectrum harvesting, since a wide bandgap wastes a large
fraction of the solar irradiance.
Semiconductor–liquid contacts The analogue of the p–n junction in
the case of a semiconductor-based photoelectrochemical device is the con-
tact between the semiconductor photoelectrode and the electrolyte solution.
When a semiconductor is immersed in a liquid containing a redox couple, its
Fermi level equilibrates with the electrochemical potential of the electrolyte.
Charge transfer across the electrode–electrolyte interface occurs through re-
duction or oxidation processes: in the case of electrochemical water splitting,
water reduction and oxidation occur.
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As described for the p–n junction, the equilibration of the Fermi level
requires charge transfer, so that, at equilibrium, an interfacial electric field is
established. The space charge region is formed at the electrode surface, with
a typical width of microns, while the electrolyte develops the double-layer
structure at the nanoscale [3].
In the case of n-type semiconductor as a photoanodic material, the redox
couple of interest is O2/H2O and water oxidation is expected to occur. On
the other hand, p-type semiconductors can be used as photocatodic materi-
als, where water reduction is promoted, involving the redox couple H+/H2
[2].
In order to obtain a properly oriented built-in electric field, which is
useful to drive the photogenerated charges, the band edges of the semicon-
ductor have to fulfill some requirements. On the anodic side, the n-type
semiconductor has to drive holes to the solution. Holes in the valence band
of the photoanode semiconductor need to have excess energy compared to
the redox standard potential E0 (O2/H2O) = 1.23 V, so that the valence
band edge has to be more positive. Conversely, when a p-type semiconduc-
tor is used as a photocathode material, its conduction band edge has to be
more negative than the electrochemical potential E0
(
H+/H2
)
= 0 V.
If a single semiconductor was used to drive the whole photoelectrochem-
ical water splitting process, both the above conditions should be satisfied,
thus its bandgap should be larger than the difference between the two elec-
tron energies corresponding to the two redox couples: Eg > 1.23 eV.
This condition, in real systems, is necessary, but not sufficient. As dis-
cussed above for the p–n junction, under illumination the system is no more
in an equilibrium condition. When the semiconductor–liquid interface is
illuminated and a photocurrent is produced, the energetics of charge carri-
ers reaches a photostationary state, and the free energy that is produced is
always lower than the unperturbed barrier height.
In the case of an n-type photoanode for water splitting, the maximum
internal energy that can be extracted from the photogenerated e−/h+ pairs
would be the difference between the conduction band edge Ec and the elec-
trochemical potential of water oxidation −qE (O2/H2O), that is the barrier
height qΦb indicated in Fig. 2.2. On the other hand, the free energy asso-
ciated to the photogenerated couples is given by the difference between the
hole and electron quasi-Fermi levels under illumination [2].
This energy difference is directly linked to the open-circuit voltage (Voc),
defined as the energy splitting between the electron and hole quasi-Fermi
levels under no net current flow [4]. The real photovoltage generated by
the semiconductor–liquid junction under illumination determines the elec-
trochemical reactions that can be driven by the photoelectrode. Finally,
the correct requirement in the case of photoelectrochemical water splitting
driven by a single semiconductor is that the photovoltage exceeds 1.23 V,
with correct matching between band edge positions and the electrochemical
19
CB
VB
Fn
n-type electrolyte
Feq
n-type
SCR
E
⊕
⊖⊕
⊕ ⊖
⊖
Fe
n-type
E
⊕
⊖⊕
⊕ ⊖
⊖
Fh
Voc
CB
VB
before equilibrium after equilibrium under light
H2O/O2
electrolyte
H2O/O2
electrolyte
H2O/O2
CB
VB
Figure 2.2: Formation of a semiconductor/electrolyte junction in the case
of a n-type photoanode, showing: (left) semiconductor and electrolyte before
contact; (center) band diagram of the junction in equilibrium; (right) band
diagram of the junction under illumination, illustrating the development
of sufficient photopotential (i.e., quasi-Fermi level split) to drive the water
splitting process. The accumulation of positive charge in the semiconductor
is schematically indicated, and the thin double-layer structure (Helmholtz
layer) on the electrolyte side of the junction is represented by the negative
charges. Feq represents Fermi level in equilibrium after contact, while Fe
and Fh indicate the quasi-Fermi level for electrons and holes, respectively.
The arrow on the top indicates the direction of the built-in electric field.
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potentials of water splitting half-reactions.
Fundamental processes in PECs for water splitting As a conclusion
of the discussion about semiconductors in PECs for water splitting, we sum-
marize the main steps that lead to hydrogen and oxygen evolution on the
electrodes. The optimization of these steps poses various requirements that
have to be considered in the choice of materials and configurations for pho-
toanodes. In particular, here we focus on a single-junction photoelectrode
system.
1. Photon absorption and charge generation. e−/h+ pairs are gen-
erated through photoexcitation. In the case of a single-junction device,
photons with energy lower than the bandgap cannot be absorbed. On
the other hand, photons with energy higher than the bandgap can be
absorbed, but the energy exceeding the energy gap is wasted through
thermal dissipation. High bandgap semiconductors only absorb a small
fraction of the wavelengths in the solar spectrum, while small bandgap
materials generally suffer from low conversion efficiency due to high
thermalization losses.
2. Charge separation and transport. The photogenerated charge
carriers must be spatially separated, avoiding recombination. The
SCR is the active region of the photoanode, since the couples gener-
ated inside it can be separated. The diffusion length of electrons and
holes need to be considered in the design of the photoactive layer, so
that the photogenerated charges can reach the electrolyte or the back
contact. The charge transport is limited by defects and impurities in
the crystal lattice.
3. Charge extraction and electrochemical product formation.
Electrons and holes that reach the photoelectrode–electrolyte inter-
face can be transfered to the electrolyte solution, driving the water
splitting redox reaction. This process requires a correct band edge
alignment with the electrochemical potential of the half reaction to
be driven: water oxidation on the anode and water reduction on the
cathode. Moreover, parasitic or corrosion reactions competing with
the water splitting reactions can result in substantial loss. A possi-
ble solution to selectively favor the desired electrochemical process is
to couple the photoactive semiconductor with a suitable catalyst. In
order to avoid high surface recombination, the texture of crystalline
materials and the surface nanostructuring have to be engineered.
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4. Electrochemical product management. The products of the re-
dox processes (hydrogen and oxygen gas bubbles) must be removed
from the electrode surface in order to favor efficient mass transport
and to avoid adverse optical effects. Depending on the device design,
a gas-separating membrane may be required. The cell design is criti-
cal to optimize the product collection without introducing significant
losses. In particular, the choice of the electrolyte solution and eventual
additives, photoelectrode geometry and counter electrode proximity
are the main parameters that can be arranged.
2.3 Defining the photoelectrochemical cell efficiency
The performance of PECs can be evaluated as the efficiency in converting
the incoming irradiation into chemical products. In the case of solar water
splitting PECs, this concept is named solar-to-hydrogen (STH) efficiency
[5],
ηSTH =
P outelectrical − P inelectrical
Plight
=
jphoto (Vredox − Vbias)
Plight
, (2.1)
where Plight is the input solar power, jphoto is the working point photocur-
rent, while Vredox is usually taken as 1.23 V, that is the Gibbs free energy
change for water splitting (G0f,H2 = 237 kJ/mol) converted into potential
units. Equation (2.1) is written in the general form of photoassisted PECs,
since Vbias is the potential difference externally applied between the two
electrodes. Of course, a true solar-to-hydrogen system has only sunlight
and water as inputs, so that Vbias = 0 V.
Assuming input solar irradiation at AM1.5G (100 mW/cm2) and short-
circuit conditions (Vbias = 0 V), a photocurrent of 8 mA/cm
2 is required to
obtain ηSTH = 10%, which is typically indicated as an efficiency target for
economically viable PECs [6].
The STH efficiency can be expressed more directly on the base of the
amount of the evolved hydrogen, which can be experimentally measured
through mass spectroscopy or gas chromatography [7]:
ηSTH =
ΦH2G
0
f,H2
Plight
, (2.2)
where ΦH2 is the hydrogen production rate, expressed in mol/m
2s, while
G0f,H2 = 2.37 × 105 J/mol and Plight = 1000 W/m2 in the standard condi-
tions.
Of course, in the experimental assessment of photoelectrode and PEC
performance, the experimental setup plays an important role. For practical
needs, artificial light is almost always used, and thus a proper solar light
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simulator is needed to reproduce the solar spectrum (see Fig. 1.5). In gen-
eral, AM1.5G spectrum is used, since it reproduces the effect of atmospheric
light attenuation at mid-latitudes.
Then, in the photoelectrochemical measurements, the absence of com-
peting reactions should be proved, so that the observed current can be at-
tributed to water splitting. Moreover, a heat dissipation system is usually
required, so that the temperature of the PEC can be kept constant during
the measurements.
More detailed information about the spectral response of the photo-
electrodes is usually expressed as the incident photon-to-current efficiency
(IPCE), which is the fraction of photons of a given wavelength that gen-
erated a photocurrent response. This quantity can be experimentally eval-
uated through illumination of the photoelectrode with a monochromatic
source (of wavelength λ), of power density P (λ):
IPCE (λ) =
hc
e
(
jphoto (λ)
λP (λ)
)
. (2.3)
An estimation of the intrinsic quantum efficiency of a photoelectrode mate-
rial can be expressed as the absorbed photon-to-current efficiency (APCE),
considering the absorbed radiation only:
APCE (λ) =
IPCE (λ)
A (λ)
=
IPCE (λ)
1−R (λ)− T (λ) , (2.4)
where A, R and T represent the optical absorption, reflection and trans-
mission, respectively. IPCE and APCE experimental measurements of iron
oxide based photoanodes are reported in Chapter 7 (see also [8]).
In Chapter 1, we already mentioned electrochemical production as one
of the present commercial technologies for hydrogen synthesis. Since the
development of water splitting catalysts for electrolyzers, with some adap-
tations, can find applications also in the photoelectrochemical devices, here
we introduce the concept of current-to-hydrogen conversion efficiency. In
the case of electrocatalytic water splitting by using an externally applied
bias, the system efficiency can be expressed as:
ηLHV =
Pout
Pin
=
Vredox
Vbias
, (2.5)
named lower heating value (LHV) efficiency. In particular, using the LHV
corresponds to considering the Gibbs free energy change as discussed above,
so that Vredox = 1.23 V for water splitting. The bias potential exceeding
Vredox constitutes the total overpotential at a given working current density.
A nonzero overpotential is unavoidable for thermodynamic and kinetic rea-
sons, but it has to be minimized in order to obtain high hydrogen production
efficiency. This crucial topic will be addressed more in depth in the next
paragraph.
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Of course, the discussion presented here about the efficiency of photoelec-
trochemical and electrochemical hydrogen production can be easily adapted
to the synthesis of different artificial fuels, by choosing the correct quantities
related to the molecule of interest (such as Vredox and G
0
f ).
Overpotentials In electrochemical processes, overpotential can be simply
defined as the excess electric potential, compared to the electrochemical
potential of the process of interest, to be applied to an electrode in order
to obtain a desired current. The need of this excess potential limits the
efficiency of photoelectrochemical or electrochemical processes, as it is clear
from Eqs. (2.1) and (2.5). The origin of this phenomenon involves different
mechanisms, of thermodynamic and kinetic nature.
1. Activation overpotential. The chemical equilibrium is a state in
which the rates of the forward and backward reactions are balanced, a
state also known as dynamic equilibrium. In open-circuit conditions,
when an electrode is immersed in an electrolyte, in equilibrium no
net current flows through the solid–liquid interface, but the reduction
and oxidation reactions occur with equal and opposite rate. The two
balanced dynamic currents are a fundamental characteristic of the elec-
trode and are named exchange currents. The exchange current density
is related to the ability of the electrode to exchange charge carriers.
Interestingly, the activation energy barrier to the reduction or oxida-
tion reactions is due to the charge transfer between the electronic and
the ionic carriers, so that a large exchange current results in a low
activation energy [3].
The anode or cathode activation overpotentials (ηA and ηC , respec-
tively) are related to the electrode exchange current. Since the cathode
exchange current density is typically some orders of magnitude greater
than the anode exchange current density, the activation overpotential
is dominated by ηA [9].
2. Ohmic losses. When current increases, the resistance of the electrode
material to the electronic current and the resistance of the electrolyte
to the ionic current contribute to increase the overpotential with re-
spect to the theoretical activation energy [10]. The relevance of ohmic
losses depends on the working current density and, obviously, on the
electrolyte used and cell geometry. The resistivity of electrical connec-
tions of the cell also lead to an overpotential increase.
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2.4 Photoanodes and photocathodes for solar wa-
ter splitting
In § 2.2 we referred to a simple cell configuration that employs a single
semiconductor material to drive the water splitting process. Indeed, a sim-
ple solar water splitting device could be obtained, for example, by coupling
a proper n-type photoanode with a metal counter electrode. Nevertheless,
in the view of developing economically viable, efficient devices for the global
energy market, it is of crucial importance to meet all the requirements posed
by the complex physical chemistry of the photoelectrochemical water split-
ting process described above. For this reason, here we briefly present some
possible PEC configurations that are commonly adopted in solar water split-
ting prototypes.
The simplest PEC configurations are obtained through a single semicon-
ductor/liquid junction as illustrated in Figures 2.3(a) and 2.3(b). Photoanode-
based unassisted water splitting has been proved with n-type semiconductors
as SrTiO3 and KTaO3 [4], but with insufficient STH efficiency of about 1%
[11]. Several p-type semiconductor materials were studied to build single
bandgap photocathodes coupled with metal counter electrodes. Promising
ηSTH values of about 10% were obtained by employing rare and precious
metals, such as InP semiconductor functionalized with rhodium or rhenium
based catalysts [12]. On the other hand, by using scalable materials, as
Cu2O or SiC, stable and high performances are still not reached [5, 13].
Figure 2.3(c) shows a photoanode biased with a PV layer, coupled with
a metallic cathode. This solution, or the analogous configuration based on
a photocathode, presents a double advantage. Firstly, it allows using cheap
semiconductors with relatively small bandgap or that with non-optimal band
edge alignment, by biasing them with a proper PV material. Secondly, by
coupling two junctions with a different spectral response, it is possible to
optimize the solar spectrum harvesting. Usually, a semiconductor thin film,
like a low-cost and stable metal oxide, is deposited onto a thicker PV layer,
which has a smaller band gap. In this way, when the PV–photoelectrode
is illuminated from the front side, the semiconductor layer absorbs in the
blue–UV range, while transmits the red–NIR wavelengths toward the PV
layer.
PV–photoanode PECs were tested for solar hydrogen generation. One
of the earlier attempts was carried out by depositing TiO2 on top of a p–n
junction Si PV cell [14]. More recently, a similar solution was proposed
by Gra¨tzel, by depositing photoanodic materials as WO3 or Fe2O3 on dye-
sensitized solar cells (DSSCs) [15, 16]. In this configuration, the DSSC plays
the role of the p–n junction reported in Fig. 2.3(c). An even simpler but
effective solution was that of depositing a stable, efficient water oxidation
catalyst (WOC) as NiFeyOx on triple junction a-Si PV cells. This solu-
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Figure 2.3: Examples of possible PEC configurations under illumination. (a)
Standard single semiconductor device based on a n-type photoanode with a
metal counter electrode; (b) p-type photocathode with metal counter anode;
(c) monolithic device based on a photoanode biased with an integrated p–n
junction (photovoltaic material); (d) Tandem cell obtained with a n-type
photoanode and a p-type photocathode.
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tion, together with a CoMo hydrogen evolution catalyst, resulted in a STH
efficiency of 7.5% [17].
To date, one of the higher ηSTH values (12.4%) was obtained through a
PV–photocathode configuration, by using a p–n GaAs junction, connected in
series to a p-GaInP2 photocathode [18]. On the other hand, this remarkable
result is of no practical use, since the stability issues and the limited large-
scale feasibility make it unsuitable for industrial purpose.
The configuration shown in Fig. 2.3(d) is studied since several decades.
A tandem device was proposed by Nozik in the mid-70s, by using a p-GaP
photocathode together with a TiO2 photoanode [19, 20]. This early attempt
led to a low STH efficiency (< 1%) and was limited by stability issues, but
opened a promising route to photoelectrochemical fuel synthesis. Indeed, a
decade later, the promising efficiency of 8.2% was achieved by Kainthla et
al., through a InP photocathode functionalized with platinum islands and a
MnO2-protected GaAs photoanode [21, 22]. The great drawback of this cell
was the high cost and scarcity of the employed elements, such as Pt and In,
together with the necessity of double-side illumination [4].
Catalyst materials for oxygen and hydrogen evolution In the above
discussion, it emerged the fundamental role of interface electrochemistry in
order to obtain high performance artificial photosynthesis. Efficient and
stable materials that can optimize the interfacial charge transfer are needed
in PECs, in order to exploit the produced photocurrent and, in some cases,
to stabilize semiconductors toward corrosion processes.
Efficient water oxidation catalysts (WOCs) and water reduction catalysts
(WRCs) are thus needed to develop high efficiency artificial photosynthesis
devices, with small overpotentials as discussed in § 2.3. Moreover, low cost
and scalable WOCs and WRCs are needed to replace expensive materials
such as Pt, RuO2 and IrO2 that are presently employed as catalysts in
commercial electrolyzers.
Target values of the overpotentials for low current density (milliamperes)
are of about 200 mV on the anodic side, and less than 100 mV on the
cathodic side. As an example, by applying Eq. (2.5), we obtain 80% LHV
efficiency with 300 mV total overpotential.
Historically, the reference materials as WOC are RuO2 and IrO2 [23, 24]
stabilized by inert, inexpensive metal oxides, for use in acidic media. In the
case of electrolyzers that operate with hot alkaline solutions, metallic nickel
is an usual choice [4]. On the other hand, the optimal catalyst for water
reduction in acidic solution is metallic platinum, while nickel-based metallic
alloys (Ni–Mo and others) are used in basic environment [4].
Recent research is focused in developing low cost, non-toxic, scalable
materials that can be successfully coupled with cheap, Earth-abundant solar
absorbers. In particular, pure and mixed metal oxides are intensively studied
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as WOCs to be used in alkaline environment [25–27]. The recent impulse
on this topic motivated our experimental study, presented in Chapter 8,
in which physical vapor deposition techniques are proposed to deposit thin
films of efficient, innovative catalysts.
Moreover, a recent challenge on this field lays in the understanding of
the energetics and charge transfer processes that occur between the photoac-
tive semiconductor and the electrocatalyst. An example of advantageous
engineering of the semiconductor/catalyst interplay was obtained through
adaptive junctions [28], a strategy that we reproduced in our recent work
presented in Chapter 7.
Final remarks: scalability requirements As we mentioned in § 1.1,
the global power consumption is larger than 10 TW and it is expected to
increase in the short-medium term. For this reason, the innovative solutions
to replace fossil fuels need to satisfy strict scalability requirements to the
aim of producing a significant impact on the global energy consumption.
In the present chapter, we examined some alternative routes to produce
artificial fuels using solar irradiation as the energy source, and easily avail-
able reactants as water and carbon dioxide. In particular, we focused on
solar water splitting and we reported that a target solar-to-hydrogen effi-
ciency for photoelectrochemical devices is of about 10%. In other words,
a power capacity of 10 TW of solar fuel production (intended as chemical
energy production rate) would require to cover an area as large as 105 km2,
equivalent to the entire area of the State of Virginia, with 10% efficiency
water splitting panels.
It is evident that a problem of this scale poses serious requirements to the
materials to be used. The materials used in the synthesis of semiconductors,
catalysts and transparent oxide layers (often used for ohmic contacts in mul-
tiple junction PECs) should be relatively Earth-abundant and economically
viable.
In recent years, growing attention has been addressed to the depletion of
mineral resources, with the aim of finding sustainable routes for the future
guidelines of industrial production. A crucial aspect in the economic assess-
ment of mineral extraction is the concentration of the mineral ores, since
abundant but highly dispersed resources may have a poor economic return.
A recent study, which considered the exergy and Hubbert peak analysis of
mineral resources, showed that some metals with large industrial use, such
as mercury, lead, tin, silver and gold, are the most depleted commodities
[30]. Vesborg and Jaramillo directly addressed the critical discussion of the
material scalability issue in view of the development of innovative solutions
for renewable energy sources [29] (see Figure 2.4).
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Figure 2.4: Periodic table of the elements with data for production, price
and implied value for the year 2010. The color coding (green, light-green, or-
ange and red) corresponds to overall production level (medium to high, low,
very low and extremely low, respectively). Solid color is used for elements
which are chiefly main economic products of their respective ores while a
diagonal gradient in color is used for elements that are mostly byproducts of
other elements. Reprinted with permission from [29] © The Royal Society
of Chemistry, 2012.
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Chapter 3
Physical vapor deposition
techniques
3.1 Introduction
The aim of this chapter is to introduce the physical vapor deposition (PVD)
techniques that were used in the experimental work discussed in the present
thesis (pulsed laser deposition, electron-beam deposition and RF-magnetron
sputtering). We will leave aside the technical details of the deposition appa-
ratuses, which will be described in the experimental sections of Chapters 8, 7
and 6, and we will focus on the technique fundamentals. We will try to eluci-
date the specific features of PVD techniques, by discussing the peculiarities
that make them useful for both research and applications purposes.
Moreover, here we will briefly analyze some basic aspects of pulsed laser
ablation and deposition, to lay the groundwork for the computational study
on laser ablation mechanisms that will be given in Chapters 4 and 5.
PVD techniques are usually classified into two classes: thermal evap-
orative and sputtering processes [1]. Thermal evaporative techniques are
based on ablation from the target surface, produced by heating the target.
They include electron-beam deposition (EBD) and pulsed laser deposition
(PLD). On the other hand, sputtering is obtained when the momentum
transfer from particles that collide with the target is sufficient to remove
atoms or molecules from the target. An example is RF-magnetron sputter-
ing, performed by using an inert or reactive plasma glow discharge [2].
In principle, material ejection from a target due to particle–surface or
laser–surface interactions can be studied through the same approach, since
both charged particles and photons can interact with both electrons and
lattice of the target material. Nevertheless, the relevance of the different
interaction mechanisms varies significantly depending on the nature of the
particle that irradiates the target and on its energy. In this way, a broad
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spectrum of material ejection phenomena can be obtained.
In 1997, Kelly and Miotello systematically reviewed the relevant mecha-
nisms of interaction of accelerated ions or laser pulses with a target surface
[3]. Through an extensive review of the available literature, they proved
that, in the case of ion sputtering, collisional processes at the target surface
are the main mechanism of particle ejection, while thermal processes play a
minor role. On the contrary, in the case of pulsed laser ablation, collisional
sputtering is limited to the eventual backscattering of the emitted particles,
but it is very less significant compared to the thermal-spike processes.
Depending on the environment in which laser irradiation is performed,
the secondary interaction mechanisms that occur within the region of the
ablated material may become very significant. The ejected material forms
an ablation plume, which can develop complex gas-dynamic effects [4]. Es-
pecially in the case of PLD with relatively high ambient pressure, the spatial
distribution of the laser-ablated material and nanoparticle formation may
depend essentially on the secondary processes taking place in the plume,
rather than on the primary ejection mechanisms (see as an example the
work presented in Chapter 7). This aspect at the same time complicates
and enriches the process of PLD, which can produce an extraordinary vari-
ety of film structures.
By contrast, RF-magnetron sputtering and EBD, which are commonly
operated at medium vacuum (about 10−3 mbar) and high vacuum (about
10−7 mbar) [1, 5], respectively, occur in a low-collisional regime, so that
the mechanism of film growth is mainly governed by deposition rate and
substrate temperature.
3.2 RF-magnetron sputtering
Deposition techniques based on ion sputtering are generally obtained by ex-
ploiting the kinetic energy of accelerated ions generated within a plasma.
The deposition process is performed in a vacuum chamber that is preven-
tively evacuated up to high vacuum (10−7 mbar) to avoid contaminations.
Then, the working gas (generally argon) is fluxed into the chamber, obtain-
ing an equilibrium pressure of the order of 10−3 mbar. The plasma glow
discharge is then switched on by applying a sufficiently intense electric field.
This occurs through acceleration of the residual free electrons in the neutral
gas (produced by random events as cosmic rays or thermal collisions) that
can eventually ionize neutral atoms. When ionization events are more fre-
quent than recombination ones, an avalanche effect is produced, so that the
plasma discharge is self-sustained [6].
In a simple sputtering system, the plasma discharge can be produced
between two parallel plates: the substrate (anode) and the target (cathode).
The ion collisions with the target can give rise to a ballistic process that leads
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Figure 3.1: Schematic picture of the sputtering mechanism. The vector ~E
indicates the applied electric field.
to the ejection of atoms (see the schematic picture of Figure 3.1).
The sputtering yield (Y ) is defined as the average number of atoms
removed from the target surface per incident ion. This quantity can be esti-
mated on the base of the energy of the colliding ions and on the nature of the
projectile and target atoms. Reliable semiempirical models were developed
in the last decades in the framework of the linear cascade collision theory
[7]. Within this theory, the sputtering yield depends on the energy transfer
mass factor γ =
4mpmr
(mp+mr)
2 and on the surface binding energy Usb that is of
few eV for common metals. A classical formula is that of Sigmund’s model,
formulated for ion energy E < 1 keV [7]:
Y ∝ γE
Usb
. (3.1)
From this simple expression, as we could expect, it is clear that, at a fixed
energy and fixed target material, the sputtering yield is optimized if mp ≈
mr. This is the reason why argon is used as the working gas in the case of
fourth period metals as Ti, Fe and their oxides.
The ejected atoms diffuse in the vacuum chamber and can reach the
substrate. The sputtered material generally has a wide energy distribution,
generally up to tens of eV (105 K). The relatively high kinetic energy of the
sputtered atoms results in a good adhesion on the substrate. The deposition
rate and the substrate temperature are the main parameters that determine
the structural features of the growing film.
Sputtering systems are widely used in industrial applications [1] and
different setups are available. The plasma discharge can be operated either
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Figure 3.2: Schematic diagram of a RF-magnetron sputtering system.
in direct current (DC) or radio frequency (RF) mode. The former is typically
used in the case of conductive materials, which prevent the accumulation
of electric charge, while the latter can be successfully used for conducting,
semiconductor and ceramic materials (as TiO2, Fe2O3, SiO2, transparent
conducting oxides, etc.).
In RF-magnetron sputtering (see Fig. 3.2), a magnetic field is used to
confine the plasma in the region close to the target. This strategy results
in a higher deposition rate and minimizes impurities, by reducing unwanted
material erosion from other surfaces. The circular symmetry of the magnetic
field produces the typical toroidal shape of the confined plasma region (see
also Chapter 6).
3.3 Deposition by evaporative condensation
Evaporative deposition methods are the simplest PVD techniques, since
they just rely on heating the precursor material up to high temperature,
when vaporization occurs at a suitably high rate. Evaporation is performed
in a large vacuum chamber, in a pressure regime at which the mean free
path of ejected atoms is comparable or greater than the chamber dimension
(typically 10−6 ÷ 10−7 mbar) [5].
The evaporant (normally a pure metallic element) is heated in a refrac-
37
B
Target
Crucible
Vacuum
pump
Heatable
substrate
holder
Substrate
HV
Hot cathode
Vacuum
chamber
E-beam
Figure 3.3: Schematic diagram of an electron-beam deposition system.
tory crucible, usually at a temperature between the melting point and the
boiling point. The deposition rate is monitored during operations (for exam-
ple by using a quartz crystal microbalance) and the conditions are adjusted
so that the vaporization rate is sufficiently rapid to coat the interior of the
vacuum chamber, including the substrates, with a film of the evaporated
material.
The vaporized material typically do not undergo collisions during the
flight toward the substrate, thus condensation only occurs on the substrate.
In this way, compact films are produced, with a surface morphology that
depends on the substrate temperature and on the interfacial interactions
between substrate and film materials.
The need of a high vacuum apparatus tends to limit this deposition
method to relatively high value products, such as uniform reflective coatings
or electrically conductive thin films [1].
In the case of electron-beam deposition, the material to be evaporated is
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heated by an energetic electron beam (some keV) emitted by a hot cathode
(usually a tungsten filament) below the crucible. A magnetic field produced
by electromagnets drives the electrons through a curved 270◦ trajectory as
shown in Figure 3.3. This configuration is designed to avoid contamina-
tions coming from the hot filament, since only electrons are driven by the
electromagnetic field to the crucible.
The potential difference of some kV is applied between the hot cathode
and the crucible holder, which is at ground potential. EBD technique is
largely used in industrial applications, especially for surface metalization [1]
and it is also employed for research purposes, including the deposition of
metal oxides [8, 9].
3.4 Pulsed laser deposition
Pulsed laser deposition, to some extent, can be included in the thermal evap-
orative deposition techniques but, on closer inspection, it reveals a complex
nature, which results in its unique features. PLD is obtained by focusing
a high power, short pulse laser inside a vacuum chamber on a target. If
the energy density is high enough, the target material is ablated, forming
a plasma plume, which expands along the direction normal to the target
surface. Usually, the laser beam strikes the target at an angle of 45◦, so
that the substrate can be placed in front of the target, parallel to it (see
Figure 3.4).
The energy deposition from the laser radiation to the target material
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occurs through the increase of the electron energy [10]. Then, this energy is
transfered to the target lattice, through electron–phonon interactions. This
process is successfully described in the framework of the two-temperature
model (TTM) formulated by Anisimov [11]:
Ce(Te)
∂Te
∂t
= ∇ [Ke(Te)∇Te]−G(Te − Tl) + Ce(Te)S(t) (3.2)
Cl(Tl)
∂Tl
∂t
= ∇ [Kl(Tl)∇Tl] +G(Te − Tl), (3.3)
where C and K are the heat capacity and the thermal conductivity of elec-
trons (subscript e) and lattice (subscript l), respectively. G is the electron–
phonon coupling factor, while S is the source term, accounting for the en-
ergy transfered from photons to electrons. The electron energy distribution
is equilibrated by electron–phonon interactions at a typical timescale of few
picoseconds [12, 13].
PLD is usually performed with lasers pulses of very different time dura-
tion, mainly from nanoseconds (e.g. Nd:YAG or excimer lasers) to femtosec-
onds (e.g. Ti:sapphire laser) [14]. In this way, a different phenomenology is
observed depending on the timescale of the laser pulse.
In the present thesis, we will deal with nanosecond laser pulses. In
particular, a KrF excimer laser (25 ns pulse duration) was used in the ex-
perimental work, see Chapter 7, while 20 ns FWHM Gaussian pulses were
considered in the computational simulations of Chapter 5. In the case of
nanosecond laser heating, it is permitted to consider local thermal equilib-
rium. In particular, our computational approach describes nanosecond laser
ablation of metals through a continuum model, based on thermodynamics
[15].
On the other hand, in the case of ultrashort laser pulses, strong electron–
phonon nonequilibrium conditions can be obtained [16]. As an example, in
molecular dynamics simulations of pulsed laser ablation of aluminum with
100 fs laser pulses, thermal processes develop on the scale of picoseconds
[17], and the TTM formalism is necessarily taken into account.
The usual energy densities employed in the PLD of metallic materials are
sufficient to raise the temperature of the target’s external layers well above
the melting point. The heating rate is so high (about 1011 ÷ 1012 K/s)
that normal boiling due to heterogeneous nucleation cannot occur because
vapor bubble diffusion is a too much slow process [18]. In this way, the
target surface can be heated well above the boiling temperature, becoming
a metastable liquid. In metastable liquids when the temperature comes close
to the thermodynamic critical point Tc, homogeneous nucleation occurs with
an extremely fast kinetics driven by thermal density fluctuations. If the
energy fluence is high enough, the target surface can break into a mixture
of vapor and liquid droplets [19].
This phenomenon is known as phase explosion, and it was predicted for
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target temperatures of about 0.9Tc [20]. Of course, at high temperature
also normal vaporization takes place at a high rate, so that the main mecha-
nisms of the nanosecond laser ablation of metals are vaporization and phase
explosion.
Plasma plume dynamics The mixture of vapor and liquid nanodroplets
ejected from the target surface expand adiabatically and form a plasma
plume, since a certain fraction of the vapor is ionized due to the high tem-
perature and to laser irradiation.
If the expansion takes place in vacuum, the ejected material undergoes
an approximately free adiabatic expansion, with a self-similar plume shape
[21]. If the ablation takes place in a background gas, depending on the
background pressure and on the nature of the two elements, the plume
expansion may be slowed down by collisions. The vapor phase can be broken
up into components, or scattering orders, whose particles undergo 0, 1, 2,...
collisions with the background [22].
The ambient gas type and pressure have significant influence on the de-
posited material properties. Firstly, by promoting vapor cooling and conden-
sation, the ambient gas can be useful for example to control the morphology
and the compressive strain of the deposited film. Secondly, background gas
may participate actively in the chemistry of the deposited film. This is the
case of reactive ablation where, as an example, a metallic target is irradi-
ated in an oxygen atmosphere, by depositing a metal oxide on the substrate.
Both these effects were used in the experimental work presented in Chap-
ter 7. By using inert gases (e.g. argon) as the background atmosphere, it
is possible to control film morphology without altering the stoichiometry of
the ablated material [23].
Film formation The nucleation and growth of the film on the substrate
depend on many tunable parameters such as the ablation mechanism, sub-
strate temperature, background gas type and pressure. One of the features
that make PLD particularly attractive is the possibility of depositing com-
posite materials directly obtained from multicomponent targets irradiated
in vacuum or in an inert atmosphere. Indeed, unlike thermal evaporation,
the non-equilibrium nature of phase explosion makes the ablation process
independent from the saturated vapor pressure of the target constituents,
and nanoclusters can be directly ejected from the surface.
Pulsed laser deposition can be used for the deposition of compact or
porous films. Film thickness can be adjusted by varying the number of laser
pulses. The deposited material per laser pulse depends on several factors,
including target to substrate distance, background gas pressure, laser spot
area and laser energy fluence. In usual PLD experimental conditions, the
deposition rate per laser pulse can range from 0.001 to 1 A˚ per pulse. In
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this way, when suitable diagnostic equipment is installed, PLD enables shot-
to-shot control of the deposition process, which is ideal for multilayer and
interface formation where submonolayer control is needed [24].
In order to meet the needs of industrial applications, a crucial aspect
is the possibility of adapting PLD to cover large area substrates with a
sufficiently uniform film. Indeed, the dynamics of the ablated material gen-
erally results in a highly focused angular distribution, leading to a significant
variation in deposition rate over distances of about a few centimeters. Nev-
ertheless, uniform coatings can be obtained through a proper manipulation
of the substrate positioning and by employing a suitable rotating target
support for a uniform target erosion [25].
Large area PLD systems are nowadays available. In the last decade,
many PLD equipments for industrial production purposes have been com-
mercialized, usually with integrated robotic wafer handlers, some of them
capable of depositing uniform films on 300 mm diameter substrates or to
run a single deposition process to cover a 10 m2 active area tape [26]. It
is clear that the challenge of designing large area industrial apparatuses is
just a matter of time, mainly regarding mechanics and vacuum technology,
while the complex issue on the scientific side is that of deeply understanding
the physics of laser ablation and film formation processes.
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Chapter 4
Modeling of metal
nanoparticle formation in
PLD
Preview The present chapter, together with the following Chap-
ter 5, describe an original modeling in the fundamentals of laser
ablation of metals using nanosecond laser pulses. Through a con-
tinuum approach, we study quantitative aspects of the phase ex-
plosion mechanism, leading to liquid nanoparticle generation and
ejection from the target.
Our model is developed on a wide set of pure metals commonly
used in PLD (Al, Fe, Co, Ni, Cu, Ag and Au), while in Chapter 5
more detailed space–time resolved simulations are performed on
aluminum. Although our present approach is currently limited
to the thermal mechanisms occurring close to the laser-irradiated
target surface, the present study could be extended in order to
describe a more complex phenomenology, such as PLD in a reactive
atmosphere.
The content of this chapter was adapted from:
A. Mazzi, F. Gorrini and A. Miotello, Phys. Rev. E 92 (2015), 031301(R).
© American Physical Society, 2015.
4.1 Introduction
The pulsed laser ablation of metals in vacuum and liquids allows the syn-
thesis and deposition of small size nanoparticles (NPs) with useful peculiar
features as compared with conventional techniques, especially the possibility
of obtaining a large variety of complex nanostructures just by varying a few
deposition parameters [1–3].
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The material ejection in the laser ablation of pure metals proceeds through
thermal mechanisms, mainly vaporization, spallation and phase explosion
[4, 5] followed by some slower processes leading to the expulsion of liquid
particles, usually observed in fast imaging experiments [6].
Phase explosion was found to be the most efficient mechanism in the
pulsed laser ablation of metals when looking at thermal processes for suffi-
ciently short timescales (in the nanosecond to femtosecond range) [4]. This
phenomenon is predicted to occur in metastable liquids at temperatures of
about 90% of the thermodynamic critical temperature Tc [7], when a so
dense distribution of vapor bubbles is generated through homogeneous nu-
cleation that the liquid phase is broken into a mixture of vapor and small
scale liquid droplets, leaving the target [8].
In the modeling of phase explosion conditions, continuum approaches
based on thermodynamics are led to the limits of their validity. On the
other hand continuum models are very handy and accessible [9], and it is
worthwhile to compare their predictions and extrapolations with the results
coming from experiments and atomistic simulations.
The goal of this chapter is to describe the phase explosion process in
a metal target through a continuum approach. The starting point of our
study is the description of the thermodynamic properties of metastable liq-
uid metals up to temperatures close to Tc (§ 4.2). Then, the theory of
homogeneous nucleation is briefly considered (§ 4.3) with the goal of design-
ing a 3D Monte Carlo (MC) simulation of homogeneous nucleation (§ 4.4).
In particular we will use the known nucleation theory to evaluate the critical
radius rc of vapor bubbles, generated in phase explosion and to be used in
the simulation.
The MC simulation aims to generate a dense and connected distribution
of supercritical vapor bubbles, which causes the breaking of the liquid phase
giving rise to a distribution of liquid nanodroplets and vapor atoms. The
solidification of liquid nanodroplets, during flight from target to substrate,
and also on substrate, generates nanoparticles if ablation occurs in vacuum
conditions. In presence of an external atmosphere, other mechanisms are
present, especially collisional cooling leading to condensation of expelled
atoms.
The liquid vs vapor composition of the bulk material in phase explosion
conditions as well as the size distribution of the expelled liquid nanodroplets
are calculated (§ 4.5). Our results, regarding a set of seven metals (Al, Fe,
Co, Ni, Cu, Ag and Au) commonly used as pure targets in laser ablation
experiments, are compared with the available literature data, regarding both
experimental data and molecular dynamics simulations. While designing the
MC simulation we focused it on nanosecond irradiation regime in order to
be able to make some simplifying assumptions.
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4.2 Thermodynamic properties of metastable liq-
uid metals
Since our study aims to describe liquid nanodroplet expulsion from laser irra-
diated targets leading to nanoparticle production in phase explosion process,
we are particularly interested in those models that relate the thermodynamic
critical point to surface tension, which is the fundamental quantity which
allows us to describe the homogeneous nucleation of vapor bubbles in the
superheated liquid.
Quite recently, Blairs et al. [10] derived a method to calculate Tc using
surface tension and liquid density values at the melting point, Tm. The
approach is based on the Lennard–Jones potential for liquid metals. Their
study is based on experimental fitting of semiempirical laws with data re-
garding 18 different metals. As a result, their work provides an equation
to predict Tc for pure metals, looking at the experimental measurements of
surface tension and molar volume (σm and vm) both given at Tm:
Tc = σm
(
vm ·m
(C · vm)5/6 − q
)4
, (4.1)
where m = 8.9733× 10−19, q = −1.0459× 10−25 and C = 1.484± 0.025 are
empirical fit parameters. In Table 4.1 we show the estimations of Tc for the
metallic elements examined in our study. Details about the data for σm and
vm are given in Table 4.2.
Metal Tc (K) ρc (kg/m
3) Pc (10
8 Pa)
Al 6319 634 3.2
Fe 8059 1467 5.4
Co 7710 1350 5.4
Ni 7241 2159 6.5
Cu 5741 2363 4.6
Ag 5851 2718 3.3
Au 7003 5066 3.9
Table 4.1: Critical parameters estimated in this work.
While studying liquid–vapor phase transition of a pure substance, the
fundamental thermodynamic quantities describing the two coexisting phases
(temperature, saturated vapor pressure ps, vapor and liquid molar volumes
vv and vl) obey to the Clausius–Clapeyron equation:
dps
dT
=
∆hv (T )
T [vv (T )− vl (T )] , (4.2)
where ∆hv is the molar enthalpy of vaporization. In the present study we
will consider semi-empirical models for the functions ∆hv (T ), vv (T ) and
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Metal M [11] Tm [11] Tb [11] ρm [11] σm [12] ∆hv (Tb)
(g/mol) (K) (K) (kg/m3) (N/m) (kJ/mol)
Al 26.982 933 2792 2375 1.05 294[11]
Fe 55.845 1811 3134 6980 1.909 355[13]
Co 58.933 1768 3200 7750 1.928 375[13]
Ni 58.693 1728 3186 7810 1.834 378[13]
Cu 63.546 1358 2835 8020 1.374 300[13]
Ag 107.868 1235 2435 9320 0.955 255[13]
Au 196.867 1337 3129 17310 1.162 324[11]
Table 4.2: Parameters used for the thermodynamic modeling with corre-
sponding references: molar mass M , melting temperature Tm, boiling tem-
perature Tb, liquid density at melting point ρm, surface tension at melting
point σm and enthalpy of vaporization at boiling point ∆hv (Tb).
vl (T ) and we will integrate the Clausius–Clapeyron differential equation to
compute ps (T ), similarly to the approach proposed by Hornung [14].
According to theoretical and computational studies, together with ex-
perimental observations [15–18] the liquid and vapor densities, ρl and ρv,
at phase coexistence can be modeled as two power series, with universal
exponents and four material-dependent coefficients:{
ρl(T )
ρc
= 1 +D0∆T + C1 (∆T )
βc +D1 (∆T )
1−α + C2 (∆T )βc+∆
ρv(T )
ρc
= 1 +D0∆T − C1 (∆T )βc +D1 (∆T )1−α − C2 (∆T )βc+∆ ,
(4.3)
where ∆T = Tc−TTc , α ≈ 0.109, βc = 0.325 and ∆ = 0.51. Equation (4.3),
independently from the choice of the coefficients, is consistent with the fact
that the densities of both the phases tend to the critical density ρc at the
critical point.
In the present work, we give estimations of ρc and of the coefficients D0,
D1, C1 and C2, obtained through a least square fit of Eq. (4.3) with available
experimental data for ρl in the range Tm < T < Tb where Tm and Tb are the
temperatures at the melting point and at the normal boiling point. Near
Tb we assume an ideal gas behavior, which provides ρv (Tb) =
mPatm
kBT
and
dρv
dT (Tb) =
mPatm
kBT
∆hv
RTb
−1
Tb
. Final results are reported in Table 4.3.
The predicted coexistence curve, shown in Figure 4.1(a), is similar to
the results of recent papers [17, 18].
Concerning the enthalpy of vaporization, we refer to the well known
formula proposed by Watson in 1943 [23], which can be applied to the entire
liquid range from Tm to Tc:
∆hv (T ) = ∆hv0
(
∆T
∆T0
)0.38
. (4.4)
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Metal ρc (kg/m
3) D0 C1 D1 C2
Al [19] 634± 5 1.1± 0.2 1.75± 0.04 −0.17 0.08
Fe [20] 1467± 53 1.8± 0.5 1.51± 0.08 −0.24 1.02
Co [11, 21] ≈ 1350 ≈ 3.1 ≈ 1.3 −0.70 2.01
Ni [20] 2159± 45 1.1± 0.3 1.75± 0.04 −0.15 0.10
Cu [19] 2363± 23 1.2± 0.2 1.82± 0.03 −0.27 −0.02
Ag [11, 22] 2718± 55 1.4± 0.3 1.68± 0.04 −0.57 0.06
Au [22] 5066± 5 1.4± 0.1 1.73± 0.01 −0.64 −0.07
Table 4.3: Results of the density interpolations. In the first column, the
references for the experimental measurements of the liquid density used in
the calculation.
T/Tc
0.5 0.6 0.7 0.8 0.9 1
cρ/ρ
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
(a)
T/Tc
0.5 0.6 0.7 0.8 0.9 1
Pa
)
8
P 
(10
0
1
2
3
4
5
(b)
Figure 4.1: (a) Coexistence curve. ρl/ρc (dashed green curve), ρv/ρc (dot-
ted blue) and average density (solid red). (b) Saturated pressure (solid blue)
and vapor pressure (dashed red), calculated for iron.
It is an empirical law, where T0 and ∆hv0 are data generally associated to
the normal boiling point, say Tb and ∆hv (Tb). Equation (4.4) was proved
to be a reliable estimation for many organic and inorganic pure substances
[24] and also for transition metals [25].
Finally, for the temperature dependence of surface tension, we employ
the empirical formula proposed in 1945 by Guggenheim [26]:
σ (T ) = σ0
(
1− T
Tc
) 11
9
= σm
(
∆T
∆Tm
) 11
9
, (4.5)
with ∆Tm =
Tc−Tm
Tc
This formula is still well considered, and has been
applied to various chemical compounds [24] and recently also to metallic
elements [27].
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4.3 Homogeneous nucleation modeling
Here we will briefly look at the theory of homogeneous nucleation of vapor
bubbles in a metastable liquid in order to estimate the typical values of the
critical radius rc of vapor bubbles, which is the only physical parameter
to be given as an input to our computational simulation. At the end of
this analysis we fix the time duration of phase explosion (below precisely
defined) at τpe = 1 ns. This choice, operated in the framework of the
nucleation theory, will allow us to consistently calculate the thermodynamic
and kinetic quantities to characterize phase explosion and, furthermore, to
estimate the critical radius as required by the MC method.
The appearance of a gas bubble in a bulk liquid phase is microscopically
determined by the presence of a vapor-like density fluctuation staying in
labile thermodynamic equilibrium with the liquid [28] (homogeneous nucle-
ation). This fluctuation will generate a critical nucleus if, by acquiring even
a single additional molecule, it starts growing spontaneously.
In classical nucleation theory, assuming the liquid to be incompressible
and the vapor to behave ideally, the vapor pressure inside critical spherical
nuclei (pv) is given by [29]:
pv = psexp
[
(pl − ps) vl
RT
]
, (4.6)
where pl and vl are the pressure and the molar volume of the liquid phase,
respectively. Since the saturated vapor pressure can be obtained through
integration of the Clausius–Clapeyron equation (4.2), we only need an esti-
mation of pl in order to calculate pv from Eq. (4.6). In the case of pulsed
laser ablation of metals in vacuum, pl is determined by the pressure exerted
on the molten target surface by the vaporized material. To our purpose we
can consider the surface temperature Ts to be of the order of 0.90Tc and the
environment gas pressure negligible compared to the saturated vapor pres-
sure ps(Ts). An idealized solution was proposed by Anisimov [30] and fur-
ther developed by Knight [31], with the final outcome pl = 0.55ps(Ts). This
means that, under pulsed laser ablation of metals in vacuum, the metastable
liquid reaches pressures of the order of 108 Pa due to the recoil pressure.
The radius of the critical nuclei can be described by:
rc =
2σ
pv − pl . (4.7)
The nucleation of such critical nuclei requires to overcome the energy
barrier given by the free energy of formation Wc, for which we can obtain
the following Gibbs classical expression:
Wc =
4
3
pir2cσ =
16piσ3
3 (pv − pl)2
. (4.8)
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Figure 4.2: (a) Critical radius of vapor bubbles in the metastable liquid.
(b) Nucleation rate of supercritical bubbles, calculated for iron.
Finally, the nucleation rate Js of near-critical vapor nuclei per unit vol-
ume in the case of a steady nucleation process can be expressed, thanks to
a theoretical result obtained by Do¨ring [32] and Volmer [33], in the form
reported by Skripov [34]:
Js = nl
√
6σ
(3− b)pime
−∆hv
RT e
− Wc
kBT , (4.9)
where b = 1− plpv , ∆hv is the molar enthalpy, R is the gas constant, the factor
nl is the number density for the metastable liquid and Wc can be obtained
from Equation (4.8). In this chapter, since we assume the target temperature
to be constant over time, we will calculate the nucleation rate as in the
steady-state expression of Eq. (4.9). In Chapter 5, while considering time
resolved simulations, we will discuss a more elaborated model of unsteady
homogeneous nucleation.
By neglecting both spatial gradients and temporal variations of the tem-
perature in the material, we are able to estimate the phase explosion time
τpe(T ) as a function of the temperature, defined as the time interval be-
tween the appearance of the first critical vapor bubble and phase explosion,
at a given temperature Tpe, which occurs when the distribution of critical
bubbles will saturate the liquid volume. The vapor bubble packing fraction
can be expressed by the ratio η = VvVtot and the maximum packing fraction
results to be ηmax = 0.30 according to MC simulation reported below. With
these assumptions, τpe(T ) results to have the following analytic expression:
τpe =
α
JsVc
ln
(
1 +
ηmax
1− ηmax
1
α
)
, (4.10)
where α = ρlρv and Vc is the volume of a critical vapor bubble. In the following
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MC simulation, we chose τpe = 1ns, as indicative example, with a consis-
tent choice of the other quantities, in particular a constant temperature Tpe
defined by τpe(Tpe) = 1 ns: looking at the temperature dependence of Js
in Figure 4.2(b), the contribution of nucleation at temperatures lower than
that of the stationary regime results to be ineffective, due to the negligible
kinetics.
4.4 3D Monte Carlo simulation for phase explo-
sion
In our MC simulation, we suppose phase explosion to occur, according to
[35], when supercritical vapor bubbles, generated in a metastable liquid
volume through random homogeneous nucleation, are in contact with each
other forming a kind of percolation cluster in the considered volume. At
that moment, liquid nanodroplets and vapor are expelled and we are able
to study the final composition of the vapor/liquid mixture and to evaluate
the size distribution of the generated nanodroplets leading to nanoparticles.
The critical radius of the vapor bubbles rc is calculated through Eq. (4.7)
at Tpe. The observed portion of target is a 3D cubic volume with size L. If
we consider rc of aluminum at Tpe (rc = 1.76 nm), the largest system that
was studied is a cubic box with side L = 250 nm, where about 30 thousands
liquid droplets have been identified.
Our adopted MC method randomly generates N nucleation sites (i.e.
bubble centers with first-neighbor distance larger than 2rc) with uniform
distribution in order to saturate the available volume. Then, for each site, a
bubble radius r & rc is assigned on the base of the algorithm here described.
The array of nucleation sites is arranged in ascending order according to
first-neighbor distance so that the radius assignment proceeds with the fol-
lowing rule: if the i-th bubble is the first-neighbor of its first-neighbor with
distance d in this random distribution, both of them will have radius r = d/2.
Otherwise the first-neighbor of the i-th bubble, let’s say the j-th bubble, has
to be already developed, with radius rj < d/2. In this latter case, ri = d−rj .
In this way, the bubbles get in touch with their neighbors, with no overlap.
A spherical shape is assumed for the nucleated vapor volumes: this is a sim-
plifying assumption but note that the spherical shape is associated to the
minimization of the free energy of the system.
In our case, with a random packing of non-monodispersed spheres we
obtained a maximum packing fraction of about ηmax =
Vbubbles
Vtot
≈ 0.30. This
value, which represents the intrinsic saturation of our bubble nucleation
algorithm, has been taken as a reference for the definition of a dense and
connected distribution of supercritical bubbles, as discussed above.
The final step is to study the breaking of the remaining intervolume
into liquid nanodroplets. In particular, the remaining liquid phase is still
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connected, but saturated of vapor bubbles that are in touch with each other
along many directions. This 3D problem is rather complex and the adopted
algorithm described below is the choice we made after testing of different
solutions.
In order to separate the intervolumes, a fixed quantity of probe sites
is randomly generated in the liquid volume and for each site the distance
from the first liquid–vapor surface is evaluated along 40 randomly generated
directions. Through a weighted average procedure, a radius is associated to
each site and overlapping liquid spheres are considered as parts of the same
liquid cluster. In this way, a distribution of disconnected liquid clusters is
identified.
In particular, the 3D adopted algorithm, as described above, when trans-
ferred to 2D, gives results easily viewable and checkable as reported in Fig-
ure 4.3.
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Figure 4.3: 2D simulation: supercritical bubbles in white and liquid inter-
volumes with different colors.
4.5 Results and discussion
In Figure 4.4(a), we show the resulting size distributions of bubbles and
droplets, where the physical parameters of silver have been considered (rc =
1.67 nm). We can compare our result with some recent experimental ob-
servation of silver nanoparticles as deposited in vacuum on a substrate and
detected by transmission electron microscopy (TEM) [36], Figure 4.4(b).
The peak in the diameter distribution observed with our simulation is pre-
dicted at about 2.00 nm (1.63 nm if we consider the thermal contraction
from Tpe to room temperature). The experimental histogram shows a peak
diameter of about 5 nm. Some modifications of the distribution are expected
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Figure 4.4: (a) Diameter distribution for Ag (rc = 1.67nm): bubbles
in blue (dashed) and droplets in red (solid). (b) Experimental diameter
distribution of pure metallic Ag nanoparticles, reprinted with permission
from [36] © 2008 Elsevier B.V. All rights reserved.
due to in-flight interactions and shape arrangement after attachment on the
substrate, but the general outcome of this measurement is the observation
of a large relative abundance of nanometer-sized particles, in line with our
simulation.
A more interesting result can be shown if the volume distribution of
the liquid nanodroplets is displayed in a log–log histogram. The 3D liquid
droplet size distribution obtained through our algorithm (see Figure 4.5(a))
is in good agreement with a power law f(N) ∝ N−a where N is the number
of atoms per nanodroplet and the exponent a has been estimated as 1.9. The
power law has been observed in a quite wide range, between 300 and 10000
atoms per droplet. Very recently, a molecular dynamics (MD) simulation
of an aluminum target irradiated with a 100 fs laser pulse has obtained a
detailed result of the size distribution of the ablated atomic clusters [37]. A
power law behavior is observed, with different slopes in different size ranges:
in particular, in the same range studied by our MC method, the exponent
emerging from the MD simulation is a ≈ 1.43, not much different from ours.
In Table 4.4 we summarize some significant results of our model, in a
nanosecond timescale: the estimated temperature ratio for phase explosion,
the critical radius calculated at Tpe, the number of atoms per nanodroplet
for peak-size clusters (rpeak) and the vapor/liquid atomic ratio Nv/Nl, which
expresses the final relative composition of the ablated material. Here we can
see that, for the studied metals, Nv/Nl falls between 30% and 45%. These
estimations are in qualitative agreement with experimental measurements:
a recent paper [38], which deals with femtosecond laser ablation of copper
and gold pure targets in vacuum, reports experimental measurements of
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Figure 4.5: Volume distribution of the nanodroplets: (a) our method,
liquid Al NPs; (b) MD simulation on Al, reprinted with permission from
[37] © Springer–Verlag, 2013. Horizontal blue lines in panel (a) indicate
the bin width, while vertical blue lines are error bars, taken as the square
root of the count.
Metal Tpe/Tc rc (nm) Natom/clust. Nv/Nl
Al 0.91 1.76 145 0.29
Fe 0.92 1.57 114 0.38
Co 0.93 1.54 97 0.41
Ni 0.92 1.42 118 0.33
Cu 0.92 1.49 135 0.31
Ag 0.91 1.67 128 0.32
Au 0.91 1.66 127 0.31
Table 4.4: Parameters estimated at Tpe.
the vapor/total number ratio in the ablated plume. The measurement is
based on emission intensities integrated over all the plume volume and were
performed at different laser fluences. In particular, at high laser fluences
(some J/cm2) the estimation of NvNtot ≈ IatomsItot is almost constant, with values
of about 40% for copper and 8% for gold. These values correspond to NvNl ≈
0.69 for copper and NvNl ≈ 0.09 for gold. It has to be noted that our presented
algorithm is specifically designed to give information only about the phase
explosion mechanism, while of course the experimental values may be the
product of several concurrent phenomena, such as vaporization alone or
spallation.
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4.6 Conclusions
In this chapter, we showed the first promising results of a thermodynamic
modeling of the phase explosion process in metastable liquid metals. We
performed our calculations for seven different transition metals that are
frequently used in laser ablation experiments, to show the generality of our
results. The phase explosion conditions have been discussed, in particular
focusing on nanosecond pulse regime.
Our model was able to describe many aspects of the liquid nanodroplets
directly produced in the external layers of the target through phase ex-
plosion mechanism. In particular, we studied the size distribution of the
produced liquid nanodroplets, which give rise to a significant fraction of
the ablated material. The size distribution function of nanodroplets was
found to fit with a power law in the range between 300 and 10000 atoms per
nanodroplet. Moreover, the experimental observation of nanometer-sized
particles in laser ablation of pure metals can be attributed to solidification
of liquid nanodroplets formed through phase explosion mechanism.
The study presented in this chapter was the starting point for further
developments. In particular, in the following Chapter 5, the description of
the nucleation process will be improved by introducing more complicated
aspects of the growth dynamics of vapor bubbles. Moreover, we will con-
sider more realistic assumptions in our simulations, taking into account a
temperature gradient inside the target and a time dependence.
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Chapter 5
Dynamic simulation of liquid
nanodroplet formation in
PLD
Preview The model presented in Chapter 4 directly links the
theory of homogeneous nucleation to the size distribution of the
liquid nanodroplets that are formed in the phase explosion of met-
als. To that aim, we considered a simplified computational method
which assumed a constant temperature of the target.
Here, we discuss an improved computational approach that re-
moved some of the previous simplifying assumptions. In particular,
in § 5.1 we face the issue of single spherical vapor bubble growth
as function of time in a uniform superheated metal. Moreover, in
§ 5.2 we consider thermal processes occurring at the target surface
under nanosecond laser irradiation.
Our improved computational approach allows us to describe the
formation of liquid nanodroplets through the phase explosion mech-
anism, with temporal and spatial resolution. In § 5.3 we present
the results of dynamic simulations of phase explosion performed
on aluminum. The phase composition of the ejected material is
studied as a function of time during a laser pulse and the size dis-
tribution of the produced aluminum nanodroplets is reported.
The content of this chapter was adapted from:
1. A. Mazzi, F. Gorrini and A. Miotello, Appl. Surf. Sci. (2016),
http://dx.doi.org/10.1016/j.apsusc.2016.09.006
© 2016 Elsevier B.V. All rights reserved.
2. A. Mazzi and A. Miotello, J. Colloid Interface Sci. 489 (2017) 126–130.
© 2016 Elsevier Inc. All rights reserved.
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5.1 Dynamics of vapor bubble nucleation
Remarks on the thermodynamics of liquid metals
The main thermodynamic quantities of liquid metals in the deep metastable
regime were estimated by using semi-empirical scaling laws consistent with
the theory of critical exponents, as discussed in detail in § 4.2. Here, in
addition to the thermodynamic quantities already considered, we also need
a quantitative estimation of the thermal conductivity K and isobaric specific
heat capacity cp,l, both of which depend on the temperature of the liquid
metal.
To find a reliable temperature-dependent expression for the thermal con-
ductivity of metastable liquid metals, we first considered the Wiedemann–
Franz law, which establishes the relation between the thermal conductivity
and the electrical conductivity and which was proven to be valid for Fermi
liquids up to the metal–insulator transition [1]:
Ke
σelT
=
pi2k2B
3e2
= L, (5.1)
where Ke is the electron contribution to the thermal conductivity, σel is the
electrical conductivity, and L = 2.44×10−8 WΩK-2 is known as the Lorentz
number. Then, we adopted the model proposed by Korobenko et al. [2] for
the electrical conductivity of liquid metals at high temperatures, based on
the Drude–Sommerfeld free electron model. Finally, we assumed the thermal
conductivity of liquid metals to be entirely due to the electron contribution,
so that K ≈ LTσel. The effective valence zion, used in this model to relate
the electron and ion number density (ne = zionni), was taken as reported in
Table 5.1.
Provided that the critical behavior of the specific heat capacity at con-
stant volume cv is described by the universal law with the critical exponent
α ≈ 0.1, the temperature dependence of the isobaric specific heat capacity
of the liquid phase cp,l was approximated by a semi-empirical rule [3]:
cp,l (T ) = cp,l (Tm)
(
∆T
∆Tm
)−0.24
. (5.2)
The main parameters used for the estimation of the thermophysical
quantities are summarized in Table 5.1.
Homogeneous vapor bubble nucleation
If we assume that the vapor bubbles nucleated in the metastable liquid are
spherical, we can calculate the critical radius of the vapor bubbles rc (i.e. the
vapor bubbles that are in labile equilibrium with the liquid phase) through
the classical expression of Eq. (4.7).
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Metal Tc ρc pc σm ∆hv (Tb) zion cp,l (Tm)
(K) (kg/m3) (108 Pa) (N/m) (kJ/mol) (J/kgK)
Al 6319 634 3.2 1.05 294 3.0 1070
Fe 8059 1467 5.4 1.909 355 1.21 815
Co 7710 1350 5.4 1.928 375 0.99 780
Ni 7241 2159 6.5 1.834 378 0.95 723
Cu 5741 2363 4.6 1.374 300 1.21 532
Ag 5851 2718 3.3 0.955 255 1.0 260
Au 7003 5066 3.9 1.162 324 1.0 157
Table 5.1: Parameters used for the thermodynamic modeling: temperature,
density and pressure at the thermodynamic critical point [4] (Tc, ρc and pc),
surface tension at the melting point σm [5], enthalpy of vaporization at the
boiling point ∆hv (Tb) [6, 7], effective valence zion [8] and isobaric specific
heat capacity of the liquid phase at the melting point cp,l (Tm) [9–13].
In the following, we will consider the temperature time evolution of the
laser-irradiated metal. In this context, in principle, we cannot assume a
steady homogeneous nucleation process, since the nucleation rate calculated
as in Eq. (4.9) can only be attained asymptotically. Under the fast thermal
processes that occur in the pulsed laser heating of metals, in general, the
characteristic time lag of attainment of the steady-state nucleation should
be taken into account. This time lag is usually expressed as [14]:
τlag =
√
2pim
kBT
4piσpv
(pv − pl)2
. (5.3)
The effective nucleation frequency, J∗, can be found by solving the following
differential equation [15] for a given time evolution of the liquid temperature:
dJ∗
dt
+ τ−1lagJ
∗ = τ−1lagJs. (5.4)
If we assume as a simplifying hypothesis that the liquid temperature is
constantly increasing, with an arbitrary time derivative dT/dt, we can solve
numerically Eq. (5.4) as shown in Figure 5.1.
Single bubble expansion in superheated liquid metal
The dynamics of a single vapor bubble in a homogeneous liquid metal was
studied by adopting the model developed by Lee and Merte [16] for water,
sodium and other low Tb substances. This approach includes the influences of
surface tension, liquid inertia and heat diffusion and consists of the following
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Figure 5.1: Vapor bubble nucleation frequency in both steady and unsteady
cases for aluminum. Three different constant heating rates were considered.
On the right axis, the critical radius is reported in the same temperature
range.
coupled equations:
R
d2R
dt2
+
3
2
(
dR
dt
)2
=
=
Pv(T )− P∞
ρl
− 2σ(T )
ρlR
− 4 µ
ρlR
dR
dt
(5.5a)
∂T
∂t
+ 
R2
r2
dR
dt
∂T
∂r
=
K
ρlcp,l
(
∂2T
∂r2
+
2
r
∂T
∂r
)
. (5.5b)
Eq. (5.5a) is the equation of expansion, where R is the bubble radius,
 = 1− ρv/ρl and µ is the dynamic viscosity defined as:
µ =
1
3
(
2σK
piρlcp,l
) 1
2
ρv
∆hv
K
(T∞ − Tsat)−1
× {ρv [pv (T∞)− p∞]}−
1
4 . (5.6)
Here T∞ and p∞ are referred to the far field, while Tsat is the saturation
temperature corresponding to p∞. On the other hand, Eq. (5.5b) is the
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heat diffusion equation expressed in spherical coordinates and r is intended
as the radial variable, in principle ranging from R to ∞.
The initial conditions are R(t = 0) = Rc, R˙(t = 0) = 0 and T (r, 0) = T∞.
The boundary conditions are fixed by T (∞, t) = T∞(t) for the far field and
by (
∂T
∂r
)
R
=
∆hv
3K
1
R2
d
dt
(
R3ρv
)
(5.7)
at the bubble boundary.
Eq. (5.5a) is solved by means of a fourth order Runge–Kutta method
(see [17] for reference) whose steps are alternated with the solution of the
energy equation, which proceeds through the Forward Time Centered Space
algorithm (FTCS). In our case, Eq. (5.5b) is a nonlinear equation, since
the thermal diffusivity αth = K/ (ρlcp,l) depends on the temperature. The
problem was solved with a regular spatial discretization (spatial index j) and
a variable time step, which was chosen to satisfy the following requirement
for the convergence of the FTCS algorithm [17]:
dt ≤ minj dr
2
2αth,j
. (5.8)
While in the original work of Lee and Merte an arbitrary disturbance was
imposed to initiate the bubble growth, in our study we assumed a con-
stant heating rate, so that the nucleated bubble spontaneously exits from
the metastability, since the critical radius monotonically decreases with the
temperature. This problem was solved for the seven metals considered in this
chapter, by assuming a constant heating rate of either 1011 K/s or 1012 K/s
and an initial temperature at bubble nucleation in the range [0.88, 0.93]Tc.
A typical solution obtained for aluminum is reported in Figure 5.2.
We can see in Figure 5.2 that the bubble expansion with heating at
1012 K/s becomes effective between 50 and 100 ps. This characteristic time
has to be compared with the time duration of the phase explosion process,
which is of about 80 ps at the same heating rate (see Figure 5.3). Figure 5.2
reports the mathematical solution of the system of equations describing
single vapor bubble expansion in a homogeneous liquid, but it is physically
meaningful only when bubble–bubble interactions are negligible and in any
case within the metastable liquid lifetime.
Time resolved homogeneous nucleation
In order to study the relevance of τlag in the time regime of our interest, we
simulated the homogeneous nucleation of vapor bubbles in a liquid metal
whose temperature is increasing with an arbitrary constant heating rate
dT/dt = 1011 K/s or dT/dt = 1012 K/s. These values were selected as
the typical orders of magnitude in the case of nanosecond laser heating of
metals.
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Figure 5.2: Single vapor bubble expansion in Al. The edge of the white
region represents the time evolution of the bubble radius R(t). The contour
plot shows T (r, t) in the liquid phase in the bubble neighborhood.
We developed a time-discretized Monte Carlo (MC) algorithm to sim-
ulate vapor bubble nucleation in a homogeneous metallic cubic system of
volume V = (100 nm)3. The system volume is fixed during the simulation,
while vapor bubble nucleation/expansion cause a concentric distancing of
the other bubbles away from the center of the nucleated/expanded bubble,
according to the difference between the liquid and vapor density; in this way
some peripheral bubbles can leave the cubic system and they are neglected
in the following.
No temperature gradients were considered, to simplify the computation.
An analytical approximation of the solutions of single vapor bubble expan-
sion, obtained as discussed above, was included in the nucleation method in
order to model the bubble dynamics. In this way, at each time step dt (of
the order of 1 ps), a number dN = J∗Vldt of new bubbles is randomly gen-
erated in the residual liquid volume Vl and all the existing bubbles expand.
When two bubbles get in touch, their growth is arrested. The nucleation
continues up to a maximum vapor volume fraction ηmax = Vv/Vtot, which
was of about 0.30, a value that corresponds to a highly connected random
bubble distribution, giving rise to percolation paths of connected bubbles in
the liquid.
The time scale was arbitrarily arranged so that T (t)/t = dT/dt to allow
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Figure 5.3: Vapor volume fraction in aluminum under constant heating at
dT/dt = 1011 K/s (red curve, top axis) and dT/dt = 1012 K/s (blue curve,
bottom axis).
an intuitive time–temperature relation. The MC algorithm of bubble nu-
cleation starts at the melting point Tm of the substance (at t0 = Tmdt/dT )
and continues up to a vapor volume fraction of about 0.30, which is usually
reached at T ≈ 0.92Tc.
In Figure 5.3 we show the time dependence of the vapor volume fraction
in case of homogeneous nucleation under constant heating. This plot proves
that homogeneous nucleation occurs in a very small time interval, of the
order of 80÷500 ps, which corresponds to a temperature interval of 50÷80 K.
This fast nucleation process takes place without a significant time delay, even
if an unsteady nucleation model was chosen. In particular we can observe
that by increasing the heating rate of an order of magnitude, the initiation of
bubble generation is anticipated by an order of magnitude as it is expected
without considering τlag.
The results presented in this section constitute two important elements
in the design of the dynamic simulation described in the following. In par-
ticular, the single vapor bubble dynamics studied above was included in the
simulation of phase explosion, providing a more realistic description of the
generation of a dense vapor bubble distribution. Moreover, the study of
the timing of homogeneous nucleation allowed us to consider a steady-state
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nucleation model in the simulation of nanosecond laser ablation.
5.2 Thermal processes in the nanosecond laser ab-
lation of aluminum
Heat diffusion problem
In this chapter, we consider as sample target a rectangular cuboid, with a
square section of 100 nm side and an extension of 10 µm along the z axis,
normal to the target surface. We assume the lateral size of the system to be
small compared to the lateral temperature gradients, so that the tempera-
ture only depends on the distance from the outer surface. The space–time
resolved simulations were performed on aluminum.
With this hypothesis, we numerically solved the 1D heat diffusion prob-
lem expressed by the nonlinear partial differential equation:
∂T
∂t
=
∂T
∂z
(
αth
∂T
∂z
)
+ S(z, t), (5.9)
where αth is the thermal diffusivity and S(z, t) represents the heat source
term. Since our interest was just to study the ablation dynamics in a
time evolving medium with physically reasonable spatial gradients, we con-
sidered the following simplifying assumptions: (1) the initial temperature
is the melting point T0 = Tm, (2) the heat source term has Gaussian
time-dependence and an exponential spatial dependence following the Beer–
Lambert law with a fixed absorption depth δ = 20 nm[18]. The pulse dura-
tion was taken as 20 ns FWHM.
Eq. (5.9) was solved using the boundary conditions T∞ = Tm for the
far field and K ∂T∂z
∣∣
z=z0
= ρcp,lS(z0)δ − ρul∆hv at the liquid free surface
z0, which was taken as the origin of z axis. Here, ul is the surface reces-
sion velocity due to vaporization, calculated as described in the following
paragraph.
The heat equation was numerically solved through a Forward Time Cen-
tered Space (FTCS)[17] algorithm using a non-uniform 1D grid with 140
spatial elements with size increasing with the cubic power, while moving
inwards. The size of the time increments was determined step by step in
order to satisfy the convergence of the FTCS algorithm:
dt ≤ minj
dz2j
2αj
, (5.10)
where j is the spatial index. The typical temperature evolution during a laser
pulse is presented in Figure 5.4 in the case of laser fluence F = 3 J/cm2.
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Vaporization
The vaporization process was modeled according to the work of Kelly [19],
by considering the evolution of the vaporized material from the Knudsen
layer (KL), where the vapor atoms thermalize, to the UAE that leads the
sputtered material away from the target. That method assumes the flow
velocity at the boundary of the KL to be equal to the speed of sound:
uK ≈
(
γkBTK
m
)1/2
=
(
5kBTK
3m
)1/2
, (5.11)
where the subscript K refers to the KL outer boundary and the heat capacity
ratio is assumed to be γ = 5/3. Moreover, the temperature and density jump
across the KL is given by:
TK = 0.669Ts, ρK = 0.308ρs, (5.12)
where Ts is the liquid surface temperature while ρs indicates the saturated
vapor density at Ts. This model of vaporization is consistent with the nu-
merical results of Knight [20] and allows an estimate of the surface recession
velocity of the liquid surface ul by simply applying the conservation relation
ρlul = ρKuK .
Finally, we assumed the recoil pressure on the liquid exerted by the
vaporized material to be pl = 0.55ps(Ts) in the case of intense vaporization
[20, 21] as we did in Chapter 4.
Computational framework and phase explosion
The temperature and the thermodynamic quantities were considered uni-
form within each discrete layer. The solution of the heat equation proceeded
together with the calculation of the vaporization rate from the surface, given
by the surface recession velocity discussed above. In the light of the discus-
sion of § 5.1, here we assumed steady homogeneous nucleation. In particu-
lar, the nucleation rate was calculated in each layer at any time through the
steady nucleation formula of Eq. (4.9) and, when it was not zero in the con-
sidered layer volume, the bubbles were randomly generated, initially with
the critical size [4].
When the full depth of a layer was vaporized or when the volume fraction
occupied by the vapor bubbles reached the maximum value ηmax, the layer
was removed and the relative amount of vapor and liquid was computed as
atomic percentage. As a result, we can estimate the relative ablation rate
of vapor and liquid nanodroplets as a function of time, during a laser pulse.
At the end of the simulations, the distribution of the nucleated vapor
bubbles over all the target depth was taken as a whole and the residual
liquid inter-volumes were identified through the MC algorithm described in
Chapter 4.
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Figure 5.4: Time dependence of the incoming power density and contour
plot of the temperature of liquid Al as a function of time and depth obtained
in the case of laser fluence of 3 J/cm2.
5.3 Results and discussion
The laser ablation simulation described above was executed with different
energy fluences, ranging from 1.5 J/cm2 to 4 J/cm2, with the thermophysical
parameters of aluminum.
In order to give the relevant orders of magnitude that emerge from our
numerical solution of the heat diffusion equation (5.9), here we report the
maximum space and time derivatives of the temperature. In the case of
F = 4 J/cm2, which gives the most extreme heating among our simulations,
we found ∂zT . 1010 K/m and ∂tT . 4× 1011 K/s evaluated at the target
surface. In particular, the order of magnitude of the time derivative allows
us to consider the steady-state nucleation model discussed above.
Homogeneous nucleation was found to be detectable at temperature
larger than 0.90Tc, as it is widely accepted in literature. In this way, we
can have an idea of the space–time evolution of the nucleation process by
looking at the temperature color map reported in Figure 5.4.
The nucleation–vaporization method described in § 5.2 was used to cal-
culate the total ablation yield, which was reported in the inset of Figure 5.5
as a function of the energy density absorbed by the target.
From Figure 5.5 we can observe how the vapor–nanoparticle mixture
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Figure 5.5: Ablation rate calculated for vapor (dashed, red) and nan-
odroplets (solid, blue), expressed as surface recession velocity. The data
obtained at F = 3.5 J/cm2 are reported as a function of time. Inset: total
ablation yield normalized to the value obtained at the maximum investigated
fluence (4 J/cm2).
is generated as a function of time in our simulation. As we can expect,
homogeneous nucleation occurs promptly during the laser pulse and in this
way the liquid NPs are emitted through the phase explosion process. Indeed,
as discussed in § 5.1, the phase explosion process only takes a fraction of
nanosecond in a liquid metal that is led at T & 0.90Tc through a nanosecond
heating process.
In the case shown in Figure 5.5 (F = 3.5 J/cm2) the nanodroplet for-
mation process continues for several nanoseconds, during flattop surface
heating, and in this way some surface layers are sequentially removed. On
the other hand, the vaporization process occurs in a significantly broader
temperature range, and correspondingly in a larger time interval.
As in Chapter 4, the size distribution of the liquid nanodroplets formed
in the phase explosion process was derived. Only the liquid layers with fully
established nucleation (η ≈ ηmax) were taken into account in this plot. Here
we can see the droplet size histogram in a log–log plot (Fig. 5.6), which shows
a power scaling law for particles containing 103÷104 atoms. The power law
distribution in this case can be expressed as f(N) ∝ N−2.05, where N is the
number of atoms per cluster. Interestingly, the exponent seems to be quite
independent on the laser fluence, since the result was the same both in the
case of F = 3.0 J/cm2 and F = 4.0 J/cm2.
This rule is consistent with our recent results obtained in the absence
of spatial gradients [4] and also with the results of a molecular dynamics
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simulation at F = 3.0 J/cm2. Horizontal blue lines indicate the bin width,
while vertical blue lines are error bars, taken as the square root of the count.
approach that described femtosecond laser ablation of aluminum [22].
To our knowledge, there have been some attempts to find an analogous
scaling law for the size distribution of the metal NPs deposited through
femtosecond laser ablation [23], although with poor statistics. On the other
hand, these studies are missing in the case of nanosecond lasers.
In the size distribution of aluminum NPs, both in the case of F =
3.0 J/cm2 and F = 4.0 J/cm2, the average number of atoms per cluster
was of about N¯ = 450 atoms, while the average particle size, calculated as
the diameter of a spherical equivalent particle at room temperature1 was of
about d¯ = 3.2 nm.
This average size of the liquid nanodroplets directly ejected from the
target is consistent with the experimental observations of pure metal NPs
synthesized by pulsed laser deposition in high vacuum using nanosecond
laser pulses [24, 25].
In order to graphically show the spatial 3D distribution of the identified
liquid nanodroplets, we report two scatter plots in Figure 5.7 representing
the liquid NPs found in the simulations at F = 2.5 J/cm2 and F = 3 J/cm2.
In our MC method for liquid inter-volume identification the nanodroplets
are reconstructed as clusters of spherical liquid volumes trapped between the
nucleated vapor bubbles. Here the spheres belonging to the same cluster are
plotted in the same color that depends on the cluster size, calculated as the
diameter of an equivalent spherical nanoparticle.
In the frame reported in Figure 5.7 the z axis points outwards from
the target surface, which was moved in the negative direction during the
simulation due to vaporization and phase explosion. In this way, the droplets
1solid density of Al at room temperature ρs = 2.7 kg/m
3.
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Figure 5.7: Liquid nanodroplets 3D distribution obtained in the simulation
at F = 3 J/cm2. The nanodroplets are reported as clusters of spheres. The
droplet color depends on the cluster size.
observed at larger z were formed before that at smaller z.
We can see that the larger clusters are formed as non-spherical agglom-
erates that will eventually evolve to spherical NPs, to minimize the Gibbs
free energy, during their flight away from the target or on the substrate.
5.4 Conclusions
In this chapter, we have shown the potentiality of a computational model
based on a continuum approach to describe the laser ablation dynamics of
metals, focusing on phase explosion. The continuum approximation is al-
lowed in the local thermal equilibrium conditions that are obtained through
nanosecond pulse laser heating. On the other hand, in the case of ultrafast
laser pulses, the molecular dynamics approach is able to reach very refined
results [26].
Our computational method simulates the laser heating of a bulk alu-
minum target with a 20 ns FWHM laser pulse. By assuming a large spot
size compared to the depth involved in the thermal processes, we neglected
the temperature gradients in the plane of the target surface and we applied a
standard numerical procedure to solve the 1D heat diffusion equation, which
provides us the space–time temperature dependence (see Figure 5.4).
Vaporization from the target surface was evaluated through the model
of UAE developed by Kelly [19], while the homogeneous nucleation of vapor
bubbles in the metastable liquid aluminum was simulated in the framework
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of the classical nucleation theory.
The size distribution of the liquid NPs formed in the phase explosion
process was found to obey a power law in the range between 103 ÷ 104
atoms per NP. This is essentially in agreement with the results of Chap-
ter 4, although the target inhomogeneity that was considered in the present
chapter caused a broader dispersion of the vapor bubble size, thus producing
relatively larger liquid nanoclusters, a result more close to the experimental
data.
The present study proves that the homogeneous nucleation process lead-
ing to phase explosion occurs promptly during nanosecond laser irradiation,
without significant time delay (see Figure 5.5). Thus, even if the ablation
plume expansion and nanoparticle ejection is sometimes observed with a
time delay in the experiments [27, 28], this should be ascribed to hydrody-
namic mechanisms rather than to the phase explosion phenomenon itself.
In the future, we would like to study the ejection of larger liquid clus-
ters from the target surface at the late stages of the thermal relaxation [29],
by considering the hydrodynamic mechanisms that can occur with signif-
icant time delay respect to the laser pulse. Moreover, we want to find a
physical criterion for choosing the maximum vapor bubble packing fraction
ηmax, which is an important trigger parameter for our simulation of phase
explosion.
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Chapter 6
Sputtering deposition of
Sn-doped hematite anodes
for water oxidation
Preview Hematite as anodic material in electrocatalysis and pho-
toelectrochemical cells has currently limited applications because of
its poor electric properties. To overcome this issue, doping has been
applied with some success and high-temperature (800◦C) treatment
on fluorine doped tin oxide substrates, leading to tin-doping, is now
a widely employed procedure to activate hematite anodes.
In this chapter, we present a procedure for the synthesis of
tin doped crystalline hematite through radiofrequency magnetron
sputtering performed at room temperature. Our method is able to
isolate the effect of doping from those of morphology and crys-
tallinity, thus allowing a systematic study of the effects of tin
doping on the structural, optical and electrochemical properties
of hematite thin films. In our case, tin doping leads to improved
conductivity and to a decreased (up to 1 order of magnitude) in-
terfacial charge transfer resistance, as revealed by electrochemical
impedance spectroscopy.
The content of this chapter was adapted from:
M. Orlandi, A. Mazzi, G. Arban, N. Bazzanella, P. Rudatis, S. Caramori, N.
Patel, R. Fernandes, C. A. Bignozzi and A. Miotello, Electrochimica Acta
214 (2016), pp. 345–353.
© 2016 Elsevier Ltd. All rights reserved.
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6.1 Introduction
In recent years iron oxides, conjugating Earth-abundance and high market
availability with their non-toxic and environmentally friendly nature, have
attracted considerable attention for applications in catalysis where scalabil-
ity [1, 2], is a central goal. Iron(III) oxide, in particular amorphous iron
oxide (a-Fe2O3) and hematite (α-Fe2O3), has shown promising results as
anodic material in electrochemical and photoelectrochemical water splitting
cells [3–8], where it performs the oxygen evolution reaction (OER).
Hematite electrical properties are however far from ideal and severely
limit its application as anodic material: in bulk form it is a Mott insulator,
with resistivity of up to 1012 Ωcm and poor carrier mobility, especially for the
hole minority carriers, for which it has a diffusion length of about 2÷ 4 nm
and a recombination lifetime in the ps range [9]. Among the strategies
adopted to tackle these issues, nanostructuring features prominently [10–
12]. In the past, doping by a variety of metals (Ti, Zr, Hf, V, Nb, W,
Tl, Pb, Ge, Ce, Pt) has also been explored with mixed results [13]. The
notable exception has been doping with a noble metal (Pt) which, along
with surface modification with a cobalt phosphate co-catalyst, registered
the highest photocurrents at now for a hematite based photoanode [14].
Recently, high temperature (800◦C) thermal treatment of hematite pho-
toanodes on fluorine doped tin oxide (FTO) substrates has been observed
to greatly improve photocurrents and the effect has been attributed, among
other factors, to tin doping by diffusion from the substrate [3, 4]. Tin is in
itself a cheap, Earth-abundant and non-hazardous metal, which would be a
viable choice as a dopant. Although the tin doping procedure by annealing
has become a widely employed method to activate hematite photoanodes
[3, 15, 16], the current high temperature approaches are not ideal to inves-
tigate the nature and role of tin doping since the conditions required for
incorporating tin into the crystalline hematite affect simultaneously various
properties, such as the surface morphology and crystallinity of the hematite
film as well as the conductivity of the FTO substrate, which play a critical
role in determining the overall electrode performance in photoelectrochemi-
cal and electrochemical reactions. Additionally, the FTO resistivity has been
reported to significantly increase above 600÷700◦C and most glass supports
will undergo softening and warping with loss of their mechanical properties
[17, 18]. The high temperature treatment is also not convenient in view of
the scale-up to an industrial fabrication process, since it is energy-intensive
and can damage both the electrode supports and substrates.
In this chapter, we discuss the systematic study of the effects of tin
doping on hematite thin films, with respect to structural, optical and elec-
trochemical properties, investigating the catalytic performance towards the
OER in a water splitting cell. The method chosen for the hematite syn-
thesis is RF-magnetron sputtering (RF-MS), a physical vapor deposition
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technique that allows to carefully control the amount of introduced dopant.
Using RF-MS we developed a fabrication process to obtain hematite films
with a Sn content in the range 1 ÷ 12 atomic %, as estimated by energy
dispersive X-ray spectroscopy (EDS), which are already crystalline at room
temperature, thus eliminating the need for a post-deposition thermal treat-
ment. Therefore, we could study the effect of increasing tin content without
changing morphology and crystalline phase, thus decoupling the influence of
surface modification and recrystallization, which normally take place at high
temperature. While surface morphology remains substantially unaltered, as
revealed by scanning electron microscopy, a hematite lattice distortion re-
sulting in an increasing cell volume, roughly linear with the tin content, is
revealed by X-ray diffraction, µ-Raman and XPS spectroscopy.
Optical properties are deeply affected as well, with absorption spectra
systematically extended in the UV–VIS range, following a decrease of the
optical bandgap of up to 0.45 eV for the highest tin content. The electrode
metrics with respect to water oxidation are also influenced by tin doping,
leading to less positive overpotentials, shifted by as much as 60 mV, and
halved Tafel slopes, yielding values that are comparable with those of state-
of-the-art amorphous metal oxides and mixed-metal oxides or cobalt phos-
phates (Co-Pi) [5, 19]. In this case, the effect of tin doping is substantially
an improvement of the film conductivity, which reflects in a decreased charge
transfer resistance, as revealed by electrochemical impedance spectroscopy
(EIS).
6.2 Experimental section
Synthesis
Pure and Sn-doped α-Fe2O3 thin films were synthesized through RF-MS.
The vacuum chamber was evacuated to a pressure lower than 4×10−7 mbar
before deposition and a working pressure of 8×10−3 mbar was then obtained
through an argon (99.99% purity) flux. An iron oxide disk was used as
target (Sematrade, 99.5% purity Fe2O3, 10 cm diameter). The argon plasma
was maintained through a RF power source working at 90 W, 13.56 MHz.
Substrates to target distance was fixed at 6.0 cm and the substrate holder
was kept swinging in front of the target in order to improve film homogeneity.
Crystalline hematite deposition was achieved without applying exter-
nal substrate heating and without post-deposition treatments. The sub-
strate temperature was monitored using a thermocouple in contact with
the metallic substrate holder: during deposition, substrate temperature was
weakly increasing and it reached approximately 60◦C after 90 min deposi-
tion. In order to remove surface contaminations from the target, a 20 min
pre-sputtering treatment was performed before deposition at slightly higher
argon pressure (1 × 10−2 mbar). This simple and quick way to synthesize
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Figure 6.1: Target arrangement and picture of the FTO/hematite electrodes
with variable Sn amount. The light purple circle represents the plasma
track. The black dots correspond to Sn spheres positions. These target
configurations resulted in 0, 1.9, 3.0, 6.2, 7.7, 9.5, 12.4 Sn nominal atomic
percentage, respectively.
crystalline hematite was chosen after systematic variation of the sputtering
parameters (RF power, pre-sputtering, argon pressure, substrate tempera-
ture).
The same deposition parameters and procedure were employed to obtain
tin-doped hematite: in that case, a variable number of metallic Sn spheres
were placed on the iron oxide target, close to the circular erosion profile (see
Figure 6.1).
Compact crystalline hematite films were deposited on 99.99% pure p-Si
(100) slides and on fluorine doped tin oxide (FTO) coated glass electrodes.
FTO-coated glass samples were cut as 15×25 mm slides and during sputter-
ing deposition a small portion of the FTO area was hidden by an aluminum
foil in order to preserve a free FTO contact. In order to perform structural
and crystallographic characterization, thick films were grown on Si (about
1 µm, through 155 min deposition process), while 200 nm thick hematite
films were deposited on FTO electrodes through 31 min sputtering.
Material characterization
Pure and tin-doped hematite films deposited on Si slides were analyzed
through scanning electron microscopy (SEM-FEG, JSM 7001F, JEOL) at
20 keV electron beam energy. In order to evaluate dopant amount, energy
dispersive X-ray spectroscopy was employed (EDS, INCA PentaFET-x3).
The vibrational modes and short-range order of films deposited on FTO
substrates were studied via Raman spectroscopy, using a Labram Aramis
Jobin–Yvon Horiba µ-Raman apparatus equipped with a He–Ne laser source
(λ = 632.8 nm). Furthermore we studied prevalent crystallite orientation
and long range order of thick films deposited on Si substrates through X-ray
diffraction (XRD) in Bragg–Brentano θ − 2θ configuration, exploring the
10◦ ÷ 100◦ 2θ range with a step size of 0.05◦ and a scan rate of 0.01◦/s.
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Figure 6.2: Electrical model used to fit EIS data.
As X-ray source for XRD analysis we employed the monochromatic Cu Kα
emission (λ = 1.5414 A˚).
X-ray photoelectron spectroscopy (XPS) was acquired by our collabora-
tors at the University of Mumbai using a PHI 5000 VersaProbe II equipped
with a monochromatic Al Kα (1486.6 eV) X-ray source and a hemispherical
analyzer. Electrical charge compensation was required to perform the XPS
analysis. The sample was analyzed at the surface (without pre-sputtering),
after sputtering for 2 min with a 1 kV Ar beam and after sputtering for
8 min to reach the bulk of the samples. All the binding energies (BE) were
referenced to the C1 s peak at 284.8 eV and reference BE are reported as
the average value of all references included in the NIST X-ray Photoelectron
Spectroscopy Database [20].
The effect of doping on optical properties of hematite was investigated
through a UV-VIS-NIR absorption spectrophotometer (Varian Cary 5000
UV-VIS-NIR absorption spectrometer).
Electrochemical measurements
Electrochemical and photoelectrochemical measurements were performed
with an Eco Chemie Autolab PGSTAT 302/N apparatus in a three-electrode
cell composed of a saturated calomel electrode (SCE, 0.244 V versus stan-
dard hydrogen electrode SHE) as reference, platinum counter electrode and
a 1 M KOH electrolyte solution (pH 14). Glass/FTO/hematite samples were
used as working electrodes (1 cm2 active area). Copper tape was applied
to the bare portion of FTO in order to optimize electrical connection with
the electrode holder. Linear sweep voltammetry (LSV) measurements were
collected with scan rate of 10 mV/s in static solution, with applied iR com-
pensation. For photoelectrochemical measurements the illumination source
was an ABET solar simulator (AM1.5G, 100 mW/cm2).
Electrochemical impedance spectroscopy (EIS) measurements were car-
ried out in aqueous 2 M KOH in the dark, by applying a sinusoidal 10 mV
perturbation in the frequency range between 105 and 10−2 Hz. In order to
address the kinetics of the faradaic processes, experiments were carried out
by sampling the rising part (0.6÷1 V vs SCE) of the j−V curves at 50 mV
intervals.
A good fit of the impedance data was achieved with the model reported
in Figure 6.2 where R1 accounts for the ohmic contribution of the electro-
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Sn/(Sn+Fe) at.% (±0.1) 1.2 1.9 3.0 6.2 7.7 9.5 12.4
Table 6.1: EDS Results.
chemical cell (contact and solution resistance) the R3/CPE2 mesh mod-
els the electrolyte/hematite interface and R2/CPE1 describes the depletion
layer, which should develop in the relatively compact micrometric hematite
layers under study. CPE is the constant phase element modeling the non
ideal electrochemical capacitance. In our case, the CPE exponent was al-
ways comprised between 0.85 and 0.98. EIS experiments were carried out
by our collaborators at the University of Ferrara.
6.3 Results and discussion
Film deposition and morphology
Pure and tin-doped hematite was deposited on Si and FTO-coated glass
slides. Tin doping in the percentage range 1÷12% (expressed as Sn/(Sn+Fe)
atomic ratio) was obtained by placing on the Fe2O3 target a variable number
of metallic Sn small spheres (of about 50 mg weight and of the same size)
as shown in Fig. 6.1.
While Sn spheres were usually placed on the plasma erosion profile,
1.2 at.% Sn-doped samples were obtained by placing two Sn spheres about
5 mm outside the plasma track. The picture of a set of samples with in-
creasing dopant loading (Fig. 6.1) clearly shows the color change due to tin
doping. Tin percentage was evaluated by EDS measurements and the results
are summarized in Table 6.1.
α-Fe2O3 and Sn-doped α-Fe2O3 films about 1.2 µm thick were deposited
on Si slides. The deposited film showed a compact structure with jagged
surface morphology (Fig. 6.3). The nearly constant film morphology, to-
gether with its compactness, allows us to study the role of dopant loading
on electrochemical and optical properties decoupled from morphology ef-
fects. It is worth noting that usual experimental procedures to synthesize
Sn-doped hematite such as chemical preparation routes and the annealing of
pure hematite films on tin-containing substrates generally cause significant
morphological modifications [3, 4, 21, 22].
Raman spectroscopy
Thin films with variable Sn loading deposited on glass–FTO substrates
showed the presence of hematite Raman response (Fig. 6.4). The spec-
tra showed the vibrational modes of hematite, in particular two A1g modes
(219.6 and 492.3 cm−1) and five Eg modes (236.5, 282.7, 295.2, 395.9 and
596.0 cm−1). A peak was also detected at 660 cm−1 and it can be explained
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Figure 6.3: (top) Cross section and top view SEM images of pure α-Fe2O3
deposited on silicon; (bottom) Top view SEM images of 6 at.% and 12 at.%
tin-doped α-Fe2O3.
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Figure 6.4: µ-Raman spectra of pure and tin-doped hematite films on
glass/FTO substrates.
as the activation of the Eu longitudinal optical mode, which is IR active and
appears due to the disorder in the hematite lattice [23].
The different intensities and the broadening of the Raman active modes
can be explained through a combination of several factors: stress induced
by the presence of Sn, size of the crystallites, film thickness. In our case,
the crystallite size, as estimated from XRD peaks broadening by using the
Scherrer relation, does not vary significantly and no systematic behavior due
to the progressive presence of Sn can be recognized. Since film thickness is
kept constant, we consider lattice distortion caused by doping as the main
reason for the broadening of the Raman peaks.
X-ray diffraction
XRD analysis proved the presence of hematite hexagonal structure as the
sole detectable crystalline phase in the deposited films. Rietveld refinement
was performed with the Maud software [24], using a March–Dollase texture
profile about the (300) hematite plane to account for preferential orientation.
The (300) plane, detected at 64.02◦ in the pure hematite sample, appeared to
be the preferred one, allowing good signal fitting for all the dopant loadings.
On the other hand, on the base of our analysis, the (110) reflection
resulted to be always in minority, though present in all the spectra (Fig. 6.5).
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Figure 6.5: XRD spectra of pure and tin-doped hematite (the plot is limited
to the range with significant signal). The most intense peaks correspond
to (104), (110) and (300) planes. The inset shows (300) peak shifting with
different Sn at.%.
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Sn % a (A˚) c (A˚)
0 5.0331±0.0003 13.843±0.005
1.2 5.0391±0.0005 13.826±0.005
1.9 5.0395±0.0003 13.818±0.004
3.0 5.0450±0.0003 13.81±0.01
6.2 5.0564±0.0003 13.80±0.01
7.7 5.0613±0.0004 13.771±0.006
9.5 5.0673±0.0004 13.771±0.004
12.4 5.0769±0.0005 13.768±0.004
Table 6.2: Calculation of cell parameters from XRD analysis. b is not re-
ported, since a = b.
Since hematite shows a highly anisotropic conductivity and (110) orientation
has been proved to be the most favorable one in hematite photoanodes [25],
this could explain the absence of a significant photocatalytic activity of our
electrodes deposited on FTO.
The phase composition of the films was studied by using as reference the
crystalline structures of hematite (Fe2O3) and cassiterite (SnO2) taken from
Maud structure database [24] and from the Crystallography Open Database
[26], respectively. The Rietveld analysis performed on the diffraction spec-
trum of the 12.4 at.% sample including the two phases showed that the
eventual amount of tin oxide as a distinct phase is below the technique
resolution.
Peak positions and relative intensities undergo slight modifications with
increasing dopant amount. The cell parameters a and c were extracted from
the Rietveld analysis discussed above. The fitting parameters are reported
in Table 6.2. As displayed in Fig. 6.6, the hematite hexagonal structure is
strained by tin loading, with a progressive elongation of a and b parameters,
and contraction of c. The result of the lattice distortion is an approximately
linear growth of cell volume as a function of the dopant concentration, as
clearly shown in Fig. 6.6(b). In conclusion, XRD characterization proves
that in our samples tin atoms are substitutionally located in the hematite
lattice.
XPS analysis
XPS spectra were taken both at the surface and in the bulk of the films
to investigate the oxidation state of tin and iron. While it is not possible
to distinguish between Sn2+ and Sn4+ due to the strong overlap of their
signals [27, 28] (Sn3d5/2 BE= 486.5 ± 0.6 eV and BE= 486.6 ± 0.3 eV,
respectively), the presence of metallic Sn (BE= 485.0± 0.5 eV) [20] can be
considered negligible even for the highest tin content films.
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(b)
Figure 6.6: (a) Cell parameters a and c extracted from Rietveld refinement
of XRD spectra. (b) Cell volume relatively to pure hematite.
88
Figure 6.7: Absorbance spectra of pure and tin-doped hematite films on
glass/FTO substrates.
Only Fe(III) is detected but, in comparison to pure hematite, the BE
for Fe2p signals (Fe2p3/2 peak BE= 710.2± 0.5 eV and Fe2p1/2 peak BE=
723.7±0.5 eV) [20] are positively shifted by 0.65÷0.85 eV for all the Sn doped
samples. These results indicate that Sn is substitutionally incorporated in
the hematite lattice, thus altering the chemical environment of Fe and are
in good agreement with XRD and µ-Raman.
Optical properties
UV-VIS-NIR absorption spectroscopy allowed us to study the effect of tin
doping on hematite optical properties (Fig. 6.7). The samples with high
Sn at.% (& 6 at.%) show an improved absorption in the entire investigated
range and present a progressive absorption range extension toward the in-
frared region. In order to quantify the absorption range extension, Tauc
analysis was performed for both direct and indirect transitions, both of
which are reported in literature for hematite [13]. The absorption coeffi-
cient was calculated as a = A/dlog10e, where A is the absorbance and d the
thickness of the film.
Tauc plots in Fig. 6.8 display the quantity (ahν)1/r as a function of
photon energy, where r = 1/2 for direct transitions and r = 2 for indirect
transitions. The linear fits that allow us to estimate the optical band gap
were carried out in the range 2.27÷2.42 eV and 2.40÷2.60 eV for direct
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(a) (b)
Figure 6.8: Tauc plots for the direct (a) and indirect (b) optical bandgap.
Sn % 0.0 1.2 1.9 3.0 6.2 7.7 9.5 12.4
Direct Eg (eV) ±0.02 2.19 2.19 2.19 2.19 2.18 – – –
Indirect Eg (eV) ±0.01 1.64 1.66 1.65 1.64 1.57 1.48 1.29 1.19
Table 6.3: Direct and indirect optical bandgaps.
and indirect transitions, respectively. In the case of high Sn loading (8, 10,
12 at.%) a direct transition was not clearly observed. In Table 6.3, we show
the calculated band gaps and especially in the case of indirect transition it
is possible to observe a clear band gap reduction of about 0.45 eV at high
tin at.%.
In conclusion we experimentally proved that intermediate doping (≈
6 at.% Sn) causes band gap reduction due to formation of sub-band gap
states originated by the introduction of dopant atoms, while at higher Sn
percentage the band structure is more deeply altered by the disappearance
of the direct transition. These results are in agreement with recent compu-
tational work on tin-doped hematite [29].
Electrochemistry
The hematite and tin-doped hematite films deposited on FTO electrodes
were tested for electrochemical and photoelectrochemical water oxidation
in a three-electrode configuration cell. Before measurement, the electrodes
were subjected to voltammetry cycles in the potential range -0.24÷ 1.76 V
versus SCE in order to obtain a stable response and to remove eventual
surface impurities. The j−V characteristics under dark conditions with iR
compensation are shown in Fig. 6.9, with the inset showing Tafel plots. The
electrode metrics obtained by Tafel analysis (overpotential at j = 1 mA/cm2
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Figure 6.9: LSVs under dark conditions of pure and tin-doped hematite
films deposited on FTO electrodes. iR compensation was applied. In the
inset, the same data are displayed as a Tafel plot.
Sn % 0.0 1.2 1.9 3.0 6.2 7.7 9.5 12.4
η (mV) ±5 498 446 449 445 441 453 463 468
b (mV/dec) ±0.3 102 56.8 48.4 55.5 47.9 49.5 49.0 50.3
Table 6.4: Onset overpotential η (j = 1 mA/cm2) and Tafel slope b.
and Tafel slopes) are summarized in Table 6.4. It is immediately evident
that all Sn:Fe2O3 are better OER catalysts than their undoped counterpart,
with the best performance for Sn concentration in the range 2÷6 at.% Sn.
In particular, the best results were found for the 6.2 at.% sample, which
exhibits 441 mV overpotential at 1 mA/cm2 and 48 mV/dec Tafel slope
(see Table 6.4 for details).
It is worth noting that the high Tafel slope of the pure hematite film
is halved by introducing Sn: this result has to be attributed to doping
since the films have negligible difference in terms of surface morphology,
crystallite orientation and film thickness. The electrocatalytic activity of
the tin-doped hematite compact films deposited by RF-MS are comparable
with that of nanostructured amorphous Fe2O3 thin coatings synthesized by
pulsed laser deposition [6] (η = 497 mV at 0.2 mA/cm2, b = 35.6 mV/dec)
or photochemical metal-organic deposition [5] (η = 400 mV at 0.5 mA/cm2,
b = 40 mV/dec). This is remarkable for compact bulk-like films as the ones
under study and indicates great potential for improvement by introducing
nanostructuring.
The reason for the enhanced OER catalysis performance lies essentially
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Figure 6.10: (a,b) Individual resistive contributions vs applied voltage in
unmodified hematite and 6.17 at.% Sn-doped anodes. (c,d) Reciprocal of
the individual resistances (R−1i ) and their sum (R
−1
TOT, green upside-down
triangle) compared to δi/δV (grey line). 2 M KOH. Inset: magnification of
the δi/δV vs R−1TOT plot.
in a significant reduction of both the R2 resistance and the charge transfer
resistance (R3), consistent with both improved conductivity and better elec-
trocatalytic ability of the tin doped hematite films (Fig. 6.10) where each
resistive element (R1, R2 and R3) is plotted as a function of the applied
potential. In both unmodified hematite (Fig. 6.10(a)) and in the 6.17 at.%
(Fig. 6.10(b)) Sn doped sample the ohmic resistance accounting for the cell
resistance is essentially the same, ca. 20Ω, expectedly independent from
the potential, and in agreement with the typical ohmic resistance of the
FTO back contact. In both substrates R3 decreases exponentially with the
applied potential, in agreement with the high field approximation of the
Butler–Volmer equation, and was thus assigned to the charge transfer re-
sistance (RCT), being about one order of magnitude larger in unmodified
hematite with respect to the best performing Sn doped sample.
In the pure Fe2O3 electrode, R2 represents the major resistive contri-
bution and decreases exponentially with the applied potential, while in the
6.17% Sn doped sample this contribution is the smallest and is substantially
independent from the potential. The summed individual resistive contribu-
tions describe both qualitatively and quantitatively well the j − V response
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of the electrode, as can be appreciated from Fig. 6.10(c) and (d), where
the derivative of the current–voltage curve is compared to RTOT where
RTOT =R1+R2+R3. It can be clearly observed from Fig. 6.10(b) and (d)
that in the doped sample it is the ohmic R1 (principally the resistance of
the ohmic collector) the dominating factor in controlling the j−V response
of the cell, whereas R2 and R3 are on average less than 10 times smaller
than the former. By contrast, in the unmodified sample, the electrochemi-
cal response is largely limited by both the R2 component and by the charge
transfer resistance (R3), with the three resistive contributions becoming rel-
atively comparable in magnitude only at strong positive potential, i.e. for
V> 0.9 V vs SCE.
A contribution to the improved conductivity in tin-doped hematite may
arise from a reduction of the effective electron mass, as these are inversely
proportional quantities for an n-type semiconductor. As recently predicted
by theoretical modeling based on first-principles calculations [29], tin doping
in the range 1 ÷ 16 at.% is indeed expected to induce a decrease in the
effective electron mass irrespective of the Miller plane considered.
Despite the enhanced light absorption properties discussed above, all
these electrodes did not show a satisfactory photocurrent response if com-
pared to nanostructured films with optimized morphology. This has to be
attributed to a combination of film thickness, compact morphology and
unfavorable crystallite orientation. In fact, it is known in literature that
non-porous hematite films with thickness of some micrometers can show
significant photocurrents [30] and that crystallite prevalent orientation can
determine the photocatalytic activity [25] by overcoming the issue of the
small carrier diffusion length of hematite with a preferential charge trans-
port toward the desired direction.
In addition, constant potential electrolysis carried out on the 7.7 % Sn-
doped sample at 1 V versus SCE in 1 M KOH (Fig. 6.11), without iR
compensation, showed a current variation smaller than 3% during a 120 min
test, testifying an appreciable film stability.
6.4 Conclusions
In this chapter, we described a synthetic procedure for tin-doped hematite
based on RF-MS and proceeded to fabricate thin films with a controlled
content of Sn in the range 1 ÷ 12 at.% (Sn/Sn+Fe). This procedure is in
itself an advancement over current fabrication techniques since crystalline
tin-doped hematite could be obtained at room temperature, without rely-
ing on energy-intensive and potentially substrate-damaging post-fabrication
thermal treatments. Moreover, this allowed us to systematically vary the Sn
content without significantly altering the surface morphology and the crystal
phase of the samples, which are determinant for the OER catalysis perfor-
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Figure 6.11: Chronoamperometric plot of of the 7.7 at.% Sn-doped sample
at 1 V versus SCE during a 120 min electrolysis.
mance, thus effectively surveying the effects of an increasing tin content on
the structural, optical and electrochemical properties of the material.
Doping in the range 1÷ 12 at.% leads to hematite lattice distortion con-
sistent with the presence of tin atoms as substitutional dopants, which is
substantially linear with the Sn/Fe ratio. The optical absorption in the visi-
ble range is greatly extended due to band-gap narrowing, though this is not
paralleled by the appearance of a significant photoelectrochemical activity.
The reason for this behavior is likely a combination of unfavorable crys-
talline planes orientation, compact morphology limiting solvent permeation
and excessive thickness compared to the typical carrier diffusion length of
hematite.
The electrode metrics with respect to the electrochemical OER are im-
proved by doping, resulting in much better charge transport and transfer
properties with respect to the unmodified counterpart. The Tafel analy-
sis revealed the best performance in the case of 6.2% sample, which ex-
hibits 441 mV overpotential at j = 1 mA/cm2 and 48 mV/dec Tafel slope.
Although overpotentials are in the usual range for hematite anodes, Tafel
slopes of the tin doped samples are in line with state-of-the-art catalysts,
e.g. amorphous mixed-metal oxides and Co-Pi, and point out their promis-
ing application in electrocatalytic water oxidation.
While useful for a first systematic investigation of tin-doping effects, the
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synthetic procedure presented here does not allow pursuing the nanostruc-
turing strategy, which should further improve their performance in OER
and is likely essential to enable the efficient extraction of photo-generated
electrons, thus allowing to extend our investigation to photoelectrochemi-
cal applications. Future work will then focus on the possibility of inducing
nanostructures with RF-MS by tuning deposition pressure and temperature
according to Thornton’s structure-zone diagram [31].
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Chapter 7
Pulsed laser deposition of
highly nanostructured
a-Fe2O3 for photoanode
functionalization
Preview By taking advantage of the versatility of pulsed laser
deposition technique, in this chapter we discuss the synthesis of an
amorphous iron(III) oxide catalyst for water oxidation. In partic-
ular, we examine a highly porous morphology compared to a com-
pact nanoparticle-assembled coating. The porous catalyst allows
fulfilling two key issues in the design of integrated absorber/electro-
catalyst schemes, such as parasitic light absorption and the nature
of the absorber/catalyst junction.
Here we study the functionalization of hematite thin layer pho-
toanodes with the porous or compact a-Fe2O3 catalyst and we
characterize the photoresponse under simulated solar light. In
this chapter, a state of art integrated photoanode as introduced
in Chapter 2 is built and characterized in detail.
The content of this chapter was adapted from:
M. Orlandi, N. Dalle Carbonare, S. Caramori, C. A. Bignozzi, S. Berardi,
A. Mazzi, Z. El Koura, N. Bazzanella, N. Patel and A. Miotello, ACS Appl.
Mater. Interfaces 8 (2016), pp. 20003–20011.
© 2016 American Chemical Society.
7.1 Introduction
Materials designed for photodriven fuel synthesis must perform two essen-
tial functions: (1) sunlight absorption to generate electron–hole pairs and
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(2) catalysis of the fuel-forming reactions (including the facilitation of charge
transfer, surface stabilization, electrode reusability...). The latter becomes
critical when multielectron redox reactions are involved, leading to slow
kinetics and consequent loss of efficiency. A significant example is photo-
chemical water electrolysis performed in a photoelectrochemical cell (PEC),
where the strict kinetic requirements dictated in particular by the oxygen
evolution reaction, which involves the proton-coupled exchange of four elec-
trons, have driven for decades the search for efficient catalysts [1–3].
In recent years, the research efforts have been increasingly directed to-
ward schemes where the absorption and catalytic functions are separately
optimized and then integrated by functionalization of absorber materials
with redox catalysts. Examples include inorganic semiconductors or molec-
ular chromophores as absorbers, functionalized by coupling with molecular
catalysts or nanostructures of metals or metal oxides [4–11]. This kind of
scheme allows for a simpler yet more in-depth screening of candidate cat-
alysts while taking advantage of materials with already optimized optical
properties (e.g., for photovoltaic applications) but also presents new chal-
lenges. Two critical issues are (a) the nature of the absorber/catalyst junc-
tion and (b) the parasitic light blocking [5, 12] by catalysts deposited on the
absorber surface. The former depends largely on the morphology of the cat-
alyst, with dense ion-impermeable structures yielding buried junctions and
nonoptimal performance. By contrast, porous ion-permeable architectures
can lead to adaptive junctions1 and substantially enhanced charge separa-
tion and photovoltage generation[13]. As for the latter, in the case of metal
oxides oxygen evolving catalysts (OEC) deposited on photoanodes, the ef-
fect of optical losses on the overall efficiency is so severe that in a recent
investigation the best performance was obtained with a subnanometric film
thickness [14]. However, a higher catalyst mass loading is generally benefi-
cial to reduce overpotential. This trade-off between optical losses and cat-
alyst loading limits the application of Earth-abundant, cheap, and scalable
alternatives to noble-metal-based catalysts because the replacements gener-
ally have lower catalytic activity and higher quantities would be needed to
produce a comparable performance [15, 16].
In the work presented in this chapter, we address both issues by the de-
sign and fabrication of an amorphous Fe2O3 (a-Fe2O3) OEC with a porous
morphology consisting of a nanoparticle-assembled coating. The porous na-
ture of the catalyst allows for ion permeability, leading to the probable
formation of an adaptive junction with the photoactive material while main-
taining high transparency in the visible region, likely due to the very small
size of the nanometric structures (≤ 5 nm), possibly leading to a quantum
1In adaptive semiconductor/electrocatalyst junctions, the effective interface barrier
height Φb, and hence the photovoltage output of the electrode, changes depending on the
oxidation state of the electrocatalyst. This represents an optimized solution for charge
separation and photovoltage generation.
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confinement effect, as recently reported for hematite [17]. Capitalizing on
the versatility of pulsed laser deposition (PLD), we were able to perform
a comparative investigation where by changing the deposition conditions
different morphologies of a catalytic material having the same nominal com-
position (i.e., a largely amorphous iron(III) oxide), ranging from a dense
compact layer to a porous nanoparticle-assembled coating, were cast on
nanocrystalline hematite thin layers (HTL) acting as light absorber. The
latter was selected as model host substrate by virtue of their ease of fab-
rication with good reproducibility and acceptable baseline performances in
photoelectrochemical water oxidation arising from their thickness (about
30 nm), which not only yields modest light-harvesting capability but also
is compatible with the short carrier diffusion lengths of hematite [18]. The
photoresponse of these modified photoanodes, consisting of the integrated
absorber–catalyst system, was largely affected by the specific nature of the
catalytic layer. The dense film deposition invariably leads to a large decrease
in the photoelectrochemical response compared to the unmodified film, and
photoanodes decorated with the porous catalyst show a drastic lowering of
the photocurrent overpotential (about 200 mV) and a concomitant fivefold
increase in photocurrents at 1.23 V versus reversible hydrogen electrode (vs
RHE) in 0.1 M NaOH (pH 13.3). This provides an additional guideline,
besides the evaluation of the “dark” electrochemical activity of the oxygen
evolving species, on the properties that should be pursued for the success-
ful integration of a charge transfer catalyst in a photoelectrode for water
splitting. Clearly, the choice of iron oxide as both the absorber material
and OEC is motivated by the need to find Earth-abundant, cheap, and scal-
able materials to enable the large-scale application of solar water-splitting
schemes. Iron oxide not only satisfies all these requisites [19] but also is
nontoxic and environmentally safe.
7.2 Experimental methods
Materials FeCl3 · 6H2O (≥ 99%) and NaOH (98%) were purchased from
Alfa Aesar. Polyethylene glycol bisphenol A epichlorohydrin copolymer (mo-
lar weight 15000–20000 Da) were purchased from Sigma–Aldrich. Fluorine-
doped tin oxide glass slides (FTO, Hartford Glass) were cleaned by suc-
cessive 30 min ultrasonic treatments in acetone, ethanol, aqueous Alconox
(Sigma–Aldrich) solution, and distilled water and then blown dry with a
warm air stream. A portion of the slides was then masked with KAPTON
tape (Tesa) to preserve an uncovered zone for the electric contact. A metal-
lic iron disc (purity 99.9%, Sematrade) was used as the target material for
PLD.
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Crystalline Hematite Thin Layers (HTL) Preparation Crystalline
HTL was spin-coated on FTO electrodes by our collaborators at the Uni-
versity of Ferrara. FeCl3 · 6H2O (0.54 g) was dissolved in DI water (20 mL),
and then polyethylene glycol bisphenol A epichlorohydrin copolymer (0.54 g)
was added under gentle stirring to avoid the formation of bubbles. The so-
lution was spin-coated onto FTO glass (1000 rpm for 9 s and 2000 rpm for
30 s). After each spin-coating cycle, the glass slide was annealed at 550◦C
for 15 min in air. Spin-coating cycles were repeated 3 times and, after the
third cycle, the electrode was heated at 550◦C for 2 h and ramped to 800◦C
and held for 10 min. The electrode was cooled to room temperature (RT)
by suspending the heating.
PLD of amorphous Iron Oxide (a-Fe2O3) a-Fe2O3 was deposited
through PLD technique on commercial (Sigma–Aldrich) quartz and p-type
Si substrates (for UV–VIS and scanning electron microscopy characteriza-
tion, respectively) on FTO electrodes (for Raman spectroscopy and elec-
trochemistry experiments) and on FTO/HTL electrodes (for photoelectro-
chemistry experiments). PLD was performed by using a KrF excimer laser
(Lambda Physik LP 220i) with an operating wavelength of 248 nm, pulse
duration of 25 ns, operated at a repetition rate of 20 Hz and laser fluence
of 2.0 J/cm2. The deposition chamber was evacuated up to a base pressure
of 10−6 mbar. Then, oxygen gas was back-filled into the chamber through
a mass flow controller. Deposition was performed at a constant oxygen
pressure of 0.45 mbar. The distance between the metallic iron target and
substrates was optimized to 5.5 cm and the number of pulses was fixed
(2000 pulses), to ensure that all samples have the same quantity of mate-
rial. Substrate temperature during PLD was either room temperature (RT)
or 300◦C (DEP300). A more detailed description of the PLD apparatus
is available elsewhere [20]. For comparison, some samples were deposited
at RT and then annealed at 300◦C and 550◦C in air in a tubular furnace.
These are labeled AN300 and AN550 respectively. The heating rate was set
to 10◦C/min, and the desired temperature was kept constant for 2 h.
Characterization Scanning electron microscopy (SEM) was used to an-
alyze the morphology and the thickness of the films. Measurements were
performed using a JEOL JSM-7001F FEG-SEM at 20.0 keV electron beam
energy. The SEM apparatus is equipped with an energy dispersive X-ray
spectroscopy detector (EDS, Oxford INCA PentaFETx3). The working dis-
tance was maintained between 3 and 8 mm. Surface morphology images were
acquired in top-down and tilted modes, whereas cross-sectional analysis was
performed putting the films on a 90◦ stub.
Raman measurements were performed on a Horiba LabAramis setup
equipped with a HeNe 633 nm laser as source and a confocal microscope
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(100× objective) coupled to a 460 mm focal length CCD-based spectrograph
equipped with a four interchangeable gratings turret. In the range between
450 and 850 nm, the wavenumber accuracy is 1 cm−1 with a 1800 L/mm
grating. The laser power is 15 mW, and the maximum spot size is 5 µm.
An accumulation number of 10 and an exposure time of 7 s were employed
for all measurements.
UV–VIS absorption was studied using a Varian Cary 5000 spectropho-
tometer, and quartz substrate was also used to investigate the UV region.
Stationary emission spectra were measured by our collaborators in Ferrara
with an Edinburgh Instruments FLS 920 spectrofluorimeter, equipped with
a double emission monochromator by using an excitation bandwidth (∆λ)
of 7 nm. The ferric oxide thin films (RT, AN300, and DEP300) deposited on
quartz slides were placed in a dedicated film holder equipped with a microm-
eter stage in order to optimize the angle between the thin film, the excitation
beam and the emitted light reaching the detector. The signal/noise ratio
was optimized by summing 10 subsequent scans with 1 nm wavelength step
and a dwell time of 0.1 s. Spectra were corrected for the photomultiplier
(R928P-Hamamatsu) response by using a factory-built calibration file. Ex-
citation was in the absorption manifold of the ferric oxide, either at 350 or
300 nm. Two different types of cutoff filters (395 and 350 nm) prevented
scattered excitation light from reaching the phototubes.
XPS was performed by our collaborators at the University of Mumbai
using a PHI 5000 VersaProbe II equipped with a monochromatic Al Kα
(1486.6 eV) X-ray source and a hemispherical analyzer. Electrical charge
compensation was required to perform the XPS analysis. The sample surface
was sputtered for 30 s in order to remove any surface oxidation.
j−V and constant potential electrolysis experiments were carried out in a
three-electrode configuration cell using a platinum electrode and a saturated
calomel electrode (SCE) as counter and reference electrodes, respectively.
The cell containing aqueous NaOH (either 0.1 M, pH 13.3, or 1 M, pH 14)
as electrolyte was connected to an Eco Chemie Autolab PGSTAT 302/N
electrochemical work-station. j−V curves were recorded at a scan speed of
20 mV/s.
The measurements under illumination were performed at the University
of Ferrara, by using an ABET solar simulator (AM1.5G, 100 mWcm−2).
The illuminated area of the photoelectrode was 1 cm2. IPCE spectra were
recorded under a potential bias of both 1.1 and 1.5 V vs RHE. The steady-
state photoanodic current was recorded every 10 nm from 330 to 600 nm on
a PGSTAT 30 electrochemical workstation. The incident monochromatic
irradiance was measured with a calibrated silicon photodiode (Centronic
ASD100–7Q). IPCE was calculated according to Eq. (2.3), while APCE
was obtained as IPCE/LHE, where the light harvesting efficiency (LHE) is
expressed as:
LHE(λ) = 1− 10−A(λ), (7.1)
102
R1 CPE1
R2 R3
CPE2
Figure 7.1: Equivalent circuit used for the fitting of EIS data.
A being the absorbance of the photoelectrode measured in transmission
mode.
Electrochemical impedance spectroscopy (EIS) data of photoanodes un-
der illumination were recorded, at the University of Ferrara, in the three-
electrode configuration cell described above in 0.1 M NaOH (pH 13.3). Sam-
ple data were obtained from −0.73 to 1.53 V vs RHE at 50 mV intervals
employing a FRA2.v10 frequency-response analyzer controlled by Nova 1.10.
A 10 mV amplitude sinusoidal perturbation (single sine) whose frequency
ranged between 100 kHz and 0.05 Hz was adopted. The impedance response
was fitted using ZView software with the equivalent electric circuit reported
in Figure 7.1.
7.3 Results and discussion
Cross-sectional SEM analysis of RT samples deposited on silicon substrates,
shown in Fig. 7.2(a), reveals a complex morphology with scattered particles
of diameter in the range of about 30÷300 nm covered by a porous struc-
ture made of smaller particles assembled in irregular wires. As the size of
these latter particles approaches the spatial resolution of the SEM appara-
tus (2 nm), a conservative estimation for their average diameter is 5±2 nm.
Because of the very rough morphology, it is not possible to define a layer
thickness, but the surface coverage appears to be complete, as we show in
Figure 7.2(c). Annealing of RT samples at 300◦C results in a partial collapse
of the porous structure by aggregation of the smaller particles (AN300, Fig-
ure 7.2(d)), which becomes complete in the case of AN550 (Figure 7.2(e)).
Deposition with the substrate heated at 300◦C (DEP300) results in a more
compact NPs-assembled layer (Figure 7.2(b) and (f), cross-sectional and top
views, respectively) similar to the structures typically obtained with lower
deposition pressures [21]. This effect is due to the higher mobility of the
particles when they hit the heated substrate, leading to aggregation and the
formation of bigger and partially assembled particles, mostly of diameter
> 10 nm.
In the case of the high-pressure depositions employed here, the oxygen
atmosphere reduces the kinetic energy of the ablated material, limits the
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Figure 7.2: SEM analysis of (a and c) RT films, (d) AN300, (e) AN550 and
(b and f) DEP300. Substrate is silicon for all samples.
104
Figure 7.3: Raman spectra on FTO substrates.
plume expansion, and promotes collisions between ablated particles. This
results in the formation of nanoclusters in the plume, which are cooled down
by the background gas before reaching the substrate where they create a
porous structure. By contrast, in lower pressure conditions, the plume ex-
pansion is less confined, the ablated material retains a higher kinetic energy,
and the higher mobility allows aggregation of the particles after deposition
on the substrate. The result is a more dense microstructure composed of
partially assembled NPs [22, 23].
Raman analysis (Figure 7.3) reveals the presence of the crystalline hematite
main peaks [24] at 226 and 292 cm−1 only in the case of AN550. All other
samples show spectra with features not clearly different from the FTO refer-
ence. This is an indication of the largely amorphous nature of the deposited
material, which is known to yield better OER catalysis performance than
the crystalline phase [25]. XPS analysis confirmed that the only oxidation
state of iron is Fe(III) in all samples.
From the analysis of UV–VIS absorption spectra on quartz substrates
(Figure 7.4), two important observations emerge: (1) the sample DEP300
shows a much higher absorbance in all the investigated range; (2) the ab-
sorbance correlates with morphology in the direction of higher values for
more compact films.
Given that the only varied parameter in the PLD process was the sub-
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Figure 7.4: UV–VIS absorption spectra on quartz substrates.
strate temperature (RT or 300◦C), the quantity of deposited material on
the different samples can be considered fixed. From the absorption spectra
of Fig. 7.4 the difference between RT and DEP300 is all the more striking.
The reason for this behavior probably lies in the different morphology of the
films. DEP300 is essentially a 2-D thin film, although with a nanostructured
surface, whereas RT sample exhibits a 3-D architecture with scattered big
particles and a substantial fraction of the surface composed of very small
particles (5 ± 2 nm). In this latter case, a reasonable hypothesis is that a
size effect in the form of optical quantum confinement dominates the opti-
cal properties, as reported for other materials [26] and for other nanosized
hematite films [27, 28]. A recent investigation [17] observed a remarkable
blueshift of up to 0.3 eV for both direct and indirect transitions when de-
creasing a hematite film thickness from 20 to 4 nm, leading to a high degree
of transparency in the visible region. The effect is size-dependent and as-
cribed by the authors to quantum confinement.
Reducing hematite particle diameter to the 5 ± 2 nm level could help
alleviate the problem of a very short hole diffusion length [29], lying in the
nanometer range, but the resulting low absorption is an issue in the design
of photoactive devices based on a single material. This effect can instead be
exploited to functionalize an absorber with a transparent iron oxide OER
catalyst.
Fe2O3 is stable in alkaline environment (pH > 9.8), so electrochemical
water oxidation experiments were performed at pH 14 (1 M NaOH) to en-
sure a well-defined electrochemistry. The oxygen evolution is expected at
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Figure 7.5: (a) Linear sweep voltammetry on FTO electrodes and (b)
chronoamperometry at 1.83 V vs RHE.
potential more positive than 1.23 V vs RHE. Figure 7.5(a) illustrates the
current responses of the amorphous iron oxide films cast on FTO along with
that of a bare FTO taken as a reference.
The linear scan reveals that all samples are active toward water oxida-
tion, with both DEP300 and AN300 showing considerable electroactivity
with overpotentials (taken at current density j = 0.2 mAcm−2) of 408 and
433 mV, respectively. However, the current response of RT films decreased
considerably during a constant potential electrolysis experiment at 1.83 V
vs RHE, designed to test film stability under operational conditions at mod-
erate current densities (Fig. 7.5(b)). The current density loss for RT films
is of 44%, whereas DEP300 is substantially stable with only a 6% loss.
AN300 and AN550 show an intermediate stability with a relative decrease
of 10 − 11%. In the case of RT films, the performance degradation is irre-
versible and is due to detachment of active material. Conversely, the initial
performance of AN300 was reobtained on successive j−V scans after restor-
ing the electrode by abundant rinsing with water and heating at 80◦C in air
for 2 h. In this case, the current decrease during electrolysis may originate by
adsorption of molecular oxygen, ions, and oxidation intermediates, limiting
the active surface of the electrode, rather than by mechanical detachment
of a-Fe2O3.
From a purely electrocatalytic point of view, DEP300 is the best elec-
trode, with j = 41.2 mAcm−2 at 2.53 V vs RHE, whereas AN550 is limited
to 36 mAcm−2 at the same potential value, confirming that the amorphous
material is a better catalyst than crystalline hematite, as reported by recent
literature [25, 30].
To verify the application of these iron-based catalysts in photocatalytic
devices, HTL electrodes prepared by spin-coating have been functionalized
by PLD with AN300 and DEP300 iron-based structures (indicated as HTL–
AN300 and HTL–DEP300). The current–voltage behavior of the modified
HTLs, recorded by scanning the photoelectrodes under AM1.5G illumination
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Figure 7.6: (a) j − V curves of HTL, HTL–AN300, and HTL–DEP300
recorded under AM1.5G illumination (100 mWcm−2) and in the dark in
0.1 M NaOH (pH 13.3). (b) IPCE spectra of the same samples recorded
at 1.5 V vs RHE shining the electrodes from both the back (full symbols)
and front side (empty symbols). (c) APCE spectra of the photoelectrodes
reported in panel b.
(at 100 mWcm−2 simulated sunlight) in 0.1 M NaOH (pH 13.3), reveals a sig-
nificantly improved photoelectrode performance after the functionalization
with AN300 (Figure 7.6(a)). The photocurrent improves along the whole
potential region of interest, reaching 0.4 mAcm−2 at 1.23 V vs RHE with
respect to ≈ 0.08 mAcm−2 for the unmodified HTL at the same potential.
The curve of HTL–AN300 also shows a cathodic shift of the photocurrent
onset of about 200 mV (about 0.9 V vs RHE for HTL–AN300 with respect
to 1.1 V vs RHE observed for the bare HTL film) representing, so far, one
of the most prominent OEC-induced decreases in photoanodic overpotential
[31, 32]. Differently, the functionalization of HTL with the more compact
DEP300 has an adverse effect on the photocurrent generation. The “dark”
catalytic effect of DEP300 is evident from the rising of the anodic discharge
starting at about 1.6 V vs RHE, but the photocurrent generated at lower
applied bias is largely inferior to that observed with the unmodified HTL,
suggesting a significant degree of recombination or the blocking of the hole
transfer from the underlying HTL, where photocharge is generated, to the
electrolyte.
IPCE spectra recorded at 1.5 V vs RHE are consistent with the j − V
response discussed above, showing better charge generation and transfer
properties for the AN300 modified photoelectrode (Figure 7.6(b)). Given the
nanometer thicknesses of the photoelectrode and of the catalytic overlayer,
no large differences were observed by changing the illumination mode from
back (contact side) to front (electrolyte side), ruling out a parasitic effect
of the catalysts on the absorption capability of the semiconductor. IPCE
spectra collected in back and front mode are indeed nearly superimposable,
with only a slight improvement in the absolute values of photon to electron
conversion observed in back illumination mode, consistent with the shorter
electron collection path.
APCE spectra (Figure 7.6(c)) corroborate the piece of evidence gained
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Figure 7.7: (a) CPE2 and (b) R3 plot of HTL, HTL–AN300, and HTL–
DEP300 recorded under AM1.5G illumination in 0.1 M NaOH (pH 13.3).
The dotted vertical bar in the graphs indicates the thermodynamic potential
of water oxidation.
from the IPCE measurements, showing that the HTL–AN300 photoelectrode
is intrinsically able to generate and separate photocharge with an efficiency
which is at least twice that of the unmodified HTL.
Electrochemical impedance spectroscopy (EIS) data allowed us to obtain
more precise information about the nature of the charge transfer processes
and were interpreted with the simplified equivalent circuit reported in pre-
vious contributions [18, 33, 34] and in Figure 7.1, comprising a nested mesh
describing both the charge transfer across the depletion layer (R2–CPE1)
and the Helmholtz double-layer (R3–CPE2). The charge transfer resistance
(R3) associated with the trapping of holes in surface states is the dominat-
ing resistive component in the interfacial dynamics of these type of hematite
photoelectrodes. The capacitance associated with such resistance (CPE2)
follows in both HTL and HTL–AN300 a bell-shaped distribution typical
of the trapping of photoholes in surface states (Figure 7.7(a)), leading to
the generation of highly valent reactive states responsible for the formation
of Fe(IV)=O type reactive species, which are considered the first key in-
termediates for the oxygen evolution reaction [35]. The trapped photohole
capacitance undergoes indeed a negative shift and a significant enhancement
in the presence of the porous AN300 catalyst (1.56×10−5 and 4.56×10−5 F
for the integrated values of HTL and HTL–AN300 respectively), justifying
the improved performances of the latter. The formation of oxidized catalyst
states in the porous layer must be compensated by the exchange of ions
(namely, OH− and H+/Na+) with the electrolyte probably resulting in the
formation of an adaptive junction with the semiconductor [13], where the
Fermi level of the photoactive semiconductor is essentially unpinned from
that of the amorphous catalyst present in the form of highly nanostructured
or discontinuous islands. The trapping of holes corresponding to formation
and stabilization of Fe(IV) species, revealed clearly by EIS, should automat-
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Figure 7.8: (a) Mott–Schottky plot recorded at 100 Hz under AM1.5G il-
lumination in 0.1 M NaOH (pH 13.3) for HTL, HTL–AN300, and HTL–
DEP300. (b) R2 plot of the same samples.
ically imply a variation of the Fermi level of the catalyst that is able to move
independently from that of the semiconductor. APCE spectra (Fig. 7.6(c))
rule out a role of light absorption in explaining the improved performance
of the HTL–AN300, consistent with EIS result being able to separate pho-
tocharge with a maximum internal efficiency that is about twice that of
the unmodified HTL. It should be noted that the charge transfer resistance
shows a broad minimum corresponding to the capacitance maximum of the
HTL–AN300 (Fig. 7.7(b)), corroborating the correlation between improved
surface trap capacitance and reduced charge transfer resistance of the inter-
face. By contrast, the compact catalytic film (DEP300) is seemingly unable
to trap holes, with the interfacial capacitance being essentially constant and
at low values (about 3.5× 10−5 Fcm−2) within the whole potential interval
where photocurrent is observed, only showing a sizable increase at potentials
corresponding to the dark anodic discharge (Fig. 7.7(a)) where the Fermi
level under potentiostatic control intercepts directly the electrochemically
active sites of the DEP300 film. The reduced performance of the com-
pact modified HTL–DEP300 junction might be due to both the compact
morphology of DEP300, offering a smaller number of reactive sites where
photoholes could trap, and to the lower permeability of this compact layer
to the electrolyte, which does not allow charge to compensate as easily as
in the AN300 layer the trapping of photoholes with the movement of anions
to and from the electrolyte. Consistent with such hypothesis, the charge
transfer resistance is significantly higher than that in both HTL and HTL–
AN300 (Fig. 7.7(b)), steadily decreasing in an almost linear fashion with the
increasing potential, instead of sharply dropping as observed in the latter
cases.
Finally, the 100 Hz Mott–Schottky plots show a linear behavior of the
1/C2 versus applied potential, in agreement with the formation of a deple-
tion layer (Figure 7.8(a)). The donor density (about 3× 1017 cm−3) for the
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HTL and HTL–AN300 agree with previously found values for similar type
of electrodes fabricated by our groups [18]. By contrast, although the HTL–
DEP300 shows a linear behavior as well, a tenfold increased donor density
(2×1018 cm−3) is found, suggesting that the depletion layer may extend into
the amorphous compact layer having a larger number of defects that con-
tribute to boosting the overall donor density. This effect could be useful to
improve the overall n-type conductivity of the thin films; the resistance asso-
ciated with the depletion layer (R2) is indeed smaller in the HTL–DEP300
with respect to the other two electrode types (Figure 7.8(b)) but will be
quite irrelevant in determining the performance of combined films having
an overall thickness of less than 50 nm. Most importantly, the involvement
of the space charge layer within the DEP300 is consistent with the fact
that Fermi level variations within the catalytic DEP300 film occur by act-
ing on the width of the depletion layer rather than by charge compensation
with the electrolyte and that the Fermi levels of the crystalline photoelec-
trode and of the catalyst are not able to move independently of each other.
Photoholes will thus have to travel from the crystalline layer through the
defective amorphous DEP300 layer, being exposed to recombination reac-
tions, before reaching the interface with the electrolyte where scavenging,
leading to oxygen evolution, could finally occur. This explains the lack of
a distinct hole-trapping capacitance peak as well as the low capacitance
values and the high charge transfer resistance, consistent with DEP300 be-
having, in practice, as an intermediate hole-blocking interface, resulting in
a large decrease of the photocurrent with respect of that of the unmodified
sample. Only the dark electrochemical discharge will be evident in the com-
bined HTL–DEP300 electrode, as indeed experimentally observed, when the
applied potential, moving further to anodic values, directly intercepts the
redox active sites of the catalyst.
7.4 Conclusions
PLD, an easily scalable fabrication technique already applied in a variety
of industrial processes [36], proves to be a versatile method to control mor-
phology at the nanometric scale, thus allowing a systematic investigation
of morphological and electronic effects on the properties of functional ma-
terials. In the present chapter, we have described the PLD of a porous
amorphous Fe2O3 OEC based on a nanoparticle-assembled coating mor-
phology. This coating is found to be highly transparent in the visible range
possibly due to a quantum confinement effect induced by the size of the
nanostructures in the order of few nanometers and to retain the previously
documented catalytic activity. Unfortunately, the catalytic layer is unsta-
ble under electrocatalytic conditions in the presence of moderate current
densities (< 10 mAcm−2 ).
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A simple low-temperature thermal treatment (300◦C in air) was found
to improve film stability enough for its successful application as catalytic
overcoating for hematite thin film photoanodes, resulting in a dramatic de-
crease (of about 200 mV) of the photocurrent onset and a remarkable fivefold
increase in the photocurrents detected in a photoelectrochemical cell. We
believe that this is among the most prominent catalytic effects obtained
from the coupling of a surface OEC with a thin layer absorber. By contrast,
functionalization of the hematite photoanodes with a more compact cata-
lyst morphology, exhibiting better electrocatalytic properties, is detrimental
to photocurrent generation. In our case, j − V curves under illumination,
IPCE analysis, and EIS point to the nature of the absorber/catalyst junction
rather than to the parasitic light blocking as the dominant factor in deter-
mining the PEC performance. Indeed, APCE and EIS data are consistent
with a much better charge separation in the porous morphology, which may
stem from the formation of an adaptive junction allowing for the efficient
storage of photogenerated holes within the porous catalyst. By contrast, the
compact overlayer probably forms a buried junction, inhibiting hole transfer
to the electrolyte.
Regarding parasitic light absorption, while not critical in this case, likely
due to the low thickness of the coatings (< 20 nm for the compact film),
the high transmittance, and solvent permeability of the porous morphol-
ogy opens up the possibility of employing higher mass loadings of catalyst
without loss of performance. This would be especially beneficial for Earth-
abundant, cheap, and scalable materials such as iron oxides.
On the base of the results of Chapter 8, this work will be extended to
intrinsically more active species such as mixed-metal oxides. Work is in
progress in our laboratory to study amorphous nickel–iron oxide deposited
through PLD using the same procedure described here.
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Chapter 8
Physical vapor deposition of
mixed-metal oxides based on
Fe, Co and Ni as water
oxidation catalysts
Preview Here we present a systematic study of water oxidation
catalysts based on Fe, Co and Ni oxides. Physical vapor deposition
techniques are proposed as scalable, industrially viable methods to
synthesize mixed-metal oxides thin films. In agreement with recent
literature, NiFe2Ox resulted as good choice as an oxygen evolution
catalyst.
This study can be combined with that presented in Chapter 7:
the PLD synthesis of nickel–iron mixed oxide could result in an
optimal solution for the functionalization of hematite photoanodes.
On this field, work is in progress in our laboratory.
The content of this chapter was adapted from:
A. Mazzi, N. Bazzanella, M. Orlandi, R. Edla, N. Patel, R. Fernandes and
A. Miotello, Mater. Sci. Semicond. Process. 42 (2016), pp. 155–158.
© 2015 Elsevier Ltd. All rights reserved.
8.1 Introduction
Solar driven efficient water splitting to produce hydrogen would be a smart
solution to provide a clean, capillary and renewable energy source for human
society needs [1]. A promising way to realize this goal is to couple solar
energy absorbing semiconductors with high efficiency catalysts to drive the
water splitting process in a photo-electrochemical cell. In particular the
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oxygen evolution reaction
2H2O + 4h
+ → O2 + 4H+ E◦ = 1.23V vs. NHE (8.1)
is a kinetically slow process and the development of suitable catalysts is
required [2] (here h+ indicates electron vacancies, while E0 is the stan-
dard reversible potential of water splitting). The search for earth abundant,
environmentally friendly, oxygen evolution catalysts is then a key issue to
develop scalable water splitting devices [3] and, in this sense, catalysts based
on iron, cobalt and nickel have recently met a growing attention from the
scientific community [4]. Systematic studies on amorphous metal oxides thin
films obtained by chemical deposition techniques have experimentally shown
the good potentiality of mixed-metal oxides as WOC in alkaline media [5,
6].
PVD techniques can be successfully employed to deposit thin layers of
pure, binary or ternary metal oxides with advantages such as: control of the
amount of deposited catalyst, good adhesion on a large variety of substrates,
and some degree of freedom in the design of surface morphology. In the work
presented in this chapter, we employed the electron beam deposition (EBD)
technique to functionalize indium–tin oxide (ITO) electrodes with thin films
of CoOx, NiOx, NiCo2Ox, CoFe2Ox and NiFe2Ox, to be tested as anodes for
electrochemical water splitting. FeOx was excluded from this series for two
reasons: it is reported in literature as the worst performing WOC [7] and it
is technically difficult to deposit it by EBD technique.
8.2 Experimental section
Materials
Electron beam evaporation was carried out on powders of pure and binary
metal oxides prepared by chemical synthesis. Reagents include CoCl2 97%
Sigma–Aldrich, NiCl2 98% Sigma–Aldrich, Co(NO3)2·6H2O 97.7% Alfa–
Aesar, FeCl3 > 99% Sigma–Aldrich, Fe(NO3)3·9H2O 98% Sigma–Aldrich,
NaOH 98% Sigma–Aldrich, NH3 25% aq., 99.99% Alfa–Aesar.
Powder preparation
Metal oxide powders were synthesized by co-precipitation methods. Stoi-
chiometric amounts of metal salts were dissolved in water at constant stir-
ring, the solution was then led to basic pH by the addition of a concentrated
base. Precipitated metal hydroxides/oxy-hydroxides clusters were further
filtered and washed with water, methanol and isopropanol. The product
was then dried at 120◦C in air overnight. The dried powder was grinded
and annealed in air to obtain the desired oxide phase. In order to per-
form safe EBD of mixed-metal oxides, the powders were cold-pressed at 5
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tons/cm2 and the pellets were then sintered by stepwise heating in a pro-
grammed furnace. Details and conditions of the material preparation are
shown in Tables 8.1 and 8.2.
Catalyst Synthesis solution Precipitant, conditions
H2O +
CoOx CoCl2 0.04 M 24 ml NH3 25% aq.
NiOx NiCl2 0.05 M NaOH 0.4 M
NiCo2Ox NiCl2 0.06 M + Co(NO3)2 0.12 M 50 ml NaOH 2 M
CoFe2Ox CoCl2 0.02 M + FeCl3 0.04 M NaOH 5 M → pH> 12
NiFe2Ox NiCl2 0.02 M + Fe(NO3)3 0.04 M 35 ml NaOH 3 M
Table 8.1: Details of chemical synthesis of pure and binary oxide powders.
Catalyst Powder annealing Pellet sintering
CoOx 400
◦C 2 h
NiOx 350
◦C 2 h
NiCo2Ox 300
◦C 2 h 600◦C 90 min
CoFe2Ox 200
◦C 2 h 1000◦C 90 min
NiFe2Ox 400
◦C 2 h 1000◦C 90 min
Table 8.2: Thermal treatments on synthesized powders.
Physical vapor deposition
WOC films were deposited by EBD on silicon (for SEM analysis and XPS
measurements), glass (for Raman spectroscopy) and glass/ITO slides (for
electrochemical characterization). Compact ITO films ∼ 400 nm thick were
deposited by RF-magnetron sputtering on micro-rough glass [8].
EBD was performed using a laboratory-built evaporator system equipped
with a 10 kV electron gun and 10 mA average beam current. Precursor
powders or sintered pellets were placed in graphite crucibles on a water-
cooled holder. Background pressure before operation was kept . 2 × 10−7
torr and at 2÷ 4× 10−6 torr during evaporation. Depositions were carried
out both with the substrates at room temperature and at 300±2◦C, by using
an electric heater and a thermocouple control. Deposition rate was adjusted
to 0.2 A˚/s by using a quartz crystal transducer type deposition monitor.
The use of different substrates facilitates characterization and in the case
of PVD techniques without further annealing, the effect of the substrate
properties on film morphology and phase seems to be negligible [9].
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Material characterization
For material characterization, we deposited films with thickness in the range
between 60 and 100 nm. Film thickness and surface morphology were studied
by scanning electron microscopy (SEM-FEG, JSM 7001F, JEOL) at 20 keV
electron beam energy. This system is also equipped with energy-dispersive
spectroscopy analysis (EDS, INCA PentaFET-x3), which was employed to
evaluate powder and pellet chemical composition.
Raman spectra were obtained with a Labram Aramis Jobin–Yvon Horiba
µ-Raman system equipped with a He–Ne laser source (632.8 nm).
The surface composition and chemical states of each element in the sam-
ples were examined by X-ray photoelectron spectroscopy (XPS) using a
Kratos AXIS UltraDLD instrument equipped with a monochromatic Al Kα
(1486.6 eV) X-ray source and a hemispherical analyzer. Charge compensa-
tion was necessary to perform the analysis and binding energy was referenced
to the C 1s peak. XPS peaks were identified according with the handbook
of XPS [10].
Electrochemical measurements
A set of thin films (10±1 nm, calibrated after SEM cross-sectional measure-
ments) was deposited in order to evaluate catalytic activity. Electrochem-
ical water oxidation experiments were performed using a Gamry potentio-
stat/galvanostat/ZRA Interface 1000 in a three-electrode cell composed by
a saturated calomel electrode (SCE, 0.244 V vs. standard hydrogen elec-
trode SHE) as reference, Pt-mesh as counter-electrode and a 1.0 M KOH
solution as electrolyte. Glass/ITO/WOC (1 cm2 area) electrodes were used
as working electrodes. Silver paint was applied to a bare portion of ITO to
obtain a good electric contact. Cyclic voltammetries (CV) in the potential
range [−0.244, 1.756] V vs. SCE were performed to stabilize the electrodes
(10 cycles). Then, to observe eventual precatalytic oxidation peaks a single
CV cycle was done in the potential range [−0.244, 0.756] V vs. SCE. Linear
sweep voltammetries (LSV) were operated after 1 minute constant potential
conditioning, which was needed to remove the precatalytic peaks. LSV mea-
surements were carried out starting from the observed current peaks, up to
reach current densities larger than 10 mA/cm2. Both CV and LSV curves
were collected at a scan rate of 10 mV/s. Measurements at a faster scan
rate (100 mV/s) show a similar qualitative behavior and are not reported
here. All measurements were done in static solution and data are corrected
for uncompensated resistance (Ru), using current interrupt iR compensa-
tion. Electrochemical potentials given in this chapter are relative to the
reversible hydrogen electrode (RHE), with pH correction:
ERHE = Eapplied + 0.244V + 0.059 · pH− iRu. (8.2)
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8.3 Results and discussion
Powders and pellets for EBD
The materials ready to be used for EBD (annealed powders for pure oxides
and sintered pellets for binary oxides) were characterized by EDS, whose
results, summarized in Table 8.3, proved good material homogeneity. The
synthesized materials are consistent with Co3O4, NiO, NiCo2O4, CoFe2O4
and NiFe2O4. The observed excess of oxygen in the samples can be justified
by the presence of eventual surface contaminants.
Catalyst Area Stoichiometry
CoOx 100× 100 µm Co:O = 1.00 : 1.41 (±0.04)
NiOx 100× 100 µm Ni:O = 1.00 : 1.19 (±0.05)
NiCo2Ox 1× 1 mm Ni:Co:O = 1.00 : 2.11 : 4.44 (±0.08)
CoFe2Ox 1× 1 mm Co:Fe:O = 1.0 : 2.7 : 5.2 (±0.4)
NiFe2Ox 2× 2 mm Ni:Fe:O = 1.0 : 2.1 : 4.5 (±0.1)
Table 8.3: EDS examined areas and results. Reported errors give informa-
tion about material homogeneity.
Film deposition and morphology
Pure and binary metal oxides were deposited by EBD on flat and rough glass,
covered with ∼ 400 nm ITO, both at room temperature and at 300◦C. The
films deposited on rough surfaces or with the substrates at 300◦C resulted
to be stable under electrocatalysis conditions. During preliminary work,
the best catalytic behavior was found for rough glass/ITO electrodes with
catalyst deposited at 300◦C, and for this reason it was chosen as the standard
condition for EBD. The typical morphology obtained by EBD is shown in
Figure 8.1. The film is nanostructured, with typical nanoparticle size of
∼ 10nm.
Raman spectroscopy
Raman spectroscopy was performed on the deposited thick films on glass
substrates to investigate material crystallinity and eventually to extract in-
formation about the composition; results are shown in Figure 8.2. Cobalt
oxide shows the Raman peaks of the Co3O4 spinel structure (194.4, 482.4,
521.6, 618.4 and 691.0 cm-1) and results to be partially crystalline. Also
nickel–cobalt oxide has a significant crystalline degree, with quite defined
peaks at 455 and 657 cm-1 corresponding to NiCo2O4 spinel structure, other
peaks are not well identified.
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Figure 8.1: (left) Top-down view and (right) cross section SEM images of
NiCo2Ox film deposited by EBD on Si at 300
◦C. A small bar corresponding
to 10 nm is shown for comparison.
Figure 8.2: Raman spectra of materials deposited by EBD at 300◦C, com-
pared with predicted peaks of crystalline Co3O4 [11], NiO [12], NiCo2O4
[13], CoFe2O4 [14] and NiFe2O4 [15].
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On the other hand, nickel oxide and nickel–iron oxide show amorphous
nature, with very weak Raman response (in Figure 8.2 their spectra are
compared with predicted peaks of NiO cubic structure and NiFe2O4 inverse
spinel, respectively). Cobalt–iron oxide shows a partially amorphous struc-
ture, with a broad band corresponding to the Raman peaks of CoFe2O4.
Electrochemical and XPS results
Figure 8.3: Cyclic voltammetries of pure and binary metal oxide function-
alized electrodes, collected at scan rate of 10 mV/s in 1 M KOH
The catalysis onset region of cyclic voltammetry curves is expanded in
Figure 8.3. In good agreement with the study of Trotochaud et al. [7]
a precatalytic oxidation peak is found for pure nickel oxide at 1.43 V vs.
RHE, with the associated broad reduction peak at 1.36 V. These peaks are
attributed to the reversible couple Ni(OH)2/NiOOH. XPS analysis reveals
that Ni is present in both metallic and oxidized form, where the signature
peaks of the former are at 852.9 eV and 870.35 eV assigned to 2p3/2 and
2p1/2 states respectively. The peaks centered at 854.6 eV (2p3/2) and 873.8
eV (2p1/2) are due to nickel oxide (NiO and Ni(OH)2), whose satellite peaks
are also observed at 859.60 eV and 880.7 eV. In O 1s core level the peaks at
531.8 eV and 530 eV correspond to oxygen attached in NiO and Ni(OH)2
respectively. Stoichiometry and prevalent phase are given in Table 8.4 for
all the catalysts.
Moreover, according to Trotochaud et al. [7], with increasing amount
of cobalt the Ni(OH)2/NiOOH redox activity decreases, and thus NiCo2Ox
shows broader peaks at 1.35 V (ox.) and 1.26 V (red.) vs. RHE. At the
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Catalyst Stoichiometry Possible phase
CoOx Co:O = 1 : 1.39 (±0.06) Co3O4
NiOx Ni:O = 1 : 0.37 (±0.02) NiO, Ni
NiCo2Ox Ni:Co:O = 1 : 1.95 : 3.36 (±0.1) NiCo2O4
CoFe2Ox Co:Fe:O = 1 : 1.81 : 1.39 (±0.07) CoFe2O4
NiFe2Ox Ni:Fe:O = 1 : 2.14 : 4.47 (±0.1) NiFe2O4
Table 8.4: Thin film composition calculated on XPS spectra.
opposite extreme, CoOx has quite small precatalytic signals.
XPS measurements of NiCo2Ox revealed the presence of Co
3+ (Co2O3)
and Ni2+ (NiO) together with metallic cobalt (peaks of 2p3/2 at 778 eV and
2p1/2 792.4 eV) and nickel (peaks of 2p3/2 852.8 eV and 2p1/2 870.3 eV).
Two well defined peaks centered at 531.6 eV and 529.5 eV correspond to
oxygen in Co2O3 and NiO. XPS spectrum of CoOx shows the presence of
Co3+ and Co2+ oxidation states, with also shake-up peaks of the Co3O4
phase at 789 eV and 803.8 eV. Metallic Co is also present with peaks at 778
eV and 793.5 eV.
In Figure 8.3 NiFe2Ox shows features analogous to that of NiOx, thus
indicating the presence of active Ni2+ cation (1.44 V ox. and 1.39 V red. vs.
RHE). Ni 2p core level shows the presence of metallic state (and oxidized
Ni2+ state, respectively) with peaks centered at 852.8 eV (853.9 eV) of 2p3/2
level and 870.2 eV (874.9 eV) of 2p1/2. Iron is present in completely oxidized
state with Fe3+ (and Fe2+, respectively) peaks at 709.4 eV (712.5 eV) of level
2p3/2 and 723.1 eV (729.9 eV) of 2p1/2. In O 1s level the two peaks at 530.2
eV and 531.4 eV are assigned to oxygen and hydroxide attached to Fe and
Ni atoms.
Figure 8.4: XPS spectrum of NiFe2Ox 90 nm thick on Si.
On the other hand, according to Smith et al. [5] CoFe2Ox shows almost
no precatalytic oxidation process. In this case, XPS analysis shows the
presence of metallic cobalt and oxide peaks of Co2+ (2p3/2 at 781.44 eV and
2p1/2 at 796.06 eV). Satellite peaks corresponding to Co(OH)2 are revealed
at 787 and 803.2 eV. All the peaks (709.2, 712.5, 722.4, 729.8 eV) in Fe 2p
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core level are assigned to the various oxides of Fe (FeO, Fe2O3, Fe3O4) with
oxidation state of Fe2+ and Fe3+. In O 1s level, two peaks at 530.1 and
531.55 eV are assigned to O in iron oxide and Co(OH)2 respectively.
Catalyst η (1 mA/cm2) η (10 mA/cm2) Tafel s. [mV/dec]
CoOx 0.436 0.496 52.7
NiOx 0.440 0.627 59.0
NiCo2Ox 0.426 0.555 84.1
CoFe2Ox 0.409 0.486 45.6
NiFe2Ox 0.365 0.432 48.0
Table 8.5: Overpotential η expressed in volts and Tafel slopes.
Tafel slopes and overpotentials at j = 1 mA/cm2 and j = 10 mA/cm2
were measured through linear sweep voltammetries on ITO electrodes func-
tionalized with 10 nm catalyst layer; results are summarized in Table 8.5. In
agreement with recent results obtained by chemical deposition techniques,
the best behavior among the binary oxides based on Fe, Co and Ni is found
for nickel–iron oxide [5, 7]. Our results reveal that at j = 1 mA/cm2 the
other binary oxides have a higher overpotential, with a difference of about
20%. CoOx and NiOx show the lowest catalytic activity, motivating the re-
search on more complex compounds. The good efficiency of NiFe2Ox amor-
phous film as WOC are in conclusion due to the possible synergistic activity
of Ni and Fe oxides as is proved by the worse overall behavior of pure Ni and
Fe oxides (see [9] for FeOx deposited by PVD). A more detailed mechanistic
study investigating the active-sites in these materials is needed to elucidate
the exact nature of the observed synergistic effect.
8.4 Conclusions
In this chapter, we reported successful PVD of mixed-metal oxides based on
Fe, Co and Ni to functionalize anodes for electrochemical water splitting.
Material properties and their catalytic behavior are consistent with recent,
high quality studies and our approach provides a very flexible fabrication
technique, suitable for a large variety of materials. Nickel–iron oxide resulted
as the best performing catalyst, thus our further work will be especially
concentrated on the fine design of deposition conditions for this material, in
order to improve its efficiency.
In particular, our next goal is to synthesize highly nanostructured thin
nickel–iron oxide layers to be employed in the functionalization of hematite-
based photoanodes for water oxidation. To this aim, we plan to compare
other physical deposition techniques, primarily pulsed laser deposition. A
first step forward is the research presented in Chapter 7. In that case, we
proved a possible route to obtain a transparent highly nanostructured iron
oxide layer through PLD. That strategy allows us to achieve stable improved
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performances of hematite photoanodes.
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Conclusions
In the present thesis, we collected the results of our recent research on com-
putational and experimental topics. The work is focused on the application
of physical vapor deposition techniques in the field of the photoelectrochem-
ical synthesis of solar fuels. First, in Chapter 1 we discussed the social
and economic impact of developing scalable devices to produce renewable
energy. In particular, we focused on artificial photosynthesis using sun-
light. Then, we analyzed the general principles and the current research on
semiconductor-based solar water splitting for hydrogen production (Chap-
ter 2). Moreover, we presented some peculiar aspects of physical vapor
deposition techniques in the material fabrication for photoelectrochemical
cells (Chapter 3). In particular, we put our attention on pulsed laser de-
position as a very flexible and industrially scalable method to synthesize
nanostructured, stable materials.
Then, we reviewed our results on the modeling of the fundamental mech-
anisms in the nanosecond laser ablation of metals. In Chapter 4 we discussed
an original approach to describe the phase explosion process through a con-
tinuum approach, based on thermodynamics. This ablation mechanism,
which was recognized as the most relevant in the high energy nanosecond
laser ablation of metals, allows the direct nanoparticle formation and ejec-
tion from the target. We developed our computational method relying on
the theory of homogeneous boiling, which allows us to simulate vapor bubble
nucleation in a metastable liquid, followed by the identification of the liquid
nanoclusters that are formed. The final result of our work on this topic is
a dynamic simulation, presented in Chapter 5, which considers physically
meaningful approximations and a detailed vapor bubble dynamics. This
computational study allowed us to come to a more quantitative description
of the phase explosion process, especially as regards its timing and the size
distribution of the ejected nanoclusters.
We applied physical vapor deposition techniques in the synthesis of pho-
toanodic materials for water oxidation. In particular, in Chapter 6, we
described a procedure based on radiofrequency magnetron sputtering to
synthesize tin-doped hematite thin films. This method allowed us to sys-
tematically study the effect of tin doping on the properties of hematite as an
anodic material, by showing a remarkable improvement of the charge trans-
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port and transfer properties with respect to pure hematite. Furthermore,
we studied water oxidation catalysts, which are useful to build integrated
absorber/electrocatalyst photoanodes. In particular, we varied catalyst sto-
ichiometry to analyze several pure and mixed-metal oxides, based on earth
abundant transition metals (Chapter 8). Moreover, we studied a strategy
for the optimization of the electrochemical and optical properties of the
electrocatalyst layer, based on the flexibility of pulsed laser deposition tech-
nique (Chapter 7). An amorphous, highly nanostructured iron oxide catalyst
was studied in depth and successfully employed to functionalize crystalline
hematite photoanodes.
Our experimental results can be exploited all together in the next fu-
ture, by developing integrated photoanodes entirely obtained through phys-
ical vapor deposition techniques. Solar active tin-doped hematite could be
obtained through radiofrequency magnetron sputtering, for example by ar-
ranging its nanostructuring. To this purpose, several solutions adopted in
recent literature in the sputtering deposition of semiconductors are available
(mesoporous films, scaffold architectures...). Furthermore, we could take ad-
vantage of our achievements in the synthesis of transparent amorphous water
oxidation electrocatalysts: mixed nickel–iron oxide or nickel-doped iron ox-
ide can be deposited by pulsed laser deposition on tin-doped hematite films,
by obtaining an integrated, optimized photoanode.
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