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1. INTRODUCTION 
Let ,..., Xm and Ij,..., be two independent random samples from con­
tinuous distributions F and G, respectively. When no parametric assumptions are 
made regarding the distributions F and G it is reasonable to consider rank tests 
for testing the hypothesis that the two samples come from the same population. A 
variety of rank tests has been proposed. In general, the choice of a rank test depends 
on the type of alternative under consideration. Also for a given type of alternatives, 
the most powerful rank test is usually not available. One can suggest intuitively 
appealing rank tests for given alternatives. Thus, comparison of rank tests has been 
an active area of research. 
A direct method of comparing tests is to compare their powers. However, as the 
computation of the exact power of a rank test is difficult, comparison of these tests 
are made using asymptotic powers and asymptotic relative efficiencies of these tests. 
Lehmann (1953) pointed out that if the distribution of one sample can be ex­
pressed as a function of that of the other sample, i.e., if G = Q{F) for a specified 
function Q, then the distribution of ranks does not depend on F but only on Q. HQ 
has a nice form, one can obtain the distribution of the ranks and hence the power of a 
rank test. Particularly, when Q{x) = a:'^, the distribution of the ranks of F]^,... ,3^ 
in the pooled sample takes a simple form. Lehmann and others have exploited this 
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method for finding powers of many rank tests. 
For a two-sample problem, the alternatives of the form G { x )  =  Q ( F ( x ) )  are often 
referred to as Lehmann alternatives in the literature. However, his paper considers 
the more general case for which ..., are independent random variables where 
Z( has a continuous distribution function F{ = Qi{F) (or i = I,N. He then 
showed that the joint distribution of the ranks of Zjs depends only on Q^s. Lehmann 
(1953) has specialized a thorem of HoefFding (1951, pages 87-88) for the alternative 
G = Q{F) and used it to find the powers of many rank tests such as the two-sample 
Wilcoxon test, the Mood test and the run test. However, the technique fails when the 
support of either distribution function is not contained in the support of the other. 
We prove the Hoeffding type theorem (Theorem 2.1) for general Lehmann al­
ternatives. The theorem is used to find the powers of many two-sample rank tests 
based on complete or censored data. The alternatives considered include the situa­
tions when the support of F {G) may not contain the support G (F). Thus the 
Hoeffding type theorem is very useful in a variety of situations which could not be 
handled earlier. 
1.1 Literature Review 
As it is difficult to find the power of a rank test, a majority of papers study the 
asymptotic power of a rank test and compare it with another in terms of asymptotic 
relative efficiencies. The literature on comparison of rank tests abounds in papers that 
use Pitman efficiencies and Bahadur efficiencies for comparison of tests. However, 
when we started studying exact powers of rank tests, we found relatively very few 
articles giving the exact power comparison of rank tests. 
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Two-sample rank tests can be broadly classified into three categories: tests for 
detecting differences in location, tests for detecting differences in dispersion and those 
for testing general difference between two populations. 
For detecting differences in location of two populations, the most popular rank 
test is the Mann-Whitney-Wilcoxon test (see Mann and Whitney 1947, Wilcoxon 
1945) because it is easy to execute and has the power almost reaching that of the 
classical (-test under normality. So, a lot of literature on the power comparison of 
two-sample rank tests for location problems includes comparison of the tests with 
the Mann-Whitney-Wilcoxon (MWW) test. For the exact power comparison, there 
are a few of papers indicated as follows. Bell, Moser, and Thompson (1966) gave 
the power of the Wilcoxon test for a shift in uniform distributions. Haynam and 
Govindarajulu (1966) consider shifts in an exponential distribution. Milton (1970) 
has computed tables of the exact power of the Wilcoxon test for a location shift in a 
normal distribution. For double exponential shift alternatives, sample size m = n — 
5, and a = 0.05, Ramsey (1971) obtains the power of a number of tests including the 
Wilcoxon, Normal Score, Smirnov tests. Some power values for the Normal Scores 
test against normal alternatives are given by Klotz (1964). Sukhatme (1986) has 
computed the exact powers of the Mathisen (1943) two-sample median test and the 
Rosenbaum (1953) two-sample location test. 
For detecting differences in dispersion between two populations, there are some 
articles indicated as follows. Sukhatme (1960) computed the exact powers of the 
Wilks-Rosenbaum test and the Kamat test for a scale change in normal distribu­
tions. Klotz (1962) has computed some power values of the Siegel-Tukey test, the 
normal score test and the most powerful rank test for the scale problem in normal 
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distributions and uniform distributions. Rosenbaum (1965) gave some power values 
for the Rosenbaum scale test and other tests in the normal scale problem. 
For detecting general differences between two populations, there are many papers 
comparing the powers of rank tests under the Lehmann alternatives. Some of them 
are indicated as follows. Lehmann (1953) gave the power values for the Wilcoxon 
test, the Mood test, the Run test, etc., under the alternative G = for h = 1,2,3. 
Shorack (1967b) gave the tables of the distribution of the Mann-Whitney-Wilcoxon 
statistic under the alternative G = 1 — (1-F)^. Davies (1971) computed the powers 
of the Savage tests under the alternative G = 1 — (1 — F)^. 
1.2 Scope of the Dissertation 
In Chapter 2, we prove a generalized Hoeffding type theorem for a general class 
of alternatives. Also in that chapter, we give power comparisons for some rank tests 
including MWW, Kolmogorov-Smirnov (K-S), Tukey, Mood, Mathisen, Rosenbaum, 
Galton, Haga and Hâjek tests. We like to note that this theorem is more general 
than what we require for the power comparisons in Chapter 2. It is not restricted to 
independent random samples. The result can be used to obtain the distribution of 
the ranks for a variety of alternatives and will, in particular, be used in Chapter 5 to 
find the distribution of the ranks based on censored data. 
A class of tests based on two order statistics of the samples is called precedence 
tests; see Nelson (1963). In Chapter 3, we consider selection of the best precedence 
test under the class of Lehmann alternatives, F = 1 — (1 — G)'^ for A > 1. Since there 
is only a finite number of precedence tests for fixed sample sizes, we can choose the 
best among these for which the power is maximized at a given A. We compare the 
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best precedence test with other appropriate tests. Moreover, we show that on the 
average it saves the number of observations and the testing time. 
In Chapter 4, we derive the distribution of the ranks when the samples are drawn 
from truncated populations. We consider different truncation models, one population 
is truncated by the other or both of them are truncations of another population. This 
leads to a method of finding more powerful rank tests when the samples are from 
truncated distributions. Also, we find that for an arbitrary choice of significance level 
a, the Sidak and Vondracek (1957) test and the Hàjek test (see Hâjek and Sidak 1967) 
are not LMP rank tests for a shift in location of an uniform distribution. These two 
tests have been shown to be LMP rank tests in this case, for a particular choice of a 
(see Hâjek and Sidak 1967, Problem 11.13). 
In Chapter 5, we consider various types of censoring models and obtain the 
distribution of the ranks under each censoring model. We also compare the powers of 
the generalized Wilcoxon (or Gehan) test and the logrank test under some Lehmann 
alternatives in the random censoring model. Moreover, we derive the mean and the 
variance of the generalized Wilcoxon statistic under the null hypothesis. 
1.3 Notations 
Let X i , . .  . , X m  and Y i , . . . , Y n  be two random samples from distributions F  
and G, respectively. Define 
(1.1) 
(1 .2)  
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and 
S = (*S'(1), . • • »'S'(„))) S = ('^(1)1(1*^) 
where denotes the number of elements of the set A, is the A;-th order statistic 
of the Y sample and is the j-th order statistic of the X sample. Then the sample 
spaces of S and S* are, respectively, 
A =  {(îi,...,in) : 0 < il < • • • < in < m} (1.4) 
and 
• •  0  <  j i  <  •  •  •  <  j m  < n } .  (1.5) 
Note that S ^ f ^ ^  + k and S'^j^ +j are the ranks of and in the pooled sample, 
respectively. We also write Rf^ = + k and Rj = 5'^.^ + j- Therefore, S and S* 
are entirely dependent; that is, for each i = (i^,... ,in) G A, there exists a unique 
j = (j'l) • • • ) Jm) G A* so that 
{S = i} = {S* = j} 
and 
{*1 + 1, •. • ,in + il + 1> • • • f j m  + Tn\ = {1,..., m + n}. (1.6) 
Therefore, for each i = (ii,...,in) 6 A^ we call j = (ii,...,im) € A* the dual 
vector of i if the above relation is satisfied. 
We like to note that 
•^(A:) ^ "^•^"^(^(A:))' k = \ , . . . , n ,  
where Fm and Gn are the empirical distribution functions of F and G, respectively. 
It is clear that every rank statistic can be expressed in terms of and 
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Appendix D, two algorithms are given for computing all possible outcomes of S* and 
S, respectively. 
For each iV = 1,2,..., we let < - < (7be the order statistics of a 
random sample of size N  from U ( 0 , 1 ) ,  the uniform distribution on (0,1). Note that 
for each r{l<r<N), U^.j^ has the Beta distribution, Be{r,N — r + 1). Also, 
we define the incomplete beta function with parameters, (a, /3), by 
where B { a , j 3 )  is the usual beta function. 
We denote by /^(®) and I { A )  the usual indicator function and the usual indi­
cator random variable, respectively; that is. 
(1.7) 
1 if ® G A (1.8) 
0 otherwise 
I { A )  
1 if event A occurs, 
(1.9) 
0 otherwise. 
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2. HOEFFDING TYPE THEOREM AND POWER COMPARISONS 
OF SOME TWO-SAMPLE RANK TESTS 
2.1 Introduction 
The computation of the exact power of a rank test for a nonparametric hypothesis 
HQ is hard because under most alternatives the test is no longer distribution-free. 
For instance, in the two-sample problem where a sample {X^,..., Xm} is taken from 
a  d i s t r i b u t i o n  f u n c t i o n  ( d . f . )  F ,  i s  t a k e n  f r o m  G  a n d  H Q  :  F  =  G  i s  
to be tested, the distribution of the ranks of the %s and Fs in the combined sample 
does not depend on F if HQ is true, but under shift alternatives G{x) = F{x — A) 
the distribution depends not only on A but also on F. Lehmann (1953) proposed to 
consider alternatives of the form G = Q{F), with the function Q specified. Then the 
distribution of ranks under the alternative depends only on Q but not on F. Thus 
different level a rank tests can be compared on the basis of their power at Q, for 
various choices of Q. One of the simplest choices is Q(t) = i.e., G = F^, 0 < A ^ 
1. As an example, Lehmann computed the power of various rank tests at G = 
a n d  a t  G  =  F ^ .  
Lehmann (1953) considered the more general case of independent random vari­
a b l e s  Z i i . . . ,  w i t h  Z i  h a v i n g  d . f .  F ^  =  Q i { F ) ,  i  =  1 , . . .  , 7 V ,  w h e r e  t h e  Q ^ s  
are specified but F is not. The distribution of the ranks of the Z^s depends on 
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(Ql, • • • iQbut not on F. Therefore, one can consider a Lehmann alternative to 
be a certain hypothesis in which the alternative distribution functions are expressible 
as known functions of a set of unknown d.f.s. 
Lehmann (1953) specialized the theorem of Hoeffding (1951, pages 87-88) to 
compute the distribution of ranks for the alternative G = Q{F), where Q is an 
absolutely continuous d.f. on (0,1). When we consider the two-sample location 
shift problem in exponential distributions, it is easy to apply the theorem to get 
the distribution of ranks in this case since one of the two exponential distributions 
can be described as a function of the other one. However, when we consider the 
two-sample location shift problem in uniform distributions, we cannot directly apply 
the theorem, since there does not exist any functional relationship between the two 
uniform distribution functions. This is because the supports of the two distributions 
are not the same and neither of the supports contains the other. Although we can 
modify two distributions with different supports as in the case under consideration, 
then apply the Hoeffding type theorem and finally use some limiting argument to get 
the distribution of ranks, the method is quite difficult and complicated. Moreover, 
one has to try case by case. The generalized Hoeffding type theorem proved in this 
chapter avoids the difficulty as it can be applied to a variety of alternatives. We like 
to mention here that for the above examples of location shifts in exponential and 
uniform distributions, Haynam and Govindarajulu (1966) used different approaches 
to find closed form expressions for the distribution of the Wilcoxon test statistic. 
In the following section, we give a more generalized Hoeffding type theorem re­
lated to the general Lehmann alternatives mentioned earlier. In Section 2.3 we derive 
the distributions of ranks under various alternatives. In Section 2.4, we compare the 
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powers of some two-sample location rank tests under some alternatives given in Sec­
tion 2.3. In Section 2.5, we compare the powers of some two-sample scale rank tests 
under some alternatives given in Section 2.3. 
2.2 Hoeffding Type Theorem 
Theorem 2.2.1 Let X = > • • • » I -^21 ' • • • > •^2n2 ' • • • > -^tl i • • • > 
a random vector, with the joint d.f. W{H{xii),..., where H{x) is a con­
tinuous distribution function and • • • > ) is an absolutely continuous dis­
tribution function on {(^H» • • • » : 0 < t^j < 1, i = 1..., A;, j = 1,..., 
and W is invariant under all permutations within {t^-^,..., ), (i = 1,..., A). For 
each {i,j)i let Rij be the rank of in the pooled sample where 
is the j-th order statistic (the j-th smallest value) in {X(i,...,Let 
k 
R  =  . . . ,  ) ,  T V  =  ^  a n d  T Z  b e  t h e  s e t  o f  
^ i=l 
^ ~ (^11) • • • '^Inj^' • • • '^Â:l' • * • ^ ^ k n j ^  
a permutation of(l,...,N) satisfying r^ < < < • • • < ^knj^ -
Then for each r E 1Z, we have 
P{R = r} = .... (2.1) 
where w is the density function of W and U^.j^. iUare the order statistics 
of a random sample of size N from U{0,1), the uniform distribution on (0,1). 
Proof. Let /I, = {(«n,.. : the rank of ^ is r ^ j ,  for each i , j } ,  
11 
•®r - {(®l(l)'"-»®l(ni)'---'®A:(l)''"'®A:(nj^.)) " 
®1(1) < ••• < ®l(ni)'---!®A:(l) < 
^ ~ ^ ^(1) < "• < \N) ^ 
Then we have 
P{R = r} = J^^dW{H{xii),...,H{xf^j^^)) 
~ I n "^r|'^^^(-^(®l(l))'• • • 
since is invariant under all permutations within ), for 
each i  =  1,... ,fc. Letting t r -  = we write (2.2) as 
k ] 
) '  = = IB {.n '(rfe 
k 
k H 
Then the theorem follows. 
In Theorem 2.1.1, the k samples, i = 1,..., A may not be 
independent. However, if the k samples are independent, we have the following 
result. 
Corollary 2.2.1 Let ..., i = 1,... ,A; be independent random 
vectors, and for each i, lei be distributed as Wi{H{xi),... ^ H{xnjj)) where 
Wi{ti,... ,tn-) is an absolutely continuous and exchangeable distribution function 
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o n  { { t i , . . .  , t n ^ )  :  0  <  t j  <  1 ,  j  =  a n d  H { x )  i s  a  c o n t i n u o u s  d i s t r i ­
bution function. For each {i,j), let R^j he the rank o/ pooled sample 
{ X j i , . . .  w h e r e  i s  t h e  j - t h  o r d e r  s t a t i s t i c  ( t h e  j - t h  s m a l l e s t  v a l u e )  i n  
k 
L e t R  =  { R i i , . . . ,  R j f n , ) ,  ^  ' " ' i  ^  ^ 6  t h e  s e t  o f  
^ * i=l 
r  =  ( r i i , . . .  J  -  •  •  
a permutation o/(l,..., N) satisfying rn < < • 
Then for each r E TZ, we have 
P{R = '} = I n (2 3) 
where ivj is the density function of and ... ,Uare the order statistics 
of a random sample of size N from U((i, 1), the uniform distribution on (0,1). 
Proof. Since the joint distribution of X = (Xj,... ,Xj^) is 
k W{H(xii) H(x^ ))= n m^ni)) 
^ i=l 
the corollary follows from Theorem 2.1.1. 
In the following corollary, we consider the k independent random samples in the 
above lemma and obtain the distribution of R under the Lehmann alternatives. 
Corollary 2.2.2 Let i = 1,... ,k, be k independent random sam­
ples with population d.f.s Q\{H[x)).,..., Qj^{H{x)), respectively, where H{x) is some 
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continuous d.f. and Qi,i = 1,... ,k, are absolutely continuous d.f.s on (0,1). Then 
for each r G TZ/ 
P{R = r}==^ll^E k ^i n n 
1=1 ;=1 
(2.4) 
where is the p.d.f. of Qi for i =  1 , . .  
Proof. Since the joint distribution of X^- = { X ^ ,) for each i  =  1,..., A:, is 
^i 
j=l 
the corollary follows from Corollary 2.2.1. 
Considering the case with A: = 2 in Corollary 2.2.2 and Q \ { t )  =  t  and (^2(0 = 
Q{t) we get the following result due to Lehmann (1953, Equation 4.1). 
Corollary 2.2.3 L e t  . . .  ,%m,} ( ^ n d  { y ^ , . . . ,  1^,} he two independent random 
samples with the population d.f.s F and Q(F), respectively, where F is continuous 
and Q is an absolutely continuous d.f. on (0,1). Let be the rank o/ in the 
p o o l e d  s a m p l e .  T h e n  f o r  e a c h  1  <  <  •  •  •  <  r j i  <  ( m  +  n ) ,  
m'n' ( " 1 
P{^1 = ^1) • • • > Rn = ^ n} = ^ n)!^ | j (2-5) 
where q is the p.d.f. ofQ. 
2.3 Distributions of Ranks under Various Alternatives 
Let < ••• < X^^^ and < ••• < be the order statistics of two 
random samples with continuous population d.f.s F and G, respectively. Let R.^ and 
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Rj be the ranks of and in the pooled sample, respectively. 
In this section, we define ten alternatives H a  — H j  against HQ F  =  G ,  and 
d e r i v e  t h e  j o i n t  d i s t r i b u t i o n  o f  R  =  { R ' l , . . .  , R n )  a n d  R *  =  ( i î | , . . . , u n d e r  
each of the alternatives. Also, we use the distribution of the ranks to compute the 
powers of some rank tests under these alternatives in the next section. The first 
four alternatives Ha — Hj^ are appropriate for location shift tests, and the last six 
alternatives He — Hj are appropriate for scale change tests. 
These alternatives are described as follows. 
(a) H a  : G { x )  =  F ^ ( x ) ,  A > 1, against fTg : A = 1. 
(b) H j j  : G { x )  = (1 - p ) F { x )  +  p F ^ { x ) ,  0 < p < 1, against HQ :  p  =  0 .  
(c) H e  : F { x )  = 1 — > 0, G { x )  = 1 — e ~ ^ ^ ~ ^ \ x  >  0 ,  6  >  0 ,  against 
HQ : 9 = 0. 
(d) H^ : F { x )  ~ U{Q, 1), G { x )  ~ U{A, 1 + A), 1 > A > 0, against HQ : A = 0. 
(e) HE G  =  1  —  { 1  —  i j  >  1 ,  against HQ : i ]  =  1 .  
In case, F { x )  =  1 — and G { x )  = 1 — e ~ ^ l ^y for z>0, then 7 ]  = Oy/Ox. 
(f) HJ: : G  — T) > 1, against HQ :TJ = 1. 
In case, F { x )  =  and (^(a;) = for s < 0, then n )  = B y j O x -
(g) H g  : G { x )  =  F { x l i ] ) ,  T ]  >  1 ,  where F { x )  = 0.5e® for z < 0 and F ( x )  =  
1 — 0.5e~® for x  >  0, against HQ : r j  =  1. 
(h) HF^ : F{ x )  ~ (7(0,1), G{ x )  =  F{ x /R]) ~ U{0,T)), T] > 1, against HQ II] = 1. 
(i) HI : F{ x )  ~ [/(-1,0), G ( x )  = F{X/T]) ~ U{—R],0), T] > I, against HQ :I] = I. 
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(j) H j  : F(z) ~ [/'(—0.5,0.5), G { x )  =  F { x f r ] )  ~ f/(—0.57/,0.5?;), % > 1, against 
H q : T ]  =  1 .  
Note that Lehmann (1953) derived the joint distribution of the ranks under the 
alternative Ha- Sukhatme (1986) derived the marginal distributions of and 
under the alternatives Ha — H^, where and are defined in (1.1) 
and (1.2), and hence the marginal distributions of ranks can be derived. 
The subsequent lemmas give the distribution of the rank vector R for each 
alternative described above. These lemmas will be used to compute the distributions 
of various rank tests discussed in the next section. Before we derive the distribution 
of the ranks for each alternative, we give three propositions which are useful in 
proving the lemmas. Proofs of the coming propositions and lemmas repeatedly use 
the Markov property of order statistics (see David 1981, page 20) since the probability 
distribution function of R is in terms of the expectation of a function of the order 
statistics of a random sample from f^(0,1). 
Proposition 2.3.1 For a; > —1, i = 1,..., N, 
N 
E {n 
m 
— J (^1 + l)(ai + 02 + 2) • • • (aj + • • • + aj\j- + N) 
Proof. We have, using the Markov property of order statistics, 
N „ 
=  E ^ E  
2 = 1 
i V - l  
Li=l 
r#-i 1 
"I,J. "•'«-I 
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al^ l-ayv"-!-
}E{CjV-l:iv:r'>-'E{<:l> 
N\ 
( a j ^  +  l ) ( o i  +  ® 2  2 )  •  •  •  ( a j ^  +  •  •  •  +  +  N )  
The result of Proposition 2.3.1 is given by David and Johnson (1954) in a different 
form. 
Proposition 2.3.2 For 6; > -1, i = 1,..., AT, 
N N\ 
J (^iV + ^ )(^iV + ^ iV-1 + \-bi + N) 
Proof. Since (1 — and U^have the same distribution, let oj = 
fcjV"—i+1 Proposition 2.3.1. Then the result of the proposition follows immediately. 
Proposition 2.3.3 For 0 < a < 6 < 1, 1 < i < j < N, we have 
P{a < C/^.yv < Uj.j^ < 6} = 
= (2.6) 
= b N 
k=o 
Proof. We have 
P{a < < Uj.jf < b} 
= E P{a < C^i:Ar|C^y:ivK(o<C/^-.^<fe) (2.7) 
It is known that jUj.^ and Uj.]\f are independent (for i < j) and the conditional 
distribution of given Uj.j^ = u, is the same as that of Now setting 
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^j:N independent, we can write (2.7) as 
P{a < < Uj.j^  < 6} 
= E 
^y.N ^ h<^<Uj:N<b) 
r b \  f l  v ^ ' ~ l ( l  -  ,  
= / / , ;r7^ dv 
J a  J a / u  B { i , j - i )  B ( j , N - j  +  l )  du. 
Let w  =  u / b  in the above integration, and then 1—u = 6[l—w + (l — b ) / b ] .  Then, 
P{a < < Uj.j^ < b} 
= b ' 1  t ; ^ - l ( l -vy -^ - l  '  
-dv 
wj  ^(1  — w +  (1  — 6 ) /6 )^  ^  
dv 
'  f l  v ^ - ' ^ { l - v ) j - ^ - ' ^  '  
"6 VÛ 0 
^  E ' l t i k  
= V 4*P {Î < Vi:j+k < Uj..j+k < l} 
A:=0 
= "''"i: cve{\<u,.j^ k] 
6=0 
N - j  
= b^ Y1 cj^*^/(l - T! J 4- A; - 2 + 1,() 
6=0 A 
B { j , N - j  +  l )  
j ~ ^ { l  —  w ) ^  
dw 
w 
B { j , N - j  +  l )  
—  w ) ^  
B i j , k  +  1 )  
dw 
dw 
where 
C J .  =  
cV = 
= ( 
( N  - j \  B { j , k  +  i )  ( i - b \  
\  k  ) B { j , N - j  +  l )  \  b  )  
N  \  f l - b \ ^ ~ ^ ~ ^  
N - j - k ,  
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Then the proposition follows. 
Under Ha, G = Q{F), where Q { t )  = ^  and q { t )  =  Q ' { t )  —  Using 
Corollary 2.2.3 and Proposition 2.3.1, we have the following result. 
Lemma 2.3.1 Let G = F^, for A > 0. Then 
m+n / A; \ 
P{R = r} = / jj I A; + Yl a; | 
k=l \ i=l / 
where 
ai = 
A — 1 if i = rj for some rj 
0 otherwise. 
The distribution of R under the alternative Hf^ is given by the following lemma. 
This alternative has received considerable attention as the Wilcoxon test is the locally 
most powerful test in this case (see Lehmann 1953). 
Lemma 2.3.2 Let G{x) = {1 — p)F{x) + pF^{x), for p Ç. {0,1]. Then 
P{R = r} = mini {m + n) :(2pr 
n  r j + j - 1  
^ j ^ m  +  n  +  j  
J 
+ I V( 
where 
k=l l<ti<-<tf^<n j=l ^ + ^  + 3 
4 = E 
J = 1 
/ 
1 if j ^ 
0 otherwise., 
and 1 < < • • • < < n satisfying dz- = • —1 /or j  = 1,... ,n. 
•' J 
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Proof. Let Q { t )  = (1 — p)< + for t  6 [0,1] and 0 < p < 1. Then G  =  Q { F )  and 
then from Corollary 2.2.3, we have 
m!n! I — 
P{R-r}  -  +  
mini I — ® I n i^P^r^:m+n + 1 P) 
where 
(m + n)! J 
" (m + ^U^{Ur.:m+n + -^)| 
= fSb-Ll'V'*-! 
n 
^0 ~ n ^ Vj:m+n 
(—1 
^1 = 51 n ^rf.m+n = S 11 ^rftn+n 
l<t<ni=l l<t<ni=l 
Ak = E f[ 
l<ti<'"<tf^<ni=l 
for fc = 2,...,n. Note: An = 1. We have, using (3.1.6) of David (1981, page 36), 
EjnO;- '* '" ' )  
i \ 
^ + _Z 1 - ^ [r-i - 1 + E 1 -
;= i  
(m +  n) !  "  ( r . j - l  +  i -£ i , j - ) !  
- L A \  (m + 2n — A:)! (r^ — 1 + i — 1 — )! 
i 
where ^ and dQ = 0. 
i=i 
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If rfj = di_i + 1 for some 1 < i < n, then we say the sequence ... ,dn\ has 
a jump at i. Note that if i is a jump point of the sequence, then (r^ — 1 + i — (ij)! = 
(r^ — 1 + i — 1 —Since the sequence has k jumps, there are n — k points without 
jump in the sequence. Hence, we denote the points without jump as < • • • < 
and note that dz: = for i = 1,... ,n — fc. Hence, 
(m + ra)! ^ — 1 + z -
(m + 2n - k ) \  (r^ - 1 + i - 1 - )! 
1 i^zj - 1 + -Z; - dzj )! 
m  +  R  +  j  ( r z j  -  2  +  z j  -  d . ^ _ i ) \  
n—k rz - + zj — dz - — 1 
= n ——-—-—• 
j=l m + n +J 
Therefore, the lemma follows. 
In the following lemma, we give the distribution of R under the alternative He-
In the case, F and G are both exponential and the supports of F and G are different; 
the support of G is contained in that of F. But, we will see, while proving the lemma, 
that G = Q[F) where Q is given by (2.8). 
Lemma 2.3.3 Let F{x) = 1 — and G(y) = F{y — 6) for 0 > 0. Then 
P{R = r} = + n - rj + l,ri). {m + ny. 
where BI{t-,a,j3) = - uf-'^du/B{a,(3). 
J { )  
Proof. We have G { y )  = 1 - = 1 — (1 — F { y ) ) e ^ ^  = Q { F { y ) ) ,  where for 
l > t >  
Q i t )  =  l -  { l - t ) e ^ ^ .  (2.8) 
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Then q { t )  = Q ^ { t )  = and 
Then the lemma is proved. 
Lemma 2.3.4 gives the distribution of R under the alternative that F and G 
are  the distribution functions of C/(0,1) and U{A, 1 + A) for 0 < A < 1. Here F and 
G have the different supports. Though the supports are overlapping, none of them 
contains the other, and hence, there is no functional relationship between F and G. 
So, we cannot directly apply Corollary 2.2.3 to obtain the distribution of R. One way 
to solve the problem is to find a sequence of functions {F^} satisfying the condition 
that lim^ = F{x) for all x, and the support of F^ for each 6 contains that of 
G. For example, let 
0 if X < 0 
X  i f O < a : < l  —  5  
, (2.9) 
1  +  —  A  —  1 )  i f l  —  6 < z < A - j - l  
1 if ® > A + 1 
where 0 < A < 1 and 0 < <5 < 1 — A. Hence, there exists a sequence of absolutely 
continuous distribution functions, {Q^}, satisfying G = Q^{F^). For example, with 
F s i ^ )  =  
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respect to the defined in (2.9), 
0 if a: < A 
6 - A  i f  A  <  z  <  1  -  6  
,A±5 (®-1)^^ + 1 if 1 -  6 < z < 1. 
We can construct a sequence of random samples for 5 > 0 from 
such that 
(^^1, • • • t^Sm) —' (^1) • • • i^m) a.s. as 5 ^ 0"'" 
(see Section 1.6.3, Serfling 1980, page 23), and then 
(R^,Rj) —> (R,R*) a.s. as 6 ^ 0+ 
where R^ = (/Z^i,..., i?^^), Rj = (%,..., ^ ^^) and % and R*^. are, respec­
tively, the ranks of and in the pooled sample Fj,..., In}-
Therefore, 
P{R = r} = lim^P{R^ = r} 
— lim E < JJ L 
*^0+ li=l J 
Although, in this case, we can use this technique, it is much easier to obtain the 
probability distribution of R by using Corollary 2.2.2. This is where the generaliza­
tion of the Hoeffding type result (Theorem 2.2.1) proved earlier is useful to obtain 
the distribution of the ranks. 
Lemma 2.3.4 Let F{x) ~ (7(0 ,1 )  a n d  G { x )  ~  U { A ,  1 -f- A) where A 6 [0,1]. Then 
f o r r i  <  r ^ ,  
P{R = r,R* = r*} 
Z h %) - A, rî, + - n + l,ri ). 
i._n Vrn + «•/ (m + n)! 
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If ri > r^i (i.e., = m + 1 and = m), then we have 
P{R = r,R* =r*} 
(A + 1)^+" m!n! (m + ra)! BI{ + 1) — BI{ + l;m) •A + r ' ' 'A + i 
Proof. Let H { x )  be the d.f. of U { 0 , A  + 1). Then F  = Q i { H )  and G  =  Q 2 { H )  
where 
<?2«) = 
nW = Q'lH) = + 
?2(') = QzM = iKji. j;, )• 
Then from Corollary 2.2.2, we have 
P{R = r,R* =r*} 
:(A + 1)"'+"E m!n! [m + n)! 
m!n! 
m n 
^(A+i r+"p{^  < <  ^} .  (m + n)! 
If r-y > r^, then rj = m + 1 and =  m ,  and then we have 
P{R = r,R* = r*} 
mini 
(m + n) 
m\n\ 
- (A  +  1)"^"^" '  P{C^rn+l :7n+n  >  ^  ^  P{f^m:m+n >  ^  _l_  2} 
(m + n)! 
If < r^, then 
(A + 1)^+^ BI{ ^ ;n,m. + 1) — BI{ ^ + l;77i) 
A + 1 •A + 1 
(2.10) 
24 
P{R = r,R* = r*} = + 1)"^+" , 
(m + n)!  
* ^ ^ ^rjim+n < ^rm'm+n < ^ ^  ^  j (2-11) 
and then the lemma follows from (2.10), (2.11) and Proposition 2.3.3. 
The following lemma gives the distribution of R under the alternative He : 
G = 1 —(1 —F)V^ for 77 > 0. As this class of alternatives is often useful in two-sample 
life-testing problem we will discuss it in detail in Chapter 3. 
Lemma 2.3.5 Let G = 1 — (1 — F)^!^ for 7; > 0. Then 
pm = = m\n\7^-^ 
(^m+n + l)(^7n+n + ^m+n-1 + 2) • "(6^+% "t 1" ^1 + "7- + n) 
where 
i - 1 if j = Tj for some 
bj = \ ' 
0 otherwise. 
Proof. We have G = 1 — (1 — F)^/^ = Q { F ) ,  where Q { t )  = 1 - (1 — t ) ^ ! ^ . Since 
/ 1 — — 1 q { t )  =  Q  { t )  = ^(1 — ()^ , the lemma follows from Corollary 2.2.3 and Proposi­
tion 2.3.2. 
The distribution of R under the alternative H^ is given by Lemma 2.3.6. Al­
though the alternative is similar to Hai it is appropriate for a two-sample scale 
problem. 
Lemma 2.3.6 Let G = for t] > 0. Then 
p /R  =  r}  =  
(®1  +  1 ) ( ®1  +02  +  2 )  "  '  ( a j  - { - • • •  - f  + m + n) 
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where 
a, = ) ^ i - 1 if j = r: for some r; 
otherwise. 
Proof. We have G  =  =  Q { F ) ,  where Q { t )  = Since q { t )  =  Q \ t )  =  
1 ~ — 1 * . 
, then the lemma follows from Corollary 2.2.3 and Proposition 2.3.1. 
Lemma 2.3.7 gives the distribution of R under the alternative Hg that both F 
and G are double exponential. 
Lemma 2.3.7 Let G(x) = F(x/rj) for rj > 1, where F{x) = 0.5e® for ® < 0 and 
F{x) = 1 — 0.5e~® for ® > 0. Then 
m\n\ P{R = r} = 
(m + n)! \ T} 
(m + jt)!r(i-„ + I - ») f 
(r„ - l)!r(m + 1 + |) '•i-.rn-l 
5/(0.5; rji ^ — n,m n -j- 1 — rfi) 
(m+n\ JWf2H±!iL« 
W+i 'k i - i ) !  r ( ï (p l )+ ;^  
* 
+ 
n—1 
E 
2 = 1 
5(fc(i - 1) + r^+i,(n - fc)(i -l)+m + n + l-
k — 1  i_i 1 f ^ -
n E 
i=l 
E 
1- 1  
i=k+2 
• m+n+1—rj:7n+n— * 
+ 
[5/(0.5; - 1) + r;^,(n - A;)(i - 1) + m + n + 1 - r j ^ ) -
5/(0.5; 6(1 - 1) + rij_^i,{n - k){^ -l) + m + n + l- J'fc-|-i)] 
(m + n)!r(m + 1 — + ^) 
(m + n — 7'j)!r(m + 1 — ^) 
5/(0.5;m + 1 - + ^,ri) 
E 
n  l _ i  
i=2 m+n+l—r^:m+n—ri 
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Proof. Since 
G i x )  =  
then G  =  Q { F )  where 
Q i t )  =  
0.5e®/^ if a; < 0 
l-0.5e~®/'? if®>0 
0.5(2F)1/V if F <0.5 
1 - 0.5(2-2F)V^ if F >0.5 
0.5(2()V^ if 0 < ( < 0.5 
1-0.5(2-2t)V^ if 1 > f > 0.5 
and 
l . i -1  9(0 = e(0 = -2'7 tv - 1  1- 1  
"^(0<i<0.5) + ~ ^(1><>0.5) 
Then from Corollary 2.2.3, 
m!n! /1 1 —1\ P{R = r} = (m + n)! It/ -2^  
n i -1  1- 1  
n I ^r]:m+n^iUr..,m+n<0.5) + ^(C/;...^+„>0.5) 
m!n! ( l„i—1\ 
{m + n)! \ rj 2V E 
n i _ i  
1=1 
+E 
1-1 
n ^rf,m+n^^ ^rn'-Tn+n) H^rji_i:m+n'^^'^'^^rn'-'m+n) 
= 1 
+ E I n (1 - Ur^-.m+n)"^ ^Im .^+„>0.5) 
l i= l  
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Also, using the Markov property of order statistics, we have 
TT 1-1 k  l _ i  TT 11 ^r::m+n 
i=l ^ i. 
( k - 1  l _ i  
= E 
i=l 
. E < 
,i. i_i 
TT 11 m+n+l-rr.m+n—rui-t 
i=k+2 ^ 
(n-fc)(|-l) 
,m+n) 
the above equation we first write the in­
changé the integrand into a joint density 
function after multiplying it by a constant; that is, 
E< 
To evaluate 
^rj^un+ni'^ = 
the last expectation term in 
tegration form of the expectation. Then 
^ (m + ny.u''k-^{v - «)''<:+l~''*~'(l - 1 
(a - -  1 ) ' (^A:+1-^Â:+  J 
_  f ' ^  ( m  +  n ) ! u ® ( f  —  u ) ^ ( l  -  d u d v  
= c*[P{C/ < 0.5} - P{F < 0.5}] 
where { U , V )  has the joint density function h { u , v )  such that 
- VF-'^ ÎOTO<U<V<1 
(2.12) 
T { a ) T { b ) T i c )  
here 
a  =  &( i  -  l )  +  r f ^  
^ = ^6+1 
c  =  ( n  -  k ) { ~  -  1 )  +  m  +  n  • -  +  1 
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and 
E 
^ /Tn + 7i\ - 1) 4-r^) 
V t+ l / ( rA . - l ) ! r (&( l - l )  +  r jb+ l )  
~ - l) + m + n + 1 . 
Since the marginal distributions of U and V are Be(o, b + c) and Be{a + b, c), we can 
write (2.12) as 
r}^:m+n (^r^;m+n<0*5<fVj^_j_j^ :m+n)  
^m +  n \  ^ fc+ i !  r (A; (^  -  1)  +  T-fe )  
*B ^A:(i - 1) + r^,^i,(7i-A:)(^ - l) + m + n + 1 
* BI ^0.5; k{- — 1) + rj^,{n — k)(- — 1) + m + n + 1 — 
—  B I  ^0.5; k { -  —  1 )  +  ~ ^)(- — l) + m + n + l— . 
Then the result of the lemma follows immediately. 
The following lemma gives the distribution of R under the alternative Hj^. 
Lemma 2.3.8 Let F{x) ~ £/'(0,1) and G{x) = F{xj7j) for TJ > 1. Then 
P{R = r,R* = r*} = + n - + 1)-
Proof. We have F = QiG), where Q{t) = % + 7 ^ . Since 
q { t )  = Q ^ t )  = 7]I 2 , then using Corollary 2.2.3, (U<r<^  j  
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mini 
{m + n)!  
Then the lemma follows. 
Under the alternative Hj, the distribution of R is given by the following lemma. 
The proof of the lemma is omitted as it is similar to that of Lemma 2.3.8. 
Lemma 2.3.9 Let F{x) ~ C/( —1,0) and G{x) = F{x/r]) forrj > 1. Then 
P{R = r ,R* =  r*}  =  + n  -  r |  +  l , r j ) .  
(M + RA)! TJ ^ ^ 
Under the alternative Hj, the distribution of R is given by the following lemma. 
Lemma 2.3.10 Let F{x)U{—0.5,0.5) and G{x) = F{xfT)) for rj > 1. Then 
I I  , 1  i n ~ \ ~ n  ^ 7 7 7  /  I  \  
Proof. We have F  =  Q { G )  where Q { t )  =  r j t  —  { r j  —  l)/2 for <  t  <  
^ jj.^1 y the lemma follows from Corollary 2.2.3 and 
Proposition 2.3.3. 
2.4 Power Comparison for Some Location Tests 
In this section, we compare the powers of the location rank tests including Mann-
Whitney-Wilcoxon (MWW), Kolmogorov-Smirnov (K-S), Sidak and Vondracek, 
Tukey, Mood, Mat hi sen, Rosenbaum, Galton, Haga and Hâjek tests under the first 
four alternatives Ha — defined in the previous section, which are appropriate 
oiiicc q y i j  — Y 1(^7 — '/•« 
(V" 
30 
for a shift in location. The definitions of these test statistics can be found in Hâjek 
and Sidak (1967), Lehmann (1975) and Randies and Wolfe (1979). Here, we rewrite 
these statistics in terms of S and S* and use the lemmas proved earlier to find their 
distributions. Note that the definitions of S and S* are given by (1.1), (1.2) and 
(1.3). 
2.4.1 Description of location tests 
Test Tl: It is based on the number of XS less than the smallest Y. The test 
rejects HQ when is large enough. 
Test T2: It is the Rosenbaum test (1954, 1965) based on n — 5"^y the number of 
ys greater than the largest X. The test rejects HQ when the number is large 
enough. 
Test T3: It is based on S , the number of %s less than V" 7^4.1.. The test 
rejects HQ when the number is large enough. Note that if n is odd , the test is 
the Mathisen test (1943). 
Test T4: It is based on n — 5'*^ , ^ , the number of Fs greater than 7^+1, • The 
("T") , 
test rejects HQ when the number is large enough. 
Test T5: It is the Haga test (1960) based on (n — 5"^^ + 6"^^) — (m- 6'^^^ + 5"^^). 
The test rejects HQ when the test statistic is large enough. 
Test T6: It is the Hâjek test (Hajek and Sidak 1967) based on min{n— 5"^^, 5'^^}. 
The test rejects HQ if the test statistic is large enough. 
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Test T7: It is the Mood test (Mood 1950, page 394) based on 
^{"^(0 ^ ^ (m + n)/2, i = l,...,n|, the number of Ks exceeding the me­
dian of the combined sample. The test rejects HQ when the test statistic is 
large enough. 
Test T8: It is the Sidak and Vondracek test (1957) based on n — + 5"^^, the 
total number of .Ys less than and Ys greater than The test rejects 
HQ if the test statistic is large enough. 
Test T9: It is the Tukey test (1959) which is similar to the Sidak and Vondracek 
test (Test T8). However, Tukey test rejects HQ if both (n — 5"^^) and 5"^^ 
are > 1 and n — "^(1) enough. 
Test TIO; It is the Galton test (see Behnen and Neuhaus 1983) based on 
# k = l,...,m| provided m = n, that is, the number of pairs 
l^^), i = 1,... ,m = n, with The test rejects HQ when the 
test statistic is large enough. 
n 
Test Til: It is the Wilcoxon test based on ^ 5"/^, the total number of the pairs 
i=l 
(X^, YJ)^ [i = 1,.. .  ,Tn;  j = 1,.. .  ,n)  with < YJ. The test rejects HQ if the 
test statistic is large enough. 
Test T12; It is the Kolmogorov-Smirnov test based on 
"^(i) i . 1 ; %) . 1 
—^ , z = l,...,n; , J = 1,... ,m 
m n m n 
max the maximum differ­
ence from the empirical di s t r i b ution function Gn{x) to the empirical distribu­
tion function Fm{x). The test rejects HQ if the difference is large enough. 
Test T13: It is the most powerful (MP) test against a simple hypothesis. 
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Table 2.1: Powers of rank tests under alternatives G ( x )  = F { x ) ^  with m  =  n  =  7  
and a = 0.05 
Test 
CM II II oo
 II A = 5 A = 6 A = 7 o
o
 II <
<
 
A = 10 
T1 .26131 .47517 .63248 .73991 .81258 .86227 .89686 .93914 
T2 .16050 .26587 .35346 .42464 .48274 .53071 .57084 .63391 
T3 .16926 .28117 .37228 .44508 .50372 .55163 .59138 .65327 
T4 .25327 .46199 .61853 .72721 .80173 .85325 .88944 .93413 
T5 .25673 .45485 .59566 .69116 .75675 .80306 .83675 .88124 
T6 .22458 .38275 .49660 .57725 .63599 .68028 .71475 .76491 
T7 .19455 .33838 .45646 .54933 .62201 .67928 .72493 .79180 
T8 .25879 .46210 .60823 .70788 .77637 .82454 .85932 .90456 
T9 .25608 .45269 .59178 .68574 .75008 .79543 .82839 .87200 
TIO .17270 .24840 .28969 .31397 .32957 .34035 .34824 .35901 
Til .27435 .49438 .64824 .74925 .81594 .86106 .89246 .93139 
T12 .23361 .42220 .56809 .67367 .74941 .80427 .84464 .89781 
T13 .29589 .53986 .70494 .80756 .87119 .91133 .93735 .96652 
2.4.2 Computation of powers 
Once we have the distributions of the vectors of ranks under the various alterna­
tives we are ready to compute the powers of the tests defined in the previous section 
for various choices of a, the level of significance, and sample sizes m and n. The 
powers of the tests T1 — T13 are presented in Tables 2.1 to 2.4 when m = n = 7 and 
a = 0.05. As the distributions of the statistics are discrete, we consider randomized 
tests for a = 0.05. 
We like to note that the probability functions of rank statistics in Lemmas 2.3.3 
and 2.3.4 deal with incomplete beta functions. However, the parameters of the in­
complete beta functions are integers, and hence we can expand the functions into 
finite power series. 
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Table 2.2: Powers of rank tests under alternatives G = (1 — p)F + with 
m = n — 7 and a = 0.05 
Test p = .01 p = 0.1 p = 0.2 p = 0.3 II O
 
p = 0.6 II o
 
QO
 
p = 0.9 
T1 .05083 .05898 .06964 .08227 .09721 .13562 .18868 .22220 
T2 .05083 .05859 .06785 .07777 .08827 .11084 .13509 .14768 
T3 .05086 .05895 .06872 .07926 .09052 .11495 .14141 .15521 
T4 .05086 .05927 .07018 .08298 .09794 .13565 .18623 .21744 
T5 .05097 .06040 .07244 .08631 .10224 .14128 .19183 .22229 
T6 .05086 .05913 .06954 .08141 .09491 .12775 .17011 .19565 
T7 .05084 .05894 .06903 .08033 .09288 .12180 .15581 .17462 
T8 .05098 .06050 .07266 .08669 .10281 .14229 .19337 .22409 
T9 .05097 .06038 .07238 .08621 .10209 .14098 .19136 .22173 
TIO .05078 .05813 .06709 .07691 .08763 .11190 .14018 .15590 
Til .05106 .06145 .07485 .09039 .10828 .15181 .20682 .23897 
T12 .05095 .06015 .07183 .08516 .10026 .13621 .18046 .20589 
T13 .05106 .06146 .07490 .09061 .10887 .15448 .21527 .25276 
2.4.3 BfRciency indices for the location tests 
If we look at the powers in Table 2.1, it is not always true that for any two 
power functions, one dominates the other one. For example, the power of Test Til 
is greater than that of Test T1 when A < 6, but the power of Test Til is less than 
that of Test T1 when A > 7. Hence, it hard to say which one is better. In order 
to be able to conduct a comparison of two tests, we need make a transformation 
from a power function into a real number. Although it is possible to find a bunch 
of reasonable transformations, a weighted average of a power function is a nice and 
easy transformation. In the following, we define a number, say efficiency index, for a 
test. It is a weighted average transformation of the power of the test. 
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Table 2.3: Powers of rank tests under alternatives G { x )  =  F { x  — 9) an( 
F { x  ) = 1- with m 7 and a = 0.05 
Test 
o
 
11 II O
 
to
 
9 = 0.3 9 = 0.5 II O
 
9 = 1.5 II to
 
o
 
9 = 3.0 
T1 .09916 .17796 .27909 .50035 .86725 .97435 .99576 .99991 
T2 .06312 .07884 .09735 .14298 .29929 .47931 .64010 .84888 
T3 .06475 .08256 .10355 .15497 .32449 .50861 .66576 .86214 
T4 .09028 .15583 .24506 .45678 .84634 .96935 .99485 .99988 
T5 .09278 .14946 .21574 .35882 .65657 .82286 .90616 .97071 
T6 .09348 .14392 .19367 .28401 .47208 .62935 .75255 .89965 
T7 .07086 .09805 .13209 .21997 .50040 .74020 .88209 .98044 
T8 .09190 .14876 .21672 .36819 .69720 .87566 .95223 .99339 
T9 .09289 .14955 .21554 .35695 .64461 .80211 .88420 .95743 
TIO .08331 .11344 .14071 .18771 .27124 .32190 .35263 .38257 
Til .08701 .13816 .20141 .34924 .68973 .87691 .95468 .99414 
T12 .07745 .11850 .17450 .32150 .69893 .90106 .97241 .99831 
T13 .09916 .17796 .27909 .50035 .86725 .97435 .99576 .99991 
Definition 2.4.1 Let (3^{9) for 9 E be the power function of a rank test 4>. The 
efficiency index of the test is defined by 
where (^f^p{9) is the power of the MP rank test, and W{9) is a weight distribution 
function on the parameter space Q. 
From the definition of the efficiency index, we can see that if the power of (pi is always 
greater than that of 4>2i then If > EI^^ for any two tests 
and ^2) we prefer test 
The efficiency index of a test depends on the choice of the weight distribu­
tion function W. For simplicity, let W be the discrete distribution function on 
{^2,...,, ^ g}, the parameter points on which we compute the powers in Tables 2.1 
35 
Table 2.4: Powers of rank tests under alternatives G ( x )  =  F ( x  —  A) and F ( x )  =  x  
with m = n = 7 and a = 0.05 
Test A = .01 A = .1 A = .2 A = ,3 A = .4 A = .5 
«
0 II <
 
oo II <
 
T1 .05489 .12002 .24294 .41045 .59547 .76433 .89036 .99345 
T2 .05489 .12002 .24294 .41045 .59547 .76433 .89036 .99345 
T3 .05447 .11239 .22348 .38291 .56808 .74399 .87925 .99267 
T4 .05447 .11239 .22348 .38291 .56808 .74399 .87925 .99267 
T5 .05735 .16269 .36405 .60602 .81049 .93357 .98474 .99992 
T6 .05746 .16613 .35739 .57280 .76041 .89101 .96252 .99907 
T7 .05370 .09725 .17158 .27764 .41482 .57397 .73578 .96220 
T8 .05709 .15936 .35725 .59847 .80514 .93112 .98406 .99992 
T9 .05738 .16313 .36494 .60700 .81116 .93386 .98481 .99992 
TIO .05717 .13309 .22466 .30261 .35574 .38443 .39615 .39997 
Til .05626 .14213 .30500 .51650 .72375 .87751 .96145 .99943 
T12 .05454 .11248 .22151 .37871 .56505 .74565 .88503 .99487 
T13 .05746 .17043 .38450 .62837 .82385 .93879 .98622 .99993 
to 2.4, such that 
6^8 -e^o 
where is the parameter value given in the null hypothesis. Therefore, the efficiency 
index of a test (j) is 
For example, from Table 2.1, the efficiency indices for Test T1 under the alternative 
Ha are obtained by 
, .26131 , .47517 „ .939141 
^ .29589 ^ .53986 ^ .966521 ' 
Then we can compute the efficiency index for each test and give the rank of the 
efficiency index of a test in each alternative. We summarize the results as Table 2.5. 
We make the following conclusions for the power comparisons. 
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Table 2.5: Efficiency indices for location tests 
Efficiency Indices Rank of EI 
Alternatives Alternatives 
Test a b c d a b c d 
T1 .92842 .89797 1.0000 .80514 2 5 1 6.5 
T2 .56882 .75631 .59629 .80514 11 12 11 6.5 
T3 .59315 .77807 .61844 .77974 10 10 10 8.5 
T4 .91423 .89629 .97796 .77974 3 6 2 8.5 
T5 .87523 .92599 .87496 .98086 5 3 6 2 
T6 .74545 .85251 .74360 .95809 8 8 9 4 
T7 .72036 .81548 .78453 .66007 9 9 8 11 
T8 .89494 .93136 .90801 .97367 4 2 3 3 
T9 .86829 .92443 .86079 .98179 6 4 7 1 
TIO .41219 .76311 .38482 .48890 12 11 12 12 
Til .93902 .98041 .89947 .90635 1 1 4 5 
T12 .85703 .89500 .89592 .77939 7 7 5 10 
(1) Test T1 (based on 6"^^) is better than Test T4 (based on n — ), although 
the efficiency indices of Test T4 are very high over the four groups of alterna­
tives. 
(2 )  Tests T2 (the Rosenbaum test) and T3 (the Mathisen test) have comparable 
powers, but they are not powerful under the alternatives HA, and HQ-
(3) Tests T5 (the Haga test), T8 (the Sidak and Vondracek test) and T9 (the Tukey 
test) have comparable powers. Their efficiency indices are quite high. Moreover, 
Tests T6 (the Hâjek test), T5, T8 and T9 should be preferred to the others if 
the underlying distribution is uniform or close to it. 
(4) Test T7 (the Mood test) is not a relatively powerful test among these tests, 
although the definition of Test T7 is similar to that of Test T4. 
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Table 2.6: Powers of rank tests under alternatives G ( x )  = 1 — (1 — F ) ^ ! ^  with 
m — n = 7 and a = 0.05 
Test rj = 1.5 
-
3
 II to
 
o
 
11 to
 
7/ = 2.8 7/ = 3.0 7/ = 3.2 7] = 3.5 O 11 
T14 .05995 .05933 .05530 .05247 .05059 .04875 .04611 .04213 
T15 .08827 .14644 .21290 .25381 .28090 .30760 .34657 .40791 
T16 .07615 .09827 .11508 .12276 .12699 .13058 .13494 .13988 
T17 .07490 .09353 .10581 .11059 .11289 .11458 .11616 .11682 
T18 .07177 .08597 .09433 .09728 .09860 .09949 .10017 .09998 
T19 .06610 .06598 .05966 .05505 .05196 .04895 .04469 .03837 
T20 .07008 .07919 .08169 .08131 .08054 .07949 .07751 .07358 
T21 .06912 .07730 .07896 .07815 .07714 .07586 .07359 .06930 
T22 .15975 .29589 .42703 .49725 .53986 .57910 .63182 .70494 
(5) Test TIO (the Galton test) is the worst test among these tests. 
(6) Test Til (the Wilcoxon test) is better than Test T12 (the Kolmogorov-Smirnov 
test) in a comparatively small neighborhood of the parameter given at the point 
defined in the null hypothesis against each one of the four alternatives Ha — 
H d -
2.5 Power Comparison for Some Scale Tests 
Tables 2.6 — 2.11 give the powers of the nine two-sample scale tests T14 — 
T22 for testing Hq : F = G against the last six alternatives He — Hj defined in 
Section 2.3. These tests consist of Rosenbaum, Kamat, Tukey-type, Ansari-Bradley, 
Siegel-Tukey, rank-range and interquartile rank-range tests. 
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Table 2.7: Powers of rank tests under alternatives G { x )  =  F { x / r ] )  and F { x )  = e® 
for a: < 0 with m = n = 7 and a = 0.05 
Test T; = 1.5 II o
 1 
II to
 
II to
 
OO
 T] = 3.0 Tj = 3.2 T] = 3.5 O II 
T14 .05995 .05933 .05530 .05247 .05059 .04875 .04611 .04213 
T15 .08827 .14644 .21290 .25381 .28090 .30760 .34657 .40791 
T16 .07615 .09827 .11508 .12276 .12699 .13058 .13494 .13988 
T17 .07490 .09353 .10581 .11059 .11289 .11458 .11616 .11682 
T18 .07177 .08597 .09433 .09728 .09860 .09949 .10017 .09998 
T19 .06610 .06598 .05966 .05505 .05196 .04895 .04469 .03837 
T20 .07008 .07919 .08169 .08131 .08054 .07949 .07751 .07358 
T21 .07042 .07943 .08164 .08106 .08016 .07896 .07678 .07253 
T22 .15975 .29589 .42703 .49725 .53986 .57910 .63182 .70494 
2.5.1 Description of scale tests 
Test T14: It is the Rosenbaum two-sample scale test (1953, 1965) based on 
m — 4- 5'^^, the number of Xs greater than or less than and it 
is equivalent to the test based on the range of the ranks of Fs in the pooled 
sample. The test rejects HQ when the number is small enough. 
Test T15; It is based on n — Sf . + 5,*, \, the number of Fs greater than or (m) (1)' *= [ m )  
less than and it is equivalent to the test based on the range of the ranks of 
Xs in the pooled sample. The test rejects HQ when the number is large enough. 
Test Tl6s It is the Kamat test (1956) based on ("^~'^(n) + '^(l))~("~'^*^) + '^(*lj)) 
the difference of the number of Xs in the extreme runs of the combined sample 
and the number of Fs in the extreme runs of the combined sample. The test 
rejects HQ when the statistic is small enough. 
Test T17: It is the Tukey-type test (see Neave and Worthington 1988, pages 136-
139). The test is similar to Test T15, but the Tukey-type test has the critical 
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Table 2.8: Powers of rank tests under alternatives G = F{X/T}) and F( x )  =  for 
® < 0 and F{x) = 1 — for a: > 0 with m = n = 7 and a = 0.05 
Test 7/ = 1.5 T} = 2.0 T] = 2.5 0
0 II II CO
 
o
 
t] = 3.2 T] = 3.5 7/ = 4.0 
T14 .09189 .12318 .14502 .15477 .16021 ,16496 .17098 .17880 
T15 .11985 .20749 .29810 .35026 .38348 .41530 .46020 .52742 
T16 .13333 .23198 .32913 .38328 .41719 .44925 .49388 .55941 
T17 .13423 .23348 .33078 .38484 .41863 .45054 .49490 .55991 
T18 .12722 .21446 .29792 .34383 .37246 .39949 .43713 .49262 
T19 .13246 .22336 .30740 .35233 .37988 .40555 .44073 .49140 
T20 .13412 .23033 .32161 .37112 .40164 .43019 .46942 .52602 
T21 .13338 .22835 .31834 .36713 .39723 .42538 .46409 .51999 
T22 .14149 .24963 .35455 .41205 .44761 .48090 .52692 .59377 
Table 2.9: Powers of rank tests under alternatives G{ x )  = F{ x f T } )  and F ^  U{0,1) 
with m = n = 7 and a = 0.05 
Test r] = 1.5 rj = 2.0 C
I II P- 7] = 2.8 II 
' 
CO
 
o
 Î] = 3.2 T] = 3.5 7] = 4.0 
T14 .08167 .06937 .05903 .05408 .05120 .04861 .04517 .04040 
T15 .24646 .46936 .63150 .70126 .73890 .77077 .80985 .85775 
T16 .19045 .25374 .27262 .27413 .27293 .27057 .26560 .25527 
T17 .18320 .22465 .22326 .21534 .20900 .20233 .19223 .17622 
T18 .13712 .16374 .16826 .16610 .16360 .16059 .15551 .14646 
T19 .12681 .10210 .07625 .06441 .05785 .05219 .04507 .03600 
T20 .15986 .18288 .17118 .15948 .15129 .14318 .13156 .11423 
T21 .15531 .17299 .15845 .14605 .13767 .12954 .11812 .10146 
T22 .39643 .68359 .82942 .87878 .90226 .92046 .94063 .96207 
region with the restriction that (n — and 5^^ must each be > 1. 
Test T18; It is based on the interquartile range of the ranks of Xs in the pooled 
sample. The test rejects HQ when the interquartile range is small enough. 
Test T19: It is based on the interquartile range of the ranks of I s in the pooled 
sample. The test rejects HQ when the interquartile range is large enough. 
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Table 2.10: Powers of rank tests under alternatives G { x )  = F{X(TJ) and 
F ~ f/( —1,0) with m = n = 7 and a = 0.05 
Test 7/ = 1.5 Tj = 2.0 7] = 2.5 O
O
 II II CO
 
o
 
7/ = 3.2 T] = 3.5 T] = 4.0 
T14 .08167 .06937 .05903 .05408 .05120 .04861 .04517 .04040 
T15 .24646 .46936 .63150 .70126 .73890 .77077 .80985 .85775 
T16 .19045 .25374 .27262 .27413 .27293 .27057 .26560 .25527 
T17 .18320 .22465 .22326 .21534 .20900 .20233 .19223 .17622 
T18 .13712 .16374 .16826 .16610 .16360 .16059 .15551 .14646 
T19 .12681 .10210 .07625 .06441 .05785 .05219 .04507 .03600 
T20 .15986 .18288 .17118 .15948 .15129 .14318 .13156 .11423 
T21 .15990 .18131 .16790 .15540 .14678 .13832 .12627 .10847 
T22 .39643 .68359 .82942 .87878 .90226 .92046 .94063 .96207 
n 
Test T20: It is the Ansari-Bradley Test (1960) based on ^ + 0) where 
i= l  
m  +  n + 1  771 + 71 + 1 
The test rejects HQ when the test statistic is small enough. 
n 
Test T21: It is the Siegel-Tukey Test (1960) based on ^ ''PsT^^{i) + ^)' where 
(V'5r(l)î---)^'57'('" + ^)) = (1,4,5,8,...,7,6,3,2). 
The test rejects HQ when the test statistic is small enough. 
Test T22: It is the most powerful test. 
2.5.2 Computation of powers 
The powers of Tests T14 — T22 are presented in Tables 2.6 — 2.11 when m = 
n = 7 and a = 0.05. We like to note that the probability functions of the ranks 
in Lemmas 2.3.7 to 2.3.10 deal with beta and incomplete beta functions. Since the 
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Table 2.11: Powers of rank tests under alternatives G { x )  =  F { x f r ) )  and 
F ~ [/(—0.5,0.5) with m = n = 7 and a = 0.05 
Test 7/ = 1.5 II o
 
7/ = 2.5 7/ = 2.8 T] = 3.0 7/ = 3.2 7] = 3.5 7/ = 4.0 
T14 .15190 .18193 .19370 .19759 .19950 .20103 .20282 .20493 
T15 .24646 .46936 .63150 .70126 .73890 .77077 .80985 .85775 
T16 .28942 .51628 .66665 .72863 .76146 .78897 .82233 .86271 
T17 .29435 .52122 .66983 .73074 .76295 .78989 .82254 .86202 
T18 .22784 .37774 .49146 .54524 .57622 .60388 .64006 .68904 
T19 .28471 .46343 .57133 .61525 .63876 .65873 .68351 .71486 
T20 .24365 .42190 .54519 .59870 .62803 .65327 .68490 .72517 
T21 .24163 .41779 .54008 .59332 .62255 .64773 .67933 .71962 
T22 .30979 .53992 .68612 .74499 .77623 .80246 .83493 .87624 
incomplete beta functions in Lemmas 2.3.8 and 2.3.9 have integer parameters, we can 
expand them into finite power series. However, in case parameters of the beta and 
the incomplete beta functions are not integers, as in Lemma 2.3.7, we call the beta 
and the incomplete beta functions in IMSL subroutines using FORTRAN. 
2.5.3 EfRciency indices for the scale tests 
As in the previous section using formula (2.14), we compute and rank the effi­
ciency indices for the scale tests under each alternative. Table 2.12 summarizes the 
results. 
The table indicates Test T15 (based on the range of the ranks of Xs in the pooled 
sample) is a powerful and robust test. Although the rank of the efficiency index of 
the test under H g is 6, the efficiency index of the test is very high. Test T14 (based 
on the range of the ranks of Fs in the pooled sample) is not a powerful test under 
these alternatives He — Hj, The other tests are powerful only when the alternative 
distributions are symmetric about 0. 
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Table 2.12: Efficiency indices for scale tests 
Efficiency Indices Rank of EI 
Alternatives Alternatives 
TEST E F G H I J E F G H I J 
T14 .157 .157 .426 .088 .088 .309 8 8 8 8 8 8 
T15 .530 .530 .855 .770 .770 .913 1 1 6 1 1 3 
T16 .290 .290 .935 .340 .340 .968 2 2 2 2 2 2 
T17 .268 .268 .939 .282 .282 .974 3 3 1 3 3 1 
T18 .243 .243 .849 .216 .216 .739 4 4 7 5 6 7 
T19 .169 .169 .870 .120 .120 .845 7 7 5 7 7 4 
T20 .215 .215 .909 .220 .220 .802 5 5 3 4 4 5 
T21 .208 .215 .900 .206 .216 .795 6 6 4 6 5 6 
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3. ON THE CHOICE OF PRECEDENCE TESTS 
3.1 Introduction 
Suppose X and Y denote observations from two populations of lifetimes 11® and 
Hi/. Let F and G be the probability distributions of X and Y, respectively. For 
t e s t i n g  t h e  h y p o t h e s i s  H Q  :  F { x )  =  G ( x )  a g a i n s t  t h e  a l t e r n a t i v e  H A  :  G ( x )  <  F { x ) ,  
consider an experiment where m items from Hz and n items from Ily are put on a 
life test simultaneously and the failure times are recorded. The testing is terminated 
as soon as k out of the m items fail or r out of the n items fail, whichever comes first. 
The null hypothesis is rejected if k failures among the m items occur before the r-th 
failure among the n items. This is a conservative precedence test; see Nelson (1963) 
and Eilbott and Nadler (1965). The values of k and r are selected so that the test 
has a level of significance a. 
Eilbott and Nadler (1965) studied the properties of the precedence test when 
both F and G were exponential. They have derived the power of the precedence 
test and shown that its asymptotic power equals the power of the uniformly most 
powerful (UMP) test based on the k smallest and the r smallest lifetimes from F and 
G, respectively. They showed that the important feature of the precedence test is 
that it takes less test time to conduct. 
Shorack (1967a) showed that the Eilbott and Nadler results can be extended to a 
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larger class, namely, F  =  1 — (1 — G)"^, A > 1. This is a class of Lehmann alternatives. 
This particular class of Lehmann alternatives is interesting in life testing problems as 
it includes the class of exponential distributions, the Weibull distributions differing 
only in scale parameter and most generally distributions with proportional hazard 
rates. 
In this paper, we first obtain powers of precedence tests under the Lehmann 
alternatives, F = 1 — (1 — A > 1, when sample sizes m and n are small. Then 
for fixed values of a, m and n, we consider selecting k and r, necessary to carry out 
a precedence test, so that the power of the test is maximized. The precedence test 
using these k and r is called the best precedence test (BPT). We have computed these 
k  a n d  r .  T h e  p o w e r  f u n c t i o n  d e p e n d s  o n  A ,  s o  w e  h a v e  t a b l e d  t h e  v a l u e s  o f  k  a n d  r  
f o r  g i v e n  v a l u e s  o f  A ,  m ,  n  a n d  l e v e l  o f  s i g n i f i c a n c e  a .  
As the BPT is a nonparametric test we compare its power with the powers of 
the two-sample Mann-Whitney-Wilcoxon (MWW) test and the Savage test. We also 
compare the power of the BPT with the powers of appropriate two-sample parametric 
tests when the underlying distributions are exponential or Weibull differing only in 
scale. To be able to make a proper comparison of powers we consider randomized tests 
of size a. The formula (see (8.6) and (8.7)) for the power functions of precedence 
tests is new. We use Shorack's (1967b) results to obtain the power of the MWW 
test. For comparison with the Savage test we use the results from Davies (1971). 
We compare the BPT with a two-sample test for the Weibull distribution given 
by Thoman and Bain (1969). The findings of these comparisons are in Section 3. 
Though the randomized tests are necessary in making comparisons with other tests, 
a user may not insist on an exact value a. In that situation the user may choose a 
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nonrandomized conservative BPT. 
The main advantage of the BPT is that it is a quick nonparametric test which 
may terminate a life testing experiment before all the components have failed. This 
usually result in saving items and time on test. We have obtained the formula for the 
average number of failures among the m + n items on test needed to carry out the 
BPT in Appendix B, and a table for the average numbers is presented in Section 4. 
Moreover, Tables 3.7 — 3.9 give the average saving rate of the BPT and clearly show 
the above mentioned advantages of the BPT. 
3.2 The Precedence Test 
Suppose we have m  items from the population 11® and n  items from the pop­
ulation Ily that are placed on test simultaneously. The observations from I!® are 
denoted by X and those from IIj/ are denoted by Y. The probability distribution 
functions of X and Y are denoted by F and G. We consider distribution functions 
F and G satisfying F{x) = 1 — (1 — C?(a:))'^, and the corresponding precedence tests 
for iTg : A = 1 versus Ha : ^ > 1. 
We use to denote the A-th smallest observation among the m lifetimes from 
n® and to denote the r-th smallest observation among the n lifetimes from 
Ily. When a significance level a is given, there are two ways to find a conservative 
precedence test as follows: 
(i) Fix r (1 < r < n) and find k r  {1 <  k r  <  m )  such that, under Hq, 
S - = • 
Then the nonrandomized conservative precedence test based on and 
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is defined by 
I 0 otherwise. 
(ii) Fix k {I < k < m) and find rj^ {1 < r j ^  <  n )  such that, under HQ 
S h^(*) ^  ''(<)> - " 
Then the nonrandomized conservative precedence test based on and 
is defined by 
1 '"wS5'(r^.) 
0 otherwise. 
Now we consider choosing a precedence test, out of these tests ., Vm and 
tpi,... ,tpn, that has good power. The main difficulty in comparing the powers of 
these nonrandomized tests is that they may not have the same level of significance. 
So, we consider a class of randomized precedence tests defined in (3.1) and (3.3). 
Then choose a randomized test whose power is maximized at a given A = Ao in 
the class of randomized precedence tests. The randomized precedence test is called 
the best precedence test (BPT) at A = AQ. Then we reduce the BPT to a nonran­
domized conservative precedence test called a nonrandomized conservative BPT. The 
procedure will be discussed later in detail. 
As for the definitions of nonrandomized precedence tests, there are two formats 
of the definitions of randomized precedence tests as follows. 
(i) Look at the lifetimes of the items in Ily, for given r = 1,... ,n, consider the r-th 
smallest observation in the Y sample and define the randomized precedence test 
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as: 
4>r = 
1 
T ^ < -f(&) (3.1) 
4 = 
0 otherwise, 
where 7 G [0,1) and k  G {l,...,m + 1} are chosen so that for preselected a  
and r, we have under HQ : F = G, 
" = s l'(r)} + 7P{-ï(i_l) < i(r) <'ï(t)} 
= (1 -7)P{A'(^) < V(,)} +7P{X(t_i, < y(,,}. (3.2) 
(ii) Look at the lifetimes of the items in H®, for given k  =  1 , . . .  , m ,  consider the k -
th smallest observation in the X sample and define the randomized precedence 
test as: 
1  <  l ( r - l )  
7* 
0 otherwise 
where 7* 6 (0,1] and r G {1,... ,n + 1} are chosen so that for preselected a 
and k, we have under HQ : F = G, 
» = < ^(i—1)> + ''*P{l'(r_l) 
= (l-7*)P{X(j,,<y(,_i)} + 7'P{X(4)<y(,,} (3.4) 
For convenience, we define = —00 and = ^(n+1) ~ 
For given m ,  n  and a ,  there are only m  +  n  possible choices out of ..., 
<^2,..., defined above. We obtain power functions of these tests by expressing 
the test statistics as functions of the empirical distribution functions of the sam­
ples (see Appendix A). The powers depend only on A but not on F. For values of 
I 
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1 < m,n < 30, 1 < A < 11 and a = .01, .025, .05, .1, .2 we calculated the power of 
each precedence test and for each m, n and a, chose the precedence test for which 
the power was maximized at a given A = AQ. We can prepare the table of the BPT 
obtained by this way. For values of a = .01 and a = .05 and 1 < Ao < 5, we actually 
found that the BPT did not change much with AQ. In 90% of the cases the BPT at 
A = 2 was the same as the BPT at other values of AQ. Also in the cases it changed, 
we found the change in k and/or r was small (like 1 observation) for sample sizes 
1 < m < 30 and 1 < n < 30. Thus, in practice, it is reasonable to consider the BPT 
at A = 2. So, we give the table of the BPT at A = 2 only for values of a = .01, .05, .10 
a n d  s o m e  s e l e c t e d  v a l u e s  o f  m  a n d  n .  
In Table 3.1, { k ; r ; y )  represents the test defined in (3.1) for 0 < 7 < 1, 
[A:;r;7*] represents the test defined in (3.3) for 0 < 7* < 1, and {k]r} is the 
nonrandomized test that rejects Hq : F = G ïî otherwise, it does not 
reject HQ. The following examples illustrate how to use the table: (i) In case we 
start with 16 items from IIx and 8 items from Uy, the BPT at a = .01 is (16;5;.1619); 
that is, reject the hypothesis : A = 1 if and reject the hypothesis 
with probability .1619 if (ii) If we start with 8 items from 
Ha; and 4 items from 11^ the BPT at a = .01 is [8;2;.4937]; that is, reject HQ if 
and reject HQ with probability .4937 if < -^(g) ^ ^(2)" 
We have defined the randomized precedence test as we want to compare power of 
the BPT with that of many other tests. However if a user is not concerned about an 
exact a, he/she can consider a nonrandomized conservative BPT which is obtained 
as follows. From (3.2) and (3.4), the power of a BPT is a linear combination of 
the powers of two nonrandomized precedence tests or a proportion of the power of a 
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Table 3.1: The best precedence tests at A = 2 
a  m n  = 4 n  = 8 n = = 12 re = 16 n = 20 
.01 2 ( 3 1 1500) ( 3 1 .4500) ( 3 1 .9100) [ 2; 2;.2650] [ 2; 2;.6550] 
.01 4 ( 5 1 7000) [4 2 .9875] [ 4 4 .1600] [ 4; 5;.3843] [ 4; 6;.6475] 
.01 6 [ 6 2 1833] [6 4 .0363] [ 6 5 .8067] [ 6; 7;.6150] [ 6; 9;.4556] 
.01 8 [ 8 2 4937] [8 4 .6975] [ 8 6 .9655] [ 8; 9;.1429] [ 8;11;.3482] 
.01 10 [10 2 9010] [10 5 .2120] [10 7 .6920] [10;10;.1925] [10;12;.6888] 
.01 12 (12 2 1444) [12 5 .5895] [12 8 .2664] [12;11;.0292] [11;11;.0573] 
.01 14 (14 2 3714) [14 6 .0161] [14 8 .7458] [13; 9;.5647] [13;12;.0383] 
.01 16 (16 2 6552) (16 5 .1619) [15 7 .6462] [15;10;.2069] [15;12;.7870] 
.01 18 (IT 2 0015) (18 5 .3470) [17 8 .0847] [17;10;.7235] [17;13;.3941] 
.01 20 (19 2 2216) (18 4 .0416) [19 8 .3346] [19;11;.1602] [19;14;.0144] 
.05 2 ( 3 1 7500) [2 2 .6250] [ 2 3 .5167] [ 2; 4;.4125] [ 2; 5;.3100] 
.05 4 [ 4 2 6250] [4 4 .4875] [ 4 6 .3750] [ 4; 8;.2687] [ 4;10;.1650] 
.05 6 [ 6 3 1667] [6 5 .5250] [ 6 8 .0053] [ 6;10;.3635] [ 6;12;.8021] 
.05 8 [ 8 3 4375] [8 6 .1875] [ 8 8 .9602] [ 8;11;.6409] [ 8;14;.3797] 
.05 10 [10 3 7100] [10 6 .5929] [10 9 .5300] [ 9;10;.1406] [ 9;12;.5209] 
.05 12 {12 3} (12 6 .0084) [12 10 .0550] [11;11;.0398] [11;13;.6166] 
.05 14 (14 3 1571) (13 5 .1873) [13 8 .9306] [13;11;.6566] [13;14;.4408] 
.05 16 (16 3 3281) (15 5 .5368) [15 9 .2647] [15;12;.1918] [15;15;.1262] 
.05 18 (18 3 5139) (17 5 .9672) [17 9 .5747] [17;12;.5939] [16;14;.0609] 
.05 20 (20 3 7150) [19 6 .8125] (19 8 .9864) [19;13;.0175] [18;14;.5622] 
.10 2 [ 2 2 2500] [2 3 .5000] [ 2 4 .7750] [ 2; 6;.0500] [ 2; 7;.3000] 
.10 4 [ 4 3 2000] [4 5 .4143] I 4 7 .6667] [ 4; 9;.9364] [ 4; 12;. 1692] 
.10 6 [ 6 3 6667] [6 6 .3583] [ 6 9 .1091] [ 6;11;.8179] [ 6;14;.5204] 
.10 8 ( 8 3 0625) {8 6} [ 8 9 .9576] [ 8;12;.9361] [ 8;15;.9229] 
.10 10 (10 3 3100) [ 9 ;  6  .1000] [ 9 8 .6896] [ 9;11;.3214] [ 9;14;.0039] 
.10 12 (12 3 5833) [11; 6 .4426] [11 9 .2784] [11;12;.1319] [11;14;.9897] 
.10 14 (14 3 8857) [13; 6 .7837] [13 9 .7333] [13;12;.7047] [13;15;.6854] 
.10 16 (15 3 1653) (15; 6 .0958) (15 9 .1080) [14;11;.8126] [14;14;.5705] 
.10 18 (17 3 4346) (17; 6 .3569) (17 9 .3754) [16;12;.2780] [16;15;.1902] 
.10 20 (19 3 7221) (19; 6 .6447) (18 8 .9239) [18;12;.6763] [18;15;.6740] 
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Table 3.2: The nonrandomized best precedence tests at A = 2 
m  
n = 2 
f c ;  r ;  a  
n = 4 
k ;  r ;  a  
n = 6 
k \ r ;  a  
ra = 8 
k ;  r ;  a  
n = 10 
k ;  r \ a  
n = 12 
k ;  r ;  a  
2 2; 1;.167 2; 1;.067 2; 1;.036 
2; 2;.107 
2; 1;.022 
2; 2;.067 
2; 2;.045 2 
2 
2;.033 
3;.066 
4 4; 1;.067 4; 1;.014 
4; 2;.071 
4; 2;.024 
4; 3;.071 
4; 3;.030 
4; 4;.071 
4; 4;.035 
4; 5;.070 
4 
4 
4;.019 
5;.038 
6 6; 1;.036 6; 2;.033 6; 3;.030 6; 4;.028 6; 5;.026 
6; 6;.058 
6 
6 
6;.025 
7;.050 
8 8; 1;.022 
7; 1;.067 
8; 2;.018 
7; 2;.067 
8; 3;.015 
8; 4;.055 
8; 4;.013 
8; 5;.038 
8; 6;.029 
7; 5;.057 
8 
8 
7;.024 
8;.051 
10 10; 1;.015 
9; 1;.045 
10; 2;.011 
9; 2;.041 
9; 3;.036 
10; 4;.036 
10; 5;.023 9; 5;.029 
10; 7;.043 
9 
9 
6;.026 
7;.059 
12 11; 1;.033 
10; 1;.066 
11; 2;.027 
12; 3;.050 
12; 4;.025 12; 5;.014 
12; 6;.049 
12; 7;.029 
11; 6;.043 
12 
12 
8;.019 
9;.047 
14 13; 1;.025 
12; 1;.050 
13; 2;.019 
14; 3;.039 
14; 4;.018 
13; 4;.061 
13; 5;.039 13; 6;.028 13 
13 
7;.021 
8;.052 
16 15; 1;.020 
14; 1;.039 
16; 3;.032 16; 4;.013 
15; 4;.046 
15; 5;.028 
14; 5;.069 
15; 6;.018 
15; 7;.055 
16 
15 
9;.024 
8;.036 
18 16; 1;.032 
15; 1;.053 
18; 3;.026 
17; 3;.073 
17; 4;.035 17; 5;.020 
16; 5;.051 
16; 6;.036 
17; 7;.041 
17 
16 
8;.026 
8;.068 
20 18; 1;.026 
17; 1;.043 
20; 3;.022 
19; 3;.061 
19; 4;.028 
18; 4;.062 
19; 5;.015 
19; 6;.058 
18; 6;.026 
19; 7;.031 
19 
18 
8;.018 
8;.050 
m  
n = 14 
f c ;  r ;  a  
71 = 16 
k; r; a 
n = 18 
k ; r ;  a  
n = 20 
k ;  r ;  a  
n = 22 
k \  r ;  a  
n  —  24 
k ;  r ;  a  
14 14;10;.020 
12; 8;.052 
13 
13 
10;.030 
11;.061 
13 
13 
11;.024 
12;.047 
13 
13 
12;.019 
13;.037 
13 
13 
14;.030 
15;.053 
13 
12 
15;.025 
14;.049 
16 15; 9;.025 
15;10;.059 
14 
15 
9;.027 
11;.041 
14 
14 
10;.023 
11;.046 
15 
15 
13;.023 
14;.045 
15 
14 
14;.018 
14;.059 
15 
14 
16;.027 
15;.050 
18 17; 9;.017 
16; 9;.050 
17 
16 
11;.029 
10;.038 
17 
17 
12;.020 
13;.044 
16 
16 
12;.024 
13;.048 
17 
17 
15;.023 
16;.044 
16 
16 
15;.031 
16;.056 
20 18; 9;.035 18 
19 
10;.026 
12;.049 
18 
18 
11;.020 
12;.043 
19 
19 
14;.022 
15;.046 
18 
18 
14;.025 
15;.048 
19 
17 
17;.023 
15;.053 
22 20; 9;.026 
19; 9;.058 
20 
20 
10;.018 
11;.043 
21 
20 
13;.024 
12;.031 
20 
20 
13;.022 
14;.047 
21 
19 
16;.023 
14;.044 
20 
20 
16;.026 
17;.049 
24 22; 9;.019 
22;10;.050 
22 11;.032 22 
22 
12;.022 
13;.050 
23 
21 
15;.026 
13;.040 
22 
22 
15;.025 
16;.050 
21 
21 
15;.024 
16;.047 
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nonrandomized precedence test. If the power of the BPT is a linear combination of 
the powers of two nonrandomized precedence tests, the nonrandomized conservative 
BPT is chosen from one of the two nonrandomized precedence tests such that the 
power of the test is closest to that of the randomized BPT. If the power of the BPT 
is a proportion of the power of a nonrandomized precedence test, the nonrandomized 
precedence test is regarded as the nonrandomized conservative BPT. It can be shown 
that the nonrandomized conservative BPT is in > Vm» VI» • • • > V'n}. Table 3.2 
lists the nonrandomized BPT at A = 2; for selected m and n, the values of k ,  r  and a 
are given where the as are close to 0.025 or 0.05. (In Appendix C, the nonrandomized 
conservative BPTs at A = 2 are given for 1 < m, n < 30.) For example, if we 
start with 10 items from II® and 10 items from Ily the nonrandomized BPT with 
significance level a = .029 is given by the rule that rejects when < y|gy 
3.3 Comparison with the Other Two-sample Tests 
We compare the BPT with two nonparametric tests, the MWW test and the 
Savage (1956) test. We also compare the BPT with two parametric tests. One of 
the two parametric tests is the F-test when the underlying distributions of X and 
y are exponential. The other one is given by Thoman and Bain (1969) when the 
underlying distributions of X and Y are the Weibull distributions with the same 
shape parameter. 
3.3.1 Two-sample MWW test 
Tables of the distributions of the MWW statistics under the Lehmann alterna­
tives are given by Shorack (1967b) for 4 < m,n < 8. As we are comparing the power 
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Table 3.3: Power comparison with MWW test 
m ; n ; a  A = 2 A = 4 A = 6 A = 8 II o
 
A = 12 
20;5;.01 BPT 
MWW 
.12577 
.12843 
.46226 
.43913 
.67817 
.62670 
.79766 
.73281 
.86591 
.79725 
.90702 
.83925 
20;10;.01 BPT 
MWW 
.19033 
.20298 
.68126 
.68453 
.88541 
.87425 
.95487 
.94233 
.98028 
.97010 
.99056 
.98295 
20;20;.01 BPT 
MWW 
.27169 
.30514 
.85558 
.88410 
.97719 
.98216 
.99591 
.99647 
.99913 
.99911 
.99979 
.99973 
15;5;.05 BPT 
MWW 
.30525 
.30462 
.70165 
.67543 
.86155 
.82650 
.92789 
.89469 
.95873 
.93005 
.97459 
.95044 
15;10;.05 BPT 
MWW 
.38270 
.40885 
.83257 
.85142 
.95087 
.95557 
.98290 
.98339 
.99312 
.99264 
.99690 
.99631 
20;15;.05 BPT 
MWW 
.49076 
.52186 
.93596 
.94526 
.99120 
.99194 
.99842 
.99831 
.99964 
.99954 
.99990 
.99985 
10;5;.10 BPT 
MWW 
.41079 
.40922 
.77845 
.75620 
.90520 
.87805 
.95361 
.92910 
.97482 
.95433 
.98522 
.96838 
10;10;.10 BPT 
MWW 
.47964 
.50273 
.87377 
.88748 
.96561 
.96812 
.98889 
.98854 
.99586 
.99508 
.99827 
.99760 
15;15;.10 BPT 
MWW 
.52919 
.62301 
.91566 
.96447 
.98191 
.99530 
.99507 
.99909 
.99838 
.99976 
.99938 
.99993 
of two tests we had to consider randomized tests. Hence we computed the power of 
the MWW test, using Shorack's formula. Table 3.3 and Figure 3.1 give powers of 
these tests for selected values of m, n and a. 
Remark Looking at Table 3.3 and Figure 3.1 we can see that the powers of 
the two tests are comparable, with the BPT occasionally superior to the MWW test. 
H o w e v e r ,  t h e  d i s a d v a n t a g e  w i t h  t h e  M W W  i s  t h a t  w e  h a v e  t o  r e c o r d  a l l  t h e  m  +  n  
observations. Using the BPT it is possible to terminate the experiment earlier, which 
is indicated by Table 3.6 giving the average numbers of failures in Section 4. 
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A 
Figure 3.1: Powers of the BPT and the MWW test for 
(m,n,a) = (8,9, .01), (5,9, .05), (5,6, .1) 
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Table 3.4: Power comparison with Savage test at 
a = .050 
m  =  n  Test A = 2.72 A = 4.48 A = 7.39 
6 BPT 
S 
.3720 
.418 
.6187 
.682 
.8164 
.867 
7 BPT 
S 
.4205 
.478 
.6893 
.757 
.8772 
.918 
8 BPT 
S 
.4648 
.534 
.7464 
.817 
.9175 
.952 
A = 3.32 A = 4.95 A = 7.39 
9 BPT 
S 
.6312 
.717 
.8341 
.897 
.9440 
.972 
10 BPT 
S 
.6712 
.764 
.8673 
.927 
.9614 
.984 
3.3.2 Two-sample Savage test 
The locally most powerful rank test for testing HQ : A = 1 against HA : A > 1 is 
the Savage test (Savage 1956; Randies and Wolfe 1979). For the power comparison 
of the BPT with the Savage test we use the results from Davies (1971) for the power 
of the Savage test. For selected values oi m = n and a = .05, the powers are given 
in Table 3.4. 
The powers of the two tests are comparable. It is not surprising that the BPT 
is slightly less powerful than the Savage test because the Savage test is the locally 
most powerful test tailored for the alternatives. 
3.3.3 Two-sample F-test under exponential distributions 
If the underlying distributions of X and Y are exponential, then 
n  m  
F* = HE Wn E Xilm)\ 
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is an UMP unbiased test statistic for testing : A = 1 against Ha : A > 1; see 
Lehmann (1986). Since \F* has an F-distribution with degrees of freedom, (2n, 2m), 
the power of the test in Table 3.5 is computed by using the table of the F-distribution 
given by Mardia and Zemroch (1978). The power of the BPT in this special case is 
again comparable to that of the F-test. For example, when m = n = 7, the relative 
efficiencies of the BPT (the ratios of the power of the BPT to the power of the F-test) 
at A = 2, 2.5, 3, 3.5 are, respectively, 82.94%, 83.45%, 84.51%, 87.08%. 
3.3.4 Two-sample test under Weibull distributions 
When underlying distributions of X  and Y  are the Weibull distributions with the 
same shape parameter, Thoman and Bain (1969) suggested a test, say TB test, based 
on maximum likelihood estimator of the scale parameter. They gave the graph of the 
power of the test. It is used to find the power of the TB test for the parameters m, n, 
and A specified in Table 3.5. The relative efficiencies of the BPT with respective to 
the TB test are very high, e.g., for m = n = 7, the efficiencies at A = 2, 2.5, 3, 3.5 
are, respectively, 90.76%, 90.15%, 90.90%, 91.86%. 
3.4 Average Numbers of Failures 
The appealing feature of a precedence test is that it is possible to terminate the 
experiment before observing all the m+n failures. We compute the average number 
of X failures {ANF-^) and the average number of Y failures {ANEy)- Of course, 
the sum of these two average numbers of failures is less than or equal to m + n. The 
formula to calculate these average numbers is derived in Appendix B. 
Table 3.6 gives the average number of X  failures and the average number of Y  
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Table 3.5: Power comparison with parametric tests at 
a = .10 
m  —  n  Test II to
 
0
 
II to
 
A = 3.0 A =3.5 
BPT .4084 .5409 .6455 .7257 
7 TB .45 .60 .71 .79 
F .4924 .6482 .7638 .8334 
BPT .4796 .6326 .7434 .8206 
10 TB .555 .72 .83 .90 
F .5945 .7666 .8630 .9281 
BPT .5888 .7590 .8622 .9214 
15 TB .68 .84 .93 .96 
F .7230 .8792 .9535 .9812 
BPT .6769 .8437 .9271 .9661 
20 TB .77 .915 .97 — 
F .8104 .9433 .9833 .9952 
BPT .8065 .9387 .9818 .9946 
30 TB .88 .97 — — 
F .8813 .9737 .9940 .9998 
failures for selected m ,  n ,  k ,  r  and A. By examining the table, we have the following 
conclusions: 
In case A —> oo, we will not observe any failure from Hy and then clearly 
(i) the average number of Y  failures decreases to 0 as A —> oo, 
(ii) the average number of X failures increases to A; as A oo. 
Remark The average numbers of failures are dependent of a and 7 
( or 7* ) only through m,n,/i and r. 
We compute the average saving rate ( 1 — ( A N F j ^  + A N F y ) I { r a  + n) ) for the 
BPT under the null hypothesis (for 1 < r7z,7i < 20 and a = .01, .05, .10) and find that 
it is larger than 20 percent in most of the cases and as high as 80 percent in some 
cases. This is clear from Tables 3.7 — 3.9. The frequency distribution of the saving 
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Table 3.6: Average numbers of failures for the BPT 
m \ n  
k \ r  A = 1 A = 2 A =4 A = 6 A = 8 A = 10 
10;5 
10;4 
A N F y  
A N F x  
3.879 
6.667 
3.375 
8.571 
2.433 
9.603 
1.853 
9.848 
1.487 
9.930 
1.239 
9.963 
15;5 
15;4 
A N F y  
A N F x  
3.938 
10.000 
3.544 
12.857 
2.645 
14.405 
2.042 
14.773 
1.650 
14.895 
1.381 
14.945 
20;5 
20;3 
A N F y  
A N F x  
2.995 
10.000 
2.903 
14.286 
2.460 
17.619 
2.023 
18.788 
1.688 
19.301 
1.438 
19.560 
10;10 
10;8 
A N F y  
A N F x  
7.828 
7.273 
6.877 
9.091 
4.928 
9.850 
3.730 
9.965 
2.984 
9.990 
2.483 
9.996 
15;10 
14;7 
A N F y  
A N F x  
6.905 
9.529 
6.092 
12.509 
4.245 
13.782 
3.143 
13.954 
2.481 
13.987 
2.046 
13.996 
20;10 
19;6 
A N F y  
A N F x  
5.989 
10.907 
5.705 
15.385 
4.437 
18.157 
3.406 
18.752 
2.724 
18.912 
2.260 
18.964 
15;15 
14;12 
A N F y  
A N F x  
11.682 
11.200 
9.735 
13.469 
6.444 
13.973 
4.727 
13.998 
3.724 
14.000 
3.070 
14.000 
20;15 
18;11 
A N F y  
A N F x  
10.823 
13.701 
9.174 
17.127 
6.017 
17.956 
4.375 
17.996 
3.429 
18.000 
2.818 
18.000 
20;20 
19;14 
A N F y  
A N F x  
13.962 
13.329 
12.947 
17.413 
9.298 
18.878 
6.919 
18.988 
5.479 
18.998 
4.530 
19.000 
rates from Tables 3.7 — 3.9 is given in Table 3.10. 
In the end, we give an example illustrating an application of the BPT, using the 
data of Lawless (1982, problem 3.11, page 138). The data below represent failure 
times (ordered observations), in minutes, for two types of electrical insulation in an 
experiment in which each insulation is subjected to a continuously increasing voltage 
stress at a constant rate, say 1 volt/min. 
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Table 3.7: Saving rates for the BPT at a = 0.01 under the null hypothesis 
n 
m  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
1 c b b b a a a a a a a a a a a a a a a a 
2 c b b b a a a a a a a a a a a a a a a a 
3 c b b b a a b b b a a b b b a a b b b a 
4 c b b b b b b b b b b b b b b b b b b b 
5 c b b c b b c b b b b c b b b b c b b b 
6 c b b c b c c c c b c c c c c c c c c c 
7 c b c c b c c c c c c c c c c c c c c c 
8 c b c c c c c c c c c c c c c c c c c c 
9 c b b c c c c c c c c c c c c c c c c c 
10 c b b c c d c c c c d c c d c d c c d c 
11 c b b c c d c c d c d d c d d d d c c d 
12 c b b c c d d c d d d d d d d d d c d c 
13 c b b c c d d c d d d c d d d d d c c c 
14 c b c c c c d d d d d d d d c c c c c c 
15 c b c c c c d d d d d d c c d c c c c c 
16 c b c c c c c d d d d d d d c d c c d c 
17 c b c c c c c d d d d c d d c d d c d d 
18 c b c c c c c c d d d d c d d d d d d d 
19 c b c c c c c c d d d d c d d d d d d d 
20 c b c c c c c c d c d d d d d d d d d d 
Note that a, b, c, d and e are the grouped saving rate 
and defined as follows: 
a — the saving rate higher than 80%, 
b — the saving rate between 60% and 80%, 
c — the saving rate between 40% and 60%, 
d — the saving rate between 20% and 40%, 
e — the saving rate less than or equal to 20%. 
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Table 3.8: Saving rates for the BPT at a = 0.05 under the null hypothesis 
n  
m 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
1 c b b b a a a a a a a a a a a a a a a a 
2 c b b b b b b b b b b b b b b b b b b b 
3 c b b c b c c b c b b c b b b b b b b b 
4 c b c c c c c c c c c c c c c c c c c c 
5 c b c d c d c c c c c c c c c c c c c c 
6 c b c d c d d c d c d d c d c d d c d c 
7 c b c d d d d c d d d d d d d d d d d d 
8 c b c d d d d d d d d d d d d d d d d d 
9 c b c d d d d d d d d d d d d d d d d d 
10 c b c d c d d d d d d d d d d d d d c c 
11 c b c d c d d d d d d d d d d d d c d d 
12 c b c d c d d e d d d d d d d d d d d d 
13 c b c d c d d d d d d d e d d d d d d d 
14 c b c d d c d d e d d d d d d d d d d d 
15 c b c d d c d d d d d d d d d d d d d d 
16 c b c d d c d d d d d d d d d d d d d d 
17 c b c d d c d d d d d d d d d d d d d d 
18 c b c d d d d c d d d d d d d d d d d d 
19 c b c d d d d d d d d d d d d d d d d d 
20 c b c d d d d d d d d d d d d d d d d d 
Note that a, b, c, d and e are the grouped saving rate 
and defined as follows: 
a — the saving rate higher than 80%, 
b — the saving rate between 60% and 80%, 
c — the saving rate between 40% and 60%, 
d — the saving rate between 20% and 40%, 
e — the saving rate less than or equal to 20%. 
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Table 3.9: Saving rates for the BPT at a = 0.10 under the null hypothesis 
n  
m  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
1 c b b b a a a a a a a a a a a a a a a a 
2 c b b c b b b b b b b b b b b b b b b b 
3 c b c c c c c c c c c c c c c c c c c c 
4 c d c d c d c c d c c c c c c c c c c c 
5 c b c d d d d d d d d d d d d d d d d d 
6 c b c d d d d d d d d d d d d d d d d d 
7 c b c d d d d d d d d d d d d d d d d d 
8 c b c d d d d d d d d d d d d d d d d d 
9 c b c d d d d e d d d d e d d d d d d d 
10 c d c d d d d e e d d d e d d d d d d d 
11 c d c d d d d e d e d d d d d d d d d d 
12 c d c d d d d e d d e d d d d d d d d d 
13 c d c d d d d d d d d e d d d d d d d d 
14 c d c d d d d d d d d d d d d d d d d d 
15 c d c d d d d d d d d d d d d d d d d d 
16 c d c d d d d d d d d d d d d d d d d d 
17 c d c d d d d d d d d d d d d d d d d d 
18 c d c d d d d d d d d d d e d d d e d d 
19 c d c d d d d d d d d d d d d d d d e d 
20 c d c d d d d d d d d d d d d d d d d e 
Note that a, b, c, d and e are the grouped saving rate 
and defined as follows: 
a — the saving rate higher than 80%, 
b — the saving rate between 60% and 80%, 
c — the saving rate between 40% and 60%, 
d — the saving rate between 20% and 40%, 
e — the saving rate less than or equal to 20%. 
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Table 3.10: The frequency distribution of the saving rates for 1 <  m , n  <  20 and 
a = 0.01, 0.05, 0.10 
Saving Rate % a = 0.01 a = 0.05 a = 0.10 
> 80 43 16 16 75 
60 - 80 72 53 27 152 
40 - 60 182 94 82 358 
20 - 40 103 234 261 598 
< 20 0 3 14 17 
400 400 400 1200 
Type A 18.5 21.7 35.1 40.5 42.3 48.7 
79.4 86.0 121.9 147.1 150.2 219.3 
Type B 12.3 21.8 24.4 28.6 43.2 46.9 
70.7 75.3 95.5 98.1 138.6 151.9 
Suppose we consider the alternative hypothesis that a lifetime of A is stochasti­
cally larger than that of B. 
The Wilcoxon rank sums for A and for B are, respectively, 152 and 148 and the 
p-value of the Wilcoxon test (for one-sided) is around 0.34. Hence we do not reject 
the null hypothesis that A and B have the same distribution. 
Now, let us consider the best precedence test with m = n = 12 and the signifi­
cance level a = 0.05. From Table 3.2 the conservative BPT is given by A: = 12, r = 9 
and a = 0.047; that is, the null hypothesis will be rejected if the largest lifetime of B 
comes before the 9-th smallest lifetime of A. Since the largest lifetime (151.9 minutes) 
occurred after the 9-th smallest lifetime (121.9 minutes), we will not reject the null 
hypothesis either. However, if we use the BPT test we don't have to record all the 
lifetimes in the experiment. We observe that the BPT needed only 9 observations 
from A and 10 observations from B, and it saved 44.4% of the time on test as the 
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test terminated after 121.9 minutes. 
3.5 Conclusion 
We have obtained best precedence tests by choosing k  and r  so that the power is 
maximized. Note that the previous papers considered the choice of k and r so that 
the test has a given level of significance. We have compared the BPT with the MWW 
test and the Savage test and two other appropriate parametric tests. The powers of 
the MWW test and the BPT are close. The BPT is less powerful than the Savage 
test as expected because the Savage test is locally most powerful rank test. Though 
the BPT is less powerful than others the loss in power is not too bad. The important 
advantage of the BPT is reduced test time. The study has shown that the saving 
rate under the null hypothesis can be substantial; most of the cases save more than 
20 percent. Table 3.1 and Table 3.2 can be used to find the appropriate BPT useful 
in two-sample life testing experiments. 
We like to note that if one uses the BPT the experiment ends as soon as 
min{%^^^, observed. For any other test using all the m + n observations, 
the test is terminated only after max{X^^j, is observed. This clearly indicates 
that on the average the BPT will terminate earlier than any other test using all the 
m + n observations as 
E {min !(,,)} < E {max !-(„))} 
i.e., the average testing time for the BPT will be smaller than the average testing 
time for any other test using all the m + n observations. 
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4. TWO-SAMPLE RANK TESTS WITH TRUNCATED 
POPULATIONS 
4.1 Introduction 
In this chapter we study two-sample rank tests when the populations do not 
have the same support. We consider the cases when one distribution is truncated 
by the other or the two distributions are different types of truncation of some other 
distribution. 
The two-sample location tests based on exceedances proposed by Haga (1960), 
Hâjek and Sidak (1967, page 89) and Sidak (1977) are for the alternatives that do not 
have the same support. Also, the two-sample scale tests studied by Klotz (1962) are 
for the alternatives with different supports. The alternatives considered in the above 
mentioned location and scale problems deal with situations when one distribution is 
truncated by the other or both the distributions are different types of truncation of 
a third distribution. The following examples describe this problem. 
(a) When we consider a two-sample location shift problem in exponential dis­
tributions we find that one distribution is just a truncation of the other, (b) Let 
F  b e  t h e  d . f .  o f  U { a , b )  a n d  G  b e  t h e  d . f .  o f  U { a  +  A , b  +  A )  f o r  A  >  0 .  T h e n  F  
is the right truncated distribution of U{a,b + A) and G is the left truncated distri­
bution of U{a,b + A), (c) Let F be the d.f. of C/(—0.5,0.5) and G be the d.f. of 
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U { — 0 .bti, 0 ,5 i ] )  for 7; > 0. If 7; > 1 then F  is the two-sided (left and right) truncation 
o f  t h e  d i s t r i b u t i o n  f u n c t i o n  G .  
Truncation does occur in many practical problems. For example, suppose a 
consumer buys basic components from a supplier and the supplier has to satisfy 
some upper tolerance limit required by the purchase agreement. Wanting to show 
his product in favorable light, the supplier may have thrown out any data which 
were above these limits; thus, in effect the data reported are really from a truncated 
distribution. Suppose ..., are the data given to the consumer by the sup­
plier, and ..., Xm are the data collected independently by the consumer on the 
purchased items. The consumer then wants to know whether or not Ys are from a 
distribution which is truncated version of the distribution of X. Thus in this sit­
uation G(x) = min{l, F(a:)/F(c)} for F{c) > 0 and the consumer wants to test 
HQ : F(c) = 1 vs. JIa '• F(c) < 1. This example is given by Deely, Amos and 
Steele (1969). They showed the exceedance test is the UMP rank test for one-sided 
truncated data. 
An example of truncated data, measurements on tensile strength of metal speci­
men taken from each turbine rotor made by a supplier, is given by Nelson (1990). By 
contract, the supplier delivered to GE only those rotors whose specimen strengths 
exceed a specification and the vendor provided those strengths to GE. The supplier 
did not reveal the number of specimen strengths of rotors whose specimen strength 
fell below the specification. 
Define three basic truncation transformations, Tj^, and Tg as follows: 
1. G = [(F — <5)/(l — is the left truncation of F  with truncation rate 
6 G [0,1), where is the usual indicator function. We denote the left 
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truncation transformation by Ti^{-\Sy, that is, for t G [0,1], 
T^mS) = (4.1) 
2. G = [F/(l — is the right truncation of F with the truncation rate 
6 € [0,1). The right truncation transformation is denoted by T^(-;5); that is, 
for t € [0,1] 
T j i { t - , S )  = (4.2) 
3. G = [(F - Si)l{l - — two-sided truncation of 
F with the left and right truncation rates, >0, < 1- The 
two-sided truncation transformation is denoted by that is, for 
( G [ 0 , 1 ]  
(4-3) 
Note that and T2 are absolutely continuous distribution functions on [0,1]. 
We consider three alternative hypotheses as follows: 
A. H a - G  =  T i i F ;  6 )  (or H ' a  :  G  =  T^(f; <5)) for 0 < 5 < 1. 
B. H j j  : F  =  and G  = T £ ( H ; 6 j ^ )  for 8 r j 8 £  > 0 and +  6 ^  <  1  where 
H is some continuous distribution function. 
C. H e  : G  =  T 2 { F ; 6 £ , 6JI)  for > 0 and S j ^  + 6 £ < 1 .  
We use the vector S = ^5^^,..., instead of the rank vector R of the order 
statistics of the Y sample in the pooled sample {A'j,......,}?%}, where the 
definitions of and S are given in Chapter 1, by Equations (1.1) and (1.3). 
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In Section 4.2, we derive the distributions of S under the alternative Ha and 
give another proof for showing that the exceedance test is the UMP rank test for the 
alternative. 
In Section 4.3, we derive the distributions of S under the alternative Hf^ and 
present a method of ranking the values of the probability function of S in many 
situations. This is used to search for LMP tests. 
In Section 4.4, we give some powerful rank tests. Hâjek and Sidak (1967, Problem 
11.13) have shown that the Sidak and Vondracek (1957) test is the LMP rank test at 
the right end for testing the shift to right in location of an uniform distribution for a 
particular choice of a. They also proved the Hâjek test is the LMP rank test at the 
left end for testing the same problem. We find that these tests, however, are not the 
locally most powerful tests for a general choice of a. 
In Section 4.5, we derive the distribution of S under the alternative He and rank 
the values of the probability function of S in many situations. 
In Section 4.6, we give some powerful rank tests under the alternative H e -
4.2 The Distribution of S under the Alternative Ha 
Corollary 2.2.3 is used to obtain the distribution of S in the following lemma. 
From the definitions of Tj^ and in (4.1) and (4.2), respectively, we have 
for t , 6  e  (0,1). 
Lemma 4.2.1 For each i =  ( q , . . . , z n )  6  A and for each 8 E [0,1), we have 
T ^ ( t ; S )  =  ( 1  (4.4) 
(4.5) 
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m\n\ 
1. P{S - i|G - TI{F-,6)} -
m\n\ 
2. P{S - i|G - T^(F;5)} - < 1 6} 
( n  - l)!(in)!. 
{ i n  4- 7Z — 1)! P { S n = i n \ G  =  T j i { F - , S ) }  
mini 
3. P{S - i|F - TI{G\6)} - _ ^)m^{^ii+l:Tn+n > 
4. P{S = i|F = r^(G;(5)} = n)!'(l'- < 1 " ^} 
w h e r e ' }  =  ( j i , . . . , i m )  E  A *  i s  t h e  d u a l  v e c t o r  o f  i defined in (1.6) and A, A* are 
defined in (1.4) and (1.5). 
Proof. We have, using Corollary 2.2.3 and (4.4), 
P{S = i|Cr' = Ti(F;<5)} 
TnXv}, I -r-r . 
(m + n)! . (^ifj+k:m+n^^\ 
mini 
(m + n)!(l — (5)"' ^ + 
TÏX\TI\ o f r r  
( m  +  7 , ) ! ( l - 6 ) " ^  4 + 1 : " ^ + "  ^  
Therefore, 
P { S i  -  i i \ G  -  T f ( F ; 6 ) }  -  l ) ! ( I _ i ) ! ( L  -  i i ) ! ( l  -  ^  
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since the number of elements of {i 6 /t : for given } is ^)- Hence the 
proof of part 1 of the lemma is completed. 
The proofs of the other parts are similar to the above. 
4.2.1 UMP rank test against Ha 
Lemma 4.2.1 (part 1) shows that the probability function of S, under the alter­
native Ha : G = T]^{F]S), 1 > 5 > 0, is dependent on the number of %s less 
than The probability function is increasing in q for a fixed 6 since 
Ur:m+n > ^^r'-.m+n all m + n > r > r' > 1. 
Therefore, a UMP rank test under Ha exists and is based on 
Similarly, the second part of Lemma 4.2.1 shows that the probability function 
of S, under the alternative Ha : G = T^(F; 6), 1 > 6 > 0, is dependent on in only 
and decreasing in in for a fixed 8. Therefore, the UMP rank test in this case exists 
and is based on 
4.3 Distribution of S under the Alternative Hjj 
Since there is no functional relationship between F  and G  in H f ^  :  F  =  T j ^ { H \  S j ^ )  
and G = T£(H;S£) for > 0 and + < 1, using Corollary 2.2.2, (4.4) and 
(4.5), we have 
where cq =  [("^^)(1 -  <5^)"^(1 "  
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Lemma 4.3.1 Let F = Tji{H\8ji) and G = Ti{H\6i) where H is a continuous 
distribution function, where 6^, 6^ > 0 and ^ 
1. For i =  ( m , . , . ,  m ) ,  t h e n  
P{S = i} = = m, 5'^^ = 0} 
= CQ [P{f^m+l:m+n > " ^ {^m:m+n > 1 " «("A)] 
where CQ = [("^+")(1 - - ^i ) ^ ]  \ 
2. For each i = (q,... , i n )  E A  s a t i s f y i n g  i i  <  m ,  t h e n  
P{s = i} = = 
— cgP I^Si < C^q + l;7n+n < ^jm+mim+n ^ ^ j 
m  +  n  \  (  SR 
^ ft=o .U ~'^iZ/ 
* ^ ^ ^^ii + l:jm+m+k > i } 
where j = (ji,. • • )7m) G A* is the dual vector of i, eg is defined in the first 
part of the lemma and 
Proof. First consider the case when all the X  observations are less than 
Thus i = (m,... ,m) and its dual vector j = (0,... ,0). From (4.6), we have 
P{S = 1} = coP{<5^ < C^rn+l:m+n' ^^m:m+n < 1 " 
and the first part of the lemma follows immediately. 
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Now for the second part of the lemma, as i = ( 4 , . . . , i n )  E A  and < m ,  
there is at least one X observation larger than and the dual vector of i is 
j  =  ( j l ,  • • •  , j m )  G  A *  such that j m  > 1 and jm + "^ > H + !• Hence, from (4.6), 
P{S = i} = CQP{S£ < ^ ^ jm+m:7n+n < 1 ~ 
and then the second part of the lemma follows by applying Proposition 2.3.3. 
When ^Jj = i.e., the truncation rate is the same on each side, the 
expression for P{S = i} takes a simple form. The next lemma gives this distribution. 
Lemma 4.3.2 Let F = Tj^{H;6) and G = Tj^{H\S) where H is a continuous dis­
tribution function and 6 G [0, .5). Then we have 
p { s = i } =T („ > A>/ ") 
where A = 6/{l — 6). 
Proof. For i 6 ^ with ii < m, from Lemma 4.3.1, the result of the lemma is 
obvious. So, we assume = m. Then from part 1 of Lemma 4.3.1, 
P{S = 1} = ~ ^{^mim+n > ^ 
where eg = Since 
d u  
-du"^ 
6  m B { m , n  +  1) 
1  u ^ { l - u f - ' ^  ™ ,/m + n 
= -5" 1 -5)"V 
- 6  B { m  + l,n) 
= -("(1 - <r/ ("J" ") + P{£'m+hm+n > 1 - «} 
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we have 
B { m  +  l , n )  
m  )  
Letting x  = u/(l — S )  and A  =  S / ( l  —  S ) ,  we have 
- SSot^îî'-'C: • 
m + n 
Since ij = m  implies j m  = 0, then the lemma follows 
The sample space of (5^]^^,5^^. j) is 
B  = {(m,0)} U {(i, j) : i = 0,... ,m — 1 and j  = 1,... ,n}. (4.7) 
Therefore, from Lemma 4.3.1, the probability function of S under the alternative 
has at the most mn + 1 different values. The next lemma will give the ordering of the 
mn + 1 probability values for some cases. The ordering will be useful for searching 
some powerful tests in Section 4.4. 
Lemma 4.3.3 Define for each (i^, jm) G  B ,  
where B is defined in (4.7). Then we have the following results. 
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1. For all Si,6j^ >0, + ^ ll< 1, we have 
and the equality holds if and only ^ 6 ^  =  =  0 .  
2. For < m, jm > 0 and for all S£,Sjf^ >0, ^1 + < 1, we have 
(a) fii,jm^h^^R) ^ > 0 
and the equality holds if and only if Sj^ = 0; 
( b )  f i i J r n ^ h ^ ^ R )  ^  f i i , j m  +  l ^ ^ L ^ ^ R )  p r o v i d e d  j m  <  n  
and the equal i ty  holds  i f  and only  i f  S^  = 0.  
3. For each I, h, h' satisfying 0 < I < min{m — 2, n — 2}, 
1 < h + l,h^ + I < min{m — l,n — 1}, and h,h' > 0 then we have 
(a) fl^n-l-kih^^R) = fl+h,n-lih^^R) = ^R> 
( b )  f U n - l - h ^ h ^ ^ R )  <  h + h ' ^ n - l ^ ^ L ^ ^ R ^  
if 6j^ < 5Q , = C(5jr for some 0 < c < 1 and (5Q  > 0, 
( c )  f l , n - l - h ( h ^ ^ R )  >  f l + h ' , n - l ^ ^ L ^ ^ R )  
if 6j^ < 5q, 6^ = c6j^ for some c> 1 and fg > 0. 
4. For each I with 0 < / < min{ra — l,m — 1}, we have 
f l , n - l ( h ^ ^ R )  >  f m - l , n - l + l ( h ^ ^ R )  
and 
f l , n - l i h ^ ^ R )  >  f l - l , l i h ^ ^ R )  
if Sj^ < 6Q, 6^ = C6£ for some c ^ 0 and 6Q > 0. 
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5. For each h, k satisfying 0 < / i < m  +  n — 1  and 
h — n < k < min{/i,Tn — 1}, we have 
where cj is positive and independent ofk. 
In general, for each c > 0, 
lim fh,n-hi-kl^L<<'h) ^ fe-fcA C) 
where c^ is positive and independent ofk. 
Proof of part 1 of Lemma 4.3.3. We have 
= ^ {'^m+hm+n > ^m-.m+n <^-^R} 
fTn-l,lih^^R) = < ^m:m+n < C^m+l:m+n 
{ 6 L  <  C^m.:m+n < ^m+l:m+n ^ ^ 
C {6i < Urn+hm+n^ Ujn\m+n < 1 -
then part 1 of Lemma 4.3.3 follows. 
Proof of part 2 of Lemma 4.3.3. For ii < m we have 
~ ^ ^ij + l:m.+n < ^jm+fn-Tn+n < 1 ~ 
h i  —  \ , j m ^ ^ L - > ^ R )  ~  < ^i^-.m+n < < 1 ~ 
Since 
and 
Since 
{81 < C^q;77i+7i < ^ 
C {5^ < f^q + l;Tn+ra ^ ^^jm+m.:m+n < 1 — ^R} 
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C {S]^ < C^ij^-|-i;7n+n ^ < 1 ~ 
then part 2 of Lemma 4.3.3 follows. 
Proof of part 3 of Lemma 4.3.3. We have 
fl,n—l—h(^L^^R^ ~ ^ ^l+l'.m+n ^ ^m+n—l—h'.m+n ^ ~ ^ r} 
~ ^ ^l+h+l\m+n ^ ^m+n—lim+n < ^ ~ 
=  f l + h , n - l ( ^ R ^ h )  
then the result (a) of this part follows. To prove the results (b) and (c), we need the 
following proposition. 
Proposition 4.3.1 For 1 < r < s < t, 
P{Ur:t < 0 = 0{6^), as 6^0+ 
and 
P{£/,., < > 1 - = 0{SlS'£'+h 
a s  ^  0 ^ .  
Therefore, for 6^ = c5jr, c ^ 0, we have 
fi,n-i-h(h''=h) = 1 - P{C(+i™+» < h} - 0{s'^''+h, 
fl+h',n-l^^L<'=h) = ^ -P^+hm+n < c«£} - 0(4+'''+l'). 
Hence, the last two results of part 3 of Lemma 4.3.3 follow. 
Proof of part 4 of Lemma 4.3.3. We have 
fl,n-lih^^R) = ^ ih < ^l+hm+n < ^ m+n-l:m+n <^-^r} 
fl-l,l(h^^R) = < ^l:m+n < ^ m+l:m+n <^-^r} 
f m - l , n - l + l ^ h ^ ^ R )  =  P { ^ X  <  ^ m : m + n  <  U ^ + n - l + h m + n  <  ^  
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For 6^ = c5j^, c 7^ 0, then 
= 1 - P{f/:m+« < <£> - 0 ( 6 1 )  
=  1 - 0 ( 4 )  
/m-l,n-/+l(^I'^i2) = 1 ) 
=  1 - 0 ( 4 ) -
Then part 4 of the lemma follows. 
Proof of part 5 of Lemma 4.3.3. We have 
fk,n-h+ki6L<<=h) 
J('^)+ [(l/(c + 1» -
_ P^^fc+l:m+n ^ ^L^^m+n—h+k:m+n ^ ^ 
Let p = [l/(c + 1)] - 6^. Then 
fk,n-h+ki^L^'^h) 
lim 
[ [ l l { c ^ l ) ) - 6 L r + n - h  
_ ^ {1+c ~ P ^^k+hm+n ^ ^^m+n—h+k:m+n ^ 1+c 
/" t,^(« - _ u)^~^dv du 
= lim ^ 
^->0+ k l { m  +  n - h - 2 ) \ { h - k y . p ^ + ^ - f '  
= lim , 
j.0+ {m + n — h — 2)1 k\ {h — k)\ {m + n — h)p''^'^''^ " 1 
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- *>)*(« - tÎ- + - u)''-l'dn 
+ lin. rR-" ' + ' 
^—>0+ {m + n — h — 2)\ kl {h — k)\ {m + n — h)p^'^^ ^ ^ 
2 llltl ' '' I A 
^^0+ (m + n - A)! &! (/t - t)! /)m+n-A-2 
_ (c + ir+"-2''-2 
/i! (m + n — /i)! \A;/ 
Therefore, the results of part 5 follow and the proof of Lemma 4.3.3 is completed. 
Proof of Proposition 4.3.1. The p.d.f. of at U^.i = ^ is 
Then 
^{Ur:t < ^} = OiS'^), as 6-^0+. 
The joint p.d.f. oi at (^^,1 - 6^) is 
.[1 - (1 -
and then 
P{Ur.,t < Sl,U,.t >l-âR} = Oisls'^'+h 
as 6^,5^ —> 0"*". 
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4.3.1 Ranking the probability values of S under 
Lemma 4.3.3 gives us a method of ranking the probability values of S in various 
cases. However, in the following we only consider two cases, when 6j^ = Sj^ = 6 is in 
a neighborhood of 6 = 0 and when 5^^ = = 5 is in a neighborhood of 5 = 0; that 
is, we rank f^j{6,6) in neighborhoods of 6 = 0 and 6 = 0.5. 
Case A. Given some sufficiently small (> 0), for each 6 6 (0, 5q), the rank V{i,j) 
of in E B} is such that 
(a) V(0,n) = 1; 
(b) for m > n and j = 1,... ,n, 
V { i  + 1,j) = 1 + V { i , j )  ï î n  —  j > i < m - l  
and 
V { n - j  +  l , j - l )  =  l  +  V { T n  -  l , j )  provided j  >  1; 
(c) for m < n and Î  = 0,..., m — 1, 
V { i J  - 1) = 1 + V { i , j )  if 1< j < n - i, 
and 
V { i  + l,n — i — 1) = 1 + V { i ,  1) provided i < m — 1; 
(d) V { i , j )  =  V { n  -  j , n  -  i )  for i,j < min{m,n}; 
(e) K(m,0) = l + F(m-l,l). 
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Example 4.3.1 For given m = 4 and n = 5, assign the V{i,j) as follows: 
j 
0 1 2 
C
O
 
4 5 
0 5 4 3 2 1 
1 9 8 7 6 2 
i 2 12 11 10 7 3 
3 14 13 11 8 4 
4 15 
Case B. Given some 6Q  < .5 which is close enough to .5, for each 6 G ((JQ ,.5), the 
rank V{iJ) of fij{S,S) in : ihJm) G B} is such that 
(a) V(0,n) = 1; 
(b) for m > n and for 0 < i < m, 
V { i , n )  = 1 + V { l , n  + / — z + 1) 
where / is the least integer greater than or equal to 
max{(i — l)/2, (t - n)}; 
(c) for m > n and for 0 < j < n, 
V { m  -  l , j )  =  1  +  V { l , l  +  j  —  m  +  2 )  
where I is the least integer greater than or equal to 
max{(7n + n - j)/2 - 1, {m - j - 1)}; 
(d) for m. > re, l < h < m  +  n  —  i  and 
max{(/i/2) + 1, {h + 2 — n)} < i < min{/t, m — 1}, 
V { i  — l,7i + i — 1 — h) = 1 + V(î,re + î — h)\ 
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(e) for m < 71 and for 0 < j < n, 
V { O J ) = l  +  V i l , j  +  l + l )  
where I is the greatest integer less than or equal to 
min{(n -j- l)/2, (m - 1)}; 
(f) for m < n and for 0 < i < m, 
F(t,l) = l + F(/,Z-i + 2) 
where I is the greatest integer less than or equal to 
min{(n + i)/2 — 1, (m — 1)}; 
(g) ioT m < n, l<h<Tn + n — Z and 0 < i < min (A/2) — 1, m — 1, 
V { i  +  l , n  +  i + l — /i) = l + V { i , n  +  i  —  h ) ;  
( h )  V { i , j )  - V { n -  j , n -  i )  for i , j  <  min{m,n.}; 
( i )  F ( m , 0 )  =  1  +  F ( m  -  1 , 1 ) .  
Example 4.3.2 For given m = 4 and n = 5, assign the V{i,j) as follows 
j 
0 1 2 3 4 5 
0 7 5 3 2 1 
1 10 8 6 4 2 
i 2 12 11 9 6 3 
3 14 13 11 8 5 
4 15 
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4.4 Some More Powerful Rank Tests under the Alternative Hfj 
From Lemma 4.3.3, it is obvious that for m , n  > 2 ,  there does not always exist a 
UMP rank test for testing HQ against /Tj. However, the results in part 1 and part 2 
in Lemma 4.3.3 indicate that a more powerful rank test should have the following 
property: 
If for some {(-^(1); ~ (Û)jVn)} (Ae rejection region of the test, 
then for any i[ >4, jm > 3m, = (^[dm)} " a/so in the rejection 
region. 
Therefore, if we define some score function V [ i ^ j )  for each (i,j) G B where 0, the 
sample space of is defined in (4.7) so that 
(i) F(m,0) > F ( m - l , l ) ,  
(ii) V { i , j )  >  V { i  —  l , j )  if 0 < i < m and 0  <  j  <  n ,  
(iii) V { i , j )  >  V { i , j  + 1) if 0 < i < m and 0 < j < n, 
t h e n  ^ ( * ^ ( 1 ) ) g e n e r a t e s  a  m o r e  p o w e r f u l  t e s t .  I n  t h e  f o l l o w i n g ,  w e  g i v e  s o m e  
score functions having the properties. 
1. V i { i , j )  =  i  for each { i , j ) .  
2. V 2 { i , j )  =  n  —  j  for each (i,j). 
3. V ^ { i , j )  =  max{t,n — j }  for each (i,j). 
4. V ^ { i , j )  =  min{i,n —  j }  for each { i , j ) .  
5. V ^ { i , j )  =  i  +  n -  j  { o r  each {i,j). 
81 
6. V6(i,j) = V^{iJ) + V^{iJ) for each (*,;). 
7. Let V ' j { i , j )  be the rank V { i , j )  of defined in Case A in Section 4.3.1. 
8. Let V § { i , j )  be the rank V { i , j )  of defined in Case B in Section 4.3.1. 
We like to note that ^4('5'(i)>and 5"^^) are, respectively, the Hâjek 
test statistic and the Sidak and Vondracek (1957) test statistic for testing HQ : F = G 
against Hj^ : G{x) = F{x — A), A € (0,1) where F ~ C^(0,1). Also note that 
i f  H i s  t h e  d . f .  o f  U { 0 , 1  +  A ) ,  t h e n  t h e  a l t e r n a t i v e  i s  e q u i v a l e n t  t o  HA :  F  =  
TJF^{H]6), G = TJ^{H\S) where 8 = A/(l + A). It is has been indicated that the 
Hàjek test and the Sidak and Vondracek test are the LMP rank tests, respectively, 
in some neighborhoods of A = 0 and A = 1, for a particular choice of a. However, 
the subsequent examples will show that the two tests are not the LMP tests for a 
general choice of a. 
4.4.1 LMP rank test for H^ : F = TJI[H\S,8), G = TI{H\8,8), 8 G (0,.5) 
Let us consider the alternative. HA • F — TP^{H;8,8), G = T£{H;8,8) for 
8 G (0, .5). From the results of Cases A and B in Section 4.3.1, it is obvious that 
^^"^(1)'generate LMP rank tests in the neighborhoods 
of (5 = 0 and 8 = .5, respectively. 
Example 4.4.1 For m = 4, n = 5 and a = 7/126, from Examples 4-3.1, the LMP 
rank test in the neighborhood of 8 = 0 is such that reject HQ if > 11 
and from Example 4-3.2, the LMP rank test in the neighborhood of 8 = .5 is such that 
reject HQ ^ 5"^^) > 11. In the case, the two LMP rank tests are the same 
and they are to reject HQ if {S(^IY G {(4,0), (3,1), (3,2), (3,3), (2,1), (2,2)}. 
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Actually, the LMP tests in the case (form = 4, ra = 5 and a = 7/126^ are the UMP 
rank test. 
For m = 4 and n = 5, the score values of V/^{i,j) and V^{i,j) are as follows; 
Score values of V^{iJ) Score values of 
3 j 
0 1 2 3 4 5  0 1 2 3 4 5  
0 0 0 0 0 0 0 4 
CO 
2 1 0 
1 1 1 1 1 0 1 5 4 3 2 1 
2 2 2 2 1 0 i 2 6 5 4 3 2 
3 3 3 2 1 0 3 7 6 5 4 3 
4 4 4 8  
For the given significance level a = 7/126, the Hâjek test and the Sidak and 
Vondrâcek test are defined, respectively, by 
<t>H = 
and 
<l>sv = 
1 i/F4(S(i,,5(„,)>2 
4/7 •/1'4(5(I),S(^,)=2 
0 otherwise 
1 ./V6(S(i,,S(„))>5 
3/4 ./F5(S(I),S,„))=5 
0 otherwise. 
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The following table shows the power functions of those tests and the Mann-
W h i t n e y - W i l c o x o n  t e s t  (  M W W  t e s t  ) .  (  N o t e :  A  =  5 / ( 1  +  6 ) .  )  
eo O
 I
I <
1 o
 
II < 
O
 
rH II <
1 
A = .20 A = .40 
o
 
(O II <
I O
 
OO II < 
Hâjek .07238 .08564 .12603 .23595 .53045 .81154 .97018 
SV .07221 .08525 .12513 .23744 .55987 .85951 .98776 
LMP .07241 .08578 .12719 .24484 .57775 .87341 .99027 
MWW .07215 .08508 .12444 .23497 .55391 .85488 .98693 
4.5 The Distribution of S under the Alternative He 
Let G  = T 2 { F \ 6J^ , 6JI)  where >0 and + 6 ^  < 1. Then from Corol­
lary 2.2.3, we have for n = 1 and for each i = 0,... ,m, 
P { 5 ( i )  =  i }  = [(1 -6i- Sji){m + l)]~lp{5£ < 
and for ra > 1 ,  and for each i  =  (ij^,. . . ,  i^) 6 
P{S = i} = cqP{5^ < + ^ ^ in+n:m+n < 1 ~ ^r} 
where 
CQ = 
Therefore, for n > 1, 
•1 
P{s = i} = P{5(1) = il, = i n } /  
where 
CI = co(l -
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The proof of the above result is similar to that of Lemma 4.3.1. 
The next two lemmas (Lemmas 4.5.1 and 4.5.2) will give the ordering of the 
values of the probability function of S. 
Lemma 4.5.1 Since for n > 1, P{S = i|G = T2{F\Si,Sff)} is dependent oni-^ and 
in only, define 
= T2{F\6i,6ji)}, (4.9) 
where 0 < < % < m. Then we have the following results. 
1. For i\ < in Tn and for all > 0, 6^ + < 1, we have 
(a) f i i , i n ( h ^ ^ R )  ^  f i i - l , i n ( ^ L ^ ^ R )  >  0 
and the equality holds if and only if 6j^ = 0; 
( b )  f i i . i n i h ^ ^ R )  ^  f i i , i n  +  l ^ ^ L ^ ^ R )  p r o v i d e d i n  <  m  
and the equality holds if and only if 8^ — 
2. For each ii,in,in satisfying 0 < 0 < < ini il + < rn and 
i'l + in < ^ 1 we have 
if 8j^ < Sq, = c8j^ for some 0 < c < 1 and 8q > 0, 
if8£ < 8Q ,  8J^ =  c8£ for some c > 1 and 5Q  > 0. 
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3. For each I with 0 < I < m 12, we have 
and 
if 81 < 6Q, 6ji = c5jr for some c ^ 0 and 6Q > 0. 
4. For each h,k satisfying 0 < k < h < m 
we have 
fk,m—h+k^^O^^O^ (h\ 
where is positive and independent of k. In general, for each c > 0, 
fk,m—h+k^^L^'^^L^ h—k lim : r = ci c 
where is positive and independent of k. 
Note the proof of Lemma 4.5.1 is similar to that of Lemma 4.3.3. Roughly, the 
results of Lemma 4.5.1 can be obtained from those of Lemma 4.3.3 by replacing jm 
with in and adding the constraint, < in- Therefore, Lemma 4.5.1 provides us a 
method to rank the probability values of S in various cases. 
In the following example, we rank the probability values under the two cases, 
when 8j^ = = 6 is in the neighborhood of 6 = 0 and when 8^ = 8j^ = is in the 
neighborhood 8 = 0.5. 
86 
Example 4.5.1 For m = n = 4 and = ^Jl == 6, the local ranks of in the 
neighborhoods of S — 0 and 6 = 0.5 are given as follows: 
The rank of in 
a neighborhood of 5 = 0 
in 
0 12 3 4 
The rank of in 
a neighborhood of f = 0.5 
in 
0 12 3 4 
0 5 4 
: 
C
O
 
2 1 0 7 5 
C
O
 
2 1 
1 8 7 6 2 1 8 6 4 2 
2 9 7 3 il 2 9 6 3 
3 8 4 3 8 5 
4 5 4 7 
When n = 1, S has only one component For each i = 0,...,m, let us 
define 
= ^i^L <^i+l:m+l ^r} (4-10) 
where 6^, 6 ^  > 0  and ^ 1 1  + < !• 
Lemma 4.5.2 Let fii^hi^Ji) be defined in the above. 
1. We have 
(a) f { { 6 , 6 )  =  f ^ _ . i { S , 6 )  f o r  e a c h  i = 0,... ,m and 6 6 [0, .5]; 
( b )  f { ( 5 , 0 )  <  f ^ f { 5 , 0 )  f o r  e a c h  0 < i < / < m and 6 6 (0,1); 
(c) f i { 0 , 6 )  >  f ^ f { 0 , 6 )  f o r  e a c h  0  < i  <  i '  <  m  a n d  8  £  (0,1); 
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(d)  0  <  z <  m / 2 ,  
if Sj^ < 6Q, 6J^ = c6]^ for some 0 < c < 1 and fg > 0; 
(e) f i i ^ L ^ ^ R )  > f m - i ( ^ L ^ ^ R )  GacA 0 < i < m / 2 ,  
if 8j^ < 8q, = c6j^ for some c > 1 and 5Q  > 0. 
2. For each i with 0 < i < m/2, we have fii^iiSji) > fi—li^jji^R)-, 
f m - i i ^ L ^ ^ R )  >  f m - i + l ( h ^ ^ R )  
if Sj^ < SQ, SJ^ = C6J^ for some c ^ 0 and SQ > 0. 
3. For each 0 < i < m, we have 
where is positive and independent of i. In general, for each c > 0, 
where cj is positive and independent of i. 
Proof of part 1 of Lemma 4.5.2. 
(a) fi{S,8) = P{(!) < < 1 - <5} 
= P{5 < 1 - < 1 - 5} = P{<5 < < 1 " <5} 
— f m — i i ^ ^ ^ ) '  
( b )  F o r  0 < i < i' < m, 
f i { S , 0 )  =  P{5 < C^i+i:m+l} < < ^V+lim+l^ = Av(^,0). 
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(c) For 0 < i < î' < m, 
f i i O ,  S )  =  P { ( / * + i : n % + l  <  1  -  ^  =  / ^ / ( O .  ^ ) -
where the last second equality follows from Proposition 4.3.1 in the proof of 
part 3 of Lemma 4.3.3. Then ). Therefore, 
f.l{6,c6) < fjy^_i{8,c8)^ for 6 < for some fg > 0 since 0 < c < 1. 
(e) The proof of part /(e) is similar to the proof of part l { c ) .  
Proof of part 2 of Lemma 4.5.2. Since we have 
(d) For 0 < i < m/2 and 0 < c < 1, we have 
f i { S , c 8 )  = P{6 < £^i+i:m+l < 1 - c5} 
~ ^ ~ ^{^^i+l:m+l < ~ P{^m—z+1:771+1 ^ 
= 1-0(5^+1)-0((c($)"^-^"+l) 
= 1 - 0{8^'^^) (since i + 1 < 77i — i + 1) 
f i [ 8 , c 8 )  =  l - 0 { 8 ' + ^ )  
yi_l(6,c6) = 1-0(6^) 
/^_,+l(6,c6) = 1-0(6^), 
the results of part 2 follow. 
Proof of part 3 of Lemma 4.5.2. 
c  +  1  '  ( c  +  i p ^ l  
1 (77l+l)c"^ ^ 
7 T  -  .  . \ T n _ 1  
and then the results of part 3 follow. 
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4.6 Powerful Rank Tests under He 
In the following we give a couple of score functions according to the rank of 
in various cases. 
1. Let V i { i i ^ i n )  be the rank of when 6 ^  =  =  S  i s  in the neighborhood 
of (5 = 0. 
2. Let V 2 { i i , i n )  be the rank of when 6£ = 6ji = S is in the neighborhood 
o{ 6 = 0.5. 
It is obvious that there does not always exist an UMP rank test for testing HQ 
against He. However, if we impose some constraints for 6jr and Sj^, we may have 
a powerful test. For example, for testing HQ against HE with SJ^ = = 6, then 
VI and V2 generate the LMP rank tests in the neighborhoods of 6 = 0 and 5 = 0.5, 
respectively. 
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5. DISTRIBUTIONS OF RANK STATISTICS FOR RIGHT 
CENSORED DATA 
5.1 Introduction 
Now we consider two-sample rank statistics and find their distributions when the 
data are censored. We consider different censoring models described in Section 5.2 
of this chapter. We study the distribution of the two-sample rank vector under each 
censoring model when the distributions of lifetimes and/or distributions of censoring 
variables satisfy the condition for the Lehmann type of alternatives. Hence, we obtain 
exact powers of the two most popular two-sample rank tests, the generalized Wilcoxon 
(Gehan 1965) test and the logrank (Mantel 1966) test. 
A variety of two-sample nonparametric tests, available for complete data, are 
modified for censored data, e.g., the modification of the Wilcoxon test has been con­
sidered by Gehan (1965), Gilbert (1962), Efron (1967) and Mantel (1967); the modi­
fication of the logrank (Savage 1956) test has been considered by Mantel (1966), Peto 
and Peto (1972) and Thomas (1975); the modification of the Kolmogor ov- S mi rnov 
has been considered by Koziol and Byar (1975). However, the performance of these 
commonly used tests with small sample size is not clearly understood, especially when 
the data are randomly censored (see Beltangady and Frankowski 1989). 
In many studies the data are censored because of various censoring models. In 
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some studies censoring is planned for convenience and in others censoring is random 
by nature of the study. For example, in reliability studies, when some items are put 
on a life test, the experiment is terminated at a fixed time, as one may have to wait 
for a long time until all the items on the test have failed. This is an example of type I 
right censoring, which is used for convenience. When there are two types of items, one 
can consider type I censoring for each type of items. In some experiments censoring 
time is not fixed in advance but is a random variable because it depends on some 
random events. For example, if the equipment on life test accidentally breaks down 
during the experiment, the censoring time can be regarded as a random variable. 
Another example arises in clinical trials where patients enter a clinic for treatment at 
different points of time. In addition, over a long period of time, patients may be lost 
to follow-up because they migrate, refuse further treatment and so on. Therefore, for 
each patient, the possible period of time under study is conveniently regarded as a 
random variable. 
In Section 5.2, we give six right censoring models and study the distribution of 
the two-sample rank vector under each censoring model. In Section 5.3, we study 
the generalized Wilcoxon statistic and the logrank statistic. In Section 5.4, we com­
pute the powers of the generalized Wilcoxon test and the logrank test under the 
random censoring model. In Section 5.5, we derive the mean and the variance of the 
generalized Wilcoxon statistic under the null hypothesis. 
5.2 Distribution of the Rank Vector 
Let Tj,..., Tm and Vj,..., be two independent random samples from two 
populati o ns with distribution functions, F{t) and G{v), respectively. Suppose F is 
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continuous and G { x )  =  Q { F { x ) )  where Q  is an absolutely continuous d.f. on (0,1) 
with density function q. Let Cm and Dj,..., Dn be two sets of censoring 
times. We can observe (Xijej),..., {Xmi^m) and , (iraiCn) where 
=  T i  K C i  =  min{Tj-,CJ, - I{Ti < C'i) 
Y i  =  V i A D i  =  min{Vi,£>J, C i  =  <  D ^ ) .  
We will assume { T i , . . . , T m } ,  . . . ,  V / i } ,  { C ' l , . . .  , C m }  and { D i , . . .  , D n }  are 
mutually independent as usual. 
In the following, we consider six types of right censoring models. The first three 
types of censoring models have fixed censoring times. Usually, fixed censoring times 
are predetermined. So, these three censoring models may be called planned time 
censoring. The last three types of censoring models have random censoring times, 
so, these will be called random time censoring. 
I .  C i  =  • • •  =  C m  =  D i  =  •  •  •  =  D n  =  C  where C  is given. In this case, both 
samples have the same censoring time, and the censoring model is called equally 
planned time censoring. 
II. 6'j = • • • = Cm = C, and = • • • = Dn = D where C, D are given and C < D. 
In this case, each sample has its own censoring time, and the censoring model 
is called unequally planned time censoring with C < D. With C > D, we get 
the next case of unequally planned time censoring. 
III. C ' l  =  • • •  =  C m  = C ,  and D i  = • • • = D n  = D  where C, D  are given and 
C> D. 
IV. C\ = • • • = Cm = Dj = • • • = Dn = C where C is a random variable with d.f. 
G c { x ) .  In this case, the censoring model is called random time equal censoring. 
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We will assume G c { x )  = Q c { F { x ) )  where Q c  is an absolutely continuous d.f. 
on (0,1) with density function qc. 
V. C'l = • • • = C m  = C ,  and J DJ  = • • • = D n  = D  where C  and D  are random 
variables with d.f.s G c { x )  and G ^{x), respectively. In this case, the censoring 
m o d e l  i s  c a l l e d  r a n d o m  t i m e  u n e q u a l  c e n s o r i n g .  A s s u m e  G c { x )  =  Q c { F { x ) )  
and G^{x) = Q^{F{x)) where Qc and are absolutely continuous d.f.s on 
(0,1) with density functions qc and respectively. 
VI. Ci,... ,Cm are i.i.d. random variables with d.f. G c { x )  and D i , . . . , D n  are 
i.i.d. random variables with d.f. G ^ { x ) ,  This is usually called random cen­
soring. Assume Gc[x) = Qc{F{x)) and G^{x) = Q^{F{x)) where Qc and 
are absolutely continuous d.f.s on (0,1) with density functions qc and 
respectively. 
We will derive the joint distribution of the two-sample ranks under each censoring 
model. Since we deal with censored data, the number of uncensored observations in 
each sample is a random variable. Thus, in fact, we derive the joint distribution of 
the numbers of the uncensored observations and the vectors of the ranks. 
5.2.1 Model I: Equally planned time censoring 
Let be the rank of ( 1 < i < n ) in the pooled observations, and R *  be 
the rank of ( 1 < i < m ) in the pooled observations, where 
and < • • • < are the order statistics of the X sample and the Y sample, 
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respectively; i.e., 
m n 
«i =  E H X k  <  } ( { ) )  +  E H Y j  <  V(n), 
k=l ;=1 
m n 4 = E /(A't < %,,)) + E lOTj < 
k=\ i=i 
m n 
Define A = ^2 H ^ Q, the number of the uncensored observations 
i=l i=l 
in the X sample and the number of the uncensored observations in the Y sample, 
respectively. Hence, if A > 0, j < ••• < are the order statistics of the 
uncensored observations in the X sample, and if 5 > 0, < ••• < are 
the order statistics of the uncensored observations in the Y sample. If 5 < n, 
= • • • = Rn = m + n and if i4 < m, = ... = = rn + n. Let 
R  =  ( i Z j , . . . ,  R n )  a n d  R *  =  ( i Z | , . . . ,  R ^ ) '  
Note that given = 1, the conditional distribution of X-i is the right truncation 
of F  with truncation rate 1 — F { C ) ,  i.e., the conditional d.f. is 
fl(x) = P{A'i < I|€; = 1} = § l ^ ! ( F ( x )  <  F ( C ) )  (5.1) 
and given Q = 1, the conditional distribution of Y.^  is the right truncation of G with 
truncation rate 1 — G(C), i.e., the conditional d.f. is 
GiW = P{ri < jICi = 1} = ^/(G(ï) < G(C)) 
Then we have 
since Q(0) = 0. 
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We derive the joint distribution of (i4,5,R, R*) by considering the following 
four cases, (1) {A = 0, S = 0}, (2) {i4 = 0,5 > 0}, (3) {5 = 0,J4 > 0} and (4) 
{A > 0, 5 > 0}. It is obvious that given A = a and B = b with a = 0 and/or 6 = 0, 
then R* and R are given; that is, (R*,R) has only one possible outcome. 
For each a = 0,..., m and 6 = 0,..., n, let be the collection of all possible 
outcomes (r*,r) of (R*,R). 
Case 1. For (r*,r) E T^QQ, 
P{A = 0,5 = 0,R = r,R* = r*} 
= P{A = 0,5 = 0} = [1 - F(C')]"'[1 - Q { F { C ) ) f  
where 
%QQ = {(r*,r) : r* = { m  +  n , . . .  , m  +  n ) , r  =  (m + n,...,m + n)}. 
Case 2. For 6  =  1 , . . .  , n  —  1 ,  
^06 ~ : r* = (m + n,... ,m + n), r = (1,... ,6,m + n,...)} 
and for b = n, 
TZQU = {(r*,r) : r* = (m + n,... ,m + n),r = (1,...,%)}. 
Then for each b = 1 , . . .  , n  and (r*,r) 6 "^06' 
P{A = 0,5 = 6, R = r,R* = r*} 
= P{/1 = 0, B = 6} = - F(C)r(e(f(C))|V - Q(f (C)))"-'". 
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Case 3. For a = l,...,7n — 1, 
T ^ a O  ~  , r ) : r  =  ( 1 , . . .  , a , T n  +  n , . .  . ) , r  =  ( m  +  n , . . .  , 7 n  +  w ) }  
and for a = m, 
T ^ r n O  ~  , r ) : r  =  ( 1 , . . . ,  m ) ,  r  =  ( m  +  n , . . .  , m  +  n ) } .  
Then for each a  —  1 , . . .  , m  and (r*, r) G 
P{A = a,5 = 0,R = r,R* = r*} 
= P{v4 = a,B = 0}= - F(C/)]"'-®[l - Q(F(C'))p. 
Case 4- Let (r*,r) € T^ab' Then 
r* = 
r = 
( r ^ , . . .  +  n , . . . )  f o r  a  =  1 , . . .  , m  —  1  
( r p . . . , r ^ )  f o r  a  =  m ,  
( r j ^ , . . .  , r ^ , m  +  n , . . . )  f o r  6  =  1 , . . . , n  —  1  
( r i , . . . ,  r n )  f o r  6  =  n  
a n d  ( r j , . . .  . . .  , 7 " ^ )  i s  a  p e r m u t a t i o n  o f  ( 1 , . . . , a  +  6 ) .  A p p l y i n g  C o r o l ­
lary 2.2.3 to compute P{R = r, R* = r*\A = a, B = 6}, for a > 0, 6 > 0 and 
(r*,r) e we have 
P{.4 = a, 5 = 6,R = r, R* = r*} 
= P{i4 = a, B = 6}P{R = r,R* = r*\A = a, B = b} 
[ F { C T [ i  -  F ( C ) r - ' ' [ Q { F ( C ) ) f y l  -  Q ( F ( C ' ) r ~ ^  ' m \ / MI 
a I \ b J 
,2=1 
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= [F(C)]®+V - F(C)]"^-®[1 - Q{F{C))f-^ 
.E I n ?{f(C)Cf,.,„+j)|/(" + '') (5.3) 
Since given ^ -^(C), the conditional distribution of Uj.^fj is the uncon­
ditional distribution of F{C)Uj.^ij, then 
E I n ?(^'(C)fri:a+6)| 
= E I n f (C')) j /[f(C)|''+'' (5.4) 
and then (5.3) can be rewritten as 
P{i4 = a, B — b,ïi = r,R* = r*} 
= (T) (%) [1 - fC:)!™""!! - (C))]"-'' 
•E { n liUrr.a+bWl'a+b-.a+b < / (" j ') • (5-5) 
Therefore, the probability function of (A, B, R, R*) is given by the formula (5.5). 
The probability function in each of the first three cases can be obtained from (5.5) 
by substituting appropriate values of a or 6 in each case, e.g., for Case 2, a = 0. 
Example 5.2.1 Let Q(t) = Tj^{t\8i) for 8^ < F{C) where Ti{t]6i) is the left 
t r uncation transformation defined in (4-1)- Then q{t) = (1 — 6j^)~^I{t > 8j^). Prom 
P{A = a, = 6, R = r, R* = r*} 
= ^^^(1 - 5£)-^(F(C'))®+V - ^ (6'))"^+^-®-^ 
& } / ( % )  
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Example 5.2.2 I f  Q { t )  =  f o r  A > 0, then from (5.3), 
P{>1 = a, JB = 6, R = r, R* = r*} 
'"(A 
^  ^  '  i = l  K = r ^  
Example 5.2.3 Let Q{t) = 1 — (1 - <)^ and then q{t) = ^ (1 — 1 ) ^ ~ ^ .  T h e n  w e  h a v e ,  
from (5.5) 
P{yl = a, 5 = 6, R = r, R* = r*} 
Q ( 1  -  F ( C ' ) ) " ^ " ® ( 1  -
•E I n(l - f.;:a+6)^~^AP„+6:a+t < "f( C ) ) |  / ^ '  
5.2.2 Model II: Unequally planned time censoring with C < D 
m n n 
Let ^ € { ,  B  =  X I  Ci) -^1 = X] B2 = B - By, that is, B2 
i = l  i = l  i = l  
is the number of  uncensored Y obse r v a t i o ns in {C,D). Since we only consider the 
ranks of the order statistics and there is no X  observation in { C , D ) ,  it is sufficient 
to consider the ranks of Vs less than or equal to C. Hence we modify the definition 
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of the ranks for X and Y observations as follows: 
m n 
E  I { X ^  <  <  C )  +  E  I { Y j  <  Y ( ^ ) I ( Y j  <  <  C )  
k=l j=l 
m n 
fl* = Z i ( X k  <  + E ' ( Y j  <  < c ) .  
k=i j=i 
That is, we only consider the ranks of the uncensored observations truncated at 
C. Since C < D, if Kj < C, then is an uncensored observation. Then the 
conditional d.f. of given < C, is Gi{y) defined in (5.2). Therefore, we have 
for a = 1,... ,m, hi + h2 = b = following the argument in the censoring 
model I, 
P{.4 = = 6]^, ^2 = ^2'^ ~ r,R* = r*} 
= P{i4 = a,B\ = èj,B2 = 62}P{^ ~ r,R* = r*|A = a,B-^ = 6^} 
: ( F ( C ' ) ) " ( 1  -  F { C ) ) ' ^ - ' ' { Q { F ( C ) ) ) h  ' m ' 
\a J bi\b2\{n — 6)! 
* [ Q { F { D ) )  -  Q { F { C ) ) ] h { l  -  Q { F ( D ) ) f - ^  
*E < 
a Q { F ( C } )  
/( a + 61 
h 
- F{C)r-''lQ(FiD)) - C?(f(C))l'2 
* { 1  -  Q { F i D ) ) f - ^ E  
Also, using (5.4), we can rewrite (5.6) as 
i=l ' ' 
'"a + bi (5.6) 
P{i4 =  a ,  B i  =  b i ,  B 2  ^2' ^  ~ r, R* = r*} 
' m \  ( n  
a 
h 
• (5.7) N  liUvi-.a+hiWUa+ti-.a+bi < "(C)) 
i=l 
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Example 5.2.4 If Q{t) = Ti{t\Si) forSj^ < F{C), then from (5.6), 
P{A = a,Bi = bi, B2 = b2,^ = 1^, R* = r*} 
'  m ' n \  
:(1 - - F(C'))"'-°(F(Z?) - F(C))^ 
a J bi\b2\{n — 6)! 
Example 5.2.5 If Q{t) = t^ for A > 0, then from (5.6), we have 
P{A = a, Bi = bi, B2 = b2,R = v,Ti = r } 
ni 
a J 6^!62!(" ~ 6)! 
K(1 -(F(Z)))'^)"-^A^1E-
n<.;+6. / (•:,") 
'm ' n! 
a  )  6i!62!(n — 6)! { F { C ) f + ^ h { i  -  F { C ) ) ^ - ^ { i F { D ) ) ^  - { F i C ) ) ^ ) h  
,, , &! r^+l-1 
.(i-(f(z)))^)"-vi-î^/n n p-i)i+«:i. 
^ 1 '• i=l A:=rj 
Example 5.2.6 Let Q{t) = I — — t)^ and then q{t) = ^ (1 — t)^~^. Then from 
(5.7), we have 
P{w4 = a,5 = 6, R = r, R =r} = *  * 1  I  ( n \  ( a  +  b  
a J \b/ \  62 
*A(1 - F(C))^"" (1 - F{C)f - (1 - F{D)f I 
*(1 -F(C'))^(^~^^E< N (1 - '^r-:a+b/~^^(^'a+bi:a-i-bi < ^ ( 0 )  
i=l 
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5.2.3 Model III: Unequally planned time censoring with C > D 
Let A and B be the numbers of the uncensored observations in the X sample 
m 
and the Y sample, respectively. Define ^ < D) and A2 = A — Ai; that 
i = l  
is, A 2  is the number of X  observations in { D , C ) .  Using the same argument in the 
censoring model II, we modify the definition of the ranks for .Y and Y observations 
as follows: 
m n fii = E < B) + E '(Yj < i'(i)) 
A:=l j = l 
m n 
k = l  j = l  
Since C > £>, if X^ < D, then X^ is an uncensored observation. Then the conditional 
d.f. of Xj, given X ^  <  D ,  is F i { x )  =  < F ( D ) )  and the conditional d.f. 
of Yi, given Q = 1, is GiC») = S F(D)IF(C)). Therefore, 
for + a 2  = a  = 1, •.. 6 = 1,. . .  , n ,  
= ai,A2 = «2) -6 = 6, R = r, R* = r*} 
= P{^i = a\^A2 = a2,B — 6}P{R = r, R* = r* = aj, 5 = 6} 
nM(f(D))''l(F(C') - F{D))''2(l -  f(C')r-«(Q(F(fl)))'' 
\a2\(m — a)! \oJ «1' 
.(1 - Q(f(Djjj-OEj n —I/I 
l i = l  
r-ir^ ^f")(F(Z)))''l+''(F(C) - F(LI))»2(1 - FiC))"'-' '  
\a2i{m — a)! \o/ 
»(1 - Q(F(D)))"-'E I n 5(^(®)Pri;ai+i.)| /(°\"^ ')• (5-8) 
Using (5.4), we can rewrite (5.8) as 
P{>ll = aj^,yl2 = «2'^ = 6, R = r, R* = r*} 
*(1 -'?(f(i')))""''E|.n ?(fri:ai+6WC'ai+6:«i+6 < (5.9) 
Example 5.2.7 Let Q{t) = Tj^{t\6j^) for 6j^ < F{D). Then, from (5.8), we have 
P{A]^ = aj, W42 = «2) ^  = 6, R = r, R* = r*} = 
= - hr''iF{D)fl+hFiC) - F(D))n(l - f(C)r-« 
Example 5.2.8 I f  Q [ t )  =  f o r  A > 0, then, from (5.8), we have 
P{/1% = «1,-4.2 = a2,B = 6,R = r,R* = r*} 
= (^)(f(0))''l+^''(l - f (C)r-°((F(C))-^ - {F{D})>'f2 
.(1 - (F(D})^f-h''E [n P^4+i,| /(°\'' '') 
= _  „ ) ,  ( j ) ( F ( C ) r i + ^ ' ( l  -  F ( C ) r - » ( ( f ( C ) ) - ^  -  { F { D ) ) ^  f 2  
m b 
' •  iz=l k=rj 
Example 5.2.9 Let Q{t) = 1 — (1 — t ) ^ ,  t h e n  q { t )  =  ^ (1 —  t ) ^ ~ ^ .  F r o m  ( 5 . 9 ) ,  w e  
have 
P{v4 =  a , B  =  6, R = r,R* = r*} 
= (r) t) -  ^ i c ) r - ' ' (F ic )  -  f(D)r ^  
.(1 - f(D))%-')B l^n (1 - fri:ai+6)^"'^(%+6:ai+6 < f(C'))|. 
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5.2.4 Model IV: Random time equal censoring 
Let A ,  5, R and R* be defined as in censoring model I in Section 5.2.1. We 
h a v e ,  f o r  g i v e n  a  a n d  b ,  
P{A'i < X I , . . . , X a  <  x a , Y i  < y i , . . . , Y f ^ <  = • • • = ea = Cl = • ' ' = Cfc = 1} 
= P{Ti < xi,Ti < C,... ,Ta < xa,Ta < G, 
•^P{ T i < C , . . . , T a < C ,Vi< C , . . . , V i ^ < C }  
= E I n [ F { x i ) I { x i  <  C )  +  F { C ) I { x i  >  C ) ]  
[ i = l  
b  
• n m n y j M v j  <C) + Q [ F ( C ) ) H y j  >  C)1 .  
+E{(f(C))''|(3(f(C))|''} 
= E I n |F(Z{) + (F(C) - F(xi))/(f(iti) > f (C'))J 
li=l 
b  
* n [Qinvj)) + {QiF{C)) -  Q{F{ y j )MF{ y j )  >  F(C'))] • 
i=i 
^E{{F{C)fiQ{F{C))fy 
= W{F{xi),.. . ,  F{xa),F{yi),.. . ,  F{yi,)) 
where 
^^(^11'•••» ^ la'^21'•••'^26) 
= E| nfe+(w)-iiimi>i^(C'))] 
[ i = l  
b  
* n I Q i h j )  + ( Q i F C C ) )  -  Q { t 2 j ))r { t 2 j  >  F { C ) ) ]  •  
i=i 
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-E|(F(C)nQ(F(C')))^}. 
The distribution function • • • ,^io,^21'• • • '^26^ invariant under all permu­
tations within (^11,.. • 5^1a) within (<21» • • • ,^26) has the density function 
" ^ ( ^ l l » * ' * ) ^ l a > ^ 2 1 ' " ' " » ^ 2 f e )  ~  
[ a  h  
E n '(hi < nc))) n lihjWii < nc)) • 
_ U=1 , 
B{(f(C)r(0(F(C)))6} 
. 6 
= Pq (1 ~ Qc(imax)) ]J Ç(i2j) 
J = 1 
where yg = E {(F(C'))®((?(F(C')))^} and tmax = max{<ii,... ,^1^,^21, • • • ,^26}-
Then applying Theorem 2.2.1, we have 
P {J4  =  a ,  B =  b , R  =  r ,  R *  =  r * }  
= (T)(;)pî(l-Mr-^2(l-P2)"-Vo' 
.E |(1 - Qc(C^a+b:a+b» ,n / (° j ') <5.10) 
where pi = E{F(C)}, yg = E{Q(f(C))}. 
Example 5.2.10 Suppose Q[t) = 1 — (1 — and Qc = 1 — (1 — 0^*^ where 9 and 
Oc are positive. We compute the components of (5.10) as follows. We have, from 
Proposition 2.3.2, 
E |(1 - ^?c(t^a4-6;a+6)) n 9(t^r;:a+6)| 
= /e |(1 - .n (1 - £'ri.a+6)^"^} 
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,  b n+i-n 
= (a + 6)!^ / ' n n (^c 4- (6 — 1)^ + a + 1 + fc) 
*=0 k=l 
and Pi = {dc + 1)"^) P2 — + ^c) «nj 
^0 " (W + ^c+ «)*...* (6g + gc) • 
5.2.5 Model V: Random time unequal censoring 
Let us define 
m m 
^1 = ^ A^)' ^42 = ^-^1, 
i=l i=l 
J 5 = Ê C i .  B i  = • £ ! ( ¥ {  < C / \ D ) ,  B 2 = B - B I .  
i=l i=l 
It is easily seen that A2 and B2 cannot be positive simultaneously. Modify the 
definition of the ranks for X and V observations as follows: 
m n 
R i = i : i { X ^ <  y,;) < C A D ) + Y . n Y j < Y ^ . ^ < C / \ D }  
it=i i=i 
m n 
R' i  = E nxk  <  Jf(i) <chD)+Y.nYj<  x,,., < cAi>). 
k=i }=i 
That is, we only consider the ranks of the uncensored observations truncated at 
C A D .  
The distribution function oî C /\D is 
^ c / \ d i ^ )  -  ^  ~  ~  ^ c { x ) ) { l  -  G ^ { x ) )  
=  1 - [ 1 - Q c ( f ( z ) ) ] [ l- W W ) ]  
Define Qc/\d^^^ ~ 1 ~ (1 Qc(0)(l ~ Then the distribution function of 
C /\D is 
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To derive P{R = r,R* = r*|i4]^ = = tj}, we follow the argument in 
Section 5.2.4 by substituting Ai, 5]^ and C l\ D iot A, B and C. Therefore, we have 
P{^1 = 01,^2 = «2'^1 = H>^2 = ^2'^ = r,R* = r } 
= P{-4i = «1, A2 = «2)^1 == ^1 »^2 ~ 62}P{R = r,R* = B-^ = ^1} 
= (:)(;) 
h 
~ /\d^^ai-\-bi:ai+bi^^ 11 li^rf.ai+bi) *E 
i=l \ h J 
(5.11) 
where 
P O  =  E { { F { C  A D ) r { Q i F { C  A D ) ) f y ,  
P l  =  E { F { C ^ D ) } ,  
P2 =  E { F i C ) - F { C A D ) } ,  
P3 = 1 - P1 - p2, 
P4 = E{Q(F(C A/?))}, 
P5 = E{Q{F{C))-Q{FiCAD))h 
P6 = 1 - P4 - PS-
Example 5.2.11 Suppose Q{t) = 1 - (1 — t)^, Qc{i) = 1 - (1 — 0^*^ 
and Q^{t) = 1 -  (1 — t)^d. We compute the components of (5.11) as follows: 
E QQ/\di^ai+bi:ai+bi^^ IT ) 
i=l 
= {ai + bi)\6^'i-/ 
I h ^z+l-^i 
n II ^j+(&i—1)^ -f- «1+1+k) 
i=Q k=l 
h fL 
PO = («C + É I 2 71 fc—0 \  ^ 7 + ^ (/ + oj) * • • • * {k9 + 
107 
PI ~ CTj+T' 
11 9 9 
P2 = gg+T - gc+gj+r P5 = - gc+gj+g' 
P3 = l-5^. P6 = 1-5^-
5.2.6 Model VI: Random censoring 
Since each observation is either uncensored or censored, we divide the data into 
the four subs amples, uncensored X observations, censored A' observations, uncen­
sored Y observations and censored Y observations. Let A and B be the number 
of the uncensored observations in the X sample and the number of the uncensored 
observations in the Y sample, respectively. Thus, the uncensored X observations will 
be denoted by provided A > 1, the censored X observations will be 
denoted by {X^ ,..., provided A < m, the uncensored Y observations will 
be denoted by ..., YQ } provided B > 1, and the censored Y observations will 
be denoted by {Y^ ,..., Y^_Q} provided B < n. 
The following lemma shows that the four subsamples are conditionally indepen­
dent random samples when A and B are given. 
Lemma 5.2.1 Given A with m > A > 0, {X^} and {X^ ,.. . ,  
are two conditionally independent random samples. Given B with n > B > 0, 
{Y-^,...  ,YQ } and . . . ,  are two conditionally independent random 
samples. 
Proof. Let i = (ij,..., and j = (j^,. . . ,  4 <  "  '  <  M 
jl< ••• < 3m-A satisfying 0"i, • • • Jb • • • 
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For each («i,... ..., 
^il — ^1» ' ' ' — ^1' " ' ^ ^Jm—A ~ ^ 
K = - -  =  ' i A  =  ^ ' ' h = -  =  ' j m - A = ' ' ^  
1-1 A m—A 
E ,n nxi, < %I% = 1} n nxj^ ^ = « >  
•g fc=l K=1 
m—A 
n ^ ^ k\^k = 1} n ^ ""kl^A+k = 0} (5.12) 
A;=l k=l 
since {(Xj^, ej ),..., (Xm, em)} is a random sample. Then the lemma follows imme­
diately. 
In the following, we derive the conditional distribution of a variable in each 
subsample when the number of the uncensored observations in the sample is given. 
Case 1. For uncensored X observations: 
From (5.12), the conditional distribution function of is 
< ®iki = 1} = P{Ti < Xi,Ti < Cj} 
P{T^ < CJ 
E{F{x. i ) I { xi < Cj) + F{C i ) I { x i  >  C j ) }  
E { F { C i ) }  
E{F(x,;) + { F j C j )  -  F i x i ) ) I { F { x i )  >  F j C j ) ) }  
E { F { C i ) }  
= Qii(^(®i)) 
where 
rl ' / 
and PI = E{F(Q)} = vdQc{v) and ?ii(0 = Quit) = (1 - <?c(0)/Pl-
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Case 2. For censored X observations: 
From (5.12), the conditional distribution function of is 
P{Xi < = 0} = 
^ B){<?c(f(x,-))/U,<r;)+Q,(f(r,))/(x,>r,)} 
1-Pl 
= <?Ol(^(®i)) 
where 
Qoi(<) = {Qc{t) + Jl^Qciv) -  Qc{t))dv}l{\ -  PI) 
and 9oi(^) = Qoi(() = ?c(0(l - 0/(1 - Pi)-
Case 3. For uncensored Y observations: 
The conditional distribution function of Y^ is 
p«<!'iici=i} = 
E{Q(F(y,.))/(% < Dj) + Q{F{Di))I{yi > Dj)} 
E { Q { F { D i ) ) }  
m i F i V i ) )  +  [ F { D i )  -  Q { F { y i ) ) ] I { F { y i )  >  F j D j ) ) }  
E { Q { F { D i ) ) }  
where 
rt 
10 
<?12(0 = { Q { t )  +  i Q { v )  -  Q ( t ) ) d Q d i ^ ) } / P 2  
and P2 = E{Q{F(Di))} = ^ Q{v)dQj^{v) and 
10 
912(0 = <?12(0 = ?(0(1 - Qdi*))tP2-
Case 4. For censored Y observations: 
The conditional distribution function of Yp is 
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= NQDINYI)) + {QDINVI))-QD{NYI)MF{YI) > F(V;-))}/(I-P2) 
= Qo2(^(2/i)) 
where 
ft 
10 
/ 
<?02(*) = { Q d i ^ )  + J Q - 0j(()XQ(^)}/(i - P2) 
and 902(0 = ^02(0 = %(()(! " <3(0)/(l -P2)' 
We use Corollary 2.2.2 to obtain the conditional joint distribution of the rank 
vectors of the four subsamples in the pooled sample ,..., Xm, Vi,..., Yn}, when 
A and B are given. 
Let Rij be the rank of in the pooled sample {Xj,...,Xrn) • • • > in} 
where < • • • < are the order statistics of uncensored observations ..., 
let R2j be the rank of in the pooled sample where < • • • < 
are the order statistics of censored observations ,..., let R^j be the 
rank of in the pooled sample where < • • • < Y^>^ are the order statistics of 
uncensored observations Y-^.., YQ and let R/^j be the rank of Y^^ in the pooled 
sample where Y/Çy < < Yp n\ are the order statistics of censored observations (1) [n-B) 
Y^ ,..., Y^_g- Denote Rj = ...), for i = 1,... ,4. 
Then applying Corollary 2.2.2, we have 
P{ 4 = a,5 = 6,Ri = ri,R2 = r2'^3 = rg,R^ = r^} 
= P{A = a, B = 6}P{R]^ = r]^,R2 = rg, Rg = rg, R^ = r^^lA = a, B = b} 
*E 
a m—a b 
n 3ll(^r]^j-:m+n) H ?0l(^r2j:m+Ti) II 9l2(^rgj^:m+n) 
i=l j=l fc=l 
I l l  
n—h 
* II %2i^ r i^\m-{-n) 
/=1 
m\n\ _ 
:E (m + n)! 
m—a 
H QciUf-^^iTn+n)) H 1c{U'P2j:m+n){^ ^r2j'-m+n) 
i=l j=l 
b  
* N " Qd^^r^j^:m+n)) 
6=1 
n—b 1 
* H 9(li^r^^:m+n){^ ~ Qi^r^i:m+n))^ (5.13) 
Example 5.2.12 Suppose Q{t) = 1 — (1 - t)^, Qc{t) = 1 — (1 -
and Qdi^) = 1 — (1 — t)^d. Then, from (5.13), we have 
P{A = a,B = fe,Ri = ri,R2 = r2,R3 = = r^} 
i^m+n + l)(^m+n + 1 + 2) • • • (^m+n + • • • + <^1 + m + n) 
where for h = 1,...  ,m + n, 
^h = 
9 c  i f  h  =  r o r  r 2 j  f o r  s o m e  r ^ ^  a n d  r 2 j  
{9 + — 1) if h = rgj^. or r^i for some and 
5.3 Generalized MWW Statistics and Logrank Statistics 
We now consider the modifications of the MWW statistic and the logrank (Sav­
age 1956) statistic when the data are censored under various censoring models I — VI 
introduced earlier. For the modification of the MWW statistic we use Gehan's (1965) 
definition and for the modification of the logrank statistic we use the definition given 
by Mantel (1966). 
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5.3.1 Generalized MWW statistics 
Let 
U i j  =  
1 i {Xi>Yj, Cj = l  
— 1 if Xi < Yj, = 1 
0 otherwise. 
m n 
Then U = ^2 ^2 the so-called generalized MWW test statistic or Gehan 
i=l j = l 
(1965) test statistic. As in previous chapters, it is easy to compute the distribution 
if we write the statistic in terms of SjS and 5*s defined below. 
Let 
Then 
m 
S j  =  ^ ^ j )  for J = 1,..., n, 
i=l 
n 
S* = ^ I{Yj < Xi) for i = 1,..., m. 
j=l 
m n m n 
= E E mj = 1) - E E mj = -1) 
i=lj = l i=lj=l 
m n m n 
=  E  E  '(Xi > YjKj - E E  < Yj)ei 
i=lj=l i=lj—l 
n m 
=  E("Î-S j ) C j  - E("-
j=l i=l 
m n 
= mB-nA+ E - E CjSj. (5.14) 
i=l j=l 
A. For censoring model I, we have 
m 
E = E %) = E - »)' 
i=l l<i<A l<i<A 
E  =  E  ^ ( j ) =  E  ( R j - j )  
j=l l<j<B l<j<B 
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and the Gehan statistic is 
U  =  m B - n A +  ^  [ R *  -  i )  -  E (5.15) 
l<i<A l<j<B 
B. For censoring model II, we have 
j-i 3-1 i=i 
= Ê < C) + mB2 
J=1 
E %) +^^2 
l<3<Bi 
and then, 
U = m.Bi -  nA+ E ^(i) ~ E ^(j) 
l < i < A  ^  l < j < F i  
=  m B i - n A +  ^  (4 "  0 "  E (^j"» (5-16) 
1<K.4 l<j<fii 
where iZ* and Rj  are defined in Section 5.2.2. 
C. For censoring model III, we have 
mm m 
E' iS t  =  ES tnX i<D)+ '£S f l (D<Xi<C)  
i= l  i= l  i= l  
E + "^2 
l<KAl ^ 
and then, 
U  = =  m B - n A i +  E %) " E 
1<K^1 ^ l<j<B 
=  m B - n A i +  E (^*" 0- E ( R j  ' j )  (5-17) 
l < i < ^ l  _  l < j < B  
where Aj, R *  and R j  are defined in Section 5.2.3. 
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D. For censoring model IV, U is the same as the formula defined in (5.15). 
E. For censoring model V, 
U = mBi -  - L ^{j) 
l<KAi ^ '  l<j<Bi 
= mBi—nAi+ ^ {R* -  i) — ^ {Rj — j) (5.18) 
l<i<Al l<j<Bi 
where Ai and 5^ is defined in Section 5.2.5. 
F. For censoring model VI, let us define 
s O  = ^ H Y f < Y O ) ,  
= EAJff SXC). 
j 
Then (5.14) can be rewritten by 
(5.19) 
Let us denote = {S^y ..., • • • ' 
S*^ = (5|^j^,...,5*^p and S*^ = (5'^^,...,5'^_g^). 
We like to note that (S, S^, S*, S*-^) and (Rj^, R2, R3, R4) have the one-to-one 
relationship since 
^1- = 
( z )  
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(0 
where Rn, R2i, R^i and R^{ are the ranks of and in the 
pooled sample, and and S*^ are uniquely determined by and by S*^, 
respectively. 
5.3.2 Logrank statistics 
The modification of the logrank (Savage) statistic for censored data has been 
considered by Mantel (1966). The definition of the Mantel logrank statistic can be 
found in Peto and Peto (1972), Lawless (1982, pages 420-421) and Beltangady and 
Frankowski (1989). The logrank statistic, say L, can be defined in words as: 
L = (the total number of the uncensored Y observations) 
^ the sum of the risk of Y at each uncensored 
\ / observation in the pooled sample 
where the risk of Y at an uncensored observation is the ratio of the number of Fs 
greater than or equal to the uncensored observation to the total number of Xs and 
ys larger than or equal to the uncensored observation. In our notation we can write 
the statistic as 
••N \  jisv^ vA'") 
E E L = B — < 
#{rs < 
i<1<A # ixs ,  Xs < x j j^}  
(5.20) 
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Suppose we are going to test the hypothesis HQ F = G against HA '  G is stochas­
tically larger than F, Then we reject the null hypothesis HQ if L is less than some 
constant. 
In the following, we will rewrite the statistic defined in (5.21) in terms of R^s 
and R*s (or 5js and 5.*s) under each censoring model introduced earlier. 
For the censoring models I and IV, the logrank statistic is 
^ = (5.21, 
Î—1 ' 1=1 I 
For the censoring model II, there are B — Bi uncensored Y observations in (C, £>). 
Since there is no X observation larger than C, the risk of Y at each uncensored 
observation in (C, D) is 1. Therefore, for the censoring model II, the logrank statistic 
can be written as 
1=1 ' j=i I 
(=1 ' i=i I 
For the censoring model III, there are A — A\ uncensored X observations in 
{ D , C ) .  Since there is no Y  observation larger than D ,  the risk of Y  at each uncen­
sored observation in {D,C) is 0. Therefore, for the censoring model III, the logrank 
statistic can be written as 
1 = 1 ^ I 
For the censoring model V, the logrank statistic is 
1=1 ' t=i I 
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For the censoring model VI, the logrank statistic is 
B n — {S|J^ + i) + 1 
L = W 
= i m  +  » - [ S  j y  + S | V ) + ! l  +  l  
( l )  
IV 
since there are A + B uncensored observations • • i ^(5) 
and we have 
the number of Vs greater than or equal to 
= n — ( the rank of in the Y sample) + 1 
= n — (5"^ + i) + 1, 
the total number of Xs and Fs greater than or equal to F^'^ 
= m + n - ( the rank of F^-^ in ... ,XTn,Yi, ...,}%} ) + 1 
= m + n-[S^ jy .j + Sj-V+il + l, 
lu 
the number of Fs greater than or equal to 
= n — ( the number of Fs less than xj^y ) 
( i )  
the total number of Xs and Fs greater than or equal to 
= m + n -  ( the rank of in {.Yj,Xm, y^,..., )%} ) + 1 
(0 
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5.4 Power Comparison of Rank Tests for the Randomly Censored Data 
We compute the powers of the Gehan test and Logrank test under the censoring 
model VI with G = 1 - (1 - Pf, Gc = 1 - (1 - Ffc and = 1 - (1 - pfd. The 
joint probability function of (/l, R]^, Rg, Rg, R^) is given in Example 5.2.12. The 
Gehan test statistic, (/, is given in (5.19) and the logrank test statistic, L, is given 
in (5.25). 
Since for 6^ > 9ci we have [1 — (1 — F)^c] < [1 — (1 — F)^'^], the distribution of the 
censoring time C corresponding to is stochastically larger than that corresponding 
Û 
to 0c- Hence the censoring probability for the first sample, p® = P{T > C} = 
is i nc rea s ing  i n  Oc-  Simi l a r ly ,  t he  censo r ing  p robab i l i t y  fo r  t he  second  sample ,  py  =  
P{y > D} = increasing in 0^. 
From Tables 5.1 - 5.3, we see that when the censoring probabilities are increasing, 
the powers of the tests are decreasing. Also, the power of a test, when the censoring 
probability for the first sample is increasing, drops faster than when the censoring 
probability for the second sample is increasing. For example, when 9 — .99, a = 0.1 
and m = n = 5, we have the following: 
9c = 0.5 Od = 0.5 II o
 
Bd = 1.5 9d = 2.0 
Power of Gehan Test .10365 .10350 .10340 .10332 
Power of Logrank Test .10370 .10351 .10337 .10327 
9d = 0.5 II O
 
9c = 1.0 9c = 1.5 II O
 
Power of Gehan Test .10365 .10253 .10194 .10158 
Power of Logrank Test .10370 .10261 .10202 .10167 
It is easily seen that the powers of the two tests are comparable. Also we can 
see sometimes the Gehan test is slightly more powerful than the logrank test and 
sometimes the logrank test is slightly more powerful than the Gehan test. 
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5.5 Means and Variances of Generalized MWW Statistics under the 
Null Hypothesis 
We derive the mean and the variance of the Gehan statistic under the null 
hypothesis /TQ : G{x) = F{x) under each censoring model. We like to note that for 
mm n n 
non-censored data, ^ S* = ^ {R*  — i) and ^  S j  =  ^ { R j  — j) are the usual 
i=l i=l j=l j=l 
MWW statistics and 
EQ 
Varr 
m n 
E S* - E 5; 
i=l j=l 
f m n ^ 
= 0, 
= mn{m + n + l)/3 Z s f - E  S j  
j = l 
where EQ and Varg denote the mean and the variance under H Q.  
(5.26) 
(5.27) 
A. For censoring model I, from (5.16), the Gehan statistic is U  = mB — nA + U *  
where 
u*=. E (^*-0- E (Rj-j)' 
l<i<.4 l<j<B 
Since E q{ U * \ A , B }  =  0 and VsLrQ{ U * \ A ,  B )  =  A B ( A  +  B  +  l)/3, we have 
E O { [ / }  =  E { E Q{ U \ A , B } }  =  E {mB-nA} 
= mnF{ C )  — nmF[ C )  =  0 
Varo(C/) = E{Varo([/|A,g)} + Var(Eo{[/|A,B}) 
= E{AB{A-\-B\)IZ}-[•Y2Ls{mB — nA) 
= mn |(m + n)pc - ("I + " - l)pc + —"Pcj 
and 
where P C  = F { C ) .  
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B. For censoring model II, from (5.17), we have U = — nA + U* where 
u *  -  (-^z* ~ 0 - X! i ^ j  ~  j ) -
l<i<A 
Therefore, using the same argument as the above, we have EQ{f7} = 0 and 
V a r o ( f 7 )  =  m n  | ( m  +  n ) p c  - { m  +  n -  l ) p c  +  ^  ^  P c j  •  
C. For censoring model III, from (5.18), we have U = mB — nA-\^ + U* where 
u*= E (Af-i)- E iRj-j) 
l < î < ^ l  1<3<B 
Therefore, using the same argument as the above, we have Eo{C^} = 0 and 
Varo(fO = mm |(7n + n)p^ - (m + n - l)p^ + ^ —-Pjj 
where — F{D). 
D. For censoring model IV, from part A, EQ{f/|C'} = 0 and 
Varo(?7|C') = mn ^ {m + n)F{C) — {m + n — 1){F{C))^ 
Therefore, EQ{(/} = E{EQ{î7|C'}} = 0 and 
VavQiU) = E{Varo(t/|C')} + Var(Eo{C^|C'}) 
= E |mn((m + n)F(C') - ( m  +  n -  1)(F(C))^ +  "^3" ~  ^ F(6'))^)} 
f ,  ,  .  m  +  r a  —  2 " !  
= mn Um + n)pi -  (m + n -  l)p2 P3 j 
where pg &nd pg are the first three moments of F{C). 
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E. For censoring model V, from parts B and C, 
Eo{U} = E{Eq{U\C\D}} 
= E{Eq{U\C,D}I{C < D)} + E{EQ{U\C,D}I{C > D)} 
= 0 
and 
Varo(i7) = E{Varo((/|C, D)} + Var(Bo{[/|C, D}) 
= E{Varo(C/|C,Z))/(C < D ) }  + E{Varo((7|C, D)I{C > D)} 
+Var(Eo{f/|C',Z)}/(C' < D ) )  +  Var(EQ{C/1C, Z)}/(C' > D ) )  
= E{mn[{m + n)F{C) — {m + n — 1){F{C))^ 
+ < D)} 
+E{mn[{m + n)F{D) — {m + n — 1)(F{D))'^ 
= mn Um + n)pi -  {m + n ~ 1)P2 —j—-Ps} 
where pj, P2 and pg are the first three moments of F{C /\ D). 
F. For censoring model VI, 
u = > yj)'{yj < Dj) -EEnxi < yj)nxi < co 
• i  '  3 
= > yjViXi < Ci)I(Yj < Dj) 
'  3 
+ZE% > yjWXi > Ci)HYj < Dj) 
'  3 
-EUnXi < Yj)I(Xi < Ci)I(Yj < Dj) 
• 3 
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- E E  
i j 
= E E H x i *  > Y f ) - z i :  <  y f )  
i j i  j 
+ E E n x f  >  Y f ) - Y , E H x [ '  <  y f ) .  
i j i  j 
Then, under H Q : F = G,G,hc = Gj^, 
Eq{U }  = E { E Q { U \ A , B } }  
= E{mB - nA}V{X^ > Y^} 
= 0 
and 
Varo(£/) = EQ{U^} = EQ 
m n 
E E Uij 
i=lj=l 
=  m n E g l f / j j }  +  m n { n  —  l ) E Q { C / ] ^ i f / ' ] ^ 2 }  +  —  l ) ^ E o { ^ 1 1 ^ 2 l } -
Note that under HQ : F = G, GC = the distribution of UIJ is symmetric 
about 0, and we have: 
EoiC/fi} = Eo{/(.Yi > Y i ) I { Y i  < D i )  +  /(A'l < Y ^ I i X ^  <  C'l)} 
= 2P{Xi > y/^}E{F(C')}, 
Eo{t^llf^l2} = P{Ai > > }^}(E{f(C)})2 
+ P { x f ^  <  Y i , X ^  <  } ^ } E{ f ( C ) }  
-2P{yj^ < X^ < F2}(E{F(C')})2, 
Bo{^11^^2l} = %{^11^12}' 
Then under H Q, 
2 Q 
VavQiU) = eipc + egPc + ^SPc 
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where 
Pc = E { F { C ) } ,  
ei = mn{2pi + [m + n - 2)pg), 
62 = mn{l -  2pi + (pg - 2pg + 2p4 - 2pg)(m + n - 2)), 
60 = mn(m + n - 2)(^ - -P2 + 2p3 - 2p4 + pg), 
PI = P{X^ > Y^}, 
P2 = P{X^' > Y^^,X^' > 
P3 = P{.Y^' > y/v > 
P4 = P{A'^ < Y^^,X^ < y^'}, 
P5 = P{A'^ < Y f , X ^  <  Y f } .  
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Table 5.1: Power functions of Gehan test (Tl) and Mantel logrank test (T2) for 
random right censoring with G = 1 — (1 — F)^, Gc = 1 — (1 — and 
Gj = 1 — (1 — F)^d when m = n = 5 and a = .01 
Oc ^d Test e = 0.99 e = 0.80 9 = 0.60 e = 0.40 e = 0.20 
0.50 0.50 Tl .01042 .02377 .06165 .17471 .50464 
T2 .01041 .02334 .05919 .16334 .45730 
0.50 1.00 Tl .01030 .01825 .03414 .06405 .11056 
T2 .01030 .01825 .03413 .06412 .11185 
0.50 1.50 Tl .01023 .01585 .02530 .03993 .05923 
T2 .01024 .01602 .02587 .04152 .06347 
0.50 2.00 Tl .01019 .01458 .02130 .03083 .04306 
T2 .01020 .01478 .02194 .03239 .04658 
1.00 0.50 Tl .01039 .02242 .05433 .14229 .37398 
T2 .01039 .02223 .05336 .13835 .36070 
1.00 1.00 Tl .01028 .01751 .03125 .05552 .08973 
T2 .01028 .01753 .03134 .05599 .09224 
1.00 1.50 Tl .01022 .01543 .02388 .03638 .05166 
T2 .01022 .01550 .02415 .03723 .0.5431 
1.00 2.00 Tl .01018 .01425 .02030 .02852 .03836 
T2 .01018 .01439 .02073 .02962 .04099 
1.50 0.50 Tl .01037 .02128 .04854 .11841 .28576 
T2 .01037 .02118 .04809 .11682 .28144 
1.50 1.00 Tl .01027 .01712 .02981 .05155 .08069 
T2 .01026 .01692 .02910 .04966 .07723 
1.50 1.50 Tl .01021 .01514 . .02294 .03410 .04691 
T2 .01020 .01506 .02269 .03363 .04659 
1.50 2.00 Tl .01017 .01400 .01953 .02678 .03488 
T2 .01017 .01403 .01964 .02712 .03590 
2.00 0.50 Tl .01036 .02096 .04715 .11369 .27252 
T2 .01035 .02058 .04531 .10647 .24744 
2.00 1.00 Tl .01026 .01692 .02911 .04969 .07654 
T2 .01025 .01651 .02763 .04569 .06815 
2.00 1.50 Tl .01020 .01489 .02214 .03218 .04297 
T2 .01020 .01476 .02176 .03138 .04184 
2.00 2.00 Tl .01016 .01379 .01890 .02538 .03219 
T2 .01016 .01378 .01890 .02546 .03264 
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Table 5.2: Power functions of Gehan test (Tl) and Mantel logrank test (T2) for 
random right censoring with (? = 1 — (1 — Gc = 1 — (1 — and 
= 1 — (1 — F)^d when m = n = 5 and a = .05 
Oc Test 0 = 0.99 e = 0.80 9 = 0.60 e = 0.40 e = 0.20 
0.50 0.50 Tl .05193 .11039 .26313 .67644 1" 
T2 .05194 .11043 .26257 .67084 1~ 
0.50 1.00 Tl .05135 .08620 .15150 .26544 .42557 
T2 .05138 .08706 .15443 .27302 .44300 
0.50 1.50 Tl .05103 .07564 .11483 .17189 .24149 
T2 .05108 .07695 .11897 .18180 .26271 
0.50 2.00 Tl .05084 .07001 .09802 .13569 .18106 
T2 .05090 .07152 .10246 .14565 .20108 
1.00 0.50 Tl .05183 .10612 .24197 .59175 1~ 
T2 .05183 .10568 .23945 .58031 1" 
1.00 1.00 Tl .05128 .08367 .14224 .23991 .36704 
T2 .05130 .08430 .14438 .24561 .38165 
1.00 1.50 Tl .05098 .07384 .10910 .15817 .21317 
T2 .05101 .07495 .11258 .16662 .23208 
1.00 2.00 Tl .05080 .06872 .09423 .12732 .16479 
T2 .05084 .06992 .09771 .13501 .18014 
1.50 0.50 Tl .05175 .10241 .22435 .52406 l" 
T2 .05175 .10227 .22353 .52056 1~ 
1.50 1.00 Tl .05121 .08153 .13467 .21976 .32282 
T2 .05123 .08206 .13647 .22468 .33593 
1.50 1.50 Tl .05094 .07263 .10536 .14961 .19656 
T2 .05096 .07323 .10717 .15385 .20596 
1.50 2.00 Tl .05077 .06784 .09169 .12186 .15451 
T2 .05079 .06853 .09364 .12608 .16291 
2.00 0.50 Tl .05167 .09922 .20978 .47075 1" 
T2 .05168 .09957 .21129 .47612 1~ 
2.00 1.00 Tl .05118 .08042 .13095 .21052 .30421 
T2 .05118 .08028 .13028 .20850 .30022 
2.00 1.50 Tl .05091 .07188 .10313 .14466 .18722 
T2 .05091 .07177 .10268 .14348 .18514 
2.00 2.00 Tl .05074 .06707 .08948 .11708 .14547 
T2 .05075 .06734 .09016 .11844 .14803 
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Table 5.3: Power functions of Gehan test (Tl) and Mantel logrank test (T2) for 
random right censoring with G = 1 — (1 — F)^, Gc = 1 — (1 — and 
= 1 — (1 — F)^d when m = n — h and a = .10 
Oc Test 6 = 0.99 9 = 0.80 e = 0.60 9 = 0.40 6 = 0.20 
0.50 0.50 Tl .10365 .21150 .48023 1" 1-
T2 .10370 .21343 .48796 1~ 1~ 
0.50 1.00 Tl .10253 .16669 .28239 .47500 .72695 
T2 .10261 .16908 .29026 .49438 .76700 
0.50 1.50 Tl .10194 .14728 .21722 .31506 .42733 
T2 .10202 .14977 .22465 .33157 .45896 
0.50 2.00 Tl .10158 .13698 .18736 .25295 .32848 
T2 .10167 .13943 .19421 .26729 .35478 
1.00 0.50 Tl .10350 .20512 .45068 1" 1" 
T2 .10351 .20521 .44949 1" 1~ 
1.00 1.00 Tl .10243 .16305 .26963 .44151 .65420 
T2 .10247 .16422 .27304 .44865 .66609 
1.00 1.50 Tl .10185 .14466 .20911 .29629 .38991 
T2 .10191 .14623 .21357 .30565 .40676 
1.00 2.00 Tl .10151 .13493 .18142 .24003 .30365 
T2 .10157 .13663 .18601 .24926 .31979 
1.50 0.50 Tl .10340 .20087 .43162 .98999 1~ 
T2 .10337 .19970 .42496 .96045 1" 
1.50 1.00 Tl .10235 .16048 .26082 .41887 .60603 
T2 .10236 .16068 .26097 .41799 .60231 
1.50 1.50 Tl .10179 .14274 .20328 .28300 .36382 
T2 .10182 .14371 .20593 .28848 .37400 
1.50 2.00 Tl .10145 .13327 .17667 .22982 .28428 
T2 .10150 .13472 .18059 .23784 .29893 
2.00 0.50 Tl .10332 .19768 .41740 .93902 1~ 
T2 .10327 .19575 .40789 .90185 1" 
2.00 1.00 Tl .10228 .15844 .25390 .40129 .56926 
T2 .10228 .15831 .25316 .39896 .56526 
2.00 1.50 Tl .10173 .14120 .19862 .27252 .34359 
T2 .10176 .14198 .20085 .27750 .35428 
2.00 2.00 Tl .10139 .13175 .17239 .22075 .26740 
T2 .10146 .13354 .17742 .23158 .28860 
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8. APPENDIX A: POWER OF A PRECEDENCE TEST 
First of all, we rewrite the définitions of precedence tests (j)r and (for r = 
1,... ,n and k = 1,... ,m) defined in (3.1) and (3.3) by 
and 
where 
0r = 
1  i f  > & - l  
0 otherwise 
1 
0 otherwise 
(8 .1)  
(8.2) 
5^J,J = (the number of Xs < Y^^^) 
^{k) ~ number of Vs < 
and Fm and Gn are the empirical distribution functions of the X sample and the Y 
sample, respectively. The tests are defined in terms of and instead of 
and as it is easier to find the distribution of the test in this form. 
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Define, for i = 0,... ,n, 
X*;r,m,n,,A) = = 1 - (1 - (8.3) 
Then, since the r-th order statistic of a uniform random sample of size n, 
has the Beta distribution Be{r,n — r + 1), 
p { i ' , r , m , n , X )  =  
l'[i - ny(,))|<'""'V = 1 - (1 - G)-*} 
= WE{[l-(l-G(l'(,,))^ni-G(y(^))J-^("'-''} (8.4) 
=  B ( r , n - r  +  l )  
where B { a , / 3 )  is the Beta function. 
For j = 0,..., n, 
P { % )  = j \ F  =  l - { l -  G ) ^ }  =  p i r , k , n , m , l / X ) .  
Hence, the power functions of and are, respectively, 
0 i X ; r )  =  ^  p { i ] r , m , n , \ )  +  f p { k  -  l ; r , m , n , X )  (8.6) 
i'>k—1 
and 
l 3 * { X ; k ) =  ^  p { j ] k , n , m , l / X )  +  f * p { r  -  l \ k , n , m , l / X ) .  (8.7) 
j < r - l  
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Let us define for each { i , r , m , n ) ,  0 < i < m, 
m 
V { \ ] i , r ,Tn, n )  =  ^  A )  
j=i 
= P{S(,) >i|f = l-(l-G)^} 
= P{r(,, >jr(;)|F=i-(i-G)-^}, (8.8) 
and define 'P{X',m + l,r,m, n) = 0. 
We will show that ' P { \ \ i , r ^ m , n )  is a strictly increasing function of A for each 
( i , r ,  m , n ) ,  I  <  i  <  m ,  a n d  t h e r e f o r e ,  / 3 { X ] r ) ,  r  =  1 , . . .  , n  a n d  f 3 * { X \ k ) ,  k  =  I , . . .  , m ,  
are strictly increasing functions of A since 
/ 3 { X ; r )  = (1 —  f ) V { X ; k , r , m , n )  +  ' f V { X ' , k  —  l , r , m , n )  (8.9) 
and 
l 3 * ( X \ k )  = (1 -7*)[1 -  T ( l / X ; r  -  l,fc , ra ,m)]  +  7*[1 -  V { l l X ] r , k , n , m ) \  
= 1 - [(1 - 7*)'P(1/A;r - l , k , n , m )  +  • y * V { l / X ; r , k , n , m ) ] .  (8.10) 
In order to prove that for each { i , r , m , n ) ,  i  >  1, ' P { X ; i , r , m , n )  is a strictly 
increasing function of A, suppose ... ,Xm}, {}%,..., and {Zj,..., Z^} are 
mutually independent random samples having population distribution functions F, 
G and H, respectively, where F = 1 — (1 — G)'^, F = 1 — (1 — H)^ and A > A > 0. 
Then, G = 1 — (1 — H)^ 1^. Since A /A > 1, is stochastically greater than 
Hence, for each r, is stochastically greater than F(r). Therefore, 
T { X  ; i , r , m , n )  =  
> 
=  V { X ; i , r , m , n )  
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and then ' P { X ] i , r , m , n )  is a strictly increasing function of A. 
Furthermore, we have the following results: 
Since (1 — G{Y^^^)) —> 0 a.s., as A —»• oo, it follows from (8.4) that 
lim p { v , r , m , n , X )  =  
A—>oo 
1 if z = m 
0 otherwise. 
Since (1 — G(y|^p)'^ —> 1 a.s., as A —> 0"^, it follows from (8.4) that 
lim p { i ; r , m , n ,  X )  =  
A-40+ 
1 if i = 0 
0 otherwise. 
• From the definition of T { X ;  i , r , m , n )  and the above two results. 
lim ' P { X \ i , r , m , n )  =  1  
X—^oo 
and 
lim V { X ' , i , r , m , n )  =  
A-^0+ 
1 if i = 0 
0 otherwise. 
• It follows, from (8.9), (8.10) and the above results, that 
and 
lim /3(A;r) = 
A—'OO 
lim /3*(A; k) = 
A—' OO 
7 if fc = m + 1 
1 otherwise 
7* if r = 1 
1 otherwise. 
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9. APPENDIX B: FORMULA FOR AVERAGE NUMBERS OF 
FAILURES 
Now consider the randomized precedence test 4>r, as defined in (3.1), and define 
Mr and Nr as the numbers of X failures and Y failures, respectively, when the 
precedence test plan is terminated. Then, 
Mr = 
and 
Nr = ' 
i if exactly i Xs < for i < fc 
r ify^r) < (9.2) 
j if exactly j Ys < for j < r 
since, when (fir is randomized, the test is terminated, if and only if exactly one of the 
following situations will occur: 
1. is observed, but not 
2. is observed and then Y^^^ is observed, but not 
3. is observed but not 
when (f)r is nonrandomized, the test is terminated, if and only if exactly one of the 
following situations will occur: 
1. is observed, but not 
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2. is observed, but not 
Then, under the test 
E { M r }  =  ^ zX^;r,m,n,,A) + A; f 1 - ^  p(!;r,m,7T,A) 
i<k \ i<k I 
k 
i=l 
and 
(9.3) 
E { N r }  =  ^ 1/^) + r 1 -
j<r \ j<r / 
= 12 '?'(l/A;;,A:,n,m). (9.4) 
i=i 
Similarly, if the randomized test is considered, the numbers of X failures and 
Y failures are, respectively. 
^^ 6 = 
and 
Nt = 
k  i f  % ( & )  <  ^ r )  
i if exactly i Xs < ^(7.) for i < k 
j  if exactly j  Fs < for j  < r .  
(9.5) 
(9.6) 
Then, we have 
E{ikr^} = ^ zp(i;r,m,7i,A) + A; f 1 - ^  p(2;r,m,7i,A) j 
i<k \ i<k / 
k 
=  ^ ' P i M h r , m , n )  
i=l 
(9.7) 
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and 
E{iV^} = ^ + r I 1 - 5!^ p(j;A:,n,m,l/A) j 
j<r \ j<r } 
= IZ V{ll\\3,k,n,m). (9.8) 
J = 1 
The followings are some properties of the average numbers of failures: 
• E{Mr} and E{M^} are increasing functions of A. 
• E{7Vr} and E{iV^} are decreasing functions of A. 
• lim E { N r }  = lim E { N t }  =  0. 
A-^oo A^oo ^ 
• ^lim E{Mr} = ^lim E{M^} = k. 
The above results follow from (9.3), (9.4), (9.7), (9.8) and the results at the end of 
Appendix A. 
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10. APPENDIX C: TABLES FOR THE NONRANDOMIZED 
CONSERVATIVE BPT AT A = 2 
For each 1 < m,n < 30, two nonrandomized conservative BPTs at A = 2 
given with their significance levels close to 0.01 and 0.05, respectively. 
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Table 10.1: The nonrandomized conservative BPT at A = 2 
m 
n = 1 
k , r , a  
n = 2 
k , r , a  
n = Z 
k , r , a  
II n = 5 
fc,r, a 
n = 6 
k , r , a  
1 1, 1,.500 
1, 1,.500 
1, 1,.333 
1, 1,.333 
1, 1,.250 
1, 1,.250 
1, 1,.200 
1, 1,.200 
1, 1,.167 
1, 1,.167 
1, 1,.143 
1, 1,.143 
2 2, 1,.333 
2, 1,.333 
2, 1,.167 
2, 1,.167 
2, 1,.100 
2, 1,.100 
2, 1,.067 
2, 1,.067 
2, 1,.048 
2, 1,.048 
2, 1,.036 
2, 2,.107 
3 3, 1,.250 
3, 1,.250 
3, 1,.100 
3, 1,.100 
3, 1,.050 
3, 1,.050 
3, 1,.029 
3, 1,.029 
3, 1,.018 
3, 2,.071 
3, 1,.012 
3, 2,.048 
4 4, 1,.200 
4, 1,.200 
4, 1,.067 
4, 1,.067 
4, 1,.029 
4, 1,.029 
4, 1,.014 
4, 2,.071 
4, 1,.008 
4, 2,.040 
4, 2,.024 
4, 3,.071 
5 5, 1,.167 
5, 1,.167 
5, 1,.048 
5, 1,.048 
5, 1,.018 
4, 1,.071 
5, 1,.008 
5, 2,.048 
5, 2,.024 
5, 2,.024 
5, 2,.013 
5, 3,.045 
6 6, 1,.143 
6, 1,.143 
6, 1,.036 
6, 1,.036 
6, 1,.012 
6, 2,.083 
6, 1,.005 
6, 2,.033 
6, 2,.015 
6, 3,.061 
6, 2,.008 
6, 3,.030 
7 7, 1,.125 
7, 1,.125 
7, 1,.028 
7, 1,.028 
7, 1,.008 
7, 2,.067 
6, 1,.015 
7, 2,.024 
7, 2,.010 
7, 3,.045 
7, 2,.005 
7, 3,.021 
8 8, l,.lll 
8, l,.lll 
8, 1,.022 
7, 1,.067 
8, 1,.006 
8, 2,.055 
8, 2,.018 
7, 2,.067 
8, 2,.007 
8, 3,.035 
8, 3,.015 
8, 4,.055 
9 9, 1,.100 
9, 1,.100 
9, 1,.018 
8, 1,.055 
9, 1,.005 
9, 2,.045 
9, 2,.014 
8, 2,.052 
9, 2,.005 
9, 3,.027 
9, 3,.011 
9, 4,.044 
10 10, 1,.091 
10, 1,.091 
10, 1,.015 
9, 1,.045 
9, 1,.014 
10, 2,.038 
10, 2,.011 
9, 2,.041 
10, 2,.004 
9, 3,.077 
10, 3,.008 
10, 4,.036 
11 11, 1,.083 
11, 1,.083 
11, 1,.013 
10, 1,.038 
10, 1,.011 
11, 2,.033 
11, 2,.009 
11, 3,.057 
10, 2,.013 
10, 3,.063 
11, 3,.006 
11, 4,.029 
12 12, 1,.077 
12, 1,.077 
12, 1,.011 
10, 1,.066 
11, 1,.009 
12, 2,.029 
12, 2,.007 
12, 3,.050 
11, 2,.010 
11, 3,.053 
12, 3,.005 
12, 4,.025 
13 13, 1,.071 
13, 1,.071 
13, 1,.010 
11, 1,.057 
12, 1,.007 
12, 2,.071 
13, 2,.006 
13, 3,.044 
13, 3,.012 
12, 3,.044 
13, 3,.004 
12, 4,.071 
14 14, 1,.067 
14, 1,.067 
14, 1,.008 
12, 1,.050 
13, 1,.006 
13, 2,.063 
14, 2,.005 
14, 3,.039 
14, 3,.010 
13, 3,.037 
13, 3,.014 
13, 4,.061 
15 15, 1,.062 
15, 1,.062 
15, 1,.007 
13, 1,.044 
13, 1,.012 
14, 2,.056 
14, 2,.016 
15, 3,.035 
15, 3,.009 
15, 4,.053 
14, 3,.011 
14, 4,.053 
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Table 10.1: (Continued) 
m 
n = 7 
k, r, a 
n = 8 
k , r , a  
n = 9 
k , r , a  
n = 10 
k , r , a  
n = 11 
k , r ,  a  
n = 12 
k , r , a  
1 1, 1,.125 
1, 1,.125 
1, l,.lll 
1, l,.lll 
1, 1,.100 
1, 1,.100 
1, 1,.091 
1, 1,.091 
1, 1,.083 
1, 1,.083 
1, 1,.077 
1, 1,.077 
2 2, 1,.028 
2, 2,.083 
2, 1,.022 
2, 2,.067 
2, 1,.018 
2, 2,.055 
2, 1,.015 
2, 2,.045 
2, 1,.013 
2, 3,.077 
2, 1,.011 
2, 3,.066 
3 3, 1,.008 
3, 3,.083 
3, 2,.024 
3, 3,.061 
3, 2,.018 
3, 3,.045 
3, 2,.014 
3, 4,.070 
3, 2,.011 
3, 4,.055 
3, 2,.009 
3, 4,.044 
4 4, 2,.015 
4, 3,.045 
4, 2,.010 
4, 4,.071 
4, 2,.007 
4, 4,.049 
4, 3,.015 
4, 5,.070 
4, 3,.011 
4, 5,.051 
4, 3,.008 
4, 5,.038 
5 5, 2,.008 
5, 4,.071 
5, 3,.016 
5, 4,.044 
5, 3,.010 
5, 5,.063 
5, 3,.007 
5, 5,.042 
5, 4,.013 
5, 6,.058 
5, 4,.009 
5, 6,.041 
6 6, 3,.016 
6, 4,.049 
6, 3,.009 
6, 4,.028 
6, 4,.017 
6, 5,.042 
6, 4,.010 
6, 6,.058 
6, 4,.007 
6, 6,.037 
6, 5,.011 
6, 7,.050 
7 7, 3,.010 
7, 4,.035 
7, 3,.006 
7, 5,.051 
7, 4,.010 
6, 4,.055 
7, 4,.006 
7, 6,.041 
7, 5,.010 
7, 7,.054 
7, 5,.007 
7, 7,.034 
8 8, 3,.007 
8, 4,.026 
8, 4,.013 
8, 5,.038 
8, 4,.007 
8, 6,.053 
8, 5,.011 
7, 5,.057 
8, 5,.007 
8, 7,.040 
8, 6,.010 
8, 8,.051 
9 9, 3,.005 
8, 4,.077 
9, 4,.009 
8, 4,.043 
9, 5,.015 
9, 6,.041 
9, 5,.008 
9, 7,.054 
9, 6,.012 
8, 6,.058 
9, 6,.007 
9, 8,.039 
10 10, 4,.015 
10, 5,.051 
10, 4,.007 
10, 5,.023 
10, .5,.011 
9, 5,.050 
9, 4,.010 
10, 7,.043 
10, 6,.009 
9, 6,.043 
9, 5,.010 
9, 7,.059 
11 11, 4,.011 
11, 5,.043 
11, 4,.005 
10, 5,.071 
11, 5,.008 
10, 5,.038 
11, 6,.012 
10, 6,.055 
10, 5,.012 
11, 8,.045 
11, 7,.009 
10, 7,.045 
12 12, 4,.009 
12, 5,.036 
12, 4,.004 
12, 6,.049 
11, 4,.009 
12, 6,.021 
12, 6,.010 
11, 6,.043 
11, 5,.008 
11, 7,.059 
12, 7,.007 
12, 9,.047 
13 13, 4,.007 
13, 5,.031 
13, 5,.012 
12, 5,.047 
13, 5,.005 
12, 6,.067 
12, 5,.012 
12, 6,.035 
13, 7,.011 
12, 7,.048 
12, 6,.010 
12, 8,.063 
14 14, 4,.006 
14, 5,.026 
14, 5,.010 
13, 5,.039 
14, 5,.004 
13, 6,.056 
13, 5,.009 
13, 6,.028 
14, 7,.009 
13, 7,.039 
13, 6,.007 
13, 8,.052 
15 15, 4,.005 
13, 4,.054 
15, 5,.008 
14, 5,.033 
14, 5,.015 
14, 6,.047 
14, 5,.007 
14, 7,.064 
14, 6,.011 
14, 7,.032 
15, 8,.010 
14, 8,.043 
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Table 10.1: (Continued) 
m 
n = 13 
k ^ r , a  
Il 
p 
ra = 15 
k , r , a  
ra = 16 
k , r , a  
ra = 17 
k , r , a  
ra = 18 
k, r, a 
1 1, 1,.071 
1, 1,.071 
1, 1,.067 
1, 1,.067 
1, 1,.062 
1, 1,.062 
1, 1,.059 
1, 1,.059 
1, 1,.056 
1, 1,.056 
1, 1,.053 
1, 1,.053 
2 2, 1,.010 
2, 3,.057 
2, 2,.025 
2, 3,.050 
2, 2,.022 
2, 3,.044 
2, 2,.020 
2, 4,.065 
2, 2,.018 
2, 4,.058 
2, 2,.016 
2, 4,.053 
3 3, 3,.018 
3, 5,.063 
3, 3,.015 
3, 5,.051 
3, 3,.012 
3, 5,.043 
3, 3,.010 
3, 6,.058 
3, 3,.009 
3, 6,.049 
3, 4,.015 
3, 7,.063 
4 4, 4,.015 
4, 6,.053 
4, 4,.011 
4, 6,.041 
4, 4,.009 
4, 7,.054 
4, 5,.014 
4, 7,.043 
4, 5,.012 
4, 8,.055 
4, 5,.010 
4, 8,.045 
5 5, 5,.015 
5, 7,.054 
5, 5,.011 
5, 7,.040 
5, 5,.008 
5, 8,.051 
5, 6,.012 
5, 8,.039 
5, 6,.010 
5, 9,.049 
5, 7,.014 
5,10,.059 
6 6, 5,.008 
6, 7,.034 
6, 6,.012 
6, 8,.044 
6, 6,.009 
6, 9,.055 
6, 7,.012 
6, 9,.040 
6, 7,.009 
6,10,.050 
6, 8,.013 
6,11,.059 
7 7, 6,.010 
7, 8,.044 
7, 6,.007 
7, 9,.055 
7, 7,.010 
7, 9,.038 
7, 7,.007 
7,10,.047 
7, 8,.010 
7,11,.056 
7, 8,.007 
7,11,.040 
8 8, 6,.006 
8, 8,.032 
8, 7,.009 
8, 9,.040 
8, 8,.013 
8,10,.050 
8, 8,.009 
7, 8,.051 
8, 9,.012 
8,11,.040 
8, 9,.008 
8,12,.048 
9 9, 7,.010 
9, 9,.049 
9, 7,.006 
8, 8,.069 
9, 8,.009 
8, 8,.048 
9, 9,.012 
9,11,.045 
9, 9,.008 
9,12,.054 
9,10,.010 
8,10,.057 
10 10, 7,.007 
10, 9,.038 
10, 8,.010 
9, 8,.051 
10, 8,.006 
9, 9,.065 
10, 9,.008 
9, 9,.045 
10,10,.011 
9,10,.057 
9, 8,.011 
10,13,.049 
11 10, 6,.011 
10, 8,.059 
11, 8,.007 
10, 8,.038 
11, 9,.010 
10, 9,.049 
11, 9,.006 
10,10,.062 
10, 8,.011 
10,10,.042 
11,11,.010 
10,11,.053 
12 12, 8,.010 
11, 8,.046 
11, 7,.012 
11, 9,.060 
12, 9,.007 
11, 9,.038 
12,10,.010 
11,10,.048 
11, 8,.007 
11,11,.060 
11, 9,.010 
11,11,.040 
13 13, 8,.007 
13,10,.048 
13, 9,.010 
12, 9,.048 
12, 8,.013 
12,10,.060 
12, 8,.008 
12,10,.038 
13,11,.010 
12,11,.047 
12, 9,.007 
12,12,.058 
14 13, 7,.011 
13, 8,.029 
14, 9,.008 
12, 8,.052 
13, 8,.009 
13,10,.049 
13, 9,.013 
13,11,.061 
13, 9,.008 
13,11,.038 
13,10,.011 
13,12,.047 
15 14, 7,.009 
14, 9,.056 
14, 8,.013 
14, 9,.031 
15,10,.008 
14,10,.040 
14, 9,.010 
14,11,.050 
13, 8,.010 
13,10,.046 
14,10,.008 
14,12,.038 
144 
Table 10.1: (Continued) 
n = 19 n = 20 n = 21 11 to
 
to
 
II to
 
CO
 
n = 24 
m k , r ,  a  k , r ,  a  k , r , a  fc,r, a k , r ,  a  k , r ,  a  
1 1, 1,.050 1, 1,.048 1, 1,.045 1, 1,.043 1, 1,.042 1, 1,.040 
1, 1,.050 1, 2,.095 1, 2,.091 1, 2,.087 1, 2,.083 1, 2,.080 
2 2, 2,.014 2, 2,.013 2, 2,.012 2, 2,.011 2, 2,.010 2, 2,.009 
2, 4,.048 2, 5,.065 2, 5,.059 2, 5,.054 2, 5,.050 2, 5,.046 
3 3, 4,.013 3, 4,.011 3, 4,.010 3, 5,.015 3, 5,.013 3, 5,.012 
3, 7,.055 3, 7,.047 3, 8,.059 3, 8,.052 3, 8,.046 3, 9,.056 
4 4, 6,.014 4, 6,.012 4, 6,.010 4, 7,.014 4, 7,.012 4, 7,.010 
4, 9,.056 4, 9,.047 4,10,.057 4,10,.048 4,11,.057 4,11,.049 
5 5, 7,.011 5, 7,.009 5, 8,.012 5, 8,.010 5, 9,.013 5, 9,.011 
5,10,.047 5,11,.057 5,11,.046 5,12,.054 5,12,.044 5,13,.052 
6 6, 8,.010 6, 9,.013 6, 9,.010 6, 9,.008 6,10,.011 6,10,.008 
6,11,.045 6,12,.054 6,12,.042 6,13,.049 6,14,.057 6,14,.046 
7 7, 9,.010 7,10,.013 7,10,.010 7,11,.012 7,11,.010 7,12,.012 
7,12,.048 7,13,.057 7,13,.043 7,14,.050 7,15,.057 7,15,.044 
8 8,10,.011 8,10,.008 8,11,.010 8,11,.007 8,12,.010 8,13,.012 
8,13,.057 7,10,.048 8,14,.047 8,15,.055 8,15,.041 8,16,.047 
9 9,10,.007 9,11,.009 9,12,.012 9,12,.008 9,13,.010 9,13,.008 
9,13,.043 9,14,.050 8,11,.040 8,12,.050 9,16,.047 8,13,.047 
10 10,11,.009 10,12,.012 10,12,.008 10,13,.010 10,13,.007 10,14,.009 
9,11,.051 9,12,.062 9,12,.046 10,16,.051 9,13,.042 9,14,.050 
11 10, 9,.010 11,12,.008 11,13,.010 11,13,.007 10,11,.010 11,15,.011 
11,14,.046 10,12,.046 10,13,.056 10,13,.040 10,14,.049 10,15,.058 
12 12,12,.010 11,10,.009 11,11,.013 12,14,.009 11,12,.012 11,12,.008 
11,12,.050 11,13,.060 11,13,.042 ll,14,.050 11,15,.060 11,15,.043 
13 12,10,.010 13,13,.009 12,11,.009 12,12,.012 12,12,.008 12,13,.011 
12,12,.038 12,13,.047 12,14,.056 12,14,.039 12,15,.046 12,16,.054 
14 13,10,.007 13,11,.010 13,12,.013 13,12,.008 13,13,.011 13,13,.007 
12,11,.051 13,13,.037 13,14,.045 13,15,.053 13,15,.036 12,14,.049 
15 14,11,.011 14,11,.007 14,12,.009 14,13,.012 14,13,.008 14,14,.010 
14,13,.046 13,12,.049 13,13,.061 14,15,.043 14,16,.050 14,17,-058 
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Table 10.1: (Continued) 
m 
n = 25 
k, r, a 
n = 26 
k , r ,  a  
ra = 27 
k , r , a  
n = 28 
k , r , a  
n = 29 
r, a 
n = 30 
k , r , a  
1 1, 1,.038 
1, 2,.077 
1, 1,.037 
1, 2,.074 
1, 1,.036 
1, 2,.071 
1, 1,.034 
1, 2,.069 
1, 1,-033 
1, 2,-067 
1, 1,.032 
1, 2,.065 
2 2, 3,.017 
2, 6,.060 
2, 3,.016 
2, 6,.056 
2, 3,.015 
2, 6,.052 
2, 3,.014 
2, 6,.048 
2, 3,.013 
2, 7,.060 
2, 3,.012 
2, 7,.056 
3 3, 5,.011 
3, 9,.050 
3, 5,.010 
3, 9,.045 
3, 6,.014 
3,10,.054 
3, 6,.012 
3,10,.049 
3, 6,.011 
3,11,.058 
3, 6,-010 
3,11,-052 
4 4, 7,.009 
4,12,.057 
4, 8,.012 
4,12,.050 
4, 8,.010 
4,13,.058 
4, 8,.009 
4,13,.051 
4, 9,.012 
4,13,.044 
4, 9,-011 
4,14,-051 
5 5, 9,.009 
5,13,.043 
5,10,.012 
5,14,.050 
5,10,.010 
5,14,.043 
5,11,.013 
5,15,.049 
5,11,.011 
5,16,.0.56 
5,11,-009 
5,16,-048 
6 6,11,.011 
6,15,.053 
6,11,.009 
6,15,.043 
6,12,.011 
6,16,.049 
6,12,.009 
6,17,.055 
6,13,.011 
6,17,.046 
6,13,-010 
6,18,-052 
7 7,12,.009 
7,16,.051 
7,13,.012 
7,16,.040 
7,13,.009 
7,17,.046 
7,14,.012 
7,18,.051 
7,14,-009 
7,18,-041 
7,15,-011 
7,19,.047 
8 8,13,.009 
8,17,.053 
8,14,.011 
8,17,.041 
8,14,.009 
8,18,.046 
8,15,.011 
8,19,-052 
8,15,-008 
7,15,-053 
8,16,.010 
8,20,.045 
9 9,14,.009 
8,14,.056 
9,15,.012 
9,18,.044 
9,15,.009 
9,19,.050 
9,16,-011 
8,15,-043 
9,16,-008 
8,16,-050 
9,17,.010 
9,21,.047 
10 10,15,.011 
10,18,.046 
10,15,.008 
9,15,.046 
10,16,.009 
9,16,.054 
10,17,.011 
9,16,.043 
10,17,-008 
9,17,-050 
10,18,.010 
9,18,.058 
11 10,12,.009 
10,15,.043 
11,16,.009 
10,16,.051 
10,13,.009 
10,17,.059 
10,14,.012 
10,17,.046 
11,18,.009 
10,18,.053 
10,15,.011 
10,18,.042 
12 12,16,.009 
11,16,.051 
11,13,.008 
10,14,.052 
11,14,.010 
11,17,.044 
12,18,.009 
11,18,.052 
11,15,.010 
11,18,.039 
11,16,.012 
11,19,.045 
13 12,13,.007 
11,14,.049 
12,14,.010 
12,17,.046 
13,18,.010 
12,18,.053 
12,15,.009 
12,18,.039 
12,16,.011 
12,19,.045 
13,20,.009 
12,20,.052 
14 13,14,.010 
13,17,.050 
13,15,.012 
12,15,.045 
13,15,.009 
12,16,-053 
13,16,.011 
13,19,-048 
13,16,.008 
12,17,.048 
13,17,.010 
13,20,.040 
15 14,15,-013 
13,15,.046 
14,15,.009 
14,18,.047 
14,16,.011 
14,19,-054 
13,14,-010 
13,17,-048 
14,17,.010 
14,20,.044 
13,15,.010 
14,21,.050 
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Table 10.1: (Continued) 
m 
n = 1 
fc,r, a 
n = 2 
k , r , a  
n = 3 
Â!,r,a 
n = 4 
fc,r, a 
n — b 
k ^ r , a  
n = 6 
k , r , a  
16 16, 1,.059 
16, 1,.059 
16, 1,.007 
14, 1,.039 
16, 2,.018 
15, 2,.051 
15, 2,.013 
16, 3,.032 
16, 3,.008 
16, 4,.048 
15, 3,.009 
15, 4,.046 
17 17, 1,.056 
17, 1,.056 
17, 1,.006 
14, 1,.058 
17, 2,.016 
16, 2,.046 
16, 2,.012 
17, 3,.029 
17, 3,.006 
17, 4,.043 
17, 4,.011 
16, 4,.040 
18 18, 1,.053 
18, 1,.053 
18, 1,.005 
15, 1,.053 
18, 2,.014 
17, 2,.041 
17, 2,.010 
17, 3,.073 
18, 3,.006 
18, 4,.040 
18, 4,.010 
17, 4,.035 
19 19, 1,.050 
19, 1,.050 
18, 1,.014 
16, 1,.048 
19, 2,.013 
18, 2,.038 
18, 2,.009 
18, 3,.067 
19, 3,.005 
19, 4,.036 
19, 4,.009 
19, 5,.050 
20 
00 
00 
O
 o
 
o
 o
 
CM 19, 1,.013 
17, 1,.043 
20, 2,.012 
19, 2,.034 
19, 2,.008 
19, 3,.061 
20, 3,.004 
20, 4,.033 
20, 4,.008 
18, 4,.062 
21 21, 1,.045 
21, 1,.045 
20, 1,.012 
17, 1,.059 
21, 2,.011 
19, 2,.061 
20, 2,.007 
20, 3,.057 
20, 3,.014 
21, 4,.031 
21, 4,.007 
19, 4,.056 
22 22, 1,.043 
22, 1,.043 
21, 1,.011 
18, 1,.054 
22, 2,.010 
20, 2,.057 
21, 2,.006 
21, 3,.052 
21, 3,.013 
22, 4,.028 
22, 4,.006 
20, 4,.050 
23 23, 1,.042 
23, 1,.042 
22, 1,.010 
19, 1,.050 
23, 2,.009 
21, 2,.052 
21, 2,.013 
22, 3,.049 
22, 3,.011 
22, 4,.073 
23, 4,.005 
21, 4,.046 
24 24, 1,.040 
24, 1,.040 
23, 1,.009 
20, 1,.046 
24, 2,.009 
22, 2,.049 
22, 2,.011 
23, 3,.045 
23, 3,.010 
23, 4,.068 
24, 4,.005 
22, 4,.041 
25 25, 1,.038 
25, 1,.038 
24, 1,.009 
25, 2,.074 
25, 2,.008 
23, 2,.045 
23, 2,.010 
24, 3,.042 
24, 3,.009 
24, 4,.064 
25, 4,.004 
23, 4,.038 
26 26, 1,.037 
26, 1,.037 
25, 1,.008 
26, 2,.071 
26, 2,.007 
24, 2,.042 
24, 2,.009 
25, 3,.039 
25, 3,.008 
25, 4,.060 
25, 4,.015 
23, 4,.063 
27 27, 1,.036 
27, 1,.036 
26, 1,.007 
27, 2,.069 
27, 2,.007 
25, 2,.039 
25, 2,.008 
26, 3,.037 
26, 3,.008 
26, 4,.056 
26, 4,.014 
24, 4,.058 
28 28, 1,.034 
28, 1,.034 
27, 1,.007 
28, 2,.067 
28, 2,.006 
25, 2,.060 
28, 3,.012 
27, 3,.035 
27, 3,.007 
27, 4,.053 
27, 4,.012 
25, 4,.053 
29 29, 1,.033 
28, 1,.067 
27, 1,.013 
29, 2,.065 
29, 2,.006 
26, 2,.056 
29, 3,.011 
27, 3,.062 
28, 3,.006 
28, 4,.050 
28, 4,.011 
26, 4,.049 
30 30, 1,.032 
29, 1,.065 
28, 1,.012 
30, 2,.063 
30, 2,.006 
27, 2,.053 
30, 3,.011 
28, 3,.059 
28, 3,.014 
29, 4,.047 
29, 4,.010 
27, 4,.045 
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Table 10.1: (Continued) 
m 
n = 7 
k , r , a  
n = S 
k , r , a  
n = 9 
k , r , a  
n = 10 
k , r , a  
n = 11 
k , r , a  
71 = 12 
fc, r, a 
16 16, 4,.004 
15, 5,.067 
16, 5,.007 
14, 5,.069 
16, 6,.010 
15, 6,.040 
16, 6,.004 
15, 7,.055 
15, 6,.009 
14, 7,.071 
15, 7,.013 
15, 8,.036 
17 16, 4,.014 
16, 5,.059 
17, 5,.006 
15, 5,.059 
16, 5,.010 
16, 6,.034 
16, 6,.015 
16, 7,.047 
16, 6,.007 
15, 7,.060 
16, 7,.011 
16, 8,.030 
18 17, 4,.012 
17, 5,.053 
18, 5,.005 
16, 5,.051 
17, 5,.008 
17, 6,.030 
18, 7,.010 
17, 7,.041 
17, 6,.006 
16, 7,.051 
17, 7,.009 
16, 8,.068 
19 18, 4,.010 
18, 5,.047 
17, 4,.011 
17, 5,.044 
18, 5,.007 
17, 6,.064 
18, 6,.011 
18, 7,.036 
17, 6,.015 
18, 8,.047 
18, 7,.007 
17, 8,.058 
20 19, 4,.009 
19, 5,.042 
18, 4,.009 
19, 6,.058 
19, 5,.005 
18, 6,.056 
19, 6,.009 
19, 7,.031 
18, 6,.012 
19, 8,.042 
19, 7,.006 
18, 8,.050 
21 20, 4,.008 
20, 5,.038 
20, 5,.013 
20, 6,.052 
19, 5,.014 
19, 6,.049 
20, 6,.007 
19, 7,.067 
20, 7,.011 
20, 8,.037 
19, 7,.015 
20, 9,.047 
22 22, 5,.010 
21, 5,.034 
21, 5,.011 
21, 6,.048 
20, 5,.012 
20, 6,.043 
21, 6,.006 
20, 7,.060 
21, 7,.010 
21, 8,.033 
20, 7,.013 
21, 9,.042 
23 23, 5,.009 
21, 5,.068 
22, 5,.010 
22, 6,.043 
21, 5,.010 
21, 6,.038 
22, 6,.005 
21, 7,.053 
22, 7,.008 
20, 7,.052 
21, 7,.011 
21, 8,.033 
24 22, 4,.014 
22, 5,.062 
23, 5,.009 
23, 6,.039 
22, 5,.009 
23, 7,.052 
22, 6,.014 
22, 7,.048 
23, 7,.007 
22, 8,.063 
23, 8,.010 
21, 8,.062 
25 23, 4,.012 
23, 5,.057 
24, 5,.008 
24, 6,.036 
24, 6,.012 
24, 7,.048 
23, 6,.012 
23, 7,.043 
24, 7,.006 
23, 8,.057 
24, 8,.009 
22, 8,.055 
26 24, 4,.011 
24, 5,.052 
25, 5,.007 
25, 6,.033 
25, 6,.010 
25, 7,.044 
24, 6,.010 
24, 7,.039 
25, 7,.005 
24, 8,.051 
25, 8,.008 
23, 8,.049 
27 25, 4,.010 
25, 5,.048 
26, 5,.006 
25, 6,.067 
26, 6,.009 
24, 6,.050 
25, 6,.009 
26, 8,.052 
25, 7,.014 
25, 8,.047 
26, 8,.007 
24, 8,.043 
28 26, 4,.009 
26, 5,.044 
26, 5,.014 
26, 6,.061 
27, 6,.008 
25, 6,.045 
26, 6,.008 
27, 8,.048 
26, 7,.012 
26, 8,.042 
25, 7,.012 
26, 9,.055 
29 27, 4,.008 
27, 5,.040 
27, 5,.013 
27, 6,.057 
28, 6,.008 
26, 6,.041 
28, 7,.011 
26, 7,.057 
27, 7,.011 
27, 8,.039 
26, 7,.011 
27, 9,.050 
30 28, 4,.007 
28, 5,.037 
28, 5,.012 
28, 6,.053 
29, 6,.007 
29, 7,.032 
29, 7,.010 
27, 7,.052 
28, 7,.010 
28, 8,.035 
27, 7,.009 
28, 9,.046 
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Table 10.1: (Continued) 
m 
n = 13 
k , r , a  
n = 14 
k , r ,  a  
71 = 15 
fe,r, a 
71 = 16 
k , r ^ a  
71 = 17 
fc,r, a 
71 = 18 
k , r , a  
16 16, 9,.011 
15, 9,.047 
15, 8,.010 
15,10,-059 
15, 9,-014 
14, 9,.044 
15, 9,-008 
15,11,-041 
15,10,.011 
15,12,.051 
14, 9,-011 
14,11,-046 
17 17, 9,.009 
16, 9,.040 
16, 8,.008 
16,10,.050 
16, 9,.011 
16,10,.027 
15, 8,.009 
15,10,.046 
16,10,.008 
16,12,-043 
16,11,-011 
16,13,.052 
18 17, 8,.012 
17, 9,.034 
18,10,.010 
16, 9,.050 
17, 9,.009 
17,11,.053 
17,10,.012 
16,10,.038 
16, 9,.010 
16,11,-049 
17,11,-009 
17,13,-044 
19 18, 8,.010 
18, 9,.029 
18, 8,.005 
17, 9,.042 
17, 8,.009 
18,11,.046 
18,10,.010 
18,12,.056 
18,11,-013 
17,11,-040 
17,10,.011 
17,12,.051 
20 19, 8,.008 
18, 9,.066 
19, 9,.012 
18, 9,.035 
19, 9,.006 
18,10,.046 
18, 9,.011 
19,12,.049 
19,11,-011 
18,11,-034 
18,10,.008 
18,12,.043 
21 20, 8,.007 
19, 9,.057 
20, 9,.010 
18, 9,.068 
20, 9,.005 
19,10,.039 
19, 9,.008 
19,11,.0.50 
20,11,.009 
20,13,.052 
20,12,.012 
19,12,.036 
22 21, 8,.006 
20, 9,.050 
21, 9,.008 
19, 9,.058 
21,10,.011 
20,10,.034 
20, 9,.007 
20,11,.043 
20,10,-010 
20,12,.054 
21,12,.010 
20,12,.031 
23 22, 8,,.005 
21, 9,.044 
22, 9,.007 
20, 9,.050 
22,10,.010 
20,10,.065 
21,10,.015 
21,11,.037 
21,10,.008 
21,12,.047 
21,11,.011 
22,14,-048 
24 22, 8,.013 
22, 9,.039 
23, 9,.006 
22,10,.050 
22, 9,.009 
21,10,.057 
23,11,.011 
22,11,.032 
22,10,.007 
22,12,.041 
22,11,.009 
22,13,.050 
25 23, 8,.011 
23, 9,.034 
24, 9,.005 
23,10,.044 
23, 9,.008 
22,10,-050 
23,10,.011 
22,11,.063 
23.11,-015 
23.12,-036 
23,11,.008 
23,13,.044 
26 24, 8,.010 
23, 9,.064 
24, 9,.014 
24,10,.039 
24, 9,-006 
24,11,-049 
24,10,.009 
23,11,.056 
25,12,-011 
24,12,-031 
24,11,-006 
24,13,.039 
27 26, 9,.010 
24, 9,.057 
24, 8,.010 
25,10,.035 
24, 9,-014 
25,11,-044 
25,10,.008 
24,11,.049 
25.11,-011 
24.12,-062 
24,11,.014 
25,13,-034 
28 27, 9,.008 
25, 9,.051 
26, 9,.010 
24, 9,.050 
25, 9,-012 
26,11,-040 
26,10,.007 
26,12,.049 
26,11,-009 
25,12,.055 
27,13,.010 
25,13,.067 
29 27, 8,.006 
26, 9,.046 
27, 9,.009 
26,10,.060 
26, 9,-011 
27,11,-036 
27,10,.006 
27,12,.044 
27,11,.008 
26,12,.049 
27,12,.010 
25,12,.054 
30 27, 8,.014 
27, 9,.042 
28, 9,.008 
27,10,-054 
28,10,-011 
26,10,-052 
27,10,.013 
28,12,.040 
28,11,.007 
28,13,-049 
28,12,.009 
27,13,-054 
149 
Table 10.1: (Continued) 
m 
71 = 19 
k , r , a  
n = 20 
k , r , a  
n = 21 
k , r , a  
n = 22 
k , r , a  
71 = 23 
k , r , a  
71 = 24 
k , r , a  
16 15,11,.009 
14,12,.058 
15,12,.011 
15,14,.045 
15,12,.007 
14,13,.048 
15,13,.009 
14,14,.059 
15,14,-012 
15,16,-041 
15,14,.008 
14,15,.050 
17 15,10,.011 
15,12,.047 
16,12,.009 
15,13,.058 
16,13,.011 
16,15,.045 
16,13,.007 
15,14,.047 
16,14,-009 
15,15,.057 
16,15,.011 
15,15,.039 
18 17,12,.012 
17,14,.052 
16,11,.012 
16,13,.048 
17,13,.009 
16,14,.058 
16,12,.010 
17,16,.044 
17,14,.007 
16,15,.047 
17,15,.009 
16,16,.056 
19 18,12,.009 
18,14,.045 
17,11,-009 
16,12,.051 
17,12,.012 
17,14,.048 
18,14,.009 
17,15,.058 
17,13,.010 
18,17,.044 
17,14,.013 
17,16,.046 
20 18,11,.012 
18,13,.053 
19,13,-010 
19,15,-046 
18,12,.009 
17,13,.052 
18,13,.012 
18,15,-048 
19,15,.009 
18,16,.058 
18,14,.010 
17,15,.053 
21 19,11,.009 
19,13,.045 
20.13,-008 
19.14,-054 
20,14,.010 
20,16,.047 
19.13,-010 
18.14,-053 
19,14,.013 
19,16,.049 
20,16,.009 
19,17,.058 
22 20,11,.007 
19,12,.044 
20,12,.010 
20,14,.047 
21,14,-008 
20,15,.056 
21,15,-011 
19,14,-044 
20,14,.010 
19,15,.054 
19,13,-009 
20,17,.049 
23 22,13,.010 
21,13,.033 
21,12,.008 
20,13,.047 
21,13,.011 
21,15,.049 
22.15,-009 
21.16,-058 
21,14,.008 
20,15,.045 
21,15,.011 
20,16,.055 
24 23,13,.009 
23,15,.050 
23,14,.011 
21,13,.040 
22,13,.009 
21,14,.049 
22,14,-012 
22,16,-050 
23,16,.009 
21,15,.038 
22,15,.009 
21,16,.047 
25 23,12,.010 
23,14,.053 
24,14,.010 
22,14,.069 
22,12,.009 
22,14,.042 
23.14,-010 
22.15,-052 
23,15,.012 
23,17,.052 
22,14,.010 
22,16,.040 
26 24,12,.008 
23,13,.050 
24,13,.011 
23,14,.061 
25,15,.010 
23,14,.036 
23,13,-010 
23,15,-045 
24,15,.010 
23,16,.054 
23,14,.008 
24,18,.053 
27 25,12,.007 
24,13,-043 
25,13,.009 
25,15,.050 
25,14,.012 
24,15,-064 
24,13,.008 
24,15,.039 
25,15,.009 
24,16,.047 
25,16,.011 
25,18,.047 
28 26,12,.006 
25,13,.038 
25,12,.009 
25,14,.047 
26,14,.010 
25,15,.057 
27,16,.009 
25,15,.034 
25,14,.009 
25,16,.041 
26.16,-009 
25.17,-049 
29 26,12,.014 
26,13,.033 
27,13,.007 
26,14,.041 
26,13,.010 
26,15,.050 
27,15,.011 
26,16,.060 
26,14,.008 
26,16,.036 
26.15,-010 
25.16,-047 
30 27,12,.012 
26,13,.059 
28,13,.006 
27,14,.036 
27,13,.009 
27,15,.045 
28.15,-010 
27.16,-054 
27,15,.014 
26,16,.065 
27,15,-008 
27,17,-038 
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Table 10.1: (Continued) 
m 
n = 25 
k , r , a  
n = 26 
k , r , a  
n = 27 
k , r , a  
n = 28 
Â!,r, a 
n = 29 
k , r , a  
n = 30 
k , r , a  
16 15,15,.010 
15,18,.055 
15,16,.012 
14,16,.043 
14,14,-010 
14,17,-051 
15,17,.010 
15,20,.050 
14,15,-009 
14,18,.044 
15,18,.009 
14,19,.052 
17 16,15,.007 
15,16,.048 
16,16,-009 
16,19,.053 
16,17,.011 
15,17,.040 
15,15,.009 
15,18,.048 
16,18,.009 
16,21,.047 
16,19,.011 
16,22,.053 
18 17,16,.011 
16,16,.038 
17,16,.007 
16,17,.046 
16,15,.010 
17,20,.050 
17,18,.011 
16,18,.038 
16,16,-009 
16,19,-045 
17,19,.009 
16,20,.052 
19 18,16,.009 
17,17,.054 
18,17,.011 
16,16,.056 
17,15,.007 
17,18,.044 
17,16,.010 
17,19,.051 
18.19,-010 
17.20,-059 
17,17,.008 
17,20,-042 
20 18,15,.013 
18,17,.045 
d9,17,.009 
18,18,.053 
19,18,.010 
17,17,.054 
18,16,.007 
18,19,.042 
18,17,-009 
18,20,-049 
19,20,-010 
17,19,-055 
21 19,15,.010 
18,16,.053 
18,14,.011 
19,18,.045 
19,16,.008 
19,19,.052 
19,17,.011 
18,18,.053 
19,17,-007 
19,20,-041 
19,18,-009 
19,21,-048 
22 21,17,.009 
19,16,.044 
20,16,.010 
19,17,-053 
19,15,-011 
20,19,-044 
20,17,.008 
20,20,.051 
20,18,-010 
19,19,-052 
20,19,-013 
20,21,-040 
23 20,14,.010 
21,18,.050 
22,18,-009 
20,17,-044 
21.17,-010 
20.18,-053 
20,16,.011 
21,20,.043 
21,18,-008 
21,21,-050 
21.19,-010 
20.20,-051 
24 22,16,.011 
21,17,.056 
21,15,.010 
22,19,.050 
22.17,-008 
21.18,-044 
22,18,.011 
21,19,.052 
21,17,-011 
22,21,-043 
22,19,-008 
22,22,-049 
25 23,16,.009 
22,17,.048 
23,17,.011 
22,18,.057 
22,16,-010 
23,20,-050 
23,18,.009 
22,19,.044 
23.19,-011 
22.20,-052 
22,18,-011 
21,19,-048 
26 23,15,.010 
22,16,.048 
24,17,.009 
23,18,-049 
24,18,-012 
24,20,-044 
23,17,.011 
24,21,.050 
24.19,-009 
23.20,-045 
24.20,-011 
23.21,-052 
27 24,15,-008 
25,19,.054 
24,16,.011 
23,17,.050 
25,18,.010 
24,19,.050 
24,17,.009 
25,21,-044 
24,18,-011 
25,22,-050 
25,20,.009 
24,21,.045 
28 26,17,.011 
26,19,.048 
25,16,.009 
24,17,.043 
25,17,.011 
24,18,.051 
26.19,-010 
25.20,-051 
25,18,-009 
26,22,-045 
25,19,.011 
24,20,.049 
29 27,17,.010 
26,18,.051 
26,16,.007 
27,20,-050 
26,17,.010 
25,18,.044 
27,19,-008 
25,19,-052 
27.20,-010 
26.21,-051 
26,19,-009 
24,19,-049 
30 27,16,.011 
26,17,.049 
28,18,-010 
27,19,-053 
26,16,.010 
28,21,.051 
27.18,-010 
26.19,-045 
28.20,-009 
27.21,-045 
26,18,-010 
27,22,-052 
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11. APPENDIX D: THE SAMPLE SPACE OF (S*,S) 
Let U be the sample space of (S*,S) = (Sj,..., 5^,,5n). Since (S*,S) 
has M = ^ ^  possible outcomes, we label the M elements of U by for 
j = 1,...,M, where s| = and sj = {sji,... ,Sjj^). 
One may assign these labels to these outcomes in an arbitrary fashion. However, 
if we consider the ordering in a systematic fashion, it is very useful in programing. 
The author has found a simple algorithm to label these elements. This is illustrated 
in the following examples. 
Example 11.1 When m = 3 and n = 2, the 10 elements of 15 are listed as follows. 
The ordering considers to be the ones, Sj2 to be the tens and to be the 
hundreds. 
j the order of X s and Y s 
1 ro, 0, o; rg, a; X X X Y Y  
2 ro, 0, rg, a; X X Y X Y  
3 ro, X Y X X Y  
4 (1, 1, 1) ro, a; Y X X X Y  
5 ro, 0, g; a; X X Y Y X  
6 ro, g; X Y X Y X  
7 g; Y X X Y X  
8 ro, g, g; (i> V X Y Y X X  
9 ro, Y X Y X X  
10 ("g, 2, g; Y Y X X X  
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Example 11.2 When m =• n — Z, the 20 elements of 13 are listed as follows. 
1 (0, 0, 0) (3, 3, 3) X X X Y Y Y  
2 (0, 0, 1) (^> 3, 3) X X Y X Y Y  
3 (0, 1, 1) (1, 3, 3) X Y X X Y Y  
4 (1, 1, 1) (0, 3, 3) Y X X X Y Y  
5 (0, 0, 2) 2, 3) X X Y Y X Y  
6 (0, 1, 2) (1, 2, 3) X Y X Y X Y  
7 ( i ,  1, 2) (0, 2, 3) Y X X Y X Y  
8 (0, g, 2) (1, 1, 3) X Y Y X X Y  
9 (1, g, 2) (0, 1, 3) Y X Y X X Y  
10 2, 2) (o> 0, 3) Y Y X X X Y  
11 (0, 0, 3) 2, 2) X X Y Y Y X  
12 (0, 1, 3) (1, 2, 2) X Y X Y Y X  
13 (i, 1, 3) 
3) 
(0, 2, 2) Y X X Y Y X  
H (0, g, (1> 1, 2) X Y Y X Y X  
15 (1, 2, 3) (0, 1, 2) Y X Y X Y X  
16 2, 3) (0, 0, 2) Y Y X X Y X  
11 (0, 3, 3) (1, 1, 1) X Y Y Y X X  
18 (1, 3, 3) (0, 1, 1) Y X Y Y X X  
19 3, 3) (0, 0, 1) Y Y X Y X X  
20 (3, 3, 3) (0, 0, 0) Y Y Y X X X  
From the above examples, we see that the ordering regards as the ones, 5^2 
a s  t h e  t e n s ,  a s  t h e  h u n d r e d s  a n d  s o  o n .  T h e  c o r r e s p o n d i n g  s j  =  { s j i , . .  - ^ ^ j n )  
has the descending order by regarding Sji as the ones, Sj2 as the tens, Sj^ as the 
hundreds and so on. In the following, we give the algorithm for the ordering. 
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Algorithm I: (for sp 
Step 1. Set j  = 1, = . • • = sj^ = 0 and at 
Step 2. Set = 1. Go to the next step. 
= n. Go to the next step. 
Step 3. If s'ji^ = then set = A: + 1 and go to the beginning of Step 3. 
"it < '#+!) 'k™ kt 
'0+1)' 
and go to the next step. 
' j ( M )  
' j l  
i { l < k  
+ 1 if / = Â: 
otherwise. 
Step 4. Set j = j + 1. If = n then stop; otherwise, go to step 2. 
Algorithm II: (for Sj) 
Step 1. Set i = 1, Sj-^ = . • • = sj^ = m and s^q = 0. Go to the next step. 
Step 2. Set k = 1. Go to the next step. 
Step 3. If Sj}^ = then set A; = A; + 1 and go to the beginning of Step 3. 
^^^jk>^j{k-l) then let 
' U + i ) l  
and go to the next step. 
if / = 0 
S j l ^ - 1  i { l <  l < k  
otherwise. 
Step 4. Set j = j + 1. If SjJ^ = 0 then stop; otherwise, go step 2. 
