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Abstract
The necessary and su3cient conditions for the solvability of the inverse eigenvalue problem AX = X
over the class of the symmetrizable matrices are discussed, the general expression of the solution is given.
Moreover, the related optimal approximation problem to a given matrix over the solution set is solved.
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1. Introduction
The background for introducing the de?nition of the symmetrizable matrix is to study an e3cient
algorithms for solving the nonsymmetry second-order elliptic discrete systems (cf. [2]).
A real n× n matrix A is called a symmetrizable matrix if A is similar to a symmetric matrix CA.
This class of matrices is denoted by SZRn×n. And we denote by Rm×n the set of all m× n matrices
over the real ?eld R, and ORm×m, SRm×m and SRm×m+ are the sets of all real orthogonal, symmetric
and symmetric positive de?nite matrices, respectively. ‖ · ‖F stands for the Frobenius norm of a
matrix, A+ represents the Moore–Penrose generalized inverse of A and the rank of A is denoted by
rank (A), A ∗ B is the Hadamard product of matrices A and B.
The following problems, ?rst introduced by Lei [4], are discussed in this paper.
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Problem I. Given X ∈Rn×m; = diag(1; : : : ; m)∈Rm×m, ?nd A∈ SZRn×n s.t.
AX = X: (1.1)
Problem II. Suppose SA be the solution set of Problem I, for given A˜∈Rn×n, ?nd Aˆ∈ SA, s.t.
‖A˜− Aˆ‖F = inf∀A∈SA ‖A˜− A‖F : (1.2)
When A∈ SZRn×n, it has some properties as follows.
Theorem 1.1. A∈ SZRn×n if and only if there exist a matrix M ∈ SRn×n+ and a matrix K ∈ SRn×n,
s.t.
A=MK:
Proof. If A∈ SZRn×n, then there exist a matrix CA∈ SRn×n and a nonsingular matrix W , s.t.
A=W CAW−1. Let M =WW T, K =W−T CAW−1, then A=MK:
On the other hand, if A=MK with M ∈ SRn×n+ , K ∈ SRn×n, then when M =WW T, CA=W TKW ,
it holds A=W CAW−1, i.e., A∈ SZRn×n.
Theorem 1.2. If A∈ SZRn×n, then there exists a matrix M ∈ SRn×n+ , s.t. AM = (AM)T.
Notice that by Theorem 1.1,
AM =MKM =M (MK)T =MAT = (AM)T:
For given M , let Sn×nM = {A|A = MK; ∀K ∈ SRn×n}, then Sn×nM is a closed linear sub-space of
Rn×n.
2. The solvability conditions of Problem I
First we introduce some lemmas.
Lemma 2.1 (Shuquan and Hua [5]): Q∈ SRn×n+ if and only if there exists an n × n nonsingular
matrix C such that
Q = CCT: (2.1)
Lemma 2.2 (Cholesky decomposition): If Q∈ SRn×n+ , then there exists a unique n× n lower trian-
gular matrix L= (lij)n×n such that lii ¿ 0 (i = 1; : : : ; n) and Q = LLT.
Lemma 2.3. If Q∈ SRn×n+ , Q has eigenvalues 1; : : : ; n, then i ¿ 0; (i=1; : : : ; n) and there exists
a real orthogonal matrix Q1 ∈ORn×n, such that
Q = Q1DQT1 ; (2.2)
where D = diag(1; : : : ; n).
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Now the result about Problem I is stated as follows.
Theorem 2.1. Given X ∈Rn×m,  = diag(1; : : : ; m)∈Rm×m. Then Problem I is consistent if and
only if there exists a matrix Q∈ SRn×n+ such that
X TQX= X TQX: (2.3)
When Q has the form (2.1) and the singular value decomposition (SVD, Golul and Van Loan [1])
of CTX is
CTX = U
[
 0
0 0
]
V T = U1V T1 ; (2.4)
where
U = [U1; U2]∈ORn×n; V = [V1; V2]∈ORm×m; U1 ∈Rn×s; V1 ∈Rm×s;
= diag(1; : : : ; s); i ¿ 0; i = 1; : : : ; s; s= rank(X ):
then, the general solution of Problem I can be expressed by
A= C−T[U1V T1 V1
−1UT1 + U2GU
T
2 ]C
T: (2.5)
Here G is an arbitrary (n− s)× (n− s) real symmetric matrix.
Remark. The C is not unique. But C can be taken as the unique lower triangular matrix L of
Lemma 2.
Proof of Theorem 1. If the Problem I has a solution A∈ SZRn×n, then there exist a symmetric matrix
CA∈ SRn×n and a nonsingular matrix W ∈Rn×n, such that
A=W CAW−1; AX = X: (2.6)
Let Y =W−1X , then
CAY = Y: (2.7)
Multiplying Y T on the two sides of (2.7), since CAT = CA, it holds
Y TY= Y T CAY = (Y T CAY )T = (Y TY)T = Y TY:
Let Q =W−TW−1, then Q∈ SRn×n+ , and
X TQX= Y TY= Y TY = X TQX:
This proves (2.3).
Now suppose that there exist a Q∈ SRn×n+ with the form (2.1), such that (2.3) holds, and let
Y = CTX , then
Y TY= Y TY: (2.8)
By (2.8) and (2.4), V12V T1 = V1
2V T1 . Since V
T
1 V2 = 0, therefore
XV2 = 0: (2.9)
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When CA= CTAC−T, and
A∗ = UT CAU =
[
A11 A12
A21 A22
]
;
then from (2.4) and (2.7),[
A11 A12
A21 A22
][
 0
0 0
]
=
[
 0
0 0
]
V TV =
[
V T1 V1 V
T
1 V2
0 0
]
:
According to (2.9), V T1 V2 = 0. Thus,
A11= V T1 V1; A21= 0; A12 = A
T
21 = 0; A22 = A
T
22; (2.10)
i.e. A11 = V T1 V1
−1, A21 = 0, A12 = 0.
Suppose A22 = G be an arbitrary (n− s)× (n− s) symmetric matrix, then
A=C−T CACT = C−TUA∗UTCT
=C−TU
[
V T1 V1
−1 0
0 G
]
UTCT
=C−T[U1V T1 V1
−1UT1 + U2GU
T
2 ]C
T: (2.11)
From (2.3) and (2.4), V12V T1 = V1
2V T1 , therefore
V T1 V1
−1 = −1V T1 V1= (V
T
1 V1
−1)T;
that is to say, A is an n × n symmetrizable matrix which satis?es Eq. (1.1). Hence, there exists a
solution in Problem I, and A can be expressed by (2.5).
3. The solution of Problem II
Now suppose
CA0 = U1V T1 V1
−1UT1 ;
SA =
{
C−T CA0CT + C−TU
[
0 0
0 G
]
UTCT|G ∈ SR(n−s)×(n−s)
}
; (3.1)
then SA is a closed convex set of SZRn×n, and the following results hold.
Lemma 3.1 (Jiguang [3]). Suppose H ∈Rr×r , #=diag(1; : : : ; r)¿ 0; Tij=1=(2i +2j ), 16 i; j6 r,
T = (Tij)∈Rr×r , then for any S ∈ SRr×r , it holds
‖S#− H‖2F = ‖S#− (T ∗ (H#+ #HT)#)‖2F + ‖H − (T ∗ (H#+ #HT)#‖2F : (3.2)
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Theorem 3.1. Given X∈Rn×m, =diag(1; : : : ; m)∈Rm×m. If there exists a matrix Q=CCT ∈ SRn×n+
such that (2.3) holds, then there exists a unique matrix Aˆ in SA, such that (1.2) holds. In which
case, if
Q = Q1#QT1 ; (3.3)
where Q1 ∈ORn×n, # = diag(1; : : : ; n); i ¿ 0; i = 1; : : : ; n and 1¿ · · ·¿ n, then Aˆ can be
expressed as
Aˆ= C−TU1V T1 V1
−1UT1 C
T + C−TU2GˆUT2 C
T; (3.4)
here 1 = diag(
√
1; : : : ;
√
n), and
Gˆ = UT2 1[T ∗ ((QT1 A˜Q1 − −11 CA01)#+ #(QT1 A˜Q1 − −11 CA01)T)]1U2: (3.5)
Proof. Since C = Q11, for any A∈ SA, then,
‖A˜− A‖2F =
∣∣∣∣∣
∣∣∣∣∣A˜− C−T CA0CT − C−TU
[
0 0
0 G
]
UTCT
∣∣∣∣∣
∣∣∣∣∣
2
F
= ‖(QT1 A˜Q1 − −11 CA01)− −11 U2GUT2 1‖2F = ‖S1#− H1‖2F ;
where
S1 = −11 U2G2U
T
2 
−1
1 ; H1 = Q
T
1 A˜Q1 − −11 CA01;
by Lemma 3.1,
‖A˜− A‖2F = ‖S1#− (T ∗ (H1#+ #HT1 )#‖2F + ‖H1 − (T ∗ (H1#+ #HT1 )#)‖2F ;
therefore, ‖A˜− A‖F =min if and only if S1 = T ∗ (H1#+ #HT1 ), i.e.,
G = UT2 1[(T ∗ (H1#+ #HT1 )]1U2:
This proves the result of Theorem 3.1.
4. Conclusions
By using of the properties of SZRn×n and the matrix’s decomposition, the spectral constrained
problem AX = X is solved, and also the optimal approximation solution is obtained. Besides, the
algorithms and numerical examples can be given out easily.
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