Abstract. We show that the tritronquée solution of the Painlevé equation P I , y ′′ = 6y 2 + z which is analytic for large z with arg z ∈ − 3π 5 , π is pole-free in a region containing the full sector z = 0, arg z ∈ − 3π 5 , π and the disk z : |z| < 37 20
Introduction and Main result
Understanding the global behavior in C of the tritronquée solutions (see below) of the Painlevé equation P I is essential in a number of problems such as the critical behavior in the NLS/Toda lattices ( [6] , [7] ) and the analysis of the cubic oscillator ( [13] ). Considerations related to the behavior of NLS/Toda solutions corroborated by numerical evidence led to the Dubrovin conjecture, see [6] (cf. also [2] and [7] ). This conjecture states that the tritronquée solutions are analytic in a neighborhood of the origin O and in a sector of width 8π/5 containing O. A number of partial results on this question have been obtained so far, see e.g. [8] , [12] - [14] but, in spite of the existence of an underlying Riemann-Hilbert representation, at the time of the present paper the conjecture is still open.
The purpose of the present paper is to prove the Dubrovin conjecture alongside other results about the tritronquées. * We write P I in the form (1) y ′′ = 6y 2 + z
Tritronquées. There are exactly five solutions of (1) which are analytic for large z in a sector of width 8π/5. These special solutions called tritronquées are obtained from each-other through the five-fold symmetry of P I , y → e 4ikπ/5 y e 2πik/5 z , k = 0, . . . , 4 (cf. [9] , [11] , [8] ). To understand their properties it is clearly enough to analyze one of them; we choose the solution y t uniquely defined by the property y(z) ∼ i z/6[1 + O(z −5/2 )] as z → +∞ (cf. e.g. Proposition 2 and Theorem 3 in [8] ). The main result of this paper is 
Note 1. (i)
The proof of Theorem 1 is organized as follows. We first establish the analyticity of y t in the region {z : |z| > 1.7, arg z ∈ (−3π/5, π)}, and continuity in its closure. We determine y t (z 0 ), y ′ t (z 0 ), z 0 = 1.7e iπ/5 with errors smaller than 6.5 · 10 −3 . We then show that any solution of P I with y t (z 0 ), y ′ t (z 0 ) in this range matches a Maclaurin series solution of (1) with a radius of convergence bounded below by 37/20 = 1.85. The result follows.
(ii) As a byproduct we find within rigorous errors bounds smaller than 1/100 the values of y(0) and y ′ (0), which are also needed in applications, and these values are consistent with the numerical calculation by Joshi and Kitaev [8] .
(ii) The lower bound 1.85 is not optimal, yet not far from the numerically obtained radius of analyticity, ∼ 2.38 ( [8] ). The methods we use can, in principle, be adapted to rigorously calculate the tritronquée and the position of its first pole with any prescribed accuracy.
We will also use a standard normalization of P I [1] , similar to the Boutroux form. After the change of variables (3) x = e 4 . Using the change of variables leading to (4) , the aforementioned reference [8] implies that there is a unique solution h of (4) with the behavior h(x) = O x −4 as x → +i∞.
2. The tritronquée y t on the anti-Stokes line z = e iπ/5 R + First, we consider behavior of y t on the anti-Stokes line z = e iπ/5 R + for |z| 1 24 (30) 4/5 (= 0.633 · · · ). We find y t (z 0 ) and y ′ t (z 0 ) for z 0 = 1.7e iπ/5 , accurately and with rigorous error bounds, later used to show that any solution of P I within the proved range has y t with a power series at the origin with radius of convergence exceeding 1.85. After the substitution (5) h(x) =: We define (7) Ω I := x ∈ iR + , |x| ρ ; where ρ 1 and the Banach space (8)
where · is the weighted norm
We invert (6) in S I to obtain the integral equation
In the process of inverting (6) , no nonzero linear combination C 1 e x + C 2 e −x may be added to the right side of (10) as e ±x / ∈ S I . We note that |x| = ρ = 1 corresponds to |z| = (10) and therefore of (6) 
Proof. Using |sinh(x − t)| 1 for x, t ∈ Ω I and (11) we obtain (12) |H 0 (x)| 784 3125|x| 5/2 ⇒ H 0
3125
Since |H(t)| |t| −5/2 H , it follows that
Therefore, it follows that
9ρ 2 , and similarly,
Consider now the ball B ⊂ S I of radius (1 + ε) H 0 for some ε > 0 to be chosen shortly. For any H, H 1 , H 2 ∈ B we obtain from the inequalities above
The estimates (13) and (14) imply N : B → B and is contractive if
Recalling that ρ 1, (12) implies that the conditions in (15) are satisfied if ε = 3 20 ,. Thus, (10) has a unique solution H in a ball of size 23 20 H 0 -and so does the equivalent equation 6). Reverting the changes of variables, the corresponding y is y t since H ∈ S I implies the decay of y at i∞ that uniquely determines y t .
Lemma 3. With H as in Lemma 2, we have for
Proof. Differentiating (10) and using (11) we obtain
where the last term is the result of integration by parts. Since
Remark 2. In order to obtain small error bounds for H and H ′ at x = x 0 := i (24 · 1.7) 5/4 /30 = i3.437 · · · corresponding to z = z 0 = e iπ/5 1.7, a good choice is ρ = |x 0 | = 3.437 · · · and ε = 
and thus, using the obtained bounds on H(x 0 ) and H ′ (x 0 ), we get
By complex conjugation symmetry, if h(τ ) is a solution of (21) then so is h(τ ); by uniqueness, h(τ ) is real-valued.
The tritronquée in the region
Consider the domains
and define the Banach space S 2 of analytic functions in the interior of Ω 1 ∪ Ω 2 , continuous up to the boundary, equipped with the weighted norm
We consider the operator N , defined in (10), now acting on S 2 . Proof. We first obtain bounds on
Consider first x ∈ Ω 2 , The contour in the middle integral in (22) can be deformed to a radial one joining ∞ to x ∈ Ω 1 ∪ Ω 2 for which |e x−t | 1 implying
For the last integral in (22), no such radial path deformation is possible because of growth of e t . On the vertical integration path, we paramerize t = x + iτ , τ ∈ R + . If we separate out real and imaginary parts of x: x = a + ib, then x ∈ Ω 2 implies |x| √ 2
Re x = a and |b| a. Then,
Combining with (23) it follows that for x ∈ Ω 2 we have
(1 + p 2 ) −7/4 dp + 2 5 32 25
For x ∈ Ω 1 , we note that |t| |x|, and on a vertical contour of integration | cosh(x − t)| 1 and |dt| √ 2d|t| and therefore
This is clearly a smaller bound than the one for x ∈ Ω 2 . Therefore, for any x ∈ Ω 1 ∪ Ω 2 , we have
For the nonlinear term, the calculations are similar. For x ∈ Ω 1 , on the vertical path, since
For x ∈ Ω 2 , we split sinh into two exponentials and break the integral accordingly; in one of the integrals the contour can be deformed into a radial path. In the other, we parametrize the vertical path as in the estimates of H 0 . Since the bound in Ω 1 is clearly smaller, this results in 1 + p 2 −11/4 dp 203 138
Now consider the linear term.
For x ∈ Ω 1 , as before, we obtain using | sin(x − t)| 1 on a vertical path, |dt| √ 2d|t| and
, similarly writing sinh(x − t) in exponential form, breaking the integral accordingly and separately estimating each term we get
(1 + p 2 ) −9/4 dp 3 5 Clearly, the bound for x ∈ Ω 2 is larger. We conclude that Let
The results in [1] imply that for large x in Ω 4 s.t.
where ξ = [10], [11] ) is moderately small, ξ is also moderately small for x ∈ Ω 4 even for ρ = 3. Therefore, a few terms in the Taylor series of each F j at ξ = 0 and a fairly small number of F j 's are expected to yield a good approximation of h(x).
With this expectation, we choose an approximate expression h 0 for h t in Ω 4 in the form
where R(x) is given by
and the r j (ζ) are polynomials in ζ −1 , where only r 7 has a nonzero constant term − 392 625 (see (143)- (146) in the Appendix for the precise expressions of r j ). Define
To write (31) in integral form, we need the properties of the Green's function of the operator on the left side of the equation. It is more convenient to write a nearby equation with an explicit Green's function, and for this end we find quasi-solutions of the homogeneous equation
Formal asymptotic arguments for large x suggest that one solution of (35) has the asymptotic behavior
We can readily check that y 1 solves (36) up to O(x −5/2 ) errors:
Here, all q j (ζ) are polynomials in 1/ζ of degree at least 2 (see equations (147)- (150) in the Appendix). We chose y 1 to ensure that the error term
A second independent solution to the homogeneous equation (38) y 2 is given by y 1 (x)
. With a suitable choice of integration constant, y 2 becomes
Using the fact that y 1 and y 2 defined above solve (38) and their Wronskian is y 1 y
where
. Let S 4 be the Banach space of analytic functions in the interior of Ω 4 , continuous on Ω 4 , equipped with the norm
The usual sup norm will be denoted by . ∞ .
We seek a solution to (43), i.e. G = N [G] in S 4 with ρ 3. It will be proved that N : S 4 → S 4 , see (43). The general integral reformulation of (31)
implies (C 1 , C 2 ) = (0, 0) since neither y 1 nor y 2 are in S 4 . Therefore, any solution to (31) in S 4 must necessarily satisfy (43). We now prove the following result: and
By the contraction mapping theorem, there is a unique solution to (43) in B 4 if ρ 3. From (30), it is clear that G corresponds to a solution h of (4) that is singularity-free in the closed domain Ω 4 and has the leading order asymptotic behavior h ∼ Se −x √ x as x → −i∞ on the negative imaginary axis. By [1] §5.2 (see also [3] ), for any C there is a unique solution h of (4) with the behavior Ce −x x −1/2 as x → −i∞ analytic for large x in a sector in the fourth quadrant (1) The value C = S identifies this solution with the tritronquée. (This also follows from classical results cf. [11] .) 4.1. Preliminary Lemmas. In this subsection we obtain various integral estimates needed in the sequel.
We define the following weighted ℓ 1 norms:
Proof. The various terms in the integrand in (53) are of the form g(x ′ )p m,l e −mx ′ x ′ −l/2 and thus the contour of integration can be deformed to a radial path from ∞ to x ∈ Ω 4 and that |e −mx g(x)| g ∞ for x ∈ Ω. Then, clearly,
(1) The analysis in [1] is done in the first quadrant, but by symmetry w.r.t. x ∈ R it applies with straightforward modifications to the fourth quadrant.
Proof. We note that the terms in the integral in (56) are of the form
Therefore, integrating out the first term explicitly and deforming the path for the second term to a radial contour, it follows that
Proof. Once again because of the analyticity and decay of integrand, we may deform the integration path to a radial one joining ∞ to x ∈ Ω 4 . The general term in the integrand is of the form
Since it is readily checked that for |x ′ | |x|,
Proof. Once again because of the analyticity and decay of the integrand, we may deform the integration path to a radial one joining ∞ to x ∈ Ω 4 . A general term in the integrand is of the form
Noting that the complete derivative is zero at the end point x ′ = x and applying Lemma 13 to bound the integral of the third term (on a radial path) we immediately obtain
from which the Lemma follows. comparing with (37) we see that
Using J(x) in (37), it follows that for x ∈ Ω 4 we have
Now, (37) and (58) imply
From (58), it also follows that for x ∈ Ω 4 ,
Expressing y 1 in terms of J, as in (36) and (37), in (42), it follows that
where each E j (ζ) is a polynomial in 1/ζ with no constant term (the precise expressions are given in (151)-(152) in the appendix). We note that Using Lemma 12, it follows that
(see Definition 10 and the expression of E M in the Appendix, (153)). On integration by parts, we get (71) 7Se
where we used the fact that on a vertical contour connecting −i∞ to x ∈ Ω 4 , |dx
and
Now, using Lemma 12, it follows that
Deforming the contour to a radial one, it is clear that
Therefore, using (75) and (76) in (74) we get
From (73) and (77), it follows that
Therefore, combining all the estimates (69), (70) 
Therefore, using (40) and (41) we get
To help the reader who would like to check the intermediate steps in the calculations, we provide in the Appendix the numerical values for ρ = 3 of the various constants appearing in the estimates. 
(see Def. 10). The explicit formula of M q is given in (154) in the Appendix. Further,
In (82), recalling that q(x)y 1 (x) is a polynomial in 1/e x of degree at least 2, we applied Lemma
, while in the second one, we took g(
where the detailed expression of M L,q is given in the Appendix, (157)). Therefore, using (40), (82) and (83), it follows that (84)
We now bound the terms involving V 0 = 1 4x 2 . Noting Lemma 11 applies to w(x) = e −x V 0 x −5/2 and g(x) = x 5/2 e x Gy 1 ; since both G = x 5/2 G ∞ and |e
Since e x y 1 , e −2x z 2 and x 5/2 G are bounded by Y 1,M , z 2,M and G respectively, we have
where we used the fact that on a vertical contour joining −i∞ to x ∈ Ω 4 we have |e
Therefore, combining (85)-(87) and using (40), we obtain
Collecting the contributions of the terms involving q and V 0 in (84) and (88) respectively, it follows that
Since all the quantities involved in V M are decreasing in ρ, it is clear that for ρ 3, V M is bounded by its value at ρ = 3, which in turn is less than 9/40 and Lemma 8 follows.
4.4.
Nonlinear terms and proof of Lemma 9. Applying Lemma 11 to w(
, noting that |e
x−x ′ | 1 on a radial contour in Ω 4 , and finally
Furthermore, we note that
where in (91) we have |dx ′ | √ 2d|x ′ | and |e
Combining (90), (91) and (92) we obtain
A very similar calculation shows that
Proof of Lemma 9 follows since a calculation of T M , which is a decreasing function of ρ, shows T M 
In §4.5.1 below we obtain bounds M j for G 0,j for j = 1, 2..7; using those, we get
The formulas for M j , j = 1, ..., 7 are given in the following subsections. These expressions will be shown to be decreasing in ρ, and Lemma 7 will follow using the values of M j at ρ = 3.
Bounds on
Note in the estimate above, the factor e x outside the integral was placed inside the integral in g(x ′ ); this is legitimate since in a radial deformation of the integration path from ∞ to x ∈ Ω 4 we have |e
Noting again thatR(x) + 392 625x 7/2 has only decaying exponentials, Lemma 11 (this time with g(x) = e −x y 1 (x)z 2 (x) and w(x) = e x R (x) +
Since on a vertical contour in joining −i∞ to x ∈ Ω 4 , |e −x+x
It follows that
where the explicit expression of M G,1 is given in (164) in the Appendix.
4.5.2.
Bounds on G 0,2 . From (64), (80) we note that e 2x xy 1,R and e −2x z 2 (x) are bounded by Y 1,R,M and z 2,M respectively. Lemma 11 applied to w(x) = 1
where the formula for M G,2 is given in (168) in the Appendix.
4.5.3.
Bounds on G 0,3 : Note that xe −x z 2,R and e x (y 1,0 + y 1,1 ) are bounded by z 2,R,M and 1+
The concrete expression of M G,3 is given in (169) in the Appendix.
4.5.4.
Bounds on G 0,4 : Using (33) and (58), it follows that
where t j (ζ) are polynomials in 1/ζ, having no constant and linear terms; the precise expressions are in (170)- (171) in the Appendix.
where u j (ζ) are polynomials in 1/ζ without constant terms-see (172)- (173) in the Appendix. We also note that
where τ j (ζ),t j (ζ), are polynomials in 1/ζ, see (174)-(177) in the Appendix, with no constant or linear terms. Again, we note that
where the polynomials in 1/ζ,ũ j (ζ), ν j (ζ) have no constant terms, see (178)-(181). Using (98), (110)- (113), it follows that
where p j (ζ)s are also polynomials in 1/ζ with no constant term; see the Appendix, starting with eq. (182). Applying Lemma 11 to the two terms in second integral on the right of (114), using |e
for the integral on the first line and w(x) =
see (184), (185), wherep j is the polynomial obtained from p j by replacing each coefficient by its absolute value.
4.5.5. Bounds on G 0,5 , G 0,6 and G 0,7 . For G 0,5 we simply use Lemma 13 with w(x) = e −xR (x), and g(x) = e x y 1 . We obtain (117)
where M G,5 is given in (186) in the Appendix. We again use Lemma 13 with w(x) = e −x
x (R 0 + R 1 ) and g(x) = e x xy 1,R , to obtain
where M G,6 is given in (187) in the Appendix. Now consider G 0,7 (x). Recall that
From the expressions of t j in (170)-(171), it is clear that (119) involves only decaying exponentials. Therefore, we may apply Lemma 14 to w(x) = T (x) giving
where M G,7 is given in (188) in the Appendix.
5. Analysis of y t for |z| 1.7
For the analysis of the inner region |z| < 17/10 it is convenient to use the symmetry of the equation and write it as (121) g ′′ = 6g 2 + t where g(t) = e 2πi/5 y(−te πi/5 )
We take initial conditions close to (19), (20), converted into conditions for g(t)
(122) g(t 0 ) = − 280 519 ; g ′ (t 0 ) = 150 1013 ; where t 0 = −1.7
We first construct a polynomial which is sufficiently close to g in L ∞ ([t 0 , 0]) so as to be able to rigorously preserve error bounds of the order of those in (18). The way the polynomial g 0 below was obtained is essentially by projecting g, calculated from its truncated Taylor series, on Chebyshev polynomials of order seven, enough for the aforementioned goal; the polynomial is 
49105
, where s = t − t 0 .
Definition 15. For a polynomial P (x) = n k=0 c k x k on an interval I we define an ℓ 1 norm by P 1 = n k=0 |c k |m k where m = sup I |x|. .n and re-expand P to obtain a polynomial in u. The polynomial in u is estimated by taking the extremum of the modulus of the cubic subpolynomial and placing · 1 on the rest. In practice a small number of partition points suffices to get a good bound.
Since all partition points are nonpositive, to simplify the writing we denote by −Π the partition −x 0 , −x 1 , ..., −x n .
(b) Bounding rational functions with real coefficients reduces to estimating polynomials since the inequality |P/Q| < ε with Q > 0 is equivalent to the pair of inequalities P − εQ < 0 and P + εQ > 0. However, in our case the denominator is W which is very close to one, so an upper bound of the modulus of the numerator and a lower bound of W give an equivalent accuracy. 
We define the linear operators
We can now rewrite now (124) as an equivalent integral system. Let
and (18) To analyze the integral system we first estimate the various quantities in (130). 
Proof. The proofs are based on Note 4 (a) to estimate the polynomials and rational functions. We illustrate the calculation on a rational function, B 1 on a sample interval, say (− ), see below. We thus take s = −13/10 + u/5 and simplify the resulting expression. Denoting by E j polynomials with ℓ 1 norm less than 1/1000 we simply get on this interval
The derivative of the cubic has one root for u = − [1, 1] ; the value of the absolute value cubic there is < 1.3 · 10 −2 . Checking it at the endpoints of the interval as well, we see that this is its maximum absolute value. The other calculations are as straightforward as this, so we naturally omit the details.
We found it convenient to use a different partition Π for estimating maximal absolute values of each function. We chose partitions − To analyze (130) we use the norm δ 1/158}; the contractivity factor is < 1/6.
(ii) We have ε 1 = δ − a 1 J 1 − a 2 J 2 < 1/1500, ε 2 := δ ′ − a 1 J The proof of (i) is a simple calculation based on the estimates in Proposition 5. The integrals are estimated crudely, by placing an absolute value on all terms and multiplying with the length of the interval, 17/10.
For (ii) we note that The coefficients −c 0 ,c 1 , c 2 ,c 3 in (138) can clearly be maximized/minimized by elementary means as functions of (σ 1 , σ 2 ) ∈ I 2 . The result is Proof. We note that for any ρ > 0 the sequence a k = (k +1)ρ k+2 , k = 0, 1, 2, ... is an exact solution of the recurrence (142) (k + 1)(k + 2)a k+2 = 6 k j=0 a j a k−j , ∀ k 0
The rest is straightforward induction.
Proposition 19 now follows from (141).
End of proof of Theorem 1
We have already shown that in each domain Ω I , Ω 1 ∪Ω 2 the unique solution we obtained equals the tritronquée h t (x). After changes of variables, by matching at z = z 0 = 1.7e iπ/5 (i.e., at t = t 0 = −1.7), we then proved that y t (z) has a convergent Maclaurin series with radius of convergence 1.85. Therefore, it follows that y t (z) is pole-free in the domain − 3 5π
arg z π 5 , |z| 1.7 ∪ {z : |z| 1.85}. By the symmetry of the solution, see Remark 3 and the Schwartz reflection principle, regularity also follows for arg z ∈ [π/5, π].
In the process, we determined y t (0) and y ′ t (0) to within < 10 −2 rigorous error bounds (see (135) and (121)) in agreement with [8] . 
