Abstract. The subject of financial portfolio optimization under real-world constraints is a difficult problem that can be tackled using multiobjective evolutionary algorithms. One of the most problematic issues is the dependence of the results on the estimates for a set of parameters, that is, the robustness of solutions. These estimates are often inaccurate and this may result on solutions that, in theory, offered an appropriate risk/return balance and, in practice, resulted being very poor. In this paper we suggest that using a resampling mechanism may filter out the most unstable. We test this idea on real data using SPEA2 as optimization algorithm and the results show that the use of resampling increases significantly the reliability of the resulting portfolios.
Introduction
The problem of choosing the right combination of financial assets has been the subject of research for a long time and it is one of the most active research lines in finance. This is often framed as a multiobjective optimization problem where the investor tries to find the right set of portfolios with the best risk/return profiles.
A large portion of the academic literature on this subject builds on the seminal work by Markowitz [5, 6] . The approach suggested by this author works under some assumptions that allow the problem to be tackled with quadratic programming. Unfortunately, these assumptions do not hold in the real-world, which calls for alternatives. That is the reason why the framework of evolutionary multiobjective optimization is getting traction on this area [1, 2, 13] . In all these references, the authors use evolutionary multiobjective algorithms to evolve sets of solutions that minimize risk and maximize return. The first one, introduces a customized hybrid version NSGA-II and the last two compare the performance of different multiobjective algorithms.
One of the most important factors that asset managers face when they have to asses the results provided by any of the above-mentioned methods is stability. Very often, the expected efficient frontier lies far from the actual one as the forecasted risk/return profile of the portfolios is not accurate. This problem is one the major reasons why some practitioners mistrust the mentioned approach and the search for solutions has cleared the way for the field of robust portfolio optimization. The main contribution of this paper is the introduction of a new resampling mechanism that reduces the risk mentioned.
When we forecast the risk and return of a specific portfolio, we rely on estimates for the expected returns of individual assets and the variance-covariance matrix. The forecasts, which are likely to be inaccurate, are usually based on past data which may not be representative to predict the future due to, for instance, the presence of outliers.
In this scenario, there are several potential ways to approach the problem. The main two are either putting an emphasis on having robust estimates for the above mentioned parameters [7] or implementing a system that deals with uncertainty in the estimation process [8, 9] . The approach suggested in this paper is a new technique that falls in the latter category. We will use an evolutionary multiobjective algorithm enhanced with a resampling mechanism that changes the parameters of the fitness function during the evolution process with the aim to obtain robust solutions. We consider that using a multiobjective genetic algorithm that exposes candidate solutions to different scenarios will improve the reliability of the resulting Pareto front. The use of resampling in the context of portfolio optimization is not new [11, 12] . The most comparable approach is described by Idzorek [4] who suggests using combining traditional quadratic programming (QP) with Monte Carlo simulation to derive a set of fronts that are subsequently merged into a single solution. We understand that resampling within the context of multiobjective evolutionary algorithms is a better strategy as it would allow real-world constraints intractable by QP while, at the same time, approximating the efficient frontier in single run.
The rationale for the approach is that optimizing for a single scenario bears the risk of getting solutions that are hyper-specialized and might be extremely sensitive to deviations in the parameters used in the fitness evaluation. Given that it is almost certain that we will not be able to predict accurately the behaviour of all the assets, we could consider the alternative of targeting portfolios that offer appropriate risk/return tradeoffs under different scenarios. Even if the solutions do not seem to be as good as the specialized ones under the expected scenario, they might be more reliable in practice. Once we replace the expected parameters of the models with the observed ones, the actual risk and returns might be more likely to be closer to the expected values, hence providing more value to the decision maker.
The choice of performance metrics is a very important issue in multiobjective optimization [15] . It is generally admitted that there is no single metric that can be used to evaluate different objectives simultaneously. In addition to that, we also face the lack of standard robustness metrics that we could use in this context. For this reason, we introduce a new one that accounts for the average difference on the objective space using the estimates for the parameters vs. using their real values, across all the solutions.
The rest of the paper is organized as follows. First, we make a formal introduction to the portfolio optimization problem. Then, we describe in detail our approach and the proposed metric to evaluate the robustness of the solutions. That will be followed by the experimental results and a section devoted to summary and conclusions.
Portfolio Optimization's Problem Definition
The Modern Portfolio Theory was originated in the article published by Harry M. Markowitz, in 1952 [5] . In general, the portfolio optimization problem is the choice of an optimum set of assets to include in the portfolio and the distribution of investor's wealth among them. Markowitz [6, 10] assumed that solving the problem requires the
