We will give a generalized framework of derived bracket construction. The derived bracket construction provides a method of constructing homotopies. We will prove that a deformation derivation of dg Leibniz algebra (or called dg Loday algebra) induces a strong homotopy Leibniz algebra by the derived bracket method.
sh Leibniz algebra. We will introduce an explicit formula of sh Leibniz algebras. We will prove that a deformation differential of dg Leibniz algebra induces a sh Leibniz algebra structure (Theorem 3.11) . This result is considered as a complete version of the classical derived bracket construction.
Remark. In Loday and collaborators works [8, 9, 10] , they study right Leibniz algebras. In the following, we study the left version, or opposite Leibniz algebras.
Hence we should translate their results to the left version.
Preliminaries
Let (x 1 , ..., x n ) be a n-fold words or n-tensor power of variables. An (i, n − i)-unshuffle permutation is defined as (x σ(1) , ..., x σ(i) )(x σ(i+1) , .., x σ(n) ), where σ ∈ S n such that σ(1) < ... < σ(i), σ(i + 1) < ... < σ(n).
The "dual" of unshuffle permutation is called a shuffle permutation which is defined by (x σ −1 (1) , ..., x σ −1 (n) ).
Here the word "dual" is used in the sense of usual linear dual.
We algorismically introduce a noncommutative version of unshuffle permutation.
Let (x τ (1) , ..., x τ (i) )(x τ (i+1) , .., x τ (n) ) be an (i, n−i) unshuffled tensor product. Insert the left component into the left of x 1+τ (i) , (x τ (i+1) , .., (x τ (1) , ..., x τ (i) ), x 1+τ (i) , ..., x τ (n) ).
(
We put k := τ (i). Then (1) is equal with (2) (x τ (i+1) , .., x τ (i+k−i) , (x τ (1) , ..., x τ (i−1) , x k ), x k+1 , ..., x n ).
Replace τ (i + 1) = σ(1), τ (i + 2) = σ(2),..., τ (i + k − i) = σ(k − i) and τ (1) = σ(k + 1 − i), τ (2) = σ(k + 2 − i),..., τ (i − 1) = σ(k − 1). Then (2) becomes (3) below.
(x σ(1) , .., x σ(k−i) )(x σ(k+1−i) , ..., x σ(k−1) , x k )(x k+1 , ..., x n ).
Remark that σ is a (k − i, i − 1) unshuffle. (3) is considered as a noncommutative version of unshuffle permutation, because it does not admit commutativity of x k and x * <k .
The following lemma is obvious.
Lemma 2.1.
where τ is (i, n − i) unshuffle and σ is (k − i, i − 1) unshuffle.
3 Main results 
Bar construction
where x, y, z ∈ V , | · | means the degree of element. A dg Lie algebra is a special example such that the bracket is graded commutative, or skewsymmetric. In this sense, Leibniz algebras are considered as noncommutative version of Lie algebras.
In the following, we denote (−1) |x| by simply (−1) x , without miss reading.
Remark 3.1. If the degree of a bracket product is n, then the Leibniz identity is redefined by
We define a new degree |x| ′ := |x| + n. Then the new degree of the bracket becomes 0. We will discuss about the cases of |d| = ±1 in Remarks 3.5 and 3.10.
The Koszul dual of the Leibniz identity has the following form (see Loday [9, 10] )
Hence the notion of dual-Leibniz algebra is defined as a (graded) space with a binary multiplication satisfying the dual-Leibniz identity (4) .
From the standard argument, the notion of dual-Leibniz coalgebra is defined by the following identity of comultiplication ∆.
Let V be a graded vector space. We set the nonunital free spacē
We denote an element
where ǫ(σ) is Koszul sign, σ is (i, n − i)-unshuffle. For instance,
Proof. In [9] he showed that the free dual-Leibniz algebra isT V with a free dualLeibniz multiplication of the form,
This is a kind of shuffle product, and the unshuffle coproduct ∆ is the dual of this shuffle product. Thus (5) is a dual-Leibniz comultiplication.
The duality in the proof of above proposition implies that the tensor coalgebra is cofree in the category of nilpotent dual-Leibniz coalgebas (see [13] for a general construction). Namely, for a given nilpotent dual-Leibniz coalgebra (C, ∆ c ) and a linear map f : C → V , we have a unique coalgebra mapping F : C →T V .
In fact, the tensor coalgebra is nilpotent, because ∆(V ) = 0. We notice that F is given by F := n≥0 f n+1 ∆ n c , where ∆ n c is a n-composition of ∆ c such that
In the full category of dual-Leibniz coalgebas, F is not well-defined. Thus we should restrict to the subcategory.
By a standard argument in operad/deformation theory, we have
Proof. Given an i-ary linear map, f : V ⊗i → V , we define a coderivation by
It is easy to show that X(f ) is a coderivation.
The operad of dual-Leibniz algebra is a collection {S n } n∈N with canonical symmetry (see [10] ). This implies that the cardinal number of i-ary multiplications of strong homotopy (sh) Leibniz algebra is one for any i ≥ 1. From this observation, we can define the notion of sh Leibniz algebra by the following method, due to [3] , [10] , [13] .
Let l i : V ⊗i → V be an i-ary multiplication on V with degree i − 2. We define an associated coderivation on (T sV, ∆) by
and
where s (resp. s −1 ) is the shift operator of degree +1 (resp. −1). It is obvious that the degree of ∂ i is −1. without the change of s and s −1 , and then the degree of ∂ i becomes +1. More in general, if |l 1 | := n, then we put |l i | := n + (i|s| − |s|), and then |∂ i | = n. Especially, we can put |s| := −n, and then we have |l 2 | = 0. This degree convention is the same as the one of Remark 3.1. In this general case, the sign of (7) should be redefined by the manner of Proposition 3.4.
Out of Remark, we put |d| := ±1, because we study a complex.
Definition 3.6. Let (V, d := l 1 ) be a dg vector space with a system, l 2 , l 3 , .... We put ∂ := ∂ 1 +∂ 2 +.... We call the system (V, l 1 , l 2 , ...) a strong homotopy (sh) Leibniz algebra or Leibniz ∞-algebra, if ∂ 2 = 0.
We give an explicit formula of sh Leibniz algebra structures.
Proposition 3.7. The system (V, l 1 , l 2 , ...) is a sh Leibniz algebra if and only if
where χ(σ) is an anti-Koszul sign, χ(σ) := sign(σ)ǫ(σ).
Proof. We assume ∂ 2 = 0, which implies i+j=Const ∂ i ∂ j (sx 1 , ..., sx i+j−1 ) = 0.
We defineσ byσ
We have
where we put σ(k) := k,...,σ(i + j − 1) :
where we put a := k + 1 − j. We denote the i-tensor power of s −1 by simply s −1 (i).
Then we have
We apply (−1) i+j on the both side. Then we obtain
, is an isomorphism, it is equivalent with,
which is the same as (8). 
where we put a := k + 1 − j. (11) is a defining relation of A ∞ -algebras.
We see the operad of sh Leibniz algebra. We consider the subterm of i = 1 or
where n := i + j − 1. We define a boundary operator, b(l n ), by this identity. Then (10) has the form,
The operad of sh Leibniz algebra, Leib ∞ , is a dg free operad generated by trees {t 2 , t 3 , ...} with differential b. The degree of t i is i − 2. The relation of differential is given by the same manner with (12) . The multiplication l i is given as a representation of tree t i . When n = 3, we have We recall an example.
Example ( [16] ). He introduced the concept of (weak-)Lie 2-algebra (The original notion was given in Crans [1] ). It is an internal category of the usual category of vector spaces with a Lie bracket functor. Roughly, it is a Lie algebra of category. He showed that a (weak-)Lie 2-algebra is equivalent with an "2-term EL ∞ -algebra". It is a 2-term complex, C 1 d → C 0 , with a sh Leibniz algebra structure and a skewsymmetric homotopy of l 2 satisfying some properties. Since the graded space is 2-term, the Leibniz anomaly has the following simple form
where x 1 , x 2 , x 3 ∈ C 0 and [·, ·, ·] := l 3 .
Derived bracket construction
) be a dg Leibniz algebra of |δ 0 | := +1. We assume a perturbation or a deformation of differential, 
where |s| := +1 and [...] is an i-ary multibracket product on V ,
Remark that the degree of i-ary derived bracket is 2 − i on sV . We see an old fashioned expression of derived brackets. 
We compute the degree of the derived bracket with respect to deg. 
We note that [D ′ , ...] is a n-ary multibracket product and [D] is 1-ary. This identity is a special one of the following general formula.
Lemma 3.13. For any n and for any (i, j) such that i + j = n,
where σ is unshuffle, [D, ...] is i + 1-ary and [D ′ , ...] is j-ary and
Proof. For any n, the cases of (i, j) = (0, n) were shown in (14) . By induction,
for (x 1 , ..., x i+j−1 ), we assume (15) 
We put
Lemma 3.12, the second term of (16) becomes
where E 1 and E 2 are appropriate signs defined by the rule in the lemma above. We
where we replace σ with τ by the rule,
We remark that τ is unshuffle. By (2) in Lemma 2.1, the first term of (17) becomes
Thus the sum of first terms of (16) and (17) becomes the first term of (15),
We compute E(σ,
where σ is replaced with τ by the rule,
We remark that τ is a (k + a − 1 − i, i)-unshuffle.
It is not difficult to check that the second term of (17) becomes the second of (15),
where m := k + a − 1. The sum of (19) and (20) gives (15) .
From the derived brackets, the associated coderivations
is defined by the same manner with (6) and (7),
Lemma 3.14.
Proof.
(Proof of Theorem 3.11)
Proof. By Lemmas 3.13, 3.14 and the definition of coderivation onT V , we have In Proposition 3.9 we saw that the derived brackets are induced on (V, deg),
where deg is the derived degree defined in the proposition.
Corollary 3.15. The derived brackets on V define a sh Leibniz algebra structure on (V, deg).
We consider the cases of dg Lie algebras. 
