Abstract. Let X be a variety with an action by an algebraic group G. In this paper we discuss various properties of G-equivariant D-modules on X, such as the decompositions of their global sections as representations of G (when G is reductive), and descriptions of the categories that they form. When G acts on X with finitely many orbits, the category of equivariant D-modules is isomorphic to the category of finite-dimensional representations of a finite quiver with relations. We describe explicitly these categories for irreducible G-modules X that are spherical varieties, and show that in such cases the quivers are almost always representation-finite (i.e. with finitely many indecomposable representations).
Introduction
A standard method for studying a complex algebraic variety X is to investigate the modules over its structure sheaf O X , and-in the affine, projective, or toric case-its coordinate ring. If a group G acts on X then induced is an action of G on O X . The collection of equivariant O X -modules, those that inherit this G-action, often reflects many details about the geometry of X. A spectacular case is when X is toric where Picard group, Betti cohomology, and various other invariants can be computed entirely from equivariant data. If X is smooth, then among the O X -modules one finds a second special subcategory, the holonomic (left or right) D X -modules. For general X, the appropriate substitute arises from an embedding of X into a smooth X ′ ; the holonomic D X ′ -modules with support in X form a category that is essentially independent of the embedding. The Riemann-Hilbert correspondence of Kashiwara and Mebkhout sets up a bijection between the regular holonomic D X -modules (for which the derived solutions exhibit polynomial growth at all singularities) and perverse sheaves. This, and its derived version, imply that this category encodes topological, algebraic and analytic information on X. Included in this framework are de Rham cohomology, regular and irregular connections on the smooth locus, and all (iterated) local cohomology modules computed from O X .
Whenever a group G acts on a smooth complex variety X then X supports the category of (weakly) G-equivariant D-modules M. For example, in the case of a monomial action of a torus on an affine space, the A-hypergeometric systems introduced by Gel'fand et al. [15, 16] and their generalizations from [35] are of this type. As G acts on X, the Lie algebra elements induce vector fields on X and as such become sections of D X , acting on M. For a weakly G-equivariant module, differentiation yields a second action of the Lie algebra on M. If these two actions by the Lie algebra on M coincide, the corresponding module is strongly equivariant. There are several sources for strong equivariance, including O X and all its local cohomology modules supported on equivariant closed subsets. These have been studied intensively recently using methods related to ours, see [30, 47, 48, 49] .
Strong equivariance is the theme of our investigations here. In the greater part of this article (and for the remainder of the introduction), we shall assume that X is a finite union of G-orbits. In this situation, strongly equivariant (coherent) D X -modules are always regular holonomic. To get a feeling of the constraints that (strong) equivariance imposes, consider C * acting on X = C 1 by the usual multiplication. Here, as always, D X is weakly (but not strongly) equivariant. However, even on the class of holonomic modules the two concepts differ; the basic building blocks in the three categories are as follows: 1) all the simple quotients of D X for the holonomic category; 2) the modules D X /D X x and D X /D X ∂ x as well as all modules D X /D X (x∂ x − α) with α ∈ C \ Z for the weakly equivariant category, while in the strongly equivariant case 3), this reduces to just D X /D X x and D X /D X ∂ x (and extensions in the category of strongly equivariant modules are not arbitrary: the Euler-operator must act semi-simply). The modules D X /D X x and D X /D X ∂ x correspond to the two orbits {0} and C \ {0} of the action. In quite good generality, this dialogue of orbits and strongly equivariant D X -modules holds true, although a further ingredient is needed in the form of a representation of the stabilizer groups, as shown in [21] . In this dictionary, the simple strongly equivariant D-modules are indexed by irreducible equivariant local systems on the orbits. Explicit realizations of the D X -modules in question are in general difficult to obtain (see Open Problem 3 in [33, Section 6] ). We take this challenge as our point of departure. One way of studying a D X -module is via its characteristic variety. In the presence of a Gaction, the union Λ of all the conormal bundles to the orbits is the fiber over zero of the moment map. If G is semi-simple and simply connected, we prove here that the categories of G-equivariant D X -modules, and of D X -modules with characteristic variety inside Λ agree. The key point is that in this case strong equivariance is preserved under extensions.
If G is linear reductive, topologically connected, and if X is a smooth G-variety, then we give estimates for the multiplicities of weights in global section modules of strongly equivariant simple D-modules. These come in terms of multiplicities attached to the moment map, and of the characteristic cycle. If B is a Borel subgroup of G and if X happens to have an open B-orbit (X is then spherical ), we show that these multiplicities are either zero or one (the global sections module is multiplicity-free, as well as (in most cases) its characteristic cycle), Theorem 3.16 and its corollary.
Various categories of holonomic D-modules (or perverse sheaves) often admit interpretations as categories of representations of quivers [17, 58] , but explicit descriptions of these quivers are not easy to obtain [5, 13, 14, 31, 34, 38] . The largest part of this article is concerned with an important case of such type, a spherical vector space X where G is linear reductive and connected. In [24] is given a classification of all group actions that fit this setup, by way of a finite list of families plus some isolated cases. In Section 5, we examine these cases one by one and determine in each case the (finite) quiver with relations that encodes the category of strongly G-equivariant D X -modules. There are strong general constraints on the quivers that can show up this way. For example, up to relations, the number of paths between any two vertices in these quivers is at most one by Corollary 3.20. This atlas of quivers to equivariant D-modules on spherical vector spaces is created explicitly by identifying the simple modules within each category, as well as their projective covers. The cases with or without semi-invariant (i.e., whether the complement of the big orbit is a divisor) behave rather differently; heuristically, the former case exhibits more interesting structure while the latter is nearer to the semi-simple case. The other source of interesting quivers is the existence of non-trivial local systems on orbits, caused by non-connected stabilizers, which appear in several of these families.
Our investigations show that the basic building block for these quivers is a "doubled A n -quiver with relations" AA n ; shown in (2.9). All but one of our quivers are finite disjoint unions of such AA n (allowing for n = 1, an isolated vertex). The one exception arises from the standard action of Sp 4 ⊗ GL 4 on the 4 × 4 matrices. In this case the quiver has a vertex of in-and out-degree 3; in analogy to AA n we call this the "doubled E 6 ", denoted EE 6 . We show in Theorem 2.14 that EE 6 is of (domestic) tame representation type, and in Theorem 2.11 that all AA n are of finite representation type.
Here is, in brief, the outline for the paper. In Section 2 we collect basic material on equivariance and on quivers. In Section 3, we consider the general case of finitely many orbits, and consider multiplicities and the moment map. We zoom into the spherical case and discuss projective covers. In Section 4 we collect various tools to be used in Section 5: a reduction technique for subgroups, Bernstein-Sato polynomials, and the Fourier transform. In Section 5, we then study the category of strongly equivariant D X -modules on spherical vector spaces. In the last section, we give some concluding remarks regarding explicit presentations of equivariant D-modules and descriptions of their characteristic cycles.
The quiver-theoretic description of the category of equivariant D-modules on the space of generic matrices in Theorem 5.4 is an important ingredient in the article [30] , where the explicit D-module structures of the (iterated) local cohomology modules supported on determinantal varieties are determined. In particular, the Lyubeznik numbers of determinantal varieties are computed, answering a question of M. Hochster. Similar computations could be pursued based on these methods for the other spherical vector spaces that are considered in Section 5.
Preliminaries
Throughout we work over the field of complex numbers C. Unless otherwise stated, we assume that X is an irreducible smooth complex algebraic variety equipped with the algebraic action of a connected linear algebraic group G.
2.1. Equivariant D-modules. Let D X be the sheaf of differential operators on X and g the Lie algebra of G. Differentiating the action of G on X yields a map g → Γ(X, D X ). This map can be extended to an algebra map U (g) → Γ(X, D X ), where U (g) denotes the universal enveloping algebra of g.
where p and m are the projection and multiplication maps
respectively, and τ satisfies the usual compatibility conditions on G × G × X (see [21, Definition 11.5.2] ). Roughly speaking, this amounts to M admitting an algebraic G-action such that differentiating it coincides with the action induced from
We denote the category of quasi-coherent (resp. coherent) D-modules by Mod(D X ) (resp. mod(D X )), and the full subcategory of quasi-coherent (resp. coherent) equivariant D-modules by Mod G (D X ) (resp. mod G (D X )). These are Abelian categories that are stable under taking subquotients within Mod(D X ) (resp. mod(D X ))(for example, see [11, Proposition 3.1.2] ). In particular, if a map τ as above exists, it must be unique, and equivariance of a D-module should be thought of as a condition, rather then additional data.
If X is not necessarily smooth, we will assume at least that we can find an equivariant closed embedding X ֒→ X ′ with X ′ a smooth G-variety. For example, this is possible whenever X is quasi-affine (see [43] ), or when X is a normal quasi-projective G-variety (see [55] ). Then we define Mod(
is the full subcategory of D X ′ -modules supported on X. Similarly, one can define mod(D X ), Mod G (D X ), mod G (D X ) and one checks that the definition is independent of the embedding. We note that one could also define these categories whenever X can be embedded locally into smooth varieties in an equivariant way (for example, whenever X is a normal G-variety (see [55] )). Several results can be easily extended to this case.
We call a (possibly infinite-dimensional) vector space V a rational G−module, if V is equipped with a linear action of G, such that every v ∈ V is contained in a finite-dimensional G-stable subspace on which G acts algebraically.
For an equivariant D X -module M on a smooth G-variety X, the cohomology groups H i (X, M ) are rational G-modules for any i ∈ N. Moreover, the same is true for all local cohomology modules
If f is any G-equivariant map f : X → Y between smooth G-varieties X, Y , then the Dmodule-theoretic direct image f + and inverse image f * (and their derived functors) send (complexes of) equivariant modules to equivariant modules. We note that in the case when f is an open embedding, f + and coincides with the O X -theoretic f * For a finite-dimensional rational representation V of G, we can define the D-module where underline in U (g), V indicates constant sheaves. These are the analogues of the D Xmodules on flag varieties used in proving the Kazhdan-Lusztig conjectures [3, 7] .
Proof. Part (a) follows readily in the case when X is affine. For the general case, one can use [10, Proposition 2.6]. For part (b), the result follows by adjunction:
Remark 2.2. Naturally, we could define P (V ) for any finite-dimensional g-module. For example, when X is affine, this yields a D X -module with a locally finite g-action (with the g-action induced by the map map g → D X ), i.e. every x ∈ P (V ) is contained in a finite-dimensional g-stable subspace of P (V ). Several results of this paper could be extended readily for such D X -modules, but we focus mainly on G-equivariant D X -modules.
When G is a connected linear reductive group, the category of rational (possibly infinitedimensional) representations of G is semi-simple, and the irreducible (finite-dimensional) representations V λ are in 1-to-1 correspondence with (integral) dominant weights λ. Let Π denote the set of all dominant weights of G. For a highest weight λ ∈ Π we put P (λ) := P (V λ ). We note that the D X -module P (λ) has an explicit presentation. Namely, pick a highest weight vector v λ of V λ . Then we can write a
Definition 2.4. We call an algebraic G-module V multiplicity-finite if we have an isotypical decomposition
and m λ (V ) ∈ N for all λ ∈ Π.
We call V multiplicity-bounded if the set {m λ (V )} λ∈Π is bounded, and multiplicity-free if this bound is 1, i.e. m λ (V ) ≤ 1 for all λ ∈ Π.
A smooth variety X is D-affine if the global sections functor
is exact and faithful on objects. In this case Γ induces an equivalence of categories (preserving equivariance), and we shall freely identify coherent D X -modules with their global sections. Smooth affine varieties, projective spaces and (partial) flag varieties are D-affine (see [21] ).
Proposition 2.5. Assume that X is D-affine and G is linearly reductive. Let V be a finitedimensional G-module.
Proof. Since G is reductive and Γ(X, −) exact, P (V ) is projective by Lemma 2.1 (b). Let M be in mod G (D X ). Since M is coherent, we can take x 1 , x 2 , . . . x l ∈ Γ(X, M ) that generate M everywhere. The action of G on M is locally finite, so we can find a finite-dimensional representation V of G that contains x 1 , . . . , x l . Then we have a surjective map P (V ) ։ M . The claim for Mod G (D X ) is analogous.
We note that Mod G (D X ) always has enough injectives (see [10] ). The following easy lemma will be useful in determining irreducible or indecomposable D Xmodules: Lemma 2.6. Let X be D-affine and M an equivariant D X -module. Assume that M is globally generated by a highest weight vector v λ ∈ Γ(X, M ) of weight λ ∈ Π, and m λ (Γ(X, M )) = 1. Then M has a unique (non-zero) irreducible quotient and End D (M ) = C. Although Mod G (D X ) in general is not is a Serre subcategory of Mod(D X ), it is one when G is semi-simple (i.e. when g is a semi-simple Lie algebra):
Proposition 2.7. Assume that G is semi-simple, and X is a (not necessarily smooth) G-variety.
Proof. By taking an equivariant closed embedding to a smooth G-variety, we may assume that X is itself smooth. Take an exact sequence
First, assume that X is D-affine. As g-modules, we can write M = i∈I M i and N = j∈J N j , where M i and N j are finite-dimensional simple g-modules. The semi-simple Lie algebra g acts on Q in the usual way via U (g) → D X , and this map is compatible with the morphisms in (2.8). In order to integrate the action to the group G, it is enough to show that the sequence above splits as g-modules, i.e. that Q is a semi-simple g-module with finite-dimensional summands. This follows if we show that the action of g on Q is locally finite.
Since a finite sum of locally finite elements is locally finite, it is enough to show thatx is locally finite, wherex is a lift of an arbitrary element x in N . We can find a finite-dimensional representation V ⊆ N containing x with a basis, say, n 1 = x, n 2 , . . . , n k . Take lifts of the basis elementsñ j in Q (withx =ñ 1 ), and denote their span byṼ . Take a basis ξ 1 , . . . , ξ l for the Lie algebra g. Then for all i = 1, . . . , l, j = 1 . . . k, we can write
k are scalars and m ij ∈ M . Since M is a locally finite g-module, for each m ij we can pick a finite-dimensional representation M ij containing it. Then the spacẽ
is a finite-dimensional g-representation containingx, hence the desired conclusion follows in this case. Now assume that X is a G-stable open subset of a projective space X ′ = P(V ), where V is a finite-dimensional rational G-module, and let j : X → X ′ denote the embedding. Applying j * we get an exact sequence 0 → j * M → j * Q → j * N,
is closed under taking submodules, we can write an exact sequence
Since the projective space X ′ is D-affine (see [21] ), the previous argument implies j * 
. Now assume that X is a quasi-projective G-variety. By Sumihiro's Theorem [55, Theorem 1] we have a G-equivariant embedding of X into a projective space X ′ . Then S = X \ X is a closed G-stable subset of X ′ . Let U = X ′ \ S and i : X → U the closed embedding. By Kashiwara's equivalence (see [21] ), i + induces an equivalence of categories between Mod G (D X ) and the full subcategory Mod
Now we consider the general case. Since X is smooth, by ([55, Lemma 8]) we can cover X with G-stable quasi-projective open subsets {U i } i∈I . The previous argument implies that Q |Ui is a G-equivariant D Ui -module, for all i ∈ I. Hence, for each i ∈ I we have an isomorphism
Since G-equivariant structures are unique, induced by U (g) → D X , the maps τ i and τ j must coincide on the the intersection U i ∩ U j . Hence we can glue them to get an isomorphism τ :
2.2. Quivers. We establish some notation and review some basic results regarding the representation theory of quivers, following [2] . A quiver Q is an oriented graph, i.e. a pair Q = (Q 0 , Q 1 ) formed by a finite set of vertices Q 0 and a finite set of arrows Q 1 . An arrow a ∈ Q 1 has a head (or target) ha and a tail (or source) ta which are elements of Q 0 :
The complex vector space with basis given by the (directed) paths in Q has a natural multiplication induced by concatenation of paths. The corresponding C-algebra is called the path algebra of the quiver Q and is denoted CQ.
A relation in Q is a C-linear combination of paths of length at least two having the same source and target. We define a quiver with relations Q := (Q, I) to be a quiver Q together with a finite set of relations I. The quiver algebra of Q is the quotient CQ/ I of the path algebra by the ideal generated by the relations. We always assume that the ideal of relations I contains any path whose length is large enough, so that the corresponding quiver algebra is finite-dimensional (see [2, Section II.2] ). We will often use the word quiver to refer to a quiver with relations.
A (finite-dimensional) representation V of a quiver Q is a family of (finite-dimensional) vector spaces {V x | x ∈ Q 0 } together with linear maps {V (a) : V ta → V ha | a ∈ Q 1 } satisfying the relations induced by the elements of I. A morphism φ :
We note that the data of a representation of Q is equivalent to that of a module over the quiver algebra, and in fact, the category rep( Q) of finite-dimensional representations of Q is equivalent to that of the finitely generated CQ/ Imodules [2, Section III.1, Thm. 1.6 ]. This category is Abelian, Artinian, Noetherian, has enough projectives and injectives, and contains only finitely many simple objects, seen as follows.
The (isomorphism classes of) simple objects in rep( Q) are in bijection with the vertices of Q. For each x ∈ Q 0 , the corresponding simple S x is the representation with (S x ) x = C, (S x ) y = 0 for all y ∈ Q 0 \ {x}. A (non-zero) representation of Q is called indecomposable if it is not isomorphic to a direct sum of two non-zero representations. For each x ∈ Q 0 , we let P x (resp. I x ) denote the projective cover (resp. injective envelope) of S x , as constructed in [2, Section III.2]. In particular, for y ∈ Q 0 , the dimension of (P x ) y (resp. (I x ) y ) is given by the number of paths from x to y (resp. from y to x), considered up to the relations in I.
A quiver Q is said to be of finite representation type if it has finitely many indecomposable representations (up to isomorphism). The quiver Q is of tame representation type if all but a finite number of indecomposable representations of Q of a given dimension belong to finitely many one-parameter families [53 Given two quivers with relations, Q = (Q, I) and
′ is a (oriented) subgraph of Q, and the relations generated by I ′ contain the relations from I that are induced from Q to Q ′ . Clearly, this gives a surjective map CQ/ I → CQ ′ / I ′ and rep( Q ′ ) is naturally a full subcategory of rep( Q). Any finite-dimensional C-algebra is Morita-equivalent to the quiver algebra CQ/ I of some quiver with relations Q = (Q, I) (e.g. see [2] ). This means that the category of finitely generated modules over an algebra is equivalent to the category rep( Q) of finite-dimensional representations of a quiver Q .
We introduce the following quiver AA n (for n ≥ 1), which will be of special importance later (see Section 5):
with all 2-cycles zero (i.e. relations α i β i = 0 = β i α i for all i = 1, . . . , n − 1). By convention, AA 1 is just a vertex. We introduce the following indecomposable representations of AA n . Given an interval [i, j] with 1 ≤ i ≤ j ≤ n, we choose a binary (j − i)-tuple Σ of the signs + or −. Then we define the representation I Σ i,j of Q by putting C to each vertex (k) with i ≤ k ≤ j, and 0 at the other vertices, together with the linear maps chosen as follows: if Σ l = + (resp. Σ l = −), for some 1 ≤ l ≤ j − i, then we choose the map on the arrow (i + l − 1) → (i + l) to be the identity map (resp. 0), and the map on the arrow (i + l − 1) ← (i + l) to be 0 (resp. the identity map). 
11. All indecomposable representations of AA n are (up to isomorphism) of the form I Σ i,j , for some 1 ≤ i ≤ j ≤ n and (j − i)-tuple of signs Σ. In particular, the quiver AA n is of finite representation type.
Proof. The quiver Q is a string algebra as in [8] . Hence, the indecomposables are given by string modules or band modules (see [8, Section 3] ). It is easy to see that the string modules are precisely the modules of the form I Σ i,j , and there are no band modules.
Another quiver that we use in Section 5 is a subquiver of the AA 3 quiver, defined as
with all compositions of arrows zero. Clearly, the indecomposables of AA Another quiver that will appear in Section 5 is the following:
with all 2-cycles zero, and all compositions with the arrows α or β equal to zero.
Theorem 2.14. The quiver EE 6 is of domestic tame representation type.
Proof. Let V be an indecomposable representation of EE 6 . If V (α) = V (β) = 0, then V is supported on a quiver of type AA 5 , which is of finite representation type by Theorem 2.11.
Next, assume that V (β) = 0 and V (α) = 0. Disregarding vertex (6), by Theorem 2.11 we can decompose the AA 5 part of V into indecomposables I Σ i,j , with i ≤ 3 ≤ j (since V is indecomposable). If among these there is an indecomposable I Σ i,j such that a map to vertex (3) is non-zero, then we extend the representation I Σ i,j to a representation of EE 6 by placing the zero space at vertex (6) . By construction, this representation is a summand of V , which is a contradiction, since V is indecomposable with V (β) = 0. This shows that all maps of V pointing to (3) are zero. Furthermore, the vertices (1) and (5) are nodes, since the paths of length 2 passing through them are zero (see [31, pg. 12] ). By splitting these nodes as in [31, Lemma 2.7], we conclude that V can be viewed as a representation of the following quiver (2.15) B 8 :
with the compositions (7) → (2) → (1) and (8) → (4) → (5) zero. Dually, if we assume that V (α) = 0 and V (β) = 0, then V can be realized as a representation of a quiver of type B 8 as above, but with all arrows reversed, which we denote by B o 8 . Now we show that if V is any indecomposable representation of EE 6 then we cannot have both V (α) = 0 and V (β) = 0. Assume without loss of generality that we have V (α) = 0. As vertex (6) of EE 6 is a node, we can split it as in [31, Lemma 2.7] , and view V as a representation of the quiver (2.16)
Disregarding vertex (6) of the quiver (2.16), we decompose the corresponding part of V into indecomposables. Since V (α) = 0, there is an indecomposable I with I(α) = 0 coming from the quiver B o 8 , as discussed above. Clearly, for any such indecomposable I the sum of all maps to vertex (3) is surjective (otherwise it would have a summand isomorphic to the simple representation at vertex (3)). Since all maps composed with β are zero, we can extend I to the quiver (2.16) by placing the zero space at vertex 6. The obtained representation is a summand of V , showing that V (β) = 0.
We have shown that if V is any indecomposable of EE 6 , then it comes from an indecomposable supported on either AA 5 For this, we consider the Tits formq of B 8 as in [9] :
By an elementary consideration (e.g. computing eigenvalues), we see thatq is a positive semidefinite quadratic form, that isq(x) ≥ 0, for all x ∈ Z 8 . Moreover,q(x) = 0 if and only if x ∈ Z · (1, 3, 4, 3, 1, 2, 1, 1). Since the graph of B 8 is tree, we conclude by [9, Theorem 3.3] .
Remark 2.17. In fact, using [9, Theorem 2.3] we see from the proof above that the vectors in Z >0 · (2, 3, 4, 3, 2, 2) are precisely those dimension vectors for which there exists an infinite number of (pairwise non-isomorphic) indecomposable representations of EE 6 .
The case of finitely many orbits
In this section, assume that X has finitely many orbits under the action of a connected linear algebraic group G. In Subsection 3.2, we assume in addition that G is reductive.
The quiver of the category. For an orbit
The moment map
is induced by the map g → O T * X that sends a vector field to its symbol under the order filtration. Then Λ = µ −1 (0), where µ −1 (0) denotes the set-theoretic fiber at 0 of the moment map. Denote by mod rh Λ (D X ) the full subcategory of mod(D X ) of regular holonomic D-modules whose characteristic varieties are subsets of Λ. This is a Serre subcategory of mod(D X ), also preserved under holonomic duality D. We note that the result above can be extended readily to the case when X is not necessarily smooth.
By the Riemann-Hilbert correspondence (see [21] ), the category mod G (D X ) is equivalent to the category of equivariant perverse sheaves on X. The category mod G (D X ) is Artinian and Noetherian with finitely many simples; moreover, it has enough projectives, by [58, Theorem 4.3] . We give a constructive and elementary proof of this fact for D X -modules.
Theorem 3.4. Let G act on a (not necessarily smooth or irreducible) variety X with finitely many orbits. Then the category mod G (D X ) is equivalent to the category of finite-dimensional modules of a finite-dimensional algebra.
Proof. We proceed by induction on the number of orbits. If X itself is an orbit O ∼ = G/H, then the result is trivial, since the correspondence in Theorem 3.3 gives an equivalence of categories between mod G (D X ) and the category of finite-dimensional representations of the finite group H/H 0 , which is a semi-simple category. Now we turn to the general case. To prove the theorem, it is enough to show that mod G (D X ) has enough projectives (or injectives, by duality D), since then one can obtain the algebra by taking the (opposite) algebra of endomorphisms of the direct sum of all projective covers (see [36, Lemma 1.2] ). Let U be an open orbit in X, and write Z = X \ U . We know that mod G (D U ) is semi-simple, and by induction mod G (D Z ) has enough projectives.
As usual, we assume we have an equivariant embedding φ : X ֒→ Y with Y smooth. Write
Recall the functor j ! := D • j * • D and the middle extension functor j ! * which is the image of the natural map j ! → j * (for more details, see [21] 
are precisely the simples in mod X G (D Y ) with support in X (see [21] ). Using adjointness, we can see that
The following result shows that there are no extensions between the simples L 1 , . . . , L k :
Proof of Lemma 3.6. By the embedding of categories in Lemma 4.1 (with H = G), it is enough to show that Ext
. This follows as the category mod G (D U ) is semi-simple; see the start of the proof of the theorem.
We return to the proof of the theorem. 
For each i = 1, 2, . . . , k, we choose basis elements e 
Taking the direct sum of all these sequences, we take its pushout via the diagonal projection onto I, obtaining the following diagram:
For an arbitrary i with 1 ≤ i ≤ k, we apply the functor Hom(L i , −) to the bottom row, which yields the exact sequence
since there are no extensions between L 1 , . . . , L k . However, the map d is an isomorphism by construction, hence Hom(L j , Q) = Ext 1 (L j , Q) = 0 for all j = 1, . . . , k. Also, applying the functor Γ Z to the bottom row, we obtain that Γ Z Q = I. Now, we construct inductively a sequence of D-modules
in the following way. Put Q 0 := Q. Assume we defined Q p−1 . If there is any simple S := S j for some 1 ≤ j ≤ m, such that Ext 1 (S, Q p−1 ) = 0, then we define Q p by choosing a non-split exact sequence
First, we claim that for any p we have
We have already shown the claim for p = 0. Now assume the claim is true for Q p−1 . Applying Γ Z to (3.7) we get an exact sequence
Assume the map φ is non-zero. Then φ must be surjective, since S is simple. Hence we get an exact sequence in mod
, and since I is injective in this category, the sequence must split. Choose a splitting ψ : S → Γ Z Q p , so φ • ψ = id. Then composing ψ with the inclusion Γ Z Q p ֒→ Q p yields a splitting of (3.7), which is a contradiction. Hence φ must be zero, i.e.
Applying Hom(L i , −) to (3.7) we get Hom(L i , Q p ) = 0, for any i = 1, . . . , k. Now we apply Hom(−, Q p ) to the sequence (3.5) and obtain an exact sequence
, giving the last part of the claim. Now let P := D(I). We show that the process of constructing
More precisely, applying Hom(P, −) to the sequence (3.7), we get the exact sequence
We have dim Hom(P, S) = 1, and Hom(P, Q p−1 ) = Hom(P, Γ Z Q p−1 ) = Hom(P, I) = Hom(P, Q p ), where the last equality follows since I = Γ Z P and P has support in Z. Hence dim Ext 1 (P, Q p ) = dim Ext 1 (P, Q p−1 ) − 1, and the process stops precisely when Q p is injective, so when p = dim Ext 1 (P, Q) and Ext
Remark 3.8. If X is D-affine and G reductive, Theorem 3.4 follows readily from Proposition 2.5.
In the non-equivariant setting, suppose there is a Whitney stratification on an algebraic variety X such that each stratum has a finite fundamental group, and let Λ denote the union of the closures of the conormal bundles of the strata. Then mod By the considerations in Section 2.2, the categories considered in Theorem 3.4 are in turn equivalent to the category rep( Q) of finite-dimensional representations of a quiver Q . One of the general goals of the paper is the following:
Problem. Determine the quiver with relations Q such that mod G (D X ) ∼ = rep( Q).
Such a quiver Q is called the quiver of mod G (D X ). For the construction of the quiver Q of a finite-dimensional algebra (hence of the category mod G (D X )), we refer the reader to [2] . In particular, the vertices of Q correspond to the simple equivariant D X -modules, and the number of arrows from vertex x to vertex y is equal to dim C Ext 1 (S x , S y ), the dimension of the extension group (in mod G (D X )) between the corresponding simple D X -modules S x , S y . Since simples have no self-extensions in mod G (D X ) (see Lemma 3.6) the quiver has no loops. Recall the moment (conormal) variety Λ(X, G) from (3.1).
Lemma 3.10. Suppose G is semi-simple and simply connected.
that is closed under extensions by Proposition 2.7. Hence, it is enough to show that any simple D-module in mod
Recall that regular simple D X -modules come from Deligne systems: irreducible local systems L on locally closed submanifolds C; these are in 1-to-1 correspondence with the simple representations of the fundamental group π 1 (C). The characteristic variety of the D X -module corresponding to L contains as one component the conormal to C. Since this is supposed to be in Λ, only G-orbits qualify for C. It remains to show that L is G-equivariant. Since G is connected and simply connected, the fundamental group π 1 (C) of an orbit C = G/H is isomorphic to the component group H/H 0 . The claim follows by Theorem 3.3.
We return to X being smooth and formulate a result on local cohomology that we use in Section 5 in the following form. 
Proof. Since O is smooth and closed in U , H We will need the following result on the geometry of the zero-fiber of the moment map µ : T * X → g * in (3.2). Recall that in our situation of finitely many orbits, the irreducible components of the zero-fiber (3.2) are just closures of the conormal bundles of the orbits. We have the following: Lemma 3.12. Let Z be an irreducible component of the scheme-theoretic fiber µ −1 (0), and x ∈ Z a closed point. Then x is a smooth point of µ −1 (0) if and only if G · x = Z.
Proof. We denote temporarily T * X by M . Differentiating the action of G on M induces a map
The moment map µ is induced from the map g → Γ(M, O M ), denoted ξ → H ξ . (Vector fields are functions on T * X, hence elements of O M ). Take a point x ∈ Z. Then µ −1 (0) is smooth at x if and only if dim span{dH ξ,x } ξ∈g = dim M − dim Z = dim Z. On the other hand, the canonical non-degenerate symplectic form on M induces an isomorphism T *
Recall that the characteristic cycle charC(M ) of a D-module M is the formal linear combination of the irreducible components of its characteristic variety counted with multiplicities (see [25] ). Note that Lemma 3.12 implies that Z has a dense G-orbit if and only if mult Z O µ −1 (0) = 1. Now let S 1 , . . . S n be all the (pair-wise non-isomorphic) simple equivariant D X -modules. Suppose that the support of S i is the orbit closure O i , and denote Z i = T * Oi X. Proposition 3.14. Let M ∈ mod G (D X ). Then Γ(X, M ) is a multiplicity-finite G-module. Moreover, for any irreducible G-module V λ corresponding to a dominant weight λ ∈ Π, we have the bound
Proof. Take an arbitrary λ ∈ Π. By Lemma 2.1 (a) and Theorem 3.3 both P (λ) and M are regular holonomic, hence Hom DX (P (λ), M ) is finite-dimensional (see [25, Theorem 4.45] ). This implies by 2.1 (b) that m λ (Γ(X, M )) is finite-dimensional. Clearly, it is enough to prove the result on the bound when M = S i is simple, for some i. For simplicity, put S = S i and Z = Z i . We have
We are left to show that mult
. Take the following filtration on P (λ):
where F k D X denotes the usual order-filtration on D X . Let gr(P (λ)) denote the associated graded object (pulled back to T * X).
The symbol of each Lie algebra element under the order filtration acts on gr(P (λ)) as zero and so we have a surjective map of O T * X -modules
Since Z is an irreducible component of µ −1 (0) this shows mult
Definition 3.15. For a (smooth, irreducible) G-variety X, we say that X is spherical, if X has an open B-orbit, for a Borel subgroup B of G. This is equivalent to X having finitely many B-orbits [6] .
If X is quasi-affine and Γ(X, O X ) is multiplicity-bounded, then X must be spherical by [1, Proposition 2.4.]; we provide the following result in the reverse direction: Theorem 3.16. Let X be a spherical G-variety and S be a simple equivariant D X -module. Then Γ(X, S) is a multiplicity-free G-module.
Proof. The support of S is the closure O of some G-orbit O. We put Z = T * O X; so mult Z S ≥ 1. By Lemma 2.1, we have m λ (Γ(X, S)) = dim Hom DX (P (λ), S). We claim that this number is bounded above by ≤ mult Z P (λ), for any λ ∈ Π, and so it is enough to show that mult Z P (λ) ≤ 1, for all λ ∈ Π. Indeed, Schur's lemma implies that a D X -morphism from a simple holonomic D Xmodule to itself is multiplication by a constant. Now fix some λ ∈ Π. Recall that the highest weight vector v λ generates P (λ) globally as in (2.3). We consider the following filtration on P (λ):
where F k D X denotes the usual order-filtration on D X . Fix now a concrete B that witnesses the sphericality of X. Let gr(P (λ)) denote the associated graded object (pulled back to T * X) and let O µ Corollary 3.18. Assume X is spherical. Then for any λ ∈ Π, the characteristic cycle of P (λ) is multiplicity-free. In particular, if S is a simple equivariant D X -module with Γ(X, S) = 0, then the characteristic cycle of S is multiplicity-free.
Proof. The first claim is immediate from the proof of Theorem 3.16. Now, since Γ(X, S) = 0, there is an λ ∈ Π such that m λ (Γ(X, S)) = 1. By Lemma (2.1), this gives a surjection P (λ) ։ S.
When X is a D-affine spherical variety, we obtain several additional results.
Corollary 3.19. Assume X is a D-affine spherical variety, and let P be an indecomposable projective (resp. injective) in mod G (D X ). Then the characteristic cycle of P is multiplicity-free.
Proof. By duality D, it is enough to consider the case when P projective, in which case it is the projective cover of a simple equivariant D-module S, say. Since X is D-affine, there is a λ ∈ Π with m λ (S) = 1. Then by Lemma 2.1 and Proposition 2.5, we have that P is a direct summand of P (λ). This concludes the proof by Corollary 3.18.
We record a consequence of Corollary 3.19 and the construction of Q. Section 5 is a case-bycase study of this class of quivers.
Corollary 3.20. Assume X is a D-affine spherical variety, and let Q be the quiver such that mod G (D X ) ∼ = rep( Q). Then the number of paths (up to relations) from vertex i to vertex j in Q is at most 1.
Proof. The number of such paths (up to relations) agrees with the number of copies of the simple at vertex j in a composition chain for the projective cover of the simple at vertex i.
Denote by ZU (g) the center of the universal enveloping algebra of g, and let D The irreducible representations X of a reductive group G that are of Capelli type were classified in [22] .
When X is of Capelli type, we have the following is stronger version of Theorem 3.16.
Theorem 3.22. Assume X is of Capelli type, and let S be a simple equivariant D X -module. Take any λ ∈ Π such that m λ (Γ(X, S)) = 0. Then P (λ) is the projective cover of S in mod G (D X ), and Γ(X, P (λ)) is a multiplicity-free G-module.
Proof. By Lemma 2.1 and Proposition 2.5, the projective cover of S is a direct summand of P (λ). To show that P (λ) is indecomposable, by Lemma 2.1 it is enough to show that m λ (P (λ)) = 1. Pick a basis v 1 , . . . , v k of the vector space V λ such that, say, v 1 = v λ is the highest weight vector. Since V λ is a simple U (g)-module, for any i = 1, . . . , k we have by the Jacobson Density Theorem an element ξ i ∈ U (g) such that ξ i · v i = v 1 and ξ i · v j = 0, for j = i (since the elements v 1 , . . . , v k are linearly independent over End U(g) (V λ ) = C).
Let W be a G-stable subspace of P (λ) that is G-isomorphic to the irreducible V λ , and let φ : V λ → W denote this isomorphism. Put w i := φ(v i ), for i = 1, . . . , k. As in 2.3, the element 1 ⊗ v λ generates the D-module P (λ). Therefore, for any i = 1, . . . , k, there is an element
Because G is reductive, by averaging we can produce an element d ∈ D G X , with d| V λ = φ. Since X is of Capelli type, there is an element u ∈ ZU (g) such that ρ(u) = d. But then there is a constant c ∈ C such that for any i = 1, . . . , k we have, since u ∈ Z(U (g)),
which gives W = V λ , φ = c · id, and so m λ (P (λ)) = 1. Now, since P (λ) is the projective cover of S, by Lemma 2.1 we have that for any other simple G-equivariant D-module S ′ not isomorphic to S, we must have m λ (S ′ ) = 0. This shows that the space of sections of non-isomorphic simple equivariant D-modules admit no common irreducible G-modules. By Corollary 3.18, this implies that P (λ) is a multiplicity-free G-module.
In particular, we see from the above that if m λ ′ (Γ(X, S)) = 0 for another λ ′ ∈ Π, then P (λ) ∼ = P (λ ′ ) as D X -modules.
Corollary 3.23. Let X be a spherical variety, and S and S ′ be non-isomorphic simple equivariant D X -modules with projective covers P, P ′ ∈ mod G (D X ), respectively. Assume that one of the following holds:
(a) charC(S) and charC(S ′ ) have a common irreducible component, (b) X is D-affine and charC(P ) and charC(P ′ ) have a common irreducible component, or (c) X is of Capelli type.
Then there are no common irreducible G-modules in Γ(X, S) and Γ(X, S ′ ).
Proof.
(a) By contradiction, assume that there is a weight λ ∈ Π such that m λ (Γ(X, S)) = m λ (Γ(X, S ′ )) = 1. Let Z be a common irreducible component of charC(S) and charC(S ′ ). By Lemma (2.1), both S and S ′ are composition factors of P (λ), giving mult Z P (λ) ≥ 2, contradicting Corollary 3.18. (b) Let Z be the common irreducible component of charC(P ) and charC(P ′ ) and assume by contradiction that there is a λ ∈ Π such that m λ (S) = m λ (S ′ ) = 1. Since X is D-affine, Lemma 2.1 implies that P (λ) surjects onto S, S ′ respectively. By Proposition 2.5, P (λ) is projective, and so the projections from P (λ) to S and S ′ must pass through the projective covers P, P ′ , which hence are direct summands of P (λ). This implies mult Z P (λ) ≥ 2, contradicting Corollary 3.18. (c) Follows from the proof of Theorem 3.22.
In particular, if X is of Capelli type this implies that for a simple equivariant D X -module S and λ ∈ Π such that m λ (Γ(X, S) = 0, we have [M : S] = m λ (Γ(X, M )), for any equivariant D Xmodule M . This shows that for spherical D X -affine varieties of Capelli type, the G-decomposition of an equivariant D X -module completely determines its composition series as a D X -module.
For the explicit G-decompositions of the simple equivariant D X -modules in the case of m × n matrices, skew-symmetric matrices and symmetric matrices (all three of Capelli type) and applications to local cohomology, we refer the reader to the papers [30, 45, 47, 48, 49] .
Some techniques for equivariant D-modules
Unless specified otherwise, we continue with the assumption that a connected linear algebraic group G acts on a smooth variety X. In order to describe the categories of equivariant D-modules in some concrete cases, we develop some useful techniques. Lemma 4.1. Let H be a connected closed algebraic subgroup of G, and Z an H-stable closed subset of X. Let Y be the maximal G-stable closed subset of Z, put U = X \ Z, and denote by j : U → X the open embedding. Then j * induces an embedding of categories ( i.e. fully faithful exact functor)
Proof. The only thing we need to prove is that j * is fully faithful. Take A, B ∈ mod G (D X ) Y . By adjunction, we have
Since Γ Z (B) = Γ Y (B) = 0, we have an exact sequence
Applying the functor Hom DX (A, −) to the sequence (4.2) we get
proving the claim.
Remark 4.3. Assume that G (resp. H) acts on X (resp. U ) with finitely many orbits (so that the associated quiver is finite). Since the embedding j * above sends simples to simples, in this case Lemma 4.1 implies that the quiver corresponding to mod G (D X ) Y is a subquiver (as defined in Section 2.2) of the quiver corresponding to mod H (D U ).
Lemma 4.4. Let G be a (not necessarily connected) linear algebraic group acting on a D-affine variety X. Let K denote the kernel of the action map (so K acts on X trivially), with identity component 
This completes the proof.
The following result is well-known (for the case of finitely many orbits according to 
In nice cases, this induces a direct relationship:
Proposition 4.6. Assume X is affine and G reductive acting on X with finitely many orbits. Then there is a (not necessarily connected) reductive subgroup H of G and an H-module V such that
Proof. On the open G-orbit, G-invariant functions are constant. So C[X] G = C, and X has a unique closed orbit. Let H be the stabilizer of an element of the closed orbit. Then we have a G-equivariant isomorphism X ∼ = G × H V , for some G-module V (see [43, Theorem 6.7] ). The result follows by Proposition 4.5.
Hence, for the rest of the paper we focus on connected reductive groups acting linearly on vector spaces.
4.2.
Bernstein-Sato polynomials. Let X be a vector space with a linear action of a connected reductive group G. In this section, we assume that X is a prehomogeneous vector space, that is, X has an open dense G-orbit (see [52] ); this holds for example if X has finitely many Gorbits. We discuss the notion of Bernstein-Sato polynomials in this setting. For more details, see [19, 25] .
Let f ∈ C[X] be a non-zero polynomial. Then there is a differential operator
We call such a function b f (s) the b-function of f if it is monic of minimal degree. All roots of b f (s) are negative rational numbers [25] . For any r ∈ C, we can consider the D X -module D X f r that is the D X -submodule generated by f r of the D X -module C[X] f · f r consisting of (multi-valued) functions of the form af r , where
r is regular holonomic (see [25] ). Clearly, D X f r+1 ⊆ D X f r , and when r is not a root of b f (s) then equality holds. Equality may hold even when r is a root, as shown in [50] . Moreover, if none of r, r + 1, r + 2, . . . is a root of b f (s), then D X f r is irreducible by [25, Corollary 6.25] . For more about the modules D X f r , see [59] for a survey. We call a non-zero polynomial f ∈ C[X] a semi-invariant, if there is an algebraic character σ ∈ Hom(G,
) and in this case we call σ the weight of f .
The D X -module D X f r is G-equivariant if and only if σ r is an algebraic character of G. Since X is prehomogeneous, the multiplicities m σ n (C[X]) = 1, for all n ∈ N (see [52] ). We have a non-zero dual semi-invariant
of weight σ −1 , which we view as a differential operator. We have (see [ We have the following result (which holds more generally for semi-invariants with multiplicityfree weights (see [29] )): Proof. Fix r = r k and let σ be the weight of f . First, we show that f r / ∈ D X f r+1 . Assume the contrary, i.e.
for some pairwise different dominant weights λ 1 , . . . , λ l . Then Q j · f r+1 lies in the isotypical component of weight σ r+1 λ j . Hence, Q j annihilates f r+1 unless λ j = σ −1 . So we can assume without loss of generality that Q is a semi-invariant differential operator of weight σ −1 . As in equation (4.8) , this implies an equation
is semi-simple as well, and using the argument in Lemma 2.6 (with v λ = f r ) we get that D X f r /D X f r+1 has a unique irreducible quotient, say L Proof. By the Riemann-Hilbert correspondence (see [21] ), it is enough to see that the fundamental group of U is π 1 (U ) = Z. As proved by Kyoji Saito and Lê Dũng Tráng, the complements of divisors that are normal crossing in codimension 1 have Abelian fundamental groups [57] . In case U is a G-orbit, say U ∼ = G/H, this gives an isomorphism H/H 0 ∼ = Z/dZ induced by the restriction of χ to H.
As usual, let B be a Borel subgroup of G containing a maximal torus T .
Lemma 4.13. Let G be a connected reductive group, V λ an irreducible G-module and v ∈ V λ a highest weight vector of weight λ. TakeG = G × C * , where C * acts on V λ by scalars in the usual way. Then the stabilizerG v is connected. Moreover, the stabilizer G v is connected if and only if λ is not a non-trivial power of a highest weight ( i.e. of a polynomial function on T ).
Proof. It is well-known that G · [v] is the unique closed G-orbit in P(V ), hence the stabilizer of [v] in P(V λ ) is a parabolic subgroup P of G. In particular, P is connected. Clearly,G v ∼ = P , and G v is the kernel of λ : P → C * . We have P/G v ∼ = C * , and since P/G 0 v is 1-dimensional, we must have P/G 0 v ∼ = C * induced by a map χ : P → C * . The map P/G 0 v → P/G v is then equivalent to a map C * → C * , which must be a k-th power map, for some k ∈ Z. Then λ = χ k . Hence, H = H 0 if and only if k ∈ {±1} if and only if λ is not a non-trivial power.
4.3. Twisted Fourier transform. Let X = C n be an affine space with the linear action of a connected reductive group G. First, we introduce the Fourier transform of a D-module. Let X * denote the dual space of X. We denote F the Fourier automorphism F : D X → D X * for which F (x i ) = ∂ i and F (∂ i ) = −x i for i = 1, . . . , n. It induces an involution M → F (M ) on D X -modules that preserves G-equivariance, and there is an isomorphism of G-modules
where det(X) = n X is the character of G induced by the composition G → GL(X) det −→ C * . So F is an involutive (covariant) functor giving equivalences of categories
Now let T ⊂ G be a maximal torus of G and B ⊂ G a Borel subgroup containing T . It is well-known that there is an involution θ ∈ Aut(G) such that θ(t) = t −1 for all t ∈ T and B ∩ θ(B) = T (see [42] ). If V is any G-module, we can twist the action of G by θ to obtain a G-module V * , which is isomorphic to the usual dual representation of V . Twisting the action of G on X by θ gives another functor Mod
Composing this functor with the Fourier transform
we obtain an involutive (covariant) functorF giving self-equivalences
We callF the twisted Fourier transform. By the above, if
Now assume that G acts on X with finitely many orbits. Then each G-orbit is conic, i.e. C * -stable. In fact, the following discussion holds more generally for conic subvarieties. We recall a relationship between the characteristic cycles charC(M ) and charC(F (M )). For a G-orbit O ⊂ X, there exists a G-orbit in O * ⊂ X * (the projective dual of O) such that under the natural identification T * X ∼ = T * X * we have (see [44] ,[56, Section 2])
This establishes a bijection between the G-orbits of X and the G-orbits of X * (for G not necessarily reductive), called the Pyasetskii pairing.
The automorphism θ gives another such bijection between the orbits of X and X * . Composing the two, we obtain an involution (also referred to as Pyasetskii pairing) on the G-orbits of X, which we will denote by
Then we have (see [20, Theorem 3 
Since in general it does not preserve inclusions of orbit closures (so it is not an automorphism of the corresponding Hasse diagram), the Pyasetskii pairing is difficult to describe explicitly (for examples, see [56] ). On the other hand, the Fourier transform is an (involutive) automorphism of the quiver Q corresponding to the category mod G (D X ). As can be seen in the next section, often one can obtain implicitly the Pyasetskii pairing by determining the Fourier involution on the quiver Q.
Although defined only for an affine space, the (equivariant) twisted Fourier transform can be lifted for a smooth affine variety using Proposition 4.6.
Categories of equivariant D-modules for irreducible spherical vector spaces
Throughout in this section let X be a vector space which is spherical with respect to the linear action of a connected reductive group G; such a space X is called a multiplicity-free G-space in the literature (see [22] ). To avoid possible confusion with Definition 2.4, we will call such X a G-spherical vector space. In this section we describe the categories of G-equivariant coherent D-modules using quivers with relations Q as in Theorem 3.4 for the G-spherical vector spaces that are irreducible representations. Such spaces were classified (up to geometric equivalence) by Kac [24, Theorem 3.3] , and include the spaces of m × n matrices, skew-symmetric matrices and symmetric matrices.
We say two rational representations ρ 1 :
For example, any representation is geometrically equivalent to its dual representation (see Section 4.3).
Now we recall the above-mentioned list, and refer to [24] for the notation.
Theorem 5.1. Up to geometric equivalence, a complete list of irreducible spherical vector spaces of connected reductive groups is as follows:
(1) GL n ⊗ SL n , SL m ⊗ SL n for m = n, Sym 2 GL n , 2 SL n for n odd, 2 GL n for n even,
The following is our main result.
Theorem 5.2. Let G be a connected reductive group and X an irreducible G-spherical vector space. Then mod G (D X ) ∼ = rep( Q), where Q is a quiver given (up to some isolated vertices) by:
The quiver EE 6 as in (2.13), if G → GL(X) is geometrically equivalent to Sp 4 ⊗ GL 4 , or (c) A disjoint union of quivers of type AA as in (2.9), otherwise. In particular, if G → GL(X) is not equivalent to Sp 4 ⊗ GL 4 , then there are (up to isomorphism) only finitely many indecomposable G-equivariant coherent D X -modules.
In this section, we give a proof of this theorem by a case-by-case consideration according to Theorem 5.1. We note that the classification above is only up to geometric equivalence, and by Lemma 4.4 the categories of equivariant D X are not necessarily the same for two geometrically equivalent representations. Hence, in each case ρ : G → GL(X) in Theorem 5.1 we mention how the categories can change with the choice of a different groupG → ρ(G). By Lemma 4.4, we can assumeG to be a covering group of ρ(G). We will see that for each of these cases the quiver of modG(D X ) differs only by some isolated vertices from a union of connected components of the quiver of mod G (D X ). To this end, we will compute most of the fundamental groups of the orbits and use Proposition 5.3 below.
For some of these cases, the quivers corresponding to mod rh Λ (D X ) were described in [5, 37, 38, 39, 40, 41] . We note however that the description of the category mod -orbit is a (G, G)-orbit, and mod 
Proof. The claim about G-orbits that are also (G, G)-orbits follows by [24, Proposition 3.3] . If (G, G) is also simply connected, the claim about the categories follows by Lemma 3.10. The only case when (G, G) is not simply connected is SO n ⊗C * . However, in this case Z has only one nonzero orbit, which is the orbit of the highest weight vector. By working with the group Spin n , we see using Lemma 4.13 that the stabilizer is connected, hence the orbit is simply connected.
In general, mod
, but in our cases we will see that often equality holds.
The quivers that we describe resemble to some extent the holonomy diagrams obtained in [27] . The reduction techniques we use for the spaces of matrices are similar to the slice methods used in [29] to compute the b-functions of their semi-invariants.
5.1. The space of m × n matrices. Let X = X m,n be the space of m × n matrices together with the action of
, where M ∈ X and (g 1 , g 2 ) ∈ G. Assume without loss of generality that m ≥ n. Then we have n + 1 orbits O 0 , O 1 , . . . , O n , where O i is the subset of matrices of rank i. Moreover, each orbit has a connected stabilizer. By Theorem 3.3 we have n+1 irreducible equivariant D X -modules, all fixed under duality D. We denote the corresponding vertices of the quiver AA n+1 by (0), (1), . . . , (n) (from left to right), where AA n+1 the obvious extension of the quiver in (2.9) with additional vertex (0). Theorem 5.4. Take X = X m,n and G = GL m (C) × GL n (C) as above. Then we have:
Proof. We prove the result by induction on n. For n = 0 (i.e. X = {0}) the result is clear. Now take any n > 0. Recall the full category mod G (D X ) 0 as in Lemma 4.1 with Y = {0}. First, we construct a functor
Let X x11 denote the principal open set x 11 = 0. This is an H-stable subset, where H is the subgroup of G of matrices of the form
where x, y ∈ C * , v (resp. w) is a column (resp. row) vector in C m−1 (resp. in C n−1 ), and (A, B) ∈ G m−1,n−1 . By Lemma 4.1, the restriction j Note that the factor C * is acting trivially on X m−1,n−1 , and since C * is connected, we have
It is easy to see that the natural map
is an isomorphism of H-varieties. Hence we define F in (5.5) to be the composition of j * with the isomorphism from Proposition 4.5. In particular, F is an embedding of categories.
Now take the open orbit U = O n with the inclusion j ′ : U → X. The category mod G (D U ) is equivalent to that of vector spaces since the stabilizer is connected. In particular, O U is a simple injective in mod G (D U ), and by adjunction, we see that j ′ * O U is injective and indecomposable (but perhaps not simple) in mod G (D X ). Now we discuss according to the two cases of the theorem: square and non-square.
(a) j 
. For all r = 0, −1, . . . , −n + 1, we have exact sequences
Applying Lemma 2.6 to D X f r−1 /D X f r+1 , we see that these exact sequences do not split. Let Q ′ be the quiver obtained from Q by erasing vertex (0) together with the arrows α 1 , β 1 . Then Q ′ corresponds to the category mod Gm,n (D Xm,n ) 0 . By induction, we know that the quiver
with relations α i β i = 0 = β i α i for all i = 1, . . . , n − 1. Since the functor F in (5.5) is an embedding, Q ′ is a subquiver of the quiver Q n−1 (see Remark 4.3) . This implies Q ′ = Q n−1 (with vertex (i) of Q ′ corresponding to vertex (i−1) of Q n−1 ) and imposes the relations α i β i = 0 = β i α i out of a total 2n+ 1 simple equivariant D X -modules. From the proof of Theorem 5.9, it turns out that we have equality Df r /Df r+1 = L r f for all roots r, and these will correspond precisely to the non-isolated vertices of the quiver Q. The other n − 1 simples will correspond to isolated vertices in Q (i.e. no arrows connected to them), moreover, they have no sl n (C)-invariant (non-zero) sections. This was shown in [45, 46] by explicit computations, and so it provides a counterexample to a conjecture of T. Levasseur [28, Conjecture 5.17] . We give a simple conceptual proof of this.
Proposition 5.8. Up to isomorphism, there are precisely n−1 simple G-equivariant D X -modules that have no (non-zero) sl n (C)-invariant sections.
Proof. An sl n (C)-invariant section of a GL n (C)-equivariant D X -module is GL n (C)-semi-invariant of weight det k , for some k ∈ Z. Using Proposition 4.9, we see that for all the possible powers k ∈ Z, there is exactly one simple D X -module with a non-zero GL n (C)-semi-invariant section of weight det k among the n + 2 simples
Since Sym 2 C n is of Capelli type (see [22] ), we conclude by Corollary 3.23 (c) that the other n − 1 simples do not contain (non-zero) sl n (C)-invariant sections. Now we proceed with the determination of the quiver Q, which has 2n + 1 vertices. We introduce the following notation. We label by vertex (i) (resp. (i) ′ ) the simple in mod G (D X ) with support O i corresponding to the trivial (resp. non-trivial) G-equivariant simple local system on O i , which in turn corresponds to the trivial (resp. sign) representation of the two-element group Z 2 = {±1}. By convention, (0) = (0)
′ . Let ǫ denote 0 if n is even and 1 if n is odd.
Theorem 5.9. Take X = Sym 2 C n and G = GL n (C) with the notation as above. The category mod G (D X ) is equivalent to rep( Q), where the following are connected components of Q
with all 2-cycles zero, and the other n − 1 vertices of Q are isolated.
Proof. The proof is similar to the proof of Theorem 5.4 and we proceed by induction on n. The case n = 1 holds, by inspection. Now take any n > 0, and put X n := X, G n := G. We construct a functor F as in (5.5)
Let X x11 denote the principal open set x 11 = 0. This is an H-stable subset, where H is the subgroup of G of matrices of the form H = x 0 v A , where x ∈ C * , v is a column vector in C n−1 , and A ∈ G n−1 . By Lemma 4.1, the restriction j
is an embedding of categories.
We embed X n−1 into X x11 by placing an (n − 1) × (n − 1) symmetric matrix M as 1 0 0 M .
which we embed into H by placing a tuple (A, ±1) as ±1 0 0 A . Note that the factor Z 2 is acting trivially on X n−1 , hence
by Lemma 4.4. It is easy to see that the natural map
is an isomorphism of H-varieties. Hence we let F be the composition of j * with the isomorphism from Proposition 4.5. In particular, F is an embedding of categories.
By induction, we know that the quiver Q n−1 of mod
with all 2-cycles zero. Hence, we can write mod G ′ n−1
is just another copy of the quiver Q n−1 . The reason for this extra copy is that the component groups of the H-stabilizers of the orbits in X x11 are isomorphic to Z 2 × Z 2 . These component groups Z 2 × Z 2 map naturally to the corresponding component groups Z 2 of the G-stabilizers of the non-zero orbits in X via (a, b) → ab, for a, b ∈ {±1}. Under this map Z 2 × Z 2 → Z 2 , the trivial representation of Z 2 induces (by "restriction") the trivial representation of Z 2 × Z 2 , and the sign representation sgn of Z 2 induces the representation sgn ⊗ sgn of Z 2 × Z 2 . This gives which of the simple H-equivariant D Xx 11 -modules are actually restrictions of G-equivariant D X -modules.
Let Q ′ be the quiver obtained from Q by erasing vertex (0) together with the arrows connected to it. Then Q ′ corresponds to the category mod Gn (D Xn ) 0 . Since the functor F is an embedding, Q ′ is a subquiver of the quiver Q n−1 ∪ Q − n−1 (see Remark 4.3). By the discussion above regarding the component groups, the embedding of quivers is achieved as follows: for any i = 1, . . . , n, the vertex (i) of Q ′ is sent to vertex (i−1) of Q n−1 , while the vertex (i) ′ of Q ′ is sent to vertex (i−1)
By erasing the other vertices of Q n−1 ∪ Q − n−1 (that is, disregarding the H-equivariant D Xx 11 -modules that do not come from G-equivariant D X -modules), we obtain that Q ′ must be a subquiver of the following quiver (with all 2-cycles zero)
together with n − 1 isolated vertices. As in the proof of Theorem 5.4, due to the composition series of C[X] f and C[X] f · f 1/2 we can see that in the above quiver there are no other relations among the arrows. Applying the twisted Fourier transform, we see thatF
when n is even (resp. odd), which shows that the vertex (0) attaches to the bottom (resp. top) component of Q ′ in the desired way. It is easy to see that the SL n -stabilizers of the non-open orbits have two connected components, hence their fundamental groups are equal to Z 2 . Moreover, by Proposition 5.3 we have mod
, while when n is odd, the quiver of mod ρ(G) (D X ) is only the top component of Q (together with the respective isolated vertices). Now letρ :G → ρ(G) be a covering group with kernel K. When n is even, then a simplẽ G-equivariant D X -module that is not G-equivariant must have full support, and correspond to an isolated vertex (see similar argument in the proof of Theorem 5.4). When n is odd, note that π 1 (ρ(G)) = Z and so K = Z/kZ for some k ∈ N. If k is even, thenρ factors through ρ, and as before, a simpleG-equivariant D X -module that is not G-equivariant must correspond to an isolated vertex. If k is odd, then all stabilizers of the non-open orbits must be connected, so again the quiver of modG(D X ) can have only isolated vertices in addition to the quiver of mod ρ(G) (D X ).
5.4.
The cases of type Sp 2n ⊗ GL m . Here, we discuss the cases Sp 2n ⊗ GL 2 , Sp 2n ⊗ GL 3 (both cases with n ≥ 2), and Sp 4 ⊗ GL m for m ≥ 4.
First, let us recall some general facts about the representations of type Sp 2n ⊗ GL m . Here the group G = Sp 2n × GL m acts on the space X of 2n × m matrices in the obvious way. In other words, the action is the restriction of the action from Section 5.1, by restricting the group GL 2n to Sp 2n . There are finitely many orbits, given as follows. Let Y be a generic 2n × m matrix with variable entries, and let Y 0 be any 2n × m matrix. If J is the 2n × 2n skew-symmetric invertible matrix defining Sp 2n then each G-orbit is determined by two data (see [22, 32] ): rank and isometry type. These data are described by r = rank Y 0 and s = rank Y t 0 JY 0 , respectively. We will denote by O r,s the orbit corresponding to the data (r, s). There are some restrictions on such pairs of non-negative integers: 2r − 2n ≤ s ≤ r ≤ m, and s must be even. 
There is a non-constant semi-invariant f on X if and only if m ≤ 2n and m is even, in which case it is given by the Pfaffian of Y t JY (recall, Y is generic). In this case, f has degree m and the roots of the b-function of f are −1, −3, . . . , −m + 1 and −2n, −2n + 2, . . . , −2n + m − 2 (see [27, 29] ). In particular, the hypersurface f = 0 is normal by [51, Theorem 0.4] and we can apply Lemma 4.11. This implies that the stabilizer of the open G-orbit is always connected. The following result will be sufficient to establish the simply connectedness of most of the encountered G-orbits.
Lemma 5.12. Let (r, s) be with either s = 0 or s = r < m. Then the orbit O r,s is simply connected.
Proof. We identify X with the space of linear maps Hom(E, F ), where dim E = m and dim F = 2n. Let ω be the symplectic form on F .
First, consider the case s = 0. Then we must have r ≤ n. Notice that the image of an element φ ∈ O r,0 is isotropic with respect to ω, hence an element of the isotropic Grassmannian IGr(r, F ) (of all isotropic subspaces). This gives a fiber bundle where the fiber Z can be identified with maps in Hom(E, C r ) of rank r. The space IGr(r, F ) is simply connected, as (like Gr(r, F )) it is the quotient of a simply-connected group by a connected group. If r < m, then Z is simply connected too, in which case the exact sequence of homotopy groups attached to the fibration gives that O r,0 is simply connected as well. So we can assume r = m, where π 1 (Z) = Z. Then take O r ⊆ X to be the maps of rank r. Since m = r ≤ n < 2n, O r is simply connected. The fiber bundle (5.13) can be realized as the pull-back of the fiber with all 2-cycles zero, and (1, 0) is an isolated vertex.
Case 2: Sp 2n ⊗ GL 3 , with n ≥ 2.
Then there are 6 orbits (r, s) ∈ {(0, 0), (1, 0), (2, 0), (2, 2), (3, 0), (3, 2)} of codimensions 6n, 4n− 2, 2n − 1, 2n − 2, 3, 0, respectively (except when n = 2, when there is no orbit corresponding to (3, 0)). We note that among all the examples in this paper, this is the only case (n ≥ 3) when the orbits are not linearly ordered with respect to the inclusion of orbit closures, as O 2,2 is not in the orbit closure of O 3,0 . (see [22] ). We will discuss according to two cases: n = 2, and n ≥ 3.
First, we discuss the case n = 2 with 5 orbits. The complement of the (open) orbit of (3, 2) has codimension ≥ 2, hence it is semi-simple and the pushforward of the simple at (3, 2) to X is C [X] . But this push-forward must be the injective hull of the simple at (3, 2) and so (3, 2) is has no arrows going out, and by duality also not in. By the Fourier transform, the same is true for (0, 0). By Lemma 3.11, we have an exact sequence (with U = X \ O 2,0 )
(X, O X ).
Since O 2,2 is just the variety of singular matrices, the simple D X -module corresponding to (2, 0) does not appear as a composition factor in the D X -module H (X, O X ), by the case of generic matrices. This shows that there is an arrow from (2, 0) to (2, 2) . Using the twisted Fourier transform, we obtain that the quiver of mod G (D X ) is a subquiver of the type AA 3 quiver
with all 2-cycles zero, and (3, 2) and (0, 0) are isolated vertices. (Note that the Fourier transform switches (2, 2) and (1, 0). It must therefore send (2, 0) to itself. Hence the arrows between (2, 0) and (1, 0)). To see that the quiver is AA c 3 as in (2.12), we show that the composition (2, 2) → (2, 0) → (1, 0) is zero (this implies that (1, 0) → (2, 0) → (2, 2) is also zero). This follows from the following result.
Lemma 5.14. Let P 2,2 be the projective cover in mod G (D X ) of the simple D X -module S 2,2 supported on O 2,2 . Then the holonomic length of P 2,2 is two.
Proof. By the quiver description of mod G (D X ), the length of P 2,2 is either two or three. Hence, it is enough to show that the closure of the conormal bundle T * O1,0 X is not an irreducible component of the characteristic variety of P 2,2 . We note that S 2,2 is also a GL 4 × GL 3 -equivariant D X -module. By [45] , the irreducible GL 4 × GL 3 -representation 2 C 4 ⊗ Sym 2 C 3 appears in S 2,2 with multiplicity one. Restricting GL 4 to Sp 4 , we obtain that the G-representation V = triv ⊗ Sym 2 C 3 appears in the G-decomposition of S 2,2 . Since Sp 4 ⊗ GL 3 is of Capelli type by [22] , we have P (V ) ∼ = P 2,2 according to Theorem 3.22. On the other hand, P (V ) has an explicit D-module presentation as described in (2.3). Implementing this presentation in the software Macaulay 2 (see [18] ), we obtained generators of the corresponding characteristic ideal, whose zeroes form the characteristic variety of P 2,2 . Among these we choose the following generator with all 2-cycles zero, and (0, 0), (1, 0), (3, 2) , (4, 4) are isolated vertices. Now let m = 4. If we delete the vertex (2, 0) of the quiver of mod G (D X ), we obtain a quiver of type AA 5 , by Theorem 5.4. By Lemma 3.11, there is an arrow (2, 0) → (2, 2), but there are no non-zero paths from (2, 0) to (3, 2) . Using the twisted Fourier transform, we obtain that the quiver of mod G (D X ) is of type EE 6 (2, 0)
5.5. The other cases. Lastly, we discuss the cases Sp n , Spin 10 , SO n ⊗C * for n ≥ 3 , Spin 7 ⊗C * , Spin 9 ⊗C * , G 2 ⊗C * , E 6 ⊗C * in this order. Since the techniques are analogous to the previous cases, we skip the details. For the orbit structure of these spaces, cf. [22, pg. 607-608] .
Case 4: Sp 2n
Here the group G = Sp n acts on its fundamental representation X that is 2n-dimensional. There is only one non-zero orbit, whose complement has codimension ≥ 2 in X. Hence, the orbits are simply connected, and the quiver of mod G (D X ) = mod G×C * (D X ) = mod rh Λ (D X ) consists of 2 isolated vertices.
Case 5: Spin 10
Here G = Spin 10 and X is the even half-spin representation. There are only 2 non-zero orbits. The open orbit has complement with codimension ≥ 2, and the highest weight orbit has connected G-stabilizer by Lemma 4.13. Hence, all orbits are simply connected, so that the quiver of mod G (D X ) = mod G×C * (D X ) = mod rh Λ (D X ) consists of 3 isolated vertices. (Since there is no semi-invariant, the simple on the big orbit is isolated, and by duality so is the simple on the point. Hence, so must be the last. Compare the argument in the case Sp 2n ⊗ GL 3 above).
Case 6: SO n ⊗C * for n ≥ 3
Here G = SO n ×C * acts on the fundamental representation X of dimension n. There are 2 non-zero orbits, the open orbit O 2 , and O 1 whose closure is a hypersurface. The quadratic semi-invariant f has degree 2, and the roots of its b-function are −1, −n/2 (see [27, 29] ). As seen in Proposition 5.3, O 1 is simply connected. By Remark 4.12, there are (up to isomorphism) two simple equivariant D-modules with full support. Using our previous methods, we obtain readily the following: Theorem 5.16. Let G = SO n ×C * and X as above. Then mod G (D X ) ∼ = rep( Q), where the quiver Q has two connected components as follows.
(a) if n is even, then Q is of type AA 3
with all 2-cycles zero, and (2 ′ ) is an isolated vertex. (b) if n is odd, then Q is
with all 2-cycles zero.
