We prove existence of a ground state within the Hartree-Fock theory for atoms and molecules, in the presence of self-generated magnetic fields, with and without direct spin coupling. The ground state exists provided that the total charge Z of the K nuclei exceeds N , where N is the number of electrons, and, in the spin-polarized case, provided in addition that the nuclear charge is not too high.
I. INTRODUCTION
In this paper we study the Hartree-Fock model for a system of electrons interacting with static nuclei through the Coulomb potential, in the presence of direct coupling. In particular, we prove existence of a ground state when the system is neutral or positively charged. We consider a system of N electrons and K nuclei of charge (Z 1 , . . . , Z K ), Z k > 0 for all k, in the Born-Oppenheimer approximation. The many-body Hamiltonian including electron spin-magnetic field interactions that describes such a system system is:
where
is the potential generated by the nuclei, R k is the position of the k-th nucleus and I 2×2 is the 2 × 2 identity matrix. The Hamiltonian H SM acts on the Hilbert space of normalized, N particle, antisymmetric electron wave functions defined by
In other words, the electron wave function Ψ(x 1 , s 1 , . . . ,
) is a function of both spatial and spin variables, x j ∈ R 3 and s j ∈ − The form domain of H SM , which corresponds to the set of admissible wave functions, is:
The first term in (1) is the Pauli kinetic energy operator, and A is the magnetic vector potential. In this paper we assume that there are no externally applied magnetic fields, and therefore the magnetic potential appearing in (1) is the one self-generated by the orbital motion of the electrons.
The Pauli kinetic energy operator σ j acts on the j-th variables of Ψ ∈ W and contains the Pauli matrices: The non-relativistic quantum energy of the system is given by:
Note that B = ∇ × A is the magnetic field generated by A, and therefore the last term in (2) is the magnetic field energy. The Hamiltonians (1) and (2) are dimensionless in the Hartree units. In particular, in these units, α = is the fine structure constant, where is the Planck's constant divided by 2π, e is the elementary charge, c is the speed of light and 0 is the permittivity of vacuum.
If we include the interactions between the electron's self-generated magnetic field (that is, the magnetic field due to the electron's orbital motion) and the intrinsic electron spin into our model, then we must define the ground state energy of the system as:
Note that the minimization in (3) is carried among both the wave functions and the magnetic vector potential. For the vector potential A, we choose the Coulomb gauge, i.e. we assume that ∇ · A = 0.
Problem ( and Yau showed that the Pauli operator σ · (i∇ − A) has zero as an eigenvalue. This means that there exist non zero solutions to σ ·(i∇−A)Ψ = 0. As a consequence of this, the kinetic energy might not be enough to control the potential and magnetic energies. Specifically, if we rescale Ψ, we can drive the total energy to −∞ for certain values of the nuclear charge and obtain instability. This is not possible when direct coupling is not present, as a consequence of the Lieb-Thirring and Diamagnetic inequalities (see Ref. 5 and Ref. 6, respectively) which provide the bound:
, where ρ Ψ is the total electronic density associated with Ψ, that is In this paper, we focus on proving the existence of a ground state in the Hartree-Fock theory with direct coupling and self-generated field. A Hartree-Fock theory starts by considering wave functions of the following form:
where ψ 1 , . . . , ψ N is an orthonormal set of one-electron wave functions, that is ψ j ∈
We denote by W Slater the subset of W consisting of all finite energy Slater determinants.
Standard algebraic calculations show that the quantum energy (2) for a Slater determinant
C 2 is the total electron density associated with the Slater determinant and γ(x, y) = N j=1 ψ j (x) · ψ j (y) ∈ 2×2 (C), is a 2 × 2 matrix. We adopt here the same notations as in Ref. 3: for vector fields (A or B)
and, analogously,
In the absence of magnetic fields, the existence of a Hartree-Fock ground state for In our work, we consider spin-orbit interactions and prove existence of a ground state for a wider class of vector potentials, namely A ∈ L 6 (R 3 ) and ∇ × A ∈ L 2 (R 3 ), which are self-generated. We define the Hartree-Fock ground state energy as:
Any minimizer to (6) is called a Hartree-Fock ground state.
Although the classical formulation of the Hartree-Fock problem involves the wave functions, from a mathematical point of view, it is more convenient to work with density matrices. To be more specific, to any wave function Ψ ∈ W we associate the corresponding N -body spin-density matrix Γ Ψ , defined as the self-adjoint operator on
, whose kernel is given by:
We define the set of pure-state N -body spin-density matrices as:
Analogously, the set of Slater-state N -body spin-density matrices is defined as:
The convex hull of M pure is the set of mixed-state N -body spin-density matrices, defined as
and, as shown by Coleman in Ref. 26 , it coincides with the convex hull of M Slater . For every Γ ∈ M mixed , we define the associated 1-body spin-density matrix:
where for a, b = +/−, we have:
We denote the set of mixed-state 1-body spin-density matrices by D = {γ Γ : Γ ∈ M mixed }.
In Ref. 26 , Coleman proves that:
where by the 1-body spin-density matrices associated to Slater determinants, instead, is equal to the set of rank-N projections:
Note that, as a consequence of the Spectral theorem (see Chapter VII of Ref. 27 ), every
. In other words, we have that:
with 0 ≤ λ k ≤ 1,
Clearly, φ k are eigenfunctions of γ with corresponding eigenvalues λ k and the components of γ have the form:
where a, b = +/ − .
Simple algebraic calculations imply that for any Slater determinant Ψ =
following identity follows:
where we define:
and
is the total electronic density associated to γ Γ Ψ , with γ Γ Ψ decomposed according to (10) .
Note that the definition of the energy (11) can be extended to mixed-states. In other words, (11) is well defined for any (γ, A) such that:
Moreover, Lieb's variational principle (see Ref. 28) implies that minimizing over mixedstates or rank-N projections does not change the value of the ground state. A simple proof of this is given by Bach in Ref. 29 and it can be easily adapted to the spin-magnetic case.
Hence, it is clear that recasting problem (6) in terms of the 1-body spin-density matrices leads us to the following variational problem:
The main result of this paper is the following theorem, whose proof is outlined in the next section: Using similar ideas to those employed in the proof of Theorem I.1, we can also prove existence of Hartree-Fock minimizers for spinless Coulomb systems interacting with selfgenerated magnetic fields, as provided by the following theorem:
there exists a minimizer (γ, A) ∈ C for the spinless counterpart of Problem (15):
Remark I.4. Note that, in the spinless case, we do not need to impose the condition for magnetic stability on the single nuclear charges and the theorem holds true for any neutral or positively charged system.
The article is organized as follows: in Section II, we prove Theorem I.1. Our proof is based on variational techniques applied to the Hartree-Fock energy functional. In particular, it relies on the fact that we can relax the trace constraint on the density matrix γ, solve the relaxed problem using the direct method of calculus of variation and finally show that the minimizer to the relaxed problem has in fact the right trace (i.e. Tr(γ) = N ). This last fact is a consequence of Lemma II.15 that characterizes the eigenvalues of the operator defined by the Euler-Lagrange equations associated to (15) . This Lemma will be proved in Section III. Theorem I.3 follows directly from the proof of Theorem I.1.
II. PROOF OF THEOREM I.1
As we have seen, the first step in our proof is to relax the trace constraint. In the following lemma we prove that the ground state is not affected by this relaxation.
Lemma II.1. The following equality holds
is the relaxed problem,
Remark II.2. Given two Hermitian matrices R, S ∈ C N ×N , we say that R ≤ S if
Proof. We begin by noticing that we can replace C R in (20) by:
denotes the space of smooth functions with compact support. This follows from the fact that finite rank operators are dense in
and functional (4) is continuous in the strong topology of D R .
It is clear that E R SMHF ≤ E SMHF since we are minimizing on a larger class of admissible functions. Thus, we just need to prove that for every (γ, A) ∈ C R 0 ,
Since γ is finite rank and compact support, it can be decomposed as:
, we can find a compact set Ω ⊂ R 3 such that supp(ψ
T where φ +/− k are smooth functions with compact support such that supp(φ
2 ) = δ k and such that if we define:
with the coefficients n k conveniently chosen, then Tr( γ) = µ.
Moreover, we require that:
Note that if A = 0 this can always be achieved by rescaling φ k , and for general A ∈ L 6 (R 3 ) this can always be achieved by rescaling and translating φ k .
Let e 0 ∈ R 3 be a unit vector such that supp(φ
for all n ∈ N, and define ψ
Since φ k and φ j have compact support, the only surviving terms are
and Tr(γ n ) =
we have that
Thus, we obtain that
Since δ > 0 is arbitrary, the conclusion follows.
To prove the existence of minimizers for the relaxed problem, we follow the direct method of the calculus of variations. As a first step, we prove that any minimizing sequence of (20) is bounded in an appropriate norm, to be specified later. Hence, we will be able to extract a weakly convergent subsequence, and the existence of minimizers will be established once we prove that functional E SMHF is weakly lower semicontinuous. To show boundedness of any minimizing sequence we use the following result, which is an extension of a similar result proved in Ref. 4 in the many-body case:
depending solely on N and α, such that for every (γ, A) ∈ C,
Proof. From the the proof of Theorem 1, part (A) of Ref. 4 , we deduce that there exist positive constants K 1 and K 2 such that for any (Ψ, A) ∈ D SM , the following inequality holds:
Moreover, for any (γ, A) ∈ C, we have that γ ∈ D and the proof of Lieb's variational principle (see Ref. 28) implies that there exists Γ ∈ M mixed such that γ = γ Γ and Tr(
On the other hand, by the definition of M mixed , we know that Γ =
Hence, the following inequalities hold:
as claimed.
We are now able to prove the following lemma, which together with Lemma II.3 establishes the coercivity of functional E SMHF in C:
Proof. Since the ground state energy E SM is always a lower bound for E SMHF , it follows from the magnetic stability result proved in Ref.
Consider a minimizing sequence (γ n , A n ) n∈N ∈ C for (20) , that is, for every n ∈ N, (γ n , A n ) ∈ C and
Note that, given Lemma II.1, it is always possible to find a minimizing sequence for (20) that is in C rather than C R . Since (γ n , A n ) ∈ C, as a consequence of the Spectral Theorem (see Chapter VII of Ref. 27) we can write:
and 0 ≤ λ
Each component of γ n is given by:
Given that (γ n , A n ) is a minimizing sequence and the ground state energy is finite, it follows that E SMHF (γ n , A n ) is a bounded sequence, which means that ∃M 1 > 0 such that
As a consequence of Lemma II.3, we get that for every n
This implies that {∇ ×
Besides, simple algebraic calculations provide that, for any (γ, A) ∈ C, it holds:
where m γ = Tr C 2 (σ · R γ ) is the spin angular momentum density, R γ (x) ∈ M 2×2 (C) is the electronic spin-density matrix associated to γ and the last term in (26) is the direct coupling.
For γ trace class, the 2 × 2 matrix
with a, b = +/− and where γ is decomposed according to (10) . The total electronic density associated to γ is defined as:
As a consequence of (26), we can write:
We consider each term in the energy separately. First, note that Cauchy-Schwarz inequality for series implies that
and therefore:
As it concerns the direct coupling term, the Cauchy-Schwarz inequality provides that
where the last inequality follows from (25) .
By definition, we have that
and, consequently, that
where (31) follows from the fact that ρ −+ γn = ρ +− γn and from the standard inequality −2ρ
Given ( 
Proof. First, note that, for a = +/− and γ decomposed as γ =
where (33) follows from the discrete Cauchy-Schwarz inequality and (34) follows from the diamagnetic inequality. Integrating on both sides leads to
which together with the Sobolev inequality implies that
with M 3 positive constant. In the same way, when a, b = +/−, we denote
For this function, analogously to (33), we have
If we integrate on both sides, apply Hölder's inequality and (35), we obtain
with M 4 positive constant. Furthermore, the Sobolev embedding is also in L 1 (R 3 ), given the inequality
As a consequence, we have that (36), (37) and the interpolation inequality provide the
Finally, since |ρ It is now clear that (29) , (31), Lemma II.5 and Young's inequality imply that for every
At this point, the only term we still need to control is the potential term. Note that the potential can be decomposed as:
where, given a set T , 1 T denotes its indicator function.
, for every > 0. Hölder's inequality implies that
If we apply (32) with p = 1 and p = 3 − respectively, we obtain:
where M 7 is a positive constant and 0 ≤ α 1 < 1. Again, Young's inequality provides that for every η > 0, ∃M 8 > 0 constant such that:
If we collect the inequalities in (28), (39) and (42), we obtain:
where K 3 = M 6 + M 8 , and the desired result follows by choosing η < 1/8.
As a consequence of Lemmas II.3 and II.4, we get that, given any minimizing sequence
uniformly bounded in L 2 (R 3 ) and R, respectively. By the Gagliardo-Nirenberg inequality and the fact that ∇ · A n = 0, we also obtain that:
which means that {A n } n∈N is uniformly bounded in L 6 (R 3 ).
Note that for each φ n k in (23) , it holds that i∇φ
In addition, for every η > 0, there exists a constant G 1 > 0, independent of n, such that:
where the inequalities above follow, respectively, from Hölder's inequality, interpolation inequality, the fact that φ n k have unit L 2 -norm and the Sobolev inequality, uniform boundedness of {A n } n∈N in L 6 (R 3 ) and Young's inequality. From (45) and (46), we deduce that,
which implies that
where G 2 , G 3 are positive constants independent of n.
Finally, recalling that {Tr((i∇ − A n )γ n (i∇ − A n ))} n∈N is uniformly bounded, we conclude that the sequence {γ n } n∈N is also uniformly bounded in the Banach space:
As a consequence, there are α ∈ L 6 (R 3 ) such that ∇ × α ∈ L 2 (R 3 ) and γ ∈ B such that, by passing to a subsequence,
Furthermore, the Rellich-Kondrachov Theorem, Lemma II.5 and the Banach-Alaoglu Theorem imply that all components of R γn converge to their respective components of R γ strongly in L p loc (R 3 ) for 1 ≤ p < 3, weakly in L p (R 3 ) for 1 ≤ p ≤ 3 and pointwise almost everywhere.
A proof of that can be found in Ref. 20 . In addition, ∇ · α = 0 and Tr( γ) ≤ N .
In the next lemma we establish the weak lower semicontinuity of functional E SMHF . This clearly implies that ( γ, α) ∈ C R is a minimizer for problem (20) .
Lemma II. 6 . Functional E SMHF is * -weakly lower semicontinous. In other words, given a
Proof. Recall that the energy is given by
We consider each term separately. First, we look at the potential term, whose weak- * continuity is proved in the following lemma:
Lemma II.7 (Weak- * continuity of the potential term). Let γ n , γ, A n and α be the one defined in (47), (48) and (49), then we have that
Proof. Note that for every η > 0, it is possible to decompose v in the following way:
and, for each k, we can write
It is easy to see that
for j = 1, 2, then it is clear that v η j for j = 1, 2 has the required properties.
, we obtain that
On the other hand,
The lemma thus follows.
The next step is proving the weak- * lower semi-continuity of the direct and exchange
Coulomb term:
Lemma II.8 (Weak- * lower semi-continuity of the direct and exchange Coulomb term). Let γ n , γ, A n and α be the one defined in (47), (48) and (49), then we have that
Proof. Since {γ n } n∈N is bounded in B, its kernel γ n (x, y) is bounded in
and √ ρ γn is bounded in H 1 (R 3 ). Hence, up to a subsequence, we can assume that:
for 2 ≤ q < 3 and a.e.
Thus, from (27) and Fatou's lemma, (54) follows.
, from weakly lower semicontinuity of norms, it also follows that:
Finally, note that if we prove that:
weakly- * in S 1 , the space of trace-class operators on L 2 (R 3 , C 2 ), then:
will follow from Fatou's lemma for series.
The weak- * convergence of the kinetic energy term is treated in the following lemma:
Lemma II.9 (Weak- * convergence of the kinetic energy term). For n going to infinity,
weakly- * in S 1 .
Proof. First note that it is sufficient to prove:
weakly- * in S 1 . In fact, the Pauli operator σ does not compromise the weak- * convergence since it has the only effect of mixing the order of the components of (i∇ − A n )γ n (i∇ − A n ).
Thus, we shall prove (61) directly. In order to do that, for any n ∈ N, we define the auxiliary positive operators:
As the following lemma proves, these operators are uniformly bounded in S 1 :
Lemma II.10 (Boundedness in S 1 ). The operators {τ n } n∈N can be extended to
and are uniformly bounded in S 1 .
Proof. Note that, since (γ n , A n ) ∈ C, then, in particular, γ n is a positive trace class operator defined on L 2 (R 3 , C 2 ) and γ n S 1 = Tr(γ n ) = N , which means that {γ n } n∈N is uniformly bounded in S 1 .
On the other hand, the operators γ n (i∇ − A n ) and (i∇ − A n )γ n are defined in D(i∇ − A n ), the domain of (i∇ − A n ), but can be extended to L 2 (R 3 , C 2 ), where they are bounded and adjoint of each others. Moreover, they are in S 1 and the sequence {Tr(γ n (i∇ − A n )) = Tr((i∇ − A n )γ n )} n∈N is uniformly bounded.
In fact, let ψ be in D(i∇ − A n ) and let γ n have decomposition
We want to show that φ n k ∈ D(i∇ − A n ). In fact, there exists a constant C 2 ) . This follows from the following inequalities (for clarity reasons, we omit the subscript L 2 (R 3 , C 2 ) when the inner product or norm we are using is clear):
where the first inequality follows from λ n k > 0 and the last one from the boundedness of (i∇ − A n )γ n (i∇ − A n ) in S 1 . In this paper, given an operator T , we denote its operator norm by T and its adjoint by T * .
It follows from (65) that the functional:
is linear and bounded and can thus be extended to
given that {(i∇ − A n )γ n (i∇ − A n )} n∈N is uniformly bounded in S 1 .
As a consequence, γ n (i∇ − A n ) can be extended to a bounded operator defined on the entire
Finally, note that:
which, as we have seen before, are both uniformly bounded. As a consequence, Tr(γ n (i∇ − A n )) and Tr((i∇ − A n )γ n ) are both uniformly bounded, as claimed.
In the same way, (i∇ − A n )γ n (i∇ − A n ) is a positive operator that can be extended to
and is uniformly bounded in S 1 .
In conclusion, the operators τ n are positive, can be extended to L 2 (R 3 , C 2 ) and given that
is a sum of terms which are all uniformly bounded in S 1 , {τ n } n∈N is uniformly bounded in
Consider the following operators:
Standard results on self-adjoint operators (see Chapter X of Ref. 30) imply that R n is a bounded invertible operator and that:
where k is a constant, dist(·, ·) is the Euclidean distance and spec(i∇ − A n ) is the spectrum of (i∇ − A n ). In other words, {R n } n∈N is uniformly bounded in S(L 2 (R 3 , C 2 )). Clearly, the same holds for its adjoint, R * n = (i + (i∇ − A n )) −1 , and for R and its adjoint, R * = (i + (i∇ − α)) −1 . By definition, it holds that:
Note that Lemma II.10 implies that there exists τ ∈ S 1 such that τ n * n τ weakly- * in S 1 .
Also, in (49), we proved that there exists γ ∈ B such that γ n * n γ weakly- * in B.
To prove Lemma II.9, we need to identify the weak- * limit in B of (i∇−A n )γ n (i∇−A n ). This is equivalent to identifying, for every φ, ψ ∈ C ∞ 0 (R 3 , C 2 ), smooth functions with compact support, the limit of (φ, (i∇ − A n )γ n (i∇ − A n )ψ). Let us write:
In the following lemma, we identify each limit in the right hand side of (69):
Lemma II.11. Given any φ, ψ ∈ C ∞ 0 (R 3 , C 2 ), as n goes to infinity, the following limits are obtained:
Proof. Since τ n * n τ weakly- * in S 1 , then clearly (φ, τ n ψ) → n (φ, τ ψ).
We want to show that:
First, note that:
= (R where (76) follows since R n is bounded. Let us consider the limit for n going to infinity of (77). Note that:
where D 3 is constant. The inequality above follows from the fact that both {τ n } n∈N and
In addition, we have strong convergence in L 2 (R 3 , C 2 ) of R * n → n R * , as showed by the following lemma:
Lemma II.12 (Strong convergence of R n ). For n going to infinity, R n → n R strongly in
Proof. Note that
where D 4 is constant and (80) follows since {R n } n∈N is uniformly bounded in S(L 2 (R 3 , C 2 )).
. As a consequence of the diamagnetic inequality |Rφ| ∈ H 1 (R 3 ).
Thus, if we prove that for every
|A n − α| 
Since {A n } n∈N is uniformly bounded in L 6 (R 3 ) and A n n α weakly in
. Hence, (82) implies that for every
, the same result follows for any θ ∈ H 1 (R 3 , C 2 ), as claimed.
It is clear that the same result of Lemma II.12 holds for R * n and R * . Hence, Lemma II.12
and (78) imply that (R * n φ − R * φ, τ n R * n ψ) → n 0 as n goes to infinity.
In the same way, it is possible to prove that (R * φ, τ n (R * n ψ − R * ψ)) → n 0 and, since τ n * n τ weakly- * in S 1 , then we also have that (
Now, recall that γ n * n γ weakly- * in B and take the limit in (77) for n going to infinity. We obtain that for every φ, ψ ∈ C
It follows that γ = R τ R * and τ = R −1 γ(R −1 ) * , which proves (74) and thus (70).
Moreover, since γ n * n γ weakly- * in B, then clearly (71) follows.
In addition, note that the following identities hold:
where (86) holds since R n is bounded and (87) follows from Lemma II.12 and the fact that τ n * n τ weakly- * in S 1 . Thus, (72) follows and, in the same way, it is possible to prove (73). Now, if we take the limit for n going to infinity on both sides of (69), Lemma II.11 implies
which means that (i∇−A n )γ n (i∇−A n ) * n τ +iR τ −i τ S + γ weakly- * in S 1 . If we substitute
From (51), (54), (57) and (59), we deduce that the energy is weakly- * lower semicontinuous and the proof of Lemma II.6 is thus concluded.
We can combine all the previous results in the following theorem:
Proof. Given Lemma II.1, (47), (48), (49), Lemma II.6 and the fact that (γ n , A n ) n∈N is a minimizing sequence for (20) , we have that
Since ( γ, α) ∈ C R , it follows that
Thus, E SMHF ( γ, α) = E R SMHF = E SMHF and ( γ, α) is a minimizer to the relaxed problem.
To complete the proof of Theorem I.1, we need to show that there is a minimizer in C.
Clearly, it is sufficient to prove that Tr( γ) = N. We first need to make an initial remark:
Remark II.14. We can characterize γ in the following way:
In the above, I 2×2 is the 2 × 2 identity matrix and K γ is the exchange operator define by the
Proof. For every γ ∈ D R , since ( γ, α) is a minimizer for E SMHF in C R , we have that
In addition, we need the following Lemma whose proof we postpone to the end. This
Lemma extends a classical result by Lions (see Ref. 10) to the magnetic Hamiltonian.
Lemma II.15. Let µ be a bounded non negative measure on R 3 s.t. µ(R 3 ) < Z. The
Hamiltonian
has an increasing sequence of negative eigenvalues converging to 0.
Let ( γ, α) be the minimizer for C R , with decomposition
(since they do not contribute to it, we are excluding from the sum all the terms with λ k = 0).
First, note that λ k and φ k have the following property:
, which contradicts (88).
Now, assume by contradiction that Tr( γ) < N. We distinguish two cases:
Case 1: γ is not finite rank.
In this case, we have a stronger result than the one proved in Proposition II.16:
Proof. Define the set J = {j : λ j = 1}. Clearly, J is a finite set for otherwise +∞ k=1 λ k = Tr( γ) would not converge. Let the cardinality of J be n − 1 and its elements be reordered as J = {λ 1 , · · · , λ n−1 }. Since γ is not finite rank and J is finite, there is at least one index j * in its decomposition such that λ j * < 1. Assume, by contradiction, that for every 0 < λ j * < 1, (H γ φ j * , φ j * ) = 0.
By Lemma II.15, H γ has infinitely many negative eigenvalues. Hence, by the min-max principle we obtain that:
where φ 1 , . . . , φ n−1 are the eigenfunctions of γ associated with the eigenvalues
, where δ is chosen in such a way that 0 < δ ≤ 1 and Tr(γ * ) = n − 1 + δ ≤ N (note that it is always possible to choose such a δ since, given that γ is not finite rank and Tr( γ) ≤ N , then n − 1 < N ). We thus obtain that
, which is a contradiction to (88). The proof is thus concluded. Now, choose 0 < δ < 1 such that λ k * + δ ≤ 1 and Tr( γ) + δ ≤ N (again it is always possible to find such a δ since λ k * < 1 and we are assuming Tr( γ) < N ). Define
, which contradicts (88). Therefore, the assumption Tr( γ) < N cannot hold if γ is not finite rank.
Case 2: γ is finite rank. In this case, γ has decomposition:
As before, from Lemma II.15 and the min-max principle, we deduce that there exists
⊥ and (ψ 0 , H γ ψ 0 ) < 0. Again, choose 0 < δ < 1 such that Tr( γ) + δ ≤ N and define γ * = γ + δψ 0 ⊗ ψ 0 . Clearly, Tr(γ * ) = Tr( γ) + δ ≤ N and Tr(H γ γ * ) = Tr(H γ γ) + δ(ψ 0 , H γ ψ 0 ) < Tr(H γ γ), which contradicts (88). Hence, we conclude that the assumption Tr( γ) < N cannot hold either when γ is finite rank.
In conclusion, we reached a contradiction in both cases, which means that the assumption Tr( γ) < N is never true. We thus proved that Tr( γ) = N , which implies that ( γ, α) is a minimizer for (15) . This concludes the proof of Theorem I.1.
Remark II.18. As it concerns Theorem I.3, we note that Lemma II.1 is still valid in the spinless case. Moreover, Lemma II.5 implies that, given a minimizing sequence (γ n , A n ) ∈ C for (16), we have the bound:
where C 1 , C 2 are positive constants. Thus, {γ n } n∈N , {∇×A n } n∈N and {A n } n∈N are uniformly bounded in B, L 2 (R 3 ) and L 6 (R 3 ), respectively. The rest of the proof then follows as in the spin-polarized case. Note that as a consequence of the diamagnetic and Lieb-Thirring inequalities, the kinetic energy is enough to control the potential energy for any value of Z.
Therefore we do not need a bound of the type Zα 2 ≤ C in this case. We only requite N ≤ Z, which ensures that no electron charge escapes to infinity.
III. PROOF OF LEMMA II.15
In the absence of magnetic fields, this lemma was proved by Lions in Ref. 10 . Here we extend the result to magnetic potentials in the previously specified class. Our proof uses a similar technique to the one of Theorem XIII.6 in Ref. 31 .
We first note that σ ess (H 1 ) ⊂ [0, +∞). A proof of this can be found in Appendix A of Ref. 32 . Choose a function ψ with the following characteristics: smooth and with compact support (ψ = (ψ + , ψ − ) T ∈ C ∞ 0 (R 3 , C 2 )), radially symmetric (ψ(x) = ψ(|x|)) and whose support satisfies supp(ψ) = {1 < |x| < 2}. Rescale the function in the following way: for every λ > 0, define ψ λ = λ −3/2 ψ(x/λ). It is clear that supp(ψ λ ) = {λ < |x| < 2λ}. Then: We want to consider (91) term by term to establish its asymptotic order when λ → +∞. In this way, we obtain the following: 
Now, since by hypothesis (µ(R 3 ) − Z) < 0, it is clear that if we choose λ big enough (say λ > Q), we have that
For any n ∈ N, define ψ n = ψ 2 n Q . Note that {ψ n } n have disjoint supports, are orthonormal, satisfy (ψ n , H 1 ψ n ) L 2 (R 3 ,C 2 ) < 0 and (ψ n , H 1 ψ m ) L 2 (R 3 ,C 2 ) = 0 if n = m. For any n ∈ N, define V n = span{ψ 1 , · · · , ψ n }. Note that, P n H 1 P n | Vn has eigenvalues {(ψ m , H 1 ψ m ) L 2 (R 3 ,C 2 ) } n m=1 . By the Raleigh-Ritz principle (see Theorem XIII.3 in Ref. 31 ) we obtain that
Since σ ess (H 1 ) ⊂ [0, +∞), and n was arbitrary, this means that H 1 has infinitely many negative eigenvalues.
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