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Early empirical work on stock prices and exchange rates found it very difficult to reject
the hypothesis that these prices followed arandom walk (Fama, 1970; Meese and Rogoff, 1983).
Subsequently, however, research has produced evidence for the existence of transitory, or mean-
reverting components in both equity and foreign exchange markets (Summers, 1986; Campbell,
1987; Fama and French, 1988; Poterba and Summers, 1988; Mark, 1995). Although the earlier
findings were the subject of some dispute on statistical grounds (Lo and MacKinlay, 1988;
Nelson and Kim, 1993; Richardson, 1993) more recent research has tended to support and further
refine the evidence for return predictability (Hodrick, 1992; Lamont, 1998). Most of these
studies, however, have focused exclusively on in-sample evidence ofpredictability.1
Evidence of in-sample predictability implies out-of-sample predictability only if the
estimated structural relationships are sufficiently stable over time. This is an argument for
focusing on data collected over long time spans. If a relationship has persisted over fifty, or
better yet, a hundred years, then one will clearly have more confidence that the relationship will
continue to hold in the future. But recently a number of authors (Hodrick, 1992; Bekaert and
Hodrick, 1992; Campbell, Lo and MacKinlay, 1997) have advocated an alternative approach,
succinctlydescribed as follows:
“An alternative approach[to looking directlyat the long-horizon properties ofthe
data] is to assume that the dynamics of the data are well described by a simple time-
series model; long-horizon properties can then be imputedfrom the short-run model
rather than estimateddirectly.” (Campbell, Lo andMacKinlay, 1997, p.280):
These authors are careful to point out that such procedures are critically dependent on the
1 Mark (1995) and Lamont (1998) are exceptions.
1assumption of stability of the estimated parameters. However, it is rare in studies of asset price
predictability to find any formal investigation of this issue.
The objective of this paper is to point out the potential pitfalls inherent in this approach,
and to argue that more attention needs to be paid to the question of structural stability in studies
of asset price predictability. Meese and Rogoff (1983) made this point forcefully in the context
of structural models of the exchange rate. They showed that good in-sample performance of such
models was accompanied by very poor out-of-sample performance.2 We proceed by re-
examining the findings of Bekaert and Hodrick (1992) on international asset price predictability.
Using two-country VARs including the U.S. andeither the U.K., Germany or Japan, Bekaert and
Hodrick analyze the performance of dividend yields, forward premia and lagged excess stock
returns as predictors of excess returns in stock and foreign exchange markets over the period
1981-89. They find evidence supportive of previous findings that domestic dividend yields
forecast excess stock returns and that forward premia forecast excess foreign currency returns,
and new evidence both that dividend yields have predictive power for currency excess returns,
and that forwardpremia havepredictive power forexcess stock returns.
Bekaert and Hodrick (1992) also use the parameter estimates from the VARs to produce
estimates of implied long horizon statistics such as slope coefficients from OLS regressions,
variance ratios and R2’s. This is an application of a methodology advocated in Hodrick (1992).
That paper presented Monte Carlo evidence showing that, if the assumed VAR structure is
correct, the approach can produce accurate estimates of long horizon slope coefficients and R2’s
without the need to use avery long series of data.
We are interested in investigating the stability of the relationships estimated by Bekaert
2and Hodrick (1992). If they are indeed stable, we should be able to detect evidence of
predictability out-of-sample. To determine whether this is the case, we examine the forecasting
performance of the two-country VARs over the out-of-sample period 1990-96. In all cases it is
rather poor, and the predictions from the VARs are inferior to those from a simple benchmark
model. We also find that modifying the forecasting procedure to use rolling and expanding data
samples, a Bayesian approach and/or endogenous-regressor bias corrections fails to generate
results that outperform the benchmark model. Monte Carlo analysis indicates that the data over
the full sample period were unlikely to have been generated by a stable VAR. Examination of
structural break statistics also provides strong evidence that the estimated relationships are not
stable. Finally, further experiments show that long-horizon regression coefficients, R2’s and
varianceratios implied by the VAR parameterestimates aresubject to great uncertainty.
2. The Data
The data set consists of monthly data from four countries: the United States, Japan, the
United Kingdom and Germany. The sample begins in 1981:1 and ends in 1996:10 for all
countries except Germany, where the data run to 1995:6. Thus we extend the nine-year sample
used in Bekaert and Hodrick (1992) by adding roughly seven years of additional data. The
variables from each countrywill be identified by subscripts: 1 for theU.S., 2 for Japan, 3 for the
United Kingdom and 4 for Germany. Letij~ be the one-monthnominal interest rate from time t to
t + 1 in countryj (j = 1, 2, 3, 4). Let rjt+i be the continuously compounded one-month rate of
return in excess of ifi on the stock market in country j, denominated in the currency of that
country. The log of the spot exchange rate for countryj is sjt (dollars per unit of currency in
2 See Hansen (1992) and Stock and Watson (1996) for more recent evidence on instability in
3countryj) and the excess return in dollars to a long position in currencyj held from t to t + 1 is
rs~~+i, where
rs1~+1
= — s1~+ ~ — i1~ (1)
Denoting the log of the one-month forward rate at time t as fit, then the one-month forward
premium for currencyj against the dollar is defined asfp~~ = ~ - Sjt. Using the covered interest
parity relation,f~ - sft = i1~
- ij~,the dollar excess return to holding currencyj can be calculated
from spot and forwardrates as rsjt+i = sjt+i -f~. Finally, the dividend yield in countryj is denoted
dy1~.More details on the data sources and construction are provided in thedata appendix.
3. The VectorAutoregressions
We follow Bekaert and Hodrick (1992) in estimating a six-variable VAR for each of
three two-country pairs, U.S.-Japan, U.S.-U.K. and U.S.-Germany.3 The variables included in
each VAR are the excess return on equity in each country {nt, rjt}, the excess return to a long
position in theforeign currencyfrom the viewpoint ofa U.S. investor {rsjt}, the dividend yield in
each country {dyi~,dy1~}and the forward premium {fp~~} (equal to the one-month interest
differential). We can write the first-order VAR regressions in vectornotation as:
(2)
In the case of the U.S.-Japan VAR, Y~ = { nt, r2t, rs2t, dyi~, dy2~, J~2t}, c~ is a vector of constants,
A is the matrix of regression coefficients on the first lag of Y~ and Ut is an error vector.
We estimate the VARs by ordinary least squares over the whole sample (1981:1—
1995:6/1996:10) and over each of the two subperiods (1981:1—1989:12 and 1990:1—
macroeconomic time series.
~Lag length was selected according to the Schwarz criterion. We found that optimal lag length
was one in all cases, as did Bekaert and Hodrick for the shorter sample period.
41995:6/1996:10). The latter two periods correspond to our in-sample and out-of-sample periods
for evaluating forecasting performance. For each variable in a given VAR we report the statistic
for the joint test of whether all six coefficients on the lagged variables are zero. The results,
presented in Table 1, conform closely to the findings of Bekaert and Hodrick (1992) over the
period 1981—89. There is strong evidence of predictability for the U.S. excess stock return and
for all three foreign currency returns. There is also evidence of predictability for the Japanese
excess stock return. This pattern of predictability in stock and currency returns is broadly
reproduced during the period from 1990 to the end of the sample. However, over the whole
sample period, support for predictability emerges only in the currency markets, which suggests
the presence of parameter instability. To throw further light on this issue we turn to considering
theout-of-sample forecast performance ofthe VARs.
4. Out-of-sample forecastperformance
If the VAR is well-specified and the covariance structure stable, then predictability
implies that we should be able to use the parameterestimates from the period 1981-89 to forecast
asset prices during the out-of-sample period 1990-95/96. To investigate the out-of-sample
forecast performance of the VARs, we carry out the following exercise. We use the coefficient
estimates from the sample period 1981:1-1989:12 to construct forecasts for each ofthe variables
in the system over the out-of-sample period (1990:1-1996:10 for the US-UK and US-Japan,
1990:1-1995:6 for the US-Germany), at horizons of one, three and six months. That is, at each
period we use the actual data at date t and the parameters as estimated over the fixed sample
period and project the path ofthe system atdates t + 1, t + 3 and t + 6. We then updatethe data
for the next period’s set of forecasts. This gives us a set of 82 one-period-ahead forecasts, 80
5overlapping three-period-ahead forecasts and 77 overlapping six-period-ahead forecasts for the
US-UK and US-Japan.4 There are 16 fewer forecasts for US-Germany at eachhorizon.
We first consider whether we can reject the hypothesis that the out-of-sample forecast
errors have a mean ofzero. The VAR residuals are constructed to provide an unbiased, in-sample
forecast of the future value of the dependent variables. But if the estimated relationship is
unstable, they may not have this property out-of-sample. Denoting the k-period-ahead forecast of
variable 1~,conditional on data at time t - k as ~tItk’ we ask if the data are consistent with the
following hypothesis:
— I‘F~ ,fl~ ) = E(u~tttk I Wt~k,/3~ ) = 0 (3)
where is the forecast error at time t, based on information Wtk through period t-k, and fl~ is
the set ofparameters estimatedfrom the fixed sample period.
Panel A of Table 2 shows the mean errors and significance levels for tests of
unbiasedness ofthe forecasts ofthe variables in each VAR. The hypothesis that the forecasts are
unbiased is rejected at the five per cent level in 30 out of 54 cases, and at the one per cent level
in 25 out of 54 cases. We also perform two further tests. The first considers whether the six
forecasts from each VAR are jointly unbiased. The second considers whether the forecasts of
each variable arejointly unbiased across the threeVARs. Panels B and C ofTable 2 report these
results. The hypothesis ofunbiasedness is rejected at any reasonable level of significance at all
forecast horizons forthefirst test, and in all but two ofeighteen cases forthe second test.5
This evidence of bias means that the VAR forecasts are consistently under- or
overpredicting the change in a variable during the out-of-sample period. For example, the
~The overlapping three and six-period forecast errors will have at least second and fifth order
serial correlation in theirerrors which must be taken into account in the tests that follow.
6forecasts fail to predict the very poor performance of the Japanese stock market during the out-
of-sample period. The mean forecasterror of 35.44 atthe six-month horizonmeans that the VAR
forecast overpredicts the excess return to holding Japanese stocks by 35.44 per cent per annum.
The forecasts also miss the strong performance of the U.S. stock market. Two of the three six-
month forecasts ofexcess returns in the U.S. stock market underpredict by ten percentage points
or more.
It is important to emphasizethat evidence ofbias is not a sufficient reason on its own for
concluding that a forecast is of no use, or that the variables in the system display no
predictability. For example, the one-month forecast of theUS dividend yield in the US-Germany
VAR is quite accurate, with a meanforecast error of only 0.07 per centper year. But the forecast
is significantly biasedbecause ofthe low variability of the error. Thus, even if the out-of-sample
forecasts are biased, they may be valuable in the sense of being relatively more accurate —
having a smaller average predictionerror — than other forecasts available. Conversely, even an
unbiased forecast may be of little use if it is very noisy. Notwithstanding these observations, it
certainly appears that the magnitude of the forecast errors for all asset returns at all horizons is
economically as well as statistically significant. In addition to the figures for US and Japanese
stock returns mentioned above, we find that the mean forecast error for the excess return to
German equity at the six-month horizon is 10.97%, and for the excess return to holding yen at
the six-month horizon is 13.09%. In most cases the shorter horizon forecasts are even more
inaccurate.
One way of providing further evidence on the economic significance of the forecast
errors is to ask whether the VAR forecasts outperform a suitably chosen simple benchmark
~The statistical tests usedin the paper aredescribed in detail in the appendix.
7model. We choose the natural one in which expected excess returns in equity and foreign
exchange markets are assumed to be constant, and are therefore unpredictable. This assumption
on expected excess returns is equivalent to imposing a constant risk premium, and is consistent
with the standard representative agent asset pricingmodel. Expected excess returns are set equal
to their respective sample means over the period 1981-89. In addition, in the light of the well-
documented persistence of dividend yields and forward premia, we assume that these variables
follow random walks.6 We compare the VAR forecasts to the benchmark forecasts with the
mean-squared prediction error (MSPE) criterion.7 A simple way to compare the VAR and
benchmark forecasts is to calculate the ratios of the MSPE from the VAR and benchmark
models. A ratio less than one indicates that the forecasts from the VAR are more accurate, on
average, than the benchmark forecasts.
Table 3 shows that the out-of-sample prediction error ratios are, in 52 out of 54 cases,
greater than one for every variable, for each country over every forecast horizon. That is, the
VAR consistently predicts more poorly than the benchmark forecast. In the case of the forward
premium against the DM, the out-of-sample, one-monthMSPE forthe VAR forecastis 41 times
that ofthe benchmark forecast. In 29 of 54 cases, the differences have p-values of0.01 or less.
These figures are in stark contrastto those forthe in-sample MSPE ratios, which range from 0.49
to 0.99 at all horizons.
It is possible that the poor performance of the VAR forecasts is at least in part a
consequence of ignoring the presence of heteroscedasticity in the error term. To investigate this,
we perform a Lagrange multiplier test for autocorrelation in the squared errors. First, we
6 In our data first-order autocorrelations for the dividend yields and forward premia are all
greater than 0.92 while those forthe excess return variables are all less than 0.13.
8estimate the VARs over the 1981-1990 sample period and select the optimal lag length for an
autoregression of squared errors using the Schwarz criterion. Next, we rerun an autoregression
of the squared residuals using this optimal lag length and calculate the TR2 statistic, which is
distributed as a chi-square random variable with number of degrees of freedom equal to the
number of autoregressors under the null of no autocorrelation.8 The test rejects the null of no
autocorrelation in the squared errors at the 10% level in three ofthe 18 equations, the Japanese
dividend yield and forward premium equations in the U.S.-Japan VAR and the forward premium
equation in the U.S.-U.K VAR.
For each of these equations, a visual inspection of the error process revealed that a
structural break in the variance process seemed at least as likely as a GARCH process to have
generated the high LM statistics.9 To distinguish these hypotheses, we compared the Schwarz
criterion and Akaike information criterion obtained by modeling the variance process in three
ways: 1) as a GARCH(l,1) process; 2) as having a structural break; or 3) as a homoscedastic
process.’°The date for the structural break was chosen in each case to maximize the likelihood
function. In all three VARs, the Schwarz criterion and Akaike information criterion lead one to
prefer the structural break model to either the homoscedastic or the GARCH model.
Reestimating the three equations permitting a structural break in the variance term results in very
little change in the forecasting performance of the VARs. We conclude that the poor forecasting
~All of the forecasting results in this paper are robust to using mean-absolute prediction error
(MAPE) as the measure offorecast accuracy. These results are available from the authors.
8 Engle (1983) proposed this test to detect ARCH errors. The results of this test are available
upon request.
~ It is well known that the presence of structural breaks in the variance process can bias the
autoregressive coefficients ofthe squared error processjust as breaks in the level of a series can
bias unit root tests to the nonstationary alternative (see Perron (1990)).
10 The GARCH(l,1) model is a parsimonious representationthat has been shown to fit a number
ofdataseries well.
9performance cannotbe attributed to GARCH effects or to structural breaks in the error variance
process.
The figures in Table 3 on the relative performanceof currencyexcess return forecasts are
worth noting. Bekaert and Hodrick found particularly strong evidence of predictability over the
period 1981-89 forthe dollar against thepound and the mark. They reported confidence levels of
0.999 or above. But the benchmark model outperforms the VAR at all horizons except six
months for the mark. At the one-month horizon the MSPE ratio for the mark is 3.59. This
suggests that findings on the predictability of foreign exchange excess returns are heavily
dependent on the experience ofthe 1980s.
The results presented in this section show that although the VAR model is clearly
superior to the benchmark model in-sample, the benchmark model consistently outperforms the
VAR model during the out-of-sample period, and that the gain in performance is frequently
statistically significant. We next turn to examining possible explanations forthese results.
5. Modifications tothe forecastingprocedure
We will refer to the forecasting procedure used in the previous section, using a fixed data
sample and OLS estimates of the parameters, as the baseline case. We examine several
modifications designed to improve forecasting performance: the imposition of Bayesian
restrictions on coefficient estimates, correction forthe small sample bias caused by the presence
oflagged endogenous regressors11 and theuse of additional dataas the forecast date changes.
There is considerableevidence that combining Bayesian techniques with VARs is helpful
~ Mankiw and Shapiro (1986) and Stambaugh (1986) discuss the small sample bias imparted by
lagged endogenous regressors. Bekaert, Hodrick and Marshall (1997) use Monte Carlo
procedures to correct forsuch a bias in termstructure tests.
10in forecasting (Litterman, 1986). We therefore consider a modified forecasting procedure in
which we choose prior means for thecoefficients of theA matrix to conform with our benchmark
forecasting model. Thus, the own-lag coefficients on excess return variables have a prior mean of
zero and the corresponding coefficients on dividend yields and forwardpremia have a prior mean
ofone. This is an adaptation ofthe well-known “MinnesotaPrior” to the differenced variables in
the model. In addition we assume a diffuse prior distribution for the constant term o~.The
standard deviationofthe prior distribution for all own-lag coefficients is set to 0.2. So in thecase
of equity and foreign exchange excess returns the forecaster is assumed to attach a prior
probabilityof 0.95 to the hypothesis that the own-lag coefficient lies between — 0.4 and 0.4. The
standard deviation of the prior distribution for all off-diagonal elements of the A matrix is set
equal to 0.1 multiplied by an appropriate scalecorrection (Litterman, 1986, Doan, 1996).
It is also important to recognize that estimating the coefficients from a fixed sample does
not provide the VAR with all the information that would be available to the econometrician. So it
may be possible to improve forecasting performance by updating the sample on which the
forecasts are based, as new information becomes available. To investigate this question we
consider two cases, an expanding data sample and a rolling data sample. If we are estimating a
stable VAR relation, prediction with expanding sample sizes will provide the model with more
useful information with which to make predictions. On the other hand, if instability in the
underlying parameters is the cause ofthe inferior forecasting performance, using rolling samples
mayalleviate the problem.
In the case of an expanding sample, we re-estimate the VAR on all data available up to
time t to generate forecasts at time t. This contrasts with the fixed sample approach used in the
baseline case, where the VAR was estimated only once on data from 1981-89. In the case of a
11rolling sample,for a forecast attime t the VAR is re-estimated on a rolling window ofdata (upto
time t) equal to theoriginal sample size of 108 observations.
We summarize the results of comparing Bayesian and classical forecasts for fixed,
expanding and rolling samples in Table 4. Since we have already demonstrated the substantial
superiority of the benchmark model over the baseline VAR model, it is not surprising that we
should see some improvement in forecast performance in the Bayesian case, whose priors push
the predictions in the direction of thebenchmark model. The use of a rolling sample leads to the
greatest improvement in quality of forecast as measured by the number of cases in which the
prediction error ratio is significantly greater than one. But the results are still in all cases inferior
to those from the benchmark model.
We also test forecasts formed with coefficients adjusted for the bias arising from the
presence oflagged endogenous regressors. The adjustments are calculated in a procedure similar
to that used by Bekaert, Hodrick and Marshall (1997). Our adjustment procedure is asfollows:
1. Using an OLS estimate AOLS of the VAR parameter matrix A and covariance matrix
from the period 1981-89, we generate 100,000 data sets of 108 observations—with
initial conditions drawn from theunconditional distribution ofthe data.
2. We estimate the parameter matrix A of the VAR for each simulated data set using
OLS, and calculate the average ofthose matrices, AMC.
3. The bias-adjusted coefficient matrix is computed as:
ABA = AOLS + (AQLS — AMC)
We find in all cases that the bias-adjusted matrices possess eigenvalues greater than
unity, indicating that the VAR may be misspecified, but for completeness report the forecasts
with the adjusted parameter matrices. The results are presented in the bottom line of the two
12panels of Table 4. In comparison to the baseline case, we find that the adjustment does not
increase the number of MSPE ratios less than one at any horizon. The number of ratios
significantly greater than one is reduced from 40 to 38. It is clear that this modification to the
forecasting procedureproduces virtually no improvement.
Given that the benchmark model outperforms the VAR it is reasonable to consider
whether the VAR should be re-estimated with all the variables of an integrated order in an error-
correction framework. Complicating such an approach, however, is the uncertainty about the
nature of the processes generating dividend yields and forward premia. For example, all four
dividend-yield series show evidence of a time-varying (declining) mean in the sample until 1988
(see Figure 1). It is not clear whetherthese series are simply very persistent or whether it would
be appropriate to model them with a time trend, a structural break or by differencing. Indeed,
research in the unit root and structural break literature has shown that no finite amount of data
will enable the observer to distinguish between an integrated series and a “close” highly
persistent stationary alternative. The lack of an obvious way to model these series prevents us
from reformulating the model with any confidence that it is correctly specified.
An alternative approach to improving forecasting performance is to proceed with step-
wise elimination of insignificant parameter estimates to restrict the VAR coefficients. Li and
Schadt (1995) analyzed the effect of this procedure on parameter estimates for the two-country
VARs considered by Bekaert and Hodrick (1992). They examined the asset allocation strategy
implied by out-of-sample forecasts at the six-month horizon over the period 1987-93. Based on
an examination of Sharpe ratios they concluded that there was no evidence that the forecasts
were informative. These results are consistent with our findings.
136. A Monte Carlo analysis oftheforecastingperformance ofa stable VAR
The dividend yields and the forward premia series are very persistent (see Figure 1), with
first-order autocorrelations over 0.92. The dividend yields also may have a time-varying
(declining) mean in the sample. The extreme persistence found in dividend yields and forward
premia is likely to produce poor small sample properties for the parameter estimates. This
suggests that even a VAR estimated on stationary data with no structural breaks would not
forecast particularly well. To investigate whether this persistence affects the forecasting
performance of the VARs, we carry out the following Monte Carlo analysis. Using the VAR
parameter estimates derived from the full sample (1981-1995/6) we generate 1000 new data sets
of the same size as the full sample, using the data from 1980: 12 as initial conditions.12 We then
produce the set of forecasting statistics shown in Table 4 using the simulated data sets. The
results from the simulated VAR dataare summarizedin Table 5.
The forecasting performance of the stable VAR is not very impressive. At all horizons
the Bayesian expanding sample case performs best, but beats the benchmark model on average in
only 54 per cent ofcases (see Panel A). However, despite this fact, we still find strong evidence
against the hypothesis that a stable VAR process, even one with very persistent variables,
generated the actual data. For one-month forecasts with an expanding sample (Panel C) we find
that in both classical and Bayesian cases only five per cent ofMSPE ratios from the simulated
data are greater than those in the actual data. As one lengthens the forecast horizon these
numbers increase. But this is simply a reflection of the reduced power of such comparisons at
longer horizons to detect departures from a stable VAR process. Panel D compares the number
ofsignificance levels from the VAR-generated data that are less than those observed in the actual
14data. We again find that at short horizons there is strong evidence against the hypothesis that a
stableVAR process generated the actual data.
The very poor forecasting performance relative to that of a stable VAR indicates that the
estimated VAR does not well describe stable dynamic relationships between the variables. If the
short-run dynamics are misspecified, this leads one to believe that the complex, nonlinear
functions of the VAR parameters characterizing the long-run behavior of the system are of
dubious usefulness.
7. Implications for Long-Horizon Statistics
Hodrick (1992) and Bekaert and Hodrick (1992) have argued that one of the advantages
of the VAR-based approach is that, where evidence of predictability is present, one may use
estimates of the parameters of the VAR to construct implied long-horizon statistics such as slope
coefficients, R2 values and variance ratios without having to rely on a long series of data.
Hodrick (1992) presents evidence from a Monte Carlo study indicating that implied long-horizon
statistics have good small sample properties. He considers a three-variable VAR in which lagged
stock return, dividend yield and Treasury bill rate are used to predict stock returns. His data
sample contains 431 monthly observations on US data, and so is substantially larger thanthe one
we have available. We investigate the small sample properties of the implied long-horizon
statistics for a data set of the size we have. Thus we pose the following question: under the
assumption that the estimated VAR is the correct model, will a sample of 174/190 monthly
observationsprovide us with satisfactory estimatesofthe long-horizon statistics of interest?
We estimate the VAR on the given data set (1981:1-1996: 10 for US-Japan and US-UK
12 Drawing initial conditions from the unconditional distribution of the data made no significant
15and 1981:1-1995:6 for US-Germany) and use the parameter estimates to generate 10,000
simulated data sets drawing initial conditions from the unconditional distribution. For each
simulated data set we obtain parameter estimates for the VAR and use them to construct long
horizon statistics. In Table 6 we compare for the U.S.-Japan VAR (1981:1-1996:10) actual
values of selected long-horizon statistics with the simulated distribution. In Panel A we see that
implied coefficients in a regression of stock return on dividend yield forboth the U.S. and Japan
are very imprecisely estimated and subject to severe bias. In the U.S. case the 50th percentile of
the empirical distribution is two to three times the actual value. The bias is similar in the
Japanese case.13 Only for the regression of foreign currency excess return on forward premium
do we find that the empirical distributions are reasonably well centered on the actual value,
although imprecisely estimated. A similar pattern emerges when we examine the implied R2
values in Panel B. When we consider implied variance ratios we find that they are again very
imprecisely estimated forU.S. and Japanese stock return, but fare better in the case of currency
excess return. The results from theother two VARs are comparableand we do not report them.
So we find that even if the estimated VAR coefficients correspond to the true model, the
implied long-horizon statistics will not be reliable for the sample size we consider. Our results
stand in strong contrast to those ofHodrick (1992). The explanationfor the difference in findings
can be attributed to two factors. Hodrick’s (1992) data set had over twice the number of
observations and the VAR he analyzed had only half the number of variables of those we
consider.
difference to the results.
13 We found that it was necessary to increase the sample size to 5000 in order to approximately
center the empirical distribution on the observed values in these two regressions.
168. Tests for Structural Breaks
The poor out-of-sample forecast performance of the VAR and the relative success of
rolling forecasts indicate that the estimated parameters are unstable. This problem, a form of
model misspecification, is common in time series regressions. To quantify the extent of the
problem we test for a structural break at an unknown date by calculating the standard Waldtest
statistics for a structural break at each observation in the middle third of each sample. The
supremum ofthese test statistics identifies a possible structural break in the series but will have a
nonstandard distribution (Andrews, 1993). The critical value for the supremum is calculated
from a Monte Carlo experiment.
Figure 2 shows a plot of these structural break statistics, along with the 1 per cent Monte
Carlo critical values forthe supremum ofeach series over the period from approximately the end
of 1985 to the end of 1990.’~ In all three VARs the supremum lies comfortably above the 1 per
cent critical value, indicating the presence of a structural break. The strongest evidence of a
break for the US-Japan VAR and US-UK VAR occurs in the period from February to April
1987. To help identify the relationships in the VAR that arechanging in this period, we calculate
structural break statistics for each equation and forthe individual coefficients in each equation.
The evidence is not conclusive, but the equations for the US and Japanese equity returns and the
Japanese dividend yield have large structural break statistics in this period.15
The US-Germany VAR structural break statistics are comfortably above the one per cent
14 The Statistical Appendix describesthe Monte Carloprocedures.
15 Evidence from the individual equations and coefficients may be misleading in that the
equation statistics lose covariance information compared to the statistics for the whole VAR.
This may be important, as there is evidence of strong correlation in the coefficient estimators for
the US equity return and US dividend yield equations in all threeVARs. Similarly, the structural
break statistics for individual coefficients may be misleading if there is significant correlation
between the coefficient estimators.
17critical value from early 1989 on, perhaps due to changes brought about by reunification. The
forward premium equation statistic was quite high from 1989 through 1990 but the equations
showing the strongest evidence of an increase in instability in August 1990 were those of the US
equity return and dividend yield, which arehighly correlatedin eachVAR.
9. Discussion and Conclusion
We have argued that the issue of structural stability ofparameter estimates is generally
ignored in studies that seek to demonstrate predictability of asset returns. This issue particularly
complicates the inference of long-horizon properties ofthe datafrom relatively short time series.
We have illustrated the problems that can arise by re-examining the findings of Bekaert and
Hodrick (1992) on the predictability of international asset returns. We examine the out-of-sample
forecasting performance of the VAR, and find it to be very poor. The VAR forecasts are
conclusively outperformed by a simple benchmark model which assumes that excess returns in
equity and foreign exchange markets are constant, and that dividend yields and forward premia
follow random walks.
We consider several explanations forthe very poorforecasting performance ofthe VAR.
1. Poor parameterestimates may be caused by pure sampling error.
2. The extreme persistence found in dividend yields and forward premia may result in poor
small sample properties forthe parameterestimates.
3. The VAR coefficients may exhibit small-sample bias due to the presence of lagged
endogenous regressors.
4. The VAR parameters mayhave been subject to some underlying structural change.
The strong evidence of bias in the out-of-sample forecasts and their very poor
18performance relative to the benchmark model suggest that pure sampling error is not a plausible
explanation. This is further supported by the results of the Monte Carlo analysis in which we
generate simulated data sets with a stable VAR estimated over the sample period. Although
Monte Carlo forecasts based on VAR parameter estimates are not very good, they significantly
outperform the benchmark model and certainly do far better than forecasts based on actual data.
The Monte Carlo analysis also indicates that while highly persistent variables may contribute to
the poor forecasting performance of the VAR, they cannot adequately explain our results. The
lack of an obvious way to model the highly persistent series prevents us from reformulating the
model with any confidence that it is correctly specified.
The failure of bias adjustment to produce any detectable improvement in the VAR
forecasts casts doubt on the third possible explanation, that lagged endogenous variables cause
small sample bias. This leaves us with the fourth possibility, that one or more structural breaks
occurred in the data. This hypothesis is strongly supported by the structural break statistics
shown in Figure 2.
Examination of long horizon statistics inferred from the VAR parameter estimates has
shown that even ifthe VAR were stable the estimates from a sample of190 monthly observations
would in general be badly biased and very imprecise. Thus the methodology advocated by
Hodrick (1992) is shown to be sensitive to sample size and model size. The unreliability of the
estimates is here exacerbated by the evident instability ofthe VAR.
19Data Appendix
Excess equity returns were constructed by subtracting the continuously compounded 1-
month Eurocurrency interest rate, collected by the Bankfor International Settlements at the end
of each month, from the total equity return provided by Morgan Stanley Capital International
(MSCI). The MSCI total return series is subdivided into separate income return and capital
appreciation series. The MSCI income return and capital appreciation series were used to
calculatedividend yields as annualizeddividends divided by currentprice forthe U.S., Japan and
the U.K. The German dividend yield series is taken from various issues ofthe Monthly Reportof
theDeutsche Bundesbank, from the column labeled “yields on shares including tax credit.” Prior
to 1993, this series could be found in Section VI, Table 6 of the statistical section. Starting in
January 1993, this series was displayed in Section VII, Table 5 until June 1995. The spot and 1-
month forward exchange rates were obtained from DRI/McGraw-Hill’s DRIFACS database. All
bid and ask exchange rate data were sampled at the end of the month. Transaction costs were
also incorporated by taking account ofthe factthat a currency is bought at the ask priceand sold
at the bid.
20Statistical Appendix
A.1. Testing for bias in the VAR forecasts
To determine whether the mean errors that are reported in Table 2 are statistically
significantly different from zero, we calculate the following statistic (Hansen and Singleton,
1982 or Diebold and Mariano, 1995):
T[e’5~’e] ~ ~(r) (A.1)
which is asymptotically distributed as a ,~ random variablewith r degrees of freedom under the
hypothesis that the errors have zero mean, i.e. the forecasts are unbiased. In this expression, ë is
iT
the average forecast error during the out-of-sample period, ~ = — ~ê~. , e~is the r by 1 forecast
T~=i
error at time t, and ST/T is the (r by r) covariance matrix of ë. The integer r is the number of
forecasts being testedby the statistic. For example, forthe tests ofindividual variables in panel A
of Table 2, r = 1, but for the tests over a VAR in Panel B, r = 6 because we are testing six
forecasts at a time. Similarly, for the tests across VARs, r = 3. Because the {e~ } series may be
autocorrelated, we must take account of this in the construction of our estimate of the variance-
covariance matrix of ~,
5
T. We do this withthe Newey-Westestimator:
ST = FO,T + - (v/ (q + 1))]( Fv,T + F~,T’) (A.2)
where
iT
Fv,T = — ~ ~ - ~)( at-v - (A.3)
T t=v+1
The parameter q is chosen to match the order of the serial correlation in the data with a sample-
dependent formula suggested by Newey and West (1994). Experimentation with other lag length
and weighting procedures produced similar results.
21A.2. Testing for differencesin theprediction errorsof VAR and random walk models
To determine whetherthe prediction error ratios in Table 3 are statistically significant, we
follow a similar procedure and calculate the following statistic (Hansen and Singleton, 1982):
T[(ë~R-e)S~’(~R ë2)] AX2(r) (A.4)
where ~vAR
2
= 1 ~T(~VAR — )2 is the MSPE from the VAR forecast ()~VAR), eB is the
comparable statistic from the benchmark forecast, ST/I’ is the Newey-West estimate of the
covariance matrix ofthe mean square difference (eVAR
2
- eB), and r denotes the dimension of
eVAR and ~B
2
’ the number of forecasts we are testing. For the individual variables tested, r = 1.
If the MSPEs from the two prediction methods are equal, the statistic is asymptotically
distributed as a chi-squarerandom variablewith r degrees offreedom.
A.3. Testing for a structural break at an unknown break point
We test foran unknown break point in the middle third ofthe sampleby first constructing
a series of statistics for each observation in the subsample. The statistic at a given point, T0, in a
sample running from time zero to T, is calculated by estimating the VAR from time zero to T0,
and from T0 to T, obtaining two sets of coefficient estimates, 0~and 02. If it = Toll’ denotes the
fraction ofthe total observations which are from the first part ofthe sample, then
~ —o~)~ N(0,V1 ut) and 417(02 _02) N(0,V2 /(1—~r))
iTo ___ where V1
= ~ ® Q~’’V2
~2 ®Q~1~ Q1
= ~ y~~’y~’, ~2 = TT ~ y~~1y~1~ and






~ =—~u~u’ ~2 = ~u~u’1 (Hamilton, i994). The test statistic for a break at T0 is
t=1 — 0 t=T
0
+1
given by the quadratic function of the difference between the parameter estimates weighted by
the inverse oftheircovariance matrix.
2 =T(ô1 -O2)[(~1 ®Q~’)u~+(Q2
®Q~1)/(i_~)11(0
1 -02) (A.5)
The null of no structural break within a given subsample is rejected for sufficiently high
values ofthe supremum of2 over the subsample. For tests ofstructural breaks in one equation or
in an individual coefficient, statistics similar to that denoted by 2 can be calculated using the
appropriate coefficient estimate(s) and the variance-covariance matrix of those estimate(s).
We calculate the i per cent critical values from the following Monte Carloexperiment.
1. We estimate each VAR over the whole sample, saving coefficients and the covariance
matrix.
2. Using the initial conditions (i980:i2 data), estimated coefficients and covariance
matrix we create i000 new data sets oflength T, where Tis the length ofthe whole sample.
3. We compute 1000 time series ofstructural break statistics over the middle third ofeach
ofthe simulated data sets, one series foreach generated data set. Each time series of structural
break statistics is approximately of length 63 (0.331).
4. The ninety-ninth percentile ofthe distribution of suprema over these 1000 time series
is the one per centcritical valueused in Figure 2.
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Tests for predictability in the vector autoregressions
1981-89 1990-endofsample 1981-endofsample
~2(6) p-value ~2(6) p-value ~2(6) p-value












































































































The variables from each country are identified by subscripts: 1 for the U.S., 2 for Japan, 3 for the United Kingdom
and 4 for Germany. r~ is the excess equity return for country i; rs, is the excess return in dollars to a long position in
the currency of country i; dy1 is the dividend yield in country i;J~, is the forward premium for the currency of
country i. End-of-sample is 1996: 10 for U.S.-Japan and U.S.-U.K, and 1995:6 for U.S.-Germany. The x2 test is a
Wald test with heteroskedastic-consistent standard errors for the null hypothesis that the six slope coefficients in
each equation arejointly equal to zero. Low p-values reject the null of no predictability in the VAR.
27Table 2
Mean forecasterrors and tests forunbiasedness


















































































































Forecast errors are measured in percentage points per annum. The p-values report the probability that the mean
forecast errors were drawn from a distribution with zero mean. They were calculated with a Newey-West correction
for serial correlation. See the appendix for a more detailed discussion of the tests. Low p-values reject the null of
unbiased predictions bythe VAR.
28Table 2 (continued)
Mean forecast errors and tests forunbiasedness
Panel B: Variables pooled within each VAR
VAR
1 month 3 month 6 month




73.33 0.00 44.41 0.00 38.24 0.00
-3.30 0.00 -8.81 0.00 -6.10 0.00
110,53 0.00 40.50 0.00 16.17 0.00
The mean errors are averaged over all the variables in the VAR. The p-values are calculated for the null hypothesis
that the mean errors for all variables within each VAR are zero. Low p-values reject the null of unbiased predictions
by the VAR.
Panel C: Variables Pooled Across VARs
Variable
1 month 3 month 6month








16.21 0.00 13.90 0.00 -15.68 0.77
106.95 0.00 74.40 0.00 57.41 0.00
90.01 0.00 39.14 0.01 20.82 0.36
0.06 0.00 0.02 0.00 0.20 0.00
0.23 0.00 -0.53 0.00 -0.78 0.00
2.47 0.00 4.90 0.00 6.43 0.00
The mean errors for each variable are averaged across the three VARs. The p-values are calculated for the null
hypothesis that the mean errors for each variable in all VARs are zero. Low p-values reject the null of unbiased
predictions across the VARs.
29Table 3


























































































































Columns headed MSPE give the MSPE ratio. Ratios are constructed as VAR MSPE/benchmark model MSPE. A
ratio less than one indicates that the VAR forecast is more accurate on average than the benchmark forecast. The
columns labeled “p-value” show the probabilityof obtaining at least as extreme a test statistic given that theMSPEs
from each model are equal. Ratios greater than one indicate that the simple benchmarkforecasts are better than those
of the VAR, low p-values reject the null of equal MSPE. See the appendix for a more detailed discussion of the
tests.
30Table 4
Summary of the performance of alternative forecasting methods relative to the benchmark model









1 month 3 month 6 month Total (of 54)
fixed 002 2
rolling 003 3
expanding 0 0 22













1 month 3 month 6 month Total (of 54)
fixed 17 9 9 35
rolling 732 1 2
expanding 10 7 8 25
fixed 14 9 8 31
rolling 4 1 27
expanding 9 55 19
fixed 17 12 93 8
Panel A: Ratios are constructed as forecast MSPE/benchmark model MSPE. A ratio less than one indicates that the
particular forecast is more accurate on average than the benchmark forecast. The panel records the number ofMSPE
ratios less than one over all variables and country pairs, by horizon and forecasting method. Ratios less than one
indicate that the VAR outperforms the simple benchmark.
Panel B: Number of MSPE ratios significantly greater than one at the 5% level over all variables and country pairs,
by horizon and forecasting method. Significant MSPE ratios indicate that the benchmark model is superior to the
particular VAR model in a statistically significant way.
31Table 5
Monte Carlo forecasting performancewith a stable VAR generatingthe data.
PanelA Sample % MSPE ratios < 1
1 month 3 month 6 month Total
Classical fixed 37.34 42.73 46.30 42.12
Classical rolling 35.49 36.66 41.23 37.79
Classical expanding 48.67 49.51 51.04 49.74
Bayesian fixed 46.73 46.39 48.30 47.14
Bayesian rolling 48.51 45.50 47.69 47.23
Bayesian expanding 57.34 52.78 52.84 54.32
Sample MSPE ratios.’ % significant
1 month 3 month 6 month Total
fixed 17.65 16.54 15.14 16.44
rolling 6.79 7.37 7.21 7.12
expanding 4.Oi 4.05 4.53 4.20
fixed 12.78 i3.ii 13.04 12.98
rolling 4.03 4.59 5.38 4.66
expanding 2.71 3.25 4.12 3.36
Sample %MSPE ratios> actual
1 month 3 month 6 month Total
fixed 7.21 14.18 23.60 14.99
rolling 10.82 2i.i9 25.88 19.30
expanding 5.25 12.87 19.82 12.65
fixed 8.16 15.36 23.53 15.68
rolling 9.10 i7.3i 23.86 16.76
expanding 5.12 13.29 20.48 12.96
PanelD Sample % MSPE significance levels < actual
1 month 3 month 6 month Total
Classical fixed 7.41 16.11 19.73 i4.41
Classical rolling 11.19 25.75 26.44 21.13
Classical expanding 3.92 4.01 4.52 4.i5
Bayesian fixed 8.57 17.15 19.87 15.20
Bayesian rolling 13.75 22.91 25.08 20.58
Bayesian expanding 6.04 i3.48 16.01 ii.85
1000 data sets of 190 observations were generated from VAR parameter estimates for the sample 1981-96. Out-of-
sample forecasts were constructed as in Table 4 and MSPE ratios relative to the benchmark model were calculated.
Panel Areports the percentage of MSPE ratios less than one in VAR-generated data. Panel B reports the percentage
of MSPE ratios significantly greater than one at the 5% level. Panel C reports the percentage of MSPE ratios from
VAR-generated data greater than the corresponding ratios from the actual data. A low percentage of MSPE ratios
greater than the actual ratios indicates that the data were unlikely to have been generated under the null of a stable
VAR. Panel D reports the percentage of significance levels from VAR-generated data less than corresponding
significance levels from the actual data. A low percentage of MSPE significance levels less than the actual ratios
















Long-horizon statistics: Comparison of actual values with empirical distribution assuming that
the estimatedVAR is the true model: US-Japan VAR 1981:1- 1996: 10
Panel A: US-Japan slope coefficients
Horizon 1 3 6 12 24 36 48 60
(months)
























































































Long-horizon statistics: Comparison of actual values with empirical distribution assuming that
the estimatedVAR is the true model: US-Japan VAR 1981:1- 1996:iO
Panel B: US-Japan implied R2’s
Horizon 1 3 6 12 24 36 48 60
(months)
U.S.: Excess Stock Return
Japan: Excess Stock Return
Currency Excess Return
Actual 0.02 0.03 0.04 0.06 0.07 0.07 0.07 0.07
5% 0.02 0.03 0.03 0.05 0.05 0.05 0.04 0.04
50% 0.05 0.09 0.13 0.18 0.22 0.22 0.21 0.20
95% 0.10 0.19 0.28 0.36 0.42 0.43 0.42 0.39
Actual 0.04 0.03 0.04 0.05 0.08 0.09 0.09 0.10
5% 0.03 0.03 0.04 0.05 0.05 0.05 0.04 0.04
50% 0.07 0.09 0.13 0.18 0.21 0.21 0.20 0.18
95% 0.14 0.18 0.27 0.35 0.41 0.41 0.40 0.39
Actual 0.07 0.15 0.21 0.24 0.21 0.17 0.14 0.11
5% 0.03 0.05 0.07 0.08 0.06 0.05 0.04 0.03
50% 0.09 0.17 0.23 0.26 0.23 0.18 0.14 0.12
95% 0.18 0.34 0.45 0.51 0.49 0.45 0.40 0.35
Panel C: US-Japan variance ratios
Horizon 1 3 6 12 24 36 48 60
(months)
U.S.: Excess Stock Return
Japan: Excess Stock Return
Currency Excess Return
Actual 1.00 1.05 1.06 1.07 1.04 0.98 0.91 0.85
5% 1.00 0.88 0.82 0.71 0.53 0.42 0.35 0.30
50% 1.00 1.04 1.04 1.01 0.90 0.78 0.68 0.60
95% 1.00 1.22 1.33 1.48 1.57 1.53 1.44 1.35
Actual 1.00 1.01 0.99 0.94 0.86 0.79 0.73 0.68
5% 1.00 0.86 0.79 0.68 0.52 0.44 0.38 0.34
50% 1.00 1.01 0.98 0.92 0.81 0.71 0.64 0.58
95% 1.00 1.18 1.22 1.26 1.30 1.27 1.21 1.15
Actual 1.00 1.19 1.40 1.73 2.17 2.41 2.54 2.60
5% 1.00 0.99 1.05 1.15 1.25 1.29 1.32 1.32
50% 1.00 1.18 1.38 1.70 2.10 2.32 2.42 2.47
95% 1.00 1.41 1.86 2.63 3.76 4.46 4.88 5.14
10,000 data sets of 190 observations were generatedfrom VAR parameter estimates for the sample 198 1-96. The
VAR was estimated on each data set and the parameter estimates were used to calculate the implied long-horizon
regression slope coefficients, R2s and variance ratios. The panels of the table report the actual value of the long-
horizon statistic and the percentiles of the empirical distribution.
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Figure 1: Time series of the dividend
in annualized percentage terms.
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Figure 2: Structural break statistics for the VARs. The horizontal lines show one-percent Monte
Carlo critical values, as described in the statistical appendix.
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