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Abstract—In this paper, we proposed a construction of a UD k-
ary T -user coding scheme for MAAC. We first give a construction
of k-ary T f+g-user UD code from a k-ary T f -user UD code and
a k±-ary T g-user difference set with its two component sets
D+ and D− a priori. Based on the k±-ary T g-user difference set
constructed from a (2k−1)-ary UD code, we recursively construct
a UD k-ary T -user codes with code length of 2m from initial
multi-user codes of k-ary, 2(k− 1)+ 1-ary, . . . , (2m(k− 1)+ 1)-
ary. Introducing multi-user codes with higer-ary makes the total
rate of generated code A higher than that of conventional code.
I. INTRODUCTION
In a multiple access communication system, T indepen-
dent sources transmit data over a common channel. A cen-
tral problem in multi-user coding for the multiple-access
communications system is to assign T constituent codes Cj
(j = 1, 2, · · · , T ) to T senders so that they can communicate
simultaneously with a common receiver through a multiple-
access adder channel(MAAC), even in the presence of noise.
The collection of T constituent codes Cj is the T -user k-ary
code, denoted by C = {C1, C2, . . . , CT }.
The T -user k-ary code is said to be uniquely decodable
(UD) if all sums consisting of one codeword from each
constitute code are distinct. Most extensively investigated UD
multiuser codes for the MAAC are binary [1] [2] [3] [4].
Lindström, Martirosyan, and Khachatryan gave the multiuser
UD codes, where each constituent code consists of only
two codewords, one of them being zero [1] [2]. Chang and
Weldon’s construction also focused on the symmetric case of
each constituent code with two codewords [3].
By distributing those codewords of [2] or [3] among as
few users as possible, affine multiuser codes are proposed [4]
[5] to achieve higher total rate for a fixed number of users.
Each constituent code Hughes and Cooper’s code [4] consist
of 2m codewords and Martirosyan’s code [5] is free of that
constraints and achieves the higher total rate for a fixed number
of users than those of [2] [3].
Multiuser k-ary (k ≥ 3) UD codes was originally studied
by Jevtic´ [6] and was then generalized to the case of arbitrary
code length in [7]. By extension of Hughes and Cooper’s idea
[4] to k-ary, a mixed-rate multiuser k-ary code was given in
[10] and achieves the higher total rate for a fixed number of
users than that of [6] [7].
On the other hand, error-correcting multi-user codes are
also studied for noisy MAAC [3] [8] [9] [11]. They usually
construct the error-correcting codes from the UD codes.
In this paper, we proposed a construction of a UD k-ary T -
user coding scheme for MAAC. We first give a construction of
k-ary T f+g-user UD code from a k-ary T f -user UD code and
a k±-ary T g-user difference set with its two component sets
D+ and D− a priori. Based on the k±-ary T g-user difference
set constructed from a (2k − 1)-ary UD code, we recursively
construct a UD k-ary T -user codes with code length of 2m
from initial multi-user codes of k-ary, 2(k − 1) + 1-ary, . . . ,
(2m(k− 1) + 1)-ary. Introducing multi-user codes with higer-
ary makes the total rate of generated code A higher than that
of conventional code.
II. PRELIMINARY
A. T -user k-ary MAAC
Let K 4= {0, 1, 2, · · · , k − 1} for a given positive integer k
not less than 2. Denote Uj ∈K(j = 1, 2, · · · , T ) the jth user’s
input, the output of the noiseless MAAC at each time epoch is
given by
Y =
n∑
j=1
Uj ,
where summation is over the real numbers. Clearly, each
output symbol of the channel is an integer from set
{0, 1, 2,· · · ,(k−1)T}. Symbol and block synchronization are
assumed and all of the users are always active.
A noisy MAAC is regarded as a noiseless MAAC cascaded
with a discrete memoryless channel [3]. The discrete memory-
less channel is ((k−1)T+1)-ary-input and ((k−1)T+1)-ary-
output, and is completely described by transition probabilities
for all the possible input-output pairs (i, j), 0 ≤ i, j ≤
(k − 1)T .
B. T -user code
Let C = {C1, C2, · · · , CT } be a T -user k-ary code for
MAAC composed of constituent codes Cj ⊂ Kn, j =
1, 2, · · · , T . The rate of Cj is Rj = (1/n) log2 |Cj |, where
|Cj | is the cardinality of Cj . The total rate of C is R(C) 4=
R1 +R2 + · · ·+RT .
The weight of an integer n-vector (a row vector with length
n) x = (x1, x2, · · · , xn) is defined as w(x) =
∑n
j=1 |xj |,
where summation is over the real numbers. The distance
between two vectors y and y′ is defined as d(y,y′) =
w(y−y′), where the minus sign “−” denotes componentwise
real-number subtraction.
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Definition 1: [3] For any positive integer δ, a T -user k-
ary code C = {C1, C2, · · · , CT } over Kn with code length
n is δ-decodable, if for any two distinct k-ary nT -vectors
(u1,u2, · · · ,uT ) and (u′1,u′2, · · · ,u′T ), uj ,u′j ∈ Cj ,
d
 T∑
j=1
uj ,
T∑
j=1
u′j
 ≥ δ. (1)
A T -user δ-decodable k-ary code C with code length n
is referred to as an (n, δ, T )k-code. A δ-decodable code is
capable of correcting b(δ − 1)/2c or fewer errors [3], where
bpc is the greatest integer less than or equal to p. On the other
hand, the δ-decodable code is used for detecting δ−1 or fewer
errors.
An (n, δ = 1, T )k-code is said to be uniquely decodable
(UD), and is used for the noiseless MAAC such that the
decoder is able to uniquely resolve any possible received word
into the transmitted codewords, one from each of the users.
Lemma 1: A T -user k-ary code C = {C1, C2, · · · , CT } is
UD, if for any two k-ary nT -vectors (u1,u2, · · · ,uT ) and
(u′1,u
′
2, · · · ,u′T ), uj ,u′j ∈ Cj ,
T∑
j=1
(uj − u′j) = 0n
implies
(u1 − u′1,u2 − u′2, . . . ,uT − u′T ) = 0nT .

C. Td-subset difference set
Let K± 4= {0,±1,±2, . . . ,±(k − 1)}. Denoted by D =
{D1,D2, . . . ,DTd} an (n, δd, Td)2k−1 code with Dj ⊂
(K±)n. Given vector dj ∈ (K±)n, we obtain two vectors
d+j and d
−
j ∈ Kn in the following manner. Let djm ∈ K± be
the mth element in dj , and d+jm, d
−
jm ∈ K be the mth element
in d+j , d
−
j , respectively. We can always put
d+jm = djm, d
−
jm = 0, if djm ≥ 0
d+jm = 0, d
−
jm = |djm|, if djm < 0.
(2)
Let
D+j = {d+j |d+j subject to (2),dj ∈ Dj}
D−j = {d−j |d−j subject to (2),dj ∈ Dj}.
(3)
We obtain D+ = {D+1 , · · · ,D+Td} and D− = {D−1 , · · · ,D−Td}.
Note that both of sets are over Kn.
Since dj = d+j − d−j , for convenience we refer to the
(n, δd, Td)2k−1-code D as Td-subset δd-decodable difference
set over (K±)n, denoted by 〈n, δd, Td〉±k. Except for the
domain (K±)n of the set, the definition of Td-subset difference
set is almost same as that in Definition 1. In this paper, we
focus on the code over Kn. To avoid confusion, we call D as
a set over (K±)n, not a code. The difference set over (K±)n
plays an important role in our coding scheme.
III. UNIQUELY DECODABLE MULTI-USER CODES
A. T f+g-User UD Code
First, we give a construction of T f+g-user UD code from
a T f -user UD code and a T g-user difference set.
Let f and g be nonnegtive integers. Without loss of gener-
ality, we assume f ≥ g. Let
Af = {A1,A2, . . . ,AT f }, Aj ⊂ Kf
be (f, δ = 1, T f )k-code, and
Dg = {D1,D2, . . . ,DT g}, Dj ⊂ Kg
be (g, δ = 1, T g)±k-difference set, respectively. When Af and
Dg are given a priori, a (T f + T g)-user code
Cf+g 4= Ω(Af ,Dg) = {C1, C2, . . . , CT f+T g} (4)
is made as follows:
Ci={ui= (a,a(g)) | a = (a(g),a〈f−g〉) ∈ Ai}
i = 1, 2, . . . , T f
Ci+T f ={ui+T f= (d+[f ],d−)
| d+[f ] = (d+,0f−g),d+ ∈ D+i ,d− ∈ D−i , }
i = 1, 2, . . . , T g.
The notations in the above equations are defined as follows:
(a) a(g) is the first g components of vector a, and
a〈f−g〉 is the last f − g components of a, i.e., a =
(a(g), a〈f−g〉).
(b) d+[f ] is an f -vector whose first g components are the
vector d+, and whose last f − g components are 0f−g ,
i.e., d+[f ] = (d+, 0f−g).
Theorem 1: If the k-ary code Af and the difference set Dg
over (K±)n are UD, then Ω(Af ,Dg) of (4) is a (f + g, δ =
1, T f + T g)k-code. 
Proof: Clearly, Ω(Af ,Dg) has code length f + g, and is
k-ary. The number of users in Ω(Af ,Dg) are T f + T g .
Let us prove that Ω(Af ,Dg) is UD. Let
ui ∈ Ci, i = 1, . . . , T f
ui+T f ∈ Ci+T f , i = 1, . . . , T g
By Lemma 1, we will show that
T f+T g∑
i=1
(ui − u′i) = 0f+g (5)
implies
(u1 − u′1, . . . ,uT f − u′T f ,
uT f+1 − u′T f+1, . . . ,uT f+T g − u′T f+T g )
= 0(f+g)(T
f+T g). (6)
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We have that
T f+T g∑
i=1
(ui − u′i) (7)
=
T f∑
i=1
(
(ai,a
(g)
i )− (a′i,a′(g)i )
)
+
T f+T g∑
i=T f+1
(
(d
+[f ]
i ,d
−
i )− (d′+[f ]i ,d′−i )
)
4
= (s1, s2). (8)
with
s1 =
T f∑
i=1
(ai − a′i) +
T f+T g∑
i=T f+1
(d
+[f ]
i − d′+[f ]i ) (9)
s2 =
T f∑
i=1
(a
(g)
i − a′(g)i ) +
T f+T g∑
i=T f+1
(d−i − d′−i ) (10)
Restricting the f -vector s1 of (9) to its first g components, we
have
s
(g)
1 =
T f∑
i=1
(a
(g)
i − a′(g)i ) +
T f+T g∑
i=T f+1
(d+i − d′+i ). (11)
Thus
s
(g)
1 − s2 =
T f+T g∑
i=T f+1
(
(d+i − d−i )− ((d′+i − d′−i )
)
=
T f+T g∑
i=T f+1
(di − d′i) (12)
By assumption of (5), it holds
s1 = 0
f , s2 = 0
g.
Then we have that
0g =
T f+T g∑
i=T f+1
(di − d′i) (13)
Since Dg is UD by assumption, Lemma 1 implies
(dT f+1 − d′T f+1, . . . ,dT f+T g − d′T f+T g , ) = 0gT
g
.
Thus
(uT f+1 − u′T f+1, . . . ,uT f+T g − u′T f+T g ) = 02gT
g
.
From (9) we have
T f∑
i=1
(ai − a′i) = 0f
for which it similarly follows that
(a1 − a′1, . . . ,aT f − a′T f ) = 0fT
f
.
That is
(u1 − u′1, . . . ,uT f − u′T f ) = 02fT
f
.
The proof of this lemma is completed. 
By our notation, the number of users of Ω(Af ,Dg) is
represented by T f+g , since its code length is f + g. Thus,
the relationship between T f , T g and T f+g is
T f+g = T f + T g. (14)
The total rate of code Ω(Af ,Dg) is
R(Ω(Af ,Dg)) = f
f + g
R(Af ) + g
f + g
R(Dg). (15)
where R(Af ) =
T f∑
j=1
log |Aj |
f and R(Dg) =
T g∑
j=1
log |Dj |
g .
Note that when g = 0, set Dg = {∅} is empty set. In this
case, Af = Ω(Af , {∅}).
B. UD Code with Code Length n = 2m
Based on the construction of (4), we give a recursive
construction of k-ary multiuser code A(n,k) with code length
of n = 2m.
For any positive integers m and k, let
kj = 2
j(k − 1) + 1 (16)
`j = blog2(kj − 1)c
aj = (2
0, 21, · · · , 2`j−1),
where j = 0, 1, . . . ,m. Code A(2m,k) is recursively con-
structed as follows.
For step i = 0, the initial codes are defined as
A(20,kj) = {A1 = {b[aTj ] | b ∈ {0, 1}`j},
A2 = {0, kj − 1}}. (17)
j = 0, 1, . . . ,m.
Successively for steps i = 1, 2, . . . ,m, using operation
Ω(·, ·) defined in (4), we have
A(2i,kj) = Ω(A(2i−1,kj),A(2i−1,kj+1) − (kj − 1)12i−1)
j = 0, 1, . . . ,m− i (18)
Therefore, from equation (18), we can obtain A(2i,kj) at
step m. Fig. 1 shows the recursive construction procedure
to get code A(2
m,k). From the initial 2-user code A(20,kj),
j = 0, 1, . . . ,m, by m steps recursion, the code A(2
m,k) is
obtained.
Theorem 2: Given positive integers m and k, multi-user
code A(2i=m,k0=k) is an (2m, δa = 1, 2m+1)k-code with the
number of users T (A(2m,k)) and the total rate as
T (A(2m,k)) = 2m+1 (19)
R(A(2m,k)) = m/2 + (1 + blog2(k − 1)c). (20)
Proof: Let T (2
i,kj) be the number of users of code A(2i,kj)
for all 0 ≤ i, j ≤ m. First, we want to show
T (2
m=2m,k0=k) = 2m+1. (21)
All the initial codes of (17) have two users, i.e.,
T (1,kj) = 2, j = 0, 1, . . . ,m.
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Fig. 1. Recursive construction procedure of code A(2
m,k) from A(1,k), A(2k−1), . . . , A2
mk−(2m−1).
From (14), we have
T (2
i,kj) = T (2
i−1,kj) + T (2
i−1,kj+1)
=
m∑
p=0
(
m
p
)
T (2
i−m,kj+p).
When i = m and j = 0, it follows that
T (2
i=m,k0=k) =
m∑
p=0
(
m
p
)
T (1,kp) = 2m+1.
This verifies (21).
Next, let’s show sum rate of (20). For compact notation,
let R(2
i,kj) 4= R(A(ni,kj)) be the sum rate of code A(ni,kj).
From Theorem 1 and (15), we have
R(2
i,kj) =
1
2
(R(2
i−1,kj) +R(2
i−1,kj+1)).
By recursion, we have
R(2
i,kj) =
1
2m
m∑
p=0
(
m
p
)
R(2
i−m,kj+p).
When i = m and j = 0, it follows that
R(2
i=m,k0=k) =
1
2m
m∑
p=0
(
m
p
)
R(1,kp)
where
R(1,kp) = 1 + `p = 1 + blog2(2p(k − 1))c
= p+ 1 + blog2(k − 1)c.
Finally, we have
R(nm=2
m,k0=k)
=
1
2m
m∑
i=0
(
m
i
)
(i+ 1 + blog2(k − 1)c)
=
1
2m
m∑
i=0
i
(
m
i
)
+ (1 + blog2(k − 1)c)
1
2m
m∑
i=0
(
m
i
)
= m/2 + (1 + blog2((k − 1)).
Therefore we verify (20).
Finally, we show code A(nm=2m,k0=k) is UD by recursion.
The initial 2-user code A(20,kj), j = 0, 1, . . . ,m, of (17) is
UD. Assume that A(2i−1,kj), j = 1, 2, . . . ,m− i, is UD. Thus
set D(2i−1,±kj) 4= A(2i−1,kj+1) − (kj − 1)12i−1 (see (18))
is UD. By Theorem 1, code A(2i,kj) is UD. This confirms
A(2i=m,k0=k) is UD, and completes the proof. 
Remark 1: Note that equations of (19) and (20) are the
number of users and the total code of k-ary UD codes with
k > 3. When k = 2, viewed as a specific case D =
[
2A
I
]
.
The number of users and total rate become
T (A(2m,2)) = 2m+1 − 1
R(A(2m,2)) = m/2 + 1.
They are as same as that of the code of Construction 2 of
[4], Hughes and Cooper give a construction of binary(k = 2)
multi-user code. 
Remark 2: The construction of Cf+g (4) have a similar
architecture as that the construction of in [13]. The equation
of Ci+Tf in [13] can be viewed as a specific case of D that
D =
[
2A
I
]
. 
Example 1: In this example, we give the recursive construc-
tion of A(2
m=2,3).
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For i = 0, the codes A(1,3), A(1,5), A(1,9) are used to be
initialized. When k0 = 3, it follows `0 = blog2(3 − 1)c = 1
and a0 = (20). Using equation (17), we have the ternary code
A(1,3) = {A(1,3)1 = {0, 1},A(1,3)2 = {0, 2}}.
Similarly, we have the 5-ary code
A(1,5) = {A(1,5)1 = {0, 1, 2, 3},A(1,5)2 = {0, 4}}.
and the 9-ary code
A(1,9) = {A(1,9)1 = {0, 1, 2, 3, 4, 5, 6, 7},A(1,9)2 = {0, 8}}.
Successively, at step j = 1, we construct code
A(2,3) = Ω(A(1,3),A(1,5) − (3− 1)120)
with constituent codes
A(2,3)1 = {00, 11},
A(2,3)2 = {00, 22},
A(2,3)3 = {02, 01, 00, 10},
A(2,3)4 = {02, 20}
and
A(2,5) = Ω(A(1,5),A(1,±9) − (5− 1)120)
with constituent codes
A(2,5)1 = {00, 11, 22, 33},
A(2,5)2 = {00, 44},
A(2,5)3 = {04, 03, 02, 01, 00, 10, 20, 30},
A(2,5)4 = {04, 40}
At step j = 2, we obtain the code
A(4,3) = Ω(A(2,3),A(2,5) − (3− 1)121)
with constituent codes
A(4,3)1 = {0000, 1111},
A(4,3)2 = {0000, 2222},
A(4,3)3 = {0202, 0101, 0000, 1010},
A(4,3)4 = {0202, 2020}
A(4,3)5 = {0022, 0011, 0000, 1100},
A(4,3)6 = {0022, 2200},
A(4,3)7 = {0220, 0120, 0020, 0021,
0022, 0012, 0002, 1002},
A(4,3)8 = {0220, 2002}
The total rate of code is R(A(4,3)) = 3 bits/channel use. 
C. UD Code with Arbitray Length
This section gives a Tn-user UD k-ary code with an
arbitrary code length n based on Theorem 1 and Theorem 2.
To give a Tn-user UD k-ary code, some notations are
needed. An arbitrary positive integer n is represented as the
binary form
n =
r∑
j=0
nj2
j , nj ∈ {0, 1}, (22)
where
r = blog2 nc. (23)
Using the binary form (nr, nr−1, · · · , n0) of n, put
fj = nj2
j , for j = 0, 1, 2, · · · , r, (24)
gj =
j∑
i=0
ni2
i, for j = 0, 1, 2, · · · , r. (25)
Then,
gj = fj + gj−1, for j = 1, 2, · · · , r. (26)
Especially, when j = r,
n = gr = fr + gr−1. (27)
Moreover, let
k˜j = 2
(
∑r
i=0 ni−
∑j
i=0 ni) · (k − 1) + 1
=
{
2
∑r
i=j+1 ni · (k − 1) + 1, if j = 0, 1, 2, . . . , r − 1
k, if j = r.
We are ready to give a Tn-user UD codeA(n,k). For an arbi-
trary positive integer n, when codes A(2j ,k˜j) (j = 1, 2, · · · , r)
of (17) and (18) are given a priori, a Tn-user UD code A(n,k)
is constructed as follows:
For j = 0, the code is initially defined by
A(g0,k˜0) =
{
A(20,k˜0), if n0 = 1,
{∅}, if n0 = 0, (28)
where A(1,k˜0) is given in (17).
Successively for j = 1, 2, · · · , r, a code A(gj ,k˜j) is con-
structed from A(2j ,k˜j) and A(gj−1,k˜j−1) by recursion
A(gj ,k˜j) =

Ω
(
A(2j ,k˜j),A(gj−1,k˜j−1) − k˜j−1−12 1gj−1
)
,
if nj = 1
A(gj−1,k˜j),
if nj = 0.
(29)
where A(2j ,k˜j) is given in (4).
Finally, due to (27), put
A(n,k) = A(gr,k˜r). (30)
In (29), Ω(·, ·) is defined in (4) with f = 2j and g = gj−1.
Note that 2j ≥ gj−1.
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The number T (n,k) of users and the total rate of A(n,k) are
T (n,k) = 2n, (31)
R(A(n,k)) = 1
n
r∑
j=0
njj2
j−1 +
1
n
r−1∑
j=0
nj2
j
r∑
i=j+1
ni
+1 + blog2(k − 1)c. (32)
The derivations of (31) and (32) are shown in Appendix A.
Theorem 3: The T (n,k)-user code A(n,k) of (30) is UD. 
Proof : The theorem is proved by induction.
Let us observe A(g0,k˜0) of (28). When n0 = 0, A(g0,k˜0) is
the empty set. When n0 = 1, A(1,k˜0) is UD.
Prove that if A(gj−1,k˜j−1) is UD, then A(gj ,k˜j) is UD.
According to (29), two cases must be considered:
Case 1: nj = 1, it holds
A(gj ,k˜j) = Ω(A(2j ,k˜j),D(gj−1,±k˜j−1))
where D(gj−1,±k˜j−1) 4= A(gj−1,k˜j−1) − (k˜j−1 − 1)1gj−1
(see (29)). Since A(gj−1,k˜j−1) is UD over {0, 1, . . . , (kj−1 −
1)}gj−1 , D(gj−1,±k˜j−1) is UD over {0,±1, . . . ,±(kj−1 −
1)}gj−1 . It follows from Theorem 1 that A(gj ,k˜j) is UD, since
A(2j ,k˜j) is UD.
Case 2: nj = 0, it holds A(gj ,k˜j) = A(gj−1,k˜j−1). It is
obvious that A(gj ,k˜j) is UD.
Therefore, A(n=gr,k˜r=k) is UD. This completes the proof
of this theorem. The derivations of (31) and (32) are
shown in Appendix A.
Remark 3: Table I gives a numerical comparison of code
parameters between codes of (30) and [13]. Although both
codes have arbitrary code length, we compare their total rates
for a fixed number of users. The proposed codes have the
higher code rate and shorter code length than those of previous
codes [13] for a fixed number of users.
TABLE I
COMPARISON OF TOTAL RATES OF UD k-ARY CODES WITH
` = blog2(k − 1)c
numbers Cn: code in Corollary Cn′: the code in [13]
of code total rates code total rates
users lengths (b/c) lengths (b/cu)
8 4 2.000+` 3 1.666+`
14 7 2.286+` 5 2.000+`
20 10 2.500+` 7 2.286+`
26 13 2.692+` 9 2.444+`
32 16 3.000+` 11 2.545+`
Example 2: In this example, we give the recursive construc-
tion of code A(7,3) with code length n = 7.
The binary form of n = 7 is n2 = 1, n1 = 1, n0 = 1.
For j = 0, k˜0 = k2 = 9, the code is initially defined by
A(g0,k˜0) = A(20,9) as shown in Example 1.
For j = 1, k˜1 = k1 = 5,
A(g1,k˜1) = A(3,5)
= Ω
(
A(21,5),A(20,9) − (5− 1)120
)
with constituent codes as
A(3,5)1 = {000, 111, 222, 333},
A(3,5)2 = {000, 444},
A(3,5)3 = {040, 030, 020, 010, 000, 101, 202, 303},
A(3,5)4 = {040, 404},
A(3,5)5 = {004, 003, 002, 001, 000, 100, 200, 300},
A(3,5)6 = {004, 400}.
For j = 2, k˜2 = k0 = 3,
A(g2,k˜2) = A(7,3)
= Ω
(
A(22,3),A(3,5) − (3− 1)13
)
with constituent codes as
A(7,3)1 = {0000000, 1111111},
A(7,3)2 = {0000000, 2222222},
A(7,3)3 = {0202020, 0101010, 0000000, 1010101},
A(7,3)4 = {0202020, 2020202}
A(7,3)5 = {0022002, 0011001, 0000000, 1100110},
A(7,3)6 = {0022002, 2200220},
A(7,3)7 = {0220022, 0120012, 0020002, 0120012,
0022002, 0012001, 0020002, 1002100},
A(7,3)8 = {0220022, 2002200}
A(7,3)9 = {0000333, 0000222, 0000111, 0000000},
A(7,3)10 = {0000333, 1110000},
A(7,3)11 = {0100303, 0000303, 0000313, 0000323,
0000333, 0000232, 0000131, 0000030},
A(7,3)12 = {0100303, 1010030},
A(7,3)13 = {0010330, 0000330, 0000331, 0000332,
0000333, 0000233, 0000133, 0000033},
A(7,3)14 = {0010330, 1000033}.
The code rate is R(A(7,3)) = 3.286 bits/channel use. 
IV. CONCLUSIONS
We proposed a construction of a UD k-ary T -user coding
scheme for MAAC. We first give a construction of k-ary
T f+g-user UD code from a k-ary T f -user UD code and a
k±-ary T g-user difference set with its two component sets
D+ and D− a priori. Based on the k±-ary T g-user difference
set constructed from a (2k − 1)-ary UD code, we recursively
construct a UD k-ary T -user codes with code length of 2m
from initial multi-user codes of k-ary, 2(k − 1) + 1-ary, . . . ,
(2m(k− 1) + 1)-ary. Introducing multi-user codes with higer-
ary makes the total rate of generated code A higher than that
of conventional code.
Using the UD k-ary code proposed in this paper, applying
the construction in [14], error-correcting multi-user codes with
higher total rate can also be constructed.
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APPENDIX
DERIVATIONS OF Tn IN (31) AND R(An) IN (32)
We first show (31). The number Tn of users in An is
counted according to the recursive procedure of (29). From
(14) and (26), for j = 1, 2, · · · , r, it follows
T (gj ,k˜j) = njT
(2j ,k˜j) + T (gj−1,k˜j−1). (33)
Moreover, from (33) and (26), we have
T (gr=n,k˜r) = nrT
(2r,k˜r) + T (gr−1,k˜r−1)
= nrT
(2r,k˜r) + nr−1T (2
r−1,k˜r−1) + T (gr−2,k˜r−2)
...
=
r∑
j=1
njT
(2j ,k˜j) + T (g0,k˜0)
=
r∑
j=1
njT
(2j ,k˜j) + n0T
(20,k˜0) (34)
Substituting (21)into (34), we obtain
Tn =
r∑
j=0
nj2
j+1 = 2n
which verifies (31).
Second, we verify (32). From (25) and (15), it follows that
R(A(gj ,kj))
=
1
fj + gj−1
(
njfjR(A(fj ,k˜j)) + gj−1R(A(gj−1,k˜j−1)
)
=
1
gj
(
nj2
jR(A(fj ,k˜j)) + gj−1R(A(gj−1,k˜j−1))
)
Moreover, from (27) we have
R(A(gr=n,k˜r))
=
1
n
(
nr2
rR(A(fr,k˜r)) + gr−1R(A(gr−1,k˜r−1)
)
=
1
n
(
nr2
rR(A(fr,k˜r)) + nr−12r−1R(A(fr−1,k˜r−1))
+gr−2R(A(gr−2,k˜r−2)
)
...
=
1
n
 r∑
j=0
nj2
jR(A(2j ,k˜j))

=
1
n
 r∑
j=0
nj2
j [
j
2
+ (1 + ˜`j)]

=
1
n
r∑
j=0
njj2
j−1 +
1
n
r∑
j=0
nj2
j(1 + ˜`j)
=
1
n
r∑
j=0
njj2
j−1 +
1
n
r∑
j=0
nj2
j +
1
n
r∑
j=0
nj2
j ˜`
j
Since ˜`j = blog2(k˜j − 1)c, it follows that
1
n
r∑
j=0
nj2
j ˜`
j
=
1
n
r−1∑
j=0
nj2
j(
r∑
i=j+1
ni + blog2(k − 1)c) +
nr2
r
n
blog2(k − 1)c
=
1
n
r−1∑
j=0
nj2
j
r∑
i=j+1
ni +
1
n
r∑
j=0
nj2
jblog2(k − 1)c
=
1
n
r−1∑
j=0
nj2
j
r∑
i=j+1
ni + blog2(k − 1)c.
Then we verify (32). 
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