Preliminary results are presented for Detached Eddy Simulations (DES) of a generic tractor/trailer geometry at a Reynolds number of 2 million based on the trailer width. The DES simulations are compared to both experimental data and to steady-state Reynolds-Averaged Navier-Stokes (RANS) computations using the Menter k-ω turbulence model. These comparisons include both time-averaged base pressures and wake velocities. The DES results do not provide improved agreement with the experimental data relative to the steady-state RANS results. The lack of improved agreement is likely due to insufficient mesh refinement.
Introduction
In a typical class 8 tractor/trailer, energy losses due to rolling resistance and accessories increase linearly with vehicle speed, while energy losses due to aerodynamic drag increase with the cube of the speed. At a typical highway speed of 70 mph, aerodynamic drag accounts for approximately 65% of the energy output of the engine. 1 Due to the large number of tractor/trailers on the US highways, even modest reductions in aerodynamic drag can significantly reduce domestic fuel consumption. Lower fuel consumption will result in a reduction in pollution emissions and a reduced dependence on foreign oil.
The most common turbulence modeling approach for engineering applications involves solving the ReynoldsAveraged Navier-Stokes (RANS) equations. With this approach, the effects of the inherently three-dimensional and time-varying turbulent eddies on the mean flow are modeled and not simulated. The effects of the turbulence, namely increased transport of momentum and energy, are incorporated via the eddy viscosity and eddy conductivity, respectively. In general, it is desirable to obtain steady-state solutions to the RANS equations; the simulation of unsteady RANS flows may only be valid when there is a clear separation between the unsteady scales and the turbulent scales.
RANS turbulence models were generally developed to solve simple, zero pressure gradient attached flows. These models often fail in the presence of large pressure gradients and/or separated flow regions. While the flow over the major part of a tractor/trailer is attached and therefore amenable to RANS modeling, the flow in the base region involves separation off of the rear end of the trailer. This recirculation zone is generally unsteady, with large-scale turbulent structures shedding from the edges. Accurate prediction of the flow in the base region is important since it determines the pressure on the trailer base. The pressure drag is the primary component of the overall aerodynamic drag for tractor/trailer configurations, and small errors in the predicted base pressures can significantly affect the drag calculations.
The Large Eddy Simulation (LES) approach is becoming a popular technique to model bluff-body flows.
In LES, the larger structures (eddies) in the turbulent spectrum are resolved, and the smaller structures are modeled. This approach is computationally expensive and there are still modeling issues that are being investigated. A subgrid-scale model must be used. The classic subgrid-scale model was introduced by Smagorinsky, 2 while the dynamic model approach of Germano et al. 3 has become very popular. This paper is concerned with wall bounded flows where additional modeling is required near the surface. The unsteady turbulence modeling technique investigated herein is the hybrid RANS/ LES model Detached Eddy Simulation (DES) developed by Spalart and co-workers. 4 The current effort is an extension of prior work by the authors. An earlier study examined the same generic tractor/trailer geometry, but used steady-state RANS models. 5 The authors have also employed the DES approach to study the flow over a square cross-section cylinder at a Reynolds number of 22,000. 6 The square cylinder is a geometrically simple, bluff body flow that has been the basis of numerous computational and experimental studies. The current study seeks to extend the prior work using the DES method to a much higher Reynolds number.
Simulation Approach Simulation Code
The computational fluid dynamics code used herein is SACCARA, the Sandia Advanced Code for Compressible Aerothermodynamics Research and Analysis. The SACCARA code was developed from a parallel distributed memory version 7 of the INCA code, 8 originally written by Amtec Engineering. The SACCARA code is used to solve the Navier-Stokes equations for conservation of mass, momentum, energy, and turbulence transport in either 2D or 3D form. Prior code verification studies with SACCARA include code-to-code comparisons with other Navier-Stokes codes 9, 10 and with the Direct Simulation Monte Carlo method.
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These studies provide some confidence that the code is free from coding errors affecting the discretization.
Discretization
The governing equations are discretized using a cellcentered finite-volume approach. The discretization of the convective terms is based on a finite-volume form of Harten and Yee's symmetric TVD scheme.
12,13 This baseline scheme is modified using a characteristic-based filter which greatly decreases the numerical dissipation in smooth regions of the flow (see Ref. 14 for details). The resulting scheme is second-order accurate with low dissipation in smooth regions. The viscous terms are discretized using central differences. The SACCARA code employs a massively parallel distributed memory architecture based on multi-block structured grids.
The solver is a Lower-Upper Symmetric GaussSeidel scheme based on the works of Yoon et al. 15 and Peery and Imlay, 16 which provides for excellent scalability up to thousands of processors. 17 Second-order accuracy is obtained in the temporal discretization via a sub-iterative procedure. In this approach, the time derivative in the governing equations is discretized with a second-order backward difference. The three-point backward time derivative is added to the steady-state residual, and the solution at time level n+1 is iterated until the right-hand side, which includes both the steady-state residual and the time derivative, are driven below a given tolerance.
Turbulence Models
For the simulations results presented herein, the turbulence transport equations are integrated all the way to the vehicle walls, thus no wall functions are employed. In all cases, the distance from the wall to the first cell center off the wall is less than unity in normalized turbulence distance (i.e., y + < 1).
Steady-State RANS
The steady-state RANS model examined is Menter's hybrid model 18 which switches from a k-ε formulation in the outer flow to a k-ω formulation near solid walls. Additional details on the RANS solution using the Menter model can be found in Ref. 5 .
Detached Eddy Simulation (DES)
The hybrid RANS/LES method developed by Spalart and co-workers (Refs. 4, 19) has been developed the furthest and is called Detached Eddy Simulation, or DES. The DES approach uses the unsteady form of the Spalart-Allmaras one-equation eddy viscosity model 20 to provide the eddy viscosity for use in the sub-grid scale stress model. The Spalart and Allmaras one-equation eddy viscosity model provides the usual RANS-based eddy viscosity in the boundary layer, but must be modified to the appropriate eddy viscosity for LES outside of the boundary layer. This modification is performed by changing the definition of the distance to the wall in the destruction term. The distance is replaced with , where this new term is defined as (1) Far from the wall, the value of thus becomes .
The local grid spacing is defined as and is equal to the maximum mesh spacing in the three coordinate di-
As discussed by Spalart et al., 4 when the production term is balanced with the destruction term (at equilibrium), the following is obtained (3) where is related to the magnitude of the strain rate. In the outer part of the boundary layer, asymptotes to = 0.29C DES = 0.19. The constant is given by Spalart as (4) The DES model thus asymptotes to a Smagorinsky-type LES model in the bluff-body wake assuming sufficient mesh refinement.
Problem Description
The flow over the Ground Transportation System (GTS) model has been investigated experimentally at a Reynolds number Re W of 2 million by Storms et al, 21 where W refers to the width of the trailer base (0.32385 m). A photograph of the GTS mounted in the NASA Ames 7'×10' wind tunnel is presented in Fig. 1 . The experimental data set is unique in that it presents both ensemble-averaged surface pressure data (see Fig. 2 ) as well as multiple planes of instantaneous and ensemble-averaged velocity data in the wake (see Fig. 3 ) for this high Reynolds number flow.
In order to perform the computationally intensive DES simulations, the front of the GTS was truncated along with the wind tunnel wall at x/W = 2 as shown in Fig. 4 . This figure also shows the Cartesian coordinate system employed, normalized by the trailer width W. Note that the wind tunnel wall as well as the rear posts are included in the simulation. This mesh is composed of approximately 4 million grid points and was domain decomposed and run on 32 processors of a Linux cluster.
Boundary Conditions
The inflow boundary employs stagnation values for pressure (102, 
Characteristic Scales
Time can be normalized by a reference time scale defined as (5) where U inf is the reference velocity from the simulations. A time history of the reference pressure is given in Fig. 5 . The drop in the reference pressure over time is due to a back pressure initially being set to too large of a value. Unless otherwise noted, the simulations employed a dimensionless time step ∆t/t ref of 0.0012. Some characteristic length scales are given in Table  1 . The extremely fine grid spacing near the wall (∆ wall ) is required because the RANS model is integrated to the wall. The maximum grid spacing in the trailer wake (∆ wake ) leads to approximately 21 points across the trailer width for this coarse grid case.
Numerical Accuracy Statistical Convergence
It is unclear a priori how long the flowfield statistics sampling should be performed before the statistical error becomes sufficiently small. 
Iterative Convergence
Prior experience with the iterative convergence levels for DES with the SACCARA code suggests that a residual reduction of four orders of magnitude is sufficient to make the iterative errors at each time step negligible. After 10 sub-iterations per time step, most of the zones were converged approximately five orders of magnitude. However, due to the extremely small mesh spacing near the wall, some zones were only converged three orders of magnitude. It is not clear whether this residual reduction is sufficient to allow iterative convergence errors to be neglected.
Discretization Error
The mesh employed in the DES simulations was approximately 4 million grid points. Due to limits on computational resources, the effects of refining the grid and time step have not yet been examined. This deficiency will be addressed in future work.
Results
In this section, results for the steady-state RANS model of Menter and the preliminary results using the DES model are compared with experimental data. These data comparisons include time-averaged streamlines, velocity contour plots, velocity profiles, and surface pressure distributions.
Streamlines and Velocity Contours
Time-averaged streamlines are shown in Fig. 8 along with time-averaged contours of the u-(streamwise-) component of velocity for the experiment, the steadystate Menter k-ω RANS model, and the DES model. The flow is from left to right, and the aft end of the trailer is also shown in the figures. The experiment shows a large, counter-clockwise-rotating vortex centered at y/W = 0.4 near the trailer base. While the corresponding clockwise-rotating vortex is outside of the experimental PIV window, the streamlines appear to suggest that this vortex is centered near the top-right corner of the window (x/W = 9, y/W = 1.2).
The results for the Menter k-ω model give a much more symmetric pair of counter-rotating vortices than seen in the experiment (see Fig. 8 , middle plot). An outline of the location of the experimental PIV window is also shown in the computational plots. The time-averaged DES results are shown in the bottom of Fig. 8 and show a strong, clockwise-rotating vortex near the base at y/W = 1. The streamlines do not form closed circuits in the figure, but spiral towards the center of the vortex. This behavior suggests that the simulation results are not fully statistically converged. Furthermore, the DES simulations, although providing an asymmetric pattern, show a trend opposite to that found in the experiment. The reason for this deviation from the experiment is unknown, but may be caused by insufficient mesh refinement.
Time-averaged streamlines and out-of-plane velocity contours are shown in Fig. 9 for a horizontal, streamwise plane in the wake located at y/W = 0.36. The experimental streamlines (top plot) show no coherent recirculation because this plane is below the bottom of the vortex shown in Fig. 8 . The vertical velocity contours in the experiment show flow upwards near the center of the PIV window, and downwards near the trailer base.
The Menter k-ω results shown in the middle of Fig. 9 show vertical velocity contours that are qualitatively similar to those found in the experiment. The streamlines, however, show a clear recirculation zone suggesting that the toroidal vortex ring is located too low in the wake. The DES results also show the counter-rotating vortices (bottom of Fig. 9 ), but the vertical velocities are opposite that shown in the experiment due to the fact that the flow predicted by the DES model is dominated by the upper, clockwise-rotating vortex in Fig. 8 rather than the lower, counter-clockwise-rotating vortex. The near-symmetry of the DES results about z/W = 0 suggests that the DES simulations are nearly statistically converged at this location (at least for the mean quantities).
A similar horizontal, streamwise cut is shown in Fig. 10 , however this plane is located higher up on the base at y/W = 1.06. In this case, the streamlines from the Menter k-ω computation appear to match the experiment, however the vertical velocity contours differ. The streamlines for the DES simulations do not show a coherent recirculation pattern due to the fact that this y/W location is above the predicted upper vortex core shown in Fig. 8 . 
Velocity Profiles
Velocity profiles at two different axial stations (x/W = 8.0 and x/W = 8.9) were extracted from the vertical streamwise plane given earlier in Fig. 8 . These profiles for u-, v-, and w-components of velocity are presented in Fig. 11 . The u-component of velocity is matched reasonable well by both the Menter k-ω and the DES models (top of Fig. 11 ). The Menter model also accurately predicts the v-component near the base (x/W = 8.,0), but does not agree with the experimental data at the downstream station (x/W = 8.9). The DES model does not give accurate predictions of the v-velocity component at either of the two stations. The w-velocity component (bottom plot) shows that the Menter computations are essentially symmetric about z/W = 0, however there appears to be some asymmetry in the experiment, as shown by the non-zero w-velocity along the symmetry plane (z/W = 0). The non-zero values for the w-velocity predicted by the DES model again suggest that these results are not statistically converged.
Similar velocity profiles are given for the horizontal streamwise planes at y/W = 0.36 (Fig. 12) and y/W = 1.05 (Fig. 13) . For the lower plane (y/W = 0.36), the PIV data show problems for z/W > 0.5. This location is ostensibly in the freestream (i.e., outside of the trailer wake), but the axial velocity is lower than expected and the v-and w-components show significant asymmetries, especially for the forward location (x/W = 7.8). The Menter model shows fair agreement with the data for all velocity components at the upstream location, but generally poor agreement for the downstream location (x/W = 7.8). The DES model gives poor agreement with the data at both axial location for both u and v, but reasonable agreement for the w-component of velocity.
For the upper horizontal-streamwise plane (y/W = 1.05), both models show good agreement with the ucomponent of velocity (top plot of Fig. 13 ). For the vcomponent of velocity (middle plot of Fig. 13) , only the Menter model at the x/W = 8.5 location agrees with the data. The w-component of velocity given in the lower plot shows good agreement for both models except for the DES model at the downstream station (x/W = 8.5).
In general, the DES model is expected to provide a more accurate prediction of the wake flowfield than the steady-state RANS model. However, based on the current results, the DES model does not predict the velocities in the wake region as well as the lower-fidelity Menter model. The authors believe that the poor results with DES are likely due to insufficient mesh resolution. 
Surface Pressure Distributions
Distributions of pressure coefficient on the trailer base are presented in Fig. 14 for two span-wise stations: z/W = 0 (the symmetry plane) and z/W = 0.44. The experiment shows an asymmetrical pressure distribution from top to bottom. The minimum pressure occurs near y/W = 0.4 and is due to the proximity to the lower, counter-clockwise-rotating vortex from the top plot of Fig. 8 . The Menter results show a much more symmetric pressure distribution from top to bottom as expected due to the symmetric pair of counter-rotating vortices shown in the middle plot of Fig. 8 . As expected from the velocity contour plots, the DES model shows the opposite trends than those found in the experiment.
Conclusions
Preliminary results were presented for Detached Eddy Simulations (DES) of generic tractor/trailer geometry at a Reynolds number of 2 million based on the trailer width. The DES simulations were compared to both experimental data and to steady-state ReynoldsAveraged Navier-Stokes (RANS) computations using the Menter k-ω turbulence model. These comparisons included both time-averaged base pressures and wake velocities. Although we fully expected the DES simulations to improve the agreement with the experimental data, the results were clearly not better than the steadystate RANS computations.
The fact that the DES simulations did not provide improved agreement with the experimental data as compared to the RANS results could be due to a number of reasons. The residuals for each time step did not obtain the desired iterative convergence level due to the extremely fine mesh spacing near the walls, thus some iterative errors may be polluting the solution. The effects of truncating the forward part of the GTS geometry and the wind tunnel were not assessed. The flow over the forward portion of the GTS does generate some streamwise vorticity which is not included in the current simulations. The back pressure was adjusted from approximately 100,000 N/m2 to 97,700 N/m2, and then run for 0.1 s before statistics were collected. Examination of the reference pressure in Fig. 5 indicates that the pressure transients have not yet died out by the time statistics were collected. In addition, the time window for collecting statistics should be increased to ensure the time-averaged results are statistically converged. Finally, the most likely reason for the lack of agreement between the DES simulations and the experiment is insufficient mesh refinement. Comparison of the unsteady pressure signal from the experiment (Fig. 6) with the same signal from the DES simulations (Fig. 7) shows that the DES signal has less structure and a larger amplitude. This behavior is likely related to the excessive dissipative errors associated with insufficient mesh refinement.
