Dynamic inverse problems, which occur in medical imaging and other fields, are inverse problems in which the quantities to be reconstructed vary in time, although they are related to the measurements through spatial operators only. Traditional methods solve these problems by frame-by-frame reconstruction, then extract temporal behaviour of the objects or regions of interest through curve fitting and other image-based processing. These approaches solve the inverse problem while exploiting only the spatial relationship between the object and the measurement data at each time instant, without using any temporal dynamics of the underlying process, and thus are not optimal unless the solution is temporally uncorrelated. If the spatial operators are linear, and if one, by contrast, solves the whole spatio-temporal process jointly, it falls into the category of general linear least-squares problems. Such approaches are generally difficult, both due to the challenge of modelling the temporal dynamics appropriately as well as to the high dimensionality of the associated large linear system. Several recent reports have approached this problem in different ways, making different prior assumptions on the spatial and temporal behaviour. In this paper we discuss three such approaches, which have been introduced from different points of view, in a common statistical regularization framework, and illuminate their relationships. The three methods are a statespace model, the separability condition and a multiple constraints model. The key result is that there is a clear relationship among the three methods; specifically, the inverse of the spatio-temporal autocovariance matrix has a block tri-diagonal form, a Kronecker product form or a Kronecker sum form, respectively. Some simple simulation examples are presented to illustrate the theoretical analysis.
Introduction
Dynamic inverse problems are common in medical imaging, process tomography, image sequence processing and other applications, in which the quantity to be reconstructed is time varying. The operators that govern the relationship between this quantity and the measurements are spatial in nature-the temporal dynamics are those of the quantity of interest only. These spatial operators, encoded in a forward model generally based on a PDE which describes the underlying process, are often linear or can be linearized. In this paper, we treat such dynamic linear inverse problems. In general, the spatial relationship mapping unknowns to data can also be time varying, but here we concentrate on the case of a time-invariant forward model.
Traditional methods solve this inverse problem at each time instant independently, then use curve fitting or other image-based processing methods to estimate the temporal behaviour of the quantity or region of interest, see [1] [2] [3] for some examples. These methods ignore the temporal aspect of the problem in the inverse solution and do not employ or attempt to estimate any temporal prior knowledge or make any assumptions on the temporal dynamics of the unknowns. Thus, they will not be optimal unless these temporal dynamics are temporally uncorrelated (or in principle, even independent).
Since inverse problems are typically seriously ill-posed, such that the linear forward matrix is badly ill-conditioned, the usual approach is to apply regularization methods to constrain the solution by some a priori physiological or physical knowledge of the underlying quantities, such that the reconstructed results are prevented from excessively amplifying measurement noise or model error. Again, generally these methods regularize the ill-posed spatial forward model only, without using any information about the temporal dynamics.
A straightforward alternative is simply to incorporate both the spatial relationships and temporal dynamics and to reconstruct the quantities at all time instants at once. This strategy leads to an ordinary least-square problem and will give optimal estimate in the least-square sense, or a maximum a posteriori (MAP) (and indeed minimum mean-square-error (MMSE)) estimator if the unknowns and noise are jointly Gaussian distributed. In short, this framework poses the entire spacetime set of unknowns as one single vector, with a known prior, and finds the linear minimum mean-square-error (LMMSE) solution. There are typically two questions associated with such a formulation. First, how does one get the needed prior information, which must incorporate both spatial variation and temporal dynamics? It is generally difficult to directly formulate such a spacetime prior except in simple cases. Moreover, the usual techniques for estimating temporal covariances by averaging over time are often not applicable to non-stationary, time-varying problems. Second, once one has such a model, the resulting matrix equation tends to be large, even if the spatial dimension of the problem is small or moderately sized, so how does one find efficient numerical solutions?
Several methods have been introduced recently which solve this spatio-temporal system in different ways. All of them model the temporal dynamics of the system, but from different viewpoints and with different assumptions. These methods have been presented in separate contexts, without a clear discussion of their relationships. In this work, we analyse three such approaches in the common framework of the large, joint spatio-temporal LMMSE/MAP solution.
The three methods we focus on all provide a way to model the required prior information, either by framing the problem in a way that allows use of physiological or physical insight or by direct estimation from the measurements. They also provide means for distinct efficient solutions by operations whose complexity is determined by the number of spatial measurements only, instead of by the size of the entire spacetime matrix. The three methods we discuss are: (i) Kalman smoother. Although there have been a number of earlier reports using Kalman approaches for inverse problems (for example, [4, 5] in inverse electrocardiography), in a series of papers by a group in Kuopio, Finland, with other collaborators, Kalman filters and smoothers for these problems were generalized, developed and applied to a number of applications. See [6] [7] [8] [9] for some examples of this work. A state-space formulation of a Gauss-Markov model, augmented by a spatial regularization term, is developed and then the Kalman methodology is applied. This work generally used nonlinear forward models and hence variants of the extended Kalman filter. Here we focus on the linear case. (ii) Structural constraints. Greensite in [10, 11] presented a general analysis of the multivariate spatio-temporal linear inverse problem. He focused on the structure of the spacetime covariance matrix and presented several assumptions on this structure that both allow estimation of the temporal correlation from the measurements and efficient solution via an orthogonal transformation. We discuss an important case, called 'isotropy' by Greensite, under which the spatio-temporal covariance matrix has a Kronecker product form, and in which the eigenvectors of the solution temporal correlation can be estimated directly from the temporal statistics of the measurements. (iii) Multiple regularization. Brooks et al in [12] presented a deterministic general multiple constraints scheme which incorporated both spatial and temporal regularization constraints. They used an augmented Tikhonov method and described two approaches for efficient solution. Although presented in the context of deterministic regularization, the result can be re-interpreted in the context of statistical regularization and then related to the other methods.
The specific medical imaging and other applications treated in these papers differ, but the problem formulation can be put in a general framework for discussion and the analysis conclusions could be applied to other contexts. In our initial presentation, we focus on the basic form of each method; after developing our analysis we discuss some generalizations where appropriate.
The paper is organized as follows. We present the formulation of the dynamic linear inverse problem in a common statistical framework in section 2. The three methods are introduced in section 3 within the common context and their structural relationships are discussed in section 4. Some generalizations and extensions of each method are presented in section 5. Simulation example and results are presented in section 6 and our conclusions are in section 7. Some technical details are addressed in the appendices.
Problem formulation
Consider linear inverse problems which have the form
where
and n i ∈ R M×1 are measurement, unknown quantities of interest and noise respectively, all at the ith time instant. We treat the unknown object x as a dynamic random vector, meaning that the statistical properties of the unknowns change with time. A ∈ R M×N is a deterministic forward matrix and we restrict it to be time invariant. The data noise n i is assumed to be white Gaussian noise. The objective is to estimate x i at all time instants i = 1, 2, . . . , L from the noise-corrupted measurement y i at all time instants, given forward model A.
To estimate all x i at once, equation (1) can be equivalently written as a single matrix-vector equation which incorporates all the unknown and measurement at all moments:
whereȳ,Ā,x andn are augmented block matrices and vectors. Equation (2) has an equivalent matrix-matrix form as
where y i , x i and n i are the ith column of Y, X and N respectively. Then Y, X and N are 'space-by-time' matrices. Equation (2) is in a form to which we can apply the LMMSE solution [13] :
where E is expectation operator, Cx is the spatio-temporal autocovariance matrix ofx, whose (i, j ) block equals the spatial cross-covariance between the unknowns x i and x j at time instants
, where (·) i,j signifies the (i, j )th block of a block matrix. Cn is the spatio-temporal autocovariance matrix of noises defined in similar manner.
We assume the measurement noise is zero-mean white Gaussian with pdf n i ∼ N 0, σ 2 n I N and En i n T j = 0 for i = j , in the rest of the paper. Under this assumption, Cn reduces to a scalar multiple of the identity matrix, Cn = σ 2 n I LN . The LMMSE solution has the simplified form of
The principal difference between the traditional and the dynamic reconstruction algorithms is that traditional methods deal with equation (1) independently at each time instant. In terms of equation (5) , this is equivalent to ignoring all the off-diagonal blocks of Cx, i.e. without using any temporal dynamics (temporal covariance information) of the unknowns at different time instants. In this case, equation (5) decouples into a sequence of small-size equations at distinct time instants, each with the form:
where Cx
i,i is the inverse of the ith diagonal block of Cx. Equation (6) is the statistical version of the well-known Tikhonov regularization method, which solves the deterministic regularized least-square problem
where L is a regularization matrix, which is either the identity matrix for an energy constraint or some differential operator for a smoothness constraint on the solutions, and λ is a regularization parameter compromising between residual error and regularization error. Equation (6) becomes the same as Tikhonov regularization by setting λ = σ n and L T L = Cx
i,i . In contrast, the dynamic reconstruction methods treat equation (5) as a whole system. The off-diagonal blocks of Cx couple the solution at other time instants when solving the equation at each specific time instant, and thus take account of all spatial and temporal dynamic information for regularization. However, direct solution of equation (5) is usually prohibitive due to the fact that Cx is of dimension LN × LN. Moreover, perhaps more importantly, specifying Cx requires specifying 1 2 LN × (LN + 1) parameters assuming symmetric, itself a difficult modelling task.
The three approaches introduced in the next section address these two problems: how to devise a scheme to get Cx from some sort of prior knowledge or a statistical assumption, and how to solve equation (5) efficiently.
Three approaches
In this section we describe the three methods for dynamic regularization which we compare here, in a common statistical framework. As noted above, we describe these methods in their simplest and most straightforward forms, to facilitate comparison, and discuss some variants of these methods and how they affect our analysis in section 5.
State-space model
Suppose we adopt a state-space model for our unknowns, as follows:
where the measurement equation is same as equation (1), H ∈ R N×N is a state transition matrix, and u i is the state prediction noise. For simplicity, we assume u i is the zero-mean Gaussian noise, with u i ∼ N(0, Q). The measurement noise n i is the zero-mean white Gaussian noise as described before. The initial state x 0 is also taken as a Gaussian random vector, with pdf x 0 ∼ N(m 0 , C 0 ). The vectors u, n and x 0 are independent of each other with cross-covariance matrix taking the form
where δ ij is the Kronecker delta, δ ij = 1 for i = j and δ ij = 0 for all i = j . The state transition matrix H represents our knowledge and/or assumptions about the temporal behaviour of the unknowns at two neighbouring time instants. In general H can be time varying or time invariant, and for nonlinear transition functions H(x), an extended Kalman filter (EKF) can be used to get suboptimal solutions which linearize the transition function at each estimate during iterations. Here we concentrate on a linear time-invariant H.
To understand how the state-space model helps to solve equation (5) efficiently, we need to analyse the structure of Cx −1 . It turns out that under this model, the inverse covariance matrix Cx −1 is a symmetric block tri-diagonal matrix which has a nice decomposition as
and
With this decomposition, equation (5) can be solved via block Gaussian elimination (an operation that turns out to be identical to the forward Kalman filter), followed by block backsubstitution (in turn, identical to the backwards smoothing pass of the fixed-interval Kalman smoother), realized by the Rauch-Tung-Striebel (RTS) algorithm [14] .
To get to this result, one rewrites equation (5) as
The summation of matrixĀ TĀ and σ 2 n · Cx −1 will keep the block tri-diagonal structure of Cx −1 because the first matrix is block diagonal. This new block tri-diagonal matrix also has a L −T D −1 L −1 decomposition, or equivalently an LU decomposition, whose blocks directly relate with the coefficients of the Kalman filter and fixed-interval smoother [15, 16] . We give more details in appendix A.
Structural constraints method (isotropy/separability)
From a totally different viewpoint, Greensite in [10, 11] approached equation (5) directly, suggesting several possible statistical assumptions on the unknown matrix X, which would have the consequence that the structure of Cx could be significantly simplified and completely or partially estimated from the measurements. Among these assumptions, we only discuss one important case, which Greensite called isotropy.
Greensite defined row isotropy to mean that the row autocovariance and cross-covariance matrices of a random matrix (here the unknown matrix X) are all proportional to each other through a set of scalars, and column isotropy of a matrix to mean that its transpose satisfies row isotropy (definition 4 in [10] ). Greensite motivates this as a kind of 'non-informative' assumption that states that one does not have any information to distinguish any pair of time instants from any other, nor any pair of measurements from any others. It follows easily from the definitions that row isotropy and column isotropy imply each other, and a random matrix is thus isotropic if it is either row isotropic or column isotropic (theorem 4 in [10] ).
The 'isotropy' condition is mathematically equivalent to the concept of separability in random fields theory (p 82 in [17] ). Suppose x is a spatio-temporal random variable in a twoparameter random field (here we assume discrete-indexed random variables for simplicity), with its pdf a function of a spatial parameter s i and a temporal parameter t m . If the crosscovariance of any two such random variables, C[x(s i , t m ), x(s j , t n )], is equal to the product of a spatial covariance function C s (i, j ) and a temporal covariance function C t (m, n), the random variables are defined as separable 1 . It is easy to see that under the separability assumption, Cx has a Kronecker product form:
where C t is a temporal correlation matrix, C t m,n = C t (m, n) and C s is a spatial correlation matrix, C s i,j = C s (i, j ). Also note that the total temporal covariance matrix E X T X and the 1 We note for completeness that in the theory of random fields, isotropy is defined as when the cross-covariance function depends only on the distance between two parameter points, as for example
in which case C(τ ) has spherical symmetry and is thus invariant under rotations in the parameters' lag space. To be consistent with the random field terminology, we use the word separability, rather than isotropy, in rest of this paper. We note, however, that Greensite maintains that isotropy is the more meaningful term in the sense that it is 'minimum information' in terms of orthogonal transformations of the column space of equation (3) [18].
total spatial covariance matrix E X X T ( X denotes the 'mean-removed' unknown matrix) have the forms
If we substitute equation (15) into equation (14), we have
and again because of separability, we get the relationship
and thus the simplified structure
where · F is Frobenius norm of a matrix. This Kronecker product structure of Cx significantly simplifies solving equation (5). Since Cx −1 keeps the Kronecker product form, Greensite points out that one only needs to find an orthogonal transform which can diagonalize E X T X (and thus its inverse), and apply it to equation (3) and the corresponding spatio-temporal autocovariance matrix of the transformed unknowns will have block diagonal form, so that the big system decouples to a series of independent small-size equations.
In other words, under separability, this orthogonal transform simultaneously diagonalizes both E X T X and the total temporal covariance matrix of the measurements E Y T Y (where, similarly as before, Y denotes the mean-removed measurement matrix). This is true because linear combinations of separable random variables are also separable, and the white Gaussian noise n will not affect separability.
Returning to equation (3), using an orthogonal matrix Z, which diagonalizes E Y T Y as the transform to change variable, we can solve for the transformed unknowns at each new 'time instant' independently:
where the subscript i means the ith column of a matrix. Since the corresponding spatiotemporal autocovariance matrix of the transformed unknowns is block diagonal, solving the transformed counterpart of equation (5) reduces to solving the individual block equations equation (19) , and then the optimal estimate of the original unknowns can be obtained by reverse transformation with Z T , which is orthogonal and thus preserves the optimality. For details refer to [10, 11] .
We note that for ill-conditioned problems solving these block equations will still require spatial regularization, which can be done through spatial Tikhonov regularization, spatial statistical regularization if information is available about spatial correlation matrices or any other standard method.
One feature of Greensite's approach is that Y T Y, the 'natural' estimate of the total temporal covariance matrix, E Y T Y, is available. So the algorithm that Greensite suggests is to estimate this total temporal covariance, compute the eigenvectors of this estimate, temporally orthogonalize as in equation (19), solve using some spatial regularizer as appropriate and rotate back to the original temporal coordinate system. Note that one makes no assumptions here of stationarity, and yet is able to estimate the required quantity directly from the data.
We also note that in earlier work of Greensite [19] and work from Wernick with other collaborators in [20, 21] , related algorithms have been presented, but without any clarity on the assumption of separability or any philosophical rationale for assuming isotropy. In [19] , Greensite suggested using the temporal eigenvectors of the measurements to decouple the whole system, while in [20, 21] , Wernick estimated the orthogonal transform Z from a sample temporal covariance matrix obtained from filtered-backprojection (FBP) reconstructions of the dynamic images, for PET/SPECT problems, from a Karhunen-Loeve (KL) transform viewpoint, and justified the approach by experimental results.
Multiple constraints model
Brooks et al in [12] described a framework for joint multiple spatio-temporal constraints. We discuss here the case of one spatial and one temporal regularization, and in the spirit of this section restrict ourselves to the simplest such variation of that formulation. The solution is formulated asx
where λ, η are spatial and temporal regularization parameters.Ā = I L ⊗ A is the block diagonal augmented forward matrix of equation (2),R = I L ⊗ R has the same structure asĀ and is a Tikhonov spatial regularization matrix andT = T ⊗ I N is a temporal regularization matrix. Note thatT picks out the same spatial measurement from all time instants and constrains temporal behaviour according to the rows of T. Each row of T acts as a temporal filter selectively passing undesirable components to be minimized in the reconstruction. The solution can be written aŝ
Although equation (21) was framed in the context of deterministic regularization, it can be re-interpreted in the LMMSE estimator by setting Cx
which we refer to as a Kronecker sum form), and assuming zero-mean unknowns. Thus for this method a priori information about expected temporal behaviour ofx is captured in the temporal filter matrix T, similar to the idea that expected temporal behaviour is captured in the state transition matrix of the state-space model.
Brooks et al in [12] suggested two efficient algorithms: one used a block Jacobi iterative scheme, while the other took advantage of Kronecker product properties and is especially efficient when R = I. To obtain good regularization parameters with multiple constraints, an L-surface extension of the well-known L-curve method [22] was proposed.
Relationships among the three methods
Before presenting a detailed description of the relationship among these three approaches, we wish to emphasize first that the essence of each method is interpreted here as being its particular assumption about the large spatio-temporal autocovariance matrix Cx or its inverse. Under each approach, the corresponding Cx −1 takes the block tri-diagonal form, Kronecker product form or Kronecker sum form, for the state-space model, separability condition and multiple constraints model, respectively. Figure 1 shows a schematic illustration, where solid squares represent full submatrices while the solid lines represent diagonal submatrices. Our discussion of the relationships among the methods is based on the structural implications each method imposes on Cx −1 . We point out at the outset that it is evident from figure 1 that none of the methods is a subset of any of the others; each allows degrees of freedom in the structure of Cx −1 that the others restrict. In the following three subsections, we discuss the conditions on the methods under which they lead to matrices with the same structure. In addition we make some remarks about their relative modelling flexibility. In appendix B, we present some details about how one could approximate each method's matrix structure by the others.
Separability condition and state-space model
The separability assumption written in terms of the state-space model requires the state transition matrix H to be a scalar multiple of an identity matrix: H = γ I N , and also that Q = C 0 or Q ∝ C 0 . The first condition is easy to understand: since separability implies that all row (column) auto/cross-covariance matrices must be proportional to each other, the only thing the state transition process, which governs how states evolve in time, can do is uncoupled scalar multiplication of the states. The second condition requires that the time-invariant spatial covariance matrix Q of the state prediction noise is exactly same as, or at least proportional to, the spatial covariance matrix C 0 of the initial states, such that the prediction noise will not affect the 'scalar' propagation of the state error covariance. It can be interpreted from Greensite's non-informative assumption, that one cannot distinguish any pair of time instants from any other, so the spatial covariance of any two time instants should be proportional to each other. To satisfy this condition with the state-space model, the second condition is necessary. Figure 2. A diagram of the implications of the structure of the spatio-temporal covariance matrix as related to the assumptions made by the three methods. We note that their algorithmic approaches remain distinct even when the associated matrix structures are the same.
Under these conditions (suppose we set Q = C 0 ) the separable block tri-diagonal matrix Cx −1 in the state-space model has the simplified Kronecker product form Cx
C 0 is an approximation to the total spatial covariance matrix E X X T . The matrix can be understood as the total temporal correlation. Separability allows a general temporal correlation matrix, but the state-space model uses a first-order Markov-Gaussian model and thus imposes a very specific form on . The statespace model puts stronger temporal dynamic assumptions on the process than separability does, but allows spatial mixing in the temporal evolution by a more general H.
Multiple constraints model and state-space model
To equate the state-space model with the multiple constraints model, note under the state-space model, Cx −1 must also be a block tri-diagonal matrix, which implies that T T T ⊗ I N must also be block tri-diagonal. That implies that T is lower bidiagonal (or upper bidiagonal), relating the current time instant only to the former one, and corresponds to the state-space first-order Markov model. On the other hand, the fact that the spatio-temporal regularization model regularizes separately in space and time, reflected in the Kronecker product expressions forR andT, requires that the state transition matrix H again be simply a scalar multiple of the identity matrix. Thus the state-space model allows non-separable space-time correlation models but with very restricted degrees of freedom of the temporal correlation, while the regularization framework allows more general temporal filtering but no joint spatio-temporal filtering.
On a casual glance at the structures in figure 1 , it might seem that the spatial Tikhonov regularization matrix R will not affect the state-space model parameters, and thus that the only thing we need to consider is the matrix T. But this turns out not to be the case. Some straightforward algebraic manipulation reveals that in order that the multiple constraints model be exactly same as state-space model, besides requiring a tri-diagonal T T T and an H which is a scalar multiple of the identity matrix, as described above, the spatial regularization matrix R must be equal to an identity matrix and Q, C 0 also need to be scalar multiples of an identity matrix. Under these conditions the Cx −1 of both the state-space model and the multiple constraints model reduce to a common Kronecker product form of a tri-diagonal matrix with an identity matrix. This means that if the state-space model and multiple constraints model equate, they must also be separable. We emphasize again that none of the three methods is a subset of any of the others and each allows degrees of freedom in the structure of Cx −1 that the others restrict, but the intersection set of multiple constraints model and state-space model is simultaneously a subset of separability condition. This situation is schematically illustrated in figure 2 . We also point out that we are discussing matrix structures here, the distinct assumptions of the three methods still lead them to three distinct algorithms.
Multiple constraints model and separability condition
To relate the joint regularization model and the separability condition, we note that both are restricted to separate modelling of temporal and spatial correlations, but from different points of view. To make the multiple constraints model separable, R and/or T must be an identity matrix.
Separability allows estimation of the structure of CX from Y while the multiple constraints framework requires explicit a priori assumption of both R and T. It is generally difficult to say which of these models is more restrictive than the other. The multiple constraints model requires the off-diagonal blocks of CX −1 to be multiples of an identity matrix, i.e. the model is spatially white for cross-covariance of the unknowns at two different time instants, but it does not require any relationship across blocks. In contrast, separability requires the proportionality of all blocks of CX −1 but does not restrict the form of the spatial covariance.
Discussion and extensions
In this section, we discuss some extensions of each method and how these affect our analysis, and offer some discussion of the advantages/disadvantages of each model from a practical point of view. In the papers of Kuopio's group, they proposed adding spatial regularization in the measurement equation, so that equation (8) becomes
where λ and R are the spatial regularization parameter and matrix, respectively. This will not affect our analysis, and simply the augmented form of y i , A and n i are used instead of the original form. In addition, we note that by extending the state-space, one can overcome the first-order Markov restriction by using a higher order AR model in the temporal evolution.
In 
However both the number of parameters to be specified in the augmented state transition matrix and the consequent computational complexity are increased. See [23] for details.
The state-space model and Kalman filter algorithm have been used for dynamic inverse problems in different areas, including inverse electrocardiography [4, 5, 24] , electrical impedance tomography (EIT) [6, 8] , single photon emission tomography (SPET) [25] and diffusion optical tomography (DOT) [9, 26] . From a practical point of view, the major difficulty in using a state-space model is how to specify the state-update matrix H and the prediction noise covariance matrix Q. A random walk model, H = I N , is used in most of the work list above, and it assumes no prior knowledge on the evolution of states. In [26] , the time courses of original states (unknowns) were spanned by a pre-defined temporal basis function subspace, which have physiological meaning or correspondence, and the combinational coefficients were reconstructed as the new states, still with a random walk model. H and Q can also be obtained from the underlying physical or physiology process, by approximating the generally nonlinear, complicated PDE equations with linearization and simplification methods, or from simulations, see [27, 28] for examples. In the case that there exists a nonlinear relationship between different time states, or in the situation that the unknowns are parameters of the state transition function (thus a joint state estimation and system identification problem), the EKF can be used to get suboptimal solutions. The Kalman filter literature is a rich repository of methods to model and treat lots of variations.
For the separability method, Greensite points out that it is based on a 'minimum information' assumption, i.e without extra prior knowledge, the spatial (or temporal) covariance matrices should not be more distinguishable than proportionality. The sample temporal covariance of the measurements is always available, and its eigen-decomposition can be used to try to decouple the temporal dynamics of the whole system. So in the separability method, no explicit temporal assumption needs to be made, such as must be provided in the state-space model by the state transition matrix H and in the multiple constraints model by T.
Greensite in [10] suggested other statistical assumptions on the unknown matrix X. However, it seems that isotropy is both the most useful and the most generally justifiable of them.
For the multiple constraints model, one major difficulty is how to obtain good regularization parameters, because the regularization matrices R and T can be any general spatial or temporal smoothness constraints. Selection of good multiple regularization parameters will always be difficult. Although there are methods, such as the unbiased predictive risk estimator method (UPRE), generalized cross validation (GCV) [29] , the discrepancy principle [30] and the L-curve method [22] , which have been very successful in many different single applications, multiple regularization parameters selection is still a very hard problem due to the high computation complexity. One method which has been proposed for multiple regularization parameter selection is that of Belge et al in [31] , which was based on a generalized L-curve framework.
On the other hand, the method has considerable flexibility in handling the temporal dynamics. For example, one can use a k-band, Toeplitz, lower-triangular matrix T to correspond to a kth-order scalar AR model. One can estimate the coefficients of such a high order AR model by fitting the measurements. A Toeplitz T means that the same filter is applied to all spatial locations; if enough a priori knowledge is available to design different filters for distinct locations, nothing in the method precludes doing so. Also it has the direct interpretability of smoothness constraints in space and time, and this gives a direct way to include physical assumptions about the solution such as bandlimit restrictions.
The analysis results in section 3.3 can be applied to multiple spatial and temporal regularizations in a straightforward manner, see [12] for details. Another generalization would be to use different spatial regularization levels at each time instant, and different temporal regularization levels for each spatial pixel, resulting in the solution form
where diagonal matrices and contain spatial regularization parameters (different in time) and temporal regularization parameters (different in space), respectively. These two generalization may be less practical, because of the lack as yet of an efficient algorithm for multiple regularization parameter selection. If we allow the spatial regularization R to vary in time and/or the temporal regularization T to vary in space, the solution will lose the Kronecker sum form and thus make solving the equations much more expensive. Finally, one could even use spatio-temporal filters, filling out the off-diagonal terms in the off-diagonal blocks of Cx −1 , but again with the same modelling and computational costs.
Examples
Although the primary result of this paper is to present these three methods in the same framework and understand their relationship, to make this result more concrete we include here a few simple simulations. We emphasize that the intent of these simulations is to illustrate schematically some of the typical behaviours of each method, as well as how each improves over simple time-instant by time-instant approaches. We are not trying to carefully mimic any particular application problem, nor to suggest any inferences about the relative performance of the three methods in general or to any specific application. Thus we do not suggest that the results presented here, in terms of reconstructed images and mean square error, are directly generalizable to any particular reconstruction problem, or even class of problems. Our goal was simply to develop some illustrative examples which were simple and general enough to, indeed, be illustrative, while complex and rich enough to not fall easily into the domain of any one of the three approaches.
We use two deconvolution problems as examples to illustrate the three methods. One of these examples is a 1D problem intended to simulate translational motion over time, while the other example is a 2D problem intended to simulate expansion/contraction. The 1D model is a curve with two bell-shaped peaks, which moves from left to right following a pre-defined quasi-state-space model. The 2D model is a sequence of images, which contain a superposition of three spatial Gaussian 'bump' components, whose variances oscillate in time at different frequencies.
We use all three methods on each example, as well as comparison to frame-by-frame Tikhonov regularization. To select regularization parameters for Tikhonov-type regularization, we approximately minimized the solution error
Although this criteria requires advance knowledge of the solution, we chose to employ it here in hopes of minimizing the effect of poor choice of this parameter. To be precise, in solving equation (24), we searched over a preset range with a moderate grid for the regularization parameters. The range was set large enough to avoid minimum points appearing on boundaries. For the multiple constraints model, in contrast, we used the GCV function to select the regularization parameter pair.
Example 1: 1D translation of a curve
In example 1, the true solution contains two Gaussian-shaped peaks, which move from left to right with time. At the first time instant, the spatial curve is defined by
where n = figure 3 . The true evolution of these curves follows a state-space model of the form where the fixed state transition matrix H is a one-step circular-shift permutation matrix
To prevent the state-space model from perfectly capturing the temporal dynamics, the matrix H is perturbed by a random noise , and we set ∼ N(0, 0.1 2 ). We also set the prediction noise u small enough so that the curves will keep close to the initial two-peak shape, and so u i ∼ N(0, 0.001 2 ). We evolve the curve for L = 40 time instants. For one realization, the final curve is showed as the dashed line in figure 3 .
The forward model A is a 128 × 128 convolution matrix with a Gaussian kernel, whose components are defined by
where N = 128 and σ = 0.136. A is badly ill-conditioned, with a condition number on the order of 10 18 . Figure 4 shows an image of A, its smooth 1D generating kernel and its singular value spectrum.
We used the same forward model on the inverse as to generate the data-committing the 'inverse crime' equally in all cases so as to concentrate on illustration results with fewer complicating factors. Zero-mean Gaussian white noise is added to simulate the data error, with pdf N(0, 0.01 2 · I N ), resulting in a peak signal-to-noise (SNR) ratio SNR = 20 log 10 max(ȳ) 0.01 ≈ 30 dB. For the traditional frame-by-frame reconstruction method, we used zero-order Tikhonov regularization (i.e. an identity matrix regularizer). The results will be referred to as Tikhonov. For the separability method, we obtain the orthogonal transform Z by diagonalizing the temporal covariance, the measurement sample total temporal covariance Y T Y and then changing variables by equation (19) . To solve the independent equations in the transformed space, we use zero-order Tikhonov regularization (equivalent to assuming E X X T = I N ). These results are referred to as Sep-Tikhonov. In both Tikhonov cases, the regularization parameters are selected by equation (24) .
For the state-space model, we used the H in equation (27) as the state transition matrix in reconstruction, a close approximation to the true state transition matrix H + I N in equation (26) under which the data were generated, in the sense that it has most of the prior knowledge of the evolution process outside of the perturbation part I N . The true covariances of measurement noise and of the prediction noise were used as known parameters, and C 0 = Q. The Kalman filter and fixed-interval smoother then were used (these results are referred to as Kalman).
For the multiple constraints model, we set the same regularization matrices as those in [12] : zero-order Tikhonov spatial regularization and a high-pass filter type temporal smoother T:
These results are referred to as multiple constraints. As stated above, we used the GCV method to find the regularization parameters λ and η, where we minimize the GCV function where the matrix K λ,η is obtained by Figure 5 shows the reconstruction results with the true solution for the same realization, which we plot in a 3D style, and their mean square error (MSE) curves.
From the results, we can see that among all methods, the traditional frame-by-frame Tikhonov regularization gave the worst results, very noisy in time and obscuring the basic two-peak pattern, even though we used the true solution to select the regularization parameters. The transformed spatial Tikhonov regularization under the separability assumption gave better results, as did the multiple constraints model. The Kalman filter which here clearly uses the most prior knowledge of the underlying process, of course gave the best results. Reconstruction results with multiple realizations of were similar.
Example 2: 2D expanding objects
In the second example, we generated a test dataset which consisted of a sequence of 80 2D 16 × 16 pixel images. For each time instant, the unknowns consisted of the sum of three overlapping spatial quasi-Gaussian bump components, which had fixed centres (mean) and gains, but time-varying standard deviations. Precisely, at the ith time instant, the value of (m, n)th pixel on the 2D image is a sum of three terms:
where k = 1, 2, 3 is the index of the quasi-Gaussian component and c (1) k , c (2) k is the fixed centre location (mean) for the kth object. In this simulation, the centre of these three components were [4, 4] (upper left), [4, 12] (upper right) and [12, 8] (bottom middle) respectively. The standard deviation σ k of each component is a sinusoidal function of time, with different frequencies for different objects:
where the three frequencies selected were 0.06 Hz, 0.11 Hz and 0.03 Hz (the order is the same as for the means, i.e. the upper-right bump varies most quickly and the bottom-middle one most slowly), and the time index ran for i = 1, . . . , 80 . In short, these three quasi-Gaussian components will expand and shrink with time at different frequencies.
The forward model A is a 256 × 256 convolution matrix with same form as equation (28), where N = 256 and σ = 0.0236. Zero-mean Gaussian white noise is added resulting a peak SNR of about 30 dB. Again we use the same forward model for both data generation and inverse solution.
For the frame-by-frame Tikhonov method, separability method and multiple constraints model, the same strategies were used as in example 1. For the state-space model, because for this simulation it is difficult to design a linear transition matrix for the superimposed quasiGaussian objects' evolution, we first used a random walk model: H = I N , with the driving noise u as white noise, Q = σ 2 n I N . We set the first-frame true image as the mean of the initial state, and used its realization to start the Kalman filter process, and set C 0 = Q = C N = σ 2 n I N , where σ n = 0.01, the correct value used in the simulation. Figure 6 shows the reconstruction results for all the methods at six selected time instants (n value in the figure). Note for each row (at one specific moment), all subplots use the same colourmap associated with the true solution image. Figure 7 shows the spatial MSE of the reconstruction results as a function of time.
From the figures, one can see that Sep-Tikhonov gives the best results, while Kalman gives the worst result and Tikhonov and multiple constraints give results between the two, with multiple constraints performing somewhat better. The difference in accuracy may reflect the lack of particular bias in the separability method, which allows the measurement statistics to control the temporal regularization. One possible reason for the good performance of the separability method is that, although not strictly separable, the expanding-then-shrinking quasi-Gaussian objects somehow come close to separability, in the sense that the temporal and spatial correlations are relatively decoupled except through scaling. In the state-space model we employ only a very simple state transition model, which gives a misleading assumption of prior knowledge of the temporal dynamics. Thus this approach is 'mis-directed' by the assumed temporal behaviour, and indeed cannot follow the temporal changes as well as even the frame-by-frame Tikhonov method using an 'optimal' criteria in selecting regularization parameters. For the multiple constraints model, the two regularization matrices, although simply designed, were reasonable assumptions for this spatio-temporally smooth simulation, and thus improved reconstruction with respect to frame-by-frame Tikhonov method. it should allow better regularization than when an identity matrix is used in the two Tikhonov methods (frame-by-frame and transformation by separability). We present some additional results to illustrate this effect. To do this, we estimated a kind of sample spatial covariance matrix, denoted by S, from the sequence of true images x, for use as a spatial regularization matrix in both Tikhonov cases. The steps we followed to obtain this spatial regularization matrix were as follows:
(i) remove the spatial mean at each time instant from the solution matrix X, resulting in a 'mean-removed' true solution matrix X; (ii) for each time instant, estimate E x i x T i by the sample spatial autocovariance matrix
, where x i is a column vector formed by lexigraphical ordering of the image at time i; (iii) the total sample spatial covariance matrix was taken as the temporal average of
iv) for badly ill-conditioned S, we regularized before inversion, resulting in S reg ; (v) the new regularization matrix was S −1 reg . To spatially smooth the covariance, we averaged over a 7 × 7 neighbourhood. We set S reg = S + α 2 I N and α = 0.1. We used the same spatial regularization matrix at all time instants, for both frame-byframe (referred to as Tikhonov+Prior) and separability-condition Tikhonov methods (referred to as Sep-Tikhonov+Prior), and again approximated the optimal λ i at each time instant by searching for the λ which satisfied equation (24) . Figure 8 shows the reconstruction results of Tikhonov+Prior and Sep-Tikhonov+Prior, with true images, at selected time instants, along with their zero-order counterparts results for comparison. Figure 9 shows the MSE curves for the reconstruction results.
The prior spatial covariance information obviously improves the reconstruction by better localizing of all three Gaussian components and tracking their temporal dynamics. The effect of prior information is more significant in the frame-by-frame case than in the separability method. The best results are now given by Sep-Tikhonov+Prior, which first decouples the temporal correlation of measurement under the separability assumption, then employs nontrivial prior knowledge of spatial information as regularization. However, it is interesting to note that for this simulation, much of the information apparently available to the frame-byframe method through use of the spatial covariance information was extracted, in effect, by the separability method, even though it only exploited the temporal correlation behaviour of the measurements. We tried to use the same prior spatial covariance information in the multiple constraints model, i.e. setting R = S −1 reg , with the same temporal regularization matrix T, and again used the GCV method to choose the regularization parameter pair. However, we did not get improved reconstruction over its zero-order Tikhonov spatial regularization counterpart: R = I N . The reason may be that the GCV method is not suitable when one wants to trust spatial regularization much more than temporal regularization (or vice versa), as here the spatial prior is estimated from the true images and is more reliable than the general high-pass filter type temporal smoother T in equation (29) .
6.2.2.
Improvement by using non-white process noise in state-space model. We show one final case, in which non-white process noise variance Q is used in the Kalman filter and smoother. To illustrate the degree to which a very accurate model of this noise can effect the state-space results, we used an unrealistically optimistic model. Specifically we estimated the coloured process noise variance directly from the error signals, i.e we used the time average of the difference between the true image and its random walk prediction. Precisely, the process noise covariance used had the form
where the error signal matrix E has columns e i = x i+1 −x i , for i = 1, . . . , L−1. These results are referred to as Coloured Kalman, and shown in figure 10 with true images, at selected time instants, along with their white-noise counterparts results and results of Sep-Tikhonov repeated from figure 6 for comparison. Figure 11 shows the MSE curves for the reconstruction results.
From the result, one can see that with such an accurate coloured process noise covariance, the state-space model improved the reconstruction considerably, not only over the white processing noise reconstruction, but also over the separability result. Of course, this is clearly a best-case scenario, since we employed a tremendous amount of prior knowledge about the behaviour of the true solution.
Conclusions
We have treated three spatio-temporal regularization methods for dynamic linear inverse problems in this paper, which all incorporate temporal dynamics of the unknowns. The three methods are state-space model, separability condition and multiple constraints model. We posed all three methods in a common framework of a spacetime LMMSE estimator. In this framework, the information matrix Cx −1 , the inverse of the spatio-temporal autocovariance matrix, plays the role of regularizer. Our key result is that under each approach, the corresponding Cx −1 has a block tri-diagonal form, a Kronecker product form or a Kronecker sum form for the state-space model, separability condition and multiple constraints model, respectively. Thus despite their different forms, with different assumptions which lead to different algorithms, we elucidated their relationships to each other in the context of this common framework. In summary, each method has degrees of modelling freedom the others lack. In addition, each has advantages and disadvantages in terms of obtaining the required model parameters from a priori knowledge or estimation from the spacetime measurements. We hope this common context will enable clearer choices of an appropriate method for any given problem, facilitate reasonable choices of model parameters and hopefully lead to new methods which overcome some limitations of these approaches.
We did not present comparisons of the methods on any particular problem, but on simple numerical examples for illustration. We also note that a number of generalizations are possible that have not been treated here. These include the use of nonlinear and/or timevarying forward models, the use of time-or space-varying temporal and/or spatial correlation models, the consideration of non-white observation noise models, the effects of model error, etc.
Finally, we note that besides linear spatio-temporal regularization methods discussed in this work, there has been a lot of work on parametric spatio-temporal regularizations for dynamic tomography problem. Examples include shape-based methods [32] , constrained least-squares method [33] and curve evolution models with a level set method [34] . All of these take advantage of prior assumption or knowledge about the geometric structure of the unknowns.
Appendix A. LU decomposition of LMMSE estimator based on Kalman Filter and fixed-interval smoother
For state-space model in equation (8) , the Kalman filter process includes five steps: The autocovariance matrix of the initial state, C 0 , is an approximation to the total spatial covariance matrix E X X T . The matrix Γ can be understood as the total temporal correlation.
Correction of States
Given a separable CX = C t ⊗ C s , we can approximate the state-space model parameters by setting C s = C 0 = Q. We can obtain γ in equation (B.1) by solving, for example, 2) to find an optimal tri-diagonal matrix −1 , whose components are functions of a scalar variable γ , to approximate G t −1 in the Frobenius norm sense. To solve this problem, rewrite G t −1 as the sum of two parts: a tri-diagonal matrix which contains only the main, sub-and super-diagonal components and a matrix containing the other elements. Since the second matrix will not affect the solution, we can focus on the first matrix only. Denoting it by M, we can rewrite the cost function f (γ ) = M − Γ In general, to find an optimal estimate for γ , we set the derivative
∂f (γ ) ∂γ
to zero and find a numerical solution.
As for generality a separable approximation of a general state-space model with a full transition matrix H, this is a Kronecker product approximation problem, i.e. to find matrices C t −1 ∈ R L×L and C s −1 ∈ R N×N such that Cx −1 − C t −1 ⊗ C s −1 2 F is minimized. Van Loan and Pitsianis gave the solution in their work [35] . The basic idea is to transform the matrix to be approximated, such that one can change the original problem to a rank-1 approximation problem, and the optimal approximation matrices correspond to the first left and right singular vectors of the transformed approximated matrix, with some scalar multiplication. For details refer to [35] .
Appendix B.2. Approximation between multiple constraints model and state-space model
Given a state-space model, obtaining the approximate parameters of the multiple constraints model involves a block LL T decomposition of a symmetric tri-diagonal matrix. This requires an iterative algorithm, and the coefficients are directly related to the Kalman filter and fixedinterval RTS smoother steps. Given a multiple constraints model, one can estimate the approximate state-space parameters similarly to the method given in appendix B.1.
Appendix B.3. Approximation between multiple constraints model and separability condition
For general R and T, to get the approximate separable C t and C s again falls in the Kronecker See endnote 1 product approximation problem. Note here, because the multiple constraints model has the Kronecker sum form: Cx −1 = λ 2 I L ⊗ R T R + η 2 T T T ⊗ I N , the optimizing approximation C t and C s will have the form C t = α 1 I L + α 2 R T R and C s = β 1 T T T + β 2 I N , where α 1 , α 2 , β 1 and β 2 are chosen to minimize the Frobenius norm of the approximation error matrix. For details again refer to [35] . On the other hand, to approximate a general separability condition in terms of a multiple constraints model is very complicated and involves tedious computation, unless C t and/or C s are highly structured.
