Introduction
Finite multivariate Gaussian mixture distributions leads to commonly used models for multivariate data analysis and statistical pattern recognition (see for instance McLachlan 1992 and Ripley 1996) . Recently several authors have exploited the eigenvalue decomposition of the group variance matrices in Gaussian mixtures to propose numerous and powerful models for clustering (Ban eld and Raftery 1993 , Celeux and Govaert 1995 , Bensmail, Celeux, Raftery and Robert 1997 and discriminant analysis Flury, Schmid and Narayanan 1993, Bensmail and . This parametrization of variance matrices of the mixture components provides a general and exible framework to give raise to e cient, although somewhat unusual, clustering criteria and classi cation rules. It consists in writing the variance matrix k in terms of its eigenvalue decomposition
where k = j k j 1=d ; d denoting the number of variables, D k is the matrix of eigenvectors of k and A k is a diagonal matrix, such that jA k j = 1, with the normalized eigenvalues of k on the diagonal in a decreasing order.
The parameter k determines the volume of the kth group, D k its orientation and A k its shape. By allowing some but not all of these quantities to vary between groups, we obtain parsimonious and easily interpreted models which are appropriate to describe various clustering or classi cation situations. For instance Celeux and Govaert (1995) and Bensmail and Celeux (1996) considered 14 di erent models related to di erent assumptions on the group variance matrices : Eight models are obtained by assuming equal or di erent volumes, shapes or orientations. We denoted them means that we consider a mixture model with equal volumes, equal orientations, and di erent shapes.) Four models assume diagonal variance matrices, we denoted them B]; k B]; B k ]; k B k ] with jBj = 1 or jB k j = 1, and two models assume spherical
shapes I]; k I], I denoting the identity matrix.
In this framework, selecting a relevant and a parsimonious model is a di cult task of crucial importance. In this paper, we review di erent approaches of model selection. We consider the model selection problem in di erent contexts : Cluster analysis through Bayesian, maximumlikelihood or classi cation maximumlikelihood inference and discriminant analysis through maximumlikelihood inference. For both situations, we report Monte Carlo numerical experiments to illustrate the performances of the considered approaches.
In the cluster analysis context, we consider as well the problem of choosing the number of clusters. The compared criteria are information criteria, criteria derived from approximations of the Bayes factor and classi cation criteria.
In the discriminant analysis context, we compare the performance of the cross validation procedure to select the model producing the lowest error rate in a small sample setting information and Bayesian criteria.
2 Choosing a mixture model in cluster analysis
In the multivariare Gaussian mixture model, the data x 1 ; : : :; x n are assumed to be a sample from a probability distribution with density
where the p k 's are the mixing proportions (0 < p k < 1 for all k = 1; : : :; K and P k p k = 1) and (x; a k ) denotes the d-dimensional Gaussian density with mean k and variance matrix k with a k = ( k ; k ): In the following the variance matrices k are supposed to be modelized according to one of the 14 models described in the introduction. The maximized log likelihood of (p k ; a k ); k = 1; : : : ; K) from the sample x 1 ; : : :; x n is denoted
(2.2) p k andâ k denoting the maximum likelihood estimates of the corresponding parameters. In this formula, M indicates the dependence over the particular model in consideration among the 14 models and K indicates the dependence over the number of components in the mixture. Various criteria to be minimized have been proposed to measure a model's suitability by balancing model t and model complexity. In this paper, we only mention criteria that we experimented. Other approaches, such as their resampling approach, to the problem of assessing mixture models are cited in McLachlan and Peel (1996) .
Information criteria
The Akaike information criterion (Akaike 1974) where (M; K) is the number of free parameters in the mixture model M with K components. But the AIC criterion rely on the usual asymptotic theory of GLR test, and the regularity conditions do no hold when the likelihood ratio is designed to contrast two hypotheses on K (see for instance Aitkin and Rubin 1985) . Thus, Bozdogan (1987) proposed to use the approximation to the null distribution of ?2 log( ) given by Wolfe (1971) 
Approximating the Bayes factor
In a fully Bayesian inference for Gaussian mixture models, a simple way to determine the appropriate model and the number of components is to calculate the Bayes factor.
The Bayes factor, B 10 for a model M 1 against another model M 0 given data d = (x 1 ; : : :; x n ) is the ratio of posterior to prior odds, namely B 10 = Pr(djM 1 )=Pr(djM 0 ); (2.6) the ratio of the integrated likelihoods. In equation (2.6),
where j is the vector of parameters ((p k ; a k ); k = 1; : : : ; K) of M j , and Pr( j jM j ) is its prior density (j = 0; 1). Bayesian model selection is based on Bayes factors, whose key ingredient is the integrated likelihood Pr(djM j ) of a model. A classical way to approximate the integrated likelihood consists in using the Bayesian information criterion ( Schwarz 1978 ). This approximation is log Pr(djM j ) log Pr(dj j ; M j ) ? (M j But the BIC approximation is valid for large n when standard regularity conditions regarding the likelihood are veri ed. In particular,^ must be well within the parameter space. Clearly, this condition do not hold when testing K = K 0 versus K = K 1 (see for instance Aitkin and Rubin 1985) .
In Bensmail et al. (1997) the integrated likelihood is computed using the Gibbs sampler output from informative conjugate priors for the models I], k I], ]
and k ]. It is done by using the Laplace-Metropolis estimator of the integrated likelihood (Raftery 1996) . The Laplace method for integrals yields the approximation Pr(djM j ) (2 ) (M j )=2 j j 1 2 Pr(dj~ ; M j )Pr(~ jM j ); (2.10) where~ is the posterior mode of , and is minus the inverse Hessian of h( ) = logfPr(dj ; M ? j)Pr( jM j )g, evaluated at =~ .
While the Laplace method is often very accurate, it is not directly applicable here because the derivatives it requires are not easily available. The idea of the LaplaceMetropolis estimator is to get around the limitations of the Laplace method by using posterior simulation to estimate the quantities it needs. The Laplace method requires the posterior mode,~ , and j j. The Laplace-Metropolis estimator estimates these from the Gibbs sampler output using robust location and scale estimators (see Bensmail et al. 1997 for details).
Classi cation criteria
The classi cation criteria we propose in this section measure the ability of a mixture model to provide well separated clusters. They are derived from a relation (Hathaway 1986) underscoring the di erences between the likelihood and the classi cation likelihood of the mixture. Denoting L(1) denoting the maximized likelihood for a single Gaussian distribution, and
z ik log t ik where z ik = 1 if arg max k t ik = k and 0 otherwise. Note that entropy criteria are notde ned for K = 1. Celeux and Soromenho (1996) proposed an ad hoc extension of NEC to deal with K = 1. However, it remains a limitation of entropy criteria. Relation (2.11) shows that the classi cation likelihood term C(M; K) can be regarded as a compromise between the t of the data to the mixture model, measured with the log-likelihood L(M; K), and the ability of the mixture model to provide a classi cation, measured with the entropy term E(M; K). Thus, the classi cation likelihood appears to be the basis to a classi cation criterion as well. Biernacki and Govaert (1997) and Biernacki (1997) 
Choosing a discriminant analysis model
In the discriminant analysis context, the groups and the number of groups K are known. A natural way to choose a model is to select the model that minimizes the sample based estimate of future misclassi cation risk by cross-validation. This is done in Bensmail and Celeux (1996) to choose a model among the 14 models mentioned in the introduction. It is worth noting that in many circumstances several models provide exactly the same cross-validated misclassi cation rate. In such cases, several strategies are possible and in the present paper we investigated two strategies: The rst one consists in selecting the most parsimonious model (i.e. the model for which the number of parameters is the smallest); we denoted V C? this strategy in the following. The second one consits in selecting the most complex model for which the number of parameters to be estimated is the greatest. We denoted V C+ this strategy. Moreover, It can happen that, for some speci c values of K and d, di erent models have the same number of parameters. In such cases, using the strategy V C?, tied models are ranked using the following criteria: At rst, a spherical model is preferred to a diagonal model which is preferred to a non diagonal model; secondly, a model with di erent volumes is preferred to a model with di erent shapes which is preferred to a model with di erent orientations. Now, using the strategy V C+, we proceed exactly in the opposite way. But, it appears that cross validation procedures are painfully slow, even if it is generally possible to reduce the calculations when computing the cross-validated classi cation rules (see Biernacki 1997 for details). Then, it could be of interest to use instead of one of the criteria presented in Section 2. Thus, We experimented the criteria AIC, AIC3, BIC, NEC in comparison with the cross validation criteria V C? and V C+.
4 Numerical experiments
Choosing a clustering model
We rst assessed the practical ability of the criteria L( the log-likelihood), AIC, AIC3, BIC, ICOMP, NEC, LP, E, CLM, and C to choose a model when the number of clusters K is known. We simulated bivariate two component Gaussian mixtures with di erent variance matrices. The variance matrices were determined according to the 14 models based on their eigenvalue decomposition as described in table gives the considered proportions p k as well. The centers of the two components were 1 = (0; 0) 0 and 2 = (t; 0) 0 . We choose t to get three degrees of overlapping : a small one corresponding to an optimal misclassi action rate of 5%, a medium one corresponding to an optimal misclassi action rate of 15% and a large one corresponding to an optimal misclassi action rate of 30%. Note that for some quite di erent variance matrices, we were unable to reach the large misclassi cation rate, and nally we get 73 di erent mixtures models. rate obtained with one of the 28 models over this misclassi cation rate obtained with the model choosen by the criterion. This ratio takes value between zero and one, and its ideal value is one. Moreover, Table 2 gives the mean number of parameters in the mixture model selected by the criteria which has to be compared with the mean number 8.14 of the true underlying models. In this table, we also mentioned the mean number of parameters obtained when using the misclassi cation rate (column mis. r.) as a criterion of selection. It appears that the best results are obtained with the criteria AIC3 and AIC and that the information criteria and BIC outperformed the classi cation criteria. It is somewhat amazing that AIC3 gives the best performance since, in the context where K is known, it has no theoretical justi cation.
Choosing a discriminant analysis model
In a discriminant analysis context we simulated the same models than in section 4.1. The only di erences are that we only consider equal proportion models and that for each situation, we consider two small sample sizes n = 10 and n = 50 instead mis. r. L AIC AIC3 BIC ICOMP NEC LP E CLM C 8.60 10.72 8.40 8.04 7.67 9.08 7.95 8.46 8.50 9.67 9.47 Tables 3 and 4 summarize the results in the same way as Figure 1 and Table 4 : For each criterion, the mean number of parameters for the selected model with sample size n = 10. The mean number of parameters for the true model is 7.54.
Those simulation experiments show that for very small sample size the parsimonious cross validation strategy V C? can be preferred. This good behavior of V C? has been strenghtened by others simulations in higher dimension (see Biernacki 1997 ).
For n = 50 the best results are obtained with AIC3 (the same remark concerning the lack of justi cation of this criterion is in order...), but all the criteria except NEC
give analogous performances.
Choosing the number of clusters
We investigated the practical ability of criteria AIC3, BIC, ICOMP, NEC, CLM, CLM2, CL, CL2 and AWE through Monte Carlo experiments. CLM2 and CL2 are criteria derived from CLM and CL in the following way : There are equal to CLM and CL but always reject the number of clusters for which one of the clusters has less points than the number of parameters (M; K) of the mixture model. Figure   4 depicts in an unformal way the models that we simulated. For each of the nine models, we consider two di erent situations for the proportions (when K 6 = 1) : equal proportions and unequal proportions and three di erent values for the means such that we get well separated clusters, fairly separated clusters and poorly separated clusters. Finally we have 44 di erent situations for which we simulated 30 times a sample of size n = 200. (5)- (9) depict the ellipse of constant density per group for the nine type of Gaussian mixture simulated. Figure 5 summarizes the performances the criteria. It displays the histogram of the number of times each criterion provides the right number of cluster (white bar '='), underestimates this number (black bar '-') and overestimates the number of clusters (grey bar '+") for four di erent types of situations according to the mixture proportions were equal or unequal in the simulated data and in the tested model, and two di erent situations according to the mixture component overlap (fairly or well separated clusters). From this gure, it appears that the classi cation criteria behave well and that the criteria CLM2 and CL2 can greatly improve the performance of criteria CLM and CL. Other simulations con rm the superiority of classi cation criteria over information criteria and BIC to provide a reasonable number of clusters. 
