RICK L. ANDREWS, ANDREW AINSLIE, and IMRAN S. CURRIM* Currently, there is an important debate about the relative merits of models with discrete and continuous representations of consumer heterogeneity. In a recent JMR study, Andrews, Ansari, and Currim (2002;  hereafter AAC) compared metric conjoint analysis models with discrete and continuous representations of heterogeneity and found no differences between the two models with respect to parameter recovery and prediction of ratings for holdout profiles. Models with continuous representations of heterogeneity fit the data better than models with discrete representations of heterogeneity. The goal of the current study is to compare the relative performance of logit choice models with discrete versus continuous representations of heterogeneity in terms of the accuracy of household-level parameters, fit, and forecasting accuracy. To accomplish this goal, the authors conduct an extensive simulation experiment with logit models in a scanner data context, using an experimental design based on AAC and other recent simulation studies. One of the main findings is that models with continuous and discrete representations of heterogeneity recover household-level parameter estimates and predict holdout choices about equally well except when the number of purchases per household is small, in which case the models with continuous representations perform very poorly. As in the AAC study, models with continuous representations of heterogeneity fit the data better.
An Empirical Comparison of Logit Choice Models with Discrete Versus Continuous Representations of Heterogeneity
In a recent study, Andrews, Ansari, and Currim (2002; hereafter, AAC) compared the relative effectiveness of models with discrete versus continuous representations of consumer heterogeneity in the context of metric conjoint analysis. They compared finite mixture (FM) models, which describe heterogeneity with discrete distributions, and hierarchical Bayesian (HB) estimation of models with continuous representations of heterogeneity in terms of parameter recovery, fit, and prediction. The study found that FM-and HB-estimated models were equally effective in recovering individual-level parameters and predicting ratings of holdout profiles, but HB-estimated models fit the data better than did FM models. In addition, both model specifications were shown to be quite robust to violations of underlying assumptions. For example, an HB model with a unimodal prior performed well even when true partworths came from a mixture of distributions, and FM produced very good parameter estimates at the individual level, despite its intended usage at the segment level.
The goal of the current study is to compare the relative empirical performance of logit choice models with discrete versus continuous representations of heterogeneity in experimental conditions similar to those of the AAC study. As yet, the relative empirical advantages and disadvantages of using a discrete or continuous distribution to represent consumer heterogeneity in choice model applications are unknown. Wedel and colleagues (1999, p. 223) state that "To a large extent, the issue of a continuous vs. a discrete distribution of heterogeneity is an empirical one…. We need more simulation studies … and more empirical studies to fully understand the strengths and weaknesses of several methods for estimating household-level parameters."
1 These results are available from the authors on request.
Given the different distributional assumptions, model forms, and model estimation procedures of metric conjoint analysis and logit choice models, it is anything but a forgone conclusion that the findings of the AAC study will hold in choice model applications. Also, because the information content of choice data is less than that of metric ratings data, the potential for accurately recovering unobserved consumer heterogeneity from the data may be lower as well. We could speculate that, given the lower information content of choice data, models with more sophisticated continuous representations of heterogeneity may not have any advantage over models with less sophisticated representations and may even perform worse if spurious heterogeneity effects or overfitting occurs.
In this study, FM logit models (e.g., Kamakura and Russell 1989) , which have been applied extensively to scanner panel data, are used to recover discrete distributions of heterogeneity. We use mixed logit models estimated with HB estimation methods to recover continuous distributions of heterogeneity. Mixed logit models, also known as random coefficients logit models, have received considerable attention in marketing and econometrics (e.g., Brownstone and Train 1999; Chintagunta, Jain, and Vilcassim 1991; Elrod 1988; Erdem 1996; Gönül and Srinivasan 1993; Revelt and Train 1998) . McFadden and Train (2000) establish that, under mild regularity conditions, mixed logit can approximate as closely as needed the choice probabilities of any discrete choice model derived from random utility maximization. In the past decade, HB-estimated models have emerged with much potential for representing heterogeneity in consumer preferences (e.g., Allenby and Rossi 1999; McCulloch and Rossi 1994; Rossi, McCulloch, and Allenby 1996) . Collectively, the FM model and mixed logit model estimated with HB represent the state of the art for representing heterogeneity in logit choice models. Although these procedures have been applied in the marketing literature for approximately a decade, no study has compared and contrasted their parameter recovery, fit, and forecasting accuracy in experimentally controlled conditions. The study by Huber and Train (2001) compares a mixed logit model estimated with simulated maximum likelihood with one estimated with an HB procedure and finds virtually equivalent individual-level parameter estimates, so we do not report the results of mixed logit models estimated with simulated maximum likelihood estimation. 1 The study by Abramson and colleagues (2000) compares a variety of logit models in several experimentally controlled conditions, but the models estimated were not compared with their HB counterparts.
The next section describes the data generation process and the models fit to the simulated data sets. We then present the results and discuss their implications.
DESIGN OF THE MONTE CARLO STUDY

Data
The simulation design (choice of factors and levels) is influenced by studies conducted by Vriens, Wedel, and Wilms (1996; hereafter, VWW) and AAC. The AAC study 2 Previous research has manipulated the separation between segment means by multiplying all coefficients by two (see VWW and AAC). This type of manipulation increases the separation between segments. However, in the context of multinomial logit models, this manipulation of separation has the undesirable consequence of changing the scale factor of the model, which makes conclusions about parameter recovery more difficult. Andrews and Currim (2003) find that the manipulation of segment separation by changing the average separation between segments (.5 and 1.0) is an improvement. Differences of .5 between segments are fairly difficult to detect, whereas differences of 1.0 are much easier to detect.
3 The higher end variance is larger than that in the VWW and AAC studies (both considered variances of .05 and .10). The variance is increased because previous studies find that this manipulation is weak for some measures of performance. We made the manipulation stronger to ensure a thorough understanding of the effects of within-component variance.
4 VWW and AAC used (100, 200) and 150 consumers, respectively. We used a larger range in this study to test the robustness of the models at smaller sample sizes and the convergence of the models at larger sample sizes. 5 The variance of the extreme value distribution is π 2 θ 2 /6, which is 1.645, assuming the typical scale factor value of θ = 1. Note that multiplying the error variance by two is equivalent to dividing the parameter values by √2. This is because the scale factor is confounded with the parameter values.
provides details of the experimental design. Seven factors were experimentally manipulated for this study: Factors 5 and 6 are observable to the analyst prior to model estimation, whereas the other factors are not. The number of households (Factor 5) and number of purchases per household (Factor 6) are representative of the sample sizes observed in actual empirical applications using scanner panel data, though the levels are purposely designed to be somewhat extreme at the endpoints so that model robustness may be investigated. For most of the unobservable factors, the levels were set through experimentation, again with the goal of creating manipulations that test the robustness of the various models (for details on the choice of levels, see nn. 2-5). Identifying models that are most robust to variations in data characteristics is valuable, especially when the characteristics are unobservable. We can use a robust model with more confidence that it is accurately recovering choice behavior, regardless of the characteristics of a particular data set.
Regarding the number of mixture components (Factor 1), we expect HB-estimated mixed logit models to be preferred over FM when there is only one component (at least when the distribution of coefficients within components is normal), because the FM model is designed to handle multiple components but not within-component heterogeneity. The other data sets will have two or three components, and each component will have a distribution of coefficients, resulting in multimodal distributions for coefficients. Both models are underspecified with two-or three-component data; FM does not model within-component heterogeneity, and HB-estimated mixed logit does not model more than one component. It is an empirical question and a test of robustness as to how well these models will perform in the two-and threecomponent conditions. Likewise, we expect FM models to perform better relative to HB when the separation between components is larger (Factor 2). When the average difference between components is smaller, the HB-estimated models may adequately handle the multimodality in preferences and responses to marketing activities, but this is less likely when the average difference between components is larger.
There is speculation that models with continuous distributions are susceptible to misspecification of the functional form of the distribution of heterogeneity (Heckman and Singer 1984; Wedel et al. 1999) . Our third experimental factor produces data sets with normal or gamma distributions of heterogeneity. Whereas normal distributions produce bellshaped curves, gamma distributions are highly skewed. Because of the shape of the gamma distribution, we expect that FM models will perform better than HB-estimated mixed logit models when there is gamma heterogeneity within components.
The variance of within-component distributions (Factor 4) is either .05 or .25. The larger the within-component variance, the better the performance of HB is expected to be relative to FM. When the variance is smaller, it is possible that the FM models will adequately recover heterogeneity, but this is an empirical question.
Factors 5 and 6 manipulate the number of households in the sample and the number of purchases per household. In the context of conjoint analysis, there is evidence that HB methods can recover heterogeneity and estimate individuallevel parameters even when individual-level least squares estimators do not exist because of insufficient degrees of freedom (Lenk et al. 1996) . However, we have included an extreme case in which there are three observations and seven parameters per household to determine if the HB method breaks down under extreme conditions. We might expect HB methods to perform better than alternative methods when there are fewer households in the sample (Wedel et al. 1999) , but this too is an empirical question. The FM and HB models should converge to similar estimates when there are many households (e.g., 400) and/or many purchases per household (e.g., 15).
The AAC study finds that HB estimation of a conjoint analysis model with continuous heterogeneity distributions does not produce good results when the error variance (Factor 7) is large. It is not clear that this finding will hold in the context of logit models applied to scanner panel data. Although all models should perform better with smaller error variance, we will be determining whether the performance of the HB-estimated mixed logit models deteriorates as the error variance increases.
Because Factor 2 (separation of components) is not meaningful when there is only one preference component in the data, the design is not a full factorial. When there are two or three components in the data, there are 2 5 3 2 = 288 experimental conditions. When there is one component, there are 2 3 3 2 = 72 experimental conditions, for a total of 360 conditions. Similar to VWW and AAC, we have one data set per experimental condition, resulting in 360 data sets. With four models estimated per data set (described in the next section), the simulation produces 360 × 4 = 1440 observations. However, because of the interpretation of Factor 2 when there is one preference component, only 288 × 4 = 1152 observations can be used in the statistical analysis of variance (ANOVA) of the simulation results. The power of this design to detect small differences between model types (a small effect accounts for approximately 1% of the variance of the dependent variable) at a significance level of .05 is approximately 81% (Cohen 1988) . For factors with two levels (1, 2, 3, 4, and 7), the power to detect small differences at the .05 level is approximately 92%. For factors with three levels (5 and 6), the power to detect small differences is approximately 87%.
The generation of the choice data closely follows related simulation studies, such as VWW and AAC. Essentially, the predictor variables include one continuous variable (e.g., price) and two binary variables (e.g., store feature advertisement and aisle display). The continuous variable was generated from a standard normal distribution; the binary variables were generated such that they have values of 1 approximately 10% of the time, similar to the promotion frequency observed in actual scanner panel data. We assume that there are five alternatives in the consumer's choice set.
The true parameters for each data set were randomly generated from a uniform distribution, and the ranges of the parameters are typical of those observed in actual scanner panel applications. The brand-specific constants are generated to be in the range of -1.5 to 1.5, the coefficients of the price variable are in the range of -1 to -2.5, and the coefficients of the promotion variables are in the range of 1 to 2.5. The brand-specific constants are smaller in absolute value than the other parameters so that there would be adequate choices of each alternative to ensure identification and accurate estimation of all parameters. The sizes of the components are also generated randomly for each data set, and constraints are set up such that no component is smaller than 10% of the sample and none is larger than 90% of the sample (see Cutler and Windham 1994) . 6 By generating the parameters independently for each data set, we have more assurance that the simulation results generalize beyond a specific set of parameter values chosen by the researcher. Regardless of whether each consumer has 3, 10, or 15 purchases used for model estimation (Factor 6), 5 purchases per consumer are used for model validation.
Models
FM models. Conditional on the vector of coefficients for segment s, β s , the probability of household h's sequence of choices y h is as follows:
where y hkt is the 0/1 choice indicator variable, and where Θ represents all the parameters β s , s = 1, …, S, and the mixing weights α = (α 1 , α 2 , …, α s ) are interpreted as segment sizes, such that 0 < α s < 1 and Σ s α s = 1. The loglikelihood for all households is
The parameters are estimated through maximization of Equation 4 through numerical optimization.
After estimating the parameters, we estimated householdlevel parameter vectors β h using a weighted average of the segment-level parameter vectors β s , for which the weights are the posterior probabilities of segment membership. The posterior probability for household h belonging to segment s is computed as The estimates of household-level parameters are then Household-level parameters estimated in this manner were used in the computation of parameter estimation error, fit, and forecasting accuracy, as discussed subsequently in this section.
One issue with the estimation of FM models is how to determine the number of components S to retain in the models. One approach, used by VWW, is to retain the true number of components. However, this approach may give an unfair advantage to FM because it involves the use of information that will not be available to analysts in real-world settings. However, because there is heterogeneity within each component, this approach may penalize FM because components beyond the true number might be required to account for the heterogeneity. For example, AAC used the Bayesian information criterion (BIC) to identify the number of components and found that BIC often fit more than the true number of components. A study by Andrews and Currim (2003) has shown that the validation sample log-likelihood is far superior to BIC for identifying the number of components to retain for FM logit models. In the current study, we consider the performance of two specifications of FM models: one in which the number of components is determined by BIC (FM-B) and the other in which it is determined by the validation sample log-likelihood (FM-L). 
HB-estimated mixed logit models. Unlike classical estimation approaches, the HB approach considers the joint distribution of the household-level parameters and the common parameters. The joint (posterior) distribution of the household-level parameters can be written as follows (Allenby and Rossi 1999; Wedel et al. 1999): where the three terms after the proportionality sign are the likelihood, the mixing distribution, and the prior for Θ, respectively. Inferences about the preferences and sensitivities of a specific household are obtained by appropriately marginalizing this joint posterior distribution (Allenby and Rossi 1999): where -h refers to all households except h.
For the covariance matrix on the parameters, we chose an inverse Wishart prior, W[ρ, (ρR) -1 ], where ρ is the number of parameters plus two and R = diag(.1), consistent with the AAC study on which this study is based. In each case, the Monte Carlo Markov Chain sampler was run for 20,000 iterations, 5000 of which were used for burn-in. Likelihood and time-series checks demonstrated that this was more than adequate.
Homogeneous logit models. As a benchmark for the heterogeneous logit models, we estimate homogeneous logit models for all data sets. Comparison of the heterogeneous FM and mixed logit models estimated with HB with the homogeneous models will provide information on the levels of improvement achieved by explicitly modeling consumer heterogeneity.
Measures of Performance
Similar to VWW and AAC, we use several measures to assess the performance of the models in terms of parameter recovery error, fit, and predictive accuracy. The root mean square error (RMSE) between the actual and estimated household-level parameters, RMSE(β), is computed as a measure of parameter recovery error, as in VWW and AAC. The log-likelihood and marginal log-likelihood are used to assess model fit. In the case of the FM and logit models, BIC was used as an approximation to the marginal likelihood. The BIC is based on the Schwartz (1978) criterion, which in turn is an approximation of the marginal likelihood of a model. For the HB model, the marginal likelihood was computed using the reweighted importance sampling method outlined by Raftery (1996) and Newton and Raftery (1994) . To make this comparable to the BIC, a statistic widely used in the marketing literature, we compared -2(marginal loglikelihood) to the BIC measure for the other models. Hereafter, we refer to both as -2MLL. Finally, we used two measures to assess prediction accuracy: the log-likelihood values from the validation samples and the average predicted choice probability for the chosen brand, also computed from the validation samples.
RESULTS OF THE MONTE CARLO STUDY
The results are summarized in Tables 1, 2, and 3. Table 1 contains the overall ANOVAs for the five dependent vari- Notes: The ANOVAs are based only on data sets with two or three preference components because the separation of components factor is not meaningful when there is only one component. n = 1152, and p-values are in parentheses; d.f. = degrees of freedom. ables, Table 2 contains the means of the parameter recovery error measure RMSE(β) and the measures of fit (the estimation sample log-likelihood LOGL[E] and the marginal loglikelihood -2MLL), and Table 3 contains the means of the prediction measures (the validation sample log-likelihood LOGL[V] and the average choice probability P ෆ[V]). All likelihood values and -2MLL are expressed on a perobservation basis to improve the interpretation of Factors 5 and 6. At the bottom of Tables 2 and 3, we have computed the overall means by model type and tested these means for significant differences using the ANOVA results in Table 1 . The main results from the experiment are described subsequently.
One of the major findings we observe from Tables 2 and  3 is that the HB-estimated models perform very poorly in the three-purchases-per-household condition. Parameters are poorly identified at the level of the individual because there are seven parameters but only three purchases, and this appears insufficient to allow the shrinkage across households to form good estimates. Although the fit measures LOGL(E) and -2MLL are extremely good for HB models in this condition, parameter recovery RMSE(β) and forecasting accuracy LOGL(V) are both extremely poor, which is indicative of overfitting. According to these measures, HB performs worse than the homogeneous logit model. The average choice probability P ෆ(V) does not indicate poor per-7 The range of household-level parameter estimates is greater for HB models, which could translate into a greater range of predicted choice probabilities for the chosen brand and possibly some values near zero. Taking the log of such a small probability results in a severe penalty for LOGL(V), but this is much less so for the average choice probability because no logs are taken.
formance for HB in the three-purchase condition, but compared with LOGL(V), this measure is much less sensitive to very low predicted choice probabilities. 7 Because all the other factor-level means and the overall means for HB methods in Tables 2 and 3 are contaminated by the poor numbers for the three-purchases-per-household condition, we reserve further judgment on the performance of the HB method compared with other methods, pending further analysis. We first focus on the performance of the other methods in Tables  2 and 3 .
With regard to parameter recovery (Table 2) , the FM models have the best RMSE(β) means overall. These models recover household-level parameters significantly better than does the homogeneous logit model. For the RMSE(β) means in the interior of Table 2 , differences of approximately .0238 are required for statistical significance (ignoring the adjustment for multiple comparisons). In general, according to the overall factor means, the models recover parameters better when there are fewer components in the data, the separation between components is smaller, the Superscripts on overall means by model type at the bottom of the table indicate significant differences (according to least significant difference rule) at the .05 level, with the superior mean having a value of "1."
In the interior of the table, factor level means within model types are tested for significant differences in a similar manner. The RMSE values used in this analysis, from the ANOVAs in Table 1 The means for one-component data sets were not analyzed in the ANOVAs in Table 1 and therefore are not tested for significance in this table.
c FM-B = finite mixture models with the number of components determined by BIC; FM-L = finite mixture models with the number of components determined by LOGL(V); HB = mixed logit models estimated by hierarchical Bayes procedure; and LOGIT = homogeneous logit models.
d
The log-likelihood is the posterior likelihood, computed from household-level parameter estimates. All likelihoods are divided by the number of observations in the data set to facilitate interpretation.
e Approximated by BIC for FM and LOGIT models and divided by the number of observations to facilitate interpretation. f
In the high error variance condition, the true parameter estimates were divided by the square root of 2 before computation of RMSE(β). a Superscripts on overall means by model type at the bottom of the table indicate significant differences (according to least significant difference rule) at the .05 level, with the superior mean having a value of "1." In the interior of the table, factor level means within model types are tested for significant differences in a similar manner. The RMSE values used in this analysis, from the ANOVAs in Table 1 , are .1544 for LOGL(V) and .0633 for P ෆ(V).
b The means for one-component data sets were not analyzed in the ANOVAs in Table 1 and therefore are not tested for significance in this table. c FM-B = finite mixture models with the number of components determined by BIC; FM-L = finite mixture models with the number of components determined by LOGL(V); HB = mixed logit models estimated by hierarchical Bayes procedure; and LOGIT = homogeneous logit models.
d The validation log-likelihood is the posterior likelihood, computed from household-level parameter estimates. All likelihoods are divided by the number of observations in the data set to facilitate interpretation.
e Average choice probability of the chosen brand for the validation sample. 8 The findings for the error variance factor in Table 2 should be interpreted with caution because changes in the error variance change the scale of the parameters. In the high error variance condition, the true parameter estimates were divided by √2 before computation of RMSE(β), because logit analysis implicitly assumes a scale factor of one. Thus, the RMSE(β) values in the high error variance condition in Table 2 could be multiplied by √2 to facilitate comparison with the values in the standard error variance condition. Doing so shows a fairly modest increase in parameter error in the high error variance condition for most models, as we would expect.
within-component variance is smaller, and there are more households and more purchases per household, as was expected. 8 According to LOGL(E) ( Table 2) , the FM models fit significantly better than the homogeneous logit models. In general, the models fit better when the separation between components is larger (though they recover parameters better when the separation is smaller), the within-component distribution is normal rather than gamma, the withincomponents variance is smaller, and there is less error variance. Although the models appear to fit better when there are fewer purchases per household, this is due largely to the overfitting of the HB method for the three-purchases-perhousehold condition, as was discussed previously.
The parameter-adjusted fit measure -2MLL (Table 2 ) favors FM-B over the homogeneous logit model, which is not surprising because FM-B uses BIC as a segment retention criterion. Although HB fits significantly better than the other models according to this criterion, we again reserve judgment on HB pending further analysis of the three-purchases-per-household condition. In general, models have better parameter-adjusted fit when there are fewer components, the within-component variances are normal rather than gamma, the within-components variances are smaller rather than larger, there are more households and more purchases per household, and the error variance is smaller, as was expected.
The forecasting statistic LOGL(V) (Table 3) favors the FM-L model, in which the number of components is determined by LOGL(V). It is perhaps not surprising that FM-L performs slightly better according to this criterion because the criterion was used in the model selection process. In addition, FM-B and HB do not predict significantly better than homogeneous logit. Assuming an average data set with 2000 validation observations, the LOGL(V) advantage of FM-L over homogeneous logit would be approximately 54 likelihood points, which may or may not be important, depending on the application. In general, models forecast better according to LOGL(V) when there are fewer components, the within-component heterogeneity distributions are normal rather than gamma, there are more households and Tables 2 and 3 for explanatory footnotes. 9 This can be demonstrated by studying histograms of the posterior household parameter estimates, which are available from the authors on request.
more purchases per household, and the error variance is smaller. Note in particular the huge forecasting benefit gained in going from three to ten estimation sample observations per household.
Finally, the other forecasting accuracy statistic, the average choice probability P ෆ(V) (Table 3) , favors HB. Again, we reserve judgment on this finding pending further investigation of the three-purchase condition. The FM models predict better than the homogeneous logit model according to this criterion. In general, models forecast better according to P ෆ(V) when the within-component distribution of heterogeneity is normal and has smaller variance, the sample sizes are larger, and error variance is smaller. Table 4 presents the simulation results with the threepurchases-per-household condition removed (a condition in which HB did very poorly). With this analysis, we find that HB and FM have equally good parameter estimates (RMSE[β] ) and predictive capabilities (LOGL[V] and P ෆ[V]) overall, though HB fits better according to LOGL(E) and -2MLL. It may initially appear surprising that HB recovers parameters as well as it does when there are three preference components in the data and the separation between components is large, because the mixed logit model implemented here does not explicitly allow for multimodal distributions. Although the prior heterogeneity distribution specified is unimodal, the posterior distribution can be multimodal. 9 10 The means for one-component data are not included in the ANOVA and therefore are not tested for statistical significance.
As we would expect, HB performs better than FM according to RMSE(β) when the within-component variances are larger, though the opposite is true when the withincomponent variances are smaller. In the interior of Table 4 , differences of approximately .0182 in RMSE(β) are required for statistical significance according to the least significant difference rule. In all other experimental conditions, there are no significant differences in RMSE(β) between FM and HB. 10 A final observation is that the in-sample log-likelihood is not a good indicator of the quality of a model, as borne out by the accuracy of the parameter estimates and predictive capability. Note in Tables 2 and 3 , for example, that HBestimated models fit the data better than do other models when the number of households and the number of purchases per household are smaller, whereas parameter recovery and predictive capability are poorer in these conditions. Thus, data analysts should be careful when selecting models on the basis of in-sample fit, even when corrections for the number of parameters are used.
SUMMARY, DISCUSSION, AND CONCLUSIONS
Whereas the AAC study assesses the relative performance of metric conjoint analysis models with discrete and continuous representations of heterogeneity, this follow-up study assesses the relative performance of logit choice models with discrete and continuous representations of heterogene-ity using simulated scanner panel data. Given the different distributional assumptions, model forms, and model estimation procedures of metric conjoint analysis models and logit choice models and the lower information content of choice data compared with metric conjoint data, it is not at all clear that the findings of the AAC study generalize to logit choice models and scanner data.
The most important new finding of this study compared with the AAC study is the poor performance of the mixed logit model with HB estimation when parameters are poorly identified at the individual level. The AAC study did not have such a condition, so there was no opportunity to observe this finding. In general, the Bayesian literature has noted that estimation of models with few observations at the individual level is possible because the sharing of information across the full set of households is sufficient to make the model identifiable. However, our analysis clearly demonstrates that problems emerge when the number of purchases per household is too small.
When this data condition is removed from the analysis, we find that HB and FM models have equally good parameter recovery and predictive validity, though HB has an advantage in fit. The findings also show that all model specifications are quite robust to violations of underlying assumptions. These findings generalize the results of the AAC study to the context of logit choice models, despite the different distributional assumptions, model forms, and model estimation procedures of metric conjoint analysis models and logit choice models and the lower information content of choice data compared with metric conjoint data.
Whether an analyst prefers to use models with continuous or discrete representations of consumer heterogeneity is a matter of opinion and personal preference. However, empirical evidence on this issue speaks much more convincingly than subjective arguments and speculation, and we hope this research spurs other empirical work.
