A constraint-based approach to morphological analysis (preliminaries)
Introduction
This paper is intended to give the background to ongoing work on a constraint-based system for morphological analysis, which I intend to present in more detail later. The system represents one stage in the development of a (computational) morphological formalism suited for modelling the mechanisms of word formation, a development that began about four years ago, when I started experimenting with Koskenniemi's (1983) two-level model (Borin 1985; 1986a; 1986b) . A search of the relevant literature in both linguistics and computational linguistics showed remarkable sim ilarities in many newer approaches to la n g u^e , similarities that in some ways represent a return to an older linguistic tradition. These approaches can all be said to advocate relational models of language, a notion that will be discussed below.
The particular approach proposed here was directly inspired by a somewhat older linguistic model, but still a relational one, namely stratificational grammar and its offshoots (see e.g. Gleason 1964; Lamb 1966; Lockwood 1972; Reich 1969; 1970) , to my knowledge the most thorough attempt to formalize the structuralist notion of language as a system where everything depends on everything else, i.e. a system of relations.
In section 1 below I try to give a characterization of relational linguistic models and also to give an overview of some of the relational models found in the literature. Section 2 discusses the possibilities of using a recent artificial intelligence technique, constraint systems (Hein 1981; 1982; Maleki 1987) , as a general implementation language for these models. Conclusions and some directions for further research are the topic of section 3.
Relational linguistic models
In the last few years, there has been a convergent development in the closely related areas of linguistics, computational linguistics, artificial intelligence and cognitive science towards relational models of language and language use. Tentatively, we may characterize relational models of language as models with the following properties:
-relations are more important than processes in the model, this in contrast to e. Being in Copenhagen, I should not forego to mention Hjelmslev and glossematics in this context.The notion of language as a system of relations was very much present in Hjelmslev's work (e.g. Hjelmslev 1961), and workers in stratificational grammar usually mention him as their single most important source of inspiration.
Against this background, the more recent theories represent a return to a tradition that has lived in the shadow of the preoccupation with process-based linguistic description that has characterized much of (especially Ajnerican and generative) linguistics during the last three decades or more. This does not mean that history has taken a full circle; rather, the insights of the structuralists are now combined with a formal rigour that to date has been the foremost contribution to linguistics by generative granunar and computational linguistics. 
Autosegmental models
It has often been observed that some phonological phenomena are difficult to handle in a segmental phonology, because the phonological segment does not seem to be their right domain, but rather the syllable, the morph(eme) or the word. Among such phenomena are stress, tone (pitch), vowel h arm o^ and synharmonism. Various solutions have been proposed for overcoming these difficulties; often stress and tone, at least, have been segmentalized into the phonemic string. Autosegmental phonology was developed as a reaction against linear, or segmental phonology, to deal with the phenomena of accent, tone etc., that present a problem to the segmental approach. The approaches most relevant in the present context, however, are prosodic analysis (Firth 1948; Robins 1957) and Harris' (1944) long and contour components. Unlike Harris' approach and like prosodic analysis, a u to se^e n ta l phonology divides the traditional segmental phonemic level into a number of simultaneously occuring components. In autosegmental phonology all these components are segmental, something that sets them off from the prosodies of prosodic analysis. Furthermore, among the segmental components, or tiers, one has a special status. This is the traditional segmental tier, which serves as the coordinating tier, to which all the other -autosegmental -tiers are mapped by a general mapping relation, called the well-formedness condition (WFC). Autosegmental phonology is declared to be a further development of generative phonology, but it differs considerably from the latter in spirit:
A u tosegm en tal phon ology is a particu lar claim , then, about the geom etry o f p hon etic represen tation s; it suggests that the phonetic representation is com posed o f a set o f severa l sim u ltan eou s sequences o f these segm ents, with certain elem en tary con strain ts on how the various levels o f sequences can be interrelated --or, as we shall say, "a sso cia te d ." collectively referred to as finite-state morphology. Koskenniemi is quite insistent on two-level morphology being a relational formalism:
The tw o-level form alism is neutral with respect to production and analysis because it d escrib es m orph ological phenom ena as relations betw een lexical and surface rep resen tation s. The relation s are seen as correspondences, not as segm ents bein g tran sform ed into oth er segm ents.
(K o sk e n n iem i 1983:10)
There are other variants of finite-state morphology that use more than two levels in the description, e.g. Kay's two-level morphology with tiers (Kay 1987), which is an implementation of autosegmental morphology using the finite-state transducers of two-level morphology for the WFC (see 1.1.2 aboveh 1.1.4 Stratificational grammar and relational grammar Stratificational grammar (SG) was developed as a purely linguistic theory, just like its contemporary, generative grammar, but it was developed in a machine translation project, and its theoretical devices presumably were influenced by this fact. Stratificational grammar and its offshoot relational grammar (RG) see language as a network of relations. Some versions of SG do not give items any status whatsoever in the theory, stating that the items of linguistic description are simply nodes in the overall network. The network connects to items at its both ends, however -phonetic units at one end and conceptual units at the other. SG, but not RG, also holds that language is stratified, i.e. there are layers or strata of lin^is tic description, normally corresponding to the traditional linguistic divisions of language into phonology, morphology, syntax and semantics^.
The relations allowed in a stratificational or relational description are usually taken from a small set of primitive relations, the most important being conjunction (symbolized by A N D nodes in the network diagrams, see below) and disjunction (O R nodes). There are also the interstratal relations of realization ('is realized by'), composition ('is composed by') and their inverses ('is a realization o f and 'is a part of). The number of relation types postulated varies among different authors, but at least these types, in some form, are present in all descriptions. The difference between the relations of realization and composition gives rise to two subsystems on each stratum, the realizational part and the tactics, where the latter acts as a filter on the realizations allowed by the former. Seeing language as a system of relations, stratificational grammar has no place for process description in the sense of Hockett's (1954) IP model, or in the interpretation of 'generate' in 'generative grammar' as m eaning the same thing as 'produce' (this is not the interpretation intended originally, but common nevertheless); just like in the two-level model, all the strata are considered to exist side by side, simultaneously. An attractive trait in relational models is their inherent non-directionality (bidirectionality in this case); if you put in a text at one end of a relational network, a meaning or meanings will appear at the other end, and vice versa. Many stratificationalists have also found graphical network descriptions ("lambograms"; see section 3 below) to be a convenient tool, preferable to algebraic rule systems for the description of language.
A ssociative networks
Associative networks are perhaps more commonly known as semantic nets. The term associative network was introduced, as far as I know, by Findler (1979). Other terms that have been used for the same thing are semantic memory (Quillian 1968) and conceptual graphs (Sowa 1984). Associative network formalisms have been used in artificial intelligence both for general knowledge representation and for storing more specifically linguistic knowledge. Associative networks are directed graphs, with labelled nodes and edges. The common interpretation is that the nodes represent entities and the links relations between these entities; in a predicate calculus setting, the links would be the predicates and the nodes the arguments (constants and variables) of these predicates. In this connection it is worth noting that the highest - the sememic -stratum in a stratificational grammar is considered by most stratificationalists to be a structure very similar to an associative network; to avoid termino logical confusion, this structure is often called a reticulum, since the term network is reserved for the less densely connected lower strata, where temporal relations play an important role.
1.1.6 Connectionist models Connectionist models share many of the assumptions of the models described above, but the fundamental assumption behind them is "that theories and and scientific languages based on the computational character of the brain are productive (even essential) in many areas of Cognitive Science" (Feldman 1985:1) . In other words, connectionist models are based on computational architectures with many auto nomous processing elements, which can be linked up in a small number of ways, and communicate with a limited repertory of (simple) signals, just like neurons. Among the other models mentioned in this section, it is perhaps stratificational grammar that has the closest affinity to connectionist models. The speech production model used by Dell & Reich (1980) is a refined variety of the relational networks earlier described by Reich (1970), and Schnelle's (1981) neurologically inspired net linguistics works with more or less the same element types as stratificational and relational grammar.
U n ification -based m odels Unification is a technique that has become increasingly popular in natural language processing systems. The basic data structure in unification-based grammatical formalisms is the attribute-value graph, a directed acyclic graph (DAG) made up of attributes (like case) which have values (e.g. nominative)
. Instead of beeing atomic, the values may, in turn, be attribute-value graphs. Unification is an operation for acertaining that two (or more) attribute-value graphs are compatible with each other, which involves checking the values of identical attributes in the two graphs. If the values are atomic, they must be identical to be compatible; if they are attribute-value graphs, unification is carried out recursively on these; if one of the values is undefined, both values become identical to the defined value. If unification succeeds, the two graphs will become identical, i.e. attribute-value pairs that appeared in only one of them will now be present in the other one as well. Unification is unordered, so in order to handle the temporally ordered surface structure of language, most unificationbased formalisms have two components: a context-free phrase structure grammar which is used to build a phrase structure tree from the surface morphological and syntactic representation, annotated with functional structures. These functional structures are then unified with partly specified lexical and grammatical functional structures, sometimes called constraining equations (e.g. in Withgott & Halvorsen 1984), to yield a fully specified functional structure as the analysis of the linguistic unit being parsed.
Constraint systems
Constraint systems is an AI tec h n i^e for representing knowledge about relations among entities, values and the like. The basic building block of constraint systems is the constraint, an a ctive relation betw een a (usu ally sm all) set o f objects. The relation is term ed a ctive since it exh ibits two cru cial features. It establishes itse lf as soon as enough in form ation abou t the p articip atin g objects is a vailable and it enforces the relation once it has been established. 
Conclusions and further research
Recently I have got access to an experimental constraint system implementation (ICONStraint, written by J. Maleki oi Linköping University for the Xerox IIX X Lisp machines, and described in Maleki (1987)), which has made it possible for me to start experim enting with a relational model of linguistic structure, expressed as a network of constraints.
The structure of this network is heavily influenced by the networks used in presentations of stratificational grammar, mostly because this is the way of least resistance, since stratificational grammar is one of the more thoroughly formalized relational linguistic models. Its cousin, relational grammar, has been partly implemented as a computer model, Reich's (1970) relational network sim ulator. I say partly, because Reich discusses mostly language production -or encoding -while decoding is mentioned only in passing, like in most stratificational descriptions I have seen. This is one reason that I have chosen to lay the emphasis on the decoding direction in my work and consequently talk about "morphological analysis" in the title of this paper. Since more attention has been given to the encoding direction in a stratificational grammar, it seems natural to start with the structures and relations that have been shown to work in encoding and somehow reverse them to do the decoding. In the case of unrestricted rewrite rule systems, like the tree transform ations used in generative grammar, this is generally not possible (King 1983), but 112 Proceedings of NODALIDA 1987 relational models should in principle be able to cope with the task. This is where constraint systems enter the picture. Being made up of active relations in the sense stated above (section 2), once a constraint network that models encoding has been built, the same network should work just as well for decoding purposes. An added requirement could be that the basic constraints in the network as closely as possible mimic the primitive relations (nodes) that are postulated in (some version oO stratificational or relational grammar, since it would then be possilile to test published de scriptions directly. This presupposes that these relations are well-defined in both directions.
It seems, however, that the latter is not true for the nodes in a stratificational grammar. This is partly due to the nature of the relations involved, and partly because of a certain vagueness in their definitions. I will discuss the last point first, but first I will make a small digression into the written format of stratificational descriptions. As I indicated above, the normal way of presenting such a description is in the form of one or more CTaphs ("lambograms"), for example the following graph that describes comparison of English adjectives:
The nodes always represent the same relations, while the meaning of the lines is dependent on the context; sometimes a line expresses the realization relation, sometimes it just connects one of the participants in some relation to that relation. One of the problems with the node definitions, as they are given in the literature, is that they are not detailed enough, meaning either: 1) m at not all input/output combinations are accounted for, or, more often: 2) that for a mven input, the output is indeterminate. The following f i^r e shows some common node types used in stratifica tional networks, taken from Christie (1974). The O R and A N D nodes are discussed below. The diamond node connects the tactics and the realizational part together.
In the worst case, the nodes are given only informal definitions, like:
A n oth er fundam ental lin gu istic relation sh ip is that w hich a class bears to its m em bers. In stra tifica tion a l term in ology, this is called an OR relationship. Then it becomes important to define temporal contiguity; is it absolute, defined in terms of some minimal temporal unit, or is it relative to some events in the network? Another notion that is in need of a definition before the relations can be modelled, is that of simultaneity; the unordered A N D node is described as one where the constituents appear "simultaneously or in no specified order" (Lockwood 1972:33). Also, constraint systems have been used mostly to represent atemporal relations, due to the nature of the problems they have been used to solve. This must not necessarily be the case; the author of the ICONStraint system has indicated the need for modelling time and change within the constraints paradigm (Maleki 1987:81).
Proceedings of NODALIDA 1987
.15 -These are the two problems that I am concentrating on at the moment: the formal node definitions and the introduction of time into the implementation language.
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