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Abstract
Using our "chain by chain" method for constructing the constraint
structure of a system possessing both rst and second class constraints,
we show that the whole constraints can be classied into completely
rst or second class constraint chains. We found appropriate redeni-






Constrained systems, though known from almost 1960 [1, 2], have still attrac-
tive features. These systems are stayed as the cornerstone of gauge theories,
and are in fact the basis of modern formalisms such as BRST [3] and BV [4].
For a singular Lagrangian, primary constraints (PC’s) are direct conse-
quences of denition of the momenta, while secondary constraints emerge
from the consistency of PC’s4. Constraints are also divided into rst and
second class ones [1, 5, 6]. First class constraints (FC’s) are responsible for
gauge symmetries of the system. That is, when the system possesses FC’s,
some Lagrange multipliers (LM’s) can not be determined and remain, in the
equations of motion, as arbitrary functions of time. The second class con-
straints (SC’s) lead to determining a number of LM’s as functions of phase
space coordinates.
For many reasons one needs to know the detailed algebra of Poisson brack-
ets of constraints with each other and with the canonical HamiltonianHc (We
denote this algebra as constraint structure of the system.):
First, the division of the constraints into rst and second class is not
so simple. That is because, at dierent levels of consistency, both types
of constraints may be mixed with each other. Having such a mixture, one
should nd the largest number of constraints that their Poisson brackets with
each other form a nonsingular matrix. In general, there is not a clear method
for doing this job. In some papers [7, 8] authors assume for simplicity that
no SC is present. It seems that generalizations of such results to a system
with both rst and second class constraints requires a lot of algebra.
Second, to nd the gauge symmetries of a system, one should distinguish
constraints of dierent levels from each other. In other words, rst class con-
straints of dierent levels play dierent roles in generating gauge transforma-
tion [9, 10, 11]. This makes the algebraic manipulations concerning a general
gauge system too complicated. For example, very complicated algebra has
been used in [12] only to show the existence of generator of gauge transfor-
mation. In fact, the main diculty in treating with constrained system is
the barrier of heavy calculations that originate from algebra of constraints.
The next important point to be noted is that the constraint structure of
4By secondary constraints we mean the whole constraints that emerge from consistency
of PC's at dierent levels, not just "second level" ones.
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a system is not unique. That is for two reasons: First, one can investigate
the consistency conditions in dierent orders and dierent ways; second, at
each level of consistency, one can redene the constraints such that the new
ones describe the same constraint surface.
These points show that, it is worth to try to construct the constraint
structure in the simplest possible form. As far as we know, works in this
direction are not too much. One of the existing methods [9, 13, 14], is based
on investigating the consistency conditions, level by level. In this method at
each level of consistency a number of LM’s are determined and at the nal
level the consistency is satised identically. More precisely, at each level one
should search among the Poisson brackets of constraints with Hc to nd the
independent constraints of the next level. Since the chain structure is broken
in this method, the algebra is complicated and dicult to work.
Some authors have tried to keep the chain structure at the cost of loosing
the independence of the constraints[8, 10, 15]. This method has also its own
diculties, since it is not easy to recognize the independent constraints and
their algebra.
Our main idea in this paper is to propose a simple constraint structure
for an arbitrary constrained system possessing both FC’s and SC’s. The
essential point is that we construct the constraint structure, chain by chain.
That is, beginning by some PC, elements of the corresponding constraint
chain are obtained by following the consistency conditions. Each chain would
be produced after the previous one is nished, and so on. The details will be
explained in section 2.
In a previous work [7] we used chain by chain method in a pure rst class
system to nd a simple way for xing the gauge. In this paper we generalize
the method to the cases where SC’s are also present. As an interesting
result we observe that the system is completely divided into rst and second
class chains. We think that this method will provide a simple and clear
classication of the constraints.
To present our constraint structure, we rst consider systems with one
or two chains. This will be done in section 3 followed by a small section on
some examples. Then we use the results for a multi-chain system in section
5 where the general structure of a constrained system.
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are not independent functions of (q; _q). So primary constraints vanish as
direct consequences of 1:
a1(q; p)  0 a = 1; : : : ; r (2)







for a system with N degrees of freedom is N −M . By weak equality , we
mean equality on the constraint surface, the surface obtained by vanishing
of the constraints. The equation of motion for an arbitrary function g(q; p)
reads [1]:
_g = fg;HTg (4)
where the total Hamiltonian is dened as
HT = Hc + va
a
1: (5)
Constraints should be valid during the time. So from 4 one should impose
the consistency conditions:
_a1 = fa1; HTg  0 a = 1; : : : ; r (6)
These conditions, if not identically satised, may have two consequences:
determining the Lagrange multipliers or emerging new constraints, i.e. sec-
ondary constraints. The consistency of secondary constraints may lead to
new ones and so on.
Dierent methods can be used to investigate the system of constraints.
Some of them are reviewed in [7]. To get into our chain by chain method
Suppose we array PC’s in a row
11 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We rst consider only the primary constraint 11, i.e. the rst element of the
rst chain, and dene
12  f11; Hcg (8)
as the second element of the chain. If the chain does not terminate at this
point (in the manner that will be explained soon), the next element will be
constructed in the same way, and so on.
The recursion relation of constraints of the rst chain is
1n  f1n−1; Hcg: (9)
Suppose that in this chain the N1th element, is the last one. This may
happen in two ways:
i) If at least for one of the PC’s, say a1 we have
f1N1 ; a1g 6 0 (10)
where by 6 we mean "does not vanish weakly". If this happens, then as we
see in section 5 one of the LM’s will be determined. The implicit assumption
in this case is that the elements before 1N1 have vanishing Poisson brackets
with PC’s, i.e.
f1n; a1g  0 a = 1; : : : ; r ; n = 1; : : : ; N1 − 1 (11)
Another point to be noticed is that by weak equality  at this stage we mean
equality up to a combination of PC’s and the element of the rst chain.
ii) The next possibility is that, using 4, the time derivative of 1N1 , van-
ishes. This will be the case, if
f1N1 ; a1g  0 (12)
and
f1N1 ; Hcg  0 (13)
The next chain, beginning with 21, can be produced in the same way,
and so on. We postpone the details of how to treat if each of the cases
above happen to section 5, after we learn in the next section, more about the
algebra of constraints within chains. It is important to emphasize that when
we construct the ath chain, elements of the previous chains besides PC’s may




In this section, we rst consider a system with only one PC, say 1. The
total Hamiltonian is
HT = Hc + v1: (14)
There is only one chain with the recursion relation
n  fn−1; Hcg: (15)
Suppose rst the chain terminates at N according to case (i) of the previous
section, i.e.
fN ; 1g  (q; p) 6 0: (16)
To nd the algebra of constraints of the chain, i.e. the chain algebra, we arm
ourselves with two lemmas
Lemma 1:
For the chain described with 15 and 16







Without loosing generality suppose i < j. It is obvious that
fj; 1g  0 j < N (19)
since otherwise the chain would be terminated before level N . Assuming
fj; ig  0 j = 1; : : : ; N − i (20)
we prove
fj; i+1g  0 j = 1; : : : ; N − i− 1 (21)
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Then using 19 the lemma is proved inductively. Using 15 and Jacobi
identity, we have:
fj; i+1g = fj; fi; Hcgg
= ffj; ig; Hcg − ffj; Hcg; ig (22)
The rst term in 22 vanishes by using 18 and noticing that in the sum over
k we have k  j < N , which means fN ; Hcg does not appear in fCkk; Hcg.
The second term in 22, using 15 is fj+1; ig which vanishes according to
assumption 20. QED.
Lemma 2:
For the chain described with 15 and 16
fi+1; N−ig  −fi; N−i+1g (23)
Proof:
From 15 and Jacobi identity one can write
fi+1; N−ig = fi; Hcg; N−ig
= fHc; fN−i; ; igg − fi; N−i+1g (24)
The rst term in 24 vanishes since from lemma 1 fN−i; ig is a combination
of k’s with k < N . QED.
One can use 16 and 23 to show that
fN−i; i+1g  (−1)i 6= 0 i = 1; : : : ; N: (25)
Two important consequences emerge from 25. First, all the constraints of
the chain are second class. Second, the number of elements of the chain is
even, since, N − i in 25 can not be equal to i+ 1.
Suppose N = 2K. From 25 one observes that the constraints of the
rst half of the chain (1; : : : ; K) are some how conjugate to the constraints
of the second half (K+1; : : : ; N). However, using appropriate redenition,
one can replace the chain with an equivalent set (Ω1; : : : ;ΩK ;ΩK+1; : : : ;ΩN )
obeying the symplectic algebra:
ij = fΩi;Ωjg  Jij (26)
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The details and proof are given in appendix A.
The relation 26 is the best thing that one can nd for the algebra of a set
of second class constraints. In fact, since −1 = −J , one can easily dene
the Dirac brackets and get into the reduced phase space in the simplest way.
Next, let us proceed to other possibility that the chain terminates at level
N . That is _N = fN ; HTg  0 or equivalently:
fN ; 1g  0 (28)
fN ; Hcg  0: (29)
In this case the following lemma shows that all the constraints of the chain
are rst class.
Lemma 3:
If 28 and 29 holds, then






The proof is similar to what we did in 22 and 24 except that fN ; Hcg
vanishes weakly.
Concluding, we found that a one-chain system is either completely rst
class or completely second class. In the former case the Lagrange multiplier
remain undetermined as an arbitrary function of time ; but in the latter case




Suppose we have a system with two PC’s, say 1 and  1.
5 The total
Hamiltonian is
HT = Hc + v1 + w 1: (32)
If f1;  1g 6 0, then both v and w would be determined at the rst step of
consistency. We would have then two chains each with one element. As an
easy example, the reader can treat the Lagrangian L = _xy − x _y. Suppose in
the remainder that this is not the case.
Suppose the -chain is already knitted and fN ;  1g  0. The -chain
may be rst or second class within itself. The following lemma shows that
in this case the -chain has nothing to do with  -chain, and both chains are
somehow independent of each other.
Lemma 4:
If fN ;  1g  0 then
fj;  ig  0 j = 1; : : : ; N i = 1; : : : ;M (33)
where M is the length of the  -chain.
The proof is exactly similar to lemma 3. Particularly one can write
f1;  Mg  0. This means that the consistency of none of the chains may
determine the LM corresponding to the other chain.
Consider the case fN ; 1g 6 0 and fN ;  1g  0. In this case the algebra
of i’s is closed within itself. We call such a constraint chain a self-conjugate
one. The constraints i’s by themselves dene a reduced phase space, such
that using the Dirac brackets one can put them away from the theory. Then
one can treat the next chain(s) as if there where no i’s.
If it happens that fN ; 1g 6 0 together with fN ;  1g 6 0, then one can
replace the system (1;  1) with (1;  
0
1) where
 01 =  1 −
fN ;  1g
fN ; 1g1: (34)
Doing so, the -chain remains unchanged, but one has instead fN ;  01g  0.
In this way the  0-chain would be independent of -chain.
5In order to work with a simpler notation we have introduced 1 and  1 instead of 11
and 21.
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Up to this point the cases (rst class, rst class), (self-conjugate, rst
class), (rst class, self-conjugate) and (self-conjugate, self-conjugate) for two-
chain system (;  ) can be easily understood in the framework of part A of
this section. There remains the case where we have not independent algebra
for each chain, that is:
fN ; 1g  0
f M ;  1g  0
fN ;  1g 6 0
(35)
For reasons that will become clear soon, we say that we have two cross
conjugate chains. In this case we turn all the way round and knit the two
chains simultaneously. In other words, we demand that the recursion relation
of constraints reads as:
i+1  fi; Hcg
 i+1  f i; Hcg (36)
Then the following lemma can be proved.
Lemma 5:
Under conditions given in 35 two chains that are not self-conjugate and
are knitted via the recursion relations 18 have the same length.
proof:
Since the chains are not self-conjugate fn; 1g and f n;  1g vanish for
all n. We have also assumed that f1;  1g  0. Suppose up to the level n
the following relations hold
fn;  1g  0
f n; 1g  0: (37)
Then we show that the same thing would happen at the next level, provided
that n + 1 < N . This assertion can be veried obviously for fn+1;  1g,
since the ’s in 36 are the same ’s that have been produced before as the
elements of the rst chain; and we have assumed implicitly in 35 that, up
to level N , they commute with  1. For f n+1; 1g we have
f n+1; 1g = ff n; Hcg; 1g
= fHc; f1;  ngg − f n; f1; Hcgg
 −f n; 2g: (38)
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Using  n = f n−1; Hcg and repeating the above procedure, one can write
f n+1; 1g  −f n; 2g  : : :  (−1)nf 1; n+1g (39)
which vanishes provided that n+1 < N . If we do the same thing for f N ; 1g
we will have
f N ; 1g  : : :  −(−1)Nf 1; Ng 6 0: (40)
This completes the proof. However, the above calculation shows that the
 -chain could not be a rst class chain. Since if at some level before N ,
say k, we have had f k; Hcg  0, then  N would be a combination of the
previous constraints. So f N ; 1g should vanish using 39, which is impossible
according to 40. QED.
In this way, both LM’s v and w in 32 can be determined from the
consistency conditions of  and  -chains. In fact, by knitting the two chains
simultaneously, after N level, the consistency of N and  N will give two
independent equations to nd v and w.
As we did in the case of a self-conjugate system, we can replace the set of
constraints (1; : : : ; N ;  1; : : : ;  N) with an equivalent set (Ω1; : : : ;ΩN ;ΩN+1; : : : ;Ω2N )
obeying the symplectic algebra 26. The same advantages mentioned after 27
would be obtained afterward. The detailed procedure of dening Ω1; : : : ;Ω2N
and the required proof are given in appendix B.
4 Examples
To show how our procedure works we present two examples, corresponding
to the cases we mentioned previously.
i) Consider the Lagrangian
L = _x _z +
1
2
_2 + xy + : (41)
The primary constraints are
1 = py ;  1 = p; (42)
and the total Hamiltonian can be written as
HT = Hc + vpy + wp: (43)
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where
Hc = pxpz +
1
2
p2 − xy −  (44)
By knitting the chains, we have two constraint chains as follows
1 = py  1 = p
2 = x  2 = 
3 = pz  3 = p
 4 = 
(45)
Clearly, the rst chain is FC and the second one is self-conjugate. The
consistency condition for  4 =  will determine w as
w = wd  0: (46)
The Lagrange multiplier v, however, remains arbitrary.
ii) As an example for cross-conjugate chains, consider the system given
by
L = _x _z + _ _ + xy + γ + zγ (47)
therefore, primary constraints are
1 = py ; 2 = pγ (48)
and the total Hamiltonian is
HT = Hc + vpy + wpγ (49)
where
Hc = pxpz + pp − xy − γ − zγ: (50)
It is obvious that the chains
1 = py  1 = pγ
2 = x  2 = z + 
3 = pz  3 = px + p
4 = γ  4 = y
(51)
are cross-conjugate. The consistency conditions for the last elements of these
conjugate chains will determine both Lagrange multipliers simultaneously as
follows:
v = vd  0
w = wd  0 (52)
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5 Multi-chain system
In this section we use what we learned about the algebra of one-chain and
two-chain systems to present our chain by chain method for constructing the
constraint system.
Suppose for a system with canonical Hamiltonian Hc we are given the set
of primary constraints 1 ;  = 1; : : : ; r. First of all, one should separate the
maximum number of second class a1’s. In this way FC’s would be divided
into two categories a1’s ,a = 1; : : : ; m and 
a′
1 ’s, a
0 = 1; : : : ; 2m0 such that
m+ 2m0 = r and
fa1; b1g  0
fa1; a
′
1 g  0
detfa′1 ; b
′
1 g 6 0 (53)
where weak equality here means equality on the surface of PC’s. In fact
a
′
1 ’s serve as chains with only one element, and their consistency determines
immediately the corresponding LM’s. Inserting the determined values of
these LM’s into HT is equivalent to using Dirac brackets [14] which means
working in the corresponding reduced phase space. Suppose one has done all
these duties, such that the total Hamitonian reads






in which the determined LM’s are implemented in Hc.
At this stage the remaining PC’s, i.e. a1’s, have vanishing Poisson brack-
ets with each other. Now we begin the investigation of consistency condition
from 11 which is the rst PC. Suppose the rst chain consisting of 
1
n’s
terminates after N1 steps. For this to happen there are three possibilities:
i)Consistency of 1N1 holds identically. That is
f1N1; a1g  0; a = 1; : : : ; m (55)
f1N1; Hcg  0 (56)
where  means equality up to a combination of PC’s and elements of the
rst chain. Using lemma 4, relation 55 implies that elements of 1-chain
commute with all other chains that will be produced afterward. Also, using
12
lemma 3, 55 and 56 show that the 1-chain is not self-conjugate. So, the
elements of the rst chain will remain rst class till the end and the LM v1
will remain undetermined.
ii) The 1-chain is a self-conjugate one. This will happen if
f1N1; a1g  0; a 6= 1 (57)
f1N1; 11g 6 0 (58)
Then, as stated in 25 and 27, the constraints in 1-chain will provide a
closed second class system of constraints. In this case, one can determine the
Lagrange multiplier v1 and insert it into the total Hamiltonian. Doing this,
one can easily get into the reduced phase space in which all 1n’s vanish. Using
the method of appendix A, the constraints will have the simplest possible
form with a symplectic algebra.
If, however, the relation 58 does hold but, for some a 57 does not; then
it is not dicult to redene a1 as 
0a
1 as we did in 34 so that 57 holds for
0a1 .
iii) The 1-chain is cross-conjugate with some other chain. In other words
f1N1; a1g 6 0 for some 1 < a  m. We move the primary constraint a1 to
the second position so that
f1N1; 21g 6 0 (59)
then, one can use the machinery of cross-conjugate chains to determine the
LM’s v1 and v2 and get into the reduced phase space dened by 
1
n = 0 and
2n′ = 0. Again, using the manipulations of appendix B, the constraints will
obey the symplectic algebra.
If 1N1has non-vanishing Poisson bracket with more than one primary
constraint, say 21 and 
b









the chain beginning with 0b1 will commute with the 
1-chain.
Completing the manipulations regarding the rst chain (or rst and sec-
ond chains in the case iii above), one proceeds to the next chain. All we said
about the rst chain should be repeated.
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According to the method of construction, all constraints emerged are inde-
pendent of each other; since otherwise if we assume some an is a combination
of existing constraints, it means that fan−1; Hcg  an  0; which means that
an−1 should have been the terminating element of the corresponding chain.
Let us see what is our nal constraint structure. The second class con-
straints are set up as second class chains, some of them are self-conjugate and
some are cross-conjugate. In self-conjugate chains the constraints are pair-
wise conjugate to each other, while in cross-conjugate ones, each constraint
in one chain nds its conjugate in the partner chain. First class constraints
are separated completely from second class ones and are set up as rst class
chains.
Suppose one has nally managed the constraint chains such that the rst
m1 chains are second class and the remaining m − m1 ones are rst class.
Because of the symplectic algebra of the second class constraints the reduced
phase space in which all second class constraints vanish, have the best con-
siderable Poisson structure. The rst m1 Lagrange multipliers corresponding
to second class chains are determined as vadet(q; p). Inserting them into the














Thereafter, one can forget about the second class chains and assume that
the system is completely rst class. In this way we have found suitable
justications for papers that assume that their system is pure rst class.
It seems that this constraint structure can provide suitable circumstances
to work with constrained systems. As one application, we have previously
shown [7] that gauge xing can be done in a simpler and clearer way, using
chain by chain structure.
Due to simpler structure obtained, we hope that more results can be
achieved in the context of constrained systems and gauge theories. Works in
this direction are in progress.
Appendix A
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Let us rst rename the constraints in the second half of the chain such
that
i = (−1)iN−i+1 i = 1; : : : ; K: (63)
In this way lemma 1 reads
fi; jg  0 i; j = 1; : : : ; K (64)
fi; jg  0 i = 1; : : : ; K; j > i (65)
and lemma 2 results to
fi; ig  : (66)
Now we can redene the set (1; : : : ; K ;



























f~i; ~jg  0 (70)
Using 64 the proof is trivial.
Lemma A2:
f~i; ~i g  ij (71)
Proof:
Consider a denite j. For i < j, using 69 and 70 it is obvious that
f~i; ~jg  0. For i = j using 68- 70 and 66 one can write
f~i; ~i g  fi; i g
  (72)
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For i > j we prove the lemma inductively. First one can see that the
assertion is true for i = 2 and j = 1, i.e.
f~2; ~1g =
(
2 − f2; 1gf1; Ng1 ; N
)
 0 (73)
where we have used 67, 68 and 63. Suppose that the lemma holds at all
steps up to a denite step i. This means that
f~k; ~jg  0 k 6= j; k = 2; : : : ; i: (74)













Using 74 only the term k = j remains in the sum over k, which would be
cancelled by construction, to give
f~i+1; ~jg  0 (76)
QED.
Lemma A3
f~i ; ~jg  0 (77)
Proof:
Suppose i > j. Using 68 for ~i and then 72, the proof is straightforward.
Putting 70, 71 and 77 altogether, the desired algebra 26 of the text would






i = 1; : : : ; K (78)
Appendix B








fN ;  1g  (−1)Nf N ; 1g   (80)
If N is even one can replace 1 and  1 with 1 = 1 +  1 and 1 = 1 −  1.
This would result to the chains
1 = 1 +  1 1 = 1 −  1
...
...
1 = N +  N N = N −  N
(81)
In this way the algebra of the constraints is changed to
fN ; 1g  fN ; 1g  0
fN ; 1g  fN ; 1g  2: (82)
As is observed, we have replaced a pair of cross-conjugate chains with two
self-conjugate ones. The remainder of the procedure is as in the case of one
chain system. That is, following the steps given in appendix A, one can reach
to a symplectic algebra among the constraints. As an example, the reader
can test the Lagrangian 47 with chains given in 51.
Now suppose N is odd. If fN ; Hcg  0, from lemma 3, the elements of
the -chain commute with each other. Noticing 39 and 40 one can see that
by dening i as
i = (−1)i N−i+1 i = 1; : : : ; N (83)
the same algebra of 64- 66 will be reproduced. Therefore, one can follow
the procedure of appendix A to reach the desired goal. If fN ; Hcg 6 0, but
instead f N ; Hcg  0, the same thing can be done, this time with redening
i’s as
 i = (−1)iN−i+1: (84)
The only considerable case occurs when
fN ; Hcg = γ 6 0
f N ; Hcg =  6 0 (85)
This time we consider
1 = 1 − γ 1 (86)
as the primary constraint of the rst chain. After N−1 levels of consistency,
one would obtain
N = N − γ N (87)
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such that
fN ; Hcg  0 (88)
as can be seen directly from 85. Moreover, using 80 one can see
fN ; 1g  γ(1 + (−1)N ) (89)
which vanishes for N odd. Again the elements of the -chain commute with
each other, so we fall into the previous case.
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