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Abstract:
We prove the existence of the operator product expansion (OPE) in Euclidean Yang-
Mills theories as a short-distance expansion, to all orders in perturbation theory. We
furthermore show that the Ward identities of the underlying gauge theory are reflected
in the OPE; especially, the OPE of an arbitrary number of gauge-invariant composite
operators only involves gauge-invariant composite operators. Moreover, we derive re-
cursion relations which allow to construct the OPE coefficients, the quantum BRST
differential and the quantum antibracket order by order in perturbation theory, start-
ing from the known free-theory objects. These relations are completely finite from the
start, and do not need any further renormalisation as is usually the case in other ap-
proaches. Our results underline the importance of the OPE as a general structure un-
derlying quantum field theories. The proofs are obtained within the framework of the
Wilson-Wegner-Polchinski-Wetterich renormalisation group flow equations, and gener-
alise similar results recently obtained for scalar field theories [J. Holland and S. Hollands,
Commun. Math. Phys. 336 (2015) 1555; J. Holland and S. Hollands, J. Math. Phys.
56 (2015) 122303]. Combining their results with our recursion formula, we also obtain
associativity of the OPE coefficients.
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2
1 Introduction
Ever since its inception by Wilson, the operator product expansion (OPE) has found a multitude
of applications in high-energy phsics, conformal field theory and condensed matter systems, among
others. In its original form, it is the statement that one can approximate an expectation value
of some composite operators at different points by a sum of products of certain coefficients and
expectation values of a single composite operator [1–3]
〈OA1(x1) · · · OAs(xs)〉Ψ ≈
∑
B : [OB ]≤D
CBA1···As(x1, . . . , xs)〈OB(xs)〉Ψ , (1.1)
where A1, . . . , As, B, . . . label the composite operators in the theory, and the expectation value 〈·〉Ψ
is taken in some state |Ψ〉. This approximation should hold in an arbitrary (well-behaved) state |Ψ〉,
and the sum over B includes all composite operators up to a fixed dimension [OB] ≤ D with the
same quantum numbers as the product of the composite operators on the left-hand side. The OPE
coefficients CBA1···As are state-independent distributions which are singular if one or more points xl
coincide, and their singular behaviour as the points come close to each other (reflecting the singular
behaviour of the expectation value on the left-hand side) is bounded by mink,l |xk − xl|[OB ]−[OA],
where [OA] ≡
∑s
k=1[OAk ] is the sum of the dimensions of the composite operators on the left-
hand side. Thus, including more and more composite operators in the sum over B, the remainder
becomes less and less singular, and vanishes as a D-dependent power of the minimum distance if
all points scale together – the OPE should be understood as an asymptotic expansion for small
distances between the points xk.
However, in the context of both massive and massless perturbative scalar field theory Holland,
Hollands and Kopper have recently shown that the expansion (1.1) is actually much better behaved
than expected. Namely, the sum on the right-hand side, and thus the OPE itself, is convergent if
we let D → ∞ for an arbitrary finite separation of the points xk [4, 5], at least to all orders in
perturbation theory. The result holds for a class of states which are obtained by the application
of smeared field operators on the (interacting) vacuum, which in Minkowski space corresponds to
states of finite energy, and which in the massless case must be further restricted to avoid well-known
infrared (IR) divergences for exceptional momenta. Together with further associativity conditions
on the OPE coefficients, which under the same assumptions were also proven recently [6, 7], one
can then view the OPE as a defining property of a quantum field theory which encodes all the
algebraic content, while the state |Ψ〉 is specified via its one-point functions 〈OB〉Ψ. If it is possible
to directly construct the OPE coefficients, e. g., as is done in the case of two-dimensional conformal
field theories (CFTs) where conformal symmetry and associativity fixes the OPE coefficients up
to so-called “conformal blocks”, which are then obtained in the “bootstrap approach” [8–14], not
even a Lagrangian is needed, which is very much in the original spirit of Wilson as evidenced by
the title of his original paper [1].
Although these conditions on the OPE coefficients can be nicely formulated using vertex alge-
bras [15–17], and a large class of models of two-dimensional interacting CFTs have been constructed
(see, e. g., [12, 18–20]), it seems that in four dimensions and without conformal symmetry they are
not enough to allow the direct construction of the OPE coefficients, and more input is necessary.
Using associativity and imposing that the interacting field equation should be reflected in the OPE
coefficients, i. e.,
CB(φ)A1···As = CBφA1···As = λCBφ3A1···As (1.2)
for a massless scalar λφ4 interaction, an explicit recursive construction of the OPE coefficients as a
power series in λ was given by Holland [21], which involves an inversion of the d’Alembertian at each
step. More recently, an explicit formula for the λ derivative of the OPE coefficients was derived
both for massive and massless scalar field theory [7, 22] in the context of perturbation theory.
This formula involves an integration over the OPE coefficient with an additional insertion of the
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interaction operator φ4, which is what one would expect naively from a path integral formulation,
but in addition contains products of lower-order OPE coefficients which act as “counterterms” to
cancel UV and IR divergences. Thus, the final formula is completely finite without any additional
renormalisation, and moreover makes no explicit reference to perturbation theory. Since this formula
is a first-order differential equation in the coupling constant, it could be possible to show that there
exists a unique solution, given the free-theory coefficients as “boundary conditions”, which then
would completely determine the OPE coefficients; promising results in that direction have been
obtained for the two-dimensional Gross-Neveu model [23].
The aim of this article is to extend these results to the case of Yang-Mills theories, with are
both technically more challenging and more interesting from a physical point of view, providing
the foundation for the standard model of particle physics. In comparison with the scalar case, there
are two major obstacles which must be overcome:
1. The theory involves massless fields. As is well-known, this leads to IR divergences for ex-
ceptional momenta, which must be treated with care since such exceptional configurations
occur in loop integrals in intermediate steps even if the final momentum configuration is not
exceptional. While for scalar theories the massless case can be obtained as a limit from the
massive one after a suitable redefinition of composite operators [7], this is not possible for
gauge theories where adding a mass by hand breaks gauge invariance, while spontaneous sym-
metry breaking which is compatible with gauge invariance leaves some of the fields massless
in the general case (the exception being U(1) and SU(2) gauge theories [24–28]).
2. Most regularisations, and especially the renormalisation group flow equations which were used
for the scalar case break gauge invariance at intermediate steps. To restore it in the renor-
malised theory, and especially to obtain an appropriate set of Ward identities, stringent con-
sistency conditions must be derived on possible anomalies. This is most effectively done using
the BRST formalism [29–33] in the (extended) formulation of Batalin and Vilkovisky [34–36],
which involves a nilpotent fermionic operator, the BRST/Slavnov-Taylor differential. Gauge-
invariant observables are elements of the cohomology of this operator, and a proper extension
to the quantum theory must be found.
Fortunately, for both of these obstacles a solution was found, proving mathematically rigorously
the existence of correlation functions of arbitrary composite operators in (Euclidean) Yang-Mills
theories, to all orders in perturbation theory, in such a way that the result after removing the UV
and IR cutoffs is fully gauge invariant in the physically correct sense (i. e., with suitable Ward iden-
tities) [37]. As for the results explained above, this proof was obtained within the renormalisation
group flow equation approach to quantum field theory [27, 38–41].
1.1 Results
We build on the work of Fröb, Holland and Hollands [37], who considered pure Euclidean Yang-
Mills theory based on some semi-simple Lie group. However, our results only depend very weakly
on the concrete form of the theory, such that we can keep the discussion quite general. We thus
consider correlation functions of arbitrary composite operators OAk , whose existence to all orders
in perturbation theory was proven in Ref. [37]. In fact, our first result is even valid for general
massless theories, and is given by
Theorem 1. For an arbitrary massless, superficially renormalisable theory and up to an arbitrary,
but fixed perturbation order, one can choose renormalisation conditions such that the correlation
functions with insertions admit an expansion of the form
〈OA1(x1) · · · OAs(xs)〉 ∼
∑
B
CBA1···As(x)〈OB(xs)〉 (1.1.1)
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for a suitable definition of the OPE coefficients CBA1···As, which are well-defined distributions with
singularities whenever two points coincide, and where x = (x1, . . . , xs). The expansion is asymptotic
in the sense that if one restricts the sum to operators with engineering dimension below a threshold
D, the remainder vanishes as
lim
τ→0
τ [OA]−D+δ
〈OA1(τx1) · · · OAs(τxs)〉 − ∑
B : [OB ]<D
CBA1···As(τx)〈OB(τxs)〉
 = 0 (1.1.2)
for all δ > 0, where [OA] ≡
∑s
k=1[OAk ] is the sum of the engineering dimensions of the composite
operators in the correlation function. The OPE coefficients themselves have bounded scaling degree,
i. e., they satisfy
lim
τ→0
τ [OA]−[OB ]+δ CBA1···As(τx) = 0 (1.1.3)
for all δ > 0. Furthermore, the OPE (1.1.1) holds not only in the vacuum 〈·〉, but in all states 〈·〉Ψ
which can be obtained by applying (smeared) field operators on the vacuum, as long as the smearing
does not involve exceptional momenta. Especially, this includes all states of finite total energy if we
perform a Wick rotation to pass to the Minkowski theory.
This is the expected result, which was already proven quite early for a number of examples [42];
our result is in this sense not new but extends the validity of the OPE to all massless theories.
It also encompasses massless scalar field theory, for which even convergence of the asymptotic
series (1.1.1) was proven [5]. In principle, there should be no obstacle to adopting this proof also to
the case of other massless theories, but it is technically quite involved and would need a refinement
of the bounds on correlation functions derived in Ref. [37].
For gauge theories, one expects that the OPE also respects gauge invariance in a suitable way.
That this is indeed so is our second result, given by
Theorem 2. For an arbitrary massless, superficially renormalisable gauge theory and up to an
arbitrary, but fixed perturbation order, one can choose renormalisation conditions such that the
OPE coefficients fulfil the Ward identity
0 =
s∑
k=1
∑
C : [OC ]≤[OAk ]+1
QAkCCBA1···Ak−1CAk+1···As(x)−
∑
C
QCBCCA1···As(x)
− ~
∑
1≤k<l≤s
∑
E : [OE ]≤[OAk ]+[OAl ]−3
w : |w|=[OAk ]+[OAl ]−[OE ]−3
CBA1···Ak−1EAk+1···Al−1Al+1···As(x)BE,wAkAl∂wxkδ4(xk − xl)
(1.1.4)
if the equivariant classical cohomology of the classical Slavnov-Taylor differential sˆ at form degree
4 and ghost number 1 is empty, H1,4E(4)(sˆ| d) = 0. In this equation, the nilpotent quantum Slavnov-
Taylor differential qˆ = sˆ+O(~), which differs in higher orders in ~ from the classical Slavnov-Taylor
differential sˆ, is given by its expansion coefficients defined via
qˆOA ≡
∑
B : [OB ]≤[OA]+1
QABOB . (1.1.5)
The terms in the last line are contact terms supported on some diagonal xk = xl, which come from
an expansion of the associative quantum antibracket (OA(x),OB(y))~ = (OA(x),OB(y)) + O(~),
which again differs in higher orders in ~ from the classical antibracket (·, ·). The expansion then
reads
(OA(x),OB(y))~ ≡
∑
C : [OC ]≤[OA]+[OB ]−3
OC(x)
∑
w : |w|=[OA]+[OB ]−[OC ]−3
BC,wAB ∂wx δ4(x− y) . (1.1.6)
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Note that while the sum over C in the Ward identity (1.1.4) is not restricted by dimensional argu-
ments, the theorem implies that it is convergent; the proof actually shows that at each perturbation
order only a finite number of terms contribute.
The content of this theorem is best explained using an example in quantum electrodynamics.
Assume that all the operators OAk are gauge-invariant, such that qˆOAk = 0 and thus QAkC = 0
for all C. For the free theory, where ~ = g = 0, the quantum BRST differential reduces to the free
classical one sˆ0, whose action on fields is given by
sˆ0Aµ = ∂µc , sˆ0c = 0 , sˆ0c¯ = B , sˆ0B = 0 . (1.1.7)
The Ward identity (1.1.4) then reduces to∑
C
QCBCCA1···As(x1, . . . , xs) = 0 , (1.1.8)
and taking, e. g., OB = ∂µ∂νc, we thus need to search for operators OC such that OB appears on
the right-hand side of the expansion (1.1.5) of qˆOC . For the later results, it will be important that
all composite operators are monomials (although of course a redefinition of composite operators
can be done if the OPE coefficients, the quantum BRST differential and the quantum antibracket
are simultaneously redefined), and we will assume this now as well. The only two monomials OC
for which QCB does not vanish are OC,1 = ∂µAν and OC,2 = ∂νAµ, for which we have
QC,1B = Q∂µAν ∂µ∂νc = 1 = Q∂νAµ∂µ∂νc = QC,2B (1.1.9)
since partial derivatives commute, and we thus obtain
C∂µAνA1···As(x1, . . . , xs) + C
∂νAµ
A1···As(x1, . . . , xs) = 0 . (1.1.10)
The OPE (1.1.1) thus reads
〈OA1(x1) · · · OAs(xs)〉 ∼ · · ·+ C∂µAνA1···As(x1, . . . , xs)〈∂µAν(xs)〉+ C
∂νAµ
A1···As(x1, . . . , xs)〈∂νAµ(xs)〉+ · · ·
= · · ·+ C∂µAνA1···As(x1, . . . , xs)〈Fµν(xs)〉+ · · · , (1.1.11)
where the free field strength tensor Fµν = ∂µAν − ∂νAµ is gauge invariant in the free theory,
sˆ0Fµν = 0, as can be seen immediately from the action of the BRST differential (1.1.7). We thus
see that the Ward identity (1.1.4) especially implies that in the OPE of gauge-invariant operators
also only gauge-invariant operators appear on the right-hand side. Note that if we would have
shown that the OPE (1.1.1) is a convergent instead of only an asymptotic expansion, as was done
for scalar fields [4, 5], the Ward identity (1.1.4) would have followed as a simple corollary by acting
with qˆ on both sides and using the Ward identity for correlation functions derived in Ref. [37].
The one condition that needs to be fulfilled for the theorem to hold is the vanishing of the
equivariant cohomology class H1,4E(4)(sˆ|d) of sˆ modulo exact terms (i. e., modulo d) at form degree
4 and ghost number 1. This class is the subset of the full cohomology class H1,4(sˆ| d) which is
invariant under the action of the Euclidean group E(4), including parity inversion and time reversal:
E(4) = O(4) o R4. For Yang-Mills theories based on a semisimple Lie group, these have been
calculated quite some time ago [32, 43, 44], and while the full cohomology class is not empty,
all its elements are odd under parity inversion (the well-known axial anomaly). The equivariant
cohomology class is thus empty, and the above Ward identity holds for pure Yang-Mills theories
– but not, for instance, in the presence of chiral fermions in non-real representations, which are
only O(4)- but not E(4)-invariant. For a more thorough discussion of these condition, we refer the
reader to the aforementioned work [37].
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Lastly, one may wonder about what happens if one performs a partial OPE, i. e., only expands a
subset of the operators in a correlation function, and afterwards reexpands the remaining operators
again. If the resulting expansions were convergent, this would put stringent consistency conditions
on the OPE coefficients, e. g.,
CBA1A2A3(x1, x2, x3) =
∑
C
CCA1A2(x1, x2)CBCA3(x2, x3) =
∑
C
CCA2A3(x2, x3)CBA1C(x1, x3) (1.1.12)
should hold if one expands the operators in a three-point correlation function in different ways.
Especially, all OPE coefficients should be completely determined in terms of the simplest ones,
which result from the OPE of two operators. This is indeed so for suitable insertion points, and we
have
Theorem 3. For an arbitrary massless, superficially renormalisable theory and up to an arbitrary,
but fixed perturbation order the OPE coefficients are associative, i. e.,
CBA1···As(x) =
∑
C
CCA1···Ak(x1, · · · , xk)CBCAk+1···As(xk, · · · , xs) (1.1.13)
holds if the insertion points fulfil
max
1≤i<k
|xi − xk| < min
k<j≤s
|xj − xk| . (1.1.14)
Especially, the sum over C is convergent in this case.
Thus, the OPE is associative as long as we perform first an expansion of the operators which
are closest together. In Ref. [45], it was shown that consistency conditions of the form (1.1.12)
arising from the associativity condition (1.1.13) on a suitable domain, together with an assumption
of analyticity away from coincidence xi = xj , does then determine the n-point OPE coefficients
with n > 2 completely in terms of the two-point coefficients.
1.2 Recursive constructions
While the previous theorems 1 and 2 assert that an OPE exists and fulfils the appropriate Ward
identities, it is not clear how to actually construct the OPE coefficients themselves. Similar to the
scalar case [7, 22], we have succeeded to derive a recursive formula for the OPE coefficients which
makes it possible to calculate them order by order in perturbation theory, starting from the free
theory coefficients which are easy to obtain. The concrete result again applies to general massless
theories, and is given by
Theorem 4. For an arbitrary massless, superficially renormalisable theory and up to an arbitrary,
but fixed perturbation order, one can choose renormalisation conditions such that the derivative of
the OPE coefficients with respect to the coupling constant g can be expressed as
~∂gCBA1···As(x) =
∫ ∑
E : 1≤[OE ]≤4
IE
[
− CBEA1···As(y,x) +
∑
C : [OC ]<[OB ]
CCA1···As(x)CBEC(y, xs)
+
s∑
k=1
∑
C : [OC ]≤[OAk ]
CCEAk(y, xk)CBA1···Ak−1CAk+1···As(x)
]
d4y .
(1.2.1)
In this equation, all composite operators are g-independent monomials, while the IE are possibly
g-dependent coefficients which depend on the concrete form of the interaction Lagrangian. Note that
this equation is to be understood in the sense of formal power series in the coupling constant g as
it arises in perturbation theory.
7
By expanding both sides in a formal power series in g, one obtains a recursion formula which
allows to calculate higher-order coefficients in terms of lower-order ones, if the starting point, the
coefficients in the free theory, are known. In turn, these can be obtained from a sort of Wick
expansion in the free theory, as has been shown for scalar field theory by Holland [46]. For gauge
theories, or in general theories where fields have additional indices or internal quantum numbers
such as charge or colour, only some almost trivial modifications to the proof are necessary, and
since in contrast to scalar field theories the simplest example in gauge theories (the OPE for two
operators trF 2 with the non-Abelian field strength F , checking also gauge invariance) is already
lengthy and highly non-trivial, we delegate explicit formulas and examples to subsequent work. For
massive scalar field theory, it is possible to choose the renormalisation conditions (namely BPHZ
conditions) such that
IE =
{
1 OE = φ4
0 OE 6= φ4 ,
(1.2.2)
i. e., the “interaction operator”
OI ≡
∑
E : 1≤[OE ]≤4
IEOE (1.2.3)
is equal to φ4 [22]. The same can be achieved for massless scalar field theory by performing a
suitable redefinition of composite operators, OPE coefficients and the coupling constant g [7].1 For
gauge theories, however, it may be necessary to change renormalisation conditions from the usual
BPHZ ones in order to remove potential anomalies (see Ref. [37] for details), and while the process is
fully under control, obtaining explicit results for the resulting renormalisation conditions engenders
considerable difficulties, and we refer the reader to the ongoing work [47] where SU(2) Yang-Mills
theory is studied. Nonetheless, the interaction operator is not fully arbitrary, but instead fulfils the
conditions of
Theorem 5. The interaction operator OI defined by (1.2.3) and appearing in Theorem 4 is of the
form
OI = ∂gL|g=0 +O(g) +O(~) , (1.2.4)
where L is the classical interaction Lagrangian, including gauge-fixing and ghost terms as well as
antifields for the case of Yang-Mills theories. It is only defined up to a total derivative, and fulfils
qˆOI = dO (1.2.5)
for some composite operator O.
At lowest order in the coupling constant, setting g = 0, no loops can appear in the correlation
functions and thus also ~ = 0. Since possible anomalies are at least of order ~ as shown in Ref. [37],
we can choose BPHZ conditions for the lowest order, which leads to equation (1.2.4). For massive
scalar theory, this is already the correct result (1.2.2), but for gauge theories one must use the other
conditions to constrain the form of OI , order by order in perturbation theory. Note also that total
derivatives appearing in OI do not contribute to the integral in the recursion formula (1.2.1), such
that it really only depends on the classical action where one can freely integrate by parts as one
would expect from a formal path integral treatment.
We also have derived recursion formulas for the quantum Slavnov-Taylor differential and the
quantum antibracket, which are given by
Theorem 6. For an arbitrary massless, superficially renormalisable theory and up to an arbitrary,
but fixed perturbation order, one can choose renormalisation conditions such that the derivative of
1We note that while the end result given in this reference is mostly correct, a part of the proof is missing.
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the (components of the) quantum Slavnov-Taylor differential with respect to the coupling constant
g can be expressed as
~∂gQAB =
∫ ∑
E : 1≤[OE ]≤4
IE
 ∑
C : [OC ]≤[OA]
CCEA(y, 0)QCB −
∑
C : [OB ]≤[OC ]≤[OA]+1
QACCBEC(y, 0)
d4y
+ ~
∑
E : 1≤[OE ]≤4
IEB˜BEA , (1.2.6)
and the derivative of the (components of the) quantum antibracket with respect to the coupling
constant g can be expressed as
~∂gB˜BA1A2 =
∫ ∑
E : 1≤[OE ]≤4
IE
[ ∑
C : [OC ]≤[OA1 ]
B˜BCA2CCEA1(y, 0) +
∑
C : [OC ]≤[OA2 ]
B˜BA1CCCEA2(y, 0)
−
∑
C : [OC ]=[OA]+[OB ]−3
B˜CA1A2CBEC(y, 0)
]
d4y .
(1.2.7)
In both formulas, the coefficients B˜FAB are obtained from the expansion of∫
(OA(x),OB(y))~ d4x =
∑
C : [OC ]=[OA]+[OB ]−3
B˜CABOC(y) (1.2.8)
in monomials. They are related to the coefficients BC,wAB defined in equation (1.1.6) via
B˜FAB ≡
∑
C : [OC ]≤[OA]+[OB ]−3
∑
w : |w|=[OA]+[OB ]−[OC ]−3
(−1)|w|BC,wAB δ(OF , ∂wOC) , (1.2.9)
where the expression δ(OB, ∂wOC) counts the number of times the composite operator OB appears
in the expansion of ∂wOC in monomials, e. g., δ
(
φ∂φ, ∂φ2
)
= 2. As in Theorem 4, all composite
operators are g-independent monomials, and the equations are to be understood in the sense of
formal power series in the coupling constant g as it arises in perturbation theory. Furthermore, the
IE are the same coefficients appearing in Theorem 4.
These recursion formulas are of the same general form as the one for the OPE coefficients
themselves (1.2.1), and since for the determination of the interaction operator OI in higher orders
in g we need to use the condition (1.2.5), it is necessary to solve all recursion formulas together.
Nevertheless, one can achieve a simplification by setting the antifields to zero. In the classical
theory, and thus especially for the free theory where g = 0, the antibracket then vanishes, and the
recursion formula (1.2.7) shows that the quantum antibracket then vanishes to all orders, which
also simplifies the recursion formula for the quantum Slavnov-Taylor differential (1.2.6).
The rest of the article is structured as follows: in section 2 we give a short overview of the flow
equation framework which we use to obtain the above results. In section 3, we comment on the tree
structures which were introduced in Ref. [37] and which are necessary to state precise bounds on
functionals with and without insertions of composite operators derived in that reference, and which
we reproduce here for completeness, together with the pertinent Ward identities for functionals with
insertions of composite operators. In section 4 we derive additional bounds on yet other functionals
with insertions of composite operators (partly connected, and with oversubtractions), which are
needed for the proof of the main theorems 1–6. Section 5 gives our definition of the OPE coefficients,
and establishes the asymptotic existence of the OPE, which is Theorem 1, a simple corollary of
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Proposition 22 in the physical limit Λ0 → ∞. The recursion formula for the OPE coefficients,
Theorem 4 (a simple corollary of Proposition 29 in the physical limit), is proven in section 6, where
also the interaction operator OI is defined, and where we also show associativity, Theorem 3, as a
simple corollary of Proposition 30 in the physical limit. Section 7 considers the interplay between the
OPE and gauge theories, and proves the Ward identity for the OPE coefficients, Theorem 2 (a simple
corollary of Proposition 35), and the recursion formulas for the quantum Slavnov-Taylor differential
and the quantum antibracket, Theorem 6 (a simple corollary of Propositions 33 and 34), as well
as further properties of the interaction operator, Theorem 5 (a simple corollary of Propositions 24
and 32).
2 The flow equation framework
Our proofs are obtained in the framework of the Wilson-Wegner-Polchinski-Wetterich renormal-
isation group flow equations [27, 38–41]. The main objects of interest in this framework are the
generating functionals of connected and amputated correlation functions with and without inser-
tions of composite operators, in Euclidean quantum field theory. We refrain here from giving a
full (and thus lengthy) exposition of this framework and just provide an overview containing the
main points which are necessary for the following sections; the reader without previous experience
is referred to the works [27, 37, 40, 41] for a more detailed explanation.
Regarding notation, we use a standard multiindex notation where w = (w1, . . . , wn) and wi =
(w1i , . . . , w4i ) with wαi ≥ 0,
∂wf(q) ≡ ∂w11
q11
· · · ∂w4n
q4n
f(q1, . . . , qn) , (2.1)
|w| ≡
n∑
i=1
|wi| ≡
n∑
i=1
4∑
α=1
wαi , (2.2)
and
w! ≡
n∏
i=1
wi! ≡
n∏
i=1
4∏
α=1
wαi ! . (2.3)
To reduce notational clutter, we further stipulate that the vector q will always either have n or
m+ n entries, depending on context, while qρ ≡ {qi|i ∈ ρ}. We use a condensed L2 inner product
notation, defining
〈A,B〉 ≡
∫
A(x)B(x) d4x (2.4)
and
A ∗B ≡
∫
A(x− y)B(y) d4y . (2.5)
We also use the positive part of the logarithm, defined as
ln+ x ≡ sup(ln x, 0) = ln sup(x, 1) , (2.6)
which satisfies the useful identity
ln+(ax+ by) ≤ ln+(a+ b) + ln+ x+ ln+ y (2.7)
for all a, b ≥ 0 and x, y ∈ R. For later use, we further define
|q| ≡ sup
Q⊆{q1,...,qn}
∣∣∣∣∣∣
∑
q∈Q
q
∣∣∣∣∣∣ , (2.8)
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which measures the maximum possible sum of a set of momenta,
ηqi(q) ≡ inf
Q⊆{q1,...,qn−1}\{qi}
∣∣∣∣∣∣qi +
∑
q∈Q
q
∣∣∣∣∣∣ (2.9)
which measures the exceptionality of a set of momenta which includes qi,
η(q) ≡ inf
q∈{q1,...,qn−1}
ηq(q1, . . . , qn) , (2.10)
which is the smallest such exceptionality,
η¯qi(q) ≡ inf
Q⊆{q1,...,qn}\{qi}
∣∣∣∣∣∣qi +
∑
q∈Q
q
∣∣∣∣∣∣ (2.11)
which is the same as ηqi except that the sum runs over all momenta including qn, and
η¯(q) ≡ inf
q∈{q1,...,qn}
η¯q(q) . (2.12)
If n = 1, we define ηq(q) ≡ |q|, and if n = 0 we define η¯() ≡ µ, η() ≡ 0 and |·| ≡ 0. With these
definitions, the special cases are covered by the general estimates.
Throughout the whole article, we denote the ultraviolet (UV) cutoff by Λ0, the infrared (IR)
cutoff by Λ and the renormalisation scale by µ, which satisfy Λ0 ≥ Λ ≥ 0 and Λ0 ≥ µ > 0.
Furthermore, c, c′, etc., will denote arbitrary positive constants, which may change even within an
equation, and P denotes a polynomial with positive coefficients, which also may change.
The generating functionals depend on the cutoffs and we denote them by LΛ,Λ0(
⊗s
k=1OAk(xk)),
where the Ak are labels for the composite operators in the theory under study. While we do not
make this dependence explicit in notation to shorten the formulas, they also depend on the fields
appearing in the theory, which we denote collectively by φK , where K is an index that distinguishes
the kind of field and, if they appear, tensor and Lie algebra indices. We also define a regularised
covariance matrix/propagator
CΛ,Λ0KL ≡ C0,∞KL ∗
(
RΛ0 −RΛ
)
, (2.13)
where RΛ is a real, smooth, E(4) invariant regulator function RΛ, in Fourier space analytic at p = 0,
which fulfils the properties
0 < RΛ(p) < 1 for 0 < Λ <∞ , (2.14a)
R0(p) = 0 , R∞(p) = 1 , (2.14b)
RΛ(p) < RΛ0(p) for Λ < Λ0 , (2.14c)∣∣∣∂w∂kΛRΛ(p)∣∣∣ ≤ c sup(|p|,Λ)−k−|w|e− |p|22Λ2 . (2.14d)
A simple example of such a regulator is given by
RΛ(p) = e−
|p|2
Λ2 , (2.15)
which is the one used in most previous works, but the results are independent of the actual choice
as long as it fulfils the conditions (2.14). To illustrate the above definitions, we take Yang-Mills
theory based on a semi-simple Lie algebra, where
{φK} = {Aaµ, Ba, c¯a, ca} (2.16)
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with the components of the vector potential Aaµ, the ghost and antighost c¯a and ca and the auxiliary
Nakanishi-Lautrup field Ba [48–50], where µ is a tensor index and a the Lie algebra index relative
to an arbitrary chosen basis in the Lie algebra. In Fourier space, the regularised covariance matrix
reads
CΛ,Λ0KL (p) = δab

δµν + (ξ−1 − 1)pµpν/p2 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 p2
RΛ0(p)−RΛ(p)p2 , (2.17)
where ξ is the usual gauge parameter of the linear covariant Rξ gauges. Note that this differs
from the usual covariance/propagator by a linear field redefinition that makes the covariance ma-
trix (2.17) positive definite, which is a technical necessity in the flow equation framework. As usual,
we also assign an engineering dimension to the basic fields, which for technical reasons we assume
to be ≥ 1. For Yang-Mills theory, this can be realised with the assignment
[Aaµ] = [c¯a] = [ca] = 1 , [Ba] = 2 , (2.18)
and we consider power-counting renormalisable theories, meaning that the engineering dimension
of all terms in the interaction Lagrangian is equal to or lower than the space-time dimension, 4.
Since the terms in the action which are quadratic in the fields define the covariance (2.17) and
the interaction involves at least three fields, we obtain that 1 ≤ [φK ] ≤ 3. It then follows from
property (2.14d) of the regulator that∣∣∣∂w∂ΛCΛ,Λ0KL (p)∣∣∣ ≤ c sup(|p|,Λ)−5+[φK ]+[φL]−|w| e− |p|22Λ2 , (2.19)
which is a bound that will be important later on. The engineering dimension of composite operators
is given by the sum of the engineering dimension of its constituent fields, and we denote by ∆ the
minimal difference between the engineering dimensions of two different composite operators. Since
the dimension of a derivative is given by [∂] = 1, we always have ∆ ≤ 1, and we assume that ∆ > 0
for technical reasons. As an example, for a theory with Dirac fermions ψ we have [ψ] = 3/2 in four
dimensions, and then ∆ = 1/2.
The generating functionals without insertions of composite operators then fulfil the flow equa-
tion
∂ΛL
Λ,Λ0 = ~2
〈
δ
δφK
,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
〉
LΛ,Λ0 − 12
〈
δ
δφK
LΛ,Λ0 ,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
LΛ,Λ0
〉
, (2.20)
while the generating functionals with insertions fulfil the flow equation
∂ΛL
Λ,Λ0
(
s⊗
k=1
OAk
)
= ~2
〈
δ
δφK
,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
〉
LΛ,Λ0
(
s⊗
k=1
OAk
)
−
〈
δ
δφK
LΛ,Λ0 ,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
LΛ,Λ0
(
s⊗
k=1
OAk
)〉
−
∑
α∪β={1,...,s}
α 6=∅6=β
〈
δ
δφK
LΛ,Λ0
(⊗
k∈α
OAk
)
,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
LΛ,Λ0
⊗
k∈β
OAk
〉 ,
(2.21)
which involves an extra source term depending on functionals with a smaller number of operator
insertions. To uniquely determine the functionals, one needs to specify boundary conditions, which
are obtained at Λ = Λ0 where the generating functionals coincide with the bare interaction La-
grangian, including all counterterms which are necessary to cancel the UV divergences appearing
in LΛ,Λ0 in the limit Λ0 →∞.
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One now expands the generating functionals in a formal power series in ~ (the loop expansion),
and in the fields φ. For gauge theories, it is also useful to introduce antifields φ‡L, which are sources
for the BRST transformation of the fields, and where again the index L distinguishes the kind of
antifield and, if they appear, tensor and Lie algebra indices, and also expand the generating func-
tionals in the antifields. It is further useful to pass to Fourier space, and remove an overall Dirac
δ distribution which enforces momentum conservation from the expansion coefficients. The expan-
sion coefficients of the functionals without insertions of composite operators, i. e., the connected,
amputated correlation functions of basic fields (and antifields), are denoted by
LΛ,Λ0,l
KL‡ (q) , (2.22)
where l ∈ N0 denotes the order in ~, and K and L‡ denote the fields and antifields (also called
“external legs”), which depend on the momenta q. We will always assume that there are |K| = m
basic fields and
∣∣L‡∣∣ = n antifields. Because of overall momentum conservation, we have∑m+ni=1 qi =
0 such that qm+n is not an independent variable, but will not make this explicit to shorten the
notation. The expansion coefficients of the functionals with insertions of composite operators are
the connected correlation functions of basic fields, antifields and the composite operators, where
however only the basic fields and antifields are amputated, and we denote them by
LΛ,Λ0,l
KL‡
(
s⊗
k=1
OAk(xk); q
)
. (2.23)
Since we do not perform a Fourier transform of the position of the composite operator insertions,
overall momentum is not conserved for those functionals and we do not remove any Dirac δ distribu-
tion enforcing momentum conservation from these functionals. Nevertheless, Euclidean translation
invariance leads to the shift property
LΛ,Λ0,l
KL‡
(
s⊗
k=1
OAk(xk); q
)
= e−iy
∑m+n
i=1 qiLΛ,Λ0,l
KL‡
(
s⊗
k=1
OAk(xk − y); q
)
. (2.24)
For the expansion coefficients, we obtain from (2.20) the hierarchy of flow equations
∂ΛLΛ,Λ0,lKL‡ (q) =
c
2
∫ (
∂ΛC
Λ,Λ0
MN (−p)
)
LΛ,Λ0,l−1
MNKL‡(p,−p, q)
d4p
(2pi)4
−
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
cστρς
2 L
Λ,Λ0,l′
KσL
‡
ρM
(qσ, qρ,−k)
(
∂ΛC
Λ,Λ0
MN (k)
)
LΛ,Λ0,l−l′
NKτL
‡
ς
(k, qτ , qς)
(2.25)
with
k ≡
∑
i∈σ∪ρ
qi = −
∑
i∈τ∪ς
qi , (2.26)
where c and cστρς are some constants stemming from the anticommutating nature of fermionic
fields and antifields, if they appear among the K or L‡. One can now inductively prove bounds for
the expansion coefficients, since the functionals on the right-hand side are either of lower order in
~, or, if they are of the same order as the left-hand side, have a smaller number of external fields
and antifields. The only exception can appear for the functionals in the second line of (2.25), when
l′ = 0 and the first functional has only one or two external fields or antifields, or when l′ = l and the
second functional has only one or two external fields or antifields. However, since we are working
with amputated functionals, these vanish identically. Then induction thus ascends in m + n + 2l,
and for fixed m+n+ 2l, ascends in l. A similar hierarchy of flow equations is obtained from (2.21)
for the functionals with composite operator insertions, which we however refrain from spelling out
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in detail. Since the source term in (2.21) involves functionals with a lower number of insertions,
the induction also ascends in the number of insertions s, or more specifically, in m+ n+ 2l + 2s.
While a priori all boundary conditions are fixed at Λ = Λ0, where the functionals are equal to
the bare interaction Lagrangian, one can also set boundary conditions at some other scale, e. g.,
some fixed renormalisation scale Λ = µ. This can be done since there is a one-to-one correspondence
between conditions at Λ = Λ0 and conditions given for some other value of Λ, namely
LΛ0,Λ0,l
KL‡ (q) = L
Λ,Λ0,l
KL‡ (q) +
∫ Λ0
Λ
∂λLλ,Λ0,lKL‡ (q) dλ , (2.27)
where the λ derivative is given by the right-hand side of the flow equation (2.25), which is already
completely determined by previous induction steps. Moreover, one can even fix boundary conditions
at some fixed momenta, and then use Taylor’s theorem with integral remainder to reach arbitrary
momenta. In this case, one has to also bound functionals with momentum derivativesw, starting for
some large enough |w| and then descending in |w|. In this way, the integral remainder is bounded
in a previous induction step, and the inductive scheme closes if one can fix the functionals for
some large |w|. Concretely, restricting to power-counting renormalisable theories, the interaction
Lagrangian only contains terms of engineering dimension ≤ 4, such that for irrelevant functionals
which have |K|+ ∣∣L‡∣∣+ |w| > 4 we have vanishing boundary conditions at Λ = Λ0 for all momenta.
Marginal functionals for which |K|+ ∣∣L‡∣∣+ |w| = 4 have their boundary condition fixed at Λ = µ
and vanishing momenta for simplicity, while relevant functionals with |K| + ∣∣L‡∣∣ + |w| < 4 must
be given vanishing boundary conditions at Λ = 0 and vanishing momenta to avoid unphysical IR
divergences. For the marginal functionals, it would be also possible to give boundary conditions at
Λ = 0, but then one has to restrict to non-exceptional momenta to avoid IR divergences – which are
physical in this case, and cannot be avoided. In general, the correspondence between different sets
of boundary conditions will be quite complicated, but it is unique at least in perturbation theory
since the difference will always have been bounded in previous induction steps. Note also that by
fixing the boundary conditions in the way described, it is unnecessary to determine the precise
form of the counterterms, which are automatically generated by the flow and can be obtained by
evaluating the functionals at the (unphysical) point Λ = Λ0. The physical limit is obtained as
Λ→ 0 and Λ0 →∞, and giving arbitrary, finite boundary conditions for the marginal functionals,
this limit is finite for non-exceptional momenta as shown in the next section. Similarly, for the
functionals with insertions of a composite operator OA one fixes vanishing boundary conditions
at Λ = Λ0 for all momenta for the irrelevant functionals with |K| +
∣∣L‡∣∣ + |w| > [OA], arbitrary
finite boundary conditions at Λ = µ and vanishing momenta for the marginal functionals with
|K|+ ∣∣L‡∣∣+ |w| = [OA] and vanishing boundary conditions at Λ = µ and vanishing momenta for
the relevant functionals with |K|+ ∣∣L‡∣∣+ |w| < [OA].
3 Previous bounds
The bounds that were inductively proven in Ref. [37] for functionals without and with insertions
of composite operators are expressed using fully reduced weighted trees. These trees essentially
correspond to the tree-level Feynman graph for the corresponding correlation function, and thus
make precise the notion that in perturbation theory, correlation functions are only modified loga-
rithmically by loop corrections. However, in order to simplify the proofs, the concrete form of the
trees is independent of any real n-point interaction that may be present in the theory, and they do
not depend in any way on spin, colour or Lorentz indices. In this way, the bounds are very general
and apply to any massless theory (as well as to massive theories, but there they are not optimal).
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3.1 Trees
Concretely, our trees are the usual connected graphs consisting of vertices and lines but without
loops, which we assume that that reader is familiar with. As in Ref. [37], we define
Definition 1. A weighted tree T of order (m + n, r) has m + n external and r internal vertices,
and a tree T ∗ of order (m + n, r) has m + n external, r internal and one special vertex. External
vertices have valency 1 (i. e., exactly one line is incident to them), and may only be connected by
a line to internal or special vertices. Internal vertices have valency between 1 and 4, and special
vertices may have any valency. We require that m+ n ≥ 1 and r ≥ 1 for trees T (i. e., at least one
external and one internal vertex), but do not impose further conditions on trees T ∗ (i. e., a tree
may consist only of the special vertex). The external vertices are numbered from 1 to m + n, and
a momentum q is assigned to each of them. The momenta assigned to the lines are determined by
imposing momentum conservation at each vertex (which is allowed because later on we will have
qm+n = −
∑m+n−1
i=1 qi), except for the special vertex. Afterwards, internal vertices are assigned the
momentum with highest absolute value among the momenta assigned to all lines incident to that
vertex. Furthermore, we associate to each external vertex ve an index Ke (or alternatively L‡e) and
a dimension [ve] = [φKe ] ∈ [1, 3] (or [ve] = [φ‡Le ] ∈ [1, 3]), and an overall derivative multiindex w
to the tree.
To reduce notational clutter, we will use T also for a generic tree, when it is clear from the
context which tree is meant (i. e., with or without a special vertex), or if a formula applies to all
trees. To each tree, we assign a weight factor which appears in the bounds.
Definition 2. The weight factor GT,w
KL‡;[vp](q;µ,Λ) associated to a tree T is given by multiplying
the weight factors assigned to each vertex and line of T given in table 1, the so-called particular
weight factor given by
Gp(q; Λ) = sup(|q|, µ,Λ)[vp] (3.1.1)
for a dimension [vp] ∈ R, and the derivative weight factor Gw(q; Λ), given by
Gw(q; Λ) ≡
m+n∏
i=1
{
sup(ηqi(q),Λ)−|wi| for trees T
sup(η¯qi(q),Λ)−|wi| for trees T ∗ .
(3.1.2)
Note that for the trees T with momentum conservation we require wm+n = 0 in order to be consistent
with the definition of ηqi (2.9). Since in this case the last momentum is determined by overall
momentum conservation qm+n = −
∑m+n−1
i=1 qi, derivatives with respect to qn can be converted into
derivatives with respect to the other qi, and no problem arises.
Component Associated weight
line l Gl(q;µ,Λ) = sup(|q|,Λ)−2
external vertex ve Gve(q;µ,Λ) = sup(|q|,Λ)3−[ve]
internal vertex vi of valence k Gvi(q;µ,Λ) = sup(|q|,Λ)4−k∗ special vertex vs of valence k Gvs(q;µ,Λ) = sup(µ,Λ)−k
Table 1: Weights G assigned to components of a tree of order (n, r). q always refers to the momentum
associated to the component.
The tree itself is also assigned a dimension [T ], given by the sum of the exponents of all weight
factors
[T ] ≡
∑
ve
(3− [ve]) +
∑
vi
(4− ki) + [vp]− ks − 2Nl − |w| , (3.1.3)
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where the sums run over all external vertices ve and all internal vertices vi with ki the valency of
vi, and Nl is the number of lines and ks the valency of the special vertex (or ks = 0 if no special
vertex exists). This dimension measures the scaling of the tree weight, i. e., we have
lim
Λ→∞
GT,w
KL‡;[vp](q;µ,Λ)Λ
−[T ] = 1 . (3.1.4)
It is possible to obtain a simpler expression for the tree dimension, given by
Lemma 1. The tree dimension [T ] can be expressed as
[T ] = 4 + [vp]−
∑
ve
[ve]− |w| = 4 + [vp]− [K]− [L‡]− |w|
[T ∗] = [vp]−
∑
ve
[ve]− |w| = [vp]− [K]− [L‡]− |w| .
(3.1.5)
The proof of this lemma and the remaining ones of this section can be found in Ref. [37]. We
call a tree relevant if [T ] > 0, marginal if [T ] = 0 and irrelevant if [T ] < 0. Since the smallest
difference in engineering dimensions is given by ∆, obviously [T ] is a multiple of ∆, and we have
the bounds [T ] ≥ ∆ for relevant and [T ] ≤ −∆ for irrelevant trees.
One then defines various operations on trees, which may change its associated weight. To not
prolong the exposition, here we only present a short overview and refer the reader to Ref. [37] for
more details. There are three different reduction operations:
• Remove an internal vertex of valence 2, and fuse the incident lines into one line
• Remove an internal vertex of valence 1 and the incident line if it is connected to an internal
vertex
• Remove an internal vertex of valence 1 and the incident line if it is connected to a particular
or special vertex.
For all these operations, one easily calculates that GT ≤ GT ′ where T ′ is the tree obtained from
T by the reduction, and thus bounds can only deteriorate by passing to the reduced tree. A fully
reduced tree is one where all possible reduction operations have been done, and we denote the set
of fully reduced trees T of order (m+ n, r) with arbitrary r by Tm+n, while the corresponding set
of fully reduced special trees T ∗ is denoted by T ∗m+n. It is then easy to see that these sets are finite
for any fixed number m+ n of external vertices, since the fully reduced trees only contain internal
vertices of valence 3 and 4 (except for T1, which consists of one tree with a one-valent vertex, and
T2, which consists of one tree with a two-valent vertex).
It is also possible to fuse two trees: If both trees have a special vertex, fusing is done by merging
the two special vertices into one. If only one or neither of both trees has a special vertex, fusion
is only possible if T1 has an external vertex v1 with momentum −k and T2 has an external vertex
v2 with momentum k. If T1 has no special vertex, v1 must be the last external vertex of T1, and
if T2 has no special vertex, v2 must be the first external vertex of T2. The trees are then fused by
removing both external vertices and combining the incident lines into one line. For the change in
weights, we obtain
Lemma 2. Fusing two trees T ∗1 and T ∗2 with special vertices into a tree T ∗, the change in weight
factors can be estimated by
GT
∗
1 ,w1
K1L
‡
1;[vp1]
(q1;µ,Λ)GT
∗
2 ,w2
K2L
‡
2;[vp2]
(q2;µ,Λ) ≤ GT
∗,w1+w2
K1L
‡
1K2L
‡
2;[vp1]+[vp2]
(q1, q2;µ,Λ) . (3.1.6)
Fusing two trees T1 and T2 where at most one has a special vertex, under the assumption that the
derivative weight factor acting on the momentum k (of the line of T2 which is combined in the
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fusion) was obtained by deriving the functional that is bounded by T2 w.r.t. some specific qj (since
k =
∑n1
i=1 qi), the change in weight factors is given by
GT1,w1
K1L
‡
1M ;[vp1]
(q1,−k;µ,Λ)GT2,w2
NK2L
‡
2;[vp2]
(k, q2;µ,Λ) ≤
GT,w1+w2
K1L
‡
1K2L
‡
2;[vp1]+[vp2]
(q1, q2;µ,Λ)
sup(|k|,Λ)[vM ]+[vN ]−4 . (3.1.7)
Furthermore, for an external vertex with vanishing momentum we also amputate this vertex
and the corresponding incident line. The change in weights for the amputation is given by
Lemma 3. Amputating an external vertex v from a tree T without a special vertex, the change in
weights can be estimated by
GT,w
MKL‡;[vp](0, q;µ,Λ) ≤
Λ1−[v]
sup(inf(µ, η(q)),Λ)G
T ′,w
KL‡;[vp](q;µ,Λ) , (3.1.8)
while for trees T ∗ with a special vertex we have the same estimate with η replaced by η¯.
If necessary, one has to perform additional reduction operations afterwards to obtain a fully
reduced tree.
Lastly we present some inequalities for weight factors which are necessary to integrate the flow
equations in Λ:
Lemma 4. For λ ≥ Λ and any tree T with [T ] ≤ 0, we have
GT,w
KL‡(q;µ, λ) ≤
(
sup(inf(µ, η(q)),Λ)
sup(inf(µ, η(q)), λ)
)
GT,w
KL‡(q;µ,Λ) (3.1.9)
for any 0 ≤  ≤ −[T ]. For trees T ∗ with a special vertex where momentum is not conserved, the
same estimate is valid, with η replaced by η¯.
Lemma 5. For 0 ≤ t ≤ 1 and any tree T with [T ] ≥ 0, we have
GT,w
KL‡(tq; Λ,Λ) ≤ G
T,w
KL‡(q; Λ,Λ) . (3.1.10)
Lemma 6. For Λ ≤ λ ≤ µ and any tree T ∗ with a special vertex with [T ] ≥ 0, we have
GT
∗,w
KL‡ (q;µ, λ) ≤ G
T ∗,w
KL‡ (q;µ,Λ) . (3.1.11)
3.2 Bounds on functionals without and with one insertion of a composite op-
erator
For the functionals without insertions of composite operators, from Ref. [37] we have
Proposition 7. For all multiindices w, at each order l in perturbation theory and for an arbitrary
number m of external fields K and n antifields L‡, we have the bound∣∣∣∂wLΛ,Λ0,lKL‡ (q)∣∣∣ ≤ ∑
T∈Tm+n
GT,w
KL‡(q;µ,Λ)P
(
ln+
sup(|q|, µ)
sup(inf(µ, η(q)),Λ) , ln+
Λ
µ
)
, (3.2.1)
where P is a polynomial with non-negative coefficients (depending on m,n, l, |w| and the renormal-
isation conditions). The sum runs over all fully reduced trees T of order (m+ n, r) with arbitrary
r (the number of internal vertices), where the dimension of the external vertices is given by the
dimension of the corresponding operator (i. e., [v1] = [φK1 ], etc.).
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This shows uniform boundedness of the functionals as Λ0 →∞, as long as the external momenta
are non-exceptional such that η(q) > 0. Since it is well known that correlation functions in massless
theories are IR-divergent in Fourier space for exceptional momenta, this is the expected result. For
convergence one further needs bounds on the derivative with respect to Λ0 (since in principle the
functionals could oscillate within the bounds). These bounds were also proven in Ref. [37], but we
do not state them here since they are not needed later on. We also note that while these bounds
apply for arbitrary (finite) boundary conditions for the marginal functionals, to obtain proper
Ward identities for gauge theories it may be necessary to choose special conditions, or to “repair”
inappropriately chosen ones subsequently by an additional finite renormalisation, as explained in
Ref. [37].
For functionals with one insertion of a composite operator OA, we first use the shift prop-
erty (2.24) with y = x to obtain a functional with one insertion at x = 0. We then have
Proposition 8. For all multiindices w, at each order l in perturbation theory and for an arbitrary
number m of external fields K and n antifields L‡ and any composite operator OA, we have the
bound ∣∣∣∂wLΛ,Λ0,lKL‡ (OA(0); q)∣∣∣ ≤ sup(1, |q|sup(µ,Λ)
)g(1)([OA],m+n+2l,|w|)
×
∑
T ∗∈T ∗m+n
GT
∗,w
KL‡;[OA](q;µ,Λ)P
(
ln+
sup(|q|, µ)
sup(inf(µ, η¯(q)),Λ) , ln+
Λ
µ
)
,
(3.2.2)
where the sum runs over all fully reduced trees T ∗ with one special vertex where momentum is not
conserved.
This bound shows uniform boundedness as long as η¯(q) > 0, and to show convergence again
an additional bound on the Λ0 derivative is needed, which is stated in Ref. [37]. In contrast to
the case without insertions, this bound involves a loop-order dependent so-called large momentum
factor with a function g(s) defined for [O] ≥ 0, r ≥ 0 and s ≥ 1 by
g(s)([O], r, |w|) ≡ ([O] + s)(r + 3s− 3) + sup([O] + s− |w|, 0) , (3.2.3)
which for all u+ v ≤ w and all w′ fulfils the properties
g(s)([O], r, |v|) ≤ g(s)([O], r + 1, |w|) , (3.2.4a)
g(s)([O], r, |w|) ≤ g(s)([O], r, |v|) , (3.2.4b)
g(s)([O], r, |w|+ 1) + 1 ≤ g(s)([O], r, |w|) for |w| ≤ [O] + s− 1 , (3.2.4c)
g(s)([O], r, |w|) ≤ g(s)([O], r + r′, |w|)− r′([O] + s) , (3.2.4d)
g(s)([O], r, |u|) + g(s′)([O′], r′, |v|) ≤ g(s+s′)([O] + [O′], r + r′ − 2, ∣∣w′∣∣)− ([O] + [O′] + s+ s′) .
(3.2.4e)
To prove these bounds, one needs a couple of Lemmas, which we here reproduce from Ref. [37]
since they are also needed later for the proofs in Section 4.
Lemma 7 (Fractional derivatives). For rapidly decreasing f(p) (such that we can perform integra-
tion by parts without boundary terms) with |∂wf(p)| ≤ M−|w||f(p)|, for k ∈ N0, 0 <  < 1 and an
arbitrary direction α ∈ {1, 2, 3, 4}, we have∣∣∣∣∫ e−ixpf(p) d4p∣∣∣∣ ≤ (|xα|M)−k ∫ |f(p)|d4p (3.2.5)
and ∣∣∣∣∫ e−ixpf(p) d4p∣∣∣∣ ≤ 41− (|xα|M)−k+
∫ ( |pα|
M
)−1+(
1 + |p
α|
M
)
|f(p)| d4p . (3.2.6)
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Lemma 8 (Λ integration). For a0, A,K,L ≥ 0, k, l ∈ N0 and m < −1, we have∫ a1
a0
sup(A, x)m lnk+
K
x
lnl+
x
L
dx ≤ sup(A, a0)m+1 P
(
ln+
sup(K,A)
sup(a0, inf(A,L))
, ln+
a0
L
)
. (3.2.7)
Lemma 9 (Λ integration, part 2). For m > −1, a1 ≥ a0 ≥ 0, b,K,L ≥ 0 and k, l ∈ N0 we have∫ a1
a0
sup(x, b)m lnk+
K
x
lnl+
x
L
dx ≤ sup(c, a1)m+1 P
(
ln+
K
sup(c, a1)
, ln+
a1
L
)
. (3.2.8)
for any c ≥ b.
Lemma 10 (Λ integration, part 3). For b ≥ a ≥ 0, c,K ≥ 0 and k ∈ N0 we have∫ b
a
1
sup(c, x) ln
k
+
K
x
dx ≤ P
(
ln+
sup(K, b)
sup(c, a)
)
. (3.2.9)
Lemma 11 (p integration). For any function f(x) ≥ 0 such that∫
e−α|x|
2
f(x) d4x <∞ (3.2.10)
for all α > 0, and for βi ≥ 1 we have∫
e−α|x|
2
f(x)
n∏
i=1
sup(|x+ ai|, βi)mi d4x ≤ c
n∏
i=1
sup(|ai|, βi)mi (3.2.11)
for some positive constant c.
Lemma 12 (p integration, part 2). For δi > 0, γi ≥ 1 and with the other assumptions as in
Lemma 11, we have∫
e−α|x|
2
f(x)
s∏
k=1
sup(|bk, x,−x|, γk)δk
t∏
j=1
sup
(
ηdj (d, x,−x), γs+j
)−δs+j n∏
i=1
sup(|x+ ai|, βi)mi d4x
≤ c
s∏
k=1
sup(|bk|, γk)δk
t∏
j=1
sup
(
ηdj (d), γs+j
)−δs+j n∏
i=1
sup(|ai|, βi)mi ,
(3.2.12)
where ηj is defined in equation (2.9). The same estimate is valid if we replace ηj by η¯j, defined in
equation (2.11).
3.3 Ward identities
Gauge invariance of the generating functionals in the physical limit Λ → 0, Λ0 → ∞ is expressed
using certain Ward identities which relate different functionals with each other. For a general choice
of boundary conditions, the Ward identities are violated by anomalous terms. However, as asserted
in Theorem 2, if an appropriate equivariant cohomology is empty, it is possible to choose boundary
conditions such that the anomalous terms vanish. The procedure is explained in detail in Ref. [37],
and here we only state the identities which are important later on. For this, we need the classical
Slavnov-Taylor differential of the free theory sˆ0; as an example, its action on fields is given by
equation (1.1.7) for QED. Since in general its action on fields and antifields is linear, we can apply
it to the generating functionals without obtaining divergences, even in the physical limit. The Ward
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identities that have been proven in Ref. [37] under the assumptions of Theorem 2 are then given
by
sˆ0L0,∞ = 0 (3.3.1)
for the functionals without insertions and
sˆ0L0,∞(OA(x)) = L0,∞((qˆOA)(x)) =
∑
B
QABL0,∞(OB(x)) (3.3.2)
for the functionals with one insertion of a composite operator, with the quantum Slavnov-Taylor
differential qˆ (1.1.5). For the functionals with more than one insertion of a composite operator,
instead of the connected functionals LΛ,Λ0(
⊗s
k=1OAk(xk)) it is more useful for later calculations
to look at the disconnected functionals
GΛ,Λ0
(
s⊗
k=1
OAk(xk)
)
≡
s∑
k=1
(−~)s−k
∑
σ1∪···∪σk={1,...,s}
σi 6=∅
k∏
i=1
LΛ,Λ0
⊗
j∈σi
OAj (xj)
 . (3.3.3)
For those functionals, we have the Ward identity
sˆ0G0,∞
(
s⊗
k=1
OAk(xk)
)
=
s∑
l=1
G0,∞
 ⊗
k∈{1,...,s}\{l}
OAk(xk)⊗ (qˆOAl)(xl)

− ~
∑
1≤l<l′≤s
G0,∞
 ⊗
k∈{1,...,s}\{l,l′}
OAk(xk)⊗
(OAl(xl),OAl′ (xl′))~

=
s∑
l=1
∑
E : [OE ]≤[OAl ]+1
QAlEG0,∞
 ⊗
k∈{1,...,s}\{l}
OAk(xk)⊗OE(xl)

− ~
∑
1≤l<l′≤s
E : [OE ]≤[OAl ]+[OAl′ ]−3
G0,∞
 ⊗
k∈{1,...,s}\{l,l′}
OAk(xk)⊗OE(xl)
∑
w
BE,wAlAl′∂
w
xl
δ4(xl − xl′) ,
(3.3.4)
which additionally involves the quantum antibracket (·, ·)~ (1.1.6). These Ward identities form
the base for the proof of gauge invariance of the OPE coefficients, Theorem 2, and the recursion
formulas for the quantum Slavnov-Taylor differential and the quantum antibracket, Theorem 6.
Note that if we would have proven convergence of the OPE as done for scalar field theory [4, 5], a
simple application of sˆ0 to both sides of the OPE (1.1.1) would directly give the gauge invariance
of the coefficients (1.1.4). In our case, since we only have asymptotic equality, this results only in
asymptotic gauge invariance, and we need an additional step to prove Theorem 2.
4 Bounds on functionals
We have to derive bounds on certain combinations of the connected functionals with s insertions of
composite operators. All these functionals have divergences when some of the points of the operator
insertions scale together, and we also need to consider more regular versions of these functionals
where these divergences are subtracted up to a certain order D. Instead of taking combinations of
the connected functionals, we can also define these new functionals through a flow equation and
boundary conditions. To state these conditions succinctly, we introduce the derivative operator DAp
by
DApF
(
φ, φ‡
)
≡
[
i|w|+|w‡|
(w +w‡)!∂
w
q ∂
w‡
q‡
δ
δφK′(q)
δ
δφL‡′(q‡)
F
(
φ, φ‡
)]
φ=φ‡=0,q+q‡=p
. (4.1)
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The boundary conditions for functionals with one operator insertion can then be written in the
short form
DB0 Lµ,Λ0(OA(0)) = δBAδl,0 for [OB] ≤ [OA] , (4.2a)
DBq LΛ0,Λ0(OA(0)) = 0 for [OB] > [OA] . (4.2b)
We then first define the so-called oversubtracted, almost disconnected functionals with s inser-
tions of composite operators FΛ,Λ0D (
⊗s
k=1OAk) by the flow equation
∂ΛF
Λ,Λ0
D
(
s⊗
k=1
OAk(xk)
)
= ~2
〈
δ
δφK
,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
〉
FΛ,Λ0D
(
s⊗
k=1
OAk(xk)
)
−
〈
δ
δφK
LΛ,Λ0 ,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
FΛ,Λ0D
(
s⊗
k=1
OAk(xk)
)〉
−
∑
1≤k<k′≤s
〈
δ
δφK
LΛ,Λ0(OAk(xk)),
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
LΛ,Λ0
(OAk′ (xk′))〉
×
∏
k′′∈{1,...,s}\{k,k′}
LΛ,Λ0
(OAk′′ (xk′′)) ,
(4.3)
and the boundary conditions
DB0 Fµ,Λ0D
(
s⊗
k=1
OAk(xk)
)
= 0 for [OB] < D , (4.4a)
DBq FΛ0,Λ0D
(
s⊗
k=1
OAk(xk)
)
= 0 for [OB] ≥ D (4.4b)
with xs = 0 understood. For D = 0, these are the disconnected correlation functions but with the
completely disconnected part removed. The oversubtracted disconnected functionals, which we call
GΛ,Λ0D (
⊗s
k=1OAk), are obtained by adding back the completely disconnected part
GΛ,Λ0D
(
s⊗
k=1
OAk(xk)
)
≡
s∏
k=1
LΛ,Λ0(OAk(xk))− ~FΛ,Λ0D
(
s⊗
k=1
OAk(xk)
)
. (4.5)
For D = 0, these reduce to the usual disconnected functionals with composite operator inser-
tions (3.3.3), since both sides of that equation fulfil the same linear flow equation and the same
boundary conditions and thus agree, as can be easily checked. We also need functionals where
only a subset of divergences is oversubtracted, and first define the almost disconnected, partially
oversubtracted functionals HΛ0,Λ0D
(⊗s′
k=1OAk(xk);
⊗s
l=s′+1OAl(xl)
)
by the flow equation
∂ΛH
Λ,Λ0
D
(
s′⊗
k=1
OAk(xk);
s⊗
l=s′+1
OAl(xl)
)
= ~2
〈
δ
δφK
,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
〉
HΛ,Λ0D
(
s′⊗
k=1
OAk(xk);
s⊗
l=s′+1
OAl(xl)
)
−
〈
δ
δφK
LΛ,Λ0 ,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
HΛ,Λ0D
(
s′⊗
k=1
OAk(xk);
s⊗
l=s′+1
OAl(xl)
)〉
−
〈
δ
δφK
GΛ,Λ0D
(
s′⊗
k=1
OAk(xk)
)
,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
GΛ,Λ0
(
s⊗
l=s′+1
OAl(xl)
)〉
(4.6)
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and the boundary conditions
DBq HΛ0,Λ0D
(
s′⊗
k=1
OAk(xk);
s⊗
l=s′+1
OAl(xl)
)
= 0 . (4.7)
These functionals contain all contributions where at least one pair of composite operators OAi , OAj
with 1 ≤ i ≤ s′ < j ≤ s belongs to the same connected functional, and we will see later that those
divergences are softened where the first subset of operators scales together. Lastly, we define the
partially oversubtracted, disconnected functionals GΛ,Λ0D
(⊗s′
k=1OAk(xk);
⊗s
l=s′+1OAl(xl)
)
by
GΛ,Λ0D
(
s′⊗
k=1
OAk(xk);
s⊗
l=s′+1
OAl(xl)
)
≡ GΛ,Λ0D
(
s′⊗
k=1
OAk(xk)
)
GΛ,Λ0
(
s⊗
l=s′+1
OAl(xl)
)
− ~HΛ,Λ0D
(
s′⊗
k=1
OAk(xk);
s⊗
l=s′+1
OAl(xl)
)
;
(4.8)
which also have softened divergences as the first subset of operators scales together. While in the end
we are only interested in the oversubtracted, disconnected functionals GΛ,Λ0D (
⊗s
k=1OAk(xk)) and
the partially oversubtracted, disconnected functionals GΛ,Λ0D
(⊗s′
k=1OAk(xk);
⊗s
l=s′+1OAl(xl)
)
, the
plethora of other functionals is needed for technical reasons. In the next subsections, we derive
suitable bounds for these functionals.
4.1 Bounds for F functionals
In this section, we want to derive bounds for the oversubtracted, almost disconnected functionals
FΛ,Λ0D (
⊗s
k=1OAk(xk)) which are sharp with respect to the dependence on the positions xk of the
composite operator insertions. Expanding the functionals in the flow equation (4.3) in external
fields and antifields and ~, we arrive at
∂ΛFΛ,Λ0,lKL‡;D
(
s⊗
k=1
OAk ; q
)
= c2
∫ (
∂ΛC
Λ,Λ0
MN (−p)
)
FΛ,Λ0,l−1
MNKL‡;D
(
s⊗
k=1
OAk ; p,−p, q
)
d4p
(2pi)4
−
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
cστρςLΛ,Λ0,l
′
KσL
‡
ρM
(qσ, qρ,−k)
(
∂ΛC
Λ,Λ0
MN (k)
)
FΛ,Λ0,l−l′
NKτL
‡
ς ;D
(
s⊗
k=1
OAk ; k, qτ , qς
)
−
∑
1≤k<k′≤s
∑
σ1∪···∪σs={1,...,m}
ρ1∪···∪ρs={1,...,n}
∑
l1+···+ls=l
c{σi}{ρj}
∫
LΛ,Λ0,lk
KσkL
‡
ρk
M
(OAk ; qσk , qρk , p)
(
∂ΛC
Λ,Λ0
MN (−p)
)
× LΛ,Λ0,lk′
NKσk′L
‡
ρk′
(OAk′ ;−p, qσk′ , qρk′) d4p(2pi)4 ∏
k′′∈{1,...,s}\{k,k′}
LΛ,Λ0,lk′′
Kσk′′L
‡
ρk′′
(OAk′′ ; qσk′′ , qρk′′) ,
(4.1.1)
where the momentum k is defined in (2.26). We then want to show
Proposition 9. At each order l in perturbation theory and for an arbitrary number m of external
fields K and n antifields L‡, the almost disconnected functionals with s ≥ 2 insertions of arbitrary
(non-integrated) composite operators OAi, oversubtracted at order D with 0 ≤ D ≤ [OA], satisfy
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the bound∣∣∣∣∣∂wFΛ,Λ0,lKL‡;D
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣ ≤ µ[OA]−D+ sup
(
1, |q|sup(µ,Λ)
)g(s)([OA],m+n+2l,|w|)
× ΞΛ,Λ1sup(|w|,D),[OA]−D+(x)
∑
T ∗∈T ∗m+n
GT
∗,w
KL‡;D−(q;µ,Λ)P
(
ln+
sup(|q|, µ)
sup(inf(µ, η¯(q)),Λ) , ln+
Λ
µ
)
(4.1.2)
for xs = 0, with the functions
ΞΛ,Λ1p,p′ (x) ≡
Ξ
(1)
p,p′,ρ(x) Λ ≥ Λ1
sup
[
Ξ(1)p,p′,ρ(x),Ξ
(2)
p (x)
]
Λ < Λ1 ,
(4.1.3a)
Ξ(1)p,p′,ρ(x) ≡
( supi∈{1,...,s} |xi − xs|
inf1≤k<k′≤s |xk − xk′ |
)p(
µ inf
1≤k<k′≤s
|xk − xk′ |
)−p′−ρ( µ
Λ1
)p′+ρ
, (4.1.3b)
Ξ(2)p (x) ≡ sup
(
1, µ sup
i∈{1,...,s}
|xi − xs|
)p
(4.1.3c)
for all 0 <  < ∆, an arbitrary 0 < Λ1 ≤ µ and an arbitrary ρ ≥ 0, where
[OA] ≡
s∑
k=1
[OAk ] . (4.1.4)
Note that the coefficients of the polynomial depend on , and diverge as → 0.
For the Λ derivative, we want to prove the bounds∣∣∣∣∣∂Λ∂wFΛ,Λ0,lKL‡;D
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣ ≤ 1sup(inf(µ, η¯(q)),Λ)µ[OA]−D+ ΞΛ,Λ1sup(|w|,D),[OA]−D+(x)
× sup
(
1, |q|sup(µ,Λ)
)g(s)([OA],m+n+2l,|w|) ∑
T ∗∈T ∗m+n
GT
∗,w
KL‡;D−(q;µ,Λ)P
(
ln+
sup(|q|, µ)
Λ , ln+
Λ
µ
)
,
(4.1.5)
a bound very similar to (4.1.2). Taking w derivatives with respect to the momenta q of the flow
hierarchy (4.1.1), let us denote the linear term in the first line of the right-hand side by F1, the
quadratic term in the second line by F2 and the source term in the last line by F3.
To estimate the linear term, we use the bound (4.1.2) for the functional and the bound (2.19)
for the covariance to obtain
|F1| ≤ µ[OA]−D+ ΞΛ,Λ1sup(|w|,D),[OA]−D+(x)
∫
sup(|p|,Λ)−5+[φM ]+[φN ] e− |p|
2
2Λ2
× sup
(
1, |q, p,−p|sup(µ,Λ)
)g(s)([OA],m+n+2l,|w|)
×
∑
T ∗∈T ∗m+n+2
GT
∗,w
MNKL‡;D−(p,−p, q;µ,Λ)P
(
ln+
sup(|q, p,−p|, µ)
Λ , ln+
Λ
µ
)
d4p
(2pi)4 ,
(4.1.6)
since η¯(q, p,−p) = 0. We then use the estimates
|q, p,−p| ≤ 2|p|+ |q| , (4.1.7a)
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ln+
sup(2|p|+ |q|, µ)
Λ ≤ ln+
sup(|q|, µ)
Λ + ln+
|p|
Λ + ln 2 (4.1.7b)
to simplify the polynomial in logarithms and the large-momentum factor, and use Lemma 12 to
perform the p integral. This results in
|F1| ≤ µ[OA]−D+ ΞΛ,Λ1sup(|w|,D),[OA]−D+(x)Λ
−1+[φM ]+[φN ] sup
(
1, |q|sup(µ,Λ)
)g(s)([OA],m+n+2l,|w|)
×
∑
T ∗∈T ∗m+n+2
GT
∗,w
MNKL‡;D−(0, 0, q;µ,Λ)P
(
ln+
sup(|q|, µ)
Λ , ln+
Λ
µ
)
. (4.1.8)
For each tree T ∗ in the sum, we now amputate the first two external vertices with zero momentum
corresponding to M and N . The amputation gives us an extra factor (3.1.8)
Λ2−[φM ]−[φN ]
sup(inf(µ, η¯(q)),Λ)2 ≤
Λ1−[φM ]−[φN ]
sup(inf(µ, η¯(q)),Λ) , (4.1.9)
and the new tree T ∗′ has m+n external vertices such that T ∗′ ∈ Tm+n, and thus we obtain a bound
of the form (4.1.5) for F1.
For the quadratic term, we obtain using the bounds (4.1.2), (3.2.1) and (2.19)
|F2| ≤
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
∑
u+v≤w
e−
|k|2
2Λ2 µ[OA]−D+ ΞΛ,Λ1sup(|v|,D),[OA]−D+(x)
×
∑
T∈T|σ|+|ρ|+1
GT,u
KσL
‡
ρM
(qσ, qρ,−k;µ,Λ)P
(
ln+
sup(|qσ, qρ,−k|, µ)
Λ , ln+
Λ
µ
)
× sup
(
1, |k, qτ , qς |sup(µ,Λ)
)g(s)([OA],|τ |+|ς|+1+2(l−l′),|v|)
sup(|k|,Λ)−5+[φM ]+[φN ]−|w|+|u|+|v|
×
∑
T ∗∈T ∗|τ |+|ς|+1
GT
∗,v
NKτL
‡
ς ;D−
(k, qτ , qς ;µ,Λ)P
(
ln+
sup(|k, qτ , qς |, µ)
Λ , ln+
Λ
µ
)
,
(4.1.10)
since the definition of k (2.26) shows that η¯(k, qτ , qς) = 0 and we estimate η(qσ, qρ,−k) ≥ 0. Using
that
|qσ, qρ,−k|, |k, qτ , qς | ≤ |q| (4.1.11)
we can estimate the polynomials in logarithms and the large-momentum factor. Since we have
|τ |+ |ς|+ 1 + 2(l − l′) ≤ m+ n+ 2l − 1 (4.1.12)
(obvious for l′ > 0, while for l′ = 0 we may assume that |τ | + |ς| ≤ m + n − 1 since otherwise the
functional without operator insertions, and thus F2, vanishes), property (3.2.4a) of g(s) shows us
that
g(s)
(
[OA], |τ |+ |ς|+ 1 + 2(l − l′), |v|
) ≤ g(s)([OA],m+ n+ 2l, |w|) (4.1.13)
which allows us to estimate the large-momentum factor. We then fuse the trees according to the
estimate (3.1.7), obtaining
|F2| ≤
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
∑
u+v≤w
µ[OA]−D+ ΞΛ,Λ1sup(|v|,D),[OA]−D+(x) e
− |k|22Λ2 sup(|k|,Λ)−1−|w|+|u|+|v|
× sup
(
1, |q|sup(µ,Λ)
)g(s)([OA],m+n+2l,|w|) ∑
T ∗∈T ∗m+n
GT
∗,v+u
KL‡;D−(q;µ,Λ)P
(
ln+
sup(|q|, µ)
Λ , ln+
Λ
µ
)
.
(4.1.14)
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Since ΞΛ,Λ1p,p′ ≤ ΞΛ,Λ1p+q,p′ for all q ≥ 0, we can estimate this factor changing sup(|v|, D) to sup(|w|, D).
It then remains to change the u+v derivatives acting on the tree to w derivatives. Since η¯qi(q) ≤ |k|
for any i, we have
sup(|k|,Λ)−|w|+|u|+|v| ≤
m+n∏
i=1
sup(η¯qi(q),Λ)−|(w−u−v)i| (4.1.15)
and thus (remembering the definition of the derivative weight factor (3.1.2))
sup(|k|,Λ)−|w|+|u|+|v|GT ∗,u+v
KL‡;D−(q;µ,Λ) ≤ G
T ∗,w
KL‡;D−(q;µ,Λ) . (4.1.16)
The last estimate
sup(|k|,Λ)−1 e− |k|
2
2Λ2 ≤ sup(inf(µ, η¯(q)),Λ)−1 (4.1.17)
then gives us the required bound (4.1.5).
To estimate the source term, we use the shift property (2.24) to bring all operator insertions
to xk = 0 and then use the bounds (3.2.2) such that
|F3| ≤
∑
1≤k<k′≤s
∑
σ1∪···∪σs={1,...,m}
ρ1∪···∪ρs={1,...,n}
∑
l1+···+ls=l
c{σi}{ρj}
∑
v1+···+vs=w
c{vi}w
s∏
i=1
∑
ui≤vi
cuivi
×
∏
k′′∈{1,...,s}\{k,k′}
∣∣∣∣∂uk′′ e−ixk′′(∑i∈σk′′∪ρk′′ qi)∣∣∣∣∣∣∣∣∂vk′′−uk′′LΛ,Λ0,lk′′Kσk′′L‡ρk′′ (OAk′′ (0); qσk′′ , qρk′′)
∣∣∣∣
×
∣∣∣∂uke−ixk∑i∈σk∪ρk qi∣∣∣∣∣∣∂uk′ e−ixk′∑i∈σk′∪ρk′ qi∣∣∣∣∣∣∣∫ (∂vk−ukLΛ,Λ0,lkKσkL‡ρkM (OAk(0); qσk , qρk , p)
)
× e−i(xk−xk′ )p
(
∂ΛC
Λ,Λ0
MN (−p)
)(
∂vk′−uk′LΛ,Λ0,lk′
NKσk′L
‡
ρk′
(OAk′ (0);−p, qσk′ , qρk′)) d4p(2pi)4
∣∣∣∣ .
(4.1.18)
We now have to distinguish between the cases Λ ≥ Λ1 and Λ < Λ1. In the first case, we would like
to use
exp(−i(xk − xk′)p) = i
|a|
(xk − xk′)a∂
a
p exp(−i(xk − xk′)p) (4.1.19)
to generate additional p derivatives and integrate them by parts. This then generates additional
negative powers of Λ, which are needed to integrate the flow equation downwards. Concretely,
the bound (3.2.2) together with the definition of the derivative weight factor (3.1.2) show that we
obtain an extra factor
sup
(
1, |q, p|sup(µ,Λ)
)g(1)([OA],m+n+2l,|w|+1)−g(1)([OA],m+n+2l,|w|)
sup(η¯p(q, p),Λ)−1 (4.1.20)
for each additional derivative w.r.t. p on a functional with one insertion. Property (3.2.4b) of g(s)
shows that g(s) can only decrease for more derivatives, and thus we can simply estimate this factor
against Λ−1. Similarly, for each additional derivative acting on the derivative of the covariance we
obtain a factor of
sup(|p|,Λ)−1 ≤ Λ−1 (4.1.21)
according to the bound (2.19). We can therefore choose a direction α ∈ {1, 2, 3, 4} such that
|(xk − xk′)α| ≥ |xk − xk′ |/2 (which is always possible), use Lemma 7 with M = Λ to estimate the p
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integral, the bound (3.2.2) for all other functionals with one operator insertion and the bound (2.19)
for the covariance to obtain
|F3| ≤
∑
1≤k<k′≤s
∑
σ1∪···∪σs={1,...,m}
ρ1∪···∪ρs={1,...,n}
∑
l1+···+ls=l
∑
v1+···+vs=w
s∏
i=1
∑
ui≤vi
|xi||ui|
×
∏
k′′∈{1,...,s}\{k,k′}
sup
(
1,
∣∣qσk′′ , qρk′′ ∣∣
sup(µ,Λ)
)g(1)([OAk′′ ],|σk′′ |+|ρk′′ |+2lk′′ ,|vk′′ |−|uk′′ |)
×
∑
T ∗∈T ∗|σk′′ |+|ρk′′ |
GT
∗,vk′′−uk′′
Kσk′′L
‡
ρk′′ ;[OAk′′ ]
(qσk′′ , qρk′′ ;µ,Λ)P
(
ln+
sup
(∣∣qσk′′ , qρk′′ ∣∣, µ)
Λ , ln+
Λ
µ
)
× (|(xk − xk′)α|Λ)−ν+
∫ ( |pα|
Λ
)−1+(
1 + |p
α|
Λ
)
sup(|p|,Λ)−5+[φM ]+[φN ] e− |p|
2
2Λ2
×
∑
T ∗∈T ∗|σk|+|ρk|+1
GT
∗,vk−uk
KσkL
‡
ρk
M ;[OAk ]
(qσk , qρk , p;µ,Λ)P
(
ln+
sup
(∣∣qσk , qρk , p∣∣, µ)
Λ , ln+
Λ
µ
)
×
∑
T ∗∈T ∗|σk′ |+|ρk′ |+1
GT
∗,vk′−uk′
NKσk′L
‡
ρk′ ;[OAk′ ]
(−p, qσk′ , qρk′ ;µ,Λ)P
(
ln+
sup
(∣∣−p, qσk′ , qρk′ ∣∣, µ)
Λ , ln+
Λ
µ
)
× sup
(
1,
∣∣qσk , qρk , p∣∣
sup(µ,Λ)
)g(1)([OAk ],|σk|+|ρk|+1+2lk,|vk|−|uk|)
× sup
(
1,
∣∣−p, qσk′ , qρk′ ∣∣
sup(µ,Λ)
)g(1)([OAk′ ],|σk′ |+|ρk′ |+1+2lk′ ,|vk′ |−|uk′ |)
d4p , (4.1.22)
for any ν ∈ N and all 0 <  < 1, but since only the combination −ν +  appears, we can assume
the above to hold for any ν > . In the second case where Λ < Λ1, we do not integrate by parts
and obtain the same estimate except for the factor
(|(xk − xk′)α|Λ)−ν+
( |pα|
Λ
)−1+(
1 + |p
α|
Λ
)
. (4.1.23)
We then fuse the trees according to the estimate (3.1.6), and use that
|qσk , qρk , p|,
∣∣−p, qσk′ , qρk′ ∣∣, ∣∣qσk′′ , qρk′′ ∣∣ ≤ |q, p,−p| (4.1.24)
and the estimates (4.1.7) to fuse the polynomials in logarithms and the large momentum factors.
We then use property (3.2.4e) of g(s) and estimate
g(1)([OAk ], |σk|+ |ρk|+ 1 + 2lk, |vk| − |uk|) + g(1)
(
[OAk′ ], |σk′ |+ |ρk′ |+ 1 + 2lk′ , |vk′ | − |uk′ |
)
≤ g(2)([OAk ] + [OAk′ ], |σk|+ |ρk|+ |σk′ |+ |ρk′ |+ 2(lk + lk′), |vk|+ |vk′ |)− ([OAk ] + [OAk′ ] + 2) ,
(4.1.25)
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and succesively the same estimate until all g(1) are combined. This results in
|F3| ≤
∑
1≤k<k′≤s
∑
u1+···+us≤w
s∏
i=1
|xi||ui|(|(xk − xk′)α|Λ)−ν+
∫ ( |pα|
Λ
)−1+(
1 + |p
α|
Λ
)
× sup(|p|,Λ)−5+[φM ]+[φN ] e− |p|
2
2Λ2 sup
(
1, |q, p,−p|sup(µ,Λ)
)g(s)([OA],m+n−(s−2)+2l,|w|)−[OA]−s
×
∑
T ∗∈T ∗m+n+2
GT
∗,w−u
KL‡MN ;[OA](q, p,−p;µ,Λ)P
(
ln+
sup(|q|, µ)
Λ , ln+
|p|
Λ , ln+
Λ
µ
)
d4p .
(4.1.26)
with u =
∑s
i=1 ui if Λ ≥ Λ1, and the same estimate except for the factor (4.1.23) if Λ < Λ1.
We can now perform the p integral using Lemma 12, and estimate
(|(xk − xk′)α|Λ)−ν+ ≤ 2−ν+(|xk − xk′ |Λ)−ν+ = 2−ν+(|xk − xk′ |µ)−ν+
(
Λ
µ
)−ν+
. (4.1.27)
The particular weight of the tree is changed from [OA] to D − , which results in an extra fac-
tor (3.1.1)
sup(|q|, µ,Λ)[OA]−D+ = sup
(
1, |q|sup(µ,Λ)
)[OA]−D+
µ[OA]−D+ sup
(
1, Λ
µ
)[OA]−D+
, (4.1.28)
we amputate the external legs corresponding to M and N obtaining an extra factor of (3.1.8)
Λ2−[φM ]−[φN ]
sup(inf(µ, η¯(q)),Λ)2 ≤
Λ1−[φM ]−[φN ]
sup(inf(µ, η¯(q)),Λ) , (4.1.29)
and we change the w − u derivatives acting on the tree to w derivatives, which gives a factor
of (3.1.2)
Λ|u| = µ|u|
(
Λ
µ
)|u|
≤ µ|u|
[
Θ(Λ1 − Λ) + Θ(Λ− Λ1)
(
Λ
µ
)|u|]
(4.1.30)
since the u derivatives are with respect to the momentum p which now vanishes such that η¯p(q, p,−p) =
0, and since Λ1 ≤ µ. This results in
|F3| ≤ 1sup(inf(µ, η¯(q)),Λ)
∑
1≤k<k′≤s
∑
u1+···+us≤w
s∏
i=1
(µ|xi|)|ui|µ[OA]−D+
∑
T ∗∈T ∗m+n
GT
∗,w
KL‡;D−(q;µ,Λ)
×
[
Θ(Λ1 − Λ) + Θ(Λ− Λ1)(µ|xk − xk′ |)−ν+ sup
(
1, Λ
µ
)[OA]−D+(Λ
µ
)|u|−ν+]
× sup
(
1, |q|sup(µ,Λ)
)g(s)([OA],m+n−(s−2)+2l,|w|)−s−D+
P
(
ln+
sup(|q|, µ)
Λ , ln+
Λ
µ
)
. (4.1.31)
Since s ≥ 2, we can use property (3.2.4d) of g(s) to estimate
sup
(
1, |q|sup(µ,Λ)
)g(s)([OA],m+n−(s−2)+2l,|w|)−s−D+
≤ sup
(
1, |q|sup(µ,Λ)
)g(s)([OA],m+n+2l,|w|)
.
(4.1.32)
Furthermore, we now choose ν = [OA] − D + 2 + |u| + ρ with ρ ≥ 0, which fulfils ν >  since
D ≤ [OA] such that
sup
(
1, Λ
µ
)[OA]−D+(Λ
µ
)|u|−ν+
= sup
(
1, µΛ
)[OA]−D+(Λ
µ
)−ρ
≤
(
µ
Λ1
)[OA]−D++ρ
, (4.1.33)
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since Λ ≥ Λ1. Remembering that xs = 0, the last estimates
∑
u1+···+us≤w
s∏
i=1
(µ|xi|)|ui| ≤
∑
u1+···+us≤w
s∏
i=1
(
µ sup
j∈{1,...,s}
|xj |
)|ui|
≤ c
(
µ sup
i∈{1,...,s}
|xi|
)|u|
, (4.1.34)
∑
1≤k<k′≤s
(
µ sup
i∈{1,...,s}
|xi|
)|u|
(µ|xk − xk′ |)−|u| ≤
( supi∈{1,...,s} |xi|
inf1≤k<k′≤s |xk − xk′ |
)|w|
, (4.1.35)
(
µ sup
i∈{1,...,s}
|xi|
)|u|
≤ sup
(
1, µ sup
i∈{1,...,s}
|xi|
)|w|
, (4.1.36)
(µ|xk − xk′ |)−ν+ ≤
(
µ inf
1≤k<k′≤s
|xk − xk′ |
)−ν+
(4.1.37)
since ν >  and
|w| ≤ sup(|w|, D) (4.1.38)
then result in a bound of the required form (4.1.5) for F3.
For irrelevant functionals, where [K] + [L‡] + |w| ≥ D and thus [T ∗] = D −  − [K] − [L‡] −
|w| ≤ − < 0 for the dimension of the trees appearing in the bound, we have vanishing boundary
conditions at Λ = Λ0, and integrate the bound (4.1.5) downwards in Λ. This gives∣∣∣∣∣∂wFΛ,Λ0,lKL‡;D
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣ ≤
∫ Λ0
Λ
∣∣∣∣∣∂λ∂wFλ,Λ0,lKL‡;D
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣ dλ
≤ µ[OA]−D+
∫ Λ0
Λ
Ξλ,Λ1sup(|w|,D),[OA]−D+(x) sup
(
1, |q|sup(µ, λ)
)g(s)([OA],m+n+2l,|w|)
× 1sup(inf(µ, η¯(q)), λ)
∑
T ∗∈T ∗m+n
GT
∗,w
KL‡;D−(q;µ, λ)P
(
ln+
sup(|q|, µ)
λ
, ln+
λ
µ
)
dλ .
(4.1.39)
By definition, we always have Ξλ,Λ1 ≤ ΞΛ,Λ1 . Since [T ∗] ≤ −, we can then use the estimate (3.1.9)
to estimate the tree weight factor at the lower bound λ = Λ, and the large momentum factor
is trivially estimated there. An application of Lemma 8 to the remaining integral then gives the
bound (4.1.2).
For relevant and marginal functionals, which have [K] + [L‡] + |w| < D, boundary conditions
are given at Λ = µ and vanishing momenta. Since the smallest difference in operator dimensions is
given by ∆ > 0, we even have [K] + [L‡] + |w| ≤ D −∆ in this case, and thus [T ∗] ≥ ∆ −  > 0
if we restrict to  < ∆. We then first bound the functionals at zero momentum for all Λ ≥ µ, then
extend this bound to arbitrary momenta using Taylor’s theorem, and then integrate the bound
downwards to Λ < µ. Naturally, the boundary conditions at Λ = µ have to be compatible with the
bounds (4.1.2). For vanishing momenta, we thus have∣∣∣∣∣∂wFΛ,Λ0,lKL‡;D
(
s⊗
k=1
OAk(xk);0
)∣∣∣∣∣ ≤
∣∣∣∣∣∂wFµ,Λ0,lKL‡;D
(
s⊗
k=1
OAk(xk);0
)∣∣∣∣∣+
∫ Λ
µ
∣∣∣∣∣∂λ∂wFλ,Λ0,lKL‡;D
(
s⊗
k=1
OAk(xk);0
)∣∣∣∣∣dλ
≤ µ[OA]−D+ ΞΛ,Λ1sup(|w|,D),[OA]−D+(x)
×
∑
T ∗∈T ∗m+n
[
cGT
∗,w
KL‡;D−(0;µ, µ) +
∫ Λ
µ
1
λ
GT
∗,w
KL‡;D−(0;µ, λ)P
(
ln+
λ
µ
)
dλ
]
(4.1.40)
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since ΞΛ,Λ1 is independent of Λ for all Λ ≥ Λ1 and we have Λ1 ≤ µ. At zero momentum and for
Λ ≥ µ, we simply have
GT
∗,w
KL‡;D−(0;µ, λ) = λ
[T ∗] . (4.1.41)
Since [T ∗] > 0, we can estimate the first tree weight factor by
µ[T
∗] ≤ Λ[T ∗] = GT ∗,w
KL‡;D−(0;µ,Λ) , (4.1.42)
and an application of Lemma 9 to the λ integral results in∣∣∣∣∣∂wFΛ,Λ0,lKL‡;D
(
s⊗
k=1
OAk(xk);0
)∣∣∣∣∣ ≤ µ[OA]−D+ ΞΛ,Λ1sup(|w|,D),[OA]−D+(x)
×
∑
T ∗∈T ∗m+n
GT
∗,w
KL‡;D−(0;µ,Λ)P
(
ln+
Λ
µ
)
.
(4.1.43)
If no external legs are present, this is already the correct bound (4.1.2) and we are done. Otherwise,
we extend this bound to general momenta and use Taylor’s formula with integral remainder, which
reads
∂wFΛ,Λ0,l
KL‡;D
(
s⊗
k=1
OAk(xk); q
)
= ∂wFΛ,Λ0,l
KL‡;D
(
s⊗
k=1
OAk(xk);0
)
+
m+n−1∑
i=1
4∑
α=1
∫ 1
0
∂kαi (t)
∂t
∂kαi ∂
wFΛ,Λ0,l
KL‡;D
(
s⊗
k=1
OAk(xk);k(t)
)
dt
(4.1.44)
for some path k(t) with k(0) = 0 and k(1) = q, where the result is independent of the path
taken. Furthermore, the second term involves a functional which has one momentum derivative
more. We thus need to bound the functionals in increasing order of relevancy; for the least relevant
functional the second term is then irrelevant and has thus already be bounded, and then we ascend
in relevancy. We then take the simple path ki(t) = tqi, take the absolute value of equation (4.1.44)
and insert the bounds (4.1.43) and (4.1.2). Since the functional is relevant or marginal, we have
[K] + [L‡] + |w| ≤ D−∆, and since there is at least one external leg we have [K] + [L‡] ≥ 1, such
that |w| ≤ D − 1 follows and thus
sup(|w|+ 1, D) = D = sup(|w|, D) , (4.1.45)
such that∣∣∣∣∣∂wFΛ,Λ0,lKL‡;D
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣ ≤ µ[OA]−D+ ΞΛ,Λ1sup(|w|,D),[OA]−D+(x)
×
[ ∑
T ∗∈T ∗m+n
GT
∗,w
KL‡;D−(0;µ,Λ)P
(
ln+
Λ
µ
)
+
m+n−1∑
i=1
∫ 1
0
|qi| sup
(
1, t|q|Λ
)g(s)([OA],m+n+2l,|w|+1)
×
∑
T ∗∈T ∗m+n
GT
∗,w+w˜
KL‡;D−(tq;µ,Λ)P
(
ln+
sup(t|q|, µ)
Λ , ln+
Λ
µ
)
dt
]
,
(4.1.46)
where w˜ is a multiindex which has only one non-zero entry corresponding to the additional kαi
derivative.
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We then extract the derivative weight factor corresponding to the extra derivative of the second
term, which reads
sup(η¯qi(tq),Λ)−1 . (4.1.47)
The remaining tree weight factors fulfill [T ∗] > 0 since we deal with relevant functionals, and since
Λ ≥ µ the tree weight factors actually do not depend on µ and we can estimate them at t = 1 using
the estimate (3.1.10). Since |w|+1 ≤ D ≤ [OA] ≤ [OA]+1 and s ≥ 2, we can use property (3.2.4c)
of g(s) to estimate the large momentum factor
|qi|
sup(η¯qi(tq),Λ)
sup
(
1, t|q|Λ
)g(s)([OA],m+n+2l,|w|+1)
≤ |qi|Λ sup
(
1, |q|Λ
)g(s)([OA],m+n+2l,|w|+1)
≤ sup
(
1, |q|sup(µ,Λ)
)g(s)([OA],m+n+2l,|w|)
.
(4.1.48)
For the polynomial in logarithms, we use
ln+
sup(t|q|, µ)
Λ ≤ ln+
sup(|q|, µ)
Λ = ln+
sup(|q|, µ)
sup(inf(µ, η¯(q)),Λ) , (4.1.49)
and the remaining t integral is trivially done, such that we obtain the bounds (4.1.2) also in this
case. We then integrate the flow equation down to Λ < µ, taking these bounds are boundary
conditions. This gives∣∣∣∣∣∂wFΛ,Λ0,lKL‡;D
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣ ≤
∣∣∣∣∣∂λ∂wFµ,Λ0,lKL‡;D
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣+
∫ µ
Λ
∣∣∣∣∣∂λ∂wFλ,Λ0,lKL‡;D
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣dλ
≤ µ[OA]−D+ Ξµ,Λ1sup(|w|,D),[OA]−D+(x) sup
(
1, |q|
µ
)g(s)([OA],m+n+2l,|w|)
×
∑
T ∗∈T ∗m+n
GT
∗,w
KL‡;D−(q;µ, µ)P
(
ln+
sup(|q|, µ)
µ
)
+ µ[OA]−D+
∫ µ
Λ
Ξλ,Λ1sup(|w|,D),[OA]−D+(x) sup
(
1, |q|sup(µ, λ)
)g(s)([OA],m+n+2l,|w|)
× 1sup(inf(µ, η¯(q)), λ)
∑
T ∗∈T ∗m+n
GT
∗,w
KL‡;D−(q;µ, λ)P
(
ln+
sup(|q|, µ)
λ
, ln+
λ
µ
)
dλ . (4.1.50)
Since by definition Ξλ,Λ1 ≤ ΞΛ,Λ1 for all Λ, we can estimate this factor at the lower bound. Since
Λ < µ, the large-momentum factor is trivially estimated, and the trees are estimated at λ = Λ
using the estimate (3.1.11). For the first polynomial in logarithms we use
ln+
sup(|q|, µ)
µ
= ln+
sup(|q|, µ)
sup(µ,Λ) ≤ ln+
sup(|q|, µ)
sup(inf(µ, η¯(q)),Λ) , (4.1.51)
and the remaining λ integral can be done applying Lemma 10, such that we arrive at the bounds (4.1.2).
We next need bounds for Taylor-expanded functionals, given by
Proposition 10. At each order l in perturbation theory and for an arbitrary number m of external
fields K and n antifields L‡, the partially connected functionals with s ≥ 2 insertions of arbitrary
(non-integrated) composite operators OAi, oversubtracted at order D with D > [OA], satisfy the
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bound∣∣∣∣∣∣∂w
1− ∑
n<D−[OA]
T nx→0
FΛ,Λ0,l
KL‡;D
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣∣ ≤ µ[OA]+r−D+ supi∈{1,...,s} |xi|r
× ΞΛ,Λ1sup(|w|,D),[OA]+r−D+(x) sup
(
1, |q|sup(µ,Λ)
)g(s)([OA]+r,m+n+2l,|w|)
×
∑
T ∗∈T ∗m+n
GT
∗,w
KL‡;D−(q;µ,Λ)P
(
ln+
sup(|q|, µ)
sup(inf(µ, η¯(q)),Λ) , ln+
Λ
µ
) (4.1.52)
for all 0 <  < ∆, where r is the smallest integer ≥ D − [OA] and where we take ρ = 0 for the
function ΞΛ,Λ1 defined by equation (4.1.3).
A Taylor expansion with remainder gives1− ∑
n<D−[OA]
T nx→0
FΛ,Λ0D
(
s⊗
k=1
OAk(xk)
)
=
∫ 1
0
r
(1− t)T
r
x→txF
Λ,Λ0
D
(
s⊗
k=1
OAk(xk)
)
dt
= r
∑
|a|=r
xa
a!
∫ 1
0
(1− t)r−1
[
∂axF
Λ,Λ0
D
(
s⊗
k=1
OAk(xk)
)]
x→tx
dt , (4.1.53)
where the sum only runs over multiindices a not involving the last coordinate xs = 0 (since
otherwise xa = 0). We can then use Proposition 15 to pull the derivatives inside the functional and
obtain1− ∑
n<D−[OA]
T nx→0
FΛ,Λ0D
(
s⊗
k=1
OAk(xk)
)
= r
∑
|a|=r
xa
a!
∫ 1
0
(1−t)r−1FΛ,Λ0D
(
s⊗
k=1
(∂akOAk)(txk)
)
dt .
(4.1.54)
Expanding in fields, antifields and ~ and using the bounds (4.1.2), it follows that∣∣∣∣∣∣∂w
1− ∑
n<D−[OA]
T nx→0
FΛ,Λ0,l
KL‡;D
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣∣ ≤ supi∈{1,...,s} |xi|rµ[OA]+r−D+
× sup
(
1, |q|sup(µ,Λ)
)g(s)([OA]+r,m+n+2l,|w|) ∫ 1
0
(1− t)r−1ΞΛ,Λ1sup(|w|,D),[OA]+r−D+(tx) dt
×
∑
T ∗∈T ∗m+n
GT
∗,w
KL‡;D−(q;µ,Λ)P
(
ln+
sup(|q|, µ)
sup(inf(µ, η¯(q)),Λ) , ln+
Λ
µ
)
. (4.1.55)
Since 0 ≤ t ≤ 1, from the definition of ΞΛ,Λ1p,p′ (4.1.3) we obtain the estimate
ΞΛ,Λ1p,p′ (tx) ≤ t−p
′ΞΛ,Λ1p,p′ (x) (4.1.56)
upon taking ρ = 0, and since D − [OA] ≤ r ≤ D − [OA] + 1−∆ (because r is the smallest integer
≥ D − [OA]) and 0 <  < ∆ we have
 ≤ p′ = [OA] + r −D +  ≤ 1−∆ +  < 1 , (4.1.57)
such that the t integral converges absolutely, and we obtain the claimed bound (4.1.52).
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4.2 Bounds for H functionals
In this section, we want to derive bounds for the partially oversubtracted, almost disconnected
functionals HΛ,Λ0D
(⊗s′
k=1OAk(xk);
⊗s
l=s′+1OAl(xl)
)
which are sufficiently sharp with respect to
the dependence on the positions xk of the composite operator insertions. Expanding the functionals
in the flow equation (4.6) in external fields and antifields and ~, we arrive at
∂ΛHΛ,Λ0,lKL‡;D
(
s′⊗
k=1
OAk ;
s⊗
k′=s′+1
OAk′ ; q
)
= c2
∫ (
∂ΛC
Λ,Λ0
MN (−p)
)
HΛ,Λ0,l−1
MNKL‡;D
(
s′⊗
k=1
OAk ;
s⊗
k′=s′+1
OAk′ ; p,−p, q
)
d4p
(2pi)4
−
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
cστρςLΛ,Λ0,l
′
KσL
‡
ρM
(qσ, qρ,−k)
(
∂ΛC
Λ,Λ0
MN (k)
)
HΛ,Λ0,l−l′
NKτL
‡
ς ;D
(
s′⊗
k=1
OAk ;
s⊗
k′=s′+1
OAk′ ; k, qτ , qς
)
−
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
cστρς
∫
GΛ,Λ0,l′
KσL
‡
ρM ;D
(
s′⊗
k=1
OAk ; qσ, qρ, p
)(
∂ΛC
Λ,Λ0
MN (−p)
)
× GΛ,Λ0,l−l′
NKτL
‡
ς
(
s⊗
k′=s′+1
OAk′ ;−p, qτ , qς
)
d4p
(2pi)4 .
(4.2.1)
Note that if s′ = 1 or s = s′ + 1, the definition of the (oversubtracted) disconnected functionals
GΛ,Λ0D (4.5) appearing in the source term on the last line shows that they reduce to the functionals
with one insertion of a composite operator LΛ,Λ0 , since the functionals FΛ,Λ0D vanish in that case.
Especially, for s′ = 1 the first functional has a single insertion of a composite operator and is not
oversubtracted at all, such that D = 0 in this case.
We then want to show
Proposition 11. At each order l in perturbation theory and for an arbitrary number m of external
fields K and n antifields L‡, the almost disconnected functionals with s ≥ 2 insertions of arbitrary
(non-integrated) composite operators OAi, partially oversubtracted at order D with 0 ≤ D ≤ [O′A] ≡∑s′
k=1[OAk ], satisfy the bound∣∣∣∣∣HΛ,Λ0,lKL‡;D
(
s′⊗
k=1
OAk(xk);
s⊗
k′=s′+1
OAk′ (xk′); q
)∣∣∣∣∣ ≤ µ[OA]+ sup
(
1, |q|sup(µ,Λ)
)g(s)([OA],m+n+2l,0)
×ΞΛ,Λ1s′,[OA]+(x) sup
[
1,ΞΛ,Λ1
r+ρ,[O′A]−D+(x1, . . . , xs′)
]
sup
[
1,ΞΛ,Λ1
r+ρ,[OA]−[O′A]+(xs′+1, . . . , xs)
]
×
∑
T ∗∈T ∗m+n
GT
∗,0
KL‡;−(q;µ,Λ)P
(
ln+
sup(|q|, µ)
sup(inf(µ, η¯(q)),Λ) , ln+
Λ
µ
)
, (4.2.2)
with the function
ΞΛ,Λ1s′,p (x) =
Ξ
(1)
s′,p,ρ(x) Λ ≥ Λ1
sup
[
1,Ξ(1)s′,p,ρ(x)
]
Λ < Λ1
, (4.2.3a)
Ξ(1)s′,p,ρ(x) =
(
µ
Λ1
)p+ρ
sup
1≤k≤s′<k′≤s
(µ|xk − xk′ |)−p−ρ , (4.2.3b)
the functions ΞΛ,Λ1 defined by equation (4.1.3) and for all 0 <  < ∆, an arbitrary 0 < Λ1 ≤ µ and
an arbitrary ρ ≥ 0, where r is the smallest integer strictly larger than [OA].
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Note that as in Proposition 9 the coefficients of the polynomial depend on , and diverge as
→ 0.
For the Λ derivative, we want to prove the bounds∣∣∣∣∣∂ΛHΛ,Λ0,lKL‡;D
(
s′⊗
k=1
OAk(xk);
s⊗
k′=s′+1
OAk′ (xk′); q
)∣∣∣∣∣ ≤ 1sup(inf(µ, η¯(q)),Λ)µ[OA]+
×ΞΛ,Λ1s′,[OA]+(x) sup
[
1,ΞΛ,Λ1r+ρ,[O′A]−D+(x1, . . . , xs′)
]
sup
[
1,ΞΛ,Λ1r+ρ,[OA]−[O′A]+(xs′+1, . . . , xs)
]
× sup
(
1, |q|sup(µ,Λ)
)g(s)([OA],m+n+2l,0) ∑
T ∗∈T ∗m+n
GT
∗,0
KL‡;−(q;µ,Λ)P
(
ln+
sup(|q|, µ)
Λ , ln+
Λ
µ
)
,
(4.2.4)
a bound very similar to (4.2.2). Let us denote the linear term in the first line of the right-hand side
of the flow hierarchy (4.2.1) by F1, the quadratic term in the second line by F2 and the source term
in the last line by F3.
To estimate the linear term, we use the bound (4.2.2) for the functional and the bound (2.19)
for the covariance to obtain
|F1| ≤ ΞΛ,Λ1s′,[OA]+(x) sup
[
1,ΞΛ,Λ1
r+ρ,[O′A]−D+(x1, . . . , xs′)
]
sup
[
1,ΞΛ,Λ1
r+ρ,[OA]−[O′A]+(xs′+1, . . . , xs)
]
× µ[OA]+
∫
sup(|p|,Λ)−5+[φM ]+[φN ] e− |p|
2
2Λ2 sup
(
1, |q, p,−p|sup(µ,Λ)
)g(s)([OA],m+n+2l,0)
×
∑
T ∗∈T ∗m+n+2
GT
∗,0
MNKL‡;−(p,−p, q;µ,Λ)P
(
ln+
sup(|q, p,−p|, µ)
Λ , ln+
Λ
µ
)
d4p
(2pi)4 , (4.2.5)
since η¯(q, p,−p) = 0. We then use the estimates (4.1.7) to simplify the polynomial in logarithms
and the large-momentum factor, and use Lemma 12 to perform the p integral. This results in
|F1| ≤ ΞΛ,Λ1s′,[OA]+(x) sup
[
1,ΞΛ,Λ1
r+ρ,[O′A]−D+(x1, . . . , xs′)
]
sup
[
1,ΞΛ,Λ1
r+ρ,[OA]−[O′A]+(xs′+1, . . . , xs)
]
× µ[OA]+Λ−1+[φM ]+[φN ] sup
(
1, |q|sup(µ,Λ)
)g(s)([OA],m+n+2l,0)
×
∑
T ∗∈T ∗m+n+2
GT
∗,0
MNKL‡;−(0, 0, q;µ,Λ)P
(
ln+
sup(|q|, µ)
Λ , ln+
Λ
µ
)
. (4.2.6)
We then amputate the first two external vertices with zero momentum corresponding to M and N ,
obtaining an extra factor (3.1.8)
Λ2−[φM ]−[φN ]
sup(inf(µ, η¯(q)),Λ)2 ≤
Λ1−[φM ]−[φN ]
sup(inf(µ, η¯(q)),Λ) . (4.2.7)
This then already gives a bound of the required form (4.2.4) for F1.
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For the quadratic term, we obtain using the bounds (4.2.2), (3.2.1) and (2.19)
|F2| ≤
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
e−
|k|2
2Λ2 µ[OA]+ sup
(
1, |k, qτ , qς |sup(µ,Λ)
)g(s)([OA],|τ |+|ς|+1+2(l−l′),0)
× sup(|k|,Λ)−5+[φM ]+[φN ] ΞΛ,Λ1s′,[OA]+(x)
× sup
[
1,ΞΛ,Λ1
r+ρ,[O′A]−D+(x1, . . . , xs′)
]
sup
[
1,ΞΛ,Λ1
r+ρ,[OA]−[O′A]+(xs′+1, . . . , xs)
]
×
∑
T∈T|σ|+|ρ|+1
GT,0
KσL
‡
ρM
(qσ, qρ,−k;µ,Λ)P
(
ln+
sup(|qσ, qρ,−k|, µ)
Λ , ln+
Λ
µ
)
×
∑
T ∗∈T ∗|τ |+|ς|+1
GT
∗,0
NKτL
‡
ς ;−
(k, qτ , qς ;µ,Λ)P
(
ln+
sup(|k, qτ , qς |, µ)
Λ , ln+
Λ
µ
)
,
(4.2.8)
since the definition of k (2.26) shows that η¯(k, qτ , qς) = 0 and we estimate η(qσ, qρ,−k) ≥ 0. Using
that
|qσ, qρ,−k|, |k, qτ , qς | ≤ |q| (4.2.9)
we can estimate the polynomials in logarithms and the large-momentum factor. Since we have
|τ |+ |ς|+ 1 + 2(l − l′) ≤ m+ n+ 2l − 1 (4.2.10)
(obvious for l′ > 0, while for l′ = 0 we may assume that |τ | + |ς| ≤ m + n − 1 since otherwise the
functional without operator insertions, and thus F2, vanishes), property (3.2.4a) of g(s) shows us
that
g(s)
(
[OA], |τ |+ |ς|+ 1 + 2(l − l′), 0
) ≤ g(s)([OA],m+ n+ 2l, 0) (4.2.11)
which allows us to estimate the large-momentum factor. Fusing the trees according to the esti-
mate (3.1.7) and using the estimate (4.1.17) then gives the required bound (4.1.5) for F2.
To estimate the source term, we use the shift property (2.24) to bring the last operator insertion
of the first (oversubtracted) functional to xs′ = 0, which results in
|F3| ≤
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
cστρς
∣∣∣∣∣
∫
e−ixs′ (p+
∑
i∈σ∪ρ qi)GΛ,Λ0,l′
KσL
‡
ρM ;D
(
s′⊗
k=1
OAk ; qσ, qρ, p
)
×
(
∂ΛC
Λ,Λ0
MN (−p)
)
GΛ,Λ0,l−l′
NKτL
‡
ς
(
s⊗
k′=s′+1
OAk′ ;−p, qτ , qς
)
d4p
(2pi)4
∣∣∣∣∣ ,
(4.2.12)
where now xs′ = xs = 0. As in the proof of Theorem 9, we now distinguish between the cases
Λ ≥ Λ1 and Λ < Λ1. In the first case, we would like to use
exp(−ixs′p) = i
|a|
xas′
∂ap exp(−ixs′p) (4.2.13)
to generate additional p derivatives and integrate them by parts to obtain additional negative
powers of Λ, and concretely we would like to use Lemma 7. For this, we need to find bounds on
the p derivatives of the terms appearing in the integral. First, the bound (2.19) shows that for each
derivative acting on the covariance we obtain an additional factor of
sup(|p|,Λ)−1 ≤ Λ−1 . (4.2.14)
We would like to obtain similar factors when p derivatives act on the other factors, for which we use
the definition (4.5) to separate the completely disconnected part, which is a product of functionals
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with one insertion of a composite operator. For these terms, it will happen that φM (p) is part of a
functional
LΛ,Λ0,l′′
KκL
‡
λM
(OAk(xk − xs′); qκ, qλ, p) (4.2.15)
for some collection of external legs κ ⊆ σ and λ ⊆ ρ, the corresponding momenta qκ and qλ, some
l′′ ≤ l′ and the insertion at xk − xs′ 6= 0 (since we shifted all insertions by xs′). Similarly, for
the completely disconnected part of the second (not oversubtracted) functional it will happen that
φN (−p) is part of a functional
LΛ,Λ0,l′′
NKκL
‡
λ
(OAk′ (xk′);−p, qκ, qλ) (4.2.16)
for some collection of external legs κ ⊆ τ and λ ⊆ ς, the corresponding momenta qκ and qλ, some
l′′ ≤ l and the insertion at xk′ 6= 0. In those cases, we use the shift property (2.24) to bring the
corresponding operator insertion to zero before generating p derivatives. Thus, in general we would
have to use
exp[−i(xk − xk′)p] = i
|a|
(xk − xk′)a∂
a
p exp[−i(xk − xk′)p] (4.2.17)
for some 1 ≤ k ≤ s′ and some s′ + 1 ≤ k′ ≤ s instead of equation (4.2.13), but of course after
taking the absolute value we can estimate all these contributions against the supremum over all k
and k′. Then the bound (3.2.2) together with the definition of the derivative weight factor (3.1.2)
show that we obtain an extra factor
sup
(
1, |qκ, qλ, p|sup(µ,Λ)
)g(1)([OAk ],|κ|+|λ|+2l′′,1)−g(1)([OAk ],|κ|+|λ|+2l′′,0)
sup(η¯p(qκ, qλ, p),Λ)−1 (4.2.18)
for each p derivative acting on a functional (4.2.15) [or (4.2.16)]. Property (3.2.4b) of g(s) shows
that g(s) can only decrease for more derivatives, and thus we can simply estimate this factor against
Λ−1. Similarly, if at most D derivatives with respect to p act on the almost disconnected functional
FΛ,Λ0,l′
KσL
‡
ρM ;D
, the bound (4.1.2) together with the definition of the derivative weight factor (3.1.2)
show that we obtain an extra factor
sup
(
1, |qσ, qρ, p|sup(µ,Λ)
)g(s′)([O′A],|σ|+|ρ|+1+2l′,1)−g(s′)([O′A],|σ|+|ρ|+1+2l′,0)
sup(η¯p(qσ, qρ, p),Λ)−1 (4.2.19)
for each additional p derivative, which again by property (3.2.4b) of g(s) can be estimated against
Λ−1. If more derivatives act, we would get additional problematic contributions from the term
ΞΛ,Λ1sup(|w|,D),[O′A]−D+(x) appearing in the bound (4.1.2), which however can be circumvented by
replacing this factor with
ΞΛ,Λ1sup(K,[O′A]−D+(x) ≥ Ξ
Λ,Λ1
sup(|w|,D),[O′A]−D+(x) (4.2.20)
for some fixed K ≥ sup(|w|, D). Thus, with this replacement understood, every p derivative can
be estimated by a factor Λ−1, and we can therefore choose a direction α ∈ {1, 2, 3, 4} such that
|(xk − xk′)α| ≥ |xk − xk′ |/2 (which is always possible) and use Lemma 7 with M = Λ to estimate
the p integral. We then first estimate the sum
GΛ,Λ0,l′
KσL
‡
ρM ;D
(
s′⊗
k=1
OAk(xk); qσ, qρ, p
)
= FΛ,Λ0,l′
KσL
‡
ρM ;D
(
s′⊗
k=1
OAk(xk); qσ, qρ, p
)
+
∑
l1+···+ls′=l′
∑
{κi} : Kκ1 ···Kκs′=KσM
{λi} : L‡λ1 ···L
‡
λs′
=L‡ρ
c{li}{Kκi}{L‡λi}
s′∏
k=1
LΛ,Λ0,lk
KκkL
‡
λk
(OAk(xk); qκk , qλk) ,
(4.2.21)
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with xs′ = 0 understood for the first term. For the almost disconnected functional, we can simply
use the bound (4.1.2), but with the replacement (4.2.20) where we can take K = sup(|a|, D) since
at most |a| derivatives with respect to p act on this functional. For the second part, we first use
the shift property (2.24) to bring all operator insertions to xk = 0, and then use the bound (3.2.2)
for each functional, resulting in∣∣∣∣∣GΛ,Λ0,l′KσL‡ρM ;D
(
s′⊗
k=1
OAk(xk); qσ, qρ, p
)∣∣∣∣∣ ≤ µ[O′A]−D+ ΞΛ,Λ1sup(|a|,D),[O′A]−D+(x1, . . . , xs′−1, 0)
× sup
(
1, |qσ, qρ, p|sup(µ,Λ)
)g(s′)([O′A],|σ|+|ρ|+1+2l′,0)
×
∑
T ∗∈T ∗|σ|+|ρ|+1
GT
∗,0
KσL
‡
ρM ;D−
(qσ, qρ, p;µ,Λ)P
(
ln+
sup(|qσ, qρ, p|, µ)
sup(inf(µ, η¯(qσ, qρ, p)),Λ)
, ln+
Λ
µ
)
+
∑
l1+···+ls′=l′
∑
{κi} : Kκ1 ···Kκs′=KσM
{λi} : L‡λ1 ···L
‡
λs′
=L‡ρ
s′∏
k=1
sup
(
1, |qκk , qλk |sup(µ,Λ)
)g(1)([OAk ],|κk|+|λk|+2lk,0)
×
∑
T ∗∈T ∗|κk|+|λk|
GT
∗,0
KκkL
‡
λk
;[OAk ]
(qκk , qλk ;µ,Λ)P
(
ln+
sup(|qκk , qλk |, µ)
sup(inf(µ, η¯(qκk , qλk)),Λ)
, ln+
Λ
µ
)
.
(4.2.22)
To bring the second term into the same form as the first, we use that
|qκk , qλk | ≤ |qσ, qρ, p| , (4.2.23a)
η¯(qκk , qλk), η¯(qσ, qρ, p) ≥ 0 , (4.2.23b)
which allows us to obtain the same polynomials in logarithms and large momentum factors. Using
then property (3.2.4e) of g(s) recursively we conclude that
s′∑
k=1
g(1)([OAk ], |κk|+ |λk|+ 2lk + 2lk, 0) ≤ g(s
′)([O′A], |σ|+ |ρ|+ 1 + 2l′ − 2(s′ − 1), 0)− ([O′A] + s′) ,
(4.2.24)
and using property (3.2.4d) of g(s) we obtain
s′∑
k=1
g(1)([OAk ], |κk|+|λk|+2lk+2lk, 0) ≤ g(s
′)([O′A], |σ|+|ρ|+1+2l′, 0)−(2s′−1)([O′A]+s′) . (4.2.25)
We then fuse the trees according to the estimate (3.1.6), and change the particular weight of the
resulting tree from [OA] to D − , which gives an extra factor of
sup(|qσ, qρ, p|, µ,Λ)[O′A]−D+ = sup
(
1, |qσ, qρ, p|sup(µ,Λ)
)[O′A]−D+
sup(µ,Λ)[O′A]−D+ . (4.2.26)
For the large momentum factor, we now estimate
g(s
′)([O′A], |σ|+ |ρ|+1+2l′, 0)− (2s′−1)([O′A]+s′)+ [O′A]−D+  ≤ g(s
′)([O′A], |σ|+ |ρ|+1+2l′, 0)
(4.2.27)
since s′ ≥ 1, D ≥ 0 and  < 1. Since also µ[O′A]−D+ ≤ sup(µ,Λ)[O′A]−D+ and the function ΞΛ,Λ1 is
translation invariant such that we can reintroduce xs′ 6= 0 without changing the bound, we finally
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obtain∣∣∣∣∣GΛ,Λ0,l′KσL‡ρM ;D
(
s′⊗
k=1
OAk(xk); qσ, qρ, p
)∣∣∣∣∣ ≤ sup(µ,Λ)[O′A]−D+ sup[1,ΞΛ,Λ1sup(|a|,D),[O′A]−D+(x1, . . . , xs′)]
× sup
(
1, |qσ, qρ, p|sup(µ,Λ)
)g(s′)([O′A],|σ|+|ρ|+1+2l′,0)
×
∑
T ∗∈T ∗|σ|+|ρ|+1
GT
∗,0
KσL
‡
ρM ;D−
(qσ, qρ, p;µ,Λ)P
(
ln+
sup(|qσ, qρ, p|, µ)
Λ , ln+
Λ
µ
)
. (4.2.28)
The same estimate is valid for the second functional in the source term, which is not oversubtracted
and has D = 0. Thus, applying Lemma 7 to the p integral (4.2.12) using these bounds and the
bound (2.19) on the covariance we obtain the result
|F3| ≤
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
(
inf
1≤k≤s′<k′≤s
|(xk − xk′)α|Λ
)−|a|+δ
sup
[
1,ΞΛ,Λ1sup(|a|,D),[O′A]−D+(x1, . . . , xs′)
]
× sup(µ,Λ)[OA]−D+2 sup
[
1,ΞΛ,Λ1|a|,[OA]−[O′A]+(xs′+1, . . . , xs)
] ∫ ( |pα|
Λ
)−1+δ(
1 + |p
α|
Λ
)
× sup
(
1, |qσ, qρ, p|sup(µ,Λ)
)g(s′)([O′A],|σ|+|ρ|+1+2l′,0)
sup(|p|,Λ)−5+[φM ]+[φN ] e− |p|
2
2Λ2
×
∑
T ∗∈T ∗|σ|+|ρ|+1
GT
∗,0
KσL
‡
ρM ;D−
(qσ, qρ, p;µ,Λ)P
(
ln+
sup(|qσ, qρ, p|, µ)
Λ , ln+
Λ
µ
)
×
∑
T ∗∈T ∗|τ |+|ς|+1
GT
∗,0
NKτL
‡
ς ;−
(−p, qτ , qς ;µ,Λ)P
(
ln+
sup(|−p, qτ , qς |, µ)
Λ , ln+
Λ
µ
)
× sup
(
1, |−p, qτ , qς |sup(µ,Λ)
)g(s−s′)([OA]−[O′A],|τ |+|ς|+1+2(l−l′),0) d4p
(2pi)4
(4.2.29)
for all 0 < δ < 1. In the second case where Λ < Λ1, we do not integrate by parts such that |a| = 0
and obtain the same estimate except for the factor(
inf
1≤k≤s′<k′≤s
|(xk − xk′)α|Λ
)−|a|+δ( |pα|
Λ
)−1+δ(
1 + |p
α|
Λ
)
. (4.2.30)
We then fuse the trees according to the estimate (3.1.6), and use that
|qσ, qρ, p|, |−p, qτ , qς | ≤ |q, p,−p| (4.2.31)
and the estimates (4.1.7) to fuse the polynomials in logarithms and the large momentum factors,
for which we furthermore use property (3.2.4e) of g(s) to obtain
g(s−s
′)([OA]− [O′A], |τ |+ |ς|+ 1 + 2(l − l′), 0)+ g(s′)([O′A], |σ|+ |ρ|+ 1 + 2l′, 0)
≤ g(s)([OA],m+ n+ 2l, 0)− ([OA] + s) .
(4.2.32)
We can now perform the p integral using Lemma 12, and estimate
(|(xk − xk′)α|Λ)−|a|+δ ≤ 2−|a|+δ(|xk − xk′ |Λ)−|a|+δ = 2−|a|+δ(µ|xk − xk′ |)−|a|+δ
(
Λ
µ
)−|a|+δ
.
(4.2.33)
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The particular weight of the tree is changed fromD−2 to−, which results in an extra factor (3.1.1)
sup(|q|, µ,Λ)D− = sup
(
1, |q|sup(µ,Λ)
)D−
sup(µ,Λ)D− , (4.2.34)
and we amputate the external legs corresponding toM and N obtaining an extra factor of (4.1.29).
This results in
|F3| ≤ 1sup(inf(µ, η¯(q)),Λ)
[
Θ(Λ1 − Λ) + Θ(Λ− Λ1)
(
Λ
µ
)−|a|+δ
sup
1≤k≤s′<k′≤s
(µ|xk − xk′ |)−|a|+δ
]
× sup
[
1,ΞΛ,Λ1sup(|a|,D),[O′A]−D+(x1, . . . , xs′)
]
sup
[
1,ΞΛ,Λ1|a|,[OA]−[O′A]+(xs′+1, . . . , xs)
]
× sup(µ,Λ)[OA]+ sup
(
1, |q|sup(µ,Λ)
)g(s)([OA],m+n+2l,0)−([OA]+s)+D−
×
∑
T ∗∈T ∗m+n+2
GT
∗,0
KL‡;−(q;µ,Λ)P
(
ln+
sup(|q|, µ)
Λ , ln+
Λ
µ
)
(4.2.35)
with |a| = 0 if Λ < Λ1. Let now r be the smallest integer such that r > [OA], and take |a| = r + ρ
with ρ ≥ 0 and δ = r− [OA]− . Since the smallest difference between two dimensions of composite
operators is ∆, we have [OA] + ∆ ≤ r ≤ [OA] + 1 and from this ∆−  ≤ δ ≤ 1− , such that with
this choice we have 0 < δ < 1 since 0 <  < ∆. The last estimates
g(s)([OA],m+ n+ 2l, 0)− ([OA] + s) +D −  ≤ g(s)([OA],m+ n+ 2l, 0) (4.2.36)
since D ≤ [OA],
sup(µ,Λ)[OA]+ ≤ µ[OA]+
[
Θ(Λ1 − Λ) + Θ(Λ− Λ1) sup
(
1, Λ
µ
)[OA]+]
(4.2.37)
since Λ1 ≤ µ,
sup
(
1, Λ
µ
)[OA]+(Λ
µ
)−ρ−[OA]−
= sup
(
1, µΛ
)[OA]+(Λ
µ
)−ρ
≤
(
µ
Λ1
)[OA]++ρ
(4.2.38)
since Λ ≥ Λ1 for this term, and sup(r + ρ,D) = r + ρ since r > [OA] ≥ D and ρ ≥ 0 then give the
bound (4.2.4) also for the source term.
Since all functionals have vanishing boundary conditions at Λ = Λ0, we now simply integrate
the bound (4.2.4) downwards in Λ. This gives∣∣∣∣∣HΛ,Λ0,lKL‡;D
(
s′⊗
k=1
OAk ;
s⊗
k′=s′+1
OAk′ ; q
)∣∣∣∣∣ ≤
∫ Λ0
Λ
∣∣∣∣∣∂λHλ,Λ0,lKL‡;D
(
s′⊗
k=1
OAk ;
s⊗
k′=s′+1
OAk′ ; q
)∣∣∣∣∣dλ
≤ µ[OA]+
∫ Λ0
Λ
Ξλ,Λ1s′,[OA]+(x) sup
[
1,Ξλ,Λ1
r+ρ,[O′A]−D+(x1, . . . , xs′)
]
× sup
[
1,Ξλ,Λ1
r+ρ,[OA]−[O′A]+(xs′+1, . . . , xs)
]
sup
(
1, |q|sup(µ, λ)
)g(s)([OA],m+n+2l,0)
× 1sup(inf(µ, η¯(q)), λ)
∑
T ∗∈T ∗m+n
GT
∗,0
KL‡;−(q;µ, λ)P
(
ln+
sup(|q|, µ)
λ
, ln+
λ
µ
)
dλ .
(4.2.39)
Since by definition Ξλ,Λ1 ≤ ΞΛ,Λ1 and Ξλ,Λ1 ≤ ΞΛ,Λ1 , we can estimate these factors at the lower
bound. Since [T ∗] ≤ −, we can then use the estimate (3.1.9) to estimate the tree weight factor at
the lower bound λ = Λ, and the large momentum factor is trivially estimated there. An application
of Lemma 8 to the remaining integral then gives the bound (4.2.2).
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4.3 Bounds for G functionals
The bounds for the oversubtracted disconnected functionals GΛ,Λ0D (
⊗s
k=1OAk(xk)) and the par-
tially oversubtracted disconnected functionals GΛ,Λ0D
(⊗s′
k=1OAk(xk);
⊗s
l=s′+1OAl(xl)
)
are simple
corollaries of Theorems 9 and 11. Concretely, we obtain
Corollary 12. At each order l in perturbation theory and for an arbitrary number m of external
fields K and n antifields L‡, and for Λ ≤ Λ1, the disconnected functionals with s ≥ 2 insertions of
arbitrary (non-integrated) composite operators OAi, oversubtracted at order D with 0 ≤ D ≤ [OA],
and for |w| ≤ [OA] momentum derivatives satisfy the bound∣∣∣∣∣∂wGΛ,Λ0,lKL‡;D
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣ ≤ µ[OA]−D+ sup
(
1, |q|sup(µ,Λ)
)g(s)([OA],m+n+2l,|w|)
× ΞΛ,Λ1sup(|w|,D),[OA]−D+(x)
∑
T ∗∈T ∗m+n
GT
∗,w
KL‡;D−(q;µ,Λ)P
(
ln+
sup(|q|, µ)
sup(inf(µ, η¯(q)),Λ) , ln+
Λ
µ
)
(4.3.1)
for all 0 <  < ∆, an arbitrary 0 < Λ1 ≤ µ and with ρ = 0 for the function ΞΛ,Λ1 defined by (4.1.3).
Corollary 13. At each order l in perturbation theory and for an arbitrary number m of external
fields K and n antifields L‡, and for Λ ≤ µ, the disconnected functionals with s ≥ 2 insertions of
arbitrary (non-integrated) composite operators OAi, oversubtracted at order D with D > [OA], and
for at most |w| ≤ D momentum derivatives, satisfy the bound∣∣∣∣∣∣∂w
1− ∑
n<D−[OA]
T nx→0
GΛ,Λ0,l
KL‡;D
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣∣ ≤ µ[OA]+r−D+ supi∈{1,...,s} |xi|r
× ΞΛ,Λ1sup(|w|,D),[OA]+r−D+(x) sup
(
1, |q|sup(µ,Λ)
)g(s)([OA]+r,m+n+2l,|w|)
×
∑
T ∗∈T ∗m+n
GT
∗,w
KL‡;D−(q;µ,Λ)P
(
ln+
sup(|q|, µ)
sup(inf(µ, η¯(q)),Λ) , ln+
Λ
µ
) (4.3.2)
for all 0 <  < ∆, an arbitrary 0 < Λ1 ≤ µ and with ρ = 0 for the function ΞΛ,Λ1 defined by (4.1.3),
where r is the smallest integer larger than or equal to D − [OA].
Corollary 12 follows from Theorem 9 via the definition (4.5) if we can prove the bound for the
completely disconnected part, the product of functionals with one insertion. Expanding in fields,
antifields and ~, and taking some momentum derivatives we obtain from the bounds (3.2.2) and
the shift property (2.24) that∣∣∣∣∣∣∣
s∏
k=1
∑
l1+···+ls=l
w1+···+ws=w
∑
K1+···+Kk=K
L‡1+···+L‡k=L‡
c{li}{Ki}{L‡i}{wi}
∂wkLΛ,Λ0,lk
KkL
‡
k
(OAk(xk); qk)
∣∣∣∣∣∣∣
≤
s∏
k=1
∑
l1+···+ls=l
w1+···+ws=w
∑
K1+···+Ks=K
L‡1+···+L‡s=L‡
∑
vk≤wk
|xk||wk|−|vk| sup
(
1, |qk|sup(µ,Λ)
)g(1)([OAk ],|Kk|+|L‡k|+2lk,|vk|)
×
∑
T ∗∈T ∗
|Kk|+|L
‡
k
|
GT
∗,vk
KkL
‡
k;[OAk ]
(qk;µ,Λ)P
(
ln+
sup(|qk|, µ)
sup(inf(µ, η¯(qk)),Λ)
, ln+
Λ
µ
)
(4.3.3)
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Since |qk| ≤ |q| and η¯(qk) ≥ η¯(q), the polynomials in logarithms can be simply estimated. The
same applies to the large-momentum factors, where we additionally need property (3.2.4e) of g(s)
recursively to conclude that
s∑
k=1
g(1)([OAk ], |Kk|+ |L‡k|+ 2lk, |vk|) ≤ g(s)([OA],m+n+ 2l− 2(s− 1), |w|)− ([OA] + s) , (4.3.4)
and using property (3.2.4d) of g(s) we obtain
s∑
k=1
g(1)([OAk ], |Kk|+ |L‡k|+ 2lk, |vk|) ≤ g(s)([OA],m+ n+ 2l, |w|)− (2s− 1)([OA] + s) . (4.3.5)
We then convert the vk derivatives acting on each tree to wk derivatives, which gives an additional
factor of (3.1.2) (since Λ ≤ µ)
|Kk|+|L‡k|∏
i=1
sup
(
η¯qk,i(qk),Λ
)|(wk−vk)i| ≤ sup(|q|,Λ)|wk|−|vk| ≤ sup(|q|, µ,Λ)|wk|−|vk|
= sup
(
1, |q|sup(µ,Λ)
)|wk|−|vk|
µ|wk|−|vk| ,
(4.3.6)
and fuse the trees using the estimate (3.1.6). This gives∣∣∣∣∣∣∣
s∏
k=1
∑
l1+···+ls=l
w1+···+ws=w
∑
K1+···+Kk=K
L‡1+···+L‡k=L‡
c{li}{Ki}{L‡i}{wi}
∂wkLΛ,Λ0,lk
KkL
‡
k
(OAk(xk); qk)
∣∣∣∣∣∣∣
≤
s∏
k=1
∑
w1+···+ws=w
∑
vk≤wk
(µ|xk|)|wk|−|vk| sup
(
1, |q|sup(µ,Λ)
)g(s)([OA],m+n+2l,|w|)−(2s−1)([OA]+s)+|w|−|v|
×
∑
T ∗∈T ∗m+n
GT
∗,w
KL‡;[OA](q;µ,Λ)P
(
ln+
sup(|q|, µ)
sup(inf(µ, η¯(q)),Λ) , ln+
Λ
µ
)
.
(4.3.7)
We then change the dimension of the tree from [OA] to D − , which gives an extra factor of
sup(|q|, µ,Λ)[OA]−D+ = sup
(
1, |q|sup(µ,Λ)
)[OA]−D+
µ[OA]−D+ , (4.3.8)
and estimate
−(2s− 1)([OA] + s) + |w| − |v|+ [OA]−D +  ≤ 0 , (4.3.9)
since s ≥ 2, |w| ≤ [OA] and  < 1. Estimating finally the x-dependent terms as
s∏
k=1
∑
w1+···+ws=w
∑
vk≤wk
(µ|xk|)|wk|−|vk| ≤ cΞ(2)|w|(x) ≤ cΞ
(2)
sup(|w|,D)(x) ≤ ΞΛ,Λ1sup(|w|,D),[OA]−D+(x)
(4.3.10)
since Λ ≤ Λ1, the bound (4.3.1) follows.
The proof of Corollary 13 can be taken over verbatim from the one of Theorem 10, replacing
only the bounds (4.1.2) with the bounds (4.3.1).
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5 The operator product expansion
This section defines the OPE coefficients, shows some relations between oversubtracted functionals
with insertions of composite operators and shows the existence of the OPE in an asymptotic sense.
All these statements are proven by using that two functionals or combinations thereof are equal if
they satisfy the same flow equation and the same boundary conditions, since then their difference
satisfies a linear flow equation with vanishing boundary condition, and thus vanishes.
To shorten notation, we define for n ∈ N the multivariate Taylor operator by
T nx→yf(x) ≡
∑
|w|=n
(x− y)w
w! ∂
wf(y) . (5.1)
We first show the so-called Lowenstein rules [51, 52]. For the case of a single insertion of a composite
operator, we have
Proposition 14. For all composite operators OA, we have
∂axL
Λ,Λ0(OA(x)) = LΛ,Λ0(∂axOA(x)) (5.2)
which again should be understood as a shorthand for the hierarchy of identities obtained when we
expand the above equations in external fields and antifields to an arbitrary loop order l.
The proof is obtained by comparing the flow equation and the boundary conditions for both
sides, which is straightforward but lengthy, and we refer the reader to Ref. [37] for details. For
functionals with multiple insertions, we have
Proposition 15. For all composite operators OAi and all multiindices a not involving the last
coordinate xs, we have
∂axF
Λ,Λ0
D
(
s⊗
k=1
OAk(xk)
)
= FΛ,Λ0D
(
s⊗
k=1
∂akOAk(xk)
)
(5.3)
for xs = 0.
To prove this equality, we again compare flow equations and boundary conditions. The flow
equations are seen to be the same by using the flow equation (4.3) for the F functionals and the
first Lowenstein rule (5.2), and the boundary conditions are the same (vanishing) because both
have the same amount of oversubtraction.
As a simple corollary of Propositions 14 and 15, we obtain
Corollary 16. For all composite operators OAi and all multiindices a not involving the last coor-
dinate xs, we have
∂axG
Λ,Λ0
D
(
s⊗
k=1
OAk(xk)
)
= GΛ,Λ0D
(
s⊗
k=1
∂akOAk(xk)
)
, (5.4)
since both sides only depend on the differences xi − xj, and we can thus set w.l.o.g. xs = 0.
Then we define
Definition 3. The (regulated) OPE coefficient Cµ,Λ0;1A1···As is defined as
Cµ,Λ0;1A1···As(x) ≡ Gµ,Λ0
(
s⊗
k=1
OAk(xk)
)
. (5.5)
41
For
OB(x) ≡
(
m∏
i=1
∂wiφKi(x)
) n∏
j=1
∂w
‡
jφ‡Lj (x)
 (5.6)
with [OB] = [K] + [L‡] + |w| +
∣∣w‡∣∣ > 0, the (regulated) OPE coefficients Cµ,Λ0;BA1···As are recursively
defined as
Cµ,Λ0;BA1···As(x) ≡ DB0
Gµ,Λ0( s⊗
k=1
OAk(xk)
)
−
∑
C : [OC ]<[OB ]
Cµ,Λ0;CA1···As(x)Lµ,Λ0(OC(xs))
 . (5.7)
We want to show that the OPE exists with these definitions (at least) as an asymptotic ex-
pansion. We thus define the remainder functional
RΛ,Λ0D
(
s⊗
k=1
OAk(xk)
)
≡ GΛ,Λ0
(
s⊗
k=1
OAk(xk)
)
−
∑
C : [OC ]<D
Cµ,Λ0;CA1···As(x)LΛ,Λ0(OC(xs)) , (5.8)
and show that it has the correct asymptotic behaviour under rescalings x → τx. Note that using
the remainder functional, we have
Cµ,Λ0;BA1···As(x) = DB0 R
µ,Λ0
[OB ]
(
s⊗
k=1
OAk(xk)
)
. (5.9)
We first prove some equalities which will be useful in the following. The first one expresses the
difference between two oversubtracted ACs,
Proposition 17. For the difference between two oversubtracted ACs, s ≥ 2 and D′ > D ≥ 0, we
have
GΛ,Λ0D
(
s⊗
k=1
OAk
)
−GΛ,Λ0D′
(
s⊗
k=1
OAk
)
= −~
∑
C : D≤[OC ]<D′
LΛ,Λ0(OC(0))DC0 Fµ,Λ0[OC ]
(
s⊗
k=1
OAk
)
.
(5.10)
On the left-hand side, we first write the telescopic sum
GΛ,Λ0D
(
s⊗
k=1
OAk
)
−GΛ,Λ0D′
(
s⊗
k=1
OAk
)
=
(D′−D)/∆−1∑
n=0
[
GΛ,Λ0D+n∆
(
s⊗
k=1
OAk
)
−GΛ,Λ0D+(n+1)∆
(
s⊗
k=1
OAk
)]
.
(5.11)
Since furthermore the completely disconnected part (the product
∏s
k=1 L
Λ,Λ0(OAk)) cancels out in
each difference, the equality we need to prove reduces to
FΛ,Λ0D
(
s⊗
k=1
OAk
)
− FΛ,Λ0D+∆
(
s⊗
k=1
OAk
)
=
∑
C : [OC ]=D
LΛ,Λ0(OC)DC0 Fµ,Λ0D
(
s⊗
k=1
OAk
)
. (5.12)
Both sides fulfil the same linear flow equation, and we only need to check the boundary conditions.
Applying the operator DBq on both sides, we distinguish three cases:
1. [OB] > D
In this case, we take Λ = Λ0 and both sides vanish by the boundary conditions (4.4) and (4.2).
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2. [OB] = D
In this case, we take Λ = µ and q = 0. The boundary conditions (4.4) tell us that DB0 Fµ,Λ0D+∆ =
0, while according to equation (4.2) we have DB0 Lµ,Λ0,l
′(OC(0)) = δBC δl,0, and equality follows
by expanding both sides in ~.
3. [OB] < D
In this case, we take Λ = µ and q = 0, and both sides vanish by the boundary conditions (4.4)
and (4.2).
The next proposition is about oversubtracted functionals where all operators are at xk = 0, and
reads
Proposition 18. For s ≥ 2, we have
~FΛ,Λ0[OA]+∆
(
s⊗
k=1
OAk(0)
)
=
s∏
k=1
LΛ,Λ0(OAk(0))−
∑
C : [OC ]=[OA]
LΛ,Λ0(OC(0))DC0
s∏
k=1
Lµ,Λ0(OAk(0)) .
(5.13)
and for D > [OA], we have
GΛ,Λ0D
(
s⊗
k=1
OAk(0)
)
=
∑
C : [OC ]=[OA]
LΛ,Λ0(OC(0))DC0
s∏
k=1
Lµ,Λ0(OAk(0))
+ ~
∑
C : [OA]<[OC ]<D
LΛ,Λ0(OC(0))DC0 Fµ,Λ0[OC ]
(
s⊗
k=1
OAk(0)
)
.
(5.14)
Note that both sides of these equations are well-defined for xk = 0 because an appropriate
number of oversubtractions was made. The second equation follows from the first, the definition
of the G functionals (4.5) and Proposition 17, such that it remains to prove the first. Using the
definition of the G functionals (4.5), the difference between left- and right-hand side is seen to fulfil
a linear flow equation, and we only need to check the boundary conditions. We again apply DBq
and distinguish three cases:
1. [OB] > [OA]
In this case, we take Λ = Λ0. Distributing DBq among the LΛ,Λ0(OAk(0)) (giving, say, DBkq ), we
have [OBk ] > [OAk ] for at least one k and the functional vanishes according to the boundary
conditions (4.2), exactly as DBq LΛ0,Λ0(OC(0)). According to equation (4.4), we also have
DBq FΛ0,Λ0[OA]+∆ = 0.
2. [OB] = [OA]
In this case, we take Λ = µ and q = 0. By the boundary conditions (4.4), DB0 Fµ,Λ0[OA]+∆ = 0.
On the right-hand side, we get DB0 Lµ,Λ0(OC(0)) = δBC δl,0, and the right-hand side is seen to
vanish by expanding in ~.
3. [OB] < [OA]
In this case, we take Λ = µ and q = 0. By the boundary conditions (4.4), DB0 Fµ,Λ0[OA]+∆ = 0.
Distributing DBq among the LΛ,Λ0(OAk(0)) (giving, say, DBkq ), we have [OBk ] < [OAk ] for at
least one k and the functional vanishes according to the boundary conditions (4.2), exactly
as DBq LΛ0,Λ0(OC(0)).
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The next proposition is about Taylor expansions, and we prove
Proposition 19. For all n ≥ 0 we have
T nx→(xs,...,xs)G
Λ,Λ0
[OA]+n+∆
(
s⊗
k=1
OAk
)
=
∑
C : [OC ]=[OA]+n
LΛ,Λ0(OC(0))T nx→(xs,...,xs)DC0
s∏
k=1
Lµ,Λ0(OAk) .
(5.15)
Note first that the left-hand sides are well-defined because an appropriate number of oversub-
tractions has been made. W.l.o.g. we can again take xs = 0, and using the Lowenstein rule (5.4)
and Proposition 18 we obtain
T nx→0GΛ,Λ0[OA]+n+∆
(
s⊗
k=1
OAk
)
=
∑
|w|=n
xw
w!G
Λ,Λ0
[OA]+n+∆
(
s⊗
k=1
(∂wkOAk)(0)
)
=
∑
|w|=n
xw
w!
[ ∑
C : [OC ]=[OA]+n
LΛ,Λ0(OC(0))DC0
s∏
k=1
Lµ,Λ0((∂wkOAk)(0))
+ ~
∑
C : n<[OC ]−[OA]<n+∆
LΛ,Λ0(OC(0))DC0 Fµ,Λ0[OC ]
(
s⊗
k=1
(∂wkOAk)(0)
)]
.
(5.16)
However, since the smallest difference in composite operator dimensions is ∆, the sum in the last
line vanishes, and using the Lowenstein rule (5.2) the proposition follows.
We need one further proposition about Taylor expansions, which reads
Proposition 20. For all B we have
DB0
s∏
k=1
Lµ,Λ0(OAk) =
∑
n≤[OB ]−[OA]
T nx→(xs,...,xs)DB0
s∏
k=1
Lµ,Λ0(OAk) , (5.17)
where the sum over n is not present if [OB] < [OA].
If [OB] < [OA], we distribute DB0 over the functionals on the left-hand side (giving, say,
DBk0 ) and have [OBk ] < [OAk ] for at least one k, whence the functional vanishes according to the
boundary conditions (4.2) (we first have to bring the operator insertion to xk = 0, but then even less
derivatives act on the functional). For [OB] ≥ [OA], we perform a Taylor expansion with remainder
of the functionals on the left-hand side (which is well-defined since the LΛ,Λ0(OAk(xk)) are smooth
in xk). This gives
s∏
k=1
Lµ,Λ0(OAk) =
∑
n≤[OB ]−[OA]
T nx→(xs,...,xs)
s∏
k=1
Lµ,Λ0(OAk) +
∫ 1
0
r
(1− t)T
r
x→tx
s∏
k=1
Lµ,Λ0(OAk) dt ,
(5.18)
where r is the smallest integer strictly greater than [OB] − [OA]. The integral over t is uniformly
convergent since at least one factor of (1 − t) comes from the Taylor operator T rx→tx, such that
applying DB0 we can pull it inside the integral. However, since r > [OB]− [OA] we have
DB0 T rx→tx
s∏
k=1
Lµ,Λ0(OAk) = 0 (5.19)
because of the boundary conditions (4.2) by the same argumentation as before, and the proposition
follows.
It is advantageous to rewrite the remainder functionals (and thus the OPE coefficients) in a
different form, given by
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Proposition 21. For all B, we have
RΛ,Λ0D
(
s⊗
k=1
OAk(xk)
)
= GΛ,Λ0D
(
s⊗
k=1
OAk(xk)
)
−
∑
n<D−[OA]
T nx→(xs,...,xs)G
Λ,Λ0
D
(
s⊗
k=1
OAk(xk)
)
(5.20)
and
Cµ,Λ0;BA1···As(x) = DB0
Gµ,Λ0[OB ]
(
s⊗
k=1
OAk(xk)
)
−
∑
n<[OB ]−[OA]
T nx→(xs,...,xs)G
µ,Λ0
[OB ]
(
s⊗
k=1
OAk(xk)
) ,
(5.21)
where the sums are empty for D ≤ [OA], resp. [OB] ≤ [OA].
Using equation (5.9), the second half of the proposition follows from the first. To prove the
first half, we proceed by induction. Inspecting the recursive definition (5.8), equation (5.20) holds
for D = 0 since GΛ,Λ00 = GΛ,Λ0 . W.l.o.g. we set xs = 0 in the following, since all functionals are
translation invariant. Assume thus that equation (5.20) (and thus also equation (5.21)) holds for
all D′ ≤ D, and calculate using the definition (5.8)
RΛ,Λ0D+∆
(
s⊗
k=1
OAk
)
= RΛ,Λ0D
(
s⊗
k=1
OAk
)
−
∑
C : [OC ]=D
Cµ,Λ0;CA1···AsLΛ,Λ0(OC(0)) . (5.22)
We now insert the induction hypothesis (5.20) and (5.21) on the right-hand side, and use Proposi-
tion 17 with D′ = D + ∆ to obtain
RΛ,Λ0D+∆
(
s⊗
k=1
OAk
)
= GΛ,Λ0D+∆
(
s⊗
k=1
OAk
)
−
∑
n<D+∆−[OA]
T nx→0GΛ,Λ0D+∆
(
s⊗
k=1
OAk
)
+
∑
D−[OA]≤n<D+∆−[OA]
T nx→0GΛ,Λ0D+∆
(
s⊗
k=1
OAk
)
−
∑
C : [OC ]=D
LΛ,Λ0(OC(0))
1− ∑
n<D−[OA]
T nx→0
DC0 s∏
k=1
Lµ,Λ0(OAk) .
(5.23)
The proposition follows if we can show that the terms in the second and third line cancel. IfD−[OA]
is an integer, the sum in the second line only involves n = D − [OA], and using Proposition 19
we can absorb this term by extending the sum in the third line to also include n = D − [OA]. If
D− [OA] is not an integer, the sum in the second line is empty, and we can trivially extend the sum
in the third line. Using Proposition 20, we conclude that the sum in the third line then vanishes,
and the proposition follows.
We can then show that the OPE exists (at least) in the asymptotic sense:
Proposition 22. The OPE exists in the asymptotic sense, i.e., for all Λ ≤ µ the remainder
vanishes if we scale the points xk of the operator insertions together. Concretely, we have
lim
τ→0
τ [OA]−D+δRΛ,Λ0D
(
s⊗
k=1
OAk(τxk)
)
= 0 (5.24)
for all δ > 0 and all D ≥ 0. The OPE coefficients scale in the same way, i.e.,
lim
τ→0
τ [OA]−[OB ]+δ Cµ,Λ0;BA1···As(τx) = 0 (5.25)
for all δ > 0.
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The scaling of the OPE coefficients follows from the scaling of the remainder by using equa-
tion (5.9), such that we only have to prove the first part. For the proof we distinguish the cases
D ≤ [OA] and D > [OA]. Since the remainder is by definition translation invariant, we may
furthermore set xs = 0. First note that for τ ≤ 1 we have
ΞΛ,Λ1p,p′ (τx) ≤ τ−p
′ΞΛ,Λ1p,p′ (x) (5.26)
if p′ ≥ 0, which follows directly from the definition (4.1.3) taking ρ = 0. Proposition 21 then shows
that in the case D ≤ [OA], we simply have
RΛ,Λ0D
(
s⊗
k=1
OAk(τxk)
)
= GΛ,Λ0D
(
s⊗
k=1
OAk(τxk)
)
, (5.27)
and the bounds (4.3.1) together with the estimate (5.26) show that for τ ≤ 1 we have∣∣∣∣∣GΛ,Λ0,lKL‡;D
(
s⊗
k=1
OAk(τxk); q
)∣∣∣∣∣ ≤ τ−([OA]−D+)µ[OA]−D+ ΞΛ,Λ1D,[OA]−D+(x)
× sup
(
1, |q|sup(µ,Λ)
)g(s)([OA],m+n+2l,0)
×
∑
T ∗∈T ∗m+n
GT
∗,0
KL‡;D−(q;µ,Λ)P
(
ln+
sup(|q|, µ)
sup(inf(µ, η¯(q)),Λ) , ln+
Λ
µ
)
(5.28)
since we have p′ = [OA]−D +  > 0 in this case. If D > [OA], Proposition 21 shows that
RΛ,Λ0D
(
s⊗
k=1
OAk(τxk)
)
=
1− ∑
n<D−[OA]
T nτx→0
GΛ,Λ0D
(
s⊗
k=1
OAk(τxk)
)
, (5.29)
and the bounds (4.3.2) together with the estimate (5.26) show that for τ ≤ 1 we have∣∣∣∣∣∣
1− ∑
n<D−[OA]
T nτx→0
GΛ,Λ0,l
KL‡;D
(
s⊗
k=1
OAk(τxk); q
)∣∣∣∣∣∣ ≤ τ−([OA]−D+)µ[OA]+r−D+ supi∈{1,...,s} |xi|r
× ΞΛ,Λ1D,[OA]+r−D+(x) sup
(
1, |q|sup(µ,Λ)
)g(s)([OA]+r,m+n+2l,0)
×
∑
T ∗∈T ∗m+n
GT
∗,0
KL‡;D−(q;µ,Λ)P
(
ln+
sup(|q|, µ)
sup(inf(µ, η¯(q)),Λ) , ln+
Λ
µ
)
, (5.30)
where r is the smallest integer ≥ D− [OA], since also in this case we have p′ = [OA]+r−D+ > 0.
Taking then in both cases  = inf(δ,∆)/2 (fulfilling the restriction 0 <  < ∆ of Propositions 12
and 13), the proposition follows.
For later use, we also need to rewrite the partially oversubtracted disconnected functionals in
a form which involves OPE coefficients similar to the remainder functionals, and we prove
Proposition 23. For all D ≤ [O′A] we have
GΛ,Λ0D
(
s′⊗
k=1
OAk(xk);
s⊗
l=s′+1
OAl(xl)
)
= GΛ,Λ0
(
s⊗
k=1
OAk(xk)
)
−
∑
B : [OB ]<D
Cµ,Λ0;BA1···As′ (x1, . . . , xs′)G
Λ,Λ0
(
s⊗
l=s′+1
OAl(xl)⊗OB(xs′)
)
.
(5.31)
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To prove this equality, we compare flow equations and boundary conditions on both sides.
First, one easily checks from the definition (4.5), the flow equation for the functionals with one
insertion (2.21) (taking s = 1 in that formula) and the flow equation (4.3) for the oversubtracted
almost disconnected functionals that the oversubtracted disconnected functionals fulfil the linear
flow equation
∂ΛG
Λ,Λ0
D
(
s⊗
k=1
OAk(xk)
)
= ~2
〈
δ
δφK
,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
〉
GΛ,Λ0D
(
s⊗
k=1
OAk(xk)
)
−
〈
δ
δφK
LΛ,Λ0 ,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
GΛ,Λ0D
(
s⊗
k=1
OAk(xk)
)〉
.
(5.32)
From the definition (4.8), the flow equation (4.6) for the partially oversubtracted almost discon-
nected functionals and the linear flow equation (5.32) it then follows that also the partially over-
subtracted disconnected functionals fulfil a linear flow equation, given by
∂ΛG
Λ,Λ0
D
(
s′⊗
k=1
OAk ;
s⊗
l=s′+1
OAl(xl)
)
= ~2
〈
δ
δφK
,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
〉
GΛ,Λ0D
(
s′⊗
k=1
OAk ;
s⊗
l=s′+1
OAl
)
−
〈
δ
δφK
LΛ,Λ0 ,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
GΛ,Λ0D
(
s′⊗
k=1
OAk ;
s⊗
l=s′+1
OAl
)〉
. (5.33)
Thus, both sides of equation (5.31) fulfil the same linear flow equation, and it remains to check
boundary conditions. For this, we evaluate equation (5.31) at Λ = Λ0. Since the partially oversub-
tracted almost diconnected functionals have vanishing boundary conditions at Λ = Λ0 (4.7), the
definition (4.8) shows that the left-hand side reduces to a product of two disconnected function-
als, the first one being oversubtracted. We then insert the definition (4.5) of the oversubtracted
disconnected functionals in terms of almost disconnected ones and a product of functionals with
one insertion of a composite operator. Since the almost disconnected functionals have all vanish-
ing boundary conditions at Λ = Λ0 if they are not oversubtracted (4.4), many terms vanish and
equation (5.31) reduces to
~FΛ0,Λ0D
(
s′⊗
k=1
OAk(xk)
)
=
∑
B : [OB ]<D
Cµ,Λ0;BA1···As′ (x1, . . . , xs′)L
Λ0,Λ0(OB(xs′)) . (5.34)
We now use the definition of the remainder functional (5.8) to replace the sum over OPE coeffi-
cients, and again the definition (4.5) together with the vanishing of the not-oversubtracted almost
disconnected functionals at Λ = Λ0 (4.4) to obtain
GΛ0,Λ0D
(
s′⊗
k=1
OAk(xk)
)
= RΛ0,Λ0D
(
s′⊗
k=1
OAk(xk)
)
. (5.35)
However, Proposition 21 shows that both sides are equal for D ≤ [O′A], and thus the proposition
is proven.
6 Parameter derivatives of functionals
In this section, we derive explicit formulas for the derivative of functionals with insertions of com-
posite operators with respect to a coupling constant g appearing in the interaction Lagrangian.
Since the OPE coefficients are given by evaluating the disconnected functionals with insertions at
a fixed point (5.7), we thus also obtain a formula for the g-derivative of the OPE coefficients.
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Proposition 24. For each parameter g appearing in the interaction Lagrangian LΛ0 but not the
covariance CΛ,Λ0MN , there exist (possibly g-dependent) coefficients IE which are nonvanishing only
for 1 ≤ [OE ] ≤ 4, such that defining the “interaction operator” OI by (1.2.3)
OI ≡
∑
E
IEOE (6.1)
we have
∂gL
Λ,Λ0 =
∫
LΛ,Λ0(OI(y)) d4y (6.2)
for all Λ ≥ 0, which should be understood as a shorthand for the hierarchy of identities obtained
when we expand the above equations in external fields and antifields to an arbitrary loop order l.
To show this identity, we first expand in external fields, antifields and ~, perform a Fourier
transformation and use the shift property (2.24) to isolate the y dependence of the functional with
one insertion and perform the y integral. This leaves us with
(2pi)4δ4
(
m+n∑
i=1
qi
)
∂gLΛ,Λ0,lKL‡ (q) =
∫
e−iy
∑m+n
i=1 qiLΛ,Λ0,l
KL‡ (OI(0); q) d4y
= (2pi)4δ4
(
m+n∑
i=1
qi
)
LΛ,Λ0,l
KL‡ (OI(0); q) .
(6.3)
Removing the momentum-conserving δ distribution, the identity (6.2) follows if we can show that
both sides of
∂gLΛ,Λ0,lKL‡ (q) = L
Λ,Λ0,l
KL‡ (OI(0); q) (6.4)
(under the constraint that
∑m+n
i=1 qi = 0) fulfil the same flow equation and have the same boundary
conditions. This however is very easy: taking a derivative with respect to g of the flow equation (2.20)
for LΛ,Λ0 and noting that we interchange the derivatives w.r.t. Λ and g in any finite order l of
perturbation theory (since then LΛ,Λ0 is a formal power series in g if this is the case for LΛ0), we
obtain the same flow equation as for the functionals with one operator insertion. For all irrelevant
functionals with [K] + [L‡] + |w| > 4, the boundary conditions for the left-hand side are vanishing
at Λ = Λ0, which is also the case for the right-hand side if [OI ] ≤ 4, i. e., if the coefficients IE
vanish for [OE ] > 4. The boundary conditions for relevant and marginal functionals are then given
by evaluating the left-hand side at Λ = µ and vanishing momenta, and the exact g-dependence
of these conditions then determines the exact form of OI , respectively the IE . Note that while
the left-hand side vanishes for relevant functionals with [K] + [L‡] + |w| < 4 at Λ = 0 and
vanishing momenta, functionals with one operator insertion generically diverge at this point, and
we must give boundary conditions either at Λ = µ and vanishing momenta, or Λ = 0 but non-
exceptional momenta. Thus, since the relevant functionals of the left-hand side generically do not
vanish at Λ = µ, we cannot assert that [OI ] = 4 exactly, but only that [OI ] ≤ 4. Furthermore,
the coefficient of the unit operator is determined by only one boundary condition for marginal
functionals, namely when no external legs and no derivatives are present. However, by adding a
field-independent constant to the bare action we can always arrange that these functionals vanish,
such that no unit operator appears in OI . Since all basic fields have dimension ≥ 1, we thus must
also have [OI ] ≥ 1, i. e., the coefficients IE also vanish for [OE ] < 1.
Proposition 25. For each parameter g appearing in the interaction Lagrangian LΛ0 but not the
covariance CΛ,Λ0MN and all (monomial) composite operators OA, we have
∂gL
Λ,Λ0(OA(x)) =
∫
FΛ,Λ0[OA]+∆(OI(y)⊗OA(x)) d
4y (6.5)
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for all Λ ≥ Λ1 with an arbitrary 0 < Λ1 ≤ µ, with the composite operator OI of Proposition 24.
Again, this identity should be understood as a shorthand for the hierarchy of identities obtained
when we expand the above equations in external fields and antifields to an arbitrary loop order l.
Especially, since Λ1 is arbitrary we obtain in the physical limit
∂gL
0,∞(OA(x)) = lim
Λ→0
∫
FΛ,∞[OA]+∆(OI(y)⊗OA(x)) d
4y . (6.6)
Expanding in external fields, antifields and ~ and using the shift property (2.24) to bring the
insertion of OA(x) to x = 0, we have to show that
∂gLΛ,Λ0,lKL‡ (OA(0); q) =
∫
FΛ,Λ0,l
KL‡;[OA]+∆(OI(y − x)⊗OA(0); q) d
4y . (6.7)
For two composite operator insertions and D = [OA] + ∆, the function ΞΛ,Λ1 appearing in the
bounds (4.1.2) for FΛ,Λ0,l
KL‡;D(OI(y − x)⊗OA(0); q) which governs the x dependence reduces to
(µ|y − x|)−([OI ]−∆++ρ)
(
µ
Λ1
)[OI ]−∆++ρ
(6.8)
for all 0 <  < ∆ and all ρ ≥ 0, since Λ ≥ Λ1. Thus the y integral converges absolutely: in the UV
region where µ|y − x| ≤ 1, we choose ρ = 0. Since [OI ] ≤ 4, we have
[OI ]−∆ + + ρ ≤ 4−∆ +  < 4 , (6.9)
and the integral over this region is absolutely convergent. In the IR region where µ|y − x| > 1, we
choose ρ = 4 such that
[OI ]−∆ + + ρ > 4 , (6.10)
since ∆ ≤ 1 and [OI ] ≥ 1, and the integral over this region is also absolutely convergent. We thus
can also shift the integration variable y → y+x. The identity (6.7) then follows if we can show that
both sides fulfill the same flow equation and the same boundary conditions. For this, we have to
exchange the Λ derivative and the y integral, which is allowed if ∂ΛFΛ,Λ0,lKL‡;[OA]+∆(OI(y)⊗OA(0); q)
is absolutely integrable. However, the bounds (4.1.5) for the Λ derivative have the same x depen-
dence as the bounds (4.1.2) for the functional itself, and thus the Λ derivative is also absolutely
integrable. Taking a derivative with respect to g of the flow equation for LΛ,Λ0(OA(0)) and using
Proposition 24 [or, more directly, equation (6.3)], we then obtain the same flow equation for both
sides of (6.7). The boundary conditions for the left-hand side are then given by equation (4.2),
vanishing at Λ = Λ0 for irrelevant functionals which have [K] + [L‡] + |w| > [OA], and given by
some g-independent terms at Λ = µ and vanishing momenta for marginal and relevant functionals
with [K]+[L‡]+ |w| ≤ [OA]. Thus, the term on the left-hand side of the identity (6.7) has vanishing
boundary conditions at Λ = µ and vanishing momenta for [K] + [L‡] + |w| ≤ [OA], which coincides
with the boundary conditions of the term on the right-hand side if D = [OA] + ∆, as claimed in
equation (6.7), such that the proposition follows.
Corollary 26. Under the conditions and with the notation of Proposition 25, we have
~∂gLΛ,Λ0(OA(x)) =
∫ [
~FΛ,Λ0(OI(y)⊗OA(x))
+
∑
E
IE
∑
C : [OC ]≤[OA]
Cµ,Λ0;CEA (y, x)LΛ,Λ0(OC(x))
]
d4y .
(6.11)
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Especially, since Λ1 is arbitrary we obtain in the physical limit
~∂gL0,∞(OA(x)) = lim
Λ→0
∫ [
~FΛ,∞(OI(y)⊗OA(x))
+
∑
E
IE
∑
C : [OC ]≤[OA]
Cµ,∞;CEA (y, x)LΛ,∞(OC(x))
]
d4y .
(6.12)
This just reexpresses the equality (6.5) in terms of non-oversubtracted functionals and partial
OPE sums. We first express the oversubtracted functional of Proposition 25 as
~FΛ,Λ0[OA]+∆(OI(y)⊗OA(x)) = L
Λ,Λ0(OI(y))LΛ,Λ0(OA(x))−GΛ,Λ0[OA]+∆(OI(y)⊗OA(x)) . (6.13)
Sincer [OI ] ≥ 1 we have [OA] + ∆ < [OI ] + [OA], and Proposition 21 shows that thus
GΛ,Λ0[OA]+∆(OI(y)⊗OA(x)) = R
Λ,Λ0
[OA]+∆(OI(y)⊗OA(x)) . (6.14)
By the definition of the remainder functional (5.8) and the interaction operator (1.2.3), we then
obtain
~FΛ,Λ0[OA]+∆(OI(y)⊗OA(x)) = L
Λ,Λ0(OI(y))LΛ,Λ0(OA(x))−GΛ,Λ0(OI(y)⊗OA(x))
+
∑
E
IE
∑
C : [OC ]<[OA]+∆
Cµ,Λ0;CEA (y, x)LΛ,Λ0(OC(x))
= ~FΛ,Λ0(OI(y)⊗OA(x)) +
∑
E
IE
∑
C : [OC ]≤[OA]
Cµ,Λ0;CEA (y, x)LΛ,Λ0(OC(x)) ,
(6.15)
and the proposition is proven.
Proposition 27. For each parameter g appearing in the interaction Lagrangian LΛ0 but not the
covariance CΛ,Λ0MN , all (monomial) composite operators OAk and s ≥ 2, we have
~∂gFΛ,Λ0
(
s⊗
k=1
OAk(xk)
)
=
∫ [
− FΛ,Λ0
(
s⊗
k=1
OAk(xk)⊗OI(y)
)
+ FΛ,Λ0
(
s⊗
k=1
OAk(xk)
)
LΛ,Λ0(OI(y))
+
s∑
k=1
FΛ,Λ0(OAk(xk)⊗OI(y))
∏
l∈{1,...,s}\{k}
LΛ,Λ0(OAl(xl))
+
s∑
l=1
∑
E
IE
∑
C : [OC ]≤[OAl ]
Cµ,Λ0;CEAl (y, xl)FΛ,Λ0
 ⊗
k∈{1,...,s}\{l}
OAk(xk)⊗OC(xl)
] d4y
(6.16)
for all Λ ≥ Λ1, with the composite operator OI of Proposition 24. Again, this identity should
be understood as a shorthand for the hierarchy of identities obtained when we expand the above
equations in external fields and antifields to an arbitrary loop order l.
Before we present the proof, note that using the relation (4.5), Proposition 25 and equa-
tion (6.15) this proposition leads to
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Corollary 28. For each parameter g appearing in the interaction Lagrangian LΛ0 but not the
covariance CΛ,Λ0MN , all (monomial) composite operators OAk and s ≥ 2, we have
~∂gGΛ,Λ0
(
s⊗
k=1
OAk(xk)
)
=
∫ [
−GΛ,Λ0
(
s⊗
k=1
OAk(xk)⊗OI(y)
)
+GΛ,Λ0
(
s⊗
k=1
OAk(xk)
)
LΛ,Λ0(OI(y))
+
s∑
k=1
∑
E
IE
∑
C : [OC ]≤[OAk ]
Cµ,Λ0;CEAk (y, xk)GΛ,Λ0
 ⊗
l∈{1,...,s}\{k}
OAl(xl)⊗OC(xk)
] d4y
(6.17)
for all Λ ≥ Λ1, with the composite operator OI of Proposition 24. Again, this identity should be
understood as a shorthand for the hierarchy of identities obtained when we expand the above equa-
tions in external fields and antifields to an arbitrary loop order l. Especially, since Λ1 is arbitrary
we obtain in the physical limit
~∂gG0,∞
(
s⊗
k=1
OAk(xk)
)
= lim
Λ→0
∫ [
−GΛ,∞
(
s⊗
k=1
OAk(xk)⊗OI(y)
)
+GΛ,∞
(
s⊗
k=1
OAk(xk)
)
LΛ,∞(OI(y))
+
s∑
k=1
∑
E
IE
∑
C : [OC ]≤[OAk ]
Cµ,∞;CEAk (y, xk)GΛ,∞
 ⊗
l∈{1,...,s}\{k}
OAl(xl)⊗OC(xk)
] d4y .
(6.18)
Again, we first have to show that the y integral is absolutely convergent. To show equality, we
then simply show that both sides fulfill the same flow equation and boundary conditions, for which
we also need absolute convergence of its Λ derivative. Since we have already shown the absolute
convergence of the y integral (and its Λ derivative) appearing in equation (6.5) of Proposition 25,
it follows that the y integral of equation (6.16) is absolutely convergent if the y integral of equa-
tion (6.17) converges absolutely, and vice versa, and the same is true for its Λ derivative. In the
same way, afterwards we can show equality of flow equations and boundary conditions for any of
the two claimed identities, and equality follows for both. It turns out that absolute convergence is
easier to show for equation (6.17), which we do now. There are various UV regions Ωk where y lies
close to some xk,
Ωk ≡
{
y : |xk − y| ≤ inf1≤l<l′≤s
|xl − xl′ |
2
}
, (6.19)
which are all disjoint on account of the factor 1/2, and the IR region
Ω0 ≡ R4 \ (Ω1 ∪ · · · ∪ Ωs) . (6.20)
For the IR region, we use the definition of the partially oversubtracted disconnected function-
als (4.8) to obtain
GΛ,Λ0D
(
s⊗
k=1
OAk(xk)
)
LΛ,Λ0(OI(y)) = ~HΛ,Λ0D
(
s⊗
k=1
OAk(xk);OI(y)
)
+GΛ,Λ0D
(
s⊗
k=1
OAk(xk);OI(y)
)
(6.21)
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for an arbitrary D ≥ 0. Proposition 23 shows that for D = 0, the last functional reduces to
GΛ,Λ0(
⊗s
k=1OAk(xk)⊗OI(y)), such that the y integral over this region reduces to∫
Ω0
∑
E
IE
[
~HΛ,Λ0
(
s⊗
k=1
OAk(xk);OE(y)
)
+
s∑
k=1
∑
C : [OC ]≤[OAk ]
Cµ,Λ0;CEAk (y, xk)GΛ,Λ0
 ⊗
l∈{1,...,s}\{k}
OAl(xl)⊗OC(xk)
] d4y . (6.22)
The bounds (4.2.2) show that the x-dependence of the first term is given by(
µ
Λ1
)[OA]+[OE ]++ρ
sup
1≤i≤s
(µ|xi − y|)−[OA]−[OE ]−−ρ sup
[
1,ΞΛ,Λ1r+ρ,[OA]+(x)
]
, (6.23)
since Λ ≥ Λ1, where ΞΛ,Λ1 is defined by (4.1.3), where r is the smallest integer such that r >
[OA] + [OE ] and where ρ ≥ 0 is arbitrary. Choosing thus ρ = 4, we see that the integral of this
term is absolutely convergent. For the OPE coefficients in the second line, we use expression (5.21),
noting that the sum is empty since [OC ] ≤ [OAk ], and the definition (4.5) of the oversubtracted
disconnected functionals to obtain
Cµ,Λ0;CEAk (y, xk) = DC0
[
Lµ,Λ0(OAk(xk))Lµ,Λ0(OE(y))− ~Fµ,Λ0[OC ] (OAk(xk)⊗OE(y))
]
. (6.24)
Since [OC ] ≤ [OAk ] and [OE ] ≥ 1 (since otherwise the coefficients IE vanish), the boundary
conditions (4.2) show that the first term vanishes. The bounds (4.1.2) then show that the x-
dependence of the second functional is given by
ΞΛ,Λ1[OC ],[OAk ]+[OE ]−[OC ]+(x, y) = (µ|xk − y|)
−[OAk ]−[OE ]+[OC ]−−ρ
(
µ
Λ1
)[OAk ]+[OE ]−[OC ]++ρ
(6.25)
for an arbitrary ρ ≥ 0, since Λ ≥ Λ1, the number of derivatives |w| contained in OC is less than
D = [OC ], and thus sup(|w|, D) = [OC ] and D = [OC ] < [OAk ] + [OE ]. Thus, choosing again ρ = 4
shows that also the integral of these terms is absolutely convergent, and thus the whole integral
over the IR region.
We now turn to the UV regions, and choose some fixed Ωk. Using Proposition 23, we can
combine the first term of the integrand with one of the sums involving OPE coefficients, namely
the one involving xk, which results in a term
GΛ,Λ0[OAk ]+∆
OI(y)⊗OAk(xk); ⊗
l∈{1,...,s}\{k}
OAl(xl)
 (6.26)
since the smallest difference between operator dimensions is ∆, and thus [OC ] ≤ [OAk ] is equivalent
to [OC ] < [OAk ] + ∆. Using then also the definition of the partially oversubtracted disconnected
functionals (4.8) and the one of the oversubtracted disconnected functionals (4.5), the y integral
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over this UV region reduces to
∫
Ωk
∑
E
IE
~HΛ,Λ0[OAk ]+∆
OE(y)⊗OAk(xk); ⊗
l∈{1,...,s}\{k}
OAl(xl)

+ ~FΛ,Λ0[OAk ]+∆(OE(y)⊗OAk(xk))G
Λ,Λ0
 ⊗
l∈{1,...,s}\{k}
OAl(xl)

+ LΛ,Λ0(OE(y))
GΛ,Λ0( s⊗
l=1
OAl(xl)
)
− LΛ,Λ0(OAk(xk))GΛ,Λ0
 ⊗
l∈{1,...,s}\{k}
OAl(xl)

+
∑
l∈{1,...,s}\{k}
∑
C : [OC ]≤[OAl ]
Cµ,Λ0;CEAl (y, xl)GΛ,Λ0
 ⊗
l′∈{1,...,s}\{l}
OAl′ (xl′)⊗OC(xl)
d4y .
(6.27)
The bounds (4.2.2) show that the x-dependence of the first line is given by(
µ
Λ1
)[OA]+[OE ]++ρ[
µ inf
l∈{1,...,s}\{k}
inf(|y − xl|, |xk − xl|)
]−[OA]−[OE ]−−ρ
× sup
[
1, (µ|y − xk|)−([OE ]−∆+)−ρ
′
(
µ
Λ1
)[OE ]−∆++ρ′]
× sup
[
1,ΞΛ,Λ1r+ρ,[OA]−[OAk ]+(x1, . . . , xk−1, xk+1, . . . , xs)
]
(6.28)
since Λ ≥ Λ1, where ΞΛ,Λ1 is defined by (4.1.3), where r is the smallest integer such that r >
[OA] + [OE ] and where ρ, ρ′ ≥ 0 are arbitrary. From the definition of the UV region Ωk (6.19) we
obtain
|y − xl| ≥ inf1≤l<l′≤s
|xl − xl′ |
2 (6.29)
for all l 6= k, such that the first term in equation (6.28) can be estimated independently of y. For
the second term, since 1 ≤ [OE ] ≤ 4 (because otherwise the coefficients IE vanish), 0 < ∆ ≤ 1 and
0 <  < ∆ taking ρ′ = 0 we obtain [OE ] −∆ +  < 4, and thus the y integral over the first line is
absolutely convergent. For the second line, the bounds (4.1.2) show that the x-dependence is given
by
(µ|y − xk|)−([OE ]−∆+)−ρ
(
µ
Λ1
)[OE ]−∆++ρ
(6.30)
for an arbitrary ρ ≥ 0, and taking ρ = 0 the y integral of the second line is also absolutely
convergent. Using the shift property (2.24), one sees that also the integral of the third line is
absolutely convergent. For the OPE coefficients in the last line, we again use the expression (6.24)
and obtain the bounds (6.25). Since by definition the UV regions are disjoint, these bounds are
finite for y ∈ Ωk for all xl 6= xk, and thus also the integral of these terms is absolutely convergent.
Furthermore, since the bounds (4.2.4) for the Λ derivative of the partially oversubtracted almost
disconnected functionals have the same x-dependence as the bounds (4.2.2) for the functionals
themselves, and the bounds (4.1.5) for the Λ derivative of the oversubtracted almost disconnected
functionals have the same x-dependence as the bounds (4.1.2) for the functionals themselves, also
the integral over the Λ derivative is absolutely convergent, and thus we can interchange the y
integration and the derivative with respect to Λ.
It thus remains to compare flow equations and boundary conditions, which is easier for equa-
tion (6.16). Since FΛ0,Λ0(
⊗s
k=1OAk(xk)) = 0, both sides of the equation vanish for Λ = Λ0. We
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thus only have to check equality of flow equations. We start with the term on the left-hand side and
the first term on the right-hand side. Applying ∂g on the flow equation (4.3) and exchanging both
derivatives (since the functionals are formal power series in g), we use equation (6.2) to replace
∂gL
Λ,Λ0 and equation (6.5) to replace all occurrences of ∂gLΛ,Λ0(OA) and obtain
∂Λ∂gF
Λ,Λ0
(
s⊗
k=1
OAk(xk)
)
= ~2
〈
δ
δφK
,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
〉
∂gF
Λ,Λ0
(
s⊗
k=1
OAk(xk)
)
−
〈
δ
δφK
LΛ,Λ0 ,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
∂gF
Λ,Λ0
(
s⊗
k=1
OAk(xk)
)〉
−
〈
δ
δφK
∫
LΛ,Λ0(OI(y)) d4y,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
FΛ,Λ0
(
s⊗
k=1
OAk(xk)
)〉
−
s∑
l=1
∑
1≤k<k′≤s
k 6=l 6=k′
〈
δ
δφK
LΛ,Λ0(OAk(xk)),
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
LΛ,Λ0
(OAk′ (xk′))〉
×
∫
FΛ,Λ0[OAl ]+∆
(OI(y)⊗OAl(xl)) d4y
∏
k′′∈{1,...,s}\{k,k′,l}
LΛ,Λ0
(OAk′′ (xk′′))
−
s∑
l=1
∑
k∈{1,...,s}\{l}
〈
δ
δφK
∫
FΛ,Λ0[OAl+∆]
(OI(y)⊗OAl(xl)) d4y,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
LΛ,Λ0(OAk(xk))
〉
×
∏
k′∈{1,...,s}\{k,l}
LΛ,Λ0
(OAk′ (xk′)) . (6.31)
Some terms of this equation are not present for a low number of insertions: if s = 2, both the
last line and the product in the penultimate one are absent, and for s = 3 the product in the
last line is absent. We can then perform the y integrals last: in the third line, this follows because
of the shift property (2.24) which implies that the integral over y only gives a δ distribution as
in equation (6.3); in the fourth line nothing needs to be done, and in the fifth line because the
bound (4.1.2) for the partially connected functionals and the bound (2.19) for the covariance imply
absolute convergence of the y integral and the momentum integral hidden in the scalar product
〈·, ·〉 when they are done in any order. To derive the flow equation for the remaining terms on the
right-hand side, we exchange the derivative with respect to Λ with the y integral, which is allowed
because of the absolute convergence as proven earlier. To shorten notation, we denote the integrand
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by JΛ,Λ0(
⊗s
k=1OAk(xk)⊗OI(y)). Using again the flow equation (4.3), we derive
∂ΛJ
Λ,Λ0
(
s⊗
k=1
OAk(xk)⊗OI(y)
)
= ~2
〈
δ
δφK
,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
〉
JΛ,Λ0
(
s⊗
k=1
OAk(xk)⊗OI(y)
)
−
〈
δ
δφK
LΛ,Λ0 ,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
JΛ,Λ0
(
s⊗
k=1
OAk(xk)
)〉
− ~
〈
δ
δφK
LΛ,Λ0(OI(y)),
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
FΛ,Λ0
(
s⊗
k=1
OAk(xk)
)〉
−
s∑
l=1
∑
1≤k<k′≤s
k 6=l 6=k′
〈
δ
δφK
LΛ,Λ0(OAk(xk)),
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
LΛ,Λ0
(OAk′ (xk′))〉
×
∏
k′′∈{1,...,s}\{l,k,k′}
LΛ,Λ0
(OAk′′ (xk′′))
×
[
~FΛ,Λ0(OAl(xl)⊗OI(y)) +
∑
C : [OC ]≤[OAl ]
Cµ,Λ0;CgAl (y, xl)LΛ,Λ0(OC(xl))
]
−
s∑
l=1
∑
k∈{1,...,s}\{l}
〈
δ
δφK
[
~FΛ,Λ0(OAl(xl)⊗OI(y)) +
∑
E
IE
∑
C : [OC ]≤[OAl ]
Cµ,Λ0;CEAl (y, xl)LΛ,Λ0(OC(xl))
]
,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
LΛ,Λ0(OAk(xk))
〉 ∏
k′∈{1,...,s}\{k,l}
LΛ,Λ0
(OAk′ (xk′)) .
(6.32)
Using equation (6.15) to convert the sums in the last two lines into oversubtracted partially con-
nected functionals, it follows that
∫
JΛ,Λ0(
⊗s
k=1OAk(xk)⊗OI(y)) d4y satisfies the same flow equa-
tion as ~∂gFΛ,Λ0(
⊗s
k=1OAk(xk)), and the proposition is proven.
With all this preparation, we are ready to state the main result of this section:
Proposition 29. For each parameter g appearing in the interaction Lagrangian LΛ0 but not the
covariance CΛ,Λ0MN , all (monomial) composite operators OAk and s ≥ 2, the derivative of the OPE
coefficients with respect to g can be expressed as
~∂gCµ,Λ0;BA1···As(x) =
∫ ∑
E
IE
[
− Cµ,Λ0;BEA1···As(y,x) +
∑
C : [OC ]<[OB ]
Cµ,Λ0;CA1···As(x)C
µ,Λ0;B
EC (y, xs)
+
s∑
k=1
∑
C : [OC ]≤[OAk ]
Cµ,Λ0;CEAk (y, xk)C
µ,Λ0;B
A1···Ak−1CAk+1···As(x)
]
d4y ,
(6.33)
with the coefficients IE of Proposition 24.
To prove the proposition, we apply a derivative with respect to g on the recursive definition of
the OPE coefficients (5.7), use Propositions 26 and 28 to replace the g derivatives, the relation (4.5)
to replace all partially connected functionals and the definition (1.2.3) of the interaction operator
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OI , and obtain
~∂gCµ,Λ0;BA1···As(x) = DB0
∫ ∑
F
IF
[
−Gµ,Λ0
(
s⊗
k=1
OAk(xk)⊗OF (y)
)
+
Gµ,Λ0( s⊗
k=1
OAk(xk)
)
−
∑
C : [OC ]<[OB ]
Cµ,Λ0;CA1···As(x)Lµ,Λ0(OC(xs))
Lµ,Λ0(OF (y))
+
∑
C : [OC ]<[OB ]
Cµ,Λ0;CA1···As(x)
Gµ,Λ0(OF (y)⊗OC(xs))− ∑
E : [OE ]≤[OC ]
Cµ,Λ0;EFC (y, xs)Lµ,Λ0(OE(xs))

+
s∑
k=1
∑
C : [OC ]≤[OAk ]
Cµ,Λ0;CFAk (y, xk)Gµ,Λ0
 ⊗
l∈{1,...,s}\{k}
OAl(xl)⊗OC(xk)
] d4y
− ~DB0
∑
C : [OC ]<[OB ]
∂gCµ,Λ0;CA1···As(x)Lµ,Λ0(OC(xs)) .
(6.34)
From the recursive definition of the OPE coefficients (5.7) we obtain by adding and subtracting
the same term and using the boundary conditions for functionals with one insertion of a composite
operator (4.2) that
Cµ,Λ0;BA1···As(x) = DB0
Gµ,Λ0( s⊗
k=1
OAk(xk)
)
−
∑
C : [OC ]≤[OB ]
Cµ,Λ0;CA1···As(x)Lµ,Λ0(OC(xs))

+
∑
C : [OC ]=[OB ]
Cµ,Λ0;CA1···As(x)δBC
(6.35)
(since the functionals with one insertion of a composite operator are translation invariant at zero
momentum according to the shift property (2.24), and thus do not depend on xs), and thus
DB0 Gµ,Λ0
(
s⊗
k=1
OAk(xk)
)
= DB0
∑
C : [OC ]≤[OB ]
Cµ,Λ0;CA1···As(x)Lµ,Λ0(OC(xs)) . (6.36)
which allows us to replace the terms involving the disconnected functionals of equation (6.34) by
finite sums over OPE coefficients and functionals with one insertion. Because of the boundary
conditions (4.2), we can actually extend the sum on the right-hand side, including an arbitrary
number of operators OC with [OC ] > [OB]. From this, we conclude that
DB0
Gµ,Λ0( s⊗
k=1
OAk(xk)
)
−
∑
C : [OC ]<[OB ]
Cµ,Λ0;CA1···As(x)Lµ,Λ0(OC(xs))
Lµ,Λ0(OF (y))

=
∑
B′≤B
cBB′DB′0
Gµ,Λ0( s⊗
k=1
OAk(xk)
)
−
∑
C : [OC ]<[OB ]
Cµ,Λ0;CA1···As(x)Lµ,Λ0(OC(xs))
DB−B′0 Lµ,Λ0(OF (y))
= 0 , (6.37)
since the first term vanishes whenever [OB′ ] < [OB] according to the above, while the second term
vanishes whenever [OB] − [OB′ ] < [OF ] according to the boundary conditions (4.2), but we have
[OF ] ≥ 1 since otherwise the coefficients IF vanish. Replacing the disconnected functionals of
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equation (6.34) according to these formulas, we obtain (renaming summation indices)
~∂gCµ,Λ0;BA1···As(x) = DB0
∑
C : [OC ]≤[OB ]
Lµ,Λ0(OC(xs))
∫ ∑
F
IF
[ ∑
E : [OE ]<[OC ]
Cµ,Λ0;EA1···As(x)C
µ,Λ0;C
FE (y, xs)
− Cµ,Λ0;CFA1···As(y,x) +
s∑
k=1
∑
E : [OE ]≤[OAk ]
Cµ,Λ0;EFAk (y, xk)C
µ,Λ0;C
A1···Ak−1EAk+1···As(x)
]
d4y
− ~DB0
∑
C : [OC ]<[OB ]
∂gCµ,Λ0;CA1···As(x)Lµ,Λ0(OC(xs)) . (6.38)
Using that because of the boundary conditions (4.2) we have
DB0
∑
C : [OC ]=[OB ]
∂gCµ,Λ0;CA1···As(x)Lµ,Λ0(OC(xs)) = ∂gC
µ,Λ0;B
A1···As(x) (6.39)
to combine the terms in the last line with the one on the left-hand side of equation (6.38), we finally
arrive at
~
∑
C : [OC ]≤[OB ]
∂gCµ,Λ0;CA1···As(x)DB0 Lµ,Λ0(OC(xs))
=
∑
C : [OC ]≤[OB ]
DB0 Lµ,Λ0(OC(xs))
∫ ∑
F
IF
[
− Cµ,Λ0;CFA1···As(y,x) +
∑
E : [OE ]<[OC ]
Cµ,Λ0;EA1···As(x)C
µ,Λ0;C
FE (y, xs)
+
s∑
k=1
∑
E : [OE ]≤[OAk ]
Cµ,Λ0;EFAk (y, xk)C
µ,Λ0;C
A1···Ak−1EAk+1···As(x)
]
d4y .
(6.40)
We now show that (6.33) follows from equation (6.40) by induction in [OB]. We start with [OB] = 0,
which means B = 1. Thus, the sums over C in equation (6.40) reduce to the single term C = 1,
and the boundary conditions (4.2) show that
DB0 Lµ,Λ0(OC(xs)) = 1 (6.41)
such that equation (6.33) follows in this case. Assume thus that equation (6.33) holds for all B with
[OB] < D, and take an arbitrary B′ with [OB′ ] = D. Splitting the sums in equation (6.40) into
terms of dimension smaller than and equal to D, the terms of dimension smaller than D cancel by
the induction hypothesis (6.33), while for the terms with dimension equal to D we use that
DB′0 Lµ,Λ0(OC(xs)) = δB
′
C (6.42)
according to the boundary conditions (4.2) and the fact that at zero momentum, the functionals
with one insertion are independent of xs according to the shift property (2.24). Thus equation (6.33)
follows also for B′, and since B′ was arbitrary for all terms of dimension equal to D.
Finally, we can show also associativity of the OPE coefficients:
Proposition 30. Under the conditions and with the notations of Proposition 29, we have
Cµ,Λ0;BA1···As(x) =
∑
C
Cµ,Λ0;CA1···Ak(x1, · · · , xk)C
µ,Λ0;B
CAk+1···As(xk, · · · , xs) (6.43)
for all insertion points xi such that
max
1≤i<k
|xi − xk| < min
k<j≤s
|xj − xk| . (6.44)
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The proof can be taken over from the work of Holland and Hollands [7], and involves two
ingredients: the recursion formula for the OPE coefficients (6.33), which is exactly the same as for
the scalar field theory considered in Ref. [7], and the OPE coefficients of the free theory, which
is different since they consider massive scalar theory while our OPE coefficients are defined in a
massless theory at fixed IR cutoff µ. However, the only relevant estimate is [Ref. [7], Eq. (A8)]∣∣∣∂uC0,∞m2 (x)∣∣∣ ≤ ( 4x2
)(|u|+δ)/2+1 Γ(|u|+ δ + 1)
4pi2mδ (6.45)
for any δ ∈ [0, 1] and any multiindex u. In our case, the covariance with fixed IR cutoff can be
written as the heat kernel integral
Cµ,∞0 (x) =
1
16pi2
∫ µ−2
0
t−2e−
x2
4t dt , (6.46)
which together with the inequality [Ref. [4], Eq. (56)]∣∣∣∣∂ue−x24t ∣∣∣∣ ≤ 2(2t)− |u|2 √|u|!e−x28t (6.47)
leads to
|∂uCµ,∞0 (x)| ≤
√|u|!
8pi2 2
− |u|2
∫ µ−2
0
t−2−
|u|
2 e−
x2
8t dt ≤
√|u|!
8pi2 2
− |u|2 µ−δ
∫ ∞
0
t−2−
|u|+δ
2 e−
x2
8t dt
≤
(
4
x2
)(|u|+δ)/2+1 Γ(|u|+ δ + 1)
4pi2µδ ,
(6.48)
such that we obtain exactly the same estimate with µ instead of m, and the proposition is proven.
7 Identities for gauge theories
We now consider the interplay between the OPE and gauge theories. First, we want to show gauge
invariance for the OPE coefficients, at least asymptotically. Since the functionals with insertions
fulfill the appropriate Ward identities only in the physical limit Λ0 →∞, we also except that also
the OPE coefficients are gauge invariant only in this limit. The proper statement is given by
Proposition 31. The OPE coefficients are gauge invariant to all asymptotic orders, i. e., for all
composite operators OAk , all D ≥ 0 and all composite operators OB with [OB] < D+ 1, they fulfil
lim
τ→0
τ [OA]−D+δKBA1···As;D(τx) = 0 (7.1)
for all δ > 0, where
KBA1···As;D(x) ≡
s∑
k=1
∑
C : [OC ]≤[OAk ]+1
QAkCCµ,∞;BA1···Ak−1CAk+1···As(x)−
∑
C : [OC ]<D
QCBCµ,∞;CA1···As(x)
− ~
∑
1≤k<l≤s
∑
E : [OE ]≤[OAk ]+[OAl ]−3
Cµ,∞;BA1···Ak−1EAk+1···Al−1Al+1···As(x)
×
∑
w : |w|=[OAk ]+[OAl ]−[OE ]−3
BE,wAkAl∂wxkδ4(xk − xl) .
(7.2)
The elements of the nilpotent “quantum BRST matrix” QCB are defined as the expansion co-
efficients of the quantum BRST differential qˆ in monomials, given by equation (1.1.5). Since qˆ
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increases the dimension by one, and thus QAB = 0 if [OB] > [OA] + 1, the sum over B can also be
extended to all B. Similarly, the elements of the “quantum BV bracket matrix” BC,wAB are defined as
the expansion coefficients of the quantum BV bracket (·, ·)~ (1.1.6), and since the coefficients BC,wAB
vanish for |w| 6= [OA] + [OB] − [OC ] − 3 and thus for [OC ] > [OA] + [OB] − 3, such that also the
restrictions in the sum over C and w can be removed.
To prove this invariance, we again choose w.l.o.g. xs = 0 and apply sˆ0 on the definition of
the remainder functional (5.8) for Λ = 0 and Λ0 = ∞ (which we know exists for non-exceptional
momenta). Using that the action of sˆ0 on the disconnected functionals is given by the Ward iden-
tity (3.3.4), we can apply the OPE again to the functionals on the right-hand side of that equation,
in the form of the definition of the remainder functional (5.8) but this time with D′ = D + 1, and
use the definition (1.1.5) to obtain
s∑
l=1
∑
C : [OC ]<D+1
∑
E : [OE ]≤[OAl ]+1
QAlECµ,∞;CA1···Al−1EAl+1···As(x)L0,∞(OC(0))
=
∑
C : [OC ]<D
∑
E : [OE ]≤[OC ]+1
QCECµ,∞;CA1···As(x)L0,∞(OE(0))
+ ~
∑
1≤l<l′≤s
∑
C : [OC ]<D+1
∑
E : [OE ]≤[OAl ]+[OAl′ ]−3
Cµ,∞;CA1···Al−1EAl+1···Al′−1Al′+1···As(x)
×
∑
w
BE,wAlAl′∂
w
xl
δ4(xl − xl′)L0,∞(OC(0))
+ sˆ0R0,∞D
(
s⊗
k=1
OAk(xk)
)
−
s∑
l=1
R0,∞D+1
 ⊗
k∈{1,...,s}\{l}
OAk(xk)⊗ (qˆOAl)(xl)

+ ~
∑
1≤l<l′≤s
R0,∞D+1
 ⊗
k∈{1,...,s}\{l,l′}
OAk(xk)⊗
(OAl(xl),OAl′ (xl′))~
 .
(7.3)
Since QCE = 0 if [OE ] > [OC ] + 1, we can extend the sum over E in the second line up to
the maximum value of [OC ] without changing it and sum over all E with [OE ] < D + 1, and
then exchange the sums over C and E and rename indices to simplify the result. We now recall
the reader that the composite operators OA are defined by boundary conditions at Λ = µ and
vanishing momenta, i.e., by the boundary conditions (4.2). However, the above equation is given
for Λ = 0 where Ward identities were proven in Ref. [37]. We thus introduce a different set of
composite operators O˜A, for which the functionals with one insertion fulfill the same linear flow
equation, but satisfy the boundary conditions
DBpneL0,Λ0
(O˜A(0)) = δBAδl,0 for [O˜B] ≤ [O˜A] , (7.4a)
DBq LΛ0,Λ0
(O˜A(0)) = 0 for [O˜B] > [O˜A] (7.4b)
for some fixed non-exceptional momenta pne (depending on B). It has been shown in Ref. [37] and
argued in section 2 that there is a one-to-one correspondence between these two sets of composite
operators, so that there exists a “mixing matrix” ZAB such that
O˜A =
∑
B
ZABOB . (7.5)
Furthermore, since this is only a change in the boundary conditions for marginal and relevant
functionals, we have ZAB = 0 if [OB] > [O˜A] and the sum is finite. Because the correspondence is
one-to-one, the inverse of ZAB exists, and we have
OA =
∑
B
(Z−1)ABO˜B , (7.6)
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where the sum again only extends over B with [O˜B] ≤ [OA] since otherwise (Z−1)AB = 0. Because
of the linearity of the functionals with one operator insertion, we can then write
L0,∞(OC(0)) =
∑
F : [O˜F ]≤[OC ]
(Z−1)CFL0,∞
(O˜F (0)) . (7.7)
Applying DBpne with some B of dimension [O˜B] < D + 1 and using the boundary conditions (7.4),
we finally arrive at∑
C,F : [O˜F ]≤[OC ]<D+1
(Z−1)CFKCA1···As;D(x)DBpneL0,∞
(O˜F (0))
= DBpne
[
sˆ0R0,∞D
(
s⊗
k=1
OAk(xk)
)
−
s∑
l=1
R0,∞D+1
 ⊗
k∈{1,...,s}\{l}
OAk(xk)⊗ (qˆOAl)(xl)

+ ~
∑
1≤l<l′≤s
R0,∞D+1
 ⊗
k∈{1,...,s}\{l,l′}
OAk(xk)⊗
(OAl(xl),OAl′ (xl′))~
] .
(7.8)
Since sˆ0 only exchanges some external fields, and DBpne evaluates the functionals at some specific
value of the momenta and external fields, the asymptotic scaling in the xk of the remainder terms
on the right-hand side is unchanged by these operations according to Proposition 22. Replacing
the xk by τxk, multiplying by τ [OA]−D+δ for some arbitrary δ > 0 and taking the limit τ → 0, the
right-hand side vanishes according to equation (5.24), since [qˆOA] = [OA] + 1 and
[
(OAk ,OAl)~
]
=
[OAk ] + [OAl ] + 1. We therefore obtain
lim
τ→0
τ [OA]−D+δ
∑
C,F : [O˜F ]≤[OC ]<D+1
(Z−1)CFKCA1···As;D(τx)DBpneL0,∞
(O˜F (0)) = 0 . (7.9)
We choose now an arbitrary G with [OG] < D + 1, multiply this equation with ZBG and sum,
for each F , over all B with [O˜B] ≤ [O˜F ]. The boundary conditions (7.4) show that the last term
reduces to δBF , such that the sum over B collapses to a single term and we obtain
lim
τ→0
τ [OA]−D+δ
∑
C,F : [O˜F ]≤[OC ]<D+1
(Z−1)CFZFGKCA1···As;D(τx) = 0 . (7.10)
Since (Z−1)CF = 0 whenever [O˜F ] > [OC ], we can remove the restriction on the sum over F , and
then use that ∑
F
(Z−1)CFZFG = δGC . (7.11)
Because [OG] < D + 1 and we sum over all C with [OC ] < D + 1, the sum over C does not vanish
but reduces just to equation (7.1), and the proposition is proven.
The question is then how exactly this gauge invariance is related with the recursive definition
of the OPE coefficients according to Proposition 29. We first prove
Proposition 32. The integrals in Propositions 24–29 are unchanged under the substitution OI →
OI + ∂aO for an arbitrary multiindex a and composite operator O, provided [O] ≤ 4− |a|. Further-
more, qˆOI = dO for some composite operator O.
To prove the first part, we simply note that the restriction on [O] is such that the estimates
for the integrals appearing in these propositions are unchanged, such that they are still absolutely
convergent. Thus, adding a total derivative to OI and remembering the definition of the OPE
coefficients (5.21), we can use the second and third Lowenstein rules (5.3) and (5.4) to extract this
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derivative from the correlation functions and thus the OPE coefficients appearing in the integrals
of Propositions 24–29, since OI is never the last composite operator appearing in these coefficients.
The estimates for the integrals in Propositions 24–29 are then such that the y integral of a total
derivative vanishes, and the first part of the proposition is proven. For the second part, we apply
sˆ0 on equation (6.2) in the physical limit Λ = 0 and Λ0 =∞. Since sˆ0 is g-independent, using the
Ward identity (3.3.1) it follows that
0 =
∫
L0,∞((qˆOI)(y)) d4y . (7.12)
Thus, using the first Lowenstein rule (5.2), there exists a multiindex a with |a| = 1 and a composite
operator OI ,a such that
qˆOI = ∂aOI ,a , (7.13)
which proves the second part.
As a next step, we consider the g-dependence of the quantum BRST matrix, which is given by
Proposition 33. For each parameter g appearing in the interaction Lagrangian LΛ0 but not the
covariance CΛ,Λ0MN and all (monomial) composite operators OA, OB, the derivative of the quantum
BRST matrix with respect to g can be expressed as
~∂gQAB = ~
∑
E
IE
∑
C,w
(−1)|w|BC,wEA δ(OB, ∂wOC)
+
∫ ∑
E
IE
[ ∑
C : [OC ]≤[OA]
Cµ,∞;CEA (y, 0)QCB −
∑
C : [OB ]≤[OC ]≤[OA]+1
QACCµ,∞;BEC (y, 0)
]
d4y
(7.14)
with the coefficients IE of Proposition 24, assuming that the physical limit Λ → 0 can be taken
inside the integral in Proposition 25. Here, the expression δ(OB, ∂wOC) is equal to the number of
times OB appears in the expansion of ∂wOC in monomials.
While we haven’t been able to prove that the limit Λ → 0 can be taken inside the integral
in Proposition 25, this should hold on physical grounds. In massless theories, correlation functions
only decay as a power law at large distances, instead of exponentially as in massive theories. A
finite IR cutoff behaves as a mass in this sense, but the form of the bounds that we have derived
only show that the correlation functions decay faster than any polynomial in this case; thus, it
seems to be that the bounds are not (yet) sharp enough to pinpoint the power-law decay in the
massless case without IR cutoff. Since the Ward identities only hold in the unregulated theory,
taking Λ = 0 is inevitable, but one could imagine putting the theory in finite volume. Then, the
integral in Proposition 25 has no convergence properties at all in the IR (taking Λ1 = µ in the
appropriate bounds), and one can straightforwardly take the limit Λ→ 0 inside the integral. Since
the Ward identities will hold also in finite volume, one would arrive at a formula similar to (7.14) in
finite volume, and could then take the infinite-volume limit afterwards. Since the OPE coefficients
are defined at the scale µ, there are no IR convergence problems for the integrals in (7.14), and thus
one should arrive exactly at formula (7.14) in this way. Thus, we are convinced that the assumption
we are making in the proposition is only necessary because of technical reasons, and one could make
it completely rigorous with some additional work.
To prove the proposition, we apply sˆ0 to equation (6.12) for x = 0 and pulling the limit
Λ → 0 inside the integral, taking into account relation (4.5) between the partially connected and
disconnected functionals and the action of sˆ0 on the disconnected functionals (3.3.4). Since sˆ0 is
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g-independent, this results in
~∂gL0,∞(qˆOA(0)) =
∫ ~F 0,∞(OI(y)⊗ qˆOA(0)) +∑
E
IE
∑
C : [OC ]≤[OA]
Cµ,∞;CEA (y, 0)L0,∞(qˆOC(0))
d4y
+ ~
∫
G0,∞((OI(y),OA(0))~) d4y ,
(7.15)
where we also used Proposition 32, which shows the vanishing of some terms. We now insert the
definition of the quantum BRST matrix (1.1.5) and the quantum BV bracket matrix (1.1.6) and
use the multilinearity of the functionals with composite operator insertions, which results in
~
∑
B
(
∂gQAB
)
L0,∞(OB(0)) = ~
∑
C,w
∫
L0,∞(OC(y))BC,wgA ∂wy δ4(y) d4y − ~
∑
B
QAB∂gL0,∞(OB(0))
+
∫ ∑
E
IE
∑
B
QAB~F 0,∞(OE(y)⊗OB(0)) + ∑
C : [OC ]≤[OA]
Cµ,∞;CEA (y, 0)QCBL0,∞(OB(0))
d4y .
(7.16)
For the first term on the right-hand side, we integrate the |w| derivatives with respect to y by parts
and perform the y integral, while for the second term we use equation (6.11) again. Some terms
then cancel, and after renaming some summation indices and reordering we obtain in total
0 =
∫ ∑
B : [OB ]≤[OA]+1
[
~∂gQABδ4(y)−
∑
E
IE
(
~
∑
C,w
(−1)|w|BC,wEA δ(OB, ∂wOC)δ4(y)
+
∑
C : [OC ]≤[OA]
Cµ,∞;CEA (y, 0)QCB −
∑
C : [OB ]≤[OC ]≤[OA]+1
QACCµ,∞;BEC (y, 0)
)]
L0,∞(OB(0)) d4y ,
(7.17)
where we could restrict the sum over B since otherwise the terms in the sum vanish anyway.
We then again switch to the basis O˜A using equation (7.7), and apply DEpne with some E, which
results in
0 =
∫ ∑
B : [OB ]≤[OA]+1
[
~∂gQABδ4(y)−
∑
E
IE
(
~
∑
C,w
(−1)|w|BC,wgA δ(OB, ∂wOC)δ4(y)
+
∑
C : [OC ]≤[OA]
Cµ,∞;CEA (y, 0)QCB −
∑
C : [OB ]≤[OC ]≤[OA]+1
QACCµ,∞;BEC (y, 0)
)]
×
∑
F : [O˜F ]≤[OB ]
(Z−1)BFDEpneL0,∞
(O˜F (0)) d4y .
(7.18)
We choose now an arbitrary G with [OG] ≤ [OA]+1, multiply this equation with ZEG and sum, for
each F , over all E with [O˜E ] ≤ [O˜F ]. The boundary conditions (7.4) show that the last term reduces
to δEF , such that the sum over E collapses to a single term. Since (Z−1)BF = 0 if [O˜F ] > [OB],
we can remove the restriction on the sum over F and use equation (7.11) to obtain δGB . Since
[OG] ≤ [OA] + 1 and we sum over all B with [OB] ≤ [OA] + 1, the sum over B collapses to a single
term, which is equation (7.14) upon noting that QAC vanishes whenever [OC ] > [OA] + 1.
We also obtain a formula for the g-dependence of the quantum BV bracket matrix, which is
given by
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Proposition 34. For each parameter g appearing in the interaction Lagrangian LΛ0 but not the
covariance CΛ,Λ0MN and all (monomial) composite operators OA1, OA2 and OB, the derivative of the
quantum BV bracket matrix with respect to g can be expressed as
∑
E,w
(−1)|w|~∂gBE,wA1A2δ(OB, ∂wOE) =
∫ ∑
F
IF
∑
E,w
(−1)|w|
[
−
∑
C
δ(OC , ∂wOE)BE,wA1A2C
µ,∞;B
FC (y, 0)
+
 ∑
C : [OC ]≤[OA1 ]
BE,wCA2C
µ,∞;C
FA1
(y, 0) +
∑
C : [OC ]≤[OA2 ]
BE,wA1CC
µ,∞;C
FA2
(y, 0)
δ(OB, ∂wOE)] d4y ,
(7.19)
with the coefficients IF of Proposition 24, assuming that the physical limit Λ → 0 can be taken
inside the integrals in Propositions 25 and 28.
The same remarks we made after Proposition 33 about the assumption also apply in this
case. To prove the proposition, we take the equation for the action of sˆ0 on the disconnected
functionals (3.3.4) for s = 2, isolate the last term which is supported on the diagonal x = 0 and
integrate over x (where the integral is thus well-defined). Removing the constraints on the sums
over E (since otherwise the quantum BRST matrix QAkE or the quantum BV bracket matrix BE,wA1A2
vanish anyway), this gives
~
∑
E,w
∫
L0,∞(OE(x))BE,wA1A2∂wx δ4(x) d4x =
∫ [
− sˆ0G0,∞(OA1(x)⊗OA2(0))
+
∑
E
QA1EG0,∞(OE(x)⊗OA2(0)) +
∑
E
QA2EG0,∞(OA1(x)⊗OE(0))
]
d4x .
(7.20)
On the left-hand side, we now integrate by parts, use the Lowenstein rule (5.2) to take the derivatives
inside the functional and then perform a derivative with respect to g, using that sˆ0 is independent
of g. We then use equations (6.18) and (6.12), pulling the limit Λ → 0 inside the integral, to
replace the g derivative of disconnected functionals, and equation (3.3.4) for the action of sˆ0 on
the disconnected functionals, which results after some partial integrations, use of the Lowenstein
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rules (5.2)–(5.4) and renaming of indices in
~2
∑
C,E,w
(−1)|w|∂gBE,wA1A2δ(OC , ∂wOE)L0,∞(OC(0))
= ~
∫ ∑
H
IH
∑
E,w
(−1)|w|
[ ∑
C : [OC ]≤[OA2 ]
Cµ,∞;CHA2 (y, 0)B
E,w
A1C
L0,∞(∂wOE(0))
+
∑
u≤w
w!
u!(w − u)!
∑
C : [OC ]≤[OA1 ]
∂uxCµ,∞;CHA1 (y, x)B
E,w
CA2
L0,∞
(
∂w−uOE(0)
)∣∣∣
x=0
−
∑
C
δ(OC , ∂wOE)BE,wA1A2
∑
F : [OF ]≤[OC ]
Cµ,∞;FHC (y, 0)L0,∞(OF (0))
]
d4y
+
∫ ∑
C
G0,∞(OC(x)⊗OA2(0))
[
~∂gQA1C − ~
∑
H
IH
∑
E,w
(−1)|w|BE,wHA1δ(OC , ∂wOE)
−
∫ ∑
H
IH
 ∑
E : [OE ]≤[OA1 ]
QECCµ,∞;EHA1 (y, x)−
∑
E : [OE ]≥[OC ]
QA1ECµ,∞;CHE (y, x)
d4y] d4x
+
∫ ∑
C
G0,∞(OA1(x)⊗OC(0))
[
~∂gQA2C − ~
∑
H
IH
∑
E,w
(−1)|w|BE,wHA2δ(OC , ∂wOE)
−
∫ ∑
H
IH
 ∑
E : [OE ]≤[OA2 ]
QECCµ,∞;EHA2 (y, 0)−
∑
E : [OE ]≥[OC ]
QA2ECµ,∞;CHE (y, 0)
 d4y] d4x ,
(7.21)
where many terms have cancelled. Proposition 33 shows that the last term vanishes. Since the
integral in equation (7.14) is absolutely convergent, we can shift the integration variable y → y−x,
and since the OPE coefficients are translation invariant and thus only depend on the difference
y − x, also the second-to-last expression vanishes. Furthermore, because of translation invariance
we can convert the ∂ux derivatives in the second line of the right-hand side into derivatives with
respect to y, but since no other term in this line depends on y the corresponding expression vanishes
except if u = 0. Renaming some summation indices, we thus obtain altogether
0 =
∫ ∑
E,w
(−1)|w|
∑
B : [OB ]≤[OE ]+|w|
[
~∂gBE,wA1A2δ(OB, ∂wOE)δ4(y)
−
∑
H
IH
 ∑
C : [OC ]≤[OA1 ]
BE,wCA2C
µ,∞;C
HA1
(y, 0) +
∑
C : [OC ]≤[OA2 ]
BE,wA1CC
µ,∞;C
HA2
(y, 0)
δ(OB, ∂wOE)
+
∑
H
IH
∑
C
δ(OC , ∂wOE)BE,wA1A2C
µ,∞;B
HC (y, 0)
]
L0,∞(OB(0)) d4y . (7.22)
The same operator redefinitions as in the proof of Proposition 33 and some simplifications then lead
to equation (7.19), and the proposition is proven. Taking equation (3.3.4) for s > 2 and applying a
derivative with respect to g does not give any more conditions.
It is now seen that we can achieve gauge invariance for the OPE coefficients in a stronger sense
than just asymptotic vanishing (as asserted by Proposition 31), namely we obtain
Proposition 35. Assuming that the physical limit Λ → 0 can be taken inside the integrals in
Propositions 25 and 28, the OPE coefficients are gauge invariant; i. e., for all composite operators
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OAk and all composite operators OB, they fulfil
KBA1···As;D(x) = 0 (7.23)
for all D > [OB]− 1 with the KBA1···As;D(x) defined by equation (7.2). Especially, the limit D →∞
exists.
Using Propositions 33, 34 and 29, one obtains after a long but straightforward calculation the
formula
~∂gKBA1···As;D(x) =
∫ ∑
E
IE
[
−KBEA1···As;D(y,x) +
∑
C : [OC ]<D
Cµ,∞;CA1···As(x)KBEC;D(y, 0)
+
∑
C : [OC ]<[OB ]
Cµ,∞;BEC (y, 0)KCA1···As;D(x)
+
s∑
k=1
∑
C : [OC ]≤[OAk ]
Cµ,∞;CEAk (y, xk)KBA1···Ak−1CAk+1···As;D(x)
]
d4y .
(7.24)
On the right-hand side, all terms but one involve a factor KB··· ;D, and the remaining term has a
factor KC··· ;D with [OC ] < [OB], such that D is always larger than [OB]− 1 (resp. [OC ]− 1). If we
thus can show that equation (7.23) holds in the free theory for g = 0, it will hold, via the recursion
formula (7.24), to all orders in g. Note that since in the free theory QAB = 0 for all B with
[OB] 6= [OA]+1, the KBA1···As;D(x) in the free theory are independent of D as long as D > [OB]−1,
as can be directly seen from the definition (7.2). In the free theory, the OPE coefficients are obtained
by a sort of Wick expansion, as was proven in Ref. [46]. While the concrete proof is given for scalar
fields, it is straightforward to extend it to other types of fields, and the only substantial difference is
that in our case the propagator with finite IR cutoff Λ = µ must be used according to Definition 3.
Thus, the OPE coefficients in the free theory are of the form
Cµ,∞;BA1···As(x) =
∑
P∈P(A1,...,As,B)
∏
(vAk ,vAl )∈E(P )
vAk 6∈VB 63vAl
fvAk ,vAl (xk, xl)
∏
(vAk ,w)∈E(P )
w∈VB
gvAk ,w(xk, 0) , (7.25)
where the sum ranges over all graphs P in the set P(A1, . . . , As, B) of graphs with s + 1 labeled
vertices, which are decorated with multiindices v, and where VB is the set of multiindices belonging
to a line ending in the vertex labeled B (see Ref. [46], section 3.6.3 for more details). The functions
fv,w(x, y) and gv,w(x, y) are given by
fv,w(x, y) ≡ ∂vx∂wy Cµ,∞(x, y) , (7.26a)
gv,w(x, y) ≡ ∂vx
(x− y)w
w! (7.26b)
for scalar fields, and by a similar formula (involving Lorentz and colour indices) for other types of
fields. For the cutoff covariance one easily calculates
Cµ,∞(x, y) =
∫ 1− e− p2µ2
p2
e−ip(x−y) d
4p
(2pi)4 =
e− 14µ2(x−y)2
4pi2(x− y)2 , (7.27)
which is a meromorphic function of the difference x − y. Thus, the OPE coefficients of the free
theory are meromorphic functions of the xi with poles of finite order at xi − xj = 0 for any pair
(i, j), where the order is bounded by [OA]− [OB]. From this, it follows that if
lim
τ→0
τ [OA]−[OB ]−δCµ,∞;BA1···As(τx) = 0 (7.28)
65
for some δ > 0, we have
Cµ,∞;BA1···As(x) = 0 (7.29)
identically. From the definition (7.2) of the KBA1···As;D(x) it follows that in the free theory they are
also meromorphic functions of the xi, with the order of poles bounded by [OA] + 1 − [OB], since
the δ distribution contact type terms are absent in the free theory where g = ~ = 0. Theorem 31
shows that
lim
τ→0
τ [OA]−D+δKBA1···As;D(τx) = limτ→0 τ
[OA]+1−[OB ]−(D+1−[OB ]−δ)KBA1···As;D(τx) = 0 (7.30)
for all δ > 0 and all [OB] < D + 1, and since thus (D + 1− [OB]− δ) > 0 we conclude that
KBA1···As;D(x) = 0 (7.31)
in the free theory, such that the proposition is proven.
8 Discussion
In this article, we have shown that Yang-Mills gauge theories based on compact semisimple Lie
algebras admit an (asymptotic) operator product expansion, valid in any well-behaved state, and
have given explicit recursive formulas to calculate the OPE coefficients in perturbation theory.
Moreover, we have shown that the OPE respects gauge invariance, in the sense that if only gauge-
invariant operators appear in the correlation function on the left-hand side, also the right-hand side
only involves gauge-invariant operators. This invariance is expressed in the form of “Ward identities”
for the OPE coefficients, which we derive using the Batalin-Vilkovisky formalism for gauge-fixed
theories. These identities are given in terms of a “quantum Slavnov-Taylor differential” qˆ and a
“quantum antibracket” (·, ·)~, which in general differ from the naive classical expressions by terms of
order O(~), and for which we also derived explicit recursion formulas in perturbation theory. These
recursion formulas are self-consistent in the sense that the only input are the OPE coefficients of
the free theory, and the interaction operator OI (which is constrained by gauge invariance), and
they are finite, i. e., no further renormalisation is necessary. In turn, the free theory coefficients are
easily obtained using a sort of Wick expansion as shown in Ref. [46], where in our case one only
has to take the covariance at finite IR cutoff µ as required by our definition of the OPE coefficients.
This is necessary for the convergence of the integrals in the recursion formulas, but does not affect
the short-distance expansion other than providing a scale for the logarithmic corrections which
appear in perturbation theory.
Our proof extends straightforwardly to other gauge theories where the BV-extended action is
linear in the antifields, provided one can prove suitable Ward identities for the correlation functions
with composite operator insertions. In turn, this follows from the results of Ref. [37], on which this
article is based, if one can remove the potential anomaly appearing in the Ward identity for the
functionals without insertions. In the flow equation framework as presented in Ref. [37], as in
other previous frameworks, this question is decided by the relevant equivariant cohomology of the
corresponding classical BV differential sˆ at dimension 4 and ghost number 1. If this cohomology is
empty, then any anomaly can automatically be removed, but otherwise, one would have to show
explicitly that the numerical coefficient in front of the anomaly cancels (e. g., as for the chiral
anomaly in the Standard Model [53, 54]). If the theory has a quadratic (or higher) dependence on
antifields such as supergravity [55], one would have to modify the proof accordingly, but we believe
that this does not pose any major problem since our proofs (and the ones of Ref. [37]) work as long
as one has the correct (naive) power-counting.
Finally, we would like to illustrate our formulas with some explicit examples, as was done
for scalar field theory in [22]. However, in contrast to the scalar case, the simplest non-trivial
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example in Yang-Mills theory concerns the OPE of trF 2 with itself, which already involves a large
amount of computational work because of the Lorentz and Lie algebra indices, even to first order in
perturbation theory. Since one also would like to work out the quantum Slavnov-Taylor differential
and then check gauge invariance, at least to first order, which involves calculations of the same
order of computational complexity, we leave examples for future work.
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