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ABSTRACT 
It is shown that for every n the even and odd spectra of real symmetric Toeplitz 
matrices T, = (t _ 1” =1 are interlaced if r s r,L 
t,=$$qcosrOilO, r=0,1,2 )..., 
where f is monotonic and nonconstant. 
1. INTRODUCTION 
We consider the spectra of real symmetric Toeplitz (RST) matrices 
Tn = (LLl~ n = 1,2,... (1) 
In order to formulate our problem we first review some of the known results 
on the spectra of these matrices. 
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If T is an MT matrix and J is the matrix with ones on the secondary 
diagonal and zeros elsewhere, then JT] = T. Since Jl = I, this implies that 
Tx = Ax if and only if T(Jx) = Jx; th us x is a A-eigenvector of T if and only 
if Jx is. It follows that if A is an eigenvalue of multiplicity one then Jx = cx 
for some constant c. However, since x and ]x have the same length, we must 
have c = f 1, so Jx = x or Jr = --x. Following Andrew [l], we say that x is 
symmetric if Jx = x, or skew-symmetric if Jx = --x. Thus, an eigenvector of 
T corresponding to an eigenvalue of multiplicity one must be symmetric or 
skew-symmetric. The following theorems from [2, 31 extend this observation 
to the case where h is a repeated eigenvalue. 
THEOREM 1 (Cantoni and Butler, 1976). Zf T is an n X n RST matrix, 
then R” has an orthonormal basis consisting of [n/21 symmetric and [n/2] 
skew-symmetric eigenvectors of T. 
THEOREM 2 (Delsarte and Genin, 1983). Zf A is an eigenvalue of an RST 
matrix T with multiplicity m > 1, then the A-eigenspace of T has an or- 
thonormal basis which splits as evenly as possible between symmetric and 
skew-symmetric eigenvectors of T, that is, with either [m/21 symmetric 
and [m/2] skew-symmetric eigenvectors or [m/21 skew-symmetric and 
[m/2] symmetric eigenvectors. 
We say that an eigenvalue A of T is even if h has an associated 
symmetric eigenvector, or odd if A has an associated skew-symmetric eigen- 
vector, (According to Theorem 2 a repeated eigenvalue is both even and 
odd.) We call the collection of even eigenvalues of T the even spectrum of 
T; similarly, the collection of odd eigenvalues of T is the odd spectrum. We 
say that the even and odd spectra of T are interlaced if the eigenvalues 
are alternately even and odd. 
Here we are interested in conditions implying that the even and odd 
spectra of RST matrices are interlaced. Our interest in this question stems 
from its connection with the inverse eigenvalue problem for RST matrices, 
which is conveniently stated for our purposes as follows: 
INVERSE EICENVALUE PROBLEM. Find an n X n RST matrix which has 
given eigenvalues (21, allocated to its even and odd spectra in some pre- 
scribed way consistent with the limitations imposed by Theorems 1 and 2. 
Delsarte and Genin [3] showed that if n < 3 then the inverse eigenvalue 
problem always has a solution, and that a solution exists if n = 4 and the 
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prescribed even and odd spectra are interlaced; however, if they are not, then 
the existence or nonexistence of a solution depends on the specific numerical 
values of the {hi}. They also argue that this is true for all n > 4; that is, if the 
two prescribed spectra are not interlaced, then the inverse eigenvalue prob- 
lem fails to have a solution for some choices of prescribed eigenvalues. Thus, 
at one time it seemed to the author that an understanding of the causes of 
interlacement of the even and odd spectra of RST matrices might provide 
insight into the inverse eigenvalue problem. Whether this is true or not, the 
interlacement question is interesting in its own right. 
(It should be added that Friedland [4] also proved that the inverse 
eigenvalue problem for RST matrices has a solution if n < 4, by means of 
arguments based on degree theory. His methods also provided insight into 
the problem for general n. Numerical experiments by Laurie [lo] supported 
the conjecture that the inverse eigenvalue problem with interlaced even and 
odd spectra always has a solution. Finally, Landau [9] has recently presented 
an existence theorem for general n.) 
We confine our attention to RST matrices (1) where 
t,=;ye)cosrRdf3, r=o,1,2 ).... (3) 
We say that f generates the family (1). 
The known general results on interlacement of the even and odd spectra 
of RST matrices have been summarized by Delsarte and Genin in [3], as 
follows: 
THEOREM 3. Zf f is one of the functions 
fi(e) = t, + 2t, cos 8 ( t, , t, arbitrary), 
fz(e> = 
1 - p2 
1 - 2p cos e + p2 
(0 < I PI < l), 
f3e = {y> 
0-c 8<a7r, 
, mi--ctl-c7r 
(0 < a. < l), 
then for every n the matrix T,, has n distinct eigenvalues, and its even and 
odd spectra are interlaced. 
The matrices generated by fi are the tridiagonal RST matrices. There are 
many references showing that they have the stated properties; for examples, 
see [3, 5, 121. The matrices generated by f2 are the Kac-Murdock-SzegG 
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matrices [S]; for proofs that they have the stated properties, see [3,5, 131. The 
matrices, studied by matrices generated by f3 are’ the prolate spheroidal 
Slepian [ll] and Griinbaum [6, 71. 
The functions fi, fi, and f3 are all monotonic on 
theorem, our main result, shows that monotonicity 
condition for interlacement. 
THEOREM 4. Suppose that f is nonincreasing and 
f(0 +) = M > m = f(7r -). 
(0, rr >. The following 
of f is a sufficient 
Then for every n the matrix T,, has n distinct eigenvalues in (m, M ), its even 
and odd spectra are interlaced, and its largest eigenvalue is even, 
2. PROOF OF THE MAIN RESULT 
To prove Theorem 4 we need three lemmas. 
LEMMA 1. Iff satisfies the hyp o th eses of Theorem 4, then for every n the 
matrix T,, has n distinct eigenvalues in (m, M ). 
Proof. It is convenient to extend f over ( - r, TTT) by defining 
f( -0) =f(O), 090<7T. 
Then we can rewrite (3) as 
Associate with each vector 
if R” the polynomial 
. ) VJ 
n 
V(Z) = [i, 2,. .., Zn-l]v= C ujzj-1. 
j=l 
r=0,1,2 ,... . (4) 
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If u and v are in R”, then 
(5) 
where z = eie whenever z appears in an integral. Moreover, (4) implies that 
(Tu,v) = $Jyf(e)r!(z) V( )de. 
57 
(6) 
Now let A, < A, G **a < A, be the eigenvalues of T,, with correspond- 
ing orthonormal eigenvectors x1, x2, . . . , x,, and let 
X,(z) = [l, 2,. .) .cl]X,. 
Then (5) implies that 
and (4) and (6) imply that 
The last two equations with r = s show that the eigenvalues of T, are in 
(m, n/r). (This is well known; see [5, p. 651.) Therefore there is a 8, in (0, r) 
such that 
f(e) G A, e. G 101< T, 
(9) 
f(e) > A, lel < e,, 
and both inequalities are strict on sets of positive measure. 
If A is a repeated eigenvalue of T,, then 
A = A, = Ak+l (10) 
64 
for some k in [l, 2, . , n - 11. Since 
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(TX, 7 Xk) = (Txk+l> xk+l) = A, 
(8) and (10) imply that 
Now define 
From (7), (111, and (121, 
(12) 
~~g(~)IX,(~)I’d~=/~g(e)IX,+,(~)I”~e=0, -7r -7r 
while from (8) and (121, 
/ 
r g(e)x,(z) x,cz) de = 0 (?- # s). 
-n 
Therefore, 
if CY and P are constants. This implies that 
/T gwbxd4 + P&+1(41 Q(z) de = 0 -?I (13) 
if Q(z) is any polynomial of degree < n - 1, since any such polynomial can 
be written as a linear combination of X,(z), . . . , X,(z). In particular, choose 
LY and p so that 
aX,( e”‘O) + PX,, 1( eieo) = 0, 
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and let 
Q(z) = [‘y&W + Pxk+MI zz-ye::y. 
Substituting this into (13) yields 
/ 7r g(O) 
-57 
2 _ ei@o 
I’yX&) + PXk+&_ -i,g de= 0, 
z-e O 
or, equivalently, 
/ 
n gl( f3)( z - eioo)( Z - eioo) de = 0, 
-?I 
(14) 
where 
With z = eis, 
(Z - e%)( z - ,%I) = 4e”&l sin(y)s 
hence, (14) implies that 
/ * sl(e> 
-7r 
sin(y)sin(y)dB=O, 
which is impossible, since the product of sines in the integrand is negative on 
( - BO, 0,) and positive in ( - T, - 6,) and (e,, CT), while (9) and (12) imply 
that 
&CO) 6 0, 00 < 10 < T, 
g1(0) a 0, lel < e,, 
and both inequalities are strict on sets of positive measure. 
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LEMMA 2. Let (pi} and {vj} denote the even and odd eigenvalues 
respectively of an RST matrix 
numbered in non&creasing order. Then each ,ui and vi is a continuous 
fun&ion of &, 4~~. . , +n-1. 
Before proving Lemma 2 we observe that it is nontrivial; while it is well 
known that the eigenvalues A, < A, < *** < A, of @ are continuous func- 
tionsof &,..., 4” _ r, this does not imply Lemma 2, since for a given k the 
eigenvalue A, is in general even for some values of &, . . . ,&, _ 1 and odd for 
others. 
Proof of Lemma 2. By an argument of Cantoni and Butler [2], if 
n = 2m the even and odd eigenvalues of @ are the eigenvalues of 
and 
A = (4~s + 4s+s-d:,=1 
respectively, while if n = 2m + 1 then the odd eigenvalues of @ are the 
eigenvalues of 
D = (4-s - d%+JL 
and the even eigenvalues of Q are the eigenvalues of C = (c,,): s = a, where 
4% if r=s=O, 
if s=O, 
C 
= 64% 
rs 1 m% if r=O, 4-S + k+, if 1 < r, s < m, 
Since the eigenvalues of A, B, C, and D are all continuous functions of their 
elements, the conclusion follows. W 
LEMMA 2. Let G,, be the n X n tridiagonal Toeplitz matrix with ones on 
its superdiagonal and subdiagonal and zeros elsewhere; thus {G,) is the 
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family of matrices generated by f(e) = 2 cos 8. Then G,, has distinct eigen- 
values, its even and odd spectra are interlaced, and its largest eigenvalue is 
even. 
Proof. It can be shown (for example, see [12]) that the eigenvalues of G,, 
written in increasing order are 
with corresponding eigenvectors 
where 
x,,,k = (-I)msin 
It is easily verified that this implies the conclusion. n 
We can now complete the proof of Theorem 4. For fixed n define 
H(T) = rT,, + (1 - T)G~, O<r<l, 
and denote the even and odd eigenvalues of H(r) by {/-I] and (r~&r)], 
numbered in increasing order. For any r the even and odd spectra of H are 
interlaced if and only if 
pi(r) > ~~(7) (1 G i <m) and ~~+i(r) > pi(r) (1 < i < m - 1) 
(15) 
if n = 2m, or 
P~+~(T) > vi(~) (1 < i < 771) and vi(~) > pi(r) (1 < i Gm) 
(16) 
if n = 2m + 1. Since H(O) = G,,, Lemma 3 implies (15) or (16) with T = 0. 
Since H(1) = T,, we must show that (15) or (16) holds with T = 1. If this is 
not so, then Lemma 2 implies that there is a number r0 in (0, l] such that 
the matrix 
H( T,,) = TUT,, + (1 - r,)G,, 
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has a repeated eigenvalue. However, Lemma 1 implies that this is impossible, 
since H(T,,) belongs to the family of RST matrices generated by 
h( 0) = TOf( 0) + 2( 1 - TO)COS 8, 
which is nonincreasing on (0, rr ). 
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