Introduction {#Sec1}
============

Relativistic thermodynamics is needed, because in relativity the mass of a body depends on how hot it is and the temperature is not necessarily homogeneous in equilibrium. But unlike classical thermodynamics the relativistic theory cannot be constructed on the intuitive notions of heat and work, because our intuition does not work well with relativistic effects. Therefore we must rely upon logic, or what would seem logical: the cautious and careful extrapolation of the tenets of non-relativistic thermodynamics.

A pioneer of this strategy was Carl Eckart \[[@CR14], [@CR15], [@CR16]\] who --- as early as 1940 --- established the thermodynamics of irreversible processes, a theory now universally known by the acronym TIP. The third of Eckart's three papers addresses the relativistic theory of a fluid. Eckart's theory is an important step away from equilibria toward non-equilibrium processes. It provides the Navier-Stokes equations for the deviatoric stress and a generalization of Fourier's law of heat conduction. The latter permits a heat flux to be generated by an acceleration, or a temperature gradient to be equilibrated by a gravitational field.

But Eckart's theories --- the relativistic and non-relativistic ones --- have one draw-back: They lead to parabolic equations for the temperature and velocity and thus predict infinite pulse speeds. Naturally relativists, who know that no speed can exceed *c*, are particularly disturbed by this result and they like to call it a paradox.

Cattaneo \[[@CR7]\] proposed a solution of the paradox as far as it concerns heat conduction[1](#Fn1){ref-type="fn"}. He reasoned that under rapid changes of temperature the heat flux is somewhat influenced by the history of the temperature gradient and he was thus able to produce a hyperbolic equation for the temperature --- actually a telegraph equation. Müller \[[@CR35], [@CR37]\] incorporated this idea into TIP and came up with a fully hyperbolic system for temperature *and* velocity. He calculated the pulse speeds and found them to be of the order of magnitude of the speed of sound, far removed from *c*. And indeed, neither Cattaneo's nor Müller's arguments have anything to do with relativity, although Müller \[[@CR35]\] also formulated his theory relativistically. The theory became known as Extended Thermodynamics, because the canonical list of fields --- density, velocity, temperature --- is extended in this theory to include stress and heat flux, 14 fields altogether.

The pulse speed problem may not be the most important question in thermodynamics but it is a question that can be answered, and has to be answered, and so there was a series of papers on the problem all using extended thermodynamics of 14 fields. Israel \[[@CR21]\] --- who reinvented extended thermodynamics in 1976 --- and Kranys \[[@CR24]\] and Stewart \[[@CR46]\], and Boillat \[[@CR2]\], and Seccia & Strumia \[[@CR44]\] all calculate the pulse speed for classical as well as for relativistic gases, degenerate and non-degenerate, for Bosons and Fermions, and for the ultra-relativistic case. Actually in some of these gases the pulse speed reaches the order of magnitude of *c* but it never exceeds it.

So far, so good! But now consider this: The 14 fields mentioned above are the first *moments* in the kinetic theory of gases and the kinetic theory knows many more moments. In fact, in the kinetic theory we may define infinitely many moments of an increasing tensorial rank. And so Müller and his co-workers, particularly Kremer \[[@CR25], [@CR26]\], Weiss \[[@CR49], [@CR51], [@CR50]\] and Struchtrup \[[@CR47]\], came to realize that the original extended thermodynamics was not extended far enough. Guided by the kinetic theory of gases they formulated many-moment theories. These theories have proved their validity and relevance for quickly changing processes and processes with steep gradients, in particular for light scattering, sound dispersion, shock wave structure and radiation thermodynamics. And *each theory predicts a new pulse speed*. Weiss \[[@CR49]\], working with the non-relativistic kinetic theory of gases, *demonstrated* that the pulse speed increases with an increasing number of moments.

Boillat & Ruggeri \[[@CR4]\] *proved* this observation and --- very recently --- Boillat & Ruggeri \[[@CR5]\] also proved that the pulse speed tends to infinity in the non-relativistic kinetic theory as the number of moments becomes infinite. As yet unpublished is the corresponding result by Boillat & Ruggeri \[[@CR6], [@CR3]\] in the relativistic case by which the pulse speed tends to *c* as the number of moments increases. These results put an end to the long-standing paradox of pulse speeds - 50 years after Cattaneo; they are reviewed in Section [3](#Sec3){ref-type="sec"} and [4](#Sec4){ref-type="sec"}.

The quest for macroscopic field theories with finite pulse speeds has proved heuristically useful for the discovery of the formal structure of thermodynamics, relativistic and otherwise. This structure implies basis equations are of balance type; hence there is the possibility of weak solutions and shocks,constitutive equations are local in space-time; hence follow quasilinear first-order field equations,entropy inequality with a concave entropy density; this implies symmetric hyperbolic field equations.

The latter property is essential for finite speeds *and* for the well-posedness of initial value problems which is a feature at least as desirable as finite speeds. The formal structure of the theory is described in Section [2](#Sec2){ref-type="sec"}; it was constructed by Ruggeri and his co-workers, particularly Strumia and Boillat, see \[[@CR43], [@CR41], [@CR4]\]. A convenient presentation may be found in the book by Müller & Ruggeri \[[@CR39]\] of which a second edition has just appeared \[[@CR40]\].

Section [5](#Sec5){ref-type="sec"} presents extended thermodynamics of viscous, heat-conducting gases due to Liu, Müller & Ruggeri \[31\], a theory of 14 fields. That section demonstrates the restrictive character of the thermodynamic constitutive theory by showing that most constitutive coefficients can be reduced to the thermal equation of state. Also new insight is provided into the form of the transport coefficients: bulk- and shear-viscosity, and thermal conductivity, which are all explicitly related here to the relaxation times of the gas.

This whole review is concerned with a macroscopic theory: Extended thermodynamics. It is true that some of the tenets of extended thermodynamics are strongly motivated by the kinetic theory of gases, for instance the choice of moments as variables. But even so, extended thermodynamics is a field theory in its own right, it is *not* kinetic theory.

The kinetic theory, complete with Boltzmann equation and Sto\\zahlansatz, offers another possibility of discussing finite propagation speeds --- or speeds smaller than *c* in the relativistic case. Such discussions are more directly based on the observation that the atoms cannot be faster than *c*. Thus Cercignani \[[@CR8]\] has directly linked the phase speed of small harmonic waves to the speed of particles and proved that the phase speeds are smaller than *c*. Cercignani & Majorana in a follow-up paper \[[@CR9]\] have exploited the full dispersion relation to calculate phase speeds and attenuation as functions of frequency, albeit for a simplified collision term. Earlier works on the kinetic theory which address the question of propagation speeds include Sirovich & Thurber \[[@CR45]\] and Wang Chang & Uhlenbeck \[[@CR48]\]. These works, however, are not subjects of this review.

Scope and Structure, Characteristic Speeds {#Sec2}
==========================================

This section explains the formal structure of modern extended thermodynamics, relativistic or otherwise. Its key ingredients are field equations of balance typelocal constitutive equationsentropy balance inequalityconcavity of entropy density

Thermodynamic processes are defined and characteristic speeds and the pulse speed are introduced.

Thermodynamic processes {#Sec2.1}
-----------------------

Thermodynamics, and in particular relativistic thermodynamics is a field theory with the primary objective to determine the thermodynamic fields. These are typically the 14 fields of the number density of particles, the particle flux vector and the fields of the stress-energy-momentum tensor. However, in extended thermodynamics we have generally more fields and therefore it is better --- at least for the initial arguments --- to leave the number of fields and their tensorial character unspecified. Therefore we consider *n* fields, combined in the *n*-vector ***u***(*x*^*D*^). *x*^*D*^ denotes the space-time components of an event. We have *x*^0^ = *ct* and *x*^*d*^ = (*x*^1^, *x*^2^, *x*^3^)[2](#Fn2){ref-type="fn"}.

For the determination of the *n* fields ***u*** we need field equations --- generally *n* of them --- and these are based on the equations of balance of mechanics and thermodynamics. The generic form of these balance equations reads $$\documentclass[12pt]{minimal}
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                \begin{document}$${F^A}{,_A} = \pi .$$\end{document}$$ The comma denotes partial differentiation with respect to *x*^*A*^, and ***F***^0^ is the *n*-vector of densities, while ***F***^*a*^ is the *n*-vector of flux components. Thus ***F***^*A*^ represents *n* four-fluxes, and ***π*** is the *n*-vector of productions.

Obviously the balance equations ([1](#Equ1){ref-type=""}) are not field equations for the fields ***u***, at least not in this form. They must be supplemented by constitutive equations. These relate the four-fluxes ***F***^*A*^ and the productions ***π*** to the fields ***u*** in a materially dependent manner. We write $$\documentclass[12pt]{minimal}
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                \begin{document}$${F^A} = {\hat F^A}(u)\;\;\;\;\;{\rm{and}}\;\;\;\;\;\pi  = \hat \pi (u).$$\end{document}$$ ***\^F***^*A*^ and ***\^π*** denote the *constitutive functions*. Note that the constitutive quantities ***F***^*A*^ and ***π*** at one event depend only on the values of ***u*** at that same event. In particular there is no dependence on gradients and time derivatives of ***u***.

If the constitutive functions ***\^F***^*A*^ and ***\^π*** are explicitly known, we may eliminate ***F***^*A*^ and ***π*** between the balance equations ([1](#Sec1){ref-type="sec"}) and the constitutive relations ([2](#Sec2){ref-type="sec"}) and obtain a set of explicit field equations for the fields ***u***. These are quasilinear partial differential equations of first order. Every solution of the field equations is called a *thermodynamic process*.

Elements of the constitutive theory {#Sec2.2}
-----------------------------------

Since, however, the constitutive functions ***\^F***^*A*^ and ***\^π*** are generally not explicitly known, the major task of thermodynamics is the determination of these functions, or at least the restriction of their generality. In simple cases it is possible to reduce the constitutive functions to a few coefficients which may be turned over to the experimentalist for measurement. The formulation and exploitation of such restrictions is the subject of the *constitutive theory*.

The tools of the constitutive theory are certain universal physical principles which have come to be accepted by the extrapolation of common experience. Above all there are three such principles: **The Entropy Inequality**. The entropy density *h*^0^ and the entropy flux *h*^*a*^ combine to form a four-vector *h*^*A*^ = (*ch*^0^, *h*^*a*^), whose divergence *h*^*A*^~,*A*~ is equal to the entropy production ∑. The four-vector *h*^*A*^ and ∑ are both constitutive quantities and ∑ is assumed non-negative for all thermodynamic processes. Thus we may write *h*^*A*^ = *\^h*^*A*^(*u*), ∑ = \^∑(*u*) and $$\documentclass[12pt]{minimal}
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                \begin{document}$${h^A}_{,A} = \Sigma  \ge 0\;\;\;\;\forall \;\;\;\;{\rm{thermodynamic processes}}{\rm{.}}$$\end{document}$$ This inequality is clearly an extrapolation of the entropy inequalities known in thermostatics and thermodynamics of irreversible processes; it was first stated in this generality by Müller \[[@CR36], [@CR38]\].**The Principle of Relativity**. The principle of relativity requires that the field equations and the entropy inequality have the same form in all Galilei frames for the non-relativistic case, or in allLorentz frames for the relativistic case. The formal statement and exploitation of this principle have to await a specific choice for the fields ***u*** and the four-fluxes ***F***^*A*^.**The Requirement of Concavity of the Entropy Density**. It is possible, and indeed common, to make a specific choice for the fields ***u*** and the concavity postulate is contingent upon that choice. In the non-relativistic case we choose the fields ***u*** as the densities ***F***^0^. The requirement of concavity demands that the entropy density *h*^0^ be a concave function of the variables ***F***^0^: $$\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{{{\partial ^2}{h^0}}}{{\partial {F^0}\partial {F^0}}} \sim {\rm{negative}}\;{\rm{definite}}.$$\end{document}$$In the relativistic case we choose the fields ***u*** as the densities ***F***~*ζ*~ = ***F***^*A*^ζ~*A*~ in a generic Lorentz frame that moves with the four-velocity *cζ*~*A*~ with respect to the observer. We have *ζ*^*A*^*ζ*~*A*~ = 1 and *ζ*^0^ \> 0. We cannot be certain that in all these frames the entropy density *h*~*ζ*~ = *h*^*A*^*ζ*~*A*~ is concave as a function of ***F***~*ζ*~ . Therefore we assume that there is *at least one* *ζ*~*A*~ --- a privileged one, denoted by *¯ζ*~*A*~ --- such that *h*~*¯ζ*~ = *h*^*A*^*¯ζ*~*A*~ is concave with respect to ***F***~*¯ζ*~ = ***F***^*A*^*ζ*~*A*~, viz. $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\frac{{{\partial ^2}{h_{\bar \zeta }}}}{{\partial {F_{\bar \zeta }}\partial {F_{\bar \zeta }}}} \sim {\rm{negative}}\;{\rm{definite}}{\rm{.}}$$\end{document}$$ The privileged co-vector *¯ζ*~*A*~ remains to be chosen, see Section [4.1](#Sec4.1){ref-type="sec"}.

In both cases the concavity postulate makes it possible that the entropy be maximal for a particular set of fields --- the set corresponding to equilibrium --- and that is its attraction for physicists. For mathematicians the attraction of the concavity postulate lies in the observation that concavity implies symmetric hyperbolicity of the field equations, see Sections [3.2](#Sec3.2){ref-type="sec"} and [4.2](#Sec4.2){ref-type="sec"} below.

Exploitation of the entropy inequality, Lagrange multipliers {#Sec2.3}
------------------------------------------------------------

The key to the exploitation of the entropy inequality lies in the fact that the inequality should hold for thermodynamic processes, i.e. solutions of the field equations rather than for all fields. By a theorem proved by Liu \[[@CR30]\] this constraint may be removed by the use of Lagrange multipliers **Λ** --- themselves constitutive quantities, so that **Λ** = **\^Λ**(***u***) holds. Indeed, the new inequality $$\documentclass[12pt]{minimal}
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                \begin{document}$${h^A}_{,A} - \Lambda \; \cdot \;({F^A}_{,A} - \pi ) \ge 0\;\;\;\forall \;\;\;{\rm{fields}}\;u.$$\end{document}$$ is equivalent to ([3](#Equ3){ref-type=""}).

Liu's proof proceeds from the observation that the field equations and the entropy equation are linear functions of the derivatives ***u***~,*A*~. By the Cauchy-Kowalewski theorem these derivatives are local representatives of an analytical thermodynamic process and therefore the entropy principle requires that the field equations and the entropy equation must hold for all ***u***~,*A*~. It is then a simple problem of linear algebra to prove that $$\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{{\partial {h^A}}}{{\partial u}}\;\;\;{\rm{must}}\;{\rm{be}}\;{\rm{a}}\;{\rm{linear}}\;{\rm{combination}}\;{\rm{of}}\;\;\;\frac{{\partial {F^A}}}{{\partial u}}.$$\end{document}$$ Liu's proof is not restricted to quasilinear systems of first order equations but here we need his result only in that particularly simple case.

We may use the chain rule on *h*^*A*^ = *\^h*^*A*^(***u***) and ***F***^*A*^ = ***\^F***^*A*^(***u***) in ([6](#Equ6){ref-type=""}) and obtain $$\documentclass[12pt]{minimal}
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                \begin{document}$$\left( {\frac{{\partial {h^A}}}{{\partial u}} - \Lambda  \cdot \frac{{\partial {F^A}}}{{\partial u}}} \right){u_{,A}} + \Lambda  \cdot \pi  \ge 0.$$\end{document}$$ The left hand side is an explicit linear function of the derivatives ***u***~*,A*~ and, since the inequality must hold for all fields ***u***, it must hold in particular for arbitrary values of the derivatives ***u***~*,A*~. The entropy inequality could thus easily be violated by some choice of ***u***,~A~ unless we have $$\documentclass[12pt]{minimal}
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The differential forms ([8](#Equ8){ref-type=""}) represent a generalization of the Gibbs equation of equilibrium thermodynamics; the classical Gibbs equation for the entropy density is here generalized into four equations for the entropy four-flux. Relation ([9](#Equ9){ref-type=""}) is the residual entropy inequality which represents the irreversible entropy production. Note that the entropy production is entirely due to the production terms in the balance equations.

Characteristic speeds {#Sec2.4}
---------------------

The system of field equations ([1](#Equ1){ref-type=""}), ([2](#Equ2){ref-type=""}) may be written as a quasilinear system of *n* equations in the form $$\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{{\partial {F^A}}}{{\partial u}}{u_{,A}} = \pi .$$\end{document}$$ Such a system allows the propagation of weak waves, so-called acceleration waves. There are *n* such waves and their speeds are called *characteristic speeds*, which are not necessarily all different. The fastest characteristic speed is the *pulse speed*. This is the largest speed by which information can propagate.

Let *ϕ*(*x*^*D*^) = 0 define the wave front; thus $$\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{{\partial \phi }}{{\partial {x^a}}} = \left| {{\rm{grad}}\;\phi } \right|{n_a}\;\;\;{\rm{and}}\;\;\;\frac{{\partial \phi }}{{\partial ct}} =  - \left| {{\rm{grad}}\;\phi } \right|\frac{V}{c}$$\end{document}$$ define its unit normal ***n*** and the speed *V*. An easy manipulation provides $$\documentclass[12pt]{minimal}
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Since in a weak wave the fields ***u*** have no jump across the front, the jumps in the gradients must have the direction of ***n*** and we may write $$\documentclass[12pt]{minimal}
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                \begin{document}$$[{u_{,a}}] = \delta u{n_{a,}}\:\:\:[{u_{,0}}] =  - \frac{V}{c}\delta u,\:\:\:{\rm{where}}\:\delta u = \left[ {{n_a}\frac{{\partial u}}{{\partial {x^a}}}} \right].$$\end{document}$$ *δ****u*** is the magnitude of the jump of the gradient of ***u***. The square brackets denote differences between the front side and the back side of the wave.

In the field equations ([10](#Equ10){ref-type=""}) the matrix $\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{{\partial {F^A}}}{{\partial u}}$$\end{document}$ and the productions are equal on both sides of the wave, since both only depend on ***u*** and since ***u*** is continuous. Thus, if we take the difference of the equations on the two sides and use ([13](#Equ13){ref-type=""}) and ([11](#Equ11){ref-type=""}), we obtain $$\documentclass[12pt]{minimal}
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                \begin{document}$${\phi _{,A}}\frac{{\partial {F^A}}}{{\partial u}}\delta u = 0.$$\end{document}$$ Non-trivial solutions for *δ****u*** require that this linear homogeneous system have a vanishing determinant $$\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{det}}\left( {{\phi _{,A}}\frac{{\partial {F^A}}}{{\partial u}}} \right) = 0.$$\end{document}$$ Insertion of ([11](#Equ11){ref-type=""}) into ([15](#Equ15){ref-type=""}) provides an algebraic equation for *V* whose solutions --- for a prescribed direction ***n*** --- determine *n* wave speeds *V*, of which the largest one is the pulse speed. Equation ([15](#Equ15){ref-type=""}) is called the *characteristic equation* of the system ([10](#Equ10){ref-type=""}) of field equations. By ([11](#Equ11){ref-type=""}) it may be written in the form $$\documentclass[12pt]{minimal}
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Finite Speeds in Non-Relativistic Extended Thermodynamics {#Sec3}
=========================================================

It is shown in this section that the concavity of the entropy density *h*^0^ with respect to the fields ***F***^0^ implies global invertibility of the map ***F***^0^ ⇔ **Λ**, where **Λ** is the *n*-vector of Lagrange multipliers. Also the system of field equations --- written in terms of **Λ** --- is recognized as a symmetric hyperbolic system which guarantees finite characteristic speeds andwell-posedness of initial value problems.

Thus we conclude that no paradox of infinite speeds can arise in extended thermodynamics, --- at least not for finitely many variables.

A commonly treated special case occurs when the fields ***u*** are moments of the phase density of a gas. In this case the pulse speed depends on the *degree of extension*, i.e. on the number *n* of fields ***u***. For a gas in equilibrium the pulse speeds can be calculated for any *n*. Also it can be estimated that the pulse speed tends to infinity as *n* grows to infinity.

Concavity of the entropy density {#Sec3.1}
--------------------------------

We recall the argument of Section [2.2](#Sec2.2){ref-type="sec"} concerning concavity and choose the fields ***u*** to mean the fields of densities ***F***^0^. Thus equation ([8](#Equ8){ref-type=""}), for *A* = 0, leads to $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\Lambda  = \frac{{\partial {h^0}}}{{\partial {F^0}}},\;\;\;{\rm{hence}}\;\;\;\frac{{\partial \Lambda }}{{\partial {F^0}}} = \frac{{{\partial ^2}{h^0}}}{{\partial {F^0}\partial {F^0}}}.$$\end{document}$$ Therefore the concavity of the entropy density *h*^0^ in the variables ***F***^0^ --- the negative-definiteness of $\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{{{\partial ^2}{h^0}}}{{\partial {F^0}\partial {F^0}}}$$\end{document}$ --- implies global invertibility between the field vector ***F***^0^ and the Lagrange multipliers **Λ**

The transformation ***F***^0^ ⇔ **Λ** helps us to recognize the structure of the field equations and to find generic restrictions on the constitutive functions.

Indeed, obviously, with **Λ** as field vector instead of ***u***, or ***F***^0^, we may rephrase ([8](#Equ8){ref-type=""}) in the form $$\documentclass[12pt]{minimal}
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                \begin{document}$${h^A} = \Lambda \frac{{\partial {{h'}^A}}}{{\partial \Lambda }}{h'^A},$$\end{document}$$ so that the constitutive quantities ***F***^*A*^ and *h*^*A*^ result from *h*′^*A*^ --- defined by equation ([19](#Equ19){ref-type=""}) --- through differentiation. Therefore the vector *h*′^*A*^ is called the *thermodynamic vector potential*.

It follows from equation ([20](#Equ20){ref-type=""}) that $$\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{{\partial {F^A}}}{{\partial \Lambda }}\;{\rm{is }}\;{\rm{symmetric,}}$$\end{document}$$ which implies 4*n*(*n* - 1) restrictions on the constitutive functions ***\^F***^*A*^(**Λ**).

Symmetric hyperbolicity {#Sec3.2}
-----------------------

Using the new variables **Λ** we may write the field equations in the form $$\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{{{\partial ^2}{{h'}^A}}}{{\partial \Lambda \partial \Lambda }}{\Lambda _{{\rm{,}}A}}{\rm{ = }}\pi {\rm{(}}\Lambda {\rm{),}}$$\end{document}$$ We observe that the coefficient matrices in ([23](#Equ23){ref-type=""}) are Hessian matrices derived from the vector potential *h*′^*A*^. Therefore the matrices are symmetric.
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                \begin{document}$$\frac{{{\partial ^2}{{h'}^0}}}{{\partial \Lambda \partial \Lambda }}$$\end{document}$ is negative definite on account on the concavity ([4](#Equ4){ref-type=""}) of *h*^0^ with respect to ***F***^0^. This is so, because the defining equation of *h*′^0^, viz. $$\documentclass[12pt]{minimal}
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                \begin{document}$${{h'}^0} = \Lambda \; \cdot \;{F^0} - {h^0}$$\end{document}$$ represents the Legendre transformation from *h*^0^ to *h*′^0^ connected with the map ***F***^0^ ⇔ **Λ** between dual fields. Indeed, we have by ([20](#Equ20){ref-type=""}, [21](#Equ21){ref-type=""}) and ([8](#Equ8){ref-type=""}) $$\documentclass[12pt]{minimal}
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                \begin{document}$${F^0} = \frac{{\partial {{h'}^0}}}{{\partial \Lambda }}\;\;\;{\rm{and}}\;\;\;\Lambda  = \frac{{\partial {h^0}}}{{\partial {F^0}}}.$$\end{document}$$ Such a transformation preserves convexity --- or concavity --- so that *h*′^0^ is a concave function of **Λ**, since *h*^0^ is a concave function of ***F***^0^.

A quasilinear system of the type ([23](#Equ23){ref-type=""}) with symmetric coefficient matrices, of which the temporal one is definite, is called symmetric hyperbolic. We conclude that symmetric hyperbolicity of the equations ([23](#Equ23){ref-type=""}) for the fields **Λ** is equivalent to the concavity of the entropy density *h*^0^ in terms of the fields of densities ***F***^0^.

*Hyperbolicity* implies finite characteristic speeds, and *symmetric* hyperbolic systems guarantee the well-posedness of initial value problems, i.e. existence and uniqueness of solutions --- at least in the neighbourhood of an event --- and continuous dependence on the data.

Thus without having actually calculated a single characteristic speed, we have resolved Cattaneo's paradox of infinite speeds. The structure of extended thermodynamics guarantees that all speeds are finite; no paradox can occur!

The fact that a system of balance-type field equations is symmetric hyperbolic, if it is compatible with the entropy inequality and the concavity of the entropy density was discovered by Godunov \[[@CR19]\] in the special case of Eulerian fluids. In general this was proved by Boillat \[[@CR1]\]. Ruggeri & Strumia \[[@CR43]\] have found that the symmetry is revealed only when the Lagrange multipliers are chosen as variables; these authors were strongly motivated by Liu's results of 1972 and by a paper by Friedrichs & Lax \[[@CR18]\] which appeared a year earlier.

Moments as variables {#Sec3.3}
--------------------

In a gas the most plausible choice for the four-fluxes ***F***^*A*^ are the moments of the phase density *f*(***x, p***,*t*) of the atoms. Thus we have $$\documentclass[12pt]{minimal}
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{p^{{i_1}}}{p^{{i_2}}} \cdots {p^{{i_N}}}\;\;\;\;\;\;\;\alpha  = n - \frac{1}{2}(N + 1)(N + 2), \ldots ,n
\end{array} \right\}$$\end{document}$$ so that the densities *F*~*α*~^0^, (*α* = 1, 2,\...*n*) form a hierarchy of moments of increasing tensorial degree up to degree *N*. Because of the evident symmetry of ([27](#Equ27){ref-type=""}) there is a relation between *n* and *N*, viz. $$\documentclass[12pt]{minimal}
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                \begin{document}$$n = \frac{1}{6}(N + 1)(N + 2)(N + 3).$$\end{document}$$ The kinetic theory of gases implies that the moments ([26](#Equ26){ref-type=""}) satisfy equations of balance of the type ([1](#Equ1){ref-type=""}) so that the foregoing analysis holds. In particular, we have ([18](#Equ18){ref-type=""}) which may now be written in the form $$\documentclass[12pt]{minimal}
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We introduce *χ* = Λ~*α*~*p*~*α*~ and note that by ([30](#Equ30){ref-type=""}) the phase density depends on the single variable *χ* only. Also ([32](#Equ32){ref-type=""}) implies that the vector potential has the form $$\documentclass[12pt]{minimal}
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                \begin{document}$${\frac{{{d^2}F}}{{d{\chi ^2}}} < 0,}$$\end{document}$$ i.e. *F*(*χ*) must be concave for the system ([34](#Equ34){ref-type=""}) to be symmetric hyperbolic.

Specific form of the phase density {#Sec3.4}
----------------------------------

For moments as variables the entropy four-flux *h*^*A*^ follows from ([19](#Equ19){ref-type=""}) and ([33](#Equ33){ref-type=""}). We obtain $$\documentclass[12pt]{minimal}
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Comparison shows that we must have $$\documentclass[12pt]{minimal}
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                \begin{document}$$F =  \mp ky\;\ln \left( {1 \pm {{\rm{e}}^{ - \chi /k}}} \right).$$\end{document}$$ *f* is the phase density appropriate to a degenerate gas in non-equilibrium. Differentiation of ([39](#Equ39){ref-type=""}) with respect to *χ* proves the inequality ([35](#Equ35){ref-type=""}).

Therefore symmetric hyperbolicity of the system ([34](#Equ34){ref-type=""}) and hence the concavity of the entropy density with respect to the variables *F*~α~^0^ is implied by the moment character of the fields and the form of the four-flux of entropy.

For a non-degenerate gas the term ±1 in the denominator of ([38](#Equ38){ref-type=""}) may be neglected. In that case we have $$\documentclass[12pt]{minimal}
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                \begin{document}$$\left[ { - \frac{1}{k}\int {{p^A}{p_\alpha }{p_\beta }fdp} } \right]{\Lambda _{\beta ,A}} = {\pi _\alpha }.$$\end{document}$$ Note that the matrices of coefficients are composed of moments in this case of a non-degenerate gas.

We know that a non-degenerate gas at rest in equilibrium exhibits the Maxwellian phase density $$\documentclass[12pt]{minimal}
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                \begin{document}$${f_E} = \frac{n}{{{{\sqrt {2\pi mkT} }^3}}}{{\rm{e}}^{ - \frac{{{p^2}}}{{2mkT}}}}.$$\end{document}$$ *n* and *T* denote the number density and the temperature of the gas in equilibrium. Comparison of ([43](#Equ43){ref-type=""}) with ([40](#Equ40){ref-type=""}) shows that only two Lagrange multipliers are non-zero in equilibrium, viz. $$\documentclass[12pt]{minimal}
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Pulse speeds in a non-degenerate gas in equilibrium {#Sec3.5}
---------------------------------------------------

We recall the discussion of characteristic speeds in Section [2.4](#Sec2.4){ref-type="sec"} which we apply to the system ([23](#Equ23){ref-type=""}) of field equations. The characteristic equation of this system reads $$\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{det}}\left( {\frac{{{\partial ^2}{{h'}^a}}}{{\partial \Lambda \partial \Lambda }}{n_a}\frac{V}{c}\frac{{{\partial ^2}{{h'}^0}}}{{\partial \Lambda \partial \Lambda }}} \right) = 0.$$\end{document}$$ This equation determines the characteristic speeds *V*, whose maximal value *V*~max~ is the pulse speed. In the case of moments and for a non-degenerate gas at rest and in equilibrium this equation reads, by ([42](#Equ42){ref-type=""}), $$\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{det}}\left( {\int {({p^a}{n_a} - Vm)} {p_\alpha }{p_\beta }{f_E}dp} \right) = 0.$$\end{document}$$ *f*~E~ is the Maxwellian phase density, so that all integrals in ([47](#Equ47){ref-type=""}) are Gaussian integrals, easy to calculate. Weiss \[[@CR49]\] has calculated the speeds *V* for different degrees *n* of extended thermodynamics. Recall that *α*, *β* range over the values 1 through *n*. He has made a list of *V*~max~ which is represented here in Table [1](#Tab1){ref-type="table"}. *V*~max~ is normalized in Table [1](#Tab1){ref-type="table"} by $\documentclass[12pt]{minimal}
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Inspection of Table [1](#Tab1){ref-type="table"} shows that the pulse speed increases monotonically with the number of moments and there is clearly a suspicion that it may tend to infinity as *n* goes to infinity. This suspicion will presently be confirmed.

A lower bound for the pulse speed of a non-degenerate gas {#Sec3.6}
---------------------------------------------------------

Since in ([47](#Equ47){ref-type=""}) the integral *∫* *p*^*a*^*n*~*a*~*p*~*α*~*p*~*β*~*f*~*E*~*d****p*** is symmetric and *∫* *p*~*α*~*p*~*β*~*f*~*E*~*d****p*** is symmetric and positive definite, it follows from linear algebra[3](#Fn3){ref-type="fn"} that $$\documentclass[12pt]{minimal}
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                \begin{document}$$\int {({p^a}{n_a} - {V_{{\rm{max}}}}m){p_\alpha }{p_\beta }{f_E}dp} \;\;\;{\rm{is}}\;{\rm{negative}}\;{\rm{semi - definite}}{\rm{.}}$$\end{document}$$ Boillat & Ruggeri \[[@CR5]\] have used this knowledge to derive an estimate for *V*~max~ in terms of *N*, the highest tensorial degree of the moments. The estimate reads $$\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{{{V_{\max }}}}{{{c_0}}} \ge \sqrt {\frac{6}{5}\left( {N - \frac{1}{2}} \right)} .$$\end{document}$$ Therefore, indeed, as more and more moments are drawn into the scheme of extended thermodynamics, the pulse speed goes up and, if *N* tends to infinity, so does *V*~max~.

The proof of ([49](#Equ49){ref-type=""}) rests on the realization that --- because of symmetry --- $\documentclass[12pt]{minimal}
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Therefore ([48](#Equ48){ref-type=""}) assumes the form $$\documentclass[12pt]{minimal}
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The elements of a semi-definite matrix *a*~*ij*~ satisfy the inequalities *a*~*ii*~*a*~*jj*~ ≥ *a*~*ij*~^2^ and therefore ([50](#Equ50){ref-type=""}) implies $$\documentclass[12pt]{minimal}
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\ge {\left( {\int {({p^a}{n_a} - {V_{{\rm{max}}}}m){{({p^1})}^{2p + s}}{{({p^2})}^{2q + t}}{{({p^3})}^{2r + u}}\;{f_E}dp} } \right)^2}
\end{array}$$\end{document}$$

Since *f*~*E*~ is an even function of ***p*** we obtain $$\documentclass[12pt]{minimal}
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\ge {\left( {\int {({p^a}{n_a} - {V_{{\rm{max}}}}m){{({p^1})}^{p + s}}{{({p^2})}^{q + t}}{{({p^3})}^{r + u}}\;{f_E}dp} } \right)^2}
\end{array}$$\end{document}$$ This estimate depends on the choice of the exponents *p* through *u* and we choose, rather arbitrarily *p = N, s = N* - 1 and all others zero. Also we set *n*~*a*~ = (1,0,0). In that case ([52](#Equ52){ref-type=""}) implies $$\documentclass[12pt]{minimal}
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An easy check will show that for each *N* the value $\documentclass[12pt]{minimal}
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                \begin{document}$$\sqrt {{\textstyle{6 \over 5}}(N - {\textstyle{1 \over 2}})} $$\end{document}$ lies below the corresponding values of Table [1](#Tab1){ref-type="table"}, as they must. It may well be possible to tighten the estimate ([49](#Equ49){ref-type=""}).

Finite Speeds in Relativistic Extended Thermodynamics {#Sec4}
=====================================================

In the relativistic theory the entropy density is not a scalar, it depends on the frame. This fact creates problems: Granted that an entropy density tends to be concave, which one would that be? To my knowledge this question is unresolved. In this section we assume that there exists a privileged frame in which the entropy density is concave. And we choose the privileged frame such that symmetric hyperbolicity of the system of field equations is guaranteed. These considerations have been motivated by a paper by Ruggeri \[[@CR42]\].

Symmetric hyperbolicity means finite characteristic speeds, not necessarily speeds smaller than the speed of light. However, for moments as four-fluxes it can be shown that all speeds are smaller or equal to *c* and that for infinitely many moments the pulse speed tends to *c*. Moreover, for moments the privileged frame is the rest frame of the gas, at least, if the gas is non-degenerate.

Concavity of a privileged entropy density {#Sec4.1}
-----------------------------------------

We recall the arguments of Section [2.2](#Sec2.2){ref-type="sec"} concerning concavity in the relativistic case and choose the fields ***u*** to mean the privileged densities ***F***~*¯ζ*~ = ***F***^*A*^*¯ζ*~*A*~. The privileged entropy density is assumed by ([5](#Equ5){ref-type=""}) to be concave with respect to the privileged fields ***F***~*¯ζ*~. The privileged co-vector *¯ζ*~*A*~ will be chosen so that the concavity of *h*~*¯ζ*~ implies symmetric hyperbolicity of the field equations.

From ([8](#Equ8){ref-type=""}) we obtain after multiplication by *¯ζ*~*A*~ $$\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{{{\partial ^2}{h_{\bar \zeta }}}}{{\partial {F_{\bar \zeta }}\partial {F_{\bar \zeta }}}}$$\end{document}$ --- implies global invertibility between the field vector ***F***~*¯ζ*~ and the Lagrange multipliers Λ, *provided that* the privileged co-vector *¯ζ*^*A*^ is chosen as co-linear to the vector potential *h*′^*A*^. We set $$\documentclass[12pt]{minimal}
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                \begin{document}$${{\bar \zeta }^A}\frac{{{\partial ^2}{{\bar \zeta }^A}}}{{\partial {F_{\bar \zeta }}\partial {F_{\bar \zeta }}}} =  - \frac{{\partial {{\bar \zeta }^A}\partial {{\bar \zeta }^A}}}{{\partial {F_{\bar \zeta }}\partial {F_{\bar \zeta }}}}\; \sim \;{\rm{positive}}\;{\rm{semi - definite}}$$\end{document}$$ so that, by ([57](#Equ57){ref-type=""}), the second term on the right hand side of ([55](#Equ55){ref-type=""}) vanishes and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\frac{{\partial \Lambda }}{{\partial {F_{\bar \zeta }}}}$$\end{document}$ is definite. Equation ([58](#Equ58){ref-type=""}) will be used later.

With **Λ** as a field vector, instead of ***F***~*¯ζ*~, we may rephrase ([8](#Equ8){ref-type=""}) in the form $$\documentclass[12pt]{minimal}
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                \begin{document}$${F_{\bar \zeta }} = \frac{{\partial {h_{\bar \zeta }}}}{{\partial \Lambda }},$$\end{document}$$ where *h*′~*¯ζ*~ = *h*′^*A*^*¯ζ*^*A*^ = **Λ** ⋅ ***F***~*¯ζ*~ - *h*~*¯ζ*~. Thus *h*′~*¯ζ*~ is the Legendre transform of *h*~*¯ζ*~ with respect to the map ***F***~*¯ζ*~ ⇔ **Λ**. It follows that *h*′~*¯ζ*~ is concave in **Λ**, since *h*~*¯ζ*~ is concave in F~*¯ζ*~; thus we have $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\frac{{{\partial ^2}{{h'}_{\bar \zeta }}}}{{\partial \Lambda \partial \Lambda }} \sim \;{\rm{negative}}\;{\rm{definite}}{\rm{.}}$$\end{document}$$

Symmetric hyperbolicity {#Sec4.2}
-----------------------

The transformation ***F***~*¯ζ*~ ⇔ **Λ** helps us to recognize the structure of the field equations. Obviously with **Λ** as the field vector, instead of ***F***~*¯ζ*~ may rephrase the field equations ([10](#Equ10){ref-type=""}) as $$\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{{{\partial ^2}{{h'}^A}}}{{\partial \Lambda \partial \Lambda }}{\Lambda _{,A}} = \pi (\Lambda ).$$\end{document}$$ We observe that the coefficient matrices are Hessian matrices and therefore symmetric.

By the definition of symmetric hyperbolicity due to Friedrichs \[[@CR17]\] the system is symmetric hyperbolic, if *there exists at least one* co-vector *ζ*~*A*~ for which $$\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{{{\partial ^2}{{h'}^A}}}{{\partial \Lambda \partial \Lambda }}{\zeta _A} \sim \;{\rm{negative}}\;{\rm{definite}}\;\;\;\;\;({g^{AB}}{\zeta _A}{\zeta _B} = 1,\;\;\;\;\;{\zeta _0} > 0).$$\end{document}$$ In our case --- with the concavity ([5](#Equ5){ref-type=""}) of the entropy density *h*~*¯ζ*~ for $\documentclass[12pt]{minimal}
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                \begin{document}$${\bar \zeta ^A} =  - \frac{{{{h'}^A}}}{{\sqrt {{{h'}^A}{{h'}_A}} }}$$\end{document}$ --- it is clear that such a co-vector exists. It is *¯ζ*^*A*^ itself! Indeed we have $$\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{{{\partial ^2}{{h'}^A}}}{{\partial \Lambda \partial \Lambda }}{\bar \zeta _A} = \frac{{{\partial ^2}{{h'}_{\bar \zeta }}}}{{\partial \Lambda \partial \Lambda }} + \frac{{\partial {{\bar \zeta }_A}}}{{\partial \Lambda }}\frac{{\partial {{h'}^A}}}{{\partial \Lambda }} \sim \;{\rm{negative}}\;{\rm{definite}}$$\end{document}$$ by ([62](#Equ62){ref-type=""}) and ([58](#Equ58){ref-type=""}). Thus symmetric hyperbolicity is implied by the concavity of the entropy density both in the relativistic and the non-relativistic case.

It is true that in the relativistic case we have to rely on the privileged co-vector $\documentclass[12pt]{minimal}
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                \begin{document}$${\bar \zeta ^A} =  - \frac{{{{h'}^A}}}{{\sqrt {{{h'}^A}{{h'}_A}} }}$$\end{document}$ in this context and therefore on a privileged Lorentz frame whose entropy density *h*~*¯ζ*~ is concave in ***F***~*¯ζ*~. *The significance of this choice is not really understood*. Indeed, we might have preferred the privileged frame to be the local rest frame of the body. In that respect it is reassuring that *h*′^*A*^ is often co-linear to the four-velocity *U*^*A*^ as we shall see in Section [4.3](#Sec4.3){ref-type="sec"} below; but not always! A better understanding is needed.

Note that in the non-relativistic case the only time-like co-vector is *ζ*~*A*~ = (1, 0, 0, 0), a constant vector. In that case all the above-mentioned complications are absent: Concavity of the one and only entropy density *h*^0^ is equivalent to symmetric hyperbolicity, see Section [3](#Sec3){ref-type="sec"} above.

Also note that the requirement ([65](#Equ65){ref-type=""}) of symmetric hyperbolicity ensures finite characteristic speeds, not necessarily speeds smaller than *c* as we might have wished. \[In this respect we may be tempted to replace Friedrich's definition of symmetric hyperbolicity by one of our own making, which might require ([65](#Equ65){ref-type=""}) to be true *for all* time-like co-vectors *ζ*~*A*~ --- instead of *at least one*. If we did that, we should anticipate the whole problem of speeds greater than *c*. Indeed, we recall the characteristic equation ([15](#Equ15){ref-type=""}) which --- for our system ([64](#Equ64){ref-type=""}) --- reads $$\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{det}}\left( {{\phi _{,A}}\frac{{{\partial ^2}{{h'}^A}}}{{\partial \Lambda \partial \Lambda }}} \right) = 0.$$\end{document}$$ If ([65](#Equ65){ref-type=""}) were to hold for all time-like co-vectors *ζ*~*A*~, we could now conclude that *ϕ*~,*A*~ is space-like, or light-like, so that *g*^*AB*^*ϕ*~,*A*~*ϕ*~,*B*~ ≤ 0 holds. Thus ([12](#Equ12){ref-type=""}) would imply *V*^2^ ≤ *c*^2^. This is a clear case of assuming the desired result in a disguise and we do not follow this path.\]

Moments as four-fluxes and the vector potential {#Sec4.3}
-----------------------------------------------

Just like in the non-relativistic case the most plausible --- and popular --- choice of the four-fluxes ***F***^*A*^ in relativistic thermodynamics is moments of the phase density *f*(***x***, ***p***, *t*) of the atoms, viz. $$\documentclass[12pt]{minimal}
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                \begin{document}$$F_\alpha ^A = \int {{p^A}{p_\alpha }fdP,\;\;\;\;(\alpha  = 1,\;2, \ldots n),\;\;\;\;(A = 0,\;1,\;2,\;3)} $$\end{document}$$ This is formally identical to the non-relativistic case that was treated in Section [3](#Sec3){ref-type="sec"}[4](#Fn4){ref-type="fn"}. There are essential differences, however *p*^*A*^ is now the Lorentz vector of atomic four-momentum with *p*^0^ \> 0 and *p*^*A*^*p*~*A*~ = *m*^2^*c*^2^. Accordingly *p*~*α*~ now stands for polynomials in the components of four-momentum. Thus instead of ([27](#Equ27){ref-type=""}) we have $$\documentclass[12pt]{minimal}
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                \begin{document}$${p_\alpha } = \left\{ \begin{array}{l}
1\\
{p^{{B_1}}}\\
{p^{{B_1}}}{p^{{B_2}}}\\
\vdots \\
{p^{{B_1}}}{p^{{B_2}}} \ldots {p^{{B_N}}}.
\end{array} \right.$$\end{document}$$The element *d****P*** of phase space is now equal to *d****p***/*p*~0~ instead of *d****p***.

Both are important differences. But many results from the non-relativistic theory will remain formally valid.

Thus for instance in the relativistic case we still have $$\documentclass[12pt]{minimal}
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                \begin{document}$$F(\chi ) =  \mp ky\ln \left( {1 \pm {{\rm{e}}^{ - \frac{\chi }{k}}}} \right),$$\end{document}$$ just like ([33](#Equ33){ref-type=""}) and ([39](#Equ39){ref-type=""}). We conclude that the vector potential *h*′^*A*^ is not generally in the class of moments. However, in the non-degenerate limit, where e^-*χ*/*k*^ ≪ 1 holds, we obtain from ([69](#Equ69){ref-type=""}) (see also ([41](#Equ41){ref-type=""})) $$\documentclass[12pt]{minimal}
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                \begin{document}$${{h'}^A} =  - k\int {{p^A}fdP} $$\end{document}$$ and that *is* in the class of moments. In fact *h*′^*A*^ is equal to the four-velocity *U*^*A*^ of the gas to within a factor. We have $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{h'}^A} =  - \frac{{nk}}{c}{U^A},$$\end{document}$$ where *n* is the number density of atoms in the rest frame of the gas.

We recall the discussion --- in Section [4.2](#Sec4.2){ref-type="sec"} --- of the important role played by *h*′^*A*^ in ensuring symmetric hyperbolicity of the field equations: Symmetric hyperbolicity was due to the concavity of *h*~*¯ζ*~(***F***~*¯ζ*~) in the privileged frame moving with the four-velocity $\documentclass[12pt]{minimal}
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                \begin{document}$$c{\bar \zeta ^A} =  - c\frac{{{{h'}^A}}}{{\sqrt {{{h'}_A}{{h'}^A}} }}$$\end{document}$. Now we see from ([72](#Equ72){ref-type=""}) that --- for the non-degenerate gas --- we have *c¯ζ*^*A*^ = *U*^*A*^ so that the privileged frame is the local rest frame of the gas. This is quite satisfactory, since the rest frame is naturally privileged. \[There remains the question of why the rest frame is not the privileged one for a degenerate gas. This point is open and invites investigation.\]

Upper and lower bounds for the pulse speed {#Sec4.4}
------------------------------------------

We recall the form of the field equations ([34](#Equ34){ref-type=""}) $$\documentclass[12pt]{minimal}
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                \begin{document}$$\left[ {\int {{p^A}{p_\alpha }{p_\beta }\frac{{{d^2}F}}{{d{\chi ^2}}}dP} } \right]{\Lambda _{\beta ,A}} = {\pi _\alpha }$$\end{document}$$ which is still valid in the relativistic case, albeit with *p*^*A*^ as the Lorentz vector of the atomic fourth-momentum rather than *p*^*A*^ = (*mc*, *p*^*a*^) as in Section [3](#Equ3){ref-type=""}. We already know that $\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{{{d^2}F}}{{d{\chi ^2}}} < 0$$\end{document}$ holds. Also *p*^*A*^ is a time-like vector so that we have $$\documentclass[12pt]{minimal}
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                \begin{document}$${\zeta ^A}\int {{p^A}{p_\alpha }{p_\beta }} \frac{{{d^2}F}}{{d{\chi ^2}}}dP \sim \;{\rm{negative}}\;{\rm{definite}}$$\end{document}$$ for *all time-like co-vectors* *ζ*~*A*~.

Therefore the characteristic equation of the system ([73](#Equ73){ref-type=""}) of field equations, viz. $$\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{det}}\left( {{\phi _{,A}}\int {{p^A}{p_\alpha }{p_\beta }} \frac{{{d^2}F}}{{d{\chi ^2}}}dP} \right) = 0$$\end{document}$$ implies that *ϕ*~,*A*~ is space-like, or light-like and therefore --- by ([12](#Equ12){ref-type=""}) --- all characteristic speeds are smaller than *c*. We conclude that the speed of light is an upper bound for the pulse speed *V*~max~.

\[Recall that the requirement ([65](#Equ65){ref-type=""}) of symmetric hyperbolicity did not require speeds ≤ *c*. I have discussed that point at the end of Section [4.2](#Sec4.2){ref-type="sec"}. Now, however, in extended thermodynamics of moments, because of the specific form of the vector potential, the condition ([65](#Equ65){ref-type=""}) is satisfied for all co-vectors. Therefore all speeds are ≤ *c*.\]

More explicitly, by ([11](#Equ11){ref-type=""}), the characteristic equation ([75](#Equ75){ref-type=""}) reads $$\documentclass[12pt]{minimal}
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                \begin{document}$${\int {{p^A}p} _\alpha }{p_\beta }\frac{{{d^2}F}}{{d{\chi ^2}}}dP$$\end{document}$ is symmetric and $\documentclass[12pt]{minimal}
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                \begin{document}$$ - {\int {{p^0}p} _\alpha }{p_\beta }\frac{{{d^2}F}}{{d{\chi ^2}}}dP$$\end{document}$ is positive definite and symmetric. Therefore it follows from linear algebra (see Footnote ([3](#Fn3){ref-type=""})) that $$\documentclass[12pt]{minimal}
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                \begin{document}$${\int {\left( {{p^a}{n_a} - \frac{{{V_{{\rm{max}}}}}}{c}{p^0}} \right){p_\alpha }{p_\beta }} \frac{{{d^2}F}}{{d{\chi ^2}}}dP \sim \;{\rm{negative}}\;{\rm{semi - definite}}{\rm{.}}}$$\end{document}$$ In very recent papers, Boillat & Ruggeri \[[@CR6], [@CR3]\] have used this knowledge to prove lower bounds for *V*~max~. The lower bounds depend on *n*, the number of fields, and for the number of fields tending to infinity the lower bound of *V*~max~ tends to *c* from below. The strategy of proof is similar to the one employed in Section [3.6](#Sec3.6){ref-type="sec"} for the non-relativistic case.

Therefore the pulse speeds of all moment theories are smaller than *c*, but they tend to *c* as the number of moments tends to infinity. This result compares well with the corresponding result in Section [3.6](#Sec3.6){ref-type="sec"} concerning the non-relativistic theory. In that case there was no upper bound so that the pulse speeds tended to infinity for extended thermodynamics of very many moments.

Relativistic Thermodynamics of Gases. 14-Field Theory {#Sec5}
=====================================================

While the synthetic treatment of the foregoing sections is concise and seems quite elegant, it is also little suggestive of the laws for heat flux and stress that we associate with non-equilibrium thermodynamics. Moreover, the elegance of this treatment disguises the fact that much work is needed in order to obtain specific results.

The following section highlights this situation by considering a viscous heat-conducting gas, a material which is fully characterized by 14 fields, viz. the density and flux of mass, energy and momentum, and stress and heat flux. With this choice of fields we shall be able to exploit the principle of relativity and the entropy inequality in explicit form and to calculate some specific pulse speeds.

It is true that much of the rigorous formal structure of the preceding section is lost when it comes to specific calculations. Linearization around equilibrium cannot be avoided, if we wish to obtain specific results, and that destroys global invertibility and general symmetric hyperbolicity. These properties are now restricted to situations close to equilibrium.

Thermodynamic processes in viscous, heat-conducting gases {#Sec5.1}
---------------------------------------------------------

The objective of thermodynamics of viscous, heat-conducting gases is the determination of the 14 fields $$\documentclass[12pt]{minimal}
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{A^A}\;:\;{\rm{particle}}\;{\rm{flux}}\;{\rm{vector}}\\
{A^{AB}}:\;{\rm{energy - momentum}}\;{\rm{tensor}}
\end{array}$$\end{document}$$ in all events *x*^*D*^. Both *A*^*A*^ and *A*^*AB*^ are Lorentz tensors. The energy-momentum tensor is assumed symmetric so that it has 10 independent components.

For the determination of these fields we need field equations and these are formed by the conservation laws of particle number and energy-momentum, viz. $$\documentclass[12pt]{minimal}
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                \begin{document}$${A^{AB}}_{,B} = 0$$\end{document}$$ and by the equations of balance of fluxes $$\documentclass[12pt]{minimal}
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                \begin{document}$${A^{ABC}}_{,C} = {I^{AB}}.$$\end{document}$$ *A*^*ABC*^ is the flux tensor --- it is completely symmetric ---, and *I*^*AB*^ is its production density. We assume $$\documentclass[12pt]{minimal}
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                \begin{document}$${I^A}_A = 0\;\;\;{\rm{and}}\;\;\;{A^{AB}}_B = {c^2}{A^A}$$\end{document}$$ so that among the 15 equations ([79](#Equ79){ref-type=""}, [80](#Equ80){ref-type=""}, [81](#Equ81){ref-type=""}) there are 14 independent ones, which is the appropriate number for 14 fields.

The components of *A*^*A*^ and *A*^*AB*^ have the following interpretations $$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{*{20}{l}}
{{A^0}\;\,:\,\;c\:\cdot\:{\rm{rest}}\,{\rm{mass}}\,{\rm{density}},}\\
{{A^a}\,\;:\,\;{\rm{flux}}\,{\rm{of}}\,{\rm{rest}}\,{\rm{mass}},}\\
{{A^{00}}\;\,:\,\;{\rm{energy}}\,{\rm{density}},}\\
{{A^{0a}}\,\;:\,\;{\rm{1/}}c\:\cdot\:{\rm{energy}}\:{\rm{flux}},}\\
{{A^{a0}}\,\;:\,\;c\:\cdot\:{\rm{momentum}}\,{\rm{density}},}\\
{{A^{ab}}\;\,:\,\;{\rm{momentum}}\,{\rm{flux}}.}
\end{array}$$\end{document}$$ The motivation for the choice of equations ([79](#Equ79){ref-type=""}, [80](#Equ80){ref-type=""}, [81](#Equ81){ref-type=""}), and in particular ([81](#Equ81){ref-type=""}), stems from the kinetic theory of gases. Indeed *A*^*A*^ and *A*^*AB*^ are the first two moments in the kinetic theory and *A*^*A*^~,*A*~ = 0 and *A*^*AB*^~,*B*~ = 0 are the first two equations of transfer. Therefore it seems reasonable to take further equations from the equation of transfer for the third moment *A*^*ABC*^ and these have the form ([81](#Equ81){ref-type=""}). In the kinetic theory the two conditions ([82](#Equ82){ref-type=""}) are satisfied.

The set of equations ([79](#Equ79){ref-type=""}, [80](#Equ80){ref-type=""}, [81](#Equ81){ref-type=""}) must be supplemented by constitutive equations for the flux tensor *A*^*ABC*^ and the flux production *I*^*AB*^. The generic form of these relations in a viscous, heat-conducting gas reads $$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{l}
{A^{ABC}} = {{\hat A}^{ABC}}({A^M},{A^{MN}})\\
{I^{AB}} = {{\hat I}^{AB}}({A^M},{A^{MN}}).
\end{array}$$\end{document}$$ If the constitutive functions *ς* and *Î* are known, we may eliminate *A*^*ABC*^ and *I*^*BC*^ between ([79](#Equ79){ref-type=""}, [80](#Equ80){ref-type=""}, [81](#Equ81){ref-type=""}) and ([84](#Equ84){ref-type=""}) and obtain a set of field equations for *A*^*M*^, *A*^*MN*^. Each solution is called a *thermodynamic process*.

It is clear upon reflection that this theory, based on ([79](#Equ79){ref-type=""}, [80](#Equ80){ref-type=""},[81](#Equ81){ref-type=""}) and ([84](#Equ84){ref-type=""}), provides a special case of the generic structure explained in Section [2](#Sec2){ref-type="sec"}.

Constitutive theory {#Sec5.2}
-------------------

We recall the restrictive principles of the constitutive theory from Section [2](#Sec2){ref-type="sec"} and adjust them to the present case entropy inequality *h*^*A*^~*,A*~ ≥ 0 with *h*^*A*^ = *ĥ*^*A*^(*A*^*M*^, *A*^*MN*^),principle of relativity.

The former principle was discussed and exploited in the general scheme of Section [2](#Equ2){ref-type=""}, but the principle of relativity was not. This principle assumes that the constitutive functions *Â*^*ABC*^, *Î*^*AB*^, *ĥ*^*A*^ --- generically *Ĉ* --- are invariant under Lorentz transformations $$\documentclass[12pt]{minimal}
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                \begin{document}$${x^{*A}} = {x^{*A}}({x^B}).$$\end{document}$$ Thus the principle of relativity may be stated in the form $$\documentclass[12pt]{minimal}
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                \begin{document}$$C = \hat C({A^M},\:{A^{MN}})\:\:\:{\rm{and}}\:\:\:\mathop {{\rm{ }}C}\limits^*  = \hat C({A^{*M}},{A^{*MM}})$$\end{document}$$ Note that *Ĉ* is the *same* function in both equations.

It is complicated and cumbersome to exploit the constitutive theory but the results are remarkably specific, at least for near-equilibrium processes: *Â*^*ABC*^ will be reduced to the thermal equation of state.*Î*^*AB*^ will be reduced to the relaxation times of the gas, which may be considered to be of the order of magnitude of the mean time of free flight of its molecules.

For details of the calculation the reader is referred to the literature, in particular to the book by Müller & Ruggeri \[[@CR39], [@CR40]\] or the paper by Liu, Müller & Ruggeri \[[@CR31]\]. Here we explain only the results.

Results of the constitutive theory {#Sec5.3}
----------------------------------

No matter how much a person may be conditioned to think relativistically, he will appreciate the decomposition of the four-tensors *A*^*A*^, *A*^*AB*^ and *h*^*A*^ into their suggestive time-like and space-like components. We have $$\documentclass[12pt]{minimal}
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{A^A} = nm{U^A}\\
{A^{AB}} = {t^{\left\langle {AB} \right\rangle }} + (p(n,\;e) + \pi ){h^{AB}} + {\textstyle{1 \over {{c^2}}}}({U^A}{q^B} + {U^B}{q^A}) + {\textstyle{e \over {{c^2}}}}{U^A}{U^B}\\
{h^A} = h{U^A} + {\Phi ^A},
\end{array}$$\end{document}$$ and the components have suggestive meaning as follows $$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{l}
n\;:\;{\rm{number}}\;{\rm{density}}\\
{U^A}\;:\;{\rm{velocity}}\\
{t^{\left\langle {AB} \right\rangle \;}}\;:\;{\rm{stress}}\;{\rm{deviator}}\\
p + \pi \;:\;{\rm{pressure}}\\
{q^A}\;:\;{\rm{heat}}\;{\rm{flux}}\\
e\;:\;{\rm{heat}}\;{\rm{flux}}\\
h\;:\;{\rm{entropy}}\;{\rm{density}}\\
{\Phi ^A}\;:\;{\rm{(non - convective)}}\;{\rm{entropy}}\;{\rm{flux}}{\rm{.}}
\end{array}$$\end{document}$$ At least this is how *n* through Φ^*A*^ are to be interpreted in the rest frame of the gas.

We have defined $\documentclass[12pt]{minimal}
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                \begin{document}$${h^{AB}} = \frac{1}{{{c^2}}}{U^A}{U^B} - {g^{AB}}$$\end{document}$ and *m* is the molecular rest mass.

The decomposition ([86](#Equ86){ref-type=""}) is not only popular because of its intuitive quality but also, since it is now possible to characterize *equilibrium* as a process in which the stress deviator *t*^〈*AB*〉^ the heat flux *q*^*A*^ and the dynamic pressure *π* --- the non-equilibrium part of the pressure --- vanish.

The equilibrium pressure *p* is a function of *n* and *e*, the *thermal equation of state*. In thermodynamics it is often useful to replace the variables (*n*, *e*) by $$\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{fugacity}}\;\alpha \;\;\;{\rm{and}}\;\;\;{\rm{absolute}}\;{\rm{temperature}}\;T,$$\end{document}$$ because these two variables can be measured --- at least in principle. Also *α* and *T* are the natural variables of statistical thermodynamics which provides the thermal equation of state in the form *p* = *p*(*α*, *T*). The transition between the new variables (*α*, *T*) and the old ones (*n*, *e*) can be effected by the relations $$\documentclass[12pt]{minimal}
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                \begin{document}$$nm =  - \frac{1}{T}\dot p\;\;\;{\rm{and}}\;\;\;e = p' - p$$\end{document}$$ where ˙ and ′ here and below denote differentiation with respect to *α* and ln *T* respectively.

If we restrict attention to a linear theory in *t*^〈*AB*〉^, *q*^*A*^, and *π*, we can satisfy the principle of relativity with linear isotropic functions for *A*^*ABC*^, *I*^*BC*^ viz. $$\documentclass[12pt]{minimal}
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{A^{ABC}} = (C_1^0 + C_1^\pi \pi ){U^A}{U^B}{U^C} + {\textstyle{{{c^2}} \over 6}}(nm - C_1^0 + C_1^\pi \pi ).\\
\;\;\;\;\;\;\;\;\; \cdot ({g^{AB}}{U^C} + {g^{BC}}{U^A} + {g^{CA}}{U^B}) + {C_3}({g^{AB}}{q^C} + {g^{BC}}{q^A} + {g^{CA}}{q^B}) - \\
\;\;\;\;\;\;\;\;\; - {\textstyle{6 \over {{c^2}}}}{C_3}({U^A}{U^B}{q^C} + {U^B}{U^C}{q^A} + {U^C}{U^A}{q^B}) + \\
\;\;\;\;\;\;\;\;\; + {C_5}({t^{\left\langle {AB} \right\rangle }}{U^C} + {t^{\left\langle {BC} \right\rangle }}{U^A} + {t^{\left\langle {CA} \right\rangle }}{U^B}),
\end{array}$$\end{document}$$ $$\documentclass[12pt]{minimal}
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                \begin{document}$${I^{BC}} = B_1^\pi \pi {g^{AB}} - \frac{4}{{{c^2}}}B_1^\pi \pi {U^A}{U^B} + {B_3}{t^{\left\langle {AB} \right\rangle }} + \frac{1}{{{c^2}}}{\hat B^4}({q^A}{U^B} + {q^B}{U^A}).$$\end{document}$$ Note that *I*^*BC*^ vanishes in equilibrium so that no entropy production occurs in that state. The coefficients *C* and *B* in ([89](#Equ89){ref-type=""}, [90](#Equ90){ref-type=""}) are functions of *e* and *n*, or *α* and *T*. In fact, the entropy principle determines the *C*'s fully in terms of the thermal equation of state *p* = *p*(*α*, *T*) as follows $$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{*{20}{c}}
  {C_1^0 = \frac{{{{\Gamma '}_1}}}{{2{c^2}T}}\;\;\;{\text{with}}\;\;\;{\Gamma _1} =  - 2{c^2}{T^6}\int {\frac{{\dot p}}{{{T^7}}}dT} } \\ 
  {C_1^\pi  =  - \frac{2}{{{c^2}T}}\frac{{\left[ {\begin{array}{*{20}{c}}
  { - \ddot p}&{\dot p - \dot p'}&{{{\dot \Gamma }_1}} \\ 
  {\dot p - \dot p'}&{p' - p''}&{{{\Gamma '}_1} - {\Gamma _1}} \\ 
  {{{\dot \Gamma }_1}}&{{{\Gamma '}_1} - {\Gamma _1}}&{\frac{5}{3}{\Gamma _2}} 
\end{array}} \right]}}{{\left[ {\begin{array}{*{20}{c}}
  { - \ddot p}&{\dot p - \dot p'}&{{{\dot \Gamma }_1}} \\ 
  {\dot p - \dot p'}&{p' - p''}&{{{\Gamma '}_1} - {\Gamma _1}} \\ 
  { - \dot p}&{ - p'}&{\frac{5}{3}{\Gamma _1}} 
\end{array}} \right]}}} \\ 
  {{C_3} =  - \frac{1}{{2T}}\frac{{\left[ {\begin{array}{*{20}{c}}
  {\dot p}&{ - {{\dot \Gamma }_1}} \\ 
  {{\Gamma _1}}&{{\Gamma _2}} 
\end{array}} \right]}}{{\left[ {\begin{array}{*{20}{c}}
  {\dot p}&{ - {{\dot \Gamma }_1}} \\ 
  {p'}&{{\Gamma _1} - {{\Gamma '}_1}} 
\end{array}} \right]}}} \\ 
  {{C_5} =  - \frac{1}{{2T}}\frac{{{\Gamma _2}}}{{{\Gamma _1}}}\;\;\;{\text{with}}\;{\Gamma _2} = 2{c^2}{T^8}\int {\frac{1}{{{T^3}}}{{\dot \Gamma }_1}dT.} } 
\end{array}$$\end{document}$$ The *B*'s in ([90](#Equ90){ref-type=""}) are restricted by inequalities, viz. $$\documentclass[12pt]{minimal}
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                \begin{document}$$B_1^\pi  \ge 0,\;\;\;{\hat B_4} \ge 0,\;\;\;{B_3} \le 0.$$\end{document}$$ All *B*'s have the dimension 1/sec and we may consider them to be of the order of magnitude of the collision frequency of the gas molecules.

In conclusion we may write the field equations in the form $$\documentclass[12pt]{minimal}
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                \begin{document}$${({t^{\left\langle {BA} \right\rangle }} + (p + \pi ){h^{BA}} + \frac{1}{{{c^2}}}({q^B}{U^A} + {q^A}{U^B}) + \frac{e}{{{c^2}}}{U^B}{U^A})_{,A}} = 0$$\end{document}$$ $$\documentclass[12pt]{minimal}
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                \begin{document}$${A^{BCA}}_{,A} = B_1^\pi \pi {g^{BC}} - \frac{4}{{{c^2}}}B_1^\pi \pi {U^B}{U^C} + {B_3}{t^{\left\langle {BC} \right\rangle }} + \frac{1}{{{c^2}}}{\hat B_4}({q^B}{U^C} + {q^C}{U^B}),$$\end{document}$$ where *A*^*BCA*^ must be inserted from ([89](#Equ89){ref-type=""}) and ([91](#Equ91){ref-type=""}). This set of equations represents the field equations of extended thermodynamics. We conclude that extended thermodynamics of viscous, heat-conducting gases is quite explicit --- provided we are given the thermal equation of state *p* = *p*(*α*,*T*) --- except for the coefficients *B*. These coefficients must be measured and we proceed to show how.

The laws of Navier---Stokes and Fourier {#Sec5.4}
---------------------------------------

It is instructive to identify the classical constitutive relations of Navier-Stokes and Fourier of TIP within the scheme of extended thermodynamics. They are obtained from ([93](#Equ93){ref-type=""}, [94](#Equ94){ref-type=""}, [95](#Equ95){ref-type=""}) by the first step of the so-called Maxwell iteration which proceeds as follows: The *n*^th^ iterate $$\documentclass[12pt]{minimal}
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  t 
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  q 
\end{array}A} \right)$$\end{document}$$ results from $$\documentclass[12pt]{minimal}
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  {{A^A}_{,A} = 0}&{{\text{with}}\;{\text{the}}}&{\begin{array}{*{20}{c}}
  {(E)} \\ 
  A 
\end{array}{A_{,A}} = 0} \\ 
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  {(n - 1)} \\ 
  A 
\end{array}A{B_{,B}} = 0}&{{\text{initiation}}}&{\begin{array}{*{20}{c}}
  {(E)} \\ 
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\end{array}A{B_{,B}} = 0} \\ 
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  A 
\end{array}AB{C_{,C}} = \begin{array}{*{20}{c}}
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\end{array}AB{C_{,C}} = \begin{array}{*{20}{c}}
  {(1)} \\ 
  I 
\end{array}AB} 
\end{array}$$\end{document}$$ where *A* are equilibrium values.

A little calculation provides the first iterates for dynamic pressure, stress deviator and heat flux in the form $$\documentclass[12pt]{minimal}
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\lambda  = \frac{1}{{2TB_1^\pi }}\frac{{\left[ {\begin{array}{*{20}{c}}
{ - \ddot p}&{\dot p - \dot p'}&{{{\dot \Gamma }_1}}\\
{\dot p - \dot p'}&{p' - p''}&{{{\Gamma '}_1} - {\Gamma _1}}\\
{{{\dot \Gamma }_1}}&{{{\Gamma '}_1} - {\Gamma _1}}&{{\textstyle{5 \over 3}}{\Gamma _2}}
\end{array}} \right]}}{{\left[ {\begin{array}{*{20}{c}}
{ - \ddot p}&{\dot p - \dot p'}\\
{\dot p - \dot p'}&{p' - p''}
\end{array}} \right]}}\\
\mu  = \frac{1}{{2T{B_3}}}{\Gamma _1}\\
\kappa  = \frac{1}{{2{T^2}{{\hat B}_4}}}\frac{{\left[ {\begin{array}{*{20}{c}}
{\dot p}&{ - {{\dot \Gamma }_1}}\\
{p'}&{{\Gamma _1} - {{\Gamma '}_1}}
\end{array}} \right]}}{{\dot p}}
\end{array}$$\end{document}$$

These are the relativistic analogues of the classical *phenomenological equations* of Navier-Stokes and Fourier. *λ, μ* and *κ* are the bulk viscosity, the shear viscosity and the thermal conductivity respectively; all three of these transport coefficients are non-negative by the entropy inequality.

The only essential difference between the equations ([97](#Equ97){ref-type=""}, [98](#Equ98){ref-type=""}, [99](#Equ99){ref-type=""}) and the non-relativistic phenomenological equations is the acceleration term in ([99](#Equ99){ref-type=""}). This contribution to the Fourier law was first derived by Eckart, the founder of *thermodynamics of irreversible processes*. It implies that the temperature is not generally homogeneous in equilibrium. Thus for instance equilibrium of a gas in a gravitational field implies a temperature gradient, a result that antedates even Eckart.

We have emphasized that the field equations of extended thermodynamics should provide finite speeds. Below in Section [5.6](#Sec5.6){ref-type="sec"} we shall give the values of the speeds for non-degenerate gases. In contrast TIP leads to parabolic equations whose fastest characteristic speeds are always infinite. Indeed, if the phenomenological equations ([97](#Equ97){ref-type=""}, [98](#Equ98){ref-type=""}, [99](#Equ99){ref-type=""}) are introduced into the conservation laws ([93](#Equ93){ref-type=""}, [94](#Equ94){ref-type=""}) of particle number, energy and momentum, we obtain a closed system of parabolic equations for *n*, *U*~*A*~ and *e*. This unwelcome feature results from the Maxwell iteration; it persists to arbitrarily high iterates.

Specific results for a non-degenerate relativistic gas {#Sec5.5}
------------------------------------------------------

For a relativistic gas Jüttner \[[@CR22], [@CR23]\] has derived the phase density for Bosons and Fermions, namely $$\documentclass[12pt]{minimal}
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                \begin{document}$${f_E} = \frac{y}{{{\rm{exp}}\left[ {\frac{m}{k}\alpha  + \frac{{{U_A}}}{{kT}}{p^A}} \right] \mp 1}}\;\;\;{\rm{or}}\;\;\;{f_E} = \frac{y}{{{\rm{exp}}\left[ {\frac{m}{k}\alpha  + \frac{{m{c^2}}}{{kT}}\sqrt {1 + \frac{{{p^2}}}{{{m^2}{c^2}}}} } \right] \mp 1}}.$$\end{document}$$ The latter equation is valid in the rest frame of the gas. *p*^*A*^ is the atomic four-momentum and we have *p*~*A*~*p*^*A*^ = *m*^2^*c*^2^. Jüttner has used these phase densities to calculate the equations of state. For the non-degenerate gas he found that Bessel functions of the second kind, viz. $$\documentclass[12pt]{minimal}
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C_1^0 = nm\left( {1 + \frac{6}{\gamma }G} \right)\\
C_1^\pi  =  - \frac{6}{{{c^2}}}\frac{{\left( {2 - \frac{5}{{{\gamma ^2}}}} \right) + \left( {\frac{{19}}{\gamma } - \frac{{30}}{{{\gamma ^3}}}} \right)G - \left( {2 - \frac{{45}}{{{\gamma ^2}}}} \right){G^2} - \frac{9}{\gamma }{G^3}}}{{\frac{3}{\gamma } - \left( {2 - \frac{{20}}{{{\gamma ^2}}}} \right)G - \frac{{13}}{\gamma }{G^2} + 2{G^3}}}\\
{C_3} =  - \frac{1}{\gamma }\frac{{1 + \frac{6}{\gamma }G - {G^2}}}{{1 + \frac{5}{\gamma }G - {G^2}}}\\
{C_5} = \left( {\frac{6}{\gamma } + \frac{1}{G}} \right)\:.
\end{array}$$\end{document}$$ The transport coefficients read $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{array}{l}
\lambda  = \frac{1}{3}\frac{{nm{c^2}}}{\gamma }\frac{1}{{B_1^\pi }}\frac{{ - \frac{3}{\gamma } + \left( {2 - \frac{{20}}{{{\gamma ^2}}}} \right)G + \frac{{13}}{\gamma }{G^2} + 2{G^3}}}{{1 - \frac{1}{{{\gamma ^2}}} + \frac{5}{\gamma }G - {G^2}}}\\
\mu  =  - nkT\frac{1}{{{B_3}}}G\\
\kappa  =  - nkT\frac{{{c^2}}}{{{{\hat B}_4}}}(\gamma  + 5G - \gamma {G^2})\:.
\end{array}$$\end{document}$$ It is instructive to calculate the leading terms of the transport coefficients in the non-relativistic case *mc*^2^ ≫ *kT*. We obtain $$\documentclass[12pt]{minimal}
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                \begin{document}$$\kappa  =  - \frac{5}{{2{{\hat B}_4}}}\frac{{n{k^2}T}}{m}.$$\end{document}$$ It follows that the bulk viscosity does not appear in a non-relativistic gas. Recall that the coefficients 1/*B* are relaxation times of the order of magnitude of the mean-time of free flight; so they are not in any way "relativistically small".

Note that *λ*, *μ* and *κ* are measurable, at least in principle, so that the *B*'s may be calculated from ([105](#Equ105){ref-type=""}). Therefore it follows that the constitutive theory has led to specific results. All constitutive coefficients are now explicit: The *C*'s can be calculated from the thermal equation of state *p* = *p*(*α*, *T*) and the *B*'s may be measured.

It might seem from ([106](#Equ106){ref-type=""}) and ([97](#Equ97){ref-type=""}) that the dynamic pressure is of order $\documentclass[12pt]{minimal}
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                \begin{document}$$O\left( {\frac{1}{{{\gamma ^2}}}} \right)$$\end{document}$ but this is not so as was recently discovered by Kremer & Müller \[[@CR27]\]. Indeed, the second step in the Maxwell iteration for it provides a term that is of order $\documentclass[12pt]{minimal}
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                \begin{document}$$O\left( {\frac{1}{\gamma }} \right)$$\end{document}$, see also \[[@CR28]\]. That term is proportional to the second gradient of the temperature *T* so that it may be said to be due to heating or cooling.

Specific results of the type ([104](#Equ104){ref-type=""}, [105](#Equ105){ref-type=""}) can also be calculated for degenerate gases with the thermal equation of state *p*(*α*, *T*) for such gases. That equation was also derived by Jüttner \[[@CR23]\]. The results for 14 fields may be found in Müller & Ruggeri \[[@CR39], [@CR40]\].

Characteristic speeds in a viscous, heat-conducting gas {#Sec5.6}
-------------------------------------------------------

We recall from Section [2.4](#Sec2.4){ref-type="sec"}, in particular ([14](#Equ14){ref-type=""}), that the jumps *δ****u*** across acceleration waves and their speeds of propagation are to be calculated from the homogeneous system $$\documentclass[12pt]{minimal}
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                \begin{document}$${\phi _{,A}}\frac{{\partial {F^A}}}{{\partial u}}\delta u = 0.$$\end{document}$$ In the present context, where the field equations are given by ([79](#Equ79){ref-type=""}, [80](#Equ80){ref-type=""}) this homogeneous algebraic system spreads out into three equations, viz. $$\documentclass[12pt]{minimal}
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                \begin{document}$$\phi {,_A}\delta {A^A} = 0,\:\;\;\;\;\;{\phi _{,A}}\delta {A^{AB}} = 0,\:\;\;\;\;\;\phi {,_A}\delta {A^{ABC}} = 0.$$\end{document}$$ By ([89](#Equ89){ref-type=""}) and ([91](#Equ91){ref-type=""}) this is a fully explicit system, if the thermal equation of state *p* = *p*(*α*, *T*) is known. The vanishing of its determinant determines the characteristic speeds. Seccia & Strumia \[[@CR44]\] have calculated these speeds --- one transversal and two longitudinal ones --- for non-degenerate gases and obtained the following results in the non-relativistic and ultra-relativistic cases $$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{*{20}{l}}
{\frac{{m{c^2}}}{{kT}} \gg 1:{V_{{\rm{trans}}}} = \sqrt {\frac{{7k}}{{5m}}T} ,\;\;\;V_{1{\rm{ong}}}^1 = \sqrt {\frac{{4k}}{{3m}}T} ,\;\;\;V_{1{\rm{ong}}}^2 = \sqrt {5.18\frac{k}{m}T} ,}\\
{\frac{{m{c^2}}}{{kT}} \ll 1:{V_{{\rm{trans}}}} = \sqrt {\frac{1}{5}} c,\;\;\;\;\;\;\;V_{1{\rm{ong}}}^1 = \sqrt {\frac{1}{3}} c,\:\:\:\:\:\;\;\;\;V_{1{\rm{ong}}}^2 = \sqrt {\frac{3}{5}} c.}
\end{array}$$\end{document}$$ All speeds are finite and smaller than *c*. Inspection shows that in the non-relativistic limit the order of magnitude of these speeds is that of the ordinary speed of sound while in the ultra-relativistic case the speeds come close to *c*.

Discussion {#Sec5.7}
----------

So as to anticipate a possible misunderstanding I remark that the equations ([93](#Equ93){ref-type=""}, [94](#Equ94){ref-type=""}, [95](#Equ95){ref-type=""}) with *A*^*ABA*^ from ([89](#Equ89){ref-type=""}) and ([91](#Equ91){ref-type=""}) are neither symmetric nor fully hyperbolic. Indeed the underlying symmetry of the system ([79](#Equ79){ref-type=""}, [80](#Equ80){ref-type=""}, [81](#Equ81){ref-type=""}), and ([84](#Equ84){ref-type=""}) reveals itself only when the Lagrange multipliers **Λ** are used as variables. But ([93](#Equ93){ref-type=""}, [94](#Equ94){ref-type=""}, [95](#Equ95){ref-type=""}, [89](#Equ89){ref-type=""}, [91](#Equ91){ref-type=""}) are equations for the physical variables *A*^*A*^, *A*^*AB*^ or in fact *n*, *T*, *U*^*A*^, *t*^*AB*^, and *q*^*A*^. Also the hyperbolicity in the whole state space is lost, because the equations ([89](#Equ89){ref-type=""}, [90](#Equ90){ref-type=""}) are restricted to linear terms. Therefore the system is hyperbolic only in the neighbourhood of equilibrium. For a more detailed discussion of these aspects, see Müller & Ruggeri \[[@CR39], [@CR40]\].

lt is true that Maxwell \[[@CR33], [@CR34]\] had an equation of transfer for the heat flux with a rate term just as postulated by Cattaneo 80 years later; such an equation arises naturally in the kinetic theory of gases. However, on both occasions Maxwell summarily dismisses the term as being small and uninteresting. He was interested in deriving the proportionality of heat flux and temperature gradient, Fourier's law. It is uncertain whether Maxwell was aware of the paradox. But, if he was, he did not care about it, at least not in the papers cited. It is conceivable that Maxwell, a prolific writer of letters as well as of papers, may have mentioned the paradox elsewhere. If so, the author of this review should like to learn about it.

Throughout this work we stick to Lorentz frames, so that the metric tensor ***g*** has only diagonal components with *g*~00~ = 1, *g*~11~ = *g*~22~ = *g*~33~ = -1.

If the reader does not recall this theorem, he is advised to recapitulate the part of linear algebra that deals with the simultaneous diagonalization of two symmetric matrices.

The subtle differences between the non-relativistic moments ([26](#Equ26){ref-type=""}) and the relativistic moments ([67](#Equ67){ref-type=""}) may be studied in papers on the relativistic kinetic theory, e.g. Lichnerowicz & Marrot \[[@CR29]\], Chernikov \[[@CR10], [@CR11], [@CR12]\] and Marle \[[@CR32]\] also in the book by de Groot, van Leeuven & van Weert \[[@CR13]\].

*NB: This review will not be updated anymore. In May 2009, the article was republished in the revised Living Reviews layout, therefore the pagination has changed. The publication number lrr-1999-1 has not been altered*.
