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UNIFORM POSITIVITY AND CONTINUITY OF LYAPUNOV
EXPONENTS FOR A CLASS OF C2 QUASIPERIODIC
SCHRO¨DINGER COCYCLES
YIQIAN WANG AND ZHENGHE ZHANG
Abstract. We show that for a class of C2 quasiperiodic potentials and for
any Diophantine frequency, the Lyapunov exponents of the corresponding
Schro¨dinger cocycles are uniformly positive and weak Ho¨lder continuous as
function of energies. As a corollary, we also obtain that the corresponding
integrated density of states (IDS) is weak Ho¨lder continous. Our approach is
of purely dynamical systems, which depends on a detailed analysis of asymp-
totic stable and unstable directions. We also apply it to more general SL(2,R)
cocycles, which in turn can be applied to get uniform positivity and continuity
of Lyapuonv exponents around unique nondegenerate extremal points of any
smooth potential, and to a certain class of C2 Szego˝ cocycles.
1. Introduction
Consider the family of Schro¨dinger operators Hα,λv,x on ℓ
2(Z) ∋ u = (un)n∈Z:
(1) (Hα,λv,xu)n = un+1 + un−1 + λv(x+ nα)un.
Here v ∈ Cr(R/Z,R), r ∈ N ∪ {∞, ω} is the potential, λ ∈ R coupling constant,
x ∈ R/Z phase, and α ∈ R/Z frequency. For simplicity, we may sometimes left
α, λ, x in Hα,λv,x implicit. Let Σ(Hα,λv,x) be the spectrum of the operator. Then
it is well-known that
(2) Σα,λv ⊂ [−2 + λ inf v, 2 + λ sup v].
Moreover, for irrational α, due to a theorem of Johnson [Jo], Σ(Hα,λv,x) is phase-
independent. This follows from minimality of the irrational rotation, see also [Z2]
for a simple proof. Let Σα,λv denote the common spectrum in this case.
Consider the eigenvalue equation Hλ,xu = Eu. Then there is an associated co-
cycle map which is denoted as A(E−λv) ∈ Cr(R/Z, SL(2,R)), and is given by
(3) A(E−λv)(x) =
(
E − λv(x) −1
1 0
)
.
Then (α,A(E−λv)) defines a family of dynamical systems on (R/Z)× R2, which is
given by (x,w) 7→ (x+α,A(E−λv)(x)w) and is called the Schro¨dinger cocycle. The
nth iteration of dynamics is denoted by (α,A(E−λv))n = (nα,A(E−λv)n ). Thus,
A(E−λv)n (x) =


A(E−λv)(x + (n− 1)α) · · ·A(E−λv)(x), n ≥ 1;
Id, n = 0;
[A
(E−λv)
−n (x + nα)]
−1, n ≤ −1.
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The relation between operator and cocycle is the following. u ∈ CZ is a solution
of the equation Hλ,xu = Eu if and only if
A(E−λv)n (x)
(
u0
u−1
)
=
(
un
un−1
)
, n ∈ Z.
This says that A
(E−λv)
n generates the n-step transfer matrices for the operator (1).
The Lyapunov Exponent (LE for short), L(E, λ), of this cocycle is given by
L(E, λ) = lim
n→∞
1
n
∫
R/Z
ln ‖A(E−λv)n (x)‖dx = infn
1
n
∫
R/Z
ln ‖A(E−λv)n (x)‖dx ≥ 0.
The limit exists and is equal to the infimum since {∫
R/Z
ln ‖A(E−λv)n (x)‖dx}n≥1 is
a subadditive sequence. Then by Kingman’s subadditive ergodic theorem, we also
have for irrational α,
L(E, λ) = lim
n→∞
1
n
ln ‖A(E−λv)n (x)‖ for a.e. x ∈ R/Z.
The integrated density of states (IDS for short), N(E), is given by
N(E) = lim
n→∞
1
n
card {(−∞, E) ∩ Σ(Hn,x)} for a.e. x ∈ R/Z.
Here Hn,x denote the restriction of the operatorHλ,x to [0, n] with Dirichlet bound-
ary condition un+1 = 0, Σ(Hn,x) the set of eigenvalues of Hn,x, and card the car-
dinality of a set. It is well known that the convergence is independent of Lebesgue
almost every x ∈ R/Z. Moreover, the Lyapunov exponent L and the integrated
density of states N are related via the following famous Thouless’ Formula
(4) L(E) =
∫
log |E − E′|dN(E′),
which basically says that L is the Hilbert transform of N and vice versa. It is well-
known that Hilbert transform preserves Ho¨lder or some weak Ho¨lder continuity
(e.g. the continuity results we obtained in Theorem 2 in Section 1.1), see [GoSc] for
some detailed description. In particular, Ho¨lder and weak Ho¨lder continuity pass
from L to N and vice versa.
1.1. Statement of Main Results. In this paper, from now on, we assume v ∈
C2(R/Z,R) satisfy the following conditions. Assume dvdx = 0 at exactly two points,
one is minimal and the other maximal, which are denoted by z1 and z2. Assume
that these two extremals are non-degenerate. In other words, d
2v
dx2 (zj) 6= 0 for
j = 1, 2.
Fix two positive constants τ, γ. We say α satisfying a Diophantine condition
DCτ,γ if
|α− p
q
| ≥ γ|q|τ for all p, q ∈ Z with q 6= 0.
It is a standard result that for any τ > 2,
DCτ :=
⋃
γ>0
DCτ,γ
is of full Lebesgue measure. Let us fix an arbitrary τ > 2 and consider α ∈ DCτ .
Then, we would like to show the following results.
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Theorem 1. Let α and v be as above. Consider the Schro¨dinger cocycle with poten-
tial v and coupling constant λ. Let L(E, λ) be the associated Lyapunov exponents.
Then for all ε > 0, there exist a λ0 = λ0(α, v, ε) > 0 such that
(5) L(E, λ) > (1− ε) logλ
for all (E, λ) ∈ R× [λ0,∞).
Theorem 2. Let α and v be in Theorem 1. Consider the Schro¨dinger cocycle with
potential v and coupling constant λ. Then there exist a λ1 = λ1(α, v) > 0 such that
for any fixed λ > λ1, if we let L(E) be the Lyapunov exponents and N(E) integrated
density of states (IDS), then for all E,E′ ∈ [λ inf v − 2, λ sup v + 2], it holds that
(6) |L(E)− L(E′)|+ |N(E)−N(E′)| < Ce−c(log |E−E′|−1)σ ,
where c, C > 0 depends on α, v, λ, and 0 < σ < 1 on α.
By the discussion following (2), R \ [λ inf v − 2, λ sup v + 2] is a subset of the
resolvent set, in which N(E) clearly stays constant. Due to a theorem of Johnson
[Jo], for irrational frequency, (α,A(E−λv)) is uniform hyperbolic (UH for short) if
and only if E is in the resolvent set. See again [Z2] for a simple proof. Then it is
standard result that L(E) is smooth in the UH region, see e.g. [A1, Section 2.1].
Thus, in particular, for these α, v, λ as in Theorem 2, L(E) and N(E) are weak
Ho¨lder continous functions of E ∈ R.
1.2. Remarks on Positivity of Lyapunov exponents. Positivity of LE for
Schro¨dinger cocycle is closely related to the spectral properties of the corresponding
Schro¨dinger operators. For instance, by Ishii-Pastur-Kotani [I, P, Ko1], for general
bounded ergodic potential, positivity of LE for almost every energy is equivalent
to the absence of absolutely continuous spectrum for almost every phase.
Moreover, positivity of LE for all energies is closely related to the Anderson
Localization phenomenon. In fact, for the type of potentials considered in Theo-
rem 1, Anderson Localization has been established by Sinai and Fro¨hlich-Spencer-
Wittwer [Sin, FrSpWi]. Note in [FrSpWi], the authors also assumed that the po-
tentials are even functions. These authors developed some inductive multi-scale
procedures to get exponentially decaying eigenstates. One could extract a similar
result as Theorem 1, that is, L(E, λ) > 12 logλ for all E ∈ R, from the proofs in
[Sin, FrSpWi]. Very recently, Bjerklo¨v also obtain among other things a similar
result, L(E, λ) > 23 logλ for all E ∈ R, via his approach, see [Bj1].
Clearly, the estimate (5) obtained in this paper is stronger. Combined with some
additional arguments, it actually leads to a version of Large deviation theorem
(LDT for short) that is crucial for the proof of Theorem 2, which is the first result
of this kind. See Section 1.3 for the further remarks.
On the other hand, positivity of LE for Schro¨dinger cocycles, or more generally,
SL(2,R) cocycles, is one of the central topics in dynamical systems. Thus, it has
been extensively studied by both dynamicists and mathematical physicists. For
different base dynamics, both the mechanisms and phenomena are very different.
Let us list some of the related results.
For the i.i.d. potentials, Furstenberg [Fu] showed that, among other things, LE
is uniformly positive for all energies. For ergodic potentials Kotani [Ko2] showed
that LE is positive for almost every energy if the potential is non-deterministic.
Moreover, Kotani [Ko2] showed that ergodic potential taking finitely many values
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is non-deterministic if it is aperiodic, hence the corresponding LE is positive for
a.e. E. Based on this result of Kotani, together with some new interesting ingredi-
ents, Avila-Damanik [AD] showed that for generic continuous potentials defined on
compact metric spaces, if the ergodic measure of the base dynamics is non-atomic,
then LE is positive for almost every energy. For doubling map on the unit circle
or Anosov diffeomorphism on two dimensional torus, see Chulaevsky-Spencer and
Bourgain-Schlag [ChuSp, BoSc]. For skew shifts, see Bourgain-Goldstein-Schalg,
Bourgain, and Kru¨ger [BoGoSc, Bou2, Bou3, Kr1, Kr2]. For limit periodic poten-
tials, of which the base dynamics is minimal translations on Cantor group, see Avila
[A4]. Let us remark also that Avila [A1] showed that positivity of LE is a dense
phenomenon on any suitable base dynamics and in any usual regularity classes.
The most intensively studied cases are quasiperiodic potentials. For real analytic
potentials, the first breakthrough is due to Herman [H]. By subharmonicity, among
other things, the author showed that LE is uniformly positive for trigonometric
polynomials. These techniques have been further developed by Sorets-Spencer
[SoSp] for arbitrary one-frequency nonconstant real analytic potentials and for
large disorders. Same results for Diophantine multi-frequency were established by
Bourgain-Schlag [BoGo] and Goldstein-Schalg [GoSc]. Bourgain [Bou3] obtained
the same results for any rational independent multi-frequency. Based on new re-
sults in [A2], Zhang [Z1] gave a different proof of the [SoSp] results. He also applied
it to a certain class of analytic Szego˝ cocycle and obtained the uniform positivity
of the associated LE.
All results mentioned in the above paragraph do not require the Diophantine
type of conditions for frequency since one has subharmonicity. For a class of Gevrey
potentials and strong Diophantine frequencies, see Klein [Kl]. Eliasson [E] also gets
some related results for a certain class of Gevrey potentials and for some strong
Diophantine frequencies. For smooth potentials, it seems a complicated induction
and some Diophantine type of conditions are necessary to take care of the small
divisor type of problems. Other than works in [FrSpWi, Sin], some recent works can
be found in [Bj2, Cha] for more general smooth potentials. In [Bj2], the author used
techniques that are close in spirit to [BeCa] and a positive measure of frequencies
and energies are excluded. In [Cha], the author used multi-scale analysis, and
uniform positivity of LE for some C3 potentials is obtained by excluding a positive
measure of frequencies and by varying the potentials in some typical way.
The method used in this paper is of purely dynamical systems, which is from
Young [Y] and close also in spirit to Benedicks-Carleson [BeCa]. The techniques in
[Y] have been applied to Schro¨dinger cocycles by Zhang [Z1], and some positivity
results for general smooth potentials and for fixed Brjuno frequencies have been
obtained. Roughly speaking, these techniques based on some detailed analysis of
asymptotic stable and unstable directions. The key idea is to classify the ways that
they intersect with each other. Then, one need to develop some induction schemes
to show that these ways are all the possibilities of intersection between them.
In those cases considered in [Y, Z1], one again needs to exclude a positive measure
of energies to get the nonresonance condition. Then it is showed that under the
nonresonance condition, the n-step stable and n-step unstable directions always
intersect in a transversal way, which makes the induction easier. And in this case,
a C1 type of estimates of the asymptotic stable and unstable direction is sufficient.
The nonresonance condition also makes sure that for the survived parameters, the
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dynamical systems are nonuniformly hyperbolic (NUH for short). This is due to
the fact that the intersection between asymptotic stable and unstable directions
persist in larger and larger time scale, which eventually implies the intersection of
stable and unstable directions, hence, NUH. Back to the model in Theorem 1,
while the statement of Theorem 1 does not necessarily distinguish energies between
the spectrum and the resolvent set, we actually have the following Corollary of [Z1,
Theorem B′].
Corollary 1. Let α and v be as in Theorem 1. Then for each λ > λ0, there exists
a Ωα,λv ⊂ Σα,λv such that
lim
λ→∞
Leb(Ωα,λv)
λ(sup v − inf v) = 1,
and for each E ∈ Ωα,λv, there exists some x ∈ R/Z such that the eigenvalue equation
Hα,λv,xu = Eu admits some exponentially decaying eigenvectors.
Remark 1. The last statement of Corollary 1 implies that |un| < Ce−L|n| for
all n ∈ Z for some constant C,L > 0, which is kind of Anderson Localization
phenomenon. Also, in Corollary 1, we can actually relax the Diophantine condition
to the Brjuno condition, see [Z1, Theorem B′].
In this paper, we will not exclude any parameter. Thus, the main difficulty of the
cases considered in this paper is the occurrence of ‘resonance’. This leads to bifur-
cation of the way n-step stable direction intersecting with n-step unstable direction:
our analysis shows that ‘resonance’ leads to some tangential way of intersection or
even separation of n-step stable and unstable directions, which leads to uniformly
hyperbolic (UH) systems, see figure (d)–(f). In fact, to start with, one encounters
with tangential intersections of first step stable and unstable directions. Thus one
needs some nondegenerate conditions to get start. And a new induction scheme
that includes both ‘nonresonance’ and ‘resonance’ cases needs to be introduced.
Moreover, to deal with the tangential type of intersection, a C2 type of estimate of
the asymptotic stable and unstable directions is required.
1.3. Remarks on Regularity of Lyapunov exponents. Much work has been
devoted to the regularity properties of Lyapunov exponents (LE) and integrated
density of states (IDS). By the discussion following (4), we focus on the regularity
of LE here.
On the regularity of LE for real analytic quasi-periodic potentials, a series of pos-
itive results have been obtained in the 2000s. It starts with the work of Goldstein-
Schlag [GoSc] where they obtained some sharp version of large deviation theorems
(LDT) for real analytic potentials with strong Diophantine frequency, developed
a powerful tool, the Avalanche Principle, and proved Ho¨lder or weak Ho¨lder con-
tinuity of L(E) in the regime of positive LE. Notice that LDT for real analytic
potentials with Diophantine frequency was first established in [BoGo] in order to
get Anderson Localization. This also illustrates the power and importance of LDT.
Avalanche Principle involves only long finite products of matrices, see Section 6.2.
Thus, the key to apply the method in [GoSc] to other cases is to establish LDT.
For other type of base dynamics, Bourgain-Goldstein-Schalg [BoGoSc] obtained the
results for skewshift base dynamics, Bourgain-Schlag [BoSc] for doubling map and
Anosov diffeomorphism. For lower regularity case, [Kl] got the results for a class
of Gevrey potentials. These results concern continuity with respect to energies.
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For wider class of cocycle maps, Jitomirskaya-Koslover-Schulteis [JiKoSch] get the
continuity of LE for a class of analytic quasiperiodic M(2,C) cocycles which is
applicable to general quasi-periodic Jacobi matrices or orthogonal polynomials on
the unit circle in various parameters. Jitomirskaya-Marx [JiMar1] later extended it
to all (including singular) M(2,C) cocycles. Ho¨lder continuity for GL(d,C) cocycles,
d ≥ 2, was recently obtained in Schlag [Sc] and Duarte-Klein [DuKl]. All the results
stated above, except strongly mixing cases, require Diophantine condition.
An arithmetic version of large deviations and an arithmetic inductive scheme
were developed in [BoJi] allowing to obtain joint continuity of LE for SL(2,C) co-
cycles, in frequency and cocycle map, at any irrational frequencies. This result
has been crucial in later proofs of the Ten Martini problem [AvJi], Avila’s global
theory of one-frequency cocycles [A2, A3], and other important developments. It
was extended to multi-frequency case by Bourgain [Bou3] and to general M(2,C)
case in [JiMar2]. More recently, a completely different proof, not using LDT or
Avalanche principle, and extending to the general M(d,C), d ≥ 2, case was devel-
oped in Avila-Jitomirskaya-Sadel [AvJiSa]. All these results however rely heavily
on analyticity of the cocycle map.
Thus, Theorem 2 in this paper is striking in the sense that it provides the first
positive result on the continuity of LE and weak Ho¨lder continuity of IDS on E (note
log-Ho¨lder continuity of IDS on E holds for general ergodic bounded potentials, see
[CrSim]) for Cr, r ≤ ∞, quasi-periodic potentials. More concretely, surprisingly, it
turns out that some version of LDT follows naturally from our induction scheme,
see Section 6 for details. Thus, combined with the Avalanche Principle, Theorem
2 follows essentially from the same argument as in [GoSc].
We remark that Theorem 2 has an analog as in [JiKoSch], that is, we can prove
continuity of LE with respect to the C2 cos-type of potentials.
For other related results, Avila-Krikorian [AK] recently studied so-called mono-
tonic cocycles which are a class of smooth or analytic cocycles non-homotopic to
constant. They proved that the LE is smooth or even analytic, respectively. In
comparison, the regularity of LE cannot be better (as far as the modulus of conti-
nuity is concerned) than 1/2-Ho¨lder continuous for cocycles homotopic to constant
which automatically includes the category of Schro¨dinger cocycles. However, Avila
[A2] recently showed that if one stratifies the energies or some real analytic family
of real analytic potentials in some natural way, then the LE is in fact real analytic.
There are many negative results on the positivity and continuity of LE for non-
analytic cases. It is well known that in C0-topology, discontinuity of LE holds true
at every non-uniformly hyperbolic cocycle, see [Fur, Kn, T]. Moreover, motivated
by Man˜e´ [Ma1, Ma2], Bochi [Boc1, Boc2] proved that with an ergodic base system,
any non-uniformly hyperbolic SL(2,R)-cocycle can be approximated by cocycles
with zero LE in the C0 topology.
Based also on the the method of Young[Y], Wang-You [WaYo1] constructed ex-
amples to show that LE can be discontinuous even in the space of C∞ Schro¨dinger
cocycles. Recently, Wang-You [WaYo2] has improved the result in [WaYo1] by show-
ing that in Cr topology, 1 ≤ r ≤ ∞, there exists Schro¨dinger cocycles with positive
LE that can be approximated by ones with zero LE. The example in [WaYo2] also
showed that the nondegenerate condition for the potential in Theorem 1 and 2
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is necessary for positivity and continuity of LE. Jitomirskaya-Marx [JiMar2] con-
structed examples showing that LE of M(2,C) cocycles is discontinuous in C∞
topology.
Finally, let us remark that the continuity of LE for Schro¨dinger cocycles is also
expected to play important roles in studying Cantor spectrum, typical localization
length, phase transition, etc, for quasi-periodic Schro¨dinger operators.
1.4. Generalization and Further Developments. Though Theorem 1 is our
primary interest, our method is not restricted to Schro¨dinger cocycles. What we
proved is actually a more general version concerning smooth quasiperiodic SL(2,R)
cocycles, see Corollary 5 of Appendix Section B. In particular, we obtain the
following corollary of Corollary 5 and [Z1, Theorem B′]. We say v ∈ C2(R/Z,R)
has a unique maximal point if the set {x : v(x) = maxy∈R/Z v(y)} consists of a
single point (for simplicity, we state only the maximal point case. The minimal
point case can be stated similarly). Then we have the following corollary.
Corollary 2. Let α be as in Theorem 1. Assume v ∈ C2(R/Z,R) has a unique
nondegenerate maximal point which is denoted by x0. Then there exists a r > 0
such that for each ε > 0, there exists a λ0 = λ0(α, v, ε, r) such that for all (E, λ) ∈
λ[v(x0)− r, v(x0) + r]× (λ0,∞),
L(E, λ) > (1− ε) logλ.
Moreover, for any fixed λ > λ0 and for all E,E
′ ∈ λ[v(x0)− r, v(x0) + r], it holds
that
|L(E)− L(E′)|+ |N(E)−N(E′)| < Ce−c(log |E−E′|−1)σ ,
where c, C > 0 depends on v, α, ε, r, λ, and 0 < σ < 1 on α. Finally, we have
lim
λ→∞
1
λr
Leb {Σα,λv ∩ λ[v(x0)− r, v(x0)]} = 1.
In other words, the LE is positive and continuous for all energies around the
unique non-degenerate extremals of potentials for large disorders. This corollary
says that, in some sense, the positivity of LE is a local property with respect to the
initial ‘critical interval’ of the potential. Corollary 5 can also be applied to a certain
class of quasiperiodic Szego˝ cocycles, see Corollary 6 of Section B. For details and
other applications, see Section B.
To sum up, we believe that our method may have the following further devel-
opment. Firstly, although the computation will be much more complicated, it is
possible that our techniques can be used to analyze more general smooth poten-
tials. For instance, instead of C2 estimate of Lemma 4, we may need Cr for r <∞.
Moreover, we may need to deal with the new types of resonance, e.g. resonance
between the type I and type II functions of Definition 1.
Secondly, since our method is based on a detailed analysis of asymptotic stable
and unstable directions, it has the advantage in showing the occurrence of UH, see,
for example, Remark 7. Hence, it is possible to show Cantor spectrum for the type
of potentials in Theorem 1, or even for more possible potentials. We will come back
to this topic elsewhere.
Thirdly, it is possible to relax Diophantine condition to Brjuno or even weak
Liouville conditions in Theorem 1 and 2. Moreover, it is also possible to improve
the index σ in (6) to 1 which is nothing other than the Ho¨lder continuity. We do
not pursue these goals here in order to keep this paper to a reasonable length.
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Finally, the idea of analyzing the asymptotic stable and unstable directions is
probably not restricted to one-frequency quasiperiodic case. These techniques are
also considered to be promising in [A2, AK].
1.5. Structure of the Paper and Acknowledgements. The structure of the
remaining part of this papers is as follows. In Section 2, we state a series of technical
lemmas. We first reduce the Schro¨dinger cocycles to its polar decomposition form so
that we can get started with our induction. Then we state the series of Lemmas that
will be used to control the derivatives of asymptotic stable and unstable directions
and the norms the iteration of cocycles, and concatenation of sequence of matrix-
maps. Then, we classify the types of functions that will be used to describe all
possible ways the n-step stable direction intersecting with n-step unstable direction.
Finally, we state and prove a easy corollary which actually builds the bridge of
concatenation of sequence of matrix-maps and our classification of the intersection
between asymptotic stable and unstable directions . The proof of our induction
and Theorem 1 and 2 are just some repeated applications of these lemmas.
In Section 3, we will get started with our induction. We will start with step 1
and move one step forward to step 2. So we get to know all possible cases that will
occur in our induction. In Section 4, we state and prove our induction. In Section 5,
we prove theorem 1 by induction. In Section 6, we first show a version of LDT.
Then, we prove Theorem 2. In appendix Section A, we prove Lemma 1–6 that are
given in Section 2. In Section B, we state a more general version of Theorem 1 and
2, and give some applications.
Acknowledgments. Z.Z. would like to thank his advisors Artur Avila and Amie
Wilkinson for suggesting the project of uniformly positive Lyapunov exponents for
smooth potentials, for some helpful discussions, and for their encouragement and
continuous support. He also would like to thank Vadim Kaloshin for suggesting
this project, for some helpful discussion, and for showing a note joint with Anton
Gorodetski that gives some helpful hints. We are grateful to Michael Goldstein
for some helpful discussion and for showing us a manuscript of him which gives
us some positive hints. It is our pleasure to thank Jiangong You for some helpful
discussions. We also owe our thanks to Svetlana Jitomirskaya for detailed comments
and suggestions.
2. Preliminaries
From now on, if not stated otherwise, let C, c be some universal positive con-
stants depending only on v and α, where C is large and c small. Let psqs be the sth
continued fraction approximants of frequency α. Then it is a standard result that
α ∈ DCτ if and only if there is some c > 0 such that qs+1 < cqτ−1s for all s ≥ 1. We
will sometimes use this equivalent condition. Finally, for two positive real number
a, b > 0, by a≫ b or b≪ a, we mean that a is sufficiently larger than b.
For θ ∈ R/(2πZ), let
Rθ =
(
cos θ − sin θ
sin θ cos θ
)
∈ SO(2,R).
Then, instead of proving Theorem 1 directly, we will use the following equivalent
form of the cocycle map (3).
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Lemma 1. Let I ⊂ R be any compact interval. For x ∈ R/Z and t ∈ I, define the
following cocycles map
(7) A(x) = Λ(x) ·Rφ(x,t) :=
(
λ(x) 0
0 λ−1(x)
)
·

 t−v(x)√(t−v(x))2+1 −1√(t−v(x))2+1
1√
(t−v(x))2+1
t−v(x)√
(t−v(x))2+1

 ,
where cotφ(x, t) = t− v(x). Assume
(8) λ(x) > λ,
∣∣∣∣dmλ(x)dxm
∣∣∣∣ < Cλ, m = 1, 2.
Then to prove Theorem 1, it is enough to prove the corresponding results for (7).
The proof of Lemma 1 will be given in Section A.1. From now on, A will denote
the cocycle map in (7).
The following notations will be used throughout this paper. Let B(x, r) ⊂ R/Z
be the ball centered around x ∈ R/Z with radius r. For a connected interval
I ⊂ R/Z and constant 0 < a ≤ 1, let aI be the subinterval of I with the same
center and whose length is a|I|. Define the map
s : SL(2,R)→ RP1 = R/(πZ)
so that s(A) is the most contraction direction of A ∈ SL(2,R). Let sˆ(A) ∈ s(A) be
an unit vector. Thus, ‖A · sˆ(A)‖ = ‖A‖−1. Abusing the notation a little, let
u : SL(2,R)→ RP1 = R/(πZ)
be that u(A) = s(A−1). Then for A ∈ SL(2,R), it is clear that
(9) A = Ru ·
(‖A‖ 0
0 ‖A‖−1
)
·Rπ
2
−s,
where s, u ∈ [0, 2π) are some suitable choices of angles correspond to the direc-
tions s(A), u(A) ∈ R/(πZ). It can also be deduced from the polar decomposition
procedure of A, see Section A.1.
The following series of Lemmas will be quite involved in the our induction scheme.
Basically, under suitable conditions, they deals with the concatenation of sequence
of SL(2,R) matrices maps that are defined on small intervals of R/Z. To get expo-
nential growth of norm of the products for larger and larger time scale, on one hand
we need to control the geometrical properties of the forward and backward most
contraction directions. On the other hand, we also need to control the derivatives
of the norms with respect to the phase. And we need to deal with both resonance
and nonresonance cases. Roughly speaking, if ‖Ei‖ ≫ 1 for i = 1, 2 and we want
to concatenate E2 ·E1, then in nonresonance case we have
|s(E2)− u(E1)|−1 ≪ min{‖E1‖, ‖E2‖}.
Otherwise, we are in resonance case. Proofs of Lemmas 2–6 can be found in Sec-
tion A.2 and A.3.
Let us start with a lemma that reduce the estimate of the most contraction
directions in case of concatenation of two matrices to the estimate of some simple
functions.
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Lemma 2. Consider the function s(x) = s[E(x)], u(x) = u[E(x)] : I → RP1, where
I ⊂ RP1 is a connected interval and
E(x) :=
(
e2(x) 0
0 e−12 (x)
)
Rθ(x)
(
e1(x) 0
0 e−11 (x)
)
.
Let f1(x) =
1
2 (e
2
1 cot θ+ e
2
1e
−4
2 tan θ) and f2(x) =
1
2 (e
2
2 cot θ+ e
2
2e
−4
1 tan θ). Then
for each m = 0, 1, 2 and each x ∈ I, we have the following.
• If e2(x) > e1(x)≫ 1, then we have
(10) c <
∣∣∣∣ dmsdxm /d
m tan−1(e21 cot θ)
dxm
∣∣∣∣ ,
∣∣∣∣∣d
mu
dxm
/
dm cot−1(
√
f22 + 1 + f2)
dxm
∣∣∣∣∣ < C.
• If e1(x) > e2(x)≫ 1, then we have
(11) c <
∣∣∣∣∣ d
ms
dxm
/
dm tan−1(
√
f21 + 1 + f1)
dxm
∣∣∣∣∣ ,
∣∣∣∣dmudxm /d
m cot−1(e22 cot θ)
dxm
∣∣∣∣ < C.
• If e1(x) = e2(x)≫ 1, then we have
(12) c <
∣∣∣∣∣ d
ms
dxm
/
dm tan−1(cot θ
√
e41 + tan
2 θ)
dxm
∣∣∣∣∣ < C.
Moreover in the above we can replace (s, tan−1) by (u, cot−1) to get the estimates
for u.
Lemma 2 contains information for both resonance and nonresonance case. Let
us first consider the nonresonance case. We again start with the concatenation of
two matrices.
Lemma 3. Let E(x), e0 = min{e1, e2} be as in the Lemma 2 and e3(x) = ‖E(x)‖.
Assume 0 < η ≪ 1. Suppose that for all x ∈ I, j,m = 1, 2, we have∣∣∣∣dmejdxm (x)
∣∣∣∣ < Ce1+mηj ;
∣∣∣∣ dmθdxm
∣∣∣∣ < Ceη0 , |θ − π2 |−1 > ce−η0 .
Then we have
(13)
∥∥∥s− π
2
∥∥∥
C2
< Ce
−(2−5η)
1 , ‖u‖C2 < Ce−(2−5η)2 ;
(14)
∣∣∣∣dme3dxm (x)
∣∣∣∣ < Ce1+mη3 for all x ∈ I and m = 1, 2.
Then we move Lemma 3 forward to the concatenation of n matrices in nonreso-
nance case for some big, which is as follows.
Consider a sequence of map
E(ℓ) ∈ C2(I, SL(2,R)), 0 ≤ ℓ ≤ n− 1.
Let s(ℓ) = s(E(ℓ)), u(ℓ) = u(E(ℓ)), λℓ = ‖E(ℓ)‖, and Λ(ℓ) =
(
λℓ 0
0 λ−1ℓ
)
. By (9), we
clearly have
E(ℓ) = Ru(ℓ)Λ
(ℓ)Rπ
2−s(ℓ) .
Set Ek(x) = E
(k−1)(x) · · ·E(0)(x), 1 ≤ k ≤ n. Let
sk = s(Ek), uk = u(Ek), lk = ‖Ek‖ and Lk =
(
lk 0
0 λ−1k
)
.
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Again from (9), we have
Ek = RukLkRπ2−sk .
Then the following lemma will be play the key role in dealing with the nonreso-
nance case.
Lemma 4. Let E(ℓ) and Ek be as above. Let 0 < η ≪ 1≪ λ′ := min0≤ℓ≤n−1{λℓ}.
We further assume that n < Cλ′
1
2 , and for any x ∈ I, m = 1, 2 and 0 ≤ ℓ ≤ n− 1,∣∣∣∣dmλℓdxm (x)
∣∣∣∣ < Cλ1+mηℓ ;
∣∣∣∣dms(ℓ)dxm
∣∣∣∣ ,
∣∣∣∣dmu(ℓ)dxm
∣∣∣∣ < Cλ′η , |s(ℓ) − u(ℓ−1)| > cλ′−η.
Then we have that
(15)
∥∥∥u(n−1) − un∥∥∥
C2
< Cλ
−(2−5η)
n−1 ,
∥∥∥s(0) − sn∥∥∥
C2
< Cλ
−(2−5η)
0 ;
(16)
∣∣∣∣dmlndxm (x)
∣∣∣∣ < Cl1+mηn , m = 1, 2;
(17) ln >
(
n−1∏
ℓ=0
λℓ
)1−η
.
Remark 2. By the proof of Lemma 3 and 4 in Section A.2, it is not difficult to see
that in order to get (17) and a C0 version of (15), one only needs to assume that
the norm of the sequence of matrices are large and |s(ℓ)−u(ℓ−1)|−1 is not large with
respect to norms. If in addition, one needs C1 version of (15), then one just needs
to add the corresponding C1 control of the norm maps, s and u. In particular, the
C1 version of Lemma 4 is essentially the same with [Y, Lemma 3].
By Lemma 4, we will see that we can reduce the model to the concatenation
of two matrices to deal with the resonance case. In other words, we only need to
consider E2 ·E1. However, s(E2)−u(E1) may pass through 0. We will show that in
the resonance case, with the help of Lemma 2, some good estimate still holds true
if ‖E2‖ ≫ ‖E1‖ or ‖E1‖ ≫ ‖E2‖. We first estimate the derivatives of the norm
functions, and give the upper-bound of the most contraction direction.
Lemma 5. Let E(x) = E2(x)E1(x). Define e3(x) = ‖E(x)‖ and e0 = min{e1, e2}.
Assume 0 < η ≪ 1 ≪ e0 and 0 < β ≪ 1. Suppose e1 ≤ eβ2 or e2 ≤ eβ1 , and for
θ(x) = s[E2(x)] − u[E1(x)] and each x ∈ I, j,m = 1, 2, it holds that∣∣∣∣dmejdxm (x)
∣∣∣∣ < Ce1+mηj ;
∣∣∣∣ dmθdxm
∣∣∣∣ < Ceη0 .
Then we have for m = 1, 2,
(18)
∣∣∣∣dms[E(x)]dxm
∣∣∣∣ < Ce4+2η1 ,
∣∣∣∣dmu[E(x)]dxm
∣∣∣∣ < Ce− 323 if e1 ≤ eβ2 ;
(19)
∣∣∣∣dmu[E(x)]dxm
∣∣∣∣ < Ce4+2η2 ,
∣∣∣∣dms[E(x)]dxm
∣∣∣∣ < Ce− 323 if e2 ≤ eβ1 ;
(20)
∣∣∣∣dme3dxm (x)
∣∣∣∣ < Ce1+mη+2mηβ3 .
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However, in the resonance case, we also need a C2 lower bound near C1 degener-
ate points. Instead of estimating the derivatives of the most contraction directions
directly, let us consider the following three types of functions, which basically clas-
sify all the possible ways that the n-step stable directions intersecting with unstable
directions. In particular, the type III functions are going to describe the resonance
case, from which we also have a bifurcation procedure.
Let I ⊂ R/Z be a connected interval. Without loss of generality, let I = B(0, r)
and l satisfy l ≫ r−1 ≫ 1. For the given I and l, we define the following types of
functions.
Definition 1. Let I and l be as above. Let f ∈ C2(I,RP1). Then
f is of type I if we have the following. ‖f‖C2 < C and f(x) = 0 has only
one solution, say x0, which is contained in
I
3 ;
df
dx = 0 has at most one solution
on I; | dfdx | > r2 for all x ∈ B(x0, r2 ); Let J ⊂ I be the subinterval such that
df
dx(J) · dfdx(x0) ≤ 0, then |f(x)| > cr3 for all x ∈ J . Let I+ denotes the case
df
dx(x0) > 0 and I− for
df
dx (x0) < 0. See figure (a).
f is of type II if we have the following. ‖f‖C2 < C and f(x) = 0 has at most
two solutions; dfdx(x) = 0 has one solution; All of these solutions are contained in
I
2 ; f(x) = 0 has one solution if and only if it is the x such that
df
dx(x) = 0; Finally,∣∣∣d2fdx2 ∣∣∣ > c whenever | dfdx | < r2. See figure (b).
f is of type III if
(21) f = tan−1(l2[tan f1(x)]) − π
2
+ f2,
where either f1 is of type I+ and f2 of type I−, or f1 is of type I− and f2 of type
I+. See figure (c).
A simple case of type I function is that
∣∣∣ dfdx(x)∣∣∣ > r2 for all x ∈ I. The form
of type III function in (21) actually follows from the first estimate of (10) and the
second estimate of (11).
f(x)
x
(a) type I
f(x)
x
(b) type II
f(x)
x
π
(c) type III
The following lemma for f of type III actually plays the key role for the lower-
bound estimate of the geometric properties of most contraction directions in reso-
nance case. Without loss of generality, let f be as in (21) with f1 be type I+ and
f2 type I− throughout this section. We may further assume that f1(0) = 0 and
f2(d) = 0 with 0 ≤ d ≤ 23r. Let
X = {x ∈ I : RP1 ∋ |f(x)| = min
y∈I
|f(y)|}.
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Then it is easy to see that X contains at most two points, say X = {x1, x2} with
x1 ≤ x2. Then we have the following lemma.
Lemma 6. Let f be of type III. Let ηj be constants satisfying r
2 ≤ ηj ≤ r−2,
0 ≤ j ≤ 4. Then
(22) |x1| < Cl− 34 , |x2 − d| < Cl− 34 .
In particular, if f(x1) = f(x2) = 0, then
(23) 0 < x1 ≤ x2 < d;
if f(x1) = f(x2) 6= 0, then
(24) x1 = x2.
Moreover there exist two distinct points x3, x4 ∈ B(x1, η0l−1) such that dfdx(xj) = 0
for j = 3, 4, and x3 is a local minimum with
(25) f(x3) > η1l
−1 − π.
Moreover, we have the following.
If d ≥ r3 , then we have
(26) |f(x)| > cr3, x /∈ B(x1, Cl− 14 )∪B(x2, r
4
); ‖f−f2‖C1 < Cl− 32 , x ∈ B(x2, r
4
).
If d < r3 , then we have
(27)
∣∣∣∣d2fdx2 (x)
∣∣∣∣ > c whenever
∣∣∣∣ dfdx (x)
∣∣∣∣ ≤ r2, ∀x ∈ B(X, r6)
and |f(x)| > cr3 for all x /∈ B(X, r6 ).
Finally, we have the following bifurcation as d varies. There is a d0 = η2l
−1
such that:
• if d > d0, then f(x) = 0 has two solutions. See figure (d);
• if d = d0, then f(x) = 0 has exactly one tangential solution. In other
words, x1 = x2 = x4 and f(x4) = 0. See figure (e);
• if 0 ≤ d < d0, then f(x) 6= 0 for all x ∈ I. See figure (f). Moreover, we
have
min
x∈I
|f(x)| = −η3l−1 + η4d.
x3
x1
x4
x2
f(x)
x
π
(d) d > d0
f(x)
x
π
(e) d = d0
f(x)
x
π
(f) 0 ≤ d < d0
The proof will be given in the Appendix A.3.
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Remark 3. Let I ′ = B(x0, r′) with r′ < r2 , then the restriction of type I f on I
′ is
still of type I for I ′. Let I ′′ = B(0, r′′) with r′′ ≤ r, then the restriction of type II f
on I ′′ is still of type II for I ′′ if all solutions to f(x) = 0 and dfdx = 0 are contained
in I
′′
2 . Let I
′′′ ⊂ I be any connected interval containing B(x1, Cl− 14 ). We also call
the restriction of the type III f on I ′′′ is again of type III for I ′′′. Note that if d is
sufficiently close to d0 and r
′′′ is sufficiently small, then the restriction of type III
function f to B(x1, r
′′′) may become type II. However, for the sake of simplicity, we
still call this restriction is of type III. In any case, we have the following corollary
which is important for the application of Lemma 4–6.
Corollary 3. Let f : I → RP1 be of type I, II or III. Define
X = {x ∈ I : |f(x)| = min
y∈I
|f(y)|} =
{
{x0}, if f is of type I
{x1, x2}, if f is of type II or III.
In case f is of type III, we further assume d := |x1 − x2| < r3 . Then for any
0 < r′ < r, we have that
(28) |f(x)| > cr′3, for all x /∈ B(X, r′).
For the case that f is of type III, we have the same estimate (28) for Cl−
1
4 < r′ < r
if d ≥ r3 .
Proof. Let us consider the case that f is of type I first. If r > r2 , then (28) is
obtained by definition. If r′ ≤ r2 , then for all x /∈ B(X, r′), it holds that
|f(x)| > r2|x− x0| > r2r′ > cr′3.
If f is of type II, then clearly for some d′, d′′ ≥ 0 satisfying d′ + d′′ = |x − xj |,
we have that for all x /∈ B(X, r′), it holds that
|f(x)| > cd′2 + r2|d′′| > c|x− xj |3 > cr′3.
If f is of type III and d < r3 . Then (28) follows from Lemma 6 directly for r
′ > r6 .
If |x1 − x3| ≤ r′ ≤ r6 , we partition B(X, r′) as
B(X, r′) = [x1 − r′, x3] ∪ [x3, x1] ∪ J.
Then for the part J , the corresponding growth of f follows from (27) of Lemma 6
and the same argument for type II functions. For the part [x3, x1], the issue is that
f(x) may increase too fast from near −π to near 0. However, by (25) of Lemma 6,
we have |x3 − x1| = η0l−1 and
|f(x3)| > η1l−1 − π > c|x3 − x1|3 − π,
which is also the local minimal. Hence, we have the corresponding growth of f(x).
For the part [x1− r′, x3], again by (27) of Lemma 6, we have corresponding growth
as those for type II function .
If 0 < r′ < |x1 − x3|, we partition B(X, r′) as B(X, r′) = [x1 − r′, x1] ∪ J . Then
it can be treated similarly as the case |x1 − x3| ≤ r′ ≤ r6 .
If d ≥ r3 and Cl−
1
4 < r′ < r, then it follows from Lemma 6 and the same
argument as the one for type I functions. 
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3. Getting started
Consider the sequence {λn}∞n≥N by logλn = logλn−1 − C log qnqn−1 log λn−1 with
λN = λ. It is easy to see that for all ε, there exists a λ such that λn decreases
to some λ∞ with λ∞ > λ1−ε. For two finite sets Cj ⊂ R/Z, j = 1, 2, we define
|C1 − C2| = minc1∈C1,c2∈C2 |c1 − c2|.
For n ≥ 1, let sn(x) = s[An(x)] and un(x) = s[A−n(x)]. Note they may depend
on the parameter t. These two functions will play the role of n-step stable and un-
stable directions. We call them n-step stable and unstable directions, respectively,
since it is not very difficult to see that they converge to the stable and unstable
directions in case one has a positive Lyapunov exponent, see, for example, the proof
of [Z2, Theorem 1]. Obviously, we have that u1(x) = 0 and
st1(x) =
π
2
− φ(x, t) = π
2
− cot−1[t− v(x)] = tan−1[t− v(x)].
Let us define the following function, gt1, which is the difference between the first
step stable and unstable direction:
(29) gt1(x) := s1(x) − u1(x) = tan−1[t− v(x)].
It is not difficult to see that we only need to consider
t ∈ I := [inf v − 2
λ 0
, sup v +
2
λ 0
] for all λ > λ0,
see, for example, Lemma 11 of [Z1]. From now on, let us restrict t to this interval,
and the dependence of gt1 on t ∈ I will be left implicit.
By (29), it is a straightforward computation to see that for all t ∈ I,
(30) ‖g1‖C2 ≤ C, and c ≤
∣∣∣∣dmg1dxm /d
m(t− v)
dxm
∣∣∣∣ ≤ C
for m = 0, 1 and all x ∈ R/Z. Thus, for all t ∈ I, dg1dx = 0 have the same solution
with and dvdx = 0, which are z1 and z2. Moreover, it is a straightforward calculation
to see that |d2g1dx2 (zj)| > c for all t ∈ I. Clearly, there exists a r > 0 such that on
B(xj , r), we have for all t ∈ I,
(31) g1(x) = g1(zj) +
d2g1
dx2
(zj)(x− zj)2 + o(x2)
We also assume that, for the above r and for all t ∈ I,
(32)
∣∣∣∣dg1dx (x)
∣∣∣∣ > cr, for all x /∈ B(zj , r).
By choosing N sufficiently large, we may assume that q−2τN ≪ r. Let
C1 = {y : |g1(y)| = min
x∈R/Z
|g1(x)|} and I1 = B(C1, 1
2q2τN
).
Clearly, C1 contains at most two points. So we may let
C1 = {c1,1, c1,2} and I1,j = B(c1,j , 1
2q2τN
), j = 1, 2.
Note it is possible that c1,1 = c1,2.
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3.1. Step 1. For each t ∈ I, we have one of the following cases.
(1)I (Type I) I1 consists of two disjoint connected intervals. In other words,
I1,1 ∩ I1,2 = ∅. Then, it is easy to see that g1(c1,j) = 0 and |c1,1 − c1,2| ≥ 1q2τN .
Then by (31) and (32), it is straightforward that g1 is of type I on I1,1 and I1,2.
Furthermore, if g1 is of type I+ on I1,1, then it is of type I− on I1,2, vice versa. Let
(1)I denotes this case.
(1)II ( Type II) I1 consists of one connected interval. Hence 0 ≤ |c1,1−c1,2| < 1q2τ
N
.
Clearly, g1 is of type II on I1 in this case. Let (1)II denote this case.
Thus, by Corollary 3, we have that for each t and each x /∈ I1, |g1(x)| > cq−6τN .
Let η′N =
C log qN
log λN
≪ C log qN+1qN ≪ 1. Fix a connected interval I ⊂ R/Z and ℓ < λ
1
2
N .
Assume that x+ jα /∈ I1 for all x ∈ I and for all 1 ≤ j ≤ ℓ− 1. Then by Lemma 1
and Lemma 4, we have that for x ∈ I, it holds that
(33) ‖sℓ(x) − s1(x)‖C2 , ‖uℓ(x + ℓα)− u1(x+ ℓα)‖C2 ≤ Cλ−
3
2
N ,
(34) ‖Aℓ(x)‖ ≥ λ(1−η
′
N )ℓ
N ,
∣∣∣∣dm‖Aℓ(x)‖dxm
∣∣∣∣ < ‖Aℓ(x)‖1+mη′N , m = 1, 2.
3.2. From step 1 to step 2. Define qN − 1 < r±1 : I1 → Z+ to be the smallest
positive number j such that j > qN − 1 and T±jx ∈ I1 for x ∈ I1, respectively.
Thus, there exist three possible cases:
• I1 is in case (1)II. Thus r±1 (x) is the actual first return time by the Dio-
phantine condition and we call this the non-resonance case;
• I1 is in case (1)I and r±1 (x) is the actual first return time for all x ∈ I1. We
also call this the non-resonance case and denote it by (1)I,NR;
• I1 is in case (1)I and r±1 (x) is the second return time for some x ∈ I1. We
call this the resonance case and denote it by (1)I,R.
Let r±1 = minx∈I1 r
±
1 (x) and r1 = min{r+1 , r−1 }.
3.2.1. Nonresonance case. By the Diophantine condition, it is easy to see that
in cases (1)II, it holds that r1 ≥ q2N . First note that in this case I1 is a connected
interval of length at most 2
q2τ
N
. Thus, assume x+nα ∈ I1 for some n and x ∈ I1, then
by the Diophantine condition γn−τ+1 < ‖nα‖R/Z < 2q−2τN , where ‖ · ‖R/Z denotes
the distance to the nearest integers. Hence n > cq
2τ
τ−1
N > q
2
N . In case (1)I,NR, by
definition, it holds that r1 ≥ qN .
On the other hand, we may choose λN sufficiently large so that r
±
1 (x) ≪ λ
1
2
N .
Indeed, we only need to set λN > q
2
s for some q
τ2
N > qs > q
2τ
N . The reason is that
for this qs, we have ‖qsα‖R/Z < γq−τ+1s < q−2τN which implies r±1 (x) ≤ qs. By the
Diophantine condition, there exists such a qs. Thus in this case, (33) and (34) can
be applied directly to this case with I = I1 and ℓ = r
±
1 . Then we get
(35) ‖sr+1 (x) − s1(x)‖C2 , ‖ur−1 (x) − u1(x)‖C2 ≤ Cλ
− 32
N
(36) ‖A±r±1 (x)‖ ≥ λ
(1−η′N )r±1
N ,
∣∣∣∣∣
dm‖A±r±1 (x)‖
dxm
∣∣∣∣∣ < ‖A±r±1 (x)‖1+mη′N , m = 1, 2.
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Now we consider the function sr+1
, ur−1
: I1 → RP1 and define g2 = sr+1 − ur−1 :
I1 → RP1. Thus we get that as a functions on I1,
(37) ‖g2 − g1‖C2 < Cλ
− 32
N+1.
Combined with our assumption, it is clear that in cases (1)I,NR and (1)II, we must
be in the following cases.
(2)I (Type I) I1 consists of two disjoint connected intervals. In other words,
I1,1 ∩ I1,2 = ∅. Furthermore g2 is of type I on I1,1 and I1,2. In addition, if g2 is of
type I+ on I1,1, then it is of type I− on I1,2, vice versa. Let (2)I denote this case.
(2)II ( Type II) I1 consists of one connected interval. g2 is of type II. Let (2)II
denote this case.
In both cases, if we let C2 = {y : |g2(y)| = minx∈R/Z |g2(x)|} = {c2,1, c2,2}, then
we clearly have |c1,j − c2,j | < Cλ−1N .
3.2.2. Resonance case. Now we consider the case (1)I,R, let 0 < k < qN be
the actual first return time for some x. Note in this case, we must have that
(I1,1 ± kα) ∩ I1,2 6= ∅. Without loss of generality, assume (I1,1 + kα) ∩ I1,2 6= ∅.
Also, by the Diophantine condition and by the same argument as in nonresonance
case, it is not difficult to see that once we have resonance, (I1,1 + jα) ∩ I1,2 = ∅
for all j such that |j| < q2N and |j| 6= k, and r±1 (x) ≪ λ
1
2 for all x ∈ I1. Hence, in
this case, no matter whether r±1 (x) is the first return or the second return time for
x ∈ I1, we have q2N < r±1 (x) < λ
1
2
N for all x ∈ I1.
Now, for x ∈ I1,1, let us consider
Ar+1
(x) = Ar+1 −k(x + kα)Ak(x) and A−r−1 (x).
Clearly, for Ar+1 −k(x+kα), Ak(x) and A−r−1 (x), (33) and (34) can be applied. Then
we get the following facts. First we have
‖u1(x)− ur−1 (x)‖C2 , ‖sk(x) − s1(x)‖C2 , ‖uk(x+ kα)− u1(x+ kα)‖C2 and
‖sr+1 −k(x+ kα)− s1(x + kα)‖C2 < Cλ
− 32
N ;
Secondly, let ν = r+1 − k, −r−1 or k. Then∣∣∣∣dm‖Aν(x)‖dxm
∣∣∣∣ < ‖Aν(x)‖1+mη′N for m = 1, 2.
Finally, again for ν = r+1 − k, −r−1 or k,
‖Aν(x)‖ > λ|ν|N+1.
Now, let us focus on
Ar+1
(x) = Ar+1 −k(x+ kα)Ak(x).
Let lk = ‖Ak(x)‖ and l′ = ‖Ar+1 −k(x+ kα)‖. Then by definition, we have
Ar+1
(x) = Ru
r
+
1 −k
(x+r+1 α)
(
l′ 0
0 l′−1
)
Rπ
2−sr+1 −k(x+kα)+uk(x+kα)
(
lk 0
0 l−1k
)
Rπ
2−sk(x).
Clearly, we have
λ
(1−η′N )k
N ≤ lk < λkN < λqNN ≪ λ(1−η
′
N )(q
2
N−k)
N ≤ λ(1−η
′
N )(r
+
1 −k)
N < l
′,
18 Y. WANG AND Z. ZHANG
which implies that ‖Ar+1 (x)‖ > λ
r+1
N+1 . Moreover, by Lemma 5, it is easy to see
that for sufficiently large λ, we have for all x ∈ I1 and m = 1, 2,
(38)
∣∣∣∣∣
dm‖Ar+1 (x)‖
dxm
∣∣∣∣∣ < C‖Ar+1 (x)‖1+mη′N+Cm
η′
N
qN ,
where logλN+1 > (1− CqN ) logλN .
Now, let us consider the function g2. It is enough to consider g2 : I1,1 → RP1.
Clearly, sr+1
(x) = s[B(x)] : I1 → RP1 for the following B.
B(x) =
(
l′ 0
0 l′−1
)
Rπ
2−sr+
1
−k
(x+kα)+uk(x+kα)
(
lk 0
0 l−1k
)
Rπ
2−sk(x).
Let g′1,1 = sk−ur−1 : I1,1 → RP
1 and g′1,2 = sr+1 −k−uk : I1,2 → RP
1. Thus we have
(39)
∥∥g′1,j − g1∥∥C2,I1,j < Cλ− 32N , j = 1, 2.
Thus g′1,j is of the same type as g1 on I1,j . Let c¯1,j ∈ I1,j be the zero of g′1,j . Note
as in the nonresonance case, we have
(40) |c¯1,j − c1,j| < Cλ−
3
2
N for j = 1, 2.
By the first estimate of (10) of Lemma 2, to do the C2 estimate of g2, it suffices
to take
(41) g2(x) = tan
−1 (l2k tan[g′1,2(x + kα)])− π2 + g′1,1(x), x ∈ I1,1.
Similarly, for x ∈ I1,2, by considering
Ar+1
(x) and A−r−1 (x) = A−r−1 +k(x− kα)A−k(x),
we may take
(42) g2(x) = tan
−1 (l2k tan[g′1,1(x − kα)])− π2 + g′1,2(x), x ∈ I1,2.
Thus, by Lemma 6, g2 are of type III on I1,1∪ (I1,2−kα) and I1,2∪ (I1,1+kα). Let
d := c¯1,1+ kα− c¯1,2 and assume without loss of generality d ≥ 0. Then, depending
on the size of d, we get the following for step 2.
(Nonresonance) There is a d0 close to
q−2τN
2 such that for d > d0, we have
‖g2 − g1‖C2 < ‖g2 − g′1,j‖C2 + ‖g′1,j − g1‖C2 < Cl−
3
2
k + Cλ
− 32
N < Cλ
− 32
N .
by (26) and (39). Thus, this basically goes to the case (2)I. In other words, g2 is
of the same type as g1 on I1,j , j = 1, 2.
(Weak resonance) If d ≤ d1, then the drastic change part of graph of
tan−1(l2k tan[g
′
1,j1(x ± kα)]) gradually enters I1,j2 , where j1 6= j2 ∈ {1, 2}. Hence
g2 is of type III by Remark 3. By Lemma 6, there is a d0 = η1l
−1
k ≤ d1 with
q−4τN < η1 < q
−4τ
N such that for d > d0, g2(x) = 0 has two solutions. We say this
comes from the case (1)I,WR.
(Strong resonance) If 0 ≤ d ≤ d0, then g2(x) = 0 has only one or even no
solution. Here are the essential differences between the resonance case and the
nonresonance case. The reason is that we have tangential intersections or even
separation of r1-step stable and unstable directions. The separation may also lead
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to UH (see Remark 7). We say this comes from the case (1)I,SR.
We say the last two cases are in case (2)III and come from case (1)I,R. Now let
us focus on the case (2)III and consider without loss of generality g2 on I1,1, which
is given by (41). By the (23) and (24) of Lemma 6, we may let c2,1 ∈ I1,1 be the
minimal point of g2 that is closer to c¯1,1 than other ones. Thus, by (22), we have
|c¯1,1 − c2,1| < Cl−
3
4
k < Cλ
− 34
N . This together with (40), clearly implies that
|c1,1 − c2,1| < Cλ−
3
4
N .
Similarly, by considering (42), we find a minimal point, c2,2 ∈ I1,2, of g2 such that
|c1,2 − c2,2| < Cλ−
3
4
N .
We say c2,j comes essentially from c1,j for j = 1, 2. It is possible that g2 has one or
two minimum points on I1,j . Let C
′
2 = {c′2,1, c′2,2} with c′2,1 ∈ I1,2 and c′2,2 ∈ I1,1
be the possible extra minimum points of g2. By (41), (42), (23) and (24), we have
that c′2,2 is closer to c¯1,2 − kα than c2,1, and c′2,1 closer to c¯1,1 + kα than c2,2. On
the other hand, c′2,j is essentially on the k-orbit of c2,j , j = 1, 2, which is illustrated
by the following lemma.
Lemma 7. Assume we have either |g2(c2,1)| < Cλ−
1
10 r1
N+1 or |g2(c2,2)| < Cλ
− 110 r1
N+1 ,
then
|c2,1 + kα− c′2,1|, |c2,2 − kα− c′2,2| < Cλ−
1
30 r1
N+1 .
To prove Lemma 7, we need the following lemma and corollary.
Lemma 8. Let E = E2E1 ∈ SL(2,R) such that ‖E2‖ ≫ ‖E1‖ ≫ 1. Then we have
(43) |E−11 · s(E2)− s(E)| < C‖E‖−2, |s(E2)− E1 · s(E)| < C‖E2‖−2.
Proof. Let sˆ ∈ s be an unit vector. By polar decomposition, it suffices to consider
the case
E2 =
(
e2 0
0 e−12
)
Rθ, E1 =
(
e1 0
0 e−11
)
.
Then s(E2) =
π
2 − θ and tan[E−11 · s(E2)] = e21 cot θ. Assume θ 6= 0, otherwise it is
trivial. Let w ∈ E−11 · s(E2) be a unit vector. Then we have
‖Ew‖ = 1√
1 + e41 cot
2 θ
∥∥∥∥E
(
1
e21 cot θ
)∥∥∥∥ = e1e−12 | sin θ|−1√
1 + e41 cot
2 θ
=
1√
e−21 e
2
2 sin
2 θ + e21e
2
2 cot
2 θ
= C‖E‖−1,
which clearly implies the first inequality of (43).
For the proof of the second inequality, let w′ ∈ E1 · s(E) be a unit vector. Then
we have
‖E2w′‖ = 1‖E1sˆ(E)‖‖E2E1sˆ(E)‖ =
1
‖E‖ · ‖E1sˆ(E)‖ .
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Since ‖E‖ ≫ ‖E1‖, by the first inequality of (43), we could replace sˆ(E) by a unit
vector, w′′, in E−11 · s(E2) in the above estimate. Thus we get
‖E2w′‖ = C‖E‖ · ‖E1w′′‖ =
C
√
1 + e41 cot
2 θ
‖E‖
∥∥∥∥E1
(
1
e21 cot θ
)∥∥∥∥
−1
=
C
√
e−21 sin
2 θ + e21 cos
2 θ√
e−21 e
2
2 sin
2 θ + e21e
2
2 cot
2 θ
= Ce−12
= C‖E2‖−1,
which implies the second inequality of (43). 
The following corollary is an immediate consequence of Lemma 8.
Corollary 4. Let E1 and E1 be as in Lemma 8. Let E = E1 · E2, then we have
(44) |E1 · u(E2)− u(E)| < C‖E‖−2, |u(E2)− E−11 · u(E)| < C‖E2‖−2.
Proof. Note that u(E) = s(E−1), u(E2) = s(E−12 ) and E
−1 = E−12 · E−11 . This
reduces the proof to the case in Lemma 8. 
Remark 4. It is probably interesting to point out that Lemma 8 and Corollary 4
are one more precise version of the first estimate of (10) and the second estimate
of (11) in case of C0 estimate.
Now we are ready to prove Lemma 7.
Proof. (Proof of Lemma 7). For x ∈ I1,1, let us consider the following
Ar+1
(x+ kα) · Ak(x) · Ar−1 (x− r
−
1 α).
By Lemma 8 and Corollary 4, we obtain
|sr+1 (x)−Ak(x)
−1 · sr+1 (x+ kα)|, |ur−1 (x)−Ak(x)
−1 · ur−1 (x+ kα)| < Cλ
−2r1
N+1 .
Hence, we have
(45)
∣∣∣g2(x)− [Ak(x)−1 · sr+1 (x+ kα)−Ak(x)−1 · ur−1 (x+ kα)]
∣∣∣ < Cλ−2r1N+1 .
For A ∈ SL(2,R), consider the induced map A : RP1 → RP1 = R/(πZ). For
θ ∈ RP1, let θˆ ∈ θ be a unit vector. Then a direct computation shows that
dA
dθ (θ) = ‖Aθˆ‖−2. Together with (45) and fact that lk = ‖Ak(x)‖ < λk ≪ λr1N+1,
this clearly implies that
(46) |g2(x)−M · g2(x+ kα)| < Cλ−2r1N+1 , l−2k ≤M ≤ l2k.
Note here g2 is a function on I1,1. Similarly, we get that, as a function on I1,2, g2
satisfies ∣∣∣g2(x) − [Ak(x) · sr+1 (x − kα)−Ak(x) · ur−1 (x− kα)]
∣∣∣ < Cλ−2r1N+1 .
Hence,
(47) |g2(x)−M · g2(x− kα)| < Cλ−2r1N+1 , l−2k ≤M ≤ l2k.
Without loss of generality, assume that |g2(c2,1)| < λ−
1
10 r1
N+1 . Then, by (47), we have
|g2(c2,1 + kα)| < Cl2kλ−
1
10 r1
N+1 < Cλ
− 115 r1
N+1 .
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Clearly, 0 ≤ |g2(c′2,1)| = |g2(c2,2)| ≤ |g2(c2,1 + kα)| < Cλ−
1
15 r1
N+1 . Now c
′
2,1 is always
the minimal point of g2 on I1,2 that is closer to c¯1,1 + kα, hence c2,1 + kα, than
other ones. Thus, by Lemma 6, we get that
|c2,1 + kα− c′2,1| < Cλ−
1
30 r1
N+1 .
Note that if g2(c2,1) 6= 0, then c2,1 = c′2,2. If g2(c2,1) = 0, then g2(c′2,2) = 0. In any
case, we get a similar relation between c′2,2 and c2,2, concluding the proof. 
Finally, note that in case (2)III, we also have the following estimate by (18) and
(19) of Lemma 5
‖g2‖C2 < Cl5k < Cλ5qN .
3.3. The starting lemma. To conclude, at step 2, we have the following lemma.
Lemma 9 (The starting Lemma). Let g1 = s1−u1 = tan−1(t−v) : R/Z→ RP1.
Define
C1 = {c1,1, c1,2} = {y : |g1(y)| = min
x∈R/Z
|g1(x)|}, I1,j = {x : |x− c1,j | ≤ 1
2q2τN
}
and I1 = I1,1∪I1,2. Let qN−1 < r±1 (x) : I1 → Z+ be the first return time after time
qN −1, where r+1 is the forward return and r−1 backward. Let r±1 = minx∈R/Z r±1 (x),
r1 = min{r+1 , r−1 } and r0 = 1. Let g2 = sr+1 − ur−1 : I1 → RP
1 and define ηN =
log qN+1
qN
and logλN+1 > (1− CηN ) log λN . Then there exists a set
C2 = {c2,1, c2,2} ⊂ {y : |g2(y)| = min
x∈I1
|g2(x)|} such that
(48) |c1,j − c2,j | < Cλ−
3
4
N , j = 1, 2;
Moreover, for all x ∈ I1 and m = 1, 2, it holds that
(49) ‖A±r±1 (x)‖ > λ
r±1
N+1,
dm‖A±r±1 (x)‖
dxm
< ‖A±r±1 (x)‖
1+mηN ;
if I1 consists of one connected interval, then g2 is of type II on I1; if I1,1∩I1,2 = ∅,
then in nonresonance case, g2 is either of type I; in resonance case g1 is of type III
on each I1,j. In other words, we have three different cases: (2)I, (2)II and (2)III.
In case (2)I and (2)II, there is no other minimal point of g2 than those in C2,
and we have that
(50) ‖g2 − g1‖C2 ≤ Cλ−
3
2
N and ‖g2‖C2 < C.
Moreover, in case (2)I, if g2 is of type I+ on I1,1, then it is of type I− on I1,2, vice
versa.
In case (2)III, there are two more minimal points c
′
2,1, c
′
2,2 with c
′
2,1 ∈ I1,2, c′2,2 ∈
I1,1 such that g2(c
′
2,1) = g2(c2,2) and g2(c
′
2,2) = g2(c2,1). However, c2,j is always the
one that comes essentially from c1,j for j = 1, 2 while it is possible that c
′
2,1 = c2,2
and c′2,2 = c2,1.
Moreover, if |g2(c2,j)| < Cλ−
1
10 r1
N+1 for j = 1 or j = 2, then we have
(51) |c2,1 + kα− c′2,1|, |c2,2 − kα− c′2,2| < Cλ−
1
30 r1
N+1
with 1 ≤ k < qN . In this case, we also have
(52) r1 ≥ q2N and ‖g2‖C2 ≤ Cλ5qN .
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Remark 5. In Section 3, instead of r±1 (x), sometimes, we used r
±
1 , r1 and even
r±1 ± k, 1 ≤ k ≤ qN − 1. The difference between the usage of r±1 (x), r±1 , r1 and
r1 ± k are negligible. In fact, by the second estimate of (18) and (19) in Lemma 5,
it is easy to see that these differences produces errors of order at most λ
− 32 r1
N+1 , which
is clearly not important in all the necessary estimates. Similarly, in the following
discussions, we will not distinguish the difference between r±i (x), r
±
i , ri and ri± k,
where i ≥ 1 and 1 ≤ k ≤ qN+i−1.
4. The Induction
Now we are ready to do the induction.
4.1. Statement of the Induction Theorem. We formulate our induction as the
following theorem.
Theorem 3 (Iteration Lemma). Step (i+1). Let gi = sr+i−1
−ur−i−1 : Ii−1 → RP
1.
Assume we have
Ci = {ci,1, ci,2} ⊂ {y : |gi(y)| = min
x∈Ii−1
|gi(x)|} and Ii,j = {x : |x−ci,j | ≤ 1
2iq2τN+i−1
}
and Ii = Ii,1∪Ii,2. Let qN+i−1 < r±i (x) : Ii → Z+ be the first return time after time
qN+i−1. Let ri = min{r+i , r−i } with r±i = minx∈Ii r±i (x). Let gi+1 = sr+i − ur−i :
Ii → RP1 and assume we have
Ci+1 = {ci+1,1, ci+1,2} ⊂ {y : |gi+1(y)| = min
x∈Ii
|gi+1(x)|} such that
(53) |ci,j − ci+1,j | < Cλ−
3
4 ri−1
N+i , j = 1, 2,
where logλN+i > (1 − CηN+i−1) logλN+i−1 with ηN+i−1 = log qN+iqN+i−1 . Assume for
all x ∈ Ii, m = 1, 2, it holds that
(54) ‖A±r±i (x)‖ > λ
r±i
N+i,
dm‖A±r±i (x)‖
dxm
< ‖A±r±i (x)‖
1+mC
∑N+i−1
j=N ηj ,
and gi+1 : Ii → RP1 is of type I, II or III, which are denoted as cases (i + 1)I,
(i+ 1)II and (i+ 1)III.
Assume that in case (i+1)I and (i+1)II, there is no other minimal point of gi+1
than those in Ci+1, and we have
(55) ‖gi+1 − gi‖C2 ≤ Cλ−
3
2 ri−1
N+i−1 and ‖gi+1‖C2 ≤ C.
Moreover, in case (i + 1)I, assume that if gi+1 is of type I+ on Ii,1, then it is of
type I− on Ii,2, vice versa.
Assume that in case (i + 1)III, there are two more minimal points c
′
i+1,1, c
′
i+1,2
with c′i+1,1 ∈ I1,2, c′i+1,2 ∈ I1,1 such that gi+1(c′i+1,1) = gi+1(ci+1,2) and
gi+1(c
′
i+1,2) = gi+1(ci+1,1). Assume ci+1,j is always the one comes essentially from
ci,j while it is possible that c
′
i+1,1 = ci+1,2 and c
′
i+1,2 = ci+1,1.
If |gi+1(ci+1,j)| < Cλ−
1
10 ri
N+i for j = 1 or j = 2, assume we have
(56) |ci+1,1 + kα− c′i+1,1|, |ci+1,2 − kα− c′i+1,2| < Cλ−
1
30 ri
N+i .
with 1 ≤ k < qN+i−1. In this case, we also assume that
(57) ri ≥ q2N+i−1 and ‖gi+1‖C2 ≤ Cλ5qN+i−1 .
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Then we have the following.
Step (i+2). Let Ii+1,j = {x : |x − Ci+1,j | ≤ 12i+1q2τ
N+i
} and Ii+1 = Ii+1,1 ∪ Ii+2,j .
Let qN+i < r
±
i+1(x) : Ii+1 → Z+ be the first return time after time qN+i. Let r±i+1 =
minx∈Ii+1 r
±
i+1(x) and ri = min{r+i , r−i }. Let gi+2 = sr+i+1 − ur−i+1 : Ii+1 → RP
1.
Define ηN+i =
log qN+i+1
qN+i
and logλN+i+1 > (1−CηN+i) logλN+i. Then there exists
a set
Ci+2 = {ci+2,1, ci+2,2} ⊂ {y : |gi+2(y)| = min
x∈Ii+1
|gi+2(x)|}
such that
(58) |ci+1,j − ci+2,j | < Cλ−
3
4 ri
N+i , j = 1, 2;
and for all x ∈ Ii+1 and m = 1, 2, it holds that
(59) ‖A±r±i+1(x)‖ > λ
r±i+1
N+i+1,
dm‖A±r±i+1(x)‖
dxm
< ‖A±r±i+1(x)‖
1+mC
∑N+i
j=N ηj
and gi+2 : Ii+1 → RP1 is of types I, II or III, which are denoted as case (i + 2)I,
(i+ 2)II and (i+ 2)III. In addition, in case (i+ 2)I and (i+ 2)II, there is no other
minimal point of gi+2 than those in Ci+2, and we have
(60) ‖gi+2 − gi+1‖C2 ≤ Cλ−
3
2 ri
N+i and ‖gi+2‖C2 ≤ C.
Moreover, in case (i + 2)I, if gi+2 is of type I+ on Ii+1,1, then it is of type I− on
Ii+1,2, vice versa.
In case (i + 2)III, there are two more minimal points c
′
i+2,1, c
′
i+2,2 such that
gi+2(c
′
i+2,1) = gi+2(ci+2,2) and gi+2(c
′
i+2,2) = gi+2(ci+2,1). However, ci+2,j is al-
ways the one that comes essentially from ci+1,j while it is possible that c
′
i+2,1 =
ci+2,2 and c
′
i+2,2 = ci+2,1. Moreover, it holds that
• if |gi+1(ci+1,j)| > Cλ−
1
10 ri
N+i , j = 1, 2, then so are |gi+2(ci+2,j)|, j = 1, 2;
• if |gi+2(ci+2,j)| < Cλ−
1
10 ri+1
N+i+1 for j = 1 or j = 2, then
(61) |ci+2,1 + kα− c′i+2,1|, |ci+2,2 − kα− c′i+2,2| < Cλ−
1
30 ri+1
N+i+1
with 1 ≤ k < qN+i.
In this case, we also have
(62) ri+1 ≥ q2N+i and ‖gi+2‖C2 ≤ Cλ5qN+i .
Remark 6. By the same argument that r±1 (x) < λ
1
2
N , it is easy to see that r
±
i ≪
λ
1
2 qN+i−2
N+i−1 for all i ≥ 2. Indeed, r±i is no larger than the first return time of x ∈ Ii,j
back to Ii,j for j = 1 or 2. Note |Ii,j | = q−2τN+i−1. Then it is sufficient to take the
first qn such that qn > q
2τ
N+i−1 > q
2τ(τ−1)
N+i−2 . Then ‖qnα‖ < cq−τ+1n < q−2τN+i−1. Thus,
r±i (x) < qn, which by the Diophantine condition is polynomially large in qN+i−2
with polynomial depending only on α.
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4.2. Proof of the Induction. To study the gi+2 : Ii+1 → RP1, we need
to consider gi+1 : Ii+1 → RP1. Let us start with the case (i + 1)I. Clearly,
gi+1 : Ii+1 → RP1 inherited all the conditions of gi+1 : Ii → RP1 that are assumed
in the induction step (i+ 1)I. As in Section 2.1, we divide it into cases (i+ 1)I,NR
and (i+ 1)I,R. We first consider the nonresonance case (i+ 1)I,NR.
Case (i+ 1)I,NR. In this case, (Ii+1,1 + lα) ∩ Ii+1,2 = ∅ for all |l| ≤ qN+i − 1.
Hence r±i+1(x) is the actually first return time for each x ∈ Ii+1. If r+i+1 = r+i , then
gi+2 = gi+1 and we have nothing to say. Otherwise, let 0 ≤ jm ≤ r+i+1, 0 ≤ m ≤ p
be the times such that
(63) jm+1− jm ≥ qN+i−1, 0 ≤ m ≤ p− 1 and x+ jmα ∈ Ii \ Ii+1, 1 ≤ m ≤ p− 1,
where j0 = 0 and jp = r
+
i+1. Now consider the sequence
(64) Aj1(x), Aj2 (x + j1α), . . . , Ajp−jp−1(x+ jp−1α).
Then, we have the following.
First, for 1 ≤ m ≤ p, ‖Ajm−jm−1(x + jm−1α)‖ ≥ λjm−jm−1N+i ≥ λqN+i−1N+i and∣∣∣∣dm‖A+ri (x)‖dxm
∣∣∣∣ < ‖A+ri(x)‖1+mC∑N+i−2j=N ηj by induction assumption (54).
Secondly, |gi+1(x + jmα)| ≥ 2−2(i+1)q−4τN+i > λ−ηN+i−1qN+i−1N+i by induction as-
sumption on the gi+1, (63) and Corollary 3.
Finally, from (55), we have ‖gi+1‖C2 < C.
Thus, the sequence (64) satisfies all the conditions in Lemma 4. Hence, we get
• ‖Ar+i+1(x)‖ ≥ λ
r+i+1
N+i+1 with logλN+i+1 = (1− CηN+i−1) logλN+i;
•
∣∣∣∣dm‖A+ri+1(x)‖dxm
∣∣∣∣ < ‖A+ri+1(x)‖1+mC∑N+i−1j=N ηj ;
• ‖sr+i+1 − sr+i ‖C2 ≤ Cλ
− 32 ri
N+i on Ii+1.
Similarly, we get the estimate for backward sequences. Thus, we also get that
‖gi+2 − gi+1‖C2 ≤ Cλ−
3
2 ri
N+i on Ii+1,
which together with ‖gi+1‖C2 < C clearly implies (60). This also clearly implies
the existence of two minimal points of |gi+2(x)|, denoted by ci+2,1 and ci+2,2 such
that
|ci+2,j − ci+1,j | < Cλ−riN+i < Cλ
− 34 ri
N+i .
By (60) and the induction assumption for gi+1 : Ii+1 → RP1, gi+2 : Ii+1 → RP1 is
clearly in case (i + 2)I. Moreover, if gi+2 is of type I+ on Ii+1,1, then it is of type
I− on Ii+1,2, vice versa.
Case (i+ 1)I,R. In this case, there exists a ri ≤ k ≤ qN+i − 1 such that
x+ kα ∈ Ii+1,2 for some x ∈ Ii+1,1.
By the Diophantine condition, ri+1 ≥ q2N+i. Again, let 1 ≤ jm ≤ ri+1, 0 ≤ m ≤ p
be the times such that
jm+1 − jm ≥ qN+i−1, 0 ≤ m ≤ p− 1 and x+ jmα ∈ Ii \ Ii+1, 1 ≤ m ≤ p− 1,
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where we set j0 = 0 and jp = ri+1. Let l ∈ {1, . . . , p − 1} be that jl < k < jl+1.
Consider for x ∈ Ii+1,1,
Ar+i+1−k(x+ kα) ·Ak(x) and A−r−i+1(x), where Ak(x) = Ak−jl (x+ jlα) · · ·Aj1(x)
and Ar+i+1−k(x+ kα) = Ajp−jp−1(x + jp−1) · · ·Ajl+1−k(x+ kα).
Clearly, for Ak(x), Ar+i+1−k(x + kα) and A−r−i+1(x), the same argument of (i +
1)I,NR → (i + 2)I is applicable. Thus, by Lemma 4, we get the following. Let
ν = r+i+1 − k, −r−i+1 or k. Then we have
First, ‖Aν(x)‖ ≥ λ|ν|N+i+1 with logλN+i+1 = (1 − CηN+i−1) logλN+i.
Secondly,
∣∣∣dm‖Aν(x)‖dxm ∣∣∣ < ‖Aν(x)‖1+mC∑N+ij=N ηj .
Finally, ‖sk(x) − sr+i (x)‖C2 , ‖uk(x+ kα)− ur−i (x+ kα)‖C2 and
‖sr+i+1−k(x+ kα)− sr+i (x+ kα)‖C2 < Cλ
− 32 ri
N+i .
By the same reason, for x ∈ Ii+1,2, we could get a similar result when we consider
Ar+i+1
(x) and A−r−i+1(x) = A−r−i+1+k(x− kα) · A−k(x).
Then everything follows from the same argument as of the case (1)I,R in Section
2.1. More concretely, let g′i+1,1 = sk − ur−i+1 : Ii+1,1 → RP
1, g′i+1,2 = sr+i+1−k − uk :
Ii+1,2 → RP1 and
c¯i+1,1 ∈ Ii+1,1, c¯i+1,2 ∈ Ii+1,2 where g′i+1,1(c¯i+1,1) = 0, g′i+1,2(c¯i+1,2) = 0.
Clearly, we have for j = 1, 2,
(65)
∥∥g′i+1,j − gi+1∥∥C2,Ii+1,j < Cλ− 32 riN+i and |c¯i+1,j − ci+1,j | < Cλ−riN+i.
This implies that g′i+1,j are of type I on Ii+1,j , one of which is of type I+ and the
other I−. Let d = c¯i+1,1 + kα − c¯i+1,2. To estimate the geometric properties of
gi+2, it is sufficient to take
gi+2(x) =
{
tan−1(l2k tan[g
′
i+1,2(x+ kα)]) − π2 + g′i+1,1(x), x ∈ Ii+1,1,
tan−1(l2k[tan g
′
i+1,1(x− kα)]) − π2 + g′i+1,2(x), x ∈ Ii+1,2.
Then depending on the size of d, we have the following.
• (i + 1)I,R → (i+ 2)I if d0 ≤ d < 22i+1q2τ
N+i
for some d0 close to
1
2i+1q2τ
N+i
.
• (i + 1)I,R → (i+ 2)III if 0 ≤ d < d0.
By (22) of Lemma 6, there is a minimal point, ci+2,j , of gi+2,j that is always closer
to c¯i+1,j than other ones such that
(66) |ci+2,j − c¯i+1,j | < Cl−
3
4
k < Cλ
− 34 ri
N+i
for j = 1, 2. (65) and (66) clearly implies that
|ci+2,j − ci+1,j | < Cλ−
3
4 ri
N+i , j = 1, 2.
Finally, in this case, by (18), (19) of Lemma 5 and (55), (57) of Theorem 3, we get
‖gi+2‖C2 < Cl−4.5k < Cλ5qN+i .
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Case (i+ 1)II. In this case, let d = ci+1,1 − ci+1,2. By definition, |d| < 22iq2τ
N+i−1
.
Then we have the following.
If |d| ≥ 1
2i+1q2τ
N+i
, Ii+1,1 ∩ Ii+1,2 = ∅. Then, by induction assumption, it is not
difficult to see that gi+1 : Ii+1 → RP1 are essentially as in the case (i + 1)I. Thus
we can do it as in the previous step and get (i+ 2)I or (i+ 2)III.
If d < 1
2i+1q2τ
N+i
, then Ii+1 consists of one interval. Thus r
±
i+1 > q
2
N+i is the
actually the first return. Moreover there exist two minimal points ci+2,1 and ci+2,2
of gi+2 such that
‖gi+2 − gi+1‖C2 < Cλ−
3
2 ri
N+i and |ci+2,j − ci+1,j | < Cλ
− 34 ri
N+i .
The estimate of ‖A±r±i+1(x)‖ together with its derivatives follows from the same
argument as in case (i+ 1)I. So we will be in the case (i+ 2)II.
Case (i+ 1)III. In this case, other than ci+1,j ∈ Ii,j , j = 1, 2, we have minimal
points, c′i+1,1 ∈ Ii,2 and c′i+1,2 ∈ Ii,1, of gi+1 such that if |gi+1(ci+1,j)| < Cλ−
1
10 ri
N+i ,
then
|c′i+1,2 + kα− ci+1,2|, |ci+1,1 + kα− c′i+1,1| < λ−
1
30 ri
N+i , 0 < k ≤ qN+i−1 − 1.
Let d = ci+1,1 − c′i+1,2. Then there exists a d0 close to 22i+1q2τ
N+i
such that the
following holds true.
If d > d0, then it is easy to see that gi+1 : Ii+1 → RP1 are essentially in the case
(i + 1)I. So we get the corresponding case in step (i + 2). Note in this case it is
necessary that gi+1(ci+1,j) = 0.
If 0 < d ≤ d0, then we know that (Ii+1,1 + kα) ∩ Ii+1,2 6= ∅ for k < qN+i−1.
Let us first assume d is not too small so that |gi+1(ci+1,j)| < Cλ−
1
10 ri
N+i . The other
case will be dealt with later. In any case, by the Diophantine condition, we have
that r±i+1 > q
2
N+i. Hence, for any x ∈ Ii+1, whenever x + lα ∈ Ii we must have
x + lα /∈ Ii+1 for any 1 ≤ |l| ≤ ri+1 − k. Thus, by Lemma 4, it is not difficult to
see that, as functions on Ii+1, ‖gi+2− gi+1‖C2 < λ−
3
2
ri
N+i . This implies the existence
of two minimal points ci+2,1 and ci+2,2 of gi+2 such that
|ci+1,j − ci+2,j | < Cλ−
3
4 ri
N+i ;
and together with (57), we have
‖gi+2‖C2 < Cλ5qN+i−1 < Cλ5qN+i .
The estimate of ‖A±r±i+1(x)‖ together with its derivatives comes from the same
argument as previous cases. Thus, we are in case (i+ 2)III.
In addition, from (i+1)III to (i+2)III that, we need to show that if |gi+1(ci+1,j)| >
Cλ
− 110 ri
N+i , j = 1, 2, then so are |gi+2(ci+2,j)|, j = 1, 2. This is a consequence of
Lemma 4. Indeed, fix arbitrary x ∈ Ii+1, let 0 ≤ jm ≤ r+i+1, 0 ≤ m ≤ p be as in
case (i + 1)I,NR. Consider the following sequence
Aj1(x), . . . , Ajm+1−jm(x+ jmα), . . . , Ajp−jp−1(x+ jp−1α)
and we clearly have
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• ‖Ajm+1−jm(x+ jmα)‖ ≥ λriN+i and
• |gi+1(x+ jmα)| = C|sjm+1−jm(x+ jmα)− ujm−jm−1(x+ jmα)| > Cλ−
1
10 ri
N+i .
Then, by Remark 2 following the proof of Lemma 4 in Section A.2 in case of C0
estimate, we get as functions on Ii+1,
‖sr+i+1 − sr+i ‖ < Cλ
− 32 ri
N+i .
Similarly, we get ‖ur−i+1−ur−i ‖ < Cλ
− 32 ri
N+i . Thus, we get ‖gi+2−gi+1‖Ii+1 < Cλ
− 32 ri
N+i .
This clearly implies that
‖gi+2(x)‖ > Cλ−
1
10 ri
N+i for all x ∈ Ii+1.
Finally, whenever we are in case (i+ 2)III, let c
′
i+2,1 and c
′
i+2,2 be the two extra
minimal points of gi+2. We need to show that if |gi+2(ci+2,j)| < Cλ−
1
10 ri+1
N+i+1 for
j = 1 or j = 2, then
|ci+2,1 + kα− c′i+2,1|, |ci+2,2 − kα− c′i+2,2| < Cλ−
1
30 ri+1
N+i+1
for some 1 ≤ k < qN+i. As the proof of Lemma 7, this is just another an application
of Lemma 8 and Corollary 4 to the following
Ar+i+1
(x+ kα) ·Ak(x) ·Ar−i+1(x− r
−
i+1α).
Then everything follows the same proof of Lemma 7. This concludes the proof of
our induction.
Remark 7. This above inequality essentially shows that |gn+1(x)| > Cλ−
1
10 ri
N+i for
all n ≥ i and for all x ∈ In. Since it is clear that the ‖gn+1 − gn‖In < Cλ−
3
2 rn−1
N+n−1 ,
n ≥ i+ 1, we have
C
∞∑
n=i+1
λ
− 32 rn−1
N+n−1 ≤ Cλ
− 32 ri
N+i .
Thus, we will not need to worry about these parameters in the future since Lemma 4
will be applicable for all n ≥ i. In fact, the reason we have this property is that, by
Lemma 11 of [Z1], it is not difficult to see that (α,A) ∈ UH for these parameters.
Hence there must exist a N0 ∈ Z+ and γ0 > 0 such that |sn(x)−un(x)| > γ0 for all
n ≥ N0 and for all x ∈ R/Z. In particular, whenever we have |gi+1(x)| > Cλ−
1
10 ri
N+i
for all x ∈ Ii for some i, then the induction can basically stop at this step i. Thus,
in our induction, we essentially only need to deal with the case |gi+1(x)| < Cλ−
1
10 ri
N+i
for some x ∈ Ii.
Remark 8. As we see in the proof of induction, the case (i+2)III may come from
(i+1)III. In fact, it is possible that the strong resonance occurs at step i0 ≪ i so that
(i+ 1)III comes from (i0)III. Then, as pointed out in Remark 3, gi+1 : Ii,j → RP1,
j = 1, 2, may become type II and we may have ci+1,j1 = c
′
i+1,j2
, j1 6= j2 ∈ {1, 2}
and λ−kN >
1
2i+1q2τ
N+i
. Thus, at step (i+2), one may worry that if there is resonance
between two type II functions, which may lead to some new bifurcation that is not
included in our induction. However, the last part of Theorem 3 and Remark 7 imply
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that either we have |gn(cn,j)| > Cλ−
1
10 ri
N+i for all n ≥ i + 1, hence, we do not need
to worry about this case in the future. Or we have
|c′i+1,1 − kα+ ci+1,1|, |c′i+1,2 + kα− ci+1,2| < Cλ−
1
30 ri
N+i ≪ |Ii+1,j |,
which implies that there will be no new type of bifurcation within time qN+i.
5. Uniform Positivity: Proof of Theorem 1
We are going to do it by induction. Let D0 = R/Z and k
′
0 = 0. For i ≥ 1, let
k′i =
{
0, for cases (i + 1)I, (i + 1)II;
ki, for the case (i+ 1)III,
where 0 < ki < qN+i−1 is the time such that (Ii,1 + kiα) ∩ Ii,2 6= ∅. Let
B+i =
(
qN+i−1⋃
l=1
R−lα Ii+1,1
)
∪

qN+i+k′i−1⋃
l=1
R−lα Ii+1,2

 ,
B−i =
(
qN+i−1⋃
l=1
RlαIi+1,2
)
∪

qN+i+k′i−1⋃
l=1
RlαIi+1,1

 and
Di+1 = Di \ (B+i ∪B−i ).
It is easy to see that D∞ =
⋂
i≥1Di is of positive Lebesgue measure. Indeed, since
{qn}n≥0 grows at least exponentially fast, by choosing N large, we get
Leb(D∞) > 1−
∑
n≥N
6qn
q2τn
> 1−
∑
n≥N
1
q2n
> 0.
Set qN−1 = 1, t±0 = 1. Inductively, we will show that for all i ≥ 1 and x ∈ Di, let
t±i = t
±
i (x) ≥ qN+i−1 be the first nonzero time such that x± t±i α ∈ Ii, then
(67)
1
t±i
log ‖A±t±i (x)‖ ≥ logλN+i;
(68) x ∈ Ii or
∣∣∣st+i−1(x) − ut−i−1(x)
∣∣∣ > c(2−iq−2τN+i−1)3;
(69)
∣∣∣st+i (x)− st+i−1(x)
∣∣∣ , ∣∣∣ut−i (x) − ut−i−1(x)
∣∣∣ < Cλ−qN+i−2N+i−1 .
Let λ∞ = limi→∞ λN+i. It is easy to see that
logλ∞ > (1− ε) logλN = (1− ε) logλ
for N sufficiently large. Theorem 1 is immediate since we then have
lim
n→∞
1
n
log ‖An(x)‖ = lim sup
n→∞
1
n
log ‖An(x)‖ ≥ logλ∞ for all x ∈ D∞.
Now to show (67)–(69), let us start with i = 1. It follows immediately from (33) and
(34). Because in this case, we have x+ lα /∈ I1 for all l ∈ [−t−1 − 1,−1]∪ [1, t+1 − 1].
Assume (67)–(69) holds for i = n and we want to show the case for n+ 1. Fix a
x ∈ Dn+1 = Dn \ (B+n ∪B−n ).
Let us first consider (67). We only need to consider the forward sequence since
the argument for backward sequence is similar. Now if t+n+1(x) = t
+
n (x), then it
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follows from the induction assumption. Otherwise, let j0 = 0 and 0 < jm < t
+
n+1,
1 ≤ m ≤ p be all the times such that
x+ jmα ∈ In, 1 ≤ m ≤ p; jm+1 − jm = r+n (x+ jmα) ≥ qN+n−1, 1 ≤ m ≤ p− 1.
Note j1 = t
+
n . Then by definition, we have the following facts.
If k′n = 0, then we claim that
(70) x+ jmα /∈ In+1, 1 ≤ m ≤ p.
In fact, if jm < qN+n, then it follows from the definition of Dn+1. If qN+n ≤ jm <
t+n+1, then it follows from the definition of tn+1.
If k′n = kn, then for each 1 ≤ m ≤ p− 1, we claim that
(71) x+ jmα ∈ In,1 \ [In+1,1 ∪ (In+1,2 − knα)] or x+ jmα ∈ In,2 \ In+1,2.
Indeed, for the ‘either’ part, if jm < qN+n, then it follows from the definition of
Dn+1. If jm ≥ qN+n, then qN+n < jm + kn < jm+1 < tn+1. By definition of
tn+1, we must have that x+ (jm + kn)α /∈ In+1,2. For the ‘or’ part of the claim, if
jm < qN+n, then again it follows from the definition of Dn+1. If jm ≥ qN+n, then
it follows from the fact that jm < tn+1 and the definition of tn+1. For the time jp,
then either it falls into the two cases above; or jp + kn = tn+1. Note in the latter
case, we have jp − jp−1 > q2N+n−1 ≫ qN+n−1 > kn. Then it is easy to see that
‖Atn+1−jp−1(x+ jp−1α)‖ ≥ λtn+1−jp−1N+n and
|stn+1−jp−1(x+ jp−1)− sjp−jp−1(x+ jp−1)| < Cλ−r
+
n
N+n.
Note in this case, either c′n+1,2 = cn+1,1, then we do not really need to consider
In+1,2−knα in the subsequent estimate; or by (56), In+1,2−knα is almost centered
around c′n+1,2. Also, we have either kn ≥ rn−1 ≥ qN+n−2 and lkn ≫ |In+1,j |; or
kn comes from resonance of previous step s < n. Then we have |c′s,2 − cs,1| <
1
2nqN+n−1
< 14 |Is,j |. In any case, Corollary 3 will be applicable in the subsequent
estimate.
Next we claim that we have
(72) |ut+n (x+ t+nα) − ur−n (x+ t+nα)| ≤ cλ
−qN+n−1
N+n .
Indeed, if x ∈ In, then j1 = r−n and we have nothing to say. Otherwise, by (68)
and (69) in case of i = n and the fact λ
−qN+i−2
N+i−1 ≪ c(2−iq−2τN+i−1)3, we clearly have
(73)
∣∣∣st+n (x)− ut−n (x)
∣∣∣ > c(2−iq−2τN+n−1)3.
Now we consider the product
(74) A−r−n (x + t
+
nα) = A−t−n (x) · A−t+n (x+ t+nα)
Note that we have
st+n (x) = u[A−t+n (x + t
+
nα)], ut−n (x) = s[A−t−n (x)], and
ut+n (x + t
+
nα) = s[A−t+n (x+ t
+
nα)], ur−n (x + t
+
nα) = s[A−r−n (x+ t
+
nα)].
By (67) in the case of i = n, we have
(75) ‖A−t−n (x)‖, ‖A−t+n (x + t+nα)‖ = ‖At+n (x)‖ > λ
qN+n−1
N+n ≫ C(2iq2τN+n−1)3.
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Thus, by (73) and (75), we can apply Lemma 3 to (74). Then by the first
estimate of (13), we obtain (72).
Now we are ready to show (67) for i = n+1. We need to concatenate either the
sequence
(76) Aj1(x), . . . , Ajm+1−jm(x+ jmα), . . . , Atn+1−jp−1(x+ jp−1α)
if jp + kn = t
+
n+1; or the sequence
(77) Aj1(x), . . . , Ajm+1−jm(x + jmα), . . . , Atn+1−jp(x + jpα),
otherwise. In any case, we get the following facts.
‖Ajm+1−jm(x + jmα)‖ ≥ λrnN+n ≥ λqN+n−1N+n . For m = 1, this follows from the
induction assumption (67) in case of i = n. For 1 < m ≤ p, it is by (59) of
Theorem 3.
|sr+n (x+ jmα)−ur−n (x+ jmα)| = c|gn+1(x+ jmα)| > c|In+1|3 = c(2n+1q2τN+n)−3.
For m = 1, this follows from (72), (70), (71), Theorem 3 and Corollary 3. For
2 ≤ m ≤ p, it follows directly from the (70), (71), Theorem 3 and Corollary 3. If
we set c(2n+1q2τN+n)
−3 = λ−ηqN+n−1N+n , then it is clear that η < ηN+n−1 = C
log qN+n
qN+n−1
.
Thus, by Remark 6, Lemma 4 can be applied to the sequence (76) or (77). Then,
by (17) of Lemma 4, we get
‖Atn+1(x)‖ > A1 or A2 ≥ λtn+1(1−ηN+n−1)N+n = λtn+1N+n+1,
where A1 =
(‖Atn+1−jp(x+ jpα)‖ ·∏pm=1 ‖Ajm−jm−1(x+ jm−1α)‖)1−ηN+n−1 and
A2 =
(
‖Atn+1−jp−1(x+ jp−1α)‖ ·
∏p−1
m=1 ‖Ajm−jm−1(x+ jm−1α)‖
)1−ηN+n−1
. This
is (67) for i = n+ 1.
Now we need to show (68) and (69) for i = n + 1. For (68), if x ∈ In, then it
follows from (73) and the fact qN+n > qN+n−1. If x ∈ In \ In+1, then it follows
from Theorem 3 and Corollary 3 since t±n = r
±
n in this case. If x ∈ In+1, we have
nothing need to say.
For (69), again it suffices to consider the forward sequence which corresponds to
the estimate |st+n+1(x)−st+n (x)| < Cλ
−qN+n−1
N+n . As the proof of (67) for i = n+1, this
is actually just another consequence (15) of Lemma 4 when we apply the induction
fact ‖At+n (x)‖ > λ
qN+n−1
N+n to the sequence (76) or (77). This concludes the proof of
Main Theorem.
6. Large Deviation and Continuity: Proof of Theorem 2
In this section we will first prove a version of large deviation theorem (LDT) for
Lyapunov exponents. Then, combine with the so-called Avalanche Principle, our
LDT will imply the weak Ho¨lder continuity of Lyapunov exponents and integrated
density of states (IDS) with respect to the energy. Let us start with the large
deviation theorem.
6.1. Large Deviation Theorem. Again we only need to consider energies in a
compact interval, e.g. E ∈ [λ inf v − C, λ sup v + C]. Thus for any ε > 0, we have
for large λ
(78) log ‖A(E−λv)(x)‖ < (1 + ε
2
)λ
POSITIVITY AND CONTINUITY OF LYAPUNOV EXPONENTS 31
for all E in question and all x ∈ R/Z.
Let psqs be the sth continued fraction approximants of α, which is from our Main
Theorem. Note we have by Diophantine condition
(79) qs+1 < cq
τ−1
s , s ∈ Z+.
We need the following proposition which is a standard result for Diophantine
translation on torus. For a simple proof, see [ADZ, Lemma 6].
Proposition 1. For arbitrary fixed Diophantine frequency, there is a polynomial
P = P (α) ∈ R[X ] such that, for any interval I ⊂ R/Z and for each x ∈ R/Z,
x+ ℓα ∈ I for some 0 < ℓ < P (|I|−1).
Consider In = In,1 ∪ In,2 with In,j = B(cn,j , 2−nq−2τN+n−1), n ≥ 1, j = 1, 2, which
is from the induction Theorem 3. Recall by Theorem 3, there are associated times
r±n (x), rn = minx∈In r
±
n (x) ≥ qN+n−1, such that the following holds.
• ‖Aν(x)‖ ≥ λ|ν|N+n for each x ∈ In, ν = r±n (x) or rn.
• |sr+n (x)(x)− srn(x)|, |ur−n (x)(x)− urn(x)| < λ
− 32 rn
N+n for each x ∈ In , see, e.g.
Remark 5.
• gn+1 : In → RP1 is of type I, II or III, where gn+1(x) = srn(x)− urn(x).
Recall Cn+1 = {cn+1,1, cn+1,2} is a set of minimal points of gn+1, which is also
from Theorem 3. Without loss of generality, let Rn = P (|In|−1) = qCN+n−1 for
some constant C depending only on α. By definition, Rn ≥ maxx∈In{r±n (x)} ≥ rn.
Note that by (79)
(80) R2τn = q
2τC
N+n−1 > q
2C
N+n = R
2
n+1 > R
2
n.
Let In = B(Cn+1, e−δqN+n−1) = B(cn+1,1, e−δqN+n−1)
⋃
B(cn+1,2, e
−δqN+n−1),
(81) Dn =
R2τn⋃
ℓ=1
(In − ℓα) and Bn =
Rn⋃
ℓ=1
(Dn − ℓα).
Clearly, if we set σ = 12τC , then for sufficiently large n and for each i ∈ [R2n, R2τn ]
(82) Leb(Bn) ≤ 4q(2τ+1)CN+n−1 e−δqN+n−1 ≤ e−
1
2 δqN+n−1 ≤ e− 12 δiσ .
Now we claim the following. Let be v, α as in Theorem 1. Then for all ε > 0, there
exists λ2 = λ2(v, α, ε), δ = δ(ε) > 0, 0 < σ = σ(α) < 1, and n0 = n0(α, ε) ∈ Z+,
such that for each λ > λ2, each i ∈ [R2n, R2τn ] with n ≥ n0, and each x ∈ (R/Z)\Bn,
it holds that
(83) ‖Ai(x)‖ ≥ λiN+n+1 ≥ λ(1−
ε
2 )i.
The following LDT is an easy consequence of (83) and Theorem 1.
Theorem 4. Let v, α be as in Main Theorem. Then for each ε > 0, there exists
λ1 = λ1(v, α, ε), δ = δ(ε) > 0, 0 < σ = σ(α) < 1, and i0 = i0(α, ε) ∈ Z+, such that
for each λ > λ1 and each i ≥ i0, it holds that
(84) Leb{x ∈ R/Z|
∣∣∣∣1i log ‖Ai(x)‖ − L(E)
∣∣∣∣ > ε logλ} < e− 12 δiσ .
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Proof. Choose λ1 so that for all λ > λ1, we have (78), (83) and L(E) > (1− ε2 ) logλ.
Let δ = δ(ε), σ = σ(α), and n0 = n0(α, ε) ∈ Z+ be as in the statement preceding
(83).
By (80), we clearly have
⋃
n≥n0 [R
2
n, R
2τ
n ] = [Rn0 ,+∞). Set i0 = R2n0 and con-
sider i ≥ i0. Assume i ∈ [R2n, R2τn ] for a some n ≥ n0. Then for each x ∈ (R/Z)\Bn,
we have
(1− ε
2
) logλ− (1 + ε
2
) logλ ≤ 1
i
log ‖Ai(x)‖ −L(E) ≤ (1 + ε
2
) logλ− (1− ε
2
) logλ.
This clearly implies that
(85)
∣∣∣∣1i log ‖Ai(x)‖ − L(E)
∣∣∣∣ ≤ ε logλ.
Thus
∣∣1
i log ‖Ai(x)‖ − L(E)
∣∣ > ε logλ implies that x ∈ Bn. This together with (82)
clearly imply our Theorem 4. 
Let us prove (83). Consider x ∈ (R/Z) \ Bn. Then by the choice of Rn, we have
that xℓ = x+ ℓα ∈ In for some 0 < ℓ < Rn. Then write Ai(x) as
Ai(x) = Ai−ℓ(xℓ) ·Aℓ(x).
Now let us focus on Ai−ℓ(xℓ) with xℓ ∈ In. Let j0 = 0 and jm ≤ i − ℓ, 1 ≤ m ≤ p,
be the all the possible times such that
jm − jm−1 = r+n (xℓ + jm−1α) ≥ qN+n−1.
Note i− ℓ− jp ≤ Rn.
By our choice of x and the definition of r+n : In → Z+, it holds that
xℓ + jmα ∈ In \ In, 0 ≤ ℓ ≤ p.
In other words, we always have |x+ jmα−Cn+1| > e−δqN+n−1. Thus for a suitable
choice of δ, we are able to apply Lemma 4 to concatenate the sequence
(86) Aj1 (xℓ), . . . , Ajm+1−jm(xℓ + jmα), . . . , Ajp−jp−1(xℓ + jp−1α).
For the given small ε > 0, apply Theorem 3 to ε4 . Then the analysis above implies
the following facts.
First, for 1 ≤ m ≤ p, it holds
(87) ‖Ajm−jm−1(xℓ + jm−1α)‖ ≥ λrnN+n ≥ λqN+n−1N+n ≥ λ(1−
ε
4 )qN+n−1.
Secondly, for 1 ≤ m ≤ p,
(88) |x+ jmα− Cn+1| > e−δqN+n−1.
Then we claim for 1 ≤ m ≤ p− 1, it holds that
(89) |srn(xℓ + jmα)− urn(xℓ + jmα)| = |gn+1(xℓ + jmα)| > e−3δqN+n−1.
As the proof of Theorem 1, in case (n+1)I and (n+1)II, (89) follows directly from
(88) since there is no extra minimal points of gn+1 : In → RP1. In the resonance
case (n+ 1)III, we need to worry about the possibility that
(90) |xℓ + jmα− c′n+1,2| < ce−δqN+n−1.
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However, either |c′n+1,2 − cn+1,1| ≪ e−δqN+n−1 so that (90) contradicts with (88).
Or by (61), for some k < qN+n−1,
|c′n+1,2 + kα− cn+1,2| < λ−
1
30 rn
N+n ≪ e−δqN+n−1,
which together with (90) implies
|xℓ + (jm + k)α− cn+1,2| ≤ e−δqN+n−1.
This again contradicts with our choice of x /∈ Bn since jm + k < jp ≤ i − ℓ for
1 ≤ m ≤ p− 1.
Finally, by choosing n large, we can of course assume that for each 1 ≤ m ≤ p,
(91) p < R2τn = q
2τC
N+n−1 < λ
1
2 (1− ε4 )qN+n−1 < ‖Ajm−jm−1(xℓ + jm−1α)‖
1
2 .
Now by suitable choice of δ, e.g. δ < cε, we may assume
e3δqN+n−1 < λ
ε
4 (1− ε4 )qN+n−1.
Thus, by (87), (89) and (91), we can apply Lemma 4 and Remark 2 to the sequence
(86) and obtain
‖Ajp(xℓ)‖ ≥
(
p∏
m=1
‖Ajm−jm−1(xℓ + jm−1α)‖
)1− ε4
≥ λ(1− ε4 )2jp
≥ λ(1− ε2 )jp .
Notice we have ℓ < Rn, i− ℓ− jp < Rn and i ≥ R2n. Hence,
jp ≥ i− ℓ−Rn > i− 2Rn.
By choosing n large, we also get 4Rni <
4
Rn
< ε2 . Thus, it holds that
‖Ai(x)‖ = ‖Ai−ℓ−jp(xℓ + jpα) · Ajp(xℓ) ·Aℓ(x)‖
≥ ‖Ai−ℓ−jp(xℓ + jpα)‖−1 · ‖Ajp(xℓ)‖ · ‖Aℓ(x)‖−1
≥ λ−2Rn · λ(1− ε2 )jp
≥ λ−2Rn · λ(1− ε2 )(i−2Rn)
≥ λ(1− ε2 )i · λ−4Rn
≥ λ(1−ε)i,
concluding the proof of (83).
6.2. Continuity of Lyapunov exponents. Once we have large deviation The-
orem 4, the weak Ho¨lder continuity of Lyapunov exponents and of IDS follows
essentailly from the approach that is developed by Goldstein-Schlag [GoSc]. See
also [BoSc]. For the purpose of completeness, we include the proof here. First, we
state the following lemma from [GoSc], which is called “Avalanche Principle”.
Lemma 10. Let E(1), . . . , E(n) be a finite sequence in SL(2,R) satisfying the fol-
lowing condition
min
1≤j≤n
‖E(j)‖ ≥ µ ≥ n,(92)
max
1≤j<n
∣∣∣log ‖E(j+1)‖+ log ‖E(j) − log ‖E(j+1)E(j)‖∣∣∣ < 1
2
logµ(93)
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then
(94)
∣∣∣∣∣log ‖E(n) . . . E(1)‖+
n−1∑
2
log ‖E(j)‖ −
n−1∑
1
log ‖E(j+1)E(j)‖
∣∣∣∣∣ ≤ Cnµ.
See [GoSc, Proposition 2.2] for a proof of Lemma 10. It’s probably interesting to
point out that there is some intrinsic relation between the C0 version of Lemma 4
(see Remark 2) and Lemma 10. In fact, though taking different point of views, both
of them deal with long finite concatenation of SL(2,R) matrices, and the conditions
assumed in both lemmas are similar. Let
Ln(E) =
1
n
∫
x∈R/Z
log ‖A(E−v)n (x)‖dx.
Then, combining Lemma 10 and Theorem 4, we get the following Lemma. Let us
fix some ε small. For instance, ε = 1100 will be enough for our purpose. Then we
may also replace δ in Theorem 4 by c since we may set δ = cε = c100 .
Lemma 11. Let v, α, λ be as in Theorem 4, then for all n ∈ Z+ large enough
(95) |L(E) + Ln(E)− 2L2n(E)| < Ce−cnσ ,
where c, C depend on v, α, λ, and σ on α.
Proof. Apply Lemma 10 to
n ≤ e δ10 ℓσ , E(j) = Aℓ(x+ (j − 1)ℓα).
From (84), with i = ℓ, there is an exceptional set Ω ⊂ R/Z with
Leb(Ω) < e−
1
4 δℓ
σ
such that if x /∈ Ω and j = 0, . . . , n then
(1− ε) logλ < 1
ℓ
log ‖Aℓ(x + jℓα)‖, 1
2ℓ
log ‖A2ℓ(x+ jℓα)‖ < logλ.
Hence for x /∈ Ω∣∣∣log ‖E(j+1)‖+ log ‖E(j) − log ‖E(j+1)E(j)‖∣∣∣ ≤ 2ε logλ < 1− ε
2
logλ.
Thus taking
µ = e
(1−ε)ℓ
2 λ
condition (92), (81) of Lemma 10 are clearly fulfilled. For x /∈ Ω the conclusion
(94) is that∣∣∣∣∣log ‖Aℓn(x)‖ +
n−1∑
2
log ‖Aℓ(x+ (j − 1)ℓα)‖ −
n−1∑
1
log ‖A2ℓ(x+ (j − 1)ℓα)‖
∣∣∣∣∣ ≤ Cnµ.
Divide the above inequality by ℓn and integrate it in x ∈ R/Z. Splitting the
integration as (R/Z) \ Ω and Ω, we get∣∣∣∣Lℓn(E) + n− 2n Lℓ(E)− 2(n− 1)n L2ℓ(E)
∣∣∣∣ < C (µ−1ℓ−1 + Leb(Ω)) < Ce− 14 δℓσ .
Note here C depends on λ. Hence we obtain
(96) |Lℓn(E) + Lℓ(E)− 2L2ℓ(E)| < Ce− 14 δℓσ .
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Applying (96) to n = n1 = ℓ large enough and logn2 ∼ nσ1 yields
(97) |Ln2(E) + Ln1(E)− 2L2n1(E)| < Ce−
1
4 δn
σ
1 .
Applying (96) to n = n1 = ℓ and 2n2 yields
|L2n2(E) + Ln1(E)− 2L2n1(E)| < Ce−
1
4 δn
σ
1 .
Therefore, we get
(98) |L2n2(E)− Ln2(E)| < Ce−
1
4 δn
σ
1 .
Clearly, in (97) and (98), we may replace n1 and n2 by any ns and log ns+1 ∼ nσs .
Thus we obtain
|L(E)− Ln2(E)| ≤
∑
s≥2
|Lns+1(E) − Lns(E)|
≤ 2
∑
s≥2
(
|L2ns(E)− Lns(E)| + Ce−
1
4 δn
σ
s
)
< 4
∑
s≥1
Ce−
1
4 δn
σ
s < Ce−
1
4 δn
σ
.
Thus, replacing Ln2(E) by L(E) in (97) yields (95). 
Then we are already to prove Theorem 2
Proof. (Proof of Theorem 2) Clearly, we only need to show (6) for E′ and
E in the statement of Theorem 2 that are sufficiently close to each other. It is
straightforward computation to see that |Ln(E) − Ln(E′)| < Cn|E − E′|. So by
(95), for all large n
|L(E)− L(E′)| < Cn|E − E′|+ Ce−cnσ .
Then, by choosing
n =
[
1
2 logC
log
1
|E − E′|
]
,
we clearly get Lyapunov exponents part of (6)
(99) |L(E)− L(E′)| < Ce−c(log |E1−E2|−1)σ .
This says that Lyapunov exponents is weak Ho¨lder continuous with respect to the
energy. Now for the IDS part of (6), by (99) and the discussion following (4), we
obtain for E,E′ ∈ R,
|N(E)−N(E′)| < Ce−c(log |E−E′|−1)σ ,
concluding the proof of Theorem 2. 
Appendix A. Proof of Lemma 1–6
A.1. Polar decomposition of Schro¨dinger cocycles: Proof of Lemma 1.
In this subsection, we do the polar decomposition of the Schro¨dinger cocycles to
reduce it to the form (7). It is basically from Section 3.2, 4.2 and 5.3 of [Z1].
For B ∈ SL(2,R), it is a standard result that we can decompose it as B =
U1
√
BtB, where U1 ∈ SO(2,R) and
√
BtB is a positive symmetric matrix. We
can further decompose
√
BtB as
√
BtB = U2ΛU
t
2, where U2 ∈ SO(2,R) and Λ =(‖B‖ 0
0 ‖B‖−1
)
, thus B = U1U2ΛU
t
2.
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Consider a map B ∈ Cr(R/Z, SL(2,R)) for some r ≥ 1. Then, it can be decom-
posed as
B(x) = U1(x)U2(x)Λ(x)U
t
2(x).
By Lemma 10 of [Z1], U1(x), U2(x) and Λ(x) are C
r in x as long as B(x) does not
touch SO(2,R). Hence, we have
(U1U2)
t(x)B(x)(U1U2)(x − α) = Λ(x)U(x),
where U(x) = U t2(x)(U1U2)(x−α) ∈ SO(2,R). Let c(x, t) be the upper left element
of U(x, t).
Now let us come back to the Schro¨dinger cocycles, we first use a simple trick
to avoid that A(E−λv) can always touch SO(2,R) for t = Eλ ∈ v(R/Z), which
leads to the discontinuity of the polar decomposition. We instead consider A(t,λ) =
TA(E−λv))T−1, where
T =
(√
λ
−1
0
0
√
λ
)
This obviously does not change the dynamics. Thus
A(x) = A(t,λ)(x) =
(
λ[t− v(x)] −λ−1
λ 0
)
.
Let r(x, t) = t− v(x). Then r(x, t) is uniformly bounded on R/Z×I, where I ⊂ R
is any compact interval. If we set
a = a(x, t, λ) = r2 + 1 +
1
λ4
+
√
(r2 + 1 +
1
λ4
)2 − 4
λ4
,
then obviously
∣∣∂ma
∂mx
∣∣± are uniformly bounded for all (x, t, λ) ∈ R/Z × I × [c,∞)
and m = 0, 1, 3. Then a direct computation shows that ‖A‖ = λ√ a2 . Thus, it is
clear that (8) holds for large λ.
A direct computation shows
U2 =
1√
(a− 2λ4 )2 + 4λ4 r(x)2
(
a− 2λ4 2λ2 r(x)− 2λ2 r(x) a− 2λ4
)
For simplicity let
f(x, t, λ) =
(√
(a− 2
λ4
)2 +
4
λ4
r(x)2
)−1
.
Thus we get that the corresponding upper-left element of U is
c(x, t, λ, α) = c4
{
r(x − α)− 2r(x)
λ2a(x)
+
2r(x − α)
λ4a(x)
− 4r(x)
λ6a(x − α)a(x)
}
,
where
c4 =
√
2
a(x− α)f(x)f(x− α)a(x)a(x − α).
Hence, we have c(x, t,∞, α) = t−v(x−α)√
(t−v(x−α))2+1 . Furthermore, it is not difficult to
see that for any fixed α,
c(x, t, λ, α)→ c(x, t,∞, α) in C2(R/Z× I,R) as λ→∞.
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Indeed, it is easy to see this reduces to the convergence of a(x, t, λ) to a(x, t,∞) in
C2 topology, which is immediate.
In the proof of Theorem 3, it is clear that the only important thing about the
matrix U = Rθ(x) is the C
2 shape of the function θ, see, for example, Corollary 5.
Thus, we could replace c(x, t, λ, α) by c(x, t,∞, α) for large λ since they are suffi-
ciently close in C2 norm. After a translation, we can of course replace v(x− α) by
v(x). This completes the proof.
A.2. Nonresonance case: proof of Lemma 2–4. In this subsection, we will
prove Lemma 2–4.
Let us start with Lemma 2.
Proof. (Proof of Lemma 2) It suffices to consider s(x) since all estimates for u(x)
follow from the same way. By the polar decomposition procedure we have that
s(x) = π2 + θ2(x), where θ2(x) is the eigen-direction of E
t(x)E(x) corresponding
to the eigenvalue ‖E(x)‖2. For simplicity, let us omit the dependence on x in the
following computation. A direct computation show that
EtE =
(
e21e
2
2 cos
2 θ + e21e
−2
2 sin
2 θ (e−22 − e22) sin θ cos θ
(e−22 − e22) sin θ cos θ e−21 e−22 cos2 θ + e22e−21 sin2 θ
)
.
Let a = e1e2 and b =
e1
e2
. Then it is easily calculated that
tan s(x) = − cot θ2 = w
u
, where w = 2(e22 − e−22 ) sin θ cos θ and
u =
√
[(a2 + a−2) cos2 θ + (b2 + b−2) sin2 θ]2 − 4−[(a2−a−2) cos2 θ+(b2−b−2) sin2 θ]
Let U = [(a2 − a−2) cos2 θ + (b2 − b−2) sin2 θ], then it is easy to see that
u =
√
U2 + w2 − U.
Thus it is straightforward that
tan s(x) =
w√
U2 + w2 − U =
√
U2 + w2 + U
w
To simplify the above formula, we divide it into the following cases.
(a) e1 > e2 ≫ 1. Then obviously U > 0. Without loss of generality, assume w > 0.
Then we have
tan s(x) =
√
U2 + w2 + U
w
=
√
U2
w2
+ 1 +
U
w
.
After dropping some small terms that are not important in all the estimates, we
get
U
w
≈ 1
2
(e21 cot θ + e
2
1e
−4
2 tan θ) = f1(x),
which implies (11).
(b) e2 > e1 ≫ 1. Without loss of generality, assume w > 0. Then let us first
assume that U ≥ 0, which approximately implies that
|a2 cos2 θ| ≥ b−2 ⇒ | cos θ| ≥ a−2b−2 = e−21 .
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Then after dropping some small terms and by the same argument as in the case
(a), we get that
tan s(x) =
√
U2 + w2 + U
w
=
√
U2
w2
+ 1 +
U
w
with
U
w
≈ 1
2
(e21 cot θ −
1
e21 cot θ
).
It is clear that we have √
U2
w2
+ 1 =
1
2
(e21 cot θ +
1
e21 cot θ
).
Thus we get (10) in this case.
Now if U < 0, which implies that | cot θ| < e−21 , then we have
tan s(x) =
w√
U2 + w2 − U =
1√
U2
w2 + 1+
−U
w
≈ 11
2 (e
2
1 cot θ +
1
e21 cot θ
)− 12 (e21 cot θ − 1e21 cot θ )
= e21 cot θ
(c) e2 = e1 ≫ 1. Then a direct computation shows that
tan s(x), cotu(x) =
√
(e21 + e
−2
1 )
2 + 4 tan2 θ + e21 + e
−2
1
2 tan θ
,
which clearly implies (12) after dropping some small terms.
This completes the proof. 
Next we prove Lemma 3.
Proof. (Proof of Lemma 3) It is enough to consider only s since u can be treated
similarly. By our assumption, we obviously have | cot θ| > ce−η0 . Then by (10)-(12)
of Lemma 2, it is a straightforward calculation to see that tan s is always dominated
by e21 cot θ for C
2 estimate. In other words, we have∣∣∣∣ dmsdxm
∣∣∣∣ < C
∣∣∣∣dm tan−1(e21 cot θ)dxm
∣∣∣∣ for m = 0, 1, 2.
Thus, from the case m = 0, we get
(100)
∣∣∣s− π
2
∣∣∣
I
< Ce
−(2−η)
1 .
From m = 1, we get∣∣∣∣ dsdx
∣∣∣∣ < C1 + e41 cot2 θ
∣∣2e1e′1 cot θ − e21θ′ cot2 θ − e21θ′∣∣ .
By our assumption, it is easy to see that we get∣∣∣∣ dsdx
∣∣∣∣ < C
∣∣∣∣ 2e′1e31 cot θ
∣∣∣∣+ C
∣∣∣∣ θ′e21
∣∣∣∣+ C
∣∣∣∣ θ′e21 cot2 θ
∣∣∣∣ .
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Hence, we have
(101)
∣∣∣∣ dsdx
∣∣∣∣
I
< Ce
−(2−2η)
1 + Ce
−(2−η)
1 + Ce
−(2−3η)
1 < Ce
−(2−3η)
1 .
For m = 2, we get ∣∣∣∣ d2sdx2
∣∣∣∣ < C
∣∣∣∣d2 tan−1(e21 cot θ)dx2
∣∣∣∣ .
Thus, we have∣∣∣∣ d2sdx2
∣∣∣∣ < C
∣∣∣∣∣ 11 + (e21 cot θ)2
d2(e21 cot θ)
dx2
− 2e
2
1 cot θ
[1 + (e21 cot θ)
2]2
[
d(e21 cot θ)
dx
]2∣∣∣∣∣ .
A direct computation shows that, after dropping some relatively small terms, we
have ∣∣∣∣ d2sdx2
∣∣∣∣ < C
∣∣∣∣ 2e′′1e31 cot θ +
4e′1θ
′
e31 cot
2 θ
− 6(e
′
1)
2
e41 cot θ
+
2(θ′)2
e21 cot
3 θ
− 2θ
′′
e21 cot
2 θ
∣∣∣∣ .
Hence, we obtain
(102)
∣∣∣∣ d2sdx2
∣∣∣∣
I
< Ce
−(2−3η)
1 + Ce
−(2−4η)
1 + Ce
(2−5η)
1 < Ce
−(2−5η)
1 .
Clearly, (100)–(102) imply (13). Now let us consider e3(x). Without loss of
generality, assume cos θ > 0. Note we have cos θ > e−η1 since |θ − π2 | > e−η1 . Then
by our assumption, after dropping some small term, we have
e3 = e1e2 cos θ.
Hence, we have
de3
dx
= e′1e2 cos θ + e1e
′
2 cos θ − e1e2θ′ sin θ.
It is clear that it is dominated by the first two terms. Hence, we have∣∣∣∣de3dx
∣∣∣∣ < C|e1e1+η2 cos θ|+ C|e1+η1 e1 cos θ| < C(e2e1 cos θ)1+η < Ce1+η3 .
Then it is easy to see that after dropping some small term, we have∣∣∣∣d2e3dx2
∣∣∣∣ <C|e1e′′2 cos θ|+ C|e′′1e2 cos θ|+ Ce′1e′2 cos θ
<Ce1e
1+2η
2 cos θ + Ce
1+2η
1 e2 cos θ + Ce
1+η
1 e
1+η
2 cos θ
<C(e1e2 cos θ)
1+2η < Ce1+2η3 .
This concludes the proof. 
Now we are ready to prove Lemma 4. In fact, it is an easy Corollary of Lemma 3.
Proof. (Proof of Lemma 4). Recall in Lemma 4, we consider a sequence of maps
E(ℓ) ∈ C2(I, SL(2,R)), 0 ≤ ℓ ≤ n− 1.
We have s(ℓ) = s(E(l)), u(ℓ) = s[(E(l))−1], λℓ = ‖E(ℓ)‖, Λ(ℓ) =
(
λℓ 0
0 λ−1ℓ
)
and
E(ℓ) = Ru(ℓ)Λ
(ℓ)Rπ
2−s(ℓ) .
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Also Ek(x) = E
(k−1)(x) · · ·E(0)(x), 1 ≤ k ≤ n,
sk = s(Ek), uk = s(Ek), lk = ‖Ek‖, Lk =
(
lk 0
0 λ−1k
)
,
Ek = RukLkRπ2−sk and λ
′ = min0≤ℓ≤n−1{λℓ}. Then we have the following condi-
tion: n < Cλ′
1
2 and for any x ∈ I, m = 1, 2 and 0 ≤ ℓ ≤ n− 1,∣∣∣∣dmλℓdxm (x)
∣∣∣∣ < Cλ1+mηℓ ;
∣∣∣∣dms(ℓ)dxm
∣∣∣∣ ,
∣∣∣∣dmu(ℓ)dxm
∣∣∣∣ < Cλ′η , |s(ℓ) − u(ℓ−1)| > cλ′−η.
We want to show that
• ∥∥u(n−1) − un∥∥C2 < Cλ−(2−5η)n−1 , ∥∥s(0) − sn∥∥C2 < Cλ−(2−5η)0 ;
•
∣∣∣dmlndxm (x)∣∣∣ < Cl1+mηn ;
• ln >
(∏n−1
ℓ=0 λℓ
)1−η
.
Now applying Lemma 3 and our assumptions for ℓ = 0, 1 to E2 = E
(0) · E(1), we
get
‖s1 − s2‖C2 < Cλ−(2−5η)0 ,
∥∥∥u(1) − u2∥∥∥
C2
< Cλ
−(2−5η)
1 ,
∣∣∣∣dl2dx
∣∣∣∣ < l1+η2 , and
∣∣∣∣d2l2dx2
∣∣∣∣ < l1+2η2 .
Clearly, together with our assumption,
∥∥u(1) − u2∥∥C2 < Cλ−(2−5η)1 implies∣∣∣∣dmu2dxm
∣∣∣∣ < Cλ′η, m = 1, 2 and |u2 − s(2)| > cλ′−η
Combined with the assumption in case ℓ = 2, we are able to move to the next step
E3 = E
(2) · E2. Since n < Cλ′ 12 , by induction, we get∥∥∥s(1) − sn∥∥∥
C2
< C
n∑
j=1
L
−(2−5η)
j < CL
−(2−5η)
1 = Cλ
−(2−5η)
0 ,
∥∥∥u(n−1) − un∥∥∥
C2
< Cλ
−(2−5η)
n−1 and
∣∣∣∣dmlndxm (x)
∣∣∣∣ < Cl1+mηn , m = 1, 2
The last estimate is straightforward. Because by our assumption, we clearly have
lk > cλk · lk−1| cos(s(k) − uk)| > cλk · lk−1λ′−η, 2 ≤ k ≤ n.
Since λ′ is sufficiently large and growth super-exponentially fast in our induction,
c can be absorbed into λ′−η. Hence, we obtain
ln >
n−1∏
ℓ=0
(λ′−ηλℓ) >
(
n−1∏
ℓ=0
λℓ
)1−η
,
which completes the proof. 
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A.3. Resonance case: proof of Lemma 5–6. Let us first consider Lemma 5.
Proof. (Proof of Lemma 5). Note we have E(x) = E2(x) · E1(x), ej = ‖Ej(x)‖,
e3(x) = ‖E(x)‖, e0 = min{e1, e2}, θ(x) = s[E2(x)] − u[E−11 (x)] and 0 < η ≪ 1.
In addition, we have e1 ≤ eβ2 or e2 ≤ eβ1 for some 0 < β ≪ 1 and for each x ∈ I,
j,m = 1, 2, ∣∣∣∣dmejdxm (x)
∣∣∣∣ < Ce1+2ηj ;
∣∣∣∣ dmθdxm
∣∣∣∣ < Ceη0 .
Then we want to show that (18)–(20), which are the following. For m = 1, 2
•
∣∣∣dms[E(x)]dxm ∣∣∣ < Ce2+4η1 , ∣∣∣dmu[E(x)]dxm ∣∣∣ < Ce− 323 if e1 ≤ eβ2 ;
•
∣∣∣dmu[E(x)]dxm ∣∣∣ < Ce2+4η2 , ∣∣∣dms[E(x)]dxm ∣∣∣ < Ce− 323 if e2 ≤ eβ1 ;
•
∣∣∣dme3dxm (x)∣∣∣ < Ce1+mη+2mηβ3 .
For first two estimate, which are (18) and (19), it again suffices to consider s since
u can be done similarly. Note the difference between the current situation and the
one for (13) is that, here it is possible that θ = π2 . Now for (18), we apply the first
estimate of (10). For m = 1, similar to the proof of (101), we get∣∣∣∣ dsdx
∣∣∣∣ < C1 + e41 cot2 θ
∣∣2e1e′1 cot θ − e21θ′ cot2 θ − e21θ′∣∣ < Ce2+η1 ,
where the worst case happens when θ = π2 , hence, cot θ = 0. For m = 2, similar to
the proof of (102), we get
∣∣∣∣ d2sdx2
∣∣∣∣ < C
∣∣∣∣∣ 11 + (e21 cot θ)2
d2(e21 cot θ)
dx2
− 2e
2
1 cot θ
[1 + (e21 cot θ)
2]2
[
d(e21 cot θ)
dx
]2∣∣∣∣∣
< C
∣∣∣∣ e61(θ′)2 cot θ1 + e81 cot4 θ
∣∣∣∣
cot θ≈e−21
< Ce4+2η1 .
For (19), we apply the first part of (11). It not difficult to see that, for C2
estimate, we could use the following∣∣∣∣ dmsdxm
∣∣∣∣ < C
∣∣∣∣dm tan−1(f)dxm
∣∣∣∣ ,
where f(x) = e21 cot θ + e
2
1e
−4
2 tan θ. Note |f | ≥ e21e−22 ≥ e2(1−β)1 . The worst case
again happens when θ = π2 or tan θ = ∞. Note e3 > e1e−12 and e2 ≤ eβ1 for some
β ≪ 1. Then for m = 1, we get∣∣∣∣ dsdx
∣∣∣∣ < C
∣∣∣∣d tan−1(f)dx
∣∣∣∣ = C |f ′|1 + f2
< Ce−21 e
4
2 · |θ′| < C(e1e−12 )
3
2
< Ce
− 32
3 .
42 Y. WANG AND Z. ZHANG
For m = 2, we get∣∣∣∣ d2sdx2
∣∣∣∣ < C
∣∣∣∣d2 tan−1(f)dx2
∣∣∣∣ = C
∣∣∣∣ f ′′1 + f2 − 2f(f
′)2
(1 + f2)2
∣∣∣∣
< Ce′1e
−3
1 e
4
2 · |θ′| < C(e1e−12 )
3
2
< Ce
− 32
3 .
Now let us consider the function e3(x). It is clear that e
2
3(x)+e
−2
3 (x) = tr(E
tE),
where tr stands for trace. Since e3 > e2e
−1
1 ≫ 1, after dropping some small term,
we get
e23 ≈ e21e22 cos2 θ + e−21 e22 sin2 θ.
The difference between the case in question and the case in Lemma 3 is that
it is possible that cos θ = 0. In fact, this is the the worst case in the sense that
the derivatives of e3 may get large with respect to e3 itself. Thus we only need to
consider the case that e23 is dominated by the second term. So we must have sin θ ≈
±1. Without loss of generality, assume sin θ > 0. Thus, we have e3 ≈ e−11 e2 sin θ
and
de3
dx
≈ e
′
1
e21
e2 sin θ + e
−1
1 e
′
2 sin θ + e
−1
1 e2 · θ′ cos θ.
By our assumption, it is easy to see that de3dx is dominated by the second term.
Thus we have ∣∣∣∣de3dx
∣∣∣∣ < Ce−11 e′2 sin θ < Ce1+η−β2 .
Now we need to find a γ1 so that∣∣∣∣de3dx
∣∣∣∣ < Ce1+η−β2 < (e−11 e2)1+γ1 = e(1−β)(1+γ1)2 < Ce1+γ13 .
Then it is easy to see that it is enough to choose γ1 = η + 2ηβ. Similarly, we get∣∣∣∣d2e3dx2
∣∣∣∣ < Ce−11 e′′2 sin θ < Ce1+2η−β2 .
By choosing γ2 = η + 4ηβ, we have∣∣∣∣d2e3dx2
∣∣∣∣ < Ce1+2η−β2 < Ce(1−β)(1+γ2)2 = C(e−11 e2)(1+γ2) < Ce1+γ23 .
Clearly, this concludes the proof. 
Finally, let us show Lemma 6.
Proof. (Proof of Lemma 6) Recall we have
(103) f = tan−1(l2[tan f1(x)]) − π
2
+ f2,
where f1 is of type I+ and f2 of type II−. Furthermore, f1(0) = 0 and f2(d) = 0
with d ≥ 0. A direct computation shows that
df
dx
(x) =
l2 + l2 tan2[f1(x)]
1 + l4 tan2[f1(x)]
· df1
dx
(x) +
df2
dx
(x).
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We may drop the term l2 tan2[f1(x)] since it produces an error of order at most
l−2. So we basically have
(104)
df
dx
(x) =
l2
1 + l4 tan2(f1)
· df1
dx
+
df2
dx
.
After dropping some small terms, we also get
(105)
d2f
dx2
=
l2
1 + l4 tan2(f1)
· d
2f1
dx2
+
d2f2
dx2
− l
6 tan(f1)
1 + l8 tan4(f1)
·
(
df1
dx
)2
.
(103), (104) and (105) clearly imply that, ‖f − f2‖C1 < Cl− 32 outside I \
B(0, Cl−
1
4 ). In the following discussion, let rj , 1 ≤ j ≤ 9 be numbers such that
cr2 ≤ rj ≤ Cr−2. First, by (104), it is straightforward calculation to see that f has
two critical points, x3 and x4, such that
x3 = −r1l−1 and x4 = r2l−1.
Let us first consider the case d ≥ r3 . By (104), the following holds true:
f increases from r3l
−1 + cr3 − π to cr3 − r4l−1 on [x3, x4].
Thus there is a zero contained in B(0, Cl−
3
4 ), say x1. Hence, |x1| < Cl− 34 . We
must have B(d, r4 ) ∩B(0, Cl−
1
4 ) = ∅ since d ≥ r3 . Hence, there is a zero contained
in B(d, Cl−
3
4 ), say x2. This implies that
B(x2,
r
4
) ∩B(x1, Cl− 14 ) = ∅ and ‖f − f2‖C1 < Cl− 32 on B(x2, r4).
Now we have
‖f − f2‖C1 < Cl− 32 on I \B(x1, Cl− 14 ), and |f2| > cr3 on I \B(x2, r
4
).
This clearly implies that
|f(x)| > cr3 for all x /∈ B(x1, Cl− 12 ) ∪B(x2, r
4
).
If d < r3 , similar to the case d ≥ r3 , we get
|f(x)| > cr3 for all x /∈ B(0, r
6
) ∪B(d, r
6
).
Now let us focus the set B(0, r6 ) ∪ B(d, r6 ). To find x1 and x2, note f is strictly
increasing on [x3, x4] = [−r1l−1, r2l−1]. Then, by (103), we have
(106) f(x) =
{
r3l
−1 + r5(d+ r1l−1)− π, x = −r1l−1
−r4l−1 + r6(d− r2l−1), x = r2l−1.
Note f(Cl−2) = tan−1(Cr7)− π2 + f2(Cl−2) < 0. So to solve the possible equation
f(x) = 0, we only need to consider x > Cl−2. Then we may write f(x) as
f(x) = tan−1(l2[tan f1(x)])− π
2
+ f2(x) = −cl−2(r8x)−1 + cr9(d− x).
If d > c(l
√
r8r9)
−1, we get two solutions x1,2 =
d±
√
d2−c(r8r9l2)−1
2 of f(x) = 0.
If 0 ≤ d ≤ c(l√r8r9)−1, we get
f(x) = −cl−2(r8x)−1 + cr9(d− x) = −cr−18 l−2x−1 − cr9x+ cr9d
≤ −c
√
r9
r8
· l−1 + cr9d.
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The equality holds when x1,2 = c(l
√
r8r9)
−1. In any case, we get |x1| < Cl− 34 and
|x2 − d| < Cl− 34 . Hence, we get
|f(x)| > cr3 for all x /∈ B(x1, r
6
) ∪B(x2, r
6
)
in this case. From the discussion above, we clearly get the bifurcation as d varying.
By choosing
η0 = max{r1, r2}, η1 = r3, η2 = c√r8r9−1, η3 = c
√
r9
r8
and η4 = cr9,
we get the corresponding estimates in Lemma 6.
From the graph of f and the bifurcation procedure, it is also clear that either
0 < x1 ≤ x2 < d if f(x1) = f(x2) = 0; or x1 = x2 if f(x1) = f(x2) 6= 0.
Finally, to estimate |d2fdx2 | when | dfdx | < r2. By (104), we only need to take care
of the case when l−
5
2 < tan2[f1(x)] < l
− 32 . By (105), in this case, it is clear that
|d2g2dx2 | is dominated by
l6 tan[f1(x)]
1 + l8 tan4[f1(x)]
· [df1
dx
(x)]2,
which is of order at least
(107) l
1
4 [
df1
dx
(x)]2 > cl
1
4 r4 ≫ c
since l≫ r−1. This completes the proof. 
Appendix B. Applications of the proof of Theorem 1 and 2
It is clear that the proof the Theorem 3, hence of Theorem 1 and 2, can be applied
to any one parameter family of cocycle maps B ∈ C2(J ×R/Z, SL(2,R)) such that
we could get started with our induction as case (1)I and (2)II in Section 3.1. Here
J ⊂ R is any compact interval of parameters. In particular, consider
B(t,λ) = Λ(x) ◦Rψ(x,t) =
(
λ(x) 0
0 λ−1(x)
)
·
(
cosψ(x, t) − sinψ(x, t)
sinψ(x, t) cosψ(x, t)
)
with ψ(t, x) ∈ C2(J × R/Z,R), λ(x) ∈ C2(R/Z,R). Assume λ(x) and ψ(t, x)
satisfying the following conditions.
First, λ(x) > λ ≫ 1 and
∣∣∣dmλ(x)dxm ∣∣∣ < Cλ for each x ∈ R/Z and m = 1, 2. For
each t, ψ(t;R/Z) ⊂ [0, π) in RP1.
Secondly, For each t ∈ J , we have that the set Ct := {x : ψ(x, t) = π2 } ={ct,1, ct,2} with the possibility that ct,1 = ct,2.
Finally, there exists a r > 0 such that if we consider the interval I(t) = I1(t) ∪
I2(t) with Ij(t) = B(cj,t, r), j = 1, 2, then we have the following.
• If I1(t) ∩ I2(t) = ∅, then ψ(t; ·) is of type I on Ij(t), j = 1, 2. Moreover, if
ψ(t; ·) is of type I− on I1(t) then it is of type I+ on I2(t), vice versa.
• If I1(t) ∩ I2(t) 6= ∅, then ψ(t; ·) is of type II on I(t).
Let L(α,B(t,λ)) be the Lyapunov exponents of the dynamical systems (α,B(t,λ)).
Then we have that the follow corollary of the proof of Theorem 1 and 3.
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Corollary 5. For the given B(t,λ) as above, for each α ∈ DCτ with τ > 2 and each
ε > 0, there exists a λ0 = λ0(α,B, ε) such that
L(α,B(t,λ)) > (1− ε) logλ
for all (t, λ) ∈ J × [λ0,∞). Moreover, for any fixed λ > λ0 and for all t, t′ ∈ J , it
holds that
|L(α,B(t,λ))− L(α,B(t′,λ))| < Ce−c(log |t−t′|−1)σ ,
where c, C > 0 depend on α, ψ, λ, and 0 < σ < 1 on α.
Clearly, Corollary 2 is a direct consequence of Lemma 1 and Corollary 5. We
may also apply Corollary 5 to the Szego˝ cocycles which arise naturally in the study
of orthogonal polynomial on the unit circle. See [Z1] for a brief introduction. For
detailed information, see [Sim1] and [Sim2]. In particular, the cocycle map A(E,f) :
R/Z→ SU(1, 1) is given by
(108) A(E,f)(x) = (1− |f(x)|2)−1/2
( √
E −f(x)√
E
f(x)
√
E 1√
E
)
,
where E ∈ ∂D, D is the open unit disk in complex plane C, and f : R/Z→ D is a
measurable function satisfying∫
X
ln(1− |f |)dµ > −∞.
SU(1, 1) is the subgroup of SL(2,C) preserving the unit disk in CP1 = C ∪ {∞}
under Mo¨bius transformations. It is conjugate in SL(2,C) to SL(2,R) via
Q =
−1
1 + i
(
1 −i
1 i
)
∈ U(2).
In other words, Q∗SU(1, 1)Q = SL(2,R). Now consider a function θ ∈ C2(R/Z,R)
such that θ(R/Z) ⊂ [0, 12 ) and for some Diophantine α, θ(x) − θ(x − α) is of the
same type of function with v in Theorem 1.
One easy example is that θ(x) = 12 cos(x), of which θ(x)−θ(x−α) is of the same
type of function with v for all irrational α. Then, we have the follow corollary of
Corollary 5.
Corollary 6. Let f = λe2πi[θ(x)+kx], 0 < λ < 1, k ∈ Z with θ satisfying the above
conditions. Let α be a Diophantine number such that θ(x)−θ(x−α) is of the same
type of function with v in Theorem 1. Then for each Diophantine α and each ε > 0,
there exists a λ0 = λ0(θ, α, ε) ∈ (0, 1) such that
L(α,A(E,f)) > −1
2
(1− ε) log(1− λ)
for all (E, λ) ∈ ∂D × [λ0, 1). Moreover, for any fixed λ ∈ [λ0, 1) and for all
E,E′ ∈ ∂D, it holds that
|L(α,A(E,f))− L(α,A(E′,f))| < Ce−c(log |E−E′|−1)σ ,
where c, C > 0 depend on α, θ, λ, and 0 < σ < 1 on α.
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Proof. Transform SU(1, 1) to SL(2,R), set E = e2πt for 0 ≤ t < 1 and do the polar
decomposition. We see that the cocycle map (108) can be transformed into the
following form
A(λ,t) =


√
1+λ
1−λ 0
0
√
1−λ
1+λ

 · Rψ(x,t),
where ψ(x, t) = π[θ(x)−θ(x−α)+kα+t]. Clearly, ψ(x, t) satisfies all the conditions
of Corollary 5. This concludes the proof. 
Remark 9. [Z1, Theorem A] constructed analytic Szego˝ cocycles with uniformly
positive Lyapunov exponents, which answers a question proposed in [Sim2, Section
10.16] and [DaKr, Section 3]. Clearly, Corollary 6 is a smooth version, which to
the best of our knowledge, is the first example of this kind.
Finally, let us mention the following application of Theorem 1. Denote by
Σ(Hα,v,x) the spectrum of the Schro¨dinger operator Hα,v,x. Let
Σα,v =
⋃
x∈R/Z
Σ(Hα,v,x).
Define L+(α, v) = {E : L(α, v, E) > 0} with L(α, v, E) the associated Lyapunov
exponent. Recently, Jitomirskaya and Mavi proved the following result in [JiMav].
Proposition 2. For each irrational α, there exists a sequence of rationals pnqn → α
such that for any potential v ∈ Cγ(R/Z,R) with γ > 12 ,
lim
n→∞
Σ pn
qn
,v ∩ L+(α, v) = Σα,v ∩ L+(α, v).
Moreover, in the Diophantine case, the sequence pnqn is the full sequence of continued
fraction approximants of α.
Here, the sequence of bounded measurable sets Bn ⊂ R converges to B in the
following sense.
(109) lim sup
n→∞
Bn = lim inf
n→∞
Bn = B.
Note limn→∞ Σαn,vn = Σα,v in Hausdorff metric if limn→∞(αn, vn) = (α, v) in
(R/Z, | · |)×C0(R/Z,R), see [ADZ, Lemma 12]. Thus, the convergence in the sense
of (109) is more delicate. In particular, it implies that
lim
n→∞Leb(Bn) = Leb(B).
Thus, we have the following immediate corollary of Theorem 1 and Proposition 2.
Corollary 7. Let α and v be given in Theorem 1. Let pnqn be the sequence of
continued fraction approximants of α. Then there exists λ0 > 0 such that for any
λ > λ0, it holds that
lim
n→∞
Σ pn
qn
,λv = Σα,λv,
which implies that
lim
n→∞
Leb(Σ pn
qn
,λv) = Leb(Σα,λv).
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