INTRODUCTION
Defect related information present in NDE signals is frequently obscured by the presence of operational variables inherent in the system. A typical NDE system comprises of an energy source, a test specimen and a sensor array. Operational variables include uncontrollable changes in source signal strength and/or frequency, variations in the sensitivity of the sensor and alterations in the material properties of the test specimen. These operational variables can confuse subsequent signal interpretation schemes, such as those relying on artificial neural networks. Invariant pattern recognition methods are required to ensure accurate signal characterization in terms of the underlying defect geometry. This paper describes a generalized invariance transformation technique to compensate for operational variables in NDE systems. An application to magnetic flux leakage (MFL) inspection of gas transmission pipelines is presented. The technique is employed to compensate for variations in magnetization characteristics in the pipe wall.
INV ARIANT PATTERN RECOGNITION
There are two approaches for designing an invariant pattern recognition system. For systems based on artificial neural networks, the architecture of the neural network can be modified such that disparate signals arising from changes in operational variables are recognized to be equivalent; or, the network can be trained with all the variations of a similar defect signature [1] . The second approach relies on identifying features of the the original signals that are invariant to the desired operational variables. These features are then input to the neural network for characterization. The primary requirements of the feature selection schemes employed for defect characterization are: 1. Features of signals originating from the same defect, but varying test conditions, must be identical.
2. Features of signals from different defects must be different. In other words, the feature must be invariant only to the operational variable and sensitivity to the defect geometry must be preserved Conventional feature selection techniques rely on shape or statistical descriptions of the signal. For example eddy current impedance plane trajectories can be made invariant to rotation, translation and scaling using Fourier descriptors [2] . Alterations in signal position can be compensated using the concept of invariant moments [3] . However, when the behavior of the signal with different defect parameters is identical to its variations with operational test parameters, these conventional techniques fail to satisfy both of the requirements mentioned above. A new approach to invariant pattern recognition, tailored to meet both these conditions is required. The invariant features are derived by recasting the invariance transformation as a problem in interpolation of scattered multidimensional data. Features are selected by exploring appropriate interpolation or universal approximation techniques. This paper demonstrates the use of fuzzy inference systems as a tool for universal approximation. The exact manner in which invariant feature selection is transformed into an interpolation problem is first reviewed.
The Interpolation Method for Invariance Transformation
Given two signals, X A and X B' characterizing the same phenomenon, two distinct initial features, x A ( d,l,t) and x B ( d,l,t) , are chosen such that x A and xB have dissimilar variations with t, where t represents an operational variable and d and I represent defect related parameters. A systematic procedure is developed to obtain a feature, h, which is a function of x A and x B but is invariant to t. That is,
To find f, two functions g 1 and g2 are designed. A sufficient condition to obtain h is (2) Then the desired t-invariant response is defined as (3) To implement this procedure, suitable functional forms are assumed for g l' g2 and h. The coefficients of gland g2 are obtained by solving a set of simultaneous equations at discrete points, (4) should be solved exhaustively. The set of equations defined by (4) will possess a solution dependent on the appropriate choice of the functional forms for g 1 and g 2.
FUZZY INFERENCE SYSTEMS AS TOOLS FOR UNIVERSAL APPROXIMATION
Any function can serve as a universal approximator if it satisfies the criteria of denseness and / or existence [4] . Multilayer feedforward neural networks have been shown to approximate any continuous function to an arbitrary degree of accuracy. Of these, it has been shown that radial basis function (RBF) type networks possess the best approximation property [5] . When neural networks are employed to perform the functional mapping defined in (4), the two criteria discussed earlier for invariance transformations translate to requirements in the interpolation capabilities of the network. The requirement that undesirable operational variables are compensated for translates into a local in-terpolation condition and the preservation of defect related characteristics translates into a global interpolation condition. RBF networks, which are essentially local approximators, are typically incapable of satisfying both these conditions simultaneously. Recent reports in neural network literature claim that fuzzy inference systems, employing fuzzy basis functions are potentially capable of superior local and global interpolation [6] .
Fuzzy logic employs fuzzy sets, to which objects may belong with variable degrees of membership [7] , The fuzzy sets are the variables in a fuzzy inference system and membership functions take on a value between 0 (the object does not belong to the set) and 1 
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A variety of fuzzy inference systems can arise using different choice of operations. For instance, the AND operator can be chosen to be a product or min operator. The output defuzzification can be accomplished using the centroid or mode of the output fuzzy set. Also, various types of membership functions can be chosen. In particular, the RBF network is a special case of the fuzzy inference system, where the product rule is used to specify the AND operation in the IF part, a weighted average is used for the THEN part and the membership functions are Gaussian [8] 
where Xj is the jth dimension of the input data vector and c ij and rij represent the cluster center and radius in the the /h dimension of the ith fuzzy rule. Figure 2 shows a plot of the Gaussian membership function.
The fuzzy inference system is used as a universal approximator for invariant feature selection as follows. g2' which is a conditioning operator, can be chosen to be an identity function. g lx A) is chosen to be the output of the FIS, as shown in (6). Then, (2) reduces to (8) Fuzzy Rule Determination
The fuzzy inference rules are specified by the parameters defining the membership functions. These parameters can be determined in several ways ----orthogonal least squares algorithm [6], vector quantization [9] or gradient descent methods [10] [11] . In situations when the data vectors are sparse, the gradient descent method is deemed most appropriate. The iterative gradient descent scheme operates in the following manner. Initial cluster centers are chosen using the K-means clustering algorithm [12] Figure 2 . Gaussian membership function. (9) where yr is the desired output and y = f(x) is the output predicted by the FIS. The gradient of the errors is found with respect to the centers, radii and weights. The error gradients for rules employing the Gaussian membership functions are:
The rule update equations are:
(10) (11) where K 4 , Kr and Kfare the step lengths of the gradient descent algorithm and k denotes the iteration number. The iterations proceed until the mean squared error falls below a specified minimum value. An application of the above principles for deriving magnetization invariant signals in the MFL inspection of gas transmission pipelines is presented next.
THE PERMEABILITY !NV ARIANCE SCHEME The vast gas transmission pipeline network in the United States is primarily inspected using MFL NDE techniques [13] . These pipes, some of which have been in operation for the last 50 years are not of the same grade and possess varying magnetization characteristics. It is impossible to accurately know the B-H curve of the pipe material being inspected. Consequently, depending on the pipe grade, MFL signals from identical defects, are different. A finite element simulation of the MFL inspection process was conducted with pipes of varying magnetization characteristics and rectangular defects of various dimensions. Figure 3 shows different B-H curves, indexed by t, with t = 0.0 and t = 1.0 representing the lower and upper bounds of the variations in magnetization characteristic respectively. The resulting axial component of the leakage flux density, B z ' for a fixed defect size is shown in Figure 4 (a) . However, if the grade of the pipe material is held constant, and defects of varying depths are modeled, the resulting MFL signals can be seen in Figure 4 (b).1t is evident that the MFL signal behaves in an identical manner with variation in the B-H curve of the pipe wall material and changes in defect depths. For accurate defect characterization, an invariant feature that can compensate for the former variation, but preserving the latter, is required. The interpolation based invariance transformation technique is an ideal feature selection scheme to accomplish this.
Bin Tesla n-------~----_n t=l.00 2.50 i",;.6:' i5"""" Magnetization invariant signals are derived using the following procedure. Two signals X A and X B that describe the same defect are represented by the axial (B ) and radial (Br) components of the flux density. The initial features chosen from these 1wo signals are the peak-peak amplitudes of B z and B r , denoted as P z and P r respectively, and the peak-peak separation ofB r (Dr)' We cnoose xA = [P , P r D;r and xB = P . These quantities are dependent on the depth (d), length (l) of the ~efect and the magnettzation characteristic of the pipe (t). Using the fuzzy inference system described in the previous section, the t-invariant feature, h is derived to be
The entire axial flux density signal, B can be scaled by the invariant feature, h to obtain a permeability-invariant axial flux denstty, as shown in the following equation.
(10)
RESULTS AND CONCLUSIONS
The MFL signals obtained from pipes of varying magnetization characteristics, shown in Figure 4 (a), were employed to generate the fuzzy rules for the permeability invariance scheme. The resulting t-invariant signals can be seen in Figure 5 . Figure 6 shows the interpolation performance of the invariance wherein the system is tested with MFL signals from pipe grades not included as part of the training data.
Results obtained to date show that subsequent defect characterization is vastly improved by using the permeability invariance scheme as a pre-processor. The invariance scheme, based on a fuzzy inference system with rules generated using gradient descent offers a superior interpolation capability as compared to other fixed techniques. It was noticed that the performance of the system for varying pipe grades (t) was better than that for varying defect depths (d) . This behavior can be explained by realizing that the t-variation and d-variation occur at different resolutions of the input data. In future, multiresolution interpolation techniques, such as those employing wavelet bases will be studied as tools for universal approximation. Figure 6 . Results of the permeability invariance scheme for testing data (a) Before (b) After
