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Hunches are important tools for executives making 
time-critical highly complex decisions in turbulent 
environments.  However, hunches are also elusive and 
exist below the surface when not being used for 
immediate decision making.  These latent hunches can 
be useful for developing analytical models.  This paper 
coins the term “hunch mining” to describe the process 
of surfacing latent hunches from corporate decision 
makers as well as workers and using them as models 
for data analytics.  We present the Organizational 
Hunch Matrix and show how organizations can make 
the leap from time-consuming manual cognitive 
analysis to artificial intelligence and analytics driven 
analysis facilitated by Cognitive Computing Engineers. 
 
1. Introduction 
Executives often turn to intuition when they must 
make time-critical highly complex decisions [11].  
There is a considerable and growing body of research 
that explores intuition and its role in decision making 
in turbulent environments [21], and intuition is seen as 
a key differentiator between successful top executives 
from lower level managers [1]. 
However, virtually all this research examines the 
use of hunches and intuition in connection with 
decision making.  This paper explores surfacing latent 
hunches, those hunches that are not being used for 
immediate decision making but can be exploited for 
building models useful for data mining and data 
analytics. 
Intuition is often dismissed as an “irrational 
mystical force” [5].  Intuitive hunches arise seemingly 
out of nowhere.  They are cognitive leaps that seem 
right although there is no actual data to back them up.  
In fact, intuition is the mind’s form of data mining.  It 
is most often defined as “the act of cognition without 
rational inference.”  It is a way of learning that takes 
place beyond consciousness where a decision-maker 
acquires knowledge but is unable to identify the source 
of this knowledge [25, p. 98].  Experts spend a lifetime 
acquiring data (knowledge) that intuition sometimes 
forces to the surface as “hunches.”  While the legal 
definition of a hunch is “subjective, generalized, 
unreasoned and therefore unreliable” [22, p. 407], we 
use the definition derived from cognitive science that a 
hunch is the product of intuition, which is “a capacity 
for attaining direct knowledge or understanding 
without the apparent intrusion of logical inference” 
[37, p. 77].  When captured, hunches can serve as a 
valuable source for grounded business data analytics 
models. 
The key to effective data analytics is an accurate, 
minimal, grounded model (see Figure 1).  Models can 
be generated from any amount of data, and the 
temptation is to use as much data as possible.  
However, to be accurate each data element must be 
acquired, cleaned, stored, maintained, and eventually 
retired.  And so the second criteria must be used: the 
model must be minimal to ensure that only the most 
important data is used.  There’s a point in model 
building where more data does not yield better results. 
 
Figure 1.  Accurate, minimal, and grounded models. 
Finally, the model must be grounded.  That is, it 
must be inspired by a business-related question and the 
results must be understood by the business.  Without 
this grounding, executives fall into the trap of blindly 
following recommendations of incomprehensible 
models with no real understanding of what they are 
doing.  We return to the age of the computer said we 
should do this, and it must be right. 
Automated analytics is one of Gartner’s list of 
strategic technologies primarily because “We simply 





don’t have enough people to analyze all the data and 
make all the decisions and take all the necessary 
actions. And even if we did, they would take way too 
long to do these things” [13]. 
There are descriptive models that show what 
happened, predictive models that show what can 
happen, and prescriptive models that suggest what we 
should do. 
However, analysts and automated analytics often 
lack the context for framing the model and when 
presented with these models the decision makers often 
don’t know what to do with them.  The analytical 
models explain relationships in the data, but are 
presented in terms that the decision makers are 
unfamiliar with.  The cost of missing or misinterpreting 
models can run into the billions [12].  Models drive 
analytics, but no matter how many you have and how 
complex they may be, they need to be understandable 
and must be understood. We are in the earliest days of 
understanding how to build models at a corporate 
scale, and we need to realize that it’s not how fast we 
can build models or how many models we can create 
that matters.  What matters is how we make sound 
decisions based on them [14]. 
We live in a time where we have far too much data 
and we have far too few experts who can make sense 
of it.  Approximately 50,000 gigabytes of data per 
second is generated worldwide.  90% of that data is 
unstructured: pictures, videos, audio, text, and so on.  
eBay has a 90 petabyte (90,000 terabyte) data 
warehouse.  Most large companies have several 
petabytes of data that can be mined.  The problem is 
that even large companies have perhaps a dozen top 
strategic executives.  For example, Boeing has 144,800 
employees and only 50 Presidents, Senior Vice 
Presidents, and Vice Presidents to set the overall 
strategic direction of the company [7]. 
An organization’s experts, whether executives at 
the strategic level or workers at the tactical level, are in 
the best position to propose questions that can be 
explored with data analytics.  They know their 
organization, know its direction, and should be able to 
ask the questions that will guide them to making good 
decisions.  Unfortunately, experts run out of questions 
to ask very quickly.  They are limited by their world 
view and constrained by their mental models [30, 32].  
Their mental models act as blinders to anything 
“outside the box” [41]. 
Mental models are vital for understanding, 
organizing, and responding to our world [4].  We 
create mental models from our previous experiences 
and are indispensable to understanding the world 
because they organize our knowledge in simple and 
robust ways “in a world awash with information of 
staggering complexity” [43, p. 200].  However mental 
models are also limiting as they channel people into 
selecting and using data that confirms and then 
reinforces existing models [15]. 
While mental models channel and limit (to some 
degree) conscious thought, the mind is also 
unconsciously collecting, interpreting, and analyzing 
data from a vast array of diverse sources.  This 
“conglomerate of perceptual, affective, and cognitive 
processes” form the “rapid, unconscious, nonlinear 
information processes” known as intuition [24, p. 709].  
Intuition is an essential management trait [31] that can 
bypass the limitations of executives’ mental models 
and help them form the questions that can be delivered 
by business data analytics.   
The “hunch” is what emerges from the 
unconscious intuitive processes.  It’s the nagging 
feeling that we know something but can’t quite figure 
out why we know it.  That hunch, when put to use, is a 
powerful tool for directing business analytics efforts. 
2. That “gut feeling” 
There are many words for intuition: hunch, gut 
feeling, seeing, insight, and “sixth sense” among 
others.  Intuition is not rational; is not analytical.  
Intuitive decisions seem to come out of nowhere, and 
there is no data that someone can point to and say 
that’s what the decision is based on.  Yet intuition is 
gaining importance as a key factor in decision making 
[23, 34]. 
Intuition is hard to define and hard to analyze 
because it is not rational.  We define rational thought 
as clear, well-defined knowledge and logical, 
analytical processes to arrive at carefully reasoned 
conclusions producing expected results [6]. 
A goal is defined, all alternative paths are 
uncovered and developed, extensive scanning of the 
internal and external environment is performed, 
alternatives are considered, evaluated, and weighted, 
and finally a “choice” is made. 
Intuitive thought uses internal, tacit knowledge 
and unconscious processes to arrive at conclusions that 
often produce unexpected but welcome results.  We are 
constantly learning and unconsciously collecting data 
from our environment.  Experts in an area can take this 
data and abstract it, categorize it, and integrate it into 
their existing knowledge.  Then, as situations arise, 
intuition is triggered and they unconsciously recognize 
and understand patterns and relationships in the 
apparently unrelated facts [37, 38]. 
An expert who has been in an organization for a 
while will develop the capacity to unconsciously 
collect and process data to develop his or her intuitive 
decision making.  But to come to the surface, that 
intuition must be triggered [38].  This is the problem: 
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the expert doesn’t know what he or she needs to know 
to make an intuitive or even a rational decision. 
This is where hunch mining becomes useful.  The 
executive has the organizational knowledge that, when 
triggered, leads to a hunch.  The hunch is grounded in 
that knowledge and leads to the development of an 
analytical model.  The analytical model directs the 
organization’s data mining and data analytics processes 
which leads to results that can be interpreted through 
the executive’s tacit knowledge.  The results can then 
be shared with those who don’t have the insight along 
with the data that justifies the results of the analysis. 
The trick is to trigger and capture the hunches, 
find them in a sea of rational discourse, and then render 
them into analytical models. 
3. Four kinds of organizational hunches 
An organization has two kinds of goals: tactical 
and strategic.  Tactical goals are short range and short 
duration [18].  Tactical tasks form the business 
processes of the organization, and supporting data is 
found in organizational databases and enterprise 
systems.  Data to support the tactical goals is 
(hopefully) structured, well-managed, and easy to 
obtain.  On the other hand, strategic goals are long 
term and are the milestones that the organization uses 
to achieve its mission.  Data to support the strategic 
goals is found primarily outside the organization.  It is 
usually diverse, messy, incomplete, contradictory, 
often highly unstructured, and difficult to find. 
The person making the hunch has two kinds of 
knowledge: explicit and implicit.  Explicit knowledge 
is knowledge that has been externalized.  It is easily 
broken down into rules, easily verbalized, and easily 
transmitted.  It is knowledge embedded in procedure 
manuals, textbooks, and so on. 
Implicit knowledge is knowledge that has been 
internalized.  This knowledge is often experiential and 
is very difficult to transfer to others.  A person may be 
able to perform a task based on implicit knowledge, 
but cannot express knowledge explicitly and cannot 
articulate the “rules” for how the task should be done. 
Tactical and strategic, explicit and implicit define 
the four kinds of organizational hunches as shown in 
Figure 2. 
 
Figure 2.  Organizational Hunch Matrix (OHM). 
The Knowledge Level axis ranges from explicit 
knowledge (easy to codify and to transmit) to implicit 
knowledge (internal and experiential). The 
Organizational Level axis ranges from tactical (local 
and immediate) to strategic (long range and long term). 
Tactical hunches can be used for identifying 
models for making the organization more efficient.  
With explicit tactical hunches, the data is fairly 
straightforward to get from corporate data warehouses 
and the model can be easy to define.  Both the cause 
and the effect are clearly stated in the hunch, such as: 
“I think that all work and no play makes Jack late for 
work.”  Implicit tactical hunches also use operational 
data but the model is much more difficult to define.  
The cause is stated but the effect is less well defined: “I 
think that all work and no play makes Jack a lazy boy” 
with lazy undefined and may be a very abstract 
concept. 
Strategic hunches deal with organizational 
effectiveness.  The data is much harder to find.  It is in 
both organizational data warehouses and in formal and 
informal organizational communications, and 
conversations.  Data can also be found outside the 
organization in newspapers, social media, and many 
other forms.  Like explicit tactical hunches, the model 
can be easy to define and implicit strategic hunches are 
difficult to define. 
4. Hunch mining method 
Analytical models are in the form of “if x then y.”  
The three variations of the general model are shown in 
Table 1. 
Table 1.  Types of models [42]. 
Descriptive Model y because of x 
Predictive Model If x then y 
Prescriptive Model If we do x then we’ll get y 
 
These are causal models: x (the cause) results in y 
(the effect) in the past, present, or future.   The first 
step in hunch mining is to identify causal statements in 
a transcript.  We used a variation of revealed causal 
mapping techniques [27, 28] to identify causal 
statements in text.  Revealed causal mapping is ideal 
for this task since it specifically extracts causal 
relationships that exist in the subjects’ minds [3, 16]. 
Fifty Chief Information Officers (CIOs) and senior 
IT managers participated in the interviews we used for 
finding the strategic hunches.  They ran the 
information systems function for companies ranging in 
size from a few hundred to many thousands of 
employees.  None of the companies had information 
technology as their primary product and were in 
industries such as energy, manufacturing, financial 
services, police, and so on.  We also interviewed 88 
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programmer / analysts from those same companies to 
find tactical hunches. 
The interviews were open-ended with probes [36], 
and were conducted both in person and or by 
telephone.  To narrow the range of answers we focused 
on issues surrounding the transitions that face 
managers and workers in IT shops: past, present, and 
future.  Each interview took approximately 45 minutes 
and was taped and transcribed.  Summaries of the 
interviews were sent to the subjects to allow them to 
review and revise their comments and to ensure 
accuracy and to completely capture their ideas. 
The first step in hunch mining is to identify the 
causal statements in the interviews.  We started with 
keywords such as “if-then,” “because,” “so,” and so 
on, and then performed additional analysis to identify 
and extract the causal elements that may be separated 
by several lines of text.  This process was performed 
by a team of twelve research assistants under the 
supervision of the author.  Two research assistants 
were randomly assigned to each transcript.  The 
extracted causal statements were examined for 
consistency, and any differences were resolved by 
discussion and the senior researcher. 
The analysis of the 50 CIO transcripts identified a 
total of 2,769 causal statements and the analysis of the 
88 Analyst transcripts identified a total of 4,832 causal 
statements. 
4.1. Intuitive vs. definitive causal statements 
For the second step, we examined each of the 
causal statements to determine if it was intuitive 
(indicating a hunch) or definitive.  Most of the causal 
statements were definitive in the general form: “this is 
how it is.”  The speculative causal statements often 
have keywords that indicate the subject is uncertain or 
has doubts about the causal relationship.  These are 
“reasoning words” that indicate speculation or making 
a proposal [40] and include words and phrases such as: 
if, should, could, would, may, “I think,” and might. 
 4.2. Explicit vs. implicit causal statements 
In the third step, we determined if the causal 
statement was explicit or implicit.  An explicit causal 
statement comes in the general form: x therefore y.  
There is an explicit causal relationship between x and y 
that the subject knows and can verbalize.  This causal 
statement leads relatively directly to an analytical 
model since we know what both x and y are.  On the 
other hand, implicit causal statements are formed from 
the CIO’s tacit knowledge and are much more difficult 
to verbalize [29].  There is a causal relationship but it’s 
unclear.  The y may be known, but the x is not: “y is 
happening but I don’t know why.”  This leads to data 
mining to discover the factors that lead to y.  Tactical 
vs. strategic has been described above.  For example: 
Well, one of the things I think that IT needs to do in 
general.... and I’m not talking about XXX, you do in 
general very much better, is they need to be more of 
somehow.... you still have your technical resources but 
you need to be able to farm things out to do them 
quickly.   
This is an explicit tactical speculative causal 
statement: outsourcing leads to time efficiencies.  This 
statement is interesting as it is a source of much debate 
in information technology research [9].  Even if it was 
generally true, it may or may not be true in that CIO’s 
organization.  Data can be collected and analyzed, and 
the result can indicate if outsourcing truly does lead to 
time efficiencies. 
On the other hand, a division IT manager of a 
Fortune 20 manufacturing company stated: 
We are trying to fix that problem of people jumping 
from technologist to management.  Some of my group 
and I are in the thick of it and I guess I’m leading the 
team or co-leading the team.  We’re pulling together a 
proposal for a legal set of definitions around career 
paths in IT that explicitly address that issue.  We have 
had a technical specialist program.  It was corporately 
administered.  It was based around academic criteria.  
It failed to meet its ends as far as IT is concerned and 
so, delivering the career paths and so, we’re had to 
pursue these things outside the process on an exception 
basis and we have some work to do. 
This is an implicit strategic speculative causal 
statement.  The technical specialist program didn’t 
work and the CIO doesn’t know why. 
5. Hunch mining results 
Experts have limited time for explicit thought.  
Their time is much too valuable and there is too much 
to do for them to think of more than a few models that 
can be fed to data analysts and data miners.  Hunch 
mining is a method of finding analytical models that lie 
in the experts’ tacit, unconscious mind. 
We manually hunch mined 50 CIOs who were 
asked to think about past, present, and future 
transitions that their personnel and their IT functions 
face.  We found 791 speculative causal statements 
within the 2,769 causal statements mentioned.  We 
categorized them into Strategic Explicit or Strategic 
Implicit speculative causal statements. 
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 5.1. Strategic explicit 
The most common concern across the CIOs was 
the uncertainty of the business climate and how it 
would affect the internal IT function of their 
organizations.  Thirty four of the fifty CIOs mentioned 
outsourcing but few really knew what outsourcing 
would achieve for their organization.  They did have 
hunches that could be translated directly into analytical 
models that could examine organizational efficiency.  
With outsourcing being a strategic decision and the 
direct translation to a model, these hunches were 
classified as Strategic Explicit. 
There were two primary kinds of efficiency 
hunches: time and money.  The larger IT departments 
with more than 500 employees tended to focus on 
shortening delivery time whereas small IT departments 
with less than 500 employees tended to focus on saving 
money.  The larger IT groups knew why they 
outsourced and there was little speculation.  From the 
CIO of a 4,000 employee bank: 
It’s the technology that we didn’t have a lot of 
experience with and we’ve in the past, had a few 
projects that needed to be done very, very aggressively 
in terms of the time frame and we’ve outsourced them.   
There was much more speculation within the IT 
groups of smaller (less than 500 employee) 
organizations.  There was outsourcing but they weren’t 
sure what they were getting out of it. 
We suspected it was an outsourcing, but no one would 
say.  In other words, no clue as to exactly what the 
vision was.  I’m not sure they knew.  It had a lot more 
to do with cost cutting than technology, I think. 
I think that outsourcing is much more effective way to 
do it.  For example, we’ve outsourced the day to day 
operation on the data center floor.  XXX got the 
contract for all three of our major data centers.  Three 
of our four data centers are now run that way and the 
fact that we did this over a period of about two or three 
years building up to this. Term employees is what we 
call them or contracted people and so that when the 
big day came and we went out on our RFP and hired 
one company to take on the whole thing, our people 
were not exposed.  We have longer-term career 
employees this way. 
Despite years of study, whether IT outsourcing 
saves money is still an open question with few studies 
that empirically examine the cost savings of IT 
outsourcing [20].  While IT outsourcing can save 
money due to the vendor’s production cost advantage, 
there is the considerable added costs of writing the 
contract which are inherently incomplete [45] and have 
the added hazard costs of opportunism, inefficiencies, 
and disputes [2]. 
In both large and small IT organizations, these 
hunches about saving time and/or money can be 
directly translated into causal statements and then into 
analytical models.  The size, nature, duration, vendor, 
and various other factors can be compared to the 
historical cost savings both before and after the 
outsourcing. 
5.2. Strategic implicit 
Implicit hunches were harder to discover in the 
interviews.  Causes are generally straightforward but 
the effects are not clearly articulated and translating the 
causal statement into an analytical model is much more 
difficult.  Twenty-three of the fifty CIOs knew that 
they were losing “something” in the outsourcing, and 
they had a hunch that they were losing domain 
knowledge that would be hard to recover.  For 
example: 
The guys we deal with from XXX are the outsourcing 
experts.  They’re XXX services.  So, we did this and 
then Jim got promoted and Bob came in who’s an IT 
guy and Bob said, well you can’t separate maintenance 
and development and I think you’re going to lose all 
kinds of IT skills. 
Low overhead.  Certain costs, you pay the contractor 
to do everything and they’ve got to keep track and keep 
up everything.  I don’t know.  Personally, I think you 
lose a lot of knowledge and oversight and control and 
over programs if you turn that over to contractors. 
While the CIOs worry about losing in-house IT-
related knowledge, a much greater concern is the loss 
of domain knowledge within their IT organization and 
the vendor’s lack of domain knowledge.  This was 
especially prevalent in the larger (more than 5000 
employee) and knowledge-intensive (bank, insurance, 
etc.) companies. 
Everything we do, and I believe every business 
initiative that we have is IT enabled and a fundamental 
part of those business initiatives is IT.  But I think it’s 
very important for us to dispel any thought process to 
continue outsourcing.  Over there there’s a whole 
bunch of IT people kind of sit around dreaming up IT 
solutions to problems that don’t exist.  So you combat 
that by really pushing hard.  There are no IT 
initiatives.  Everything we do is business related. 
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I think we continue to use our own talent they are 
going to be less technically software computer science 
schooled and more business requirements focused, 
then going on and doing your development too.  I see a 
lot more outsourcing taking place within the IT 
organization and to do that, I think we’ll see a lot 
stronger software requirement building coming up 
front.  Maybe that paradigm shift in our staffing is the 
right thing to do where we become more requirements 
oriented and more requirements analytical than ones 
and zeros on the coding side.   
This is much more difficult to examine and it will 
require deeper analysis in the requirements documents 
and communications between the IT group and the 
vendor to see how the vendor’s lack of specific (or 
even general) domain knowledge affects the quality of 
the product.  Data mining and text mining along with 
artificial intelligence and machine learning will be 
invaluable tools for examining these hunches. 
 5.3. Tactical explicit 
The programmer / analysts were much closer to 
the day-to-day operations than the CIOs.  As a group, 
they went into much less detail in their interviews and 
were much less speculative in their answers.  Out of 
4,832 causal statements only 473, or less than 10%, 
were hunches.  Their primary explicit hunches were 
about telecommuting and productivity. 
[Hospital programmer / analyst]: They see no value in 
working away from the office and I think they are 
moving too slowly.  Let's get a secure Intranet going so 
I can sign in and pull up medical records and you 
know, sign my dictation and do everything from the 
beach down in Florida, wherever I am.  And they’re 
saying, "I don't think we want to move quite that fast 
just yet"!  There's some problems with that. 
[Very large manufacturing company analyst]: They 
have a telecommuting program that makes life very 
nice.  My tasks, I work from home two days a week.  It 
is great.  I think I get a lot of work done.  I'm a single 
parent and it allows my daughter to sleep in you know, 
when she can in the summer time.  It allows a degree of 
productivity that I haven't had in the past.  I can work 
on my own schedule. 
The key benefit of telecommuting is the worker’s 
productivity.  While the concept of telecommuting has 
been around for decades, the benefits are still an active 
research subject.  However, workers are feeling 
increasingly tethered to the office by their smart phone, 
tablet, laptops, and other mobile devices.  They are 
essentially “on call” twenty-four hours a day.  Worker 
fatigue has been reported due to this “tethering.” 
These hunches are fairly easy to explore.  
Productivity can be defined through work schedules, 
call logs, time spent working vs. not working, 
assignments completed, and various other factors. 
 5.4. Tactical implicit 
By far the most numerous tactical hunches were 
about bureaucracy and how it impacted their work. 
[Very large manufacturing company]: I don't see any 
direction coming from the company in general.  I see 
upper management floundering radically.  The 
company's in great trouble. From a computing specific 
orientation I think we're all messed up.   
[Utility company internal consultant]:  I think people, 
in a particularly political situation where people don’t 
meet, people in lower positions don’t want to make a 
decision that they think their supervisor or someone in 
the chain would disagree with and get unhappy with.  
They’d rather shove the decision up the chain.  Then 
they don’t have the responsibility of doing something 
wrong, instead of their supervisors. 
These are implicit hunches.  While bureaucracy is 
a clear cause, the effect is difficult to discern.  
Organizations strive to be nimble, flexible, and 
innovative, but bureaucracy and red tape is “killing 
organizations,” especially those dealing with 
information technology [26, 35].  Once again, data 
mining and text mining along with artificial intelligence 
can identify and resolve the causal statements into 
analytical results. 
6. The hunch mining model 
The hard thing about retrieving data is deciding 
what question to ask, not asking it.  [8]. 
Hunch mining by hand is a tremendous amount of 
work.  We had a very small dataset in a very limited 
domain.  The CIO transcripts amounted to roughly 400 
pages of text.  The programmer / analyst transcripts 
covered 1,200 pages of text.  In addition to dozens of 
hours of recording and transcribing interviews, 
hundreds of hours were spent identifying, extracting, 
and classifying causal statements, finding which 
statements were hunches, and then interpreting the 
various kinds of hunches across all the interviews.  
Each interview took approximately 45 minutes, 
representing a small part of an average worker’s day.  
As one rises through the corporate ranks, 
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communication becomes a larger part of the day and it 
becomes much less structured.  According to The 
Harvard Business Review, leadership is a conversation: 
“Traditional corporate communication must give way 
to a process that is more dynamic and more 
sophisticated.  Most important, it must be 
conversational” [19, p. 77].  Unstructured informal 
communication is becoming the norm. 
Informal executive communications, if they can be 
captured, are rich in hunches that can be mined.  
Formal communication such as mission statements, 
directives, press releases, and letters to investors are 
relatively poor sources of hunches.  They are easy to 
obtain but they represent thoughtful communications 
where speculation and uncertainty is discouraged.  In 
fact, it is often used to suppress uncertainty in the 
organization.  Even less formal communications such 
as meeting notes and internal memos are washed of 
speculation. 
However, informal often unguarded 
communication is heavy with speculation.  Formal 
meetings are often recorded as a source for meeting 
notes, but the full recordings include discussions, 
comments, arguments, and speculation.  Speech 
recognition artificial intelligence software today is 
powerful enough to transcribe natural language with 
surprising accuracy.  IBM set a record of a 5.5 percent 
word error rate with technology that “could eventually 
live in smartphones and voice assistants like Siri, 
Alexa, and Google Assistant” [44].  Compare this with 
humans who have a 5.9 percent word error rate in their 
speech recognition.  Telephone and other conversations 
can also be recorded and automatically transcribed for 
hunch mining by AI. 
Tactical workers communicate less and through 
fewer channels than executives.  Written 
communication “up” tends to be very formal and even 
verbal communication has little speculation.  Even 
when expressly called for, speculation must be 
thoughtful and based on hard data.  However, 
communication between colleagues is often dense with 
speculation as workers try to figure out what’s going 
on around them.  This is much more difficult to capture 
due to the obvious privacy concerns.  We are 
approaching the day where all formally scheduled 
meetings are automatically recorded.  All this data can 
be readied for analysis using the same methods as with 
executive communications.  In addition, problem or 
project specific documentation may be rich in hunches, 
especially client documents. 
Once captured, Artificial Intelligence can augment 
analytics and text mining / text analytics software to 
find embedded causal statements.  Natural language 
processing is becoming increasingly sophisticated.  
Where speech recognition translates sounds into text, 
natural language processing takes text and extracts 
meaning.  For example, IBM’s Watson Artificial 
Intelligence engine is performing ground-breaking 
cancer research: A version of Watson “includes 
medical literature, patents, genomics, and chemical and 
pharmacological data that researchers would typically 
use in their work. Watson has also been developed 
with specific comprehension of scientific terminology 
so it can make novel connections in millions of pages 
of text” [10, p. 688].  It should be possible to configure 
Watson (or a similar powerful text analysis AI 
machine) with specific comprehension of corporate 
terminology so that it can not only identify causal 
statements but also make novel connections across all 
corporate communications.  While this is now being 
performed on unique supercomputers, Artificial 
Intelligence enabled data analytics will soon be 
available on corporate servers or through the cloud. 
Text analysis can locate the key words, phrases, 
and hints that find hunches.  In the future, this analysis 
can be extended to recognize tiny facial and body 
language cues and subtle voice inflections that indicate 
that the speaker is not quite sure and is speculating 
about something. 
But this is just the beginning of the analytics 
journey.  From here the hunches need to be resolved 
into models and the models need to be used as guides 
for data analytics and data mining efforts.  However, 
all this work is worth it as the results will be grounded 
in expert knowledge from executives (for strategic 
hunches) or workers (for tactical hunches).  When the 
results are returned to the source, they can be more 
easily interpreted than a data mining excursion that 
produces “the data shows that x leads to y” with no 
real idea of why x and y are important or why their 
relationship matters. 
7. Recommendations and conclusions 
Cognitive researchers and cognitive scientists have 
spent millions of hours analyzing human behavior 
through recorded interviews, observations, and other 
methods.  The science of cognition is an advanced 
science and it has created a new career specific to data 
analytics and artificial intelligence called cognitive 
computing engineer (CCE).  Cognitive computing 
engineering is one of the three jobs in the highest 
demand in 2017 [39].  The job is so new that CCE 
responsibilities are not yet fully defined, but they 
include AI, machine learning, speech and text 
recognition, big data analysis, and modeling. 
The CCE bridges the gap between academics and 
business practice, bringing the science of cognition 
into the practice of hunch mining.  CCEs use theories 
from cognitive science, human factors, human-
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computer interaction design, and systems engineering 
as a foundation to design and build complex artificial 
intelligence enhanced analytical systems and work to 
improve human interactions with these complex 
systems [17].  The CCEs will advance hunches from 
being an “irrational mystical force” [5] to being a 
powerful tool for directing analytics. 
The CCE mines the data for the tactical and 
strategic hunches.  Figure 3 shows where the data is 
located both inside and outside of the organization.   
 
Figure 3.  Data sources for hunches. 
7.1.  Implications for practice. 
It’s important to have the organization ready to 
supply the CCE with a rich collection of data.  Various 
sources of data are outlined below. 
1.  Explicit Tactical Hunches are found primarily in 
structured corporate data with unstructured 
corporate data supplying some additional richness.  
Data sources include but are not limited to: 
a. Corporate databases 
b. Corporate data warehouses 
c. Meeting schedules 
d. Meeting notes 
e. Project documentation 
f. Requirements documentation 
2. Implicit Tactical Hunches are found primarily in 
unstructured corporate data backed up by 
structured data.  The implicit effects of the causal 




c. Internal communications such as texts 
and email 
d. Databases and data warehouses 
3. Explicit Strategic Hunches are found primarily in 
unstructured internal and unstructured external 
data.  It is supplemented by internal structured 
data.  Data sources include: 
a. Telephone calls 
b. Meeting transcriptions 
c. Emails 
d. Corporate documents 
e. Social media 
f. Newspapers and magazines 
4. Implicit Strategic Hunches use unstructured 
corporate and external data almost exclusively.  
Facts and figures may rarely be added with 
structured corporate data. 
a. Telephone calls 
b. Meeting transcriptions 
c. Emails 
d. Corporate documents 
e. Video and audio recordings 
f. External media 
These are all sources of data that exist in today’s 
corporations.  However, the richness of the data sets 
depends strongly on the corporate climate.  Hunches 
are the mind’s way of signaling that, based on 
experience, something is wrong or different, and here’s 
what it is.  But to be truly useful, those hunches must 
be able to be freely offered and freely accepted by the 
organization.  This is often hindered by corporate 
hierarchy, politics, and groupthink. 
For example, an IT director (who the research 
team collaborated with several decades) had strategic 
explicit and implicit hunches about a proposed 
Enterprise Resource Planning (ERP) system.  The 
explicit hunch was that the 500+ person IT 
organization was unwilling and unable to implement 
the system.  The explicit hunch was both observed and 
felt.  The implicit hunch was that the company had 
neither sufficiently clarity of data or clarity of 
information streams to implement the ERP. The 
director could not prove it beyond the span of the IT 
organization they controlled. 
In 1997 this type of knowledge was not reliably at 
hand in large corporations.  The director tried several 
times to alert more senior executives to these potential 
problems and was rebuffed and threatened because 
political waves were not allowed.  The implementation 
failed.  Between 1997 and 2002 the company spent 
more than $1 billion on this failed ERP.  Between 2002 
and now they tried to implement an ERP two more 
times.  Each time they failed.  Now in 2017 they are 
trying again. 
7.2.  Implications for Research 
We used a variation on revealed causal mapping to 
expose hunches in open-ended interviews.  Where 
causal mapping identifies if-then relationships in text, 
we extended it to degrees of speculation in the 
relationship.  We identified “I think if-then” 
relationships which is useful beyond the strict number 
of relationships that revealed causal mapping uses. 
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The data sources mentioned above work well in a 
business environment as they provide the context 
needed to categorize and focus the modeling and 
analytics.  However, a richer source of data could be 
completely unstructured “stream of consciousness” 
context-free hunch mining. 
The interviews in this study were open-ended with 
verbal probes.  However, research indicates that 
thinking aloud, introspection, and stream of 
consciousness cognitive interview techniques allow the 
subjects to cover a wider range of topics and can be a 
more authentic reflection of the subjects’ thought 
processes [33]. 
Speech recognition, text analysis, and AI can 
speed the process of finding hunches that can be 
explored later with automated business analytics. 
Hunch mining is a method to bring cognitive 
science into the organization.  In addition to the 
structed data that corporations hold within their data 
warehouses, adding both text and voice data will 
enhance the chances of hunch mining accessing into 
the individual decision maker’s intuition.  Cognitive 
Computing Engineers will have to work with corporate 
leaders to create a politically safe environment for 
hunches that question conventional wisdom and 
favored corporate direction. 
If companies want to be efficient, effective, 
innovative, and nimble they need to understand the 
power of hunches.  Hunch mining could potentially 
save billions of dollars or in the field of medicine, 
actual lives. 
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