We study the dynamics of two-photon nonresonant electronic excitation of diatomic molecules driven by chirped pulses. While the majority of the experimental results address the role of the chirp for fixed pulse bandwidth, we analyze the possibility of selective excitation for fixed time, as a function of the pulse bandwidth, depending on the sign of the chirp. With strong picosecond pulses and positive chirp it is shown that the dynamics always prepare the molecule in the ground vibrational level of the excited electronic state. The robustness of the dynamics inherits the properties of an effective Landau-Zener crossing. For negative chirp the final state is very sensitive to the specific pulse bandwidth. The dynamics of the system follow a complex convoluted behavior, and the final state alternates between low vibrational levels of the excited electronic state and excited vibrational levels of the ground potential, which become increasingly more excited with increasing bandwidth. The final electronic populations follow a double-period oscillatory behavior. We present a model based on sequential independent crossings which correlates the long-oscillation period with changes in the final vibrational state selected. We show that the short-oscillation period is related with nonadiabatic effects that give rise to fast dynamic Rabi flipping between the electronic states, providing only information of the field-molecule effective coupling. Although the short-oscillation period partially masks the expected results of the final populations, we show that it is still possible to retrieve information from the long-oscillation period regarding the frequencies of the electronic potentials. In order to do so, or in order to control the outcome of the dynamics, it is necessary to perform experiments scanning very different pulse bandwidths, and we propose a possible experimental implementation. All the numerical results of the paper are calculated for a model of the Na 2 dimer.
I. INTRODUCTION
The ability to modulate at will the frequency components of the laser pulses is an essential part of pulse-shaping technologies, [1] [2] [3] [4] [5] one that has stirred a major breakthrough in the field of the quantum control of molecular motion. [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] Even in the simplest case of linear chirp, control of this parameter both in amplitude and sign ͑from red-to-blue or from blue-to-red͒ has allowed us to increase the yield of dynamical processes such as dissociation and ionization of simple molecules 8, 14, 15 and population inversion in atomic 16, 17 and molecular 18, 19 systems. The role of the sign of chirp deserved careful studies from the theoretical point of view. Following the dynamics of wave packets both by perturbation techniques or propagation of the ''exact'' Schrödinger equation, it was shown how to induce wave packet compression or dispersion in an excited electronic state 20 ͑by exciting the larger momentum components of the wave packet at the beginning or at the end of the process, respectively͒ and stimulate 21 or lock 22, 23 the photon emission back to the ground potential.
The previous studies focused on short-pulse excitation, which would typically correspond to an experimental realization starting with large bandwidth femtosecond transformed limited pulses ͑TLPs͒ that are moderately stretched upon chirping. In the opposite limit of large-pulse excitation, the discrete nature of the energy spectrum plays a major role in the analysis. Based on the properties of the Landau-Zener formula, 24 several schemes were proposed for selective population inversion 16, [25] [26] [27] [28] and stimulated multiphoton absorption. [29] [30] [31] [32] [33] [34] [35] In this context a chirped adiabatic passage method by nonresonant two-photon absorption ͑CAPTA͒ was proposed to selectively invert the electronic population to the ground vibrational level of an excited electronic potential, while minimizing transient excitation in any other electronic state. 36 -38 By using very strong laser pulses it was shown that selective population inversion via CAPTA was also possible in the limit of very large bandwidth excitation, provided the initial TLP was largely stretched during the chirping process. 37 In this work we study the influence of linear chirp on the dynamics as we scan different bandwidths, as well as the direction of the chirp. In the majority of the experimental a͒ Electronic mail: bongsoo@kaist.ac.kr studies the influence of the chirp is analyzed for an approximately fixed pulse bandwidth. That is, the experiments start with a single TLP which is subsequently stretched to larger time widths implying changes in the chirp rate. The changes in the chirp are therefore related with changes in the pulse time duration. In the process, the intensity of the pulse is usually reduced as well. However, the results of this paper rely on the analysis of the final population for approximately fixed pulse duration and intensity, so that changes in the chirp are solely related with changes in the pulse bandwidth. We will specify a possible experimental implementation that could reproduce our numerical results.
The analysis that we propose can be applied to different adiabatic passage schemes, implying one or n-photon offresonant chirped excitation. As a particular example, all the results in the paper are obtained by implementing the CAPTA scheme on a Na 2 model system. For positive chirp we show that the dynamics always prepare the molecule in the ground vibrational level of the excited potential. The yield for this selective excitation in CAPTA is remarkably robust under changes in pulse duration, bandwidth, chirp rate and intensity, and inherit the adiabatic properties of an effective Landau-Zener crossing. On the other hand, for negative chirp the final state is very sensitive to the specific pulse bandwidth, and to a lesser degree to the intensity, duration and shape of the pulse. The dynamics of the system follow a complex convoluted behavior, and the final state alternates between low vibrational levels of the excited electronic state and excited vibrational levels of the ground potential, which become increasingly more excited with increasing bandwidth. The final electronic populations follow a doubleperiod oscillatory behavior. In order to control the final state a careful control on the pulse bandwidth and probably closed-loop control techniques are required to enhance the yield for a particular outcome. 6 On the other hand, the sensitivity of the outcome of the dynamics opens the possibility of preparing the molecule in a broader set of states, including two-state coherent superpositions of vibrational levels of the ground and excited potentials. We will also show that by performing experiments scanning different pulse bandwidths it is possible to gain information concerning the vibrational energy level spacings of the electronic potentials.
The organization of the paper is the following: In Sec. II we show the results of population transfer as a function of the pulse bandwidth depending on the direction of the chirp, and we specify the experimental realization that could render such results. In Sec. III we propose a model to explain the physical origin of the long-period oscillations in the final populations. They reflect the double-ladder type dynamics of the system for every given pulse bandwidth and provide information concerning the molecular potentials. In Sec. IV we elaborate a simplified model to explain the physical origin of the short oscillation period. This reflects the fast Rabi flipping between electronic states induced by nonadiabatic effects. In Sec. V we show how to invert the data in the final populations ͑as measured by the fluorescence or the absorption͒ in order to obtain some relevant information of the system, namely the harmonic frequency of the excited potential. This corresponds to the minimum molecular information contained in the final populations as a function of pulse bandwidth. Finally Sec. VI are the conclusions.
II. CAPTA IN MOLECULAR SYSTEMS AS A FUNCTION OF CHIRP
Consider the following experiment consistent with the operational procedure of the CAPTA method: 37 We have two laser pulses, E 1 (t) and E 2 (t), either only one chirped or both chirped in the same direction ͑in which case the bandwidth required for the frequency sweep can be shared between both lasers, allowing if needed a larger chirp for a fixed time duration͒ and we choose the carrier frequencies so that their sum sweeps the transition to a chosen excited electronic state while at the same time both are largely detuned to any other dipole-allowed intermediate electronic state. As shown in Ref. 37 , if both lasers are applied at the same time ͑although the scheme does not require fine synchronization͒ for large intensities and fast chirp rates ͑so that the frequency sweeps almost all the vibrational energies of the ground potential͒, the whole electronic population is inverted to the ground vibrational level of the excited electronic potential in a very robust way. The final results are independent of the direction of the chirp ͑blue-to-red or red-to-blue͒ and of the detuning with respect to any intermediate potential.
Now we study what happens when we vary the chirp rate while fixing the time width of the pulse and the peak amplitude E, that is, as we vary the pulse bandwidth. The numerical results are obtained solving the time dependent Schrödinger equation in a grid representation, and using the rotating wave approximation ͑RWA͒ for three electronic states of the Na 2 molecule: X 1 ⌺ g ͑3s͒, A 1 ⌺ u ͑3p͒ and C 1 ⌺ g ͑4s͒, modeled by harmonic oscillator potentials. Details of the numerical procedure are found in Ref. 37 . We choose fully overlapping Gaussian shaped pulses with the following parameters: time duration or FWHM, ϭ9 ps ͑im-plying a time width ϭ3.8 ps͒, peak Rabi frequency ⍀ 0 ϭEϭ0.05 a.u. ͑where is the dipole moment, which we assume constant and equal for both electronic transitions͒, and detuning ⌬ϭ0.06 a.u. The detuning is defined as the difference between the frequency in resonance with the electronic transition between the minima of the X and A potentials, AX , and the frequency of the first laser at peak intensity, 1 (t 0 ). Although all the results shown in this paper correspond to choosing large positive detuning ͑and therefore 1 (t 0 )Ӷ AX , so that intermediate state resonances play no role͒ we have observed that the CAPTA dynamics in this regime is not very sensitive to the sign of the detuning. In practical implementations the red-detuning is normally the best option when using intense fields. Finally, we consider chirp rates in the very broad range ͑in absolute values͒ of 10 Ϫ9 to 10 Ϫ7 in atomic units of frequency divided by atomic units of time ͑a.u.͒.
For positive chirp the initial wave function is fully and selectively transferred at late times to the ground vibrational level of the target electronic state C 1 ⌺ g , (C,0), almost along all the interval of chirp sampled. However, the behavior is very different for negative chirp, as shown in Fig. 1 . In the figure we observe a complex oscillatory pattern in the final electronic populations as a function of chirp for the most part of the sampled region. For increasing chirp rates ͑in absolute value͒ the final state varies between increasingly higher excited vibrational levels in X and relatively lowly excited ͑generally the ground͒ vibrational levels in C. The final population on the electronic state A is always very close to zero. Only at very fast chirp rates ͑implying very large pulse bandwidths͒ the process excites the (C,0) state in a robust way.
To analyze the relation between the oscillations in the population and the final state selected, we calculate the final average energy in both the initial and target potentials,
͗E
(X) ͘, ͗E (C) ͘. Since we use harmonic oscillators to model the potential curves, the final ''average'' vibrational quantum number can be easily inferred as (͗E (␣) ͘Ϫ0.5
(␣) )/ (␣) , where (␣) are the harmonic frequencies of the potentials. In Fig. 2 we show the results for the interval of lower chirp rates, corresponding to relatively smaller pulse bandwidths. All the remaining results of this paper focus on this interval of experimentally realizable pulses. We can clearly observe two main features: First, the final population oscillates with respect to the chirp at two different periods; and second, the vibrational quantum number of the final state in the ground potential increases in steplike behavior at an approximately constant rate. The larger period of oscillation corresponds to jumps from (X,v) to (X,vϩ1) in the final population. This behavior is only clearly observed for some range of values in the chirp. For shorter chirp rates the fast oscillations tend to dump and we only observe the largest period; for larger chirp rates the steplike behavior in the energy of (X,v) smooths out leading to a linear increase. Then it is no longer easy to identify the long-oscillation period. On the other hand, the final state in C increases more slowly. For larger values of chirp it actually decreases and goes to the ground state. Let us consider now the possible experimental implementation that could test these results. We will assume that the chirp is applied to the pulse using conventional linear optics. A Gaussian TLP of intensity I 0 , time width 0 , and carrier frequency 0 , is linearly chirped by a prism, grating or other more sophisticated devices, such as a liquid crystal spatial light modulator ͑SLM͒, so that its spectrum is
where the bandwidth is given by ⌫ 0 ϭ1/ 0 and Ј is the linear spectral chirp ͑in square frequency units͒. Its Fourier transform provides the temporal shape of the pulse,
where the time width is related with the bandwidth via the spectral chirp, 2 ϭ 1
We are interested in the limit of large pulse stretching ( Ӷ 0 ), for which 28 Ϸ1/ЈϷ⌫ 0 /. The typical process of chirping conserves the pulse bandwidth. Since in our analysis the pulse duration is fixed, in order to sample the final states for different values of , we need different initial TLPs, which provide the different required values of ⌫ 0 . For ϭ3.8 ps and ͉͉ϳ4Ϫ10•10 Ϫ9 a.u., we obtain the required range of TLPs with time widths 0 ϳ17Ϫ42 fs.
In CAPTA, the molecule is excited by two pulses and the effect of the chirp is linear in the two-photon transition. Therefore, the chirp and the bandwidth can be shared between the pulses to reduce the experimental requirements:
. This allows us to double the time widths of the TLPs needed for every transition in the sampled interval. Probably an easier experimental implementation would start by the shortest TLP and then introduce masks in the SLM to reduce the bandwidths of the chirped pulses. For Gaussian-shape masks centered around 0 , M()ϭexp͓Ϫ(Ϫ 0 ) 2 /2⌫ M 2 ͔, the bandwidth spanned by the chirped pulses would be
In this procedure the chirp is varied by changing ⌫ via ⌫ M for every sampled value of .
In reality, the experimental conditions do not require very strong constraints. For instance, for sufficiently long pulses ͑e.g., in the picosecond regime͒ the final populations only depend on the bandwidth of the pulse, not on the durations. This will become clear when we present the models to explain the results in the following sections. Therefore, the stretching of the pulses does not require a very precise control.
39 By numerical simulations we have seen that the results are not very sensitive to nonlinear changes in the chirp. However, the intensity of the pulses requires further control. In the chirping process usually it is considered that the energy of the pulse is conserved, 28 so that IϷI 0 0 / ϷI 0 /⌫. As will be shown later, the periods of oscillation in the final populations change for strong changes in the intensity of the pulses. Therefore, the pulse intensity must be amplified as the TLPs are more stretched for different pulses, or as the mask covers a broader part of the spectrum of the single initial TLP. This is actually a common experimental procedure in chirping techniques of ultrafast lasers, since the initial TLP is usually too strong and can damage the prims or SML. For instance, in our example, in order to obtain chirped pulses of ⍀ 0 ϭ0.05 a.u., we would need TLPs with intensities of the order of 10 14 W/cm 2 . Therefore, the intensity must be decreased before chirping and amplified later on.
III. MODELING THE LONG-PERIOD POPULATION OSCILLATIONS
We have seen that the final electronic and vibrational population of the system driven by CAPTA depends on the sign of the chirp and, for negative chirp, on the chirp rate, or more accurately, on the pulse bandwidth. In order to understand these results, we provide below an intuitive argument that explains the behavior for positive ͑red-to-blue͒ chirp and partially for negative ͑blue-to-red͒ chirp. This is best done in a pictorial way, as sketched in Fig. 3 . In the figure we show a set of vibrational energy levels of the ground (X) and target electronic potential (C) and we follow from left to right the evolution of the initial vibrational population ͑the particle͒ as driven by the frequency changing two-photon transition ͑the vertical arrow͒. We assume that the chirp and effective Rabi frequency of the nonresonant two-photon transition are cleverly chosen so that the whole population is transferred between levels as the frequency sweeps the resonance, in agreement with a Landau-Zener model. If the chirp is positive and the frequency sweeps the transition (C,0)←(X,0), the whole population is transferred to (C,0), thereby locking successive excitation of higher vibrational levels in C. The population will remain in (C,0) because the two-photon stimulated emission is out of resonance. The overall dynamics is that of a single two-level crossing.
On the other hand, if the chirp is negative and the pulse frequencies start above some transition, for instance (C,2) ←(X,0), the two-photon stimulated emission will come into resonance at a later time, allowing the subsequent transition (X,1)←(C,2) and the following transitions shown in Fig. 3 . The negative chirp sweeps transitions of increasing vibrational energy in X ͑ladder up͒ and decreasing vibrational energy in C ͑ladder down͒. This is what we call doubleladder type dynamics. If the pulse bandwidth is large enough, the final population will dwell in a high level of the ground electronic state ͓(X,3) in Fig. 3͔ , since there will be no more states available to climb up via two-photon absorption. But then, as we perform a different experiment reducing the bandwidth, the final state will be (C,0), (X,2) and so on. Therefore, as we vary the chirp implying changes in the bandwidth, we can expect alternative population maxima at (X,v), with increasing v, and (C,vЈ), where vЈ will remain essentially constant with a value vЈ that will depend on the precise tuning of the two-photon absorption at peak laser amplitudes, 1 (t 0 )ϩ 2 (t 0 ). However, for extremely large bandwidths implying very fast chirp rates, we have observed that the final state is always (C,0), in contradiction with the above discussion ͓we should instead expect the selection of (X,v) with large v]. This fact, as well as the origin of the fast population oscillations, cannot be explained by the simple model presented. We elaborate on some qualitative arguments to explain them in the next section.
In order to obtain quantitative predictions to compare with the long-period oscillations of the numerical results, we model the dynamics as a set of sequential independent crossings ͑SIC͒. In a first approximation we assume that the Stark shifts induced by the strong laser pulses have the same value on all the vibrational levels involved. This is equivalent to ignoring the back action of the remaining levels of the molecule on the vibrational levels that are resonantly or almost resonantly coupled. This approximation allows us to use the vibrational energies of the molecular ͑bare͒ Hamiltonian to infer the final state selected by the chirp-induced successive crossings, as shown in Fig. 4 . The vibrational energies of the FIG. 3 . A diagram showing the final state selected for positive and negative chirp rates. Drawing the molecule as a ''particle'' at a certain energy level, which will jump when the photon imparts an energy in resonance with a transition, we show that for positive chirp the molecule can only jump once, to the state (C,0). For negative chirp, however, multiple jumps from increasingly higher vibrational states in X to decreasingly lower vibrational states in C are allowed, and the final result will depend on the value of the frequency at final times. This is what we called a double-ladder dynamics.
initial electronic state V 1 , and those of the target electronic state, V 3 Ϫប" 1 (t)ϩ 2 (t)…, become in and out of resonance as the laser frequencies, 1 (t) and 2 (t), change in time during the laser action ͑from left to right in Fig. 4͒ . Using a Landau-Zener model, the population will pass between two crossing energy levels provided that the square of the Rabi frequency of the effective two-photon transition ⍀ e (t), 40 which measures the intensity of the coupling, is much larger than the chirp rate . As we are working in the regime of strong laser fields and short chirp rates, this conditiontermed adiabatic condition-will always be satisfied, except perhaps at the beginning and end of the pulse. The population transfer follows the thick dashed-line path in Fig. 4 . We also consider the possibility that the first crossing is not completely adiabatic, that is, that some population remains in the initial state after it, which will follow the thin dashed-line path. For the particular choice of chirp and two photon frequencies at peak pulse amplitude shown in the figure, the initial state (X,0) is transferred to (C,1) at time t c1 , where it remains until time t c2 . Following Fig. 4 , it is easy to infer that the time of stay at (C,1) is approximately t(C,1) Ϸ 1,0 (X) /͉͉, where 1,0 (X) ϭ͓E(X,1)ϪE(X,0)͔/ប. At t c2 the population is transferred to (X,1), where it remains until t c3 . From the figure it is easy to infer that the time of stay at (X,1) is t(X,1)Ϸ 1,0 (C) /͉͉, where 1,0 (C) ϭ͓E(C,1) ϪE(C,0)͔/ប. Finally, at t c3 the population goes to (C,0).
In general, during the action of the pulse the population follows through n vibrational levels of the X potential and through n or nϪ1 levels of the C potential, depending on whether the final selected state is in X or C, respectively. The effective duration of the pulses ͑the time during which they can induce transitions with at least partial population transfer͒ depend on the duration (), shape and amplitude of the pulse (⍀ e ). We can define it as t eff ϭ, where ϭ(⍀ e ), and we can further partition t eff or its related frequency swept, ͉͉•t eff , as a sum over the times or frequencies associated with all the level crossings. For the case where we select at final times the state (X,v),
To simplify the analysis let us assume ͑like in our numerical calculations͒ that the potentials are harmonic, with harmonic frequencies ⌬ X and ⌬ C , so that
The number of crossings can be controlled by varying either or and ⍀ e ͑and thus t eff ). Now if we change the chirp rate and at the same time keep the pulse amplitude and duration fixed ͑so that t eff remains constant͒, the next maximum of population in X will be obtained for chirp Ј, when we select the (X,vϩ1) state after crossing vϩ1 levels in X and vϩ1 levels in C,
Thus, the chirp period between consecutive population maxima in X will be
where as before we have written t eff ϭ. The parameter depends on the Rabi frequency of the two-photon process, and therefore depends in a nontrivial way on the detuning and Rabi frequencies of both pulses (⍀ 0 ), so that it is left as a free parameter in the SIC model. The final population in the model does not follow a smooth curve, since we assume that the probability of transition between the levels is always one ͑except possibly in ambiguous cases͒. Thus, the final population looks like a train of square pulses of different widths. The constant period, ⌬ l , corresponds to the distance between the centers of the square pulses. In Fig. 2 we superimpose the results of the model for both the population and the final vibrational quanta, where is obtained by fitting the results of the simple model with those of the numerical simulation. We observe that the results agree reasonably well. Moreover, we observe that the centers of the square pulses in the model almost correspond to the largest maxima in the slow-oscillation periods. The previous simple model predicts that the oscillations in the final population depend on the vibrational energy level spacings of both the initial and final electronic potentials. The period of oscillation is exactly constant for harmonic molecules and approximately constant for anharmonic molecules, since every full period involves terms like 1,0
, or vϩ1,v ϩ 1,0 (C) , or terms with similar anharmonic contribution ͓see Eq. ͑4͔͒. For Morse potentials, for instance, writing the energy term as E n ϭប⌬ ␣ (nϩ1/2) Ϫប ␣ (nϩ1/2) 2 , with ␣ϭX,C, we can easily observe that the period of oscillation will linearly change with the chirp as a function of the difference between the anharmonicity of both potentials, (C) Ϫ (X) . If the anharmonicity of the excited potential is larger than that in the ground potential, which is the case more often encountered, then the period will increase with the chirp. In principle, these molecular parameters can be obtained by monitoring the electronic population of X alone, or of C alone, via light absorption or fluorescence. To obtain the parameters of the ground or electronic potentials independently of each other, we need to monitor both electronic populations, since the harmonic frequency and anharmonicity of a single potential will depend on the distance between adjacent maxima of population in different electronic states. As we have seen, the final state of the system can be easily controlled by changing the chirp or time duration of the pulses, which manipulate the adiabatic path that connects the initial state with the final state. However, the selectivity of the transfer is not always perfect because at the head and trail edges of the pulses there can be nonadiabatic crossings, branching the population passage in two paths that lead to different final states, as already shown in Fig. 4 . Also, for some specific values of the chirp, the two paths can coincide both at the beginning and at the end of the process inducing interference patterns. 17, 41 However, the branching or interference can only occur for values of the chirp near those that induce a change in the final state, and therefore they do not alter the period of oscillation nor hinder the molecular information contained therein. On the contrary, according to the SIC model it can be proved that for some particular electronic potentials ͑where ⌬ X ϭ⌬ C ) and choice of detuning ͓with 1 (t 0 )ϩ 2 (t 0 ) in resonance with the (C,0)←(X,0) transition͔ the long-period oscillations in the final populations can only be observed due to the branching and interference of population at the beginning and end of the process. Otherwise the CAPTA dynamics would select the ground vibrational level of the target potential for every pulse bandwidth, and there would be no structure in the absorption or fluorescence as a function of the chirp.
IV. THE SHORT PERIOD POPULATION OSCILLATIONS: REMARKS ABOUT THE STRONG FIELD DYNAMICS
The SIC model presented in the previous section explains the physical origin of the oscillations in the final population that at the same time involve a change in the final vibrational quantum number. Thus, they represent the longperiod oscillations in the results of Fig. 2 . However, this model does not predict the origin of the short oscillation period nor the robust selection of state (C,0) for large chirp rates.
The SIC model oversimplifies the situation. Since we are dealing with very intense pulses, in which ⍀ e is much larger than the energy separation between the vibrational levels that are sequentially coupled, the population is not constrained to follow the resonance path alone, and even this path is distorted by the Stark shifts. There is a transient energy ͑roughly given by ប⍀ e ) that is at the system disposal to explore the nearby paths. At the end of the process, when the pulses fade and this energy is given back, the final outcome will depend on possible phase interferences between the paths.
This result is not in conflict with the adiabatic passage at every crossing, because the time for population inversion in a Landau-Zener model, roughly t LZ ϳ2⍀ e /͉͉, 36, 42 is larger than the time between subsequent crossings in our model, t c ϭ⌬ ␣ /͉͉. For the peak Rabi frequencies that we are considering, the time of inversion is of the order of ͑or larger than͒ the effective duration of the pulse, although ⍀ e depends with the pulse amplitude and therefore decays to zero making t LZ рt c at the end of the pulse. The violation of the condition of independent crossings, assumed in the model, does not necessarily deter the overall population passage to subsequent levels, as shown in our present numerical calculations and in other two-photon Raman processes. 34, 35 It implies that only a fraction of the population has time to be transferred between following crossings. The population is temporally shared between the different levels in the path, as well as with other levels in other possible parallel paths.
Further insight on the origin of the short period oscillations and the selection of state (C,0) for large chirp rates can be gained in the energy representation. In Fig. 5 we show the time evolution of the vibrational populations for two cases with similar chirp rates, 1 ϭϪ7.7375•10 Ϫ9 a.u. and 1 ϭϪ7.625•10 Ϫ9 a.u., which provide a maximum final population in (C,1) or (X,5) corresponding to the nearest minimum and maximum of a short oscillation period. As can be seen, the dynamics is not a clear double ladder excitation ͑climbing in X and descending in C), because the population that is sequentially reaching the different levels is far from being fully transferred and remains in those levels during almost all the time evolution.
The second observation is that there is considerable transient excitation of the intermediate electronic state A. This agrees with the results expected for the chosen ͑negative We show the population histories ͑electronic and vibrational for some specific states͒ for two negative chirps in the strong-field slow chirp regime. The dynamics exhibit fast beatings in the electronic populations of X and C and a slower overall increase in the vibrational energy in X and decrease in the vibrational energy in C. This behavior reflects on the short-and long-oscillation periods of the final electronic populations as a function of the pulse bandwidth. In the figure we have chosen values of the chirp that correspond to the shortoscillation period.
chirp, red-shifted detuning͒ CAPTA scenario. 37, 44 The third and most important observation is that the population is beating between the vibrational levels in X and those in C, at a frequency of the order of ⍀ e . The beating is only apparent for low to moderate chirp values, when the pulses are initially tuned in resonance with vibrational levels in the excited electronic potential. We believe that this is a nonadiabatic effect induced by the strong-field coupling. Because we are dealing with intense pulses, at the beginning of the dynamics the population is split in two adiabatic states, one corresponding with the actual initial system in X, and the other corresponding with the vibrational state in the excited potential that is first crossed. During a certain time, depending on the effective Rabi frequency and the chirp rate, the levels of X and C can be considered in resonance, so that the dynamics will be dominated by Rabi oscillations. Depending of the area of the pulse, Aϳ⍀ e •t e , being an odd or even multiple of , the population oscillates between the level in X or the level in C. Assuming that the effective time during which the levels of C and X remain beating after crossing each other is given by t e ϳt LZ ϳ⍀ e /, then to fully select a particular level we need such that ⍀ e •t e ϳ⍀ e 2 /ϳm, where m is either an odd or even number, depending on whether the selected level is on X or C. The next population maximum in the same level would be obtained for Љ such that mЉϭmϩ2. Thus, the short-oscillation period will be given by
where we assumed that ЉϷ. It is observed by the numerical simulation that the short-oscillation period increases with and decreases with ⍀ e , but there are other factors coming into play, since the beating involves several levels almost in phase. For certain specific potentials (⌬ X Ϸ⌬ C ) we have observed that the beating is considerably attenuated. Since the difficulty in controlling the final state depends to a great extent on the short-period of oscillation induced by the very fast Rabi flipping, it would be most advantageous to reduce the effect of the Rabi oscillations. According to our assumptions, this could be possible, reducing the intensity and extending the duration of the pulses. Further numerical results and a more elaborate model is under study. 43 In short, we have seen that the dynamical Rabi oscillations are responsible for the fast oscillations of the final population as a function of the chirp in the energy representation. For fast chirp rates no Rabi oscillations are observed. In this regime the dynamics of the vibrational and electronic population transfer are best explained in terms of lightinduced potentials ͑LIPs͒. 37, 44 In the LIP representation it can be shown that selective and robust population inversion to the ground vibrational level of the excited potential is a consequence of the temporal and spatial adiabatic properties of the CAPTA scheme. 44 In Fig. 6 we show snapshots of the dynamics of the wave packet in the coordinate representation, moving under the action of the adiabatic potential curves. Details about the transformation from the diabatic to the LIP representation are found in Ref. 44 . For fast chirp rates the initial and final electronic states are connected via a single adiabatic potential, U 0 LIP (x,t), which transports the initial wave function to the equilibrium position in V C (x) at final times. However, for small chirp rates the initial wave function is subject to the crossing of two LIPs, U 0 LIP (x,t) and U Ϫ LIP (x,t), resulting in nonadiabatic couplings that distort the shape of the wave packet both at the beginning and end of the dynamics, which are ultimately responsible for the high sensitivity of the final populations with respect to the chirp.
V. OBTAINING PARAMETERS OF THE ELECTRONIC POTENTIALS FROM THE LONG-OSCILLATION PERIODS
For negative chirp, adiabatic passage with two photon absorption involves a double ladder dynamic pattern, as the population of the system crosses different levels of the ground (X) and excited (C) electronic states. Although the FIG. 6 . Dynamics of CAPTA in the coordinate representation. We show snapshots of the wave function under the action of the adiabatic potentials or LIPs, for two negative values of chirp. The upper plot corresponds to the fast chirp ͑very large bandwidth͒ regime, where CAPTA implies the robust and selective transfer of population to the ground vibrational state of the excited potential. The lower plot corresponds to a smaller chirp. In this case the initial wave function is subject to stronger nonadiabatic effects, leading to nonrobust population transfer either to the ground or excited potential.
final state selected depends on many parameters, the information about the relative energies of the different levels involved can be recovered performing different experiments, changing the bandwidth of the chirped pulses. According to Eq. ͑4͒ in Sec. III, the electronic populations of X and C exhibit ''slow'' oscillations whose period depends linearly on the sum of the vibrational frequencies of both potentials, ⌬ X ϩ⌬ C . The same theoretical analysis can be used to show that the distance between any maximum of population in C and the next maximum of population in X, depends on the vibrational frequency of the ground potential alone, ⌬ X , whereas the distance between any maximum of population in X and the next maximum of population in C depends only on ⌬ C . Moreover, in principle, it is possible to obtain information concerning the anharmonicity of the potentials. According to the results in Fig. 2 , however, it is difficult to reveal any clear population maxima in the region where, according to the slow-oscillation period, the population lies in the excited electronic state. We believe that this is mainly due to the effects of the short-oscillation period, which partially mask the slow-oscillation period. Therefore, we will only invert the minimum molecular information contained in the dynamics, which is included in Eq. ͑4͒.
For general purposes it is convenient to use scaled units. We define the dimensionless chirp 45 as ␣ϭ•/⌬ X , and we define ␤ϭ⌬ C /⌬ X . Then Eq. ͑4͒ is transformed into ⌬␣ϭ 1ϩ␤ . ͑9͒
Physically, ␣ represents the number of vibrational levels spanned by the chirp in the ground electronic state during the time duration of the laser ͑and gives an approximate number of the levels of either the ground or excited state intervening in the dynamics͒ while ␤ contains all the molecular information that can be obtained from the method in this simple implementation. We need to know in order to obtain ␤, but is difficult to estimate by any theoretical model or by other independent measurements.
In Fig. 7 we show the final electronic populations as a function of the chirp ͑implying different pulse bandwidths͒ for different laser peak amplitudes: ⍀ 0 ϭ0.025 and ⍀ 0 ϭ0.1 a.u. ͑the upper and lower plots, respectively͒. The calculations are performed in the same system (XAC) as before, and the remaining laser parameters are also the same. The chirp changes from ϭϪ4ϫ10 Ϫ9 to Ϫ10 Ϫ8 a.u., corresponding to values of ␣ from Ϫ2 to Ϫ5. Superimposed are the results of the model. The only difference for the results of the model in Fig. 2 and those in Fig. 7 is the value of the parameter . For larger , ⌬␣ will be smaller and the square-pulse-train pattern of the electronic population in X will shrink leading to higher excited vibrational levels in X for the same values of ͉␣͉. For the potentials chosen in the simulation, ␤ϭ0.585, so that we obtain ϭ2.18, 2.325, and 2.43 for the increasing values of ⍀ 0 ϭ0.025, 0.05, and 0.1 a.u. These values of are consistent with the results of the dynamics. As Fig. 5 shows for ⍀ 0 ϭ0.05 a.u., population jumps between the levels occur in a window of time larger than 2 times the pulse duration. It is expected that this window will increase ͑decrease͒ slightly as the laser amplitude increases ͑decreases͒ in the head and trail edges of the pulses, as the results of confirm. The effect of the amplitude on t eff is nonlinear.
In the ideal scenario in which the SIC model represents accurately the numerical results, it is possible to obtain two different slow-oscillation periods from maxima in the final populations in X and C, one regarding ⌬ X alone, the other regarding ⌬ C alone. Then, the measurement of both electronic populations provides sufficient information to determine the harmonic frequency ͑and all the vibrational energy level spacings͒ of one potential if the harmonic frequency ͑and all the vibrational energy level spacings͒ of the other potential is known. Although the numerical results obtained do not allow such a kind of analysis, we will show that it is still possible to obtain approximate values for the harmonic frequency of the excited ͑or ground͒ potential. We need to assume that depends on the field intensity, but not ͑at least in a very sensitive way͒ on the potentials. This will prove valid for electronic transitions implying potentials with not very different absolute (⌬) and relative vibrational frequencies (␤), as well as geometries. Then, we can ''calibrate'' the method by performing an experiment at the same intensity with known initial and final electronic states and thus estimate .
In Fig. 8 we use identical pulses with ⍀ 0 ϭ0.05 a.u. and we change the final electronic potential, so that ␤ϭ2/3 in the first case ͑upper plot͒, ␤ϭ0.5 in the second case ͑middle plot͒, and ␤ϭ0.585 in the third case ͑lower plot͒, with the final potential displaced 0.2 a.u. to larger bond distances with respect to the C state. The results of the model again fit reasonably well with the numerical calculations, although in some cases a maximum of population estimated from the SIC model is missing or almost missing in the numerical results. We obtain ϭ2.315, 2.31, and 2.34 for the first, sec- ond and third cases, respectively, confirming the weak dependence of on the potentials, at least for not very different geometries. Alternatively, assuming the previously obtained value of ϭ2.325 as a calibration parameter, we would have obtained for the first case ␤ϭ0.674, implying a 1% relative error; for the second case ␤ϭ0.51, implying a 2% relative error; and for the third case ␤ϭ0.575, implying a 1.7% relative error.
Results of comparable accuracy are obtained with other potentials, as long as ␤ is not too small (␤տ0.3) or too large. Note also that the model does not discern the role of the ground and excited potential in ␤, so that the same results are obtained, interchanging them. 45, 46 However, when ⌬ C Ͼ⌬ X , we observe that the dynamical double ladder process will likely end in higher excited states of the ground potential even for moderate values of the frequency swept, as can be inferred from a graphical representation similar to Fig. 4 . Therefore, there will be only one or very few observable oscillations in the electronic populations, unless the two photon transition at peak amplitude ͓ 1 (t 0 )ϩ 2 (t 0 )͔ is largely detuned to the blue with respect to the (C,0) ←(X,0) transition.
VI. FINAL REMARKS
In this paper we have analyzed novel features of chirped induced dynamics in electronic excitations. In particular, we have studied the dynamics and global properties of twophoton nonresonant electronic excitation via the CAPTA scheme, as a function of bandwidth, for different intense chirped pulses. We have proposed the experimental conditions required to reproduce the results. In principle, the main results of our study can be applied to other dynamical processes of electronic excitation by a single chirped pulse between the ground and an excited state, or by n-photon nonresonant excitation, since the intermediate potentials do not play a dynamical role.
The CAPTA method indeed presents remarkable properties. For positive chirp, the vibrational ground state of the target excited electronic potential is always selected for different regimes in the pulse intensity and duration ͑roughly conserving the pulse area, E•) and also for different values in the chirp.
On the other hand, for negative chirp the final state is very sensitive to the pulse bandwidth. The dynamics of the population on the different levels follow a very interesting double-ladder pattern, with increasing vibrational excitation in the ground potential and decreasing vibrational excitation in the excited potential, and possible interference effects between different paths. Superimposed to this trend, which can be modeled by a sequence of independent Landau-Zener type crossings, are fast oscillations due to nonadiabatic effects. We have concentrated on specific pulse shapes and linear chirping. Although the specific outcomes of the dynamics depend on the particular shape and chirp chosen for the pulses, the same global oscillatory patterns as a function of the bandwidth are obtained in the final populations. Therefore, the same conclusions and analysis of the paper apply for more general cases.
There are still some features not completely understood. We believe that this dynamic behavior is worth studying for possible future applications. In particular, although the sensitivity of the final outcome of the dynamics greatly increases the demands for controlling the different pulse variables ͑and particularly the bandwidth͒, it also opens the possibility of preparing the molecules in broader sets of states, including two-state coherent superpositions of vibrational levels of the ground and excited electronic potentials.
In this paper we have concentrated on the global aspects of the method as a function of the bandwidth, and hence, for fixed time durations, as a function of the chirp. The two main features of the dynamics, fast Rabi oscillations ͑influenced by the laser amplitude͒ and the ͑slower͒ overall doubleladder excitation ͑influenced by the energy-levels structure͒ are mapped in the behavior of the final electronic populations as a function of chirp, which exhibit two-period ͑short and long͒ oscillations. Following a simple sequential independent crossings model, the long-oscillation period allows us to retrieve the molecular information concerning the energy separation between adjacent vibrational levels both in the ground and excited potentials, with one free parameter that depends on the effective Rabi frequency and which is difficult to quantify from independent calculations. The short-oscillation period stems from strong-field and nonadiabatic effects, and tends to mask the expected results, therefore degrading the quality of the information that can be obtained. For the dynamics of the system that we have explored in this paper, the predictions based on the SIC model did not agree with the numerical results to a precision that allowed us to obtain independently the harmonic frequencies of both potentials. Then, in order to invert the molecular information the method must be calibrated first applying it to known potentials. We have shown that this is possible assuming harmonic potentials that model the Na 2 molecule.
Finally, an important open question refers to a quantitative evaluation of the fast-oscillations and the possibility of attenuating or enhancing its effects on the dynamics. Work along this line is on progress. 
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