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ABSTRACT 
 Automated object detection and crowd density estimation are popular and important topics in visual surveillance 
research area. The last decades witnessed many significant publications in this field and it has been and still is a 
challenging problem for automatic visual surveillance. The ever increase in research of the field of crowd dynamics 
and crowd motion necessitates a detailed and updated survey of different techniques and trends in this field. This 
paper presents a survey on crowd detection and crowd density estimation from moving platform and surveys the 
different methods employed for this purpose. This review category and delineates several detections and counting 
estimation methods that have been applied for the examination of scenes from static and moving platforms. 
Keywords: 
Crowd; Counting; Holistic and Local Motion Features; Estimation; Visual Surveillance; Moving Platform. 
 
1.    INTRODUCTION 
Fill An ever-increasing population issue is coupled with the occurrence of crowds and situations of overcrowding. 
The main motivation behind this research effort has been driven by an increased attention by computer vision 
research community towards crowd control and management. This has become a crucial issue especially due to ever 
growing world’s population, and this increase directly relates to concerns regarding the security and safety of the 
larger population  [29]. This motivation is tied also with the excess available surveillance data which is assigned to 
the limited amount of manpower available to process it.  
In several real-world problems, the issue of identifying the number of objects, specifically people, in images and 
videos arises for different reasons including crowd creation alarm, crowd management, emergency evacuation of the 
crowd, design, and analysis of buildings and spaces for crowd management for safety and security. In certain 
scenarios, obtaining the people location and/or count is of direct importance, such as in public rallies, marathons, 
public parks, or transportation hubs. Manually identifying creation and movement of the crowd round the clock, or 
manually counting of individuals in very dense crowds is an extremely laborious task hence, several automation 
methods based on computer vision techniques have been proposed. Table 1 shows some of the deadly death rates in 
huge gatherings and highlights the significance of methods to prevent such cases in future. 
A review on crowd detection and counting using a static and dynamic 
platform 
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This survey is intended to highlight the computer vision research on crowd detection for giving parallel insight to 
limitations of current research and how the recent work can be expanded to a more robust method of crowd detection 
from a moving platform. This work presents a survey of crowd analysis techniques based on computer vision while 
pointing out some open problems that could be further investigated and future directions. It should be noted that 
survey papers on crowd analysis have been proposed previously, such as, such as [40], [44] and [49].  However, 
Zhan et al.[40] focused on the pedestrian crowd in cluttered environments, while Junior et al. [44] covered survey on 
crowd behavior understanding and Saleh et al. [49] covered crowd detection and counting techniques that are applied 
to the sparse crowd only. However, none of the work surveyed literate on techniques and problems for crowd count 
and detection from moving platform. This gap is covered in this survey. Figure 1 illustrates the general framework 
for crowd detection techniques where the platform is a moving camera. 
This work is organized as follows: Section 3 describes systems of Crowd density estimation and counting in 
different scenarios: Static camera based detections are briefly discussed in sub-section 3.1, Crowd video where the 
crowd is in motion is discussed in 3.2. Crowd detection strategies in the literature which are based on moving 
platform videos are discussed in sub-section 3.3. Section 4 shows Benchmark Datasets that are used in crowd density 
estimation and counting. Section 5 provides a general problem and future possibilities in Crowd density estimation 
research. Finally, the conclusion is presented in Section 6.  
2. CROWD DYNAMICS 
Crowd dynamics is a study of crowds; how and where they originate from, their behaviors, different motion states 
and from a more local perspective, how individuals in the crowd interact with each other, self-organize, and influence 
the overall crowd status [59, 60]. The taxonomy of crowd dynamics and platform dynamics has been illustrated in 
Figure 2. 
Crowd dynamics is a non-trivial area of research. Crowds have been studies based on different observations which 
range from organized to unorganized, equilibrium to semi-steady state and static to violent.  Hence crowd dynamics 
deals with many aspects of human nature. Motion state of the crowd, their inter and intra-spatial distance, and their 
size are some of the critical parameters which define the type of a crowd [62]. Crowd with varying spatial distance 
might show a region of interest, while motion pattern and speed might show emergency. If the crowd is assumed as a 
collection of entities, their interactions under different situations result in a change in their pattern of motion, spread, 
speed and other such factors. The individual entities can be influenced by the collective effect of other entities which 
will result in a collective behavior. A human crowd of sufficiently high-density exhibit features of collective 
behavior, such as lane formations [64], the emergence of clues or trails or bottlenecks near entrance or exits of a 
building [65]. To exemplify the complexity of crowd dynamics, an example of train formation is an example of 
   Table 1: Example of some recent crowd disasters 
Year  Place Event  Casualties 
2015 [1] Saudi Arabia Muslim Pilgrimage 1453 
2015 [13] Egypt Egyptian Premier League 74 
2013[24] India Hindu Festival 115 
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Figure 1.  Crowd detection using moving platform, a framework 
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motion patterns. Trails do not follow a strict straight line nor is it predesigned. Instead, it is a result of an 
optimization process of pedestrian flow for better efficiency, in which a number of individuals over time have 
contributed to the formation of the trail.  
The standard on what measures the density of the crowd to be low, medium, high, very high, is yet to be 
established. The earliest of works suggested the five density levels in [67, 68].  Some other works suggested 
measuring the density per meter squared in an image [34]. However, of course in such case camera view, perspective 
distortion and occlusion pose challenges.  A camera view of pedestrians, for instance, might classify a certain number 
of humans as the dense crowd. However, an aerial view, on the other hand, might not classify it as a dense crowd at 
all. Such confusions highlight the need for standardizing crowd dynamics for the different applications. 
Understanding crowd dynamics is essential to manage the crowd. Some people are stationary in moving crowd, 
while among the static crowd there might be moving individuals, in a group or groups. Based on motion types of the 
crowd, crowded scenes can be divided into two categories [2]: structured and unstructured. The crowd which moves 
in a common direction while keeping motion coherence and main crowd behavior and motion direction does not vary 
frequently over time or space for a structured crowd. The crowd which is chaotic or contains varying, unpredictable 
crowd motion. Individuals move in different directions over time, and space while encompassing multiple crowd 
behaviors in the unstructured crowd [70]. In the field of visual image and video processing, the crowd dynamics has 
been studied in various ways to estimate better crowd count and behavior estimation. How these dynamics have a 
potential to be exploited is discussed in detail in the following sections. 
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Figure 2.  Taxonomy of Crowd Detection in research classification 
3.   DETECTION AND COUNTING METHODS FOR CROWDS 
In this section, we analyze which features of a crowd’s motion are used to detect and count crowds in various 
scenarios, such as static crowd and moving crowd. Also, in the case of camera motion, we review the recent literature 
which covers methods used and present technological limitations and challenges for crowd detection and counting in 
such scenarios. 
3.1 Crowd Detection using Static Platform 
Several studies on crowd detection methods have been surveyed in detail over the years [40, 44, 49]. Since this area 
has recently been surveyed, this paper will not cover crowd detection methods from the static platform. For a more 
recent survey on crowd detection and counting methods, the reader is redirected to [49]  
The crowd can be in motion as well as quasi-static or static, at the same time. Most of the crowd detection methods 
assume a single state of motion when dealing with a crowd [73]. While this is not the case always. Some people are 
stationary in moving crowd, while among the static crowd there might be moving individuals, in a group or groups, 
as mentioned earlier. The analysis of moving crowd is done at global and local levels in the literature, where motion 
is the basis for crowd analysis. The analysis is done for several purposes: motion detection, event detection, behavior 
understanding, counting or segmentation of crowd. The global and local level of moving crowd’s analysis can be 
termed as macroscopic and microscopic levels, respectively. At the macroscopic level, analysis targets the global 
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motions of a huge number of people, hence mapping-level detections and count estimations are used, also known as, 
regression-based estimation. Whereas for microscopic crowd analysis, direct detection based approach is used for 
detection and count estimation. 
In the next sub-section, we will be exploring motion-based features for crowd detection at the local and global 
level, while also highlighting the ways of estimating the crowd count using the motion information. 
3.1.1Microscopic Level Detections:  
Local level information is essential to understand the origins of multiple crowd behaviors. At the microscopic level, 
the interaction of the crowd’s elementary individuals can be studied and used to analyze the resulting crowd 
behavior.  
MOTION MEASUREMENTS: Pixel-level features help to extract Microscopic level significant information in a 
scene. Densely extracted Flow-Based Features are one example of local spatiotemporal level features extracted from 
crowd motion based on local information from 2D patches or 3D cubes. Motion features derived from consecutive 
video frames is a type of pixel-level feature, known as Optical Flow  [74]. The formula for optical flow on image I 
am given as 
                           
which is approximated with Taylor series and derivating with dt results in describing optical flow in spatial image 
gradient form. It can be seen in the following equations 
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where u and v vectors represent a change in horizontal and vertical speeds, respectively. 
The motion within each local area may be non-uniform and generated by any number of moving objects. Optical 
Flow works well for slow moving objects. Robust Local Optical Flow (RLOF) performs even better for sparse local 
information [3]. 
Several optical-flow like features analysis methods avoid tracking from the macroscopic level [6, 17, 32, 75, 76]. 
Such methods have found applications in addressing complex crowd flows in the scenes. Particle flow is one method 
for such analysis, such for motion segmentation [6]. It provides trajectories which relate a particles’ position at its 
initial stage to its later stage. Optical flow is robust to camera and object motions [17, 45, 77-79]. R. Mehran [32] 
introduced the notion of streamline to get a more accurate motion field for crowd video scene analysis, referred to as 
streak flow. Streaklines encapsulates motion information of the flow for a period. Some extremely crowded scenes 
are less structural.  
Motion and Keypoints: Optical flow method has been combined with several key point features for better moving 
object detection, such as Haris corner in [41, 47] . FAST key points used in [9], and SURF features used in [27], the 
results are shown in Figure 4, or tracks extracted by Kanade-Lucas-Tomasi (KLT) [80], to name a few. 
 
 
 
Figure 3.  method used by [3] which tracks objects for a longer time and also maintains more tracks than the method in (b) by [21]. 
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Motion and Counting at Microscopic Level: At a local level, several methods have been proposed which use different 
measurements for counting. Local level counting is achieved using direct methods [81-83]. Also, linear relationship 
between detected blob size and group count has been used for motion-based counting [81, 84]. Kilambi, Ribnick [82] 
used detection based counting, where elliptical shape model was used for people counting.  In [85], a detection based 
method is used, where a 3D model of the human body is mapped to the detected foreground regions using a Markov 
Chain Monte Carlo (MCMC) approach. MCMC performs a global optimization of the posterior probability across 
multiple frames (in order to exploit temporal coherence). Figure 3 shows counting methods using Keypoints and 
motion features. 
The number of matched detections is the count of people. Hajer Fradi [3] used the relationship of higher density of 
trajectories with a higher crowd density. Additionally, some studies propose that number of clusters are proportional 
to the number of people. Donatello Conte [22] used motion vector clusters to estimate count using regression-based 
methods. This method of G. J. Brostow [86] seems to perform well, even with high crowd densities, However, the 
method can have problems in low-density conditions, where the motion of arms and legs is clearly visible, because of 
its rigid motion assumption  
3.1.2 Macroscopic Level Detections 
Global level information is essential to understand the overall crowd motion trend and crowd behaviors. At the 
macroscopic level, the holistic properties of the scene are modeled. Assuming that high-density crowd behaves like a 
dynamic system, many dynamical crowd models have been proposed, [6, 32, 87, 88], which is based on the concepts 
of motion field and dynamic potential borrowed from fluid dynamics community [89]. Fluid dynamics finds its way 
    
Table 2: Some of the microscopic flow based features advantages and limitations 
Feature Advantage Limitation 
Particle Flow Can track for longer using initial and current 
position, 
Time Averaged OF. 
Time delay is significant 
Spatial changes are ignored 
Streak Flow Captures instant changes in the flow than particle 
flow, 
Better crowd motions results in dynamically changing flow. 
Optical Flow Robust to Camera, Object Motion At a microscopic level, for a dense crowd, can be incompetent 
Motion 
Histogram 
Only advanced MH methods are more suitable, such 
as 
• Multi-Scale Histogram of Optical Flow (MHOF), 
o motion and spatial information 
• Orientation Distribution Function (ODF) 
o Computationally effective 
 
Computationally expensive, 
Motion alignment problems with limited quantized directions 
 
 
Figure 4.  (a) The results of trajectory clustering and independent detection motion for counting people on USC dataset. (a) Method proposed by G. J. 
Brostow [5]. (b) Method proposed by Rabaud and Belongie(2006). (c) Method proposed by Donatello Conte [22] (d) Method proposed by R. Liang [27] 
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in crowd motion analysis as people do not always follow the laws of physics; they have a personal choice for motion 
direction and do not bound to laws of conservation of momentum hence stopping and starting at will [59]. In highly 
crowded surveillance scenes, sometimes it's better to be observed at the macroscopic level. Moving objects in the 
sensor range appear small or even unresolved and very few features can be detected and extracted from an individual 
object. Hence, getting the larger picture of crowd motion by analyzing their behavior and anomaly detection can be 
more advantageous. 
Commonly Used Features For Macroscopic Motion Analysis: Trajectories and tracklets are the most commonly used 
features to analyze crowd motion and activities at a global level [90]. As crowd motion is normally regular and 
continuous across the frames in a normal scene, these holistic level features can help in analyzing the crowd 
movement at large. Using trajectories of people and objects, different levels of information can be extracted, such as 
direction, acceleration, relative distance between objects, or motion energy .  Tracklet is a fragment of a trajectory 
obtained by the tracker within a short period. These features, trajectory or tracklet, compute the individual object’s 
tracks, as the basic features for motion representation. In [87], tracking is used to analyse crowd while participants of 
the are assumed to follow a similar motion pattern. The floor fields proposed in this work impose a constraints on 
pedestrian motion direction, which results in only one single direction at each spatial position in the video. M. 
Rodriguez [2] extended the approach in [87] to unstructured environments where the assumption of fixed direction 
motion does not hold. The results of their work are shown in Figure 5. Thereby, their method can handle different 
crowd behaviors originating from overlapping motion patterns, however the direction is quantized in 10 directions.  
Motion Based Features for Counting at Macroscopic Level: At a global level, several methods have been proposed 
which use different measurements for counting. Indirect counting methods use measures such as amount of blob size 
[91], moving pixels [92], fractal dimension [93], texture features [94] or key points [95]. In [95], corner points are 
   Table 3: : Global level motion analysis features, their applications and limitations 
Feature Advantage Application Limitation 
Trajectory Simplistic model to find object 
motion in a scene 
To find relative distance between 
objects, acceleration, or motion 
energy. For longer intervals 
Poor performance in accurate object detection and finding 
complete trajectories [8] as crowd density and scene 
clutter increase.  
Tracklet More conservative and less likely 
to drift than long trajectories. 
 
learning semantic regions and 
clustering trajectories [10-12] and 
connected into complete trajectories 
for tracking [14-16], 
Better for Local Level motion analysis  
Terminate when ambiguities caused by occlusions or 
scene clutters arise 
Optical 
Flow 
Robust to Camera, Object Motion Several Spatial and Temporal properties of the flow cannot be 
captured 
 
   Table 4: Brief summary of motion pattern analysis techniques 
 
References and Dataset Motion Features Static Feature Scene 
Density 
level 
Motion Analysis Method 
 Shah [6], M. Hu [17] UCF  Particle Flow  - S  H Flow Field Model Segmentation 
 
[3]UMN 
Robust Local Optical 
Flow 
FAST corner 
points 
U M 
GMM segmentation 
 R. Mehran [32] UCF  Streak Flow  - S  H, Flow Field Model Segmentation 
 Wong [35],Liu [38] 
 UCF / UCSD  
Optical Flow  SIFT,  
KLT 
S  H/M/L 
Flow Field Model Segmentation 
  Radke [42] 
Cheriyadat 
Optical Flow  Harris 
 S  L 
Similarity Based Clustering 
 
Y. Yang [45],I. Saleemi [51], 
L. Song [53] MIT Traffic  
Optical Flow  -, 
-. 
- 
S  L 
Probability Model Clustering 
 B. Zhou [55] UCF / Zhou  Tracklet KLT S / U H/M Similarity Clustering 
 C. Wang [12] UCF  Tracklet  - S / U H/M Similarity Clustering 
 B. Zhou [8]CUHK  Tracklet KLT S / U M Probability Model Clustering 
 P.-M. Jodoin [58] MIT Traffic / 
UCF / Jodoin  
Motion Histogram  - 
S / U  H/M/L 
Similarity Based Clustering 
 W. Fu [61] UCF / QMUL  Motion Histogram - S / U H/M/L Probability Model Based Clustering 
 *H= High, M= Medium, L= Low         *S=Structured    U=Unstructured 
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found using a variant of the popular Harris corner detector [96], after which background corner points are divided 
from foreground corner points. Background and foreground are distinguished using an estimate of the motion vector 
based on block matching between adjacent frames: points below a threshold motion speed are not considered as 
interest points. As a final point, the number of people is estimated from the number of moving corner points 
assuming a direct proportionality relation. Keypoint based methods pose problems such as instability of the corner 
detector, the presence of occlusions, or perspective error. In case the counting methods fail due to broken trajectory 
problem, the Super Track method can be used which has been proposed by [17]  to solve this issue. 
 
 
3.1.3 Combining Microscopic and Macroscopic Detections: 
Results from both levels, microscopic and macroscopic, could be jointly used. Table 4 shows the motion and static 
features used commonly. For instance, [2, 97, 148,149] employ the information of scene features, as illustrated in 
Table 5, and global level motion to improve tracking individuals in a crowd scene, while the microscopic information 
of individual movements can be used as basic unit in the holistic scene analysis, as shown in Figure 6. Marco 
Manfredi [98] dealt with the challenge of the multi-motion state of the crowd in a scene. Two camera based systems 
were used to address the problem; master (larger motion view), slave (local motion information from ROI).  
 
 
Figure 6.  The most recent method for crowd counting using motion features proposed by [9]. This figure shows the detailed overview of the proposed solution. 
Count is estimated with foreground and FAST keypoints. 
 
   Table 5: Suitable features based on scene characteristics 
Scene Characteristics Features 
Outdoor 
Scenes, 
Captured often with wide field of 
view Low resolution for each target 
Aim: to analyze the holistic crowd motion trends. 
The optical flow alike features are suitable. 
Can be combined with flow-based models. (FBM has priority in structured 
crowded scene analysis). 
Indoor 
Scenes, 
The resolution of a single target is 
high enough. The crowd density 
may not be so high. 
Aim: to analyze the local (or global or both) motion trends. 
The object trajectories or tracklet-based features are more suitable. 
For analyzing activities or semantic regions, can be combined with agent-
based models. 
More suitable for unstructured crowded scenes. 
Both 
When the field of view is not wide. 
crowd density is high with severe 
occlusion 
Aim: to analyze dense crowd in limited field of view 
Various local spatio-temporal features could be considered 
Optical flow alike features or tracklets not suitable 
 
 
Figure 5.  Examples of detection and tracking results for different crowded scenes and true positives are shown in green. . M. Rodriguez [2] 
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In heavily crowded scene: congestion level, the degree of occlusion, the size of field view of the camera, and the 
resolution information of a single target in the scene, the most suitable features based on the scenario is listed in the 
table below: 
3.2 Crowd Detection from Moving Platform 
The crowd can be captured using a still camera image, video or moving video. Assumptions made for video captured 
from stationary camera do not hold for a video captured from mobile devices, such as mobile phones or camera 
mounted on moving car, UAVs, or UGVs, as they raise several new challenges. An event captured from a moving 
camera notices several types of motions other than motion of objects in the scene [99, 100, 150-152]; the motion of 
the camera or changing scene geometry, or motion of platform carrying the mobile device. Moreover, each motion 
induces a different effect based on factors such as camera distance from captured event, the velocity of the capturing 
camera, and objects’ velocity in a scene. This also results in a changing scale of the crowd. If an object under 
analysis is close to the camera, such as a vehicle shown in Figure 7, the motion can be captured locally in the frame. 
However, where human motion is concerned, due to the geometric constraints, for instance, the smaller region 
covered per frame, as shown in Figure 9, human motion detection from a moving camera can be more challenging. 
 
 
Pedestrian detection, from upfront camera view, as shown in Figure 8, wins an advantage of the geometrical view. 
The pedestrian size is large enough for motion analysis. However, when the pedestrian is far from the camera, motion 
features are not very distinguishing. Hence, some weak results can be seen in Figure 8. 
 
As motion compensation lets camera motion effect to be reduced, it has often been used in application of moving 
camera where scene is planar or quasi planar, as shown in Figure 7. RANSAC is used to compute best estimate of 
motion trajectory subspace. Markov Random Fields have been applied in several works [101-103, 153,154] for better 
motion region detection in a scene captured from moving platform. In this section we discuss the motivation for 
crowd detection from moving platform and the research trends in this field. Table 6 illustrates some of the recent 
research for crowd detection from moving platform.  
Pedestrian detection from a moving vehicle, which provides person view from an upfront angle, has been active 
since more than a decade [104-106]. However, work on crowd detection from an aerial view is more recent and is 
still evolving. Hence, to the best of our ability, we cover object detection from an aerial view and analysis methods 
that can be useful for dense crowd detection from an aerial platform.  
 
Figure 8.  Experimental results obtained on 3 test sequences. Note the level of interaction between pedestrians (frequently overlapping bounding boxes). The 
images also show some typical false positives in red (trees, children’s stroller, signs, mannequin).[25] 
 
Figure 9.  Experimental Detecting results of Bayesian decision method (a), which detects human accurately as the moving object in (c) .The threshold results 
show a reduced background noise (a) as compared to the methods which use geometric view constraints (b). [30] 
 
 
 
Figure 7.  Region Division for Estimating Motion Vectors [23] 
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3.2.1Camera Mounted on Ground Based Vehicle 
Research in this area, such as [157,158] targeted pedestrian detection from moving vehicle. Early method’s common 
approach was two-step: combine stereo vision first, then apply some classification or result validation. Jalalian and 
Fathy [23] suggested that as the background is changing, frame differencing alone will not correctly detect the 
moving objects so they proposed Representative Motion Vectors. The representative motion vector of a region is the 
most repeated motion vector in that region. It can be visualized as HOG, only that it’s a histogram of Motion 
Directions, extracted for each region in an image divided into four parts, as shown in Figure 7 earlier. 
Some of the recent experimental results in this regard are shown in Figure 8 and Figure 9. It is noticeable that 
background and occlusion are some of the main challenges in such field of view. To find of pedestrians, in line with 
the hypothesis that the pedestrian size is proportional to camera distance, they use features such as size and 
parameters of the objects to use with skeleton, edges and signature as used in other related works [36, 54, 107, 108] 
of each region, for detecting of human parts, such as legs, for instance [159,160]. For tracking detected pedestrians, 
[41] used Kalman filter which defines the pedestrian region as a center of gravity of a moving object in a minimum 
bounding box. In a more recent work, a different background, foreground segmentation method was proposed, after 
motion compensation, done using Bayesian Decision Method and Belief Propagation method, which used motion 
feature vector.to segment people [30]. These methods successfully employ epipolar geometrical constraints for 
people detection, using information such as the angular difference between epipolar lines [72]. Epipolar geometry is 
used to find the relation of the points in two corresponding camera’s view, Epipolar geometry is independent of the 
size, color, or shape of the object of interest. Another work by used epipolar geometry, [109] and proposed an 
extension to it, achieving better results. However, their assumption of individual pedestrian’s absolute segmentation 
made the system prone to poor results for a more complicated scenario where occlusion or clutter was high. 
3.2.2 Object Detection from a Moving Aerial View 
The previously mentioned systems focus on pedestrian detection and not crowd detection which is usually captured 
from a far distance and uses motion detection in scenes captured by a camera onboard an aerial vehicle. In scenes 
captured from an aerial vehicle, a system faces several challenges, as an example is illustrated in Figure 10.  
   Table 6: Some of recent research on crowd detection from moving platform 
Author View Object Detection Benchmark Dataset 
Reisman, Mano [18] Ground-based Crowd Reisman, Mano [18] 
Ghosh [36] Ground-based People UCF Sports Active 
Hu, Chen [41], [47] Ground-based Pedestrian, Vehicle Hu, Chen [41] 
Wan Yanli [54] Ground-based, PTZ Person Wan Yanli [54] 
Ess, Leibe [25] Ground-based Pedestrian Ess, Leibe [25] 
Lin [63] Ground-based Person, Vehicle Lin [63] 
DeGol and Nam [7] Aerial People VIRAT aerial data set 
Perko, Schnabel [66] Aerial Crowd Perko, Schnabel [66], [68] 
Jong Taek, Chia-Chih [69] Aerial Person, Vehicle Jong Taek, Chia-Chih [69] 
[71] Aerial, Ground-based Car, Human ViBe, PETS, [71] 
[72] Aerial, Ground-based Car, Human [72] 
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Traditional methods for motion detection from video captured by a moving camera include background subtraction 
with the help of color and motion features [110-112]. Other works, such as [47] use keypoint features to across the 
frames to segment foreground and background. However, the center of a PTZ (Pan-Tilt-Zoom) camera (or a camera 
on a defined rotation axis at a platform) is still fixed, unlike that of a moving camera, which has more dynamic, 
uncontrolled motion. Therefore, background subtraction fails for crowd detection in scenes captured by a moving 
camera. 
 The camera attached to the aerial vehicle, such as robots, undergoes vibration, and instability, or violent motion. 
This results in frame blurring and motion measures can become too large or insignificant; the fast motion of camera 
may result in poor distinction among slower moving objects and people in the scene. These challenges are further 
complicated due to the distance between the camera and captured the scene as the distance is large, as well as varying 
over time. The distance between the camera and scene makes the geometry negligible [104, 113]. As the distance 
between the camera and scene makes the geometry unreliable, it limits the use of methods based on epipolar 
solutions [41, 104, 107, 113]. However, in some studies, geometry, shape, and camera constraints prove useful to 
cater for parallax error due to the presence of a perspective angle introduced in the video due to an aerial view of the 
scene [72, 107, 114, 115].  
As homography is used to compensate for camera motion where scene contains parallax. For cases where the 
camera may rotate or translate, registration of frames is used which removes the effect of zoom, calibration or 
rotation [116, 117]. For motion compensation, Qian and Medioni [118] used Affine based motion compensation 
(estimated with RANSAC), while Hu, Chen [47] proposed Ego-motion compensation to obtain more reliable results 
from the image difference scheme. Qian and Medioni [118]  analyzed the scene using geometric constraints 
(projecting motion in a 4D space), motion flow extraction (using optical flow) and finding flow association. They 
used Tensor-based voting for analyzing motion’s geometric property followed by the flood-fill algorithm for 
segmentation. Wan Yanli [54], however, suggested that since the camera motion is independent of the object’s, 
motion compensation using affine transform only, for both background and foreground, will not be suitable. So, the 
pixels used to estimate the affine parameters should only contain the background pixels and they reposed using a 
two-layer iteration based method as shown in Figure 11.  
 
Camera motion compensation based on two-layer iteration was proposed by [54] and is shown in Figure 11. The 
outer layer iteration is used to update the foreground background feature points using the current affine parameters 
for detecting the motion regions. Features used are FAST corner-points and edges. The RANSAC process is used to 
estimate the affine parameters on iteration based on the updated background features. 
 
Figure 11.  An example of camera motion compensation is illustrated here [118] 
  
 
Figure 10.  Common challenges in scene analysis from aerial view. The camera motion is shown in blue in (a), undergoing jitter and undesirable dynamic 
motions. Distinguishing slow object motion, depicted in red and green, is difficult from the irregular camera motion. This random camera motion, (b), 
induces motion blur and double image effects [7] 
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As fast motion of camera may result in poor distinction among slower moving objects and people in the scene 
[110].  Perko, Schnabel [66] proposed to use OF gathered from frames with a temporal distance of 10 frames with the 
purpose of averaging the flow and smoothing the features. Georgiadis, Ayvaci [119]  proposed a solution to this 
problem by using dominant motion patterns and detecting regions that violate the normal motion model by 
independently moving. These regions are classified as inliers, outliers, and true positions inference to overcome the 
requirement for long trajectories. DeGol and Nam [7] used the intuition that in a scene, long-term trajectories of 
moving objects can be discerned reliably from trajectories of long-term stationary objects regardless of camera 
motion. Crowd Counting and Density Estimation from Moving Airborne Camera: Since the detection based methods 
would fail from such a distant camera view, it is more logical to analyze holistic level features coupled with 
regression based crowd-count estimate methods. Counting crowd moving aerial camera view is still an unexplored 
research area. However, it’s applications can be of high variety and significance in different everyday surveillance 
tasks. 
3.2.3 Crowd Detection from Moving Aerial Camera 
Aerial videos of crowds from real world scenario datasets. They contain complete information of the entire scene. 
They are more practical to cater for emergency situations, where assistance and response time can be improved for 
rehabilitation, monitoring of services and conditions of crowds in situations such as in flood relief and more. In the 
videos recorded from the UAVs people in the frame appear to be smaller, tilted and may also be occluded from view 
at times [37]. In addition, the wind causes the UAV to tilt, lose or gain height causing further complexity to activity 
detection. Hence all these inconsistencies increase the challenge of crowd detection from moving the aerial platform. 
An example of how a crowd looks when captured from the aerial camera is shown in Figure 12. The crowd is 
captured in nadir looking images. In all cases, Figure 12 (a),(b) and (c), it is termed as a dense crowd. In reference to 
crowd dynamics discusses earlier in section 2, it can be seen that an image can visually be described as a dense 
crowd image based on the distance from the camera, and density per region. In this section, we explore some recent 
research works that detect crowd from an aerial moving camera. 
   
(a)                                                                  (b)                                                                  (c) 
Figure 12.  (a)An example of a dense crowd standing in front of an open-air stage  [34];(b) Another example of a 
stadium image captured from satellite [120], and (c)  a result of crowd detection from satellite image [120]. 
1) Detection of crowd from above 
Figure 12 shows some examples of nadir looking images. In literature, generally, the first step when dealing with 
moving or static camera, is to detect foreground and background regions.  
            
where   and    represent foreground and background respectively. A recent work of  [66] deals with airborne nadir 
looking images. Their approach extracts local features (FAST) and uses them to estimate the crowd density. The 
method performs feature selection step to distinguish local features as a part of person or background. The density is 
extracted using a kernel density estimate based on the occurrence of features. The number of individuals is spatially 
aggregated for crowd density estimate. The main objective of this approach is to target the crowd density to detect 
crowded regions in a frame. Another recent research uses UAV based videos of a low-density crowd. Their method 
first targets the upper body detection using HOG [121] detector. Invariance of HOG detector to the scale of the image 
influenced its use in this approach, as it makes its applicability more relevant for aerial based applications. This is 
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especially because as aerial vehicle’s height is not fixed at an altitude, it causes variation in the scale of the person. 
The method of [37]  then approximated the location and scale of the upper body of all human subjects in the video. 
Depending on the height of the UAV, the approximate distance of the crowd from the UAV was computed. This 
distance was used to estimate bounding boxes. Background and crowd based bounding boxes were distinguished 
using standard deviation of crowd based boxes. Despite an aerial video, this method could also use progressive 
search space reduction technique, proposed earlier by Ferrari [122] to reduce the search space for human body parts 
for estimating human pose. A variant of HOG, [123] has also been used in airborne crowd density estimation [124]. 
To estimate regions belonging to foreground or background, [125] applied a region-growing algorithm to detect large 
homogeneous regions. This property was associated with regions belonging to the background. However, an 
interesting approach of [126], tried to reduce the cost of foreground and background block selection by the following 
equation 
                       
     
 
       
  
where w denotes local image window, a and b represent foreground and background, respectively.  
Although these measures might still include some clutter, these techniques are nevertheless helpful in further 
processing and to estimate the regions for the results of crowd detection. 
2) Motion Estimation of crowd from above 
Detecting the motion of people from an airborne platform can be a challenging task. The area covered by each 
individual can be as small as a few pixels and visual same as a circular dot. The appearance can also change due to 
the motion of the platform. However, researchers have found some methods to attend to such limitations. 
The Optical Flow method, or its variants, can be used to estimate small motions from adjacent video frames from an 
aerial camera [125]. To ensure a smooth motion flow, frames with a temporal distance of 10 frames have been used 
in [66]. Because image geometry poses the challenge of how to discern between object motion and camera motion, 
therefore, [66] transformed the reference 2D image coordinate and the corresponding search 2D images coordinate 
into 3D world coordinates. These two world coordinates define the real object motion vector independent of the 
camera movement. Since the temporal difference of the two input video frames is known, the speed of the motion can 
be calculated in meters per second. 
For crowd motion analysis from the airborne video, another work [127] approached this problem by using probability 
density functions (pdfs) of frames in the sequence. Using Gaussian symmetric kernel functions, they estimated pdfs 
as 
       
 
 
 
 
    
     
      
        
 
  
  
   
  
They proposed an automatic kernel bandwidth   estimation method which was robust to scale and resolution 
changes, to suit different airborne video platforms. After calculating p(x, y) thresholding was applied to detect 
regions having high probability values. These regions were labeled as crowded regions. Their work showed that 
when crowd is moving, the local maximum in pdf will be shifted towards the main movement direction. This idea is 
illustrated in Figure 13.  
          
(a)                                                                                                                         (b) 
Figure 13 Demonstration of crowd motion analysis using pdf functions of images in the sequence, as illustrated in 
[127]. In 13(a) if the first plot is two-dimensional pdf of nth frame, and bottom one a pdf of n+1
sh
 frame in the 
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sequence, they proposed that crowd movement direction can be determined as the direction of a local maximum of 
the first function, to the closest local maximum of the second function. In (b), estimated main motion directions are 
plotted on Oktoberfest image in their dataset. 
Usually, in the literature of moving camera based detections, the stage of detection of the crowd and feature detection 
is followed by feature matching. In [126], to detect motion of a human, they used matching pairs technique. To 
reduce computational complexity, they reduced the number of matching pairs. They used the cue that since airborne 
videos record negligible human motion, hence finding the same head blob in frame and framet+1 is much probable. 
Hence, the blob with the highest probability in both frames was the target blob for matching. For a higher density 
crowd, for instance, medium crowd, comparing each blob pair of size     world be computationally challenging, 
therefore, they proposed applying temporal analysis on fixed window size, Wt=10, where each window was argued to 
contain no more than one person. The formula for finding probability of blob cj being a target for matching frame for 
motion estimation was calculated as 
                     
        
 
  
where   was the constant scaling parameter, and identity with the largest        is selected for matching. 
 
3) Georeferencing and Homography 
Geo-referencing, also called ortho-rectification, is a standard method in photogrammetry and in remote sensing 
which projects the image onto the earth’s surface in a given map projection. Global digital surface models like 
SRTM1 or ASTER GDEM2 are freely available [66]..The basis for near-real-time mapping is provided with a 
coupled real-time GPS/IMU navigation system which enables accurate and direct georeferencing. This method 
generally includes superimposing the video frame with the earlier processed crowd density and with motion map 
information. This information is geo-referenced and overlayed in Google Earth, as can be seen in Figure 14. 
To be able to handle the distortions due to the topography a digital surface model (DSM) is used in [66, 125,128-
130]. In their method, the meta-data (GPS/IMU) supplied by the camera system was taken for each frame. Since 
every frame has a different exterior parameter, it required geo-referencing every frame independently. To 
georeference the density [66,131,132] projected each density pixel into the common frame. To ensure the human 
count stays same in the image and world coordinates, they proposed that if any pixel belongs to both of them, the 
count of these pixels is calculated as the human count [133-135]. Then, 3D world coordinate was calculated.  
 
  
(a) 
 
(b) 
Figure 14 Geo-referencing of a given image for the test site(a) Lakeside, (b) Donauinsel: (bottom) Airborne video 
frame and (right) the geo-referenced version of (left) overlayed on a true ortho image shown as Google Earth1 
overlay. [66] 
 
After locating the features in different frames, the motion model of the camera can be estimated, as discussed in 
3.2.2 earlier. In literature, however, because crowd motion is not very high, neither the datasets currently present 
include a high-speed motion [136-138], therefore this method has not been explored in detail. However, for more 
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information, the reader is redirected to [139-140]]. In the following section, we list different datasets available in the 
field of crowd detection. 
4. BENCHMARK CROWD DENSITY ESTIMATION AND DATASETS 
In the literature, some benchmark datasets have been frequently used to train, test, evaluate and validate the crowd 
detection, estimation, and counting techniques. Table 7 illustrates some of the datasets that have been more 
repeatedly used:  
 
From the literature review, we have seen that crowd detection and hitherto research applications have been quite 
active over the past two decades. There has been an increase of researchers’ interest in facilitating the automation of 
crowd detection using the new computer vision techniques. Automation surprisingly comes with different challenges 
which still have not been quite resolved. This is especially due to the ever increasing variety of the datasets, such as 
growing video based dataset. Table 8 enlists the datasets available for aerial imagery and videos. The next section 
discusses general problems and future possibilities in crowd detection methods. 
 
 
5.    GENERAL PROBLEM AND GAP RESEARCH AREAS IN CROWD DENSITY ESTIMATION TECHNIQUES 
In this literature review, we have highlighted the crowd dynamics which are complex and which renders the current 
research challenged for detection, estimation, and counting of the crowd.  A more reliable crowd detection system 
must be adaptable to the dynamics of a crowd; robust to motion states, spatial distances, the motion state of the 
camera and varying density of crowd in a scene. Most of the existing works which do not attend to these challenges 
need to be improved. Table 9 below tabulates the methods and general problems in current work.  
   Table 8: Commonly used aerial Datasets for human/crowd detection. 
Dataset Name Ref. Remarks 
WWW [20] Video 
UFC [26] Video 
- [31] Image 
- [34] Image 
- [37] Video 
 [2] Video 
CF UCF [6] Video 
- [48] Video 
 
Table 7: Commonly used Datasets for crowd detection. 
Dataset Name Ref. Resolution Color Place Crowd Remarks 
FUDAN [4] 320x240 Grey Outdoor 3-18  
Grand Central [19] 720x480 Grey Indoor 250  
PETS2009 2009 640x480 Grey Outdoor 3-46  
QMUL [28] 360x288 RGB Outdoor   
SAIVT-QUT [33] 704x576, 352x288 RGB Indoor 3-23 3 Cam view 
Rodriguez [2] 720x480 RGB Indoor/ Outdoor  Dense crowd Video. 
Mall [39] 640x480 RGB Indoor 13-53  
UCF [43]  Grey Indoor/ Outdoor 93-2000 Images 
USCD [46] 238x158 Grey Outdoor 11-46  
UMN [50]  Gray/RGB Indoor/ Outdoor 2-15  
AgoraSet Synthetic Dataset     Simulation of crowd 
UT [52] 360x240, 720x480 RGB Outdoor 1-10 Action, Aerial, Wide View 
BIWI [56] 640x480 RGB Outdoor  Mobile Camera 
ViSor: 3DPeS [57] 704x576 RGB Outdoor 1-200  
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These methods typically assume that image regions of target objects have a distinct motion and/or appearance, and 
another moving object cannot be confused with them. Datasets for aerial footage of moving objects mostly consider 
fast moving objects such as cars. Crowd dynamics vary from other objects and the moving vehicle detection methods 
cannot be extended to occlusion and perspective distortion prone crowd movements with only a little motion 
information.  
Also, in the current research studies on crowd detection, several challenges in real life applications are missed in 
benchmark dataset which poses different limitations. Incomprehensive definition of a dense crowd; what is the 
number of people that constitutes a dense crowd. UCF dataset, for instance, identifies dense crowd images which 
include thousands of people, whereas Grand Hotel dataset also identifies a dense crowd where the number of people 
is around 200 only. No established Benchmark for crowd detection from moving platform is established. For either 
case; static aerial camera or moving aerial camera footage, the research area has many challenges and opportunities 
which are yet to be explored by the research community. 
6.     CONCLUSION 
While crowd detection is an oft-explored research area, but several challenges persist and current methods fail to 
provide a robust solution in case of those challenges. In this paper, challenges faced by current work and applications 
of the suggested future improvements have been discussed. In this paper, we presented a review on crowd detection, 
estimation, and counting. This review focuses on crowd detection methods in more challenging scenarios; different 
crowd motion states, and varying camera motion. For crowd motion states, static and non-static, several methods 
present in literature are discussed. We also explore limitations in those methods, such as those which oversee the 
difference in the state of motion. Camera motion state affects the results of current crowd detection systems. While 
pedestrian detection from a camera mounted on moving the vehicle is a much-studied work, this paper discusses the 
current work and possibilities of future directions for research in this novel area: crowd detection from an aerial view. 
Covering these research gaps can help in automating the surveillance, security, and relief based activities. 
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