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Abstract
Metamaterials, which are artiﬁcially-synthesised ordered assemblies of e.g. noble
metal nanoparticles (NPs), exhibit electromagnetic properties that cannot be
found in nature and have possible applications in optoelectronic circuits. The
interparticle spacing in a metamaterial controls some of these electromagnetic
properties, so being able to ﬁnally control the interparticle spacing will allow
for tunable metamaterials. However, assembling dynamic tunable metamaterials
with an economical and reliable process has proven challenging. Our collaborative
team has designed a conformationally switchable hybrid molecular ligand that will
use non-covalent interactions to assemble speciﬁc materials, in the form of NPs,
into 3D metamaterials.
The overarching aim of this thesis was to develop an atomistic understanding
of the substituents that comprise this switchable hybrid molecular ligand, both
free in solution and adsorbed at the aqueous metallic interfaces, for the purposes
of guiding experimental collaborators in furthering the development of the hy-
brid molecular ligand. Molecular dynamics (MD) simulations were performed
throughout this project to investigate the interfacial binding characteristics of
the possible substituents of this hybrid molecular ligand both individually and
collectively. MD simulations were performed to elucidate the atomistic eﬀect
that inorganic interfaces imparted on the conformations of the elements of the
switchable hybrid molecular ligand.
Herein, two diﬀerent candidates were investigated as a possible switchable ele-
ment in the hybrid molecular ligand, a light-sensitive azobenzene containing unit
and a temperature-sensitive DNA hairpin. The interaction with aqueous metallic
interfaces of the azobenzene containing unit, both individually and conjugated to
a materials binding sequence peptide, was elucidated using well-tempered meta-
dynamics and replica exchange with solute tempering MD simulations, respec-
tively. Standard MD simulations were used to assess the viability of a DNA hair-
pin as a possible switchable element, where the conformation of the DNA hairpin
(above and below its melting temperature) was investigated alone in solution, at
a bare planar aqueous Au(111) interface, a citrate-coated aqueous Au(111) planar
interface and at a curved citrate-capped gold NP (AuNP) interface in aqueous
solution. Citrate-coated interfaces were investigated because in an experimental
setting an AuNP would be non-covalently coated in some form of ligand, that
prevents NP aggregation, where citrate anions are a common capping ligand.
The information provided in this thesis has helped guide the future develop-
ment of the switchable hybrid molecular ligand, which could be used to synthesise
tunable metamaterials.
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Chapter 1
Introduction
1.1 Background
In today’s world, an important limiting factor in electronic circuits is the delay
of information being transferred from one end of a microprocessor to the other.1
To overcome this limitation, optical circuits could be integrated with standard
electrical circuits. However, current optical components are impractically large
when compared to electric circuits, which has prevented the integration of op-
tical interconnects.2 One possible solution to this problem is to replace copper
wire circuits with plasmonic circuits that contain nanoscale features. Plasmonic
circuitry would allow for electromagnetic signals and electric current to be trans-
ferred through the same pathway; where the circuitry acts to convert information
between these two states. Noble metal nanoparticle (NP) assemblies (also known
as metamaterials) could be used to fabricate plasmonic circuits, if an economi-
cal and reliable assembly process were available. Metamaterials are artiﬁcially
assembled materials that can have one-dimensional, two-dimensional or three-
dimensional (1D, 2D or 3D) ordered superlattices, which exhibit electromagnetic
properties that cannot be found in nature (see Fig. 1.1).3,4 This is just one tech-
nologically relevant example of how the ability to produce NP arrays in 2D and
3D with controllable architectures, would beneﬁcially impact on technological
advancement.
1
Figure 1.1: Schematic of 1D, 2D and 3D ordered nanoparticle assemblies.
1.1.1 Plasmonics
Plasmons are electromagnetic waves (at optical and near infrared frequencies),
which are trapped and propagated along a metal-dielectric interface due to their
interaction with the free electrons of the conductor (see Fig. 1.2). These elec-
trons collectively oscillate in resonance with the electromagnetic wave, where this
charge oscillation and the electromagnetic ﬁeld give rise to unique properties, as
well as generating the surface plasmons.1,5–7
Figure 1.2: Schematic of the plasmonic eﬀect at a metal-dielectric interface.
This ﬁgure was adapted from Barnes et al.6
1.1.2 Plasmonics and Nanoparticles
The phenomenon of surface plasmons provides a possible use for noble-metal NP
arrays by, e.g. applying these NPs as a viable solution to the construction of
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optoelectronic circuits, which would guide light in components of a length-scale
smaller than the wavelength of the incident light. Before the use of metama-
terial’s, light could only be guided using dielectric materials, and were limited
to having surfaces with areas greater than half the wavelength of the incident
light.2 However, surface plasmons are essentially only limited by the size of the
plasmonic components that support them. To create these waveguides, NPs of
low-loss metals (metals which have low losses of optical frequencies) like gold and
silver need to be aligned into 2D or 3D lattice arrays (see Fig. 1.1 for an ex-
ample of a binary lattice), where the average lattice constant is smaller than the
wavelength of operation. The lattice spacing dictates the size of the plasmonic
response, due to the temporal and spatial propagation of electromagnetic ﬁelds
between NPs.1,2,6,8 The suitability of a metamaterial as a waveguide is determined
by the lattice spacing, which in turn controls the metamaterials unique proper-
ties. Therefore, the inter-particle spacing in these NP assemblies is an important
factor to be able to ﬁnely control.
1.2 Creating NP Superlattices
Both Au NPs and Ag NPs, due to their strong localised plasmon resonance, are
ideal components for manufacturing optical metamaterials.2,9 However, manufac-
turing metamaterials consisting of noble metal NPs has not been a straightforward
task. At present there are two diﬀerent categories of approach to generating NP
arrays; the top-down (i.e. lithographic methods), and bottom-up approach (such
as self-assembly methods).10 However, due to limitations such as lithography be-
ing a relatively slow process and more importantly having a minimum feature size
of ∼20 nm for constructing NP arrays, this means that self-assembling methods
are more desirable for creating NP arrays.11
3
1.2.1 Direct Assembly of NPs onto Substrates
A common 2D NP assembly approach is to exploit spontaneous alignment on
physically textured surfaces.10,12–15 For example Ranjan et al.10 reported using
ion beam irradiation and e-beam evaporation to texture a rippled surface and
deposit Ag nanoparticles onto this surface. This produced a 2D alignment of
AgNPs, induced by the surface ripples. However, this method is extremely limited
in that it is expensive, time consuming and has little immediate scope for scale-up.
Another consideration for the surface-mediated assembly approach was the
substrate that the NPs are assembled on. In a study by Malynych et al.,16 where
vacuum deposition was used to assemble 2D arrays of AgNPs onto thin metal
ﬁlms, it was found that metal ﬁlms such as Au, Cu, Cr and Ti produce a damp-
ing and broadening eﬀect on the plasmon resonance, while Ag ﬁlms exhibited
an extremely narrow plasmon resonance. This highlights how the choice in sub-
strate can greatly aﬀect the plasmonic properties that create the novel properties
in metamaterials. This method is eﬀective, but requires an adequate choice in
substrate and has no possibility of being able to construct multi-layered 3D ar-
rays.
The use of two optical trapping methods (focused-beam optical trapping and
plasmon-selective photothermal deposition with resonant evanescent excitation)
has also been demonstrated in a single study.17 The ﬁrst approach showed that a
single AuNP can be selectively deposited onto a surface with a spatial positional
precision of ∼100 nm, while the second method yielded a semi-circular binding
pattern of bipyramidal NPs and may be used to deposit only speciﬁcally-shaped
NPs. The positional accuracy of these two 2D-assembly methods was better than
that mentioned in the previous approaches, and had the advantage of being faster
than lithography; optical trapping methods can pattern at a rate of 10’s of μm2
in minutes. However, all the approaches mentioned are only able to create 2D
NP assemblies, a more robust method is needed which is capable of assembling
3D superlattices, as well as 1D and 2D materials.
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In a study by Tao et al.,18 the authors were able to demonstrate a process for
the self-assembly of 3D superlattices from poly(vinyl pyrrolidone) coated polyhe-
dral AgNPs onto a Si substrate. Due to repulsive steric interactions, the AgNPs
formed an ordered hexagonal suspension, through sedimentation and then solvent
evaporation, a close-packing 3D hydrophobic substrate was fashioned (outside of
a liquid medium). Even though this approach provided promising results for
3D plasmonic metamaterials, it has a severe limitation, in that the inter-particle
spacing could not be controlled after sedimentation. Due to this limitation, other
self-assembly methods for 3D noble metal metamaterials require consideration.
1.2.2 Surface Modiﬁcation of NPs for Superlattice Assem-
blies
What has not been discussed yet however, is the idea that a NP itself can be
coated in a molecular layer, which can prevent NP aggregation in solution and at
the same time bind the NP either to other NPs and/or a substrate. An example
of this has been reported by Sugimura et al.,19 where AuNPs were immobilised
onto a Si substrate by covering the NPs with a self-assembled monolayer, which
was attracted covalently to the Si substrate and created a closely packed 2D array
on a Si substrate. With this approach the monolayer plays two roles, the ﬁrst was
to link the NP onto the Si substrate and the second role was that it controlled
the minimum spacing between the particles.
The previous approach suggests that molecular layers, which can be used to
link NPs to a substrate, could also be used to link NPs to other NPs. This
would eﬀectively act to remove the need for a substrate, as well as providing a
means to control the spacing between these NP by varying the thickness of the
molecular layers. A common method that has emerged has been to use DNA
nanotechnology to tether NPs together into 2D and 3D lattices.
A report by Fan et al.20 detailed the use of DNA to construct 2D and 3D
clusters of four large nanoshells arranged in a planar formation around a cen-
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tral small AuNP (pentamer clusters). To construct the 2D arrangements of the
central AuNP and its four surrounding nanoshells, the number of bases in the
DNA linkers had to lie within a speciﬁc range. This is a major limitation for
controlling the optical properties of nanostructures, because only spacings in a
narrow range could be used to link the pentamers together. However, there are
other approaches using DNA linkers that aren’t burdened by this limitation.21,22
Mirkin’s group are current leaders in the ﬁeld of exploiting DNA linkers for
AuNP assemblies, and these approaches do not suﬀer the same limitations as
those mentioned above. As claimed in one of their papers,21 Mirkin’s team were
the ﬁrst to introduce the concept of programmable particle assembly through the
use of DNA and polyvalent oligonucleotide NP conjugates. Polyvalent oligonu-
cleotides describes various single-stranded DNA (ssDNA) with complementary
sections (discussed in Section 1.5.2) that non-covalently conjugate together. DNA
was used to covalently functionalise AuNPs. This DNA strategy exploits Watson-
Crick base-pairing (discussed in Section 1.5.2) to link the NPs together to form
a colloidal crystal (see Fig. 1.3a). The use of DNA linkers for NP self-assembly
has enjoyed wide use and has been intensively researched by other groups.23–29
Figure 1.3: Schematic of DNA functionalised nanoparticle linkage. a) Single
type of functionalised AuNP and DNA linker.21 b) Two diﬀerent DNA function-
alised AuNPs, with two diﬀerent DNA linkers.22 c) Binary assembly of Au-Ag
nanoparticles.30 This ﬁgure was adapted Mirkin et al.21,22,30
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In a more recent paper by Mirkin and co-workers,22 a stepwise assembly pro-
cess on DNA functionalised substrates was used to make a thin-ﬁlm DNA-NP
superlattice. This superlattice generation method is particularly interesting be-
cause the approach was able to grow an assembly containing two diﬀerent sizes
of AuNPs and DNA linkers, which assembled in an alternating pattern (Fig.
1.3b). When broadened to include DNA bonded to non-gold metal NPs (improv-
ing the versatility of the approach) then it would be possible to assemble binary
superlattices (e.g. mixtures of silica, semiconductors Au, Ag, etc.). However, at
present this approach preferentially creates crystal packings (the body-centred cu-
bic (bcc) and the face-centred cubic (fcc)) of NP arrays, because when broadening
this approach a complex synthesis route is required. This approach, like the other
non-DNA methods mentioned above requires an initial substrate on which to be
bound but it does allows for the construction of 3D thin ﬁlm hetero-superlattices.
Mirkin et al.30–32 have also introduced and tested a topotactical interaction
approach that uses DNA linkers to construct distinct crystal superlattices, which
were classed as tunable metamaterials. A topotactic interaction refers to the dis-
placement or addition of NPs in a superlattice that changes the crystal structure
of the superlattice. The superlattices that were constructed are unique in that
they could be reversibly switched between a superlattice containing two diﬀerent
sized NPs and a superlattice containing three diﬀerent-sized NPs, through the
insertion or removal of a “daughter” NP by varying the solution temperature.32If
this approach addressed the limitation of only being able to slightly change the
spacing between the NPs through the insertion or removal of a daughter NP, this
approach could allow for the possibility of topotactic reversible superlattices, that
post-assembly, reversibly alters the average spacing between NPs. What has not
yet been evaluated is the maximum number of cycles in which the daughter NPs
can be inserted and removed, or whether daughter NPs could become trapped in
the lattices (which may limit the number of reversible cycles). This approach can
also be applied to constructing metamaterials consisting of AuNPs and AgNPs
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in a single superlattice by conjugating diﬀerent DNA linkers onto the AuNPs
and AgNPs (Fig. 1.3c).30 However, this is not the ﬁrst approach to use DNA
to assemble NP superlattices, which once assembled can reversibly change their
average lattice spacing.
A reconﬁgurable superlattice was constructed by Gang et al.,29 using an ap-
proach developed by Lazarides et al.33,34 for reversibly reconﬁguring core-satellite
nanoassemblies using a DNA stem-loop-based approach. Like Mirkin’s and co-
workers’ approach, the binary superlattice consisted of two NP types, which were
covalently functionalised with diﬀerent single stranded DNA (ssDNA). The NPs
were connected with a ssDNA linker, which can exist in one of three states
(hairpin, extended or ﬂexible), depending on the presence or absence of short,
or long, stabilising bridging strand (see Fig. 1.4). Through the addition of a
“toe-hold” DNA sequence to each stabilising bridging strand, strand replace-
ment was facilitated at room temperature using complimentary ssDNA to the
bridging strands (see Fig. 1.4). This approach could be used to assemble a re-
conﬁgurable AuNP-AgNP binary superlattice, as Lazarides et al.34 successfully
assembled AuNP-AgNP core-satellite nanostructures with the same approach. As
contraction (hairpin state) and extension (extended state) of the DNA hairpin
was facilitated through the addition of speciﬁc ssDNA, this approach required
the elimination of double stranded DNA (dsDNA) formed from complementary
ssDNA (discussed further in Section 1.5.2), which required that the superlattices
were rinsed between each reconﬁguration. When the superlattice contracted the
dsDNA that formed from the long ssDNA was trapped (increasing the osmotic
pressure), which was a major limitation in this method, because it prevented the
superlattice to contract fully.
There are several limitations in the current approach used to assemble recon-
ﬁgurable 3D superlattices. Firstly, the DNA linker approach requires covalently
NP functionalisation with DNA oligonucleotides, which is an initial preparation
stage prior to the superlattice assembly. Secondly, reversible alteration of the
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Figure 1.4: Schematic of a reconﬁgurable DNA-based binary NP nanostruc-
ture. Each of the three states consists of DNA hybridised NPs linked by a duplex
tether. Through the addition of either the designed short or long DNA stabilis-
ing strands, the ﬂexible state can be converted to the hairpin or extended states.
Each of the stabilising strands contains a “toehold” sequence, which when a com-
plementary strand is introduced facilitates the removal of the stabilising strand
and the formation of DNA duplexes. The addition of the complementary strand
returns the nanostructure to the ﬂexible state. This ﬁgure was adapted from
Maye et al.,29 and Sebba et al.33,34
average lattice spacing in an assembled superlattice has only been accomplished
with a temperature dependent topotactic approach or through the addition of
ssDNA (which requires the constant removal of newly formed dsDNA). Both ap-
proaches require the addition or removal of materials (daughter NPs or DNA)
from the lattice during the reconﬁguration stage, which can be considered unde-
sirable in an environment such as in an optical circuit. A solution to these lim-
itations, could be to replace covalent NP functionalisation with non-covalent
NP molecular recognition (using a single reconﬁgurable NP linker), which could
be an alternative approach for assembling reconﬁgurable superlattices.
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1.3 The use of Peptides to form Heterogeneous
Superlattices
It has been shown that in Nature there are organisms that use biological processes
to gather and relocate raw materials in soluble form (including noble metals) into
insoluble crystalline structures (for example Pseudomonas stutzeri AG259 with
Ag)35,36 or the adsorption and translocation of raw materials (for example the
presence of Au particles in Eucalyptus leaves37). These biological systems have
evolved a speciﬁc molecular recognition of the target material, which implement
material-recognition proteins that are known to use non-covalent interactions to
recognise and organise inorganic materials. As inorganic-binding peptides, it is
possible that these could be used as linkers to non-covalently bind nanoparticles.36
1.3.1 Materials Speciﬁc Peptide Recognition
Both peptides and proteins are covalently linked chains of amino acids (where
peptides tend to have shorter chains than proteins) and can be shown to bind
speciﬁcally to a range of inorganic materials.38–44 In the literature, there are
numerous materials-selective peptides that have been identiﬁed for speciﬁc non-
covalent recognition of target inorganic materials.38,45–61
For instance, the peptide sequence QBP1 is an example of a quartz-binding
materials-binding peptide, which was ﬁrst identiﬁed using peptide-phage display
(discussed in Section 1.6.1) and was demonstrated by Sarikaya et al.38,39 to se-
lectively bind to quartz in preference to gold. However, as quartz and gold are
chemically diﬀerent, it would also be more desirable to identify peptides that
will only bind speciﬁcally to one inorganic material and not bind to another
chemically-similar material, such as noble metals Au and Ag. In reports by Sano
et al.41,42,50,62 the recognition abilities of a Ti binder (TBP-1) to diﬀerent sub-
strates were investigated. These authors reported that TBP-1 had speciﬁc Ti
(TiO2), Ag and Si (SiO2) recognition but not Au, Cr, Pt, Sn, Zn, Cu, or Fe
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recognition. Such studies indicate that there are peptides sequences that bind
selectively with speciﬁc material surfaces.
There are numerous reports of the study of the binding aﬃnity of diﬀerent
peptides adsorbed on noble metals.40–42,44,61,63–65 For example, Sarikaya et al.40
claimed to have performed the ﬁrst quantiﬁed demonstration of adsorption of
a preferential selective gold-binding peptide (GBP1) using a quartz-crystal mi-
crobalance (QCM) experiments (discussed in Section 1.6.1). The binding speci-
ﬁcity of GBP1 (MHGKTQATSGTIQS) was measured and it was concluded that
GBP1 has a greater binding aﬃnity on an aqueous Au substrate than on an
aqueous Pt substrate. These studies further demonstrate the potential of utilis-
ing materials binding sequences (MBS) peptides that can selectively bind to one
type of noble metal over a diﬀerent type of noble metal. MBS peptides will be
selective material-binding peptides, which target a particular inorganic surface,
ideally with minimal binding to non-speciﬁc inorganic targets.
A recent paper by Kuboyama et al.61 demonstrated an approach for identify-
ing new stronger-binding MBS peptides. This was achieved by arranging a series
of abbreviated peptide derivatives of a known Ag binding peptide (AG4), which
were screened with a peptide array (where diﬀerent peptides were immobilised
on separate sections of a surface).66 From this they identiﬁed both the functional
fragment of the initial peptide and two additional pentamer peptide sequences
with stronger Ag binding aﬃnity. This study, along with peptide-phage display
studies, demonstrate that peptide sequences with material binding aﬃnity can be
experimentally identiﬁed. However, they also demonstrated a lack of understand-
ing in what determines the materials selective binding traits that these peptides
display. Without this important understanding, the rational design of peptides
that selectively bind to target inorganic interfaces will be elusive. In the next sec-
tion we discuss a possible use for materials selective peptides for the self-assembly
of novel superlattices.
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1.3.2 Superlattice Assembly with Materials Speciﬁc Pep-
tide Recognition
A common method for fabricating noble-metal AuNPs and AgNPs under aque-
ous conditions is the Turkevich-Frens reduction process, which employs charged
citrate anions to stabilise NPs and prevent aggregation.67,68 The Mirkin approach
to assembling dynamic binary superlattices mentioned in Section 1.2.2, employs
citrate stabilised NPs, which require subsequent covalent functionalisation. How-
ever, other groups have reported use of selective materials-binding peptides for
synthesising and stabilising of ligand-capped noble metal NPs.49,69–72 This ap-
proach has advantages over the conventional Turkevich-Frens process, where
multifunctional peptides could both synthesise and functionalise NPs in a sin-
gle step (as demonstrated by Slocik et al.69). By altering the sequence of these
NP-synthesising peptides, the NPs size, and the functionality of the NPs being
synthesised, can be controlled. This demonstrates that simple changes to a pep-
tide sequence can tune the characteristics of the NPs produced.69,70 Because this
approach allowed for the synthesis and functionalisation of NPs in a single step,
it could allow for simpler approach to superlattice assembly than the previously
detailed Mirkin’s approach.
As demonstrated previously, diﬀerent peptides can have higher or lower se-
lectivity for diﬀerent inorganic materials, which means that a bifunctional pep-
tide comprising two diﬀerent peptides spliced together head-to-tail in a single
molecule, with or without an intervening linker group between them, could be
used to co-assemble two diﬀerent materials. This was demonstrated by Hnilova
et al.,64 where these authors reported use of two materials-binding peptides to
assemble streptavidin-coated quantum dots (QDots) onto a Au surface, and as-
semble ﬂuorescent probe molecules onto glass (silica). The materials co-assembly
method accessed in this study could be used to assemble a broad range of nano-
materials because of the modular nature of this strategy.
Following from the ideas in the paper of Hnilova et al.,64 it can be envisaged
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that two peptides (such as those mentioned) could be covalently attached to each
other and used as a linker to bind two diﬀerent types of nanoparticles together.
Examples of this do exist in the literature,65,73 where for example Matmor et al.65
used dual aﬃnity peptides to link Au nanoparticles onto a silicon-oxide substrate
to form a crystalline ﬁlm of AuNPs on its surface. This work demonstrated
the ability of peptides to create lattices of noble metals on a substrate in a cost-
eﬀective and scalable way. However, this approach was limited in that the spacing
between the NPs could not be controlled, and only 2D lattices could be assembled.
A more ideal method would allow for the assembly of 2D and 3D lattices, where
the spacing between NPs can be controlled and adjusted.
In a report by Slocik et al.73 these authors reported use of a multifunctional
polypeptide designed to form hetero-metallic NPs, where Pd4+ ions were bound
onto Au nanoparticles in solution. This was accomplished by using a two domain
peptide, comprised of the Flg sequence (DYKDDDDK) to bind to Pd, and the
A3 sequence (AYSSGAPPMPPF) to bind to Au. This allowed for the formation
of AuNPs coated by smaller Pd NPs (PdNPs), as illustrated in Figure 1.5. There
are various advantages to this approach, in that the length of the peptide could
allow for control over the inter-particle spacing, such that the two-domain peptide
could build multilayered lattices, which could allow for nucleation and growth of
a speciﬁc target metal in solution. Importantly, Slocik et al. have demonstrated
that in a few simple steps (requiring primarily few components), peptides can
be used to successfully grow and assemble binary noble metal nanostructures.
What this study did not determine, which could be vitally important, is whether
the metal ions were only aggregating at the domain of the peptide designed to
target that metal ion (i.e. the Pd4+ ions mostly aggregated at the Flg domain
of the peptide). Another alternative was that the metal ions aggregated at both
peptide domains (Flg and A3), which would suggests less stringently adsorbing
materials-speciﬁc peptides could be used in these two domains.
However, none of the peptide-based approaches discussed above allowed for
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Figure 1.5: Schematic of two-domain NP assembly using a two-domain peptide.
a) Flg-A3 multifunctional peptide. b) AuNP formation mediated with the binary
domained peptide. c) PdNP formation from metal ion reduction of Pd+ on pep-
tide coated AuNP. d) Close up view of PdNP on the peptide coated AuNP. This
ﬁgure was adapted from Slocik et al.73
the reconﬁguration of a 3D superlattice once assembled. As mentioned in Sec-
tion 1.1.2, the average lattice spacing dictates the plasmonic properties of these
superlattices, so the ability to alter this spacing reversibly will allow for dynamic
tunable metamaterials. A possible approach for generating a tunable 3D superlat-
tice assembly would be to incorporate a reconﬁgurable element into the linking
peptide-based ligand that would allow for the alteration of the average lattice
spacing. In the next section we will discuss a novel approach for constructing re-
conﬁgurable 3D superlattices through the utilisation of peptide mediated speciﬁc
materials-binding.
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1.4 The Peptide Assembling and Responsive El-
ement (PARE)
In this section a possible approach for growing and assembling NPs into dynamic
and tunable 3D ordered assemblies is discussed. It is highly desirable that a
metamaterial can be assembled directly from a few key building components,
which exploit non-covalent molecular recognition. This would eliminate the need
for complex synthetic protocols, as seen in Mirkin’s approach,21 where citrate
coated NPs require the ssDNA to be covalently bonded to the AuNP surfaces.
It was conceptualised by our collaboration team that a peptide assembling
and responsive element (PARE) could be used to achieve the aim of creating
a self-assembling dynamic tunable metamaterial with a direct synthetic route.
As illustrated in Figure 1.6, the PARE will act as a bi-molecular NP linker and
will consist of two materials-binding-sequence peptides (MBS1 and MBS2) and a
central peptide actuating spacer (PAS) that connects the two MBS. Due to the
modular nature of the PARE, the two MBS peptides could be interchanged for
the purpose of speciﬁcally and non-covalently binding to diﬀerent NP materials
(see Section 1.3.1). This would allow the PARE to be extremely versatile in
the synthesis of metamaterials. Connecting these two MBS peptides is the PAS,
which will support distinct, inter-changeable conformational states of its molec-
ular structure, where these states can be switched when exposed to an external
stimulus (such as heat or light). Diﬀerent possible candidates for the PAS will
be discussed in detail in the next section.
1.5 Peptide Actuating Spacer (PAS) Candidat-
es
The PAS has been deﬁned as a linking molecule with the capability of reversibly
switching between at least two conformational states in response to an external
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Figure 1.6: Schematic of a generic Peptide Assembling and Responsive Element
(PARE).
stimulus. There are a variety of diﬀerent molecular and supramolecular switches
that can be activated on the basis of electrochemical stimulus, a change in pH,
photochemical stimulus or temperature stimulus.74,75 However, an ideal switch
should be simple in design and should be activated without the need to add or
remove any chemical reagents to the system. This makes a light- or temperature-
sensitive PAS a highly favourable candidate for the PARE. Described in this
thesis are two PAS candidates that were investigated in parallel with experimental
collaborators. These collaborators include Z. Tang, and M. R. Knecht at the
University of Miami; C.-K. Lim, Y. Li, M. T. Swihart, and P. Prasad at University
at Buﬀalo (SUNY); X. Li and H. A˚gren at KTH Royal Institute of Technology.
1.5.1 The Light Sensitive Azobenzene Containing PAS
Out of the set of known optically switchable molecules such as spiropyran or
dithienylethene, it was determined by our collaboration team that the most ide-
ally suited for use in the PARE molecule was azobenzene.74,75 Azobenzene (two
phenyl rings linked by an azo group) undergoes photoisomerisation from a trans
to a cis state when exposed to UV light and transitions back to the trans iso-
mer when exposed to visible light or will more slowly thermally relax (see ﬁg.
1.7).76,77 What makes azobenzene a suitable candidate for the PAS is that it is a
relatively simple molecule that can be stimulated to undergo photoisomerisation,
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which could allow for the PARE to manipulate the spacing between two NPs.
Figure 1.7: The Photoisomerisation mechanism of azobenzene.
Since the isolation of the cis conformation of azobenzene in 1937,78 azoben-
zene has been utilized as a photoswitch in a variety of molecular machines79–81
and surface-modiﬁed materials.76,82,83 In the literature, there are examples of
azobenzene-containing ligands being used to cap NP surfaces as a means of in-
troducing photo responsiveness into colloidal surfaces.76,82–85 These studies have
demonstrated through the use of experiments such as UV-visible spectroscopy
that azobenzene can photoisomerise in the presence of noble metal NPs. How-
ever, there are few studies by research groups (other than our own collaborators)
that have investigated the isomerisation of an azobenzene containing ligand that
is non-covalently adsorbed onto a metal NP (i.e. Fe3O4 NPs).
86
Ideally when utilising azobenzene as a PAS, it will be part of a ligand that
could link two noble metal NPs and act as a photoswitch that changes the spacing
between the NPs. In the literature there is precedence of azobenzene acting
as an actuating spacer at the centre of a ligand which links NPs.87,88 In these
studies, the azobenzene ligand had both ends covalently bonded to a diﬀerent
NP, where in at least one study88 it was determined from transmission electron
microscopy (TEM) that the spacing between the NPs could be altered through the
isomerisation of the azobenzene moiety, although this change in distance between
NPs was never quantiﬁed experimentally, but instead inferred from theoretical
calculations. However, there are drawbacks to using this approach to assemble
dynamic superlattices, such as requiring a complex synthesis stage to functionalise
the NP surface with azobenzene-containing ligands. These azobenzene-containing
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ligands are covalently attached to the NP surface, which limits the amount of
structural rearrangement the ligand can undertake at the NP surface (only a
signiﬁcant change in the azobenzene region of the ligand). These drawbacks could
be circumvented by using non-covalently bonded ligands that can structurally
reconﬁgure on the NP surface each time the azobenzene switches conformation.
However, MBS peptides cannot readily be directly attached to either end of an
azobenzene, which was why our experimental collaborators developed a synthe-
sis protocol that covalently attached MBS peptides to an azobenzene-containing
moiety. The azobenzene containing moiety is a maleimide-azobenzene-maleimide
(MAM) unit, which covalently attaches one MBS peptide at one end of the MAM
(the half-PARE hybrid molecule), with a second MBS peptide (PARE hybrid
molecule), at the other end of the MAM via a thiol-bearing cysteine at either
the C- or N-terminus of the peptide (see Figure 1.8). As discussed in Section
1.3.1, MBS peptides can have a propensity to bind to target surfaces such as Au
and Ag surfaces. However, until now what was not previously determined was
the eﬀect of covalently attaching a non-peptide unit of comparable size on the
binding speciﬁcity of these MBS peptide at the aqueous inorganic interface. In
Chapter 3, more exposition is given to explore the adsorption of both the MAM
unit and the eﬀect it imparts on MBS peptide adsorption at both the aqueous Au
interface and the aqueous Ag interface. The next section of this chapter discusses
an alternative temperature-based PAS, which could be used as an alternative to
the MAM, due to the modular nature of the PARE molecule.
1.5.2 The Heat Sensitive DNA Hairpin-Containing PAS
An alternative option for the PAS that was conceptualised by our collaborative
team was a temperature sensitive DNA hairpin, that can transition between a
folded state and an unfolded state when the temperature is elevated (see Figure
1.9a). A DNA hairpin is a folded ssDNA chain that consists of a stem and a loop,
which is held together principally by hydrogen bonding between Watson-Crick
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Figure 1.8: Chemical structure and illustration of the synthetic route of MBS
coupling to the MAM. The blue dashed lines correspond to the N-terminus conju-
gation point, while the red dashed lines correspond to the C-terminus conjugation
point.
base-pairs89 and π-stacking between neighbouring bases. Watson-Crick base-
pairs refers to a special interaction between complementary nucleobases, where
there is hydrogen bonding between the base-pairs adenine–thymine (A:T), and
guanine–cytosine (G:C) (see Figure 1.9b).90 The formation of Watson-Crick base-
pairs between complementary segments or DNA strands, allows for π-stacking
between neighbouring base (see Fig. 1.9c), which leads to the formation of a
stable helical structure. A complementary ssDNA or DNA segment refers to a
sequence of DNA bases, where each base in the complementary sequences has a
‘complement’ of itself in the other segment (A:T and G:C), which allows for the
formation of Watson-Crick base-pairs between the complementary sequences (see
Figure 1.9b).
There are numerous previously reported studies on the applications of DNA
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Figure 1.9: Schematic of a DNA hairpin and an illustration of two factors
that stabilise DNA structure. a) Idealised schematic of a DNA hairpin folding
and unfolding with temperature, b) hydrogen bonding between Watson-Crick
base-pairs (green lines represent hydrogen bonding) and c) top and side view of
π-stacking between neighbouring bases.
hairpins,91–99 due to their uses in self-assembly of nanostructures,91 or in biologi-
cal sensors.100–104 However, currently the literature only contains a few examples
of a DNA hairpin being implemented as an actuating spacer between metal-
lic nanoparticles (with RNA hairpins being highly prominent in the literature
instead),105–113 which was discussed in Section 1.2.2 (see Figure 1.4).29,33,34 No
reports as yet have described the use of a temperature activated DNA hairpin as
a possible actuating spacer, which is more ideal than requiring the use of comple-
mentary ssDNA to initiate folding and unfolding of the DNA hairpin (as in Fig.
1.4).
A synthesis protocol similar to that used in Section 1.5.1 is required so that
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MBS peptides can be covalently attached to either end of the DNA hairpin (cre-
ating a DNA version of the half-PARE and PARE hybrid molecules). However,
as of yet our experimental collaborators have not successfully synthesised a DNA
hairpin containing half-PARE or PARE molecule. This means that any poten-
tial synthesis protocol provided here would be speculative until this version of
the PARE is successfully synthesised. As such, all investigations regarding the
DNA hairpin version of the PARE focuses only on the DNA hairpin substituent
of the PARE (unconjugated to any MBS peptides). The current literature on
DNA hairpins is detailed further in Chapter 5, where our investigation into the
suitability of using a DNA hairpin as an actuating spacer is also provided.
1.6 Developing the PARE Hybrid Molecule
The ultimate aim of the collaborative project of which this PhD is part, is to
develop a versatile PARE hybrid molecule that will self-assemble target nano-
materials into an ordered heterogeneous superlattice, that can reversibly change
conﬁguration when an external stimulus acts upon it. An eﬀective PAREmolecule
will be materials selective and conﬁgurationally responsive to an external stim-
ulus. This PARE hybrid molecule incorporates two MBS peptides (discussed in
Section 1.3) and one of the two possible PAS candidates (discussed in Section
1.5), which could allow for the reversible manipulation of the spacing between
NPs that are non-covalently adsorbed to either end of the PARE. However, to
develop an eﬀective PARE molecule, the surface interactions of each of the ele-
ments that comprise the PARE molecule (individually and collectively) needs to
be fully understood at the molecular level. Currently there are techniques that
were used to investigate elements of the PARE molecule in solution and at aque-
ous metallic interfaces.72,114–117 However, the literature on elements of the PARE
such as MBS peptides, and DNA hairpins is discussed in greater depth in later
chapters (see Chapters 3, 4, 5 and 6). Herein, the techniques used in the literature
(and mentioned in later chapters) to describe elements of the PARE molecule are
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brieﬂy discussed and categorised as either a experimental or molecular modelling
technique (see Sections 1.6.1 and 1.6.2).
1.6.1 Experimental Techniques
In this section, the theory behind, and the information provided by, some of the
experimental techniques discussed in this thesis are presented, that were used to
characterise bio-interfacial systems.
When assembling superlattices from NPs, an imaging technique is needed
to determine that the NPs are forming ordered arrays. Transmission electron
microscopy (TEM) is an imaging technique that produce images, often with a
resolution of ∼2 A˚,118 used to observe lattice structures and determine NP size.
29,30,33,71,87,119–121 However, imaging biomolecules adsorbed on NP surfaces with
TEM has proven extremely challenging. To image ligand-coated NPs or bio-
molecules adsorbed at an inorganic surface, they must ﬁrst be deposited onto a
supporting thin ﬁlm (usually through the evaporation of NP suspension). This
is because TEM is an in vacuo imaging technique, where a focused beam of elec-
trons is transmitted through and then diﬀracted by the electrostatic potential of
the atoms in the thin ﬁlm sample. These diﬀracted electrons image the atomic
structure of the sample, when focused onto a screen through the use of an elec-
tromagnetic objective lens (much like how light can be projected onto a screen).
However, the TEM approach only takes static 2D images of dry 3D systems,
where the structures of biomolecules may not represent the structures present in
an aqueous environment, and could be an artifact of the drying process. The ex-
ception to producing only 2D images is cryo-Transmission electron microscopy,122
where aqueous solutions containing biomolecules are immobilised (frozen) in a
thin ﬁlm and the thin ﬁlm is examined at diﬀerent angles with TEM to produce
a 3D image. Another major issue with standard TEM is that biomolecules under
investigation are likely to be damaged by the electron beam.123
Small-angle X-ray diﬀraction (SAXS) which captures the morphology of aque-
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ous bulk structures, has been used to distinguish compact dsDNA structures from
extended conformations, as well as the 3D coarse-grained structure of NP super-
lattice assemblies.21,23,29–33,113,124–129 In SAXS, an X-ray beam is directed through
a sample, where the presence of structures in the sample causes scattering of
a small portion of the X-rays. These scattered X-rays form a scattering pat-
tern, which is used to infer either 2D or 3D coarse-grained representations of the
structures in the sample. However, this technique cannot resolve the atomistic
conﬁgurations of individual biomolecules, but has been able to obtain structural
information about the envelope of structures in aqueous solution without the
requirement that the sample be crystallised.
X-ray photoelectron spectroscopy (XPS) is an approach that can be used to
determine the coordination of functional groups and composition of biomolecules
adsorbed at a materials interface.19,65,85,119,130–133 This technique excites a ma-
terials surface with X-rays, which causes photoelectrons to be emitted from the
surface. The kinetic energy from the emitted photoelectrons is measured and
used to determine the binding energy of the atomic orbital that the electron was
emitted from. The XPS spectrum consists of the number of electrons detected
with respect to their atomic binding energy, where the peaks in the XPS spec-
trum correspond to diﬀerent atomic orbitals present in the sample. This provides
information on the composition of the surface and the chemical state of each
element, which in turn provides chemical binding information. XPS provides de-
tailed information on the binding state of adsorbed biomolecules at a materials
surface, but cannot provide conformational information, which is essential for un-
derstanding how biomolecules selectively adsorb to a aqueous materials interface.
For the PARE molecule to assemble heterogeneous-superlattices, selective
MBS peptides need to be identiﬁed. The phage-display (PD)134 approach was
used by several groups to previously identify peptides that selectively bind to dif-
ferent materials surfaces.36,46,48,50,54,56,61,62,131,135–137 In the PD approach, a pep-
tide sequence is encoded onto a bacteriophage (bacterial virus) gene and expressed
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(displayed) on the bacteriophage surface. PD libraries are constructed from an ex-
tensive number of peptide-fused bacteriophage variants (on the order of 1010),138
where the peptide displayed by the bacteriophage diﬀers per bacteriophage vari-
ant.135 The PD library is then exposed to target molecules or materials (such as
an aqueous Au surface). These materials are then puriﬁed to remove unbound
(non-selective) binders, leaving only bacteriophages that are fused with peptide
sequences that have some level of selectivity to the target material. The advan-
tage to this approach is that it can determine material selective peptides from
a vast peptide library (PD library). However, this approach cannot quantify
the strength of the peptide-surface adsorption or determine what atomic level
interactions cause each peptide to selectively bind to target materials.
A technique that can be used for determining the binding aﬃnity of biom-
olecules on a materials surface is quartz-crystal microbalance (QCM) measure-
ments.139,140 In this approach a thin layer of a material, such as Au or Ag, is
coated onto a piezoelectric quartz-crystal surface, where an alternating current
applied to the quartz-crystal causes vibrations in the quartz-crystal that can
be detected. Any change in frequency of the oscillation of the quartz-crystal
pertains to a change of mass in the vicinity of the Au or Ag interface. The
change in mass can be related to the amount of biomolecules that have adsorbed
(or desorbed) at a material surface, and can be used to infer the strength of
adsorption of biomolecules at an aqueous interface.40–42,70,72,114,141–144 An advan-
tage to using QCM measurements is that by measuring the change in adsorbed
biomolecule mass with respect to time, the adsorption and desorption rate con-
stants of the biomolecules at the aqueous material interface can be determined,
from which both the equilibrium constant and Gibbs free energy of adsorption
can be derived by using models such as the Langmuir adsorption model145 or
the Freundlich equation.146,147 However, if the adsorption does not follow either
the Langmuir model (i.e. only an adsorbate monolayer on the surface) or the
Freundlich equation (i.e. adsorbate not limited to forming a monolayer on the
24
surface), then the QCM approach will not provide a meaningful equilibrium con-
stant or value for the Gibbs free energy of adsorption. QCM is also limited in
the materials that can be used to coat the sensor must be able to uniformly coat
the quartz-crystal at the nanoscale level.
Another technique for measuring the adsorption of biomolecules at aqueous
materials interfaces is surface plasmon resonance (SPR) spectroscopy.148 In gen-
eral, to detect biomolecule adsorption with SPR spectroscopy, polarised light is
shone through a prism, where the light interacts with a thin metallic ﬁlm and
excites the electrons within the metal ﬁlm, which produces surface plasmons (see
Section 1.1.1 for surface plasmons).149 This transfer of energy from the incident
light to surface plasmons and hence the intensity of the incident light, is de-
pendent on the refractive index of the media in contact with the metallic ﬁlm.
However, in SPR spectroscopy the adsorbate coating on the metallic ﬁlm must be
extremely thin, which can be challenging to achieve. Changes to the intensity of
the incident light can be used to measure the real-time adsorption or desorption
of biomolecules at the aqueous metallic ﬁlm, because this adsorption or desorp-
tion of biomolecules changes the refractive index at the interface. However, for
SPR spectroscopy, and the above mentioned QCM, it is diﬃcult to detect the
adsorption of small quantities of biomolecule, so the study of the adsorption of a
single amino acid is beyond the scope of this technique and those also mentioned
thus far in this section. Also like QCM, if the adsorption onto the thin metal-
lic ﬁlm does not follow either the Langmuir adsorption model or the Freundlich
equation then SPR spectroscopy will not provide meaningful results.
Fluorescence labelling (using ﬂuorescent dyes) oﬀers an approach for detecting
biomolecule adsorption onto a materials surface.39,52,64,91,93,132 With ﬂuorescence
microscopy, it is possible to detect the light emitted by ﬂuorescent dyes that are
covalently attached to a biomolecule, which allows for the detection of individ-
ual biomolecules in an aqueous environment. Fluorescence microscopy has been
used to conﬁrm the presence of biomolecules (such as ssDNA) adsorbed at aque-
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ous material interfaces (such as AuNPs).39,150 For the majority of ﬂuorescence
microscopy experiments, when labelled biomolecules adsorb onto an aqueous in-
terface the ﬂuorescence intensity at the surface increases, which correlates to the
proportion of biomolecules adsorbed at the aqueous interface.132,151 In a minority
of cases the concentration of biomolecules at aqueous interfaces can also be de-
termined by dyes that quench when in contact with materials surfaces, where the
decrease in intensity corresponds to adsorption of the biomolecule to the aqueous
material interface.152 However, ﬂuorescence labelling approach requires the alter-
ation of the biomolecule of interest (the contact attachment of a ﬂuorescent dye),
which could alter the adsorption properties of the biomolecule at the materials
interface.
Another imaging technique that can be used under various aqueous condi-
tions is atomic force microscopy (AFM), where an image is generated from the
displacement of a cantilever as its tip raster-scans the materials surface.153 In a
non-aqueous environment AFM is limited to a resolution of 30 A˚ in the lateral
dimension and 1 A˚ in the vertical dimension;154 while in aqueous solution the
lateral resolution is reduced to pm precision.155 As this approach implies, it is in-
tended for use with ﬂat surfaces and cannot be used to image NPs that are free in
solution. Because the majority AFM is performed in a non-aqueous environment
the images generated of adsorbed molecules on a surface are not representative
of the aqueous environments under investigation in this thesis. However, AFM is
capable of more than just imaging a surface; it can be used in AFM lithography
to pattern a surface, and more relevantly, can be used to detect the interactions
between biomolecules and materials surfaces.
This approach is known as AFM-based force spectroscopy (AFM-FS), which
involves a single biomolecule being functionalised onto the tip of an AFM can-
tilever.153,156–158 The force of desorption can then be detected by controlling the
approach and retraction of the tip from the materials surface (at a constant ve-
locity), where the deﬂection of the cantilever can be determined with a high level
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of accuracy and used to determine the force required to remove the biomolecule
from the materials surface. It is important to note that the rate that the tip
retracts greatly aﬀects the results, which is why various force-distance curves are
generated from diﬀerent retraction speeds (bond loading rate) and are ﬁtted to
a model.158 The peeling mechanism of the desorption of a biomolecule from an
aqueous interface can be thought of as either a single or several non-covalent
bonds breaking between the interface and the biomolecule.159 However, at low
loading rates, it is thought that the non-covalent bonds can break and then re-
form, which is why the force applied to peel the biomolecule oﬀ the surface varies
with diﬀerent loading rates (for example faster loading rates prevent non-covalent
bond reformation). This means it is challenging to determine the physical mecha-
nism of desorption of the biomolecule from the experimentally inferred free energy
of surface adsorption/desorption.
So far, the experimental techniques described above can determine if a biom-
olecule can adsorb to a material interface, and/or the strength of their adsorption
to a materials surface. However, none of these techniques are capable of capturing
the individual structural conformations of biomolecules in solution at an aqueous
materials interface. Detailed below are some techniques that have been reported
in the literature to ascertain structural information of biomolecules.
X-ray crystallography is an approach that allows for the determination of
atomistic structure of biomolecules such as proteins and DNA, if the molecule
can be crystallised.160,161 However, not all biomolecules can be crystallised. Crys-
tallisation is essential, because the crystalline structure needs to be periodic so
that it can act as a diﬀraction grating for incident X-rays. The amount that
the incident X-rays diﬀract depends on the electron density of each atom in the
periodic crystal environment, where the intensities and angles of the diﬀracted
radiation correspond to the positions of the atoms in the crystal structure. X-ray
crystallography provides atomic level resolution of biomolecule structures, but if
there are regions in a crystallised biomolecule that do not have a well deﬁned crys-
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tal structure, that region of the biomolecule cannot be resolved, because atomic
positions are not clearly deﬁned. Often it is challenging to ascertain the con-
tribution of the packing in the crystal environment to the conformation of the
biomolecule, which means that the determined conformations may not be what
appears in an aqueous environment but are in fact artifacts of the crystallisation
process.162,163 Currently, the crystallisation of peptides/proteins on a surface has
not been achieved.
It is possible to experimentally-determine structural motifs present in bio-
molecules free in solution and adsorbed at a materials surface through the use
of Fourier transformed Infrared spectroscopy (FTIR).44,76,82,129,130,164–166 FTIR
spectroscopy takes advantage of the changes in the vibrational frequency of a
biomolecule when it absorbs light in the infrared (IR) region of the spectrum.
The frequency of the IR light absorbed by the molecule relates to the vibrational
frequencies of the bonds in the biomolecule and relates to the local structure
of the biomolecule. As the absorption frequencies are unknown prior to the
experiment, the IR absorption over a range IR frequencies is required. To detect
the absorption frequencies of a biomolecule, FTIR spectroscopy passes a beam
containing a range of IR frequencies through a biomolecular sample in solution.
The range of IR frequencies in the beam are changed various times to give new
data points.
However, as the entirety of the spectrum is essentially examined simultane-
ously, the resulting data (interferogram) is a function of time which is Fourier
transformed to produce a frequency spectrum with respect to absorbance. The
intensity and position of the peaks on this spectrum pertain to the structure
of functional groups, which relates closely to the secondary structure motifs of
the biomolecule (see Section 2.6.5 for more on secondary structure motifs).167
However, the positions of these functional groups is not provided by the FTIR
spectra.168 So for example if a peptide/protein has more than one residue with
diﬀerent conformations of the same functional group, FTIR spectroscopy would
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not be able to provide a deﬁnitive structure of the peptide/protein. However, the
MBS peptides investigated in this thesis (see Chapter 3) lack any clearly deﬁned
secondary structure and are classed as random coil (see Section 2.6.5), which
prevents FTIR spectroscopy from providing useful information on these MBS
peptides. Another limitation of using FTIR at an aqueous materials interface is
that it can be challenging to distinguish the bands belonging to biomolecules free
in solution and those adsorbed at an aqueous interface.164
Another technique aimed at elucidating the secondary structures of biomolec-
ules in aqueous solution and adsorbed at surface (under limited conditions) is cir-
cular dichroism (CD) spectroscopy.38,65,81,137,169–176 In CD spectroscopy, polarised
light (containing both left-handed and right-handed circularly-polarised light) is
directed through a sample. The biomolecules in the sample absorb both left-
handed and right-handed circular polarised light diﬀerently, where the diﬀerence
as a function of wavelength can be represented as degrees of ellipticity, which are
used to produce a CD spectrum.177 From these CD spectra, diﬀerent structural el-
ements can be ascertained by comparing the CD spectra of diﬀerent biomolecules
to reference spectra relating to biomolecules with known conformations (as de-
termined from techniques such as FTIR).177 However, CD spectroscopy does not
provide information on where these diﬀerent structural elements are located in
the molecule, because CD spectroscopy provides an average of the fraction of
the biomolecule that retains speciﬁc secondary structure (i.e. the fraction of the
biomolecule that is α-helix etc). This approach has a major disadvantage in that
the reference spectra are from proteins with well deﬁned secondary structure,
which can be used to misidentify secondary structures of MBS peptides that are
disordered and classed as random coil (see Section 2.6.5), this prevents CD spec-
troscopy providing reliable information on the secondary structures of the MBS
peptides investigated in Chapter 3. CD spectroscopy requires that the polarised
light passes through the sample under investigation (where the biomolecules are
likely free in solution), this makes it challenging to ascertain a CD spectra of
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biomolecules adsorbed at an aqueous interface.
Nuclear magnetic resonance (NMR) spectroscopy is another technique that
can be used to determine biomolecular structures in solution and (under certain
conditions) adsorbed to an aqueous materials interface.73,132,165,178–181 To produce
a typical NMR spectrum, magnetic ﬁelds are used to induce changes in the nuclear
spin states of isotopes (such as 1H, 13C, 15N, for example), where the spin of the
nucleus aligns either parallel or anti-parallel to the applied magnetic ﬁeld and
when the spin state ﬂips between these two orientations, these nuclei are said to be
in resonance. The frequency at which these nuclei resonate, diﬀers depending on
the type of nucleus under investigation (such as 1H, 13C, 15N, for example) and the
environment the nucleus are in, where the electrons of neighbouring atoms impart
modiﬁcation of the local magnetic ﬁelds on the nucleus (each nuclei is in its own
electronic environment). The frequency of the applied magnetic ﬁeld is varied,
and used to produce a spectrum, where a spike in intensity of absorption at a given
frequency corresponds to a nucleus resonating, which is called a chemical shift.
An advantage to NMR spectroscopy is that it is capable of providing information
regarding the structure of compounds (such as peptide/protein structure).
In standard NMR, when biomolecules are adsorbed at an interface, there is a
broadening of the chemical shifts due to anisotropic interactions (diﬀerent orien-
tation of the biomolecules), which can hinder structural determination. To over-
come this limitation, magic angle spinning solid-state NMR can be implemented,
which can provide structural details about biomolecules at interfaces.182–184 How-
ever, solid-state NMR techniques require that that samples are dried to remove
the aqueous environment to create a “solid-state” where molecules become tightly
packed at the interface, which can impact the structure of the biomolecules at
the interface. Because solid-state NMR spectroscopy requires a dry sample,
solid-state NMR spectroscopy cannot provide aqueous structural information of
biomolecules at an interface.183
Nuclear Overhauser eﬀect spectroscopy (NOESY) is a solution based NMR
30
technique180,185 Unlike standard NMR, the NOESY technique is capable of dis-
tinguishing between biomolecules that are free in solution and those adsorbed
at an aqueous interface because the signal and magnitude of the nuclear Over-
hauser eﬀect is related to the rate of the biomolecules reorientation in aqueous
solution. This approach was used by Mirau et al.180 to investigate the struc-
tural conformations of a titania binding peptide at both silica (SiO2) and tita-
nia (TiO2) aqueous interfaces. The authors in this study elucidated the ﬁrst
experimentally-determined structural conformation of a peptide adsorbed at an
interface. However, NOESY spectroscopy has yet to be used to determining the
secondary structure of biomolecules such as ssDNA and gold-binding or silver-
binding peptides adsorbed at an aqueous metal interfaces.
In summary, elucidation of the atomic level interactions of the PARE molecule
and its substituents with aqueous metallic interfaces is challenging to accomplish
using experiments alone. In this thesis, molecular simulations were implemented
to predict the adsorbed conformations and properties of the substituents of the
PARE molecule, so as to aid our experimental collaborators in the development
of the PARE hybrid molecule. In the next section, a brief introduction to the
concepts of molecular simulation and the insights that can be garnered from them
in regards to elements of the substituents of the PARE hybrid molecule, will be
provided.
1.6.2 Molecular Modelling Techniques
A complementary approach to experimental investigations is molecular simula-
tion, which allows for the modelling of each substituent of the PARE molecule
individually and collectively at an atomistic level. Molecular modelling consti-
tutes a broad ﬁeld of computationally-based techniques that are used to derive,
construct, and/or represent the structures and reactions of a molecular system
with the purpose of gaining qualitative or quantitative insights into its properties.
Herein, only a brief introduction to molecular modelling is given, as further expo-
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sition is provided in Chapter 2. The most common goal of molecular modelling is
to describe the potential energy of a molecular system as a function of particle co-
ordinates. The most common techniques to provide this description can broadly
be split into two categories, quantum mechanics and molecular mechanics, or a
hybrid of these categories.
First-principles (quantum mechanics) calculations involve solving the Schro¨d-
inger equation and generating an electronic wavefunction for a ﬁxed nuclear con-
ﬁguration.186 The Schro¨dinger equation cannot be solved exactly (except for a
single hydrogen atom, or He+ etc.), which is why diﬀerent approximations are
implemented by diﬀerent quantum mechanics methods such as density functional
theory,187 or the Hartree-Fock approximation.188,189 These techniques are able to
probe properties that depend directly on the electron density distribution such as
electric moments or polarisabilities; they also provide parameters for structures
used in molecular mechanics. As quantum mechanical methods take explicit
account of electrons, they are often thought to give the most reliable computa-
tional representation of atomic polarisation and charge transfer. However, though
quantum mechanical methods are generally considered to be a more realistic de-
scription of atoms than molecular mechanics, quantum mechanical methods are
highly computationally intensive, which limits the size of a system that can be
considered (approximately less than a thousand particles) and the time scales for
which the system can be modelled for.
Molecular mechanics approaches describe interactions between particles (com-
prising particles of point mass and point charge) with force-ﬁelds (FF), which are
mathematical functions that describe the potential energy of a molecular sys-
tem on an inter-particle basis.190 The systems described by molecular mechanics
methods do not take explicit account of electrons, but are computationally less
intensive than ﬁrst-principles methods, which allow the investigation of larger
systems (on the order of millions of particles) for longer time-scales.
There are various well established FFs for investigating organic191–194 and
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inorganic materials,136,195–203 which are highly relevant to investigating the ele-
ments of the PARE molecule adsorbed at inorganic interfaces. These FFs are
described in greater detail in Chapters 2 and 4, where the justiﬁcations for the
choices in FFs used in this thesis are explained. The Boltzmann-weighted ensem-
ble of possible structures refers to a probability distribution of all the possible
conformations that a system will adopt that will be present at a given state
point (e.g. temperature and pressure). This Boltzmann-weighted ensemble is
approximated using conformational sampling of the system. Classical molecular
dynamics (MD)204–206 or Monte Carlo (MC)207 simulations can be implemented to
sample the conformations of a system and approximate the Boltzmann-weighted
ensemble of possible structures. There are limitations with molecular mechanics
approaches, which need to be kept in mind. First, all inter-atomic interactions
need to be recovered to an acceptable level (deﬁned by the research questions un-
der investigation), where a prohibitively expensive way of achieving this could be
to use ﬁrst-principles calculations (electronic structure theory). However, instead
FFs are used to describe the interaction between atomic particles, which are only
an approximations and as such can limit the quality of the results produced.
Second, according to the ergodic hypothesis,208 the time averages of the sys-
tem become approximately equivalent to the ensemble averages, so long as there
is suﬃcient conformational sampling in the simulation. Hence, suﬃcient confor-
mational sampling of the Boltzmann-weighted ensemble of possible structures is
required. However, achieving adequate conformational sampling can be challeng-
ing for larger systems, which can require substantially longer simulation times
than smaller systems. There is also a limit on the time-scale that a system of any
size can realistically be run for, which further hinders achieving adequate con-
formational sampling.205 Finally, classical molecular mechanics approaches are
limited in being unable to describe quantum eﬀects to overcome the sampling
limitations. These quantum eﬀects include quantum tunnelling (which is of little
relevance to this thesis because protons are not shuﬄed around), electron distri-
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butions which can be used to describe bonding (but bond forming or breaking
is not relevant to the equilibrium properties under investigation in this thesis).
Discussed in Chapter 2 are advanced sampling techniques that can be used.
1.7 Summary
The ultimate aim of the collaborative project (mentioned in Section 1.5.2) of
which this PhD project is a part of is outside the scope of this thesis. As such, this
thesis focuses on using MD simulations in combination with advanced sampling
approaches (discussed in Chapter 2) to investigate the interaction of diﬀerent
components of the PARE, individually and collectively, both when free in solution
and when adsorbed at aqueous metallic interfaces. This was done to elucidate the
atomistic eﬀect that the inorganic interfaces important on the conformations of
the PARE elements, as well as investigating both of the conformational states of
each PAS, so that these simulation data can guide our experimental collaborators
in improving the eﬀectiveness of the PARE. The outline of this thesis is detailed
below.
First, in Chapter 2 the theory behind the methods and approaches used is
discussed in detail. This methods chapter also includes the background on the
analyses used in later chapters, such as root-mean-squared deviation (RMSD) of
atomic positions and the radius of gyration.
In this thesis both an azobenzene containing (MAM unit) and DNA hairpin
PAS were investigated in Chapters 3, 5 and 6. The ﬁrst components of the
PARE that were investigated were the MAM unit alone (as a possible PAS),
and the MAM unit conjugated to a single MBS peptide, which formed the half-
PARE hybrid molecules (see Chapter 3). The second PAS investigated was a
temperature sensitive DNA hairpin, where the folded and unfolded states were
modelled in solution and in the presence of diﬀerent aqueous Au interfaces (see
Chapters 5 and 6). However, because ssDNA had previously not been modelled
in the adsorbed state using our FFs,201 it was important to determine that these
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FFs could adequately describe the adsorption of nucleic acids onto an aqueous Au
interface. Diﬀerent nucleic acid moieties were simulated at the Au(111) aqueous
interface using an advanced sampling technique to probe the suitability of using
our chosen FF for the Au surface with DNA (see Chapter 4).
Finally Chapter 7 contains a summary of the work embodied by this thesis and
suggests possible future directions that this work could take to further enhance
our understanding of the PARE molecule and its substituents.
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Chapter 2
Methodology: Background and
Concepts
A description of the fundamental concepts underpinning molecular dynamics
(MD) simulations is provided in this chapter, for the purpose of giving detailed
background for interpreting computational simulation results provided in later
chapters. Also described in detail are the advanced sampling methods used in
this thesis, along with details of each analysis performed on the MD simulations
described in later chapters. For clarity this chapter will ﬁrst outline the basic
concept of potential energy landscape, which will lead into a description of the
concepts of MD simulation.
2.1 Potential Energy Landscapes
The potential energy landscape (PEL) or potential energy surface (herein, there
two terms will be used interchangeably) describes the potential energy of a system
as a function of the geometry of its nuclear coordinates. Herein, it is assumed
that the electronic motion instantly follows the nuclear motion in molecules, which
corresponds to the Born-Oppenheimer approximation209 being invoked.
The mapping of a system’s potential energy as a function of all nuclear posi-
tions generates a PEL that is a complex multi-dimensional hypersurface, with 3N
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- 6 dimensions or the number of degrees of freedom, when the centre of mass of the
system is held ﬁxed, where N is the number of particles in the system. However,
it is common practice to simplify the PEL by taking low dimensional slices of the
PEL (Fig. 2.1), along dimensions relevant to the evolution of the system (e.g. a
reaction coordinate). By simplifying the PEL to speciﬁc dimensions, properties of
interest can be investigated without unwanted complexity in the PEL. Therefore,
in computational modelling investigations, it is important to adequately repre-
sent the dimensions pertaining to the properties of interest. This is because the
ultimate objective of these investigations is to reproduce or explain experimental
data to a reasonable degree, while also producing novel complementary data that
may be challenging to obtain experimentally.
Figure 2.1: Schematic representations of 2D PEL, where a) is an arbitrary PEL,
and b) is a representation of a 2D slice of the azobenzene PEL.
No matter the multitude of dimensions for a particular PEL, the concepts
pertaining to features of interest on the PEL hold true. However, for clarity,
the concepts pertaining to the features of the PEL will be described in just two
dimensions (see Fig. 2.1). Most of the features of interest are stationary points
(points at which the derivative of the PEL with respect to the reaction coordi-
nates is zero) on the PEL, and relate to minima, maxima and saddle points. When
examining Figure 2.1a, a low potential energy minimum is indicated, which corre-
sponds to a favourable conformation that is likely to be observed experimentally.
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The stability of a particular conformation is related to the depth and breadth
of the region surround a local minimum or depression (basin) on the PEL and
indicates the potential energy required to overcome any barriers related to escape
from that minimum.
The top of the barrier between the global minimum and the local minima
shown in Figure 2.1b pertains to an energy barrier (saddle point). In this partic-
ular example the global minimum represents the trans isomer of an azobenzene
and the local minimum represents the cis isomer. To reversibly transition be-
tween both favourable conformations, an energy barrier must be overcome. In
general, the interconversion between minima is mediated by these saddle points
or energy barriers, where the height of these energy barriers in part dictates the
rate at which the system can transition between these states. If one of these
barriers is less than ∼2kbT or so (where kb is Boltzmann’s constant and T is the
temperature of the system) it is considered likely that the barrier can be overcome
through thermal ﬂuctuations.
In general, for large complex systems involving liquid water, ions and bio-
molecules, computational simulations are required to explore the PEL, so that
thermally accessible conformations at the desired temperature can be sampled
according to the Boltzmann-weighted ensemble. However, to adequately sample
the Boltzmann-weighted ensemble of possible structures, the PEL must be ad-
equately traversed (where exploring the entire PEL is not possible), which may
require overcoming energy barriers higher than 2kbT. To overcome energy barriers
higher than 2kbT (to escape local potential energy minima), advanced sampling
techniques are required, which will be discussed later in this chapter. The next
section will discuss the mathematical functions used in this thesis to describe the
potential energy of a system.
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2.2 Modelling Inter-Particle Interactions: Force-
Fields
The interaction between atomic particles in a system are described by what will
be referred to herein as force-ﬁelds (FF), which are approximated by mathemat-
ical functions that are used to describe the potential energy of the system.190
Alternatively, the potential energy of a chemical system could be described by
quantum mechanics, which involves solving the Schro¨dinger equation and gener-
ating an electronic wavefunction.186 However, although quantum mechanics can
in principle, provide a more realistic description of atoms and molecules than
FFs (or molecular mechanics), it is highly computationally intensive, which puts
a greater limit on the size of a system that can be considered and the time scales
for which the system can be modelled, when compared to the limits on the size
of a system and time-scales for FFs. So it is advantageous to use FFs (or molec-
ular mechanics) to calculate the potential energy of the large systems described
in later chapters, for which the use of quantum mechanics would not be feasible.
The relatively lesser computational demand inherent to a FF approach is brought
about by the FF not explicitly taking electrons into account. Instead, a typical
FF provides purely mechanical view of molecules and their chemical bonds (New-
tonian physics). A limitation of FFs is that they often (but not always) restrict
the system to a single molecular topology (i.e. no bonds break or form, although
there are exceptions such as ReaxFF210). A key implication of this is that the re-
sults generated from the simulation are only as reliable as the FF used. There are
currently various widely-used classical FFs in use for biomolecules such as AM-
BER,191 CHARMM,192 GROMOS,193 and OPLS.194 These FFs are continually
being reﬁned to take into account new experimental ﬁndings and parametrised
to suit diﬀerent conditions.
An important consideration when selecting a FF is the transferability of that
FF, which is the ability of a FF to reliably describe a system that the FF was not
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parametrised for. Where in classical FFs, many assumptions are made pertaining
to the interactions used to describe the inter-atomic interactions. This means that
a FF parametrised to a biomolecule at room temperature and 1 atmosphere of
pressure, may give a poor description of the same molecule at signiﬁcantly higher
temperatures and/or higher pressure. Approaches such as quantum mechanics
are often more transferable than classical FFs, because a quantum mechanical
description often oﬀers a more realistic description of a system.
In this thesis, a FF is needed that can both adequately represent peptides
and nucleic acids on the same footing, because the elements of the peptide as-
sembly and response element (PARE) molecule under investigation contain both
peptides and single stranded DNA (ssDNA) (see Chapter 1.4). The fundamen-
tal performance of the hybrid molecule will be determined by the speciﬁcity of
the materials binding peptides within the PARE molecule (discussed in Chapter
1.4), which is why the CHARMM FF has been selected for use in this project.
Even though both the CHARMM and AMBER FFs are relatively mature and
well-tested, the CHARMM FF has been shown to perform well for representing
peptides and proteins,176,211–216 while the AMBER FF is thought to be highly
reliable for describing nucleic acids.217,218
The CHARMM FF has been used to describe the systems investigated in
this study because priority must be given to predicting the Boltzmann-weighted
ensemble of possible structures for each peptide at the aqueous metallic interface.
This requires a high level of reliability in describing peptide folding, where any
bias or weaknesses in the FF are well documented. It was classically thought
that proteins and peptides had well deﬁned secondary structure that was linked
to function (see Chapter 2.6.5 for secondary structures).219 However, it has been
determined that not all proteins/peptides have well-deﬁned secondary structures.
Intrinsically disordered proteins/peptides (IDPs) are a class of proteins/pe-
ptides that lack any well-deﬁned secondary structure.219–221 The lack of a well
deﬁned secondary structure could correspond to the protein/peptide having a
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vast number of accessible stable conformational states or a lack of any well-
deﬁned secondary structures. In Chapter 3 two peptides are investigated that
lack well-deﬁned secondary structures and can be classed as IDPs. For this reason
we choose a FF that can adequately describe the conformational states of these
peptides is required.
Due to the diverse nature of the secondary structure of these IDPs, a single
(averaged) description of the conformation of these IDPs may not adequately
represent the structural ensemble of possible structures. This structural ensem-
ble could be what gives IDPs their functionality, so it was essential that a FF
was selected that could adequately describe the ensemble of possible structures
for these disordered proteins/peptides. It has been shown that diﬀerent FFs
produce vastly diﬀerent conformational ensembles for the same disordered pro-
tein/peptide, which highlights the importance of selecting a suitable FF to de-
scribe the peptides in this thesis.211,215,216 A recent study by Rauscher et al.215
compared the conformational ensembles of using eight diﬀerent FFs, and com-
pared these to small-angle X-ray scattering (SAXS) and nuclear magnetic res-
onance (NMR) experimental results. Of these eight FFs, it was found that
the CHARMM22* FF used with the modiﬁed-TIP3P222 water-model generated
a conformational ensemble of structures for disordered proteins/peptides that
were in better agreement to experimental SAXS and NMR results than the
other seven FFs investigated. The CHARMM22* FF is a modiﬁed version of
CHARMM22, where the backbone torsion potentials has been modiﬁed to reduce
the over-stabilisation of helices in peptides and proteins.215,216,222 In this thesis,
the CHARMM22* FF has been used to describe the peptides used in Chapter 3,
because this FF has been demonstrated to adequately describe protein/peptide
secondary structure. However, a FF was also needed to describe the DNA hairpin
used in Chapters 5 and 6.
In the literature, several FFs are available to describe single-stranded DNA
(ssDNA), where the two most popular FFs are AMBER217,218 (particularly the
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ﬀ99 Cornell FF),191,223 and CHARMM.224 The CHARMM FF has been success-
fully used in a variety of studies investigating ssDNA in aqueous solution, because
of the above mentioned parametrising of the CHARMM FF.225–232 However, the
AMBER FF has been argued as the most reliable classical description of duplex
DNA in solution.106,191,217,218,233 Both AMBER and CHARMM are mature FFs
that are available in several variants for representing nucleic acids in aqueous so-
lution, and have been shown to adequately represent the structural conﬁgurations
of DNA.111,223,234,235
The CHARMM FF was selected as a suitable FF to describe the ssDNA chain
described in this thesis, for a variety reasons. First, all simulations of the ssDNA
must be comparable to the peptide simulations in Chapter 3. Second, even though
the CHARMM FF and the AMBER FF have been speciﬁcally parametrised to re-
ﬂect the structure of DNA,236,237 the AMBER FF was shown to have a propensity
for retaining helical backbone conformations (observed in DNA duplexes), while
the CHARMM FF generated ssDNA conformations with random conformations
(which could be considered a more realistic representation of ssDNA).238
To describe nucleic acids and peptides, the CHARMM27 FF224 and CHA-
RMM22* FF211 were used respectively. As such, all simulations in this thesis
employ the CHARMM FF.224 This FF was used to describe the potential energy
of the system, V (X), whereX represents all the atomic coordinates in the system.
The form of the potential energy function is described by the formula below (see
Equation 2.1), which uses the bond stretching, angle bending, dihedral twisting
and non-bonded terms contained in the CHARMM FF.
V (X) =
∑
bonds
Kb(b− b0)2 +
∑
angles
Kθ(θ − θ0)2 +
∑
Urey−Bradley
KUB(S − S0)2
+
∑
dihedrals
Kχ(1 + cos(nχ− δ)) +
∑
impropers
KΦ(Φ− Φ0)2
+
∑
non−bonded
(
εij
[(
Rmin,ij
rij
)12
− 2
(
Rmin,ij
rij
)6 ]
+
qiqj
εDrij
) (2.1)
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Equation 2.1 contains force constants pertaining to the bond (Kb), valence
angle (Kθ), Urey-Bradley term (KUB), dihedral angle (Kχ), and the improper
dihedral angle (KΦ). The equilibrium value of each term is represented by the
subscript zero of: b, the bond length between atoms; θ, the valence angle between
three bound atoms; S, the distance between atoms 1 and 3 that form an angle
(Urey-Bradley 1,3 distance); n, the multiplicity of the dihedral term; χ, the
dihedral torsion angle; δ, the phase of the dihedral term; Φ, the improper dihedral
angle; εij, the Lennard-Jones interaction energy of two particles (i and j); εD, is
the eﬀective dielectric function of the medium; Rmin,ij, the distance at which the
interparticle distance is zero; and q, atomic partial charges. These inter-atomic
interactions are separated into two classes (bonded and non-bonded), which are
described in detail below.
2.2.1 Bonded Interactions
Bonded interactions are described by the ﬁrst ﬁve terms in Equation 2.1, which
involves the interactions associated with covalently bonded atoms. The ﬁrst har-
monic potential term in Equation 2.1 is used to describe the bond stretching
between covalently bonded atoms (see Fig. 2.2a). This term approximates the
energy of the bond between atoms 1 and 2 in Figure 2.2a as a function of the
displacement from the ideal bond length (b0). The force constant (Kb) pertains
to the strength of the covalent bond and along with b0 is often inferred from
high resolution crystal structures in similar chemical environments.224 The sec-
ond term in Equation 2.1 pertains to the bond angle (θ) of atoms 1–2–3 in Figure
2.2b and the ideal value θ0. The third term (known as the Urey-Bradley term)
relates to an additional angle cross term that is present in CHARMM, which
corresponds to the distance between atoms 1 and 3, S in Figure 2.2b. The ﬁnal
two terms that describe the bonding interactions are the dihedral and improper
dihedral terms between atoms 1–4 in Figures 2.2c and 2.2d; they are deﬁned as
the angle between the plane of atoms 1–2–3 and the plane of atoms 2–3–4.
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Figure 2.2: Internal coordinates for bonded interactions for a) the distance
between bonded atoms (b), b) the bonded angle term between atoms (θ), and the
distance between atoms 1 and 3 (S), c) the dihedral angle between four atoms φ
and d) the out-of-plane improper dihedral angle φ.
2.2.2 Non-bonded Interactions
The potential energy term in Equation 2.1 that represents the contribution of the
non-bonded interactions contains two components; the van der Waals interactions
and the Coulomb electrostatic interactions. All intra-molecular non-bonded inter-
actions between atoms separated by three or fewer covalent bonds are excluded.
The van der Waals interactions between pairs of atoms (pairwise) arises from
their attractive dispersion and short ranged repulsive forces, which describe both
the size of an atom (its spatial extent) and the energetically most favourable
distance between atom pairs. The 12–6 Lennard-Jones (LJ) potential in the
CHARMM FF (see Equation 2.1) is used to approximate these van der Waals
interactions, where the attractive dispersion force is described by (−1
r
)6 and the
short ranged repulsive force is described by (1
r
)12, where r is the distance between
particles. The LJ potential function consists of the interaction energy (εij) of
two particles (i and j), which describes the depth of the potential energy well,
where a large εij indicates a strong interaction (see Figure 2.3). Another term
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in the LJ potential function is the minimum distance between particles i and
j (Rmin,ij), which is determined by the spatial extent of both particles i and
j, where the spacing between particles i and j (each with a radius ri and rj,
respectively) is zero. For the CHARMM FF, εij and Rmin,ij are derived using the
Lorentz-Berthelot mixing rules, where homoatomic interactions are used to derive
approximations to heteroatomic interactions. The Lorentz-Berthelot mixing rules
are used to specify that εij is geometric mean of εii and εjj, while Rmin,ij is the
arithmetic mean of Rmin,ii and Rmin,jj.
239,240
Figure 2.3: The Lennard-Jones potential function (blue line), which comprises
both an attractive and repulsive component (green dashed lines). The red line
indicates the equilibrium distance between the two particles, where below the
equilibrium distance there is a steep increase in inter-particle repulsion.
The second type of non-bonded interaction is the Coulombic electrostatic in-
teraction between two particles, which is calculated pairwise and relates to the
partial charges (qi and qj) associated with each particle i and j (see Equation 2.1,
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where εD is the eﬀective dielectric constant for the medium). It is important to
note that the CHARMM FF measures charge in units of electron charge (rather
than in Coulombs), which is why 4πε0 in the Coulombic interaction is replaced
by εD. The electrostatic interactions must be calculated for every unique pair of
particles that are within the system being investigated, which can be computa-
tionally expensive for large systems. To circumvent this challenge and improve
computational eﬃciency, certain approximations and algorithms are implemented
in the GROMACS241,242 software package.
One approximation that improves computational eﬃciency is to truncate both
types of non-bonded interactions by using a spherical cut-oﬀ at a deﬁned radius
(rc), where particles separated by a distance greater than rc are considered to
no longer be strongly interacting. The potential energy of the Lennard-Jones
interactions (VLJ) converges to zero as the distance between particle-pairs goes to
inﬁnity. However, the potential energy of the Coulombic interactions (VCoulombic)
sum may only be conditionally convergent, in that depending on the order that
the particle-pairs are summed the potential energy may or may not converge
to the right value. This sum of the product of partial charges is only summed
for all particles within the cut-oﬀ distance. However, this sum can change with
respect to time as particle-pairs move in and out of the cut-oﬀ sphere. Moreover,
switching the Coulombic potential to zero directly after the stipulated cut-oﬀ of rc
is problematic as it can introduce artefacts, because VCoulombic may not converge
to the correct value at each point in time.
In this thesis, the Ewald summation was used to facilitate the convergence of
the summation of the electrostatic terms.243 In the Ewald summation approach,
the interaction is split into a short-ranged and long-ranged sum, deﬁned by the
cut-oﬀ rc. The short-ranged interactions are calculated via the pair-wise approach
deﬁned in Equation 2.1, while the long-range interactions are calculated using the
Poisson summation formula. In this approach the long-ranged interaction energy
is calculated by replacing the summation of interaction energies with an equivalent
46
summation in Fourier space (a Fourier transformation). This approach allows for
the rapid convergence of the electrostatic potential energy. The form of the Ewald
summation used in this thesis was the Particle Mesh Ewald (PME) approach,
where point charges are mapped onto a grid that takes into account periodicity
of the system.244 PME is also used to calculate the attractive force part of the VLJ
as to remove any artifacts that may arise due to truncation. However, because
periodicity is assumed by the Ewald summation, the PMEmethod imposes several
limitations, where the physical system is required to be periodic with an overall
net charge of zero.245 These limitations are not insurmountable, where the use of
periodicity allows for the simulation of larger systems in a more computationally
eﬃcient manner, and the overall net charge can be set to zero by using counterions
to ‘balance’ the charge of the system.
Even though the CHARMM family of FFs has been selected to represent pep-
tide and DNA bio-molecules, there are many FFs that can be used to describe
other types of systems or conditions; these include reactive FFs,210,246,247 polaris-
able FFs,248,249 and inorganic or metallic interface FFs.136,195–203,250–255 The next
section will discuss FFs that have been developed to represent metallic interfaces,
most of which have been parametrised to be compatible with the CHARMM fam-
ily of FFs.
2.2.3 Bio-Metallic Surface Force Fields
There are a multitude of reasons for investigating the interactions of biomolecules
at inorganic interfaces, such as developing nano-devices or the self-assembly of
novel superlattices.31,42,256–258 A particular tantalising unresolved question is why
some peptide sequences bind to a speciﬁc inorganic surface and why others do not.
For this reason there are numerous studies aimed at understanding or predicting
how peptides bind.44,61,63,131,136,196–202,250–252 In this thesis, we have investigated
the interactions, of biomolecules in the form of either peptide-containing hybrid
molecules or DNA with inorganic metallic interfaces. To investigate these in-
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terfacial interactions, the FFs which describe the interface need to adequately
reproduce the adsorption properties of these biomolecules. There are in fact var-
ious previously published reports aimed at improving FFs, which model peptides
or DNA adsorbed on metallic surfaces.136,195–203 However, when parametrising
a metal FF, it has to be treated diﬀerently than that of a biomolecular FFs
parametrisation. This is due to metal surfaces having delocalised electrons, which
may be perturbed diﬀerently by diﬀerent adsorbates.196
In this project two diﬀerent families of bio-metallic FFs were implemented
to investigate the interaction of diﬀerent biomolecules with a metal interface.
The ﬁrst of these two families was developed by Heinz et al.,136,199,200,251 who
devised an extension to common classical metal FFs. This was achieved through
using Lennard-Jones parameters for face-centred cubic metals, devised from ﬁt-
ting to experimentally-determined bulk metal densities and surface tensions. The
CVFF-METAL136 version of Heinz et al. bio-metallic FF was used to simulate dif-
ferent peptide sequences binding to diﬀerent metal surfaces, which demonstrates
the versatility of this particular FF to investigate biological/inorganic interfaces.
However, in this study a version of the Au(111) metal binding FF (CHARMM-
METAL)200 was implemented, which was shown to exhibit soft epitaxy136 as the
mechanism of adsorption. This could be because the CHARMM-METAL FF
favours hollow site adsorption, due to the LJ parameters of the surface metal
atoms. It is important to note that it is widely thought that atop site adsorption
is the actual mode by which biomolecules adsorb onto metallic surfaces.259,260
A recent study reported by Bedford et al.,261 provided evidence that the stan-
dard CHARMM-METAL FF overbinds molecular adsorbates at the metal inter-
face. In the CHARMM-METAL FF the hetero-atomic Lennard-Jones parameters
r and ε for Au-X can be varied, where if ε is too large the strength of adsorption of
atom X (non-metallic atom) will be too strong (see Subsection2.2.2 for Lennard-
Jones description). To strengthen this argument that the CHARMM-METAL
FF overbinds and develop an improved version of the CHARMM-METAL FF,
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these authors compared the experimentally measured free energy of adsorption of
Phe262 with those they calculated at an Au(111) interface. From this investiga-
tion a modiﬁed CHARMM-METAL (MCM) FF was developed, where the hetero-
atomic Lennard-Jones ε parameter for all Au-X interactions were scaled by 1/
√
6
(see Subsection2.2.2 for Lennard-Jones description), where X is any non-Au atom.
The initial results from this study indicated that the MCM FF could recover the
experimentally measured free energy of adsorption of Phe.262 The advantages of
the MCM FF are that it is parametrised for use with the CHARMM FF, which
is used to the describe the biomolecules in this thesis, while also allowing the
Au located at the surface to be free to move. With the Au atoms free to move,
more than just planar interfaces can be investigated (such as Au nanoparticles
(AuNPs)), which allows for the investigation of surface shape eﬀects.251 However,
there are several limitations that need to be considered when implementing the
MCM FF. These limitations include slight adsorbate overbinding, and the model
itself does not account for the polarisation of atoms on the metal surface. As
mentioned at the start of this section, metal surfaces have delocalised electrons,
which is why a metallic FF that captures metal atom polarisability has a distinct
advantage over the MCM in representing the adsorption of biomolecules.
The second family of metallic FFs implemented in this thesis is the polarisable
GolP suite of FFs.197,198,201,203 Corni et al. demonstrated that the polarisation of a
metallic surface could be introduced into molecular-mechanics based simulations
through the use of a moving rigid dipole that was linked to a central atom.197 In
the authors’ initial study they compared the Drude oscillator model with their
own rotating rod model, both of which use a freely rotating dummy particle
attached to each Au atom (see Fig. 2.4) and showed their results from periodic
DFT calculations.
In a follow-up paper Iori et al.198 introduced the classical Gold-Protein FF
(GolP), which was designed to describe important phenomena, namely the metal
polarization, and the GolP FF was also developed to be compatible with eﬃcient
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Figure 2.4: The Drude Oscillator and Rigid Rod Models for Au polarisability.
Figure taken from Iori et al.197
bio-oriented molecular simulation software packages. The GolP FF used their
rigid rod approach (to represent the dipoles),197 along with Lennard-Jones virtual
sites around each Au atom to force the adsorption site to be on top of each Au
atom.(see Fig. 2.5). A major limitation with the GolP FF was that it used the
OPLS/AA biomolecular FF,263 which was more recently reported that in solution
peptide conformations generated using the OPLS/AA biomolecular FF did not
match experimentally determined conformations as well as the conformations
generated using the CHARMM22 FF.176
Figure 2.5: a) Lennard-Jones interaction site drives the adsorption into the
hollow position, while, b) the use of virtual sites (blue sphere) drives adsorption
onto the top of the Au atom (yellow sphere). This ﬁgure is an adaptation of a
ﬁgure presented by Iori et al.198
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Following from the work of Corni et al., Wright et al. improved upon the GolP
FF and introduced the GolP-CHARMM FF.201 Instead of OPLS/AA, this FF
uses the CHARMM192 FF for the bio component of the interactions. This new FF
described the peptide adsorption at both the aqueous interfaces of Au(111) and
Au(100); and is compatible with the CHARMM FF. The improved framework
for this FF can be modiﬁed to parametrise other noble metals such as Ag,203 or
even graphene,264 which demonstrates that with current research trends that it
is possible to represent biomolecule adsorption on a variety of inorganic surfaces
in a physically reasonable way. In this thesis both GolP-CHARMM and AgP-
CHARMM were used to represent Au(111) and Ag(111) surfaces respectively.
However, both of these GolP-derived FFs have an important limitation in that
they can only be used to represent [111] and [100] interfaces while all Au/Ag
atoms must be held ﬁxed in space.
It is important to be able to represent biomolecule adsorption onto an AuNP,
which is why the non-polarisable MCM FF has been implemented along side
the GolP-CHARMM FF in this thesis. As detailed in Chapter 6 results of a
biomolecules adsorption onto the GolP-CHARMM Au(111) interface were di-
rectly compared to its adsorption onto the MCM Au(111) interface, to determine
the reliability of the MCM FF in representing biomolecule adsorption onto an
AuNP (see Chapter 6).
2.2.4 System Solvation
The majority of systems under investigation in this thesis were all in an aqueous
environment, and as such require a means for representing the water molecules
that would be present under experimental settings.265 As the solvent can account
for the majority of the atoms in these simulated systems, and importantly can
mediate interactions and stabilise structures,266–269 determining an adequate yet
computationally inexpensive model is essential. Water models can classed into
two categories, implicit and explicit.270
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2.2.4.1 Implicit Solvent
Implicit solvent models consider the solvent as a continuous isotropic medium,
where solvent molecules are not explicitly represented but instead solute-solvent
interactions are described through the integration of the continuous isotropic
medium into the equation of the FF being used to describe the biomolecule.271
There are advantages to using an implicit water model such as those based on
the Poisson-Boltzmann equation272–274 or Generalised-Born model,275,276 as they
are generally computationally eﬃcient and reduce errors pertaining to inadequate
sampling of solute conformations. However, these models lack important features
such as hydrogen bond ﬂuctuations, water dipole reorientations in response to
conformation changes and bridging water molecules; which could be of vital im-
portance when modelling DNA and peptide containing systems.277 This lack of
relevant features leads to discrepancies in the implicit and explicit solvent PEL
of proteins, where implicit solvent models over represent non-native state confor-
mations, rather than adequately representing the native state of the protein (i.e.
the folded state of the protein)268,278 Another limitation is that implicit solvent
has been shown to poorly describe biomolecule adsorption at aqueous interfaces,
because biomolecules often interact with aqueous interfaces via the structured
water layers at the interface.271,279,280
2.2.4.2 Explicit Solvent
The systems of interest in this thesis require the consideration of solvent-speciﬁc
eﬀects, which is why a more descriptive explicit water model oﬀers a key advan-
tage over implicit water models.267,269,281–283 However, using explicit water model
immensely increases the degrees of freedom present in a system (creating a phase
space of higher dimensionality), which also increases the computational cost.
Currently there are a variety of explicit water models that attempt to capture
speciﬁc properties of water, each with diﬀerent description of water and com-
putational eﬃciency.222,284 The computational eﬃciency of a given water model
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relates to number of interaction points (sites) present, the level of ﬂexibility of
the water model and if the water model is polarisable.269 Herein, the TIPS3P222
water model was used to describe the solvent of each water containing system.
In the standard TIP3P water model, only the oxygen atom has LJ parameters,
while the modiﬁed TIP3P water model (TIPS3P) has been speciﬁcally modiﬁed
for use with CHARMM FF and has LJ parameters for both hydrogen atoms.
The simplest of these models include the SPC222,282,283 (simple point charge)
family and TIP3P222,284,285 (transferable intermolecular potential 3P) model,
which are rigid models that keep the geometry of each water molecule ﬁxed and
comprise Lennard-Jones and Coulombic terms. Both the SPC and TIPS3P water
models are three-site models (where the points are centred on each atom), which
allows for a high degree of computational eﬃciency. As well as computationally
eﬃcient, both the SPC and TIPS3P water models have been shown to reliably
capture the ﬁrst hydration shell around a solute, and capture the energetics of an
aqueous solution, which is why they are used with the AMBER and CHARMM
FFs respectively, where for example the CHARMM FF is parametrised for use
with the TIPS3P water model.
There are also more advanced water models such as TIP4P and TIP5P, which
use four and ﬁve charge sites respectively to improve the accuracy of certain
properties, over a wider range of temperatures.286,287 As well as models with
extra charge sites, there are also ﬂexible water models288–290 (such as SPC-FW288
etc.), where O–H bond stretching is allowed. There are also polarisable water
models291–294 (such as the TIP polarisable water model291), where polarisation
can be added through the use of Drude oscillator (see Fig. 2.4). However, these
advanced FFs are less commonly used in biomolecular simulations due to the
extra computational cost in implementing these models, which often outweighs
the gains in the reliability of the description of the aqueous solution.
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2.3 Molecular Dynamics Simulations
In this thesis, the structural resolution of diﬀerent molecules at diﬀerent aqueous
metallic interfaces are described using molecular simulations. Molecular simu-
lations have been implemented because resolving the structure of peptides or
DNA molecules at an interface is extremely challenging for conventional experi-
mental structure determination techniques.295 In previous sections (Sections 2.1
and 2.2), the PEL and the FFs that can be implemented to calculate the PEL
were discussed in detail. However, these sections do not discuss how the PEL
can be explored to generate a dynamic or statistical description of a molecular
system, which can help to elucidate a wide range of physical properties. There
are two main approaches for sampling the multidimensional PEL of a molecular
system, the Metropolis Monte Carlo (MC)207 method and molecular dynamics
(MD) simulations.204–206 MC simulations are based on a stochastic method that
does not require the calculation of forces because typically (but not always) MC
simulations take random moves in coordinate space, which are either rejected
or accepted based on the Metropolis criterion. Unlike MC simulations, the MD
simulation approach integrates Newton’s classical equations of motion to propa-
gate the atomic positions velocities and accelerations of a system with respect to
time.206 Herein, the MD simulation approach has been implemented throughout
this thesis, as the time evolution of biomolecules was of particular interest (see
Chapter 5).
2.3.1 Time Evolution
To integrate Newton’s equations of motion in the MD simulation approach, both
the initial position and velocity acting upon each particle needs to be deﬁned
so that a numerical algorithm can propagate the positions and velocities with
a ﬁnite time interval. The change in time (time-step) between each integration
time-step is determined by the fastest motions in the system, such as bond vibra-
tions, to ensure the stability of the integration. The two most common methods
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for integrating Newton’s equations of motion are the leap-frog296 and velocity
Verlet297 algorithms. In the leap-frog algorithm, atomic velocities are ﬁrst calcu-
lated for every half time-step, so that the velocities ‘leap’ over the positions and
then vice versa. The advantage to this method is that the velocities are explic-
itly calculated, even though they are not calculated at the same time interval as
the positions. For the velocity Verlet algorithm, there is no compromise as the
positions and velocities are calculated simultaneously by assuming that the ac-
celeration of each particle is independent of its velocity. The leap-frog algorithm
was used herein.
2.3.2 Periodic Boundary Conditions
Simulations of continuous media such as liquids or crystals can be hampered
by the limited number of particles that are represented in a simulated sample.
Periodic boundary conditions can be implemented to minimise the size eﬀects
presented by simulating systems of ﬁnite size. This corresponds to the simulation
cell being surrounded by identical images of the cell in each principal direction.
In instances where particles are close to the boundary of the simulation cell,
the particles will interact with the nearest particle using the minimum image
convention. It is important to select adequately large cell dimensions, because the
periodic cell can impose artiﬁcial ordering on the system, as well the emergence
of artifacts caused by the self interaction of particles or molecules in the nearest
periodic cell.
2.3.3 Statistical Ensembles
In MD simulations, systems can be described using diﬀerent statistical ensembles,
where parameters such as energy, temperature, or volume are kept constant. A
statistical ensemble consists of all the possible conﬁgurations a system can have
under the conditions imposed by the statistical ensemble. In the micro-canonical
ensemble (NVE ), the number of particles (N), total energy (E) and volume (V)
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Figure 2.6: Periodic boundary conditions for a system containing a gold slab
(yellow spheres) and two atoms (red spheres). Blue lines represent the periodic
boundary.
of a system is held ﬁxed (with any ﬂuctuations due to rounding and truncating
errors), which is not ideal for comparison with the types of experiments referred
to throughout this thesis, because the desired temperature of a system cannot be
maintained without a temperature control. Temperature is a statistical quantity
that relates to the kinetic energy in the system, which needs to be allowed to
ﬂuctuate to produce a physically representative statistical ensemble.
2.3.3.1 Thermostats
Ensembles such as the canonical-ensemble (NVT ) acts to control the tempera-
ture of a system, which maintains a constant temperature through the use of a
heat-bath. The heat-bath exchanges energy via the application of a thermostat,
which allows for the modulation of the temperature of the system. Implement-
ing a thermostat requires generating an instantaneous temperature, which can
be compared to a reference or target temperature of the heat-bath. This instan-
taneous temperature of a simulation can be calculated from the kinetic energy
(EK) using the equipartition theorem:
Ek =
nkBT
2
(2.2)
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where n is the number of internal degrees of freedom, kB is Boltzmann’s constant
and T is the macroscopic temperature. Various thermostats for MD simulations
have been developed which include the Berendsen,298 Andersen299 and Nose´-
Hoover300,301 temperature couplings. The Berendsen temperature coupling is the
most rudimentary of these thermostats, because the velocities are scaled at each
simulation step so that the change in temperature is proportional to the diﬀerence
between the instantaneous temperature and the target temperature of the heat-
bath. However, because this approach suppresses the ﬂuctuations in the Ek,
the ensemble generated is not strictly a Canonical (NVT ) ensemble. It is more
desirable to use either the Andersen or Nose´-Hoover thermostats, which allows
for the correct sampling of the Boltzmann-weighted ensemble of states.
The Andersen thermostat is represented by stochastic collisions that act upon
randomly selected particles. Each of these collisions is randomly chosen from the
Boltzmann distribution and instantaneously aﬀects the momentum of the selected
particle. The frequency of these collisions is what determines the strength of the
coupling to the heat-bath. However, due to the nature of these collision the
dynamics represented are not physical, which makes the Andersen thermostat
unsuitable for measuring dynamic properties. Instead of using a stochastic based
thermostat, the Nose´-Hoover thermostat can be implemented, which is determin-
istic. This approach considers the heat-bath as an integral part of the system
by the addition of an artiﬁcial variable to the Hamiltonian associated with New-
ton’s equations of motion that has an associated eﬀective mass and velocity. The
artiﬁcial variable acts as a time-scaling parameter, while the magnitude of the
eﬀective mass is what determines the strength of the coupling between the sys-
tem and the heat-bath. Heat transfer accompanies ﬂuctuations of the artiﬁcial
variable, which in turn regulates the temperature of the system.
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2.3.3.2 Barostats
The isothermal-isobaric ensemble (NPT ) is an ensemble that keeps pressure con-
stant by scaling the cell dimensions, while also keeping temperature constant with
a thermostat. The pressure can be kept constant through the use of a barostat,
which couples the system to a pressure-bath. There are various barostats that can
be utilised which include the Berendsen,298 and Parinello-Rahman barostat.302
The Parinello-Rahman barostat is similar in spirit to the Nose´-Hoover temper-
ature coupling, where the Hamiltonian associated with the equations of motion
for the particles is extended.
The majority of simulations in this thesis were carried out in the NVT ensem-
ble using the Nose´-Hoover300,301 thermostat, unless stated otherwise. However,
when the NPT ensemble was implemented to simulate a system (often for equili-
bration purposes), both the Nose´-Hoover300,301 thermostat and Parinello-Rahman
barostat302 were used.
2.4 Replica Exchange Methods
In instances where a system has a complex PEL with numerous energy bar-
riers, traversing and adequately sampling the conformational ensemble can be
challenging to achieve at ambient temperatures over accessible time scales. An
inherent issue when sampling complex systems is that the initial conﬁguration
of the solute may greatly impact the ﬁnal results of a simulation, if the simula-
tion is not carried out in a diligent manner. The reason the initial conﬁguration
may impact the ﬁnal results of a simulation is that energy barriers prevent the
sampling of other regions of conformational space. In other words, the PEL of
biomolecules such as proteins can have various local minima that pertain to dif-
ferent structural conformations, which have energy barriers that are non-trivial
to escape from when exploring the PEL.219 Replica exchange molecular dynamics
(REMD)303 is an MD simulation approach that seeks to improve the sampling
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of the conformational ensemble, which has been developed to overcome these
challenging issues, including aqueous peptide containing systems.114,303–313 In all
variations of the REMD approach, several chemically identical systems (replicas)
are simulated independently but in parallel with respect to one another in syn-
chrony, while periodically exchanging either temperature and/or Hamiltonians
(in the form of potentials or for these simulations, the FFs). Figure 2.7 gives a
schematic representation of a set of replicas with diﬀerent initial conﬁgurations
(allowing sampling from diﬀerent areas of the PEL) exchanging temperatures
and/or potentials at set time intervals. For an exchange between neighbouring
pairs of replicas to occur, a certain set of criteria must be met, which has a speciﬁc
transition probability.
Figure 2.7: Schematic of the periodic exchange of replica coordinates in REMD
as a function of simulation time. Curved arrows indicate a successful exchange
between neighbouring replicas.
There are two main categories of REMD, temperature and Hamiltonian305
REMD (T-REMD and H-REMD), which are discussed further in Sections 2.4.1
and 2.4.2. The exchange criteria for both of these mentioned REMD categories is
based on the Metropolis criterion, where for T-REMD the exchange probability
(pij) is:
pij = min
[
1, exp
(
Ej − Ei
kBTi
− Ej − Ei
kBTj
)]
(2.3)
where Ei, Ej, Ti and Tj are the potential energies and temperatures of replica i
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and j respectively, and kB is Boltzmann’s constant. For H-REMD the condition
is rewritten as:
pij = min
[
1, exp
(
Hi(Xj)−Hj(Xi)
kBTi
+
Hj(Xi)−Hi(Xj)
kBTj
)]
(2.4)
where Hi and Hj represents the Hamiltonians, while Xi and Xj correspond to the
conﬁgurations corresponding to replica i and j respectively. In the majority of H-
REMD approaches it is only the Hamiltonian that is altered and not the thermal
temperature. When the temperature is not incrementally altered per replica it
can be simpliﬁed that T = Ti = Tj, where T denotes the thermal temperature of
the system in H-REMD. In both types of approaches it is paramount that there
is an adequate ratio of successful exchanges between replicas (successful exchange
ratios of 20–30% are deﬁned here as acceptable).303,306 These exchange rates are
highly dependent on the number of degrees of freedom present in the system and
are also highly dependent on the diﬀerence between either the temperature or
potentials of each neighbouring replica.305 Both of T-REMD and H-REMD are
discussed below.
2.4.1 Temperature Replica Exchange Approaches
In what is often referred to as “regular” REMD, temperature-based REMD (T-
REMD) employs several replicas, each with its own distribution of favourable
conformations (Boltzmann distribution), which is because each replica has a dif-
ferent initial conﬁguration and thermal temperature. This allows for the system
to overcome energy barriers that would be insurmountable at room or biolog-
ical temperatures and time-scales.303 The number of replicas required to allow
an adequate ratio of successful exchanges between replicas in T-REMD increases
as function of f 1/2 for a system with f degrees of freedom (see Section 2.1 for
degrees of freedom).305,314 This relationship is due to REMD requiring an overlap
between the potential energy distributions of neighbouring replicas to allow for
an acceptable level of successful exchanges between replicas. However, increasing
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the number of degrees of freedom, while all other REMD variables (such as the
number of replicas used to span the same thermal temperature window) are kept
unchanged, causes the width of the potential energy distribution for each replica
to become narrower. When the width of the potential energy distribution de-
creases, there is a decrease in the overlap between the adjacent potential energy
distributions (because the number of replicas that span the temperature inter-
val are kept unchanged). This situation therefore decreases the probability of
successful exchange attempts between adjacent replicas. To improve the overlap
between the adjacent potential energy distributions (after increasing the number
of degrees of freedom), additional replicas are required to be added between the
adjacent replicas that already span the thermal temperature window. The ad-
dition of these replicas is required to ensure the overall probability of successful
swaps is maintained upon increasing the number of degrees of freedom. The com-
putational expense of the REMD simulation therefore increases because of the
extra number of replicas required to maintain the same probability of successful
swaps.
It is also known that for an adequate probability of successful swaps between
replicas, that the energy ﬂuctuations of a replica should be of the same order or
larger to the mean spacing between two adjacent potential energy distributions.305
The energy ﬂuctuations of each replica is scaled by the square-root of the number
of degrees of freedom. Thus for a ﬁxed temperature range, the number of replicas
required is proportional to the square-root of the number of degrees of freedom
of the system, while each replica temperature is proportional to the exponential
of the inverse of the square-root of the number of degrees of freedom.
Unfortunately, this results in T-REMD being computationally expensive, due
to the large number of replicas often needed to ensure an acceptable ratio of suc-
cessful exchanges between replicas. However, a number of previous studies have
attempted to mitigate this issue by improving the eﬃciency of T-REMD, which
have been shown to require fewer replicas for an acceptable ratio of successful
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exchanges and require shorter time-scales to adequately sample conformational
space.304,307–309,311 Another approach to limiting the number of replicas required
for an acceptable ratio of successful exchanges between replicas, is to enhance the
sampling of only the subsets of interest (often the solute) in the system, rather
than the entire system.305,308,312,313,315–317
2.4.2 Hamiltonian Replica Exchange Methods
Hamiltonian-based REMD (H-REMD) is an alternative to T-REMD, which is
able to reduce the computational cost of complex systems by scaling the parts
of the Hamiltonian that are relevant to the subsets of interest in these systems
(often the solute).305 This approach takes into account that the diﬀerent replicas
do not need an identical Hamiltonian, where the scaling of the Hamiltonian in
each replica relates to a temperature, where the solute in each replica has a
diﬀerent “eﬀective temperature”. By scaling only the Hamiltonian, the number
of replicas only needs to cover the degrees of freedom for a subset of the system
and thus only needs to cover a given range in the “eﬀective temperature”.
In this approach, a rugged and complex PEL of a biomolecule can be smoothed
by scaling the Hamiltonian, which allows for more frequent crossing of energy bar-
riers with respect to kBT . Hence, replicas with “higher” scaling (a higher eﬀective
temperature) will produce conﬁgurations that are used for better sampling when
moved down to the lowest replica (where there is no scaling of the Hamiltonian).
The unscaled replica can be considered replica zero, where all other replicas with
scaled Hamiltonians can be considered featuring interactions that are not physi-
cally faithful in a real system, but allow for easier traversing of energy barriers.
As mentioned above, as long as there is an acceptable level of exchanges between
replicas, the introduction of scaled interactions is an acceptable approach for
improving the sampling of replica zero.
Out of the number of H-REMD approaches305,306,315,316,318–322 the Replica Ex-
change with Solute Tempering (REST) approach306,312,317 was selected for this
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project. The REST approach was selected because REST has been shown to
have a good ratio of accepted exchanges between neighbouring replicas for a
given number of replicas, while also having improved sampling of conformational
space.312,323,324 The REST approach is also compatible with the GROMACS241,242
software package. It can be noted that the GROMACS implementation of REMD
often uses the leap-frog algorithm, as opposed to the velocity Verlet algorithm
because the increased accuracy when solving Newton’s equations of motion is not
worth the extra computational cost.317
In general, in the REST approach the thermal temperature for all replicas is
identical and only the potential of the biomolecule of interest (solute) is scaled.
In each replica, scaling the Hamiltonian of the solute causes the solute to have
an “eﬀective temperature” that corresponds to the potential energy of the solute.
It was found that the original formulation of the REST306 approach performed
worse than regular T-REMD if the system contained biomolecules that undergo
substantially large conformational changes (often pertaining to exchanges be-
tween folded and unfolded conformations).325 However, a revised implementa-
tion of REST312,323,324 was developed, which implements a scaling factor for the
solute-solvent interactions. It is the second implementation of REST that was
used in this thesis. In the REST approach, the potential energy (V ) of these
solute-solvent systems is divided into three terms:
V = Vss + Vsw + Vww
= Vss−bonded + Vss−LJ + Vss−c + Vsw−LJ + Vsw−c + Vww
(2.5)
where Vss represents the intra-solute potential, Vsw the solute-solvent interaction
potential, and Vww the solvent-solvent interaction potential. Vss can be split
into the terms Vss−bonded representing the bonded potential of the solute, Vss−LJ
representing the non-bonded (solute-solute) Lennard-Jones potential, and Vss−c
representing the potential energy of the (solute-solute) Coulombic interactions;
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while Vsw can be split into the terms Vsw−LJ representing the non-bonded (solute-
solvent) Lennard-Jones potential, Vsw−c representing the potential energy of the
(solute-solvent) Coulombic interactions (see Equation 2.1 for how bonded and
non-bonded terms are described in the CHARMM FF). The potential energy of
each replica, j was scaled according to:
Vj =
βj
β
Vss +
√
βj
β
Vsw + Vww
=
βj
β
Vss−bonded +
βj
β
Vss−LJ +
βj
β
Vss−c +
√
βj
β
Vsw−LJ +
√
βj
β
Vsw−c + Vww
(2.6)
where β = 1
kBT
represents the inverse of the system temperature (T), kB is Boltz-
mann’s constant and βj the inverse of the “eﬀective” temperatures in replica j.
Equation 2.6 describes how only the potentials relating to the solute and its inter-
actions (all intra-solute interactions) were scaled by an “eﬀective” temperature.
Both β and βj are related to the parameter λj:
βj = β(1− λj) + βHλj (2.7)
where 0 ≤ λj ≤ 1, and βH = 1kBTh and Th is the highest “eﬀective” temperature.
It is important to note that to recover Equation 2.6 only the intra-molecular
solute bonded and non-bonded Lennard-Jones interaction energy parameters was
scaled in each replica by γ (where γ = βj/β), while atomic partial charges are
scaled by
√
γ.
This implementation of the second REST formulation was demonstrated by
Wright et al.317 to perform more eﬃciently than standard T-REMD for interfacial
simulations. Due to the success over T-REMD, the second REST formulation has
been implemented to investigate various peptide interactions with various aqueous
interfaces such as gold,72,114 silver,72 and graphene.253
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2.5 Free Energy Methods
An important quantity in thermodynamics is the change in free energy as a
function of a reaction coordinate. The change in free energy in an experimental
setting can be characterised by the change in the Gibbs free energy (ΔG) between
the bound and unbound states of an adsorbate, where the Gibbs free energy is
related to the equilibrium constant (Keq) as described below:
ΔG = −RT ln(Keq) (2.8)
where R is the ideal gas constant and T is the temperature. The Keq in Equation
2.8 can be written as:
Keq =
(∏
j
a
vj
j
)
(2.9)
where j represents each species, aj are the activities of the product and reactant
species, and vj are the corresponding stoichiometric numbers. It is important
to note that each of the activities is dimensionless, which makes the Keq also
dimensionless. However, the activities in Equation 2.9 are often replaced with
molalities, which means that if the number of product species does not equal the
number of reactant species, the Keq will not be dimensionless. To overcome this
apparent paradox, the Keq can be expressed as:
Keq =
(∏
j
(
cj
cj−ss
)vj)
(2.10)
where cj is the concentration of each species at equilibrium and cj−ss is the
concentration of the standard-state of each species, where the standard-state is
a state deﬁned by arbitrarily chosen conditions. This division of the equilibrium
concentration by the standard-state concentration of each species makes the Keq
dimensionless. However, this means that Keq is dependent on an arbitrarily
chosen standard-state, where an experimentally determined ΔG is the standard-
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state ΔG and not the actual ΔG. Thus, an experimentally measured standard-
state ΔG is dependent on the concentration units chosen for the species in the
system and the system is treated as an ideal gas (solute molecules do not interact
with one another). However, in an experimental setting, unless the solutions are
extremely dilute (which is mostly not the case) the experimental solution will
actually deviate from ideal behaviour. Hence, the actual standard-state of an
experimental system is not physically achievable, which draws into question what
an experimentally determined standard-state ΔG actually represents. However,
an experimentally determined standard-state ΔG is comparable to a standard-
state ΔG that has been calculated through molecular simulation.326
In molecular modelling, the change in free energy of state i as it transitions
to state j can be associated with the change in Gibbs free energy (ΔGij), which
can be calculated using statistical mechanics as:
ΔGij = −kBT ln(Pij) (2.11)
where kB represents the Boltzmann constant, T the temperature of the system
and Pij is the ratio of the probability of the system being in state i over the
probability of being in state j. This probability depends on both the Boltzmann
distribution of the ensemble of possible conformations and the number of con-
formational states (i.e. the number of diﬀerent conformations a biomolecule can
have) available to the system (entropy). A limitation in standard MD simulations
is that only thermally accessible energy (V ) levels (typically V ≤ kBT ) are readily
sampled, which means for large samples, adequately sampling both states i and
j, and the path between states i and j can be challenging over usual simulation
time-scales. To overcome this limitation and extend the range that can be sam-
pled, advanced techniques such as umbrella sampling327 and metadynamics328,329
have been developed.
For umbrella sampling, the diﬀerence in the free energy between two states is
predicted from several simulations. A collective variable (CV) must be selected
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that adequately describes the reaction coordinate between two states (state i and
state j), which often requires prior knowledge of the system. In this approach,
the path between states i and j is split into discrete values (umbrellas) that cover
a range of the reaction coordinate. The number of umbrellas required depends on
the pathway between the two states and the system under investigation, where
a system with various features require a greater number of umbrellas. Each of
these umbrellas pertains to a simulation with a diﬀerent value of the CV that lies
between states i and j. A bias potential is applied to each umbrella to restrain the
system to conﬁgurations that pertain to the value of the CV for that umbrella.
Each umbrella will sample the conformational space perpendicular to the value
of the CV of that umbrella and the strength of the applied bias added to retain
the value of the CV corresponding to each umbrella is recorded. Once sampling
is completed, histograms of the applied bias along the values of the CVs sampled
are combined to construct a free energy proﬁle.330–332
Umbrella sampling has been used to predict the adsorption of a wider vari-
ety of biomolecules at aqueous interfaces.109,333–336 However, it was observed by
Deighan et al.337 that umbrella sampling has trouble adequately sampling confor-
mational space of ﬂexible molecules (such as proteins) adsorbing at an aqueous
interface, which could limit the use of umbrella sampling for the molecules investi-
gated in Chapters 3, 4 and 6. Some priori knowledge of the PEL is also required,
so that umbrellas can be placed along the pathway between states i and j, where
there must be suﬃcient overlaps in the potential energy distribution between the
umbrellas. Discussed in the next section is the metadynamics approach, which
was used in this project for calculating the change in free energy between states.
2.5.1 Metadynamics
Metadynamics simulation (MetaD) is a technique aimed at improving the sam-
pling of the free energy landscape (FEL) as a function of one or more CVs. This
is achieved through the addition of a history-dependent bias potential along the
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CV, which can be thought of as increments of the potential energy being added to
the FEL along the trajectory of the reaction coordinates.328 These increments act
to ‘smooth’ the FEL by ﬁlling in the potential energy minima, which prevents
the revisiting of conﬁgurations and decreases any free energy barriers between
minima. By decreasing the free energy barriers, the trajectory along this CV is
able to sample regions of the FEL that were previously inaccessible. It is essential
in MetaD that the CV or CVs selected are suitable for measuring the properties
of interest in the system. This is because the choice of CV can aﬀect the outcome
of the results, because the history dependent bias is added along the trajectory of
the CV.338 In MetaD, each CV can be represented as Si(X(t)), where X(t) is the
reaction coordinates of a set d CVs (Si) of the ith CV with respect to time t. As
the MetaD simulation progresses with time, the history-dependent bias potential
can be expressed as:
V (X, t) =
∫ t
0
dt′ω exp
(
−
d∑
i=1
(Si(X(t))− Si(X(t′)))2
2σ2i
)
(2.12)
where, d is the number of CVs, σi is the width of the potential increment (in Gaus-
sian form), and ω is the energy rate, which is equivalent to the height of Gaus-
sian. During a MetaD simulation, as time progresses, Gaussians are deposited at
speciﬁc time intervals along the CV trajectory, which decreases the free energy
barriers between minima as the bias potential ﬁlls minima along the FEL (see Fig.
2.8). As such, when time goes to inﬁnity the bias potential V (X, t) provides an
unbiased estimate of the free energy of the system (V (X, t → ∞) → −G(X, t)).
However, standard MetaD simulations do have a major limitation, which is
in relation to the convergence in the bias potential. Lack of convergence means
that the generated free energy proﬁle of the reaction coordinate can oscillate.
Two important implications result from this, ﬁrst, in this case it is challenging
to decide when to halt the simulation and second, if the simulation is run too
long, the bias potential can irreversibly push the system to physically irrelevant
conﬁgurations.
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Figure 2.8: Schematic of the time evolution of the bias potential added to a
FEL along the trajectory of a CV. At time zero no bias has been added and the
CV is trapped in the free energy minimum. At time one and time two, the sum
of the added bias is large enough to allow the CV to overcome an energy barrier
and sample a new minima. The value of the CV is represented by a red sphere,
the green arrows represent where the CV can traverse the FEL from its current
location and the sum of the bias potential is represented in yellow
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Well-tempered metadynamics oﬀers a solution to the lack of convergence of the
bias potential, which was present by standard MetaD simulations.329 In this ap-
proach at each time t the height of the deposited potential (Gaussian) is rescaled,
so that over time the height decreases, which allows for the convergence of the
resulting bias potential. The Gaussian height, ω can be rescaled as:
ω = ω0τG exp
(
− V (X, t)
kBΔT
)
(2.13)
where ω0 is the initial hill height, τG is the time interval that Gaussians are
deposited along the CV trajectory and ΔT has the dimension of temperature
but is an input parameter (eﬀective sampling temperature of the CV). So, unlike
standard MetaD, the added bias potential decreases with time and converges to:
V (S(X(t)), t → ∞) = − ΔT
T +ΔT
G(X, t) (2.14)
In well-tempered metadynamics a priori knowledge of the system is required
to select a sensible value of the CV, so that the CV will capture the properties
of interest in the system. A priori knowledge of the highest energy barriers in
the FEL is required when using metadynamics simulations, so as to determine
the optimal dimensions of the initial Gaussian bias (height and width) and the
rate at which the Gaussian height is rescaled. Umbrella sampling on the other
hand requires a priori knowledge of the reaction coordinate between two states,
which requires several umbrellas to capture. Umbrella sampling can be labour-
intensive to set up and can be laborious to analyse. However, well-tempered
metadynamics simulations do not require several simulations with diﬀerent bias
potentials like umbrella sampling, which is why in this project, well-tempered
metadynamics simulations were performed to determine the change in free en-
ergy. Because both well-tempered metadynamics simulations and umbrella sam-
pling require some form of a priori knowledge it would be advantageous to use
both approaches to determine the adsorption free energy of an adsorbate. How-
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ever, the potential beneﬁts of using both approaches would be oﬀset by the extra
computational cost. It is important to note that the adsorption free energy pre-
dicted using well-tempered metadynamics simulations may not always agree with
an experimentally determined adsorption free energy. However, in this thesis the
trend in the adsorption free energy of diﬀerent adsorbates was of greater interest
than predicting an absolute adsorption free energy. Well-tempered metadynam-
ics has previously been shown to reliably replicate the trend in the strength of
adsorption of adsorbates at aqueous inorganic interfaces.339
2.5.2 Extraction of Adsorption Free Energies from Meta-
dynamics Simulations
In this project, a net free energy of adsorption ΔG was calculated for all MetaD
simulations reported in this thesis for the purpose of quantifying the strength
of adsorption for various adsorbates at aqueous metallic interfaces (Au(111) and
Ag(111)). An alternative to calculating the diﬀerence between the adsorbate free
energy at the minimum and in the bulk water region, is to calculate the net
free energy of adsorption, which provides a more accurate measure of adsorption
strength.326 In a MetaD simulation, as simulation time approaches inﬁnity (t →
∞), the total bias added to the system V provides an unbiased estimation of the
change in free energy of the system along the reaction coordinates, i.e. V (X, t →
∞) → −G(X, t), where G represents the free energy of the system and X the
reaction coordinate. The G(X, t) produces a free energy proﬁle like the one shown
in Figure 2.9, where a CV of an adsorbate (represented as a purple sphere) can
adsorb at either the ‘top’ face of the interface or the underside of the periodic
images of the surface slab (denoted herein as the ‘bottom’ face, see Fig. 2.6 for
periodic images). In each MetaD simulation, the bias to the CV was applied in
the direction perpendicular to the plane of the surface (herein, denoted as the
z-coordinate).
This symmetry allowed for the net free energy of adsorption to be calculated
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Figure 2.9: Free energy proﬁle (red line) generated by the top and bottom of
a surface (yellow spheres), when a CV (purple sphere) is biased towards either
side of the interface. The direction perpendicular to the plane of the surface is
the z-direction.
for both the top face (ΔGads,t) and the bottom face (ΔGads,b), which were esti-
mated using:340
ΔGads,t = −kBT ln
(
cads,t
cbulk
)
(2.15)
ΔGads,b = −kBT ln
(
cads,b
cbulk
)
(2.16)
where cads,t and cads,b are the concentrations of the adsorbate at the top (zmin-to-
z0) and bottom (z1-to-zmax) faces respectively, and cbulk represents the adsorbate
concentration in the bulk region (z0-to-z1, see Fig. 2.9). In Equations 2.15 and
2.16, Keq is described as:
Keq =
cads
cbulk
=
Nads
(Ntot −Nads)
(2.17)
whereNtot represents the total number of potential adsorbates andNads represents
the number of adsorbed adsorbates, which can be represented as:
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Nads = ρA
∫ z
0
exp
[−G(X, tf )
kBT
]
dX
=
Ntot
V
A
∫ z
0
exp
[−G(X, tf )
kBT
]
dX
=
Ntot
Lads
∫ z
0
exp
[−G(X, tf )
kBT
]
dX
(2.18)
where T represents the temperature of the system, tf is the total duration of
each MetaD simulation, ρ is the density of the molecules in the system, A is the
area of the surface, V is the volume of the system, and Lads is the length of the
adsorbed state in the direction perpendicular to the surface. Equation 2.18 was
used to derive the three concentrations (cads,t, cads,b and cbulk), where Ntot cancels
out in Keq:
cads,t =
1
z0 − zmin
∫ z0
zmin
exp
[−G(X, tf )
kBT
]
dX (2.19)
cads,b =
1
zmax − z1
∫ zmax
z1
exp
[−G(X, tf )
kBT
]
dX (2.20)
cbulk =
1
z1 − z0
∫ z1
z0
exp
[−G(X, tf )
kBT
]
dX (2.21)
where z0 and z1 are the boundary values for the aqueous bulk region, where the
CV was deﬁned as unadsorbed if the z-coordinate of the CV was within this
range (z0 < z < z1). For all other values of z, the CV is considered adsorbed to
either the top (z < z0) or bottom face (z1 < z). The z-coordinates for the top
and bottom face is represented as zmin and zmax respectively. Each systems’ free
energy proﬁle was used to determine the value of z0, which was deﬁned as the
lowest CV z-coordinate where G(X, tf ) > −4 kJ mol−1 and is only ﬂuctuating
marginally. z1 was deﬁned as having the same distance from the bottom face as
z0 had from the top face. The binding free energy of the system (ΔGads), was
then calculated as the average of the binding free energies of the top (ΔGads,t)
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and bottom (ΔGads,b) faces. To calculate the error pertaining to the ΔGads the
diﬀerence between ΔGads,t and ΔGads,b was halved.
2.6 Analysis
In this project thesis, various metrics were used to classify such quantities as the
secondary structure of a peptide, or to quantify the level of disorder in a DNA
hairpin. Herein, the key concepts and theory of the quantitative metrics used in
this thesis are discussed.
2.6.1 Block Averaging
In this project, block averaging was used to generate an average for diﬀerent
metrics (such as number of hydrogen bonds) with respect to time, where each
block average was calculated over a period of 5 ns of simulation time. To calculate
the block average, the average for a 5 ns block was calculated for each independent
simulation (simulation average). The block average was then calculated as the
average of the simulation averages of a system. This was carried out for each 5
ns interval. The errors for the block averaging were calculated by determining
the 95% conﬁdence interval from averaging the simulation averages.
2.6.2 Hydrogen Bonding
To determine whether there was hydrogen bonding between groups of possible
donor and acceptor atoms, two geometric criteria had to be met, where the donor-
acceptor distance (r) and the hydrogen-donor-acceptor angle (α) are within spec-
iﬁed cut-oﬀs. In this project, r was chosen to be 3 A˚ because 3 A˚ is the mean
donor-acceptor distance in both Watson-Crick base-pairs and protein secondary
structure.341 The angle α was chosen to be 30◦, because this cut-oﬀ keeps the
directionality of the hydrogen-donor-acceptor approximately linear as described
by Luzar et al.342
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2.6.3 Root-Mean-Squared Deviation of Atomic Positions
In this thesis, the root-mean-squared deviation (RMSD) of atomic positions was
used to calculate several metrics such as the deviation from either an initial or
‘ideal’ backbone conformation as a function of time, as well as being implemented
in the calculation of other metrics such as radius of gyration and cluster analysis.
The RMSD of atomic positions measures the average distance between each atom
(e.g. a backbone atom) of a molecule at the current time frame with that of the
corresponding atom from an optimally superimposed reference conformation.
Least-square ﬁtting is used to optimally superimpose the reference frame
molecular conformation to the current molecular conformation. This ﬁtting is
achieved by minimising the sum of the squares between the position of the cor-
responding atoms in the reference frame and the current frame.
To give a visual frame of reference, in Figure 2.10 an example of an extended
backbone of a DNA chain is shown, which has been optimally superimposed
with what was described as an ‘ideal’ DNA hairpin backbone conformation (see
Chapter 5).
Figure 2.10: ‘Ideal’ DNA hairpin backbone (red) at time t1 superimposed over
an extended backbone of an identical DNA chain (green) at time t2. For the
RMSD Δri = ‖ri(t1) − ri(t2)‖ where atom i ranges from 1 to n, and n is the
number of atoms in a single time frame.
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The mathematical description of the RMSD is described below:
RMSD(t1, t2) =
[
1
M
N∑
i=1
mi‖ri(t1)− ri(t2)‖2
] 1
2
(2.22)
where M =
∑N
i=1mi; N , is the number of atoms in each time frame; mi, is
the mass of atom i; t1, is a reference time frame (e.g time zero or an idealised
structure); t2, is the time frame being compared to t1; and ri(t), is the position
of atom i at time t.
2.6.4 Clustering of Like Structures
In terms of molecular modelling, a clustering analysis refers to the process of
grouping ‘like’ structures together into groups (herein referred to as clusters).
These sets of ‘like’ structures relate to thermodynamically accessible states of
the biomolecule, which are minima or basins on the PEL. Several diﬀerent meth-
ods exist for achieving this clustering analysis, such as single linkage,343 Jarvis
Patrick,344 diagonalization,345 and so forth. In general, clustering can be imple-
mented to analyse the backbone of a peptide, DNA or other molecular moiety.
Clustering can group all the frames of the trajectory into ‘like’ structures, which
allows for the identiﬁcation of prominent thermodynamically accessible states
of the biomolecule. Herein, the gromos clustering346 algorithm was used for
the clustering analyses performed in this project. The gromos clustering algo-
rithm has been commonly used in studies72,114,117,264,317,337,347,348 to cluster over
the backbone of peptide molecules. By using the gromos clustering algorithm,
the clustering performed over the backbone of two diﬀerent peptides (AuBP1 and
AgBP1) in Chapter 3 are directly comparable to previous studies investigating
these two peptides.72,114
The ﬁrst step in the gromos clustering algorithm is to calculate the RMSD
of the atomic positions between each frame, with every other frame (pairs of
structures) in the entirety of a simulations trajectory. Next, a cutoﬀ is used to
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determine the degree of structural similarity for ‘like’ structures in the trajectory,
where a pair of structures were considered as a ‘like’ structure if their RMSD
in the atomic backbone positions is less than or equal to a predeﬁned cutoﬀ.
However, careful consideration must be taken when choosing this cutoﬀ. If the
cutoﬀ is too large, dissimilar structures will be grouped together, while if the
cutoﬀ is too small, there will be a greater number of clusters, that may not be
overly dissimilar from one another. For a large biomolecule, a larger cutoﬀ is
required because of the extra degrees of freedom present in the biomolecule. This
causes an issue when comparing the number of clusters between biomolecules
with diﬀerent sizes (and diﬀerent cutoﬀs).
Once a cutoﬀ is selected and the RMSD of the atomic positions is calculated for
each pair of structures, the structure with the largest number of ‘like structures’
is taken as the centre of a cluster (cluster centroid). Cluster one is then deﬁned
as the cluster with the largest number of ‘like structures’ (population size). Once
‘like structures’ have been grouped into a cluster, each of the structures that
comprise a given cluster are then removed from the pool of structures in the
trajectory. This process is then repeated for the remaining structures in the
trajectory, until no further structures remain in the pool of structures. By using
this algorithm, a series of non-overlapping clusters was generated, which can
be ranked with a decreasing population size. Each cluster pertains to a set of
thermodynamically accessible states of the biomolecule and cluster one (having
the highest cluster population) is likely to be the most dominant structure for a
biomolecule with a well deﬁned structure. However, for disordered biomolecules
with no well deﬁned secondary structure, the most populated clusters would not
comprise the majority of the frames in the trajectory (i.e. no dominant structure
would be present).
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2.6.5 Peptide Secondary Structure
Proteins (and relevant to this study, peptides) have myriad possible conforma-
tions in relation to their backbone structure alone, which comprise a Boltzmann-
weighted ensemble of possible structures (see Chapter 1.6.2). These backbone
conformations give rise to localised secondary structural motifs, which are deﬁned
by torsion angles, φ and ψ along the backbone (see Fig. 2.11).349 An example of
a common secondary structure motif is polyproline II (PPII), which is a helical
structure with corresponding φ/ψ torsion angles of (–75◦, 150◦).350
Figure 2.11: Schematic of the torsion angles φ and ψ on a protein backbone
chain.
The combination of the torsion angles φ-ψ pairs can be represented in a Ra-
machandran plot, where for molecular simulations the frequency of appearance
of each φ/ψ coordinate can be plotted for the entirety of the trajectory. When
a Ramachandran plot is produced, it shows regions that correspond to the most
commonly-occurring regions of the backbone secondary structure motifs.351,352
Figure 2.12 depicts Ramachandran plot corresponding to common secondary
structures used in this project. Because each range of φ/ψ values can be assigned
to a secondary structure, the relative population of each secondary structure can
be determined for a trajectory. This can provide crucial information into the dom-
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inant secondary structure of a protein/peptide, and can be compared to circular
dichroism (CD) spectroscopy and NMR spectroscopy experiments (see Chapter
1.6.1). However, in some instances a clear dominant secondary structure is lack-
ing for a given protein/peptide, which is typical for the kind of IDPs studied in
this project.
Figure 2.12: Illustration of common regions in the Ramanchandran plot, used
in this project to characterise peptide secondary structure.
If a protein/peptide does not feature a dominant secondary structure, it is
usually classed as ‘random coil’. The term ‘random coil’ was originally based
on a statistical model (the random coil model), that described the unfolded con-
formation of polymers.353 The Boltzmann-weighted ensemble of structures popu-
lates the PEL corresponding to these random coil proteins/peptides, which have
no dominant conformations. Herein, random coil is used to describe segments
of peptides/proteins that lack any well deﬁned secondary structure motifs, as
described by φ-ψ torsion angle pairs.354
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2.6.6 Radius of Gyration
The radius of gyration (Rg) was used to measure the compactness of the backbone
of the DNA chain. Rg of the backbone of the ssDNA was calculated as the
RMSD between each atom in the backbone and the centre of mass (c.o.m.) of
the backbone, which is represented below:
Rg =
(∑
i ‖ri‖2mi∑
imi
) 1
2
(2.23)
where mi represents the mass of atom i and ri the position of atom i with respect
to the c.o.m. of the molecule. A small Rg indicates compactness, as the backbone
atoms are close to c.o.m., while a large Rg implies a more extended backbone.
2.6.7 Solvent Accessible Surface Area
The solvent-accessible surface area (SASA) pertains to the surface area of a
molecule that can be accessed by a solvent molecule (see Fig. 2.13). The con-
ceptual idea behind the SASA is that a van der Waals surface can be generated
for the molecule from the atomic radii of each atom in the molecule. A particle
probe of radius r1 (related to the van der Waals radius of a single water molecule
(particle)) is then rolled across the van der Waals surface of the molecule and
the centre of the probe traces the SASA of the molecule. Herein, the SASA is
calculated using the double cubic lattice method (DCLM) devised by Eisenhaber
et al.,355 which consists of a cubic lattice for the generation of a neighbour list for
each central atom and another cubic lattice for the list of occluding atoms (i.e.
a water molecule cannot ﬁt between the two atoms) for each central atom.
2.6.8 Residue-Surface Contact Analysis
For the peptide containing hybrid-molecules described in Chapter 3, it was im-
portant to determine the amount of contact each residue had with the surface of
the metal slab. However, for REST MD simulations the trajectory of replica zero
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Figure 2.13: 2D schematic of the solvent accessible surface area (SASA, red
dashed line) and the van der Waals surface area (black line), which is given as
the atomic radii of each atom. The SASA is generated by tracing the centre of
the water sphere (green sphere) along the van der Waals surface area.
(the replica with an unbiased Hamiltonian) is not continuous in time. Therefore,
an individual residue was deemed to be in contact with the surface if that residue
was within a cutoﬀ distance from the ﬁrst surface layer of the metal slab.
In this project, the cutoﬀ used for each residue was previously determined
by Tang et al.,114 by investigating the adsorption of diﬀerent peptides onto an
aqueous Au(111) interface (described by the GolP-CHARMM FF). To determine
these cutoﬀs, the authors of this study measured the distance from an assigned
site on each residue (see table 2.1) to the top surface layer of the Au(111) surface,
in the direction perpendicular to the face of the Au(111) slab. These data on the
residue-surface distance were used to establish the residue-surface distance cutoﬀs
for determining the range of separations for each residue and the maleimide-
azobenzene-maleimide (MAM) unit (described in Chapter 3), that corresponded
to “direct surface contact” (see Table 2.1, taken from Tang et al.114).
In this project, the cutoﬀs stipulated in table 2.1 were used to determine the
fraction of frames of replica zero (for each REST MD simulation at an aqueous
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Table 2.1: Contact residue side-chain sites and their cutoﬀs. If a residue side-
chain site comes within the cutoﬀ distance from the ﬁrst atom layer of the surface
the residue is considered in direct contact with the surface.72,114,115
Residue Side-Chain Site Cutoﬀ / A˚
Alanine Beta carbon 4.50
Arginine Cz in the guanidinium group 4.00
Asparagine Side-chain nitrogen 4.50
Cysteine Side-chain sulphur 4.00
Glutamine Side-chain nitrogen 4.50
Glutamate Gamma carbon 5.50
Glycine Alpha carbon 4.60
Histidine Centre of ring heavy atoms 4.50
Isoleucine Beta carbon 6.00
Leucine Delta carbon 5.50
Lysine Side-chain nitrogen 5.50
MAM Unit Centre of N=N bond 3.50
Methionine Side-chain sulphur 3.50
Proline Gamma carbon 4.50
Phenylalanine Centre of ring heavy atoms 4.00
Serine Side-chain oxygen 4.25
Threonine Side-chain oxygen 4.00
Tryptophan Centre of bond between the two fused rings 3.70
Tyrosine Centre of ring heavy atoms 4.00
Valine Beta carbon 5.50
metallic interface) that each residue was in contact with the surface atom layer
of the metallic surface. The fraction of the trajectory that was in contact with
the surface is the degree of contact each residue had with the surface. The degree
of contact of a residue provides information on the selectivity of a peptide to an
aqueous metallic interface, where a high degree of contact (more than 60% of
the trajectory in contact with the surface) indicated that the residue acted as an
‘anchor residue’.
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Chapter 3
Adsorption Properties of a
Conformationally Switchable
Ligand, Before and After
Conjugation to a Peptide
3.1 Introduction
An important and relatively new ﬁeld in the realm of material sciences is the
design and development of new metamaterials that are assembled out of ordered
nanoparticle (NP) assemblies (superlattices, discussed in greater detail in Chapter
1.1).3,4,30,257 An example of a superlattice was displayed in Figure 3.1, where
Mirkin et al.30 used programmable DNA linkers to assemble a binary superlattice
consisting of Au and Ag NPs (DNA mediated superlattices were discussed further
in Chapter 1.2.2).
Common strategies to assemble three dimensional (3D) often employ static
ligands rigidly bound to the nanomaterial interface22,25,30,32,119,356 (discussed in
Chapter 1.2). A possible alternative approach for assembling NPs into superlat-
tices is bionanocombinatorics,72,114,127 which exploits speciﬁc recognition phenom-
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Figure 3.1: Scanning transmission electron microscopy (STEM) images of a
binary superlattice constructed from Au and Ag NPs (red spheres and STEM
colouring represents AuNPs, while blue represents AgNPs). Inserts are the cor-
responding unit cell of the superlattice image. Image taken from Mirkin et al.30
ena that exists between peptides and materials surfaces58,114,357,358 (see Chapter
1.3).
As discussed in Chapter 1.4, it is possible that the utilisation of actuatable
bio-interfaces provides a possible approach for synthesising tunable metamateri-
als. Here, the term “actuatable bio-interface” refers to an interface where the
surface-bound ligand layers can reversibly change conformation in response to an
external stimulus. These ligands will incorporate two materials binding peptide
sequences (MBSs, that interact with and recognise aqueous inorganic interfaces),
separated by an actuating unit (see Chapter 1), which will be known as the pep-
tide assembling and responsive element (PARE) molecule (see Fig. 3.2a). The
PARE molecule is discussed in further detail in Chapter 1.4.
For ﬁne-tuning of the PARE molecule and the eventual rational design of MBS
peptides, the conceptual links between peptide structure and functionality must
be established for peptides adsorbed at diﬀerent aqueous inorganic interfaces.
These conceptual links between structure and function could be established by
determining the binding aﬃnities.38,64,70,359,360 In the absence of a well deﬁned
protocol for designing MBS peptides, phage-display techniques have been used
previously to screen libraries of peptide sequences to identify sequences that can
selectively target diﬀerent inorganic interfaces.36,134,361 The identiﬁcation of MBS
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Figure 3.2: a) Schematic of a generic Peptide Assembling and Response Ele-
ment (PARE). b) Photoisomerization mechanism of the maleimide-azobenzene-
maleimide (MAM) unit. c) Structure of the half-PARE hybrid molecule, where
the MAM is conjugated to a MBS via a cysteine. The coloured spheres denote
the atoms used to determine the ﬁve reference points of the MAM described by
Tables 3.7 and 3.8. d) Structures of the MBS peptides AuBP1 and AgBP1.
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peptides has provided the ﬁrst essential step in what could lead to eventual design
of MBS peptides with improved binding aﬃnities and binding speciﬁcities.38,360
Tailoring MBS peptides could be achieved by determining a set of possible rules
that deﬁne how any possible variations in the sequence of a MBS peptide will
aﬀect its adsorption to a target aqueous inorganic interface.
A study by Sarikaya et al.,38 aimed to improve the current understanding of
the relationship between the sequence of a given peptide and its corresponding
binding aﬃnity, with the view that this would enable the design of peptides with
selective materials binding properties. In this particular study, to determine the
relationship between the binding aﬃnity and the sequence of a given peptide at an
aqueous quartz interface, bioinformatics were implemented to determine the sim-
ilarities between the sequences of proteins. These proteins were experimentally
determined by the authors to be “strong” binders to the aqueous quartz interface.
These peptide binding aﬃnities were measured using surface plasmon resonance
(SPR, as explained in Chapter 1.6.1), which quantiﬁes the amount of peptide
adsorbed at an aqueous interface. Peptides were then classiﬁed as a “strong”
binding peptide if the quantity of the peptide adsorbed at the aqueous interface
was above an arbitrarily-determined cutoﬀ. The bioinformatics analysis of the
sequences of the strong-binding peptides was able to generate a scoring function
of favourable peptide sequences. This scoring function was used to design new
peptide sequences that were able to bind to a speciﬁc substrate, and were shown
to adhere to an aqueous interface in higher quantities than the original strong-
binding peptides. However, this study did not quantify the strength of adsorption
for these peptides, but rather the quantity of peptides adsorbing at the aqueous
interface, where a high quantity of adsorbed peptides was classed as a ‘strong’
binder. This study provided evidence that tailoring peptides to target speciﬁc
surface is possible, but failed to deﬁne a clear sequence function relationship or
explain the rationale in terms of the underlying chemistry of why each sequence
could bind to a speciﬁc interface.
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To develop a sequence function relationship that can be used to design MBS
peptides with high aﬃnity towards target materials, an atomistic understanding
of the adsorbed peptides at these aqueous interfaces is needed. This is challenging
to achieve by experimental means alone. However, there are a few experimental
techniques that are capable of probing peptide-coated aqueous material inter-
faces at the atomistic level.180 Though obtaining an atomistic level understand-
ing of peptide-coated aqueous interface is challenging, techniques such as cir-
cular dichroism (CD) spectroscopy, and Fourier transform infrared (FTIR) spec-
troscopy are able to elucidate the content of the secondary structure of peptides ei-
ther in solution or adsorbed at an aqueous inorganic interface.44,129,164,172,175,362,363
An exemplary study by Knecht et al.71 used CD spectroscopy to charac-
terise ten diﬀerent peptide-capped AuNP systems, where each AuNP system was
capped by a diﬀerent peptide in solution. To investigate structural changes in
these peptides prior to and after NP adsorption, CD spectroscopy was performed
individually on all peptides free in solution and in an AuNP dispersion with the
same solution concentration of peptide. The CD spectra showed that there was
a change in structure when AuNPs were present, where the ordering of the sec-
ondary structure decreased for the majority of the peptides in the presence of
AuNPs. However, from these results it was unclear what percentage of the pep-
tides were adsorbed onto the AuNPs or free in solution. Because there was no
way to discriminate between the parts of the CD spectra pertaining the adsorbed
peptides or free in solution peptides, it was challenging to deﬁnitively determine
the secondary structure of the adsorbed peptides.
Both CD and FTIR spectroscopy indicate that MBS peptides generally ex-
hibit random-coil conformations in the absence of the target material inter-
face.38,65,71,129,175,261,362 It was argued that the conformationally labile features
of these peptides allow the peptide to enhance its ability to bind with a high de-
gree of aﬃnity to inorganic interfaces.362 Hence, determining the conformation(s)
of the MBS peptides in both the surface-adsorbed and unbound states is essential
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for elucidating the knowledge needed for the rational design of MBS peptides.
Of particular interest to ascertaining adsorbed peptide conformations is a
nuclear magnetic resonance (NMR) spectroscopy (see Chapter 1.6.1) approach
developed by Mirau et al.,180 which aimed to elucidate the structure of peptides
adsorbed at aqueous inorganic interfaces. In this study, NMR was used to de-
termine the 3D structure and orientation of peptides bound to silica and titania
nanoparticles. However, the NMR spectroscopy techniques used in this study
required that there were rapid exchanges with the peptides and the NPs. If the
peptide strongly adsorbs onto an aqueous material interface, there may not al-
ways be a high exchange rate (due to the peptides remaining adsorbed), which
hinders the use of these NMR techniques.
Another approach for the elucidation of the molecular level interaction be-
tween MBS peptides and inorganic interfaces is through the use of molecular
dynamics (MD) simulations. Several groups have employed MD simulations
to investigate the adsorption of peptides at diﬀerent inorganic interfaces such
as gold,136,197–202,250–252,364,365 palladium,136,199,357,365,366 titania,367 nickel196,199 sil-
ver,199 silica,176 carbon nanotubes368 and graphene.358,368 Of particular interest
were MD simulations studies that investigated Au- and Ag-selective MBS pep-
tides, interacting at aqueous Au or Ag interfaces. This work is of particular
interest because it is envisioned that the PARE molecule could assemble both
Au and Ag NPs into a plasmonic superlattice.136,200,203,250–252,364,365 For the pur-
poses of comparability, it was important that MBS are simulated under similar
conditions, such as with the same force-ﬁelds for describing molecular interac-
tions. To provide a basis for the comparison of MBS binding peptides at diﬀerent
aqueous metallic interfaces, Tang et al.72,114 investigated a set of experimentally-
identiﬁed MBS peptides at both aqueous gold and silver interfaces, using con-
sistent FFs and methodologies. Another apparent complication in these simu-
lations arises from the wide range of conformations that are assumed by MBS
peptides,38,65,71,129,175,261,362 where the ability to adequately sample the conforma-
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tional space using MD simulations could be hindered by the presence of numerous
minima in the potential energy landscapes of these systems (see Chapter 2.1 for
potential energy landscapes).317
It is important that the conformational space of a MBS peptide is adequately
sampled, due to the majority of the conformations of MBS peptides being classed
as intrinsically disordered peptides (see Chapter 2.2).71 However, a large portion
of the previous studies investigating MBS peptides did not use any advanced
sampling techniques, aimed at overcoming any potential energy barriers that
may prevent the sampling of diﬀerent conformations.136,200,250–252,364,365 Without
a means for overcoming expected potential energy barriers, such simulations are
unlikely to overcome energy barriers on time-scales that are practical to simu-
late. If the conformational space has not been robustly sampled, the reported
structures in these studies may not be representative; this might compromise the
conclusions drawn from these studies. To overcome the shortcomings of standard
molecular simulations in sampling the conformational space of MBS peptides, a
number of advanced sampling techniques based on Replica Exchange Molecular
Dynamics (REMD)303 have been developed for aqueous peptide-surface systems
(this was detailed in Chapter 2.4).304,306–310,312,313,323,324,369 For the reasons de-
scribed in Chapter 2, a recently developed MD simulation protocol that applies
Replica Exchange with Solute Tempering (REST)312 was employed herein.
In the literature there are examples of the REST approach being imple-
mented for MBS peptides that are interacting with aqueous inorganic inter-
faces.72,114,264,317 Of high relevance is a study by Palafox-Hernandez et al.,72 which
attempted to elucidate the chemical and structural features of MBS peptides at
aqueous gold and silver interfaces, because it was thought that these peptides
could be used in the assembly of 3D plasmonic superlattices. To achieve this
aim, these authors investigated the adsorption of two diﬀerent Au and Ag MBS
peptides (four in total) at both the aqueous Au-binding and Ag-binding interface,
by implementing REST MD simulations to determine the binding preference of
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each peptide. From these REST MD simulations, it was determined that many of
the peptides lay ﬂat on the aqueous Au(111) surface and adopted a greater variety
of conformations at the Ag(111) surface. These ﬁndings reﬂect that these pep-
tides exhibit enthalpically-driven binding on Au and entropically-driven binding
on Ag. This study demonstrated the REST MD simulations can be implemented
to investigate the changes in conﬁguration of random-coil peptides adsorbed at
aqueous inorganic interfaces, with an atomistic resolution that is currently un-
available experimentally. However, this study did not investigate the eﬀect on the
adsorption properties of the MBS peptides when these peptides are conjugated to
other molecules to form new hybrid molecules such as the PARE molecule. The
next stage in the development of the PARE molecule is to understand the eﬀect
on the adsorption properties when MBS peptides are conjugated to an actuating
spacer.
As discussed in Chapter 1, in this project two diﬀerent types of actuating
units are under investigation, a temperature-sensitive DNA hairpin (as detailed in
Chapters 5 and 6), and a light-sensitive azobenzene containing moiety77 (investi-
gated in this Chapter). Azobenzene undergoes photoisomerisation (see Fig. 3.2b),
where it reversibly photoswitches from a trans to a cis conformation when exposed
to light of a speciﬁc frequency, and has successfully been incorporated into ligands
that have been covalently attached to NPs.76,82,84,87,88 However, in most previous
studies involving azobenzene with AuNPS, the azobenzene-containing ligand was
covalently bound to the NP surface, which requires complex synthetic procedures
to prepare. In an aqueous environment where the azobenzene-containing ligand
has not been covalently-conjugated to a NP surface,it is possible that the azoben-
zene moiety of the ligand could directly adsorb onto the NP surface. The strength
of the azobenzene adsorption to an aqueous metallic interface may inﬂuence the
structural conformations of the MBS peptide or peptides that the azobenzene is
conjugated to in the PARE molecule. There exists both experimental370,371 and
density functional theory (DFT, using the van der Waals functional (vdW-DF))
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studies,372,373 that have investigated the strength of adsorption of azobenzene at
in vacuo Au and Ag surfaces. However, none of these studies have elucidated
the strength of adsorption of azobenzene at an aqueous metallic interface. Ex-
perimentally it is extremely challenging to determine the strength of adsorption
of azobenzene at an aqueous interface, due to the hydrophobic nature of azoben-
zene,374 which prevents the dispersion of small azobenzene containing units in
aqueous solution. To our knowledge, there are currently no experimental or the-
oretical studies present in the literature that predict the adsorption strength of
an azobenzene-containing (MAM) unit at both a Au and Ag aqueous interface,
other than the published results provided in this chapter.116
As the azobenzene itself cannot easily be conjugated directly onto a MBS
peptide, a synthesis procedure was developed by our experimental collaborators,
where a thio-maleimide unit was conjugated at each end of the azobenzene re-
sulting in the maleimide-azobenzene-maleimide (MAM) unit (see Fig. 3.2b). The
MAM unit was then conjugated to the peptide through the sulphur atom on cys-
teine, which in turn was conjugated to the MBS peptide (see Fig. 3.2c). Each
of the two MBS peptides that comprise the PARE molecule were attached to
the MAM at either the N- or C-terminus of the peptide. Herein, we investigate
the impact imparted by the presence of the MAM on the surface-adsorbed struc-
ture of the MBS peptides by comparing the parent-peptide results (reported by
Palafox-Hernandez et al.)72 with the results of the MAM conjugated at either the
N- or C-terminus of the peptides. The parent-peptide refers to any of the MBS
peptides previously investigated by others that are not conjugated to the MAM
or any other molecule.
There are several MBS peptides identiﬁed in the literature that have binding-
selectivity for Au or Ag aqueous interfaces.72 Of these, AuBP1 (WAGAKRLVL-
RRE)362 and AgBP1 (TGIFKSARAMRN)64 were studied because of their selec-
tivity towards Au and Ag respectively.72 To determine how the covalent attach-
ment of the MAM at either the N- or C-terminus of these two MBS peptides
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aﬀected the non-covalent adsorption and reconﬁguration at both the Au and Ag
aqueous interfaces, only one MBS peptide conjugated onto the MAM was inves-
tigated, which herein is called the half-PARE hybrid molecule. The half-PARE
molecule consists of either AuBP1 or AgBP1 conjugated at either the N- or C-
terminus of the MAM (a total of four hybrid molecules, see Fig. 3.2c and 3.2d).
To elucidate the binding eﬀects induced by the cis and trans conformations of
the MAM on both MBS peptides, advanced conformational sampling was per-
formed on each of the four half-PARE molecules (in either the “cis” or “trans”
conformation of the MAM), using molecular dynamics (MD) simulations. Under-
standing how this interplay between the adsorption aﬀects the diﬀerent structures
of the half-PARE hybrid molecule will ultimately allow for the design of a PARE
molecule consisting of two MBS peptides, that will contain materials selectivity
and stimulus responsive conformational switching.
3.2 Methodology
All MD simulations were performed using the GROMACS241,242 software package.
This study used both the polarisable GolP-CHARMM201 and AgP-CHARMM
metal force-ﬁelds (FFs)203 to describe the Au(111) and Ag(111) aqueous inter-
faces, respectively (see Chapter 2.2.3). These metal FFs were used in conjunction
with the CHARMM22*192,211 and the CHARMM-modiﬁed TIP3P286,375 FFs. For
all systems, the Lennard-Jones non-bonded interactions switched oﬀ between 9.0
and 10.0 A˚, and a cutoﬀ of 11 A˚ was used for the partial mesh Ewald (PME)244
summation. The system temperature was regulated via the Nose´-Hoover ther-
mostat.300,301 Newton’s equations of motion were integrated using the Leapfrog
algorithm,296 with a time-step of 1 fs and frames were saved every 1 ps.
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3.2.1 Force Field Details of the Maleimide-Azobenzene-
Maleimide (MAM)
The maleimide-azobenzene-maleimide (MAM) unit (see Fig. 3.2b) investigated
in this Chapter was ﬁrst constructed in our research group using the Avogradro
software package.376 Existing terms in the CHARMM36 force-ﬁeld (FF)377 were
used to capture most of the bond lengths, bond angles and dihedral angles in
the MAM unit, with the exception being the dihedral angle associated with the
central N=N bond. The parameters of this dihedral angle on the MAM unit were
set to ensure that the potential energy barrier was high enough to prevent the
transition between either a trans (180◦ dihedral angle) or a cis (0◦ dihedral angle)
conformation. (i.e. no interchange between conformations).
Electronic structure theory calculations of a similar system reported by Hough
et al.,181 provided the optimal dihedral angle parameters for the aryl rings adja-
cent to the central N=N bond. Parameters from the CHARMM36 FF were used
for the non-bonded Lennard-Jones interactions. The ParamChem378,379 online
server was used to assign the partial charges on the MAM unit, to ensure the
charges on either the peptides AuBP1 or AgBP1 at either the C- or N-terminal
were harmonised. The MAM unit contained atom types (such as the central N=N
atoms and the carbon atoms in the maleimide), which required the assignment of
bespoke interactions with the Au and Ag slab surface sites in the GolP-CHARMM
FF and AgP-CHARMM FF, respectively. However, the central nitrogen atoms
in the MAM unit were assigned new bespoke interactions with both the Au slab
and Ag slab surface sites.
3.2.2 MAM Metadynamics Simulations at the Aqueous
Au(111) and Ag(111) Interfaces
The free energy of adsorption at both the Au(111) and Ag(111) aqueous interfaces
for the MAM alone, in both the cis and trans conformation (see Fig. 3.2b), was
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calculated using GROMACS241 (version 4.6.1.) in partnership with the software
package PLUMED 1.3.380 Each system contained a metal slab (either Au(111) or
Ag(111)), the MAM molecule (in either the cis or trans conformation), and 6093
CHARMM-modiﬁed TIP3P water molecules. The lateral cell dimensions for the
Au(111) and Ag(111) slabs were 58.6 × 60.9 A˚ and 58.9 × 61.2 A˚ respectively,
while the dimension perpendicular to the slab face was adjusted such that the
water density at the centre of the inter-slab space recovered the target density of
the CHARMM-modiﬁed TIP3P water at 300 K and 1 atmosphere pressure.
To calculate the free energy of adsorption, well-tempered metadynamics sim-
ulations of 300 and 350 ns for the Au(111) and Ag(111), respectively, were simu-
lated in the canonical (NVT ) ensemble at 300 K. The simulations were run until
the ﬂuctuations of the average free energy of adsorption had ceased changing
appreciably as a function of time (see Section 3.3.1). A bias was applied to the
vertical distance between the slab surface and the centre of mass (c.o.m.) of the
central N=N bond of the azobenzene substituent of the MAM. Gaussians of 0.5
A˚ width were used because these were large enough to capture the details of the
free energy proﬁle without a large computational cost, and were deposited every
1 ps, which correlated with the frequency with which each frame was saved. The
initial Gaussian height was set to 0.240 kJ mol−1, due to the strength of adsorp-
tion of the MAM at both interfaces. It was found that a lower initial Gaussian
height greatly increased the simulation time the CV was at the metallic surface,
while reducing the frequency with which the CV transitioned between the top of
the slab surface and the bottom of the periodic image of the slab. A bias factor of
50 was used, where the bias factor represents a ﬁctitious higher temperature that
was used to rescale the Gaussian height every 1 ps. This bias factor was selected
because the choice of smaller bias factors decreased the hill height too rapidly,
which prevented the free energy proﬁle and average free energy of adsorption of
the MAM molecule from stabilising on a sensible time-scale.
The free energy of adsorption was extracted using the integration method
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described in Chapter 2.5.2 (Equations 2.15 and 2.16), where due to the symmetric
nature of the resulting free energy proﬁle, two estimates of the binding aﬃnity
were generated per run. This extraction of the free energy of adsorption was
carried out every 5 ns, so that it could be determined when the ﬂuctuations in
the free energy of adsorption as a function of time could be classed as marginal.
The error of each 5 ns interval for the free energy of adsorption was calculated as
half the diﬀerence between the two estimates of the binding aﬃnity.
The ﬁnal free energy of adsorption was calculated from the average of the free
energy of adsorption of each 5 ns interval over the last 100 ns of the four MAM
simulations, so that the ﬁnal value was representative of the ﬂuctuations in the
free energy of adsorption as a function of time. The uncertainty in the free energy
was represented as the standard deviation of the free energy of adsorption for the
same 100 ns period of simulation time that was mentioned above. Each of the
four MAM simulation was run until the ﬂuctuations of the average free energy of
adsorption had ceased changing appreciably as a function of time.
3.2.3 Replica Exchange with Solute Tempering Setup for
Half-PARE Molecules
There were three types of systems (24 systems in total) containing either no metal
slab or one Au(111) or Ag(111) slab, which were simulated using GROMACS241
(version 4.5.5.). Each system contained a half-PARE hybrid molecule (see Fig.
3.2c), which consisted of the MAM in either the cis or trans conformation (see Fig.
3.2b), which was conjugated to the sulphur group on a cysteine. A single peptide
chain of either AuBP1 or AgBP1 (see Fig. 3.2d) was conjugated at either the N-
or C-termini (modelled with the zwitterionic N- and C-termini) to the cysteine
conjugated MAM (in either the cis or trans conformation). Both peptide chains
were described using the CHARMM22* FF,192,211 where the protonation state of
each residue in each peptide chain was assigned to be consistent with a solution
of pH 7. In total there were eight diﬀerent hybrid molecules with either diﬀerent
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chemical compositions or MAM conformations. All simulations and analyses
pertaining the AuBP1 half-PARE ‘free in solution’ (absence of a metal
slab), and the AuBP1 conjugated to the trans form of the MAM at an
aqueous metallic interface were undertaken by another member of our
research group (Dr. J. P. Palafox-Hernandez), but are reported here
for the convenience of the reader (8 out of the total of 24 simulations).
Herein, each half-PARE molecule is denoted by the convention AuBP1/AgBP1-
CN/CC-c/tMAM, for instance the C-terminal conjugated AgBP1 with the trans
conformation of the MAM is denoted AgBP1-CC-tMAM.
Each of the three types of system contained one of the eight half-PARE mol-
ecules and Na+ or Cl− counter-ions (to ensure the overall charge-neutrality of
the system). The ‘free in solution’ systems (absence of a metal slab) contained
∼11000 CHARMM-modiﬁed TIP3P water molecules, while the metal slab (either
Au(111) or Ag(111)) containing systems had ∼15000 TIPS3P water molecules.
For the half-PARE alone in aqueous solution, the cell dimension was 69.6 ×
69.6 × 69.6 A˚, where the simulation cell size recovered the target density of the
CHARMM-modiﬁed TIP3P water at 300 K and 1 atmosphere pressure. The
lateral cell dimensions for the Au(111) and Ag(111) slabs were 79.1 × 76.1 A˚ and
76.6 × 76.5 A˚ respectively, while the dimension perpendicular to the slab face
was adjusted such that the water density at the centre of the inter-slab space
recovered the target density of the CHARMM-modiﬁed TIP3P water at 300 K
and 1 atmosphere pressure (a cell dimension of ∼87 A˚, perpendicular to the slab
surface).
The Terakawa implementation312 of the REST MD simulation approach was
performed on all systems containing a half-PARE molecule, which exploits the
replica exchange and free energy perturbation theory functionalities within GRO-
MACS 4.5.5.241 Each of the REST MD simulations had sixteen replicas with an
‘eﬀective temperature’ (see Chapter 2.4.2) window ranging from 300-to-430 K,
with sixteen replicas. This range was selected so that the highest ‘eﬀective tem-
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perature’ of the solute (half-PARE molecule) would enable reasonable barriers in
the PEL to be overcome with a feasible number of both integration time-steps
and replicas, for a molecule of this size. In a single system, each replica had
the same MAM conformation (cis or trans), and the same peptide chain (either
AuBP1 or AgBP1), which were conjugated to the MAM at the same terminus (C-
or N-terminus). However, the peptide component of each half-PARE had varying
secondary structures between replicas, ranging from α-helix, β-turn, polyproline
II to random coil. Each half-PARE molecule in the sixteen replicas was orien-
tated so that at least one atom in the peptide chain was within ∼3 A˚ from the
top surface layer of the metal slab. The sixteen values of lambda (see Chapter
2.4.2) used to scale the FF of each replica were:
λj = 0.0000, 0.057, 0.114, 0.177, 0.240, 0.310, 0.382, 0.458, 0.528, 0.597, 0.692,
0.750, 0.803, 0.855, 0.930, 1.0000.
Before running each REST MD simulation, a short canonical (NVT ) simula-
tion of 0.5 ns was run for each replica (where no exchanges between replicas were
allowed), to allow for the equilibration of each replica at their assigned target po-
tential. Herein, the REST trajectory refers only to the frames from the trajectory
of the lowest ‘eﬀective temperature’ replica (the unscaled Hamiltonian, denoted
herein as replica zero), corresponding to a temperature of 300 K. Each REST
simulation was run until adequate sampling of the ensemble of possible struc-
tures was reached (determined by the number of clusters, see Chapter 2.6.4). To
allow for the frequent exchange between replicas the interval between exchange
attempts was set to 1 ps, which relates to the interval at which frames were saved.
3.2.4 Simulation Analysis
In this study, a detailed analysis on each REST simulation was carried out on the
constant-ensemble run at an ‘eﬀective temperature’ of 300 K, which corresponds
to the trajectory of replica zero (unscaled Hamiltonian, see Section 3.2.3). Parent
peptides in this text denotes the AuBP1 and AgBP1 peptides which have not been
97
conjugated to the MAM unit.
3.2.4.1 MAM Unit Structural Analysis
A structural analysis, pertaining to the distance from the aqueous metallic (Au-
(111) and Ag(111)) interfaces to the c.o.m. of the phenyl and maleimide rings of
the MAM unit, was performed (see Fig. 3.2b). This analysis was only performed
on the well-tempered metadynamics simulations trajectory frames where the CV
was within ±0.15 A˚ of the two symmetric free energy global minima and (for
the Ag(111) slab simulations) within ±0.15 A˚ of the two symmetric free energy
local minima. In these analyses, all distances pertain to the distance from the
top layer of the metallic slab, in the direction normal to the plane of the surface.
3.2.4.2 REST Clustering Analysis
The Boltzmann-weighted ensemble (see Chapter 2.1) of the reference trajectories
was classiﬁed into groups of like structures, based on the backbone similarity
of the half-PARE. This was achieved via application of the Daura clustering
algorithm346 with a ﬁxed root mean-squared deviation (RMSD) cutoﬀ between
the positions of all the peptide backbone atoms (see Chapter 2.6.4). Two separate
deﬁnitions of the backbone were used in this analysis, which are detailed below
(see Fig. 3.3). The ﬁrst backbone deﬁnition, included the peptide backbone
atoms along with the mid-line atoms along the MAM unit, which was denoted as
clustering over the entire molecule. The second backbone deﬁnition only included
the backbone atoms of the peptide sequence within the half-PARE molecule.
This later clustering deﬁnition enabled direct comparison with work previously
published by this research group on the parent AuBP1 and AgBP1 peptides.72,114
To allow for direct comparison between the previously published results, a cutoﬀ
of 2 A˚ was used for clustering over just the peptide backbone, because direct
comparisons between clusters with diﬀerent cutoﬀs is not appropriate.72,114,317
Due to the extra degrees of freedom present in the backbone of the entire half-
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Figure 3.3: Structure of the half-PARE molecule, where peptide chain was
conjugated at either the C- or N-terminus to the MAM unit. The heavy atoms
(excluding any oxygen atoms) highlighted in green represent the atoms of the
peptide backbone, while the atoms highlighted in both purple and green represent
the atoms of the entire half-PARE backbone.
PARE molecule, a larger cutoﬀ of 3 A˚ was used. In our analysis, a population
was assigned to each cluster, which was calculated as the percentage fraction of
the number of frames (from replica zero) that were assigned membership to a
particular cluster, that was divided by the total number of frames present in the
trajectory.
3.2.4.3 REST Ramachandran Analysis
An analysis of the secondary structure was performed on the backbone of the
peptide chain component of the half-PARE. As discussed in Chapter 2.6.5, the
backbone secondary structure of a peptide can be characterised by the torsion
angles φ–ψ (see Fig. 2.11). Certain φ–ψ dihedral angle regions correspond to
diﬀerent peptide secondary structures, such as α-helix and β-sheets (discussed
further in Chapter 2.6.5). Herein, the φ–ψ regions on Ramanchandran plot (see
Fig. 2.12) were used to determine the percentage φ–ψ dihedral angles located
within these region over all the frames of the trajectory of replica zero. These
analyses provided evidence towards any possible changes in the conformational
ensemble of secondary structures in the peptide backbone, that was brought about
by the presence of the MAM unit.
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3.2.4.4 REST Contact Residue Analysis
In this study the term ‘anchor residue’ will be used herein, deﬁned as a residue
that spent 60% or more of the trajectory of replica zero in contact with the
surface of the metal slab. The approach for determining whether a residue was in
contact with the metal slab is described in Chapter 2.6.8, along with the cutoﬀs
used for each residue. The cutoﬀs for each unit of the half-PARE were used
to calculate the fraction of frames of the trajectory of replica zero that were
within the contact range from the surface of the slab, as stipulated above. Two
deﬁnitions were examined for the MAM unit in contact with the metal surface.
In the ﬁrst deﬁnition, the MAM unit was considered in contact with the surface
of the slab if the midpoint between the central N=N bond was within a cutoﬀ
distance from the surface of the slab (the ‘one-site’ description described by Table
2.1). The second deﬁnition used a ﬁve-site deﬁnition, which encompassed the
centre of each of the phenyl and maleimide rings (four rings in total), plus the
midpoint between the N=N bond (see Figure 3.2c). Further details including the
data used to establish these cutoﬀs, and the analyses of the distribution of the
residue surface distances and the percentage of frames of the trajectory of residue
zero, where residues were in contact with the surface, can be found in previous
work.72,114,115
3.3 Results
It was suggested by quartz crystal microbalance (QCM) observations, ultra-violet
visible (UV-vis) spectroscopy, and circular dichroism (CD) spectroscopy experi-
ments115,116 that the location and conformation of the MAM unit has a noticeable
eﬀect on the binding of AuBP1 to both Au and Ag aqueous interfaces. This ﬁnd-
ing could also hold true for AgBP1, but as yet no experimental data has been
reported to determine whether or not this assumption holds true. These previ-
ous experiments on the AuBP1 containing half-PARE molecule determined that
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reversible switching between the trans and cis conformations of the MAM in the
surface-adsorbed state did not cause nanoparticle (NP) aggregation. However,
there was a diﬀerence in the measured switching rate from cis to trans, and trans
to cis, where cis to trans was noticeably quicker, which was proposed to be due to
a diﬀerence in the binding strength of the MAM conformations. What was gar-
nered experimentally was important for further developing the PARE molecule
(see Chapter 1.4), but was not able to resolve the atomic-level structural confor-
mation of these hybrid molecules at either the aqueous gold nanoparticle (AuNP)
or silver nanoparticle (AgNP) interfaces. To support the experimental ﬁndings
mentioned above, advanced MD simulations were performed on the MAM unit
and half-PARE molecules at aqueous metal interfaces.
3.3.1 Free Energy of Adsorption for the MAM at the
aqueous Au(111) and Ag(111) Interfaces
Experimental results determined that the conformation of the MAM (cis or trans)
had a noticeable impact on the non-covalent binding aﬃnity of the half-PARE hy-
brid molecule at both Au and Ag aqueous interfaces (determined through the use
of QCM methods). However, experimentally determining the interfacial binding
free energy for the MAM alone in aqueous solution is not possible, because the
MAM is highly hydrophobic and cannot be dispersed in an aqueous environment.
Here, well-tempered metadynamics329 was employed to determine the free energy
of adsorption for four cases of the MAM (the trans (tMAM) and cis (cMAM)
conformations) at an aqueous metallic interface (either Au and Ag). It is impor-
tant for these simulations that there was no interconversion between the trans
and cis conformations when interacting with the polarisable Au(111)197,198,201
and Ag(111)203 surfaces.
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3.3.1.1 Sampling of the Free Energy Landscape
Before calculating the relative free energy of interfacial binding of the MAM unit,
it has to be determined whether the collective variable (CV) adequately sampled
the free energy landscape. The CV for these metadynamics simulations was
deﬁned as the distance from the surface of the c.o.m. of the central N=N atoms
in the azobenzene unit. Figure 3.4 shows the change in the CV for the MAM as
a function of simulation time, where the top and bottom of the metal slab, as
well as the space between the slabs were in all instances being sampled frequently,
which indicates that the free energy landscape was adequately sampled. Adequate
sampling was required so that the bias could be added to the entirety of the free
energy landscape represented by the path of the CV, where the energy basins
could be ﬁlled.
Figure 3.4: The change in the CV as a function of time for a) Au-tMAM, b)
Au-cMAM, c) Ag-tMAM, and d) Ag-cMAM at the aqueous metallic interface.
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3.3.1.2 Free Energy of Adsorption
After determining that the free energy landscape was adequately sampled, the
change in free energy of adsorption as a function of time was extracted using the
integration method described in Chapter 2.5.2. Each metadynamics simulation
was extended until the adsorption free energy of the MAM at the aqueous metal-
lic interface was only changing marginally, as shown in Figure 3.5. At 300 ns for
the adsorption of the MAM at the aqueous Au(111) interface, there was only a
marginal ﬂuctuation in the adsorption free energy. However, for the adsorption
of the MAM at the aqueous Ag(111) interface, at 300 ns there were not any
ﬂuctuations but instead a steady increase for at least the last 50 ns. For this
reason, both MAM metadynamics simulations at the aqueous Ag(111) interface
were extended to 350 ns, where a change in the trend was observed. Fluctuations
were still present in the adsorption free energy after 300 ns of metadynamics
simulation. This might be attributed to the chosen CV not capturing all of the
slow degrees of freedom (where a second CV may have been needed). Alterna-
tively, these ﬂuctuations might be attributed to the fact that the free energy of
adsorption was converging too slowly. With the beneﬁt of hindsight, it may have
been possible to converge the free energy of adsorption within a shorter simula-
tion timespan by using Gaussians with a narrower full-width half-maximum and
a great peak amplitude, which would have acted to both ﬁnely and eﬀectively ﬁll
the free energy basins more quickly. However, in this thesis it was the trend in the
adsorption free energy of the adsorbates at diﬀerent aqueous metallic interfaces
that was of interest and not the absolute value of the adsorption free energy.
Over the course of the last 100 ns of each trajectory, it was determined that
the ﬂuctuations in the free energy of adsorption were converged to a satisfactory
degree, such that an average of the free energy of adsorption would give repre-
sentative results. The ﬁnal free energy of adsorption was thus calculated as the
average free energy of adsorption over the last 100 ns of the trajectory, where the
error of the average free energy of adsorption was the standard deviation. These
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Figure 3.5: Change in adsorption free energy as a function of time for a) Au-
tMAM, b) Au-cMAM, c) Ag-tMAM, and d) Ag-cMAM at the aqueous metallic
interface.
ﬁnal free energies of adsorption were predicted to be –67.8 ± 8.0 kJ mol−1 for
Au-cMAM, –97.7 ± 7.6 kJ mol−1 for Au-tMAM, –19.0 ± 7.9 kJ mol−1 for Ag-
cMAM, and –47.6 ± 4.2 kJ mol−1 for Ag-tMAM. The ﬁnal adsorption energies
deﬁned a clear rank ordering of the MAM unit as Ag-cMAM < Ag-tMAM < Au-
cMAM < Au-tMAM. The optical switching experiments115,116 of the half-PARE
showed that a smaller fraction of the MAM units isomerised when adsorbed at
an aqueous Au interface than at the aqueous Ag interface. The results reported
here predict that the MAM unit had a stronger binding aﬃnity at the aqueous
Au(111) interface than the aqueous Ag(111) interface. From these two results it
could be argued that the smaller fraction of MAM units changing conformation
at an aqueous Au interface relates to the stronger adsorption strength at the
aqueous Au interface, when compared to the aqueous Ag(111) interface, which
hinders the switching between the cis and trans conformation.
The adsorption free energy proﬁles for the tMAM and cMAM conformations
at the aqueous Au(111) and Ag(111) are presented in Figure 3.6. Figure 3.6
indicated the trend in the binding strength of the MAM, and also showed that
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a barrier of 10-20 kJ mol−1 must be overcome when the MAM adsorbs at the
aqueous Ag(111) interface (which is likely caused by the azobenzene substituent
needing to displace the adsorbed water).203 This suggests that the adsorption of
the MAM unit at the aqueous Ag(111) interface may occur at a slower time-scale
than adsorption at the aqueous Au(111) interface, where no such energy barriers
are predicted to exist. Of note was the minimum in the potential energy proﬁle
after 5 A˚ for the Ag-cMAM case, which has comparable strength of adsorption
to the minimum located closest to the surface (3 A˚ from the surface). This
indicated that for the Ag-cMAM case, that a ﬂat conformation at the aqueous
Ag(111) interface was not the only favourable conformation when adsorbing at
the aqueous Ag(111) interface.
Figure 3.6: Adsorption free energy of the trans and cis forms of the MAM at the
aqueous Au(111) and Ag(111) interfaces. The inset shows the full adsorption free
energy proﬁle of the trans form of the MAM at the aqueous Au(111) interface,
where the purple lines indicate the locations of z0 and z1 (15 A˚ from the aqueous
Au(111) interface).
To elucidate the conformations present at both the aqueous Au(111) interface
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and aqueous Ag(111) interface, a distance analysis on the frames of the simulation
trajectory that contained an adsorbed MAM unit were performed (see Fig 3.7).
The MAM unit was considered adsorbed if the CV was within ±0.15 A˚ of the
global minimum position on the free energy proﬁle. However, the free energy
proﬁle at the aqueous Ag(111) surface also displayed a local minimum at 7 A˚
from the surface, so a distance analysis was also performed separately where
the CV was within ±0.15 A˚ of the local minima. This same analysis of the
local minimum was not performed for the aqueous Au(111) surface, because the
aqueous Au(111) interface free energy proﬁles did not contain a well deﬁned local
minimum like the ones observed at the aqueous Ag(111) interface (see Fig. 3.6).
Two diﬀerent metrics were examined, the distance between the surface and
either the c.o.m. of the phenyl rings (see Fig 3.7a and 3.7b) or the c.o.m. of
the maleimide rings (see Fig 3.7c and 3.7d). Both Figures 3.7a and 3.7b (rep-
resenting the distance of the phenyl rings from the aqueous metallic interfaces)
showed a single peak for the trans conformation and a double peak for the cis
conformation of the MAM unit at the global minimum. The trans conformation
had a single peak because of the planar conformation of azobenzene (in a trans
conformation), where both phenyl rings lay ﬂat on the metallic surface, while for
the cis conformation, only a single phenyl ring adsorbs onto the metallic surface
at any instance.
For the distance of the maleimide rings from the aqueous metallic surface
there is a slight diﬀerence between the distribution of the trans conformation of
the MAM unit at the aqueous Au(111) (see Fig 3.7c) and Ag(111) (see Fig. 3.7d)
interfaces, where it appears more likely for the maleimide rings to not be in direct
contact with the aqueous Ag(111) interface. However, for the cis conformations
of the MAM unit at the global minimum the maleimide rings were more likely
to be directly adsorbed onto the aqueous metallic interface (as indicated by the
largest peaks being closest to the surface).
When examining the distances of the maleimide rings from the aqueous
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Figure 3.7: Distribution of the distance phenyl rings from the a) the aqueous
Au(111) interface and b) the aqueous Ag(111) interface. Distribution of the
distance maleimide rings from the c) the aqueous Au(111) interface and d) the
aqueous Ag(111) interface. All plots pertain to the distances at global minimum
of the free energy proﬁle, unless denoted as “2nd” minima, which pertains to the
distances from local minima. Exemplar conformations (cis state) at the e) global
minimum and the f) local minimum the aqueous Ag(111) interface. Water not
shown for clarity.
107
Ag(111) interface at the local minimum, it was apparent that there was a high
probability that the maleimide rings would be directly adsorbed onto the Ag(111)
surface, while the azobenzene moiety was not directly adsorbed onto the surface.
Figure 3.7e illustrates the planar conformations the MAM unit had at the global
minima, while Figure 3.7f represents the conformations observed at the local
minimum. The likely reason for the energy barrier present between the global
minimum and the local minimum (see Fig. 3.6) is that the azobenzene moiety
had to displace water layers to adsorb directly onto the Ag(111) surface, while
the maleimide rings were already directly adsorbed onto the Ag(111) surface.
The next section investigates how the placement and isomerisation of the
MAM unit modulates the degree of contact of the peptide unit of the half-PARE
molecules investigated.
3.3.2 Investigating the Adsorbed State of Half-PARE Hy-
brid Molecules via REST Simulations.
In this section, the eﬀect of the conjugation point (see Section 3.2.3) and isomeri-
sation state of the MAM unit on the adsorption of two diﬀerent peptides (AuBP1
and AgBP1) adsorbed at an aqueous metallic interface (Au(111) and Ag(111))
was investigated (a total of eight half-PARE hybrid molecules). To elucidate an
atomic-level desorption of the degree of surface-peptide contact of the half-PARE
molecules, REST312,317 was employed, which is a Hamiltonian-based Replica Ex-
change approach (see Chapter 2.4.2) that can predict the Boltzmann-weighted
ensemble of conformations. In this Chapter, only the trajectory of replica zero
(see Section 3.2.3) was analysed, which means that all frames of the analysed tra-
jectory had an ‘eﬀective temperature’ at 300 K. It is important to note that all
REST MD simulations of the AuBP1 containing half-PARE molecule,
with the MAM unit in the trans conformation, were performed and
previously reported by Palafox-Hernandez, but are reported herein for
convenience.
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3.3.2.1 Replica Mobilities
To adequately sample the conformational space of each half-PARE hybrid mole-
cule, each of the sixteen replicas must be mobile throughout the entirety of each
temperature (potential) window for each REST simulation. The mobilities of each
replica through temperature-space can be examined to evaluate this. In Figure
3.8, exemplar eﬀective temperature mobilities for four out of sixteen replicas are
presented, which is representative of the mobilities observed for all of the REST
simulations examined in this chapter. The data shown in Figure 3.8, indicates
that there is adequate mixing of replicas during the REST simulations.
Figure 3.8: Exemplar REST simulation eﬀective temperature mobilities for four
out of sixteen replicas, of the AuBP1-CC-cMAM hybrid at the aqueous Au(111)
interface.
To provide an extra quantitative measurement of the mixing of replicas, the
replica round-trip time was calculated for each REST simulation.381 The replica
round-trip time described herein is deﬁned as the amount of simulation time
taken for the ‘eﬀective temperature’ at 300 K (corresponding with replica zero)
to sample all 15 replicas and return to replica zero. It was noted that, for exactly
50% of the REST simulations that involved an aqueous metallic interface (8 out
109
of 16 REST runs), completion of this round-trip did not occur in the course
of the 25 ns simulation. This could indicate that the number of replicas and
temperature window was not optimised for these particular REST simulations.
However, due to the strict deﬁnition used for the replica round-trip time, REST-
MD simulations with either a large replica round-trip time or where no replica
round-trip occurred, may not necessarily indicate that there was an inadequate
sampling of replicas.
As an example, there could be instances where the ‘eﬀective temperature’ of
300 K ﬁrst sampled replica zero and then went on to sample all other replicas
but then did not sample replica zero again, which demonstrates that the replica
round-trip time alone may not describe whether or not adequate sampling has
occurred. For this reason, the mobilities of each REST simulation were also
consulted to ascertain whether any replicas were immobilised around a particular
‘eﬀective temperature’ (see Fig. 3.8). For the remaining eight REST simulations
reported in this chapter, the replica round-trip time ranged from 2.8 ns to 16.9
ns, with an average of 10.5 ± 4.7 ns. When comparing these results with the
mobilities it can be concluded that there was adequate mixing of replicas.
3.3.2.2 Clustering Analysis
To assess that each REST simulation had approached equilibrium, the number
of clusters vs. REST MD simulation time for the unscaled, reference replica (λ
= 0.000) was examined. Clustering was performed over either the entire hybrid
molecule or the peptide backbone only, so that results could be comparable to
the parent-peptide molecules, where each cluster represents a diﬀerent backbone
structure (see Section 3.2.4.2). To demonstrate that each REST simulation had
approached equilibrium, the number of clusters vs. the simulation time is shown
in Figures 3.9 and 3.10. Figures 3.9 and 3.10 indicate that the total number
of clusters for the half-PARE hybrid molecule is signiﬁcantly greater when not
adsorbed at an aqueous metallic interface, which was to be expected.
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Figure 3.9: Number of clusters vs. REST MD steps for the AuBP1 half-PARE
molecule in solution (Sol.), at the aqueous Au(111) and Ag(111) interfaces; a)
clustered over the AuBP1 backbone only, b) clustered over the entire hybrid
molecule. Trans data provided from the work of Palafox-Hernandez.115
From these analyses, the population (see Section 3.2.4.2) of a given cluster
was calculated as the percentage fraction of the number of frames that were as-
signed to that cluster, divided by the total number of frames in the trajectory.
The populations of the top ten most populated clusters of like structures for each
of the REST MD simulations is presented in Tables 3.1 and 3.2, which represents
the commonly-appearing structures in the Boltzmann-weighted ensemble of con-
formations and their probability of appearing. Of these top ten most populated
clusters, the term ‘top cluster’ refers to the cluster with the highest probability of
appearing in the Boltzmann-weighted ensemble of conformations. These results
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Figure 3.10: Number of clusters vs. REST MD steps for the AgBP1 half-PARE
molecule in solution (Sol.), at the aqueous Au(111) and Ag(111) interfaces; a)
clustered over the AgBP1 backbone only, b) clustered over the entire hybrid
molecule.
indicate that like the parent-peptides, each half-PARE molecule did not have a
distinct conformation that accounted for the majority of the population, which
indicated that the presence of the MAM did not impose a distinct conformation
on the peptide that accounted for the majority of the trajectory of replica zero. In
general the number of distinct structures of each of the eight half-PARE molecules
was higher when free in solution than when adsorbed at an aqueous metallic in-
terface, which was to be expected. This suggests that the conformation of the
half-PARE molecule was more restricted by the presence of the aqueous metallic
interface than when alone in aqueous solution, which was not unexpected.
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Table 3.1: Percentage population of the top ten most populated clusters of the
parent AuBP1 and the peptide component of the half-PARE molecules at the
aqueous Au(111) and Ag(111) interfaces. The “c” or “t” in front of the MAM
refers to the cis or trans conformation of the MAM. In brackets is the total
number of clusters. * The parent-AuBP1 results have been reproduced from
Tang et al.114 and Palafox-Hernandez et al.382 † represents values taken from
Palafox-Hernandez trans data.
Aqueous Au(111) Interface
Parent AuBP1* CC-cMAM CC-tMAM† CN-cMAM CN-tMAM†
Cluster (53) (77) (70) (75) (62)
1 21.3 28.7 29.4 20.3 24.5
2 14.2 15.9 17.9 11.4 13.6
3 13.8 11.9 10.1 8.3 10.3
4 12.1 7.5 7.1 8.1 9.3
5 4.0 4.9 5.2 6.6 7.7
6 3.5 3.6 5.2 6.5 4.4
7 3.3 3.1 3.5 6.3 3.4
8 2.8 3.0 2.8 4.4 2.9
9 2.6 2.6 2.2 3.1 2.7
10 2.3 2.1 1.9 2.9 2.3
Aqueous Ag(111) Interface
Parent AuBP1* CC-cMAM CC-tMAM† CN-cMAM CN-tMAM†
Cluster (104) (154) (148) (106) (108)
1 15.9 20.5 16.4 26.6 13.4
2 12.0 9.8 11.5 10.3 9.0
3 11.2 8.8 9.1 6.6 5.1
4 8.8 8.7 5.4 6.1 4.4
5 7.5 5.7 5.0 5.8 4.1
6 5.1 5.1 4.3 5.4 3.7
7 4.9 4.4 3.5 5.3 3.7
8 3.2 4.3 3.4 3.5 3.6
9 2.6 2.6 3.4 3.3 3.1
10 2.4 2.1 2.4 2.4 3.0
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Table 3.2: Percentage population of the top ten most populated clusters of the
parent AgBP1 and the peptide component of the half-PARE molecules at the
aqueous Au(111) and Ag(111) interfaces. The “c” or “t” in front of the MAM
refers to the cis or trans conformation of the MAM. In brackets is the total
number of clusters. * The parent-AgBP1 results have been reproduced from
Tang et al.114 and Palafox-Hernandez et al.382
Aqueous Au(111) Interface
Parent AgBP1* CC-cMAM CC-tMAM CN-cMAM CN-tMAM
Cluster (118) (94) (108) (72) (71)
1 21.6 12.1 15.8 23.3 17.7
2 11.9 9.1 9.3 19.7 13.1
3 11.3 7.8 7.5 8.3 8.4
4 6.6 7.1 7.4 5.3 7.7
5 5.6 7.1 7.2 4.8 6.6
6 4.3 5.5 5.3 4.7 5.9
7 3.3 4.2 4.6 4.0 4.9
8 3.0 4.0 3.2 3.7 4.6
9 2.6 3.9 2.6 3.4 3.9
10 2.3 3.5 2.6 2.7 3.5
Aqueous Ag(111) Interface
Parent AgBP1* CC-cMAM CC-tMAM CN-cMAM CN-tMAM
Cluster (198) (129) (159) (92) (74)
1 12.3 19.8 15.0 13.3 21.9
2 6.7 11.7 14.8 12.1 18.9
3 5.5 8.1 9.1 9.0 13.4
4 4.8 6.6 5.5 7.7 7.3
5 3.6 4.8 4.7 7.6 7.2
6 3.5 4.4 4.3 7.2 4.2
7 3.4 3.8 3.0 5.6 3.2
8 2.9 3.2 2.8 5.5 3.1
9 2.7 2.9 2.5 3.8 3.1
10 2.6 2.3 2.3 3.4 1.6
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For the AuBP1 containing half-PARE molecule, the total number of clusters
for the peptide backbone was higher in the presence of the MAM unit, than that
of the parent AuBP1 backbone. This indicated that the presence of the MAM
unit allowed for greater conformational freedom of the AuBP1 peptide backbone.
The opposite was true for the AgBP1 containing half-PARE, which showed that
the presence of the MAM unit decreased the total number of clusters for the
peptide backbone. The presence of the MAM unit appears to have restricted
the conformation of the AgBP1 peptide backbone. This discrepancy between
AuBP1 and AgBP1 could be a result of their diﬀerent selectivity towards Au and
Ag aqueous interfaces, where AuBP1 was shown experimentally to preferentially
bind to Au,362 while AgBP1 was shown to preferentially bind to Ag.64
In general for the AuBP1 containing half-PARE molecule, the population
percentage of the top cluster increased, when compared to the percentage of the
top cluster of the parent-peptide. There was also an increase in the number of
minor clusters in the presence of the MAM unit for the AuBP1 containing half-
PARE molecule. A minor cluster can be classed as any cluster with a population
percentage less than 1%, where clusters with a percentage greater than 1% can
be considered non-negligible. For the AgBP1 containing half-PARE molecule,
the population percentage of the top cluster, generally decreased when the MAM
unit was attached, and was adsorbed at an aqueous Au(111) interface. However,
at the aqueous Ag(111) interface, the presence of the MAM unit increased the
population percentage of the top cluster, which indicated that the presence of
the MAM unit increased the prevalence of the most dominant conformation of
the peptide backbone. Overall, the percentage population of the top cluster was
aﬀected by the presence and isomerisation state of the MAM unit, where the
percentage can ﬂuctuate above and below the parent values by over 10%.
What can be concluded from the clustering over just the peptide backbone
was that the presence of the MAM unit and its isomerisation state had an impact
on the Boltzmann-weighted ensemble of conformations, where both the number
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conformations and the prevalence of these conformations of the peptide backbone
were aﬀected by the conjugation of the MAM unit onto the peptide. However,
these results alone do not indicate whether the top cluster conformation (the
structure that represents the most likely structure) of the parent-peptide was
shared by any of the top cluster conformations of the half-PARE molecules. To
investigate this, each distinct adsorbed conformation (deﬁned as the cluster cen-
troid) of the parent AgBP1 peptide was compared with the cluster centroid of the
peptide-only component of each of the four hybrid molecules on the two metallic
surfaces. A cluster centroid is the structure representative of all other ‘like’ struc-
tures in that cluster and was described in Chapter 2.6.4. The comparison between
cluster centroids of the parent-peptide and the half-PARE molecule was achieved
via the calculation of the RMSD in the backbone atom positions between each of
the parent-peptide clusters and the clusters of four hybrid molecules. If the cal-
culated RMSD between cluster centroids was less than or equal to the cutoﬀ of 2
A˚, then clusters were classed as ‘matched’ (as they have highly similar structural
conformations).
All matching cluster centroids between the top ten clusters (i.e. clusters with
a non-negligible population) of the parent-peptide AuBP1 and the corresponding
four hybrid molecules are presented in Tables 3.3 and 3.4 at the Au(111) and
Ag(111) aqueous interfaces, respectively. Table 3.5 corresponds to the top ten
matching cluster centroids for the parent-peptide AgBP1 and the four hybrid
molecules are presented. These results reveal that there were very few cluster
matches that occurred between clusters with a non-negligible population on either
metallic interface, which indicated that despite the random coil (described in
Chapter 2.6.5) nature of the peptide, the conformational ensemble of the peptide
component of the hybrid molecule was distinct.
To further quantify the conformational ensemble of the peptide a Ramachan-
dran analysis of the backbone of both peptides was performed to determine the
underlying secondary structural motifs present (see Figures 3.11 and 3.12). The
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Table 3.3: Comparison of cluster centroids, comparing the AuBP1 backbone
structure of the parent AuBP1 and the peptide component of the half-PARE
molecules adsorbed at the aqueous Au(111) interface. A matched centroid con-
formation has an RMSD lower than 0.2 nm. The columns under the “Au(111) -
AuBP1” headings give the cluster rank in each case. The “c” or “t” in front of the
MAM refers to the cis or trans conformation of the MAM. All matching cluster
centroids between the top ten (i.e. those with non-negligible populations) clus-
ters of the parent-peptide and half-PARE are highlighted in yellow. † represents
values taken from Palafox-Hernandez trans data
Au(111) - AuBP1 Au(111) - AuBP1†
Parent CC-cMAM RMSD / nm Parent CC-tMAM RMSD / nm
1 6 0.199 1 13 0.190
1 14 0.190 2 2 0.180
1 32 0.177 3 27 0.180
2 1 0.174 3 68 0.168
3 9 0.162 4 1 0.175
3 37 0.192 5 16 0.192
4 7 0.187 5 31 0.168
5 2 0.193 7 32 0.191
5 14 0.190 8 4 0.188
5 44 0.166 – – –
5 59 0.189 – – –
5 77 0.152 – – –
10 10 0.196 – – –
10 37 0.198 – – –
Au(111) - AgBP1 Au(111) - AgBP1†
Parent CN-cMAM RMSD / nm Parent CN-tMAM RMSD / nm
1 4 0.124 1 46 0.176
1 15 0.194 5 49 0.182
1 34 0.163 – – –
2 39 0.158 – – –
4 10 0.172 – – –
5 6 0.165 – – –
5 32 0.186 – – –
6 43 0.131 – – –
7 20 0.184 – – –
10 18 0.187 – – –
10 54 0.193 – – –
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Table 3.4: Comparison of cluster centroids, comparing the AuBP1 backbone
structure of the parent AuBP1 and the peptide component of the half-PARE
molecules adsorbed at the aqueous Ag(111) interface. A matched centroid con-
formation has an RMSD lower than 0.2 nm. The columns under the “Ag(111) -
AuBP1” headings give the cluster rank in each case. The “c” or “t” in front of the
MAM refers to the cis or trans conformation of the MAM. All matching cluster
centroids between the top ten (i.e. those with non-negligible populations) clus-
ters of the parent-peptide and half-PARE are highlighted in yellow. † represents
values taken from Palafox-Hernandez trans data
Ag(111) - AuBP1 Ag(111) - AuBP1†
Parent CC-cMAM RMSD / nm Parent CC-tMAM RMSD / nm
1 152 0.188 1 14 0.195
2 31 0.186 1 55 0.196
2 54 0.164 2 119 0.183
2 76 0.195 2 132 0.160
2 92 0.184 3 42 0.191
3 21 0.189 3 101 0.169
5 16 0.179 4 5 0.177
5 47 0.169 4 53 0.188
5 56 0.198 5 14 0.179
6 56 0.156 5 24 0.190
7 4 0.153 5 34 0.181
7 65 0.142 5 63 0.169
7 122 0.146 5 85 0.185
9 16 0.156 6 138 0.178
10 69 0.197 7 1 0.190
– – – 7 13 0.147
– – – 7 30 0.180
– – – 7 94 0.185
– – – 8 15 0.175
– – – 9 63 0.196
– – – 9 71 0.196
– – – 9 85 0.157
Ag(111) - AuBP1 Ag(111) - AuBP1†
Parent CN-cMAM RMSD / nm Parent CN-tMAM RMSD / nm
1 43 0.197 1 8 0.142
2 4 0.191 1 13 0.195
2 30 0.177 1 20 0.198
2 49 0.189 5 42 0.182
2 95 0.196 5 47 0.188
5 10 0.190 6 3 0.175
5 23 0.153 6 66 0.194
7 4 0.194 6 95 0.194
7 19 0.195 7 70 0.198
7 22 0.197 8 26 0.185
7 49 0.185 8 69 0.175
8 26 0.189 9 42 0.166
9 9 0.188 10 18 0.197
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Table 3.5: Comparison of cluster centroids, comparing the AgBP1 backbone
structure of the parent AgBP1 and the peptide component of the half-PARE
molecules adsorbed at the aqueous metallic interface. A matched centroid con-
formation has an RMSD lower than 0.2 nm. The columns under the “Au(111)
- AgBP1” and “Ag(111) - AgBP1” headings give the cluster rank in each case.
The “c” or “t” in front of the MAM refers to the cis or trans conformation
of the MAM. All matching cluster centroids between the top ten clusters (i.e.
those with non-negligible populations) of the parent-peptide and half-PARE are
highlighted in yellow.
Au(111) - AgBP1 Au(111) - AgBP1
Parent CC-cMAM RMSD / nm Parent CC-tMAM RMSD / nm
2 79 0.148 1 27 0.198
4 35 0.196 3 58 0.167
4 52 0.183 4 96 0.196
4 89 0.179 9 79 0.190
– – – 9 87 0.185
Au(111) - AgBP1 Au(111) - AgBP1
Parent CN-cMAM RMSD / nm Parent CN-tMAM RMSD / nm
1 20 0.182 1 16 0.192
2 36 0.197 6 32 0.193
7 48 0.153 7 13 0.166
– – – 7 54 0.193
– – – 8 26 0.194
– – – 8 37 0.174
– – – 8 70 0.142
Ag(111) - AgBP1 Ag(111) - AgBP1
Parent CC-cMAM RMSD / nm Parent CC-tMAM RMSD / nm
1 32 0.185 3 20 0.187
4 15 0.199 3 97 0.181
6 21 0.180 4 8 0.149
6 25 0.156 4 140 0.189
7 117 0.106 6 4 0.147
8 20 0.193 9 29 0.183
– – – 10 42 0.175
Ag(111) - AgBP1 Ag(111) - AgBP1
Parent CN-cMAM RMSD / nm Parent CN-tMAM RMSD / nm
4 33 0.186 2 32 0.177
8 58 0.196 5 25 0.173
10 2 0.164 6 12 0.192
10 10 0.182 8 22 0.193
10 25 0.176 8 67 0.180
– – – 10 2 0.171
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Ramachandran analysis reveals that both parent-peptides and their correspond-
ing half-PARE counterparts have a propensity to adopt structures with polypro-
line II (PPII) and random coil characteristics (see Chapter 2.6.5) at both aqueous
metallic interfaces. However, the population of each secondary structure motif
for the parent-peptides and their half-PARE counterparts which indicates that
a slightly diﬀerent ensemble of secondary structures was adopted for each of the
half-PARE conﬁgurations. The combined results of the cross-cluster analysis and
Ramanchandran analysis provide evidence that there was an eﬀect on the confor-
mational ensemble of the peptide caused by the presence of the MAM unit and
the isomerisation state of the azobenzene moiety in the MAM unit.
As concluded by the cross-cluster analysis and Ramanchandran analysis re-
sults, diﬀerent conformational ensembles were present for each of the half-PARE
molecules, which could aﬀect the strong peptide-surface binding aﬃnity. To deter-
mine the eﬀect that these diﬀerent conformations had on peptide binding aﬃnity
at an aqueous metallic surface, the conformational entropic contribution to the
binding for each half-PARE molecule has been calculated and compared to that
of the parent-peptide. The conformational entropy is related to the number of
distinct clusters supported by a given molecule, where every distinct cluster has a
population size. The conformational entropic contribution to the binding (Sconf )
of each system was evaluated using the deﬁnition of the discrete entropy deﬁned
in previous studies,72,261 which is shown below:
Sconf =
n∑
i=1
−pi ln(pi) (3.1)
where n is the total number of clusters for a given half-PARE system, and pi
is the population that belongs to the ith cluster. As explained in Chapter 2.6.4,
this metric only captures the conformational entropic contribution of the solute
and does not directly capture the entropic contribution of the solvent.
These results are provided in Table 3.6, and show that the conformational
entropic contribution to the binding for the whole half-PARE results was greater
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Figure 3.11: Population of the secondary structure motifs of AuBP1 taken from
the Ramachandran analysis of the reference replica REST trajectories for each
case at both the aqueous Au(111) and Ag(111) interfaces. Trans data provided
from the work of Palafox-Hernandez.72,114,115
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Figure 3.12: Population of the secondary structure motifs of AgBP1 taken from
the Ramachandran analysis of the reference replica REST trajectories for each
case at both the aqueous Au(111) and Ag(111) interfaces.72,114
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than the corresponding parent-peptide in most instances. On average, Ag(111)
adsorption supported a greater conformational entropic contribution to the bind-
ing for the half-PARE molecules when compared to the Au(111) results. A greater
conformational entropic contribution to the binding of the half-PARE molecules
indicates that the conformation of the Half-PARE molecules was not a folded one
but likely to be random coil in nature (see Chapter 2.6.5 for random coil). This
highlights what has previously been noted by Palafox-Hernandez et al.,72 which
is that these peptides adsorb very diﬀerently onto aqueous Au and aqueous Ag,
with the adsorption on Au appearing enthalpically driven, while conformational
entropic contribution to binding appears to be more inﬂuential for Ag adsorption.
It can also be noted that the ﬂuctuation of the conformational entropic contribu-
tion to binding was greater for the AgBP1-containing molecules than the AuBP1
containing molecules. These results tally with the contact analysis discussed in
Section 3.3.2.3, where the number and distribution of residues in contact with
either Au or Ag impacts this measure of the entropic contribution to the binding.
Table 3.6: Conformational entropic contribution to the binding, calculated using
the discrete entropy evaluated for both the entire hybrid molecule (Whole), and
for the peptide (AuBP1 or AgBP1) subset of the half-PARE molecule, adsorbed
at the aqueous Au(111) and Ag(111) interfaces. * represents values taken from
previous work by Palafox-Hernandez et al.72 and † represents values taken from
Palafox-Hernandez trans data.
Compound Au(111) Ag(111)
AuBP1* 2.56 2.73
AgBP1* 3.11 3.73
Half-PARE Whole Peptide Whole Peptide
AuBP1-CC-cMAM 3.20 2.73 3.69 3.73
AuBP1-CC-tMAM† 2.86 2.52 3.37 3.43
AuBP1-CN-cMAM 3.50 2.89 3.42 2.97
AuBP1-CN-tMAM† 2.71 2.58 3.23 3.14
AgBP1-CC-cMAM 3.51 3.31 3.37 3.30
AgBP1-CC-tMAM 3.39 3.31 3.36 3.44
AgBP1-CN-cMAM 3.32 2.76 3.42 3.09
AgBP1-CN-tMAM 3.19 2.94 2.79 2.65
The structure of the top cluster identiﬁed from each REST MD simulation of
the half-PARE molecules adsorbed at the aqueous Au(111) and Ag(111) interfaces
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(clustering over the entire backbone) is presented in Figures 3.13, 3.14, 3.15,
3.16, 3.17, 3.18, 3.19, and 3.20. These snapshots illustrate the most dominant
adsorbed structures of each of investigated half-PARE hybrid molecules at the
aqueous metallic interface. What was apparent from these dominant structures
was that the position of the MAM in relation to the peptide, along with the MAM
unit’s isomerisation state, aﬀected the conformation of the peptide. However,
the conformations illustrated in these snapshots show a contrast between the
adsorption of peptides onto either aqueous Au(111) or Ag(111) interfaces, which
was ﬁrst observed by Palafox-Hernandez et al..72 In this study it was determined
that peptide adsorption at the aqueous Au(111) interface was mainly mediated via
direct contact, while adsorption at the aqueous Ag(111) interface was mediated
via direct-contact and solvent-mediated adsorption. This contrast in adsorption
between Au(111) and Ag(111) was also observed in this study, where the peptide
portion assumed more the half-PARE retained ﬂat conformations at the aqueous
Au(111) interface, while at the aqueous Ag(111) interface the peptide portion
had 3-dimensional (3D) conformations (e.g. see Figure 3.16b, where the peptide
is arranged on top of the MAM unit). However, a more in-depth analysis was
required to determine how the presence of the MAM unit modulates the surface
contact for both AuBP1 and AgBP1.
3.3.2.3 The Degree of Surface-Peptide Contact
To further elucidate the eﬀect imparted by the MAM unit on the adsorption of
MBS peptides at aqueous metallic interfaces, the degree of surface contact for
each residue and the MAM unit was calculated for each REST MD simulation.
These results were compared to the parent-peptide results reported by Palafox-
Hernandez et al.,72 and are summarised in Figures 3.21 and 3.22. For both the
AuBP1 and the AgBP1 class of half-PARE hybrid molecules, the degree of surface
contact was measured as the percentage on the trajectory of replica zero that
each residue or MAM unit remained in contact with the metallic surface (contact
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Figure 3.13: Structures taken from Palafox-Hernandez trans data, correspond-
ing with the most populated cluster for a) AuBP1-CC-cMAM, and b) AuBP1-
CC-tMAM half-PARE molecules at the aqueous Au(111) interface, left panel
corresponds to “side view” and right panel corresponds to “plane view”. The
cis and trans forms of the MAM unit are shown in red and purple respectively.
Water molecules are not shown for clarity.
percentage), which was described in Section 3.2.4.4. The contact percentage
of each of the eight half-PARE molecules residues, at both the Au(111) and
Ag(111) aqueous interface, was compared to their corresponding parent-peptide
contact percentages. The contact percentages are represented in Figures 3.21
and 3.22, as colour coded dot plots, which represents the strength of the contact
percentage. For these plots, the contact percentage of a residue was classed
as strong-contact, represented in orange and red (contact percentages greater
than 60%), moderate-contact, represented by blue (contact percentages of 40.0–
59.9%) or low-contact, represented by green (contact percentages of 20.0–49.9%).
These results showed that the contact percentage/contact classiﬁcation of each
residue generally decreased in the presence of the MAM unit, irrespective of the
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Figure 3.14: Structures taken from Palafox-Hernandez trans data, correspond-
ing with the most populated cluster for a) AuBP1-CN-cMAM, and b) AuBP1-
CN-tMAM half-PARE molecules at the aqueous Au(111) interface, left panel
corresponds to “side view” and right panel corresponds to “plane view”. The
cis and trans forms of the MAM unit are shown in red and purple respectively.
Water molecules are not shown for clarity.
conformation of the MAM unit, or where the MAM unit was conjugated onto the
peptide, at both aqueous metallic interfaces.
However, in the case of the AgBP1 half-PARE molecule adsorption at the
aqueous Ag(111) interface, there appeared to be a less profound change in the
contact classiﬁcation from the parent-peptides contact percentage (where there
were slight decreases and an instance of an increase in contact classiﬁcation), com-
pared to the contact percentage classiﬁcation of the AuBP1 half-PARE molecule
adsorption at the aqueous Ag(111) interface. This could be due to the parent-
AuBP1 having a greater number of strong contact residues (greater than 60%),
than the parent-AgBP1 adsorbed at the aqueous Ag(111) interface. Alternatively,
it could be a consequence of AgBP1 being shown experimentally to preferentially
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Figure 3.15: Structures taken from Palafox-Hernandez trans data, correspond-
ing with the most populated cluster for a) AuBP1-CC-cMAM, and b) AuBP1-
CC-tMAM half-PARE molecules at the aqueous Ag(111) interface, left panel
corresponds to “side view” and right panel corresponds to “plane view”. The
cis and trans forms of the MAM unit are shown in red and purple respectively.
Water molecules are not shown for clarity.
bind to Ag surfaces over Au surfaces (AgBP1 could be better suited to entropic
binding than AuBP1).64 The location of the MAM unit and its isomerisation state
(cis or trans) inﬂuences both the strength and distribution of the peptide contact
points along the length of the peptide chain. This eﬀect was demonstrated by
the adsorption of AuBP1 at the aqueous Ag(111) interface in Figure 3.21, where
the parent-AuBP1 had more moderate-contact residues and low-contact residues,
which were downgraded in the half-PARE molecule depending on the position of
the attached MAM unit.
Even though there is a down-grading of the contact residues (decrease in the
contact percentage), the half-PARE molecules retained the same set of contact
residues as the parent-peptides. Herein, moderate-to-strong-contact residues are
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Figure 3.16: Structures taken from Palafox-Hernandez trans data, correspond-
ing with the most populated cluster for a) AuBP1-CN-cMAM, and b) AuBP1-
CN-tMAM half-PARE molecules at the aqueous Ag(111) interface, left panel
corresponds to “side view” and right panel corresponds to “plane view”. The
cis and trans forms of the MAM unit are shown in red and purple respectively.
Water molecules are not shown for clarity.
deﬁned as peptide anchors.
Also consistent with the metadynamics calculations in Section 3.3.1.2, the
MAM unit appeared to be an anchor at the aqueous Au(111) interface and was
also an anchor for the majority of the simulations at the aqueous Ag(111) in-
terface. In both cases of peptide-CN-cMAM adsorption at the aqueous Ag(111)
interface, there was a reduction in the MAM units degree of contact (see Fig.
3.21 and 3.22), when compared to the other REST simulations. This could be
due to the cis conformation at the aqueous Ag(111) interface having the weakest
free energy of adsorption, which allowed for a weak-to-moderate contact percent-
age. Overall, the contact percentages at the aqueous Ag(111) interface appeared
to be more susceptible to downgrading in the presence of the MAM unit, when
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Figure 3.17: Structures corresponding with the most populated cluster for a)
AgBP1-CC-cMAM, and b) AgBP1-CC-tMAM half-PARE molecules at the aque-
ous Au(111) interface, left panel corresponds to “side view” and right panel cor-
responds to “plane view”. The cis and trans forms of the MAM unit are shown
in red and purple respectively. Water molecules are not shown for clarity.
compared to the Au(111) data. In accordance with the metadynamics results,
in all instances the trans conformation had a greater degree of contact than
those with the cis conformation. These results strongly suggest that the adsorp-
tion of the MAM unit caused a reduction in the peptide contact percentage and
down-grading of the contact classiﬁcation (weak-, moderate-, and strong-contact
residues).
To further probe the adsorption of the MAM at the aqueous metallic interface,
a more detailed ﬁve-site (see Fig. 3.2c) MAM binding analysis was performed
for each of the half-PARE molecules (see Tables 3.7 and 3.8). These results of
these analyses for the AuBP1 containing half-PARE are presented in Table 3.7,
while the AgBP1 containing half-PARE results are presented in Table 3.8. This
information revealed that there were binding diﬀerences between the cis and trans
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Figure 3.18: Structures corresponding with the most populated cluster for a)
AgBP1-CN-cMAM, and b) AgBP1-CN-tMAM half-PARE molecules at the aque-
ous Au(111) interface, left panel corresponds to “side view” and right panel cor-
responds to “plane view”. The cis and trans forms of the MAM unit are shown
in red and purple respectively. Water molecules are not shown for clarity.
isomerisation state of the MAM at the aqueous Au(111) and Ag(111) interfaces.
However, this was to be expected, because in the trans conformation, the phenyl
rings in the azobenzene are roughly co-planar in relation to one another, while in
the cis conformation the phenyl rings can no longer lie on the same plane with
respect to one another. In the case of cis isomerisation state of the MAM unit,
there was a down grading of the classiﬁcation of the degree of contact at the
aqueous Ag(111) interface, when compared to the degree of contact of the trans
MAM unit. This down grading of the classiﬁcation of the degree of contact was
not observed at the aqueous Au(111) interfaces, and as such could pertain to the
cis conformation of the MAM adsorbing weaker at the aqueous Ag(111) interface
than at the aqueous Au(111) interface.
It was concluded that the attachment of the MAM to either end of either
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Figure 3.19: Structures corresponding with the most populated cluster for a)
AgBP1-CC-cMAM, and b) AgBP1-CC-tMAM half-PARE molecules at the aque-
ous Ag(111) interface, left panel corresponds to “side view” and right panel cor-
responds to “plane view”. The cis and trans forms of the MAM unit are shown
in red and purple respectively. Water molecules are not shown for clarity.
AuBP1 or AgBP1 resulted in the reduction in the number of anchoring residues in
the peptide. However, for the AuBP1-containing half-PARE, experimental results
(determined through the use of QCM methods) demonstrated that even though
there was a detectable diﬀerence between the adsorption strength of the parent
AuBP1 peptide and the four corresponding half-PARE molecules at both Au and
Ag aqueous interfaces, each had similar adsorption strengths. Even though the
adsorption strengths of the parent AuBP1 peptide and the half-PARE molecules
were similar, there was overall down-grading of the contact classiﬁcation of residue
anchors, which implied that the MAM unit compensated for the down-grading
of the contact classiﬁcation. When examining the contact classiﬁcation of the
ﬁve reference points on the MAM unit, at least one of these points had a strong-
degree of contact with the aqueous metallic interface, which conﬁrmed that the
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Figure 3.20: Structures corresponding with the most populated cluster for a)
AgBP1-CN-cMAM, and b) AgBP1-CN-tMAM half-PARE molecules at the aque-
ous Ag(111) interface, left panel corresponds to “side view” and right panel cor-
responds to “plane view”. The cis and trans forms of the MAM unit are shown
in red and purple respectively. Water molecules are not shown for clarity.
MAM unit acts as an anchor. From the overall contact percentage analyses,
it could be argued that there was less down-grading of the contact percentage
classiﬁcation when AuBP1 was conjugated onto the MAM unit at the C-terminal
(when adsorbed at the aqueous Au(111) interface), while for AgBP1, there was
less down-grading of the anchor residues when AgBP1 was conjugated at the
N-terminus.
These results provided in this chapter give much needed insights into the ad-
sorption of these half-PARE molecules at aqueous metallic interfaces. However, it
must be noted that even though the RESTMD simulation approach performs bet-
ter than other replica exchange approaches at sampling the Boltzmann-weighted
ensemble of conformations for peptides,317,323,324 there is currently no way of de-
termining how well the REST MD simulations sampled the Boltzmann-weighted
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Figure 3.21: Degree of residue-surface contact for each REST simulation of the
AuBP1 containing half-PARE molecules,72 which is compared with the parent-
peptide, adsorbed at the aqueous Au(111) and Ag(111) interfaces. Trans results
Palafox-Hernandez data.
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Figure 3.22: Degree of residue-surface contact for each REST simulation of the
AgBP1 containing half-PARE molecules,72 which is compared with the parent-
peptide, adsorbed at the aqueous Au(111) and Ag(111) interfaces.
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Table 3.7: Contact percentage of the ﬁve reference points on the MAM unit, as
well the contact percentage of the cysteine residue, contained in the four AuBP1
half-PARE molecules. The “c”or “t”in front of the MAM refers to the cis or
trans conformation of the MAM unit. The ﬁve reference points are the c.o.m. of
each maleimide ring (MAL1 and MAL2), the c.o.m. of each phenyl ring (AZB1
and AZB2), and the mid-point between the N=N bond (N=N) at the center of
the MAM unit, (see Fig. 3.2c). The ring points closest to the cysteine residue
are denoted as “1”, while the rings at the end of MAM unit not conjugated onto
the cysteine are denoted as “2”. Contact points with a strong-contact percentage
less than or equal to 60%) are highlighted in yellow. † represents values taken
from Palafox-Hernandez trans data.
Au(111) - AuBP1
Site CC-cMAM CC-tMAM† CN-cMAM CN-tMAM†
CYS 65.2 99.8 69.0 86.4
MAL1 86.7 96.9 62.2 79.8
AZB1 8.0 100.0 47.3 99.8
N=N 94.4 99.9 87.9 99.7
AZB2 89.6 100.0 44.8 99.8
MAL2 94.9 98.0 94.2 98.4
Ag(111) - AuBP1
Site CC-cMAM CC-tMAM† CN-cMAM CN-tMAM†
CYS 69.1 76.5 17.1 87.0
MAL1 87.7 78.2 31.0 65.0
AZB1 40.0 83.1 18.4 89.3
N=N 55.5 83.3 22.4 89.3
AZB2 16.2 83.4 9.5 89.3
MAL2 80.0 87.0 89.4 89.3
ensemble of conformations for each half-PARE molecule. As such, it is possible
that there are conformations not sampled, which could help guide our under-
standing of peptide adsorption at an aqueous metallic interface. Though, due
to the random coil nature of the AuBP1 and AgBP1, it is unlikely that a sin-
gle conformation will determine the propensity of these peptides to adsorb at an
aqueous metallic interface. In conclusion, the values for the number of clusters,
their populations and the contact-degree may be variable due to sampling limi-
tations, but the trends observed between diﬀerent molecules were expected to be
representative.
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Table 3.8: Contact percentage of the ﬁve reference points on the MAM unit, as
well the contact percentage of the cysteine residue, contained in the four AgBP1
half-PARE molecules. The “c”or “t”in front of the MAM refers to the cis or
trans conformation of the MAM unit. The ﬁve reference points are the c.o.m. of
each maleimide ring (MAL1 and MAL2), the c.o.m. of each phenyl ring (AZB1
and AZB2), and the mid-point between the N=N bond (N=N) at the center of
the MAM unit, (see Fig. 3.2c). The ring points closest to the cysteine residue
are denoted as “1”, while the rings at the end of MAM unit not conjugated onto
the cysteine are denoted as “2”. Contact points with a strong-contact percentage
less than or equal to 60%) are highlighted in yellow.
Au(111) - AgBP1
Site CC-cMAM CC-tMAM CN-cMAM CN-tMAM
CYS 94.8 90.7 82.3 83.5
MAL1 80.4 91.1 86.2 75.5
AZB1 72.2 100.0 25.3 98.1
N=N 95.4 99.9 88.7 98.0
AZB2 26.3 100.0 65.4 98.2
MAL2 93.7 96.0 92.3 93.8
Ag(111) - AgBP1
Site CC-cMAM CC-tMAM CN-cMAM CN-tMAM
CYS 85.8 89.1 9.3 38.3
MAL1 86.5 92.8 76.2 68.2
AZB1 7.3 99.7 10.7 81.6
N=N 63.7 99.5 29.2 81.4
AZB2 58.4 99.7 22.1 81.7
MAL2 80.3 92.8 85.3 86.9
3.4 Conclusions
Experimentally it is challenging to measure the adsorption strength of the MAM
unit to an aqueous interface, because the MAM unit does not disperse in aque-
ous solution. However, for the ﬁrst time, the non-covalent adsorption strength of
an azobenzene containing unit was predicted at both the Au(111) and Ag(111)
aqueous interfaces. From these adsorption strength results, it was predicted that
trans conformation of the MAM unit adsorbed more strongly at both Au(111) and
Ag(111) aqueous interfaces than the cis conformation of the MAM unit, where
the MAM unit on both conformations adsorbed more strongly to the aqueous
Au(111) interface, than at the aqueous Ag(111) interface. In summary, these
REST MD simulations results have indicated that the conjugation of the MAM
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unit to either end of AuBP1 or AgBP1 causes a noticeable reduction in the num-
ber of anchor residues when the half-PARE was adsorbed at the aqueous metal
interface. However, the presence of the MAM unit did not appear to aﬀect the
overall binding characterisation of both peptides (AuBP1 and AgBP1). This
was indicated by all the half-PARE hybrid molecules sharing the same bind-
ing characterisation as their parent-peptides, where each molecule was either an
enthalpically driven binder at the aqueous Au(111) interface or an entropically
driven binder at the aqueous Ag(111) interface.72 It was also determined that
the peptide component of the half-PARE molecule, at both Au(111) and Ag(111)
aqueous interfaces, had diﬀerent conformational ensembles compared with each
other and the parent-peptides. In conclusion, the presence of the MAM unit im-
pacted the ensemble of the secondary structure of the backbone of each peptide,
and generally down-graded the contact percentage of each residue. However, from
these results it could be argued that conjugating AuBP1 at the C-terminus and
conjugating AgBP1 at the N-terminus to the MAM unit was favourable because
these resulted in the least amount of down-grading of anchor residues at their
target aqueous metallic interfaces. These results will help in designing improved
half-PARE molecule, because it is desirable for the half-PARE molecules to se-
lectively bind to a target nanomaterial and not have its binding characterisation
aﬀected when an external stimulus causes the MAM unit to isomerise.
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Chapter 4
Adsorption of Nucleobases,
Nucleosides, and Nucleotides at
the Aqueous Au(111) Interface
4.1 Introduction
As discussed in Chapter 1.4, a conformationally-switchable hybrid biomolecule
will be used to non-covalently link diﬀerent nanomaterials together. In this thesis
the second switchable component of the hybrid molecule that was under inves-
tigation was a temperature-switchable DNA hairpin, which is a single-stranded
DNA (ssDNA) that has two regions that are complementary to one another (dis-
cussed in Chapter 1.5.2, and investigated in Chapters 5 and 6). However, this
was not the only application that uses the coupling of ssDNA with AuNPs.
In general, AuNPs coupled with ssDNA allows for interesting applications,
such as nanoassembly,383,384 and biosensors,102,385,386 in particular, colorimetric
detection of target molecules. In the case of colorimetric molecular detection, the
presence of ssDNA adsorbed onto a citrate-stabilised AuNP surface was thought
to prevent the aggregation of AuNPs, because the addition of salt to a solution
containing these species was thought to screen the charge of the citrate ions.385,386
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Aptamers, are a class of small nucleic acid chains (such as ssDNA or RNA) that
have a high aﬃnity and speciﬁcity towards a target analyte molecule.387–393 Due
to this ability to target speciﬁc molecules there exists a substantial body of exper-
imental work investigating aptamers adsorbed on AuNPs for use in colorimetric
detection.102,385,386,394–397
In aptamer-AuNP based colorimetric detection, the negatively-charged cit-
rate anions are thought to stabilise AuNPs through repulsive electrostatic in-
teractions. The negative-charge of these citrate anions can be screened through
the addition of a suﬃcient salt concentration, which will cause the AuNPs to
aggregate together in solution. Due to the high extinction coeﬃcients and dis-
tance colour dependence of AuNPs (caused by the plasmonic eﬀect discussed in
Chapter 1.1.1), there was a distinct colour change when AuNPs aggregate to-
gether.150 An approach developed by Rothberg et al. uses AuNPs as colorimetric
probes that can discriminate between DNA with diﬀerent states of folding; due
to the diﬀerent binding aﬃnities between ssDNA and dsDNA, where ssDNA has
the higher binding aﬃnity (see Fig. 4.1).385,386 It was thought that the higher
binding aﬃnity of ssDNA, was due to ssDNA having more exposed bases that
are free to adsorb onto a AuNP surface (exposing the negatively charged back-
bone to solution), and being less rigid than dsDNA, which allows ssDNA to wrap
around a AuNP. Rothberg et al.,385 theorised that due to the negatively-charged
AuNP surface (caused by the presence of the stabilising citrate ions), there was an
electrostatic repulsion between the DNA backbone and the surface, which could
prevent dsDNA adsorption onto the surface of an AuNP. However, this theory
has not currently been substantiated by experimental evidence. This electrostatic
repulsion was greater for dsDNA because of the higher charge density of dsDNA,
which contributed to dsDNAs weaker adsorption onto AuNPs.
To further optimise this class of biosensor, Rothberg et al. sought a more in
depth understanding of ssDNA binding onto citrate-coated AuNPs, by investigat-
ing binding kinetics.398 In this study, ﬂuorescent-quenching was employed, where
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Figure 4.1: Colorimetric detection of ssDNA and dsDNA. a) schematic of col-
orimetric detection method, where salt and either ssDNA or helical DNA is in-
troduced to aqueous AuNP solution. b) photograph of the resulting solutions
after the addition of salt (pink solution has no AuNP aggregation and the purple
solution has AuNP aggregation). Part b) taken from Li and Rothberg.386
a ﬂuorescently-tagged homo-nucleobase ssDNA was adsorbed onto a citrate-coated
AuNP. When a ﬂuorescent-tag adsorbs onto a gold surface, the ﬂuorescence
intensity of the tag decreases (ﬂuorescent-quenching). This quenching of the
ﬂuorescent-intensity in the sample allowed for the determination of the adsorp-
tion rate of the aptamer onto the citrate-coated AuNPs in multiple salt solutions.
It was important to note that guanine bases have the ability to self-hybridise and
form G-quadruplexes structures (arrangement of four guanine bases held together
by hydrogen bonding), which was why the adsorption of poly(Guanine) was ex-
cluded from this study. It was determined that there was a correlation between
the adsorption rate and the classiﬁcation of the salt solution used in the Holfmeis-
ter series. The Holfmeister series relates to the classiﬁcation of the ability of an
ion to precipitate a biomolecule in aqueous solutions, and the correlation of the
Holfmeister series with the adsorption rate indicates that both the ion type used
and the ion concentration could impact how a disordered ssDNA adsorbs onto
an AuNP surface. However, because of the relationship between base hydration
number and the binding rate, these authors believed that the hydrophobic eﬀect
was the most dominant factor in ssDNA adsorption onto AuNPs.
The ordering of the bases’ adsorption rates can be explained alternatively by
the rank ordering of binding strengths of adenine (A), guanine (G), cytosine (C)
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and thymine (T) on Au(111), which was determined by Mirkin et al. (G > A ≥ C
> T).384 In this study, temperature-programmed desorption (TPD) experiments
were used to infer the temperature at which the four nucleobases (A, G, C, and
T) absorbed onto a thin gold ﬁlm in vacuo. However, as these experiments were
undertaken in vacuo, the experimentally determined rank ordering of binding
strengths may not be equivalent to the rank ordering for an aqueous Au interface.
A study by Zhang et al.150 has cast further doubt on the hypothesis that ad-
sorption kinetics are dominated by the hydrophobic eﬀect. This research aimed to
elucidate the adsorption mechanism between DNA and AuNPs by investigating
the eﬀects of diﬀerent salt concentrations on the adsorption of ssDNA with dif-
ferent oligomer lengths, onto a citrate-capped AuNP surface, through deploying
ﬂuorescently-tagged ssDNA. The diﬀerent ﬂuorescently-tagged ssDNA were used
to quantify the adsorption capacity of a 130 A˚ diameter AuNP for each ssDNA
sequence investigated, by determining the average number of ssDNA adsorbed
onto each AuNP surface. It was demonstrated that ssDNA adsorbed faster onto
the AuNP surface at higher salt concentrations. At low salt concentrations, the
results indicated that electrostatic repulsions prevented ssDNA adsorption onto
the AuNP surface. From these ﬁndings, the authors concluded that electrostatic
interactions, and not hydrophobic interactions, determined adsorption kinetics;
which also inﬂuenced the maximum number of ssDNA molecules that could ad-
sorb to an AuNP surface. In this study a binding mechanism was proposed,
where adsorption of ssDNA displaced the negatively charged citrate ions; once
adsorbed onto the surface, the DNA changed conformation to optimise surface
contact. However, this hypothesis lacks any structural supporting evidence. Both
studies by Rothberg et al. and Zhang et al.150,398 have highlighted a clear lack of
understanding in the literature of the atomistic adsorption mechanism of DNA
when adsorbing onto a citrate coated AuNP in aqueous solution.
The structure of ssDNA in aqueous conditions was elucidated using techniques
such as nuclear magnetic resonance (NMR) spectroscopy107,178,179,399–401 and cir-
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cular dichroism (CD) spectroscopy.169,174,402 However, the information present in
the literature that was garnered from these techniques will be discussed in greater
detail in Chapter 5.1.
With current experimental techniques, elucidation of the structural conforma-
tional features of DNA at an aqueous materials interface is extremely challenging.
Molecular dynamics (MD) simulations oﬀer an approach for providing structural
information that cannot be garnered from experimental techniques alone, and
have successfully been used to describe the folding and even fraying of nucleic
acid systems in aqueous solution.110,111,403,404 There are also examples of MD sim-
ulations of DNA chains adsorbed at various aqueous interfaces such as graphite,
β-cristobalite and montmorillonite;226,227,405–407 which highlights the versatility of
MD simulations to describe organic-inorganic interfaces. In the literature there
exist several studies investigating ssDNA and dsDNA tethered to aqueous gold
interfaces. However, the surface-tethered DNA scenario does not adequately rep-
resent the characteristics of non-covalent adsorbed DNA molecules.28,228,256,408–410
There are a few relevant MD simulations of non-tethered ssDNA non-covalently
adsorbed at aqueous Au interfaces,227,410,411 but some of these studies suﬀer from
short time-scales and all used a non-polarisable description of an aqueous Au in-
terface. In one study227 ssDNA molecules were in a shear ﬂow (pulling the ssDNA
along the Au(111) surface), which did not describe the adsorption of ssDNA at
an aqueous Au interface.
For these MD simulations to generate meaningful results, the force ﬁelds (FFs)
used must be developed so that they adequately describe the adsorption of DNA
at inorganic interfaces (see Chapter 2 for an overview of FFs in general), partic-
ularly the aqueous gold interface. In the work presented herein, a FF speciﬁcally
designed to describe biomolecular-gold interface was required to adequately rep-
resent the adsorption of both an ordered DNA hairpin (helical structure) and a
disordered ssDNA, because dsDNA and ssDNA have diﬀerent adsorption prop-
erties. Currently there are only a few FFs available to capture the adsorption of
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nucleic acids at gold interfaces, which include the CHARMM-METAL FF,199 the
Zerbetto et al. Au(111) FF,195,254 and the Piana-Bilic Au(111) FF.255 However,
these FFs suﬀer from drawbacks such as 1) being non-polarisable, 2) not being
parametrised for nucleic acids or 3) being polarisable but computationally ineﬃ-
cient. The GolP family of FFs,197,198,201,295 on the other hand, comprise a suite
of FFs that are polarisable and computationally eﬃcient. The GolP FF is a ﬁxed
atom model, where the gold atoms are ﬁxed in space but possess freely-rotating
dipoles. In later revisions of this FF, the FF was parametrised to describe the
adsorption of amino acids (GolP-CHARMM FF)201 and nucleic acids (GolDNA-
AMBER)295 at the aqueous Au(111) interface. It would be desirable to use the
nucleic acid parametrised GolDNA-AMBER FF,295 as it implements the AM-
BER FF,217,218 which was shown to be highly reliable at representing nucleic acid
conformations.217,218 However, in this study the results of DNA adsorption at
the aqueous Au(111) interface were required to be comparable to those of pep-
tides and hybrid DNA-peptide molecules presented in the previous chapter (see
Chapter 3). For this reason, this thesis implemented the GolP-CHARMM FF to
represent the adsorption of nucleic acids at the aqueous Au(111) interface, even
though it was not speciﬁcally parametrised for nucleic acids, and did not use the
AMBER FF, which has been argued as the most reliable description of DNA in
solution.106,191,217,218
To assess the performance of GolP-CHARMM FF, it must be determined
if the GolP-CHARMM FF can describe the adsorption of nucleic acids at the
aqueous Au(111) interface adequately. It was expected that the nucleobases in
ssDNA will be free to adsorb directly onto the Au(111) interface.412 In the work
presented herein, the term nucleobase refers to the lone nitrogenous base (adenine,
cytosine, guanine and thymine), as seen in Figure 4.2. The term nucleoside
refers speciﬁcally to a nucleobase and deoxyribose group (2’-Deoxyadenosine, 2’-
Deoxycytidine, 2’-Deoxyguanosine, and 2’-Deoxythymidine), as seen in Figure
4.2. Finally, the term nucleotide refers to deoxyribonucleotide, which consists of
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a nucleobase, deoxyribose group, and a phosphate group, as seen in Figure 4.2.
Figure 4.2: Chemical structures of the adsorbates used for well-tempered meta-
dynamics. The collective variables are represent by the distance from the aqueous
Au(111) interface and the centre of mass of the atoms represented in green on
each base.
It was thought that the non-covalent interaction of the nucleobases to a Au
surface occurs chieﬂy through the oxygen and deprotonated nitrogen atoms of the
nucleobase.413 Mirkin et al.384,414 also determined experimentally through the use
of in vacuo temperature-programmed desorption-infrared reﬂection spectroscopy
(TPD-IRAS), that the rank ordering of the binding strength of the four nucle-
obases was G > A > C > T. These TPD-IRAS experiments were performed by
controlling the heating of nucleobase- or nucleoside-coated gold surface samples,
and monitoring the infrared spectra for changed peaks in the infrared spectra,
which correspond to desorption of the nucleobases or nucleosides. This nucleobase
rank ordering corroborates previously calculated in vacuo density functional the-
ory (DFT) results, published in the literature.254,295,415,416 Of these in vacuo DFT
studies, Corni et al.295,415 produced the most reliable DFT results, due to the im-
plementation of the van der Waals (vdW) functional417 in their calculations. In
the literature, the vdW-DF functional has been increasingly used to capture the
interaction of organic adsorbates at metallic interfaces,418–420 because the vdW-
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DF functional is known to perform well for non-covalent interactions. However,
these results from the literature, discussed above, predicted the rank ordering of
both nucleobases, and nucleosides at an in vacuo gold surface, which means that
these results do not necessarily translate to an aqueous environment.
To help elucidate the interaction of nucleobases with a gold surface, a study
by Kimura-Suda et al.,130 investigated the adsorption of homo-oligonucleotides
onto gold ﬁlms under dry conditions. The competitive adsorption of two homo-
oligonucleotides (poly(G), poly(C), poly(A), and poly(T)) was characterised us-
ing Fourier transform infrared (FTIR) spectroscopy. FTIR spectroscopy deter-
mined the binding aﬃnity ranking of each homo-oligonucleotide (A > C ≥ G
> T), where absorption peaks in the spectra were assigned to individual homo-
oligonucleotides, and the largest peaks relating to the most dominant homo-
oligonucleotide at the aqueous gold interface (samples were dried before FTIR
spectroscopy was performed). This ranking was diﬀerent than that observed
at an in vacuo gold surface, which indicates that the presence of the aqueous
solution impacts the adsorption of nucleic acids at a gold surface. However, the
interaction of the two competing homo-oligonucleotides does not determine which
adsorbs more strongly onto the aqueous gold ﬁlm, it was possible that the ranking
provided only relates to the ability of each homo-oligonucleotide to displace the
other competing homo-oligonucleotides. For this reason a quantitative value of
the strength of adsorption for each nucleobase was required.
To determine the strength of adsorption of each nucleobase, homo-oligon-
ucleotides needed to be examined independently in a way that quantitatively
determines their strength of adsorption at an aqueous gold interface. An exper-
imental technique that can be used to probe the adsorption of molecule chains
such as peptides or DNA, at an aqueous gold interface, is an atomic force mi-
croscopy (AFM)154 technique, which was described in Chapter 1.6.1. This AFM
technique uses single molecule force spectroscopy (SMFS),421 where the force re-
quired to remove a biomolecule from an interface can be determined with a high
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level of precision, which garners information about the direct adsorption of a
biomolecule adsorbed at an aqueous interface. In a study by Manohar et al.,156
there was interest in understanding the interaction between ssDNA and dsDNA
with substrates such as graphite and carbon nanotubes. The use of AFM-SMFS
to study the desorption process was demonstrated, where a ssDNA attached to
an AFM tip was peeled from a surface by retracting the AFM tip at a steady
rate. This study demonstrated how SMFS could be used to determine the bind-
ing energy of homo-oligonucleotides, where the binding energy of each nucleobase
could be estimated. However, it was unclear what the conformation of the ssDNA
was during the peeling process, if all nucleobases are adsorbed and then removed
from the surface simultaneously or if they are pulled oﬀ consecutively (or perhaps
a few at a time). Due to this lack of understanding of the atomistic structuring
of ssDNA at an aqueous Au interface during these experiments, it was unclear
if the inferred binding free energy pertains to all the nucleobases present in the
ssDNA or just a few that were peeled oﬀ the surface.
The AFM-SMFS technique was also employed by Colombi Ciacchi and co-
workers158 to estimate the free energy of adsorption of a peptide at an aque-
ous amorphous silica interface. In this approach, the peptide was attached to a
polyethylene glycol (PEG) functionalised AFM tip, and when contact was estab-
lished between the functionalised AFM tip and the surface, the AFM tip was re-
tracted from the surface at a constant velocity (this created force-distance curves).
As the force required for the desorption of the functionalised AFM tip (adhesion
force) varies depending on the retraction velocity of the AFM tip (loading rate),
the Friddle model159 was applied to the adhesion forces at various loading rates.
The Friddle model assumes that there are several contacts between the substrate
and the probe molecule and takes into account the equilibrium between binding
and rebinding (bond reformation occurs with slow loading rates), when determin-
ing the free energy of adsorption. As this model assumes several contacts, the
free energy of adsorption of the biomolecule can be divided equally between the
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number of residues or nucleotides, when the biomolecule consists of a single type
of residue or nucleotide, which assumes that all residues or nucleotides contribute
equally to the adsorption of the biomolecule (this may not be the case however).
Though this study investigated peptides at an aqueous amorphous silica interface,
Colombi Ciacchi et al. has also used the AFM-SMFS technique described above
to estimate the free energy of adsorption of homo-oligonucleotides ssDNA at an
aqueous gold interface (in preparation422). Even though the results from this
study have not yet been published, permission was granted for the AFM-SMFS
estimated free energy of adsorption for each homo-oligonucleotide at an aqueous
gold interface, to be reported in this thesis.
Due to the computational expense of ﬁrst principles calculations such as DFT,
there exist no ﬁrst principles predictions of the adsorption of nucleobases at an
aqueous gold surface. However, as discussed above, Corni et al.295 were able to
implement MD simulations to investigate the adsorption of nucleobases at an
aqueous Au(111) interface as described by the GolDNA-AMBER FF. However,
only the adsorption free energy for one nucleobase (cytosine) at an aqueous gold
interface was calculated, which prevented the generation of a rank ordering of the
nucleobases that could be compared to the experimental FTIR or AFM-SMFS
results described above. For this reason, it was determined advantageous to
determine the rank ordering of the nucleobases at an aqueous Au(111) interface,
as described by the GolP-CHARMM FF. However, for the GolP-CHARMM FF
to be eﬀective, it must capture this rank ordering of the nucleobases at both the in
vacuo and at the aqueous Au(111) interface. However, in the literature a reliable
rank ordering for aqueous solution was lacking, which is why the unpublished
AFM-SMFS free energy of adsorption values that were determined by Colombi
Ciacchi et al. were included in this chapter.
To capture the rank ordering in vacuo of the nucleobases, the diﬀerence be-
tween the total potential energy of the adsorbate and the dipoles on the gold
surface were used to predict the free energy of the base-surface interaction, which
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was directly compared to the results of the DFT calculations.415,423 The most
preferential geometric orientations of the nucleobases at the in vacuo Au(111)
surface were also compared between the vdW-DF results415,423 and the results
predicted by the GolP-CHARMM FF in this Chapter. Because it was important
that the GolP-CHARMM FF was able to capture the same favourable geometries
of the nucleobases as those predicted with vdW-DF calculations. Well-tempered
metadynamics329 simulations were used to predict the rank ordering of the free
energy of adsorption of each adsorbate at the aqueous Au(111) interface. It was
also of interest to investigate the role that the deoxyribose and phosphate groups
(present in nucleosides and nucleotides) had on inﬂuencing the free energy of
adsorption and the rank ordering. The results presented in this Chapter pro-
vide both a justiﬁcation for the implementation of the GolP-CHARMM FF for
modelling the adsorption of DNA aptamers at the aqueous Au(111) interface,
while also providing structural information regarding adsorption of the nucleic
acid components at the Au(111) interface.
4.2 Methodology
4.2.1 General System Setup
All MD simulations were performed using the GROMACS241,242 (version 4.5.5)
software package. Nucleobases, nucleosides and nucleotides were described using
the CHARMM27 FF.224 In this study the polarisable GolP-CHARMM metal
FF197,198,201 was used to describe the Au(111) surface (see Chapter 2.2.3). Each
system contained a ﬁve atomic layer thick gold slab presenting the [111] surface
with a lateral surface area of 58.6 × 60.9 A˚2.
For all systems, the Lennard-Jones non-bonded interactions were switched to
zero between 9.0 and 10.0 A˚, and a cutoﬀ of 12.0 A˚ was used for the partial
mesh Ewald (PME)244 summation. The system temperature was regulated via
the Nose´-Hoover thermostat.300,301 Newton’s equations of motion were integrated
148
using the Leapfrog algorithm,296 with a time step of 1 fs and frames were saved
every 1 ps.
4.2.2 In Vacuo Adsorption Energy Calculations
A combination of FFs were used in the simulations to calculate the adsorption
energy of the four nucleobases; Adenine (A), Cytosine (C), Guanine (G) and
Thymine (T) in vacuo at the Au(111) interface. In each system, the distance
relating to the vacuum layer between the slab and its nearest periodic image
along the direction perpendicular to the slab surface was approximately 80 A˚.
Herein, a similar procedure was followed to that published previously by Wright
et al.201 Chieﬂy, the minimum energy structure of each adsorbed nucleobase at
the Au(111) surface was obtained by performing short annealing MD simulations
for 50 ps. During this 50 ps trajectory, the temperature of the gold dipoles was
maintained at 300 K, while the temperature of the adsorbate was incrementally
decreased to 1 K from 300 K. During an annealing MD simulation, the initial tem-
perature allowed for the adsorbate to change conformation while the temperature
decreased. However, the probability of overcoming conformational energy barri-
ers decreases with decreasing temperature. The length of the trajectory needs
to be long enough to allow the trapping of the conformation in potential energy
minima as the temperature was gradually decreased to 1 K, which was why 50 ps
was selected. Five diﬀerent annealing cycles were performed per nucleobase, each
starting from a diﬀerent initial orientation, so that each annealing cycle started
at a diﬀerent location on the potential energy landscape of the nucleobases con-
formation, which increases the likelihood of ﬁnding the lowest energy minimum
structure on the landscape.
FF-based interaction energies were calculated based on two types of 50 ps
constant-temperature (300 K) MD simulations; the ﬁrst with the molecule lo-
cated midway between the gold slab and the periodic image of the slab, and the
second with the molecule adsorbed on the surface (based on the outcome of the
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preceding annealing simulation described above). During both of these simula-
tions all the atoms of the adsorbate and Au(111) slab were held ﬁxed, apart from
the gold dipoles, which were free to move; 50 ps was determined as adequate
simulation time for the gold dipoles to equilibrate. The non-electrostatic contri-
bution to the interaction energy was deﬁned as the diﬀerence between the bond,
angle, dihedral, and LJ components of the potential energy of the bound and
free molecule systems. Due to the dipole on each of the gold atoms in the GolP-
CHARMM FF, special treatment of the estimated interactions was required. Fol-
lowing Iori and Corni,197 the free energy of the electrostatic interaction between
the adsorbed molecule and the ensemble of dipoles (FCoul) was approximated as
the diﬀerence between the average electrostatic energies (ECoul) for the adsorbed
and non-adsorbed conﬁgurations using Equation 4.1.
FCoul =
ECoul
2
(4.1)
The FCoul was calculated separately for all ﬁve minimum-energy structures,
and the lowest of these FCoul values was deﬁned as the free energy of the electro-
static interaction.
4.2.3 Nucleobase, Nucleoside and Nucleotide Metadyna-
mics Simulations at the Aqueous Au Interface
The free energy of adsorption at the aqueous Au(111) interface for each of the four
(A, C, G and T) nucleobases, nucleosides and nucleotides (twelve adsorbates in
total), was calculated using GROMACS in partnership with the software package
PLUMED 1.3.380 Each system contained an Au(111) slab, one hydrogen capped
adsorbate (see Fig. 4.2) from the set of twelve, one counterion where necessary
(Na+ for nucleotides), and∼4900 CHARMM-modiﬁed TIP3P water molecules.192
The cell dimension perpendicular to the Au(111) interface was adjusted such that
the water density in the centre of the inter-slab space recovered the target density
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of the CHARMM-modiﬁed TIP3P water at 300 K and 1 atmosphere pressure.
This dimension was found to be 52.35 A˚ for the nucleobases, and 54.35 A˚ for the
nucleosides and nucleotides.
To calculate the free energy of adsorption, well-tempered metadynamics sim-
ulations of 150 ns for nucleobases, and 350 ns for the nucleosides and nucleotides
were run in the canonical (NVT ) ensemble at 300 K. The simulations were run
until the ﬂuctuations of the average free energy of adsorption had ceased chang-
ing appreciably as a function of time. A bias was applied to the vertical distance
between the Au(111) surface and either the centre of mass (c.o.m.) of the six
aromatic ring atoms (in cytosine and thymine adsorbates), or the two atoms
shared by the two aromatic rings (adenine and guanine), see Figure 4.2; herein
this distance will be referred to as the collective variable (CV). Gaussians of 0.5
A˚ width were used because these were large enough to capture the details of the
free energy proﬁle without a large computational cost, and deposited every 1 ps,
so that a Gaussian was deposited for each saved frame in the trajectory. The
initial Gaussian height was set to 0.168 kJ mol−1 as it was found to be suitable
for adsorbates of these sizes.261 A bias factor of 10 was used, where the bias factor
represents a ﬁctitious higher temperature that was used to rescale the Gaussian
height every 1 ps. Too large a bias factor causes the Gaussian height to decrease
too slowly, while too small a bias factor causes the Gaussian height to decrease
too quickly.
The free energy of adsorption was extracted using the integration method
described in Chapter 2. As described in Chapter 3.2.2, the extraction of the
free energy of adsorption was carried out every 5 ns to determine when ﬂuctua-
tions in the free energy of adsorption as a function of time could be classed as
marginal. The ﬁnal free energy of adsorption was calculated from the average
of the free energy of adsorption over the last 50 or 100 ns of the nucleobase or
nucleoside/nucleotide simulations, respectively. The errors were calculated using
the approach described in Chapter 3.2.2.
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4.2.4 Structural Analysis
A structural analysis, pertaining to the orientations and distances from the aque-
ous Au(111) interface of speciﬁc moieties for each adsorbate (nucleobases, nu-
cleosides and nucleotides) was performed. This analysis was only performed on
trajectory frames where the CV was within ±0.15 A˚ of one of the two symmetric
free energy global minima. In these analyses, all distances pertain to the distance
from the top layer of the Au(111) surface, in the direction normal to the plane
of the surface. The ﬁrst metric investigated was the tilt angle (θtilt) of each base,
deﬁned as the angle between the plane of the aromatic ring and the surface plane,
which ranged from 0–90◦, where 0◦ is parallel to the Au(111) surface (see Fig.
4.3). Both the second and third metrics relate to the deoxyribose ring in the
nucleosides and nucleotides, namely the distance between the deoxyribose ring
c.o.m. and the Au(111) interface, and the deoxyribose ring angle (θring). θring
was deﬁned as the angle between the vector generated from the c.o.m. of the
ring to the oxygen atom and the normal of the Au(111) surface, which ranged
from 0–180◦, where 0◦ corresponds to the oxygen pointing away from the Au(111)
surface, refer to Figure 4.3. The geometric factor sin θ was taken into account for
both the θtilt and θring metrics, where the data at each interval of θ in a histogram
was divided by sin θ and then normalised. The ﬁnal metric examined relates only
to the nucleotides, deﬁned as the distance between the phosphorus atom and the
top layer of the Au(111) surface.
4.2.5 Clustering Analysis
The trajectories of the nucleobases, nucleosides, and nucleotides were classiﬁed
into groups of “like structures”, based on the structural similarity of all the atoms
in each adsorbate (see Chapter 2.6.4 for details of the clustering analysis). Two
separate clustering analyses were performed for each adsorbate, one clustering
analysis for the subset of structures where the value of the CV was within ±0.15 A˚
of the free energy global minimum, and a second clustering analysis for adsorbate
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Figure 4.3: Adsorbate conﬁgurational analysis metrics. The nucleobase tilt
angle (θtilt). Deoxyribose was represented by two metrics, the distance between
the c.o.m. of the ring and the Au(111) surface and the ring angle (θring), where
only the sugar ring of the nucleosides and nucleotides were shown for clarity.
Phosphate was represented by the distance of the phosphorus atom from the
Au(111) surface, where only the phosphate of the nucleotide was shown for clarity.
geometries where the value of the CV was within the bulk water region (at least
15 A˚ from the aqueous Au(111) interface). A clustering analysis cutoﬀ of 1 A˚
was selected because it allowed for the classiﬁcation of more than one group of
“like structures” for the nucleosides and nucleotides.
4.3 Results
In this Chapter, the in vacuo nucleobase adsorption was investigated, followed by
the adsorption of nucleobases, nucleosides, and nucleotides at an aqueous Au(111)
interface.
4.3.1 In Vacuo Nucleobase Adsorption at the Au(111)
Surface
The ﬁrst step in assessing the adequacy of the GolP-CHARMM FF197,198,201 for
modelling nucleic acid adsorption on an Au(111) surface was to calculate the in
vacuo nucleobase adsorption strength at the Au(111) interface.
To calculate the in vacuo nucleobase adsorption strength at the Au(111) in-
terface, the most favourable orientation of each base on the Au(111) surface
needed to be determined. Annealing of ﬁve diﬀerent conﬁgurations of each nucle-
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obase at the Au(111) surface was used to explore favourable orientations (see Fig.
4.4). The in vacuo nucleobase adsorption strength of each favourable orientation
(twenty in total) was calculated and the orientation with the lowest calculated ad-
sorption strength for each base was determined as the most favourable orientation
of that base on the Au(111) surface (see Fig. 4.4).
The adsorption energies calculated from our in vacuo calculations of the most
favourable base orientations at the Au(111) surface, gave the rank ordering of
the four bases as T (-79.7 kJ mol−1) < C (-87.2 kJ mol−1) < A (-98.5 kJ mol−1)
< G (-103.1 kJ mol−1). Our predicted rank ordering was comparable to a base
rank ordering experimentally determined from in vacuo TPD mass spectrometry,
by Mirkin et al. (T < C ≤ A < G).384 In addition, the adsorption energies of
these four bases on Au(111) was also reported by Corni et al.,415,423 which were
determined by using density functional theory (DFT) with the vdW functional
(vdW-DF, see Section 4.1). The most favourable geometries that were reported
by Corni et al.415 for each base correlate well with those predicted by our in vacuo
simulations, where there was a noticeable tilt in the plane of the cytosine with
respect to the plane of the Au(111) surface, while for the other three bases there
was little to no tilt in the molecular plane. The Corni et al. in vacuo vdW-DFT
results produced a rank ordering of T (-71.1 kJ mol−1) < C ∼ A (-83.7 kJ mol−1)
< G (-96.2 kJ mol−1),415 which was a complementary rank ordering result to
the TPD experimental data and comparable to the adsorption energies predicted
herein.
These results indicated that the GolP-CHARMM FF, even though it was not
parametrised for DNA, adequately captures the relative strength of the inter-
actions of the nucleobases with the Au(111) surface in vacuo. However, even
though this initial investigation adequately represents the in vacuo nucleobase
adsorption onto the Au(111) interface, it does not necessarily mean that nucleic
acid adsorption at an aqueous interface will also be adequately represented.
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Figure 4.4: a) Most favourable orientations of the four bases adsorbed on the
Au(111) surface in vacuo, as predicted by the GolP-CHARMM force-ﬁeld; b)
vdW-DFT (orange)415 and in vacuo (blue) adsorption energies of the four bases.
4.3.2 Free Energy of Adsorption for the Nucleobases, Nu-
cleosides, and Nucleotides
To further validate the use of the GolP-CHARMM FF with nucleic acids, the
adsorption of nucleic acids and their corresponding nucleosides and nucleotides
at the aqueous Au(111) interface was investigated. Well-tempered metadynam-
ics simulations were performed on twelve nucleic acid variants, namely the four
individual nucleobases (A, C, G and T) and their corresponding nucleosides and
nucleotides (see Fig. 4.2). In this section, the adsorption free energies of the ad-
sorbates were compared, and their diﬀerent conformations at the aqueous Au(111)
interface were examined.
4.3.2.1 Free Energy of Adsorption
In Figure 4.5, the adsorption free energy proﬁles are presented for the nucle-
obases, nucleosides, and nucleotides. An additional plot of the adsorption free
energy proﬁles, inclusive of error bars, of the nucleobases adenine and cytosine, is
provided in Fig. 4.5a. Due to the symmetric nature of the system, each error bar
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pertains to half the diﬀerence between the free energy at the top face and bottom
face of the Au(111) slab (at a corresponding distance from outermost surface of
the Au(111) slab). These error bars indicate the marginal uncertainty in these
free energy proﬁles and highlight that the major trends observed in these proﬁles
were not a result of random ﬂuctuations in the free energy proﬁles.
For all adsorbates the minimum closest to the Au(111) interface was the global
minimum, indicating that the bases adsorbed close to the Au(111) interface. The
distance separating the c.o.m. (see Fig. 4.11 for reference points) from the
Au(111) interface indicated that each base adsorbed relatively ﬂat on the surface
(this will be further explored in Section 4.3.2.2). Each nucleobase retained a
narrow energy proﬁle in the distance from the surface, while the free energy
proﬁle of the nucleotides had a broader free energy proﬁle, which was expected
for larger molecules. However, the free energy proﬁle of the nucleosides was less
broad, sharing high resemblance with that of the corresponding nucleobases, but
with fewer features.
The free energy of adsorption was calculated from the last 50 or 100 ns of the
trajectory (depending on the length of the trajectory) for the nucleobases (run for
150 ns) or nucleosides/nucleotides (run for 350 ns), respectively, which was given
herein. It was important to note that this was not the ﬁrst study to investigate
the adsorption of a nucleobase (cytosine only) at the aqueous Au(111) interface
using a GolP-derived FF.295 Corni et al. have parametrised an Au(111) model
(known as the GolDNA-AMBER FF) for use with the AMBER FF.191,217,218 In
Table 4.1 the enthalpy of adsorption for each nucleobase (A, C, G, and T) and
adsorption free energy of cytosine at the aqueous Au(111) interface was calculated
with GolDNA-AMBER and compared with the adsorption free energy of each
nucleobase adsorbed at the aqueous Au(111) interface calculated here using the
GolP-CHARMM FF.
According to the change in enthalpy reported by Corni et al.295 (which was
positive), displacing the adsorbed water layer on the aqueous Au(111) interfaces
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Figure 4.5: Adsorption free energy proﬁles of the a) nucleobases, b) nucleosides
and c) nucleotides at the aqueous Au(111) interface, predicted using the GolP-
CHARMM FF and well-tempered metadynamics. The plot in the inset provides
adsorption free energy proﬁles of the nucleobases adenine and cytosine, inclusive
of error bars.
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Table 4.1: The enthalpy of adsorption (ΔHads / kJ mol
−1) and free energy
of adsorption (ΔAads / kJ mol
−1) of the nucleobases at the aqueous Au(111)
interface.
GolDNA-AMBER295 GolP-CHARMM†
Base ΔHads / kJ mol
−1 ΔAads / kJ mol−1 ΔAads / kJ mol−1
Adenine 5.9 ± 1.7 -35.4 ± 1.9
Cytosine 5.0 ± 1.7 -10.9 ± 1.3 -18.2 ± 1.0
Guanine 2.5 ± 1.7 -37.8 ± 4.2
Thymine 12.6 ± 3.3 -18.1 ± 0.7
† Our calculated ΔAads values.
was energetically unfavourable, which indicates that the major contributor to the
adsorption free energy was the change in entropy during nucleobase adsorption.
In this thesis, the enthalpies of adsorption (ΔHads) for each adsorbate at
the aqueous Au(111) interface were inaccessible from the metadynamics simula-
tions alone. However, it would have been possible to calculate the ΔHads of the
adsorbates by using the van’t Hoﬀ equation, which relates to the temperature de-
pendence of the equilibrium constant (Keq) during a chemical reaction (expressed
as the slope of Keq). The van’t Hoﬀ equation is utilised to derive the change in
enthalpy and the change in entropy in a thermodynamic system from the change
in Gibbs free energy and can be derived from the equation below:
lnKeq = −ΔG
RT
(4.2)
where R is the ideal gas constant and T is the temperature. Assuming that ΔHads
is not dependent on temperature, Equation 4.2 can be rearranged, provided that
Keq can be obtained for two distinct temperatures (T1 and T2), as shown below:
ln(Keq−2)− ln(Keq−1) =
(
−ΔG2
RT2
)
−
(
−ΔG1
RT1
)
ln
(
Keq−2
Keq−1
)
= −ΔHads
R
(
1
T2
− 1
T1
) (4.3)
where Keq−1 and Keq−2 are the equilibrium constants for T1 and T2, respectively,
and ΔG1 and ΔG2 are the free energy of adsorption for T1 and T2, respectively. In
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an experimental setting, using observations such as quartz crystal microbalance
(QCM) measurements, the Keq is inferred for a range of temperatures, which al-
lows for statistical reliability when determining ΔHads. The same approach could
have been used for calculating the ΔHads for each adsorbate using metadynamics
simulations. However, to retain this statistical reliability in calculating ΔHads,
at least ﬁve temperatures (requiring one metadynamic simulations per temper-
ature) would have needed to have been investigated for each adsorbate, which
would have been highly computationally intensive. Also, considerable errors for
ΔHads would likely have been produced due to the compounding errors from the
Keq at each temperature, when calculating ΔHads from the slope of the Keq. For
these reasons ΔHads for each adsorbate were not calculated in this thesis.
However, because there were no cases of nucleobase desorption, Corni et al.295
concluded that entropy was the major contributor to the adsorption process,
which relates to the range of conﬁgurations available to the nucleobase at the
aqueous Au(111) interface. Therefore, the free energy of adsorption could be
more informative than the enthalpy of adsorption as it contains both the en-
thalpy change and entropy change of adsorption; which was why the free energy
of adsorption was calculated for cytosine (–10.9± 1.3 kJ mol−1). In absolute value
terms, this value was smaller than what was calculated by the GolP-CHARMM
FF (–18.2 ± 1.0 kJ mol−1), indicating that there was a slight discrepancy be-
tween the two gold FFs, which was to be expected due to both metal FFs be-
ing parametrised with diﬀerent biomolecule FFs (AMBER and CHARMM). The
GolP-CHARMM FF predicted rank ordering of the nucleobases was G ≥ A > C
≥ T, which makes the free energy of adsorption of pyrimidines (nucleobases con-
taining a single heterocyclic ring, C and T) and purines (nucelobases containing
a heterocyclic ring fused to an imidazol, A and G) statistically distinct (no over
lap in the errors calculated for the purine and pyrimidine adsorption energies).
Although the GolP-CHARMM FF was not parametrised for oligonucleotides,
it still captured the adsorption rank ordering, where the purines adsorbed more
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strongly than pyrimidines. The strong adsorption free energies of nucleobases,
as well as results from Corni et al.,295 indicate that desorption of the nucle-
obases would be energetically unfavourable. This provides conﬁdence that the
GolP-CHARMM FF adequately describes the adsorption of both nucleosides and
nucleotides at the aqueous Au(111) interface (see Table 4.2). Currently there
are unpublished AFM-SMFS results by Colombi Ciacchi et al.,422 regarding the
adsorption free energy of homo-oligonucleotides at an aqueous gold interface.
Permission was granted by these authors to report these results herein.
Table 4.2: Free energy of adsorption (ΔAads / kJ mol
−1) of the nucleobases,
nucleosides and nucleotides at the aqueous Au(111) interface. Also included
are the experimentally determined free energy of adsorption (unpublished results
from Colombi Ciacchi et al.422).
Nucleobase Nucleoside Nucleotide Experiment422
Base ΔAads / kJ mol
−1 (AFM-SMFS)
Adenine -35.4 ± 1.9 -39.1 ± 1.9 -45.3 ± 3.4 -35.6
Cytosine -18.2 ± 1.0 -26.9 ± 1.9 -34.5 ± 1.6 -28.5
Guanine -37.8 ± 4.2 -37.8 ± 1.3 -44.0 ± 1.5 -29.8
Thymine -18.1 ± 0.7 -21.8 ± 1.0 -28.3 ± 1.4 -21.0
The free energy of adsorption of the twelve adsorbates and the experimentally
determined values are represented as a plot in Figure 4.6 for clarity. Figure 4.6
shows distinctly that the presence of the deoxyribose ring enhanced the free energy
of adsorption. Two sets of clustering analyses per adsorbate were performed (see
Section 4.2.5) to determine if there was a diﬀerence between the conformational
distribution of the adsorbates in bulk solution (where the CV value corresponded
with an adsorbate location in the bulk water region) and at the aqueous Au(111)
interface (where the CV value corresponded with the global minimum of the free
energy plot). It is important to note that, herein, we deﬁne the conﬁguration of
a molecule as both the spatial arrangement of the atoms in the molecule with
respect to itself and the overall spatial orientation of the molecule, while the con-
formation of a molecule is deﬁned as the spatial arrangement of the molecules
with respect to itself. From these two sets of cluster analyses, the conformational
entropic contribution of the adsorbates were also calculated using Equation 3.1 in
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Chapter 3.3.2.2 (see Table 4.3). As expected, for the conformationally-rigid nucle-
obases, only a single cluster was identiﬁed because the nucleobases are essentially
rigid bodies.
Table 4.3: Percentage population of the top ﬁve most populated clusters and
conformational entropic contribution (Sconf ) of the nucleobases, nucleosides, and
nucleotides at the aqueous Au(111) interface and in bulk solution. In brackets is
the total number of clusters.
Nucleobases
A C G T
Cluster Bulk Au(111) Bulk Au(111) Bulk Au(111) Bulk Au(111)
1 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
(1) (1) (1) (1) (1) (1) (1) (1)
Nucleosides
A C G T
Cluster Bulk Au(111) Bulk Au(111) Bulk Au(111) Bulk Au(111)
(4) (4) (3) (4) (4) (5) (4) (4)
1 71.2 94.0 60.7 86.4 62.7 90.6 80.2 95.9
2 18.7 3.8 39.2 13.1 36.5 7.0 19.4 2.0
3 10.0 2.0 0.1 0.4 0.7 2.2 0.3 1.4
4 0.1 0.2 – 0.1 0.1 0.2 0.1 0.6
5 – – – – – 0.1 – –
Sconf 1.06 0.27 1.10 0.42 1.08 0.37 0.73 0.21
ΔSconf 0.79 0.68 0.71 0.52
Nucleotides
A C G T
Cluster Bulk Au(111) Bulk Au(111) Bulk Au(111) Bulk Au(111)
(20) (14) (21) (12) (21) (9) (22) (14)
1 66.3 75.5 65.0 67.2 63.1 72.2 65.8 81.8
2 17.9 14.8 17.2 15.3 16.4 13.8 14.3 8.8
3 5.9 2.7 5.8 11.0 6.2 5.2 7.8 3.3
4 4.2 2.6 5.4 2.8 5.6 4.3 3.2 2.4
5 1.5 1.2 1.5 1.3 2.2 1.9 3.1 1.5
Sconf 2.07 0.91 2.31 1.08 2.32 1.00 2.04 0.79
ΔSconf 1.16 1.23 1.32 1.25
For the nucleosides and the nucleotides, the populations of the top two most
populated clusters varied depending on whether the adsorbate was located at
the aqueous interface or in the bulk water region. The population of the top-
most populated cluster for the nucleosides and the nucleotides were lower in bulk
solution compared with the case when these adsorbates were adsorbed at the
aqueous Au(111) interface. As expected, for the nucleotides, there was also a
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decrease in the number of clusters for the adsorbates adsorbed at the aqueous
Au(111) interface, when compared to the number of clusters for the adsorbates in
bulk solution. This indicated that the adsorbates containing a deoxyribose ring
and phosphate group have a greater number of thermally-accessible favourable
conformations when the adsorbate was free in solution, than when adsorbed at
the aqueous Au(111) interface. This is expected because the freedom of move-
ment of a non-rigid adsorbate is restricted when adsorbed at an interface, which
amounts to a decrease in the entropy of the adsorbate. As detailed later in Sec-
tion 4.3.2.2 there were a limited number of conformations that each nucleobase
could assume when adsorbed at the aqueous Au(111) interface. However, when
the adsorbates containing the deoxyribose ring were adsorbed at the aqueous in-
terface, this limited number of conformations that the bases could assume could
also limit the number of conformations available to the attached deoxyribose ring,
which may be inferred as being related to a loss in the conformational entropy
of the adsorbate when compared to the same adsorbate in bulk solution. An-
other contributor to the loss in entropy of an adsorbate upon adsorption, is due
to the limited conﬁgurations readily available to the adsorbate at the aqueous
Au(111) interface, while when the adsorbate is in the bulk solution all possible
conﬁgurations are equally available to the adsorbate.
In a previous study, entropy has been suggested to be the biggest contributor
to the free energy of adsorption (explaining the increase in the free energy of
adsorption).295 In addition, the presence of both the deoxyribose ring and the
phosphate further increased the free energy of adsorption. It was interesting to
note that for the nucleobases, the free energy of adsorption of the two pyrim-
idines (C and T) showed no statistically signiﬁcant diﬀerence. This was also true
for the nucelobase and nucleoside purines (G and A), where the free energies of
adsorption were statistically identical. However, for the nucleotides all adsorbate
adsorption free energies had a statistically signiﬁcant diﬀerence, where the ad-
sorption rank ordering was A ≥ G > C ≥ T. The rank ordering predicted by
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the AFM-SMFS experiments (A > G > C > T) was comparable to our meta-
dynamics rank ordering of the nucleotides (A ≥ G > C > T), which indicated
that the GolP-CHARMM FF was adequately reproducing the trend of nucleic
acid adsorption at an aqueous Au(111) interface. However, it was unclear how
accurately either the metadynamics or experimental results were representing the
actual free energy of adsorption, because there were no errors associated with the
experimental data that could be used to help gauge the reliability of these values.
Figure 4.6: Adsorption free energy of the nucleobases, nucleosides and nu-
cleotides at the aqueous Au(111) interface, predicted using the GolP-CHARMM
FF and metadynamics. Experimentally determined values using AFM-SMFS ad-
sorption free energies of homo-oligonucleotides are also provided.422
The diﬀerences between the free energy proﬁles of the nucleobases, nucleosides
and nucleotides, could be explained by the adsorbed conﬁgurations of the base,
deoxyribose ring, and phosphate components of each adsorbate. In the next sec-
tion these three segments were examined in relation to distance from the surface
and the tilt angle of the corresponding rings (base aromatic ring and deoxyribose
ring).
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4.3.2.2 Structural Analysis of the Nucleobases, Nucleosides and Nu-
cleotides
To elucidate how the three substituents of a nucleotide interact with the aque-
ous Au(111) interface, a structural analysis was performed on the frames of the
simulation trajectory that contained adsorbed species. A species was considered
adsorbed if the CV was within ±0.15 A˚ of the minimum position on the free
energy proﬁle. This analysis used four diﬀerent metrics relating to the three dif-
ferent substituents of a nucleotide (nucleobase, deoxyribose ring, and phosphate
group), which included calculating the angle between the normal of the relevant
ring and the normal to the surface, or the distance between the c.o.m. and the
surface (see Fig. 4.3). However, the deoxyribose ring does not have a planar
geometry and as such deﬁnition of a normal is non-standard. For this reason the
orientation of the deoxyribose ring was determined from the angle between the
vector from the c.o.m. of the ring to the oxygen atom of the deoxyribose ring
and the normal to the surface plane (see Fig. 4.3).
In Figure 4.7, the tilt angle (θtilt) population of the frames with adsorbed
species was provided for all adsorbates, where angle of 0◦ and 90◦ correspond
to the ring in a planar or perpendicular orientations, respectively, in relation to
the Au(111) surface. All three types of adsorbate showed very little variation in
the θtilt of their corresponding base. This ﬁnding highlights that the presence
of the deoxyribose ring with or without the phosphate group did not appear to
aﬀect the adsorption geometry of the nucleobase. The most planar adsorbed
nucleobase was guanine (θtilt ∼2.5◦), which was also one of the two strongest
binders to the Au(111) interface (the other being adenine). Cytosine had the
broadest distribution in θtilt values, indicating it was least likely to remain planar
on the surface, which was further supported by the in vacuo results (see Fig 4.4a).
Two metrics were examined for the deoxyribose ring; the distance of the
deoxyribose ring from the Au(111) surface, and the orientation of the deoxyribose
ring oxygen atom in relation to the Au(111) surface (see Fig 4.9). The distance
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Figure 4.7: Distribution of the tilt angle between the base plane and that of
the Au(111) surface, for the a) nucleobases, b) nucleosides and c) nucleotides, at
the aqueous Au(111) interface.
between the c.o.m. of the deoxyribose ring and the surface was identical for each
base in the nucleosides, while the nucleotides exhibited two distinct peaks. It
was likely that the second peak (which was closer to the Au(111) surface) was a
result of the adsorption of the phosphate group in some conformations, pulling
the deoxyribose ring closer to the surface for weakest binding nucleotide (T). The
orientation angle of the deoxyribose ring in relation to the Au(111) surface was
also investigated, where 0◦ represents the case where the oxygen atom in the
deoxyribose ring was oriented away from the Au(111) surface and 180◦ towards
the Au(111) surface. From Figure 4.9a and 4.9b it can be discerned that the
deoxyribose ring has two preferential orientations depending on the presence of
the phosphate group. The most favourable orientation for all the nucleosides
was one where the oxygen atom was slightly tilted away from the surface. For
the nucleotides, an orientation where the oxygen atom was pointing towards the
surface became more predominant. This second peak could be attributed to the
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Au(111)-adsorbed phosphate group, pulling the deoxyribose oxygen towards the
surface. For example, the most favourable orientation for the nucleotide thymine
was when the deoxyribose ring oxygen atom was pointing towards the Au(111)
surface, while remaining closer to the surface than its nucleoside counterpart (see
Fig. 4.8).
Figure 4.8: Favourable conformations of the thymine a) nucleoside and b) nu-
cleotide at the aqueous Au(111) interface. The yellow arrows represent the orien-
tation of the deoxyribose ring (vector from the c.o.m. to the oxygen atom of the
deoxyribose ring and the normal of the surface). Water was removed for clarity.
A study by Avvakumova et al.,165 aimed to experimentally determine the
interactions between guanine nucleosides and nucleotides on AuNPs in aqueous
solution. In this study, attenuated total reﬂectance Fourier transformed infrared
spectroscopy (ATR-FTIR), which was explained in Chapter 1.6.1, was used to
elucidate the diﬀerent conformations of guanine nucleosides and nucleotides ad-
sorbed on AuNPs (with diameters of 60–160 A˚). It was observed that the absence
or presence of the phosphate group on the nucleoside or nucleotide, respectively,
altered the resulting adsorbed conformations. These experimental results were
consistent with the diﬀerent deoxyribose ring conformations predicted by the
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GolP-CHARMM FF for the nucleosides and the nucleotides.
Figure 4.9: Distribution of the deoxyribose ring a) distance from the Au(111)
surface and b) the deoxyribose ring angle for the nucleosides; while c) is distance
of deoxyribose ring from the Au(111) surface and d) the deoxyribose ring angle
for the nucleotides. When the oxygen atom is pointed away from the surface the
angle is 0◦, when the oxygen atom is directed towards the Au(111) surface the
angle is 180◦.
The last metric examined was the distance between the phosphate atom and
the Au(111) surface; which was presented in Figure 4.10, and showed two distinct
peaks. The ﬁrst peak relates to the adsorption of the phosphate group within
6 A˚ from the Au(111) surface, while the second peak relates to a phosphate
orientation corresponding to the phosphate being unbound to the surface, while
the adsorbate was still adsorbed to the Au(111) surface. It can be concluded that
only the phosphate of the guanine nucleotide remained preferentially unbound
when the nucleotide was adsorbed, while for the other nucleotides the phosphate
remained preferentially adsorbed at the aqueous Au(111) interface, while pulling
the deoxyribose ring closer to the surface.
As expected, due to the suggested increase in conformational entropic con-
167
Figure 4.10: The distribution of the distance between the phosphorus atom and
the aqueous Au(111) interface, for the nucleotides.
tribution related to the increase in possible adsorbed conformations and the in-
creased size of the adsorbates (higher contribution of van der Waals’ forces), the
adsorbed phosphate group and deoxyribose ring increase the free energy of ad-
sorption. The geometric results reported in this section demonstrated that both
the deoxyribose ring and the phosphate group are often directly adsorbed onto
that Au(111) surface.
4.4 Discussion
In Section 4.3, we provided the predicted free energy of adsorption of nucleobases,
nucleosides and nucleotides at an aqueous Au(111) interface. However, before
predicting the ﬁnal free energy of adsorption of each adsorbate, certain criteria
had to be met. The ﬁrst criterion was that the simulation was frequently sampling
along the entirety of the CV trajectory. Figure 4.11 shows the change in the CV
for the nucleobases as a function of metadynamics simulation time, which was
also representative of results observed for both the nucleosides and nucleotides.
The CV trajectory was along the direction normal to the slab surface, where the
range of the CV values was limited by the location of the Au(111) surface (and its
periodic image). For adequate sampling, the CV must traverse the space between
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the top face of the Au(111) surface and the bottom of the slab’s periodic image,
which is observed in Figure 4.11 for all adsorbates. Figure 4.11 also shows that
both purines (A and G) stayed in contact with the Au(111) surface than the two
pyrimidine (C and T) bases, which indicated that purines adsorbed more strongly
than pyrimidines. However, for both purines and pyrimidines, the top and bottom
surface of the slab, as well as the space between the slabs were sampled frequently,
which indicated that the free energy landscape was adequately sampled.
Figure 4.11: The change in the CV (c.o.m.) as a function of time for a) adenine,
b) cytosine, c) guanine and d) thymine at the aqueous Au(111) Interface.
The second criterion, was to determine that the ﬂuctuations in the free en-
ergy of adsorption as a function of time had stabilised. Figure 4.12 presents the
adsorption free energy plotted as a function of every 5 ns of the simulation time
of each adsorbate. When free energy of adsorption was changing only marginally,
the metadynamics simulation was considered converged. As the adsorption free
energy of the nucleobases at 150 ns was changing only marginally, these metady-
namics simulations were not extended further. However, at 150 ns the free energy
of adsorption for the nucleosides and nucleotides was still ﬂuctuating signiﬁcantly,
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for this reason the simulations were extended (to 350 ns) until these ﬂuctuations
decreased substantially. Minor ﬂuctuations in the adsorption free energy were
still present in the adsorption free energy as a function of time, where the possi-
ble causes for this were discussed in Chapter 3.3.1.2. For all adsorbates, a clear
distinction was noted between the free energy of adsorption of the purines and
pyrimidines, where purines adsorbed more strongly than pyrimidines.
Figure 4.12: Predicted adsorption free energy on aqueous Au(111) as a function
of time for the a) nucleobases, b) nucleosides and c) nucleotides.
Once these two criteria were satisﬁed the ﬁnal free energy for each adsorbate
was calculated (see Section 4.3). The ﬁnal free energy of adsorption for each
adsorbate was used to determine a rank ordering for the nucleobases, nucleo-
sides and nucleotides, which could be compared to experimentally determined
rank orderings (using FTIR spectroscopy and AFM-SMFS). However, the FTIR
spectroscopy rank ordering (A > C ≥ G > T)130 likely pertained to the ability
of each competing homo-oligonucleotide to displace other homo-oligonucleotides
and not the actual strength of adsorption for each nucleobase, which could explain
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the discrepancy with the rank ordering calculated for the nucleotides in Section
4.3.2.1 using metadynamics (A ≥ G > C > T). Another consideration is that
guanine bases have the ability to self-hybridise and form G-guadruplexe struc-
tures on a surface, which could have aﬀected the ability of the guanine containing
homo-oligonucleotides to eﬀectively displace the other homo-oligonucleotides.
AFM-SMFS provided a means for experimentally measuring the strength
of adsorption for each nucleobase and providing a rank ordering of the bases’
strength of adsorption, which could be compared to the free energy of adsorp-
tion calculated using metadynamics. The free energy of adsorption of the homo-
oligonucleotides determined by AFM-SMFS was comparable (within 10 kJ mol−1)
to the corresponding nucleoside’s free energy of adsorption. However, the largest
discrepancy between the experimental results and the metadynamics results was
for guanine. This discrepancy could could be caused by the poly(G)30 forming
G-guadruplexe structures at the aqueous Au interface, which could have aﬀected
the force required to remove the ssDNA from the aqueous Au interface.
4.5 Conclusions
It was shown that the in vacuo rank ordering of the nucleobase adsorption onto
the Au(111) interface predicted by the GolP-CHARMM FF revealed the trend G
> A > C > T, which was identical to both the order experimentally determined
with TPD mass spectrometry and DFT calculated rank orderings. The rank
ordering was not as clearly deﬁned at the aqueous Au(111) interface compared
with the in vacuo results. The GolP-CHARMM FF predicted free energy of
adsorption for each nucleotide and their rank ordering, was compared to those
determined by AFM-SMFS experiments of four homo-oligonucleotides (poly(A)30,
poly(C)30, poly(G)30, and poly(T)30, unpublished results by Colombi Ciacchi et
al.422). The rank ordering predicted by the GolP-CHARMM FF (A ≥ C > C >
T) was in agreement with the experimentally determined rank ordering from both
AFM-SMFS (A > G > C > T)422 and FTIR spectroscopy (A > C ≥ G > T),130
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which indicated that the GolP-CHARMM FF adequately represented the rank
ordering of adsorption for nucleic acids at an aqueous Au(111) interface. At the
aqueous Au(111) interface, the purines adsorbed more strongly than pyrimidines.
The structural analysis elucidated the impact on the adsorption of nucleosides and
nucleotides imparted by the deoxyribose ring and phosphate group. In conclusion,
although the GolP-CHARMM FF was not explicitly parametrised for nucleic
acids, it was found suitable for the investigation of nucleic acid adsorption at
the aqueous Au(111) interface. In the next Chapter 5, the GolP-CHARMM FF
will be used to describe the adsorption a DNA hairpin at an aqueous Au(111)
interface.
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Chapter 5
DNA Hairpin Adsorption onto
Citrate-Coated and Bare
Aqueous Au(111): Temperature
Driven Unfolding.
5.1 Introduction
From building blocks in the self-assembly of superlattices through to molecu-
lar detectors, DNA has seen broad use in nanotechnology.20,22,29–32,383,385,424–426
Herein, two applications of interest are discussed, ﬁrst the use of single-stranded
DNA (ssDNA) in assembling tunable superlattices (discussed further in Chapter
1) and second, the use of ssDNA in conjunction with gold nanoparticles (AuNPs)
in colorimetric molecular detection, which was described in more detail in the
introduction of Chapter 4.
The versatility of DNA in this broad range of applications can be attributed to
both the ability of ssDNA to form folded structures (e.g. DNA duplexes or DNA
hairpins) with complementary strands of DNA (discussed further in Chapter 1),
and also the ability of ssDNA to speciﬁcally target a broad range of molecules
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(molecular recognition).26,388,427 There is a class of short-chain ssDNA known
as aptamers (see Chapter 4.1 for aptamers), that have wide use in molecular
detectors.102,388,392 Techniques such as the systematic evolution of ligands by ex-
ponential enrichment (SELEX)428 are capable of identifying in vitro, aptamers
that can target speciﬁc molecules. These aptamers are typically adsorbed onto or
tethered to AuNPs, due to the unique physical and optical properties of AuNPs,
which make AuNPs ideal for signal transduction in biosensors or metamaterials
in the form of superlattices (see Chapter 1.2 for superlattices).429
DNA secondary structures such as a temperature-sensitive DNA hairpin (see
Fig. 5.1) could prove useful in the construction of tunable superlattices. A
DNA hairpin can reversibly inter-convert between an ordered folded state and a
disordered unfolded state. In Figure 5.1 an idealised schematic of DNA unfolding
is presented, where the DNA chain extends out to its maximum length when
heated above the “melting” temperature of the DNA hairpin. In an experimental
setting, the term “melting” in relation to a DNA hairpin often refers to the point
at which there is a change in the infrared absorbance or a peak in the measured
heat capacity as a function of temperature for a sample of DNA, which indicates
a reversible change in the structural conformation of a DNA hairpin.98,430,431 The
term “melting” can also refer to the point at which half the DNA strands become
denatured (unfolded), where dehybridisation between the complementary bases
in the stem occurs (see Chapter 1.5.2 ).403,432,433 Herein, “melting” refers to the
unfolding of the DNA hairpin, where it dehybridises and transitions from an
ordered state to a disordered one.
As discussed in Chapter 4.1, the synthesis of AuNPs requires some form of
coating or capping ligand to prevent the aggregation of the AuNPs. This means
that the DNA hairpin would be unlikely to interact with a bare aqueous AuNP
interface, and instead would be expected to interact with AuNPs coated with
ligands such as Au binding peptides or citrate anions.67,68,71,72 Aptamer-based
colorimetric detection (discussed in Chapter 4.1) with AuNPs uses AuNPs synthe-
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Figure 5.1: a) Schematic of a DNA hairpin transitioning between the ordered
and disordered states. b) Molecular structure of an idealised DNA hairpin.
sised with the Turkevich-Frens reduction process,67,68 which stabilises the AuNPs
with negatively-charged citrate anions.
A temperature-sensitive DNA hairpin can therefore be used to investigate
both the adsorption of a DNA duplex and a disordered ssDNA at an aqueous
Au interface by altering the temperature above and below the melting tempera-
ture of the DNA hairpin. In the case of developing the peptide assembling and
responsive element (PARE) hybrid molecule (see Chapter 1.4), an atomic-level
understanding of the conformational changes present when a DNA hairpin ‘folds’
and ‘unfolds’ is required. An atomic-level understanding of the interaction of
ssDNA at an aqueous AuNP interface is also essential for the development of
improved aptamer-based colorimetric molecular sensors. This highlights how the
investigation of ssDNA at an aqueous Au interface could provide information on
a broad range of applications pertaining to the use of ssDNA with AuNPs.
As highlighted by Figure 5.1, a possible disordered state of ssDNA could be
a fully extended conformation, which would be ideal for facilitating a change
in inter-particle lengths in a NP superlattice (as shown in Figure 1.6 of Section
1.4), although an alternative more compact and globular disordered conforma-
tion of ssDNA may be more likely. Several experimental melting studies (using
thermal denaturation experiments) have aimed at describing the melting tem-
perature of helical DNA, as well as understanding the thermal dynamic stability
of DNA.98,105,178,400,434 These studies have garnered important information; e.g.
that purine bases (adenine and guanine) had stronger base stacking (through
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π − π interactions) than pyrimidine bases (cytosine and thymine), and that the
loop-closing base-pair Guanine-Cytosine oﬀers the most thermodynamic stability.
A particularly relevant study by Vallone et al.98 aimed to provide an insight
into how the closing-loop base-pair and loop base sequence aﬀected the thermo-
dynamic stability of 28 DNA hairpins, which consisted of six base-pairs in the
stem and four bases in the loop, where the DNA hairpin investigated in this thesis
had an identical number of base-pairs and bases in the loop (see Fig. 5.1). In
this study, two experimental techniques were employed to ascertain the melting
temperate of each DNA hairpin. These were optical melting experiments, where
the ultraviolet absorbance of the DNA hairpin containing solution was measured
with respect to temperature (maximum absorbance peak represents the melting
temperature) and diﬀerential scanning calorimetry melting, where the added heat
required to increase the temperature of the sample is measured (heat capacity).
Comparisons from these two experiments were in good agreement, and allowed the
rank ordering of homogeneous sequence loop stability to be determined, namely
thymine (T) > cytosine (C) > guanine (G) > adenine (A), and the least sta-
ble loop closing base-pair doublet (at the top of the stem) are A-A/T-T. From
this study a suitable DNA hairpin was selected for investigation as a possible
temperature-sensitive actuating spacer ((5’)GGATAATTTTTTATCC(3’)), due
to it containing the most stable homogeneous loop and less stable closing base-
pair doublet, so that the DNA hairpin has a stable/ordered structure at room
temperature, but has a melting temperature that was not overly high (321 K).
Other studies by Jung et al.,430,435 sought to ascertain whether DNA hairpins
undergo a clear two-state reaction process, where these systems are present in
either ‘folded’ or ‘unfolded’ states, or if there are partially ‘folded’ or ‘misfolded’
intermediary conformations. Five base-pair DNA hairpins were investigated us-
ing ﬂuorescence labelling autocorrelation and cross-correction spectroscopy, which
detects the ﬂuorescence of ‘unfolded’ DNA and their corresponding intermediaries
(as the dyes were quenched when the DNA hairpin was in the folded state). These
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results presented evidence of several conformation states between the ‘unfolded’
and ‘folded’ states, but were unable to determine the nature or structural confor-
mation of either the ‘unfolded’ state or its intermediaries, which would be essential
for determining the viability of a DNA hairpin as an actuating spacer. These stud-
ies have highlighted important thermodynamic properties of DNA hairpins, but
did not and could not resolve the structural conformation for the DNA hairpin
during the transition from an ordered to a disordered state.
Experimental techniques such as nuclear magnetic resonance (NMR) spec-
troscopy are capable of capturing the conformation of the ordered DNA hairpin
in aqueous solution.107,178,179,399–401 In an exemplary study by Siegmund et al.,401
1H NMR spectroscopy was used to provide the solution structure of synthetic
DNA hairpins (where the loops were replaced with organic linkers). This study
demonstrated that NMR can be used to determine the static structure of a highly
ordered DNA hairpin in solution. Circular dichroism (CD) spectroscopy oﬀers
another experimental approach for distinguishing between diﬀerent DNA hairpin
structures.169,174,402 Research by Smiatek et al.,174 characterised the stable con-
formations of DNA secondary structures at diﬀerent temperatures. In this study,
CD spectroscopy was used to determine that there was a decrease in intramolec-
ular interactions above the melting temperature of the DNA. These results did
not provide an atomic-level structure of the DNA, but did provide evidence of an
increase in disorder of the DNA at elevated temperatures.
One study reported the investigation of the thermal stability of DNA and RNA
hairpins, determined from Raman spectra, and found that when transitioning
from an ordered state to a disordered state, there was a decrease in the number
of inter-base hydrogen bonds as temperature increased.107 Because inter-base
hydrogen bonds are essential for duplex stability, a large enough decrease in the
number of these hydrogen bonds would lead to a change in conformation (i.e.
DNA hairpin melting). As demonstrated by Baouendi et al.,390 NMR chemical
shifts are capable of capturing the transition of a DNA hairpin to an unfolded
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state, which provides information on the chemical exchange between the folded
and unfolded species. This information was to able determine a change in the
number of stacking bases and a single temperature at which the DNA hairpin
melted but did not provide the conformation of the disordered DNA. Currently,
no experimental techniques to our knowledge have captured the conformational
change of a DNA hairpin as it melts.
To investigate and determine the structural dynamics of a DNA hairpin,
molecular dynamic (MD) simulations could be used, where the initial structures
could be derived from experimental approaches such as NMR spectroscopy.433
Previous MD simulation studies have garnered insights into the role of tem-
perature in the folding and unfolding of diﬀerent secondary structure motifs of
DNA;174 as well as suggesting a possible fraying mechanism for DNA duplexes,
where fraying has been denoted as a base-pair losing inter-base hydrogen bonds
and at least one base in the pair loses its π-stacking with its neighbours.111,404,405
A recent study by Zgarbova et al.,111 aimed to understand the terminal base-
pair fraying mechanism (when base-pairing unstacking occurs to the bases at
the end of the DNA hairpin stem), because this could help describe important
phenomena involving nuclease enzymes. To elucidate the structure of the frayed
state, they simulated the structure of short DNA and RNA molecules and also
attempted to link any inaccurate glycosidic torsion potentials (i.e. those which
describe the orientation of the nucleic acid base and sugar ring) to structural
stability by using diﬀerent variations of the AMBER ﬀ99bsc0 force ﬁeld (FF, see
Section 2.2). Their results indicated that there were stable frayed structures,
where fraying of a single base was more favourable than simultaneous fraying.
This indicated that as fraying occurs at room temperature, there could be dif-
ferent levels of ‘unfolding’ as the temperature increases, due to more base-pairs
reversibly fraying.
As the ‘folding’ and ‘unfolding’ mechanisms for DNA are poorly described at
the atomistic scale, Perez et al.,404 investigated the ‘unfolding’ of a DNA duplex
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i.e. under denaturing conditions. In this study the ‘unfolding’ of the Dicker-
son’s dodecamer DNA was observed by simulating this DNA at the microsecond
time-scale, using MD simulations at 368 K. They determined that the same fray-
ing observed at room temperature pushed the structure of the DNA towards the
‘unfolded’ state. This study highlighted that there were several pathways to the
‘unfolded’ state. However, the conformations of the DNA when transitioning to-
wards an unfolded state along these pathways were not clearly deﬁned. From
this observation it could be concluded that there was a singular ‘folded’ state but
several ‘unfolded’ states and conformational pathways to these unfolded states.
These results highlight that perhaps measuring the change in the level of or-
der/disorder was a better measure of ‘folding’ and ‘unfolding’, because there are
several quantitative metrics that can measure the level of DNA structural dis-
order. These studies indicate how MD simulations can be utilised to obtain an
atomistic view of the conformational changes exhibited by DNA, as well as sug-
gesting that a DNA hairpin can transition from an ordered state to a disordered
state via several pathways, but often frays at the terminal ends at the stem du-
plex.
Currently the number of previous studies regarding MD modelling of DNA
hairpins in aqueous solution was limited, but there are a greater number of studies
regarding RNA hairpins, because RNA is a common naturally occurring single-
stranded oligonucleotide.401,433,436,437 However, because both DNA and RNA are
structurally similar, MD simulations typically use the same suite of FFs to de-
scribe both, and therefore some helpful insights can be garnered from RNA hair-
pin studies that relate to DNA hairpins.438,439 One noteworthy study by Kannan
et al.437 investigated the process of ‘folding’ for ssDNA using replica exchange
molecular dynamics (REMD) simulations in explicit solvent. However, the re-
sults from this study cannot necessarily be used to infer the reverse process of
order to disorder. The studies mentioned above describe the ‘folding’ or ‘melt-
ing’ of DNA in solution. However, an atomistic understanding of a DNA hairpin
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‘folding’ and ‘unfolding’ at aqueous metallic interfaces is also required.
In the introduction to Chapter 4 melting, atomic force microscopy and ﬂu-
orescently tagged ssDNA experiments were discussed, which taken together can
provide topographic coarse-grained DNA structures on ﬂat Au surfaces, the num-
ber of adsorbed ssDNA molecules per AuNP and the rate of adsorption of ssDNA
onto AuNPs as a function of salt concentrations. However, none of these exper-
imental approaches were able to elucidate the atomistic adsorption mechanism
assumed by DNA when adsorbed onto a citrate-coated AuNP in aqueous solution.
There were few MD simulation studies that have investigated DNA conﬁgu-
rations at planar and spherical nanoparticle (NP) interfaces.28,227,228,256,408,409,440
However, many of these studies involved DNA being tethered covalently to the
surface and therefore do not describe the non-covalent adsorption of DNA at an
aqueous Au interface. Of the few MD studies that reported investigation of the
adsorption of a non-tethered ssDNA at an aqueous Au interfaces, these stud-
ies emphasised the importance of understanding the adsorption mechanism of
ssDNA onto AuNPs.227,410,411 This was because ssDNA has vastly diﬀerent prop-
erties than dsDNA,411 which allow the use of ssDNA to synthesise Au nanostruc-
tures and nanodevices based on AuNPs. These studies also did not investigate
the conformational changes of folded ssDNA with respect to the Au surface, or
attempt to investigate these changes with respect to temperature. These stud-
ies also used non-polarisable metal FFs, which do not accurately describe the
electrostatic interactions at the aqueous Au interface and can be prone to over
binding.28,227,228,256,408,409,440
Herein, the structure and dynamics of a DNA hairpin was investigated for its
potential use in molecular sensing, as well as the suitability of the DNA hairpins
as a possible temperature-sensitive actuating spacer (see Fig. 5.1). At present,
little is known regarding the change in structure of target analyte-bound ssDNA
in response to an external stimulus (such as heat), when adsorbed to sensor-
relevant surfaces such as gold or graphite. Before implementing a DNA hairpin
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as an actuating spacer in NP superlattices, an in-depth understanding at the
atomistic level is required for the transition of aptamers from an ordered state to
a disordered state (DNA hairpin ‘folding’ and ‘unfolding’). We have performed
MD simulations of an exemplar DNA hairpin in aqueous solution, at a range of
temperatures, where the DNA hairpin has an experimentally reported melting
temperature of 321 K.98 The simulations presented herein give insights into the
structural changes that occur as the DNA hairpin transitions from an ordered to
a disordered state; and predicts the conformational preferences that are likely to
be present in an experimental system.
In an experimental system where the DNA hairpin acts as an aptamer or as
an actuating spacer, the DNA will non-covalently adsorb to AuNPs where these
AuNPs will be coated in some form of ligand. To this end, we have investigated
the non-covalent interaction of a DNA hairpin at both bare and a citrated-coated
aqueous Au(111) interfaces, at a range of temperatures, and provide a comparison
between these results and the results generated for the DNA hairpin alone in
solution. The results provided a clear understanding of the possible eﬀectiveness
of a DNA hairpin as a temperature-sensitive actuating spacer, and explores the
impact that the presence of a gold surface will have on role of the DNA hairpin
as an actuating spacer. In addition, the impacts of the presence of surface-
adsorbed citrate on the aptamer adsorption at the aqueous Au interface have
been investigated. These ﬁndings provide valuable insights into the structural
response of oligonucleotides upon adsorption at aqueous materials interfaces.
5.2 Methodology
Molecular Dynamics (MD) simulations were used to model the DNA hairpin
sequence (5’)GGATAATTTTTTATCC(3’) in solution and adsorbed at both a
bare aqueous Au(111) interface and citrate-coated aqueous Au(111) interface.
All simulations of this DNA hairpin were performed with the GROMACS241,242
(version 5.0.x) software package. The initial structure of the DNA hairpin was
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derived from a similar DNA hairpin structure, for which an experimental structure
was available (1AC7.pdb). The base sequence was mapped onto this template
structure, using the w3DNA server.441 Visual inspections of our simulations were
carried out using the VMD software package.442
5.2.1 System Setup
Two types of system were investigated; the DNA hairpin in aqueous solution and
the DNA hairpin at the aqueous Au(111) interface. These two systems were in-
vestigated in both the presence and absence of negatively-charged citrate anions.
In all systems, the DNA was described using the CHARMM27 FF.224 The de-
scription of liquid water molecules was based on the CHARMM-modiﬁed version
of the TIP3P potential.192 Counterions were included to ensure the overall charge
neutrality of the system. The citrate molecules were modelled using a FF devel-
oped by Wright et al.,443 which has been constructed to reproduce the aqueous
citrate anion structure found from ﬁrst-principles simulations and the adsorp-
tion of the citrate described by this FF at an aqueous Au(111) interface has also
been investigated.444 The Au(111) surface was modelled using the polarisable
GolP-CHARMM metal FF197,198,201 (see Section 2.2.3 for more information). In
all systems, the Lennard-Jones non-bonded interactions were switched to zero
between 10.0 and 11.0 A˚, and a cutoﬀ of 12.0 A˚ was used for the partial mesh
Ewald (PME)244 summation. The system temperature was regulated via the
Nose´-Hoover thermostat.300,301 Newton’s equations of motion were integrated us-
ing the Leapfrog algorithm,296 with a time step of 1 fs, with frames being saved
every 1 ps. All simulations in the NPT ensemble were carried out at a pressure
of 1 atmosphere, maintained using the Parrinello-Rahman barostat at the desired
temperatures.302 These NPT simulations were used to ﬁnalise the simulation cell
dimensions to ensure that the bulk density of liquid in each simulation cell was
consistent with the TIPS3P bulk water density at 1 atmosphere, at the desired
temperature.
182
5.2.1.1 ‘Ideal’ DNA Hairpin Setup
To generate an idealised initial starting conﬁguration, the DNA hairpin in the
as-built conformation was modelled at the centre of a periodic simulation cell of
dimensions 50×50×50 A˚3, which was solvated with 3939 water molecules based
on the CHARMM-modiﬁed version of the TIP3P potential;192 suﬃcient counte-
rions (15 Na+ ions) were added to neutralise the overall charge of the simulation
cell. An equilibration simulation of the water and ions was carried out using
the following schedule; a short run in the NVT ensemble, for a total of 50 ps
at 300 K with the DNA held ﬁxed. This was followed by a simulation in the
NPT ensemble for 0.5 ns at 300 K with the DNA also free to move, to allow the
equilibration of the system to the correct TIPS3P water density. The idealised
DNA hairpin conformation was deﬁned as the ﬁnal conformation of the DNA
hairpin taken from the NPT simulation. Herein, this idealised conformation of
the DNA hairpin was used as the initial system starting conﬁguration, where the
DNA hairpin structure was held ﬁxed until the production run, and only then
allowed to freely move (unless stated otherwise).
5.2.1.2 DNA Hairpin in Solution Setup
In the absence of an aqueous Au interface, three types of simulations were car-
ried out at a range of temperatures. Each of these three system types used the
idealised DNA conformation as the initial starting conformation, centred in a
periodic cell.
The ﬁrst type of simulations known as the low Na+ concentration system
denoted “LowNa” herein, had an initial periodic simulation cell of dimensions
50×50×50 A˚3, with 3939 TIPS3P water molecules and 15 Na+ ions (∼0.2 mol
L−1). A 0.5 ns simulation in the NPT ensemble was run for each of the tem-
peratures 300, 350 and 400 K to equilibrate the water density in the system to
the correct TIPS3P water density; with the DNA atoms held ﬁxed, so that all
DNA conﬁgurations were initially identical for the production run at each tem-
183
perature. The ﬁnalised equilibrated systems (with cell dimensions taken from
the equilibrated NPT runs) were then run independently in quadruplicate at the
temperatures 300, 350 and 400 K in the NVT ensemble, for a total of 100, 150
and 100 ns respectively (the lengths of these trajectories related to the simulation
time taken for these systems to reach equilibrium, as determined by the metrics
detailed in Section 5.2.2). This made a total of twelve simulations, with an aggre-
gate simulation time of 1400 ns. Two extra simulations were then conducted to
determine the possible inﬂuence both the simulation cell size and initial hairpin
conﬁguration had on the results. Both of these additional simulations used a
periodic simulation cell with a dimension of 80×80×80 A˚3, which was solvated
with 16818 water molecules and included suﬃcient counterions (62 Na+ and 47
Cl− ions) to neutralise the overall charge of the simulation cell, while retaining
the Na+ concentration of ∼0.2 mol L−1. The ﬁrst of these simulations consisted
of the DNA hairpin starting at the same idealised initial conﬁguration as used for
the twelve simulations described above, while in the second simulation the initial
geometry of the DNA strand was an extended conﬁguration (with an end-to-end
distance of ∼78 A˚) centred in the simulation cell. These systems were simulated
at the temperature of 400 K only, in the NPT ensemble for 0.5 ps to obtain
correct bulk water density, followed by a production run in the NVT ensemble
for 50 ns.
The second set of simulations, the high Na+ concentration system, herein de-
noted as “HighNa”, had an initial periodic simulation cell of dimensions 73×73×73
A˚3, 11881 TIPS3P water molecules, 159 Na+ ions (∼0.7 mol L−1) and 144 Cl−
ions. A 0.5 ns simulation in the NPT ensemble was run for each of the tempera-
tures 300 and 400 K; with the DNA atoms held ﬁxed for the purpose of obtaining
correct bulk water density, while retaining the idealised DNA hairpin conforma-
tion. The ﬁnal equilibrated systems were then run independently in triplicate at
the temperatures 300 and 400 K in the NVT ensemble, for a total of 100 ns each,
with all atoms free to move. In total there were six HighNa simulation runs, with
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an aggregated simulation time of 600 ns.
The third set of simulations, the citrate and DNA system, herein denoted as
“SolCit” (see Fig. 5.2), which used an initial periodic simulation cell of dimen-
sions 73×73×73 A˚3, with 48 citrate molecules evenly dispersed throughout the
solution, 11881 TIPS3P water molecules and 159 Na+ ions (∼0.7 mol L−1). A
0.5 ns simulation in the NPT ensemble was run for each of the temperatures 300
and 400 K; with the DNA atoms held ﬁxed, for the purpose of obtaining cor-
rect bulk water density, while retaining the idealised DNA hairpin conformation.
The ﬁnal equilibrated systems were then run independently in triplicate at the
temperatures 300 and 400 K in the NVT ensemble, for a total of 100 ns each,
with all atoms free to move. This made a total of six SolCit simulations, with an
aggregated simulation time of 600 ns.
Figure 5.2: Initial conﬁguration of the DNA hairpin in evenly-dispersed citrate
aqueous solution, where citrate is shown in white and Na+ is shown in purple.
Water is not shown for clarity. The red border indicates the periodic cell bound-
aries.
5.2.1.3 DNA Hairpin at Au(111) Interface Setup
In the presence of an aqueous Au(111) interface, three types of simulations were
carried out at diﬀerent temperatures. Each of the three simulation types used
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the GolP-CHARMM FF197,198,201 in partnership with the CHARMM27224 and
TIP3P192 FFs to describe the non-covalent interaction of the DNA with the
aqueous Au(111) interface. The Au(111) slab had lateral dimensions of 58.6×60.9
A˚2 with a slab thickness of ﬁve atomic layers. The cell dimension perpendicular
to the Au(111) surface was adjusted such that the water density in the centre of
the space between the slab and its periodic image recovered the target density of
TIPS3P water for each target temperature.
The ﬁrst type of Au(111) simulations, referred to here as the low Na+ concen-
tration bare aqueous Au(111) interface system (denoted as “GolP-LowNa”), con-
sisted of the idealised DNA hairpin structure, initially placed above the Au(111)
surface in three diﬀerent orientations (as depicted in Fig. 5.3). The cell dimen-
sion perpendicular to the Au(111) surface ranged from 94.6 – 101.2 A˚, to recover
the correct water density at each target temperature. To obtain an Na+ coun-
terion concentration of ∼0.2 mol L−1, the periodic cell contained 9790 - 9796
TIPS3P water molecules, 42–45 Na+ ions and 27–30 Cl− ions, depending on the
temperature. A 0.5 ns simulation in the NVT ensemble was run for each of the
temperatures 300, 350 and 400 K; with the DNA atoms held ﬁxed, so that the
water and ions in the system could be equilibrated (a total of six simulations at
each temperature). The ﬁnal equilibrated systems were then run independently
for each orientation at the temperature 300, and run in duplicate at the temper-
atures 350 and 400 K in the NVT ensemble, for 50, 150 and 100 ns respectively
(the lengths of these trajectories related to the simulation time taken for these
systems to reach equilibrium, as determined by the metrics detailed in Section
5.2.2). This made a total of 18 GolP-LowNa simulations, with an aggregated
simulation time of 1800 ns.
The second type of Au(111) simulations known as the high Na+ concentration
bare aqueous Au(111) interface system referred herein as GolP-HighNa, had a cell
dimension perpendicular to the Au(111) surface of 101.2 A˚ for all temperatures,
with lateral dimensions 58.6×60.9 A˚2; the periodic cell contained the idealised
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Figure 5.3: Initial conﬁgurations of the DNA hairpin adsorbed at the aqueous
Au(111) interface: a) ‘head’, b) ‘side’, and c) ‘tail’. Water is not shown for clarity;
a schematic of each hairpin orientation is also shown.
DNA hairpin in three diﬀerent orientations, 9622 TIPS3P water molecules, 129
Na+ ions (∼0.7 mol L−1) and 114 Cl− ions, depending on the temperature. A
0.5 ns simulation in the NVT ensemble was run at 400 K; with the DNA atoms
held ﬁxed in space, so that the water and ions in the system could equilibrate.
The ﬁnal equilibrated system was then run independently in duplicate for each
orientation at the temperature 400 K in the NVT ensemble, for 100 ns (the
lengths of this trajectory related to the simulation time taken for these systems
to reach equilibrium, as determined by the metrics detailed in Section 5.2.2).
The third type of Au(111) simulation consisted of DNA on a citrate coated
Au(111) surface, which had a cell dimension perpendicular to the Au(111) surface
of ∼120.0 A˚, with lateral dimensions 58.6×60.9 A˚2; the periodic cell contained
the DNA hairpin, 48 citrate molecules, 11881 TIPS3P water molecules, and 159
Na+ ions (∼0.7 mol L−1). Three initial starting conﬁgurations known as “above”
citrate layer, “dense” citrate layer and “diﬀuse” citrate layer, were set up using
the GROMACS pull code to pull the centre of mass (c.o.m.) of all the citrate
molecules and/or DNA vertically towards the Au(111) surface along the (111)
vector (see Fig. 5.4). Both the “above” and “dense” conﬁgurations featured
what could be classed as a dense citrate layer, which was achieved by pulling the
citrate c.o.m. towards the Au(111) surface, while the DNA was either left above
187
the citrate layer (“above”) or the DNA was initially forced into contact with the
aqueous Au(111) interface, by pulling the DNA c.o.m. through the citrate layer
(“dense”). However, the “diﬀuse” citrate layer was obtained by only pulling the
DNA c.o.m. onto the Au(111) surface and leaving the citrate free to move.
Figure 5.4: Initial structure of the citrate surface layers (white) and DNA
hairpin orientation (represented by green backbone) on the Au(111) surface: a)
DNA “above” citrate layer, b) “dense” citrate layer, and c) “diﬀuse” citrate layer.
Water is not shown for clarity and Na+ are shown in purple.
This classiﬁcation was arrived at after quantifying the mass density of the
three citrate layers as a function of distance from the aqueous Au(111) interface
(see Fig. 5.5). The ﬁrst peak in Figure 5.5 corresponds to the ﬁrst citrate
layer adsorbed onto the Au(111) surface, where both the “above” and “dense”
conﬁgurations have a higher density than the “diﬀuse” conﬁguration.
To equilibrate both these systems, while maintaining these three initial cit-
rate/DNA hairpin conﬁgurations, the same pulling approaches described above
were used during a 0.5 ns simulation in the NVT ensemble at 300 K. Once these
three initial conﬁgurations were equilibrated, each was then run independently
in triplicate at the temperatures 300 K and 400 K in the NVT ensemble, for
50 ns and 100 ns, respectively (the lengths of these trajectories related to the
simulation time taken for these systems to reach equilibrium, as determined by
the metrics detailed in Section 5.2.2).
5.2.1.4 Simulation Summary
For the convenience of the reader Tables 5.1 and 5.2 summarise all the simulations
undertaken in this chapter, as well as the number of times each system was
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Figure 5.5: Initial citrate density as a function of distance from the aqueous
Au(111) interface for the “above”, “dense” and “diﬀuse” conﬁgurations.
independently simulated (repeats) i.e. in duplicate, triplicate, etc.
Table 5.1: Summary of the simulations where the DNA hairpin was in aqueous
solution and with the absence of an Au(111) slab.
System Temp. Repeats Simulation Time
LowNa 300 K 4 100 ns
LowNa 350 K 4 150 ns
LowNa 400 K 4 100 ns
HighNa 300 K 3 100 ns
HighNa 400 K 3 100 ns
Large box - DNA hairpin 400 K 1 50 ns
Large box - Extended DNA 400 K 1 50 ns
SolCit 300 K 3 100 ns
SolCit 400 K 3 100 ns
5.2.2 Simulation Analysis
An analysis of several metrics was carried out on all the DNA hairpin systems
investigated here, which will be detailed in this section. Errors were calculated
using block averaging, see Section 2.6.1. For the purpose of these analyses, the
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Table 5.2: Summary of the simulations where the DNA hairpin was in the
presence of the Au(111) slab in aqueous solution.
System Temp. Repeats Simulation Time
Head - GolP-LowNa 300 K 1 50 ns
Side - GolP-LowNa 300 K 1 50 ns
Tail - GolP-LowNa 300 K 1 50 ns
Head - GolP-LowNa 350 K 2 150 ns
Side - GolP-LowNa 350 K 2 150 ns
Tail - GolP-LowNa 350 K 2 150 ns
Head - GolP-LowNa 400 K 2 100 ns
Side - GolP-LowNa 400 K 2 100 ns
Tail - GolP-LowNa 400 K 2 100 ns
Head - GolP-HighNa 400 K 2 100 ns
Side - GolP-HighNa 400 K 2 100 ns
Tail - GolP-HighNa 400 K 2 100 ns
Above Citrate 300 K 3 50 ns
Dense Citrate 300 K 3 50 ns
Diﬀuse Citrate 300 K 3 50 ns
Above Citrate 400 K 3 100 ns
Dense Citrate 400 K 3 100 ns
Diﬀuse Citrate 400 K 3 100 ns
DNA backbone repeat unit is deﬁned as the phosphodiester groups and the three
carbons connecting the phosphodiester group. These analyses were used to deter-
mine whether the structure of the DNA hairpin had equilibrated in a given time
period of simulation. The DNA hairpin structure was considered at equilibrium
if these metrics had ceased changing appreciably as a function of time. If the
metric was still varying with time, the simulation at a speciﬁc temperature was
extended for a further 50 ns. This process was repeated for each temperature
until the structure of the DNA hairpin was considered to be at equilibrium.
5.2.2.1 Analysis of the Degree of Disorder of the DNA Hairpin
To quantitatively measure the degree of disorder of the DNA hairpin, we de-
ﬁned four diﬀerent metrics, namely: 1) backbone Root Mean Square Deviation
(RMSD) in atomic positions as a function of time of the DNA hairpin; 2) the
number of stacked bases in the DNA hairpin (referred to herein as the stacking
number, see below for a complete description);445 3) the number of inter-base hy-
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drogen bonds between all the base-pairs (excluding backbone hydrogen bonds);
and 4) the average radius of gyration Rg of the DNA backbone.
The RMSD in the position of the DNA hairpin backbone atoms was calculated
as a function of the MD time-step using the GROMACS utility gmx rms241,242
for each of the trajectories generated (see Section 2.6.3 for RMSD of atomic
positions). This RMSD of atomic positions alone was not a reliable indicator of
disorder, but rather was a metric that can capture how far the structure of the
DNA had deviated from the initial idealised hairpin structure as a function of
simulation time. Further metrics were required to provide a more comprehensive
quantiﬁcation of DNA disorder.
The ﬁrst of these additional metrics was the stacking number as a function
of simulation time, as described by Portella et al.445 and calculated here using
our own in-house code. The stacking number for a given pair of bases determines
whether the bases are π-stacking upon one another, and was calculated using
three simultaneous criteria functions:
Stacking Number = f1 × f2 × f3 (5.1)
where fi for each of the three functions is represented by equation 5.2.
fi =
1− ( A
Ai0
)6
1− ( A
Ai0
)12
(5.2)
where i = 1, pertains to the criteria for the inter-base c.o.m. distance A1, (less
than or equal to 5 A˚); i = 2, pertains to the criteria for the angle between the
plane of two bases (A2, less than or equal to 45
◦); i = 3, pertains to the criteria
for the angle between both bases c.o.m. and the vector perpendicular to one
bases plane (A3, less than or equal to 45
◦); A, is the current distance or angle;
and Ai0, is the stipulated cutoﬀ. Each of the three functions is represented by a
fraction between 0.0 and 1.0, where the three step function will drop from ∼1.0
to 0.0 after the stipulated Ai0 cutoﬀ values. As there are sixteen bases present in
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the DNA hairpin, the maximum possible stacking number is 16 but this would
require the DNA hairpin to be fully extended in a perfect linear conformation,
with all bases stacked perfectly. For the idealised DNA hairpin structure, the
stacking number would be 12, arising from the stem of the DNA hairpin.
The next metric calculated was the number of inter-base hydrogen bonds
present in the DNA strand (excluding all backbone hydrogen bonding). Along
with base stacking, inter-base hydrogen bond between complementary bases (A:T
and G:C) stabilise folded DNA, where complementary base-pairs are known as
Watson-Crick base-pairs (see Chapter 1.5.2). To quantify the number of hydrogen
bonds with respect to simulation time, the GROMACS utility gmx hbond241,242
was used (see Section 2.6.2), where in the idealised case the stem would contain
14 hydrogen bonds. This idealised number was determined from the hydrogen
bonds between Watson-Crick base-pairs (two hydrogen bonds for A:T and three
for G:C), where there were two G:C and four A:T base-pairs in the stem.
We also considered the radius of gyration (Rg) of the DNA hairpin backbone,
which was calculated with respect to time by using the GROMACS utility gmx
gyrate241,242 (see Section 2.6.6).
5.2.2.2 DNA Extension Analysis
The average end-to-end distance of the DNA hairpin was calculated to quantify
the amount of extension undergone at each temperature. To calculate this, the
GROMACS utility gmx distance241,242 was used to measure the distance between
the C1′ carbons on the sugar moieties at the 3′ and 5′ ends of the DNA hairpin.
Results were expressed as the percentage of the theoretical maximum possible
extension (106 A˚ for the perfectly extended structure) that the hairpin could
undergo, as a function of MD time-steps.
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5.2.2.3 DNA Adsorption Analysis
To capture the degree of DNA interaction with the Au(111) surface, the number
of bases in direct surface contact with the Au(111) surface was also calculated
with respect to simulation time. A spatial cut oﬀ of 4.5 A˚ between the nearest
Au surface atom and the c.o.m. of the aromatic ring of each base was used to
determine direct surface contact. This cut-oﬀ was established by measuring the
distance of one of the thymine bases in the DNA hairpin loop (region T9), which
was visually observed to have adsorbed onto the Au surface early in one of the
simulations at 300 K (see Fig. 5.6).
Figure 5.6: Distance of base nine (T9) from the nearest Au surface atom (black)
and the running average every 100 steps (red) at 300 K. Insert is of T9 in close
contact with Au(111) surface (water removed for clarity).
The average distance of the phosphorus atoms from the nearest Au surface
atom was calculated with respect to simulation time. This average distance pro-
vides an estimation on the compactness of the DNA backbone on the Au(111)
surface, where a helical hairpin structure will have a greater range of backbone-
surface separations compared with an unfolded extended ssDNA strand in the
adsorbed state.
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5.2.2.4 Fraying Mechanism Analysis
To investigate possible fraying mechanisms of the DNA hairpin, the total frac-
tion of the trajectory for which each base-pair remained hydrogen-bonded was
calculated, at each temperature. These data were presented as a percentage
of the simulation trajectory that each base-pair remained hydrogen bonded. A
base-pair was considered hydrogen-bonded if the total inter-base hydrogen bonds
between the two bases were equal to or greater than half the number of Watson-
Crick base-pair hydrogen bonds for that base-pair (see Section 2.6.2 for hydrogen
bonds).
5.2.2.5 Surface-Adsorbed Citrate Over-layer Analysis
The interaction of the citrate molecules with both the DNA and the aqueous
Au(111) interface was investigated separately. As described by Wright et al.,444
when adsorbed at an aqueous Au(111) interface the citrate anions do not form
a single monolayer but instead form amorphous 3D aggregated over-layers. This
aggregation forms tubular structures, herein referred to as branches, where Na+
ions are encased by citrate anions, with their hydroxyl groups pointing away from
the Na+ and exposed to solution. In this chapter these 3D aggregated structures
were also demonstrated to form without the presence of Au(111), where citrate
anions non-covalently share Na+ ions (see Section 5.3.3.1).
To analyse these 3D branching structures metrics were used which examined
the branching structures interaction with both the DNA backbone and the citrate
over-layer surface coverage of the aqueous Au interface. First, the strength of the
interaction between the citrate 3D branching structures and the DNA aptamer
was measured by counting the number of Na+ bridging ions per phosphate group,
denoted herein as a bridging combination. The two criteria to classify a bridging
combination were 1) a Na+ being within 3.0 A˚ of one of the DNA two non-
bridging oxygen atoms of the phosphate, and 2) the Na+ being within 3.0 A˚ of
any carboxylate oxygen atoms on a citrate molecule (see Figure 5.7).
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Figure 5.7: Schematic of a bridging combination, where an Na+ cation is within
3.0 A˚ of both 1) a non-bridging oxygen atom of the phosphate and 2) any car-
boxylate oxygen atoms on a citrate molecule.
The cutoﬀ of 3.0 A˚ was determined from the normalised distribution of the
distance between each Na+ ion and the closest non-bridging phosphate oxygen
(not covalently bonded to a carbon atom) on each phosphate. This metric indi-
cates the total number of unique Na+ bridging ions per phosphate group, where
a single Na+ ion can interact with several citrate molecules simultaneously (see
Fig 5.8).
Figure 5.8: Normalised histogram of Na+ distance from the closest non-bridging
phosphate oxygen at 300 K.
Second, the citrate surface coverage was investigated as the percentage of
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solvent accessible surface area of the Au(111) surface not covered by the citrate
over-layer, which was calculated using the method devised by Eisenhaber et al.355
with a probe of radius 1.4 A˚ (which is a standard solvent probe radius)446,447 and
1000 dots per sphere (see Section 2.6.7). The SASA analysis determines if each
dot on a sphere (a point on an atom surface) is solvent-accessible, where a higher
number of dots leads to greater accuracy in the calculated SASA.
5.3 Results
To probe the structural changes undergone by the DNA hairpin as a function
of temperature, the DNA hairpin was modelled above and below the experimen-
tally determined melting temperature of 321 K.98 We note that the experimental
melting temperature and the simulated melting temperature was not necessarily
expected to be in perfect agreement. This likely disagreement arose due to lim-
itations in the modiﬁed TIP3P FF, which has been parametrised speciﬁcally for
298 K, and not for higher temperatures,222,284 which was why we have considered
the temperatures 300, 350 and 400 K. The intention of this study was not to pre-
dict the melting temperature of the DNA hairpin but rather, to investigate the
onset of order-to-disorder (as previously deﬁned in Section 5.2.2.1). Furthermore,
we investigate how the onset of order-to-disorder was impacted by low and high
cation concentrations, as well as by the presence of an aqueous Au(111) interface
and/or citrate anions.
5.3.1 DNA Hairpin in Aqueous Solution
Upon visual inspection of our simulations, there was a signiﬁcant diﬀerence be-
tween the ﬁnal conformation of the DNA at 300 compared with the ﬁnal con-
formation obtained at 400 K, regardless of the ion concentration or presence of
citrate. In the case of the LowNa simulations, at 400 K the DNA hairpin ap-
peared to exist in a disordered and compact globular state, which did not extend
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to a value approaching the maximum theoretical extended length of ∼106 A˚ (see
Fig. 5.1). Figure 5.9 indicated that by visual inspection the DNA hairpin had
become disordered but had not extended out fully, retaining a globular structure
at 400 K. However, this was only a qualitative representation of disorder; in the
following section a quantitative evaluation is provided.
Figure 5.9: a) Initial ‘ideal’ DNA hairpin and the ﬁnal conformation from the
LowNa simulations at b) 300 K and c) 400 K. Water is not shown for clarity.
5.3.1.1 Measuring DNA Disorder for the LowNa System
The degree of structural disorder in the DNA hairpin in solution was quantiﬁed
by performing several analyses, as deﬁned in Section 5.2.2. When each of these
metrics had ceased changing appreciably as a function of simulation time, the
structure of the DNA hairpin was considered to have reached equilibrium. The
metrics used to assess structural equilibrium were; the RMSD of atomic positions,
stacking number, number of hydrogen bonds and Rg (see Section 5.2.2).
5.3.1.2 Backbone RMSD of the DNA Hairpin for the LowNa System
The ﬁrst metric measuring the level of disorder of the DNA in the LowNa simu-
lations was the RMSD over the backbone atom position, measured as a function
of simulation time (see Fig. 5.10). As shown in Figure 5.10, the RMSD at 300
and 400 K had plateaued by 100 ns, and each plot can be considered statistically
diﬀerent when taking the error bars into account. These data indicate that there
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was a distinct structural change in the backbone structure of the oligonucleotides
at 400 K but not at 300 K, when compared to the backbone structure of the
idealised DNA hairpin. The error bars for the RMSD proﬁle at 400 K are sub-
stantially larger than the error bars at 300 K, which indicated that the backbone
conformation was also more variable at 400 K. Unlike the cases at 300 and 400
K, the RMSD data at 350 K indicated that the DNA structure did not reach
equilibrium until after 100 ns; where at equilibrium the RMSD was statistically
indistinguishable from the RMSD at 400 K.
Figure 5.10: Average RMSD in the backbone atom positions of the DNA hairpin
as a function of simulation time at temperatures 300, 350 and 400 K for LowNa.
5.3.1.3 Stacking Number of the DNA Hairpin for the LowNa System
Another quantitative measure of disorder in the DNA hairpin was the number
of stacked base-pairs (as deﬁned by Portella et al.445 and referred to herein as
the stacking number). To provide context, in the hairpin conformation there
was a maximum stacking number of 12 (for bases located in the stem). In the
unlikely scenario where the DNA hairpin was extended out in a fully-ordered
linear state, with each base aligned (as illustrated schematically in Fig. 5.1) the
maximum stacking number would be 16. By 150 ns of the simulation time the
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stacking number at 350 K showed no statistical diﬀerence between the stacking
numbers at both 300 and 400 K. At 300 K, when the DNA hairpin structure was
still thought to be ordered, the average stacking number ﬂuctuated at 8.9 ± 0.4,
while at 350 and 400 K the stacking number values were 7.9 ± 0.2 and 5.5 ±
0.5 respectively, averaged over the simulations last 20 ns (see Fig. 5.11), which
indicated that the DNA hairpin had a decrease in the amount of structural order.
Figure 5.11: Average stacking number for the DNA hairpin as a function of
simulation time at temperatures 300, 350 and 400 K for LowNA.
It can be argued that the DNA hairpin at 300 K did not support a higher
stacking number due to base-pair at the stem end opening and closing repeatedly.
Figure 5.12 showed that the average number of hydrogen bonds in the base-
pair at the stem end (G:C) as a function of time decreased, where by 100 ns
simulation time the number of hydrogen bonds can be considered approximately
zero. In these instances, hydrogen bonding between bases and π-stacking was
lost at the stem ends, which allowed for the bases to drift away from the stem
before eventually drifting back into place.
A complementary metric to the stacking number is the number of inter-base
hydrogen bonds. The ideal number of Watson-Crick inter-base hydrogen bonds
for the DNA hairpin stem was 14; however this theoretical maximum did not
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Figure 5.12: Average number of hydrogen bonds for the terminal base-pair
(G:C) in the DNA hairpin in solution, at 300, 350 and 400 K for LowNa.
account for the presence of any non-Watson-Crick hydrogen bonds between the
bases. For this reason, we calculated the number of inter-base hydrogen bond
inclusive of all types of hydrogen bonding modes as a quantitative measure of
disorder. It should be noted that the initial idealised DNA hairpin conformation
contains 12 inter-base hydrogen bonds in the stem (maximum is 14), because
not all the bases are aligned optimally to recover all possible hydrogen bonds.
These averages (taken over four independent simulations at each temperature) as
a function of MD simulation steps are shown in Figure 5.13 for the three temper-
atures. There was a statistically valid diﬀerence between the average number of
hydrogen bonds at 300 K and the average number of hydrogen bonds at both 350
and 400 K. At 350 and 400 K the average number of hydrogen bonds ﬂuctuates
between 0 and 1 at equilibrium, which indicated that most of the inter-base pairs
have dissociated. This would lead to a greater level of disorder at 350 and 400 K
because the DNA hairpin was no longer stabilised via non-covalent interactions
between bases (both base stacking and inter-base hydrogen bonds).
The ﬁnal metric used to measure structural disorder was the radius of gyration
Rg, which gave a measure of the compactness of the DNA backbone (a small
200
Figure 5.13: Average number of inter-base hydrogen bonds for the DNA hairpin
in solution, at 300, 350 and 400 K for LowNa.
radius of gyration indicates a more compact structure). At 300 K, the Rg remains
ﬂat as a function of simulation time with small errors in relation to the Rg at
350 and 400 K (see Fig. 5.14). The larger ﬂuctuations in the Rg at 350 and 400
K provided evidence of the existence of several possible disordered conformations
in these cases. It was important to note that if the disordered oligonucleotide
were to extended out substantially the Rg would be much larger (indicating a
less compact structure). However, quantity of the actual extension of the DNA
hairpin as a function of time will be discussed in Section 5.3.1.4.
The combination of our analyses indicate that at 350 and 400 K the structure
of the DNA hairpin had deviated signiﬁcantly from its initial idealised structure
and had substantially fewer intra-strand interactions, which are needed to retain
an ordered conformation. Taken together, these metrics indicated the transition
of the DNA hairpin from an ordered idealised hairpin state to a disordered state,
where it was concluded that at 350 and 400 K the DNA hairpin had become
disordered.
In this Section, the disordered DNA hairpin was described as being mostly
compact (globular) structure, but as yet no deﬁnition of globular structure has
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Figure 5.14: Average radius of gyration for the DNA hairpin in solution, at
300, 350 and 400 K for LowNa.
been provided. In this deﬁnition, only globular structures that were disordered
were of interest, which was why a structure must ﬁrst be classed as disordered,
using the metrics mentioned in this section, to discount any folded structures that
could be globular. Out of the metrics mentioned above, only the RMSD of the
backbone atomic positions and the number of inter-base hydrogen bonds featured
distinct (statistically signiﬁcant) values for 300 and 400 K where there was little
or no overlap between the averaged data at each temperature. This allowed for
clear criteria to be deﬁned, where a structure was classed as disordered if the
backbone RMSD was greater than 0.6 nm or the number of inter-base hydrogen
bonds was less than or equal to 4. A disordered conformation was classed as
compact/globular if its conformation was more compact than the ordered struc-
ture at 300 K (as measured by a Rg less than 11.0 A˚). Plotted in Figure 5.15,
was the percentage of the trajectories that was disordered and the percentage
of the disordered frames that were classed as compact/globular. The black bars
represent the percentage of disordered trajectories at 300, 350 and 400 K this
percentage increased with temperature. In blue, the percentage of these disor-
dered trajectories that were classed as compact/globular are indicated. At 300
K there was very little of the disordered trajectories that could be subsequently
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classed as compact/globular.
Figure 5.15: Average percentage of the total trajectory that were disordered
(black) and the percentage of the disordered trajectories that were classed as com-
pact/globular at 300, 350 and 400 K for LowNa. Errors represent the standard
deviation.
It was concluded that the disordered DNA retained a mostly compact/globular
conformation. This can be further conﬁrmed by measurements of the end-to-end
distance of the DNA.
5.3.1.4 DNA Hairpin Extension as a Function of Temperature
For the purposes of exploiting the conformational change of the DNA hairpin for
nanotechnology applications, such as in molecular sensing or nanoparticle (NP)
self-assembly, it was of interest to quantify the average amount of extension that
occurs when the hairpin transitions from the ordered state to a disordered state.
The most extreme structural extension (64.2 A˚) observed for one of the structures
at 400 K is shown in Figure 5.16. At 400 K, when the DNA structure was classed
as disordered, the amount of time spent above half its maximum extension was
minimal (1.4% of the total simulation time); instead the disordered molecule was
more prone to be globular and compact disordered conformations (see Fig. 5.15).
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To quantify the extension of hairpin we have used the C1′ carbons on the terminal
sugar moieties as reference points to measure the end-to-end distance of the DNA
hairpin.
Figure 5.16: Maximum change in the end-to-end distance of the DNA hair-
pin observed at 400 K for LowNa, where the end-to-end distance is the distance
measured between the C1′ at the 3′ and 5′ chain ends (indicated with purple
spheres). a) The initial ‘ideal’ DNA hairpin conﬁguration. b) The largest exten-
sion observed at 400 K (64.2 A˚). Waters are not shown for clarity.
The end-to-end distance was averaged over all four runs at each temperature
and was presented as a percentage of theoretical maximum extended length (∼106
A˚) in Figure 5.17. Figure 5.17 indicates that there was no statistical diﬀerence
between the end-to-end distance at 300, 350 and 400 K. This strongly suggested
that the average extension of the DNA was less than 30% of the aptamers poten-
tial maximum extension; most likely due to the globular and compact disordered
conformations the oligonucleotide possesses. However, due to the length of the
periodic cell (50 A˚) being smaller than the DNA hairpin maximum possible ex-
tension (106 A˚), the size of the cell could be limiting the extension at 400 K. The
eﬀect of periodic cell size is detailed in the next Section.
5.3.1.5 The Eﬀect of the Simulation Periodic Cell Size on the DNA
Hairpin Conformation
When investigating the DNA extension as a function of time, it was shown that
at 400 K the aptamer only extends to a length greater than half its maximum
possible extension ∼1% of the total simulation time. Even though extensions of
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Figure 5.17: Average end-to-end distance of the DNA hairpin at 300 K, 350 K
and 400 K for LowNa, the values are expressed as the percentage of the maximum
end-to-end distance (∼106 A˚).
this length or greater were uncommon, these extensions could unfavourably skew
the results away from what would be observed in a larger periodic simulation
cell. This was due to the size of the periodic cell having dimensions comparable
to half of the maximum possible extension (∼50 A˚). This unfavourable skewing
may occur when the DNA unfolds to a length (∼50 A˚) and could interact with
its own periodic image. To test if the extension of the DNA hairpin had been
restricted by either the simulation cell size or from being potentially impeded via
the use of the initial folded structure in combination with insuﬃcient trajectory
duration, we ran two additional simulations at 400 K. Both simulations made use
of an enlarged simulation cell of dimensions of 80×80×80 A˚3; which contained
either: 1), the initial DNA hairpin idealised structure; or 2), an extended (non-
folded) initial conformation (see Fig. 5.18).
For the two enlarged simulation cell simulations, the degree of structural dis-
order in the DNA aptamer was quantiﬁed as shown in Figure 5.19, along with
the percentage of maximum extension and the percentage of the trajectories that
were classed as compact/globular shown in Figure 5.21. Because each additional
simulation was only performed for one sample, the error bars for the large cell
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Figure 5.18: Initial structures of the oligonucleotide and relative periodic cell
size for LowNa. a) Standard cell with ‘ideal’ DNA hairpin structure. b) Enlarged
cell with ‘ideal’ DNA hairpin structure. c) Enlarged cell with ‘extended’ DNA
initial structure. Waters are not shown for clarity.
simulations in Figure 5.18 correspond to the standard deviation of the average of
each 5 ns of simulation time. These results were compared with the results previ-
ously outlined for the DNA in the smaller simulation cell. It was concluded that
for each of the ﬁve metrics there was no statistical diﬀerence between the results
generated with smaller simulation cell and those of the enlarged simulation cell.
In the case of the extended aptamer in the larger cell, these data gave strong
evidence to support the assumption that the extension of the unfolded DNA past
50 A˚ was not restricted by the size of the simulation cell.
5.3.1.6 The Eﬀect of Cation Concentration on the DNA Hairpin Con-
formation
Because the melting temperature of any DNA hairpin was found to be dependent
on the cationic concentration in the solution,431,448,449 it was important to deter-
mine if the cationic concentration had an eﬀect on the metrics used to quantify
the ordered and disordered states. To determine if there was a cation concentra-
tion eﬀect, the DNA hairpin was modelled with a higher Na+ concentration (∼0.7
mol L−1), at 300 and 400 K. These two temperatures were selected because they
represent the idealised hairpin ordered and disordered conformations. Herein, the
high Na+ concentration results were compared with the low Na+ concentration
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Figure 5.19: Data from simulations using an extended simulation cell size com-
pared to the standard cell results at 400 K for LowNa. a) average RMSD, b)
average stacking number, c) average number of inter-base hydrogen bonds, d)
average radius of gyration, e) average end-to-end distance.
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(∼0.2 mol L−1) results previously calculated at 300 and 400 K (see Fig. 5.20).
Figure 5.20 demonstrates that there was a statistically signiﬁcant diﬀerence
between the DNA conformation at 300 and 400 K, for the three metrics; RMSD,
stacking number and number of inter-base hydrogen bonds regardless of Na+ con-
centration. Furthermore, for the radius of gyration and percentage of maximum
extension (which are somewhat correlated), the results show statistically similar
trends at each respective temperature, for both low and high Na+ concentration
systems.
To further conﬁrm that the most prominent disordered conformations were
compact and globular in nature, the percentage of the disordered trajectories
that were compact was again calculated (see Fig. 5.21). These data showed no
statistical diﬀerence between the low and high Na+ concentrations (black and blue
respectively), indicating that the cation concentration did not have a noticeable
eﬀect on the ensemble of backbone conformations. Of interest was the extended
DNA aptamer simulation (green), which started in an artiﬁcially-extended state
but spent 88.8% of the trajectory in a compact state, which further highlights
the preference for compact/globular conformations in the disordered state of the
DNA.
This provides quantitative evidence that the Na+ concentration did not have
a noticeable impact on the metrics that were used to deﬁne the ordered and
disordered states, at least for the concentration range studied here. It can be
concluded that temperature has a greater eﬀect than the Na+ concentration on
the structure of the DNA hairpin at the temperatures investigated in this chapter.
Next, to further assess the viability of the DNA hairpin for use in nanotechnology
applications, how the DNA hairpin interacts with an aqueous Au interface and
transitions from an ordered to a disordered state was investigated.
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Figure 5.20: Low and high Na+ concentration data at 300 and 400 K. a) average
RMSD, b) average stacking number, c) average number of inter-base hydrogen
bonds, d) average radius of gyration, e) average end-to-end distance.
209
Figure 5.21: Average percentage of the disordered trajectories that are classed
as compact/globular at 400 K, for the small cell (black), large cell (red), and
high Na+ concentration large cell (blue) simulations; and extended initial DNA
structure (green) with low Na+ concentration. Errors represent the standard
deviation.
5.3.2 DNA Hairpin Adsorption at the Aqueous Au(111)
Interface
Adsorption of the DNA hairpin at the aqueous Au(111) interface was modelled
using three diﬀerent initial orientations on the Au(111) surface with low Na+
concentration (GolP-LowNa), as shown in Figure 5.3. These initial orientations
were chosen to evaluate their inﬂuence on the resulting interactions of the DNA
with the Au(111) surface. Upon visual inspection of the simulation trajectories,
it appeared that the DNA hairpin structure at 300 K was ordered, with only a
few bases adsorbed onto the surface at any time, while at 350 K and 400 K it
appeared that the hairpin possessed a greater degree of disorder, with several
bases adsorbing onto the surface (see Fig. 5.22).
Quantifying the amount of DNA adsorption onto the aqueous Au(111) surface
at each temperature could aid in developing a much needed deeper understanding
of how the presence of an aqueous interface aﬀected the conformation of a nucleic
acid in the adsorbed state, and how this may be manipulated.
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Figure 5.22: Final conﬁguration of the DNA adsorbed at the aqueous Au(111)
surface at 300, 350 and 400 K for GolP-LowNa. Bases adsorbed onto the surfaces
are coloured purple. Water molecules are not shown for clarity.
5.3.2.1 DNA Hairpin Disorder Adsorbed at the Aqueous Au(111)
Interface: GolP-LowNa Case
In the presence of the aqueous Au(111) interface, the same metrics as deﬁned
previously were used to quantify the disorder of the DNA. The Au(111) interface
results discussed herein will be compared to those calculated for the DNA alone
in aqueous solution at 300, 350 and 400 K. Figure 5.23 showed the average RMSD
of backbone atomic positions for the DNA adsorbed at the aqueous Au(111) in-
terface, alongside the corresponding RMSD of the DNA hairpin alone in solution
for comparison. These data showed that the level of structural disorder (or devi-
ation from the idealised structure), was similar for both the DNA hairpin alone
in solution and in the presence of the Au(111) surface at 300, 350 and 400 K.
However, these metrics indicate that the presence of the aqueous Au(111) inter-
face did signiﬁcantly aﬀect the overall conformational ensemble of the disordered
DNA hairpin.
The stacking number for the DNA hairpin on the Au(111) surface (GolP-
LowNa) was examined and compared with the results from the DNA hairpin
alone in solution (LowNa, see Fig. 5.24). These results showed that there was a
statistical diﬀerence in stacking numbers at 300 and 400 K for both the LowNa
and GolP-LowNa simulations, which signiﬁed the transition from an ordered state
to a disordered state over this temperature interval. However, there was also a
signiﬁcant diﬀerence in the stacking number between the DNA alone in solution
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Figure 5.23: Average RMSD of the DNA hairpin in solution (LowNa) and on
adsorbed at the aqueous Au(111) interface (GolP-LowNa); a) at 300 and at 400
K, b) at 350 K for a low Na+ concentration.
(8.0 ± 0.2 and 5.5 ± 0.5, for 350 K and 400 K respectively) and adsorbed at the
aqueous Au(111) interface at 350 K (6.1 ± 0.44) and 400 K (1.9 ± 0.3). This was
ascribed to the adsorption of bases onto the Au(111) surface at 350 K and 400 K
(see Fig. 5.22). In solution, the disordered DNA was free to adopt a globular 3D
structures, while the adsorption of bases onto Au(111) appeared to favour more
planar orientations (see Section 5.3.2.2), due to the strength of adsorption of the
bases.
The number of inter-base hydrogen bonds between bases at 300 and 400 K for
both the LowNa and GolP-LowNa simulations, were statistically diﬀerent when
the DNA was in either the ordered or disordered state (see Fig. 5.25). At 400 K,
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Figure 5.24: Average stacking number of the DNA hairpin in solution (LowNa)
and at the aqueous Au(111) interface (GolP-LowNa); a) at 300 and at 400 K, b)
at 350 K, for a low Na+ concentration.
the average number of inter-base hydrogen bonds was not statistically diﬀerent
in the presence of the Au(111) interface (1.4 ± 0.9 hydrogen bonds), than when
the aptamer was alone in solution (0.3 ± 1.1 hydrogen bonds). Each base that
adsorbs onto the Au(111) surface had an orientation parallel to the surface (see
Fig. 5.6), which allowed for neighbouring bases to more readily hydrogen bond
than when in a globular conformation.
When the DNA was in the ordered (hairpin) state the Rg as a function of
time was ﬂat, because there was little change in the structural conformation of the
DNA backbone. However, when disordered, the DNA backbone can access several
disordered conformations, where extended conformations will support larger Rg
213
Figure 5.25: Average number of inter-base hydrogen bonds of the DNA hairpin
in solution (LowNa) and at the aqueous Au(111) interface (GolP-LowNa), a) 300
at and at 400 K, b) at 350 K, for a low Na+ concentration.
values and globular conformations will feature smaller Rg values. In Figure 5.26,
the small errors bars at 300 K for both the LowNa and GolP-LowNa systems,
indicated an ordered DNA hairpin conformation, while the large error bars at 350
and 400 K indicated the variability in the compactness of the backbone. The 350-
to-400 K temperature range coincides with the backbone retaining 3D globular
structures in solution and planar conformations when adsorbed onto Au(111).
To further highlight that the disordered DNA had retained a less globular
structure in the presence of the aqueous Au(111) interface, the average end-to-
end distance has been compared to the DNA alone in solution (see Fig. 5.27).
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Figure 5.26: Average radius of gyration of the DNA hairpin in solution (LowNa)
and at an aqueous Au(111) interface (GolP-LowNa); a) at 300 and at 400 K, b)
at 350 K, for a low Na+ concentration.
As expected, at 300 K the end-to-end distance did not vary signiﬁcantly, while at
350 and 400 K, there was greater variability in the average end-to-end distance.
Importantly, the average end-to-end distance at 350 and 400 K was greater in the
presence of Au(111), which indicated that the DNA on average, featured greater
chain extension when adsorbed at the aqueous Au(111) interface.
These measures of disorder indicated that the presence of an aqueous Au(111)
interface induced ﬂatter and less globular DNA conformations when in the dis-
ordered state.
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Figure 5.27: Average end-to-end distance of the DNA hairpin in solution
(LowNa) and at the aqueous Au(111) interface (GolP-LowNa), where the val-
ues are expressed as the percentage of the maximum end-to-end distance (∼106
A˚); a) at 300 and at 400 K, b) at 350 K, for a low Na+ concentration.
5.3.2.2 The Eﬀect of the Initial Orientation of DNA on Adsorption
at the Aqueous Au(111) Interface: LowNa Case
It was important to determine what eﬀect an aqueous Au(111) interface had on
the DNA during adsorption when it was either in an ordered hairpin conformation
or in a disordered conformation. First, the metrics quantifying the degree of
disorder were examined individually for each DNA hairpin orientation (head,
side and tail) at 400 K (see Fig. 5.28). These results showed that the initial
orientation of the DNA hairpin at the aqueous Au(111) interface did not impact
any of the metrics at equilibrium (see Figure 5.28), which indicated that the initial
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orientation of the DNA hairpin did not aﬀect the resulting degree of disorder at
400 K when adsorbed at the aqueous Au(111) interface.
To quantify the degree of adsorption of the DNA hairpin at the aqueous
Au(111) interface, the number of bases directly adsorbed at the surface as a
function of simulation time was calculated (see Fig. 5.29). It was of interest to
determine if the initial orientation of the DNA hairpin aﬀected the number of
bases adsorbed onto the Au(111) surface at equilibrium. At 400 K, Figure 5.29a
shows that the initial orientation did not aﬀect the number of bases that adsorbed
at the aqueous Au(111) interface as a function of time. We concluded that the
number of bases adsorbed in the ordered DNA hairpin was not aﬀected by the
initial orientation of the DNA hairpin. This is demonstrated in Figure 5.29b,
where for each orientation, only one base was adsorbed at the aqueous Au(111)
interface (this explains the sudden absence of error bars at 300 K). At elevated
temperatures, the DNA became more disordered and the number of bases avail-
able for adsorption increased. Once adsorbed, most bases were not observed to
subsequently desorb from the surface, which is complementary to the conclusion
presented by Corni et al.,295 in that the desorption of bases was entropically un-
favourable at the aqueous Au(111) interface. The strong non-covalent adsorption
of the bases at the aqueous Au(111) interface prevented the DNA from retaining
the 3D globular structures observed in the absence of the surface. This explains
why the DNA adopted ﬂatter conformations, and why the average end-to-end
distance was higher, when adsorbed at the aqueous Au(111) interface compared
with the surface-free simulations. However, even though bases adsorbed strongly
at the aqueous Au(111) interface, the average number of adsorbed bases remained
below the maximum number of sixteen in all cases, which was likely due to base-
stacking and the conformation of the adsorbed DNA (where some bases are unable
to make direct contact due to steric hindrance).
Another metric for investigating the DNA adsorption was the average distance
between the backbone phosphorus atoms and the nearest Au surface atom with
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Figure 5.28: Head, side and tail initial orientations of DNA adsorbed at the
aqueous Au(111) interface (LowNa), for a low Na+ concentration, a) average
RMSD, b) Average stacking number, c) average number of inter-base hydrogen
bonds, d) average radius of gyration and e) average end-to-end distance.
218
Figure 5.29: Average number of adsorbed bases at the aqueous Au(111) in-
terface (GolP-LowNa) for: a) the three initial orientations at 400 K; and b) the
three temperatures 300, 350 and 400 K.
respect to temperature (see Fig. 5.30). There was a clear distinction between the
average surface phosphate distance at 300 and 400 K, which indicates that at 400
K the DNA backbone ﬂattens onto the Au(111) surface. This result was in stark
contrast to the 3D globular conformations that are observed when the DNA was
disordered and free in aqueous solution. At 400 K, there was very little variation
in the average phosphorus distance from the surface, which indicated that all
ﬁfteen atoms were in close proximity to the aqueous Au(111) surface. This close
proximity to the aqueous Au(111) surface demonstrated the ﬂat conformation of
the DNA on the Au(111) surface, which was eluded to above.
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Figure 5.30: Average distance of phosphorus from the nearest Au atom at 300
K, 350 K and 400 K, for low Na+ concentration.
When comparing the number of adsorbed bases and the average surface phos-
phate distance, it was concluded that when the DNA hairpin becomes disordered
the bases adsorb onto the Au(111) surface, while the DNA backbone ﬂattens
signiﬁcantly onto the Au(111) surface. However, at ambient temperatures there
was little binding an the surface, which agrees with experimental ﬁndings.450
5.3.2.3 DNA Hairpin Fraying Mechanism
To more comprehensively investigate the transition of the DNA hairpin from an
ordered state to a disordered state, a possible fraying mechanism was explored.
At 300 K it was observed that the terminal base-pair (G:C), denoted as base-pair-
1 herein, regularly underwent reversible dissociation events (referred to herein as
end-fraying). This observation of a single terminal base-pair fraying complements
the fraying mechanism suggested by Pettitt et al..405 It was also suggested in
a recent study by Zgarbova´ et al.111 that the terminal base-pair fraying could
impact the structure and dynamics of DNA duplexes. It was therefore desirable
to determine whether the DNA hairpin transition to a disordered state follows a
similar fraying mechanism as a DNA duplex, and if this fraying mechanism was
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aﬀected by the presence of the aqueous Au(111) interface.
The number of inter-base hydrogen bonds decreased substantially in the dis-
ordered state of the DNA hairpin both free in solution and at an aqueous Au(111)
interface, due to base-pair fraying (with base stacking also showing a decrease).
For this reason, the absence of hydrogen bonding between base-pairs was used
to denote fraying or at least partial fraying. Figure 5.31 shows the average per-
centage of the total trajectory that each base-pair was hydrogen bonded at 300,
350 and 400 K, alone in solution and adsorbed at the aqueous Au(111) inter-
face. Base-pairs 1 to 6 (see schematic in Figure 5.31c) referred to the standard
Watson-Crick base-pairs in the DNA hairpin stem, while base-pair-7 represents
a non-Watson-Crick base-pair at the top of the stem, which was a T-T base-pair.
Both plots at 300 K (in solution, and adsorbed on Au(111)) show that base-pair-
7 was hydrogen bonded for a percentage of the simulation equivalent to that of
base-pair-1, which although highly variable, indicated that on average this base-
pair will be present for a signiﬁcant portion of the simulation at 300 K. Because
base-pair-7 remained hydrogen-bonded for a signiﬁcant proportion of the trajec-
tories, it can be proposed that this non-Watson-Crick base-pair also contributes
to the stability of the DNA hairpin. The plots for the DNA hairpin alone in
solution in the presence of the aqueous Au(111) interface (see Fig. 5.31) show
that base-pairs 1, 2, 6 and 7 were the least stable, being hydrogen bonded for the
shortest average percentage of the trajectories. However, base-pairs 3, 4 and 5
(A:T base-pairs) on average remain hydrogen bonded for more of the trajectory
than the other four base-pairs, which indicated that the middle of the hairpin-
stem was more stable than either of the two ends of the stem. Comparison of
results from these temperatures in-solution with the DNA hairpin adsorbed at the
aqueous Au(111) interface suggested that the presence of the aqueous Au(111)
interface did not appreciably aﬀect the fraying mechanism. From these results,
we concluded that the fraying begins at the top and bottom of the stem (base-
pairs 1 and 6) while the stem remains intact at the centre (base-pairs 3 and 4)
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for the longest proportion of time.
Figure 5.31: Average fraction of time that the base-pairs were hydrogen bonded
together for the DNA a) free in solution; and b) adsorbed on the aqueous Au(111)
interface. c) Schematic on the right represents where each base-pair is situated
on the hairpin. It should be noted that base-pair-7 is not a Watson-Crick pair.
5.3.2.4 The Eﬀect of Solution Cation Concentrations on DNA Ad-
sorption onto Au(111)
Experimentally it was shown that ssDNA adsorbs at a faster rate onto AuNPs
at higher salt concentrations.150 Because the salt concentration impacts the rate
of adsorption of ssDNA onto AuNPs, the interaction between salt could impact
upon the physical adsorption of the disordered DNA at the aqueous Au(111)
interface.
First it was of interest to determine if the Na+ ions aggregated around the
DNA hairpin or were distributed approximately uniformly throughout the sim-
ulation cell. Figure 5.32a displays the average radial distribution functions of
the Na+ ions in relation to the phosphate atoms, while Figure 5.32b reveals the
average density of the Na+ ions as a function of distance perpendicular from the
Au(111) surface for the GolP-LowNa systems at 300 K, 350 K, and 400 K. These
two plots demonstrate that the Na+ ions aggregated around the phosphate groups
of the DNA hairpin and that an increased temperature (where the DNA hairpin
structure ﬂattened when adsorbed at the aqueous Au(111) interface) increased
the aggregation of the Na+ ions around the phosphate groups. Figure 5.32b re-
vealed that the Na+ ions showed substantial aggregation at the Au(111) surface
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where the DNA was located and to a much lesser degree at the regions of the
interface where the DNA was not located.
Figure 5.32: Averaged Na+ ion data at an aqueous Au(111) interface for the
low Na+ concentration system at 300 K, 350 K and 400 K. a) radial distribution
functions of the Na+ ions in relation to the phosphorus atoms, and b) density of
the Na+ ions as a function of distance from the aqueous Au(111) interface.
To probe the eﬀect of the cation concentration on the adsorption of the dis-
ordered aptamer onto Au(111), the DNA hairpin was also modelled at 400 K at
a high Na+ concentration (∼0.7 mol L−1). The metrics used to quantify disorder
were compared in Figure 5.33; these data showed that a higher cation concentra-
tion did not aﬀect the transition of the DNA hairpin from an ordered state to a
disordered state, adsorbed at an aqueous Au(111) interface.
The eﬀect of the cation concentration on the degree of Au adsorption was
presented in Figure 5.34. It can be observed that there was no statistical diﬀerence
between the number of bases adsorbed or the average phosphorus distance from
the surface, for both low and high salt concentrations.
In conclusion the cation concentration did not appear to have an eﬀect on the
disordered DNA adsorption at the aqueous Au(111) interface, at least at 400 K.
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Figure 5.33: Low and high Na+ concentration data at 400 K. a) average RMSD
of backbone atomic positions, b) average stacking number, c) average number of
inter-base hydrogen bonds, d) average radius of gyration, and e) average end-to-
end distance.
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Figure 5.34: Low and high Na+ concentration Au surface adsorption data at 400
K. a) average number of adsorbed bases, and b) average distance of phosphorus
from the nearest Au atom.
5.3.3 The Eﬀect of Citrate on Ordered and Disordered
DNA
In the case of possible applications for the DNA hairpin adsorbed at aqueous
Au interface, particularly those involving Au nanoparticles (AuNPs), it would
be exceptionally uncommon that the AuNP surface to be completely bare. For
example, a common approach for stabilising AuNPs in solution is the Turkevich-
Frens reduction process,67,68 in which citrate cations cap and disperse AuNPs in
aqueous media. Since in an experimental setting, the DNA hairpin was likely to
be used in conjunction with citrate-capped AuNPs, it was of interest to elucidate
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how DNA interacts with citrate both alone in solution and in the presence of
aqueous citrate-coated Au surfaces.
5.3.3.1 DNA Hairpin and Citrate in Aqueous Solution (No Au(111)
Surface)
Before examining the interaction of DNA with an aqueous citrate-coated Au(111)
interface, it was important to determine what eﬀect the citrate exerted on DNA
conformation in aqueous solution. To investigate this interaction, the DNA hair-
pin was simulated along with citrate in aqueous solution at both 300 and 400 K.
In all simulations, the citrate and Na+ ions aggregated to form branching struc-
tures, despite the fact that all simulations were initiated with the citrate anions
dispersed throughout the solution. The carboxylate oxygen atoms coordinated
with the Na+ ions at the centre of these tubular structures. At both 300 and
400 K, the DNA chain appeared to interact with and remain in contact with the
citrate branching structures (see Fig. 5.35). Citrate aggregation in each system
was considered to be complete once all citrate anions had formed into a single
structure (which occurred in all simulations), leaving no “free” citrate anions
remaining. From these visual inspections it appeared that the DNA backbone
interacted with the citrate aggregates, which was more apparent in Figure 5.35b,
where at 400 K the DNA was extended out with the backbone in direct con-
tact with the citrate aggregate. This could be due to an electrostatic interaction
between the non-bridging phosphate oxygen atoms and either the coordinating
Na+ ions or the citrate hydrogen atoms (see later in this section for electrostatic
bridging interactions).
The degree of DNA disorder was quantiﬁed and compared to the results of the
DNA hairpin alone in solution with low Na+ concentration at 300 and 400 K (see
Fig. 5.36). At both 300 and 400 K, there was no statistical diﬀerence between
the low Na+ concentration simulation and the citrate-containing simulations for
the RMSD and stacking number metrics (see Fig. 5.36a and b). By the end
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Figure 5.35: Final conformation of DNA and citrate (white), with Na+ ions
(purple) in aqueous solution at a) 300 K and b) 400 K. Water not shown for
clarity.
of the simulation, there was a statistical diﬀerence for the number of hydrogen
bonds at 300 K, where the number of hydrogen bonds dropped from 5.4 ± 0.6
to 0.12 ± 0.04 in the presence of the citrate (see Fig. 5.36c). This is a minor
eﬀect and could be due to hydrogen bonding occurring between the bases and
the citrate molecules, which could conceivably decrease the average number of
hydrogen bonds by at least one. For the Rg there was a statistical diﬀerence at
both 300 and 400 K; on average the DNA was less compact when in the presence
of the citrate (see Fig. 5.36d), although at 300 K this diﬀerence is slight.
This was likely due to the interaction of the DNA backbone with the citrate
aggregate, which at 400 K caused the DNA hairpin to extend out and adopt a
less globular structure which was more compact in nature. In Figure 5.37, the
percentage of the trajectory at 400 K that was disordered was 77%, while the
percentage of the disordered trajectory that was compact/globular was only 2%,
which demonstrated the more extended nature of the disordered DNA. In some
sense, the citrate aggregate provides a “surface” for the DNA to interact with,
which could have important implications for DNA adsorption on citrate-capped
AuNPs. The maximum extension percentage further indicated that the DNA
hairpin was extending more on average in the presence of the citrate (see Fig.
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Figure 5.36: DNA and citrate in solution data at 300 and 400 K. a) average
RMSD, b) average stacking number, c) average number of inter-base hydrogen
bonds, d) average radius of gyration, e) average end-to-end distance.
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5.36e) at 400 K (but not at 300 K). These results indicated that the presence of
the citrate was having a noticeable eﬀect on the disordered DNA conformation
(but not the DNA hairpin conformation) but did not reveal the nature of this
interaction.
Figure 5.37: Average percentage of the total trajectory that were disordered
(black) and the percentage of the disordered trajectories that were classed as
compact/globular at 300 K and 400 K for SolCit. Errors represent the standard
deviation.
It was apparent from both the metrics for disorder and the observation that
the disordered DNA wraps around the citrate aggregate (see Fig. 5.35b), that the
DNA was interacting with the citrate aggregate. One possible type of interaction
between DNA and citrate was via electrostatic bridging interactions between
the Na+ ions with a phosphate group and a citrate simultaneously (this was
classed herein as a “bridging” combination). First, it was important to calculate
on average how many bridging Na+ ions formed between each phosphate group
and how this number was aﬀected by temperature (for the last 20 ns of each
simulation); see Fig. 5.38. Of note was that when the DNA was in its ordered
(hairpin) conformation, only one side of the stem can interact with the citrate
aggregate at any one time (see Fig. 5.35a). For this reason, the results for each
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individual simulation were compared in Figure 5.38a and 5.38b; with the average
of these simulations presented in Figure 5.38c. At 300 K, when bridging was
present the average number of Na+ bridging ions per phosphate was ∼1, which
is lower than the average of ∼3 observed at 400 K. The number of phosphates
involved in Na+ ion bridging also increased at 400 K, which was related to the
disordered DNA having a ﬂexible backbone, which can wrap around the citrate
aggregate. It was also noted that these bridging combinations appeared quite
stable, where a single bridging combination could exist for more than 60 ns of a
100 ns simulation. Of these unique bridging combinations 61 ± 4 % and 65 ±
1 % existed for more than 1 ns of the 100 ns simulation, at 300 K and 400 K,
respectively. The stability of the bridging combination indicated that the Na+
ions were not highly mobile, but instead remained bound to a single citrate anion
and a single phosphate on the DNA backbone.
These results indicated that the presence of the citrate was in fact aﬀecting
the conformation of the disordered DNA; which suggested that citrate could also
aﬀect DNA adsorption onto Au surfaces.
5.3.3.2 DNA and Citrate Adsorbed at the Aqueous Au(111) Interface
To investigate how a surface-adsorbed citrate over-layer may aﬀect the adsorp-
tion of DNA onto the aqueous Au(111) interface, three diﬀerent DNA-citrate
starting conﬁgurations were simulated at both 300 and 400 K (see Fig. 5.4).
We have constructed citrate over-layers adsorbed onto Au surface with diﬀer-
ing degrees of compactness (see Section 5.2.1.3). Our three initial conﬁgurations
were constructed to evaluate whether the compactness of the citrate over-layer
and the DNA chain placement in relation to the citrate over-layer aﬀected the
DNA adsorption at the aqueous Au(111) interface. When visually inspecting
these resulting trajectories it became apparent that as the citrate and Na+ ions
aggregate together, a greater percentage of the Au(111) surface became solvent
accessible, and therefore available for direct DNA adsorption. However, at both
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Figure 5.38: Average number of bridging ions of DNA in citrate solution. The
number of Na+ ions per phosphate group were plotted for each simulation in-
dividually at a) 300 K and b) 400 K. c) The average of all simulations at each
temperature. d) Schematic of the location of each phosphate group in relation to
each base.
300 K and 400 K, the DNA appeared to interact or at least be in contact with
the citrate over-layer (see Fig. 5.39). At 300 K, the DNA retained an ordered
hairpin conﬁguration, while adsorbing at least one base onto the Au(111) surface
and interacting with the citrate over-layer. However, at 400 K the DNA became
fully disordered and typically spread out fully onto the exposed Au(111) surface,
or draped over a tubular branch of the surface-adsorbed citrate aggregate. To
fully ascertain the eﬀect that the presence of the citrate extended on the DNA,
a quantitative analysis was required.
The transition from an ordered to a disordered state was quantiﬁed separately
for the three diﬀerent DNA-citrate starting conﬁgurations at the aqueous Au(111)
interface, using the metrics detailed in previous sections. All metrics of disorder
compared the results from the three diﬀerent conﬁgurations with the results from
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Figure 5.39: Typical ﬁnal conﬁgurations of DNA adsorbed on the citrate-coated
(white) aqueous Au(111) interface at a) 300 and b) 400 K. Water molecules are
not shown for clarity and Na+ ions are shown in purple.
the DNA hairpin adsorbed at the bare aqueous Au(111) interface with low Na+
concentration. At 300 K, the RMSD in the average backbone position for the
“diﬀuse” citrate layer simulation was greater at the end of the simulation than
the “above” citrate layer simulations (see Fig. 5.40). However, this diﬀerence was
small, and the DNA hairpin could still be classiﬁed as ordered for all three simu-
lations. At 400 K, there were no statistically signiﬁcant diﬀerences between the
three simulations, although the average RMSD for the “dense” citrate simulation
was notably lower than that observed for the bare Au(111) surface simulation
and the other two citrate conﬁgurations.
The stacking number at 300 K showed no notable diﬀerences between the cit-
rate initial conﬁguration and the bare Au(111) surface data (see Fig. 5.41). How-
ever, at 400 K there appeared to be two classes of conﬁgurations with marginal
error bar overlap. The ﬁrst class of conﬁgurations could be argued to correspond
to aqueous bare Au(111) surface and the “diﬀuse” citrate conﬁguration; which
appeared to be more disordered in structure than the second class correspond-
ing to the “above” and “dense” citrate conﬁgurations. The similarity in results
between the bare surface and the “diﬀuse” citrate layer simulation could be due
to the Au(111) surface area being accessible to the DNA from the start of both
simulations, which would allow for the DNA to easily access the surface via base
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Figure 5.40: Average RMSD of the DNA hairpin on bare and citrate-coated
aqueous Au(111) interface; at a) 300 K and b) 400 K.
adsorption when in a disordered state.
For the number of hydrogen bonds there was no statistically signiﬁcant diﬀer-
ence between the initial citrate conﬁguration and the bare surface results at both
300 and 400 K (see Fig. 5.42). However, the presence of the citrate did appear
to lower the average number of hydrogen bonds to nearly zero and substantially
reduced the associated error.
TheRg data provided further evidence that there were two classes of behaviour
emerging from these results; at 400 K there was a statistically signiﬁcant diﬀerence
between the “dense” and “diﬀuse” citrate layer results for the majority of the
simulation time (see Fig. 5.43). These results indicated that the disordered DNA
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Figure 5.41: Average stacking number of the DNA hairpin on bare and citrate-
coated aqueous Au(111) interface; at a) 300 K and b) 400 K.
was more compact when adsorbed via the “dense” citrate layer compared with
the “diﬀuse citrate” layer; which could be due to steric hindrance from the dense
citrate layer preventing the DNA hairpin from spreading out, as it appeared to
do on both the bare and “diﬀuse” layered interface.
It was interesting to compare the results from the Rg and the percentage of
maximum extension because these provided complementary information (though
not statistically signiﬁcant) that DNA structures adsorbed at the bare interface
were less compact and more extended than the DNA conﬁgurations adsorbed at
the “dense” interface (see Fig. 5.44). This indicated that the presence of the
citrate in a dense layer (in relation to the direction perpendicular to the Au(111)
surface) imparted a noticeable eﬀect on DNA disorder.
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Figure 5.42: Average number of inter-base hydrogen bonds of the DNA hairpin
on bare and citrate-coated aqueous Au(111) interface; at a) 300 K and b) 400 K.
The eﬀect of the citrate over-layer on the DNA adsorption at the aqueous
Au(111) interface was examined in Figure 5.45. First, the number of bases ad-
sorbed onto the Au(111) surface was examined, where at 300 K there was no
statistically signiﬁcant diﬀerence between the citrate layer results and the bare
surface results (see Fig. 5.45a and b). However, at 400 K two classes of adsorption
could be observed, where again, the number of bases adsorbed onto the Au(111)
surface anti-correlates with the stacking number (the higher the number of ad-
sorbed bases, the lower the stacking number). We propose that steric hindrance
from the “dense” citrate layer prevented the free bases from making direct con-
tact with the Au(111) surface, which would lower the number of adsorbed bases.
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Figure 5.43: Average radius of gyration of the DNA hairpin on bare and citrate-
coated aqueous Au(111) interface; at a) 300 K and b) 400 K.
The large errors in the “above” citrate results may be attributed to the disordered
DNA in two of these simulation runs having little contact with the Au(111) inter-
face (splayed/draped over citrate branching structures); while in the remaining
“above” citrate simulation, the disordered DNA had nearly all bases adsorbed
onto the Au(111) surface. Next, the average phosphorus distance of the DNA
from the Au(111) surface was calculated, which indicates that the initial citrate
over-layer conﬁguration aﬀected the DNA distance from the Au(111) surface at
both 300 and 400 K (see Fig. 5.45c and d). At 300 K, the “diﬀuse” citrate layer
caused the DNA hairpin to lie on its side in all three independent simulations,
lowering the average phosphorus-surface distance when compared to the head or
tail orientations. As expected, at 400 K the average phosphorus distance was
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Figure 5.44: Average end-to-end distance of the DNA hairpin on bare and
citrate-coated aqueous Au(111) interface, where the values are expressed as the
percentage of the maximum end-to-end distance (∼106 A˚). a) 300 K and b) 400
K.
smaller for the bare surface conﬁgurations, because the DNA was able to adsorb
directly onto the Au(111) surface without obstruction, e.g. draping over a citrate
aggregated branch.
To investigate why there appeared to be two classes of adsorption behaviour
relating to the initial citrate conﬁgurations, the percentage of SASA of the cit-
rated over-layer at the aqueous Au(111) interface, (i.e. the amount of surface
exposed to the DNA and citrate), which was available for the DNA to adsorb
onto, was calculated (see Fig. 5.46). For the initial “above”, “dense” and “dif-
fuse” conﬁgurations, the percentage of the SASA of the Au(111) surface varied
substantially (initial SASA percentages were ∼40, ∼60 and ∼70 %, respectively).
237
Figure 5.45: Adsorption results at 300 K and 400 K. a) and b) Average number
of adsorbed bases, c) and d) Average distance of phosphorus from the nearest Au
atom.
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However, at both 300 and 400 K the percentage of SASA of the Au(111) surface
increased from these initial values for all three citrate layers. At 300 K, there was
a clear statistically signiﬁcant diﬀerence between the “diﬀuse” citrate layer and
the other two citrate conﬁgurations. This highlights that the citrate over-layer
covered less of the Au(111) surface, which may allow for a greater Au surface area
to be accessible for DNA adsorption. The results at 400 K indicated a greater
variability in the percentage of SASA caused by the increase in temperature.
However, there was no statistically signiﬁcant diﬀerence between the three cit-
rate layers, which indicated that at 400 K the initial conﬁguration of the citrate
over-layer did not impact the ﬁnal conﬁguration of the citrate over-layer.
Figure 5.46: Average percentage of solvent accessible surface area for citrate-
coated aqueous Au(111) interface, at a) 300 K and b) 400 K.
It was also of interest to determine whether the number of bridging Na+ ions
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per phosphate was aﬀected by the initial conﬁguration of the citrate layer. The
number of bridging Na+ ions per phosphate was represented as the average Na+
ion number over each simulation run, which was calculated for each citrate con-
ﬁguration and compared with the citrate in solution results at 300 and 400 K (see
Fig. 5.47). At 300 K, the number of bridging ions was relatively low, with the
error in the average bridging ion number being much larger for the diﬀuse citrate
system than the other three systems. It can be argued that the diﬀuse conﬁg-
uration allowed for better access to the ordered DNA hairpin; which improved
the likelihood of Na+ ion bridging occurring. However, at 400 K when the DNA
structure was classed as disordered, there appeared to be no distinction between
the diﬀerent initial conﬁgurations or any clear phosphate group preference for
Na+ ion bridging.
These results indicated that the initial density of the citrate at the aqueous
Au(111) interface had a measurable eﬀect on the disordered conformation of a
DNA hairpin, as well aﬀecting the DNA adsorption onto Au(111) at two temper-
atures (300 and 400 K).
5.4 Conclusions
In this chapter the structures of a DNA hairpin in an ordered and a disordered
state were investigated at various temperatures and for two cationic concentra-
tions in aqueous solution, and adsorbed at either an aqueous bare Au(111) in-
terface or a citrate-coated aqueous Au(111) interface. The transition from an
ordered state to a disordered state was quantiﬁed using a range of metrics, which
distinguished between the ordered state at 300 K, and the disordered state at 400
K. This transition was not greatly aﬀected by the cationic Na+ concentration.
It was observed that the DNA hairpin was less stable at the either end of the
stem, which was prone to fraying even at room temperature. The conformation of
the disordered DNA was greatly aﬀected by the presence of the aqueous Au(111)
interface and/or citrate aggregates, whereas the DNA alone in solution retained
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Figure 5.47: The average number of bridging Na+ ions of the DNA adsorbed
at the citrate-coated aqueous Au(111) interface at a) 300 K and b) 400 K.
compact globular structures, or, when in the presence of citrate, could extend out
and wrap around the citrate aggregates. When adsorbed directly at the aque-
ous Au(111) interface the disordered DNA had a ﬂat conformation, unless it was
draped over a citrate aggregate adsorbed on the surface. The nature of attraction
between the citrate aggregates and the DNA aptamer appeared to be electrostatic
in origin, taking place between the non-bridging phosphate oxygen atoms with
either Na+ ions or citrate hydrogen atoms. In conclusion, the presence of both
citrate and an aqueous Au(111) interface was predicted to aﬀect the conforma-
tion of the disordered DNA chain, which gave insight into both the viability of a
DNA hairpin as a temperature-switchable ligand and an atomistic understanding
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of the interaction of ssDNA with a citrate-coated aqueous Au(111) interface in
colorimetric detection.
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Chapter 6
Investigating Aptamer
Adsorption onto a
Citrate-Coated Gold
Nanoparticle Surface in Aqueous
Solution
6.1 Introduction
In Chapter 5, the adsorption of a single DNA hairpin (both folded and unfolded)
onto a citrate-coated aqueous planar Au(111) interface was investigated using
molecular dynamics (MD) simulations. This was because DNA hairpins have
potential applications in creating tunable superlattices (see Chapter 1.5.2) and
colorimetric detection (see Chapter 4.1), where an atomistic understanding of the
interaction between DNA chains and citrate-capped AuNPs in aqueous solution
is required to improve aptamer-based colorimetric detection. However, periodic
planar interfaces (investigated in Chapter 5) cannot recover the inﬂuence of inter-
facial curvature which is present in Au nanoparticles (AuNPs), which could have
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an important impact on the adsorption of single-stranded DNA (ssDNA) chains
at aqueous Au interfaces. Therefore, for elucidating the atomic-level adsorption
mechanisms of ssDNA chains onto a citrate-capped AuNP in aqueous solution,
interfacial curvature should be considered.
In this thesis, the [111] facet was used to represent an ideal planar Au surface,
because the [111] facet has been shown to be representative of facets observed on
AuNPs.451–453 It is also important to note that the Au(111) facet is a widely used
structural model for the representation of an Au surface in the simulation commu-
nity.136,142,197,227,250–252,256,348,408,409,420,454 In Chapter 5, the Au(111) surface was
represented using the polarisable GolP-CHARMM197,198,201 force-ﬁeld (FF) (see
details in Chapter 5). However, the GolP-CHARMM FF has limitations in the
sense that all the Au atoms are ﬁxed in space. This FF is also currently unable to
reliably represent interfacial curvature as present for AuNPs. It was important to
determine whether the interfacial shape of the Au surface impacted on the overall
adsorption of both citrate and DNA at the aqueous interface. For this reason a
diﬀerent FF (i.e. a non-polarisable FF that could keep more complex Au inter-
faces) was implemented, incorporating free-to-move Au atoms in a citrate-capped
AuNP in solution (for more information on metal FFs see Chapter 2.2.3).
Previous studies have reported the eﬀect that diﬀerent faceted or shaped aque-
ous Au interfaces have on the adsorption of non-tethered biomolecules.251,252,348,410
A study by Yu et al.252 was interested in probing the inﬂuence of diﬀerent Au
surfaces on the structure and binding strength of a peptide that had a known
propensity for binding to Au (determined from phage display experiments, see
Chapter 1.6.1). In this study the CHARMM-METAL136 FF was used to represent
Au atoms, comprising an Au(111) planar slab and various AuNPs with diﬀerent
diameters, in aqueous solution. It was determined that the adsorption energy
(calculated as the diﬀerence between potential energy of the system before and
after adsorption) and the conformation of the peptide (represented by both the
distance of each residue from the metallic surface and as the backbone dihedral
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angles) varied with diﬀerent surface shapes (planar, and AuNP surfaces), which
indicated that the shape of an aqueous Au interface did impact the adsorption
of biomolecules at an aqueous metallic interface. However, the reliability of these
results are questionable for several reasons. First, the calculated energy of ad-
sorption did not reﬂect the true free energy of adsorption of the peptide, which
would require the use of an advanced sampling technique to generate. Second,
there was no evidence that the conformations generated at the diﬀerent surface
shapes truly represented the ensemble of possible structures at these interfaces,
where the diﬀerent conformations observed at each surface may be the result of
random chance, rather than a true diﬀerence in peptide conformations at diﬀerent
surface morphologies (i.e. better sampling was needed than the approach used
in this study).
Another previous study that implemented the CHARMM-METAL FF was
also interested in understanding the eﬀect surface shape had on the adsorption
mechanism of peptides. In the study by Sarikaya and Heinz et al.,251 the ad-
sorption energy of four diﬀerent peptide sequences at ﬂat, stepped (i.e. a ﬂat
surface containing two vertical steps) and AuNP surfaces was calculated, where
sampling was improved by performing independent simulations of each peptide at
each of the diﬀerent surfaces. The peptide adsorption potential energy (note, not
a free energy) at each of these three surfaces was determined using a compart-
mentalisation approach that required the calculation of the potential energy of
four independent simulations (Au-peptide-water, peptide-water, water, and Au-
water). From the adsorption potential energy results, it was determined that the
step surfaces provided the strongest adsorption site, followed closely by the ﬂat
surface, while the weakest adsorption was on the AuNP (this trend was shown
for all four peptides). The approach for calculating the adsorption energy was
more reliable than the previously mentioned study, but still did not guarantee ad-
equate sampling of the Boltzmann-weighted ensemble of possible structures (see
Chapter 1.6.2 for Boltzmann-weighted ensemble) or provide a reliable calculation
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of the free energy of adsorption. However, these studies did demonstrate that the
arrangement of an Au surface could potentially impact the adsorption properties
of biomolecules such as ssDNA.
To further elucidate the adsorption mechanism of ssDNA chains onto citrate-
capped AuNPs, our simulations needed to adequately represent the environment
present in aptamer-based colorimetric detection. The factors considered for ade-
quately representing this environment were the diameter of the AuNP, the citrate
anion coverage of the AuNP, and the maximum number of ssDNA chains adsorbed
onto that AuNP in aqueous solution (all discussed below).
For meaningful results to be generated about biomolecules at aqueous metal-
lic interfaces, the FF used must be reliable and faithfully describe the properties
of interest of the aqueous peptide-metallic interface. As mentioned above, the
CHARMM-METAL FF was used to describe a variety of Au surfaces with diﬀer-
ent shapes, including NPs, which was highly relevant to this Chapter.199,200,251,252,455
However, recent studies by Tang et al.114 and Bedford et al.261 reported the inves-
tigation of peptides adsorbed at Au aqueous interfaces; both provided evidence
that the CHARMM-METAL FF was overbinding molecular adsorbates. This
overbinding was quantiﬁed by comparing the calculated free energy of adsorp-
tion of phenylalanine using the CHARMM-METAL FF, with a value that was
experimentally determined.262
To improve the CHARMM-METAL model, Bedford et al.261 introduced and
tested a modiﬁed version of the CHARMM-METAL FF, where one of the two
hetero-atomic Lennard-Jones parameters (εij, see Chapter 2.2.2) was scaled,
herein, this will be referred to as the Modiﬁed-CHARMM-METAL FF. A dis-
advantage to the Modiﬁed-CHARMM-METAL FF is that it is non-polarisable,
which may not fully capture impacts on the adsorption of charged species, such as
citrate anions and the DNA hairpin, to the aqueous Au interface. However, as a
FF was required that could describe the interfacial curvature of an AuNP, a com-
promise needed to be made where a less realistic (non-polarisable) FF was used
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(Modiﬁed-CHARMM-METAL FF) to describe an AuNP in aqueous solution.
As discussed in Chapter 2.2.3, the GolP-CHARMM FF was previously used to
investigate the adsorption of both citrate anions and a DNA hairpin to the aque-
ous Au(111) interface. These previous studies provided a valuable benchmark
to test whether the Modiﬁed-CHARMM-METAL FF adequately represented the
adsorption of these biomolecules at the aqueous AuNP interface.
After selection of an appropriate FF, the next task was to generate and iden-
tify a suitable size of AuNP, along with a physically-adsorbed citrate over-layer
of suitable density, i.e. that was comparable to the previous planar-surface sim-
ulations discussed above and in Chapter 5. In considering the size of the AuNP
to be simulated, the AuNP needed to be of a large enough size to feasibly repre-
sent the AuNPs present in an experimental colorimetric detector, and yet not so
large to be considered too computationally intensive to model. In the literature,
experimental studies reported the use of AuNPs with diameters ranging from
50–300 A˚,121,456,457 where 50 A˚ (5 nm) was determined to be an optimal size to
be representative of the systems of interest.
Because the AuNPs under investigation would be synthesized using the Tu-
rkevich-Frens67,68 method, the 50 A˚ diameter AuNP that was modelled in this
Chapter was covered with a citrate anion over-layer in these simulations. There
have been various experimental133,454,458–461 and theoretical444,454,461 studies in-
vestigating citrate-coated AuNPs in aqueous solution, which are discussed below.
To characterise the citrate over-layers adsorbed at aqueous Au interfaces, ex-
perimental techniques such as cyclic voltammetry458,460,462 and Fourier transform
infrared spectroscopy (FTIR)459 were able to determine that even in acidic condi-
tions, citrate was fully deprotonated when adsorbed onto an aqueous Au interface.
Of these experimental studies, none were able to deﬁnitively elucidate the struc-
tural conﬁguration of the citrate over-layer on Au in an aqueous environment.
Moreover, these experiments were performed under acidic conditions (pH 0–3),
where our simulations and the relevant DNA/AuNP experiments were performed
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at pH 7. Because experimentally determining the structural conﬁguration of the
citrate over-layer on Au has proven challenging, several theoretical studies have
implemented MD simulations to investigate citrate-coated aqueous Au interface.
A study by Wright et al.444 aimed to used MD simulations to elucidate the
conﬁguration of citrate over-layers at an aqueous Au(111) interface, at pH 7. This
study investigated the structural conformations of citrate over-layers with diﬀer-
ent citrate surface densities at an aqueous interface. It is important to note that
for each citrate anion there were three Na+ ions in these systems. The authors
determined that each of the over-layers observed (at diﬀerent citrate-surface con-
centrations) supported amorphous three-dimensional (3D) conformations, where
the stability of the amorphous over-layer was mediated by citrate-Na+-citrate
interactions. Due to the formation of these 3D citrate over-layers, regions of the
Au(111) surface were reported to be bare (i.e. exposed to water), where bare
regions on a citrate-capped AuNPs could allow for easier aggregation of AuNPs.
For example, AuNP aggregation was observed when the negatively-charged cit-
rate anions were screened by the addition of salt to the solution.385,386
A slightly diﬀerent representation of a citrate over-layer was presented by
Corni et al.461 The authors of this study were interested in investigating the
eﬀects of the presence of an aqueous citrate-coated Au(111) interface on the
adsorbed conformation of a protein (β2-microglobulin). In the theoretical portion
of this study, positively-charged surface atoms were used to represent the Au(111)
surface, which reduced the number of Na+ counter-ions. The reason the authors
used positively charged surface atoms was that the experimentally determined ζ-
potential from diﬀerent studies460,463,464 at various pH values (pH 1, 3 and 5-12)
suggested that ligand coated AuNPs may have a positively-charged core. In this
study the citrate over-layer retained a single-layer conformation on the Au(111)
surface and did not leave large portions of the Au(111) surface bare, where in
an experimental setting bare portions of an AuNP surface could promote AuNP
aggregation.
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At present, there is no information present in the literature that can eluci-
date which of the two theoretical descriptions mentioned above (if either) accu-
rately describes the citrate over-layers present at an aqueous Au(111) interface.
However, it is also possible that these two types of citrate over-layers represent
diﬀerent aqueous environments. The positive core model presented by Corni et
al.461 could represent a citrate-capped AuNP at low salt concentrations, where
the Wright et al.444 presented citrate over-layer could represent what occurs when
the negatively-charged citrate anions are screened by the addition of salt, which
causes AuNP aggregation.
It was also important that the AuNP structural model used in our simulations
had a similar citrate surface area coverage to that present in a typical experimen-
tal setting. However, experimental determination of this citrate-surface coverage
has proven challenging to date.133,460,462 For example, there are limitations on
imaging the citrate-capped AuNP in an aqueous environment (where the clear
atomic-resolution of single citrate anions on an aqueous AuNP surface has not
yet been achieved). This issue was highlighted in a study by Lee et al.,465 where
a novel transmission electron microscopy (TEM) imaging technique was used to
image the citrate over-layer on an individual AuNP in a dry environment. In this
study, an image of a 100 A˚ diameter citrate-capped AuNP was captured and used
to determine that the citrate over-layer on the AuNP was 2–3 citrate molecules
thick. However, because this AuNP was not in an aqueous solution, the structure
of the over-layer could just be an artifact of the drying process.
In another imaging study by Lin et al.,462 scanning tunnelling microscopy
(STM), atomic force microscopy (AFM) and voltammetry (at pH 7.4) were used
to investigate the adsorption of citrate onto an Au(111) planar surface. From the
STM results these authors observed that citrate formed symmetrical over-layers
on the Au(111) surface. However, both STM and AFM were performed under dry
conditions, which means that the observed citrate structures (either individual
citrate anions or a form of citrate aggregate) on the Au surface could be artifacts
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of the drying process. The results from this study were combined with atten-
uated total reﬂection infrared spectroscopy (ATR-IR) and X-ray photoelectron
spectroscopy (XPS, performed under dry conditions) of citrate-capped AuNPs,
by Shumaker-Parry et al.,133 for the purpose of inferring the structures of citrate
over-layers on AuNPs. In this study, it was determined experimentally with both
ATR-IR and XPS, that the carboxylate groups of the citrate anions directly ad-
sorbed onto the Au(111) surface, and that there were citrate anions that were not
directly adsorbed to the surface in the over-layer. These authors concluded that
the adsorbed citrate layer coordinated with citrate anions that were not directly
adsorbed to the Au(111) planar surface (forming the citrate over-layer), and then
proceeded to infer a possible coordination geometry between these two layers.
This coordination conformation prediction was then combined with the citrate
over-layer structures detected by Lin et al.462 (in a dry environment), to predict
a citrate surface coverage of ∼2.8×10−10 mol cm−2, which translates to ∼1.7
citrate molecules per nm2. However, these experimental data only predicted the
coordination of the citrate anions and not their structured arrangement. The
structural model presented in the work of Lin et al.462 assumed from the STM
images an ordered citrate over-layer, which as this was taken in a dry environment
may have been an artifact of the drying process and not represent the citrate over-
layer present in an aqueous environment. This brings into question the surface
coverage value reported in this study. Also relevant to this thesis, was that
Shumaker-Parry et al.133 also reported that the ATR-IR results showed that the
majority of the carboxylate groups that were not directly coordinated with the
AuNP surface did not have much interaction with Na+ ions, which provides some
evidence towards the Corni et al.461 representation of a citrate-coated aqueous
Au interface (described above).
A more reliable approach for determining the citrate surface coverage on an Au
surface was presented by Kunze et al.460 In this study, the adsorption of diﬀerent
citric acid species at pH 1 and 3 on an aqueous Au(111) interface was investigated
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using chronocoulometric methods. The chronocoulometry experiments were em-
ployed to quantify the charge density on the citrate-coated aqueous Au-electrode
interface. In chronocoulometry experiments a potential (or voltage) is applied
to the Au-electrode which causes either oxidation or reduction of species in the
aqueous solution, The charge with respect to time response from the applied
potential is then measured, where the change in current relates to the electron
transfer between the Au-electrode and the oxidised or reduced species. It was de-
termined that the maximum citrate surface coverage at pH 1 and 3 was 3×10−10
mol cm−2 and 4.6× 10−10 mol cm−2, respectively, which translates to 1.8 and 2.8
citrate molecules per nm2. However, this study did not determine the maximum
citrate surface coverage at pH 7, nor did these authors consider a non-planar
AuNP surface.
Because adsorption at a curved surface can be expected to be slightly weaker
than a planar surface,251 the maximum surface coverage on a 50 A˚ diameter sur-
face could be less than that of an Au(111) surface. For this reason we determined
that the citrate surface coverage of 1.3 citrate anions per nm2 used in the citrate-
coated Au(111) surface simulations444 (see Chapter 5.3.3.2) possibly reﬂects a
reasonable surface coverage that could be observed experimentally.
Finally, we needed to determine the number of DNA hairpins that could fea-
sibly interact with the citrate-capped AuNP. A study by Zhang et al.150 deter-
mined with ﬂuorescent tagging that AuNPs with a diameter of ∼130 A˚ can have
a maximum loading of approximately ﬁfteen ssDNA that are twelve bases long
(depending on factors such as solution concentration of the DNA). The DNA
chain surface coverage was calculated for these AuNPs (a ∼13 nm diameter NP
has a surface area of ∼531 nm2), where each AuNP had ∼15 ssDNA adsorbed,
which translated to 0.028 ssDNA per nm2. Using this surface coverage as a guide
(0.028 ssDNA per nm2), this can indicate an approximate loading of two ssDNA
on a 5 nm diameter AuNP (with a surface area of 7.8 nm2).
Another study by Wu et al.,152 also investigated (using ﬂuorescent tagging of
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ssDNA) the number of adsorbed ssDNA on AuNPs with a diameter of ∼130 A˚.
These ssDNA were slightly longer (27 base-length) than the previous study but
gave a similar result of 13 ± 2 ssDNA per NP (for a surface area of 531 nm2).
However, these authors also performed the ﬂuorescence experiments on AuNPs
with a diameter of ∼50 A˚ and found that the adsorbed number ssDNA was 7 ±
1. This indicated that the surface area that each ssDNA encompasses can vary
depending on the size of the AuNP.
The studies mentioned above150,152 indicate that several ssDNA can simulta-
neously adsorb onto a 50 A˚ diameter AuNP surface, which means that loading
eﬀects could impact the conformation of either a DNA hairpin or an unfolded ss-
DNA. However, it was important to determine that any perceived loading aﬀects
were not just artifacts of the adsorption of the DNA hairpin onto a non-planar
aqueous AuNP interface. For this reason, the adsorption of a lone DNA hairpin
onto a citrate-capped aqueous AuNP interface was investigated and compared
to the results of the DNA hairpin adsorption onto an equivalent citrate-coated
aqueous planar Au(111) interface. The adsorption of two DNA hairpins (in close
proximity to one-another) was also investigated. This was to determine if loading
aﬀects are present even when the AuNP does not have the maximum number of
possible DNA chains adsorbed. The diameter of the AuNP was chosen because it
was at the smallest end of the size scale of AuNPs that were used in colorimetric
detection. Because each DNA hairpin simulated increases the computational cost,
a two DNA system was devised where both DNA hairpins are oriented within 15
A˚ of one another to try and impart loading eﬀects without the need to simulate
six-to-eight DNA hairpins in a single simulation.
Currently in the literature there is an absence of theoretical studies that inves-
tigate the interaction of citrate with either ssDNA or a DNA duplex in an aqueous
environment, where experimental studies have been unable to describe this in-
teraction at an atomistic scale. However, several theoretical studies (using MD
simulations) have investigated the direct adsorption of untethered ssDNA chains
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onto aqueous Au interfaces.227,229,410,411 However, to the best of our knowledge,
only a study by Samanta et al.410 has simulated the adsorption of an untethered
ssDNA chain at an AuNP surface in aqueous solution. However, in this case the
AuNP surface was bare with no capping-ligands and the MD simulation was run
for a relatively short time-scale (1.5 ns). This demonstrates that no other studies
in the literature have performed an in-depth investigation of the adsorption of
ssDNA onto a ligand-capped AuNP surface in aqueous solution. Therefore the
simulation of the adsorption of ssDNA onto a citrate-coated AuNP in aqueous
solution, presented in this chapter, has not been published elsewhere. The results
from these simulations were used to determine the adsorption mechanism of both
folded and unfolded ssDNA chains at a citrate-capped AuNP in aqueous solution,
where the presence of several ssDNA chains could impart loading aﬀects on the
conformation of the AuNP-adsorbed ssDNA.
6.2 Methodology
In this Chapter, molecular dynamics (MD) simulations were used to model the
DNA hairpin sequence (5’)GGATAATTTTTTATCC(3’) at bare aqueous Au-
(111) planar interface, a citrate-coated aqueous Au(111) planar interface and a
citrate-capped AuNP aqueous interface. All simulations of this DNA hairpin
were performed with the GROMACS241,242 (version 5.0.x) software package. The
generation of the initial idealised structure of the DNA hairpin was described in
Section 5.2.1.1 of Chapter 5. Visual inspections of our simulations were carried
out using the VMD software package.442
6.2.1 System Setup
Three types of systems were investigated; the DNA hairpin adsorbed at a bare
aqueous Au(111) interface, the DNA hairpin adsorbed at a citrate coated aqueous
Au(111) interface and the DNA hairpin adsorbed at an aqueous citrate-capped
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AuNP aqueous interface. In all systems, the DNA hairpin was described using the
CHARMM27 FF,224 see Chapter 2.2 for a description of the reasoning for the se-
lection of the CHARMM27 FF to describe the DNA molecule. The description of
liquid water molecules was based on the CHARMM-modiﬁed version of the TIP3P
potential.192 Counterions were included to ensure the overall charge neutrality of
the system. The citrate molecules were modelled using a FF developed by Wright
et al.,443 which was constructed to reproduce the aqueous citrate anion structure
found from ﬁrst-principles simulations. The Au(111) surface and AuNP was mod-
elled using a modiﬁed version of the CHARMM-METAL FF (MCM),261,466 where
Bedford et al. scaled one of the two hetero-atomic Lennard-Jones parameters (εij,
see Chapter 2.2.2) so that the amount of overbinding of molecular adsorbates at
the aqueous metal interface would be limited (see Chapter 2.2.3).
All DNA hairpin and GolP-CHARMM197,198,201 (GC) metal-containing simu-
lations were presented in Chapter 5 and were compared with the corresponding
MCM metal-containing simulations. The GC and MCM Au(111) slabs featured
lateral dimension of 58.6×60.9 A˚2 and 57.7×59.9 A˚2 respectively, with a slab
thickness of ﬁve atomic layers. The cell dimension perpendicular to the Au(111)
surface was adjusted such that the water density in the centre of the space between
the slab and its periodic image recovered the target density of TIPS3P water for
each target temperature. For all systems, the Lennard-Jones non-bonded inter-
actions switched oﬀ between 10.0 and 11.0 A˚, and a cutoﬀ of 12.0 A˚ was used
for the partial mesh Ewald (PME)244 summation. The system temperature was
regulated via the Nose´-Hoover thermostat.300,301 Newton’s equations of motion
were integrated using the Leapfrog algorithm,296 with a time step of 1 fs, with
frames being saved every 1 ps. All simulations that used the NPT ensemble
were carried out at a pressure of 1 bar, maintained using the Parrinello-Rahman
barostat at the desired temperatures.302 These NPT simulations were used to
ﬁnalise the simulation cell dimensions for the AuNP systems to ensure that the
bulk density of liquid in each simulation cell was consistent with the TIPS3P bulk
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water density at 1 atmosphere, at the desired temperature.
6.2.1.1 Citrate Surface Adsorption Metadynamics Simulations
The free energy of adsorption at both the aqueous GC and MCM Au(111) inter-
faces for a single citrate molecule, was calculated using GROMACS in partner-
ship with the software package PLUMED 2.2.467 The system contained either a
GC or MCM Au(111) slab as described above, one citrate adsorbate, three Na+
counterions and 4593 modiﬁed TIP3P water molecules. The cell dimension per-
pendicular to the GC and MCM Au(111) interfaces was adjusted to 50.3 A˚ and
51.4 A˚, respectively, such that the water density in the centre of the simulation
cell recovered the target density of the modiﬁed TIP3P water at 300 K.
To calculate the free energy of adsorption, well-tempered metadynamics sim-
ulations329 (refer back to Chapter 2.5.1) were run for 260 ns and 100 ns, for the
aqueous GC and MCM Au(111) planar interfaces, respectively, in the canonical
(NVT ) ensemble at 300 K. The simulations were run until the ﬂuctuations of the
average free energy of adsorption had ceased changing appreciably as a function
of time. Four diﬀerent starting conﬁgurations of the citrate (two adsorbed at
the Au(111) interface and two at the centre of the inter-slab space directly pro-
portional to the surface) were used to perform Multiple Walkers Metadynamics
simulations,468 for the purpose of improving sampling. A bias was applied to the
centre of mass (c.o.m.) of the citrate adsorbate in the direction perpendicular
to the Au(111) surface, where the distance from the c.o.m. of the citrate to the
Au(111) surface is deﬁned as the collective variable (CV). These four initial con-
ﬁgurations were used so that four diﬀerent Gaussian potentials could be added
along the trajectory of the CV simultaneously at each time interval. Gaussians of
1.0 A˚ width were deposited every 1 ps, and the initial Gaussian height was set to
0.10 kJ mol−1, while a bias factor of 10 was used. The bias factor, Gaussian height
and width were chosen so that our results would be directly comparable with the
results calculated by Wright et al.,444 which used the values stated above.
255
The free energy of adsorption was extracted using the integration method
described in Chapter 2.5.2, where due to the symmetric nature of the resulting
proﬁles, two estimates of the binding aﬃnity could be generated per run. The
ﬁnal free energy of adsorption was calculated from the average of the free energy
of adsorption over the last 50 ns, so that the ﬁnal value is representative of the
ﬂuctuations in the free energy of adsorption as a function of time. The uncertainty
in the free energy was determined using the same approaches described in Chapter
3.2.2. The integration method was chosen over measuring the diﬀerence between
the free energy proﬁle corresponding to the adsorbate in the bulk region and
the free energy corresponding to the free energy minimum (used by Wright et
al.444). This was because the integration method takes into account not only the
maximum well depth but also the width of the well, which better captures the
free energy for adsorption.
6.2.1.2 DNA Hairpin Adsorption at the MCM Au(111) Interface:
System Setup
In the presence of an aqueous MCM Au(111) interface, two types of simulations
were carried out at diﬀerent temperatures, for the purpose of ascertaining whether
the MCM FF could suitably represent DNA adsorption at an aqueous Au inter-
face. Both of these simulation types used the MCM FF261,466 in partnership with
the CHARMM27224 and modiﬁed TIP3P192 FFs. These simulations were done
to determine whether there was a diﬀerence in the non-covalent interaction of the
DNA with either the MCM or GC (see Chapter 5) aqueous Au(111) interface.
The ﬁrst type of MCM Au(111) simulation was similar to the bare aqueous
GC Au(111) interface simulations with the low Na+ concentration in Chapter
5.3.2 (with the GC slab replaced by the MCM slab), with the idealised DNA
hairpin in three diﬀerent initial orientations (as depicted in Fig. 5.3) above the
Au(111) surface. The cell dimension perpendicular to the Au(111) surface ranged
from 97.2 – 107.2 A˚, with respect to each target temperature (300 K and 400 K).
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A 0.5 ns simulation in the NVT ensemble was run either at 300 K or at 400 K;
the DNA atoms were held ﬁxed. These simulations were run in triplicate at each
temperature (300 K and 400 K), which amounted to a total of six simulations.
This was to allow for the solvent in the system to structurally equilibrate, while
retaining the idealised DNA hairpin conﬁguration. The ﬁnal equilibrated systems
were then run independently in duplicate for each orientation at both tempera-
tures (300 K and 400 K) in the NVT ensemble, for 100 ns each. Each system was
simulated for 100 ns, because it was determined that the metrics measuring disor-
der had stopped ﬂuctuating signiﬁcantly by this point, which indicated that the
system had reached structural equilibrium. The purpose of the MCM Au(111)
simulations was to investigate the reproducibility of our ﬁndings at both 300 and
400 K, irrespective of the initial orientation of the DNA hairpin in relation to the
Au(111) surface.
The second type of MCM Au(111) simulations investigated the adsorption of
the DNA onto a citrate-coated aqueous Au(111) interface, and considered three
diﬀerent conﬁgurations of a citrate over-layer that coated the Au(111) surface.
These three initial starting conﬁgurations known as “above” citrate layer, “dense”
citrate layer and “diﬀuse” citrate layer, were produced by replacing the GC slab
(see Chapter 5) with a MCM slab, while keeping the rest of the initial conﬁg-
urations identical. As the lateral dimensions of the cell were slightly diﬀerent
between the GC and MCM slabs, a 0.5 ns simulation in the NVT ensemble was
run both at 300 K and at 400 K for each citrate conﬁguration; with only water
molecules and Na+ free to move (structural equilibrating only the water and Na+
in the system). The ﬁnal equilibrated systems were then run independently in
duplicate for each citrate over-layer conﬁguration at both temperatures 300 K
and 400 K in the NVT ensemble. All systems were simulated for 100 ns, except
for the “dense citrate” system at 400 K, which needed an extended run of 150
ns, so that equilibrium could be reached (as determined by the metrics used to
quantify disorder). After verifying that the MCM FF could indeed adequately
257
reproduce the adsorption characteristics of ordered and disordered DNA at the
aqueous Au(111) interface (with and without a citrate over-layer), the next step
was to investigate the adsorption of DNA at a spherical AuNP surface.
6.2.1.3 DNA Adsorption at the Aqueous Citrate-Capped AuNP In-
terface: System Setup
In this study, a AuNP with a diameter of 50 A˚ (AuNP was obtained from Bedford
et al.261 and had a total of 3884 Au atoms), was capped with 109 citrate anions
evenly dispersed on the AuNPs surface. The surface area coverage of the citrate
anions (citrate anions per A˚2), was kept similar to the surface coverage of citrate
anions at the aqueous planar Au(111) surface reported in Section 6.2.1.1. As
reported by Wu et al.,152 the maximum loading on an AuNP with a diameter of
∼50 A˚ was six-to-eight. Therefore, we investigated two systems containing either
one or two DNA hairpins adsorbed at the aqueous citrate-capped AuNP inter-
face, where the DNA chains in the two-DNA system were spaced apart within 15
A˚ of one another. Herein these two systems are denoted as “AuNP-1DNA” and
“AuNP-2DNA”. Each of these two systems had a periodic simulation cell dimen-
sion of 120×120×120 A˚3, and contained either one or two DNA chains, 1 AuNP,
109 citrate anions, 357 Na+ counterions and 52763 TIPS3P water molecules. To
prepare each system, a 0.5 ns simulation in the NPT ensemble was performed at
either 300 K or 400 K with the DNA held ﬁxed in space in the idealised initial
conﬁguration with all other atoms free to move. These NPT simulations were
performed so that the target density of TIPS3P water was recovered for both of
the temperatures used (300 K and 400 K). For the AuNP-1DNA system, three
initial DNA hairpin conﬁgurations were used, where the ‘head’, ‘side’ and ‘tail’
orientations were used (as depicted in Fig. 6.1a). However, for the AuNP-2DNA
system, only the ‘head’ and ‘tail’ orientations were used (as depicted in Fig. 6.1b),
because the ‘side’ orientation was not expected to provide any new information
(see Results Section 6.3). The ﬁnal equilibrated systems were simulated inde-
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pendently in triplicate for each orientation for 50 ns at 300 K and for 100 ns at
400 K in the NVT ensemble. Each simulation was simulated until it was deter-
mined that the individual DNA molecules had reached structural equilibrium (as
determined by the metrics used to quantify the level of disorder).
Figure 6.1: Initial conﬁgurations of a citrate-capped AuNP with either a) one
or b) two DNA hairpins in either the “head”, “side” or “tail” initial orientation.
Water is not shown for clarity. Na+ are shown in purple, and citrate anions are
shown in white.
6.2.2 Simulation Analysis
For cross comparison, the same metrics as described in Chapter 5 were used to
describe the degree of disorder, extension and adsorption onto the Au surface
of the DNA hairpin; the surface accessible area of the AuNP surface was also
calculated in the same manner described in Chapter 5. All distances in these
analyses between the AuNP and components of the DNA hairpin (i.e. phosphorus
atom of base) were deﬁned as the distance from these components to the nearest
259
Au atom.
The analyses that quantify the degree of disorder of the DNA hairpin include
1) the root mean-square deviation (RMSD) in the backbone atomic positions as
a function of time, 2) the number of stacked bases in the DNA hairpin (referred
to herein as the stacking number), 3) the number of inter-base hydrogen bonds
between all bases (excluding backbone hydrogen bonds), 4) the average radius
of gyration Rg of the DNA backbone, and 5) the end-to-end distance of the
DNA hairpin, expressed as the percentage of the theoretical maximum possible
extension of the DNA hairpin. There was also an analysis of the DNA hairpin
adsorption at the aqueous Au interface, which included the number of bases
adsorbed at the aqueous Au interface and the average distance of the backbone
phosphorus from the nearest Au atom. The percentage of solvent accessible
surface area (SASA) of the Au surface that was not obstructed by the citrate
over-layer was also calculated.
In this Chapter additional analysis of the citrate over-layer was performed
to determine the density of the citrate over-layer at both the aqueous GC and
MCM Au(111) interface. To quantify the citrate density at the Au(111) surface,
the GROMACS utility gmx density241,242 was used to generate the mass density
of the citrate atoms as a function of the distance from the surface layer of the
aqueous Au(111) interface. The mass density of the citrate atoms as a function
of the distance was calculated from the trajectories pertaining to the last 20
ns of each simulation. This mass density of the citrate atoms was normalised
and represented as a fraction of the sum of total citrate density as a function of
distance from the Au(111) surface (probability distribution).
6.3 Results
In Chapter 5, the structural changes that a DNA hairpin undergoes as a func-
tion of time were probed, at various investigated temperatures, both in solution
and adsorbed at an aqueous Au(111) interface. Following on from this work, the
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adsorption of an ordered and disordered DNA hairpin at an aqueous spherical
AuNP interface was investigated next. However, before investigating the adsorp-
tion of DNA at an aqueous citrate-capped MCM AuNP interface, we had to check
that the MCM FF could suitably capture the adsorption of both the ordered and
disordered DNA molecule at the aqueous Au(111) interface, which was originally
investigated using the GC FF (see Chapter 5).
6.3.1 Reliability of the MCM FF to Model DNA adsorp-
tion at the Aqueous Au(111) Interface
The ﬁrst step in deciding whether the MCM FF was suitable at capturing the rel-
evant adsorption characteristics of an ordered and disordered DNA hairpin was to
compare the quantiﬁed level of disorder of the DNA hairpin at the aqueous MCM
Au(111) planar interface, with the level of disorder at the aqueous GC Au(111)
planar interface (see Chapter 5 for DNA hairpin adsorption at the aqueous GC
Au(111) planar interface). For this investigation the DNA hairpin was simulated
in three diﬀerent starting orientations, adsorbed at the aqueous Au(111) planar
interface, at both 300 K and 400 K. These temperatures were selected as they
represent the idealised ordered and disordered ssDNA conformations. Herein, the
MCM Au(111) planar interface simulation results were compared with the GC
Au(111) results previously calculated (see Fig. 6.2 and 6.3).
Figure 6.2 compares the metrics used to quantify the degree of disorder of
the DNA at the MCM and GC aqueous Au(111) planar interfaces. These data
showed that there was no statistically-signiﬁcant diﬀerence between the MCM
and GC aqueous Au(111) planar interfaces at either 300 K or 400 K for any of
these metrics, except for the average stacking number at 400 K (see Fig. 6.2b).
The average base stacking number at 400 K was lower on the MCM aqueous
Au(111) planar interface, which could have been due to the stronger adsorption
strength of the bases at the MCM aqueous Au(111) planar interface over the
GC aqueous Au(111) planar interface. However, this diﬀerence was not large
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Figure 6.2: DNA hairpin adsorbed at the GolP-CHARMM (GC) and modi-
ﬁed CHARMM-Metal (MCM) aqueous Au(111) planar interfaces at 300 and 400
K; a) average RMSD, b) average stacking number, c) average number of inter-
base hydrogen bonds, d) average radius of gyration, and e) average end-to-end
distance.
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and the overall trend was recovered, where the average stacking number drops
signiﬁcantly between 300 K and 400 K, as the DNA hairpin transitions from
an ordered state to a disordered state. Overall these metrics indicated that the
MCM Au(111) interface could adequately represent the degree of disorder of the
adsorbed DNA at an aqueous Au(111) planar interface.
As well as comparing the degree of disorder, it was important to determine
whether there was a diﬀerence in the metrics used to capture adsorption (see
Fig. 6.3). It was observed that there was a statistically-signiﬁcant diﬀerence
between the number of adsorbed bases at MCM and GC aqueous Au(111) planar
interfaces. Since the number of adsorbed bases was slightly greater for the MCM
Au(111) planar interface, these data indicate that the MCM FF supported slight
overbinding, at least related to the GC FF. However, this overbinding did not
aﬀect the overall trend in the number of bases adsorbing onto the surface or
the average phosphate distance from the Au(111) surface. In conclusion, the
MCM FF adequately described the adsorption of the ordered and disordered
DNA conformations at an aqueous Au(111) interface, with evidence of only slight
overbinding of the bases at the interface at least related to the GC FF.
6.3.2 Inﬂuence of Citrate Over-layers on DNA adsorption
at the GC and MCM Aqueous Au(111) Interface
A common approach to preventing the aggregation of AuNPs in aqueous solution
implements the use of non-covalently adsorbed citrate over-layers,67,68 which gives
each AuNP an overall negative charge that can help to repel other AuNPs in
solution. For this reason we were interested in investigating the adsorption of
ordered and disordered DNA on a citrate-capped AuNP, which ﬁrst required
assessment of whether the MCM FF adequately described the adsorption of both
citrate and DNA at an aqueous Au(111) interface.
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Figure 6.3: Data for the DNA hairpin adsorbed at the GolP-CHARMM (GC)
and modiﬁed CHARMM-Metal (MCM) aqueous Au(111) planar interfaces at 300
K and 400 K; a) average number of adsorbed bases, and b) average distance of
phosphorus from the nearest Au atom.
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6.3.2.1 Adsorption Free Energy of Citrate at an Aqueous GC and
MCM Au(111) Interfaces
In Section 6.3.1, evidence was provided that indicated that there was slight ov-
erbinding of the DNA bases at the aqueous MCM Au(111) planar interface. It
follows from this result that other molecules such as citrate might also overbind to
the MCM aqueous Au(111) planar interface. To investigate whether citrate did
overbind at the aqueous MCM Au(111) interface, well-tempered metadynamics
simulations were employed to calculate the adsorption free energy of a single
citrate molecule at both the aqueous GC and MCM Au(111) planar interfaces.
The adsorption free energy proﬁle of the citrate at both the GC and MCM
at the aqueous Au(111) planar interface is displayed in Figure 6.4. These two
free energy proﬁles displayed similar trends, where the free energy barrier was
located approximately the same distance from the surface for both metal FFs.
This indicates that the citrate adsorbing to the MCM Au(111) interface had to
displace the second water layer at the interface to become favourably adsorbed.
The second water layer was described by Wright et al.444 to coincide with the
energy barrier between the two minima on the free energy proﬁle. However, the
minimum of the citrate adsorption at the aqueous MCM Au(111) interface was
located closer to the Au(111) planar surface, which is likely due to the stronger
adsorption of citrate at the aqueous MCM Au(111) interface pulling the citrate
closer to the Au surface.
The calculated free energy of adsorption for the citrate at the aqueous GC
Au(111) interface (–3.0 ± 0.7 kJ mol−1) was signiﬁcantly lower than that at the
aqueous MCM Au(111) interface (–5.9 ± 0.8 kJ mol−1), which indicated that the
citrate molecule was slightly overbinding at the aqueous MCM Au(111) interface
relative to the GC aqueous Au(111) planar interface. Both the free energy proﬁle
and the calculated free energy of adsorption show slight overbinding of the citrate
at the aqueous MCM Au(111) interface, which could impact the conformation of
the citrate over-layer. This was because the citrate adsorbed closer to the MCM
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Figure 6.4: Change in free energy proﬁles of citrate adsorption at the aque-
ous GolP-CHARMM (GC), and Modiﬁed-CHARMM-METAL (MCM) Au(111)
interface.
Au(111) planar surface, and was likely to be less mobile on the MCM Au(111)
surface than the GC Au(111) surface.
To determine whether the CV of the citrate adequately sampled the free
energy landscape, the coordinate perpendicular to the Au(111) surface of the
CV (c.o.m. of the citrate) as a function of time was displayed for one of the
four parallel walks for both metal surfaces (6.5a and 6.5b). These plots showed
that the CV was frequently sampling both the top and bottom of the metal slab
and the space in between, which indicated that the free energy landscape at
both interfaces was being adequately sampled. In Figures 6.5c and 6.5d, the free
energy of adsorption as a function of time was displayed, which was calculated
from the parallel walks at each time interval. Minor ﬂuctuations in the adsorption
free energy were still present in the adsorption free energy as a function of time,
where the possible causes for this were discussed in Chapter 3.3.1.2. From these
results it can be concluded that by 260 ns and 100 ns for the aqueous GC and
MCM Au(111) planar interfaces, respectively, there is only a marginal changing in
the free energy of adsorption, which indicates that the simulation had converged.
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Figure 6.5: Sampling and description of the free energy landscape of citrate
at the aqueous CM Au(111) interface. Exemplar plot of the CV value (c.o.m.
distance from surface) as a function of time for one of the parallel walks of a)
GC Au(111) surface and b) MCM Au(111) surface; the integrated adsorption free
energy as a function of time for c) GC Au(111) surface and d) MCM Au(111)
surface.
It can be concluded that even though there was slight overbinding of the cit-
rate at the aqueous MCM Au(111) planar interface, the location of the features of
both free energy proﬁles was similar. However, this stronger binding could hinder
directly adsorbed citrate molecules from rearranging and forming the second cit-
rate surface-adsorbed layer, which would be part of the 3D branching structures
previously observed (see Chapter 5.3.3.2).
6.3.2.2 Comparison of the Adsorption of DNA at Citrate-Coated A-
queous MCM and GC Au(111) Planar Interfaces
It was important to check not only whether the MCM FF could adequately rep-
resent the adsorption characteristics on a bare aqueous Au interface, but also if
this held true at a citrate-coated aqueous Au(111) planar interface. As shown in
Section 6.3.2.1, the free energy of adsorption of the citrate was stronger at the
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aqueous MCM Au(111) interface than the aqueous GC Au(111) interface. This
indicated that the citrate overbinding at the aqueous MCM Au(111) interface
could aﬀect the conformation of the citrate over-layer and in turn aﬀect the ad-
sorption of the DNA. For this reason we compared the adsorption of the DNA
hairpin at 300 K and 400 K, at both aqueous Au(111) planar interfaces with
identical “above”, “dense’ and “diﬀuse” starting conﬁgurations for the citrate
over-layer (as described in Chapter 5).
To determine if use of the MCM FF impacted on the level of disorder of the
DNA hairpin at both 300 K and 400 K, the same metrics for the level of disorder
mentioned previously were used here. Of these metrics, only the RMSD (see Fig.
6.6) and the percentage of maximum extension (see Fig. 6.7) are presented, which
was due to the same trends being reﬂected by the stacking number, number of
hydrogen bonds, and radius of gyration metrics. In both Figures 6.6 and 6.7, it
was observed that there was no statistically signiﬁcant diﬀerence between any of
the results at 300 K, which indicates that the overbinding at the MCM Au(111)
planar interface had not signiﬁcantly aﬀected the conformation of the DNA hair-
pin at room temperature. At 400 K, the ‘above’ and ‘diﬀuse’ results showed
no statistically-signiﬁcant diﬀerence between the two metal FFs. However, a
statistically-signiﬁcant diﬀerence was observed for the ‘dense’ citrate over-layer,
which indicated that the compactness of the citrate over-layer along with direct
contact at the start of simulations, allowed the DNA to become more extended
and disordered at the aqueous MCM Au(111) planar interface in this case. The
extra chain extension in the ‘dense’ citrate case indicated that the overbinding of
both the DNA and the initial conﬁguration of the system impacted the adsorption
of the DNA at the aqueous Au(111) planar interface. In the initial conﬁguration
of ‘dense’ citrate system, the DNA was initially placed in direct contact with the
surface and was surrounded by citrates that were mostly in direct contact with
the surface.
The greater level of disorder for the DNA at the ‘dense’ interface at 400
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Figure 6.6: Average RMSD of the DNA hairpin at the citrate-coated GolP-
CHARMM (GC) and modiﬁed CHARMM-Metal (MCM) aqueous Au(111) planar
interfaces; a) “above” citrate, b) “dense” citrate and c) “diﬀuse” citrate layers.
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Figure 6.7: Average percentage of extension of the DNA hairpin adsorbed at
the citrate-coated GolP-CHARMM (GC) and modiﬁed CHARMM-Metal (MCM)
aqueous Au(111) Planar interfaces; a) “above” citrate, b) “dense” citrate and c)
“diﬀuse” citrate layers.
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K indicated that there was a stronger interaction between the disordered DNA
and the aqueous MCM Au(111) interface, than the corresponding aqueous GC
Au(111) interface. In Figure 6.8b it was observed that the only diﬀerence between
the number of adsorbed bases at the aqueous GC and MCM Au(111) interfaces
occurred at 400 K, on the ‘dense’ citrate-layer. It was noted that the number of
adsorbed bases on the MCM Au(111) surface at 400 K was close to the maximum
of sixteen possible adsorbed bases. This provided more evidence that in the case of
the ‘dense’ citrate-layer, the DNA hairpin became more disordered and adsorbed
onto the MCM aqueous Au(111) planar interface, which was related to the initial
conﬁguration of the citrate over-layer.
To determine whether the overbinding of citrate impacted the citrate over-
layers that form on the aqueous Au(111) planar interface, the percentage of SASA
of the Au(111) surface and density of the citrate at the Au(111) surface was cal-
culated (see Figures 6.9 and 6.10). Figure 6.9 demonstrates that there was a
statistically signiﬁcant diﬀerence between the SASA (i.e. the percentage of ex-
posed Au surface) of the GC and MCM Au(111) planar surfaces. Even though
the initial percentage SASA was identical for both Au(111) surfaces, the amount
of SASA accessible Au does not increase as drastically at the MCM Au(111) pla-
nar surface as the GC Au(111) planar surface. This indicated that the density
of ﬁrst layer citrate anions would be higher for the MCM Au(111) surface than
the GC Au(111) surface. To test this hypothesis, density proﬁles were generated
for each citrate conﬁguration, at each temperature (see Fig. 6.10). As expected,
for each density proﬁle there were two peaks, corresponding to citrate anions
directly adsorbed to the surface and those not directly adsorbed.444 These den-
sity results were highly complementary to the SASA results, because a higher
SASA percentage of the Au surface (for example arising from the initial ‘diﬀuse’
citrate conﬁguration) correlated with less surface coverage of the Au surface by
the citrate over-layer (forming 3D branching structures), which leads to a broader
distribution of the density proﬁle as more citrate anions are further from Au(111)
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Figure 6.8: Average number of adsorbed bases at the aqueous Au interface at
the citrate-coated GolP-CHARMM (GC) and modiﬁed CHARMM-Metal (MCM)
aqueous Au(111) planar interfaces; a) above citrate, b) dense citrate and c) diﬀuse
citrate layers.
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planar surface. However, the density proﬁles corresponding to the MCM Au(111)
results at both 300 K and 400 K, indicated that there was a higher citrate density
in the ﬁrst citrate layer (due to larger ﬁrst peak amplitude on average) and that
the citrate anions were adsorbed closer to the Au(111) surface (indicated by the
ﬁrst peak being closer to the Au(111) surface). Even though the density proﬁles
of both the GC and MCM aqueous Au(111) planar interfaces did not perfectly
coincide, their overall trends were similar, in that there were two peaks, indicating
the presence of a citrate over-layer with a similar structural conﬁguration.
It can be concluded that the overbinding of both the DNA and the citrate
anions at the aqueous MCM Au(111) interface had little impact on the overall
adsorption trends compared with those from the GC Au(111) interface. From
these results we determined that the MCM FF was adequate for capturing the
overall trends of a DNA hairpin adsorption onto a citrate capped AuNP, which
is discussed in the next section.
6.3.3 Adsorption of DNA onto a Citrate-Capped AuNP
at Various Temperatures
In the previous sections it was shown that MCM Au(111) planar surface could
adequately represent the adsorption of a DNA hairpin at an aqueous Au(111) pla-
nar interface. The aim in this chapter was to investigate the adsorption of both
the ordered and disordered DNA on a citrate-capped AuNP and determine if the
curvature of the aqueous Au interface impacted the adsorption of the DNA; while
also determining if there were any loading aﬀects caused by DNA adsorbing in
close proximity to one another. Herein, two systems were investigated, containing
either one or two DNA hairpins adsorbed on the AuNP surface, where both were
simulated both at 300 K and at 400 K. The ﬁrst system contained just a single
DNA hairpin (AuNP-1DNA), with the DNA oriented in either the ‘head’, ‘side’
or ‘tail’ orientation (see Fig. 6.1a). For the second system, two DNA hairpins
were conﬁgured within 15 A˚ of each other in either ‘head’ or ‘tail’ orientation (see
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Figure 6.9: Average percentage of solvent accessible surface area (SASA) for
citrate-coated GolP-CHARMM (GC) and modiﬁed CHARMM-Metal (MCM)
aqueous Au(111) planar interfaces; a) above citrate, b) dense citrate and c) diﬀuse
citrate layers.
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Figure 6.10: Citrate density as a function of distance from the GolP-CHARMM
(GC) and modiﬁed CHARMM-Metal (MCM) aqueous Au(111) planar interfaces;
a) above citrate at 300 K, b) above citrate at 400 K, c) dense citrate at 300 K,
d) dense citrate at 400 K, e) diﬀuse citrate at 300 K, f) diﬀuse citrate at 400 K.
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Fig. 6.1b). It was envisioned that by placing the DNA hairpins reasonably close
to one another, loading eﬀects could be probed without the need to simulate up-
wards of seven DNA hairpins adsorbed on a single AuNP. The eﬀect of the initial
orientation of the DNA hairpin was investigated in detail, along with detecting
loading eﬀects, which are discussed herein.
In Figure 6.11, exemplar ﬁnal conformations of the DNA hairpin are presented
for both the AuNP-1DNA and AuNP-2DNA systems at 400 K. It was observed
(see Fig. 6.11a) in the AuNP-1DNA system, that the disordered DNA mostly
extended out on the AuNP surface, in the patches of solvent-exposed Au between
the citrate over-layer. However, in some of these AuNP-1DNA and AuNP-2DNA
systems there were instances where DNA chain draped over a portion of the
citrate over-layer, while the rest of the DNA chain adsorbed directly onto the
AuNP surface. From visual inspection of the AuNP-1DNA system trajectories,
the DNA hairpin at 400 K became fully disordered, while at 300 K, the DNA
hairpin retained its initial orientation with respect to the AuNP surface. However,
for the AuNP-2DNA system, it appeared that the presence of a second DNA chain
in some instances prevented one or both of the DNA hairpins from becoming fully
disordered at 400 K, which implied that some form of loading eﬀect was present
(see Figs. 6.11b and 6.11c, respectively). To probe the presence of loading eﬀects,
the same metrics used previously have quantiﬁed the level of disorder of the DNA
at the aqueous citrate-capped AuNP interface.
The next two sections (Sections 6.3.3.1 and 6.3.3.2) present the results of the
metrics used to quantify the disorder of the DNA and its adsorption onto the
AuNP at 400 K. As described in Sections 6.3.1 and 6.3.2.2, at 400 K, the DNA
hairpin becomes disordered and adsorbs as a ssDNA, rather than as a folded DNA
hairpin structure (as seen at 300 K). In the context of colorimetric detection, the
DNA hairpin at 400 K can be considered as similar to the scenario described
by the adsorption of a ssDNA, which would prevent the aggregation of AuNPs
when the charge of the citrate is screened by salt in solution (see Chapter 4.1).
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Figure 6.11: Exemplar ﬁnal structures of the DNA hairpin Adsorbed on a
citrate-capped AuNP at 400 K. a) represents the adsorption of a single DNA
molecule, b) ‘head’, and c) ‘tail’ orientations of two adsorbed DNA molecules.
Water molecule are not shown for clarity. Na+ ions are shown in purple, citrate
in white.
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In Section 6.4 the results of the 300 K simulations were grouped together and
discussed as a whole, because the initial DNA orientation did not appear to
impact the ﬁnal adsorption results of the DNA hairpin at 300 K.
6.3.3.1 Adsorption of a Single DNA hairpin onto a Citrate-Capped
AuNP at 400 K
The ﬁrst step in elucidating the atomic level adsorption of ssDNA onto citrate-
capped AuNPs, was to investigate the adsorption of one DNA chain. In this
section, the adsorption of a single DNA hairpin onto a citrate-capped AuNP at
400 K is discussed, where no loading eﬀects from other adsorbed DNA hairpins
would be present. As was done for the ﬂat Au(111) surface, the three initial
orientations (‘head’, ‘side’ and ‘tail’) of the DNA hairpin at the AuNP were
investigated. For each orientation, the same metrics mentioned in the methods
(see Section 6.2.1.3), were used to quantify the level of disorder for the DNA
at 400 K (see Fig. 6.12). In Figure 6.12a, the average RMSD of the ‘head’
orientation is greater than the other two orientations, which indicated that the
‘head’ orientation could induce more eﬀective unfolding of the DNA hairpin.
However, because this diﬀerence is not statistically signiﬁcant, the RMSD metric
alone did not provide enough information to draw a deﬁnitive conclusion. The
radius of gyration also shows the same trend, where the head orientation was
less compact overall. However, there was a statistically signiﬁcant diﬀerence
between the average number of inter-base hydrogen bonds in the ‘head’ and ‘tail’
orientations (see Fig. 6.12c). This suggested that the base-pair directly adsorbed
onto the AuNP surface in the ‘tail’ orientation may have been held in place for the
majority of the simulation time, while all inter-base hydrogen bonding was lost
for the ‘head’ orientation. In Chapter 5.3.2.3 it was shown that the DNA hairpin
frays at either end of the DNA hairpin stem as the DNA hairpin transitions from
an ordered state to a disordered state. This means that the ‘tail’ orientation may
have hindered the transition from an ordered state to a disordered state at 400
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K, by preventing the fraying of the bases at the tail of the stem.
To further clarify that the initial orientation impacted the adsorption of the
DNA hairpin onto the aqueous citrate-capped AuNP at 400 K, we quantiﬁed the
number of bases adsorbed onto the AuNP and the average phosphorus distance
from the surface (see Fig. 6.13). The average number of adsorbed bases for each
orientation indicated that there was a statistically signiﬁcant diﬀerence between
the ‘head’ and ‘side’ orientations. For the ‘tail’ orientation, the number of bases
on the surface was extremely variable. Of interest, the initial ‘side’ orientation
trajectory had very few bases adsorbed onto the surface, especially when com-
pared to the Au(111) results, which shared the same ‘side’ initial orientation in
both cases. Similar results were displayed for the average phosphate distance
from the Au surface, where there was a statistically signiﬁcant diﬀerence between
‘head’ and ‘side’ orientations of the DNA hairpin. This could indicate that the
initial orientation and curvature of the surface can impact the adsorption of the
DNA onto the aqueous Au interface.
It was shown experimentally that the maximum number of ssDNA molecules
that could adsorb onto a 50 A˚ diameter citrate-capped AuNP under aqueous
conditions was approximately seven.152 The results in this section did not take
into account the loading eﬀects that would be present in an experimental setting;
this was probed next.
6.3.3.2 Adsorption of Two DNA Hairpins onto an Aqueous Citrate-
Capped AuNP Interface at 400 K
In an experimental setting, several ssDNA are likely to adsorb onto a single
citrate-capped AuNP under aqueous conditions, which is why determining any
loading eﬀects could be helpful for understanding the atomic-level interactions oc-
curring in colorimetric detectors. As a ﬁrst step, it was determined that modelling
just two DNA hairpins within close proximity to one-another was an adequate
approach to investigating any possible loading eﬀects. This way, any apparent
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Figure 6.12: Data for one DNA chain at the citrate-capped aqueous AuNP
interface at 400 K; a) average RMSD, b) average stacking number, c) average
number of inter-base hydrogen bonds, d) average radius of gyration, and e) aver-
age end-to-end distance.
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Figure 6.13: Adsorption results for one DNA hairpin at the citrate-capped
aqueous AuNP interface at 400 K; a) average number of adsorbed bases, and b)
average distance of phosphorus from the nearest Au atom.
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loading eﬀects would only be due to the close proximity of the two ssDNA and not
as an eﬀect of overcrowding of the AuNP surface. As shown in the previous Sec-
tion 6.3.3.1, the initial orientation of the DNA hairpin at the AuNP impacted the
level of disorder and the amount of bases adsorbing onto the AuNP. For this rea-
son, two sets of simulations with both DNA hairpins in either the ‘head’ or ‘tail’
orientation (both orientations are extremes in terms of adsorption behaviour)
were used to investigate loading eﬀects.
When quantifying the level of disorder of these two DNA containing systems
it became apparent that a diﬀerence in the level of disorder appeared between
the two initial orientations (see Fig. 6.14). In particular, the average RMSD
showed a statistically signiﬁcant diﬀerence between the two orientations, where
the ‘tail’ orientation was less disordered than both the ‘head’ orientation and the
Au(111) planar surface results (see Fig. 6.14a). It appeared that the average
amount of deviation from the idealised DNA hairpin conformation was greater in
the one-DNA system (see Fig. 6.12a) than the two-DNA system (see Fig. 6.14a).
The greater level of disorder in the one-DNA systems indicated that the presence
of the second neighbouring DNA molecule could act to stabilise both DNA chain
conformations, which indicates the presence of a loading eﬀect (even with just
two out of a possible maximum loading of 6-to-8 DNA molecules). The other four
metrics showed a similar trend, but the diﬀerences between the two orientations
was not statistically signiﬁcant.
When the two-DNA hairpins adsorbed to the AuNP, the average number of
adsorbed bases at the AuNP surface over the last 20 ns of the simulation were
7.3 ± 1.1 and 5.6 ± 1.4, for the ‘head’ and ‘tail’ orientations, respectively (see
Fig. 6.15a). The average number of adsorbed bases at both the planar Au(111)
surface (10.0 ± 2.3) and the AuNP surface for the one-DNA system (12.6± 0.7
and 7.1 ± 3.1 for the ‘head’ and ‘tail’ orientations, respectively) were higher than
that of the two-DNA system. Because the average number of Au adsorbed bases
in the AuNP-2DNA system was lower than the AuNP-1DNA, it suggests that the
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Figure 6.14: Data for two DNA hairpin adsorbed at the citrate-capped aqueous
AuNP interface at 400 K; a) average RMSD, b) average stacking number, c)
average number of inter-base hydrogen bonds, d) average radius of gyration, and
e) average end-to-end distance.
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decrease could be due to AuNP-2DNA. For the AuNP-2DNA ‘head’ orientation,
the average number of bases adsorbed to the surface was less than that of the
planar Au(111) results, where for the AuNP-1DNA it was greater than that of the
Au(111) results. This provided more evidence that the close proximity of the two
DNA molecules was helping to stabilise each DNA chain structure and prevent
the adsorption of bases onto the AuNP. The average phosphorus distance from
the surface had a statistically signiﬁcant diﬀerence between the two orientations
for the ﬁrst 50 ns of the simulation run, which indicated that ‘tail’ orientation
remained upright for a longer period of time than the ‘head’ orientation, which
could have been due to the direct adsorption of guanine-adenine base-pair at the
base of the DNA hairpin stem at the start of the simulation. The combination
of hydrogen bonding and base stacking prevented the strongly adsorbed DNA
hairpin structure from quickly transitioning from an ordered state to a disordered
one at the AuNP surface, but as the system reaches equilibrium the DNA chains
had similar levels of disorder, irrespective of the initial DNA hairpin orientation.
It can be concluded that at 400 K, when the DNA hairpin unfolded and
became disordered, that the initial orientation of the DNA hairpins aﬀected the
ﬁnal results. The presence of a second DNA hairpin also imparted a loading
eﬀect (as the two DNA were in close proximity to one-another), in the form of
the two DNA molecules being less disordered, which allowed us to class this as a
stabilising eﬀect.
6.4 Discussion
What has not yet been discussed was the inﬂuence of the citrate over-layer that
was present on the AuNP or which of the three conﬁgurations of the citrate over-
layer on the Au(111) surface best represented that of the citrate over-layer on the
AuNP. It was important to determine what citrate conﬁguration on the Au(111)
best represented the conﬁguration of the citrate over-layer on the AuNP, so that
an optimal comparison between the results on the Au(111) surface and the AuNP
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Figure 6.15: Adsorption results for two DNA hairpin at the citrate-capped
aqueous AuNP interface at 400 K; a) average number of adsorbed bases, and b)
average distance of phosphorus from the nearest Au atom.
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could be made.
This was achieved by comparing the percentage of SASA on the MCMAu(111)
interface with that of a citrate-capped AuNP in the absence of a DNA hairpin
(see Fig. 6.16). At 300 K it appeared that the SASA percentage of the citrate-
capped AuNP was still increasing and could eventually equilibrate closer to the
percentage of the ‘diﬀuse’ citrate-coated Au(111) surface. However, at 400 K
the ﬂuctuations of the SASA percentage for the citrate-capped AuNP were mini-
mal, indicating that the citrate over-layer structure had equilibrated. The SASA
value of the citrate-capped AuNP at 400 K was closest to the SASA percent-
age of the ‘diﬀuse’ citrate conformation. However, citrate-capped AuNP had the
highest SASA percentage, which could indicate that there were fewer citrate an-
ions directly adsorbed onto the AuNP surface, perhaps due to the presence of
low-coordinated metal atom sites (that were not present in the Au(111) planar
surface). On the basis of these SASA data, all comparisons made between the ad-
sorption of the DNA hairpin onto the Au(111) and AuNP surfaces were between
the ‘diﬀuse’ citrate conﬁguration on the MCM Au(111) surface.
It was also important to determine whether any loading eﬀects were present
at 300 K, where the DNA acts as a duplex. The initial orientation of the DNA
hairpin did not impact the overall adsorption results of the DNA hairpin at this
temperature, so the results presented were the block averages of all orientations of
the DNA hairpin in both the one-DNA and two-DNA containing AuNP systems
(see Fig. 6.17). In Figure 6.17, the number of DNA hairpins present in the
system did not aﬀect the average level of disorder of each DNA hairpin. This
indicates that unlike at 400 K, there were no noticeable loading eﬀects in terms
of structural disorder.
It was also determined that the adsorption of the DNA hairpin was not im-
pacted by loading eﬀects (see Fig. 6.17). However, there was a statistically signif-
icant diﬀerence between the average phosphate distance on an aqueous Au(111)
planar interface and the AuNP aqueous surface at 300 K. The greater phosphate-
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Figure 6.16: Average percentage of solvent accessible surface area (SASA) for
citrate-coated aqueous MCM Au(111) planar and AuNP interfaces; at a) 300 K,
and b) 400 K.
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Figure 6.17: Data for DNA hairpin adsorbed at the citrate-capped aqueous
AuNP interface at 300 K; a) average RMSD, b) average stacking number, c)
average number of inter-base hydrogen bonds, d) average radius of gyration, and
e) average end-to-end distance.
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Au distance for the AuNP is attributed to the shape of the surface, which curves
away from the ordered DNA hairpin, which was unable to wrap around the AuNP
surface at 300 K.
From the results presented in this chapter and Chapter 5, it can be argued
that in an experimental setting, when salt is present, the salt and citrate an-
ions aggregate together (forming tubular-branched in solution structures), which
leaves parts of the AuNP surface exposed. When a ssDNA adsorbs onto the
citrate-capped AuNP surface, it favourably interacts with the citrate over-layer,
through ion bridging (see Chapter 5). However, it was unclear whether the citrate
over-layer described in this thesis pertains to the citrate over-layer before or after
the screening of the charge of the citrate anions, through the addition of salt.
In a study by Corni et al.461 that also used MD simulations, a citrate-coated
aqueous Au(111) planar interface was described using positively-charged Au sur-
face atoms. Due to the positively-charged Au surface atoms, there were fewer Na+
ions coordinated to the citrate anions, and the negatively-charged citrate anions
formed an evenly dispersed mono-layer on the Au(111) planar surface. It could
be considered that the Corni et al. description of a citrate mono-layer represents
citrate-capped AuNPs before the screening of the negatively-charged citrate an-
ions, while the 3D over-layers described in this thesis described a screened AuNP.
However, more research is required experimentally and theoretically to determine
if this hypothesis holds true. If the citrate over-layer described in this thesis is
of a charge-screened AuNP, then the MD simulations described in this thesis
helps provide evidence towards why ssDNA prevents AuNP aggregation and why
double-stranded DNA (dsDNA) or folded ssDNA chains do not prevent AuNP
aggregation.
In previous experimental studies it was thought that dsDNA385,386,469,470 or
folded ssDNA100,104,471,472 did not adsorb onto the citrate-capped AuNPs in aque-
ous solution because dsDNA tagged with ﬂuorescent dyes did not display quench-
ing (i.e. ﬂuorescence in these systems persisted) in the presence of citrate-capped
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Figure 6.18: Adsorption results for the DNA hairpin at the citrate-capped
aqueous AuNP interface at 300 K; a) average number of adsorbed bases, and b)
average distance of phosphorus from the nearest Au atom.
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AuNPs in aqueous solution, where quenching would be expected if the dsDNA
adsorbed onto the AuNP surface.385,425 However, in this chapter, it was demon-
strated that a folded DNA hairpin does adsorb directly onto an AuNP surface at
300 K, through only a few bases (1.8 ± 0.3) in the DNA hairpin loop or at the
base of the DNA hairpin stem. However, the DNA hairpin does not cover much of
the AuNP surface and would not be expected to be capable of preventing AuNP
aggregation.
In the case of the disordered DNA chain, it was predicted to adsorb onto
the citrate-capped AuNP by either partially draping over the citrate over-layer
branches, with the rest of the DNA chain directly adsorbed onto the AuNP sur-
face, or by directly adsorbing onto the regions of the Au surface that are not
coated by the citrate anions (acting to cover bare regions of the AuNP surface).
However, once a disordered DNA chain became directly adsorbed onto the AuNP
surface, the DNA remained adsorbed for the entirety of the trajectory. Therefore,
given a long enough time-scale, the portion of the DNA chain draped over the
citrate over-layer branch may eventually desorb from the citrate over-layer and
directly adsorb onto the AuNP surface, where it is unlikely the DNA chain will
subsequently desorb by thermal motion alone. It could be possible that by cover-
ing the exposed portion of the AuNP surface with ssDNA, the negatively charged
phosphate groups would prevent the aggregation of AuNPs in an experimental
setting, when the charge of the citrate anions was screened by the addition of
salt. However, due to the overbinding of the MCM FF, it could be possible that
the DNA bases were more likely to desorb and/or rearrange on the AuNP surface
in an experimental setting than was predicted here.
In an experimental study by Zhang et al.,150 it was shown that there was a
correlation between an increase in the salt concentration with an increase in both
the rate of adsorption and the amount of adsorbed ssDNA chains at an aqueous
citrate-capped AuNP surface. It was proposed by the authors that the negative-
charge on the adsorbed ssDNA backbones displaced the negatively-charged citrate
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anions, which created more space on the AuNP surface for ssDNA chains to
adsorb. However, from the ﬁndings in this chapter, it could be suggested that a
higher salt concentration leads to greater ssDNA chain adsorption because the
presence of Na+ ions causes the transformation of an evenly dispersed citrate
mono-layer to a 3D-branching citrate over-layer. The formation of the branching
citrate over-layer consequently exposes a large percentage of the AuNP surface,
which allows the ssDNA chains to directly adsorb onto the AuNP surface. By
adsorbing onto the exposed areas of the AuNP, the negative-charge on the ssDNA
backbone may help to prevent AuNP aggregation.
6.5 Conclusions
In this chapter, the adsorption of a DNA hairpin at a bare and citrate-coated
MCM aqueous Au(111) planar interface was investigated to determine whether
the MCM description of an aqueous Au(111) planar interface adequately de-
scribed the adsorption of a DNA hairpin onto an Au(111) planar surface at 300
K and 400 K. The adsorption results of the DNA hairpin at the MCM aque-
ous Au(111) planar interface were compared to corresponding metrics used in
Chapter 5 of the adsorption of a DNA hairpin onto a GC aqueous Au(111) pla-
nar interface. This comparison showed that there was slight overbinding at the
MCM aqueous Au(111) planar interface when compared to the adsorption of the
DNA hairpin at the GC aqueous Au(111) planar interface. However, the overall
trends of the DNA adsorbing onto both a bare and citrate-coated MCM aqueous
Au(111) planar interface were similar to the trends observed at the GC aqueous
Au(111) planar interface. Well-tempered metadynamics simulations were also
used to determine the adsorption strength of a single citrate anion at both a GC
and MCM aqueous Au(111) planar interfaces. It was concluded that the citrate
anion adsorbed strongest at the MCM aqueous Au(111) planar interface. The
stronger adsorption of the citrate anions at the MCM aqueous Au(111) planar
interface also aﬀected SASA of the Au(111) surface, where the citrate over-layer
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covered more of the MCM Au(111) planar surface than the GC Au(111) planar
surface.
Following from the Au(111) planar simulations, the adsorption of either one
or two DNA hairpins adsorbed onto a 50 A˚ diameter citrate-capped AuNP in
solution was investigated. It was shown that at 300 K (when the DNA hairpin
was ordered), the initial orientation and number of DNA hairpins present did
not noticeably aﬀect the amount of disorder or the adsorption mode of the DNA
onto the citrate-capped AuNP. However, at 400 K, it was shown that the initial
orientation of the DNA hairpin did aﬀect the amount of disorder and the adsorp-
tion of the DNA. The disordered DNA chain at 400 K adsorbed either directly
onto the AuNP surface (with most bases in direct contact with the AuNP or
portions of the chain draped over the branching citrate over-layer. Given longer
time-scales it could be possible that the draped portions of the DNA chain would
eventually come into contact with the exposed AuNP surface and would act to
cover areas of the AuNP not covered by the citrate over-layer. The presence
of two DNA molecules at 400 K was predicted to give rise to potential loading
eﬀects, where the amount of disorder was lower in the two-DNA system, which
indicated that these adjacent DNA chains were stabilising one another. Possible
future directions for studying ssDNA adsorbed onto an AuNP are discussed in
Chapter 7.
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Chapter 7
Summary and Outlook
The overarching aim of this project was to develop an atomistic understanding
of the adsorption propensities and structures of the substituents that comprise
a novel hybrid molecule, which was modular in nature. This hybrid molecule,
known as the peptide assembling and responsive element (PARE) molecule, was
designed to exploit non-covalent interactions to selectively assemble speciﬁc mate-
rials, in the form of inorganic nanoparticles (NPs), into three-dimensional ordered
arrays (metamaterials). The PARE molecule contains a switchable element that
can reversibly change conformation and alter the spacing between the NPs in the
metamaterial (see Fig. 1.6) when an external stimulus such as heat or light acts
upon the PARE. By investigating the adsorption of the modular elements of the
PARE molecule, this project aimed to provide atomistic information, that could
help guide experimental collaborators in furthering the development of the PARE
molecule, which could potentially be used to assemble tunable metamaterials. In
particular, this project focused on the switchable element of the PARE molecule,
which was known as a peptide actuating spacer (PAS). Two PAS candidates were
investigated, a light sensitive azobenzene-containing unit and a temperature sen-
sitive DNA hairpin (see Chapter 1.5).
The azobenzene-containing unit was investigated in Chapter 3.1, where for
the ﬁrst time the free energy of adsorption of the azobenzene unit was calculated
for both the cis and trans conformation at the aqueous Au and the aqueous Ag
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interfaces, which showed that the azobenzene unit strongly adsorbed onto both
aqueous metallic interfaces. These values were unobtainable experimentally, due
to azobenzene being insoluble in aqueous solution.
In previous studies conducted by our research group and collaborators, the
adsorption of materials binding sequence (MBS) peptides was investigated at
both aqueous Au and Ag interfaces.72,114 The results from these studies provided
insights into the modes of binding of the MBS peptides. These MBS peptides
are the elements of the PARE molecule that will be used to selectively and non-
covalently link diﬀerent material NPs together into ordered assemblies, such as
AuNPs and AgNPs. Therefore, it was important to determine the eﬀect exerted
by the presence of the azobenzene unit on the adsorption of diﬀerent MBS pep-
tides at an aqueous metallic interface, where a diﬀerent MBS peptide conjugated
onto either end of the azobenzene unit was considered (which forms a PARE
molecule). However, in this project, a single MBS that was conjugated at either
the C- or N-terminus onto the azobenzene unit (herein, denoted a half-PARE)
was investigated.
The adsorption of these half-PARE molecules at aqueous metallic interfaces
was investigated using the replica exchange with solute tempering (REST)312
approach, in collaboration with other members of the Walsh group. It was de-
termined that the azobenzene unit caused a down-modulation in the amount of
contact of each MBS peptide with aqueous metallic interfaces, while the azoben-
zene unit sustained a high amount of contact with the metallic surface in most
instances. The degree of down-modulation of the peptide contact was also af-
fected by the location of the azobenzene unit and the isomerisation state of the
azobenzene unit. Most of these results were subsequently published.115–117 Fol-
lowing on from this work, other members of our research group have investigated
the full PARE molecule, with two MBS peptides covalently attached to either
end of the azobenzene unit. This has the potential to further the development of
the PARE molecule, but was outside the scope of this thesis.
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A temperature-sensitive DNA hairpin was the second PAS that was investi-
gated in this project. However, before investigating the interaction of the DNA
hairpin with an aqueous Au interface, it had to be determined that the GolP-
CHARMM force-ﬁeld (FF),197,198,201 which had only been parametrised for pep-
tides and proteins, could adequately represent the adsorption of nucleic acids at an
aqueous Au(111) interface (see Chapter 4). First, the in vacuo adsorption energy
of each nucleobase at the Au(111) surface was determined, and found to repro-
duce the same rank ordering (G > A > C > T) that was determined in vacuo by
others in the literature, both experimentally384 and with density functional the-
ory (DFT) calculations, which implemented the van der Waals functional (vdW-
DF).415 In this thesis well-tempered metadynamics329 (MetaD) simulations were
used to predict the adsorption free energy of nucleobases, nucleosides and nu-
cleotides at the aqueous Au(111) interface. The predicted trends in adsorption
free energies were in good agreement with experimentally determined desorp-
tion values that were inferred by experimental collaborators using atomic force
microscopy based force spectroscopy (AFM-FS). An analysis of the adsorbed con-
formations of each adsorbate at the aqueous Au(111) interface was undertaken,
and elucidated the eﬀect exerted by the presence of both the deoxyribose ring and
the phosphate group on the adsorption of nucleic acids. These results ultimately
conﬁrmed that the GolP-CHARMM FF adequately represented the adsorption of
nucleic acids at an aqueous Au(111) interface, while also providing information
relevant to desorption studies conducted by experimental collaborators.
Following on from the examination of the nucleic acid predicted free energies of
adsorption, we assessed the viability of implementing a DNA hairpin as a possible
PAS (see Chapter 5). The ordered (at room temperature) and disordered (above
the melting temperature) states of the DNA hairpin were investigated in aqueous
solution (without the presence of an interface) and at two aqueous Au(111) in-
terfaces (a bare surface and a citrate-coated surface). The citrate-coated surface
was considered because in an experimental setting a gold NP (AuNP) would be
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coated in some form of non-covalently bound ligand that prevents aggregation
(a common capping ligand being citrate anions). It was found that in solution
the disordered and unfolded DNA hairpin did not extend as was expected but
retained mostly globular/compact conformations. When adsorbed onto both the
aqueous bare and citrate-coated Au(111) interfaces, the conformation of the dis-
ordered DNA hairpin was greatly aﬀected by the presence of the Au(111) surface
(ﬂat and extended conformations). The simulations also indicated an attraction
between the citrate over-layers and the DNA, which was proposed to be me-
diated by electrostatic interactions between the positively-charged sodium ions,
with both the negatively-charged DNA phosphate groups and negatively-charged
citrate anions.
A possible future direction for investigating the DNA hairpin as a PAS would
be to extend these simulations to consider an aqueous Ag(111) interface (since
the PARE would be used to assemble both Au NPs and Ag NPs). These results
could elucidate the eﬀect conferred by a heterogeneous NP system on the switch-
ability of the temperature-sensitive DNA hairpin. In addition to these suggested
Au(111) and Ag(111) adsorption studies, it would also be informative to deter-
mine the eﬀect of conjugating a DNA hairpin (in either the ordered or disordered
state) onto either end of the MBS peptides that were investigated in Chapter 3,
on the half-PARE binding selectivity at both the aqueous Au(111) and Ag(111)
interfaces. In previous studies436,437 it was demonstrated that replica exchange
molecular dynamics simulations could be used to capture the folding of a DNA
hairpin from a single-stranded DNA (ssDNA). It is expected that REST simu-
lations could also be used to capture disordered and ordered conformations of
a DNA hairpin containing half-PARE hybrid molecule adsorbed at an aqueous
metallic interface.
It was also important to determine the eﬀect exerted by a curved AuNP
interface on the adsorption of an ordered and disordered DNA hairpin. Another
motivation for investigating the adsorption of ssDNA onto citrate-capped AuNPs,
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was that ssDNA can act as a molecular detector, which has been exploited by
colorimetric detectors (see Chapter 4.1). Generally ssDNA in these systems have
two conformations, a disordered state, which prevents AuNP aggregation when
salt is added to the system, and a folded conformation that forms when interacting
with a target analyte, which does not prevent AuNP aggregation when salt is
added (inducing a colour change in the experimental sample). However, the role
of the ssDNA can be reversed, in the sense that in the absence of the target analyte
the ssDNA can be folded and when the target molecule is introduced the ssDNA
can unfold and become disordered. Because the role of ssDNA can be reversed it
is diﬃcult to predict how ssDNA will be implemented in colorimetric detection
containing citrate-capped AuNPs and it is currently unknown by what mechanism
ssDNA acts to prevent AuNP aggregation. The simulations summarised in this
thesis are the ﬁrst of their kind in making initial attempts to answer this question.
In Chapter 6, the adsorption of either one or two DNA chains (in close proxim-
ity to each other) on a citrate-capped AuNP was investigated. This investigation
determined that the orientation of the initial DNA hairpin had a small eﬀect on
the transition from an ordered state to a disordered state. A loading eﬀect was
also noted, where the presence of two adsorbed DNA hairpin chains appeared
to partially stabilise the DNA at a high temperature, where the DNA hairpins
become less disordered than in the single chain case. Experimentally it was de-
termined that approximately seven ssDNA could adsorb onto a citrate-capped
AuNP with the diameter used in this thesis.152 This means that to further probe
the loading eﬀect on the structure of the disordered ssDNA, a system of up to
seven DNA hairpins (arranged in diﬀerent orientations) could be investigated at
room temperature and above the melting temperature of the DNA hairpin. From
the results for the two-chain case, it would be expected that the disordered ssDNA
would adsorb onto the AuNP surface and cover the sections of the bare AuNP
surfaces that would be otherwise solvent accessible. On this basis, it is possible
that aggregation of the AuNPs in an experimental setting could be prevented by
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the ssDNA adsorbing into these bare sections of the AuNP.
Currently, the conformation of citrate over-layers on AuNPs in aqueous solu-
tion has not been experimentally determined. What is known is that the addition
of salt causes AuNP aggregation, which is thought to be caused by the screening
of the negative charge of the citrate anions.385,386 However, it could also be pos-
sible that the addition of salt causes a change in the conformation of the citrate
over-layer, where the modiﬁed over-layer structure comprises branching citrate
aggregates, that were arranged around Na+ ions (as observed in Chapter 6 and
by Wright et al.444). If this is the case, the AuNP systems simulated in Chapter
6 pertain to an experimental system where salt has been added to screen the
charge on the citrate anions, which would cause the aggregation of the AuNPs.
Three sets of systems could be investigated to try and determine if the citrate
over-layer described in Chapter 6 would allow for AuNP aggregation and if so, how
the presence of the AuNP-adsorbed, disordered ssDNA can prevent AuNP aggre-
gation in solution. The ﬁrst system would contain two citrate-capped AuNPs,
with diameters at least half that of the original AuNP that was investigated for
the reason of simplicity (as this reduces the number of atoms required to be simu-
lated). This system may either show that the two AuNPs will remain as separated
NPs or it may show the two AuNPs aggregating together, which would likely oc-
cur when large regions of the solvent accessible surface area on the two AuNPs
came into contact. Unfortunately, if aggregation did not occur in this simulation
it does not disprove that this citrate over-layer allows for AuNP aggregation in
aqueous solution, because aggregation may occur on a slower time-scale than that
captured by this simulation. If aggregation occurred it would provide evidence
that the citrate over-layer observed in Chapter 6 allows for AuNP aggregation.
In this case, the next two systems could be investigated, which would be aimed
at investigating how ssDNA prevents AuNP aggregation. The second system
would contain an ordered DNA hairpin on each of the two AuNPs, where it
would be expected that the results will show that aggregation still can occur (if
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aggregation was observed in the ﬁrst system), because the ordered DNA hairpin
would not adequately cover the solvent exposed surface of the AuNPs. The
ﬁnal system would contain an already disordered ssDNA covering what would
otherwise be a solvent exposed region of the AuNP surfaces. This third simulation
would be expected to elucidate how the ssDNA prevents the aggregation of the
two AuNPs.
This project was able to provide the ﬁrst reported theoretical study that inves-
tigated the interaction of ssDNA with citrate anions in an aqueous environment,
where it was ascertained that both folded and unfolded ssDNA interacted with
citrate over-layers at ﬂat and curved aqueous Au interfaces. However, further
research is required to elucidate ﬁner details of this interaction between ssDNA
and the citrate-coated aqueous Au interfaces. More speciﬁcally, determining the
conformational ensemble of structures for the folded and unfolded DNA hairpin
(which could be provided through the implementation of REST–MD simulations)
may provide key insights into the interaction of DNA with citrate anions and the
aqueous Au interface. More detailed structural information, from both experi-
mental approaches and modelling, is also required for the citrate over-layer at the
aqueous Au interface.
In summary, we investigated the atomistic structures of key components of the
PARE hybrid molecule, both individually and collectively when in the presence
and absence of aqueous metallic interfaces. The results detailed in this thesis
have helped guide the future development of the PARE molecule, which could be
used to synthesise novel and tunable metamaterials.
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