This paper presents a novel differential evolution algorithm for protein folding optimization that is applied to a three-dimensional AB off-lattice model. The proposed algorithm includes two new mechanisms. A local search is used to improve convergence speed and to reduce the runtime complexity of the energy calculation. For this purpose, a local movement is introduced within the local search. The designed evolutionary algorithm has fast convergence and, therefore, when it is trapped into local optimum or a relatively good solution is located, it is hard to locate a better similar solution. The similar solution is different from the good solution in only a few components. A component reinitialization method is designed to mitigate this problem. Both the new mechanisms and the proposed algorithm were analyzed on well-known amino-acid sequences that are used frequently in the literature. Experimental results show that the employed new mechanisms improve the efficiency of our algorithm and the proposed algorithm is superior to other state-of-the-art algorithms. It obtained a hit ratio of 100 % for sequences up to 18 monomers within a budget of 10 11 solution evaluations. New best-known solutions were obtained for most of the sequences. The existence of the symmetric best-known solutions is also demonstrated in the paper.
Introduction
The protein structure prediction represents the problem of how to predict the native structure of a protein from its amino-acid sequence. This problem is one of the more important challenges of this century [17] and, because of its nature, it attracts scientists from different fields, such as Physics, Chemistry, Biology, Mathematics, and Computer Science. Within the protein structure prediction, the Protein Folding Optimization (PFO) represents a computational problem for simulating the protein folding process and to find a native structure. Most proteins must fold into unique threedimensional structure, known as a native structure, to perform their biological function [2] . Protein function is determined by its structure. Inability of a protein to form its native structure prevents a protein from fulfilling its function correctly, and this may be the basis of various human diseases [1, 25, 28, 29] .
The PFO belongs to the class of NP-hard problems [11] and, with current algorithms and computational resources, it is possible to predict the native structures of relatively small proteins. The reason for that is the huge and multimodal search space. For example, a polypeptide that has only 18 amino-acids, will have 31 angles within a simplified AB model (see Section 3) . Using uniform discretization with only 10 values for each angle, there would be 10 31 possible configurations. To evaluate and select the correctly folded conformation among all these conformations in the time elapsed since the Big Bang, we need the huge computational speed of 10 31 /(4.32 · 10 17 ) = 2.31 · 10 13 conformation evaluations per second. This is much faster than the speed obtained within our experiment, where we can evaluate only 5.73 · 10 5 conformations per second. From these numbers, we can see that the search space is huge, even in the simplified model, which makes this problem very hard. However, in reality, the proteins fold into their native conformation on a time scale of seconds, and this contradiction is known as Levinthal's paradox [7] . An optimization algorithm can give good results of a PFO problem only if it can locate good solutions and evaluate solutions efficiency. Here, the approximation techniques, such as heuristic and metaheuristic, with efficient data structures, become the only viable alternatives as the problem size increases.
There exist some simplified protein models, such as HP models within different lattices [5, 21] and the AB off-lattice model [30, 31] . Simplified protein models were designed for development, testing, and comparison of different approaches. The AB off-lattice model was used in the paper for demonstrating the efficiency of the proposed algorithm. This model takes into account the hydrophobic interactions which represent the main driving forces of a protein structure formation and, as such, still imitates its main features realistically [14] . Although this model is incomplete, it allows the development, testing, and comparison of various search algorithms, and offers a global perspective of protein structures. It can be helpful in confirming or questioning important theories [3] .
In our recent work [4] , we proposed a Differential Evolution (DE) [32, 33] algorithm for PFO that includes DE /best/1 /bin strategy, self-adaptive mechanism [6] of main control parameters, random reinitialization and temporal locality mechanism [10, 38] . This algorithm belongs to the ab-initio PFO methods, which optimize structures from scratch and do not require any information about related sequences. It showed a very fast convergence, and it was capable of obtaining significantly better results than other state-of-the-art algorithms.
In this paper, we propose two new mechanisms, that additionally, improve the efficiency of our algorithm. A new local search mechanism was designed in order to improve convergence speed and to reduce runtime complexity of the algorithm. A similar idea was already used within the HP model [5] , where it is applied to the cubic lattice. Using a simple local search mechanism where only one solution's component is changed can produce a structure whereby a lot of monomers are moved. This means their positions must be recalculated and efficient energy calculation is not possible. In contrast to simple local search, our mechanism improves the quality of conformations using the local movements within the three-dimensional AB off-lattice model. We define a local movement as a transformation of conformation whereby only two consecutive monomers are moved locally in such a way that the remaining monomers remain in their positions. In such a way, the designed local movement allows efficient evaluation of neighborhood solutions. With the fast convergence, the algorithm can locate good solutions quickly, but it has a problem locating good similar solutions. For that purpose, a component reinitialization was designed and incorporated within our algorithm. This mechanism is employed when the local best solution is detected. It produces similar solutions that are different from the local best solution in only a few components.
We called the proposed algorithm DE lscr and it was tested on two sets of amino-acid sequences that were used frequently in the literature. The first set included 18 real peptide sequences, and the second set included 4 well-known artificial Fibonacci sequences with different lengths. Experimental results show that the proposed mechanisms improve the efficiency of the algorithm, and the algorithm is superior to other stateof-the-art algorithms. Its superiority is especially evident for larger sequences. With the proposed algorithm, that is stochastic, we cannot prove optimality of the obtained conformations. However, we can infer about them according to the observed hit ratio. The experimental results show that our algorithm obtained hit a ratio of 100 % for sequences that contain up to 18 monomers. For all larger sequences, we can only report the best-known conformations that are almost surely not optimal. Based on these observations, the main contributions of this paper are:
1. The proposed new DE algorithm for the PFO on a three-dimensional AB off-lattice model. 2. The local search mechanism that improves convergence speed and reduces runtime complexity of solution evaluations within the neighborhood. 3. The component reinitialization which increases the likelihood of finding good similar solution. 4. With the observed hit ratios we show how difficult the PFO is, even in a simplified model, and that, with the current algorithm, we can confirm solutions with a hit ratio of 100 % only for sequences that have up to 18 monomers. 5. An approach for determining the algorithm's asymptotic average-case performances. 6. The existence of two best-known (potentially global best) structures that are symmetrical for all sequences with up to 25 monomers. 7. The new best-known conformations for most of the sequences.
The remainder of this paper is organized as follows. A related work for the PFO on a three-dimensional AB off-lattice model is described in Section 2. The threedimensional AB off-lattice model is described in Section 3. A description of the introduced algorithm with the emphasis on new mechanisms is given in Section 4.
The experimental setup and numerical results are presented in Section 5. Section 6 concludes this paper.
Related work
Over the years, different algorithms have been applied successfully to the PFO on a three-dimensional AB offlattice model. In [12] the low energy configurations are optimized using the pruned-enriched-Rosenbluth method (PERM). This method was applied to the lattice model quite successfully [34] . The conformational space annealing was studied using Fibonacci sequences in [20] and compared with nPERMis (new PERM with importance sampling) [13] . Next, the algorithm that was compared with the nPERM algorithm was proposed in [8] . In this work, the problem is converted from a nonlinear constraint-satisfied problem to an unconstrained optimization problem which can be solved by the wellknown gradient method. The statistical temperature molecular dynamics based algorithm "statistical temperature annealing" was applied to an AB model in [18] . The efficiency of an improved tabu search algorithm was analyzed in [39] . The following hybrid algorithms were also developed for the AB model: A hybrid algorithm that combines the genetic algorithm and tabu search algorithm [35, 36, 40] , particle swarm optimization and levy flight [9] , the particle swarm optimization, genetic algorithm, and tabu search algorithm [41] , and improved genetic algorithm and particle swarm optimization algorithm with multiple populations [42] . An artificial bee colony algorithm [22] [23] [24] 37] and an improved harmony search algorithm that is combined with dimensional mean based perturbation strategy [15] were also analyzed on the AB model.
The authors in [16] determined the structural features of the PFO using Fitness Landscape Analysis (FLA) techniques based on the generated landscape path. From the results of FLA, it has been shown that the PFO has a highly rugged landscape structure containing many local optima and needle-like funnels, with no global structure that characterizes the PFO complexity. The obtained results also show that the artificial bee colony algorithm outperforms all other algorithms significantly in all instances for the three-dimensional AB off-lattice model.
In our recent work [4] , we proposed a differential evolution algorithm that is adapted to PFO on a threedimensional AB off-lattice model. Within this algorithm, we incorporated a self-adaptive mechanism, a mutation strategy for the fast convergence and a temporal locality. The obtained results of this algorithm show that it is superior to the algorithms from the literature, including the artificial bee colony algorithm, and significantly lower free energy values were obtained for longer AB sequences.
3 Three-dimensional AB off-lattice model
The basic building blocks of proteins are amino-acids. The linear chain of amino acids is a polypeptide, and a protein contains at least one long polypeptide. Each polypeptide can be represented with a unique amino acid sequence. The polypeptide must fold into a specific three-dimensional native structure before it can perform its biological function(s) [27] . Thus, all information necessary for folding must be contained in the amino-acid sequence, and this is known as the Anfinsenhypothesis [7] .
From the amino-acid sequence it is possible to generate different conformations, which is also dependent on the used model. In general, there exist two types of simplified models: Off-lattice and lattice. The lattice model maps each position of amino-acid to the point on a discrete lattice. In contrast to the lattice model, the off-lattice model allows any position and, as such, is more accurate. The simplified three-dimensional AB off-lattice model was proposed in [31] . Instead of 20 standard amino-acids, this model uses only two different types of amino-acids: A -hydrophobic and B -hydrophilic. Thus, an amino-acid sequence is represented as a string s = {s 1 , s 2 , ..., s L }, s i ∈ {A, B}, where A represents a hydrophobic, B a hydrophilic amino-acid and L the length of the sequence. The three-dimensional structure of an AB sequence is defined by bond angles θ = {θ 1 , θ 2 , ..., θ L−2 }, torsional angles β = {β 1 , β 2 , ..., β L−3 } and the unit-length chemical bond between two consecutive amino-acids (see Fig. 1 ).
Different energy calculations can be used within different models. Within an AB model, the free energy value is calculated using a simple trigonometric form of backbone bend potentials E 1 (θ) and a species-dependent Lennard-Jones 12,6 form of non-bonded interactions E 2 (s, θ, β) as shown in the following equation [31] :
where p i = {x i , y i , z i } represents the position of the i-th amino-acid within the three-dimensional space. These positions are determined as shown in Fig. 1 and by the following equation: 
,
In Eq. The objective of PFO within the context of an AB offlattice model is to simulate the folding process and to find the angles' vector or conformation that minimizes the free-energy value:
{θ * , β * } = arg min E(s, θ, β).
Proposed algorithm for PFO
In this paper, we extend our differential evolution algorithm [4] with two new mechanisms. The first mechanism is a local search that improves convergence speed and reduces runtime complexity for solution evaluation within the specific neighborhood. The second mechanism is component reinitialization, which allows the algorithm to locate good similar conformations according to the local best solution.
Proposed algorithm
Hereinafter, we will describe briefly the DE lscr algorithm that is shown in Fig. 2 . The lines that represent improvements according to the previous version are highlighted with gray background. The optimization process begins with initialization (line 2). Each iteration of while loop (line 3) represents one generation of the evolutionary process. A mutation, crossover, and selection are performed for each population's individual {x 1 , x 2 , ..., x Np } within one generation. The DE /best/1 mutation strategy and binary crossover (lines 7 -18) are used for creating a trial individual u. The values of mutation F , and crossover Cr control parameters are set with the self-adaptive jDE mechanism (lines 5 and 6) [6] . The trial individual is evaluated in line 19 using Eq. (1). From this line, we can see that the individuals are D-dimensional vectors that contain real coded bond θ and torsional β angles:
The selection mechanism, temporal locality and local search are shown in lines 20 -40. If the trial vector is better than the corresponding vector from the population (e u < e i ), then the second trial vector u * is generated using temporal locality [38] and the better vector replaces population vector x i . The next mechanism is a local search. Within this mechanism, a local movement is used for improving the population best individual x p b according to each pair {θ n−1 , β n−2 }. The values of {θ n−1 , β n−2 } represent the angles that specify the position of the (n + 1)-th monomer according to the position of the n-th monomer. After each generation, either random or component reinitialization will 1: procedure DE lscr (s, Np) 2:
Initialize a population P {x i , F i = 0.5, Cr i = 0.9, e i = E(s,x i )} ∈ P x i,j = −π + 2 · π · rand [0,1] i = 1, 2, ..., Np; j = 1, 2, ..., D; D = 2 · length(s) − 5
while stopping criteria is not met do 4:
for i = 1 to Np do 5:
if
do r 1 =rand {1,Np} while r 1 =i end do 8:
do r 2 =rand {1,Np} while r 2 =i or r 2 =r 1 end do 9:
j rand = rand {1,D} 10:
for j = 1 to D do 11:
if rand [0,1] < Cr or j = j rand then 12:
if u j ≤ -π then u j = 2 · π + u j end if 14:
if u j > π then u j = 2 · (-π) + u j end if 15: if e u ≤ e i then 21:
// Temporal locality 22:
for j = 1 to D do 23:
if e * u ≤ e u then 29:
end if 33:
// Local Search
34:
for n = 2 to L − 1 do 35: be performed if the reinitialization criteria are satisfied (line 44). At the end of the evolutionary process, the algorithm returns the best obtained solution x b and its energy value e b , as shown in line 46. The local search and reinitialization are described in more detail in the following subsections. For a detailed description of the rest mechanism, we refer readers to [4] .
Local search
If the trial vector is better than the corresponding population vector, then the temporal locality and local search are performed. The local search calculates the values of pair {θ n−1 , β n−2 } for each monomer, with the exception of the first two monomers. Positions of these two monomers are fixed within the AB-model, see Eq. (2). For the rest monomers, the angle values are defined with a randomly scaled difference between the population best individual x b and current individual x i , as shown in the following equation:
A meticulous reader may notice that the θ has index n − 1, while β has index n − 2. This means that, for n = 2 the value of β 0 is calculated using the values of θ components. The reason for that is in the position of the third monomer, which is dependent only on the θ 1 , see Eq. (2). Therefore, within the local movement for n = 2 the value of β 0 is ignored, and local movement takes into account only the value of θ 1 .
The local movement is a transformation of conformation whereby only two consecutive monomers are moved locally in such a way that the remaining monomers remain in their positions. There is only one exception, for the last monomer only one monomer is moved, while all the remaining monomers remain in their positions. Fig. 3 shows an example of two monomers' local movement. The polygon that is defined with points P 1 , P 2 , P 3 , P 4 represents the section of original conformation where points represent the monomer positions. The local movement moves the point P 2 to the point X 2 according to the pair {θ n−1 , β n−2 } while the position of point X 3 is calculated using Eqs. (3) -(6). In these calculations, the point X 3 is the nearest to the point P 3 in such a way that the new polygon P 1 , X 2 , X 3 , P 4 must end at the point P 4 .
The calculation begins with the determination of point C whose position is in the middle of points P 4 and X 2 :
The length L between points C and X 3 is calculated by using the triangle P 4 , C, X 3 and Pythagoras's theorem:
in such a way that only the two consecutive points P 2 and P 3 are moved to points X 2 and X 3 , while the remaining points P 1 and P 4 stay unchanged in their positions.
The vector projection of (P 3 − C) onto line X 2 , P 4 is calculated with the following equation:
At the end, point X 3 is calculated by scaling of vector (P 3 − C) − C N as follows:
The created polygon contains unchanged points P 1 and P 4 , which means only monomers X 2 and X 3 are moved locally, while the remaining monomers stay in their unchanged positions. This feature allows us to design the fast conformation evaluation within the local movement. Two additional data structures E 1 and E 2 were used for this purpose. The values of elements within these data structures are determined according to Eq.
(1), as follows:
Using these data structures for the population best individual and its energy value, we can calculate the energy of the conformation created by local movement efficiently, as is shown in Eqs. (7) -(9) where n represents the variable that was sent to the local movement procedure, as shown in Fig. 2 (see line 37) .
From Eqs. (7) -(9) we can observe that the time complexity of energy calculation is reduced from L 2 2 to 2L. In this way, the designed local movement allows faster evaluation of neighborhood solutions, and its usage within local search improves convergence speed.
Reinitialization
After each generation reinitialization will be performed if the reinitialization criteria are satisfied. In our previous work, random reinitialization will be performed if the best individual stays unchanged within the evolution process for more than 10 5 evaluations. In this work we design a new reinitialization mechanism. For that purpose, the algorithm includes three types of best individuals and three new control parameters, as shown in Fig. 4 . The individuals x p b , x l b , x b represent the population best, local best and global best individuals. The population best individual is the best individual in the current population, the local best individual is the best individual among all similar individuals, and the global best individual is the best individual obtained within the evolutionary process. From this description of the best individuals, we can see that reinitialization has to control evolutionary process to:
// Random reinitialization 6:
x i = RANDOM() ; i = 1, 2, ..., Np 7:
// Component reinitialization 10:
end if 14: end procedure Fig. 4 The reinitialization mechanism.
• Locate the best individual by using the current population, • Locate the best similar individual by using component reinitialization, and • Locate the global best individual by using random reinitialization.
The following new control parameters are introduced to the reinitialization mechanism: P b , L b and C. The P b defines how long the best population individual can stay unchanged within the evolutionary process (line 2). For example, with P b = 100 and dimension 21, the reinitialization is required if the best population individual stayed in the evolutionary process for at least P b · D = 100 · 21 = 2100 evaluations. When this condition is satisfied, the algorithm performs random or component reinitialization according to the parameter L b . If the local best individual is not changed for L b · D reinitializations, then random reinitialization is performed, and component reinitialization otherwise (line 4). The last parameter C determines the number of components that are different between the local best individual and individuals generated by component reinitialization (line 10). Within this operation, the C components of each population individual x i are selected, and their values are replaced with random values on the interval [−π, π], while all the remaining components get the values from the local best individual.
Experiments
The DE lscr algorithm was compiled with a GNU C++ compiler 4.6.3 and executed using an Intel Core i7 computer with 2.93 GHz CPU and 8 GB RAM under Linux Mint 13 Maya and a grid environment (Slovenian Initiative for National Grid 1 ). In order to evaluate the efficiency of the proposed algorithm, we used a set of 1 Available at http://www.sling.si/sling/ amino-acid sequences as shown in Table 1 . This set includes 5 Fibonacci sequences and 18 real peptide sequences from the Protein Data Bank database 2 . The K-D method is used to transform real peptide sequences to the AB sequences. In this method the amino acids I, V, P, L, C, M, A, and G are transformed to hydrophobic ones (A) and amino acids D, E, H, F, K, N, Q, R, S, T, W, and Y to hydrophilic ones (B) [26] . The selected sequences have different lengths, which enabled us to analyze the algorithm according to different problem dimensions and, because they were used frequently in literature, they enabled us to compare the proposed algorithm with different algorithms. In order to analyze the efficiency of the introduced mechanisms and algorithm, we measured the following statistics:
• The mean obtained energy value for all runs:
where E i denotes the obtained energy value for the i-th run and N the number of all runs. • The best obtained energy value among all runs:
Note that all energy values within our experiments are multiplied by -1, which means that all energy values are positive and higher values are better.
• The standard deviation of energy values for all runs:
The hit ratio or percentage of runs during which the best solution has equal or better energy value according to the target value (target):
where N h denotes the number of runs where the best obtained solution has good enough energy value e b according to the target value (e b ≥ target). • The mean number of solution evaluation for all N h runs:
where NSE i represents the number of solution evaluations for the i-th run. 
• The mean runtime for all runs:
where t i represents the runtime of the i-th run. • The mean speed for all runs:
where v i represents the speed (the number of solution evaluations per second) of the i-th run.
The listed statistics were measured within the context of the following stopping conditions:
• The maximum number of solution evaluations
• The energy value of the best obtained solution target: e b ≥ target.
Our algorithm belongs to stochastic algorithms, therefore, all the reported results of the proposed algorithm within this work are based on N = 100 independent runs. The described statistics, the defined stopping criteria and the determined number of independent runs were used to analyze the influence of new parameters and mechanisms on the algorithm's efficiency. The algorithm was also compared with the state-of-the art algorithms. The asymptotic average-case performances were determined for the 6 shortest sequences and an analysis of the obtained conformations was also performed and will be given in the continuation of the paper.
Parameter settings
The influence of the new control parameters (P b , L b , C) on the algorithm's efficiency was analyzed by using Fibonacci sequences. In this analysis, the stopping condition was the maximum number of solution evaluations NSE lmt = 10 10 . For each sequence, we started with the following setting: P b = 50, L b = 10, and C = 5. Using 6 settings, where only one value of each setting was changed to the nearest higher or lower value, we tried to get better settings. The parameter values are used from the following sets: The analysis of the new control parameters (P b , L b , C). N = 100 independent runs were performed for each setting and the stopping conditions were the maximum number of solution evaluations NSE lmt = 10 10 and target value.
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We repeated this process until the new better setting was found. The results of the least iterations, together with recommended settings, are shown in Table 2 . For clarity, the recommended settings and their results are shown in bold typeface. The displayed results show that each sequence has its own optimal setting, but it is still possible to select settings that can be used for any unknown sequence. We define these settings according to the dimension of the problem, as follows:
These settings are used in all the following experiments, because they can provide a good hit ratio for small sequences and good energy values for larger sequences. The search space for larger sequences is huge, which means the algorithm cannot provide optimal or suboptimal solutions. Therefore, for these sequences, the algorithm has to perform more reinitializations, and the component reinitialization has to change more components randomly. The shown results confirm, additionally, that the variable NSE have near-exponential or near-geometric distribution (NSE mean ≈ NSE std ). Under such distributions, given the N h = 100 runs in all of our experiments, a reliable rule-of-thumb estimates the 95% confidence interval:
Local search
The local search within our algorithm was designed to increase the speed of algorithm convergence and speed of neighborhood solution evaluations. In order to demonstrate these advantages, the algorithm was analyzed with (DE lscr ) and without (DE wls lscr ) local search. Within this analysis, the algorithms were compared using the following stopping conditions: NSE lmt = 10 7 and t lmt = t mean (DE wls lscr ), as shown in Table 3 . With the first stopping condition, we show that the local search improves mean energy value E mean on 16 out of 23 sequences and reduces the mean runtime t mean for all sequences. Using the second stopping condition, both algorithms were limited with the same runtime and, in this case, local search improves E mean in 22 out of 23 sequences. These values are marked in bold typeface within the table. Results also show that speed up factor c v was 1.46 for the smallest sequences (F13 and 1BXP) and 3.91 for the largest sequence 2EWH, while the E mean is worse by 0.0171 for sequence 1CB3 and better for all other sequences. For the largest sequence 2EWH, the improvement of E mean was huge, from 182.2880 to 205.3507 or by 23.0627.
From the obtained results, we can conclude that the local search improves the convergence speed of the algorithm for most of the sequences, while the speed of solution evaluation is increased for all sequences. Somebody would expect better speed up factor, but note that some conditions must be satisfied for local search and, there- Table 3 The influence of the local search to the algorithm's efficiency according to two algorithms: DE lscr -with local search and DE wls lscr -without local search. Two different comparisons were made according to two different stopping conditions: NSE lmt = 10 7 and t lmt = t mean (DE wls lscr ). The reported mean speed v mean represents the mean number of function evaluations per second, c v represents the speed up factor v mean (DE lscr )/v mean (DE wls lscr ) and the mean runtime t mean is given in seconds. Table 4 The influence of the component reinitialization to the algorithm's efficiency according to two algorithms: DE lscr -with component reinitialization and DE wcr lscr -without component reinitialization. Two stopping conditions were used: NSE lmt = 10 11 and target values that were set to the best known energy values (see Table 8 ). fore, the speed up factor is dependent on the relationship between the number of solution evaluations inside and outside the local search. However, using the local search, the algorithm is capable of obtaining better energy values for almost all sequences, and this improvement of energy values increases for larger sequences.
Component reinitialization
The main goal of the component reinitialization is to redirect the evolutionary process in such a way that a similar good solution can be located according the local best solution. To demonstrate the influence of this mechanism on the algorithm's efficiency, the algorithm was analyzed with (DE lscr ) and without (DE wcr lscr ) component reinitialization. Within this analysis, the algorithms were compared using the target values of the best-known energy values and NSE lmt = 10 11 , as shown in Table 4 . The best values of NSE mean and hit r are marked in bold typeface. From the shown results, we can find that the algorithm that uses component reinitialization is capable of reaching the best-known energy value in all runs, and for that it required significantly less solution evaluations (NSE ). On the other hand, the algorithm without component reinitialization was not capable of reaching hit r = 100 within the budget of NSE lmt = 10 11 for sequences 1BXL, 1EDP and 2ZNF. From these observations, we can conclude that the proposed component reinitialization allows the algorithm to locate good similar solutions and to reach the best-known energy values. This is shown clearly in Table 4 , with C NSE which represents the relationship between the obtained values of NSE mean for both algorithms. The component reinitialization reduces the NSE mean from 0.38 to less than 0.05. Finally, it is obvious that the reinitialization mechanism is responsible for the DE lscr obtaining hit r = 100 for all the sequences shown in Table 4 . Results show additionally that the value of NSE mean is not only dependent on the sequence length or problem dimension, but also on the sequence itself. For example, for DE lscr the value of NSE mean is 5.9 times smaller for sequence 2ZNF in comparison with sequence 1BXL, although the dimension of the first sequence is greater than the dimension of the second sequence.
Asymptotic average-case performance
In this section, we introduce an approach to determine asymptotic average-case performance of the algorithm for small sequences. The condition for this is the ability of the algorithm to obtain the best known solution with hit r = 100. Until now, only our algorithm is able to fulfill this condition for the 6 shortest sequences. Six subsequences are generated for each of these sequences. The first subsequence has removed the last monomer, the second subsequence has removed the last two monomers, etc. This means that the length of each next subsequence is decreased by 1. For example, for sequence 1CB3 (BABBBAABBAAAB) the following six subsequences are generated: The best-known or target values are determined for all subsequences. In our case, we performed one run for each subsequence with t lmt = 4 days and the best reached energy value is used as a target value. Using these target values as a stopping condition, it is possible to calculate asymptotic average-case performance. The original sequence is also included within this calculation. This means the asymptotic average-case performance is determined by using 7 sequences. Table 5 and Figure 5 display the target values, obtained mean values and asymptotic average-case performances for DE lscr . From the shown results, we observe that the best asymptotic average-case performances was obtained for sequence 2ZNF while the worst for sequences 1BXP and 1BXL. We can again observe that the value of NSE mean and t mean are not only dependent on the sequence length. Only one monomer can influence these values significantly. For example, DE lscr requires less solution evaluations (NSE ) and runtime (t) to reach the target value for the subsequence of sequence 1EDP that has a length of 16 in comparison with a subsequence of length 13. From these results, we can conclude that the structure of the sequence has a big influence on the difficulty of the problem.
Comparison with other algorithms
In this section, our algorithm is compared with other algorithms according to two stopping conditions NSE lmt and t lmt , and according to the best obtained energy values.
The obtained results for stopping conditions NSE lmt that were set according to the literature [4, 22] and three algorithms DE lscr , DE pfo and BE-ABC are shown in Table 6 . The best obtained energy values are marked in bold typeface. It can be observed that DE lscr and DE pfo are comparable, and both outperform BE-ABC. Results that take into account speed up factor (see Table 3 ) are shown in the last column of the table. In this case, both algorithms DE lscr and DE pfo spend approximately the same amount of runtime, and DE lscr outperforms DE pfo on most sequences.
Within this comparison, the value of NSE lmt was relatively small. This means the reinitialization mechanism within DE pfo did not have a significant impact on the obtained results. Therefore, DE pfo and DE lscr were also compared according to the t lmt that was set to 4 days. A grid environment was used within this comparison and results are shown in Table 7 . In this comparison, DE lscr obtained better values of E mean , E best and hit r in most sequences, and equal values for the shortest sequences. DE lscr obtained hit r of 100, 100, 19 and 65 for shorter sequences 1BXL, 1EDP, 2H3S and F21. For the same sequences, DE pfo obtained hit r of 6.67, 13.33, 0 and 0, respectively. Significant improvement was obtained for longer sequences too. For example, the best energy values were improved from 90.914, 131.7787 and 225.0968 to 106.419, 156.525 and 245.519 for sequences 1GK4, 1PCH and 2EWH. The energy values were improved by 15.505, 24.7463 and 20.4222. Note that DE lscr obtained the new best known solutions for all sequences with L ≥ 18, the hit r = 100 for 6 shortest sequences and hit r > 1 for 9 sequences by using t lmt = 4 days.
The most important results in this paper are shown in Table 8 , which collects the best energy values from all experiments that were described in previous sections, and the best-known energy values from the literature. It is evident that DE lscr confirmed the best known energy values for the 3 shortest sequences, and reached the new best-known energy values for all other sequences, except for sequence F13. Solutions for the best energy values reached by DE lscr are shown in Tables 9 and 10. In [19] an efficient global optimization method is ap- 
Analysis of the obtained structures
For most of the sequences, the best conformations were obtained by using t lmt = 4 days. Within this experiment, 100 solutions were generated with 100 independent runs. Distribution of the Root-Mean-Square Error (RMSE) values as a function of energy for all these solutions according to the best-known conformation for selected sequences is shown in Fig. 6 . Note that the RMSE is calculated by using the superposition between matched pairs. From Fig. 6a , we can see that only two different solutions were reached for sequence 2ZNF. Similar graphs with only two different solutions were obtained for 6 sequences where hit r = 100 (see Table 7 ). Three-dimensional representations of these solutions are displayed in Fig. 7 . As is shown, for each of these sequences two solutions are symmetrical according to the XY-plane. This can also be seen from Tables 9 and 10 . Two reported solutions for one sequence are very similar. They are different in some components that belong to β torsional angles (marked in bold typeface), and Fig. 6d for sequence 2EWH. From these results, we can conclude that all reported symmetrical solutions could be optimal, especially those obtained with hit r = 100, and all other solutions with hit r = 1 are almost surely not optimal.
Conclusions
In this paper, we presented a novel differential evolution algorithm for protein folding optimization. To improve its efficiency, the algorithm is extended with a component reinitialization and local search that includes a local movement. The component reinitialization is designed to redirect the search process to similar solutions that are different from the already found good solution in only a few components. Thus, the search space around good solutions is explored thoroughly and, consequently, the algorithm can find better solutions. We also designed the local movement for a three-dimensional AB-off lattice model in such a way that only a two consecutive monomers are moved locally while all the remaining monomers remain in their positions. With additional data structure this type of movement allows us to reduce the runtime complexity of the energy cal-culation within the local search from L 2 2 to 2L. The 23 sequences are used in the experiments to analyze the proposed algorithm and its mechanisms.
From the results of the algorithms with and without local search, it is evident that the local movement with additional data structure reduces the runtime complexity of the energy calculation, or increases the number of function evaluations per second by factor 1.46 for the shortest sequences, and by factor 3.91 for the longest sequence. This speed up is dependent on sequence length and the relationship between the number of solution evaluations inside and outside the local search. The local search also improves the algorithm's convergence speed for most of the sequences. Because of both advantages, the local search improves the efficiency of the algorithm, and this improvement is greater for longer sequences.
Using the best-known energy values as a stopping condition, we demonstrated the usefulness of component reinitialization. It reduces the required mean number of solution evaluations to reach the best-known energy value from 0.38 to less than 0.05. This indicates that the component reinitialization redirects the search process successfully to similar solutions, and allows the algorithm to locate the best-known solutions efficiently.
Our algorithm is the first algorithm that is capable of obtaining a hit ratio of 100 % for 6 shorter sequences within the budget of 10 11 function evaluations. Therefore, we introduce an approach for determiningasymptotic average-case performances. Our algorithm obtained the best runtime asymptotic average-case performance for sequence 2ZNF (16.6030 · 1.3505 L ) and the worst for 1BXP (0.0015 · 2.8911 L ). This approach shows additionally that the difficulty of the problem is not only dependent on sequence length, but also on the sequence itself.
The proposed algorithm was also compared with recently published state-of-the-art algorithms for PFO. It outperforms all competitors, and the obtained energy values improve the best-known energy values from the literature for all sequences with L ≥ 18. For example, the best energy value of sequence 1PCH was improved from 131.7787 to 156.5250 or by 24.7463.
The structure of the best obtained solutions was also analyzed. We figured out that there exist two symmetric best-known solutions for sequences with L ≤ 25. For these sequences, our algorithm obtained a hit ratio equal to or greater than 7 %. The solutions of these sequences could be optimal, especially those with a hit ratio of 100 %, and solutions for all other sequences are almost surely not optimal.
In the future work we will try to improve the algorithm further by using knowledge about symmetric solutions. This knowledge can be integrated within the evaluation function, or used to reduce the size of the search space. Additionally, we will try to design an algorithm that will reduce the likelihood of the exploration of already explored search space. (q) F21 (r) F21 Fig. 7 The best obtained conformations that could be optimal.
