Abstract: An approach for fault diagnosis of large-scale analogue circuits using neural networks is presented in the paper. This method is based on the fault dictionary technique, but it can deal with soft faults due to robustness of neural networks. Because the neural networks can create the fault dictionary, memorize and verify it simultaneously, computation time is drastically reduced. Rather than dealing with the whole circuit directly, the proposed approach partitions a large-scale circuit into several small sub-circuits and then tests each sub-circuit using the neural network method. The principle and diagnosis procedure of the method are described. Two examples are given to illustrate the method for both small and large-scale circuits.
Introduction
Fault detection and diagnosis (FDD) has become an active research area since 1970's and the past decade has seen some promising progress in the field of analogue FDD [ 1-91, Various useful techniques have been suggested in the literature, which include the fault dictionary technique, parameter identification technique, optimization-based technique and neural network (NN) technique. These techniques can be normally divided into two general categories [2] : the estimation methods and pattem recognition (PR) methods. Estimation methods require mathematical process models that represent the real process satisfactorily. These models should not be too complicated, otherwise computation will become very time-consuming. This limits the application of these methods. In pattem recognition methods for FDD, however, no mathematical model of the process is necessarily needed. The idea behind these methods is that the operation of the process is classified according to measurement data. Formally, this is a mapping from measurement space into decision space. Traditional pattem recognition and classification can be divided into three stages: measurement, feature extraction and classification. PR methods are usually computationally easier but the calculation task depends very much on the data and the actual problems.
Although much progress has been made, analogue circuit FDD remains extremely difficult and becomes the bottleneck of automatic testing of mixed-signal circuits. This is because of the difficulty of measuring currents, the lack of good fault models similar to the stuck-at-one and stuck-at-zero fault models in digital circuit test, the tolerance of components and the nonlinear nature of analogue circuits (the relationship between the circuit responses and the component characteristics is nonlinear, even if the circuit is linear). Therefore, only the fault dictionary technique is widely appreciated in practical engineering applications among the various techniques in the literature because of its simplicity and the effectiveness. However, it has its own vital weakness, that is, it can only detect hard faults and cannot cope with soft faults. Also, its application is largely limited to small to medium analogue circuits.
A neural network based fault diagnosis method for large-scale analogue circuits is proposed in the paper. The method can detect both hard and soft faults because the BPNNs are capable of robust classification even in the noisy environments. The process of creating the fault dictionary, memorizing the dictionary and verifying it are simultaneously completed by the BPNNs, thus the computation time is drastically reduced. This makes it possible to diagnose faults on line.
Neural Networks
Neural networks (NN) have been applied to a variety of problems in the areas of pattem recognition, signal processing, image processing, process identification, etc. Some researchers have successfully applied NNs to fault diagnosis of chemical processes, automotive engine failure, and even digital circuitry. But not much work has been done to use NNs for fault diagnosis of analogue circuits [3] , especially large-scale analogue circuits.
The most popular NN architecture is the backward error propagation (BP) network. It is a supervised network that has shown promise in pattem classification. Typical BP networks have two or three layers of interconnecting weights. Fig.1 shows a standard two layer network. It is a fully connected topology because each input node is connected to a hidden layer node, and each hidden node is connected to an output node in a similar fashion. The neuron's structure is shown in Fig.2 , where xi (i=O,1,2. ..n) Learning takes place by propagating the node activation of output pattems to the output node. The BPNN can be trained to provide signal estimation and pattem recognition if appropriate input and output pairs are given. And a detailed description of the BP algorithm can be found in the abundant literature.
Diagnosis Principle Using BPNN
A large-scale analogue circuit can be tom into several sub-circuits according to some certain rules, for example, according to its structure or function. Each sub-circuit matches a certain BPNN, as shown in Fig.3. nominal component values and accessible node voltages are obtained for the fault-free circuit. We call the ith-node voltage Ui,. Applying the same stimulus to the circuit, the accessible node voltages are obtained from the files created by PSPICE for each chosen fault in the set of possible faults. The ith accessible node voltage of the faulty circuit is denoted as Ui. The difference of the accessible node voltage due to the fault is AUi=ui-Ui~.
In a linear circuit, suppose that x is the single fault branch (component Sub-circuit n Fig. 3 . Basic diagnosis principle sub-circuits. Each sub-circuit can be diagnosed using an indeDendent BPNN as discussed Section 3.1. Thus the
Diagnosis Principle of Sub-circuits
For the construction of the fault dictionary, the circuit under test (CUT) is simulated using PSPICE software. Firstly, a signal is applied to the input of the CUT with diagnosis procedure for a large-scale circuit can be easily summarized as: accessible. This is a small circuit and so we deal with it directly. According to Section 3.1, the diagnosis process can be conducted using the following steps: 1). The feature vectors were computed under the fault conditions shown in Table 1 . 2). These feature vectors were passed through a neural network repeatedly. The neural network was a three-layer BP network, which has 2 inputs, 8 
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after the network was trained.
3). When the circuit is faulty, the trained BP is needed to diagnose the faults. The outputs (Ul, U2) were measured and the feature vector was calculated. The feature vector was then passed through the BP network. The fault element was identified by the output of the BP. A second circuit is shown in Fig.5 . This is a large-scale circuit. It is decomposed into 4 sub-circuits (marked in red lines), denoted by xI, xz, x3, xq, according to the nature of the circuit. Assume that R14 and Qs are faulty, and the value of Rl4 is changed to 450ohm, the base of Q 7 is open. Following the steps in Section 3.2, Table 2 was produced, containing accessible node voltages. The feature vectors were passed through the corresponding BPNNs, and the following results were obtained from the outputs of the BPNNs: sub-circuit 1 (x,) and sub-circuit 4 (x4) were fault-free, sub-circuit 2 (xz) and sub-circuit 3 (x3) were faulty. The faulty elements were identified as 4 3 and RL4, which are the same as originally assumed.
Conclusions
A neural network based method for fault diagnosis of large-scale analogue circuits has been proposed in the paper. This approach is robust because the BPNN is capable of robust classification even in the noisy environments. On-line computation time is reduced from the traditional techniques, although the simulation amount before test is still large. A major advantage of the BPNN method shown is the capability of diagnosing soft faults a difficult problem for the traditional dictionary technique. Further work is going on to use the proposed method to diagnose complex fault combinations in very large-scale analogue circuits.
