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Abstract 
 Tropical convection lies at the heart of atmospheric research, especially for global 
weather and climate predictions; satellite measurements with large spatial coverage 
provide valuable information to deepen and broaden our scientific understandings of this 
subject. This thesis is motivated to utilize satellite measurements with assistance of 
modeling tools in a synergistic way to study tropical deep convection.  
First a generic parallax correction method is proposed to remove the biases 
resulting from the mismatch of satellite footprints due to different sensor viewing angles 
targeting the same object. Second a non-blackbody correction is proposed to better 
estimate cloud top temperature utilizing the vertical structure within the cloud top layer 
probed by CloudSat and CALIPSO. The distance between the physical cloud top and the 
effective emission level is shown to have a linear dependence on cloud top fuzziness 
(CTF; difference between cloud top and 10dBz radar echo) when CTF is less than ~2km. 
Beyond this threshold, the effective emission level remains 0.74km below the cloud top 
due to the saturation of IR absorption and emission. This relationship clearly improves 
simulated MODIS radiances comparing with the observed counterparts.  
The distribution of cloud top buoyancy for tropical deep convections derived 
using cloud top and ambient condition indicates that convective development is sensitive 
to both land-ocean contrast and diurnal cycle. Under certain assumptions, vertical 
xix 
 
velocity inside the convective core is derived and the result is consistent with typical 
vertical velocity profiles observed by air-bone Doppler radars for tropical deep 
convections, such as the altitude for the maximum vertical velocity and the existence of a 
weak detrainment layer in the mid-troposphere. 
GCM simulations indicate that overshooting deep convection could be 
responsible for the vertical transport of black carbon into the stratosphere especially over 
the India subcontinent during South Asia summer monsoon, and that black carbon in the 
stratosphere is transported upward at as large as twice the speed of water vapor transport. 
To explore a possible observational strategy for such injection of black carbon into the 
stratosphere, a limb-view infrared detection method is proposed based on forward 
modeling of radiative transfer and the simulated profiles.  
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Chapter 1 
 
Introduction 
 
 
  Clouds are easily identifiable from the space (Figure 1.1). Its brightness in the 
visible part of the spectrum leads to effective reflection of solar radiation back to space 
and its optical thickness gives rise to effective emission and absorption in the infrared 
part of the spectrum, therefore casting the cloud in a critical role in the climate system. 
Clouds scatter all over the globe and are apparently morphologically multi-scale: the size 
of cloud could be ranging from a few kilometers such as an isolated convection to 
thousands of kilometers such as a squall line or a hurricane. Clouds materialize and 
dissipate irregularly with time scale spanning from minutes to days, which is governed by 
the underlying dynamic, microphysics and radiative processes. Such broad spatial and 
temporal scale span makes the understanding and simulating clouds an intellectually and 
computationally demanding job. For example, the representation of cloud processes in 
climate models has long been recognized as the major source of uncertainty in 
understanding the climate system (e.g., Cess et al. [1989] and Randall et al. [2003]). With 
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enormous effort invested into this issue, some of the fundamental details of the 
microphysical processes are still poorly understood (e.g., mixed-phase cloud) and cloud 
feedback [Stephens, 2005] remains one of the largest sources of uncertainty in climate 
simulation, undermining the confidence in climate projections. 
	
Figure 1.1 Cloud field taken by GEOS-13 satellite on March 18, 2014 1445 UTC 
overlay on true-color background. The data is available at NASA GSFC GOES Project 
website (http://goes.gsfc.nasa.gov/).  
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  Faithful representation of cloud process in models relies on accurate cloud 
parameterization and strong computational power. Recently, cloud-resolving models 
(CRM) have demonstrated increasing ability in direct parameterization of cloud 
microphysics, precipitation and aerosol interactions [Iguchi et al., 2012; Zeng et al., 
2013], enhancing the understanding of cloud processes [Ackerman et al., 2004; Fridlind 
et al., 2007]. With growing computational power, there have been attempts to replace the 
traditional cumulus parameterization in general circulation models (GCMs) with CRMs 
and the new model configuration is called global CRM (GCRM) [Tomita et al., 2005; 
Putman and Suarez, 2011]. GCRM is run with grid sizes as small as 3.5 km but still 
cannot simulate long-time climate because of the enormous computational demand. 
Nevertheless, GCRMs have been shown to perform better than conventional GCMs, for 
example, in simulating precipitation diurnal cycle [Sato et al., 2009] and summer Asian 
monsoon [Oouchi et al., 2009]. 
  In the effort of improving model representation of clouds, cloud observation lays 
the cornerstone for model calibration to ensure maximum consistency between model 
representations and real clouds. Traditionally, it heavily relies on intensive field 
campaigns such as the Global Atmospheric Research Program (GARP) Atlantic Tropical 
Experiment (GATE) in 1974 [Thompson et al., 1979] and the Tropical Ocean Global 
Atmosphere Coupled Ocean-Atmosphere Research Experiment in 1992-1993 [Webster & 
Lukas, 1992]. However, field campaigns are limited by spatial and temporal coverages 
and thus can only provide case-by-case datasets rather than a global long-time survey of 
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cloud behaviors. This is perfectly complemented by satellite measurement by virtue of its 
global coverage and continuous sampling. In fact, a recent field campaign, the Year of 
Tropical Convection (YOTC) [Waliser and Moncrieff, 2008], has taken advantage of the 
synergy of field campaign and satellite measurement and has successfully identified 
major issues in simulating tropical convection and its interactions across space and time 
scales [Moncrieff et al., 2012]. 
 In this study, A-Train, a state-of-the-art meteorological satellite constellation, is 
used. A-Train has a series of satellites flying in close formation, providing unprecedented 
global monitoring of clouds and atmospheric conditions. The wide variety of space-borne 
instruments onboard different satellites observe the same scene almost simultaneously 
using multiple remote sensing techniques and different spectral frequency, enabling 
A-Train to depict the multiple aspects of clouds and the ambient atmosphere. Available 
since 2006, the A-Train observations offer a large dataset to quantify the statistical 
characteristics of clouds [Mace et al., 2007; Sassen et al., 2008; Austin et al., 2009] and 
to assess model performances [Kay et al., 2012]. 
  Driven by the stunning future of unraveling the complexity of cloud, a number 
of similar studies take advantage of the unique combination of instruments in A-Train and 
have greatly deepened the insight of cloud fields. For example, vertical profiles of cloud 
properties are critical for calculating the radiative flux divergence within and at the top of 
the atmosphere [Barker et al., 2003]. However, multi-layer cloud information generally 
cannot be retrieved from passive sensor data and would cause biases in cloud top height 
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retrieval. Kato et al. [2010] used active sensors in A-Train, namely, the CloudSat cloud 
profiling radar [Stephens et al., 2002] and the Cloud-Aerosol Lidar and the Infrared 
Pathfinder Satellite Observation (CALIPSO) Lidar [Winker et al., 2007] to identify 
multi-layer cloud top and base heights and has derived a relationship that can be used to 
estimate the influence caused by cloud fraction, uppermost cloud top, and cloud thickness 
vertical profile differences.  
  Previous studies using space-borne infrared imagers (such as MODIS) had 
difficulties in distinguishing different kinds of clouds (like cumulus clouds and thick 
stratus cloud) because optically thick cloud with similar cloud top heights tend to have 
very similar brightness temperatures in the IR window region. Luo et al. [2008; 2009] 
demonstrated the idea that cloud inner structure profiled by CloudSat radar can be used to 
study cloud development. Similarly, Posselt et al. [2008] illustrates that CloudSat’s 
measurement of cloud internal structure greatly benefits the research of cyclones and 
contributes to numerical model assessment. 
  This research is motivated to synergistically use multiple satellite data sets and 
focuses on the behavior of tropical convection. 
  Convection is a strong upward motion usually from the planetary boundary layer 
up. From the perspective of atmospheric thermodynamics, it is the consequence of 
unstable atmosphere and can be further sustained by the release of latent heat. The 
induced updraft continuously pumps moist air from the boundary layer, which feeds the 
diabatic heating and fuels the updraft. During the updraft process, water droplets begin to 
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freeze at 0oC. However, freezing is not instantaneous and water may remain in liquid 
form beyond freezing level (at ~6 km with temperature of 0oC). Therefore, some of the 
convection reaching the freezing level may not glaciate fast enough to sustain upward 
motion and then stop at the mid-troposphere. Deep convections are the strongest portion 
of convection with cloud tops near the tropopause with strong precipitation and large 
amount of water transported to the mid- and upper-troposphere [Johnson et al., 1999; 
Cotton et al., 2010]. 
  During the developing phase of convection, cloud condensates are continuously 
pumped up to the cloud top by strong updraft. When the updraft is not strong enough to 
hold the large amount of condensates, downdraft gradually dominates and large 
condensates precipitate out leaving only tenuous cloud near the top. Therefore, the life 
cycle of convections could be derived from the cloud top condition. This research is thus 
motivated to use cloud top features to illustrate the statistical development pattern of 
tropical convection. Satellite measurements play a key role in this study due to their 
direct measurement of cloud top radiative features and continuous global sampling. Using 
correctly collocated multiple satellite data, reanalysis data, cloud resolving models and 
global climate models, and the state-of-the-art radiative transfer models, this research 
strives to address the following questions: 
1. What is the optimal way to blend satellite observations? What insights could 
cloud radar and lidar provide to the study of convection? 
2. How cloud top buoyancy can tell us about convective development? 
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3. Overshooting deep convection is responsible for the transport of black carbon 
to the stratosphere. How to possibly observe such events using remote sensing 
techniques? 
  The rest chapters in this thesis are organized as follows. Chapter 2 shows that 
parallax error is critical for the studies of tropical convection using satellite data and 
proposes a general solution for the parallax correction of all kinds of sensors on different 
platforms. Chapter 3 takes advantage of the CloudSat’s unique probing ability to look 
inside cloud and constructs a relationship between the inner-structure of cloud top layer 
and the physical cloud top temperature. Chapter 4 analyzes the derived cloud top 
buoyancy dataset and illustrates the statistical pattern of convective development. 
Vertically composited cloud top buoyancy is then used to estimate the updraft velocity of 
convection, the gross features of which agree reasonably well with field measurements. 
Chapter 5 studies the transport of black carbon by overshooting deep convection and 
proposes a method to retrieve stratospheric black carbon. The thesis is briefly 
summarized in Chapter 6 along with proposed future work. 
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Chapter 2 
Parallax Correction in the Analysis of  
Multiple Satellite Data Sets 
 
The material of this chapter was published in 
Wang, C.P., Z. Luo, X.L. Huang (2011), Parallax Correction in Collocating CloudSat and 
MODIS Observations: Method and Application to Convection Study, JGR-Atmospheres, 
116, D17201, doi:10.1029/2011JD016097. 
Wang, C.P. and X.L. Huang (2014), Parallax Correction in the Analysis of Multiple 
Satellite Data Sets, Geoscience and Remote Sensing Letters, 11(5), 965-969, 
doi:10.1109/LGRS.2013.2283573. 
 
2.1 Introduction  
With the accumulation of A-Train satellite data [Stephens et al., 2002] that 
observe various components of the climate system in a nearly simultaneous way, more 
and more studies have been conducted to exploit the synergistic value among these 
different measurements. Clouds are one of the primary interests for A-Train satellite 
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measurements given their central role in the weather and climate system. A number of 
instruments have been deployed on the A-Train constellation for this purpose including 
two active sensors (CloudSat and CALIPSO) and a suite of passive sensors (e.g., MODIS, 
AIRS, TES, and MLS). Several recent studies have exploited such synergy to gain new 
insights into cloud structure, climatology and the underlying physical/chemical processes 
using satellites that not only fly in close formation [e.g., Kahn et al., 2008; Luo et al., 
2008, 2009, 2010; Kato et al., 2010; Hong et al., 2010; Martin et al., 2013] but also in 
different kinds of orbits whose ground tracks intersect regularly, like CloudSat & TRMM 
(Tropical Rainfall Measuring Mission) [Liu et al., 2008]. The virtue of this technique is 
 
Figure 2.1. A schematic showing the viewing geometries of two satellites to illustrate 
the parallax problem. Note this drawing is for illustration only so horizontal and vertical 
dimensions are not in scale. 
13 
 
that a collection of variables could be constructed for an object using a variety of 
observing methods, which cannot be done by a single satellite. In a series of studies, Luo 
et al. [2008, 2009, 2010] utilized CloudSat radar reflectivity, MODIS 11-μm brightness 
temperature (hereafter, 11-μm BT) and ambient temperature from ECMWF operational 
analysis to estimate the buoyancy of convective clouds, identify life stages in their whole 
life cycles, as well as to estimate the entrainment rates. Kahn et al. [2008] analyzed 
CloudSat and CALIPSO data to evaluate the accuracy of AIRS cloud retrievals for a wide 
range of cloud types and to quantify the biases and variability of cloud top height 
retrieved by AIRS operational algorithm as a function of cloud types.  
However, in practice when dealing with satellite Level-1 & 2 swath 
measurements and retrievals, the parallax issue as the result of non-zero sensor viewing 
angle arises when multiple satellite data sets are used to study the same object at high 
elevation from different viewing angles. Level-3 & 4 products have variables mapped 
onto uniform space-time grid scales and the geolocation information of the footprints is 
not preserved so they are not considered in this study. A-Train constellation is designed 
to simplify the collocation problem by flying satellites in close formation. Therefore, a 
common approach for collocation is to simply ensure that the ground footprints of the 
two sensors match each other (this method has been used in producing the MODIS-AUX 
product, which matches each CloudSat profile with 3×5 grids of 1-km MODIS data 
centered on the CloudSat profile location).  This issue may not be relevant for researchers 
when the target object is physically uniform over relatively large spatial scales compared 
with the size of satellite footprints (e.g., stratus covering hundreds of square kilometers) 
or when the satellite footprint is large enough that the parallax shift is within one 
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footprint; however, in the case that the viewing zenith angle is large, for example, 55o for 
AMSR-E (the Advanced Microwave Scanning Radiometer for the Earth Observing 
System), or that the target spans only over a narrow horizontal scale (e.g., a convective 
plume or cumulus cloud with a horizontal width of several kilometers), or that the target 
is elevated in high altitude (e.g., cloud tops of tropical deep convection & polar 
stratospheric clouds), the corresponding error may not be trivial and could significantly 
affect the physical interpretation of the measurements. 
  To avoid introducing incorrect information into data fusion analyses, a parallax 
correction as a function of satellite viewing geometries and object heights should be 
specifically addressed. Figure 2.1 uses a sketch to illustrate this problem: instrument A 
observes the cloud in a nadir view with the ground footprint centered at point D while 
instrument B observes the same cloud top (centered point F) from a slantwise path with 
ground footprint centered at point E. If simply collocating the ground footprint, a 
different measurement from instrument B (the dash-dotting line in Figure 2.1) will be 
used whose viewing path does not intersect the cloud at all. Therefore, to ensure exact 
collocation in cloud observations, a shift in ground footprints for instrument B is required 
(in this case, it would be from point D to point E). This shift is hereafter called parallax 
correction. The parallax problem can also be exploited to retrieve useful information 
about clouds. For example, the stereoscopic technique that is often used to retrieve cloud 
top height [e.g., Hasler, 1981; Diner et al., 1998] is based on the same parallax principle 
as illustrated in Figure 2.1. 
 Parallax issue is often encountered in the studies of convective clouds. Nagle and 
Holz [2009] and Schreier et al. [2010] describe the radiance agreement in infrared 
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brightness temperatures and show that when using a more rigorous spatial response, the 
variability and skewness in the agreement are significantly reduced; essentially, the 
parallax correction here improves the agreement further for heterogeneous cloud scenes 
observed from multiple platforms, especially for deep convection. 
 Consider now another example of using CloudSat and MODIS (aboard Aqua) to 
study convective clouds. CloudSat observes clouds in a nadir view while MODIS 
operates in cross-track scanning mode with zenith angle from -65o to 65o. Because both 
satellites are part of the A-Train constellation, they fly at an altitude ~700 km. The 
ground trajectories of the two satellites, however, are ~230 km apart in the tropics and 
cross over each other in Polar Regions. This situation is illustrated in Figure 2.1, with 
satellite A as CloudSat and satellite B as MODIS. In generating MODIS-AUX (a 
standard CloudSat data product), the collocation is done by matching the positions of 
CloudSat surface footprints with those of MODIS. As pointed out in the previous 
paragraph, such collocation strategy could introduce a parallax bias. To further illustrate 
this problem, Figure 2.2 shows a segment of CloudSat radar reflectivity (the upper panel) 
and its ground track (yellow line in the lower panel) overlapped with MODIS 11-μm BT. 
Each red dot represents a MODIS footprint corresponding to a CloudSat profile. Note 
that for computationally efficiency, only deep convective clouds are used for calculation 
so that there are only three red dots that lie away from the CloudSat ground footprint and 
that the parallax shift of a lower cloud could be anywhere between the red dots and the 
CloudSat track. For the convective plume between (126.70 ºE, 3.70 ºN) and (126.75 ºE, 
3.89 ºN), if parallax error is not corrected, the “collocated” MODIS 11-μm BT is 272.3 K 
which poses a stark contrast with the cloud top height (CTH) at 15.18 km as measured by 
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CloudSat cloud profiling radar. According to ECMWF interim reanalysis [Simmons et al., 
2006; Uppala et al., 2008], the ambient temperature at 15.18 km at this location was only 
201.67 K. This considerable temperature contrast is clearly non-physical as the 
blackbody temperature of the cloud top should be close to the ambient condition. 
Meanwhile, Figure 2.2 indicates that the parallax displacement, although very small (~5 
km), shifts the matched points from the edge to the center of the convective plume.  
Convective edge usually consists of thin cirrus anvil which allows a significant amount of 
the warm radiation from below the cloud deck to leak through resulting in a much higher 
Figure 2.2 (Upper panel) CloudSat radar reflectivity (in dBz) observed at 17:21UTC 
on October 18, 2008. (Lower panel) Concurrent measurements of MODIS 11μm 
brightness temperature (BT, in kelvin). The yellow line is CloudSat ground track 
without parallax correction. The red dotted line segment represents the parallax 
correction. 
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11-μm BT. When parallax correction is applied to this plume (red dots in the lower panel 
of Figure 2.2), the corresponding MODIS 11-μm BT for this tall and narrow convective 
tower becomes 206.3 K, significantly lower than the one without parallax correction and 
is in line with the ambient temperature at this height. This example is a good illustration 
and the statistical significance of the parallax correction will be discussed in section 2.4. 
This parallax problem has been realized in previous studies by Luo et al. [2009, 
2010]. Their tentative solution was to remove the smaller convective plumes by imposing 
a condition that the standard deviation of the 11-μm BT over neighboring MODIS pixels 
be less than 3 K for CTH within 3~9 km and less than 1 K for CTH above 12 km. Such a 
stringent condition effectively filtered out scenes with non-uniform cloud tops and 
retained only those with relatively flat cloud tops (which we call “flat-top” condition 
hereafter), making parallax correction less of an issue. However, the selected samples 
under this condition will favor convective clouds at the mature and dissipative stages 
when plumes cease to grow but flatten out to form anvils, and will tend to exclude those 
in the incipient stage whose cloud tops are still “irregular”. Since convective clouds in the 
incipient stage tend to have positive buoyancy near the cloud top, such a constraint can 
inadvertently affect the statistics related to convective top buoyancy, such as those shown 
in Luo et al. [2009; 2010]. Moreover, the microphysics of convective cloud top is distinct 
at different stages and exclusion of developing convection would intrinsically undermine 
the sampling strategy and final conclusion.  
The objective of this study is to introduce a general solution to the parallax issue 
and to apply the method to two case studies: one is the parallax correction of CloudSat 
and MODIS, and the other one is the parallax correction of CloudSat and AMSR-E. 
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Additionally, we evaluate the impact of parallax correction on statistics collected about 
convective clouds and compare the results with Luo et al. [2009; 2010]. The rest of the 
section is organized as follows: section 2.2 describes the data sets and algorithm for 
parallax correction; some case studies are also presented. Statistical results and 
comparisons with analysis without parallax correction are presented in section 2.3. 
Discussion and conclusion are given in section 2.4. 
2.2 Data description and methodology  
2.2.1 CloudSat , MODIS, AMSR-E 
 Launched in 2006 as part of the A-Train constellation, CloudSat is a Sun-
synchronous polar-orbiting satellite flying at the altitude of 705 km [Stephens et al., 
2002]; it carries a 94-GHz nadir-viewing Cloud Profiling Radar (CPR) with a vertical 
resolution of 480 m oversampled to 240 m and ground footprint of approximately 1.7 km 
along track and 1.3 km cross track. Unlike ground-based weather radars that use 
centimeter wavelengths to detect raindrop-size particles, CloudSat CPR is working at 
wavelength of 3 mm (94 GHz in frequency) and is able to detect the cloud hydrometeors 
of much smaller sizes. This frequency is the optimum compromise to maximize cloud 
detection because that the amount of power received by CPR is strongly influenced by 
the cloud reflectivity and atmospheric attenuation, that cloud reflectivity increases with 
increasing radar frequency, and that atmospheric attenuation becomes prohibitive at 
higher frequencies. 
 CloudSat plays a unique role in cloud study as its radar signal can penetrate cloud 
and profile the inner structure of cloud. This allow us to define convection 
morphologically which is more physically sound than solely using brightness temperature 
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in either IR and microwave band. Because the latter only indicates the path-integrated 
radiance, it may suffer from wrong identification of multi-layer cloud and non-convective 
thick cloud. CPR has limited sampling ability as it can only probe the atmospheric 
column nadir to the satellite.  
 In this study, CloudSat standard profile 2B-GEOPROF is used for cloud mask and 
radar reflectivity. Cloud mask is a parameter ranging from 0 to 40 assigned to each pixel. 
The value of zero indicates no cloud detected and increasing value increasing likelihood 
of cloud detected. The threshold of 10 is applied to filter out unconfident cloud detection 
with a lower probability of false detection. Radar reflectivity in the units of dBz indicates 
the amount of water content that reflects the radar signal. Specifics of the CloudSat 
mission and data products can be found in a recent publication by Stephens et al. [2008] 
and CloudSat Data Processing Center (www.cloudsat.cira.colostate.edu).  
 The moderate resolution imaging Spectroradiometer (MODIS) onboard Aqua 
satellite is a key instrument of the Earth Observing System (EOS). It was launched in 
2002 and measures narrowband radiances in 36 spectral bands from 0.415 to 14.24 μm 
with wavelength-dependent nadir spatial resolutions of 250 m-1 km [Barnes et al., 1998; 
Parkinson, 2003; Platnick et al., 2003]. The collection of frequencies allows for a wealth 
of data product concerning land, cryosphere, ocean, and atmosphere, which paves the 
way for its wide application in the atmospheric science community. In this study, we 
specifically use 11-μm BT, a direct measurement of MODIS. The Bandwidth is from 
10.78 to 11.28 μm with noise equivalent temperature of 0.05 K. This frequency is one of 
the most transparent channel in the atmospheric window region, and is least affected by 
the absorbing gases and therefore most sensitive to the cloud mass. 
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The advanced microwave scanning radiometer – EOS (AMSR-E) is one of the six 
sensors aboard Aqua satellite. AMSR-E provides passive measurements of microwave 
brightness temperatures 6 frequencies ranging from 6.9 to 89.0 GHz with independent 
horizontal and vertical polarization measurement at each frequency. Operating at the 
altitude of 705 km, it measures the upwelling scene BT over an angular sector of ±61o 
about the sub-satellite track, resulting in a swath width of 1445 km. The half cone angle 
at which the reflector is fixed is 47.4o which result in an Earth incidence angle of 55.0o. It 
is often used to retrieve parameters such as precipitation rate and cloud water content 
[Nesbitt et al., 2000] partially because Spencer [1986] introduced a correction method 
that leads to a strong correlation between polarization corrected microwave BT and 
raining rate. BT in difference frequencies gives information of cloud water content at 
different regions of cloud. High frequencies like 89.0 GHz are sensitive to cloud top and 
lower frequencies like 10.65 GHz are sensitive to cloud bottom. As a conclusion, AMSR-
E could greatly contribute to the understanding of precipitation features of convective 
study. 
2.2.2 Selection of convective clouds 
We analyze all data collected within the tropics (30S-30N) during the entire 
year of 2008. Following Luo et al. [2009], CloudSat reflectivity profiles are used to 
obtain CTH while MODIS imageries of 11-μm BT are used to estimate cloud top 
temperature (CTT). Shallow convection is not the center of our interest and there are 
technological difficulties in using such an approach to study shallow convection, such as 
misidentification of low cloud by CloudSat and a higher likelihood of contamination in 
11-μm BT by overlying sub-visible thin cloud. Moreover, the parallax correction for 
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shallow convective cloud can be smaller than 1km (refer to Section 2.3.4 for a discussion 
on this), i.e., within the same MODIS 1-km pixel. Meanwhile, convections penetrating 
the tropical tropopause are rare and we are only interested in overall statistics. Therefore, 
we limit our analysis to CTH between 6 km and 18 km. The corresponding geolocation 
coordinates, solar zenith angle and sensor viewing geometry of each MODIS 1-km pixel 
are extracted from the MODIS/Aqua 1km 5-minute wide swath along CloudSat, normally 
known as MAC03S1.002 product. The ambient temperature is obtained from temporal 
interpolation of six-hourly ECMWF interim reanalysis temperature fields. ECMWF 
interim is the latest reanalysis product by ECMWF [Simmons et al., 2006; Uppala et al., 
2008] with a horizontal resolution of 1.5×1.5.  
For cloud decks, it is believed that 11-μm BT represents approximately the 
temperature at an emission level where cloud IR optical thickness (cld=1) is about one. 
This statement is to be evaluated in Chapter 3. So, 11-μm BT is always warmer than the 
CTT (except for some cases of overshooting to the stratosphere). Luo et al. [2010] 
utilized collocated CALIPSO lidar and CloudSat radar data to estimate the correction for 
11-μm BT case by case. Here, the empirical relationship from Chapter 3 is adopted and a 
justification will be provided later. The basic idea is to link the CloudSat fuzziness to the 
level where 11-μm IR emission weighting function peaks. The idea is that a “packed” 
cloud top (which will show up as a larger vertical gradient in radar reflectivity) needs a 
smaller correction because the emission level is close to the physical cloud top whereas a 
fuzzy cloud top needs a larger correction. This correction distance is the multiplied by 
local moist adiabatic lapse rate, the product of which is then deducted from 11-μm BT, 
leading to the CTT estimate. Once CTT is determined, convective buoyancy is derived 
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from the difference between CTT and ambient temperature at the same altitude, as is 
done in Luo et al. [2010]. 
Another modification to Luo et al. [2010] is the way statistics is constructed. In 
Luo et al. [2010], each selected CloudSat convective profile is counted equally in 
calculating the histogram of buoyancy. But since larger convective clouds contain more 
radar profiles, the statistics may be biased in favor of larger systems. Here instead, we 
treat each convective cloud (defined as neighboring CloudSat profiles satisfying the 
“convective core” condition as defined in Luo et al. [2010]) as one entity and use the 
highest CTH to define buoyancy for the whole plume in an effort to use the profile closer 
to the convective core. Sometimes a separate layer of cirrus can be seen on top of a 
convective plume. We exclude such cases since the upper cirrus layer affects the MODIS 
11-m BT and makes it a difficult task to calculate the corresponding CTT for the 
convective tower.  
2.2.3 Parallax correction 
 Consider Figure 2.1: assume instrument A is the CloudSat Cloud profiling radar 
(CPR) and instrument B is MODIS aboard Aqua. In order to match the cloud observation 
in the field of view, the ground footprint of MODIS should be at point E. Given the 
similarity of triangle BCE and triangle FDE and the MODIS viewing zenith angle at 
point D, i.e. ∠ܥܤܦ), the length of the displacement vector from point D to point E,	ݎԦ , 
can be written as 
   (2.1)  tan~)/(tan hhHhHr 
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 where H is the operational altitude of satellite sensor B;  denotes the viewing zenith 
angle of sensor B with ground footprint at point D; h is the CTH derived from satellite A 
(thus h<<H). The direction of ݎԦ is given by viewing azimuth angle (φ), defined as the 
angle between vector	DCሬሬሬሬሬԦ and local geodetic north [Nishihama et al., 1997].  
 Denote the latitude and longitude of point D as YD and XD, respectively. Then the 
latitude and longitude of point E can be written as  
     (2.2) 
   (2.3) 
where all angles and coordinates are in radians and RE is the radius of the Earth (~6371 
km).   
 For some of the satellite data products, the sensor viewing azimuth angle is not 
given. In such case, spherical trigonometry can be used to calculate the viewing azimuth 
angle. The minor arc of a great circle between two points (for example, A and B) on a 
great circle of a sphere can be expressed as 
   (2.4) 
 The overhead arc over two letters is used to denote this distance hereafter. Figure 
2.3 is an illustration of the plan view for Figure 2.1. The two arrows indicate the tracks of 
satellite A and B. The circle at D is the cloud to be sampled and C is the sub-satellite 
point of satellite B, whose three adjacent swaths are shown by three thick dashed lines.  
 Point G is the intersection between the satellite track and the swath where the 
cloud is identified.  is the viewing angle that deviates from the bearing of the satellite 
cos /E D EY Y r R 

sin / ( cos )E D E DX X r R Y 

 cos(sinY sinY cosY cosY cos(X X ))A B A B A BAB arc  

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(߶଴; moving direction east of the geodetic north;  in this case for satellite B). Using 
the cosine rule of the angles on a sphere, we have, 
   (2.5) 
Then, we obtain,	 
    (2.6) 
 The bearing of a satellite’s trajectory (from C to G) relative to geometric North is 
obtained following that 
CG
    cos cos cos sin sin cosGD CG CD CG CD   
  
 
cos cos cosarccos( )
sin sin
GD CG CD
CG CD
  
 
Figure 2.3 Three swaths of markers denote the ground footprints of satellite B whose 
ground track is CG. The dash line denotes the ground track of satellite A. The deviation 
of viewing zenith angle ( ) is calculated based on the location of ground footprint and 
the cloud object is identified at point D. 

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 (2.7) 
where  is a function that returns the angle between east and the point (x, y), 
which is measured clockwise. This function is available in many programming languages. 
Thus, the viewing azimuth angle from satellite sensor is,    
       (2.8) 
 The plus-minus sign is determined by the relative position of two satellite tracks. 
For the ascending-node example depicted in Figure 2.3,  applies. For its 
descending-node case, would apply.  
 The effect of the non-spherical shape of the Earth is neglected in this study given 
the flattening factor of the Earth being around (a-b)/a=1/298 where a and b are equatorial 
and polar radii, respectively. For instance, take the polar orbit satellites of A-Train. 
Assuming a spherical Earth has a radius of actual polar radius, and then arcs on the great 
circle are approximately elongated by at most a factor of 1/298. Let  / 298x CG  in 
radians, given that CG  and CD  are approximately equal, we rewrite Equation 2.5, do 
the expansion, and only keep the first-order terms of x since x<<CG . Then we have, 
  
 
2
2
cos cos cos2arccos( )
sin cos2
GD CG CG x
CG CG x
         (2.9) 
 For a CG  ~7.6 degrees, the influence of a non-spherical Earth assumption 
contributes about 1.2% relative error to the azimuth angle calculation. For a parallax shift 
0 0arctan 2[sin(X X )cosY ,cosY sinY sinY cosY cos(X X )], ( , ]G C G C G C G G C        
arctan 2(y, x)
0   
0   
0   
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of 5 km, the corresponding difference is 60 meters, which is much smaller than actual 
size of the satellite footprints that we consider here. 
2.3 Case studies 
 We illustrate the usage of the general solutions derived in Section 2.2 with two 
examples related to cloud remote sensing, both drawn from the A-Train constellation 
observations. 
2.3.1 CloudSat and MODIS  
  For this case study, the CloudSat overpass is collocated with MODIS 
MAC03S1.002 products acquired from the NASA Goddard Earth Sciences Data and 
Information Services Center (GES DISC). This product is the subset of MODIS/Aqua 
dataset along CloudSat track with swath width of 200 km. For the sake of computational 
efficiency, this product is used instead of the standard MODIS Level-1 product. The 
sensor viewing geometry of each MODIS 1-km pixel is given in terms of the viewing 
azimuth angle, which is the direction from the target object to the sensor (equivalently, 
 in Figure 2.1). To be consistent with the aforementioned definition of sensor 
azimuth angle ( ), is added to  in order to obtain the angle between vector  and 
local geodetic north. Then we have,  
    (2.10) 
   (2.11) 
DC

   DC
cos( ) / RE D EY Y r    

sin( ) / (R cosY )E D E DX X r    

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 We present two cases to further illustrate the parallax problem. The first case has 
been briefly discussed in the introduction section (Figure 2.2). The convective cloud is 
located near 3.7N and 126.7E: red dots represent points E in Figure 2.1 (with parallax 
correction) and yellow dots correspond to points D (without parallax correction). The 
shift from the yellow dots to the red dots is about 5.1 km, however resulting in a change 
of 11-μm BT by 66 K (from 272 K to 206 K)! Such a large temperature gradient is also 
reflected in a large standard deviation of 25 K for the 11-μm BT from the 3×5 grids of 1-
km MODIS data centered on the CloudSat profile location. Clearly, parallax correction is 
Figure 2.4. Similar to Figure 2.2 except for the observations made at 06:37 UTC on Oct 
10, 2008. 
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critical for the correct estimation of CTT associated with this convective plume. 
Another example is shown in Figure 2.4 wherein two convective clouds are identified: 
one is an isolated deep convection (~7.8N and 288.3E) and the other is a much larger 
convective system (~9.1N and 288.4E). The former case is just like the one in Figure 
2.2 – an isolated, small scale, and vigorous deep convection. Small parallax shift 
translates to a large difference in the 11-μm BT (~30 K).  The latter case, in contrast, 
possesses some very different characteristics such as having a well-defined anvil cloud 
extending over 100 km, as shown in the vertical cross section of CloudSat radar 
reflectivity. Most likely it is a convective system at its mature stage or perhaps even 
heading toward dissipation (once the plume rains out the precipitating particles). The 
anvil is rather “flat” and homogeneous as the standard deviations of the 3×5 11-μm BT 
measurements surrounding the convective cores are only about 0.28 K. Parallax 
correction makes little difference to this case, as far as CTT is concerned.  It should be 
noted that the former case, i.e., the small deep convective plume, would have been 
filtered out if the “flat-top” criteria in Luo et al. [2010] were used but the latter case will 
remain.  
 These cases help illustrate the scenarios where parallax correction will make a 
difference (smaller systems) and where it will not (larger systems with a flat top). The 
next section focuses on statistical analysis (based on tens of thousands of cases) to 
examine the effects of parallax correction on estimation of CTT and convective buoyancy, 
as well as how these effects depend on cloud height, cloud size, etc. 
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2.3.2 CloudSat and AMSR-E  
Knowing that the half cone angle (47.4o) at which the reflector is fixed and the 
Earth incidence angle (55.0o), the length of on the great circle can be computed and 
is ~7.6o. Since  is small (~11o) and shape of the swath is close to part of a circle, we 
assume and are of the same length. Then we have,  
   (2.12) 
 Only the 89GHz brightness temperature is considered here because of its fine 
spatial resolution and its high sensitivity to small ice particles near the cloud top. The 
gray scale color contour in Figure 2.5 shows the AMSR-E horizontally polarized 89GHz 
CG

CG CD
 

2
2
cos cosarccos( )
sin
GD CG
CG
  
Figure 2.5. The gray scale map shows the same scene as in Figure 2.4 but with the 
AMSR-E horizontal-polarized 89GHz BT. Six swaths of AMSR-E footprints are 
marked with white circles for illustration use. The yellow and green lines show the 
ground tracks of CloudSat and Aqua satellites, respectively. The red dot represents a 
profile of CloudSat measurement of the same convective cloud in Figure 2.4. With 
parallax correction applied, the blue dot shows the location of the actual BT from the 
cloud top. 
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brightness temperature collocated for the same case shown in Figure 2.4. The green line 
is the AMSR-E ground track which is later used to get the satellite local bearing. Similar 
to Figure 2.4, the CloudSat track is plotted in yellow and the red dot shows the location 
of the same convective cloud. This snapshot was taken in a descending node when the 
satellites were flying from the North Pole to the equator. Figure 2.4 clearly demonstrates 
that CloudSat and AMSR-E aboard Aqua are flying in two close orbits 1 . Spatial 
separation between the two orbits reaches its maximum over the equator and minimum 
near the pole [Savtchenko et al., 2008]. As shown in the figure,  equals the satellite 
bearing minus . Then, the displacement vector is projected onto latitude and longitude 
coordinates and marked with a blue dot, which can help locate the correct AMSR-E 
measurement that should be used. Though the instantaneous field of view (IFOV) of 
AMSR-E at 89GHz band (4km×6km, cross and along track, respectively) is much larger 
than that of MODIS (1km×1km), the large viewing zenith angle of AMSR-E leads to a 
parallax error difference that is non-negligible. The nearest AMSR-E 89GHz BT 
measurements decrease from 285 K at the red dot to 237 K at the blue one with a 
decrease of 48 K. 
2.3.3 When nadir-view satellite is not available 
 It should be noted that, as for parallax corrections for cloud remote sensing, cloud 
top height is a prerequisite for solutions described in Section 2.2. These case studies use 
the CloudSat to provide such estimates of cloud top height. Other cloud top height 
estimation methods such as CO2 slicing are equally applicable. Additionally, when nadir-
                                                            
1 CloudSat has experienced an orbit shift in 2001 and 2012 due to a significant battery degradatio
n since April 2011. Details can be found at [Witkowski et al., 2012]. 
 


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viewing satellites are absent and when the cloud top is located by its radiative feature, the 
actual latitude and longitude coordinates of the cloud would need to be derived by 
inversely using the parallax correction solution in Section 2.2 (i.e., obtaining coordinates 
of XD and YD based on known values of XE and YE). One notable application is the study 
of clouds in the polar region [Chan et al., 2013; Key et al., 2003]. Sun-synchronous 
satellites overpass the polar region and provide a dense sampling pattern over the Polar 
Regions. The nature of sun-synchronous satellite determines that measurements from 
different viewing directions and large viewing zenith angles [Chan et al., 2013] will be 
collocated. The rotation of the Earth would not complicate the issue significantly unless 
the time interval between two satellite observations is very large. Due to the nature of 
satellite polar overpasses, different satellites view the object from different directions. 
The different viewing directions are already considered in our equations as the parallax 
shift will be projected along the viewing direction. 
2.3.4 Applicability of parallax correction 
As mentioned above, such parallax correction is most noticeable for targets in 
high elevations and in narrow horizontal widths. In studies such as remote sensing of 
surface conditions (e.g., surface temperature, soil moisture) or near-surface conditions 
(e.g., boundary layer conditions, shallow convective clouds), simple collocation by 
ground footprints would be sufficient for almost all the cases. 
Another consideration is the size of satellite footprint. Still using Figure 2.1 for 
illustration, if satellite sensor B has a footprint which is large enough to encompass both 
points D and E, and the cloud top is homogeneous enough, then no parallax correction is 
needed. To generalize the discussion, let a and b denote the length of a satellite footprint 
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along and across a swath. Then parallax correction is only needed when , 
where L is the mean spatial resolution. As an example, for the footprint of AMSR-E 
89GHz measurements, a = 4 km and b = 6 km thus  is 4.9 km. Take the case in 
Section 3 for an example, the parallax correction shift for the convective cloud (~21.4 km) 
is over four times of . In contrast, (~23.6 km) outnumbers the parallax shift, 
which means parallax correction for this channel is unnecessary.  
 At a given spatial resolution, the minimum elevation of target that needs parallax 
correction is . No parallax correction is needed when the cloud top height is 
below this level since the corrected viewing angle still falls into the same IFOV. For 
AMSR-E 89GHz channel, this threshold is 3.4 km, which warrants the necessity of 
parallax correction for this channel as long as the convective cloud top height is above 
this level. In comparison, the threshold becomes 16.5 km for its 23.8GHz channel, an 
elevation that few convective cloud tops can reach. 
2.4 Results and Interpretations 
 Following the method described in Section 2.2, 16,218 convective clouds are 
identified from CloudSat data over the tropics (30⁰S-30⁰N) for the entire year of 2008. 
Herein, the influence of parallax correction to deep convection studies is illustrated 
through the statistical relations between CloudSat CTH and MODIS 11-μm BT before 
and after the correction. For clouds of our interests, i.e., single deep-convective cloud cell, 
its 11-μm BT is well correlated with its physical cloud top temperature. Meanwhile, 
temperature change with altitude is nearly linear. Therefore, a good linear relation 
between CloudSat CTH and MODIS 11-μm BT can be expected when a large size of 
r L ab 
89GHzL
89GHzL 23.8GHzL
/ tanL 
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such cases are examined. Figure 2.6 shows two 2-D histograms of CloudSat CTH and 
MODIS 11-μm BT with an identical set of contour colors, one before the parallax 
correction and one after it. It is obvious that the parallax correction significantly reduces 
the spread of the 2-D histogram and yet only modestly changes the peaks of the 
histograms. It improves the correlation between CloudSat CTH and MODIS 11-μm BT 
from 0.82 to 0.92 (i.e., R-square from 0.67 to 0.85). 
 Figure 2.7 shows the mean MODIS 11-μm BT as well as the standard deviation as 
a function of CTH. Two curves are shown: one with parallax correction (blue) and the 
other without (red). The bin size for CTH is 1 km. Several findings deserve discussion.  
 1) The mean BT values become smaller after the parallax correction (the blue 
curve is consistently lower than the red curve).  This can be understood as follows: some 
Figure 2.6. Left panel: the 2-D histogram of collocated CloudSat CTH and MODIS 
11-μm BT before the parallax correction. Only convective cloud cases are selected 
according to the criteria used in Section 2.2.2. The R-square is labeled. Right panel: 
same as the left one after the parallax correction. 
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of the BT reading without parallax correction includes the contribution from both 
convective plume and atmospheric layers or surface below it as demonstrated in Figure 
2.2. It is most likely that the neighborhood of the convective plume consists of clouds 
with lower height and warmer BT, or even clear-sky scenes, since convective plumes 
usually bulge out from the cloud deck (our selection of the highest-reaching CloudSat 
profile as the representative CTH for each convective cloud also contributes to this 
difference).  Figure 2.7 also shows that the parallax-induced difference in BT increases 
with CTH. For example, the mean values differ by 2 K at CTH of 7 km and it increases to 
7.2 K at 15 km. This is because the surrounding of a taller convective plume is less likely 
 
Figure 2.7. Mean and standard deviation of MODIS 11-m BT as a function of cloud 
top height (CTH). A total of 16,218 cases over the year of 2008 are used to compute 
the statistics. The bin size of CTH is 1km. Red and blue lines show the results before 
and after the parallax correction, respectively. 
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to be colder and higher than the plume itself (e.g., it is more likely for a 7-km convective 
plume to be sandwiched by taller neighbors than a 15-km plume). Therefore, BT without 
parallax correction tends to come from a scene warmer than the convective plume (as 
illustrated in Figures 2.2 and 2.4).  
2) The standard deviations of the BT after the parallax correction are consistently 
smaller than those before the correction. Such a reduced spread can be understood as 
reflecting an overall improved collocation of CTH (from CloudSat) and BT (from 
Figure 2.8. Histograms of T CTTTenv  as a function of CTH (2-D histogram). 
Left and right panels are results from before and after parallax correction, 
respectively.  The bin size of CTH is 0.5km and that of CTT-Tenv is 1K. The 
histograms are normalized at each CTH interval so that the total occurrence adds up 
to 100% at each CTH level. 
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MODIS).  In other words, the estimated BT is now more closely clustered around the 
“true” value for that height level (e.g., no more 272.3 K for 15.18 km, as shown in Figure 
2.2).  The decrease in spread is more pronounced for taller convection than for lower one.  
Together with (1), these changes suggest that parallax correction is particularly important 
for studying deep convection. 
 After MODIS 11-μm BT is converted to CTT, we calculate the difference 
between CTT and the ambient temperature (Tenv) obtained from ECMWF reanalysis data: 
T CTTTenv , which is used in Luo et al. [2010] as an indicator of convective 
 
Figure 2.9. The black curve shows the fraction of convective clouds with positive 
buoyancy sorted by horizontal span of the core of convective cloud as observed by 
CloudSat. The gray bar is the normalized number of observations falling into each bin 
of horizontal span. Normalization is with respect to the total number of observations. 
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buoyancy. Our focus is again placed on contrasting the statistics before and after parallax 
correction. Figure 2.8 shows the histograms of ΔT as a function of CTH (2-D histograms). 
The histograms are normalized at each CTH interval so that the total occurrence adds up 
to 100% at each CTH level.  Consistent with the 11-μm BT statistics in Figure 2.7, the 
histogram before parallax correction shows a larger spread than that after the correction, 
especially for CTH > 8km. Figure 2.8 also shows that, for the cases with CTH above 12 
km, negative buoyancy is dominant. This is consistent with the fact that 12 km happens 
to correspond to the mean level of neutral buoyancy (LNB) for the tropics as estimated 
from the Air Force Laboratory reference tropical profile [Ellingson et al., 1991]; 
convection ascending beyond the LNB will likely have colder top than the environment, 
thus negative buoyancy. 
 In addition to examining the statistics at different cloud top heights, it is also 
informative to composite the positive buoyancy statistics with respect to the horizontal 
size of the core of a convective cloud as observed by the CloudSat radar reflectivity. One 
cautious note is that the horizontal size deduced from CloudSat may be somewhat 
different from the real size as inferred from geostationary imageries which are capable of 
capturing a plan view of the entire convective systems.  Results are shown in Figure 2.9 
in terms of the fraction of convective clouds with positive buoyancy sorted by the 
horizontal span of these clouds. Generally, the fraction of positive-buoyancy cases 
decreases with the size of connective core (Figure 2.2). So does the mean of temperature 
difference between cloud top and ambient environment (not shown here), which drops 
from 2.8 K for the 0-5km bin to -3.4 K for the 35-40km bin. These results suggest that 
smaller convective plumes are more likely to be actively growing (positive buoyancy). 
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This is consistent with our understanding of the convective life cycle and with previous 
studies (see, for example, Luo et al. [2008]). The positive-buoyancy fraction levels off 
after ~ 35 km. As shown by the histogram on the same figure, the number of cases with 
horizontal span >35 km only consist of 1.39% of total observations. Moreover, such large 
convective core occupies a considerable portion of the 1.5º×1.5º grid box. Hence it might 
not be a good approximation any more to assume the ERA-interim temperature of that 
grid box being the cloud-free ambient temperature. Therefore, such level off beyond 
35km may not be statistically robust. 
2.5. Conclusion 
 Parallax problem affects collocation of satellite measurements from different 
platforms. This problem is especially pronounced for cloud observations.  Here, we 
describe a parallax correction method for collocating CloudSat and MODIS data for the 
study of tropical convective clouds. The impact of the parallax correction on the statistics 
of convective cloud properties, such as cloud-top temperature (CTT) and buoyancy, is 
examined.  Comparisons are also made with previous studies of tropical convection using 
the same data sets that avoided the parallax problem by imposing a “flat-top” condition 
on selection of convective clouds. Although effectively avoiding the parallax problem, 
the “flat-top” condition biases the statistics toward convection at mature or dissipating 
stages when convective plumes tend to flatten out to form cirrus anvils.  Analysis of a 
whole year (2008) of data is conducted over the tropical region (30S-30N). The main 
findings are summarized as follows:  
1) Parallax correction reduces the CTT of convective clouds; the magnitude of the 
reduction increases with cloud-top height (CTH). This is because without parallax 
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correction, the satellite views the surrounding area of a convective plume which is 
likely to be warmer than the plume (to visualize this, just imagine that a 
convective plume usually bulges up from the nearby clouds).  This effect is more 
pronounced for higher CTH because a taller convective plume is less likely to be 
sandwiched by still taller (and colder) neighbors.  
2) Parallax correction reduces the spread or standard deviation of CTT. This can be 
understood as reflecting an overall improved collocation of CTH (from CloudSat) 
and BT (from MODIS).  In other words, the estimated BT is now more closely 
clustered around the “true” value for that height level (e.g., without parallax 
correction, we see a CTT of 272.3 K that belongs to a convective cloud with CTH 
of 15.18 km, as shown in Figure 2.2).  The decrease in spread is more pronounced 
for taller convection than for lower ones for the same reason that the parallax 
correction on CTT increases with CTH. Together, these changes suggest that 
parallax correction is particularly important for studying deep convection. 
3) As a natural consequence of the decrease in CTT, the fraction of convection with 
positive buoyancy decreases after parallax correction.  Again, the effect is greater 
for deep convection (with CTH > 10-12 km).  Comparisons with previous studies, 
which had no parallax correction but imposed a “flat-top” condition, show that 
indeed the fraction of positive buoyancy is smaller when only mature and 
dissipating convection is selected. 
 
 This study is part of an ongoing activity that seeks to understand the underlying 
convective processes through synergistic measurements from the A-Train constellation.  
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In a broader sense, this research underscores the subtlety of matching satellite 
observations from different platforms, even when these satellites fly in close formation 
like the A-Train constellation. Hopefully, this study can be helpful for refining algorithms 
used to collocate A-Train data products for the study of clouds (and probably aerosols as 
well). It would also be useful for any future efforts on coordinating cloud observations 
from different satellite platforms.  
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Chapter 3 
A physically based algorithm for non-blackbody 
correction of cloud top temperature and 
application to convection study 
 
The material of this chapter is published in: 
Wang, C., Z. J. Luo, X. Chen, X. Zeng, W.-K. Tao, and X. Huang, 2014: A physically 
based algorithm for non-blackbody correction of cloud top temperature and application to 
convection study, J. Appl. Meteor. Climatol., in press, doi: 
http://dx.doi.org/10.1175/JAMC-D-13-0331.1. 
 
3.1. Introduction 
 Cloud top temperature and cloud top height are two important parameters to 
retrieve in the remote sensing of clouds. Passive IR remote sensing techniques are 
sensitive to a finite layer near cloud tops. The thickness of the layer varies from case to 
case. Thus, solely using IR measurement is not enough to accurately locate the physical 
cloud top and to estimate the corresponding cloud-top temperature. Yet, precise 
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knowledge of cloud-top temperature (CTT1) and cloud-top height (CTH) is crucial for 
analyzing certain cloud processes. For example, estimation of convective buoyancy and 
entrainment rates as described by Luo et al. [2010] requires a high accuracy of 
simultaneous measurements of CTT and CTH. Several attempts have been made in the 
past to address the problem. Minnis et al. [1990] assumed a linear relationship between 
visible cloud top and infrared cloud emission level and derived an empirical relationship 
to estimate physical cloud-top temperature using emittance derived from equivalent 
radiating temperature. In a follow-up study, Minnis et al. [2008] analyzed observations 
from the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation (CALIPSO) 
Lidar and thermal infrared satellite imagery of Moderate-Resolution Imaging 
Spectroradiometer (MODIS), and concluded with an expression for the cloud top altitude 
of optically thick ice clouds as a function of the emission level. Along a similar line, 
Sherwood et al. [2004] examined the relationship between thermal cloud top heights 
derived from geostationary satellite infrared imageries and direct measurements using air-
borne lidar observations and showed that the thermal cloud top is consistently ~1 km 
lower than the lidar cloud top. The aforementioned studies heavily rely on Lidar and 
infrared brightness temperature. Lidar cannot penetrate deep into clouds. Although it can 
accurately determine the cloud top, lidar has difficulties in probing the in-cloud structure, 
especially for the convective core and thick anvils. Including simultaneous radar 
measurements will be helpful because radar can better profile thick clouds. Therefore, we 
pursue radar-lidar synergy in this study. 
                                                            
1 Hereafter CTT refers to the physical temperature at cloud top, not the brightness temperature as 
commonly used in the literature. 
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 A common approach to infer the cloud top temperature of opaque clouds from IR 
passive remote sensing is to use the brightness temperature in the IR window region, 
typically over the 11-m band (BT11). BT11 is a function of the temperature at cloud top 
as well as temperatures within a layer below due to the non-blackbody effect of clouds. 
However, the vertical structure of cloud microphysics (such as cloud water content or 
CWC) near the cloud top varies from one cloud to another, affecting the depth of the 
layer over which IR measurements can penetrate. Some cloud tops are fuzzy with small 
cloud water content (moderate vertical gradient in optical depth) while others are 
compact with large cloud water content (large vertical gradient in optical depth). 
CloudSat, a space-borne 94GHz radar in operation since July 2006, is able to profile 
cloud structure with high vertical resolution and is also able to directly determine the 
cloud top. Its inability to detect small cloud particles near the top is complemented by the 
two-wavelength polarization-sensitive lidar aboard CALIPSO [Winker et al., 2009]. 
Furthermore, CloudSat, CALIPSO, and MODIS aboard Aqua as part of the A-Train 
constellation [Stephens et al., 2002] make almost simultaneous observations. These facts 
motivate this study to explore how the vertical structure near cloud top is related to BT11 
and how passive and active remote sensing measurements (namely, CloudSat, CALIPSO, 
and MODIS) can be used together to estimate CTT for optically thick clouds.  
 The motivation articulated in the previous paragraph is illustrated by two 
convective clouds in Figure 3.1 with CloudSat radar reflectivity (in unit of dBZ) profiles 
in color scale and the natural logarithm of ice water content (IWC) derived from the 
combination of CloudSat and CALIPSO in gray scale. The vertical profiles of optical 
depth for the MODIS 11-m channel are calculated using vertical profiles of CWC 
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retrieved by CloudSat and CALIPSO (see Section 3.2 for calculation details). From top to 
bottom, the black contour lines show the 11-m optical depth (11) of 0.5, 1, 5, and 20, 
respectively. The red pluses mark the effective emission levels (EEL), which are defined 
as the altitudes corresponding to the peaks of the weighting functions of MODIS 11-m 
channel. Both radar reflectivity and cloud optical depth in the figure suggest that the 
convective cloud on the left has a more compact top than the one on the right. For the 
convective cloud on the right, the cloud-top fuzziness (as measured by the vertical 
gradient of radar reflectivity or optical depth) varies across the cloud. Consequently, the 
distance between the EEL (the red plus signs) and the radar cloud top is larger where the 
cloud top layer is fuzzier and smaller where the cloud top layer is more compact. 
Hereafter, cloud tops are always defined as the altitude where the CloudSat radar 
Figure 3.1. CloudSat radar reflectivity (in dBZ) observed at 06:37 UTC on 10 October 
2008 is shown in color scale and the natural logarithm of cloud ice water (in mg m-3) 
content in gray scale. The black contour lines (from the uppermost to the lowermost) are 
for IR optical depths of 0.5, 1, 5, and 20, respectively. The red plus signs mark the levels 
with maximum weighting functions (the effective emission levels). This is the same 
event as Figure 3 in Wang et al. [2011]. 
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reflectivity first reaches its detection limit, ~-30dBZ. Such correlation between the 
vertical gradient of CloudSat radar reflectivity and the vertical gradient of 11-m optical 
depth will be explored quantitatively in this study to better estimate physical cloud top 
temperature. Current space-borne cloud remote sensing provides the capability to capture 
the vertical profiles of radar reflectivity (e.g., CloudSat) and lidar backscatter (e.g., 
CALIPSO) but not the profiles of 11-m optical depth; yet it is the latter quantity that is 
most directly related to the IR determination of cloud-top temperatures. 
 To complement the analysis of observational data, three-dimensional (3D) cloud 
resolving model simulations are used to provide a more complete understanding of the 
relationship. Specifically, the Goddard Cumulus Ensemble model (GCE) [e.g., Zeng et al., 
2009] is employed to simulate clouds and precipitation, driven by the large-scale forcing 
obtained from a field campaign. The GCE simulations are analyzed for studying detailed 
in-cloud structures that are elusive to satellite measurements (e.g., in-cloud temperature 
profile), aiming at a physically-based understanding of the relationship among cloud top 
temperature, BT11 and CloudSat radar reflectivity.  
 The rest of the chapter is organized as follows: Section 3.2 introduces the data 
sets, GCE model, and radiative transfer calculation used in the study. Section 3.3 
describes results obtained by examining collocated CloudSat, CALIPSO, and MODIS 
observations and analyzing radiative transfer model simulations. Section 3.4 analyzes 
results from GCE model simulations. Section 3.5 discusses the application to the 
convective buoyancy study. Finally, Section 3.6 presents summary and conclusions.  
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3.2. Observations, Models, and Data Processing 
3.2.1 Observations 
3.2.1.1 CloudSat and CALIPSO 
 The potential benefits of combining cloud profiling radar and lidar together to 
probe the cloud have been well recognized [Sassen et al., 2009; Luo et al., 2010; Luo et 
al., 2011; Young et al., 2012]. Because the lidar on CALIPSO and the cloud profiling 
radar (CPR) on CloudSat utilize different wavelengths, they are sensitive to cloud 
particles of different sizes. The lidar is operating in the visible wavelength and is able to 
detect thin cirrus clouds and aerosols but its laser pulse is strongly attenuated by optically 
thick cloud. The CloudSat radar, on the other hand, can typically sense and penetrate 
non-precipitating cloud but can barely detect the thin cirrus with small particle sizes. 
Therefore, combining information from lidar and radar allows for a more complete 
description of the geometrical and microphysical parameters of clouds, given the wide 
varieties of size distribution of cloud particles within clouds [McGill et al., 2004; Minnis 
et al., 2012; Okamoto et al., 2003]. For this reason, we use joint CloudSat-CALIPSO 
product, whenever possible, to study cloud top properties in this study. CloudSat and 
CALIPSO fly at an altitude of 705 km in a Sun-synchronous polar orbit and make 
equatorial passes at approximately 1:30am and 1:30pm local time. The 94-GHz nadir-
viewing CPR onboard CloudSat profiles clouds with a vertical resolution of 480 meters 
oversampled to 240 meters and its ground footprint is approximately 1.7 km along track 
and 1.3 km cross track [Stephens et al., 2008]. CALIPSO payload consists of an imaging 
infrared radiometer, a wide field camera, and a two-wavelength lidar with ability to 
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resolve the orthogonally polarized components of the 532-nm backscattered signal. The 
lidar backscatter signal can profile clouds up to an optical depth of about 3 with a 
resolution of 60 m in vertical and 333 m in horizontal.  
 The following CloudSat-CALIPSO data products are used, all obtained from the 
CloudSat Data Processing Center2. 1) 2B-GEOPROF provides the CPR radar reflectivity 
profiles and is used in this study to identify cloud tops and to quantify the fuzziness of 
cloud top layer. 2) 2B-CWC-RVOD and 2C-ICE provide cloud microphysics parameters 
such as CWC, which is used as the input for radiative transfer model calculations. 2C-
ICE product is based on joint retrieval from collocated CloudSat and CALIPSO 
measurements and provides ice water content [Deng et al., 2010]. 2B-CWC-RVOD 
product has both liquid water content (LWC) and ice water content (IWC), but the 
information content is largely derived from the CloudSat CPR and constrained by 
MODIS visible optical depth [Wood 2008]. Deng et al., [2013] shows that 2C-ICE 
outperform 2B-CWC-RVOD in cloud ice microphysics retrieval, underscoring the 
importance of radar-lidar synergy in ice cloud property retrievals. To take advantage of 
the radar-lidar synergy, we used 2C-ICE product for IWC profiles. 2B-CWC-ROVOD 
data are used only for its LWC profiles. 
 We define a parameter that will later be used to measure near cloud-top condition, 
which we call cloud top fuzziness (CTF), 
CTF = CTH – 10dBZ ETH     (3.1) 
                                                            
2 The CloudSat Data Processing Center can be accessed via 
http://www.cloudsat.cira.colostate.edu/ 
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where CTH (cloud top height) is defined based on CloudSat CPR corresponding to the 
height of -30dBZ, and 10dBZ ETH (echo top height) is the highest altitude reached by 10 
dBZ. 10dBZ echo is an indicator of the presence of large precipitation-size particles and 
thus 10dBZ ETH is a good proxy for convective strength [Luo et al., 2008; Luo et al., 
2011]. CTF so defined thus measures the extent to which precipitation-sized particles are 
transported to near the cloud top. The smaller the CTF, the more compacted the cloud top 
is, and vice versa. It will be shown later that CTF is closely related to the correction for 
the IR non-blackbody effect.   
3.2.1.2 MODIS 
 MODIS aboard Aqua flies in close formation with CloudSat, being separated 
from each other by a variable time interval but always less than 120 seconds. It measures 
narrowband radiances in 36 spectral bands from 0.415 μm to 14.24 μm with wavelength-
dependent nadir spatial resolutions from 250 m to 1 km in a 2300-km-wide swath [King 
et al., 1992; Platnick et al., 2003]. The 11-μm brightness temperature, BT11, from the 
Aqua-MODIS measurement is collocated to CloudSat observations after the correction of 
parallax shift following the method depicted in Wang et al. [2011].  
3.2.1.3 Analysis of observational data 
 The ambient temperature and relative humidity are obtained from the CloudSat 
ECMWF-AUX data set and are inputted to the radiative transfer simulation. ECMWF-
AUX is based on the European Center for Medium-Range Weather Forecasts (ECMWF) 
operational analysis, spatially and temporally interpolated to the CloudSat track. Note 
that the optical depth in CloudSat Level-2 product, the CloudSat 2B-TAU, is for 0.55 µm, 
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which is different from the 11-µm optical depth used throughout this study. We calculate 
the 11-µm optical depth using the PCRTM, a radiative transfer model to be described in 
Section 3.2.3. 
 All CloudSat data and 2C-ICE retrievals collected within the tropics (30oS - 30oN) 
in the year of 2008 are analyzed here. We choose convective clouds by the criteria that (1) 
CTF is less than 4km and (2) CTH is greater than 6 km such that boundary-layer 
convective clouds are excluded. As a result, 277,968 profiles (0.43% of total CloudSat 
observations in the tropics) meet our criteria. To best capture the behavior of the core of 
convection, for each strong convective cloud that has consecutive CloudSat radar echo 
profiles that meet our criteria, we only use the one with the highest CTH considering that 
it is likely to be closer to the actual convective core. This reduces our selected profiles to 
a total of 16,837 for the following analysis. Figure 3.1 shows two examples of the 
selected convective clouds. More details of selection of convective clouds can be found 
in Wang et al. [2011]. 
3.2.2 Goddard Cumulus Ensemble (GCE) Model 
 The GCE model is a cloud resolving model that has been developed at NASA 
Goddard Space Flight Center over the past decades (e.g., Tao and Simpson [1993]; Tao et 
al., [2002]), and is extensively used to study cloud processes and their interactions with 
the environment. The model is non-hydrostatic and anelastic. Its subgrid-scale turbulent 
processes are parameterized with a scheme based on Klemp and Wilhelmson [1978] and 
Soong and Ogura [1980]. The model includes solar and infrared radiative transfer 
processes, and explicit cloud-radiation interaction processes. The model has five 
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prognostic hydrometeor variables: the mixing ratios of cloud water, rainwater, cloud ice, 
snow and graupel (see Tao et al. [1993; 2003] and Lang et al. [2003] for details). 
 In this study, GCE simulations are used as a surrogate of real convective cloud 
development processes. The model is driven by the large-scale tendencies observed in the 
Tropical Warm Pool – International Cloud Experiment (TWP-ICE) [May et al., 2008], 
and uses 256×256 horizontal grid points at 1-km resolution. Its modeling results have 
been evaluated with C- and W-band radar data as well as satellite data [Zeng et al., 2013].  
 The TWP-ICE simulation analyzed here lasts for six days (Feb 6th ~ Feb 12th, 
2006) and 2429 simulated convective cores are identified in total. All information on 
those cores is fed into QuickBeam (see Section 3.2.3) to simulate 94-GHz radar 
reflectivity that mimics CloudSat CPR from a nadir view. In addition, PCRTM, a fast and 
accurate thermal radiative transfer model, is used to simulate MODIS BT11 as well as the 
vertical profile of optical thickness with the same the MODIS viewing zenith angle. The 
emission level is then derived by calculating the corresponding weighting function and by 
locating its peak. 
 Cloud selection method for observational data analysis is applied similarly to the 
model simulations. Specifically, convective clouds are selected for analysis if their CTH 
ranges from 6 to 18 km and is within 4 km of the simulated 10dBZ ETH. Similar to the 
data selection process for satellite measurement, simulated profile at one model grid is 
used to represent the core of a convective cloud. A convective core in the model is 
defined based on the following criteria: (1) grid points are classified as a convective 
region by GCE, (2) maximum upward velocity exceeds 2 m s-1, (3) outgoing longwave 
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radiation is less than 210 W m-2, (4) integrated water path is greater than 0.5 cm, and (5) 
simulated MODIS BT11 by PCRTM is less than 270 K. Each convective core is treated as 
one entity and for a cluster of neighboring cores, the one with the largest cloud water 
content is used to represent them for further analysis, similar to the analysis as described 
in Section 3.2.1. 
3.2.3 QuickBeam, PCRTM, and model-to-satellite simulation strategy 
 GCE outputs such as mixing ratios of cloud hydrometeors are fed into 
QuickBeam simulator [Haynes et al., 2007] to derive synthetic CloudSat radar 
reflectivity. This ensures consistent ways of defining the CTT and ETH between model 
simulations and observations. In this study, the mixing ratios of the five kinds of 
hydrometeor species in GCE are specified for the QuickBeam. To be consistent with the 
intrinsic size distribution of the GCE [Tao and Simpson, 1993], snow, graupel, and 
rainwater are assumed to have exponential size distribution; cloud water and cloud ice are 
assumed to be monodisperse in the QuickBeam simulator3. The scattering and absorption 
by atmospheric gases and thus gaseous attenuation of the radar beam are taken into 
account. Therefore, with the output of radar echo, CTT and ETH for clouds in GCE 
simulation can be similarly defined, bridging the gap between CloudSat observation and 
GCE simulation.  
 The Principal Component-based Radiative Transfer Model (PCRTM) [Liu et al., 
2006] is now becoming a widely used atmospheric radiative transfer model in IR remote 
sensing community for its computational efficiency and accuracy. Unlike channel-based 
                                                            
3 These size distributions are applied to maximize consistency with GCE output. We note here 
that the size distribution of hydrometeors in reality could be much more complicated than the one 
assumed in the QuickBeam simulator. 
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radiative transfer models, PCRTM computes the principal component scores of channel 
radiance, which greatly improves computational efficiency. The benchmark comparison 
with line-by-line radiative transfer model also shows that PCRTM performs satisfactorily 
in terms of accuracy. Further technical details about the PCRTM can be found in Liu et al. 
[2006; 2009]. Multiple scattering is incorporated into PCRTM by including a pre-
calculated look-up table of reflectance and transmission of clouds using the discrete-
ordinate-method radiative transfer [Stamnes et al., 1988]. Single scattering properties are 
obtained from Yang et al. [2001], Wei et al. [2004], and Niu et al. [2007] by averaging 
the single-scattering properties The complex refractive indexes of ice are taken from 
Warren [1984] with his 1995 update and that of water from Segelstein [1981].  
 The PCRTM is used here for two purposes: (1) calculating BT11 with inputs of 
vertical profiles of cloud water content, temperature, and humidity, and (2) calculating IR 
transmissivity of each discretized vertical layer. For simulating BT11 using CloudSat and 
CALIPSO observations, inputs to the PCRTM are IWC profile from CloudSat 2C-ICE 
product, and temperature and humidity profiles from ECMWF operational analysis. For 
simulating BT11 using GCE simulations, the GCE output of the same variables are 
directly fed into the PCRTM. PCRTM calculation is done at a spectral resolution of 1 cm-
1 (full width at half maximum) and the result is then convolved with the spectral response 
function of the MODIS 11-µm band4. In this work, a sensor-viewing zenith angle is set to 
match those of collocated MODIS observations. To ensure enough vertical resolution to 
accurately identify the peak altitude of the weighting function, the transmissivity is 
calculated for every 50-meter interval in the troposphere. Temperature and humidity 
                                                            
4 The spectral response function is available at http://mcst.gsfc.nasa.gov/calibration/parameters 
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profiles above the cloud top are taken from the ECMWF-AUX data products. The 
relative humidity was set to 100% whenever hydrometeors were present. For CloudSat-
CALIPSO-MODIS related analysis, treatment of the in-cloud temperature profiles in the 
PCRTM modeling needs some further assumptions and will be described in detail in the 
next section. For the GCE simulation, no assumption is needed for in-cloud profiles since 
everything is available from the GCE direct output. BT11 at the top of atmosphere and the 
corresponding transmissivity at 50-meter vertical resolution are obtained from PCRTM 
calculations. The latter is then numerically differenced to derive the weighting function. 
As mentioned in Section 3.1, the effective emission level (EEL) is then defined as the 
altitude where the weighting function attains its maximum. 
3.3. Non-blackbody correction for the tropical deep convection 
3.3.1 Effective emission level (EEL) and relation to cloud-top fuzziness 
 We first numerically investigate the question “where is the peak of the weighting 
function for the IR window channel near 11 μm?”. While it is often assumed that the peak 
of the IR weighting function is located at the altitude where optical depth , this exact 
statement is either based on the assumption that Planck function varies linearly with 
respect to optical depth with no scattering effect [Sherwood et al., 2004] or based on 
other approximations about the absorption lines [Stephens 1994; Goody and Yung, 1995]. 
In this study, we use a full-fledged radiative transfer model, the PCRTM, to explicitly 
evaluate the peak of the weighting function in the presence of scattering inside cloud. 
Figure 3.2 shows the histogram of 11 where the weighting function attains its maximum. 
Based on Figure 3.2, the expected value of 11 is 0.72 with the standard deviation of 0.3. 
57 
 
Among all cases examined here, 99.4% of all cases examined here have the weighting 
functions peaking at 11 < 2. The histogram is largely symmetric except a small tail 
beyond 11 > 2, which is found to be caused by interpolation of the cloud optical depth in 
the presence of extremely large vertical gradient of cloud water content at the cloud top.  
 As shown in Figure 3.1, the distance from cloud top identified by CloudSat to the 
EEL changes with the fuzziness of the cloud top. Figure 3.3 further demonstrates this 
with a 2-D histogram showing the relationship between CTF and the distance from CTH 
Figure 3.2. Histogram of the effective emission level (the peak of weighting function) 
expressed in the 11-m optical depth. The histogram indicates mean effective 
emission level is at the IR optical depth of 0.72.   
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to the EEL derived from the PCRTM calculation (denoted as x hereafter). The quantity x 
is critical to non-blackbody correction of the CTT. Figure 3.3 shows that it is related to 
CloudSat radar reflectivity profiles and thus can be parameterized using such 
measurements. The composite result x=x(CTF) is shown in black line with squares. The 
composite in Figure 3.3 shows that, when CTF is smaller than ~2 km (i.e., relatively 
compact cloud top), x is nearly linearly proportional to CTF and, when CTF is more than 
Figure 3.3. The 2-D histogram of the distance between CTH and the EEL computed by 
PCRTM (abscissa) versus the distance between CTH and 10dBZ echo top height 
(ETH) (ordinate). The figure is normalized for each CTH-10dBZ ETH interval. The 
black squares show the expected distance between CTH and EEL from such 
probability distributions. The red line is the regressed results. 
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~2 km, x composite becomes constant at ~0.74 km. This can be expressed mathematically 
as, 
min( ,0.74)CTF bx
a
      (3.2) 
where the values of a and b are determined by the linear regression of the data. To assess 
the impact of the CloudSat 2C-ICE retrieval uncertainty on the values of a and b, we 
randomly perturb IWC and LWC profiles with random numbers that follow normal 
distributions in accordance with the corresponding 2C-ICE retrieval uncertainties. Such 
perturbed profiles are then fed to QuickBeam and PCRTM to generate figure similar to 
Figure 3.3, and then derive values of a and b for this set of perturbation. We repeat such 
random perturbation calculation for 20 times and use them to estimate the uncertainty due 
to retrieval uncertainty of IWC and LWC. By this way, a = 2.83 with a 1- uncertainty of 
0.069 and b = 0.22 with a 1- uncertainty of 0.044. 
3.3.2. Temperature at the effective emission level versus BT11 
 To make the relation derived in Eq. (3.1) useful to estimating CTT, knowledge of 
the in-cloud temperature at the EEL (TEEL) is needed. TEEL is slightly different from the 
actual BT11 which is a weighted average of the in-cloud temperatures along a layer near 
cloud top. However, current remote sensing techniques cannot provide direct 
measurement of the vertical profile of in-cloud temperature; in-situ measurements inside 
cumulonimbus are rare. So, we used GCE model simulation to investigate the differences 
between TEEL and BT11. 
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 Results based on GCE simulations are presented in Figure 3.4 as a number density 
plot with the ordinate representing the simulated CTF (=CTH–10dBZ ETH) and the 
abscissa representing the difference between TEEL and BT11. The figure shows that the 
TEEL-BT11 difference has an appreciable spread largely independent from CTF. The mean 
of TEEL-BT11 difference is 0.11 K with a standard deviation of 2.3 K. Such spread could 
be due to a variety of factors such as the inclusion of multiple scattering in our radiative 
transfer calculation, the subtle variations of hydrometeor profiles near the cloud top as 
simulated by the GCE model, etc. Based on the student’s t-test, the 0.11-K mean 
 
Figure 3.4. Number density plot of GCE-simulated cases. Outliers outside of 3-sigma 
range are not included. Histogram shows as black bars. The red dotted line is the 
regression result and the blue line is TEEL –BT11=0.11K. 
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difference is statistically different from zero at significance level of 0.04. This small 
positive difference can be understood in the following way: ideally assuming temperature 
decreases linearly with altitude, the weighting function, largely bearing the shape of a 
Chapman function [Chapter 6; Goody and Yung, 1995], is slightly skewed to its upper tail. 
Therefore, as long as the effective emission level resides well below the tropopause, 
which is true for most cases except overshooting convection, BT11 could be considered to 
be slightly smaller than the temperature at the emission level. Nevertheless, it should be 
noted that 0.11 K is such a small difference compared with the uncertainty of satellite 
measurement for cloud tops [Paul et al., 2008] that for mostly practical reasons. 
Therefore, BT11 can be treated as a good approximation of the TEEL for convective clouds.  
 Based on these calculations, we arrive at the following expression to estimate 
cloud top temperature based on MODIS BT11 and CloudSat measurements: 
11
0.22min( ,0.74) 0.11K
2.83m
CTFCTT BT       (3.3)  
where CTF is cloud top fuzziness in kilometer and m  is the moist adiabatic lapse rate 
around the top of the cloud in kelvin per km. Physically, Equation 3.3 states that the IR 
non-blackbody correction, namely the difference between CTT and BT11, is proportional 
to the CTF parameter defined in Section 3.2.1: fuzzier the cloud top (larger CTF), greater 
the correction, and vice versa. It is also proportional to the in-cloud lapse rate, Γm. 
 As far as uncertainties in Equation 3.3 are concerned, the measurement 
uncertainty of BT11 is ~0.34 K [Xiong et al., 2009].  For the second term on the right side 
of Equation 3.3, its uncertainty is ~4 K given Γm ~8 K km-1 at convective cloud top and 
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the standard deviation of emission level estimation ~0.5 km. The standard deviation of 
TEEL-BT11 difference, i.e., the third term on the right side of Equation 3.3, is 2.3 K. Since 
the histograms in Figure 3.3 and Figure 3.4 can be viewed as empirical probability 
distribution functions (pdf), the uncertainty can be assessed in the following Monte-Carlo 
way: for any given y in Figure 3.3, obtaining an estimate of x in Figure 3.3 according to 
the empirical pdf determined by the histogram in Figure 3.3. Similar steps apply for the 
TEEL-BT11 difference with the given standard deviation. Such estimate will be used in 
Equation 3.3 in lieu of the regression formula to get an estimate of CTT. By doing such 
estimate many times, an uncertainty for the CTT estimated by Equation 3.3 can be 
derived. Figure 3.7 will show the results using such Monte-Carlo approach.  
3.4. Simulated versus observed BT11 
 To gain more confidence in our non-blackbody correction for convective clouds, 
we compare BT11 from the PCRTM simulation with the observed BT11 from Aqua-
MODIS. BT11 is simulated based on estimation of CTT. The approach adopted here is 
backward in comparison to Section 3.3, namely, we assume that CTT is known and then 
start from there to calculate BT11. The rationale is to see if we can close the problem both 
ways.  
 We compare two approaches in terms of estimating the in-cloud temperature 
profiles. One approach assumes no a priori knowledge of CTT and uses the ambient air 
temperature at the cloud top level (taken from the ECMWF-AUX product) to represent 
the CTT and further assume moist adiabatic change of temperature inside the cloud. The 
color contours in Figure 3.5a show the 2-D histogram of the simulated and the observed 
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BT11 following this assumption. The second approach assumes BT11+0.11 K as the 
temperature at the EEL and calculates CTT according to Equation 3.3. Note that the 
second approach does not require neutral cloud top buoyancy, i.e., CTT equal to the 
ambient temperature. Black contour lines in Figure 3.5a show the result from the second 
approach. The regressed slope of simulated BT11 vs. MODIS BT11 is 0.995 for the first 
approach with R2 of 0.96 and 1.004 for the second approach with R2 of 0.99. To better 
illustrate the improvement, panel (b) and (c) show the 2-D histogram of the differences 
between simulated and measured BT11 with respect to MODIS BT11, without and with 
our non-blackbody correction method, respectively. In contrast to Figure 3.5b, Figure 
3.5c with the correction demonstrates that the second approach yields tighter distribution 
and that the cases are better aligned at the zero-difference line, especially for the lower 
cloud. Therefore, we conclude that BT11 is better simulated when CTT is computed using 
our non-blackbody correction method, as opposed to assuming CTT equals the ambient 
air temperature. The small difference between CTT and the ambient air temperature is 
proportional to convective buoyancy, as will be discussed in Section 3.5. 
 Figure 3.5c shows that tropical convective clouds above the planetary boundary 
layer tend to cluster around two temperature ranges, namely, 250-265 K and 200-220 K. 
They correspond to two equally obvious modes of convective clouds [Johnson et al., 
1999]: cumulus congestus and deep convection, as noted in Luo et al. [2010]. Overall, 
Figure 3.5 suggest that the observed BT11 can be largely reproduced given knowledge of 
CWC and temperature profiles. This is encouraging and lends support to the validity of 
our method. There are also some noticeable biases. For example, there is a ~2-K warm 
bias for the black contours when BT11 is lower than 240 K (i.e., the deep convection 
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Figure 3.5. (a) 2-D histogram of numbers of occurrences of BT11 measured by MODIS 
(abscissa) and simulated using PCRTM with CloudSat cloud water profiles and 
temperature and humidity profiles as described in the context (ordinate). The red line 
with slope of 1:1 is plotted as a reference. Color filled contours are results assuming 
CTT equal to the ambient air temperature. The black contours are the result from 
updated estimation of CTT described in Section 3.4. Panel (b) and (c) show the 
difference between simulated BT11 and MODIS measurement with respect to MODIS 
BT11 with and without non-blackbody correction, respectively. Same set of color 
contours are used in (b) and (c). 
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mode). For BT11 > 240 K (i.e., the cumulus congestus mode), the simulated BT11 
distributes closely along the red line with a warm bias of less than 0.5 K. The bias is 
larger for approach 1 (where CTT is assumed to equal that of the environment) than 
approach 2 especially for the cumulus congestus mode. A number of reasons could 
account for these biases. For example, the ECMWF analyses, which represent the large-
scale environment, may not accurately capture the temperature profile near convective 
Figiure 3.6. Histogram of distance between cloud top and EEL for all cases 
examined here. Blue bars show the histogram of cases with CTH-10dBZ ETH less 
than 2 km. The red bars are for cases with CTH-10dBZ ETH within 2-4 km range. 
(a) Based on previous method used in Luo et al. [2008]. (b) Using Equation 3.2 to 
compute such distances. (c) The empirical PDF based on Figure 3.3 is used to 
estimate the distances (more details of this estimation can be found at the end of 
Section 3.4). 
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clouds especially when convection triggers local diabatic and adiabatic processes that 
could influence the vertical temperature profile at the spatial scale comparable to the 
MODIS footprint. 
3.5. Comparison with previous study and application to studying convective 
buoyancy 
 An important reason why accurate knowledge of CTT is critical can be traced to a 
series of recent publications [Luo et al., 2008 and 2010; Wang et al., 2011] which utilize 
the synergy between CloudSat and MODIS measurements to estimate convective 
buoyancy. Convective buoyancy (B) is proportional to the difference between CTT and 
the ambient air temperature of the same height level. Luo et al. [2010] concluded through 
a sensitivity and uncertainty test that CTT is the major source of error in convective 
buoyancy estimation. Even a merely 1-2K error in CTT is large enough to affect the 
determination of the “fate” of some convective clouds, namely, whether they are bound 
to take further ascent or have already lost buoyancy.  
 In previous studies, Luo et al. (2010) and Wang et al. (2011) used a simple, 
empirical method to correct for non-black cloud-top emissivity as follows: since 
CALIPSO lidar signal cannot penetrate beyond an optical depth at visible wavelength 
(vis) of ~3, this attenuation depth provides a means of estimating the correspondence 
between vis and physical depth. It is further assumed that the effective IR emission level 
is located at IR = 1 and the relationship between vis andIR follows that provided by 
ISCCP (Rossow et al. 1996): vis/IR = 2.56 for water clouds and 2.13 for ice cloud. 
Clearly, this correction method is rather crude. For example, lidar penetration depth may 
deviate from vis of 3 and vis may not vary linearly with depth. Also, the effective IR 
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emission level may not always occur at IR = 1, as demonstrated in Fig. 2. Moreover, the 
visible-to-IR optical depth conversion is not a constant and may vary from one case to 
another. Nevertheless, it represented our first attempt to address the problem. Here, we 
compare results derived from the previous method with those from this study which is 
more physically-based. 
 Figure 3.6 shows the histograms of the distance from cloud top to the EEL, i.e., x 
in Equation 3.2, as derived using three different methods. The upper panel (Figure 3.6a) 
is based on the old method used in Luo et al. [2010] and Wang et al. [2011]. Since Figure 
3.3 shows that the relationship changes from CTF < 2 km to CTF > 2 km due to the 
saturation of emission at that level, we divide the selected convective cases into two 
different groups: one has CTF less than 2 km and the other has CTF at 2~4 km. They are 
shown in blue and red bars in Figure 3.6, respectively. In Figure 3.6a, the blue histogram 
shows a peak around 0.8 km with a spread between 0.5 and 1 km. The red histogram 
reaches its maximum at around 1 km.  
 Figure 3.6b is based on Equation 3.2: the blue histogram has similar spread as the 
bar histogram in the upper panel but the peak of the histogram is now at 0.5 km. The 
expected emission level, as shown in Figure 3.2, is whereis ~0.72 instead of exact one 
as assumed in the previous method. Therefore, the new non-blackbody correction should 
be smaller than that by Luo et al. [2010] and Wang et al. [2011], which leads to warmer 
CTTs than previous estimates.  
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 Figure 3.6c is based on the estimates using the empirical PDF derived from Figure 
3.3 instead of Equation 3.2, as explained in the last paragraph of Section 3.3. It shows 
wider spread for both groups than Figure 3.6b, but their peaks are at similar locations and 
the expectation of the red histogram corresponds to the red bar in the middle panel. This 
can be explained by the fact that Figure 3.6b is based on the regression values derived 
from Figure 3.3 while Figure 3.6c takes the entire spread in Figure 3.3 into account. 
Hereafter, the correction estimated from such empirical PDF is denoted as PDF-based 
 
Figure 3.7. Fraction of convection clouds with positive buoyancy as a function of cloud 
top height. The bin size of cloud top height is 1 km. The black line corresponds to the 
black line in Figure 3.6 of Wang et al. [2011] with a small coding bug cleared. The red 
line is based on Equation (3.3) and shows the fraction for all cases. The shaded area 
indicates the 2-sigma range calculated based on Figure 3.3 and Figure 3.4. 
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correction and the correction using Equation 3.2 is referred to as regression-based 
correction.  
 As an application, the convective buoyancy as analyzed in Luo et al. [2010] and 
Wang et al. [2011] is re-examined. The convective cloud top buoyancy is represented by 
the difference between CTT and the ambient air temperature (Tenv) of the same level: 
T  CTT  Tenv . Figure 3.7 presents the fraction of convection with positive buoyancy as 
a function of CTH from 6 km to 18 km for both new and old method5. Taking T  as a 
proxy showing how vigorous a convection is, Figure 3.7 suggests that tropical deep 
convection is statistically strongest when reaching 9-10 km and gradually loses 
momentum during further development due to the depletion of latent heat, entrainment of 
cold dry air, and overshooting the level of neutral buoyancy. These results can be 
explained by the observation of trimodal characteristics of tropical convection [Johnson 
et al., 1999]. The smaller portion of positive buoyancy at CTH of 6 km is related to the 
existence of the weak stable layer, melting level at ~5 km. Many cumulus congestus do 
not glaciate fast enough and fail to gain enough thermal energy from latent heat release to 
sustain further upward motion. For the fast glaciating clouds, they are likely to gain the 
maximum apparent heat at 8 km [Takayabu et al., 2010], get heated up during ascent, and 
achieve the strongest buoyancy at 9-10 km (~300 hPa). Because of this strong positive 
buoyancy, updraft motion is likely to continue and a local minimum of detrainment is 
thus expected, which is supported by Figure 3.6b in Zuidema [1998].  
                                                            
5 The corresponding figure in Wang et al. [2011] included a programming error that lead to 
incorrect estimation of the ratio of positive buoyancy.  That error has been fixed here. 
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 The new IR non-blackbody correction method leads to more cases with positive 
cloud-top buoyancy for the very reason that the new correction is smaller than the old one 
thus resulting in warmer CTT estimates (Figure 3.6). Figure 3.7 shows that around 70% 
of the selected convective cores with tops lower than 10 km have positive buoyancy near 
cloud top, meaning that they will continue to accelerate. This result suggests that 
statistics collected from previous studies concerning convective clouds using polar-
orbiting satellite data (i.e., snapshot observations) should be treated with caution. In 
particular, statistics on apparent cumulus congestus which have a lot of space to grow 
vertically (e.g., Casey et al. [2011]) should be reassessed in light of our study. Our results 
thus underscore the importance of interpreting satellite snapshot observations with the 
proper dynamic context, that is, convective life stages need to be considered. In parallel 
to Wang et al. [2011], further analysis was conducted that separates day-night overpasses 
and land-ocean cases. Four subgroups are shown in Figure 3.8: daytime over land, 
daytime over ocean, nighttime over land and nighttime over ocean. Qualitatively similar 
to the results in Wang et al. [2011], Figure 3.8 shows that larger diurnal cycle in 
convective buoyancy occurs over land than over ocean. The fraction of positive-
buoyancy cases over land is larger at 1:30pm than that at 1:30am local time. This is 
consistent with our understanding of the diurnal cycle of tropical convection. The 
buoyancy achieves the maximum at ~10 km. The change of the ratio of positive 
buoyancy over ocean from 6 km to 10 km is smaller than that over land, possibly 
implying that melting level distributions over land and ocean and thus the distributions of 
latent heat release are different. Yuan et al. [2010] indicates that the levels where deep 
convective clouds are all in ice phase can be 2 km lower in altitude over ocean than over 
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land, suggesting that convective cloud could gain more latent heat in lower levels, 
shedding light on the smaller changes of the ratio from 6 to 10 km over ocean in Figure 
3.8 especially the one at 1:30pm. For both 1:30am and 1:30pm curves in Figure 3.8, the 
increase of fraction of plumes with positive buoyancy from 6 km to 8 km CTH is much 
larger over ocean than over land. This is consistent with the previous findings by Yuan et 
al. [2010] that land convection seldom glaciates at -15oC while ocean convection might 
do. 
3.6. Conclusions 
 A new method is presented to estimate cloud top temperature of convective 
clouds by correcting for the non-blackbody effect based on a relationship between cloud-
top fuzziness (CTF; defined as the vertical distance between CTH and 10dBZ ETH) and 
the distance from cloud top to the cloud IR effective emission level. Figures 3.3 and 3.4 
show the dependences of cloud top radiative features on the CTF derived from both 
observations and radiative transfer model simulations. Using CTF measured by CloudSat 
cloud profiling radar together with the IR brightness temperature (BT11) from MODIS, 
the algorithm provides an estimate of the temperature of cloud top. Comparisons are 
made with previous studies using the same data sets but a simple and less physically-
based method to correct for the non-blackbody effect. The new method is shown to 
outperform the old one. The major findings are summarized as follows: 
(1) Based on explicit radiative transfer model calculations, the mean effective 
emission level is at IR optical depth (τ11) of 0.72, lower than often assumed in 
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atmospheric radiation lectures, which is 1. Among 16,837 cases examined, 
99.4% of the effective emission level are in the range of τ11 at 0-2. 
(2) A regression relationship is developed that can parameterize the non-
blackbody correction as a function of cloud-top fuzziness measured by 
CloudSat radar reflectivity profiles. 
(3) Using PCRTM, IWC and LWC retrievals from CloudSat and CALIPSO, and 
ECMWF reanalysis datasets, we can largely reproduce the observed BT11 by 
MODIS, lending support to the validity of our method. 
 This new non-blackbody correction was applied to re-evaluate convective cloud-
top buoyancy as have previously been studied by Luo et al. [2010] and Wang et al. 
[2011]. Results show that ~70% of the convective clouds observed by CloudSat as 
snapshot in the height range of 6-10 km (i.e., apparent cumulus congestus) have positive 
buoyancy near cloud top, implying that they will continue to grow. This result 
underscores the importance of interpreting satellite snapshot observations as derived from 
polar-orbiting satellites with caution and proper dynamic context. Since apparent 
cumulus congestus have a lot of vertical space to grow, previous statistics on this cloud 
type using snapshot observations should be reassessed. It should be noted that the 
information on cloud development are inferred from thermodynamic analysis (buoyancy 
analysis). To rigorously validate such inferences, an independent observation with high 
temporal resolution would be needed. Possible candidates for such observations include, 
but not limited to, continuous ARM ground radar observations, geostationary imagery in 
the window channels, and multi-angle imaging spectroradiometer (MISR) measurements 
which observe the same cloud from different angles within a short time period. This 
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study is a proof-of-concept study and such thorough and rigorous validations are beyond 
the scope of it. However, the validation is a focus of our follow-up studies. 
 Finally, it is worth mentioning the uncertainties associated with our analysis. This 
new non-blackbody correction is based on fusion of multiple data sets, including satellite 
observations and retrievals as well as cloud-resolving model simulations. Thus, it is 
inevitably affected by the uncertainties and errors associated with these inputs. We 
described the uncertainties in the CloudSat retrievals and explained the choices we made 
in face of them. We estimated some aspects of the uncertainties using Monte-Carlo 
methods. However, to thoroughly and quantitatively pinpoint all uncertainties and to 
assess their impacts are beyond the scope of this study. This is especially true for the 
uncertainties of the parameters used in the cloud microphysics scheme of the GCE model. 
It would take tremendous computational effort to assess the full impact of the 
perturbations in these parameters. We acknowledge these limitations, but at the same 
time stress the improvement of the new non-blackbody correction method in helping 
estimate the cloud-top temperatures. The merit of data fusion in the cloud remote sensing 
and analysis is also noted.  
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Chapter 4 
 
Interpretation of convective cloud top buoyancy 
derived from satellite observations 
  
Part of the material in this chapter was published in 
Wang, C.P., Z. Luo, X.L. Huang, Parallax Correction in Collocating CloudSat and 
MODIS Observations: Method and Application to Convection Study, JGR-Atmospheres, 
116, D17201, doi:10.1029/2011JD016097, 2011. 
Wang, C., Z. J. Luo, X. Chen, X. Zeng, W.-K. Tao, and X. Huang, 2014: A physically 
based algorithm for non-blackbody correction of cloud top temperature and application to 
convection study, J. Appl. Meteor. Climatol., in press, doi: 
http://dx.doi.org/10.1175/JAMC-D-13-0331.1. 
 
4.1 Introduction 
 A simple yet meaningful question to ask regarding observing convective clouds is 
whether the observed convective cloud will continue to rise or cease to grow after the 
measurement is made. This is not easy to answer given that no satellites so far are able to 
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provide measurements of the vertical motion of clouds at desired temporal resolutions. 
Geostationary satellite can provide limited information on this regard by high temporal-
resolution imaging of the IR window channel [Zuidema et al., 2012]. Luo et al. [2010] 
proposed to use a thermodynamic variable, cloud top buoyancy, to evaluate the tendency 
of convective development. Convections with positive buoyancy indicate positive 
acceleration and thus will continue to grow vertically, usually termed as “transient 
convections”. Those with negative buoyancy will be decelerated and thus deemed as 
“terminal convections”. Therefore, cloud top buoyancy, if available, can be used as a 
proxy for the evolution of convective clouds. 
To illustrate this idea, Figure 4.1 presents nearly simultaneous snapshot by 
CloudSat, AIRS, and MODIS. CloudSat and MODIS have been introduced in Chapter 2. 
AIRS (Atmospheric Infrared Sounder) is an IR grating spectrometer, from which the 
temperature and humidity profiles can be retrieved at 1-km and 2-km vertical resolutions, 
respectively [Chahine et al., 2006]. CloudSat radar reflectivity map in Figure 4.1a and 
MODIS visible-band image Figure 4.1b show four convective clouds along the CloudSat 
track. These two images are snapshots from which no conclusion can be drawn on the 
tendency of vertical motion. Figure 4.1c shows the AIRS-retrieved temperature map at 7-
km altitude, roughly the top height of convective clouds shown in Figure 4.1a. Along the 
CloudSat track in Figure 4.1c, the retrieved temperature can tell whether convective 
cloud is warmer or colder than ambient at this altitude, which in turn can tell whether 
buoyancy is positive or negative and thus the vertical tendency is positive or negative. 
This example stresses how such study of thermodynamic variables can provide dynamic 
information based on the static measurements of multiple satellite sensors.  
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Figure 4.1. Observation at Sep 10, 2008 at 01:54UTC. (a) CloudSat radar reflectivity. 
(b) MODIS visible image. (c) 7-km temperature retrieval from AIRS aboard Aqua. 
The straight lines in (b) and (c) indicates the CloudSat track as in (a). 
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 Ideally, the buoyancy force throughout the vertical extent of convective clouds 
should be studied in order to obtain a full view of the dynamic developments of 
convective clouds. Yet a practical limitation is that IR measurement such as those by 
AIRS and MODIS cannot penetrate optically thick clouds such as convective clouds. 
Thus, in this study we shall focus on cloud top buoyancy only and the vertical velocity at 
cloud top accordingly. As illustrated in Chapter 3, window-channel brightness 
temperature (e.g., BT11) is related to temperatures within a vertical layer near the cloud 
top. Thickness of the layer roughly depends on the water content of the cloud top. A 
developing convection usually has a compact cloud top with large water content and a 
dissipating convection tends to have a relatively tenuous cloud top. Chapter 3 derives an 
empirical relationship between cloud top-layer vertical structure and the thickness of the 
layer by physically linking two quantities: cloud top fuzziness and cloud top emission 
level, from which the physical temperature of cloud top can be inferred. This physical 
cloud top temperature will be analyzed in this chapter in conjunction with ambient 
temperature to further exploit the possibility of deriving cloud top buoyancy.  
 Cloud top buoyancy can be derived once cloud top temperature and ambient 
temperature are known. According to the momentum equation, the vertical velocity ( ) is 
governed by, 
1 ' 'd p g
dt z
 
 
            (4.1) 
where P and  are air parcel pressure and density. As usual, overbars indicate the 
hydrostatic mean state and primes indicate deviation from the mean state. The first term 
on the right is non-hydrostatic pressure gradient acceleration that usually arises from 
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dynamical effects of forced motion. This term is pronounced only when the speed of the 
motion is comparable to or surpasses the speed of sound. The vertical velocity of 
convective updraft is usually no more than 20 m/s [Guimond 2010], one order of 
magnitude smaller than the speed of sound in the atmosphere. Therefore, this term is 
negligible in our analysis. The second term on the right is the buoyancy acceleration 
caused by density anomalies. Given that the pressure perturbation is small compared with 
temperature and density perturbation [Emanuel, 1994], the buoyancy term can be 
expressed as, 
' 'TB g g
T


           (4.2). 
 To generalize this expression for moist air, the temperature is replaced by virtual 
temperature, vT , which is defined as, 
(1 0.61q )v vT T       (4.3) 
where q v is mixing ratio of water vapor. Then Equation 4.2 can be written as, 
 B  g Tv '
Tv
      (4.4) 
 To evaluate the contribution of water vapor in this formula, Equation 4.4 is 
expanded into two terms: one only a function of temperature and the other only of moist 
content. 
B  g T '
T
0.61qv '



      (4.5) 
 From the satellite remote sensing perspective, the first term T ' T   could be 
evaluated at the cloud top but not inside cloud due to the reasons mentioned above. The 
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second term, 0.61qv ' , is the perturbation to water vapor mixing ratio. The ratio between 
the first and second term, ' 0.61 'v
T q
T
, is computed using the 1976 US Standard 
Atmosphere [National Oceanic and Atmospheric Administration et al., 1976] with 
different temperature perturbation (Figure 4.2). Air near cloud top is assumed saturated. 
Ambient relative humidity is empirically set to 80% at the altitude of 1 km and linearly 
decreases to 30% at the tropopause. For deep convection above the freezing level and 
temperature perturbation as large as 2 K, the buoyancy is dominantly determined by the 
Figure 4.2. The figure shows the ratio of the first and second terms in Equation 4.1, 
, for different cloud top temperature. The in-cloud and ambient 
temperature difference is assumed to be dT. 
' 0.61 'v
T q
T
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temperature perturbation. In comparison, the cloud-top buoyancy at the mid-troposphere 
is equally affected by both terms. Thus, cloud top buoyancy (CTB) is defined as,  
 _ _(1 0.61 ) (1 0.61 )v cld env v envCTB CTT q T q      (4.5) 
where CTT represents cloud top temperature, envT is the environmental temperature at the 
same level of cloud top height (CTH), _v cldq  and _v envq  are water vapor mixing ratio 
inside and outside cloud, respectively. To be able to evaluate Equation 4.5, minimum 
observational requirements are independent, simultaneous measurements of CTT and 
CTH as well as ambient air sounding. CloudSat and MODIS aboard Aqua are flying in 
formation and separated by only ~2 min, making them an ideal combination for this 
purpose. Based on the results from Chapter 2 and 3, CTT is obtained by, 
11
0.22min( ,0.74) 0.11
2.83m
CTFCTT BT      (4.6) 
where BT11 is the MODIS 11-μm brightness temperature in kelvin, m is the local moist 
adiabatic temperature in kelvin per kilometer, CTF = CTH - 10dBZ ETH as defined in 
Chapter 3 is cloud top fuzziness in kilometer. 
4.2 Data description and composite strategy 
 39,123 tropical (30oS~30oN) convective clouds have been identified by CloudSat 
measurements in 2008. As in previous chapters, shallow convection is not included in 
such identification. A convective cloud profile is defined as (1) cloud base below the 
height of 3 km, (2) at least one pixel with radar reflectivity great than 10dBZ, (3) vertical 
extent greater than 3 km. The cloud top heights of the convective cases are plotted in red 
histogram in Figure 4.3. The overlying black histogram is constructed by convective 
cases with high and relatively compact cloud tops (CTF < 4 km and CTH > 6km). This 
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subset of convection constitutes 54.4% of the total profiles identified by the CloudSat and 
represents relatively strong convection in its developing or mature phase instead of decay 
phase, hereafter, referred as active convection. The CTF criterion removes a large portion 
of identified profiles that have obviously fuzzy cloud tops with convective core well 
below saturated emission level (Chapter 3.3.1) and thus probably have lost upward 
momentum and quickly dissipating. This study attempts to illustrate cloud development 
using observations of cloud top condition, thus only the subset of active deep convection 
is used. A bimodal distribution is clearly identifiable in the black histogram with one 
Figure 4.3. Histogram of tropical convective cloud top height observed by CloudSat 
in 2008 (red). Histogram of cloud top height of strong deep convection are shown in 
black. The blue curve is the ratio of the two. 
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peak for cumulus congestus at 9 km and the other for deep convection at 14 km [Johnson 
et al., 1999; the third mode of tropical convection, shallow convection, is excluded in 
such data filtering]. The blue curve shows the portion that is retained by the CTF criteria. 
The ratio remains close to unity until CTH reaches 9 km, quickly reduces to 0.33 at the 
CTH of 14.75~16.35 km where tropical tropopause lies, and then increases to one at the 
CTH of 19 km. There are 1,183, 1.9% of all identified cases, convective clouds with CTH 
beyond 16.35 km and the cloud top 8.2 K colder than the ambient air on average, 
indicating that this subset of clouds are likely the overshooting convections.  
4.3 Observational result 
4.3.1 Geographical distribution of tropical convective cloud top buoyancy observed 
by CloudSat 
 The aforementioned criteria are applied to dataset from 2007 to 2010 to get a 
long-term average of convective development at the time of CloudSat observations (i.e., 
local 1:30am/1:30pm). The numbers of occurrences in each 10o by 10o grid for the active 
convective clouds are plotted in Figure 4.4a. The Intertropical Convergence Zone (ITCZ), 
the South Pacific Convergence Zone (SPCZ), and the regions featured with marine 
stratus (thus with few deep convections) are all clearly identifiable. 
 Figure 4.4b shows the ratio of the number of cases at 1:30pm to that at 1:30am. 
Warm color lies mostly over land and cold color over ocean, illustrating the land-ocean 
contrast in convective diurnal cycle with amplitude around 3: deep convections over land 
tend to occur in the afternoon instead of in the midnight, while it is not the case over 
ocean [Yang & Slingo, 2001; Tian et al., 2004; Liu et al., 2008]. 
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 Diurnal statistics of the two convective modes mentioned in Figure 4.3 are 
depicted in Figures 4.5 and 4.6. The two modes are divided as cumulus congestus with 
CTH of 7~9 km and deep convection with CTH of 13~14 km. Figure 4.5a (4.5b) shows 
the ratio of positive buoyancy (defined as positive CTB) for cumulus congestus at 
1:30pm (1:30am) local time. Cumulus congestus are vigorously growing over most parts 
of the tropics at 1:30pm. At 1:30am, the situation is about the same except over land, 
which is highlighted by the ratio of the two. Spatial maps of the ratio of positive 
buoyancy for deep convection mode are plotted in Figure 4.6. Diurnal contrast over land 
is as obvious as the case of cumulus congestus. A notable difference from Figure 4.5 is 
that, over considerable part of oceans, the ratio of 1:30pm to 1:30am is larger, suggesting 
more occurrence of active growth of deep convection over oceans at 1:30pm than 1:30am. 
Over marine continent, both cumulus congestus and deep convection shows strong 
diurnal difference in ratios of positive buoyancy however the occurrence frequency in 
Figure 4.4b remains largely the same between 1:30am and 1:30pm.  
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Figure 4.4 (a) Geographic distribution of total number of active deep convective 
clouds (including cumulus congestus) in 10o by 10o grid boxes observed by CloudSat 
during 2007-2010. (b) The ratio of number of occurrences at 1:30pm to at 1:30am. 
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Figure 4.5 Geographic distribution of ratio of positive CTB for convective cloud with 
CTH between 7 km and 9 km (so-called cumulus congestus mode) in 10o by 10o grid 
boxes. The result is plotted for 1:30pm in (a) and 1:30am in (b). The ratio of (a) to (b) 
is shown in (c). 
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Figure 4.6 Geographic distribution of ratio of positive CTB for convective cloud with 
CTH between 13 km and 15 km (so-called deep convection mode) in 10o by 10o grid 
boxes. The result is plotted for 1:30pm in (a) and 1:30am in (b). The ratio of (a) to (b) 
is shown in (c). 
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Figure 4.7. (a) Cloud top buoyancy as a function of cloud top height composited in 1-
km layers. (b) normalized buoyancy function. (c) Fraction of plumes with positive 
buoyancy. (d) Mixing coefficient derived from (b). 
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4.3.2 Vertical Profile of cloud top buoyancy 
Figure 4.7a shows the CTB derived from 2007-2010 CloudSat and MODIS 
observations as a function of CTH, which are averaged over the entire tropics and over 
each 1-km vertical layer. Shaded area represents the one-sigma uncertainty range. The 
CTB has a local maximum of 1.4 K at CTH of 6 km, then decreases to 1.2 K at 7 km and 
gradually increases to its maximum, 3.6 K, at 10km, and then monotonically decreases 
with CTH. The averaged CTB reaches neutral buoyancy (CTB=0) slightly above 14 km. 
Figure 4.7b normalizes CTB following 
b(z)  g CTB
Tenv (10.61qv _ env )     (4.7) 
Such normalized buoyancy is used later for comparison with modeling studies.  
As in many applications of thermodynamics, we here take the ergodic hypothesis, 
i.e., assuming that buoyancy obtained at cloud top is the buoyancy for the fresh in-cloud 
air parcel when it reaches the same altitude of the cloud top. A helpful visualization is to 
imagine a convective tower constant sprouting of fresh in-cloud air (hereafter called 
“fountain-cloud”). Then, Figure 4.7a can be interpreted as the vertical profile of updraft 
parcel buoyancy for a representative tropical deep convective cloud from 6 km to 18 km. 
If so, the curvature of the CTB profile in Figure 4.7a implies the existence of two weak 
stable layers: the melting layer and the tropopause, which is consistent with our previous 
knowledge about the tropical stable layers in the free troposphere [Zuidema, 1998; 
Johnson, 1999]. 
Figure 4.7c shows the ratio of positive buoyancy as a function of CTH. The ratio 
has a maximum of 0.76 at 10 km and linearly decreases with CTH. Figure 4.7d show the 
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profiles of the mixing coefficients defined in Folkins [2009] from the thermodynamic 
perspective. The definition of mixing coefficient is, 
(i) b(i 1)
backward
scale
b
b
  
     (4.8a)
(i 1) b(i)
forward
scale
b
b
  
 
    (4.8b)
 
where  is mixing coefficient, scaleb  (=0.23 g/m2) is the normalization factor from Folkins 
[2009]. The average of backward and forward results is shown in black in Figure 4.7d. 
The mixing coefficient can be interpreted as follows: In the updraft branch of a steady 
state, when an air parcel in the cloud experiences acceleration, by mass continuity 
ambient air must be entrained into cloud. When the air parcel decelerates, the cloud tends 
to detrain. Here, turbulent mixing is ignored so that detrainment and entrainment is 
governed solely by buoyancy vertical gradient.  
The difference between Equation 4.8a and 4.8b lies in the forward difference and 
backward difference so a layer may have detrainment and entrainment at the same time 
like the level of 10 km. The weak detrainment at 6 km is consistent with model study 
[Folkins, 2009] and observation in during the Tropical Ocean Global Atmosphere 
Coupled Ocean–Atmosphere Response Experiment (TOGA COARE) field campaign 
[Zuidema, 1998]. Such weak detrainment at 6km can be explained by the melting layer. 
Cloud droplets do not readily freeze at 0oC but can remain in liquid form at colder 
temperature in a “supercooled” state [Rosenfeld & Woodley, 2000]. Latent heat release 
due to the phase change is gradually released as indicated by the fraction of cloud 
droplets in liquid form (Figure 14 in Korolev et al. [2003]) which also implies that the 
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latent heat release rate varies with a number of factors, e.g., land-ocean contrast [Yuan et 
al., 2010]. Comparing with Figure 14 in Folkins [2009] that is solely based on model 
simulation, Figure 4.7d strongly resembles the same pattern but the amplitude is 3~4 
times larger, suggesting that the simulated convections in Folkins [2009] might not be as 
vigorous as the observed ones, which however is subject to the large uncertainty rage in 
Figure 4.7b. 
The observation-derived mixing coefficient could shed light on 
entrainment/detrainment estimation. An updraft parcel of mass ,d upm  entrains a mass 
md  of dry air from the background atmosphere when  > 0 (increasing buoyancy) and 
detrains a mass dm of dry air into the background atmosphere when  < 0 (decreasing 
buoyancy). The change in mass dm  is calculated using   by, 
,
d
d d up
m
m m
         (4.9) 
Flying in Sun-synchronous orbits, A-Train measurements in the tropics are taken 
around 1:30 am and 1:30 pm local time. Although not sufficient to delineate the entire 
diurnal cycle, the measurement from the daytime (1:30 pm) and nighttime (1:30 am) 
overpasses can partially illustrate the diurnal differences. Figure 4.8 shows the mean 
cloud top buoyancy in the left panel and fraction of convective clouds with positive 
buoyancy in the right panel as a function of CTH, similar to Figure 4.7a and 4.7c but 
divided into four subgroups: daytime over land, daytime over ocean, nighttime over land, 
and nighttime over ocean. Figure 4.8 suggests that over land, statistics from 1:30am 
measurements are quite different from that at 1:30pm: both the mean CTB and the 
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averaged fraction of positively buoyant cases over land are much larger at 1:30pm than 
that at 1:30am. In contrast, the diurnal difference over the oceans is half of that over land 
beyond 10 km and significantly smaller below 10 km. This is consistent with current 
understanding of diurnal cycle of tropical convection [Yang & Slingo, 2001; Tian et al., 
2004; Liu et al., 2008] and delineations of Figures 4.5 and 4.6. For both panels, the 
vertical profile over ocean is consistently close to the daytime profile over land, 
suggesting that convection over ocean is consistently more vigorous than nighttime 
convection over land and slightly less strong than the daytime ones. The sharp decrease 
of daytime land curve in right panel of Figure 4.8 at 6-km altitude is likely affected by the 
 
Figure 4.8. (Left) Similar to the Figure 4.7a except for four subgroups: daytime over 
land and ocean, nighttime over land and ocean. (Right) Similar to Figure 4.7c except 
for four subgroups. 
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small sample size at this level (Figure 4.3). 
4.4 Estimation of vertical velocity using the cloud top buoyancy profile 
4.4.1 Method description 
 Fountain-cloud assumption assumes cloud top of an active deep convection can 
indicate the inner thermodynamic condition. Thus cloud top vertical velocity can in 
principle be calculated based on vertical profile of cloud top buoyancy and other ancillary 
information. The method is based on Gregory [2001] and Genio et al. [2007]. A 
mathematical description of the method is as follows. 
 Starting from the vertical momentum equation, we have, 
2 ' 2 21
2
v
v
Tw ag l b w w
z T
              (4.10) 
where l  is liquid water mixing ratio, g is gravity,  is detrainment rate,  is entrainment 
rate, and a and b are constants. Here, l  is assumed zero, which implies all condensates 
are removed upon formation. This assumption does not include the latent heat release 
during freezing because Equation 4.10 is a dynamic equation and phase change is not 
explicitly taken into account. Instead, the in-cloud virtual temperature profile as an input 
to the calculation has implicitly included the temperature change due to latent heat 
release. The entrainment rate ( ) could be parameterized as, 
'2 v
E
v
Tw C ag
T
           (4.11) 
where EC  quantifies the influence of entrainment to cloud development and is 0.5 for 
shallow convection and 0.3 for deep convection [Gregory, 2001]. This parameterization 
assumes that entrainment dilute the in-cloud air and proportionally reduces buoyancy. 
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The detrainment rate is derived as follows. Starting from the mass continuity equation, 
we have, 
0ww w
z
        
   (4.12) 
0MM M
z
             (4.13) 
where ( )M w is updraft mass flux.   is set to a constant number of 42 10 m-1 
throughout the convective layer until vertical velocity decreases with height, usually near 
cloud top, expression of which is to be derived later. Then we have, 
 
1 M
M z
             (4.14) 
From Equation 4.11, entrainment rate can be expressed as, 
' 2v
E
v
TC ag w
T
     
     (4.15) 
This method fails when 2w  is small for example due to the encounter of tropopause and 
thus Equation 4.15 is likely to give an unreasonable large number of entrainment rates so 
to simplify the solution, entrainment is assumed negligible at the level where lower level 
moves faster than the immediate higher level. Below we try to derive the relationship 
between vertical velocity and detrainment rate. 
1
1
k
k
k
k
M wC
M w
       (4.17) 
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        (4.18) 
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k
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             (4.19) 
So 
1k k
k
w C w
w z
        (4.20) 
Note that here, 1kw   is one level lower than kw . 
 Finally, we arrive at the equation below. The first term on the right-hand side is 
the buoyancy term and the second is the drag term  
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   (4.21) 
4.4.2 Vertical velocity estimation and comparison with observations 
 Following Equation 4.21 and the mean cloud top buoyancy profile in Figure 4.7a 
(for convenience, reproduced in Figure 4.9a), Figure 4.9b shows the estimated vertical 
velocity of cloud top. Without a priori knowledge of the initial velocity condition at 5 km, 
three values, namely, 1, 3 and 5 m/s, are used to test the sensitivity of the model to the 
vertical velocity at 5 km. The result shows that, for three values, estimated vertical 
velocities quickly converge at 8 km and above. This is indeed consistent with Equation 
4.21 that shows that updraft speed decreases faster when the updraft is strong and when 
buoyancy term is not strong enough to compensate the drag term.  
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 The vertical velocity continues to increase to its maximum of 5 m/s at 12 km. This 
peak value is sensitive to the parameters in Equation 4.21. For example, under the 
assumption of no entrainment (i.e., =0 ), which is likely in the case of inner core of a 
mesoscale convective system, the maximum velocity could be as large as 15 m/s. The 
vertical velocity then decreases as a result of the sharp decrease of CTB and the 
dependence of vertical accelerate on the detrainment rate, i.e., the stronger the vertical 
velocity, the sharper the decrease rate, and the larger the detrainment rate. Therefore, the 
vertical velocity of the cloud top quickly reduces to zero within 3 kilometers above. 
Figure 4.9b indicates that the level of neutral buoyancy is ~2 km higher than the level of 
maximum vertical velocity. The vertical velocity starts to decrease above 12 km when 
EC
Figure 4.9. (left) the same profile as in Figure 4.7a. (right) Calculated vertical 
velocity with different initial velocity at the height of 5 km. 
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CTB is positive and >1 K. This is due to the negative sum of two terms on the right of 
Equation 4.21, which further highlights the role of drag and shows that positive CTB 
cannot guarantee positive upward acceleration. However, CTB of zero is nevertheless a 
good threshold to illustrate the buoyancy term in Equation 4.21 due to the lack of 
simultaneous measurement of cloud top vertical velocity. 
 As for other means of measuring cloud top vertical velocity, the most 
straightforward one is to use an airborne Doppler radar. Three mainstream platforms for 
such measurements are: a 3.2-cm wavelength tail (TA) Doppler radar onboard the 
National Oceanic and Atmospheric Administration (NOAA) WP-3D (P-3) aircraft 
[Jorgensen, 1984; Marks and Houze, 1987; Aberson et al., 2006; Reasor et al., 2009], a 
more advanced Electra Doppler Radar (ELDORA) operated by the National Center for 
Atmospheric Research (NCAR) [Hildebrand et al., 1996, 1998; Jorgensen et al., 1997; 
Roux, 1998; Houze et al., 2006], and National Aeronautics and Space Administration 
(NASA) ER-2 Doppler radar (EDOP) which provides highest-quality vertical velocity 
estimates [Heymsfield et al., 2010; Guimond et al., 2010; Cecil et al., 2010].  
Using the P-3 TA radar in vertical incidence (~750-m along-track 
sampling), Black et al. [1996] found maximum vertical velocities between 10 and 26 
m/s in seven intense Atlantic hurricanes. Heymsfield et al. [2010] compiled 13 vertical 
velocity profiles of deep convection in hurricanes using NASA ER-2 EDOP radar and 
found that the peak updraft speed was 13–14 m/s and always above 10-km level. 
Guimond [2010] likewise used NASA ER-2 Doppler radar and observed the deep 
convection during Hurricane Dennis (2005) and found that deep convective clouds had 
maximum updrafts of 20 m/s at 12~14 km height. Therefore, it has been observed that the 
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maximum vertical velocity in a deep convective cloud can be greater than 10 m/s and 
such maximum tend to occur above 10 km, both of which are consistent with the vertical 
velocity profile estimated here using satellite observations.  
Observations in TOGA COARE, the Global Atmospheric Research Program 
(GARP) Atlantic Tropical Experiment (GATE), and other field experiments worldwide 
indicates that over the tropical oceans convective updrafts often have the minimum near 
the freezing level [Zipser & LeMone, 1980; Lucas et al., 1994; Igau et al., 1999]. This 
fact is also consistent with the profile in Figure 4.9 when the vertical velocity is large 
below freezing level. 
With the deployment of geostationary satellite, cloud top vertical velocity can be 
derived from high temporal-resolution IR images before convective maturation. This 
approach takes advantage of the opaque cloud top and nearly constant lapse rate in the 
upper troposphere. A number of studies explore the potential of geostationary satellites in 
monitoring and predicting convective intensity [Mecikalski et al., 2006; Vila et al., 2008; 
Zuidema et al., 2012]. For example, Cintineo et al. [2013] recently studied the convective 
microphysics during the developing convective intensification process using GOES-12 
and GOES-13 imager data and obtained a maximum vertical velocity of 19~24 m/s, 
which is consistent with aforementioned radar measurements and our estimates. 
Ground-based radar could also be used to infer the vertical development of 
convection. For example, Uma et al. [2012] has conducted observational study of the 
vertical velocity of deep convection over India subcontinent during dry and wet phase of 
the South Asia monsoon. Such in-situ ground-based study cannot give a thorough 
examination of the characteristics and possible mechanisms of vertical development of 
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convection due to the absence of information on the spatial distribution of convection and 
vertical temperature sounding. The vertical velocity profiles in Figure 3 of Uma et al. 
[2012] show that the vertical velocity increases linearly from 2 km to 6 km with a dent in 
the velocity profile at 7 km during the wet-phase of the monsoon; during the dry phase, 
the vertical velocity at 6 km can be as large as 3 m/s and the velocity decrease persists at 
7 km. The vertical velocity levels off between 11 km and 13 km then decreases sharply to 
nearly zero, which is also consistent with our calculation. The observational result 
supports Figure 4.9 in that it captures the different scenarios with varying vertical 
velocity at 5 km but indicates that the parameters in Equation 4.21 may need further 
refinement. 
In conclusion, the calculated vertical velocity profile based on the composite CTB 
profile largely agrees with direct observations of vertical velocity in three aspects: (1) a 
minimum velocity and a weak detrainment layer exist around the freezing level; (2) 
maximum vertical velocity is attained above 10 km; (3) the maximum vertical velocity 
can be greater than 15 m/s. 
4.5 Further look on the fountain cloud assumption  
4.5.1 Motivation 
 Although the calculation in previous section shows reasonable consistency with 
observation, its basisthe fountain cloud assumptionneeds further scrutiny so we can 
understand to what extent properties inferred from cloud-top measurements can represent 
in-cloud features. In this section we use Goddard Cumulus Ensemble (GCE) model 
simulation to answer this question. 
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 As in previous sections, here we focus on strong convective clouds with compact 
cloud tops, defined as CTF less than 4 km. We assume that there is a relationship 
between buoyancy for a convective cloud with CTH at a given level and the buoyancy of 
another convective cloud with larger vertical extent at the same level. This is based on the 
fact that vertical profiles of temperature and humidity govern the buoyancy profile from 
the thermodynamic perspective as shown by Equation 4.5 and 4.6. The difference are that 
the convective core is protected from the entrainment mostly at the boundary of the 
convective tower but the cloud top is directly exposed to the ambient air and cools itself 
by turbulent mixing and outgoing longwave radiation. However, the cloud top 
compactness lays the foundation of the fountain-cloud assumption because the selected 
clouds have fast evolving cloud tops with sprouting warm and moist air from inside the 
cloud. Therefore, the air at the cloud top has similar thermodynamic features as the in-
cloud air to a certain degree and the bias between the two is expected to be a function of 
height. 
 A two-step method is proposed to track a deep convection event in the GCE 
model simulation. First, we use back-tracing method to single out a convective cloud 
with its complete life cycle. This is done by identify a strong deep convection case at its 
mature stage with CTH greater than 17 km and CTF less than 2 km. Then, a cost function 
is applied to identify the center of the convection and to trace back to its center one time 
step (6 minutes) before. Here, the cost function is defined as, 
_ max exp( )
( _ max) ( )
w CWP rS
STD w STD CWP R
     (4.22) 
where STD stands for standard deviation, _ maxw is the column maximum vertical 
velocity, CWP is cloud water path, r denotes the distance to the center of the convection, 
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and R is the radius of the convection. This function could well capture the updraft and the 
convective core with large water path. Mean horizontal wind is applied to correct 
horizontal drift of the convective center. This back-tracing method is repeated until the 
cloud top height is less than 4 km. The dissipating phase of convection is similarly traced. 
 Second, once the life cycle of convection is recorded, test particles are released at 
the earlier stage of the convection near the top of the boundary layer and are used for 
trajectory analysis. The buoyancy, vertical velocity and local air condition of each 
released particle are recorded and thus the in-cloud profile of each step could be 
reconstructed. 
  
 
Figure 4.10. The color contour is modeled cloud water content and the line contour is 
short wave heating rate. The purple line is the cloud top height at each time step. 
Model output time interval is 6 minutes. 
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Figure 4.11. The vertical velocity is shown in color contour when upward and in line 
contour when downward. The purple line is still the cloud top level. 
 
Figure 4.12. The cloud top buoyancy profile at each time step is shown in color 
contour. The line contour is short wave heating rate and the purple line indicates cloud 
top level. The cold air at the x-value of 12 results from a cold air intrusion due to 
strong horizontal wind. 
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4.5.2 Case analysis 
 Figure 4.10 shows the time-height cross section of a deep convection event 
identified using the back-tracking method. The color contour is cloud water content, the 
line contour is short wave heating rate, an indicator of cloud top height and cloud top 
fuzziness. The purple line is the cloud top height derived using simulated CloudSat radar 
reflectivity. Details of CTH identification in GCE simulation can be found in Chapter 3. 
At each time step, the CWC and short wave heating rate are consistent with each other in 
terms of the upper boundary of convective cloud. The step-to-step change of such upper 
boundary is consistent with that of CTH based on synthetic CloudSat radar reflectivity. 
The level of cloud top shows that convective vertical development slows down when 
cloud top reaches 7 km and in 10 mins afterwards, precipitation starts and the convection 
regain upward momentum. The vertical gradient of CWC delivers consistent information 
with the earlier argument in Section 4.2 that a tenuous cloud top of a convective cloud is 
associated with its dissipating phase. The short wave heating data likewise indicates that 
the penetration depth after 80 mins is larger than that before. 
 Figure 4.11 shows the cross section similar to Figure 4.10 except that the color 
contour being upward motion in vertical and the line contour the downward motion in 
vertical. The decrease of vertical velocity at the time step between 30 and 40 mins 
demonstrates in a straightforward way the slow-down of vertical convection development. 
The figure also indicates that the cloud obtains peak vertical velocity of ~16 m/s slightly 
above 10 km only 6 mins before its top reaches the highest altitude and two time steps 
prior to dominant downdraft at the cloud top.  
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 Figure 4.12 displays buoyancy profile in color contour with the purple line and 
black contour lines being the same as in Figure 4.10. This figure basically supports 
conclusions drawn from Figure 4.11. The only exception is a cold air intrusion at 14 km 
at the time of 60 mins after the tracking starts. To get a mean in-cloud buoyancy vertical 
profile for the developing phase, the color-coded value is averaged for each layer from 
time zero to the time when cloud top reaches its maximum. The result is shown as the 
blue line in Figure 4.13. The red line is the buoyancy of an air parcel in the same 
convective case near the cloud top. The figure indicates that the two profiles are in the 
same order of magnitude and are close to each other at most altitudes. The cloud-top 
Figure 4.13. The blue line is the averaged in-cloud buoyancy during the developing 
phase of convection in Figure 4.12. The red line is buoyancy profile derived from 
parcel tracing method. The method to derive the red line is shown in Figure 4.14.  
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buoyancy profile shows a dual-peak feature that is not obvious in the averaged in-cloud 
buoyancy profile. Based on Figure 4.12, it is likely that during the developing stage, the 
in-cloud updraft at 6 km is stronger than it at cloud top when the cloud top first reaches 
this level, which compensates the effect of freezing level and leads to multiple wiggles 
seen in the blue line between 4 km and 8 km. 
 The calculation method of the red curve in Figure 4.13 is given below. Air parcels 
are tagged at the level of 2~4 km at the first stage of the convective case. Only those 
reaching 13 km before the time of 72 mins are singled out to analyze their paths. There 
are totally 229 particles selected, accounting to 0.29% of the total. Due to the large time 
step in model simulation, the trajectory and the corresponding buoyancy information of 
Figure 4.14. Cloud buoyancy profile of tracing particles. The buoyancy profile of 
each parcel is plotted in gray line and the red line is the 1-km layer averages. 
110 
 
each selected particles are linearly interpolated into finer vertical grids. The shaded 
contour in Figure 4.14 shows the buoyancy distribution experienced by each particle 
during the ascent. The distribution is normalized so all colors add up to one. Different 
colors indicate the possibility that a particle is at a certain level with a certain amount of 
buoyancy. Therefore, the clusters at 2 and 4 km imply slow vertical velocity and less 
dispersion in the buoyancy state space. The red line is the mean of each 1-km layer of the 
shaded contour. If the profile is truncated from above 5 km, it clearly resembles the 
buoyancy profile in Figure 4.10.  
4.6 Conclusions 
 This chapter further examines the cloud top buoyancy (CTB) statistics derived 
from Chapter 2 & 3 and provides a dynamic framework to link such CTB profile with 
dynamic variable, i.e., vertical velocity in this context. Out of 39,123 convective clouds 
sampled by CloudSat, 54.4% has relatively compact cloud tops with cloud top fuzziness 
less than 4 km and are used for the analysis. Spatial distributions of CTB as observed by 
CloudSat for cumulus congestus mode and deep convection mode are depicted and their 
diurnal differences are also discussed. The composite positive CTB statistics has features 
consistent with in-situ observations like the weak detrainment at the freezing level and 
shows great similarity with modeled counterparts. The CTB of cumulus congestus mode 
is more sensitive to diurnal and land-ocean differences than that of deep convection mode.  
 The buoyancy profile is used to derive vertical velocity profile using a diagnostic 
relations employed before by modelers. The results qualitatively agree with observations 
in several aspects, such as that the level of minimum vertical velocity at 6~7 km, the level 
of maximum vertical velocity at around 12 km, and the magnitude of maximum vertical 
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velocity. The cloud top velocity calculation is conducted based on the assumption that the 
cloud top condition is representative of in-cloud condition, so-called fountain cloud 
assumption. The validity of this assumption is examined using GCE model simulation. A 
back-envelope trajectory method is used to derive the Lagrangian view of simulated deep 
convection event such that in-cloud buoyancy at a given altitude can be compared with 
the CTB at the same altitude. The results suggest the in-cloud buoyancy and CTB are 
close to each other over many altitudes, lending a further support onto the merit of 
estimating vertical velocity from convective cloud top buoyancy measured by satellite 
observations such as CloudSat and MODIS. 
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Chapter 5 
 
Black carbon in the stratosphere by overshooting 
convection and its detection: a preliminary 
modeling-based study 
 
5.1 Introduction 
 The planetary boundary layer (PBL) is well mixed due to its turbulent nature. It is 
rich in water vapor as well as anthropogenic products like carbon monoxide, sulfur, and 
black carbon. Transport of trace gases and aerosols from the troposphere to the 
stratosphere has profound implications for stratospheric chemistry, radiative balance, as 
well as climate change. As a result, it has been always a focused theme in the study of 
climate change [Stocker et al., 2013]. For example, once transported into the lower 
stratosphere (LS), water vapor can perturb the local chemical balance and radiation 
budget [Oinas et al., 2001; Shindell, 2001; Forster and Shine, 2002; Zhong and Haigh, 
2003; Manoj et al., 2006; Thomas et al., 2007; Solomon et al., 2010; Satheesh et al., 2013] 
and the effect can even propagate upward to the middle stratosphere [Mote et al., 1996]. 
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Aerosols such as black carbon (BC) can also be lifted to the LS [Pueschel, 1996] and, 
once in the LS, can play important role in regional and global climate systems (e.g., Gao 
et al. [2008]). The reasons are threefold. First, aerosols participate in gaseous chemical 
reactions. One notable example is the contribution to ozone destruction. Earlier 
laboratory studies have shown that ozone deposition on aerosol surfaces could provide 
large surface area for heterogeneous reaction of ozone destruction, the rate of which is 
faster than that of homogenous chemical reactions [Schurath and Naumann, 1998; 
Disselkammp et al., 2000]. This laboratory study has been confirmed by observational 
studies in cases of volcanic eruption [Hofmann and Solomon, 1989], polar stratospheric 
cloud [Tilmes et al., 2008], and aircraft exhaust [Berkowitz et al., 2000]. Second, the 
absorbing aerosol such as BC absorbs in both short wave and long wave thus could 
change the radiative heating in the LS and likely warm the ambient atmosphere in the LS. 
Since the reaction rate of ozone destruction positively depends on temperature [Kamm et 
al., 1999], a slightly warming stratosphere would accelerate ozone depletion reaction. 
Third, the stratosphere is a stable reservoir and the lifetime of aerosol in the LS can be 
much longer than that in the troposphere, further prolonging its influence in the 
stratosphere. 
Since the sources of aerosol emissions are far below the stratosphere, aerosol 
concentrations in the stratosphere are strongly influenced by transport mechanisms. Two 
venues of entering the stratosphere are (1) gradual ascending following the large-scale 
circulation and (2) overshooting deep convection (ODC). A number of studies have 
demonstrated that the transportation by ODC is prominent over India subcontinent, where 
BC emission also happens to be significant. About 75% of the total summer water vapor 
117 
 
transport into the tropical stratosphere may occur over the South Asian monsoon regions 
[Gettelman et al., 2004]], contributing to >25% of the water vapor in the middle 
stratosphere [Bannister et al., 2006]. Fu et al. [2006] suggests moist convection over 
Asian monsoon is a primary mechanism that transports water vapor and carbon monoxide 
into the LS. Randel et al. [2010] identifies the transport of air masses by deep convection 
from the PBL during the Asian monsoon and deep into the LS using satellite observations 
of hydrogen cyanide (HCN), an atmospheric pollutant produced in biomass burning. 
Recent studies find that the tropical tropopause layer over the south Asia region is 
thinnest (1-2 km) during the Asian monsoon season [Thampi et al., 2012; Uma et al., 
2012]. Therefore, the strong convection embedded in the Asian monsoon circulation, 
coupled with the thinning of the tropical tropopause layer, provides an effective pathway 
for aerosols originated from the PBL of India subcontinent to enter the stratosphere 
[Thampi et al., 2012; Uma et al., 2012]. In this chapter, we want to explore this issue 
further using a state-of-the-art climate-chemistry-aerosol model, paying attention to 
Indian region and possible detection strategy of such BC transported by ODC events. 
Before we proceed on this topic, below we will present a general background description 
about BC.  
5.1.1 Black carbon in the climate system 
Among all types of aerosols, BC is the dominant absorber for visible and near-IR 
light even though it normally makes up only a small fraction of the total mass of 
suspended aerosols [Lindberg et al., 1975, 1993]. Several studies have attempted to 
quantify the direct radiative forcing of airborne BC to the climate system [Haywood and 
Shine, 1995; Haywood et al., 1997; Schult et al., 1997; Haywood and Ramaswamy, 1998; 
118 
 
Myhre et al., 1998; Penner et al., 1998; Jacobson, 2000, 2001a, 2001b; Bond et al., 2013]. 
These studies also established the important role of BC in radiative balance of the climate 
system. For example, Jocaboson [2001a] indicates that heating of the atmosphere due to 
absorption of solar radiation by BC exerts a direct global warming forcing that may be 
comparable to the forcing of the greenhouse gas methane. The most recent IPCC report 
shows that the mean climate radiative forcing of BC is 0.4 W/m2, comparable to that of 
methane (0.48 W/m2) [Stocker et al., 2013]. 
When deposited onto snow and sea-ice, BC can reduce reflectance due to the 
much larger absorption coefficients of BC than ice [e.g., Warren and Wiscombe, 1980]. 
This mechanism is of interest as BC can alter the melting timing and spatial coverage of 
snow and ice, which implies that polar climate systems are especially vulnerable to BC 
deposition. For example, it has been demonstrated that BC can contribute to the warming 
in the Arctic and to the observed abrupt glacier retreat [Flanner et al., 2007, 2012, 2013; 
Lee et al., 2013; McConnell et al., 2007; Painter et al., 2013, Bond et al., 2011, 2013; 
Kaspari et al., 2011; Lee et al., 2013; Zhou et al., 2012].  
BC has two unique properties that make it easy to be lifted to the LS by ODC. 
First, BC is usually small in size and with porous surface. Second, the scavenging 
efficiency of BC is ~30%, less than half of the value of large particles [Pruppacher and 
Klett, 1978]. Therefore, in an ODC transport event, BC can be efficiently transported to 
the LS. Fromm et al. [2005] has observed a pyro-cumulonimbus event in the midst of a 
boreal forest fire and attributed the five-fold increase in lower stratosphere aerosol burden 
to specific pyro-cumulonimbus cells. 
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5.1.2 Measuring airborne BC 
Quantification of the radiative effect of BC has long been suffering from 
uncertainties in BC measurement. BC concentration is most commonly measured 
optically by the change in light transmittance, reflection caused by particles [Gundel et 
al., 1984; Hansen et al., 1984], or absorption [Heintzenberg, 1982; Hitzenberger et al., 
1996]. For example, the laboratory measurement is currently conducted using 
aethalometer [Hansen et al., 1983; Kirchstetter and Novakov, 2007].  
In-situ measurements usually rely on high-altitude balloons [Babu et al., 2011] 
and airplanes flying in the LS [Moteki et al., 2012], which offers a glimpse of BC 
abundance in the atmosphere but are limited by its temporal and spatial coverage. There 
have been a small numbers of field campaigns to measure the vertical profiles of BC 
mixing ratios in a larger region and with longer duration. For example, the Aerosol 
Radiative Forcing over India (ARFI) aircraft/high altitude balloon campaigns [Satheesh 
et al., 2008], Arctic Research of the Composition of the Troposphere from Aircraft and 
Satellites (ARCTAS; Jacob et al. [2010]), Aerosol, Radiation, and Cloud Processes 
affecting Arctic Climate (ARCPAC; Warneke et al. [2010]), Aerosol Radiative Forcing 
in East Asia (A-FORCE; Oshima et al. [2012]) and HIAPER Pole-to-Pole Observations 
(HIPPO1; Schwarz et al. [2010]) campaigns. Despite of the sampling limitations, these 
observations have demonstrated great potential in model diagnostics of the scavenging 
and vertical dispersion of BC [Koch et al., 2009]. 
In addition to in-situ measurements, remote sensing techniques have also been 
used taking advantage of the scattering and absorbing features of different aerosols in the 
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visible and NIR bands. However, such measurement methods usually do not specifically 
retrieve black carbon but rather aerosols in general. For example, the NASA-Jet 
Propulsion Laboratory ozone lidar [McDermid et al., 1995] detects aerosols using 
scattering ratio at 355 and 387 nm up to upper stratosphere (~40 km) with fine vertical 
resolution. Ground-based radiation techniques, such as sun-sky photometer performance 
by Aerosol Robotic Network (AERONET)  [Dubovik et al., 2002] and Sky Radiometer 
Network (SKYNET) [Nakajima et al., 2007], could routinely measure column-integrated 
absorption aerosol optical depth (AAOD). CALIPSO mission [Winker et al., 2010] can 
retrieve backscattered signal at 532 nm and 1064 nm and polarization signal at 532 nm in 
its nadir view. The aerosols classification [Omar et al., 2009] is made possible by 
analysis of backscatter difference which help differentiate cloud particles and aerosols of 
different sizes and by analysis of polarization data which distinguish spherical and non-
spherical particles like for liquid aerosols and solid aerosols. However, because low BC 
concentration in the stratosphere and thus low signal-to-noise ratio on individual profiles 
in the nadir view, averaging is required [Vernier et al., 2009] and observation of BC of an 
individual case in the stratosphere is difficult.  
Additionally, measurements of stratospheric aerosol are carried out using solar 
occultation method. The use of solar occultation probing allows measuring the 
atmospheric transmission and then to retrieve stratospheric aerosol extinction profiles 
with high vertical resolution [Lenoble et al., 1984; Ernst et al., 2012]. It has been used by 
instrument series of the SAM (Stratospheric Aerosol Measurement) [McCormick and 
Trepte, 1986], the SAGE (Stratospheric Aerosol and Gas Experiment) [McCormick and 
Veiga, 1992], and POAM (Polar Ozone and Aerosol Measurement) [Lumpe et al., 1997]. 
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The disadvantages of measurement technique are two-fold. First, the limb-view radiance 
measurements are twice per orbit at most during sunsets and sunrises. Therefore, the 
repeating pattern does not allow frequent measurement over a specific region like India 
subcontinent in the following sections. Second, the solar radiance measurements are 
likely to be contaminated by stray light. Mie scattering is strong in the visible band and 
sunlight from the surface reflection may ultimately get into the sensor’s field of view 
through multiple scattering. This method, however, is not optimal for BC retrieval. The 
reasons are that the majority of the stratospheric aerosols are sulfuric acid [Schwarz et al., 
2008; Murphy et al., 2013] and that their extinction profiles are not distinguishable from 
BC extinction profile. 
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Figure 5.1 The single scattering albedo (blue) and mass extinction cross section 
(green) of black carbon in (a) the ultraviolet (UV) and visible band, (b) near infra-red 
(NIR) band, and (c) infra-red (IR) band. 
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5.1.3 The rationale for this exploratory study 
 Given the limitations of current measurements, in this exploratory study we take 
modeling approach: we carried out OSSE (observing system simulation experiments) 
using a state-of-the-art climate-chemistry model and used the output from such 
simulation experiments as surrogates of reality. The questions that we want to address 
using such surrogate data are: 
(1) In what manner does BC get into the LS? 
(2) In the vertical direction, is it possible to attribute BC transport to ODC? 
(3) How to remotely detect BC? 
The next section describes the climate-chemistry model that we used, the 
simulation that we carried out, and the evaluation of relevant model performance. Section 
5.3 presents a proposed method for observing BC in the lower stratosphere. The 
applicability of the method is then further discussed in section 5.4. 
5.2 Model and its performance 
5.2.1 Model description 
 This study uses simulation by the Geophysical Fluid Dynamics Laboratory 
(GFDL) coupled chemistry-climate model, atmospheric model version 3 (AM3) [Donner 
et al., 2011], as the surrogate of real atmosphere. AM3 is the successor of the GFDL 
AM2 model [Anderson et al., 2004] with significant improvements in physics, dynamics, 
cloud and precipitation processes, vertical resolutions of the stratosphere, and climate-
chemistry coupling. Finite-volume dynamical core [Lin, 2004] is applied on a cubed-
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sphere grid [Putman and Lin, 2007] for its grid uniformity and overall accuracy. The 
number of vertical layers has doubled from 24 layers in the AM2 to 48 layers in the AM3, 
with both increased vertical resolutions in the stratosphere and higher upper boundary. 
The full details of standard AM3 model configuration are available in Donner et al. 
[2011] and references there-in.  
 AM3 calculates the mass distribution and optical properties of aerosols based on 
their emission, chemical reactions, transport, and dry and wet removal. The transport 
processes include advection, convection, and eddy diffusion by turbulence. 
Anthropogenic and biomass burning emissions of sulfur dioxide, black carbon, and 
organic carbon are from Lamarque et al. [2010]. Cloud scavenging of aerosol species is 
calculated following Giorgi and Chameides [1985]. The fully on-line aerosols calculation 
in the AM3 is the major difference from its predecessors, which used prescribed aerosol 
concentrations computed from another off-line chemical transport model [Delworth et al., 
2006]. AM3 uses different emissions inventories and optical properties from the AM2. It 
also includes internal mixing and couples wet deposition to cloud microphysics. Two 
fundamental aerosol properties in the AM3, aerosol optical depth and coalbedo (ratio of 
absorption optical depth to total optical depth), have been compared with AERONET 
observations [Holben et al., 2001; Dubovik et al., 2002; Sato et al., 2003] to show 
improvement compared to the AM2 simulation. It has been shown (Figure 3c and 3d in 
Donner et al. [2011]) that the AM3 outperform AM2 in simulating environment in dusty, 
polluted as well as biomass burning regions.  
 In this study, we use the standard version of AM3 forced by observed SST from 
2000 to 2012. Its horizontal resolution after mapping from cubed-sphere grid back to 
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latitude-longitude grid is about 2o×2.5o. 3-hourly instantaneous output of a variety of 
variables has been archived and used in our analysis. 
5.2.2 Model performance of climatology simulation 
 Since the focus of the investigation is the transportation by ODC in the tropics, 
the simulated tropical ODC needs to be evaluated first. The method to detect ODC in the 
AM3 model is as follows. For each grid at each output time step, the tropopause is 
defined as the level where lapse rate first becomes less than 2 K/km (the thermodynamic 
definition of tropical tropopause). Then ODC is identified if the convective mass flux is 
positive at the tropopause. Figure 5.2 compares occurrence frequency of simulated ODC 
against the tropical ODC statistics compiled by Takahashi and Luo [2014] using 
CloudSat observations from 2006 to 2011. Both simulated and observed ODC events are 
concentrated within regions known for frequent occurrence of deep convections. The 
model agrees well with the observations on both the spatial map and the frequency 
statistics. 
 The amount of BC transported to the LS is strongly influenced by both frequency 
of ODC and BC concentration at the surface. Thus it is instructive to look at the map of 
BC concentration at different pressure levels in different seasons (Figure 5.3). Most 
overshooting convection take place over tropical oceans where the PBL air is relatively 
clean. As Figure 5.3 suggests, BC concentration near the surface is high in tropical Africa 
and South America during seasons of active biomass burning of forests and savannas and 
in the populous marine continent. Outside the deep tropics, India and China have large 
BC concentration near the surface. At 500 hPa, BC concentration over land in northern 
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hemisphere shows a stronger seasonal variation compared with that at 925 hPa, implying 
seasonal change of vertical transport.  
The simulated seasonal variation of BC at 100 hPa worth some discussions. In 
boreal summer (JJA), the most noticeable feature at 100 hPa is the dichotomy separated 
by ITCZ. This feature should be caused by the northward and southward branches of 
Hadley circulations, which nearly prohibits the mixings between two branches. The 
maximum simulated BC concentration is over Indian subcontinent. Recent studies [Fu et 
al., 2006; Randel et al., 2006; Park et al., 2007, 2008] show that anticyclone persistent 
 
Figure 5.2 Occurrence frequency of overshooting convection over the tropics in 4o×5o 
grids in latitude and longitude. The color-coded number indicates the fraction of 
overshooting convection events of all ODCs in each grid box. All fractions on the map 
add up to unity. (a) Based on observations by CloudSat and CALIPSO. (b) Based on 
the 3-hourly output of the AM3 simulation.  
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Figure 5.3 Global distribution of black carbon simulated by the GFDL AM3 model at 
925 hPa, 500 hPa, and 100 hPa. The left panels are for boreal summer and the right 
for boreal winter. Note different color scales are used for different pressure levels. 
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over large portion of Asia during boreal summer confines the pollution in the upper 
troposphere, slows down the dispersion process, and thus contributes to the prolonged 
local BC maximum. This is likely also the reason for this simulated BC maximum at 100 
hPa over India. The BC concentration over China is larger than that over India at the 
planetary boundary layer. Therefore, the difference between BC concentrations at 100 
hPa over India and over China during boreal summer points to the influence of South 
Asian monsoon and orographic effect of the Tibetan Plateau. In boreal winter (DJF), the 
dichotomy vanishes and the maximum of simulated BC at 100 hPa moves southward to 
the south end of India subcontinent and maritime continents. Therefore, frequent ODC 
events, high BC ground emission, and upper-level anticyclone in the troposphere in the 
boreal summer makes India an ideal place for vertical transports of BC into the LS by the 
ODC events. In this study, we will focus on this area, specifically, 15~25oN and 
73.75~86.25oE. 
Water vapor is also transported into the LS in the same manners as the BC. Since 
water vapor measurements are much more widely available than BC measurement, the 
performance of the GFDL AM3 model on tropical troposphere-stratosphere exchange can 
be evaluated by comparing simulated and observed time-dependent behaviors of water 
vapor. The water vapor enters the tropical LS through the tropical tropopause with a 
strong seasonal dependence and such seasonal dependence propagates upward into the 
middle stratosphere, usually known as the “tape recorder” effect [Mote et al., 1996]. 
Figure 5.4 shows the time-height cross section of water vapor anomalies averaged over 
Indian subcontinent from 2005 to 2012 as observed by Microwave Limb Sounder (MLS) 
aboard NASA Aura satellites [Schoeberl et al., 2006; Waters et al., 2006] and as 
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simulated by the GFDL AM3 model. For visualization, mean is removed for each level 
and normalization with respect to standard deviation is applied such that different layers 
have the same scale of anomalies. The oxidization of methane at ~10 hPa [le Texier et al., 
1988] contributes to local water vapor concentration increase thus the effect of 
transportation is most prominent between 100 hPa and 30 hPa. The observation of water 
vapor concentration near the tropopause shows a clear seasonal cycle with minimum in 
winter and maximum in summer, which mainly a direct result of the tropopause 
temperature variation [Mote et al., 1996]. The water vapor positive anomaly slowly 
propagates upward and it takes around one year to reach 30 hPa, equivalent to ~0.23 
mm/s and consistent with the tropical mean Brewer-Dobson circulation vertical speed 
[Brewer, 1949; Flury et al., 2013]. Figure 5.4b shows that the model reasonably captures 
the same seasonal cycle at 100 hPa (i.e., ~tropical tropopause) as observed by the Aura 
MLS. The model also reasonably agrees with the MLS observations on the upward 
propagation speed.  
It would be instructive to also look at the tape-recorder effect of BC transport and 
contrast it with the water vapor tape-recorder effect. Figure 5.5(a) shows the time-height 
cross section of BC anomalies over the same region. In the troposphere, positive BC 
anomalies are concentrated in a handful short periods in the boreal summer, highlighting 
the importance of deep convection in the summer monsoon season for vertical transport 
of the BC. Once transported into the stratosphere, BC quickly disperses horizontally and 
is transported upward as well by large-scale motion. The upward transport effects for 
water vapor and BC in the stratosphere are highlighted in Figure 5.5(b). Comparing with 
the constant upward transport speed for water vapor, BC shows a large spectrum of 
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vertical transport speed. It takes the positive BC anomaly at 100 hPa as less as about half 
year to propagate to 30 hPa – twice the speed of that of water vapor and as large as 
roughly a year which is the same to water vapor transport. It is likely due to efficient 
short wave heating by BC and BC is carried upward by surrounding warmed air parcels. 
This is supported by de Laat et al. [2012] who postulates that biomass burning is 
responsible to BC to free atmosphere (~10 km) and strong short wave absorption and the 
consequent warming result in the consequent dry convection through a study of BC 
transport during Australian bush fires. Besides the difference in speed, the vertical 
transports of the two species also show phase difference. BC positive anomaly at 100 hPa 
takes place usually after the peak of the specific humidity positive anomaly, indicating a 
phase lag of 2~3 months. There is a minimum of BC concentration between 2011 and 
2012 which seems anti-correlated with strong positive anomaly of water vapor took place. 
Since the transport of water vapor is strongly influenced by the strength and frequency of 
deep convection and the surface BC emission is growing, the anti-correlation implies a 
negative feedback that limits the amount of BC transported to the stratosphere. The 
reason is likely that stronger convection carries larger amount of BC upward however has 
larger wet deposition efficiency. Therefore, the amount of BC that reaches the 
stratosphere can be expressed as, 
BCLS C1 * BCPBL **(1wet )C2     (5.1) 
where   is a parameter representing convective strength and wet  is wet-deposition 
effficiency, C1 and C2 are constants. 
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Figure 5.4 Time-height cross section of water vapor anomalies over India 
subcontinent. (a) from Aura MLS observation (b) from the GFDL AM3 simulation. 
The anomalies at each pressure level are normalized by standard deviation. 
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Figure 5.5 (a) Similar to Figure 5.4 except for black carbon in the troposphere and 
stratosphere. The level of 100 hPa is highlighted using a horizontal black line. 
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Figure 5.5 (b) Similar to Figure 5.4 but for normalized specific humidity and black 
carbon concentration in the stratosphere from 2004 to 2012.  
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5.2.3 Model simulation of vertical transport: a case study 
 Figure 5.6 and 5.7 presents a case study of simulated ODC event and 
transportation of BC into the LS. The reference time zero is when convective mass 
transport peaks at the level of 100 hPa. Snapshots from 6 hours prior to reference time to 
18 hours after it are plotted in sequence for every 3 hours. Circles on the plot denote the 
grid box that the ODC occurs. Convective mass transport starts to increase since 3 hours 
prior to the time zero and reaches maximum at time zero, and then quickly dissipates in 
following 3 hours (Figure 5.7). The BC concentration 6 hours before the reference time is 
used as a reference concentration and BC concentration in the following steps are plotted 
in percentage change relative to the reference concentration (Figure 5.6). The 
simultaneous BC concentration remains roughly constant at 70 hPa where ODC occurs 
until time zero, when it quickly becomes 330% larger than the reference value within the 
next 3 hours. The newly lifted BC then drifts gradually westward along wind direction 
and, 18 hours after time zero, the increased BC concentration west to the ODC source is 
still visible.  
 The 3-h time lag between the BC increase at 70 hPa and convective signal at 100 
hPa indicates a mean vertical speed of ~0.185 m/s which is two orders of magnitude 
larger than that of the large scale circulation and could only be explained by ODC. Figure 
5.6 indicates that BC quickly disperses 3 hours after local concentration maximum and 
within one day, it has been already widely spread. These features are what need to be 
taken into account for detecting such BC increases due to ODC events. Given the small 
concentration of BC in the stratosphere, limb-view detection would be favored than 
nadir-view detection for relatively larger optical signals.  
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5.3 Methodology and strategy of forward simulation  
The forward radiative transfer model used in this OSSE is Moderate Transmission 
Code (MODTRAN) version 4.3.1 [Berk et al., 1999]. It is a widely used atmospheric 
radiative transfer model in remote sensing community with flexible configurations of 
atmospheric profiles as well as viewing geometries. In this study, MODTRAN 
calculation is carried out at its 1 cm-1 spectral interval through the IR and NIR regions. 
 
Figure 5.6 Snapshots of 70-hPa BC concentrations over Indian subcontinent when an 
ODC event happens at time zero. The concentration at -6 hours is plotted in absolute 
value. Other snapshots are plotted as relative changes with respect to the reference 
state at -6 hours. Open circle in each plot indicates the grid box where overshooting 
convection takes place. 
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Inputs to MODTRAN include the AM3–simulated vertical profiles of temperature, ozone, 
specific humidity, BC concentration as well as BC radiative properties (Figure 5.1). 
MODTRAN default profiles of other absorbing gases in the tropics are used. MODTRAN 
is configured for limb-view geometry without solar radiance with outputs of spectral 
radiance and optical thickness from 700 cm-1 to 2000 cm-1. The reason of such 
configuration is discussed in the following section. 
  
 
Figure 5.7 Similar to Figure 5.6 but for the 100-hPa convective mass flux in the unit 
of kg/m2/s. All snapshots are plotted in the absolute value.  
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5.4 Possible satellite retrieval method 
 Section 5.1 reviews current laboratory and in-situ methods of measuring BC and 
stratospheric aerosols in general as well as their limitations. In this section, we explore a 
different approach method to measure BC concentration in the LS using IR limb 
sounding.  
 Based on the aforementioned discussion, three factors need to be taken into 
account for such method. First, BC concentration is very small and decreases 
exponentially with altitude. Second, there are other optically active compositions such as 
water vapor and clouds, the optical path of which can easily dominate that of BC.  Third, 
unlike gas spectroscopy, the spectroscopy of BC does not exhibit obviously spectral 
features (Figure 5.1) that quickly change with frequency and can be utilized for retrievals. 
Fourth, BC extinction profile is not separable from solar occultation radiance 
measurement. 
 All factors imply that limb-sounding method in the infrared window region with 
tangent height (the lowest level of the limb view) in the LS would be an optimal choice. 
The factors that makes this possible includes, (1) limb view in the stratosphere is less 
affected by the radiative processes in the troposphere (especially clouds), (2) the 
stratosphere is fairly clean without local sources of solid particles, (3) the atmosphere is 
transparent in the window region with limited water vapor continuum absorption, (4) BC 
is a strong absorber across the spectrum and efficient emitter in the infrared. In following 
discussion, we use the limb-view geometry with a tangent height at 16.6 km (~100 hPa 
for a typical tropical profile over Indian continent) with wavenumber from 700 cm-1 to 
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Figure 5.8 (a) the optical thickness along the limb view with tangent height of 16.6 km 
for the infrared band. (b) the black carbon optical thickness along limb view. (c) the 
fraction of total optical thickness perturbation induced by black carbon in percentage. 
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2000 cm-1. The method is applied without the presence of the Sun in order to exclude the 
influence of solar radiance in the infrared band. 
 Figure 5.8a shows the simulated optical thickness along the limb-viewing path in 
the atmospheric window region without any BC. Apparently, the atmosphere is most 
transparent at the wave number of 940 cm-1 with optical thickness of around 10-3. A 
typical AM3 output profile with large BC concentration in the stratosphere is then used to 
calculate BC optical thickness along the designed limb view. The ratio of the two reflects 
the relative change of optical thickness along the viewing path due to the existence of BC. 
A local maximum of ~2% is obtained at 940 cm-1. The peak with wavenumber greater 
than 1800 cm-1 is strongly influenced by water vapor continuum absorption and is not as 
transparent as 940 cm-1, therefore, is not taken into consideration. 
 However, at 940 cm-1, the radiance measurement is also weakly affected by water 
continuum emission, which is determined by water vapor abundance and temperature. To 
circumvent this issue, one possible solution is to find another channel in the window 
region that has such large water vapor continuum emission and absorption that BC 
absorption, if any, can be ignored. The radiance in this “reference” channel can then be 
used to normalize radiance at 940 cm-1. The rationale is that, if temperature or water 
vapor abundance change, it would lead to similar percentage change in both channels. 
But if BC is transported into the LS by the ODC event, it would influence 940 cm-1 in 
noticeable way but not for the “reference” channel.  
 By carrying out MODTRAN simulations using large amount of profiles from the 
AM3 simulation and correlating the simulated radiance in each window channel with the 
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BC concentration, we found that 1210 cm-1 is the channel least affected by the BC 
concentration and sensitive to only water vapor continuum not other trace gas absorptions. 
Thus we define the ratio of radiance (RoR) as 
RoR  I(1  940cm
1)
I(2 1210cm1)
    (5.2) 
where as usual I stands for spectral radiance. 
 We carry out a sensitivity study to confirm the relationship between RoR and BC. 
Using a set of mean profiles of temperature, ozone and BC are used as reference states, 
we vary the BC concentrations between 16.6 km (~100 hPa) and 18.7 km (~70 hPa) 
artificially by a factor varying from 0.1 to 50. RoR is then derived through MODTRAN 
calculation and is plotted against the BC concentration at 16.6 km (black dots in Figure 
5.9). The slope of the curve indicates that RoR is most sensitive to BC when BC is 
greater 10-13 kg/m3 and least sensitive when BC concentration is smaller than 10-14 kg/m3. 
Therefore, we tentatively set the threshold of the detection limit be 10-14 kg/m3. The 
simulation cases with BC concentration above this value are highlighted with red cycles 
and they follow a nice linear relationship with R2 being nearly one. Note that the y-axis 
value is in log-scale for illustration purpose. 
 Sensitivity tests of the influence of temperature and water vapor concentration to 
the linear relationship are likewise carried out. The blue solid (dashed) line in Figure 5.9 
is derived with varying BC concentration in similar manner as for the black dots except 
with 50% less (more) water vapor between 16.6 km and 18.7 km than the reference state. 
This is to take the (de)hydration process by ODC in the LS into consideration. Similarly, 
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Figure 5.9 (a) Ideal test case of the relationship between BC concentration at 16.6 km 
and the ratio of radiance between 940 and 1210 cm-1. The red cycles indicates the data 
point used for regression and the regression result is the red line. Sensitivity test for 
temperature (T) and water vapor (wv) are conducted with solid and dashed lines of 
negative and positive perturbation, respectively. The blue lines indicate additional 
50% change of water vapor between 16.6 and 18.7 km only. The green lines are cases 
with 1-K temperature perturbation. The black lines are with both kinds of perturbation. 
(b) The simulation results with perturbed profiles are plotted against the one using 
reference atmospheric state. The regression line (red) is plotted against itself for 
comparison purpose. 
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the green solid (dashed) line shows the profile with temperature of the stratosphere 
(100~1 hPa) perturbed to 1 K warmer (cooler). The simulation with perturbed water 
vapor or temperature or the two combined are plotted against the one using reference 
atmospheric state (black dots in Figure 5.9a) in Figure 5.9b. 
 Sensitivity test indicates that stratospheric temperature and water vapor 
concentration perturbation within reasonable ranges would linearly shift the linear 
relationship between BC and RoR and preserve the slope of the linear profile. 
Additionally, temperature change shows stronger influence than water vapor change in 
the LS. Noteworthily, the effect of water vapor and temperature perturbation are 
independent to each other since the black lines shift the profile numerically equivalent to 
the sum of the shift of the two independent perturbations. For example, the difference of 
shift between the red solid line and black dashed line is the sum of the shift between the 
blue/green dashed lines and the red line.  
To further illustrate the influence of stratospheric temperature and water vapor in 
the LS to the linear relationship, a 2-D lookup table of the change of intercept is 
constructed and is color-coded in Figure 5.10. The value indicates the difference in RoR 
given the same amount of BC in the stratosphere with different ambient condition (i.e., 
stratospheric temperature and specific humidity). Therefore, the amount of shift for each 
calculation in the future can be obtained from the look-up table using the change in 
ambient condition from the reference state. The reference vertical mean temperature from 
100 hPa to 1 hPa is 211.45 K and the layer mean specific humidity between 16.6 and 18.7 
km is 2.43×10-6 kg/m3. This figure largely confirms the independence between the 
influence of stratospheric temperature and water vapor in the LS. We notice that the 
143 
 
influence of stratospheric temperature change shows a non-monotonic pattern with a 
minimum when the stratosphere is 2 K warmer. Because temperature directly changes the 
extinction coefficient of water vapor continuum, we suspect that the pattern results from 
the difference in the water vapor continuum extinction coefficient in the two wave 
numbers, which will be verified in further analysis. 
   
 
 
Figure 5.10 Color-coded lookup table of the intercept deviation from the linear 
relationship derived from the reference state. 
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5.5 Applicability of the method 
 For each day during the simulation year of 2000 and 2001, the case with 
maximum BC concentration at 16.6 km over the region of interest is identified as a 
sample and its vertical profile of temperature, specific humidity, ozone, and BC are fed 
into MODTRAN. The time series of BC at 16.6 km, radiance at 940 and 1210 cm-1 
simulated by MODTRAN, and their ratio (RoR) are plotted together in Figure 5.11a and 
5.11b. The radiance time series show no similarities with the BC time series. In contrast, 
RoR closely follows the seasonal pattern of BC and responds well to the extreme cases. 
This confirmed the aforestated argument that the RoR makes the signal from BC 
emission stands out.  
 Based on Figure 5.9, there exists a linear relationship between BC and RoR, 
expressed as,  
 ( )BC a RoR dRoR b       (5.3) 
where a (=1.856×10-8 kg/m3) and b (=-2.855×10-10 kg/m3) are obtained from the 
regression result in Figure 5.9. dRoR denotes the shift of pattern due to ambient 
temperature and humidity change and is obtained using the look-up table in Figure 5.10. 
Because the relationship is based on the thermal emission of BC, it is beyond the 
algorithm detection limit when BC concentration is considerably small. Therefore, the 
algorithm detection limit set to 10-14 kg/m3 (Figure 5.9). The horizontal resolution of the 
method is obtained based on the corresponding weighting function of the limb-view 
radiance measurement at 940 cm-1 which sharply decreases beyond the height of 18.7 km. 
A simple calculation shows that the detection method is most sensitive to the area within 
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160 km (~1.5 degrees) from the tangent point of the limb view, indicating that 
transportation by large convective systems is easier to be identified. When BC at 16.6 km 
is obtained, a vertical profile of BC can be then constructed assuming that BC decreases 
exponentially with altitude in the stratosphere. 
 The retrieval method is first tested to BC profiles over the Sahara desert (19~25oN, 
18.75~26.25oE) where BC in the LS is one order of magnitude smaller than that over 
Indian subcontinent and then to BC profiles 2012~2013 over Indian subcontinent. Figure 
5.12 and 5.13 demonstrates that Equation 5.3 performs consistently with temporal and 
geographical change. However, there are sizeable amount of false detection of sporadic 
event in boreal spring and the method consistently overestimate the BC concentration 
around the 270th day of each year. This implies some of the variability is not captured in 
the linear model. For example, preliminary results show that when ambient warming and 
cooling are not uniform in the stratosphere, the shift of pattern in Figure 5.9 slightly 
differs. 
 The advantage of this detection method is the sensitivity to the small amount of 
BC by virtue of the high transparency in the window region. Compared with solar 
occultation, the limb view can cover a sizeable portion of the horizon, providing a 
straightforward way to globally monitoring BC reservoir at the lower stratosphere and 
BC transport by ODC across the tropopause especially over India.  
 This chapter is a proof-of-idea study, providing a possibility to retrieval BC  
concentration at lower stratosphere and potentially shed light on mass transport. However, 
this attempt is intrinsically vulnerable to a number of uncerntainties. To name a few, 
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when a vertical profile is input into MODTRAN, it is assumed that it is uniform around 
the Earth because MODTRAN is not capable to take in all the profiles along the viewing 
path. Besides, a large uncertainty comes from clouds. The radiative relationship used in 
this chapter will be different when convective clouds present at 16.6 km which is, 
however, very infrequent. Even the cloud top stops below 16.6 km, its presence would 
also possibly alter the relationship. The effect is to be interpreted and quantified in future 
study.  
5.6 Conclusions 
 This chapter introduces the mass transport of overshooting deep convection 
(ODC), through which PBL air is carried to the tropopause and into the LS. Two of 
species within the air, water vapor and black carbon, are able to strongly perturb the 
chemical and radiative balance in the stratosphere. The transport of water vapor into the 
stratosphere is well documented and is shown to largely modulated by the temperature of 
the tropopause. In contrast, BC transport is strongly associated with tropospheric BC 
concentration and the frequency of ODC. A global survey shows that the effect of ODC 
transport of BC to the LS is most significant over Indian subcontinent during summer. 
The vertical transport of BC in the stratosphere is shown to be as large as twice the 
transport of water vapor, which is speculated to be the result of efficient shortwave 
heating.  
 The transportation mechanism of ODC to the stratosphere has been speculated in 
several literatures. However, no observational evidence has been published, which is due 
to the difficulty of BC measurement in noisy background. This chapter proposes to use an 
147 
 
IR limb-viewing method with tangent height of 16.6 km. The ratio of the radiance 
profiles at 940 cm-1 and 1210 cm-1 is shown to linearly correlate with BC at 16.6 km. The 
atmosphere at 940 cm-1 along the limb view is so transparent that the radiance profile 
captures the emission from BC when its concentration at 16.6 km is greater than 10-14 
kg/m3. The signature of water vapor continuum in the at 940 cm-1 radiance profiles is 
minimized by normalization using radiance profiles at 1210 cm-1, which makes the signal 
of BC identifiable. An emprical relationship between BC and RoR are derived and with 
consideration of the influence of ambient temperature and humidity changes. The method 
is then tested in different locations and times and has shown consistent performances in 
capturing seasonal cycles and cases with large BC concentration. Further model 
refinement is needed in future study to reduce false detection especially in boreal spring. 
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Figure 5.11 (a) time series of radiance measurement at two selected wave numbers. 
Time step starts from the first day of 2000. (b) The blue line is the black carbon 
concentration at 16.6 km and the green line the simulated RoR for profiles over India 
in the year of 2000~2001. The regression result is the red line and is applied to 
estimated black carbon concentration in (c). 
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Figure 5.12 Similar to Figure 5.11 but for profiles over Sahara desert in the year of 
2000~2001.  
 
Figure 5.13 Similar to Figure 5.11 but for profiles over India for the year of 
2012~2013.  
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Chapter 6 
 
Summary and Future work 
 
6.1 Summary  
 The tropical deep convection has been examined in this study using A-Train 
satellite data, the state-of-the-art CRM and GCM simulation, in assistance with ECMWF 
ERA-interim reanalysis. The focus is on how to synergistically use multiple satellite data 
and on how this could update our current understandings of the tropical deep convection. 
 The start of this research examines a common issue in satellite remote sensing of 
cloud, i.e., incorrect collocation of the satellite footprints due to different sensor viewing 
angles targeting the same elevated object. A case study using CloudSat and MODIS 
indicates that this issue matters for studying convective clouds with small horizontal sizes, 
e.g. cumulus. This so-called parallax error is corrected using the method mentioned in 
Chapter 2 that takes both target elevation and sensor viewing geometries into account. 
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Generalization of this parallax correction method is applicable to other instruments on 
different platforms and is demonstrated using two popular combinations of satellite 
measurements. The method is then applied to satellite measurement of cloud top 
temperature in the year of 2008. The statistical results of cloud top temperature indicate 
that parallax correction could significantly improve cloud top temperature estimation and 
the improvement increases with cloud top height, confirming that parallax correction is 
important for studies of deep convection.  
 Cloud top temperature estimation not only relies on correct collocation but also 
cloud top fuzziness. To account for cloud top fuzziness, the study provides a new method 
to estimate the physical cloud top temperature by taking advantage of the in-cloud 
detection ability of CloudSat radar, the high sensitivity to thin cirrus cloud of CALIPSO 
lidar as well as the state-of-the-art radiative transfer simulation models. The unique 
combination of CloudSat and CALIPSO provides a complete vertical profile of cloud 
water content and, moreover, includes thin cirrus clouds that is critical in infrared 
radiative transfer but is beyond the detection limit of CloudSat alone. A state-of-the-art 
radiative transfer model, PCRTM, simulates the 11-μm radiative properties of the cloud 
including brightness temperature and vertical profiles of transmittance from which 
vertical profiles of optical depths and weighting functions are derived. The level where 
weighting function peaks is emission level. Chapter 3 proposes an empirical relationship 
that links the distance between CTH and emission level to the cloud top fuzziness. This 
relationship indicates a linear relationship between the two variables and independence 
beyond a threshold. Based on this algorithm, brightness temperature simulation perfectly 
matches collocated MODIS measurement. This result significantly contributes to studies 
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of cloud top features. The reasons are (1) previous studies using passive remote 
techniques only are not capable to distinguish active and dissipating convection and this 
study demonstrates the necessity of taking convective development phase into 
considerable; (2) previous parameterization of cloud top emission level in the infrared 
band is linearly converted from that in the visible band and this study directly calculates 
the radiative properties in the infrared band. 
 Based on the techniques in Chapter 2 and 3, cloud top temperature is derived and 
then interpreted in more physically meaningful variable – cloud top buoyancy. Cloud top 
buoyancy indicates the phase of convective development with large positive value in 
developing phase and negative value in dissipating phase. The global distribution of 
cloud top buoyancy is studied with respect to land and ocean, measurement time, 
cumulus congestus and deep convection. We conclude that convective cases are more 
frequent over land at 1:30pm and over ocean at 1:30am, that cumulus congestus is 
sensitive to both land-ocean contrast and diurnal difference and deep convection show 
strong diurnal difference over both land and ocean. Under the fountain-cloud assumption, 
the vertical profile of cloud top buoyancy is interpreted as buoyancy profile of a rising air 
parcel. The vertical velocity of the imaginary air parcel is then derived. The calculation 
agrees with direct vertical velocity observation in the value and altitude of peak velocity 
and the existence of a weak detrainment layer around mid-troposphere. 
 Strong deep convection is able to overshoot through tropopause and thus transport 
aerosols such as black carbon into the lower stratosphere. Recently, this topic has been 
given a lot of attention due to the potentially strong destructive effect of black carbon to 
stratospheric ozone. The study shows that the transportation event is most prominent over 
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India during summer Asian monsoon, because of highly polluted lower troposphere and 
large-scale ascent that favors deep convection. This study suggests the potential major 
role of overshooting deep convection in transporting black carbon across the tropopause 
using a state-of-the-art GCM model simulation. To directly measure such process, an 
infrared limb-viewing method is proposed to measure black carbon concentration at 16.6 
km. The radiance at the most transparent wavenumber in IR window channel, 940 cm-1, 
is used to capture the signal from black carbon. In this radiance profile, the contribution 
of radiance from water vapor is minimized by normalization using the radiance profile at 
1210 cm-1 which is sensitive to water vapor continuum only. The signal of black carbon 
thus stands out as the radiance signal of water vapor varies proportionally in both wave 
numbers. The study shows that the ratio of radiance linearly correlates to the black 
carbon concentration at 16.6 km. The study also shows that the large-scale condition 
influences the method in a linear manner and is taken into consideration through a look-
up table. 
6.2 Future work  
The parallax correction significantly improves the accuracy in deep convection 
study even for those satellites flying in close formation. This correction method will be 
useful given current acknowledgement of satellite synergy and future satellite 
constellations like A-Train. Besides, parallax may be useful in the cloud remote sensing. 
For example, we noticed that 11-μm brightness temperatures of the same cloud top but of 
different viewing zenith angles could strongly resemble the idealized arc of the split-
window method (Figure 3 in Stephens and Christian [2007] and the references therein) 
and thus could be useful to the measurement of cloud top particle size. Because this 
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method is of only one frequency, the potential benefit of this method is its wide 
applicability on geostationary satellites which all have 11-μm channel with fine 
horizontal resolution of 1 km. The physical reasoning is that the measured brightness 
temperature depends on the optical depths of cloud that is the product of absorbing mass 
density and mass extinction coefficient and distance along the viewing path. Splitting 
window method uses two near wavelengths, i.e. 10.8 and 12 μm, with different extinction 
coefficient. The parallax method uses only 11-μm brightness temperatures and takes 
advantage of different viewing distance, which is theoretically equivalent to the 
conceptual idea of the split-window method since the effect of extinction coefficient and 
distance of calculation is inseparable. Further quantitative analyses are needed to strictly 
establish the relationship and to use geostationary satellite data to derive cloud top 
microphysics. MODIS measurement would provide valuable dataset for algorithm 
verification. 
The understanding drawn on cloud top buoyancy is mostly at the theoretical level. 
Rigorous validation is necessary using direct observations. Possible datasets that can be 
used for such purposes include, but are not limited to, continuous ARM ground radar 
observations that keep track of the vertical development of convection, field campaigns 
that measure convective vertical velocity as well as its thermodynamic features, 
geostationary imagery with high temporal resolution in the infrared window channel, and 
multi-angle imaging spectroradiometer (MISR) measurements which observe the same 
cloud from different angles within a short time period.  
The BC retrieval method in Chapter 5 is based a linear correlation between BC in 
the lower stratosphere and the ratio of two radiance profiles. Tested using model 
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simulation as surrogate of real atmosphere, this method consistently captures the seasonal 
cycle and responds well to large BC concentrations. However, this method shows 
insufficient performance in capturing all the variability of the black carbon concentration 
change, which possibly results from the simplification of the problem at the preliminary 
phase of the study. Further research is needed to test the applicability of the method and 
to refine the method. The conclusion drawn on GFDL AM3 model will be further tested 
using other global climate models especially those with full-fledged chemistry module. 
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