Abstract. We present an iterative method based on an infinite dimensional adaptation of the successive overrelaxation (SOR) algorithm for solving the 2-D neutron transport equation. In a wide range of application, the neutron transport operator admits a Self-Adjoint and m-Accretive Splitting (SAS). This splitting leads to an ADI-like iterative method which converges unconditionally and is equivalent to a fixed point problem where the operator is a 2 by 2 matrix of operators. An infinite dimensional adaptation of a SOR algorithm is then applied to solve the matrix operator equation. Theoretical and numerical results of convergence are given.
Introduction and mathematical setting
: |ω| < 1}. The function σ(r) represents the total cross section and κ(r, ω, ω ) is a non negative kernel describing the scattering of particles. The function q is the non negative source term. We equip the space D(T ) with the norm u 4) where . is the standard L 2 (Q) norm. Let α be a positive constant. The norm . α is defined in 5) where I is the identity operator in L 2 (Q). This norm is equivalent to norm . D(T ) , defined by (1.4) [1] .
In the following, it is assumed that:
The operator A is m-accretive and following the above assumptions, the operator S = Σ − K is self-adjoint and positive definite. Thus T is positive definite and it follows the existence and uniqueness of the solution of problem (1.1). Moreover, T admits a self-adjoint and m-accretive splitting (SAS) which yields the SAS iteration method.
For α > 0, the SAS iteration method for solving (1.1) is defined as follows: given u
Let u * be the exact solution of (1.1). We have for any k > 0,
where It then follows that, M (α) < 1. For any u
Thus the SAS iteration (1.6) converges unconditionally to the solution of (1.1) with respect to norm . α and .
, the convergence of the SAS iteration with respect of the standard L 2 (Q) follows. The convergence analysis of the incomplete version of SAS iteration where each subproblem of (1.6) is solved approximately, is given in [2] . The remainder of this paper is structured as follows: we give the description and the convergence properties of the SOR acceleration of the SAS iteration in Section 2. A bound for the spectral radius of the Jacobi iteration operator which depends solely on the spectrum of the self-adjoint part of the transport operator is derived. This bound allows the approximation of the optimal convergence parameter of the SOR method when the eigenvalues of the Jacobi iteration operator are real numbers. The numerical illustrations are presented in Section 3. Concluding remarks are given in Section 4.
The SOR acceleration of the SAS iteration method.
The following fixed point equation can be derived from the definition of the SAS iteration (1.6):
where
For α > 0, the operators (αI + A) and (αI + S) are positive definite. It follows that (αI + A)
and (αI + S) −1 exist and it holds that
and A(α) −1 are bounded. It then follows the existence and the uniqueness of the solution of (2.1).
. Let u * be the solution of (1.1) and, let u * 
The preconditioning of the system (2.1) from the right by [P(α)] −1 leads to the following system
The operator T 1 (α) is bounded and the solution v * (2.1)
, where u * is solution of (2.3).
The Jacobi method for the solution of (2.3) proceeds as follows: Let u
The corresponding SOR iteration with the relaxation param-
. The choice of θ = 1 in the method (2.5) results in the Gauss-Seidel iteration for solving the system (2.3).
Proposition 1. Let α be a positive constant. It holds that:
(2.7)
It the follows that the Jacobi and Gauss-Seidel iteration methods for the solution of (2.3) converge. Moreover, the Gauss-Seidel and SAS iterations have the same bound for their contraction factors.
Proof.
It follows that |J(α)| < 1 and the Jacobi iteration method (2.4) converges. Let u * = (u * 1 , u * 2 ) t be the exact solution to (2.3) and u
2 ) t be the k th iterate obtained from the Gauss-Seidel iteration. We have
Therefore, the solution u * verifies
It follows that |L 1 (α)| ≤ β(α) < 1 and the Gauss-Seidel iteration method converges.
Proposition 2. [1] Assume that
θ = 0. If λ ∈ σ(L θ (α)) \ {0} and if τ satisfies (λ + θ − 1) 2 = λθ 2 τ 2 ,(2.
8) then τ ∈ σ(J(α)). Conversely, if τ ∈ σ(J(α)) and if λ satisfies (2.8), then λ ∈ σ(L θ (α)).
The relation (2.8) between the spectrums of the operators of the Jacobi and SOR methods is the same as in the presence of finite dimensional linear systems with coefficient matrices possessing block Property A. Therefore, the results obtained in the last case may be generalized for the SOR acceleration of the SAS method. In particular, setting θ = 1 in (2.8), we have theoretically that Jacobi and Gauss-Seidel methods converge simultaneously and the Gauss-Seidel method is two times faster than Jacobi method. We also have the following convergence results of the SOR method [4, 5] .
Proposition 3. 1. If σ(J(α)
⊂ R, the SOR method converges for 0 < θ < 2 and the optimal convergence parameter is θ opt = 2
where r(J(α)) is the spectral radius of J(α).
If σ(J(α)) contains complex numbers, the SOR method converges if for some positive number
τ ∈ (0, 1) and each λ = µ + iβ ∈ σ(J(α)), the point (µ, β) lies in the interior of the ellipse
. Theoretical results for the determination of the SOR optimal parameter are given in [5] .
Remark 4. From relations (2.7) and (2.8), we deduce that the spectral radius of J(α) verifies r(J(α)) < β(α).
(2.10)
Therefore, if σ(J(α)) ⊂ R, the optimal SOR parameter can be approximated by
θ a = 2 1+ √ 1−β(α) .
Numerical results
We took particular data for which an exact solution is known in each case.The iterations are stopped when the relative error
The exact solution of this test problem is given by:
The spatial and angular discretization are carried out by a difference method based on volume control and a quadrature formula respectively. The spatial mesh size is h x 1 = h x 2 = 1/10 and we Table 1 : Iterations number and CPU time in s (in bracket) at fixed σ = 100 divided the unit disc in 100 regions. We study the behavior of Source Iteration (SI), Jacobi, SAS Gauss-Seidel (GS) and SOR with respect to σ and c. At fixed σ = 100, we set α = σ(1 − c) and compare the c-dependence of the iterative methods. As shown by Table 1 , all the method converge. It is observed that SOR method is efficient compared to the other methods. At fixed c = 0.95, we set α = 10 and compare the σ-dependence of the method. The numerical results in Table 2 show the efficiency of the SOR method. It can be observed that SAS is comparable to GS, which is two time faster than Jacobi method. This confirms the theoretical results. We set 
Conclusion
The analysis of a SOR acceleration of the SAS method yields convergence results similar to those obtained in finite dimensional linear systems with coefficient matrices possessing Property A. Previous numerical results have demonstrated the effectiveness of the SOR acceleration of the SAS method for solving the 2-D neutron transport problem.
