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RÉSUMÉ 
L'utilisation des fils d'exécution est devenue importante avec l'apparition des or­
dinateurs multiprocesseurs sur le marché. Les langages de programmation modernes, 
comme Java, offrent une souplesse dans l'écriture des programmes multifils d'exécution. 
Cette sou plesse n'a pas éliminé les problèmes liés il la synchronisation des fils d 'exécu tion. 
L'interblocage est l'un des problèmes majeurs dont la résolution nécessite temps et ar­
gent. La contribution principale de notre travail est la conception d'un algorithme effi­
cace de détection immédiate des interblocages et l'implémentation de celui-ci dans une 
machine virtuelle libre. 
Dans notre mémoire, nous parlons de la structure de forêt d'attente et de la façon 
de construire, à l'aide de cette structure, les relations d'acquisition et de libération des 
verrous par les fils d'exécution. Cette structure permet la détection immédiate de l'inter­
blocage. Dans notre travail, le brisement de l'interblocage est réalisé par le soulèvement 
d'une exception qui pourra être interceptée, une fois l'interblocage détecté. Ce brisement 
permet aux développeurs de gérer les exceptions liées aux interblocages sans que leurs 
programmes s'arrêtent. 
Notre expérimentation avec la version 1.13 de la machine virtuelle Sable V!vI 
[GE02] et notre version améliorée en implémentant notre algorithme nous ont montré 
que notre détection immédiate a un coût nul dans une majorité de cas, et coûte une 
surcharge de temps d'exécution de 0,04 % à 0,2 % par rapport à la version 1.13 dans 
les pires des cas testés. Nous avons utilisé la suite de mesures (benchmark) Ashes et 
nos propres programmes de mesure de performance qui utilisent au maximum les fils 
d'exécution et les opérations d'acquisition et de libération des verrous. Nos programmes 
fûrent développés spécialement pour montrer les coûts additionnels de l'utilisation de 
notre algorithme. 
Mots clés: fil d'exécution, synchronisation, inter blocage, détection immédiate, 
brisement. 
INTRODUCTION ET CONTRIBUTIONS 
Introduction 
La plupart des langages de programmation modernes sont des langages orientés objets 
tels que C++, Java, C# et d'autres, et la plupart de ces langages s'exécutent sur des 
machines virtuelles comme Java et C#. Les ordinateurs personnels, maintenant, sont 
dotés de processeurs puissants et même de processeurs doubles, ce qui signifie qu'un pro­
gramme exécute plusieurs parties de son code en même temps sur plusieurs processeurs 
en parallélisme réel ou par partage de processeur. Nous connaissons ces parties du code 
sous plusieurs noms: les processus, les fils d 'exécu tion (thTeads) ou les tâches (ta.sks). 
Le besoin de parallélisme est devenu énorme dans le monde de l'informatique. Internet 
est un réseau qui se base sur des serveurs Web, et chaque serveur Web exécute plusieurs 
fils d'exécution pour servir chaque session ouverte d'un client Internet. (un explorateur 
d'Internet, une application qui utilise un service Web, etc.). 
Ce parallélisme des fils d'exécution implique un partage des ressources entre les fils 
d'exécution; ce partage crée une course vers les ressources pour les obtenir, et cette 
course cause des problèmes comme l'interblocage (dea.dlock), des données erronées, la 
famine des fils d'exécution (starvation). Imaginons qu'un interblocage survienne sur le 
serveur Web de Google ou de Microsoft, ou de n'importe quel serveur Web: cela implique 
que personne ne peut naviguer vers ces serveurs Web, et il en va ainsi pour plusieurs 
autres applications qui utilisent les fils d'exécution et qui peuvent entraîner une telle 




Plusieurs recherches ont été faites sur l'interblocage, surtout sur les systèmes d'exploi­
tation, mais la plupart de ces algorithmes étaient complexes, lents et non efficaces. 
Beaucoup d'entre eux utilisent des théories mathématiques complexes, des recherches 
lentes dans des graphes avec des centaines de nœuds et d'arcs où ils trouvent qu'un 
problème existe, mais ils ne déterminent pas par quel fil d'exécution, ce qui signifie 
résoudre le problème d'une manière aléatoire. 
Notre objectif est de résoudre le problème d'interblocage par un algorithme simple, 
efficace et rapide, simple à comprendre et à implémenter, efficace dans son exécution à 
trouver le problème et le fil d'exécution qui a causé l'interblocage, et rapide à résoudre 
celui-ci, sans forcément arrêter le fil d'exécution ou l'application, mais plutôt en laissant 
le choix de prendre des décisions dans le code du programme lui-même. 
Intérêt de notre travail 
Notre travail est intéressant sous plusieurs angles:
 
- Il permet de détecter l'interblücage et Je le briser immédiatement.
 
- Il permet à des applications importantes, comme les serveurs Web, de rester en
 
exécution tout le temps, de résoudre l'interblocage immédiatement et de revenir à 
leur exécution normale. 
- Il permet de développer des applications complexes avec un support de détection et 
brisement de l'interblocage au lieu de développer des applications reconnues pour être 
libres d'interblocage. 
- Il laisse le choix au programmeur de prendre des décisions dans son code quant à la 
façon de résoudre le problème d'interblocage. 
- Il permet de développer des applications et des bibliothèques libres d'interblocage. 
- Il minimise les coûts et le temps consacré au développement des applications multifils 
d'exécution, parce que l'interblocage sera trouvé en quelques minutes. 
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Contributions 
Les contributions de ce mémoire sont les suivantes:
 
- La conception d'un algorithme efficace de détection immédiate des interblocages qui
 
fonctionne en présence d'opérations de sychronisation concurrentes. 
- Le coût nul de l'algorithme dans la majorité des cas concrets. 
- La preuve de rectitude de l'algorithme. 
- L'analyse de la complexité de l'algorithme développé. 
- Le brisement des interblocages par le soulèvement d'une exception immédiatement 
lors de la tentative de création d'un interblocage. 
- L'implémentation de l'algorithme dans la machine virtuelle Sable \lM. 
- La mesure de la performance réelle de l'algorithme dans la machine virtuelle Sable VM. 
- Le développement de programmes de test de performance. 
Organisation du mémoire 
Notre mémoire est organisé comme suit: 
Dans le chapitre l, nous parlerons de la synchronisation en Java et de la façon dont s'écrit 
un code Java qui utilise les fils d'exécution et la. synchronisation; nous discuterons aussi 
des problèmes et des approches de synchronisation. Dans le chapitre 2, nous décrirons 
la synchronisation en code-octet et montrerons comment un programme Java qui utilise 
les fils d'exécution et la synchronisation est compilé en code-octet. Dans le chapitre 3, 
nous décrirons les problèmes d'interblocage et leurs détections en Java, nous citerons 
les conditions nécessaires pour un interblocage ainsi que les méthodes de détection. 
Dans le chapitre 4, nous discuterons de notre travail de détection immédiate et de 
brisement d'interblocage. Dans le chapitre 5, nous parlerons de l'expérimentation et 
de la comparaison des résultats oe mesure de performance. Dans le chapitre 6, nous 
décrirons les travaux reliés au nôtre. Finalement, nous conclurons notre travail. 
CHAPITRE 1 
SYNCHRONISATION EN JAVA 
1.1 Introduction 
La plupart d'ent.re nous, sur un système d'exploitation tel que Linux ou \Vindows, 
travaillons en multitâches. Nous écrivons du texte en même temps que nous écoutons de 
la musique ou que nous téléchargeons des fichiers de l'Internet ou d'un réseau tout en 
écrivant un programme, etc. Ces programmes en exécution s'appellent des processus. La 
plupart des systèmes d'exploitation offrent une gestion des processus et cie multitâches. 
Dans ce chapitre, nous allons voir des notions proches des notions de processus et de 
multitâches : ce sont les fils d'exécution et les multifils d 'exécu tion. Nous avons utilisé 
quelques exemples de programmes Java pris de l'Internet (les références sont perdues) 
et nous avons modifié ces programmes pour les adapter à nos exemples donnés dans les 
différents chapitres. 
Dans la section 1.2, nous définissons un fil d'exécution et sa relation à un processus et 
à d'autres fils d'exécution, ainsi que la façon de déterminer le code d'un fil d'exécution 
dans un programme Java, sa création et son arrêt. Dans la section 1.3, nous allons voir 
les problèmes liés à la synchronisation des fils d'exécution dans un programme Java. 
Finalement, dans la section 1.4, nous détaillons les approches utilisées en Java pour 
résoudre les problèmes de synchronisation des fils d'exécution. 
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1.2 Les fils d'exécution en Java 
Un processus est un programme en exécution. Si un ordinateur est doté de plusieurs 
processeurs, ces processus s'exécutent en même temps: on parle d'un vrai parallélisme, 
tel que, dans l'exemple précédent, le processus tableur qui s'exécute sur un processeur 
et le processus lecteur de musique qui s'exécute sur un autre processeur; mais si un 
ordinateur est doté d'un seul processeur (uniprocesseur), on parle d'un partage du temps 
processeur ou d'un faux parallélisme. Ainsi, le système d'exploitation alloue une tranche 
de temps du processeur pour permettre au processus de s'exécuter; une fois que cette 
tranche de temps est terminée, le système d'exploitation suspend le processus en cours et 
alloue une tranche de temps du processeur à un autre processus pour s'exécuter, et ainsi 
de suite pour tous les processus. (Dans les paragraphes suivants, on utilisera le terme 
«parallélisme» pour parler du vrai parallélisme et du partage du temps procpsseur.) 
Chaque processus a son propre code, sa mémoire et ses registres. Des processus peuvent 
communiquer entre eux (en utilisant des pipelines, des réseaux, etc.), mais cette com­
munication est lente. Comme ils peuvent faire une demande au système d'exploitation 
pour partager un espace mémoire, le partage n'est pas automatique entre les processus. 
Un processus est constitué d'un ou plusieurs blocs de codes. Dans un même processus, 
nous pouvons avoir aussi plusieurs blocs de codes qui s'exécutent en parallèle; on appelle 
chaque bloc de code qui s'exécute en parallèle «un fil d'exécution». 
1.2.1 Définition d'un fil d'exécution 
Un fil d'exécution (thread) est une séquence de codes (bloc de code) qui s'exécute 
indépendamment et en concurrence avec d'autres séquences de code du même processus 
ou d'autres processus. 
Un fil d'exécution s'exécute indépendamment, ce qui signifie qu'il est tout à fait indépen­
dant, comme un processus dans son exécution; il a ses propres registres processeur et 
son exécution est indépendante des autres fils d'exécution. Un fil d'exécution s'exécute 
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en concurrence avec d'autres fils d'exécution. 
Dans un processus, nous pouvons avoir un ou plusieurs fils d'exécution. Ceux-ci ont le 
même espace d'adressage et ils ont accès à une mémoire globale commune, mais chacun 
des fils d'exécution a ses propres variables locales. 
Le langage Java est parmi les langages de programmation modernes qui offrent une ges­
tion avancée des fils d'exécution et qui rendent plus facile l'utilisation des fils d'exécution. 
La plupart de ceux qui écrivent un premier programme en Java affichant « Bonjour, 
tout le monde 1 » ne savent peut-être pas qu'ils utilisent des fils d'exécution. La méthode 
principale mainO d'un programme Java est exécutée en tant qu'un fil d'exécution, et 
plusieurs fils d'exécution sont exécutés automatiquement par la machine virtuelle Java 
sans que nous le sachions. 
Dans un programme Java, on peut définir un ou plusieurs fils d'exécution. Ces fils 
d'exécution ont accès aux mêmes objets, y compris les variables statiques et d'instance, 
et chacun des fils d'exécution a ses propres variables locales. 
La manipulation des fils d'exécution passe par deux étapes: 
- La première étape consiste à spécifier le code dans un programme en Java qui va 
être le code du fil d'exécution. 
- La deuxième éta.pe consiste à créer une instance d'un fil d'exécution, après avoir 
spécifié le code selon la première étape, et ensuite à démarrer le fil d'exécution. 
Nous détaillons la manipulation des fils d'exécution da.ns les deux sous-sections sui­
vantes: dans la sous-section 1.2.2, nous allons voir comment spécifier la séquence du 
code d'un fil d'exécution dans un programme en Java; ensuite, dans la sous-section 
1.2.3, nous allons voir comment créer des fils d'exécution. 
1.2.2 Spécification d'un fil d'exécution en Java 
Cette étape de spécification d'un fil d'exécution constitue la première étape; elle consiste 
à spécifier le code dans un programme en Java, qui va être Je code du fil d'exécution 
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une fois le fil d'exécution exécut.é. Comme nous l'avons vu dans la sous-sect.ion 1.2.1, le 
fil d'exécution est une séquence de code ou un bloc de code que nous devons spécifier 
en premier lieu dans la manipulation des fils d'exécut.ion en Java. 
La classe java .lang. Thread de la bibliothèque Java est. la classe clé pour l'u tilisation 
des fils d'exécution en Java. Cette classe contient les méthodes pour la manipulation 
des fils d'exécution en Java, comme le démarrage des fils d'exécution, la suspension et 
d'autres mét.hodes utiles (voir la sous-section 1.2.3). 
Nous savons que Java ne permet pas un héritage multiple (ce qui signifie que nous ne 
pouvons pas hériter de plus d'une classe à la fois). Le problème qui se pose est celui-ci: 
comment utiliser les fils d'exécution en même temps que nous pouvons hériter d'une 
au tre classe que la classe java. lang. Thread? La réponse est cl'u tiliser un const.ructeur 
parmi la liste des constructeurs de la classe Thread (Voir 1.2.3), ce constructeur qui 
accepte comme paramètre une classe qui implémente J'interface java .lang. Runnable. 
Cette interface définit une méthode abstraite runO. 
En Java, nous spécifions le code d'un fil d'exécution par l'écriture du code de la méthode 
run () de la classe 1 : 
- soit la classe qui hérite de la classe java .lang. Thread
 
public class MaClassThread extends Thread {
 
public void rune) {
 




- soit la classe qui implémente l'interface java .lang. Runnable
 
public class MaClassRunnable implements Runnable {
 
public void rune) {
 






1. Les codes Java sont écrits selon la convention S·U1/. MlcTusyslems, 1997 
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La vie d'un fil d'exécution se situe entre le début et la fin d'exécution cie la méthocle 
runO. Pour le fil d'exécution principal qui est la méthode mainO, sa vie se situe entre 
le début et la fin d'exécution de la méthode mainO. 
1.2.3 Création d'un fil d'exécution 
La spécification du code du fil d'exécution ne signifie pas que notre fil d'exécution est 
en exécution. La spécification signifie que notre fil d'exécution a un code défini; une fois 
que notre fil d'exécution est démarré pour s'exécuter, c'est ce code spécifié qui va être 
exécuté. Une deuxième remarque est que J'appel de la méthode run 0 ne signifie pas que 
notre fil d'exécution est en exécution; l'appel de la méthode runO ne fait qu'exécuter le 
code dans le contexte actuel, c'est-à-dire dans le fil d'exécution courant (si la méthode 
runO est appelée à partir de la méthode mainO, alors le fil d'exécution est celui cie la 
méthode mainO ) et il ne va pas y avoir un nouveau fil d'exécution. 
L'exécution du fil d'exécution passe par deux étapes: 
- La première étape est d'instancier la classe du fil d'exécution (soit la classe dérivée 
de la classe java .lang. Thread ou la classe qui implémente l'interface java . lang­
.Runnable; voir la sous-section 1.2.2). 
- La deuxième étape est de démarrer le fil d'exécution pour qu'il s'exécute. 
La première étape est une étape qu'on a l'habitude d'exécuter dans chaque programme 
Java; c'est celle de créer une instance de la classe du fil d'exécution comme dans les 
deux exemples suivants: 
Il Exemple 1 
MaClassThread me new MaClassThread(); 
Dans cet exemple, nous avons déclaré une variable me de type MaClassThread, qui est 
une classe dérivée de la classe java .lang. Thread, ensuite nous avons instancié la classe 
en utilisant le mot clé new. 
1 Il Exemple 2 
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Runnable rc = new MaClassRunnable(); 
Thread th = new Thread(rc); 
Dans ce deuxième exemple, qui est différent du premier, nous avons déclaré une variable 
rc de type java .lang. Runnable qui est une interface, ensuite nous avons instancié 
la classe MaClassRunnable en utilisant le lIIut clé new. La classe MaClassRunnable 
implémente l'interface java .lang. Runnable; enfin, nous avons déclaré une variable th 
de type java .lang. Thread, suivie par une instanciation de la classe java .lang. Thread 
en passant en pammètre la variable rc au constructeur ue 1<:1 classe. 
La deuxième étape est de démarrer le fil d'exécution pour qu'il s'exécute; cette étape est 
facile, il suffit seulement d'appeler la méthode start 0 de la classe java. lang. Thread, 
qui va créer le fil d'exécution et ensuite démarrer son exécution, comme dans les deux 
exemples suivants par rapport aux deux exemples précédents d'instanciation 
1	 Il Exemple 1 
me. start () ; 
Voici le deuxième exemple: 
1	 Il Exemple 2 
th. start () ; 
Nous allons présenter maintenant deux exemples complets, et vOIr comment les fils 
d'exécution sont exécutés: 
1.2.3.1 Exemple Bonjour. java 













for (int i = 1; i <= 4; i++) {
 






class Bonjour { 




System.out.println("Début de la méthode mainO I ");
 
t1 = ne., BonjourThread("Mourad");
 












Cet exemple permet de démarrer les deux fils d'exécution tl et t2. Chaque fil d'exécution 
exécute le code de la méthode runO de la classe BonjourThread. Le code de la méthode 
run () consiste à afficher quatre fois un message avec cieux paramètres: la variable privée 
narne et le compteur i. Dans la méthode main 0, nous avons dédaré deux variables tl 
et t2 de type BonjourThread, de même que dans l'instanciation cie tl et t2, nous avons 
passé un paramètre cie type chaîne de caractères. Par la suite, nous avons exécuté la 
méthode start 0 des cieux instances t 1 et t2. Voyons maintenant deux exéClltions de 
ce programme: 
Exécution 1 
Début de la méthode main()!
 




















Début de la méthode main() ! 
Mourad, 1 
Mourad, 2 







Comme vous le remarquez, dans la première exécution, l'exécution de la méthode main 0 
s'est terminée avant le début d'exécution des fils d'exécution tl et t2, alors que dans la 
deuxième, la méthode mainO s'est terminée après que le fil d'exécution tl ait commencé 
à s'exécuter. La deuxième remarque sur ces deux exécutions est que l'ordre d'exécution 
des fils d'exécution tl et t2 est aléatoire; dans la première exécution, c'était le fil 
d'exécution tl qui a commencé le premier, alors que dans la deuxième, c'était le fil 
d'exécution t2 qui a commencé en premier. 
En Java, nous pouvons donner des priorités aux fils d'exécution en utilisant la méthode 
setPriority de la classe java.lang.Thread pour donner à un fil d'exécution plus de 
priorité de s'exécuter avant d'autres fils d'exécution. Les valeurs des priorités sont entre 
deux constantes: MINYRIORITY et MAXYRIORITY. La priorité par défaut est NORM_­
PRIORITY. 
1.2.3.2 Exemple CompteBancaire. java 
Dans ce deuxième exemple, nous allons voir la procédure de retrait d'argent d'un 
compte bancaire. Le progra.mme est constitué de deux cla.sses essentielles, la classe 
CompteClient, qui contient toutes les informations concernant un compte client, comme 
le solde balance du compte client, plus une méthode retirer 0, qui permet de retirer 
de l'argent d'un compte client. La deuxième classe est Retrai tCompteBancaireThread, 
qui implémente l'interface java .lang. Runnable; cette classe nous permet de lancer des 
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class Bonjour { 




System.out.println("Début de la méthode main()'");
 
tl = neu BonjourThread("Mourad");
 






t2. start () ;
 


















public double getBalance() { return balance; } 
public void retirer(double somme) {
 





























public void rune) { 
System.out.println(this.nomClient +"(avant), " + client.getBalance()); 
client.retirer(somme) ; 
System.out.println(this.nomClient +"(après) , "+ client.getBalance()); 
} 
} 
class CompteBancaire extends Thread { 




CompteClient client = new CompteClient(l);
 
A = new RetraitCompteBancaireThread("A", client, 100);
 

















Dans ce premier exemple, les cieux fils d'exécution Aet B sont exécutés en concurrence 
pour faire des retraits de 100 et 200 à partir clu compte client numéro 1. Le solde final 
balance est de 200. 









Nous remarquons que le compte 1 contient un solde initial cie 500 alors que deux retraits 
cie 100 et 200 sont faits; normalement, le solde final balance devrait être cie 200, mais 
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j'exécution nous montre que le solde final est de 300. Nous répondons à ce problème 
dans la section 1.3 
1.2.4 Arrêt d'un fil d'exécution 
Dans les exemples précédents, nous avons vu qu'un fil d'exécution se termine une fois 
que sa méthode runO est terminée. Voici les autres situations où un fil d'exécution peut 
se terminer : 
- Un fil d'exécution est interrompu par Ulle exception non capturée. 
- Sa méthode stop 0 est appelée. Cette méthode était désaprouvée en Java 2, parce 
qu'elle causait des problèmes graves. Supposons par exemple qu'on arrête un fil 
d'exécution qui est en train d'écrire dans un fichier; cette action peut corrompre 
le fichier. La méthode runO doit être conçue pour se terminer, par exemple en 
vérifiant une variable booléenne pour finir la méthode run O. 
Il Ya d'autres méthodes qui permettent de suspendre et de redémarrer un fil d'exécution 
(les méthodes suspend 0 et resume 0 ). 
Pour plus d'informations, référez-vous à un livre de référence en Java [LDOO]. 
1.2.5 Besoin des fils d'exécution 
Du point de vue du programmeur, il est essentiel d'utiliser des fils d'exécution pour 
augmenter la vitesse d'exécution des programmes, surtout si l'ordinateur est doté de 
plusieurs processeurs. Nous pouvons augmenter la vitesse d'exécution de deux, trois ou 
plus par rapport à une exécution séquentielle d'un programme. 
Donnons un exemple pour voir la différence. Un programme qui reconnaît les rues d'une 
grande ville à partir d'une image satellite. La reconnaissance des rues va prendre des 
heures et des heures avant qu'elle finisse si le programme s'exécute séquentiellement, 
même si l'ordinateur est doté de plusieurs processeurs. Mais l'utilisation d'un programme 
multifils d'exécution est une solution parfaite. Ainsi, chaque fil d'exécution traite une 
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partie de l'image. Avec un ordinateur multiprocesseur, l'exécution va être plus rapide 
par rapport à une exécution séquentielle. 
Un deuxième point avantageux en ce qui concerne les fils d'exécution est celui des 
interfaces graphiques (GUI = Graphie User Interface). Une interface graphique doit 
réagir aux clics de la souris et aux frappes du clavier en même temps qu'un traitement 
en arrière se fait, sinon le programme sera bloqué jusqu'à ce que le traitement en cours 
soit fini. Les fils d'exécution permettent que notre interface graphique interagisse avec 
l'utilisateur. 
Dans une applet (une applet est un programme Java qui s'exécute sur un explorateur 
d'Internet), il y a un fil d'exécution pour le chargement des images, un autre pour le 
rafraîchissement de l'écran, un autre pour la production clu son, et ainsi de suite. Les 
fils d'exécution nous permettent d'accomplir plusieurs tâches en même temps sans avoir 
besoin, pour des tâches indépendantes, de faire la file, une tâche après l'autre. D'autres 
avantages sont liés à l'utilisation des fils d'exécution dans les progrcUlllnes Jécisiollne!s 
(comme le jeu cl 'échecs, où nous créons un fil d'exécution pour chaque déplacement 
d'une pièce et où nous devons suivre les conséquences de ce déplacement pour prendre 
une décision sur le déplacement ~l faire). 
1.3 Problèmes de synchronisation 
Plusieurs fils d'exécution s'exécutent en concurrence sur des ressources partagées; cela 
peut causer des problèmes de conflit d'accès aux ressources, ce qui peut corrompre celles­
ci, comme nous l'clVons vu dans l'exemple 1.2.3.2 du compte bancaire, dans le deuxième 
exemple d'exécution où le solde final du compte client était corrompu. Voyons un autre 
exemple de l'impression d'un livre, ensuite nous expliquerons le problème. 





public void print(String texte) { 
System.out.print(texte + ";"); 
} 
} 
class Page { 
private String page; 










class Livre implements Runnable { 
private ArrayList<Page> pages; 
private Printer printer; 













public void print() {
 














class DocumentPrinter { 
public static void main(String[] args) {
 
Printer printer = new Printer();
 
Livre 11 = new Livre(printer);
 
Livre 12 = new Livre(printer);
 

















L'exemple consiste en une classe Printer, qui permet d'imprimer un texte; nous avons 
utilisé l'écran pour une simulation, et les deux classes Page et Livre pour la construction 
du texte d'un livre; un livre est constitué de plusieurs pages. La classe Livre implémente 
l'interface Runnable, que nous utilisons pour lancer des fils d'exécution d'impression des 
pages. Dans l'exemple 1.3.0.1, tous les fils d'exécution utilisent le même pilote d'impres­
sion (la variable printer de type Printer). 





Dans la première exécution, l'impression des deux livres était correcte dans l'ordre, mais 
dans la deuxième exécution, il y a eu un mélange dans l'impression, de sorte que la page 
1 du premier livre était imprimée en premier, suivies des 2 pages du deuxième livre, et 
à la fin on retrouvait la page 2 du premier livre. Pour des documents d'une centaine 
de pages, il n 'y a rien d'amusant à retirer les pages d'un livre contenant des milliers de 
pages qui se trouvent sur l'imprimante... 
Revenons à l'exemple 1.2.3.2 du compte bancaire pour voir où est le problème; ce dernier 
a eu lieu au niveau de la méthode retirer de la classe CompteClient 
public void retirer(double somme) {
 





Il apparaît spécialement sur la ligne balance-=somme. Voyons par la figure 1.11'exécution 
des deux fils d'exécution. 
Fil d'exécution 1 Fil d'exécution 2 
Lecture balance (500) 1 
Lecture balance (500) 1 
1Calcul balance-somme (500-l0011 
1 Calcul balance-somme (500-2001 1 
1 1Ecriture balance (400) 
Ecriture balance (300) 1 
Figure 1.1 Exemple d'exécution du programme CompteClient.java 
Voyons en détail l'instruction balance-=somme (balance=balance-somme). Cette ins­
truction est exécutée en plusieurs instructions machine: 
- Lecture de la valeur de la variable balance. 
- Soustraction de la valeur somme de la valeur balance. 
- Écriture du résultat dans la variable balance. 
Nous remarquons sur la figure 1.1 que l'opération de calcul du nouveau solde ba­
lance n'est pas atomique, c'est-à-dire que plusieurs fils d'exécution exécutent la même 
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opération en concurrence, et c'est pour cette raison que le solde final balance est erroné: 
l'opération n'est pas synchronisée. 
Le même problème de synchronisation s'est passé avec l'exemple de l'impression d'un 
livre. L'utilisation du pilote d'impression (la variable printer) n'était pas synchronisée 
entre les fils d 'exécu tion. 
Pour résoudre ce problème, il faut synchroniser les fils d'exécution; ainsi, quand un 
fil d'exécution utilise le pilote, les autres fils d'exécution attendent jusqu'à ce qu'il ait 
terminé son impression pour qu'un autre fil d'exécution en attente utilise le pilote, alors 
que les autres attendent, et ainsi de suite. Dans la section 1.4, nous allons voir comment 
synchroniser les fils d 'exécu tion en Java. 
1.4 Approches de synchronisation 
Dans la section 1.3, nous avons vu les problèmes liés à l'utilisation des ressources par­
tagées et comment cette utilisation peut causer des résultats erronés. Les fils d'exécution 
qui utilisent la même ressource en même temps conduisent, si l'accès à la ressource n'est 
pas synchronisée, à des résultats non attendus. 
La synchronisation permet qu'un seul fil d'exécution utilise une ressource partagée à la 
fois, de sorte que les autres fils d'exécution qui veulent utiliser cette ressource attendent 
jusqu'à cc que le fil d'exécution en cours libère cette ressource partagée. 
En	 Java, il y a deux approches de synchronisation 
- L'exclusion mutuelle. 
- L'attente et la notification. 
1.4.1 Exclusion mutuelle 
Avant d'expliquer l'exclusion mutuelle, nous définissons quelques notions: 
- Une section critique est un bloc de code qu'un seul fil d'exécution doit exécuter à 
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la fois. 
- Chaque classe en Java a une instance unique de type java .lang. Class. 
- Chaque objet a son propre verrou. Ce verrou est utilisé pour verrouiller l'objet 
contre les utilisations concurrentielles de l'objet en même temps. 
L'exclusion mutuelle signifie qu'un fil d'exécution empêche un autre fil d'exécution d'uti ­
liser le même objet en même temps que lui, et qu'il essaie de verrouiller l'objet avant 
d'exécuter une section critique. Si l'objet est libre, le fil d'exécution acquiert le verrou de 
l'objet, exécute le code de la section critique et, à la fin, libère le verrou de l'objet. Tout 
autre fil d'exécution qui essaie de verrouiller l'objet pendant que l'objet est verrouillé va 
être mis en attente. Une fois que le fil d'exécution qui détient le verrou libère le verrou, 
un des fils d'exécution en attente sera réveillé pour essayer d'acquérir ce dernier. 
En Java, il y a deux façons d'obtenir J'exclusion mutuelle: 
1.4.1.1 Synchronisation des méthodes 
La synchronisation d'une méthode signifie que toute une méthode, du début jusqu'à la 
fin de celle-ci, est une section critique. L'objet qui va être verrouillé en appelant cette 
méthode est: 
- Si la méthode est une méthode virtuelle, alors c'est l'objet sur lequel la méthode 
a été appelée. 
- Si la méthode est une méthode statique, alors c'est l'instance unique de la classe 
de cette méthode. 
L'objet va être verrouillé avant j'exécution de la méthode et va être libéré après la fin 
d'exécution de la méthode. 
Il suffit d'ajouter le mot réservé «synchronized» comme descripteur d'une méthode 
virtuelle ou statique. 
Exemple: 
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synchronized void f() {
 
Il code de la méthode
 
} 
Voyons maintenant la solution du problème de l'exemple 1.2.3.2 du compt.e bancaire 
(CompteBancaire. java). Reprenons seulement la méthode retirer de la classe Compte­
Client: 
class CompteClient { 
public synchronized void retirer(double somme) {
 










Nous avons ajouté le mot clé synchronized comme descripteur de la méthode retirer, 
ce qui rend ceUe méthode synchronisée. Voyons maintenant la figure 1.2 
1.4.1.2 Synchronisation des blocs 
L'inconvénient de la synchronisation d'une méthode est que nous verrouillons tout l'ob­
jet pour utiliser une méthode synchronisée, ce qui signifie que si nous avons deux 
méthodes synchronisées, alors deux fils d'exécution qui utilisent le même objet ne 
peuvent pas exécuter les deux méthodes en même temps; c'est-à-dire que si un des 
fils d'exécution exécute une des deux méthodes, il va verrouiller l'objet en premier, et 
l'autre fil d'exécution devra attendre jusqu'à ce que le premier termine l'exécution de 
sa méthode. Quand le premier fil d'exécution t.ermine l'exécution de sa méthode, l'autre 
fil d'exécution verrouille le même objet et exécute l'autre méthode. 
Une autre méthode de synchronisation est offerte en Java: c'est la synchronisation 
d'un bloc. Celle-ci consiste à synchroniser un bloc de code, qui n'est pas forcément 
tout le code d'une méthode, mais seulement une partie de la méthode. Dans ce type 
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Fil d'exécution 1 Fil d'exécution 2 
Verrouiller l'objet l'objet verrouillé 
1 1 
1 1Exécuter la méthode retirer () 
Libérer l'objet 
1 1Exécuter la méthode ret i rer () 
Libérer l'objet 1 
Figure 1.2 Exécution synchronisée du programme CompteClient.java 
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de synchronisation, nous utilisons l'objet que nous voulions verrouiller. Pour verrouiller 
l'objet courant, nous utilisons l'objet this, qui représente l'objet en cours. 
Il suffit d'utiliser l'instruction « synchronized (paramètre) code »avec un pa­
ramètre qui représente une référence vers un objet, et le code est délimité par un bloc. 
Le fil d'exécution qui va exécuter le bloc va verrouiller l'objet en paramètre. 
Exemple: 
public class MaClasse {
 













Exemple utilisant l'objet this : 












Voyons maintenant la solution du problème de l'exemple 1.3.0.1 de l'impression d'un 
livre (DocumentPrinter. java). Reprenons seulement la méthode print de la classe 
Livre: 
class Livre implements Runnable { 











Nous avons ajouté l'instruction synchronizedCprinter) avec comme paramètre l'objet 
printer, qui est utilisé par plusieurs fils d'exécution pour imprimer des livres. Nous 
n'avons pas délimité toute la méthode par l'instruction synchronized, mais seulement 
la partie du code qui utilise l'objet printer. De cette manière, tout livre va être imprimé 
au complet avant qu'un autre livre commence à s'imprimer. 
1.4.2 Attente et notification 
Dans l'approche de J'exclusion mutuelle, les fils d'exécution ne communiquent pas entre 
eux, mais ils verrouillent et libèrent les objets en concurrence. Java offre un moyen de 
communication entre les fils d'exécution: c'est l'approche d'at.tente et de notification. 
Cette approche consiste en ce que deux ou plusieurs fils d'exécution collaborent ent.re 
eux dans un but commun, et qu'ils communiquent en utilisant l'attente et la notification. 
C'est le principe du producteur et du consommateur. Des fils d'exécution produisent des 
informations, et des fils d'exécution consomment ces informations. Les consommateurs 
attendront jusqu'à ce que les informations soient disponibles; une fois les informations 
prêtes, les producteurs informent les consommateurs de la disponibilité des informations. 
En Java, nous utilisons les méthodes wait, notify et notifyAll de la classe java.­
lang.Object pour l'attente et la notification. Un fil d'exécution en attente d'une condi­
tion va exécuter la méthode wai t (), qui va le mettre en attente jusqu'à ce qu'un autre fil 
d'exécution lance une notification, par l'exécution de la méthode notify ou notifyAll, 
pour le réveiller. La méthode notify notifie un fil d'exécution quelconque parmi les fils 
d'exécution en attente de l'objet de la notification, alors que notifyAll va réveiller tous 
les fils d'exécution en attente de l'objet. Le fil d'exécution réveillé ou les fils d'exécution 
réveillés vont essayer d'acquérir le verrou de l'objet si le verrou est libre. Le fil d'exécution 
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qui acquiert le verrou de l'objet va continuer son exécution à partir du point suivant le 
wai t qui le met en attente. 
Pour qu'un fil d'exécution exécute les méthodes wait, notify et notifyAll, il faut que 
le fil d'exécution courant ait acquis le verrou de l'objet avant l'exécution. 
Voyons un exemple d'attente et de notification: 
1.4.2.1 Exemple ProducteurConsommateur. java 
class Buffer { 
private int nombre; 
private String[] chaines; 
public Buffer() { 
nombre = -1; 
chaines = new String[5] ; 
} 
synchronized void put (String value) {
 










chaines[nombre] = value; 
System.out.println("Insérer: " + value); 
notify 0 ; 
} 
synchronized String get() {
 




wai t 0 ;
 
} catch(InterruptedException e) { }
 
} 
String chaine = chaines[nombre--]; 






class Producteur implements Runnable { 
private Buffer buffer; 




new Thread(this, "Producteur") .startO;
 
} 











class Consommateur implements Runnable { 
Buf f er buff er ; 




new Thread(this, "Consommateur") .startO;
 
} 












class ProducteurConsommateur { 










Dans cet exemple, nous avons une classe Buff er qui sert à un tampon de 5 cases 
pour déposer et retirer des chaînes de caractères. Cette classe est composée de deux 
méthodes essentielles, la méthode put et la méthode get. La méthode synchronisée put 
sert à insérer une chaîne de caractères dans le tableau de chaînes de dix cases; si les 5 
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cases sont remplies, alors le fil d 'exécu tion en cours va se mettre en attente (en a.ppelant 
la méthode wait 0 de l'objet en cours). Nous vérifions si le tableau est rempli par la 
variable privée nombre, qui stocke le nombre des cases remplies; si ce nombre est égal 
ou supérieur à 5, alors le tableau est rempli à chaque insertion d'une nouvelle chaîne 
de caractères, et la variable nombre est incrémentée. Alors que la méthode get sert à 
retirer des chaînes cie caractères clu tableau à chaque retrait, la variable nombre est 
décrémentée. Si la variable nombre est inférieure à zéro, alors le fil d'exécution en cours 
va se mettre en attente. 
Notre exemple est constitué aussi de deux autres classes, Producteur et Consorrunateur, 
qui implémentent l'interface Runnable. Les cieux classes utilisent le même objet buffer 
de type Buffer. La classe Producteur produit des chaînes de caractères dans l'ob­
jet buff er, et la classe Consommateur consomme des chaînes de caractères de l'objet 
buffer. La méthode put notifie (en appelant la méthode notifyO cie l'objet en cours, 
c'est-à-dire l'objet buff er) les consommateurs quand elle dépose une chaîne de ca­
ractères dans le tampon, alors que la méthode get notifie les producteurs quand elle 























Dans ce chapitre, nous avons défini ce qu'est un fil d'exécution et en quoi il diffère par 
rapport à un processus. Ensuite, nous a.vons vu comment créer un fil d'exécution en 
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Java, ce qui a été suivi par des exemples sur la façon d'écrire un fil d'exécution dans un 
programme Java en utilisant la classe Thread ou l'interface Runnable. Après, nous avons 
mentionné la nécessité des fils d'exécution. Nous avons parlé aussi des problèmes liés à 
la concurrence entre les fils d'exécution et la nécessité de la synchronisation. Nous avons 
vu aussi les deux approches utilisées en Java: J'exclusion mutuelle ainsi que j'attente et 
la. notification. 
CHAPITRE II 
SYNCHRONISATION EN CODE-OCTET 
2.1 Introduction 
La compilation d'un programme Java est la deuxième étape après l'écriture du pro­
gramme. Cette étape nous permet de vérifier les erreurs dans notre programme. Le 
résultat de cette compilation est un ou plusieurs fichiers classe (extension . class); 
chaque classe est générée dans un fichier. La compilation se fait par un compilateur 
Java (comme javac. exe ou tout autre compilateur). 
Le fichier classe est constitué d'une suite d'octets; ces octets constituent la structure 
d'un programme Java en code-octet. 
Nous avons vu dans le chapitre 2 comment écrire un programme en Java qui implémente 
de la synchronisation entre les fils d'exécution. Nous allons voir dans cette section com­
ment la synchronisation est traitée en code-octet. 
Dans les deux sections 2.2 et 2.3, nous présenterons les deux approches de synchroni­
sation : l'exclusion mutuelle et l'attente et la notification. Ensuite dans la section 2.4, 
nous représenterons la sychronisation dans la machine virtuelle Java. 
2.2 Exclusion mutuelle en code-octet 
Dans la section 1.4.1, nous avons vu la définition de l'exclusion mutuelle et les deux 
méthodes d'exclusion utilisées en Java. La synchronisation d'un bloc est traitée en code­
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oct.et. par deux opcodes, mais la synchronisation d'une mét.hode est traitée par la machine 
virtuelle elle-même. 
2.2.1 Bloc synchronisé 
Les opcodf'.s moniterenter et moni terexi t sont utilisés en code-octet pour délimiter 
le bloc synchronisé. Avant chaque exécution du bloc synchronisé, l'instruction moniter­
enter est exécu tée et, à la fin d'exécution du bloc synchronisé, l'instruction moni terexi t 
est exécutée, quel que soit l'état d'exécution clu bloc synchronisé: soit par une fin 
d'exécut.ion normale du bloc synchronisé, soit par une exception lancée pendant l'exécu­
tion du bloc synchronisé. Le terme «moniteur» d'un objet est l'équivalent du t.erme 
«verrou» d'un objet. 
Prenons un exemple simple pour voir comment le code-octet est généré pour un bloc 
synchronisé: 
class BlocSynchronized extends Thread { 
Object lock=new Objecte); 
public void rune) { 
synchronized(lock) { 




Voyons le code-octet généré pour le bloc synchronisé synchronized (lock). 
1 : getfield #4; Il créer une référence vers l'objet lock 
2: dup Il dupliquer la référence vers l'objet lock 
3: astore_l Il stocker la référence vers l'objet lock 
4: monitorenter Il le début du bloc synchronisé 
5: Il le code du bloc synchronisé 
6: aload_l Il empiler la référence stockée (lock) 
7: monitorexit Il la fin du bloc synchronisé 
Dans la ligne 4, le bloc commence par une inst.ruction moni terenter. l'opcode moniter­
enter verrouille l'objet lock s'il est libre, sinon le fil d'exécution en cours se met en 
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attente jusqu'il, ce que l'objet lock soit libre. moni terenter dépile une référence vers 
l'objet, qui va être verrouillé, à partir de la pile; dans notre exemple, c'est l'objet lock. 
Dans la ligne 1, 1'opeode getfield crée une référence vers l'objet lock et la met au 
sommet de la pile; ensuite, l' opcode dup duplique le sommet de la pile et l'empile aussi. 
Dans la ligne 3, l' opeode astore_l stocke la référence vers l'objet lock dans la variable 
locale d'index 1. La ligne 5 (plusieurs lignes de code) représente le code-octet du corps 
du bloc synchronisé. Dans les lignes 6 et 7, aload_l empile la référence vers l'objet lock 
(stockée dans la variable locale d'index 1) dans la pile, ensuite l'opeode moniterexit 
déverrouille l'objet lock. 
2.2.2 Méthode synchronisée 
Le code-octet généré pour une méthode synchronisée est différent de celui d'un bloc 
synchronisé. Il ne présente pas de différence par rapport à une méthode non synchronisée, 
outre l'invocation de la méthode à l'intérieur de la machine virtuelle de Java. Une 
méthode synchronisée est connue par un c1rapea.u ACC_SYNCHRONIZED mis il, 1, alors 
qu'avec une méthode non synchronisée, ce drapeau est à zéro. Quand un fil d'exécution 
invoque une méthode synchronisée, il verrouille l'objet de la méthode, invoque celle-ci et 
déverrouille l'objet de la méthode synchronisée une fois que J'invocation est complétée. 
Voyons un exemple de programme Java et son code-octet généré pour une méthode 
synchronisée et son invocation : 
class MethodSynchronized extends Thread { 
public synchronized void somme(){
 












Voici maintenant le code-octet généré pour la méthode synchronisée somme et son invo­
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cation dans la méthode run : 
public synchronized void sommee); 
1: return Il corps de la méthode somme. 
public void runO; 
1 : aload_O 
2: invokevirtual #2; Il invocation de la méthode somme. 
3: return 
Le code-octet généré sera le même si la méthode somme n'ét.ait pas synchronisée, ainsi 
que l'invocation de la méthode somme dans la méthode run. 
2.3 Attente et notification 
Le code-octet généré pour l'attente et la notification n'est autre que J'invocation d'une 
méthode de classe java.lang.Object. Les méthodes uait, natif y et notifyAll sont 
des méthodes de la cla.sse java. lang. Obj ect. Ces méthodes sont invoquées à l'intérieur 
des méthodes synchronisées, et nous avons vu dans la section précédente (2.2.2) le code-
octet généré pour une mét.hode synchronisée. 
Voyons un exemple de programme Java ct son code-octet généré pour l'utilisation de la 
méthode uai t : 
class WaitNotify extends Thread {
 
Dbject lock = new Objecte);
 






lock. wai t 0;
 
} 
} catch (InterruptedException ex) { } 
} 
} 
Voici maintenant le code-octet généré pour la méthode run : 
1 : aload_O 
2: getfield #4; Il créer une référence vers l'objet lock 
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3: dup Il dupliquer la référence vers l'objet lock 
4: as tore Il stocker la référence vers l'objet lock 
5: monitorenter Il le début du bloc synchronisé 
6: aload_O 
7: getfield #4; Il créer une référence vers l'objet lock 
8: invokevirtual #5; Il invocation de la méthode Object.wait 
9: aload_l Il empiler la référence stockée (lock) 
la: monitorexit Il la fin du bloc synchronisé 
2.4 Synchronisation dans la machine virtuelle Java 
La machine virtuelle Java utilise des bibliothèques pour offrir un environnement multi­
fils d'exécution aux programmes Java. Parmi les bibliothèques utilisées on retrouve les 
bibliothèques conformes aux POSIX [BD97] (Sable VM utilise la bibliothèque conforme 
POSIX Pthread). 
La plupart des systèmes d'exploitation sont soit complètement conformes aux POSIX 
(comme AIX, BSDjOS, HP-UX, LynxOS, Mac OS X, Solaris, OpenSolaris, UnixWare, 
FreeBSD et la plupart des distributions de Linux, NetBSD, OpenBSD), soit partielle­
ment (comme Symbian OS et Noyau Windows NT quand Microsoft Services pour Unix 
3.5 est activé). 
POSIX (Portable Operating System Interface) est un standard produit par IEEE; son 
but est d'assurer la portabilité des codes sources des applications d'un système d'exploi­
tation vers un autre. Assurer le fonctionnement de l'apIJlication en la déplaçant d'un 
système vers un autre par une simple compilation du code source de l'application. Alors, 
une application qui est conforme aux POSIX peut être facilement portable d'un système 
d'exploitation conforme aux POSIX vers un autre, conforme lui aussi. 
Les systèmes d'exploitation conformes aux POSIX offrent des bibliothèques (API); ainsi, 
une application qui utilise ces bibliothèques peut être facilement portable sur un autre 
système d'exploitation conforme aux POSIX qui offre des bibliothèques similaires. 
Parmi les bibliothèques POSIX qui nous intéressent dans ce chapitre, nous retrouvons 
la bibliothèque de traitement des fils d'exécution connue sous le nom Pthread. Cette 
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bibliothèque offre des fonctions pour créer un fil d'exécution pthread_createO et. ter­
miner l'exécution cl 'un fil d'exécution pthread_exit 0, et d'autres fonctions pour la 
jointure et le détachement des fils d'exécution. 
Elle offre aussi des fonctions pour la synchronisation des fils d'exécution en utilisant des 
variables mutex de type pthread..1llutex_t (exclusion mutuelle, voir section 1.4) pour 
créer un mutex pthread...lJluteLini t () , détruire un mutex pthread...lJluteLdestroy () , 
verrouiller un mutex pthread...lJlutex_Iock () (le opeode moni terenter appelle cette 
fonction) avallt d'aller dans une section critique, et déverrouiller un mutex pthread_­
mutex_unlock () (le opeode moni terexi t appelle cette fonction) après la fin de la section 
critique. 
Cette bibliothèque offre aussi des fonct.ions de communicat.ion entre les fils d'exécutioll 
(attente et notificat.ion, voir section 1.4) en utilisant les variables de conditions; une 
variable de condit.ion de type pthread_cond_t permet de faire dormir un fil d'exécution 
sur une condition quelconque jusqu'à ce qu'un autre fil d'exécution le réveille, créer 
une variable de condit.ion pthread_cond_ini t (), la détruire pthread_cond_destroy (), 
faire dormir le fil d'exécution courant pthread_cond_wai t 0 (invocation de la méthode 
wai t de classe java. lang. Dbj ect) et faire notifier un fil d'exécution pthread_cond_­
signalO (invocation de la méthode not ifYde classe java. lang. Obj ect) ou plusieurs 
fils d'exécution pthread_cond_broadcast () (invocation de la méthode notifyAll de 
classe java.lang.Object) qui étaient endormis sur une variable de condition. Une 
variable de condition est. toujours en conjonction avec un verrou mutex. 
2.5 Conclusion 
Dans ce chapitre, nous avons vu les deux approches de synchronisation : l'exclusion 
mutuelle et l'attente et la notification. Nous avons vu la synchronisation en code-oct.et 
pour l'exclusion mutuelle par rapport à un bloc synchronisé et aussi une méthode syn­
chronisée et, à la fin, nous avons vu le code-octet généré pour l'attente et la notification. 
Ensuite nous avons vu ce qu'est POSIX et les principales fonctions de la bibliothèque 
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Pthread, qui gère les fils d'exécution, leur synchronisation et la communication entre 
eux dans les systèmes d'exploitation qui sont conformes aux POSIX. 
CHAPITRE III 
LES INTERBLOCAGES ET LEURS DÉTECTIONS EN JAVA 
3.1 Introduction 
Parmi les problèmes rencontrés dans la vie des programmeurs et des utilisateurs, nous 
retrouvons celui où une application bloque à un moment donné. Il y a plusieurs causes 
à cela et parmi ces causes l'interblocage des fils d'exécution. Le programmeur essaie 
à droite et à gauche de retracer le problème, ce qui n'est pas une solution pratique 
surtout pour ce type de problème, parce qu'il n'y a pas une erreur qui se génère et que 
l'application parfois se bloque et parfois non. 
L'interblocage peut être défini de la manière suivante: Un ensemble de fils d'exécution 
est en interblocage si chaque fil d'exécution est bloqué sur un objet détenu par un autre 
fil d'exécution de l'ensemble qu'il est le seul à pouvoir libérer [ATOI]. 
La plupart des livres d'apprentissage de Java traitent des règles à suivre pour éviter 
les interblocages dans les programmes multifils d'exécution, par exemple de respecter 
l'ordre de verrouillage des objets et de réduire, le plus possible, le temps de verrouillage 
de ceux-ci. 
Des recherches ont été faites pour résoudre ce problème, dont nous allons parler dans ce 
chapitre. Dans la section 3.2, nous parlerons des types d'interblocage et des conditions 
nécessaires pour qu'un interblocage ait lieu. Ensuite, dans la. section 3.3, nous décrirons 
les différentes méthodes utilisées pour détecter et résoudre l'interblocage. 
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3.2 Types d'interblocage 
Avant de commencer à parler des types d'interblocage, voyons les conditions nécessaires 
à un interblocage. 
3.2.1 Conditions nécessaires d'un interblocage 
Coffman et al. [CES?l] ont montré qu'il faut quatre conditions pour provoquer un 
interblocage entre les processus, et elles sont les mêmes pour les fils d'exécution: 
- L'exclusion mutuelle: le fil d'exécution a le contrôle total sur l'objet qu'iJ a ver­
rouillé (Voir section 1.4.1). 
- La détention et l'attente: un fil d'exPclItion qui verrouille un objet peut demander 
à verrouiller un autre objet. 
- Pas de réquisition : un objet verrouillé doit être explicitement libéré par le fil 
d'exécution qui l'a verrouillé. 
- Attente circulaire: il doit y avoir un cycle d'au moins deux fils d'exécution, chacun 
attendant un objet qui est verrouillé par un autre fil d'exécution du cycle. 
Les trois premières conditions sont nécessaires pour provoquer un interblocage, de sorte 
que chaque fil d'exécution empêche tous les autres fils d'exécution d'utiliser le même 
objet qui le détiennent en même temps que lui, ce qui les laisse en attente (première 
condition), et aucun autre fil d'exécution ne peut retirer l'objet du fil d'exécution qui 
détient cette ressource (troisième condition); ce dernier demande d'autres ressources 
(objets) verrouillées par les autres, ce qui le met en attente aussi (deuxième condi­
tion). La quatrième condition s'applique pour certains types d'interblocage (Voir section 
3.2.3). 
3.2.2 Graphe ressource-allocation 
Un graphe ressource-allocation représente la relation entre les fils d'exécution et les 
ressources verrouillées et disponibles. Comme le montre la figure 3.1, les fils d'exécution 
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(noeuds) sont représentés par des carrés, et les ressources (noeuds) par des cercles. Un 
arc orienté de la ressource vers le fil d'exécution représente l'allocation de la ressource au 
fil d'exécution, et un arc orienté du fil d'exécution vers la ressource représente l'attent.e de 
la disponibilité de la ressource par le fil d'exécution. les fils d'exécution sont représentés 
1'3 
Figure 3.1 Graphe ressource-allocation 
par fI, f2 et f3 et les ressources par l'l, 1'2 et 1'3· Le fil d 'exécu tion fI détient les ressources 
1'1 et 1'2, alors que le fil d'exécution f2 dema.nde la ressource 1'2 et que le fil d'exécution 
f3 détient la ressource 1'3 et demande la ressource 1'2· 
3.2.3 Types d'interblocage 
Dans les sous-sections précédentes, nous avons parlé des conditions nécessaires pour 
causer un interblocage (Voir 3.2.1) et du graphe allocation-ressource qui schématise la 
relation d'allocation et d'attente entre les fils d'exécution et les ressources (Voir 3.2.2). 
Dans cette sous-section, nous allons voir les t.ypes d'interblocage connus et quelles sont 
les conditions nécessaires pour provoquer l'interblocage. 
Nous allons voir les types d'interblocage suivants: 
- Attente cyclique. 
- Attente imbriquée. 
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3.2.3.1 Attente cyclique 
Parmi les types d'interblocage on trouve l'attente cyclique, comme nous l'avons vu 
dans la sous-section 3.2.1 (quatrième condition). Chaque fil d'exécution dans le cycle 
détient une ressource (objet) et attend une autre ressource détenue par un autre fil 
d'exécution qui appartient au même cycle; aucun fil d'exécution ne peut retirer la 
ressource qui a besoin de leur détenteur (deuxième condition). Cette attente cyclique 
crée un inter blocage. Comme le montre la figure 3.2, le fil d'exécution fi détient la 
Figure 3.2 Attente cyclique 
ressource 1'1 et attend la ressource 1'2, alors que le fil d'exécution f2 détient la. ressource 
1'2 et attend que la ressource 1':3 soit disponi ble; et il en va ainsi pour le fil d'exécution 1'3 
qui détient la ressource 1'3 et attend la ressource 1'1. Prenons un exemple en Java pour 
voir ce type d'interblocage de près. 




















public synchronized void rune) { 
getSuperviseur () . assignTache (" -> tâche "); 
} 
} 
public class InterblocageCyclique { 
public static void main(String argv[]) {
 
Resource employel = new Resource();
 






Thread employelThread = new Thread(employel);
 








Nous remarquerons dans cet exemple que les deux fils d'exécution employelThread et 
employe2Thread appellent la méthode getSuperviseur 0 qui retourne l'objet super­
viseuLde chaque objet (employe2 pour employel, employel pour employe2); ensuite, 
chaque fil d'exécution appelle la méthode assignTacheO de l'autre fil d'exécution, qui 
est une méthode synchronisée, et la méthode run 0 est aussi synchronisée. Au moment 
où chaque fil d'exécution exécute sa méthode runO, les deux appellent en même temps 
la méthode assignTacheO de l'autre fil d'exécution; les deux vont être bloqués, parce 
qu'ils seront en attente que l'objet se libère, alors que les deux objets sont en exclusion 
mutuelle à cause de la méthode run O, 
3.2.3.2 Attente imbriquée 
Ce type d'interblocage advient dans le cas d'utilisation de l'attente et de la notification 
(Voir 1.4.2), quand un ou plusieurs fils d'exécution utilisent un objet intermédiaire pour 
utiliser un autre objet et que ce dernier dort en attendant une notification d'un fil 
d'exécution qui se trouve dans les fils d'exécution qui utilisent l'objet intermédiaire. 
class Manager {
 
boolean receiveNotification = false;
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class Intermediaire { 
Manager manager_; 























class Employe implements Runnable { 
Intermediaire intermediaire_; 
boolean premier_ = true; 
public void setIntermediaire(Intermediaire intermediaire) { 
intermediaire_ = intermediaire; 
} 























public class InterblocageImbrique { 
public static void main(String argv[J) {
 
Manager manager = neY Manager();
 
Intermediaire intermediaire = ney Intermediaire();
 
Employe employel = ney Employe(true);
 








Thread ernployelThread = ney Thread(ernployel);
 










Dans l'exemple précédent, les deux fils d'exécution employel et employe2 vont utiliser 
l'objet intermediaire_ pour appeler une méthode de l'objet manager. Le fil d'exécution 
employel va appeler la méthode attenteManager 0, qui appelle la méthode attente 0 
du manager, suivie de la méthode notificationO du manager, alors que le fil d'exécu­
tion employe2 va appeler la méthode notificationManager 0 de l'objet intermédiaire, 
parce que le booléen premier_est à. faux, et cette méthode va appeler la méthode 
notificationO de l'objet manager. Et puisque les deux fils d'exécution utilisent le 
même objet intermediaire, si le fil d'exécution employel s'exécute en premier, alors il 
va s'endormir en libérant l'objet manager, mais l'objet intermediaire restera toujours 
verrouillé, ce qui mettra tous les fils d'exécution qui utilisent l'objet intermediaire en 
attente, jusqu'à ce que le fil d'exécution employel libère l'objet; ce dernier, tant qu'il 
ne reçoit pas une notification, reste verrouillé, et tous les fils d'exécution qui génèrent 
la notification (employe2) sont bloqués sur lui. 
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3.3 Détection des interblocages 
Dans cette partie du chapitre, nous allons voir les différentes méthodes de détection 
d'interblocage utilisées [FJü6], dont les types de détections suivants: 
- Détection statique. 
- Détection dynamique. 
- Vérification du modèle (Tvlodel checking). 
- Analyse de l'exécution. 
3.3.1 Détection statique 
La détection statique se base sur la détection des interblocages hors exécution du pro­
gramme, ce qui signifie que la détection se base sur l'analyse du code source ou du 
code-octet d'un programme Java. 
La détection statique se base sur la création d'une représent,ation abstraite du pro­
gramme. Parmi les représentations on retrouve un graphe, où les sommets sont des 
points stratégiques dans le programme (par exemple l'appel d'une méthode, un saut, 
l'acquisition et la libération des verrous) et les arcs représentent les transitions d'un 
point vers un autre. Un graphe est construit pour cha.que fil d'exécution. 
Une des méthodes connues est de sauvegarder à chaque point stratégique l'ensemble des 
verrous libres avant et après la transition pour chaque fil d'exécution qui passe par cette 
transition. 
La détection statique de l'interblocage commence par le sommet source de chaque graphe 
(où chaque fil d'exécution commence son exécution) et recherche les possibilités où deux 
ou plusieurs fils d'exécution peuvent causer un interblocage par création d'un cycle 
d'attente dans le graphe. 
La détection statique consomme beaucoup de mémoire, parce que pour chaque pos­
sibilité d'exécution, un nouveau sous-graphe est construit. Le problème est aussi que 
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la détection statique n'est pas exacte, car elle produit beaucoup de possibilités qui ne 
représentent pas des interblocages. 
RacerX [EA03] est un ou til de détection statique des interblocages et de course aux 
données (data race) pour les programmes écrits en C. La méthode de détection est une 
méthode du haut vers Je bas, sensible au contexte et. interprocédurale, qui analyse l'en­
semble des verrous. L'analyse se fait par une recherche du plus profond sommet jusqu'à 
le sommet source (depth-first search (DFS)) dans le graphe de contrôle des flux (control 
flow graph (CFG)). La recherche commence par le sommet source de chaque graphe (où 
le fil d'exécution commence son exécution) et construit l'ensemble des verrous à chaque 
sommet visité dans le CFG. L'outil RacerX détecte les int.erblocages en analysant le 
contenu de chaque ensemble des verrous pour chaque sommet dans le graphe const.ruit. 
3.3.2 Détection dynamique 
La dét.ect.ion dynamique se base sur la détect.ion des interblocages durant l'exécution du 
programme, ce qui signifie que la détection se base sur le fait de t.rouver l'interblocage 
au fur et à mesure que les fils d'exécution sont. en train de s'exécut.er. 
La plupart des méthodes de détection dynamique utilisent le graphe ressource-allocation 
(Voir 3.2.2) pour détecter les inter blocages, en cherchant s'il existe des cycles dans le 
graphe selon la quatrième condition nécessaire (Voir 3.2.1) pour provoquer un interblo­
cage. 
L'algorithme Dreadlocks (Voir 6.2) se base sur la détection dynamique des interblocages. 
3.3.3 Vérification du modèle 
La détection par vérification du modèle (model checking) se base sur la construc­
tion d'une représentation abstraite du programme; cette représentation est appelée un 
modèle. Ce modèle vérifie des propriétés spécifiques. 
Généralement, un modèle est représenté par un graphe orienté, où les noeuds représentent 
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des point.s st.ratégiques et les arcs représent.ent des t.ransitions (Voir 3.3.1). Généralement, 
la détect.ion par vérification du modèle utilise l'analyse statique pour construire un 
modèle du programme. 
La dét.ection de l'int.erblocage est de vérifier si le programme viole ce modèle. 
Parmi les outils qui utilisent la vérification du modèle (model checking) , on retrouve 
Java PathFinder. 
3.3.4 Analyse de l'exécution 
La détection par l'analyse de l'exécution consiste à surveiller une ou plusieurs exécutions 
d'un programme et à générer beaucoup d'informations. Ces informations générées per­
mettent de trouver un ensemble de propriétés utiles selon plusieurs critères, comme par 
exemple l'ensemble des verrous. Ces informations sont utilisées pour prédire si un int.er­
blocage peut advenir dans une autre exécution du programme. La prédiction est faite 
en vérifiant si une ou plusieurs propriét,és sont. violées. 
Le problème de ce type de détection est qu'il surveille seulement un ensemble limité 
d'exécutions, alors que le programme peut avoir des centaines de cas d'exécutions 
différentes. 
Parmi les outils qui utilisent l'analyse de l'exécution, on retrouve Eraser. [HKOO] 
3.4 Conclusion 
Dans cc chapitre, nous avons vu les conditions nécessaires pour provoquer un inter­
blocage; ensuite, nous avons parlé du graphe ressource-allocation qui est. utilisé dans 
plusieurs méthodes de détection d'interblocage. Nous avons aussi parlé des types d'in­
ter blocages qui provoquent un interblocage dans un programme. À la fin, nous avons 
vu les méthodes de détection d'interblocage. 
CHAPITRE IV 
DÉTECTION IMMÉDIATE DES INTERBLOCAGES 
Dans ce chapitre, nous parlerons de notre méthode de détection immédiate d'inter­
blocage; il s'agit d'une méthode de détection dynamique (voir 3.3.2). Notre méthode 
détecte seulement les interblocages causés par l'utilisation de l'exclusion mutuelle; elle 
ne se préoccupe pas des interblocages causés par J'attente et la notification. 
Ce chapitre est structuré comme suit : dans la section 4.1, nous présenterons une 
vue d'ensemble de notre algorithme de détection immédiate des interblocages. Dans 
la. section 4.2, il s'agira de la construction d'une forêt d'Rttente pendant l'exécution 
des programmes Java. Dans la section 11.3, nous présenterons une vue d'ensemble de 
notre méthode de détection immédiate des interblocages. Dans la section 4.4, nous 
présenterons une version simplifiée de notre algori thme. Dans la section 4.5, nous ex­
poserons les problèmes liés aux modifications concurrentes. Dans la section 4.6, nous 
présenterons la version complète de l'algorithme pour résoudre les problèmes de la re­
cherche infinie, la fausse détection des interblocages et la non détection des interblocages 
dus aux modifications concurrentes dans les arbres d'attente pendant la recherche de 
la racine de l'arbre. Dans la section 4.7, nous exposerons le brisement de l'interblocage. 
Dans la section 4.8, nous présenterons le code de la version finale de notre algorithme. 
Finalement, dans la section 4.9, nous présenterons notre conclusion. 
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4.1 Vue d'ensemble 
Voici, en bref, comment fonctionne notre algorithme de détection immédiate des in­
ter blocages. Pendant l'acquisition, le relâchement et l'attente des verrous par les fils 
d'exécution, un ou plusieurs arbres d'attente sont construits (forêt d'attente). Notre 
algorithme de détection imlllédiate d'interblocage se base sur la recherche de la racine 
de l'arbre d'attente courant. Si un fil d'exécution détecte qu'il va créer un interblo­
cage en se mettant en attente d'un verrou, alors une exception est soulevée pour briser 
l'interblocage. 
4.2 Construction de la forêt d'attente 
Nous présenterons, dans cette section, la construction de la forêt d'attente dans la ma­
chine virtuelle. Dans la sous-section 4.2.1, nous présenterons la structure d'un arbre 
d'attente et, dans la sous-section 4.2.2, la structure d'une forêt d'attente. Ensuite, nous 
présenterons, dans les sous-sections 4.2.3, 4.2.4 et 4.2.5, la construction de la forêt d'at ­
tente. Dans la sous-section 4.2.6, nous exposerons la représentation d'un fil d'exécution 
actif dans un arbre d'attente. Dans la sous-section 4.2.7, nous préSl'nterolls un exemple 
de construction d'une forêt d'attente. 
4.2.1 Arbre d'attente 
L'arbre d'attente est une structure de données de type arbre. La figure 4.1 illustre cette 
structure. Les nœuds de l'arbre sont représentés par des carrés et des cercles. Les carrés 
représentent des fils d'exécution et les cercles représentent des verrous. Les arcs dirigés 
qui relient les nœuds représentent soit l'acquisition d'un verrou v par un fil d'exécution 
f (un arc relie le verrou v au fil d'exécution f), soit un fil d'exécution f qui se met en 
attente d'un verrou v (un arc relie le fil d'exécution f au verrou v). Un fil d'exécution 
qui n'a pas de parent est un fil d'exécution actif, et un fil d'exécution qui a un parent 
est un fil d'exécution en attente d'un verrou. 
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Notons qu'un verrou ne peut être acquis par plus d'un seul fil d'exécution à ln fois et 
qu'un fil d'exécution ne peut être en attente de plus d'un seul verrou à la fois. Toutefois, 
un fil d'exécution peut posséder plusieurs verrous. 
Fil d'exécution actif 
cS ",""
 
~ Fil d'exécutiono eIlJltenle 
Figure 4.1 Arbre d'attente 
4.2.2 Forêt d'attente 
Dans la machine virtuelle, à un moment donné, nous trouvons un ou plusieurs arbres 
d'attente. La structure de données est donc une forêt. Le nombre rl'arbres d'attente 
dont le sommet est un fil d'exécution correspond au nombre de fils d'exécution actifs. 
(voir figure 4.2) 
Nous supposons l'absence d'interblocages. Un interblocage introduirait un cycle dans 
le graphe d'attente et la structure ne serait plus une forêt. Notre hypothèse se justifie 
par la détection immédiate des interblocages, qui nous permet d'éviter l'ajout de cycles 
dans la structure (voir section 4.3). 
Notons que le version finale de l'algorithme pourra. temporairement introduire des cycles 












Figure 4.2 Forêt d'attente 
4.2.3 Acquisition d'un verrou 
Lorsqu'un fil d'exécution actif f acquiert un verrou libre v (le verrou n'a pas de fil 
d'exécution propriétaire), un arc partant du verrou v vers le fil d'exécution f (v ->f) 
est ajouté dans la forêt d'attente. Le fi) d'exécution f devient le propriét.aire du verrou 
v. 
La procédure ACQUISITION-VERROU (j, v) permet de mettre àjour la forêt d'at.tente 
après l'acquisition du verrou v par le fil d'exécution f. Cet.t.e procédure (algorithme 1) 
prend en entrée le fil d'exécution actif f et le verrou libre v. Le champ propriétaire du 
verrou v indique le fil d'exécution propriétaire du verrou v. Il y a une condit.ion préalable 
à l'exécution de la procédure ACQUISITION-VERROU: c'est que le propriét.aire du 
verrou v soit NIL (ligne 2). La procédure affecte le fil d'exécution f au champ propriétaire 
du verrou v (ligne 3) pour indiquer que le fil d'exécution f a. acquis le verrou v (le fil 
d'exécution f est devenu le propriétaire du verrou v). 
La figure 4.3 représente l'acquisition d'un verrou v par un fil d'exécution actif f. 
La procédure ACQUISITION-VERROU (j, v) s'exécute en 0(1). 
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1 ACQUISITION-VERROU(j, V) 
2 assert v. propriétaire = NIL 
3 v.pTOpriétaire~ f 
Algorithme 1 : Acquisition d'un verrou 
Figure 4.3 Acquisition d'un verrou 
4.2.4 Attente d'un verrou 
Lorsqu'un fil d'exécution actif f se met en attente d'un verrou v qui est déjà aC<1uis 
par un autre fil d'exécution (le verrou v a déjà un fil d'exécution propriétaire autre que 
1), un arc partant du fil d'exécution f vers le verrou v (f ---1v) est ajouté dans la forêt 
d'attente. 
La procédure ATTENTE-VERROU (I, v) permet de mettre à jour Jo. forêt cl 'attente 
avant que le fil d'exécution f se mette en attente du verrou v. Cette procédure (algo­
rithme 2) prend en entrée le fil d'exécution actif f et le verrou v déjà acquis. Le champ 
verrou_attente du fil d'exécution f indique le verrou duquel f est en attente. Il y a une 
condition préalable à l'exécution de la procédure ATTENTE-VERROU: c'est que le 
propriétaire du verrou 11 soit différent du fil d'exécution f et. ne soit pas NIL (ligne 2). 
La procédure affecte le verrou v au champ verTou_attente du fil d'exécution f (ligne 3) 
pour indiquer que f est en attente du verrou v. 
1 ATTENTE-VERROU(j, V) 
2 assert v.propriétaire =1- NIL et v.propriétaire =1-f 
3 f. verrou_attente ~v 
Algorithme 2 : Attente d'un verrou 
51 
La figure 4.4 représente l'attente d'un fil d'exécut.ion 1 sur un verrou v. 
Figure 4.4 Attente d'un verrou 
La procédure ATTENTE-VERROU(j, v) s'exécute en 0(1). 
4.2.5 Relâchement d'un verrou 
Lorsqu'un fil d'exécution actif 1 relâche un verrou v (le fil d'exécution 1 est le pro­
priétaire c1u verrou v), l'arc partant cl u verrou v vers le fil d 'exécu tion 1 (v ->J) est 
supprimé de la forêt. d'att.ente et le verrou v devient libre. 
La procédure RELACHER-VERROU(j; v) permet de mettre à jour la forêt d'attente 
après que le fil d'exécution 1 ait relâché le verrou v. Cette procédure (algorithme 3) 
prend en entrée le fil d'exécution actif 1 et le verrou v. Il y a une condition préalable 
à l'exécution de la procéclure RELACHER-VERROU: c'est que le fil d'exécution 1 
soit le propriétaire du verrou v (ligne 2). La procédure affecte la valeur NIL au champ 
propriétaire du verrou v (ligne 3) pour indiquer que v n'a pas de propriétaire. 
1 RELACHER-VERRüU(J, v) 
2 assert v.pTOpriétaire =1 
3 v.propriétaire+--NIL 
Algorithme 3 : Relâchement. d'un verrou 
La figure 4.5 représente le relâchement d'un verrou v par le fil d'exécution f 
La procédure RELACHER-VERRüU(J, v) s'exécute en 0(1). 




Figure 4.5 Relâchement d'un verrou 
exécutées en exclusion mutuelle de façon temporaire sur le verrou. 
4.2.6 Fil d'exécution actif dans l'arbre d'attente 
Un arbre d'attente (voir figure 4.1) contient un seul fil d'exécution actif, qui est le fil 
d'exécution au sommet de l'arbre d'attente. Tous les autres fils d'exécution du même 
arbre sont déjà en attente des verrous. Le fil d'exécution actif est le seul fil d'exécution de 
J'arbre qui peut acquérir d'autres verrous, se mettre en attente d'un verrou ou relâcher 
des verrous (acquis par lui). 
4.2.7 Exemple de construction d'une forêt d'attente 
Soient les fils d'exécution Tl, T2 , T3 et T4 , et soient les objets A, E, C, D et E. 
Le fil d'exécution Tl exécutera le code suivant: 
synchronized(A) {
 




Le fil d'exécution T2 exécutera le code suivant: 
synchronized(C) {
 




Le fil d'exécution T3 exécutera le code suivant: 
synchronized(D) {
 
synchronized(E) { ... }
 
} 
Le fil d'exécution T4 exécutera le code suivant: 
synchronized(E) {
 
synchronized(D) { ... }
 
} 
Le fil d'exécution Tl exécute son code et acquiert les deux verrous A et B. En exécutant 
son code du bloc synchronisé, un temps d'exécution processeur est affecté à T2 qui 
exécute son code et acquiert le verrou C puis se met en attente du verrou A. Un temps 
d'exécution processeur est affecté à T3, après la mise en attente de T2 , qui exécute son 
code et acquiert les deux verrous D et E. En exécutant son code du bloc sychronisé, 
un temps d'exécution processeur est affecté à T4 qui exécute son code et se met en 
attente du verrou E. Les arbres d'attentes construits après la mise en attente de T" sont 
schématisés clans la figure 4.6 
4.3 Vue d'ensemble de l'algorithme de détection des interblocages 
Lorsqu'un fil d'exécution actif J essaie d'acquérir un verrou v déjà acquis par un autre 
fil d'exécution, deux possibilités existent: 
- le verrou v se trouve dans le même arbre d'attente que le fil d'exécution J, ou 
- le verrou v se trouve dans un autre arbre d'attente. 
Notre algorithme de détection immédiate des interblocages vérifie que le fil d'exécution 
fil-sommet, au sommet de l'arbre d'attente du verrou v, est le fil d'exécution actif J, et que 
le chemin du verrou v vers fil-sommet n'a pas changé pendant la recherche du sommet. 
Si fil-sommet est le même que le fil d'exécution actif J, alors un interblocage est détecté, 
et une exception est soulevée pour briser ]'interblocage; sinon aucun interbJocage n'est 
détecté. 
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Figure 4.6 Coexistence de plusieurs arbres d'attentes 
4.4	 Vision simplifiée de l'algorithme de détection immédiate des in­
terblocages 
Dans cette version simplifiée de l'algorithme de détection immédiate des interblocages, 
nous supposons que la forêt d'attente ne change pas pendant le déroulement de l'algo­
rithme; cela signifie qu'aucun fil d'exécution ne peut faire des opérations concurrentes 
sur les verrous (acquisition, attente ou relâchement) et qu'aucun nouveau fil d'exécution 
ne peut être créé. 
Cette version de l'algorithme consiste à trouver le sommet fil-sommet à partir du verrou 
v, en demande d'acquisition, par la recherche de la racine de l'arbre courant, et de le 
comparer avec le fil d'exécution actif I : 
- si fil-sommet est I, alors un interblocage est détecté. I a demandé un verrou qui 
se trouve dans son sous-arbre. Si I se met en attente du verrou v (il créera. un 
cycle dans son arbre), tous les fils d'exécution de son sous-arbre vont être en 
inter blocage, parce qu'il est le seul fil d'exécution actif, sinon: 
- le sommet fiL-sommet est différent de I, alors il n'y aura pas d'interblocage si I se 
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met en attente du verrou v. f a demandé un verrou qui se t.rouve dans un autre 
arbre d'attente. 
La procédure DETECTER-INTERBLOCAGE(j, v) (algorithme 4) prend en entrée le 
fil d'exécution actif f et le verrou v. La procédure retourne la valeur «vrai:» si un 
interbJocage est dét.ecté, sinon elle retourne la valeur «faux:». La procédure initialise la 
variable verrou par v, ensuite elle parcourt. l'arbre du verrou v jusqu'au sommet (lignes 
3 à 5). À chaque it.érat.ion de la boucle tant que, la variable verrou reçoit la valeur 
verrou. propriétaire. verrou_attente (c'est.-à-dire le verrou que le propriétaire du verrou 
est en at.tent.e). Les itérations s'arrêtent quand une des deux conditions est fausse: 
- La condition verrou. propriétaire i- f est fausse. Cela signifie que le sommet cie 
J'arbre est le fil d'exécut.ion actif f. Dans ce cas, un interblocage est. détecté et la 
procédure retourne la valeur «vrai:» (ligne G), ou : 
- La condition verrou i- N JL est fausse. Cela signifie que nous avons atteint. le 
sommet de l'arbre et qu'il est. différent du fil d'exécution actif f. Dans ce cas, 
aucun interblocage n'est dét.ecté, et. la procédure ret.ourne la valeur «faux» (ligne 
6). 
l DETECTER-INTERBLOCAGE(J, v) 
2 verrou.-v
 
3 tant que verrou of- N JL et verrou. propriétaire of- f faire
 
4 verrou.- verrou. propriétaire. ver-r01,L attente
1 
5 fin tant que 
6 retourner verrou of- N JL et verrou. propriétaire = f 
Algorithme 4 : Vision simplifiée de l'algorithme de détection immédiat.e des 
interblocages 
4.4.1 Exemple d'un cas avec interblocage 
Soit le fil d'exécut.ion actif Tl, qui demande le verrou V3 qui se t.rouve dans son sous-
arbre. Le fil d'exécution actif Tl appelle la procédure DETECTER-INTERBLOCAGE 
avec les paramètres Tl et V3 respectivement (voir la figure 4.7). 
Le fonctionnement de notre algorithme simplifié dans l'exemple de la figure 4.7 va comme 
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Fil d:f.:'\~rHtion rlclif Fil d'eX?euIÎon achf Fil d'~xecution actif 
, 
, 
(a) (b) (c) 
Figure 4.7 Détection d'un interblocage par l'algorithme simplifié. 
suit: 
a) TI demande le verrou 713 qui est acquis par T3 · 
b) La procédure initialise la variable verrou. par 1.1.3 (algorithme 4, ligne 2). 
c) La procédure exécute les itérations suivantes de la boucle tant que: 
1- la condition «713 i- NIL et v3·propriétaire i- f» est vraie. verrou reçoit VI 
(1.1.3. propriétaire. veITOU_ attente). 
2- la condition «v] i- NIL et v].propriétaire i- f» est fausse, parce que le 
propriétaire du verrou v] est Tl, c'est-à-dire que Tl est le sommet de J'arbre. 
La procédure sort de la boucle tant que. La condition (ligne 6) «VI i- NIL et 
v].propriétaire = f» est vraie, et la procédure retourne la valeur «vrai». 
4.4.2 Exemple d'un cas sans interblocage 
Soit le fil d'exécution actif Tl, qui demande le verrou 1.1.5 qui se trouve dans un autre arbre 
que lui. Le fil d'exécution actif Tl appelle la procédure DETECTER-INTERBLOCAGE 
avec les paramètres Tl et 1.1.5 respectivement (voir la figure 4.8). 
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Fil d:~xécu1ion i)C'tif 
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fil d-exécution actif 
1, 
l (v, î 
'---./ 
(d) 
Figure 4.8 Détection de non existance d'un interblocage par l'algorithme simplifié. 
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Le fonctionnement de notre algorithme simplifié dans l'exemple de la figure 4.8 va comme 
suit: 
a)	 Tl demande le verrou Vs qui est acquis par T7 · 
b)	 La procéd ure ini tialise la variable verrov, par vs. 
c)	 La condition «Vs 1- NIL et vs·propriétaire 1- f est vraie. verrou reçoit V4 
(vs .propriétaire. verrou_attente). 
d)	 La condition «V4 1- NIL et v4·propriétaire 1- f» est vraie. verrou reçoit NIL 
(V4' propriétaire. verrou_attente). Cette Fois la condition (ligne 3) «verrou 1- N IL» est 
fausse. La procédure sort de la boucle tant que. La condition (ligne 6) «veTr01L l-
N IL» est fausse et la procédure retourne la valeur «faux». 
4.4.3 Analyse de l'algorithme 
Dans œtte version simplifiF.e de l'algorithme de détection immédiate des interblocages, 
il ne sera pas possible de Faire une recherche de la racine dans un cycle, parce qu'à 
chaque Fois qu'un fil d'exécution crée un cycle (interblocage), il est brisé immédiatement 
par notre algorithme. Pour cette raison, le cas le plus déFavorable est que chaque fil 
d'exécution est visité une seule fois pendant la recherche de la racine. 
Dans le cas le plus défavorable, où il existe n fils d'exécution dans la machine virtuelle, 
notre algorithme visite pendant la recherche de la racine: 
- tous les n fils d'exécution, incluant le fil d'exécution actif dans le cas d'un inter­
blocage. 
- tous les n-1 fils d'exécution, sauf le fil d'exécution actif dans le cas sans interblo­
cage. 
La boucle tant que des lignes 3-5 s'exécute en O(n), et les lignes 2 et 6 s'exécutent en 
0(1). Donc, dans le cas le plus défavorable, la procédure DETECTER-INTERBLOCAGE 
(algorithme 4) s'exécute en O(n), où n est le nombre de fils d'exécution dans la machine 
virtuelle pendant l'exécution de la procédure. 
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4.4.4 Mise à jour de la procédure d'attente d'un verrou 
Nous avons présenté la procédure ATTENTE-VERROU dans la section 4.2.4. Nous 
modifions la procédure (algorithme 5) pour briser l'interblocage si l'attente du verrou v 
par le fil d'exécution actif f crée un interblocage. 
1 ATTENTE-VERROU(f, v) 
2 assert v.propriétaire i- NIL et v.propriétaire i-f 
3 si DETECTER-INTERBLOCAGE(f, v) alors 
4 soulever-exception1 
5 sinon 
6 1 f.verrou_attente;.-v 
7 fin si 
Algorithme 5 : Attente d'un verrou modifiée - version simplifié de l'algorithme 
La nouvelle procédure détecte si l'attente du v par 1, en appelant la procédure DETECTER­
lNTERBLOCAGE (ligne 3), crée un interblocage. Si c'est le cas, alors une exception 
est soulevée (ligne 4); sinon, le fil d'exécution f entre en attente du verrou v (ligne 6). 
L'appel de la procédure DETECTER-lNTERBLOCAGE (ligne 3) s'exécute en O(n) 
(voir la sous-section 4.4.3), où n est le nombre de fils d'exécution dans la machine 
virtuelle pendant l'exécution de la procédure, et le code de la ligne 4 ou de la ligne 6 
s'exécute en 0(1). Donc, la procédure ATTENTE-VERROU s'exécute dans le cas le 
plus défavorable en o(n). 
4.5 Problématiques des modifications concurrentes 
Nous avons supposé, dans la version simplifiée de l'algorithme, que la forêt d'attente ne 
change pas pendant la détection de l'interblocage. Ivlais, dans une machine virtuelle, les 
fils d 'exécu tion libèrent, acquièrent ou se mettent en attente des verrous en concurrence. 
Ces opérations concurrentes causent des changements dans la forêt d'attente pendant 
la détection de l'interblocage. Dans certains cas, elles conduisent à : 
- une recherche infinie; 
- la fausse détection des interblocages ; 
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- la non détection des interblocages. 
Remarque : Empêcher les modifications concurrentes imposerait la séria!isation de 
toutes les opérations de synchronisation 1. Ceci nécessiterait l'utilisation de synchroni­
sation globale. L'impact d'une telle décision sur la performance du système pourrait 
être importante surtout dans un système multi-processeurs, car les autres processeurs 
qui désirent acquérir ou libérer un verrou doivent attendre après Je processeur qui est 
en train de faire une détection d'interbJocage. La. conception du langage Java permet 
les opérations concurrentes d'acquisition et de libération des verrous; nous avons donc 
décidé de les permettre dans notre algorithme. 
4.5.1 Recherche infinie 
Lorsque deux ou plusieurs arbres d'attente échangent des verrous ou des nouvea.ux arbres 
d'attente construits pendant que notre aJgorithme est en train de rechercher la racine, 
cette recherche continue infinement si l'algorithme court à la recherche de la racine d'un 
arbre à un autre sans qu'il finisse par trouver la racine de l'arbre. 
L'exemple de la figure 4.9 illustre un cas assez complexe d'une recherche infinie du 
sommet de l'a.rbre d'attente. Le fil d'exécution Tl demande d'acquérir le verrou 'U2, qui 
est acquis par le fil d'exécution T2 . Tl exécute la procédure ATTENTE-VERROU(TI , 
V2) (algorithme 5), qui appelle la procédure DETECTER-INTERBLOCAGE(Tj , 'U2) 
(algorithme 4). 
Le fonctionnement de notre algorithme va comme suit (voir figure 4.9) 
0--4a) Le fil d'exécution Tl demande d'acquérir V2. La procédure DETECTER-INTER­
BLOCAGE recherche la racine de l'arbre à partir du verrou 'U2 jusqu'à ce qu'il 
atteigne Ts. 
a-lb) Un temps d'exécution processeur est affecté à Ts , qui relâche le verrou 'Us et 
demande d'acquérir V2. Ts se met en attente. L'arbre d'attente de Ts est devenu 
1. En d'autres mots, les acquisitions et les libérations de verrous se feraient de façon séquentielle. 
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Fil ci- exécution actif	 Fil d'cx(cuuon aClif 
(m)	 (n) 
Figure 4.9 Modifications concurrentes - exemple c1'une recherche infinie 
un sous-arbre de l'arbre de T2. 
b--+c) Un temps d'exécution processeur est affecté à T2 , qui acquiert le verrou V5. 
c---?d) Un t.emps d'exécut.ion processeur est affecté à TI, qui continue sa recherche cie la 
racine. La dernière location de la recherche était T5 · Tl continue la recherche de 
la racine à partir de Tr, jusqu'à ce qu'il atteigne T2 . 
d--+e) Un temps d'exécut.ion processeur est affecté à T2 , qui relâche V2. 
e--+I) Un temps d'exécution processeur est affecté à Tf), qui acquiert V2. 
I--+g) Un temps d'exécution processeur est affecté à T2, qui demande d'acquérir V2. T2 
se met en attente. L'arbre de T2 est devenu un sous-arbre de l'arbre cie Tf). 
g--+h)	 Un temps d'exécution processeur est affecté à T j , qui continue sa recherche de la 
racine. La dernière location de la recherche était T2 · Tl continue la recherche de 
la racine à partir de T2 , jusqu'à ce qu'il atteigne T5 . 
h--+i)	 Un temps d'exécution processeur est affecté à TG, qui relâche V2 et demande 
d'acquérir V5. T5 se met en attente. L'arbre de T5 est devenu un sous-arbre de 
l'arbre de T2 · 
i-,j)	 Un temps d'exécution processeur est affecté à Tl, qui c:ontinue sa recherche de la 
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racine. La dernière location cie la recherche était Ts· Tl continue la recherche cie 
la racine à partir de Ts jusqu'à ce qu'il atteigne T2 · 
j-->k) Un temps d'exécution processeur est affecté à T2, qui relâche Vs et acquiert 7}2. 
k-->l) Un temps d'exécution processeur est affecté à Ts , qui acquiert Vs. 
1-,m) Un temps d'exécution processeur est affecté à T2 , qui demande d'acquérir Vs· T2 
se lTlet en attente. L'arbre de T2 est devenu un sous-arbre de l'arbre de Ts. 
m-->n) Les deux figures 4.9-a et 4.9-n sont similaires. Les étapes de a-m se répètent 
indéfiniment. 
Nous avons vu, clans cet exemple, une recherche infinie lorsque les arbres d'attente 
échangent des verrous, les arbres de T2 et Ts échangent V2 et Vs, et J'algorithme continue 
la recherche cie la racine d'un arbre à l'autre, cie l'arbre cie T2 à l'arbre de Ts et de J'arbre 
de Ts à J'arbre de T2, en créant un cycle infini de recherche. 
4.5.2 Fausse détection des interblocages 
Il peut arriver à notre algorithme cie détecter qu'un cycle se créera si Je fil d'exécution 
actif se met en attente d'un verrou, alors que dans les faits, Je cycle était brisé à un 
noeud après que l'algorithme ait visité ce noeud. Ce brisement. dans le cycle, sans que 
not,re algorithme le détecte, conduit à une fausse détection de l'interblocage. 
L'exemple de la figure 4.10 illustre un cas d'une fausse détection d'un interblocage. Le 
fil cI'exécution T j demande d'acquérir le verrou V2, qui est acquis par le fil d'exécution 
T2 Tl exécute la procédure ATTENTE-VERROU( T], V2) (algorithme 5), qui appelle 
la procédure DETECTER-INTERBLOCAGE(Tj , V2) (algorithme 4). 
Le fonctionnement de notre algorithme va comme suit (voir la figure 4.10) 
0--> a) Le fil d'exécution Tl demande le verrou 7}2. La procédure DETECTER-INTER­
BLOCAGE recherche la racine de l'arbre d'attente à partir du verrou V2 jusqu'à 
ce qu'il atteingne T2 . 
a-,b) Un temps d'exécution processeur est affecté à T2, qui relâche le verrou V2 et 
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roi! ci· execlItion acti f 
(d)(c) 
Figure 4.10 iVlodiflcations concurrentes - exemple d'une fausse détection d'un interblocage 
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demande d'acquérir V5· T2 se met. en attente. L'arbre cie T2 est devenu un sous­
arbre de l'arbre de T5 . 
b->c) Un temps d'exécution processeur est affecté à T5 , qui demande le verrou VJ. T5 
se met en attente. L'arbre de T5 est devenu un sous-arbre de l'arbre de Tl· 
c-,d)	 Un temps d'exécution processem est affecté à Tl, qui continue sa recherche de la 
racine. La dernière location de la recherche était T2 . Tl continue la recherche de 
la racine à partir de T2, jusqu'à ce qu'il atteigne Tl. La procédure DETECTER­
INTERBLOCAGE retourne la valeur «vrai~ (ligne 6) pour indiquer qu'un in­
terblocage est détecté (une fausse détection d'un interblocage). La procédure 
ATTENTE-VERROU soulève une except.ion (ligne 3). 
4.5.3 Non détection des interblocages 
li peut arriver à deux ou plusieurs fils d'exécution de lancer l'algorithme de dét.ection 
des interblocages concurremment, de sorte que chacun des fils d'exécution trouve qu'il 
ne crée pas d'interblocage et se mette en attente d'un verrou. Mais, dans les faits, les 
att.entes créent un cycle et les fils d'exécution se ret.rouvent. en int.erblocage. 
L'exemple de la figure 4.11 illust.re un cas de non détect.ion d'un int.erblocage. Chacun des 
deux fils d'exécution Tl et T2 demande d'acquérir un verrou qui se trouve dans l'arbre 
de l'autre fil d'exécution. TI demande d'acquérir "1>2, et T2 demi1nde d'acquérir VI· Les 
deux fils d'exécut.ion Tl et T2 exécutent ATTENTE-VERROU(Tl ,V2) et ATTENTE­
VERROU (T2 , Vl) respectivement (algorithme 5), qui appellent la procédure DETECTER­
INTERBLOCAGE (algorithme 4). 
Le fonctionnement. de notre algorithme va comme suit (voir la figure 4.11) 
O->a) Le fil d 'exécu tion Tl demande le verrou V2, qui est déjà acquis par T2. 
a-lb) Un temps d'exécution processeur est affecté à T2 , qui demande le verrou VI qUI 
est. déjà acquis par TI. 
b->c) Un t.emps d'exécut.ion processeur est. affect.é à Tl, qui recherche la racine de 
l'arbre d'attente à partir du verrou "1>2, jusqu'à ce qu'il soit confronté au fait que 
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Figure 4.11 IVlodifications concurrentes - exemple de non détection des interblocages 
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la racine de l'arbre d'attente est différente de Tl, La procédure DETECTER­
INTERBLOCAGE retourne la valeur «faux» (l'algorithme 4, ligne 6) pour indi­
quer qu'aucun interblocage n'est détecté. 
c--+d)	 Un temps d'exécution processeur est affecté à T2 , qui recherche la racine de 
l'arbre d'attente à partir du verrou VI, jusqu'à ce qu'il soit confronté au fait que 
la racine de l'arbre d'attente est différente de T2 . La procédure DETECTER­
INTERBLOCAGE retourne la valeur «faux» (l'algorithme 4, ligne 6) pour indi­
quer qu'aucun interblocage n'est détecté. 
d--+e)	 Un temps d'exécution processeur est affecté à Tl, qui se met en attente du verrou 
'U2. 
e--+f)	 Un temps d'exécution processeur est affecté à T2 , qui se met en attente du verrou 
VI' 
Les deux fils d'exécution Tl et T2 sont entrés en interblocage. 
4.6	 Vision complète de l'algorithme de détection immédiate des m­
terblocages 
Dans cette section, nous présenterons les versions incrémentales de la version complète 
de notre algorithme de détection immédiate des interblocages qui prend en considération 
les changements dans la forêt d'attente pendant l'exécution de l'algorithme. 
Nous présenterons, dans la sous-section 4.6.1, la version de notre algorithme qui résout le 
problème de la recherche infinie. Dans la sous-section 4.6.2, nous exposerons la version de 
l'algorithme qui résout le problème de la fausse détection des interblocages. Finalement, 
nous présenterons, dans la sous-section 4.6.3, la version finale de l'algorithme qui résout 
le problème de la non détection des interblocages. 
4.6.1 Recherche bornée 
Nous avons vu, dans sous-section 4.5.1, que les modifications concurrentes dans la 
machine virtuelle peuvent nous conduire à une recherche infinie. Notre solution pour 
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éliminer la recherche infinie est de borner le nombre des fils d'exécution visités, pen­
dant Je parcours à partir du verrou demandé jusqu'à la racine, au nombre total des fils 
d'exécution total-fils existants dans la machine virtuelle avant le début de la recherche. 
Nous introduisons dans notre algorithme un compteur visite qui s'incrémente à chaque 
visite d'un fil d'exécution pendant la recherche de la racine. 
La procédure DETECTER-INTERBLOCAGE (voir algorithme 6) initialise la variable 
total-fils en appelant la fonction TOTAL-FILS-EXECUTION(), <lui retourne le nombre 
de fils d'exécution exisLants dans la machine virtuelle au moment de l'appel (ligne 2). 
La variable visite est initialisée à la valeur 1 (ligne 4). Cette variable est incrémentée 
à chaque visite d'un fil d'exécution (ligne 7). Une autre condition qui a été ajoutée à 
l'ensemble des tests d'arrêt de la recherche de la racine est visite:::: total-fils (ligne 5). 
Cette condition permet d'arrêter la recherche si le nombre cie fils d'exécution visités 
visite est supérieur au total-fils. 
1 DETECTER-INTERBLOCAGE(J, v) 
2 total-fils f--TOTAL-FILS-EXECUTION () 
3 VeTT"Ov, f-- v 
4 visite<-l 
G tant que visite:::: total-fils et verTOU i- NIL et verrou. propriétaire i= f faire 
6 1 verrou f-- verrou. propriétaire. verrou_ attente 
7 visite f-- visite + 1 
8 fin tant que 
9 retourner visite:::: total-fils et verTOU i- NIL et verrou. propriétaire = f 
Algorithme 6 : Recherche bornée 
Dans un autre cas de recherche infinie, illustré à la figure 4.12, la recherche de la racine 
continue indéfiniment d'un arbre à un nouvel arbre. Ce nouvel arbre a été créé entre deux 
temps d'exécution processeur affectés au fil d'exécution actif. Avant que la recherche 
atteigne le sommet du dernier arbre, celui-ci se met en attente d'un verrou qui se trouve 
dans le nouvel arbre. 
Le fonctionnement de la nouvelle version cie notre algorithme dans l'exemple cie la figure 
4.12 va comme suit: 
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Figure 4.12 Exemple d'une recherche bornée 
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O->a)	 Le fil d'exécution Tl demande d'acquérir le verrou 'U2, qui est verrouillé par T2 · 
Notre algorithme (algorithme 6) recherche la racine de l'arbre à partir du verrou 
'U2. Il initialise la variable total-fils par le nombre de fils d'exécution existants avant 
le début de la recherche, et qui est 2 (ligne 2), ainsi que la variable visite par la 
valeur 1 (ligne 4). 
a->b)	 Un temps d'exécution processeur est affecté à T2 , qui demande d'acquérir le verrou 
V3 (l'arbre de T,3 a été créé avant l'affectation d'un temps d'exécution processeur 
à T2 ). T2 se met en attente. L'arbre de T2 est devenu un sous-arbre de l'arbre T3. 
b->c)	 Un temps d'exécution processeur est affecté à T3, qui demande le verrou Vs (l'arbre 
de Ts a été créé avant l'affectation du temps d'exécution processeur à T3)' T3 se 
met en attente. L'arbre de T3 est devenu un sous-arbre de l'arbre de Ts. 
c->d)	 Un temps d'exécution processeur est affecté à Tl, La dernière location de la re­
cherche était T2 (visite= 1, total-fils=2). Tl continue sa recherche de la racine 
à partir de T2 jusqu'à ce qu'il atteigne T3 (le compteur incrémenté visite=2). 
La condition visite ::; 2 et venou i- NIL et 'U2 .propriétaire i- .f est vraie. Le 
compteur visite est incrémenté à 3 et verrou reçoit la valeur vs. 
d->e)	 Tl exécute une autre itération de la boucle tant que (visite=3, total-fils=2). La 
condition visite::; 2 est fausse, c'est-à-dire que la recherche a atteint le nombre 
maximum total-fils de fils d'exécution à visiter. La procédure DETECTER-INTER­
BLOCAGE retourne la valeur «faux» pour indiquer qu'aucun interblocage n'est 
détecté. 
La recherche bornée permet d'arrêter la recherche infinie de la racine après que l'algo­
rithme ait atteint le nombre de fils d'exécution existants dans la machine virtuelle avant 
le début de la recherche. Nous avons remarqué, dans l'exemple de la figure 4.12, que 
l'algorithme a arrêté la recherche après avoir visité les fils d'exécution T2 et T3 . 
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4.6.1.1 Analyse de l'algorithme de la recherche bornée 
Analysons notre nouvelle version de l'algorithme au niveau de la création ou non d'in­
terblocages par le fil d'exécution actif: 
1.	 Le fil d'exécution actif crée un inter blocage. Ce qui donne lieu à deux cas: 
(a)	 Le compteur visite n'a pas dépassé total-fils. La procédure a trouvé que le 
sommet de l'arbre d'attente est le fil d'exécution actif. Celle-ci retourne la 
valeur «vrai» (ligne 9), ou : 
(b)	 Le compteur visite a dépassé total-fils. La procédure arrête la recherche et re­
tourne la valeur «faux» (ligne 9). La procédure n'a pas détecté l'interblocage. 
Ce cas advient lorsque d'autres fils d'exécution out été créés après le début 
de la détection de l'interblocage, et ces fils d'exécution ont créé un cycle vers 
le fil d'exécution actif. Le nombre total des fils d'exécution dans le cycle est 
supérieur à total-fils. C'est un cas de la non détection d'illterblocage, qui sera 
détecté par notre version finale de l'algorithme (voir sous-section 4.6.3). 
2. Ou le fil d'exécution actif ne crée pas d'interblocage. Deux cas sont possibles: 
(a)	 Le compteur visite n'a pas dépassé total-fils. La procédure a trouvé démontré 
que le sommet de l'arbre d'attente est différent du fil d'exécution actif. La 
procédure retourne la valeur «faux» (ligne 9), ou : 
(b)	 Le compteur visite a dépassé total-fils. Il s'agit du cas où le nombre de fils 
d'exécution à. visiter pour trouver le sommet est supérieur à total-fils (la re­
cherche infinie en fait partie). La procédure met fin à la recherche et retourne 
la valeur «faux» (ligne 9). 
La boucle tant que des lignes 5-8 s'exécute en O(total-fils), et les lignes 2-4 et 9 
s'exécutent en 0(1). Donc, dans le cas le plus défavorable, la procédure DETECTER­
INTERBLOCAGE (algorithme 6) s'exécute en O(total-fils). 
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4.6.2 Recherche récursive 
Nous avons vu dans la sous-section 4.5.2 que les modifications concurrentes dans la 
machine virtuelle peuvent nous conduire à une fausse détection des interblocages. Une 
détection d'un interblocage signifie que le fil d'exécution a demandé un verrou qui se 
trouve dans son sous-arbre d'attente, c'est-à-dire qu'un cycle se créera à partir du fil 
d'exécution actif vers lui-même, si le fil d'exécution actif se met en attente du verrou 
demandé 2. La solution pour éviter la fausse détection des interblocages est de s'assurer 
que le cycle, non fermé, n'a pas changé pendant la recherche de la racine. Deux cas sont 
possibles: 
- Soit c'est une détection d'interblocage, alors tous les fils d'exécution dans le cycle 
sont en attente de verrous: 
- Soit c'est une fausse détection d'interblocage, alors il n'y a pas un vrai cycle. Les 
fils d'exécution visités pendant la recherche ont subi des modifications qui ont 
brisé le cycle. 
Nous avons ajouté dans notre algorithme (algorithme 7) une vérification pour nous 
assurer que le cycle n'a pas subi de modifications, en sauvegardant l'état. de chaque 
fil d'exécution visité dans le chemin de la recherche de la racine (c'est-à-dire les deux 
verrous, le verrou acquis et le verrou en attente d'acquisition, qui appartiennent au 
chemin de la recherche de la racine). Si un interblocage est détecté, alors nous vérifions 
que les deux verrous sauvegardés pour chaque fil d'exécution visité dans le cycle n'ont 
pas changé par rapport aux valeurs actuelles des deux verrous dans la forêt d'attente. 
Lorsque la vérification échoue, le cycle a changé et c'est une fausse détection. 
La procédure DETECTER-INTERBLOCAGE(J, v) (algorithme 7) initialise la variable 
total-fils en appelant la fonction TOTAL-FILS-EXECUTION(), qui retourne le nombre 
de fils d'exécution existants dans la machine virtuelle au moment de l'appel (ligne 1) 
et initialise la variable visite à 1 (ligne 2). La procédure appelle la procédure récursive 
2. Not.ons que dans notre version finale, à la sous-section 4.6.3, le cycle se crée avant que le fil 
d'exécution actif rentre dans un interblocage. 
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DETECTER-PAR-RECURSION(J, v, visite, total-fils) (algorithme 8). La procédure 
DETECTER-INTERBLOCAGE retourne la valeur retournée par DETECTER-PAR­
RECURSION. 
1	 DETECTER-INTERBLOCAGE(J, v) 
2	 total-fils<-TOTAL-FILS-EXECUTION0 
3	 visite<-l 
4	 retourner DETECTER-PAR-RECURSION (J, v, visite, total-fils) 
Algorithme 7 : Recherche récursive 
1	 DETECTER-PAR-RECURSION(J, verrou, visite, total-fils) 
2	 si visite::; total-fils et verTOU i- NIL et verrou. pTopriétaire i- f alors 
3 visite<-visite + 1 
4 fil- propriétaire <- verrou. pTopriétaire 
5 verrou-attente <- fil-propriétaiTe. vcrrou_ attente 
6 Tésultat <-DETECTER-PAR-RECURSION(J, verrou-attente, visite, 
total-fils) 




9 retourner visite::; total-fils et verTOU i- NIL et verrou. propriétaire = .f
 
Algorithme 8 : Recherche par récursion
 
La procédure DETECTER-PAR-RECURSION(.f, verrou, visite, total-fils) prend en entrée 
le fil d'exécution actif J, le verrou verrou en visite pendant la récursion actuelle, la va­
riable visite qui est incrémentée à chaque visite d'un fil d'exécution pendant la recherche 
de la racine et la variable total-fils, qui contient le nombre de fils d'exécution passés par 
la procédure DETECTER-INTERBLOCAGE(f, v) et qui a toujours la même valeur 
dans tous les appels récursifs. Les étapes détaillées de la procédure sont: 
1.	 La procédure vérifie si le nombre de fil d'exécution visités est inférieur ou égal 
à total-fils et si nous avons atteint le sommet de l'arbre ou non. Si nous n'avons 
pas encore dépassé total-fils et que nous n'avons pas atteint le sommet de l'arbre, 
alors nous incrémentons la variable visite (ligne 2) pour indiquer que nous avons 
visité un fil d'exécution en plus. 
2.	 Ensuite, nous initialisons les variables fil-propriétaire et verrou (ligne 4 et 5) res­
pectivement par le fil d'exécution propriétaire du verrou visité verrou et le verrou 
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que le fil d'exécution fil-propriétaire est en attente d'acquérir. 
3.	 Après, nous appelons par récursion la procédure DETECTER-PAR-RECURSlüN(f, 
verrou-attente, visite, total-fils) avec les nouveaux paramètres initialisés dans les 
lignes 3 à 5. L'appel récursif de la procédure DETECTER-PAR-RECURSlüN a 
deux conditions d'arrêt: 
(a) soit que	 le compteur vistte a dépassé total-fils de fils d'exécution (visite :::; 
total-fils devient fausse). Dans ce cas, la procédure retourne la. valeur «fa.ux», 
ou 
(b) soit que la procédure a atteint le sommet cie l'arbre d'attente (ver'T'ou f- NIL 
et verro1L.propnétaire i- f devient fausse). Dans ce cas, si le fil d'exécution 
actif est la racine cie l'arbre, alors la procédure ret.ourne la valeur «vnti», 
sinon elle retourne la valeur «faux». 
4.	 Au retour de l'appel récursif (ligne 6), la variable résultat contient. la valeur 
«vrai» ou «faux» selon la. conclition d'arrêt: 
(a)	 Si le résultat est «vrai» et que les valeurs cie fil-propriétaire et verrou-attente 
n'ont pas changé après l'appel récursif par rapport aux valeurs clans la forêt 
d'attente, alors la procédure retourne la valeur «vrai», sinon si ces un ou les 
cieux valeurs sont changées, alors la procédure retourne la valeur «faux». 
(b)	 Si le résultat est «faux», alors la procéclure retourne la valeur «faux». 
5.	 À la fin des appels récursifs, nous arrivons à l'un des trois cas suivants: 
(a)	 Le sommet de l'arbre est le fil d'exécution act.if, et le cycle clans l'arbre d'at ­
tente du verrou v vers le fil d'exécution f n'a pas changé, alors la pro(;édure 
DETECTER-INTERBLüCAGE(f, v) retourne la valeur «vrai» pour indi­
quer qu'un interblocage est dét.ecté, ou 
(b)	 le sommet de l'arbre est le fil d'exécution actif, mais le cycle dans l'arbre 
d'attente du verrou v vers le fil d'exécution f a changé, alors la procédure 
retourne la valeur «faux» pour indiquer que c'est une fausse détection d'in­
terblocage, ou 
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(c) le	 sommet de l'arbre n'est pas le fil d'exécution actif, alors la procédure 
retourne la valeur «faux» pour indiquer qu'aucun interblocage n'est détecté. 
Reprenons l'exemple 4.5.1. Le fonctionnement de notre nouvelle version de l'algorithme 
va comme suit: 
O-+a)	 Le fil d'exécution TI demande d'acquérir V]. La procédure DETECTER-INTER­
BLOCAGE appelle la procédure récursive DETECTER-PAR-RECURSION. 
a-+b)	 Tl recherche la racine de l'arbre d'attente à partir dll verrou V] jusqu'à ce qu'il 
atteigne T2. Tl sauvegarde le propriétaire du verrou 'U2, qui est T2, dans une 
variable locale. 
b-+c) Un temps d'exécution processeur pst affeté à T2 , qui relâche le verrou '/,'2 et de­
mande d'acquérir le verrou vs. T2 se met en attente. 
c-ld)	 Un temps d'exécution processeur est affecté à Tl, qui continue sa recherche de 
la racine. La dernière location de la recherche était T2· Tl continue sa recherche 
à partir T2, jusqu'à ce qu'il atteigne T J (l'algorithme a sauvegardé dans des va­
riables locales tous les propriétaires des verrous visités et tous les verrous que 
les fils d'exécution visités sont en attente d'acquérir). La procédure récursive 
DETECTER-PAR-RECURSION a détecté un interblocage, parce que le fil d'exécu­
tion actif est la racine de l'arbre. La procédure DETECTER-PAR-RECURSION 
retourne la valeur «vrai» (ligne 9) pour indiquer qu'un interblocage est détecté. 
d-le)	 Tl vérifie en retournant des récursions de la procédure DETECTER-PAR-RECUR­
SION que le cycle n'a pas changé pendant la recherche. Le premier retour de 
récursion retourne avec l'état fil-pTOpriétaire égal Ts et à verrou égal à vs· L'algo­
rithme vérifie (ligne 7) que la variable résultat retournée de l'étape (d) est vraie, 
ce qui est le cas, vérifie que le propriétaire du verrou Vs est toujours Ts (fil­
propriétaire =verrou. propriétaire, la valeur sauvegardée de fil-propriétaire est Ts), 
ce qui est le cas, et vérifie que Ts est toujours en attente du verrou VI (verrou­
attente=fil-propriétaire. verrou_attente, la valeur sauvegardée de verrou-attente est 
VI), ce qui est le cas. La procédure DETECTER-PAR-RECURSION retourne la 
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valeur «vrai» pour indiquer que le cycle détecté n'a pas changé pour ce retour de 
récursion. 
e--+f)	 Tl continue de vérifier que le cycle détecté n'a pas changé. Le deuxième retour 
de récursion retourne avec l'état fil-propriétaire égal à T2 et verrou égal à V2. 
L'algorithme vérifie (ligne 7) que la variable résultat retournée de !'étctpe (e) est 
vraie, ce qui est le cas, vérifie que le propriét.aire du verrou V2 est. t.oujours T2 (fil­
propriétaire=verrou. propriétaire, la valeur sauvegardée de fil-propriétaire est T2), 
ce qui n'est pas le cas, parce que T2 a relâché le verrou V't! après que l'algorithme 
ait visité le fil d'exécution T2 · La procédure DETECTER-PAR-RECUR8ION re­
tourne la valeur «faux» pour indiquer que le cycle détecté a changé pour ce retour 
de récursion. La procédure DETECTER-PAR-RECUR8ION retourne toujours la 
valeur «faux» pour les autres récursions, une fois qu'elle arrive au résultat que le 
cycle a changé. 
Le fil d'exécution Tl arrive au résult.at que le cycle détect.é a changé, alors c'est une 
fausse détection d'interblocage. Le fil d'exécut.ion TI, après ret.our des récursions de 
la procédure DETECTER-PAR-RECUR8ION avec une valeur «faux», continue son 
exécution dans la procédure DETECTER-INTERBLOCAGE (algorithme 7, ligne 4), 
qui retourne la valeur «faux» pour indiquer qu'aucun interblocage n'est détecté. 
4.6.2.1 Analyse de l'algorithme de la recherche par récursion 
Les appels récursifs de DETECTER-PAR-RECUR8ION de la ligne 6 s'exécutent en 
O(total-fils), et les lignes 2-5 et 7-9 s'exécutent en 0(1). Donc, dans le cas le plus 
défavorable, la procédure DETECTER-PAR-RECUR8ION (algorithme 8) s'exécute en 
O(total-fils). 
4.6.2.2 Preuves de rectitude de l'algorithme de la recherche par récursion 
Nous devons démontrer que lorsque l'algorithme 7 détecte un interblocage, c'est qu'il 
y a effectivement un interblocage (donc, que la fausse détection est éliminée). Nous 
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Figure 4.13 Recherche par récursion 
commençons en prouvant la proposition suivante par inciuction : 
Proposition Après le nième retour de récursion de DETECTER-PAR-RECURSION 
de l'algorithme 8, à la ligne 7, la partie du cycle formée par le verrou courant verrou et 
son propriétaire jusqu'à f ne peut plus changer. 
Hypothèse: L'algorithme 8 retourne vrai. 
Pré-condition: Assertion dans l'algorithme 5 (ligne 2). 
Cas de base: L'appel récursif le plus imbriqué se termine à la ligne g, A ce moment, 
le propriétaire du verrou courant est le fil d'exécution f. Après le premier retour de 
récursion, le propriétaire du verrou courant est le fil d'exécution fI qui est en attente 
d'un verrou acquis par f. Puisque f est le fil d'exécution qui est en train de détecter 
l'interblocage, c'est certain qu'il ne relâchera aucun verrou acquis par lui-même. Puisque 
fl est en attente d'un verrou qui ne sera pas relâché, il restera en attente et ne pourra 
relâcher aucun verrou acquis par lui-même, incluant le verrOu courant. Donc, la partie 
du cycle formée par le verrou courant verrou et son propriétaire fl jusqu'à f ne peut 
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plus changer après un retour de récursion. 
Hypothèse d'induction: Supposons que la partie du cycle formée par le verrou 
courant verrou et son propriétaire jusqu'à f ne peut plus changer après le nième retour 
de récursion de DETECTER-PAR-RECURSrON. 
Preuve pour n+l : Après le (n + l)il-,me retour de récursion, le propriétaire du verrou 
courant verrou est le fil d'exécution fn+l, qui est en attente d'un verrou acquis par fn' 
L'hypothèse d'induction nous indique que le verrou acquis par fn ne sera pas relâché. 
Puisque fn+l est en attente d'un verrou qui ne sera pas relâché, il restera en attente et 
ne pourra relâcher aucun verrou acquis par lui-même, incluant le verrou courant. Donc, 
la partie du cycle formée par le verrou courant verrou et son propriétaire fn+l jusqu'à 
f ne peut plus changer après n + 1 retours de récursion. 
Conclusion: La proposition est vraie pour tout n. 
En supposant que l'algorithme 7 retourne vrai, 011 constate à la ligne 4, à l'aide de la 
proposition prouvée, que la partie du cycle formée par le verrou v jusqu'à f ne peut plus 
changer. Donc, si f se met en attente de v, il y aura nécessairement un interblocage. 
4.6.3 Élimination de la non détection des interblocages 
Nous avons vu dans l'exemple 4.5.3 que les modifications concurrentes dans la machine 
virtuelle peuvent nous conduire à la non détection des interblocages. Au mOment même 
où le fil d'exécution Tl fait sa recherche de la racine de l'arbre d'attente du verrou 'U2, 
le fil d'exécution sommet T2 du verrou V2 est aussi en train de faire la recherche de la 
racine de l'arbre du verrou VI qui est acquis par Tl sans que l'un ou l'autre des deux fils 
d'exécution sache que l'autre est en train d'essayer d'acquérir un verrou qui appartient 
à son arbre. Cette absence de connaissance conduit, avec des changements du temps 
d'exécution processeur d'un fil d'exécution vers l'autre, à un interblocage. 
La solution à ce problème se trouve avant chaque début cie détection d'interblocage : 
- Le fil d'exécution actif indique qu'il est en attente du verrou demandé en initiali­
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sant le champ fil-d 'exécution-actij. verrou_attente (- verTOu-demandé avant l'appel 
de la procédure DETECTER-INTERBLOCAGE. 
- Deux cas sont possi bles : 
- Si le fil d'exécution actif détecte un interblocage, alors il remet le fil-d'exécution­
actij.verrou_attente à NIL pour indiquer qu'il n'est plus en at.tente, ensuite 
il soulève une exception, mais 
- s'il ne détecte pas un interblocage, alors l'initinlisation cie la case fil-d'exécution­
actif. verrou_attente est déjà faite. 
Si un autre fil d'exécution essaie cI'acquérir un verrou dans l'arbre cI'attente cI'un fil 
d'exécution qui lui aussi essaie d'acquérir un verrou qui se trouve dnns son arbre 
cl'nttente, alors quelles que soient les séquences cl'exécution des deux fils cl'exécution 
et avant qu'ils détectent qu'il existe un interblocage ou non, ils initialisent les cases 
fil-d'exécution. verrou_attente correspondant à eux avec les verrous qu'i 1s demandent. 
Quand ils lancent la détection d'interblocage, un fil d'exécution ou les deux vont finir 
par trouver un cycle, ce qui signifie une détection d'int.erblocage. 
Nous avons modifié la procédure ATTENTE-VERROU(f, v) (algorit.hme 9), cie sorte 
que l'algorithme initialise la case j.verrou_attente<-v (ligne 3) pour indiquer que le fil 
d'exécution actif f est en attente du verrou v avant que l'algorithme appelle la procédure 
DETECTER-INTERBLOCAGE(f, v), qui va détecter s'il existe un interblocage ou 
non. Si un interblocage est détecté, la procédure DETECTER-INTERBLOCAGE re­
tourne la valeur «vrai», et les deux lignes 5 et 6 vont être exécutées. La procédure 
ATTENTE-VERROU remet la case j. verTOu_attente <-NIL (ligne 5), ensuite elle soulève 
une exception (ligne 6). Dans l'autre cas, aucun inter blocage n'est détecté; la procédure 
ATTENTE-VERROU ne fait aucune action. 
Reprenons l'exemple 4.5.3, mais cette fois nous utilisons notre nouvel algorithme ATTEN­
TE-VERROU (voir algorithme 9). La figure 4.14 illustre l'exécution de notre algorithme. 
Le fonctionnement de la nouvelle version de notre algorithme va comme suit: 
O-,a) Le fil d'exécution Tl demande d'acquérir le verrou V2, qui est déjà acquis par T2 . 
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1 ATTENTE-VERROU(J, V) 
2 assert v.propriétaire iNl Let v,propriétaire if 
3 f. verrou_attente +-v 
4 si DETECTER-INTERBLOCAGE(J, v) alors 
5 1 f. verrou_attente+-NIL 
6 soulever-exception 
7 fin si 
Algorithme 9 : Attente d'un verrou modifiée - version complète de l'algorithme 
Fil d'exécution actif Fil d'exécution actif Fil d'exécution actif 




 Fil d'exécution actif 
(d) (e) (f) 
Figure 4.14 Élimination de la non détection des interblocages 
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Tl appelle la procédure ATTENTE-VERROU, qui indique qu'il est en attente du 
verrou'U2 (initialise le champ TI .verrou_attente<----'U2). 
a-,b)	 Un temps d'exécution processeur est affecté fi T2 , qui demande d'acquérir le verrou 
VI, qui est déjà acquis par Tl' T2 appelle la procédure ATTENTE-VERROU, qui 
indique qu'il est en attente du verrou 'U2 (initialise le champ T2.verrOtLattentc<----vl)' 
b---4c)	 Un temps d'exécution processeur est affecté à Tl, qui recherche la racine de l'arbre 
d'attente à partir du verrou 'U2, jusqu'à ce qu'il trouve que la racine de l'arbre 
d'attente est lui-même (détection d'un interblocage). La procédure DETECTER­
INTERBLOCAGE retourne la valeur «vrai». 
c---4d)	 Le fil d'exécution TI continue son exécution dans la procédure ATTENTE-VERR­
OU, il annule son attente du verrou V2 (Tl' verrou_attente (-NIL), ellsuite soulève 
une exception pour briser l'interblocage. 
d-,e)	 Un temps d'exécution processeur est affecté à T2 , qui recherche la racine de J'arbre 
d'attente à partir du verrou Vj jusqu'à ce qu'il trouve que la racine de l'arbre d'at ­
tente est différente de T2 . La procédure DETECTER-INTERBLOCAGE retourne 
la valeur «faux». 
e---4f)	 Le fil d'exécution T2 continue son exécution dans la procédure ATTENTE-VERR­
OU sans aucune action, parce que il a déjà indiqué qu'il est en attente du verrou 
VI' 
4.6.3.1	 Analyse de l'algorithme de l'élimination de la non détection des 
interblocages 
Supposons que deux fils d'exécution 1J et 12 demandent d'acquérir deux verrous 'U2 et VI 
respectivement, où VI est acquis par 1J et 'U2 est acquis par 12· Le champ 'U2.verro7Lattente 
est devenu fI et VI' verrou_attente est devenu h- Supposons que les deux fils d'exécution 
ont détecté l'existence d'un cycle dans la même période. Selon l'ordre d'exécution de la 
détection des modifications, il existe trois cas : 
1.	 fI détecte que le cycle n'a pas changé, il remet 'U2. verrou_attente fi IV IL et il brise 
l'interblocage. Ensuite, 12 détecte que le cycle a changé et il acquiert le verrou VI' 
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2.	 h détecte que le cycle n'a pas changé, il remet VI' verrou_attente à NIL et il brise 
l'interblocage. Ensuite, fI détecte que le cycle a changé et il acquiert le verrou 112· 
3.	 ft et h détectent concurrement que le cycle n'a pas changé. Les deux fils d'exécution 
fI et h brisent l'interblocage. 
Dans les trois cas, notre nouvelle version a éliminé l'interl>locage. Le troisième cas peut 
paraître surprenant, mais il est tout à fait légitime car il y avait une création concurrente 
d'un même cycle et notre algorithme a brisé l'interblocage lors cie la fermeture des 
derniers liens du cycle. 
Il est impossible que ft et h détectent concurremment que le cycle a changé. Si ft détecte 
que le cycle a changé, alors fI a détect.é que VI. verrou_attente n'est plus h- Cela signifie 
que h a déjà détecté que le cycle n'a pas changé et qu'il a remis V[. verrou_attente à N IL. 
C'est une contradiction. Le même raisonnement s'applique dans le cas où h détecte que 
le cycle a changé. 
Le cas de deux fils d'exécution se généralise sur plusieurs fils d'exécution ft,h,·· . ,In-l, 
fn demandent d'acquérir des verrous 1'2, V:3,'" ,Vn,VI respectivement où VI est acquis par 
fI qui demande d'acquérir 1'2, 'lf2 est acquis par h qui demande d'acquérir VJ,' .. ,Vn est 
acquis par fn qui demande d'acquérir VI' Dans ce cas, un ou plusieurs fils d'exécution 
détectent que le cycle n'a pas changé, et ils brisent l'interblocage dans let même période 
avant que les autres fils d'exécution détectent que le cycle a changé. C'est possible aussi 
que tous les fils d'exécution détectent que le cycle n'a pas changé dans la même période 
et qu'ils brisent l'interblocage. 
Revenons sur l'analyse de la recherche bornée dans la section 4.6.1. Le cas où un inter­
blocage aurait été créé après que le fil d'exécution a commencé sa détection de l'inter­
blocage. La procédure DETECTER-INTERBLOCAGE ne détecte pas l'interblocage, 
parce que le compteur visite a dépassé total-fils. Après que le fil d'exécution actif a 
commencé la détection d'interblocages (la variable total-fils était initialisée), d'autres 
fils d'exécution ont été créés entre deux temps d'exécution processeur du fil d'exécution 
actif. Ces fils d'exécution créés ont créé un cycle du fil d'exécution actif vers lui-même. 
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Le nombre total des fils d'exécution à visiter pour trouver le cycle est devenu supérieur 
à total-fils. Nous avons mentionné que l'algorithme de la recherche bornée ne détecte 
pas ce cas d'interblocage. Notre version finale de l'algorithme (algorithme 9) détecte cet 
interblocage. C'est le fil d'exécution qui fermera le cycle, plutôt que le fil d'exécution 
actif, qui va détecter l'interblocage. 
L'appel de la procédure DETECTER-INTERBLOCAGE (ligne 4) s'exécute en O(total­
fils), où total-fils est le nombre total des fils d'exécution existants dans la machine 
virtuelle avant le début de la recherche, et le code de la ligne 3 et 5-6 s'exécute en 
0(1). Donc, la procédure ATTENTE-VERROU modifiée s'exécute clans le cas le plus 
défavorable en O(total-fils). 
4.7 Brisement de l'interblocage 
Quand le fil d'exécution actif, qui demande d'acquérir un verrou, détecte un inter­
blocage, il soulève une exception pour briser l'interblocage. Dans l'implémentation de 
notre algorithme dans la machine virtuelle Java SableVM (voir chapitre 5), nous brisons 
l'interblocage par le soulèvement de l'exception IllegalMonitorException (Runtime 
Exception) de Java. 
Deux cas sont possibles pour le traitement de l'exception envoyée: 
- La première est d'attraper l'exception par un bloc Java try..catch, qui permet 
de gérer l'exception. Le fil d'exécution actif demandeur du verrou continue son 
exécution. Le code Java suivant montre comment gérer J'exception: 
try { 
Il code demande du verrou par le fil d'exécution actif. 
} catch(IllegalMonitorException ex){ 
Il gérer l'exception 
} 
- La deuxième est de ne pas attraper l'exception, ce qui va finir par mettre un terme 
à l'exécution du fil d'exécution actif demandeur du verrou. 
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2 assert v.propriétaire = N JL
 
3 v.propriétaire~ j 
1 ATTENTE-VERROU(f, v)
 
2 assert v. propriétaire t- NIL et v.propriétaire 1= j
 
3 f. verrou_attente ~v
 







1 RELACHER-VERROU(j, v) 
2 assert v. propriétaire = j 
3 v.propriétaiTe~NIL 
1 DETECTER-INTERBLOCAGE(f, v) 
2 total-fils~TOTAL-FILS-EXECUTIONO 
3 vi8ite~ 1 
4 retourner DETECTER-PAR-RECURSION (f, v, visite, total-fils) 
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1 DETECTER-PAR-RECURSlüN(f, verrou, visite, total-fils)
 
2 si visite:::: total-fils et verrou i- NIL et verrou, propriétaire i- f alors
 
3 visitei.-visite + 1
 
4 fil-propriétairei.- verrou, propriétaire
 
5 verrou-attente<- fil-propriétaire, verrou_attente
 










9 retourner visite:::: total-fils et verrou i- N JL et verTOU, propriétaire = f
 
4.9 Conclusion 
Dans ce chapitre, nous avons présenté la construction de la forêt d'attente pendant 
j'exécution de la machine virtuelle, Nous avons présenté en premier, une version sim­
plifiée de notre algorithme de détp.ction immédiate des interblocages et nous avons ex­
posé les problèmes liés aux modifications concurrentes, Nous avons présenté la version 
complète de notre algorithme qui résout les problèmes de la recherche infinie, de la 
fausse détection des interblocages et de la non détection des interblocages causés par les 
modifications concurrentes, Nous avons prouvé la rectitude de l'algorithme et analysé 
sa complexité asymptotique. Finalement, nous avons présenté le brisement des interblo­
cages par le soulèvement d'exceptions, 
CHAPITRE V 
EXPÉRIMENTATION 
Dans ce chapitre, nous présenterons le travail de mesure de performance de notre al­
gorithme par rapport à une version qui ne contient pas notre algorit.hme de détection 
immédiate et de brisement de l'interblocage. 
Notre algorithme était implémenté sur la machine virtuelle Sable VM (Sable VM est une 
mR.chine virtuelle Java, gratuite, avec cocle source libre, disponible sous les termes de 
GNU Lesser General Public License (LGPL)), et nous avons comparé les résultats par 
rapport à la version 1.13 de Sable VM. 
En raison du temps serré pour faire les tests de performance, parce que nous avons 
trouvé le problème de détection des interblocages faux dans les derniers mois avant la 
date finale de dépôt de mémoire, la recherche récursive (Voir 4.6.2) n'est pas incluse 
dans l'algorithme pour les tests de performance. 
Ce chapitre est structuré de la façon suivante: dans la section 5.1, nous parlerons de 
j'environnement de test. Ensuite, dans la section 5.2, nous discuterons des programmes 
utilisés pour la comparaison des performances. Nous donnerons, à la section 5.2, les 
résultats de nos mesures, et nous discuterons des différents résultats dans la section 5.4. 
Finalement, dans la section 5.5, nous présenterons notre conclusion. 
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5.1 Environnement de test 
Tous nos tests ont été faits sur un ordinateur portable Intel@ CoreTM, 2 processeurs 
T52DD, 1.60 GHz de vitesse chacun, 2 Go de RAM, mémoire cache 2 Mo, disque dur 
avec 5 400 RPM. Le système d'exploitation est Linux Debian/Gnu Linux, avec une 
version 2.6.18 du noyau. Tous les processus démons étaient arrêtés pendant les tests. 
Le calcul est fait par une moyenne de l'ensemble des temps d'exécution (5 exécutions) 
par programme. Les temps d'exécution sont basés sur le temps (système + utilisateur) 
retourné par la ligne de commande time. 
5.2 Programmes pour étude comparée (Benchmarks) 
Nos programmes de tests sont basés sur deux grands programmes: 
- Ashes est une collection de programmes de test Java et des programmes pour 
étude comparée (Benchrnarks) développés par le groupe de recherche Sable de 
l'université de McGill. 
- Nos propres programmes développés pour les tests de performance des fils d'exécu­
tion et d'interblocage. 
Ashes est constitué d'un ensemble de suites, et chaque suite est constituée d'un ensemule 
de programmes. La plupart des programmes n'utilisent pas les fils d'exécution, ce qui 
nous permet de bien comparer les performances sans que notre algorithme de détection 
et de brisement de l'interblocage soit appelé, parce qu'il n'y a pas de fils d'exécution en 











Nous avons développé nos propres programmes pour comparer les performances entre la 
version 1.13 de Sable VlvI et la même version, en incluant notre algorithme de détection 
immédiate et de brisement des interblocages. Nous avons qllatre programmes: 
- ConcurrentSansConfli t est un programme qui crée un nombre de fils d'exécution, 
et chaque fil d'exécution verrouille un ensemble d'objets sans avoir de conflit de 
concurrence avec un autre fil d'exécution. 
- ConcurrentAvecConfli t est un programme qui crée un nombre de fils d'exécution, 
et chaque fil d'exécution verrouille un ensemble d'objets avec un conAit de concur­
rence avec d'autres fils d'exécution. 
- Simplelnterblocage est un programme qui crée deux fils d'exécution et qui 
génère un interblocage entre eux. 
- Complexelnterblocage est un programme qui crée plusieurs fils d'exécution et 
qui génère un interblocage entre eux. 
Nous avons conçu nos programmes (Voir Appendice A) de façon à utiliser les fils 
d'exécution, le verrouillage, la libération et la concurrence entre les fils d'exécution 
d'une manière intense pour arriver à montrer l'efficacité de notre travail, et le fait que 
nos programmes sont des programmes conçus pour mesurer les performances. Il est 
rare de trouver des vrais programmes qui utilisent ce genre d'intensité, parce qu'il se­
rait inutile de faire se concurrencer des centaines de fils d'exécution sur des centaines 
d'objets pour réaliser IIne logique, sauf dans des programmes pour étude comparée 
(Benchmarks) . 
Les temps d'exécution des suites de Ashes et nos propres programmes sont calculés sur 
une moyenne de 5 temps d'exécution. Les méthodes main des programmes (les suites 
Ashes) ont été modifiées pour être exécutés dans des boucles allant de quelques centaines 




Nous présenterons dans cette section les résultats de nos mesures de performance (Voir 
les tableaux de 5.1 à 5.6). Nous commencerons par présenter les suites de Ashes, ensuite 
nous présenterons nos propres programmes. 
Nos programmes sont exécutés avec les paramètres suivants: 
- ConcurrentSansConfli t : lance 350 fils d'exécution qui verrouillent 350 objets 
sans conflit. 
ConcurrentAvecConflit lance 350 fils d'exécution qui verrouillent 350 objets 
avec conflit. 
Programme SableVM 1.13 Notre algorithme Différence 
(min :sec.) (min :sec.) (min :sec.) (%) 
factorial 02 :11.089 02 :11.329 +00 :00.240 +0.18 
fahrenheit 02 :11.681 02 :11.603 -00 :00.078 -0.06 
lite 02 :38.548 02 :38.536 -00 :00.012 -0.01 
simple12 01 :34.817 01 :33.888 -00 :00.929 -0.99 
simple58 01 :35.710 01 :34.729 -00 :00.981 -1.04 
Tableau 5.1 Comparaison de performance: ashesEasyTestSuite 
Programme SableVM 1.13 Notre algorithme Différence 
(min :sec.) (min :sec.) (min :sec.) (%) 
fft 01 :24.494 01 :17.363 -00 :07.131 -9.22 
probe 02 :26.284 02 :24.899 -00 :01.385 -0.96 
Tableau 5.2 Comparaison de performance: ashesHardTestSuite 
5.4 Discussion 
Selon les résultats obtenus dans les tableaux 5.1 à 5.5, nous remarquons que la plu­
part des temps d'exécution pour les suites de Ashes sont similaires ou proches, sauf 
quelques-uns. Nous savons que les mesures ne sont pas exactes à 100 %. parce que les 
fils d'exécution sont non déterministes (c'est-à-dire que deux ou plusieurs exécutions du 
même programme se déroulent différemment). L'étude de Dayong, Verbrugge and Ga­
gnon [VEE06] a démontré que le simple fait de modifier le code de la machine virtuelle 
peut générer une variation allant jusqu'à 9.5% du temps d'exécution des programmes. 
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Programme SableVM 1.13 Notre algorithme Différence 
(min :sec.) (min :sec.) (min :sec.) (%) 
absClassMain 03 :11.309 03 :08.411 -00 :02.898 -1.54 
arrayl 02 :54.135 02 :51.310 -00 :02.825 -1.65 
array4 02 :59.978 02 :57.816 -00 :02.162 -122 
arraymethod 01 :59.581 01 :59.259 -00 :00.321 -0.27 
bigComp 01 :15.979 01 :15.926 -00 :00.053 -0.07 
bigi 01 :16.194 01 :15.775 -00 :00.419 -0.55 
callmm 01 :45.974 01 :45.993 +00 :00.019 +0.02 
checkarray 01 :08.687 01 :08.676 -00 :00.011 -0.02 
checkcastl 01 :35.581 01 :35.551 -00 :00.030 -0.03 
cmplx2 01 :35.240 01 :35.044 -00 :00.195 -021 
cnvi2b_l 01 :34.751 01 :34.530 -00 :00.221 -0.23 
whilel 01 :34.783 01 :34.870 +00 :00.087 +009 
while2 01 :40.621 01 :40.568 -00 :00.052 -0.05 
Tableau 5.3 Comparaison de performance: jikesHpjTestSuite 
Programme SableVM 1.13 Notre algorithme Différence 
(min :sec.) (min :sec.) (min :sec.) (%) 
prlÛ2 01 :36.262 01 :36.048 -00 :00.214 -0.22 
pr172 01 :19.511 01 :19.477 -00 :00.034 -0.04 
pr174 01 :27.321 01 :25.765 -00 :01.556 -1.81 
pr287 01 :04.168 01 :04.214 +00 :00.046 +0.07 
Tableau 5.4 Comparaison de performance: jikesPrTestSuite 
Programme SableVM 1.13 Notre algorithme Différence 
(min :sec.) (min :sec.) (min :sec.) (%) 
badFloatTest 01 :10.588 01 :10.600 +00 :00.012 +0.02 
charCvt 01 :09.058 01 :08.774 -00 :00.284 -0.41 
Tableau 5.5 Comparaison de performance: kaffeRegressionSuite 
Programme SableVM 1.13 Notre algorithme Différence 
(min :sec.) (min :sec.) (min :sec.) (%) 
ConcurrentSansConflit 01 :59.481 01 :59.523 +00 :00.042 +0.04 
ConcurrentAvecConflit 01 :26.239 01 :26.411 +00 :00.172 +0.20 
Simple Interblocage infini 0.06 
ComplexeInterblocage infini 0.16 
Tableau 5.6 Comparaison de performance: nos propres programmes 
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Le plus intéressant pour notre travail est le tableau 5.6; nous remarquons que la version 
de SableVM, qui inclut notre algorithme, n'était plus lente que d'un temps négligeable 
(0.2 % et 0.04 %) par rapport aux deux programmes ConcurrentSansConflit et 
ConcurrentAvecConflit avec 350 fils d'exécution et 350 objets à verrouiller, et il est 
rare de trouver des programmes qui utilisent ce nombre important de fils d'exécution, 
sauf pour les serveurs Web ou des programmes semblables. Alors que pour les deux 
autres programmes Simplelnterblocage et Complexelnterblocage, il était impos­
sible de comparer entre les deux versions, parce que ces deux programmes causent de 
l'interblocage; et c'est l'objectif de notre travail de le détecter et ensuite de le briser 
immédiatement. Pour la version 1.13 de SableVM, le temps d'exécution était l'infini, 
parce que c'est un interblocage, alors que notre version a détecté et brisé les interblo­
cages dans un temps négligeable par rapport à l'exécution du programme lui-même que 
nous ne pouvons pas mesurer. 
5.5 Conclusion 
Dans ce chapitre, nous avons présent.é les mesures de performance entre une version 
standard de Sable ViVI et celle où nous avions implémenté notre algorithme. Nous avons 
remarqué dans les résultats que notre algorithme était efficace dans l'exécution des 
programmes Java qui n'utilisent pas les fils d'exécution, et avec un coût variant entre 
0.04 % et 0.2 % pour les programmes qui utilisent les fils d'exécution et ne causent pas 
des interblocages. Nous avons aussi vu que notre algorithme a détecté l'interblocage et 
qu'il l'a brisé immédiatement dans un temps minime par rapport au temps d'exécution 




La plupart des algorithmes qui détectent les inter blocages utilisent la théorie cles graphes, 
ce qui est classique; ainsi, les noeuds sont. les fils cl'exécution et les ressources et les arêtes 
sont, dans la plupart des algorithmes, le verrouillage et la libération des ressources par 
les fils d'exécution. 
Dans ce chapitre, nous allons voir quelques travaux reliés à notre t.ravail cle détection 
de l'interblocage. Dans la section 6.2, nous discuterons de l'algorit.hme DREADLOCKS. 
Dans la section 6.3, nous allons voir l'algorithme GoodLock, et dans la section 6.4, nous 
parlerons de la généralisation de l'algorithme GoodLock. 
6.2 Algorithme DREADLOCKS 
Maurice Herlihy et Eric Koskinen [HKü8] proposent un algorithme qui se rapproche 
de notre algorithme dans un sens. Il se base sur le principe du graphe d'attente (Voir 
section Graphe ressource-allocation 3.2.2). Au lieu de mettre à jour le graphe par la 
relation d'attente, l'algorithme utilise le prétraitement local de fil d'exécution (thread­
local digests). Le prétraitement local de fil d'exécution se base sur: 
- La relation owner : R --+ T (fil d'exécution T détient la ressource R). 
- L'ensemble de prétraitement local de fil d'exécution DT qui représent.e l'ensemble 
des autres fils d'exécution pour lesquels T est en train d'attendre directement. ou 
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indirectement. 
o	 Si T n'est pas en train d'essayer d'acquérir une ressource 
DT={T} 
o	 Si T essaie d'acquérir une ressource R 
DT={T} U Downer(R) 
Le fil d'exécution T détecte l'interblocage quand il essaie d'acquérir L1ne ressource Ret 
T E Downer(R) 
La difficulté dans cet algorithme est la propagation des mises à jour des prétraitelllents 
locaux des fils d'exécution pour maintenir les ensembles. 
C Fil d'exérution 
o Ressource 
~ Acquis par 
___>-- Attend 
-- .>-- Essaie d'acquérir /- '" ( 1) \. 
\_.) 
Figure 6.1 Exemple d'un graphe ressource-allocation [HKüS] 
Dans J'exemple de la figure 6.1 : 
De = {Cl
 
DD = {C, D}
 
DB = {C, E}
 
DA = {C, E, A}
 
Si C essaie d'acquérir la ressource x qui est acquise par E, un interblocage est détecté 
par C parce que C E DB, 
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La différence avec notre algorithme est ceJle-ci : 
- Notre algorithme se base sur la construction de l'arbre d'attente alors que J'algorithme 
Dreadlocks maintient les ensembles de prétraitements locaux des fils d'exécution. 
- Notre algorithme détecte l'interblocage en cherchant le sommet de l'arbre et vérifie si 
le fil d'exécution courant est le sommet de l'arbre, alors que dans l'algorithme Dread­
locks il vérifie si le fil d'exécution courant appartient à l'ensemble de prétraitement 
local du fil d'exécution qui détient la ressource. 
L'inconvénient de cet algorithme est la propagation des mises à jour qui coûte du temps 
si le nombre de fils d'exécution est important et le nombre d'opérations de verrouillage 
et de libération est considérable, alors que notre algorithme maintient seulement l'arbre 
d'attente qui est de l'ordre 0(1) par opération. Par contre, la détection de l'interblocage 
dans l'algorithme Dreadlocks se fait par une opération simple de vérification s'il fait 
partie d'un l'ensemble alors que notre algorithme fait une recherche de la racine de 
l'arbre d'attente qui est d'ordre O(n). 
6.3 Algorithme GoodLock 
Cet algorithme proposé par Klaus Havelund [BHü5] se base sur l'analyse de ['exécution 
d'un programme (Voir section Analyse de ['exécution 3.3.4 et modèle cie vérification 
(Model checking) 3.3.3). Il est applicable sur deux fils d'exécution qui partagent deux 
verrous. Ces deux verrous sont acquis par les deux fils d'exécution dans un ordre inversé 
(Voir chapitre 3 pour en savoir plus sur les problèmes de synchronisation). Ces deux fils 
d'exécution n'ont pas en commun un verrou d'exclusion mutuelle Gate Lock (comme 
dans le tableau suivant, C est un verrou d'exclusion mutuelle pour A et B). 
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Sans verrou d'exclusion mutuelle Avec verrou d'exclusion mutuelle 
fil d'exécution 1 fil d'exécution 2 fil d'exécution 1 fil d'exécution 2 
lock(C) ; lock(C) ; 
lock(A) ; lock(B) ; lock(A) ; lock (B) ; 
lock(B) ; lock(A) ; lock(B) ; lock (A) ; 
unlock(B) ; unlock(A) ; unlock(B) , unlock(A) ; 
unlock(A) ; unlock(B) ; unlock(A) ; unlock(B) ; 
unlock(C) ; unlock(C) ; 
L'algorithme se base sur la construction d'un arbre des verrous pour chaque fil d'exécu­
tion : 
- Chaque noeud Jans l'arbre est associé il un verrou, sauf le sommet de l'arbre, qui 
représente le fil d'exécution. 
- Dans le verrouillage imbriqué, le fil d 'exécu tion acquiert le verrou parent quand il 
acquiert le verrou enfant (comme dans l'exemple suivant Li et L2, Li et L3, L3 et L2). 
Exécution Arbre des verrous 
lock(Li) 
lock(L2) 










Le pseudo-code de l'opération d'acquérir (lock) et l'opération libérer (unlock) : 
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lock(Thread thread , Lock lock) { 
if(fil d'exécution a déjà acquis le verrou) { 
if (verrou est un enfant du noeud courant) { 
noeud courant = ce verrou enfant; 
} else {
 
ajouter le verrou comme un enfant du noeud courant;
 







unlock(Thread thread , Lock lock) {
 




Pour détecter les interblocages potentiels, l'algorithme compare les arbres de verrous 
pour chaque deux fils d'exécution: 
- nesting(n) : ['ensemble des verrous rians le chemin du sommet du verrou n jusqu'à 
n. 
- Pour chaque paire d'arbres (tl, t2) : 
----> \In) Et) et \ln2 E t2, vérifier que nI E np.sting(n2) : 
- Si nj E nesting(n2), alors après vérification qu'il n'existe pas un verrou d'exclu­
sion mutuelle (Gate lock), ajouter les deux verrous et deux fils d'exécution à la 
liste des interblocages potentiels. 
Cet algori thme est limité aux interblocages causés par deux fils cl 'exécu tion seulement; 
il ne détecte pas les interblocages potentiels causés par plus cie deux fils d'exécution. 
Un algorithme de généralisation est nécessaire. 
6.4 Algorithme GoodLock généralisé 
Rahul Agarwal et Scott D. Stoller [AS06] ont généralisé l'algorithme de GoodLock pour 
qu'il détecte les interblocages potentiels causés par plus de deux fils d'exécution ainsi que 
les interblocages causés par l'utilisation des sémaphores et cles variables de condition. 
Les arbres de verrous sont construits de la même façon que celui de GoodLock. Cet 
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algorithme construit un graphe orienté G=(V, E) de sorte que: 
- V contient tous les noeuds de tous les arbres. 
- E contient: 
- Les arcs de chaque arbre (du parent à l'enfant); 
- Interarcs : un interarc est un arc bidirectionnel entre deux noeuds C1Bsociés au même 




Figure 6.2 Exemple d'un graphe orienté de l'algorithme GoodLock généralisé [HAWS08] 
Nous appelons: 
- Pour un graphe G, un chemin valide est un chemin qui ne contient pas d'interarcs 
consécutifs, et où les noeuds de chaque arbre de verrouillage apparaîtraient tout au 
plus comme une sous-séquence consécutive dans le chemin. 
- Un cycle valide est un cycle qui ne contient pas d'interarcs consécutifs et où les 
noeuds de chaque fil d'exécution apparaîtraient tout au plus comme une subséquence 
consécutive dans le cycle. 
Exemple 
101 
L3(threadl) --> L3(thread2) --> L3(thread4) --> L3(threadl) est un chemin invalide 
L3(threadl) --> L4(threadl) --> L4(thread4) --> L?(thread4) --> L3(threadl) est un 
chemin valide et un cycle valide. 
Chaque cycle valide représente un interblocage potentiel. Pour détecter les interbJocages
 
potentiels, !lOUS passons par deux étapes:
 
- 11 faut traverser tous les chemins valides pour trouver les cycles valides.
 
- Chaque cycle valide est un interblocage potentiel, après vérification qu'il n'existe pas
 
un verrou d'exclul;ion mutuelle (Gate lock). 
L'inconvénient de cet algorithme est la complexité de mise il. jour des Interarcs et le 
temps nécessaire pour Lmverser tous les chemins valides pour trouver les cycles valides 
qui est d'un ordre important. 
6.5 Conclusion 
Dans ce chapitre, nous avons présenté quelques travaux reliés il. la détection des interblo­
cages. Nous avons vu l'algorithme Dreadlocks et nous avons présenté aussi l'algorithme 
GoodLock et sa généralisation. 
CONCLUSION 
Dans ce mémoire, nous avons présenté notre algorithme de détection immédiate et de 
brisement de ]'interblocage. L'objectif de notre travail était de détecter efficacement les 
interblocages causés par les fils d'exécution en concurrence. 
Dans ce mémoire, nous avons parlé de la synchronisation dans les différentes étapes 
d'un programme Java, en commençant par le code écrit en Java, ensuite le code-octet. 
Nous avons vu aussi les problèmes causés par la synchronisation, et principalement 
le problème d'interblocage et les conditions nécessaires à son existence et après nons 
avons aussi parlé des méthodes de détection existantes. Nous avons vu la conception 
d'un algorithme efficace de détection immédiate des interblocages et nous avons vu la 
preuve de rectitude et l'analyse de la complexité de notre algorithme. Nous avons aussi 
vu le brisement de l'interblocage par le soulèvement d'une exception. 
Nous avons expérimenté notre algorithme sur la machine virtuelle Sable ViVI, en uti­
lisant la suite de mesures (benchmark) Ashes et nos propres programmes de mesure 
de performance. Les résultats de cette expérimentation ont donné une comparaison de 
notre algorithme par rapport à la version 1.13 de Sable VM. Ces résultats ont montré 
que notre détection immédiate a un coût nul dans une majorité de cas, et coûte une 
surcharge de temps d'exécution de 0,04 % à 0,2 % pour des programmes qui utilisent 
350 fils d'exécution, où chaque fil d'exécution verrouille et libère 350 objets avec ou sans 
concurrence respectivement avec d'autres fils d'exécution. 
APPENDICE A 
Voici les programmes utilisés dans les tests cie performance clans le chapitre 5. 
A.l ConcurrentSansConflit.java 
class ConcurrentSansConflit extends Thread {
 
private static int n_threads = 350;
 
private static int n_locks = 350;
 
private static Dbject [] [] locks;
 




private void SynchronisationSansConflit(int start_lock) { 
if (start_lock == 0) return; 










public static void main(String[] args) { 











threads = new ConcurrentSansConflit[n_threads]; 
locks = new Dbject [n_ threads] [n_locks] ; 
for (int i = 0; i < n_threads; i++){ 
threads[i] = new ConcurrentSansConflit();
 
threads[i] .id = i;
 
for (int j = 0; j<n_locks; j++) {
 





Il Démarrer les fils d'exécution 
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class ConcurrentAvecConflit extends Thread {
 
private static int n_threads = 350;
 
private static int n_locks = 350;
 
private static Objecte] locks;
 




private void SynchronisationAvecConflit(int start_lock) { 
if(start_lock < 0) return; 










public static void main(String[] args) { 
if (args.length == 2) { 
n_threads = Integer.parselnt(args[O]); 
n_locks = Integer.parselnt(args[l]); 
} el se if(args.length == 1) { 
n_threads = Integer.parselnt(args[O]); 
} 
threads = new ConcurrentAvecConflit[n_threads];
 
locks = new Object[n_locks];
 
for (int i=O; i < n_threads; i++) {
 
threads[i] = new ConcurrentAvecConflit();
 
threads[i] .id = i;
 
locks[i] = new Objecte);
 
} 
Il Démarrer les fils d'exécution
 










public class SimpleInterblocage { 
public static void main(String[] args) {
 
final Object resourcel = "resourcel";
 
final Object resource2 = "resource2";
 
Thread tl = new Thread() {
 










Thread t2 = new Thread() { 




} catch (InterruptedException e) { } 


















public static int MaxThreads = 110;
 
public static int MaxLocks = 110;
 
public static int Wait = 99;
 
public static Objecte] Lock;
 
public static MyThread[] t;
 
lOG 
public static int num_thread_started = 0; 
public static void CallRecursive(int thread_index, int index) { 
if (index )= 1) { 





public static void CallRecursiveBack(int thread_index, int index) { 
if (index <= MaxLocks) { 







public void RunDeadlock() { 
Lock=new Object[MaxLocks + 1]; 
for (int i = 1; i <= MaxLocks; i++) { 
Lock[i] = new Objecte); 
} 
t	 new MyThread[MaxThreads + 1]; 
for	 (int i = 1; i <= MaxThreads; i++) {
 











public static void main(String[] args) { 
Complexelnterblocage cd = new Complexelnterblocage(); 
cd.RunDeadlock(); 
} 
public class MyThread extends Thread { 
public int index; 
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