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The locally self-consistent Green’s function ~LSGF! method is an order-N method for calculation of the
electronic structure of systems with an arbitrary distribution of atoms of different kinds on an underlying
crystal lattice. For each atom Dyson’s equation is used to solve the electronic multiple scattering problem in a
local interaction zone ~LIZ! embedded in an effective medium judiciously chosen to minimize the size of the
LIZ. The excellent real-space convergence of the LSGF calculations and the reliability of its results are
demonstrated for a broad spectrum of metallic alloys with different degree of order. The relation of the
convergence of our method to fundamental properties of the system, that is, the effective cluster interactions,
is discussed. @S0163-1829~97!06740-4#
I. INTRODUCTION
Within the past two decades, density functional theory1
~DFT! has become a standard method of calculation in sev-
eral branches of physics, including that of calculating
ground-state properties of solids. In the latter branch almost
all calculations rely on the Kohn-Sham approach2 in which
one solves a set of effective one-electron equations with a
particular choice of basis functions. In a periodic system this
leads to a Hamiltonian matrix, which upon Fourier transfor-
mation to reciprocal k space has a dimension proportional to
the number of atoms N in the unit cell. The computational
effort of the corresponding eigenvalue problem scales ap-
proximately as O(N3) and most current DFT methods are
therefore limited to unit cells with a few hundred atoms.
Hence, if one needs to calculate the total energy of several
thousand atoms, as one may in studies of local environment
effects in alloys or simulations of nanoscale materials, the
scaling properties of the computational technique must be
improved.
Several computational techniques with better scaling
properties, so-called O(N) methods for DFT, have been
proposed.3–22 They are all based on the assumption, tacitly
assumed in most solid-state calculations, that a change in an
external potential at sufficiently large distances has no effects
on the property, e.g., the total energy, under consideration.
One example is the neglect of surface effects in ordinary
bulk calculations. This has been elevated recently to a prin-
ciple of nearsightedness22 and should not be confused with
the length scale expressed, for instance, in the form of local-
ized orbitals,3–7 short-ranged density matrices,8–12 or tight-
binding models.13–15
The O(N) techniques based on a Green’s function ap-
proach in Refs. 14 and 18–21 owe their favorable scaling
properties to the fact that the electron density, which is the
fundamental quantity in DFT, is obtained solely from the
site-diagonal blocks of the Green’s function matrix. It fol-
lows that the conventional approach, i.e., diagonalization of
a Hamiltonian or inversion of a Green’s function matrix,
involves large amounts of data that are needed only by the
mathematical diagonalization, hence the O(N3) scaling, and
not by DFT in the construction of the electron density and
total energy. As we shall show, the site-diagonal block of the
Green’s function matrix for a particular atom in a large sys-
tem may be obtained with sufficient accuracy by considering
only the electronic multiple scattering processes in a finite
region of space containing M atoms and called the local
interaction zone ~LIZ!.19,20 This multiple scattering problem
scales as O(M 3), but when it is applied, in turn, to each
atom in the unit cell the combined computational procedure
exhibits the desired linear scaling in N with a prefactor de-
termined by M and by the number of basis functions.
In the O(N) methods based on the Green’s function ap-
proach suggested in Refs. 14 and 18–20 this prefactor is
determined either by the convergence of the truncated series
of the recursion method14,18 or by the real-space convergence
of the multiple scattering processes of the locally self-
consistent multiple scattering method.19,20 In both cases,
however, the system beyond the truncated region is ne-
glected and one needs relatively large M values to obtain an
accurate total energy. Recently, Abrikosov et al.21 showed
that the size of the LIZ and hence the computational effort
may be considerably reduced by embedding the truncated
region in an effective medium. This embedding may be es-
tablished by means of the Dyson equation connecting the
desired Green’s function to the Green’s function of a refer-
ence system that may have much higher symmetry than the
system under consideration. The problem is thereby reduced
to that of finding an effective medium that at the shortest
possible distance is viewed by the central atom of the LIZ as
the system under consideration, i.e., the effective medium
that makes the central atom in the LIZ nearsighted.
In the present paper we discuss the recent locally self-
consistent Green’s function ~LSGF! technique proposed by
Abrikosov et al.21 We make a detailed analysis of the tech-
nique and demonstrate that it is numerically efficient, scales
linearly with the number of atoms in the system under con-
sideration, and provides an equally adequate description of
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ordered, random, and segregated phases. The analysis is il-
lustrated by results for the total energy and state densities
derived from a broad spectrum of intermetallic compounds
formed between simple, transition, and noble metals having
different crystal structures, degree of order, or tendency to-
wards ordering. Where possible we compare our results with
those obtained by other first-principles methods to justify the
reliability and generality of the present LSGF method.
The LSGF method turns out to be especially fruitful and
effective for systems with arbitrarily distributed atoms of
several components on an underlying crystal lattice. In the
LSGF such systems are modeled by a supercell with periodic
boundary conditions and due to the order-N scaling of the
computational efforts with respect to the size of the supercell
we may choose this cell sufficiently large to represent the
physical properties of the problem at hand. The efficiency is
achieved by a combination of the concept of a local interac-
tion zone, which leads to the order-N scaling, a judiciously
chosen effective medium, which reduces the size of the local
interaction zone and thereby reduces the prefactor in the
order-N scaling, and the application of the linear one-
electron methods of Andersen,23 which typically reduces the
computational effort by an order of magnitude. The limita-
tion is that one is restricted to a lattice supercell.
II. LOCALLY SELF-CONSISTENT
GREEN’S FUNCTION METHOD
In this section we outline our O(N) technique, which is
based on a Green’s function approach in conjunction with a
linear muffin-tin orbital ~LMTO! basis in the atomic sphere
approximation ~ASA! of Andersen and co-workers.23–27 We
first write down the expression for the total energy in the
local density approximation ~LDA! and its spatial decompo-
sition into atomic spheres. We then reformulate the problem
in the Green’s function language, which only requires the
solution of the multiple scattering problem in a finite region
of space, the LIZ, and thereby leads to an O(N) technique.
We subsequently introduce the concept of an effective me-
dium and show how this may be used to obtain a minimal
local interaction zone and lead to a considerable increase in
computational efficiency. Finally, we show how the real-
space convergence of O(N) techniques of the present kind
may be understood in terms of interatomic potentials and
how these may be used to establish the optimal size of the
LIZ for a given system.
A. Total energy in the ASA
Let us consider the problem of calculating the total energy
of a system of N atoms in a supercell subjected to periodic
boundary conditions such as illustrated in Fig. 1. We assume
that the atoms may be of different types and distributed with
a specified degree of order. Within the LDA to DFT ~Refs. 1
and 2! we may solve the Kohn-Sham equations
S 2¹21(
R
VR~r! Dc i~r!5« ic i~r!, ~1!
where r is a radius vector, c i is the one-electron wave func-
tion, « i is the corresponding one-electron energy, VR is an
atom centered effective potential, and the sum runs over the
all atomic sites R in the system. Given the electron density
nR~r!5(
i
occ
uc i~r!u2, ~2!
calculated from the solution to Eq. ~1!, the potentials VR may
be obtained in the ASA as23,26
VR~r!52E
SR
d3r8
nR~r8!
ur2r8u
2
2ZR
r
1Vxc@nR~r!#
1
1
S (R8
M RR8QR8 . ~3!
Here the integral is over the atomic sphere of radius SR cen-
tered at R, ZR is the atomic number of the atom at R, nR is
the electron density obtained from the Kohn-Sham one-
electron wave functions, Vxc is the exchange-correlation po-
tential, S the average Wigner-Seitz radius, M RR8 is the
Madelung matrix for the supercell of N atoms, and QR is the
net charge of an atomic sphere given by
QR5E
SR
d3rnR~r!2ZR . ~4!
With the above assumptions the desired total energy per
atom may be calculated as the average over all N atoms in
the system, i.e.,
E tot5~N !21 (
R51
N
ER , ~5!
where the site projected energy ER has the form26
ER5EEFdEENR~E !2E
SR
d3rnR~r !VR~r !1E
SR
d3rnR~r !
3S E
SR
d3r8
nR~r8!
ur2r8u
2
2ZR
r
1exc@nR~r !# D
1
1
2S (R ,R8
M RR8QRQR8 . ~6!
FIG. 1. In the LSGF method an infinite system with an arbitrary
distribution of atoms of different kinds on an underlying crystal
lattice is modeled by a supercell of N atoms with periodic boundary
conditions.
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Here NR(E) is the local state density at site R calculated
from the one-electron spectrum of Eq. ~1!, exc the exchange-
correlation energy density, and EF the Fermi energy. A de-
tailed derivation of the total energy expression in the ASA,
LDA, and frozen core approximation has been given for the
impurity case by Gunnarsson et al.26
B. Green’s function formulation
The Kohn-Sham equations ~1! and ~2! may be formulated
in terms of Green’s functions. This problem has been dis-
cussed by a number of authors.28–30 Within the LMTO for-
malism the two equations are replaced by26
@P~z !2Sk#g~k,z !51, ~7!
and
nR~r!5 REF ip G~r,r,z !dz . ~8!
Here P is the diagonal LMTO potential-function matrix, Sk
the structure constant matrix in the tight-binding representa-
tion, and g(k,z) the Korringa-Kohn-Rostoker ~KKR! -ASA
Green’s function matrix in reciprocal space and defined for a
complex energy z . The corresponding real-space Green’s
function G(r,r,z) may be obtained from g as26,29
G~r1R,r81R8,z !
5(
L
f l~r ,Cl!f l~r8,Cl!
z2Cl
Y L~ rˆ !Y L~ rˆ8!dRR8
1 (
L ,L8
f l~r ,z !P˙ l~z !1/2Y L~ rˆ !@gRL ,R8L8~z !
2Pl~z !21dL ,L8#P
˙
l8~z !
1/2f l8~r8,z !Y L8~ rˆ8!, ~9!
where r is restricted to the atomic sphere centered at R, f is
a partial wave evaluated at the complex energy z or at the
center Cl of the l band, Y is the lattice harmonics, P˙ is the
energy derivative of the LMTO potential function, and L is
the combined angular-momentum quantum numbers (l ,m).
The real-space KKR-ASA Green’s function matrix
gRL ,R8L8(z) that enters Eq. ~9! is obtained from g(k,z) by
integration over the Brillouin zone
gRL ,R8L8~z !5~VBZ!
21E
BZ
dkeik~T2T8!gUL ,U8L8~k,z !,
~10!
where U is a basis vector of the unit cell and connected to the
lattice site R by a translation T, i.e., R5U1T.
The most efficient way to obtain the necessary electron
density is provided by the LMTO one-center expansion
nR~r !5~4p!21(
L
$@fRl~r !#
2mRLL
00
12@fRl~r !f˙ Rl~r !#mRLL
10 1@f˙ Rl~r !f˙ Rl~r !
1fRl~r !f¨ Rl~r !#mRLL
20 %, ~11!
written in terms of the partial waves f(r) of angular mo-
mentum l , their energy derivatives f˙ (r) and f¨ (r), and the
moments of the state density calculated as the contour inte-
gral over the occupied valence states
mRL8L9
q8q9 5
1
2pi R
EF
dz~z2EnRl8!
q8GRL8,RL9
g
~z !~z2EnRl9!
q9
,
~12!
where EnRl is the energy used in the LMTO expansion. In
this case the real-space Green’s function matrix Gg is ob-
tained from g by the LMTO transformation theory24 and the
relevant equations for the present implementation may be
found in Ref. 31. Finally, the sum of the one-electron ener-
gies may be obtained from
EEFdEENR~E !5(
R
(
L
~EnRlmRLL
00 1mRLL
10 ! ~13!
and we have the necessary information to calculate the total
energy ~6!.
A direct solution of the Kohn-Sham equations in the con-
ventional formulation ~1! using a basis with NL orbitals per
atom requires the solution of an eigenvalue problem of order
N3NL , the computational effort of which scales approxi-
mately as O(N3). Similarly, a direct solution of the Kohn-
Sham equations in the Green’s function formulation ~7! re-
quires the inversion of matrices @P2S# also of order N3NL
and the computational effort again scales approximately as
O(N3). Hence, so far we have gained nothing in terms of
computational efficiency relative to the conventional formu-
lation.
At this stage we note that it is only the site-diagonal block
GRR
g ~or gRR! of the Green’s function matrix that is required
in the construction of the key quantities, i.e., electron density
and total energy, through the energy moments of the state
density ~12!. It follows that if there exists a procedure
whereby only GRR
g may be calculated without the inversion
of the complete Green’s function implied in Eq. ~7!, one has
sufficient information for the LDA self-consistency proce-
dure.
C. ON , local interaction zone, and effective medium
The experience gained in the application of real-space
cluster methods in electronic structure calculations shows
that for a large cluster the properties of an atom deep inside
the cluster are very close to those given by band structure
methods. This suggests that the electron density and the den-
sity of states on a particular atom within a large condensed
system may be obtained with sufficient accuracy by consid-
ering only the electronic multiple scattering processes in a
finite spatial region centered at that atom. As a result, one
may introduce the concept of a local interaction zone applied
by Nicholson et al.19,20 in the framework of the locally self-
consistent multiple scattering ~LSMS! method and later by
Abrikosov et al.21 in their preliminary account of the present
work. The latter authors also introduced the concept of an
effective medium, which we shall now describe.
Let us choose a reference system, which we will call the
effective medium, by placing effective atoms on the lattice
underlying the original supercell shown in Fig. 1. The effec-
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tive atoms are represented by their potential functions P˜R ,
which on the average describe the properties of the original
system as close as possible, and their Green’s function g˜ may
be obtained from P˜R and the structure constants S˜ of the
underlying lattice by solving Eq. ~7! in the conventional
manner. Since the effective medium constructed in this way
has the full symmetry of the underlying lattice and may be
specified by a small unit cell containing N˜ effective atoms,
the corresponding matrix inversion problem is only of order
N˜3NL . Hence the computational effort of constructing the
effective medium, which scales as O(N˜3), may be neglected
in the limit N@N˜ .
Following Nicholson et al.,19,20 we now surround an atom
at site R by M21 neighboring atoms, forming an M -atom
local interaction zone. However, instead of solving the local
multiple scattering problem directly, as it is done in the
LSMS method, we embed each local interaction zone in the
effective medium constructed above. The procedure is illus-
trated in Fig. 2. As a result, the Green’s function for the LIZ
is now given by the Dyson equation, which for the Green’s
function matrix gRR at the central site R may be written as
gRR5g˜RR1 (
R851
M
g˜RR8~P
˜
R82PR8!gR8R , ~14!
where the sum runs over the M atoms in the LIZ.32 Note that,
although the entire Green’s function matrix gR8R does not in
general correspond to that of the system under consideration,
the site-diagonal block gRR will approach that of the real
atom at R for a sufficiently large LIZ. In this sense gRR will
be locally self-consistent. The matrix problem in Eq. ~14! is
of order M3NL and the computational effort scales as
O(M 3), which upon a judicious choice of the effective me-
dium may be considerably reduced relative to the conven-
tional O(N3) procedure ~7!.
Since it is only the site-diagonal blocks of the Green’s
function matrix that are needed to determine the charge den-
sity, the one-electron potential, and the total energy of the
supercell, we may now devise the following O(N) method.
Calculate gRR for a particular atom in the supercell by form-
ing the associated LIZ and solving Eq. ~14!. Then move to a
different atom and repeat the procedure. Continue until the
atoms in the supercell have been exhausted. Thereby, the
solution of the Kohn-Sham equations ~7! for the entire
N-atom system is decomposed into N independent problems.
The procedure is clearly one way to calculate the site-
diagonal blocks of the Green’s function matrix for the entire
N-atom system without calculating a large number of unim-
portant off-diagonal elements and without introducing ap-
proximations such as the diagonal disorder model.
The computational effort of the complete procedure scales
as O(NM 3) and we expect the size of the elementary com-
putational problem connected with the LIZ, i.e., M , to de-
pend on the atomic species, the underlying lattice, but not on
N . We note that the N elementary problems are independent
of each other and that the algorithm therefore is ideal for
implementation on massive parallel computers.
D. Choice of effective medium
Provided one applies a sufficiently large LIZ, the local
interaction-zone concept does not include any new approxi-
mations in the solution of the KKR-ASA equations ~7! and
the introduction of an effective medium may be seen as a
device to reduce the size of the LIZ as much as possible.
Since the Dyson equation is exact, there exists a number of
different choices for the effective medium, all of which will
lead to the same solution to Eq. ~7! but have different con-
vergence properties in real space. One may therefore try to
find an effective medium that is localized in the sense that
g˜RR8!1 for R8 outside the smallest possible LIZ centered at
R; and in that case the summation in Eq. ~14! may be trun-
cated at a very small M value. However, there exists a mini-
mum length D that is the range over which a perturbation,
such as a single impurity in an ideal host28,26,29,33 or an
interface,34–38 makes its presence felt, and this ultimately
determines the size of the LIZ that may therefore be larger
than the range over which g˜RR8 is localized. We discuss this
issue in Sec. II E.
In choosing an effective medium we try to satisfy three
criteria. First, we look for an effective medium with scatter-
ing properties as viewed by from the central atom of the LIZ
as close as possible to those of the supercell system at the
shortest possible distance. Second, the Green’s function of
the effective medium must be localized in real space at the
range of the screening length D of a perturbation in the po-
FIG. 2. Main idea of the LSGF method. In ~a! we show effective
atoms distributed on the same underlying lattice as the atoms of the
original system in Fig. 1. The local interaction zone around site i ,
embedded in the effective medium, is shown in ~b!. In ~c! the LIZ is
moved to another site j and it will be moved through all the sites of
the supercell. Note that the distribution of atoms in the LIZ is es-
sentially the same as in the original system and we make use of the
periodic boundary conditions when forming the LIZ for the atoms
close to the boundaries of the supercell. The size of the LIZ can be
different, as shown in ~d!, and it depends on the types of the atoms
constituting the alloy, on the degree of order, etc., but not on the
size of the supercell. See the text for a complete discussion.
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tential energy. Finally, we require the effective medium to be
as simple as possible, i.e., a single site.
If we consider the trivial example of a monatomic solid
with a Bravais lattice, e.g., fcc Cu, one may immediately
specify a perfect effective medium. We simply identify the
effective atoms with the host Cu atoms, and in this case a
LIZ with M51, i.e., a single-site LIZ including only the
atom at R , is sufficient for an exact solution of the electronic
structure problem. If, on the other hand, we consider an or-
dered or partially ordered intermetallic compound, e.g., NiAl
in the B2 structure, there are at least two obvious choices for
the effective medium. First, one may view the compound as
a distribution of atoms on the underlying B2 lattice with two
types of effective atoms, one for the a ~i.e., Ni! sublattice
and another for the b ~i.e., Al! sublattice. This will, by defi-
nition, lead to a single-site LIZ, essentially as in the previous
case of a pure element. However, the effective medium itself
becomes more complicated because the unit cell of the un-
derlying lattice consists of two atoms. Alternatively, one
may view the compound as a distribution of atoms on an
underlying bcc lattice with one type of effective atom that
must be defined as some kind of ‘‘average’’ atom.
The last example leads us to the well-known alloy prob-
lem with its hierarchy of single-site approximations for the
effective medium increasing in accuracy from the virtual
crystal approximation over the average t-matrix approxima-
tion ~ATA! to the coherent potential approximation ~CPA!.39
All of these approximations may be used to generate the
effective medium, and we will specifically compare the nu-
merical results obtained with the ATA and CPA effective
media in Sec. VI B. From the experience gained in the study
of alloys one expects the CPA to lead to the fastest conver-
gence with respect to the size of the LIZ, at least for com-
pletely random alloys. In fact, the CPA effective medium
fulfills all three criteria listed above and in particular gives a
very good description of the scattering properties of a com-
pletely random alloy, whereby the central atom of the LIZ
starts to ‘‘see’’ the effective medium as the real system as
soon as an interchange of alloy components on the lattice
sites becomes unimportant. This should be contrasted with
the conventional O(N) schemes where the central atom does
not see anything beyond its own LIZ. Finally, the CPA
Green’s function decays, apart from an oscillating factor, ex-
ponentially as R21e2R/l, where l is the mean free path,40 and
the CPA effective medium is a single site.
Our original goal is to calculate the total energy of N
atoms in a supercell. Although this supercell may contain
atoms of, for instance, only two types, say A and B , all the N
atoms will in general be inequivalent due to differences in
their local environment. These differences are completely ig-
nored in the two component CPA, but may to some extent,
restricted by the single-site approximation, be accounted for
in the framework of the multicomponent generalization. For
example, Johnson and Pinski employed this idea in their
charge-correlated CPA.41 Here we will define the effective
medium to be used in the embedding of the LIZ as that given
by the CPA for a multicomponent and, if necessary, multi-
sublattice alloy. The number of components at each sublat-
tice will be equal to the number of equivalent positions in the
supercell formed from the underlying lattice, i.e., in the sim-
plest case of a monatomic underlying lattice each atom in the
supercell is considered to be a component of an N-atom al-
loy. On the other hand, in the B2 alloy mentioned above
there will be Na5 12 N components in the alloy formed by the
sites of the a sublattice and Nb5 12 N components in the alloy
formed by the b sites. We thereby assume that the atoms are
randomly distributed on their sublattices and neglect the fact
that they occupy definite positions in the system. The differ-
ence between different atoms ~or alloy components! will en-
ter through their one-electron potentials.
To determine the potential functions for the effective at-
oms and the Green’s function of the effective medium one
must solve the following system of coupled single-site equa-
tions for the a sites in the unit cell of the underlying
lattice:31,42
g˜aa5~VBZ!21E
BZ
dk$@P˜2S~k!#21%aa ,
gRa
0 5g˜aa1g˜aa~P˜a2PR!gRa
0
,
g˜aa5~Na!21 (
RPa
gRa
0
, ~15!
and similarly for the b sites. Here VBZ is the volume of the
Brillouin zone of the underlying unit cell and the integration
is over the corresponding Brillouin zone. An efficient tech-
nique to solve these equations is discussed in the Appendix.
It is important to note that the Green’s function gRa
0 de-
fined in Eq. ~15! is not equal to the desired Green’s function
gRR because the former is determined by the solution of the
single-site Dyson equation while the latter is the site-
diagonal block of the Green’s function matrix determined by
the cluster, non-single-site Dyson equation ~14! for the LIZ.
Consequently, the LSGF method with the CPA effective me-
dium must not be considered as a simple generalization of
the CPA, such as the molecular CPA. In the present context
the effective medium is used only to improve the conver-
gence in real space, i.e., reduce the size of the local interac-
tion zone. Hence it is unimportant whether or not the effec-
tive medium describes the average alloy properties exactly
because a slightly larger LIZ may compensate for the inac-
curacy. In addition, by keeping our effective medium a
single site we obviously also keep the correct analytical
properties of all the Green’s functions involved in the LSGF
technique, i.e., the effective medium Green’s function and
those for the LIZ.
E. Relation to interatomic interactions
The properties of the effective medium are not the only
factors that determine the real-space convergence of a total
energy calculation. In fact, it has been shown by Gunnarsson
et al.26 for the impurity case that to obtain an accurate
change in the total energy upon the introduction of an impu-
rity at a particular site one must sum only over the sites
where the potential is perturbed. Although this range is
smaller than the range of the perturbation of the wave func-
tions, it may be larger than the localization range of the
effective medium and thereby effectively determine the size
of the LIZ. Here we demonstrate that the convergence of the
total energy in the LSGF method is also governed by the
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potential and that the size of the LIZ may be estimated from
the range of the effective interatomic interactions. To do so
we will apply a simplified model that, however, reflects the
basic features of the physics outside of the effective medium
and the LIZ concept.
Let us first consider a pure element in an ideal crystal
lattice and assume that the total energy of a crystal with N
sites may be written
E tot5(
i51
N
e i , ~16!
where e i is the energy of the atom at the ith site, which in
turn may be defined in terms of the interatomic potentials as
e i5v i
~1 !1
1
2 (jÞi v i j
~2 !1
1
3! (jÞi;kÞi , j v i jk
~3 !1••• . ~17!
Here v i
(1)
, v i j
(2)
, and v i jk
(3) are the on-site interaction, pair
potential, and three-body potential acting among atoms at
sites i , j , and k and all summations run over the entire crys-
tal. Without loss of generality we may assume that all many-
body potentials starting from three-body terms vanish. At
least they normally fall off much faster with distance than
the pair potentials.
Similar to the LSGF method, we introduce a LIZ around
each atomic site and inside this LIZ we have the real atoms
of the system and outside we place effective atoms. If the
LIZ includes n coordination shells, the energy of the central
atom in each LIZ is given by
e i
~n !5v i
~1 !1
1
2 (j51
n
mjvj1
1
2 (j5n11
`
mjv˜j , ~18!
where vj[v i j
(2) with j in the jth coordination shell, v˜j is the
pair potential between the real atom at i and an effective
atom in the jth coordination shell, and mj is the coordination
number. Therefore, an increase in the size of the LIZ by one
coordination shell, i.e., from n to n11, will cause the energy
of each atom in the crystal to change by
d i
~n11 !5e i
~n11 !2e i
~n !5
mn11
2 ~vn112v
˜
n11!. ~19!
This is illustrated in Figs. 2~b! and 2~d!, where the LIZ of
two different sizes centered at the same site of the supercell
are shown. Note that the regions inside the first shell of near-
est neighbors and outside the second shell are the same in the
two figures. Thus the only difference is found in the second
shell, where the effective atoms in Fig. 2~b! are replaced by
real atoms in Fig. 2~d!.
Equation ~19! shows that the convergence of the total en-
ergy with respect to the size of the LIZ is completely deter-
mined by the difference between the effective medium and
the real system: The closer the effective medium is to the
real system, the better the convergence. This means in par-
ticular that if one chooses a reference system with localized
interatomic interactions for which v˜j50 starting from any
coordination shell, one would in fact not achieve fast real
space convergence because in this case the convergence is
governed by the bare interatomic potentials v(r). For simple
metals these potentials are estimated in pseudopotential
theory and they usually decay very slowly, 'cos(2kFr)/r3
with distance r .43,44 For transition metals the decay of the
pair potentials may be estimated from surface calculations,38
which show that the perturbation from the surface is com-
pletely screened at distances corresponding to seven to nine
coordination shells. This agrees with the results of the LSMS
method of Wang et al.,20 in which the reference system is a
free electron gas and hence v˜j50 for all shells.
In the case of a monotomic solid the convergence of the
present LSGF method is trivial: The effective medium is the
real atom, i.e., v˜n11[vn11 , and therefore e i
(n)[e i , where e i
is the exact value ~17! of the energy of the atom on site i . To
show the convergence of the LSGF method in the case of an
alloy we consider a model alloy AcB12c with two compo-
nents under the condition that all the A atoms and all the B
atoms in the crystal are equivalent. This is, for instance, the
case for a completely ordered alloy with two type of sublat-
tices, where the local environment of all the A sites as well
as all the B sites is exactly the same. The effective medium
in the LSGF method is now the completely random alloy of
A and B atoms and therefore the change in the energy of an
A atom upon an increase in the size of the LIZ by one coor-
dination shell is
d iA
~n11 !5e iA
~n11 !2e iA
~n !
5
mn11
2 @cn11
A vn11
AA 1~12cn11
A !vn11
AB 2v˜n11
AX # .
~20!
Here vn11
AB is the pair potential between A and B atoms at the
distance of the (n11)th coordination shell, cn11A the concen-
tration of the A components in the (n11)th coordination
shell of the A atom, and v˜n11
AX the pair potential between
atom A and the chosen effective medium. If the effective
medium is exactly that of the completely random alloy then
v˜n11
AX 5cvn11
AA 1(12c)vn11AB , and if we note that for a given
atomic distribution the concentration cn11
A may be expressed
through the Warren-Cowley short-range order parameter aj
as cj
A5c1(12c)aj we find that
d iA
~n11 !5
mn11
2 ~12c !an11~vn11
AA 2vn11
AB !. ~21!
Similarly, we find the change in the total energy of atom B in
the LIZ to be
d iB
~n11 !5
mn11
2 can11~vn11
BB 2vn11
AB ! ~22!
and therefore the change in the total energy of the whole
crystal is
dE tot
n115N@cd iA
~n11 !1~12c !d iB
~n11 !#
5N
mn11
2 c~12c !an11~vn11
AA 1vn11
BB 22vn11
AB !.
~23!
We note that the last parentheses contain simply the effective
pair interactions as defined in alloy theory and therefore the
convergence of the total energy in the LSGF method in the
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case of an alloy is exactly the same as the convergence of the
effective interactions. However, it also depends on the de-
gree of the order in an alloy.
In the case of a completely random alloy all the short-
range-order parameters are zero, aj50, and it follows from
Eq. ~23! that it is sufficient to use a LIZ of only one atom,
i.e., the single-site approximation, to find the exact value of
the total energy. However, this is true only in the case where
the chosen effective medium represents the random alloy of
given species exactly, because Eq. ~23! is derived under this
assumption. In general, the condition v˜ n11
AX 5cvn11
AA
1(12c)vn11AB is not satisfied and one may only conclude
that the difference in the total energy of the completely ran-
dom alloy calculated by the LSGF method in the single-site
approximation or ‘‘exactly’’ with a sufficiently large LIZ is
given by the error in the approximation used in the definition
of the effective medium of the completely random alloy. The
numerical examples to be presented later show that the CPA
in fact gives a good description of the electronic structure of
a completely random alloy.
On the other hand, it is obvious from Eq. ~23! that the
worst possible convergence of the LSGF method should oc-
cur in a completely ordered alloy where all ajÞ0. In this
case the convergence of the total energy with respect to the
LIZ size is reached at the distance over which the effective
interactions in the system converge and the change of the
total energy of a completely ordered alloy as a function of
the LIZ size may be used as an estimate of the value of the
corresponding effective pair interactions. However, since the
Madelung potential and energy of the supercell in the LSGF
method are determined exactly and independently of the LIZ
size, such an estimate does not include the electrostatic con-
tribution to pair interactions similar to those defined in Ref.
45. Finally, we note that the electrostatic contributions are
also neglected in the generalized perturbation method
~GPM!.40,46
Concluding this section, we would like to point out that
the LSGF method gives us the opportunity not only to check
the convergence of the effective cluster interactions but also
to calculate them and in particular to calculate
concentration-dependent effective cluster interactions. This
may be done by using the idea behind the well-known
Connolly-Williams method.47 That is, we calculate the total
energies of alloys with different sets of correlation functions
but for some fixed concentrations of the alloy components
and then map these energies onto the corresponding cluster
expansion. Since these calculations are fast one may perform
a large number of them and thereby increase the accuracy of
the interaction parameters obtained. The resulting effective
cluster interactions will include not only the so-called band-
energy term as in the GPM but all contributions to the total
energy. Preliminary calculations have been carried out, but a
discussion is beyond the scope of the present paper and will
be presented elsewhere.
III. COMPUTATIONAL DETAILS
The complete self-consistent procedure of the LSGF-CPA
method may now be summarized. We start with a guess for
the charge density of all the atoms in the system. This could
be a renormalized atomic density, but we find it more effi-
cient to start from the result of a conventional CPA calcula-
tion for a random alloy with the same composition as the
supercell. We then determine the potential function for the
effective scatterers P˜ by solving Eq. ~15! and constructing
the effective medium Green’s function for the LIZ by Eq.
~10!. Note that U in Eq. ~10! is a basis vector in the unit cell
of the underlying lattice. We proceed by solving Eq. ~14! for
each R . Now the site-diagonal blocks gRR are known for all
atoms in the system and we calculate the site-decomposed
Green’s function GRL8,RL
g (z), the moments of the state den-
sity Eq. ~12!, and the new charge density Eq. ~11!. Subse-
quently, we solve Poissons equation for the electrostatic po-
tential, add the exchange-correlation potential, and repeat the
procedure until self-consistency is reached.
The actual calculations were performed by means of the
scalar relativistic LMTO method in the tight-binding repre-
sentation employing s , p , and d orbitals in conjunction with
the atomic sphere approximation.23–27 The complex integrals
were evaluated on a semi-circular contour using 16–25 en-
ergy points distributed so as to increase the sampling near
the Fermi level. Exchange and correlation were included
within the local density approximation using the Perdew-
Zunger parametrization48 of the many-body calculations of
Ceperley and Alder.49 The reciprocal space integrals were
calculated by means of 200–500 k points in the irreducible
part of the bcc or fcc Brillouin zone and the off-diagonal
elements of the effective medium Green’s function were con-
structed by means of the symmetrization technique described
in Ref. 50. An effective two-step procedure for the charge
self-consistency that speeds up the solution of the electronic
structure problem by an order of magnitude is described in
the Appendix.
IV. SUPERCELL APPROACH TO THE ALLOY PROBLEM
The efficiency of the LSGF method allows us to treat
supercells with several hundred atoms of different types.
Thereby the method is particularly suitable for the investiga-
tion of substitutional alloys over a broad spectrum of atomic
configurations ranging from random to order with arbitrary
degree of short-range-order effects. The question is now how
one performs the necessary average over all possible con-
figurations to determine the alloy properties of interest. Here
we are helped by the principle of spatial ergodicity, accord-
ing to which all possible finite atomic arrangements are re-
alized in a single infinite sample. What makes this principle
work in practice, in fact as well as the LSGF method itself, is
the fact that for a given physical property P, here the site-
diagonal block of the one-electron Green’s function matrix
for each atom in the supercell, all the correlations in the
atomic distribution become unimportant at some distance
and hence the sample may be chosen finite.
The principle may be formulated more explicitly in terms
of correlation functions P f , which are the Gibbs averages of
the products of site occupation numbers in a particular geo-
metrical configuration of sites, or a figure f . In the case of
binary alloys it is convenient to determine the correlation
functions as the product of spin variables si taking on values
11 and 21 depending on whether site i is occupied by one
or the other component, i.e.,
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P f5^sis j•••sk& f . ~24!
It was shown by Sanchez et al.51 that any measurable prop-
erty P of the system may be rigorously expanded in terms of
the ensemble averages of the correlation functions ~24!
P5(f P f p f , ~25!
where summation runs over all possible figures. The coeffi-
cients p f in the expansion ~25!, which are, for instance, the
effective cluster interactions if P is the total energy, are usu-
ally nonzero only for some finite set of figures of nearest
sites. This means that P is only sensitive to the atomic dis-
tributions inside the figures f for which p fÞ0, and to deter-
mine the quantity P corresponding to the ensemble average
values of P f one may simply design a finite N-atom periodic
structure, the distinct correlation functions P˜ f of which are
equal to the ensemble average P f for all the figures for
which p fÞ0. For all other figures the condition P˜ f5P f may
be not satisfied, but this cannot influence the physical prop-
erty P.
The approach described above is the so-called special
quasirandom structure ~SQS! method suggested by Zunger
et al.52 and applied in the framework of conventional band
structure techniques. Because of the problem with O(N3)
scaling, only a few SQS’s with N<32 have been considered
for fcc and bcc lattices for two concentrations, 50% and
25%, and for a completely random atomic distribution inside
the first few coordination shells. The LSGF method allows
us to calculate systems with up to 500 atoms even on a
moderate workstation. With such a number of atoms in the
supercell one may consider practically any random alloy
composition with fixed correlation functions up to the sixth
shell. Of course, the value of the concentration may only be
rational fractions with an accuracy of 1/N , but for many
alloy problems such an accuracy is quite reasonable.
To generate a supercell with required correlation func-
tions, we make use of a Metropolis-like algorithm. The Nk
correlation functions that we want to match determine a vec-
tor j in an Nk-dimensional space. Starting from an arbitrary
initial configuration corresponding to some vector j8, a par-
ticular pair of atoms of different kind, chosen at random, is
considered and a vector j 9 corresponding to an exchange of
the two atoms is calculated. If the distance in the
Nk-dimensional space between j 9 and j is less than the dis-
tance between j8 and j, the exchange is accepted; otherwise
the initial configuration is kept. The procedure is repeated
until we have generated a configuration sufficiently close to
the one required. We point out that the manner in which the
substitutional alloys are constructed is independent of the
LSGF method itself. The former is a statistical problem,
while the latter is a method to solve the electronic structure
problem for a given supercell with a given atomic distribu-
tion.
V. NUMERICAL ASPECTS
A. Convergence with respect to the size of the supercell
Within the special quasirandom structure approach the
question is how large the supercell has to be for the LSGF
method to yield converged total energies. Here we show that
in the case of a supercell with specified correlations the pa-
rameters that determine the convergence with respect to the
size of the supercell are the correlation functions up to the
range of nonzero effective cluster interactions. To do so, we
choose two fcc alloys, Cu50Zn50 and Cu75Au25 , where the
most important effective interactions are those of the first
coordination shell as discussed in Sec. II E. This means, as
discussed in Sec. IV, that to model a completely random
alloy in these systems it is sufficient to consider a small
supercell and that an increase in system size will leave the
total energy unchanged.
In Fig. 3 we present the calculated total energy of random
fcc Cu50Zn50 and Cu75Au25 alloys as a function of the num-
ber of atoms in the supercells. These supercells are con-
structed to have zero correlation functions for the first and
second coordination shells, while the correlation functions
for the following coordination shells are allowed to be arbi-
trary. In fact, they turn out to be close to those of the random
alloy due to the initial random mixing of atoms. We find that
converged results are obtained with a LIZ of one shell of
nearest neighbors for the Cu-Zn alloy, corresponding to 13
atoms in the LIZ, and with a LIZ of two shells of nearest
neighbors for the Cu-Au alloy, corresponding to 19 atoms in
the LIZ. When the number of atoms in the supercell subse-
quently is changed for a fixed number of atoms in the LIZ
we find for both alloys that the total energy of the supercell
with only 32 atoms is within 0.1 mRy of the result for su-
percell with 256 atoms. Since the distributions of atoms in
the different supercells are by construction different, these
results confirm the SQS approach to the averaging problem
described in Sec. IV.
B. Timing of the LSGF method
As already discussed in Sec. II C, the computational effort
of the LSGF method is expected to scale as O(N). That this
FIG. 3. Total energies of random fcc Cu50Zn50 ~circles! and
Cu75Au25 ~squares! alloys calculated by the LSGF-CPA method
relative to the energy of the corresponding ordered phase ~L10 for
Cu-Zn and L12 for Cu-Au! as a function of the number of atoms in
the system. The energies for the ordered phases were calculated by
the conventional LMTO-GF method. The Wigner-Seitz radii RWS
52.70 a.u. ~Cu-Zn! and 2.80 a.u. ~Cu-Au! were used for both the
ordered and random alloys. The LIZ consists of one and two shells
of nearest neighbors for the Cu-Zn and Cu-Au systems, respec-
tively.
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is indeed true is illustrated in Fig. 4, where we plot the com-
puter time per LSGF iteration as a function of the size of the
supercell for the fcc Cu50Zn50 alloy. In these calculations we
used a LIZ consisting of only one shell of nearest neighbors,
which is sufficient for convergence in the LIZ size. However,
an increase in the size M of the LIZ leads only to an increase
in slope, reflecting the O(M 3) prefactor in the scaling, but
does not influence the linear behavior seen in Fig. 4. To
make the computer time-scale machine independent we have
normalized the time per LSGF iteration to that of a conven-
tional CPA iteration. It is worth mentioning that not only do
we find a linear increase in the computational effort with
increasing system size, but we also find that in the limit of a
small supercell the LSGF to CPA time ratio approaches
unity. In fact, the absolute time per LSGF iteration is quite
reasonable even though we have used only a moderately ef-
ficient work station. Note that, due to the efficient ‘‘two-
step’’ iteration procedure described in the Appendix, we do
not need more than 10–20 iterations to reach 1026 Ry con-
vergence.
To implement an O(N) method one typically introduces
extra computational steps, which for small supercell sizes
make the method less efficient than the conventional O(N3)
method. The question is therefore at which cell size the
crossover occurs. As we shall see, the LSGF method may in
favorable cases, depending on the kinds of atoms in the sys-
tem, be as efficient as conventional techniques already for
one atom per unit cell. To analyze the question we have
performed a series of test calculations, but before we discuss
these in detail we point out that the comparison we make
obviously is computer-code dependent simply because the
codes even for the same LMTO method have slightly differ-
ent efficiencies. To represent a conventional band structure
program we have used the LMTO Green’s-function ~GF!
method described in Ref. 31, which allows us to treat or-
dered compounds and random alloys, in the framework of
the CPA, on an equal footing. Due to a two-step iteration
procedure, this code is approximately as efficient as the con-
ventional LMTO code in the Hamiltonian formulation.27
If we neglect that part of the LSGF problem that is con-
nected with the determination of the effective medium ~see
Sec. II D!, the computer time for the LSGF and the
LMTO-GF method may be written as
tLSGF5aNM 3 ~26!
and
tLMTO-GF5bKN3, ~27!
respectively, where a,b are proportionality constants, N is
the number of atoms in the system, M is the size of the LIZ,
and K is the number of k points in the Brillouin zone for the
supercell. The latter may decrease with increasing N , so for
a while the scaling of the LMTO-GF technique is in fact
O(N2) rather than O(N3). However, we do not believe that
K should be much smaller than 10 and therefore assume the
estimate
K5
300
N 110. ~28!
From our test calculations we have determined a/b;1/5,
which together with Eqs. ~26!–~28! leads to the following
estimate for the number of atoms Nmin in the supercell for
which the LSGF method becomes more efficient than the
LMTO-GF method:
Nmin5A2251M 3/50215. ~29!
Values for Nmin as a function of the LIZ size M are listed in
Table I for the fcc structure. The calculations to be presented
in Sec. VI show that we need to include at most three to four
coordination shells in the LIZ to obtain a total energy with an
accuracy of 0.1 mRy. It therefore follows from Table I that if
we need a 100-atom supercell we are always in the regime
where the LSGF method is substantially more efficient than
conventional band structure calculations.
In the analysis presented above we did not consider the
use of a parallel computer. It is in fact not easy to create
efficient parallel algorithms for conventional band structure
methods because the only obvious choice is a parallelization
in k points and when a minimal number of such points is
used the application of parallel computers becomes ineffi-
FIG. 4. Elapsed time for the LSGF-CPA calculations for a ran-
dom fcc Cu50Zn50 alloy with the Wigner-Seitz radius RWS
52.70 a.u. as a function of the number of atoms in the system. Two
time scales are used. The left axis shows the time per LSGF-CPA
iteration normalized to that of the conventional LMTO-CPA
method and the right axis denotes real time in seconds per iteration.
The local interaction zone consists of one shell of nearest neighbors
~13 atoms!.
TABLE I. Estimated number of atoms in the supercell Nmin at
which the LSGF method becomes more efficient than the
LMTO-GF method as a function of the number of atoms M in the
local interaction zone for a fcc underlying lattice.
Number
of shells M Nmin
0 1 1
1 13 2
2 19 4
3 43 28
4 55 45
5 79 86
6 87 101
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cient. In contrast, the LSGF method allows for an efficient
parallelization in the sites of the supercell, exactly as in the
LSMS method. This point has been thoroughly discussed by
Wang et al.20
VI. RESULTS AND DISCUSSION
In this section we discuss several aspects of the LSGF
method on the basis of calculations for a number of suitably
chosen alloy systems. In particular, we discuss the two cen-
tral concepts: the local interaction zone and the effective me-
dium.
A. The local interaction zone concept: Ordered B2 NiAl alloy
As stated in Sec. II C, the concept of a local interaction
zone is based on the suggestion that the site-diagonal blocks
of the Green’s function or, equivalently, the local density of
states ~DOS! for a particular atom within a large condensed
system may be obtained by considering only the electronic
multiple scattering processes in a finite spatial region, the
LIZ, centered at that atom. In Fig. 5 we illustrate how well
the concept works by comparing the DOS calculated for an
ordered B2 NiAl alloy by means of the LSGF-CPA method
for different LIZ sizes with the result of a conventional
LMTO-GF calculation. The underlying lattice in the LSGF
calculations is bcc and the NiAl system is chosen because it
exhibits the slowest convergence with LIZ size among all the
alloys we have considered so far.
We observe in Fig. 5 that a single-site LIZ, i.e., a LIZ
consisting of only the central atom and zero shells of nearest
neighbors, leads to a qualitatively incorrect electronic struc-
ture. In fact, we obtain a DOS with a two-peak structure
typical of a random bcc alloy. This is not surprising because
in the single-site approximation the electronic spectrum re-
flects mainly the properties of the effective medium, which is
an effective medium for a random alloy. In contrast, the
DOS calculated by the LMTO-GF method, which is the con-
verged result, has a pronounced peak positioned in a valley
between the two random alloy peaks. If we now include the
first shell of nearest neighbors in the LIZ, the LSGF-CPA
DOS shows a single-peak structure in much better agreement
with the LMTO-GF calculations. As the size of the LIZ in-
creases the agreement between two methods gradually im-
proves to the extent that for five shells of nearest neighbors
the density of states calculated by the LSGF-CPA is well
converged.
The relatively slow convergence of the density of states
with respect to the size of the LIZ may be contrasted with the
convergence of the total energy for the B2 NiAl alloy shown
in Fig. 6. In the case of the ordered atomic distribution only
the single-site LSGF-CPA result is more than 20 mRy in
error and already from a one-shell LIZ the difference is less
than 1 mRy/atom. This result reflects the variational prin-
ciple, which ensures that the total energy converges over a
length scale determined by the perturbation of the
potential.26 As discussed in Sec. II E, this length scale may
FIG. 5. Density of states for the ordered B2 NiAl alloy calcu-
lated by the LSGF-CPA method with different numbers of neigh-
boring shells included in the LIZ. LIZ50 corresponds to the single-
site LIZ. The fully converged density of states calculated by the
conventional LMTO-GF technique is also shown in each panel as a
full line.
FIG. 6. Total energies of ordered ~B2 structure, squares! and
random ~circles! bcc Ni50Al50 alloys (RWS52.65 a.u.) as a function
of the number of neighboring shells included in the local interaction
zone. Values obtained by the LSGF-CPA ~filled symbols! and by
the LSGF-ATA ~open symbols! calculations are shown together
with the reference calculations presented as a dashed line ~LMTO,
ordered sample! and a dot-dashed line ~LMTO-CPA, random
sample!. The LSGF calculations for the random alloy have been
performed for a supercell with 128 atoms. The LMTO-CPA calcu-
lations employed the screened impurity model ~SIM! ~Ref. 53! to
account for the large charge transfer effects in NiAl alloy, and a
prefactor b50.6 was used.
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be estimated from the decay of the effective pair interactions
and is quite dependent on the atomic species forming the
alloy. In contrast, the density of states does not obey a varia-
tional principle and the convergence may be much slower
than that of the total energy.
The total energy of a random distribution of 50% Ni and
50% Al atoms on the bcc lattice of a 128-atom supercell
converges even faster than that of the ordered alloy; see Fig.
6. We notice that the large and negative ordering energy in
the NiAl alloy is correctly reproduced. Further, our result for
the random alloy is in good agreement with that obtained by
the LMTO-CPA method in conjunction with the screened
impurity model ~SIM! CPA using a prefactor b50.6.53,42
The SIM allows us to account approximately for the charge
transfer effects that are neglected in the conventional CPA,
but of course correctly included in the LSGF-CPA calcula-
tions. Finally, we observe in Fig. 6 that the total energy of
the random alloy is very well reproduced already for a
single-site LIZ. This confirms our expectation that the CPA-
like effective medium is a particularly good choice, at least
for a random alloy.
B. Use of different effective media
The second important component of the LSGF method is
the effective medium, the role of which is to reduce the size
of the LIZ by improving the boundary condition for the finite
region where the multiple scattering problem is solved ex-
actly. This means, in particular, that LSGF calculations with
different effective media must converge to the same result
but with different LIZ sizes. This is illustrated in Fig. 6,
which includes results obtained by an ATA effective me-
dium constructed by assuming that the potential function P˜a
for the effective scatterers on the a sites is given by the
average
P˜a
215~Na!21 (
RPa
PR
21
, ~30!
with a similar expression for the potential function on the b
sites. Hence we do not solve Eqs. ~15! but obtain the Green’s
function for the effective scatterers from P˜2S.
One may see in the figure that for the five-shell LIZ the
two different effective media give essentially the same re-
sults for both the ordered and the random phases. However,
the results obtained by the LSGF-CPA are somewhat more
stable and converge faster than those of the LSGF-ATA. In
particular, the total energy of the random alloy for the single-
site LIZ and the ATA effective medium is substantially
smaller than that obtained by the CPA effective medium.
Note that the time one needs to solve the CPA equations ~15!
is not a dominant part of the calculations and one does not
save a substantial amount of time by substituting the CPA
effective medium by the ATA effective medium, especially
when the LIZ is large. In fact, the decrease of the LIZ size
one may obtain within the LSGF-CPA compared to the
LSGF-ATA will more than compensate for the time spent in
solving the CPA equations.
In the case of bcc NiAl, for instance, it is sufficient to use
a LIZ of one shell of nearest neighbors and the CPA effec-
tive medium if the accuracy one is interested in is of the
order of 1 mRy ~or about 2% of the ordering energy!. At the
same time within the LSGF-ATA one has to go to two or
three shells of nearest neighbors to obtain the same accuracy.
Of course, one may save a little time by applying the ATA
effective medium for the five-shell LIZ if higher accuracy is
needed. However, in that case there is a better way to solve
the problem, and we will illustrate this by the example of the
off-stoichiometric partially ordered bcc Ni~Ni9.375Al90.625! al-
loy.
When there is an excess of Ni atoms in a partially ordered
B2 NiAl alloy these atoms are known experimentally to oc-
cupy Al sites, while the Ni sublattice is completely ordered
and occupied only by Ni atoms. As we have already men-
tioned in Sec. II D, to deal with such a system we have two
possible choices for the underlying lattice. Either we con-
sider it as a bcc lattice with just one atom per unit cell or we
treat it closer to the real situation, namely, as a B2 lattice
with two different sublattices and, of course, two types of
effective atoms. By definition a single-site LIZ will suffice
for ordered NiAl. In Fig. 7 we show how the total energy of
partially ordered Ni~Ni9.375Al90.625! converges with respect to
the size of the LIZ for the bcc and B2 effective medium. It is
clearly seen that by making the effective medium slightly
more complicated the size of the LIZ is substantially reduced
and we obtain an accurate result already for a single-site LIZ.
It is also seen that for a larger LIZ the two effective media
lead to the same result.
The examples in this section demonstrate the possibility
to vary the effective medium to suit the problem at hand and
in particular to minimize the size of the LIZ and thereby the
computational effort. The examples also demonstrate that the
final results are independent of the choice of effective me-
dium, as should be the case.
C. Total energy calculations for a general atomic distribution:
Rh-Pd alloy
To illustrate the possibility to calculate accurate total en-
ergies for systems with any distribution of atoms on the un-
FIG. 7. Total energy of a partially ordered B2 Ni~Ni9.375Al90.625!
alloy ~RWS52.65 a.u., 128 atomic supercell! as a function of the
number of neighboring shells included in the local interaction zone.
Values obtained by the LSGF-CPA calculations with effective at-
oms of one kind placed in a bcc underlying lattice ~filled circles!
and with effective atoms of two kinds placed in a B2 underlying
lattice ~open squares! are shown. The reference energy Ere f is the
converged result ~five shells! for the B2 effective medium.
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derlying lattice by means of the LSGF-CPA method we have
performed self-consistent calculations for the fcc Rh50Pd50
alloy with three different atomic configurations: completely
ordered in the L10 structure, completely random, and segre-
gated. We have considered a supercell with 144 atomic sites,
periodic boundary conditions, and the atomic distributions
shown in Fig. 8. In setting up a particular atomic distribution
we have specified the first five Warren-Cowley short-range-
order parameters a i , ~Ref. 40! according to the values in
Table II. In particular, for the segregated sample shown in
the lower panel of Fig. 8, a i is positive up to the fifth shell,
indicating good phase separation. The results of the LSGF-
CPA calculations are then compared with those of the
LMTO Green’s function method for an ordered sample, as
well as with LMTO-CPA results for the random samples.
We expect the CPA to give reliable total energies for Rh-Pd
alloys independent of the value of the prefactor b used in the
screened impurity model because the charge transfer in this
system is very small. Finally, the segregated sample is made
up from four ~010! layers of pure Rh and four ~010! layers of
pure Pd and its total energy may be calculated not only by
the LSGF method but also by the interface Green’s function
technique.37
In Fig. 9 we show the total energies of the three samples
as a function of the number of neighboring shells included in
the LIZ. In agreement with the experimental phase diagram
for the Rh-Pd system, which has a miscibility gap, we find
the segregated sample to have the lowest total energy. Then
follows the random alloy, and the ordered phase has the
highest total energy. The excellent real-space convergence of
the LSGF-CPA method may again be judged from Fig. 9.
We observe that already for the LIZ that includes just one
shell of nearest neighbors, i.e., 13 atoms, the total energies
are converged to within 0.5 mRy, and for four shells the
difference between the LSGF method and the reference cal-
culations, i.e., bulk LMTO and interface Green’s function
technique, is below 0.1 mRy. The difference between the
LSGF and CPA calculations is expected to be larger, and as
a matter of fact one may judge the accuracy of the latter
rather than the former from this comparison.
We note that the LSGF method allows us to obtain reli-
able total energies for systems that normally would have
been treated by three different techniques, e.g., the bulk
LMTO, the LMTO-CPA, and the interface LMTO Green’s
function techniques. Moreover, the LSGF method allows us
to consider any atomic distribution on the underlying lattice.
Therefore, the total energy of a large class of important alloy
systems may be treated on the same footing by means of a
single computational technique thereby adding to the faith in
the results.
In Fig. 9 one observes a stepwise behavior of the total
energy as a function of the LIZ size for the ordered and the
FIG. 8. Three different distributions of Rh ~dark gray! and Pd
~light gray! atoms in an equiatomic fcc Rh-Pd alloy. The ordered
sample ~L10 structure, top!, the random sample ~middle!, and the
segregated sample ~bottom! were constructed on the fcc underlying
lattice for the 144-atom supercell. The values of the short-range
order parameter for each of these structures are given in Table II.
TABLE II. Warren-Cowley short-range-order parameters a i for
the first five shells in three fcc Rh-Pd samples shown in Fig. 8.
Sample
a i , i51 – 5
1 2 3 4 5
ordered, L10 21/3 1 21/3 1 21/3
random 0 0 0 0 0
segregated 2/3 2/3 1/3 1/3 1/3
FIG. 9. Total energies of ordered ~L10 structure, squares!, ran-
dom ~circles!, and segregated ~triangles! fcc Rh50Pd50 alloys ~RWS
52.92 a.u.) as a function of the number of neighboring shells in-
cluded in the local interaction zone. Supercells are shown in Fig. 8.
Values obtained by the LSGF-CPA method are shown by filled
symbols and full lines. The energies obtained by the reference cal-
culations are shown by a dashed line ~LMTO, ordered sample!, a
dotted line ~LMTO-CPA, random sample!, and a dot-dashed line
~interface Green’s function technique, segregated sample!.
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segregated samples. Thus the change in the total energy is
largest when we include the first shell of neighbors, almost
zero when we include the second and the fourth shells, and
slightly nonzero when we include the third shell. This con-
vergence behavior of the LSGF-CPA method may be de-
scribed in terms of the effective pair interactions discussed in
Sec. II E. In the present Rh-Pd alloy system Wolverton
et al.54 found effective pair interactions that were appreciable
for the first and third coordination shells but small for the
second and fourth shells, in complete agreement with the
convergence pattern shown in Fig. 9. This is not a coinci-
dence and in all the cases considered in the present paper we
find that the convergence in terms of the LIZ size follows the
range of the effective pair interactions.
One also observes in Fig. 9 that the total energy of the
random sample, as in the case of the Ni-Al alloy, converges
faster than for the ordered and segregated samples, indicating
that the CPA effective medium in fact forms a perfect rep-
resentation of the average of a random atomic distribution.
Finally, when we compare only the ordered and the segre-
gated samples we observe that these two samples exhibit
similar convergence properties with respect to the size of the
LIZ. This means that we do not have to test the convergence
for each new atomic distribution but only for, e.g., the or-
dered sample.
D. Convergence in real space: Ordering energies of alloys
In Fig. 10 we present convergence tests for different alloy
systems, fcc Cu75Zn25 , Cu75Au25 , Cu50Au50 , Ni75Al25 , and
bcc Li50Mg50 and W50Al50 . Here we have calculated the
total energy of two phases, the random and the simplest or-
dered phase for a given concentration, i.e., L12 or L10 for
the fcc alloys and B2 for the bcc alloys. In addition to the
LSGF calculations, the ordered samples have also been
treated by the LMTO-GF technique and the energies ob-
tained in the latter calculations serve as reference.
In Fig. 10 it is seen that already for a single-shell LIZ all
alloys, except W-Al, are converged to within 1 mRy. More-
over, in Sec. V B it is shown that the LSGF technique is
most efficient when the size of the LIZ does not exceed three
or four shells of nearest neighbors for the fcc underlying
lattice and five shells for the bcc underlying lattice. For
LIZ’s of these sizes we see in the figure that the total energy
for all alloy systems including the ordered samples are con-
verged to within 0.1 mRy. This conclusion does not depend
on whether we deal with alloys of transition or of simple
metals, with large or small charge transfers, or with systems
that have a tendency towards order or phase separation. Also,
it does not depend on the alloy concentration, as illustrated
by the examples of Cu-Zn ~Ref. 55! and Cu-Au alloys. Fi-
nally, the numerical tests, including the results for the bcc
and partially ordered B2 NiAl alloys and for the Rh-Pd al-
loys presented in previous sections, cover a broad spectrum
of systems and we believe our results demonstrate the gen-
eral applicability of the LSGF method.
Finally, we note that in all the cases considered in the
present study we correctly reproduce the ordering tendencies.
Thus, for Cu-Zn, Cu-Au, Ni-Al, and Li-Mg alloys we find
that the ordered phase has a lower energy than the random
phase, while for the Rh-Pd and W-Al alloys we find that the
ordered phase has a higher energy than the random phase.
Experimentally, it is known that the stability of the ordered
phases is very high in Ni-Al and intermediate in Cu-Au,
while no ordered phases are formed for fcc Cu75Zn25 and bcc
Li50Mg50 . The values for the ordering energies found in our
calculations are in qualitative agreement with this trend.
However, it should be noted that in Fig. 10 we present the
total energies of the random and ordered phases at the same
lattice parameter, while in fact the degree of order may in-
fluence the interatomic distances.42 On the other hand this
effect is usually small and it is unlikely that it will substan-
tially change the results shown in Fig. 10.
VII. SUMMARY
We have presented and discussed the order-N LSGF
method for electronic structure calculations in systems with
many atoms distributed arbitrarily on an underlying crystal
lattice. The method is formulated in the framework of the
LMTO-GF technique and is based on the local interaction
zone concept. Each local interaction zone is embedded in an
effective medium, and we find that the CPA effective me-
dium for a multicomponent alloy where each atom of the
original supercell is considered to be an independent compo-
nent of a completely random alloy on the same underlying
lattice forms an optimal effective medium. The method has
been applied in total energy calculations for a number of
FIG. 10. Total energies of simplest ordered phases ~L1 2 for fcc
A75B25 , L10 for fcc A50B50 , and B2 for bcc A50B50 alloys! shown
as squares and random phases ~circles! as a function of the number
of neighboring shells included in the local interaction zone for dif-
ferent alloy systems. Values are given relative to the results of
conventional LMTO-GF calculation for the corresponding ordered
phase.
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different substitutional alloys with different degrees of order
and is found to exhibit rapid convergence in terms of the size
of the local interaction zone. In general the method yields
results in excellent agreement with those obtained by alter-
native first-principles techniques. The number of atoms for
which the LSGF method becomes more efficient than con-
ventional band structure methods lies in the range 1–50 for
all the systems considered in the present work. The exact
figure depends on the degree of order, the required accuracy,
and the atomic species forming the alloy. This latter conver-
gence dependence in terms of the atomic species is found to
be accurately characterized by the range of the so-called ef-
fective cluster interactions ~ECI’s!, and we find that the real-
space convergence of the LSGF method is directly deter-
mined by the convergence of the ECI’s in the system.
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APPENDIX: EFFECTIVE TWO-STEP PROCEDURE FOR
THE CHARGE SELF-CONSISTENCY AND THE
SOLUTION OF THE CPA EQUATION
In this appendix we discuss one way to accelerate elec-
tronic structure calculations based on the Green’s function
technique. The actual equations are written in an LMTO ba-
sis, but a generalization to any other basis, e.g., KKR, is
straightforward.
The most time-consuming step of all first-principles
reciprocal-space-based one-electron methods is the integra-
tion over the Brillouin zone, which is needed, for instance,
when calculating the KKR-ASA Green’s function in Sec.
II B. This problem becomes even more serious in the calcu-
lations of random alloys within the framework of the CPA.
In that case the k-space integration has to be repeated several
times at each complex energy ~and at the same LDA itera-
tion! during the iterative solution of the CPA equation.
In conventional LMTO calculations27 the number of time-
consuming band iterations is greatly reduced by the LMTO
scaling principle. For surface calculations one may introduce
a similar technique based on the solution of the linearized
Dyson equation, which reduces the number of times the
complete Dyson equation must be solved by one order of
magnitude.38 The principle is that the complete electronic
structure is only recalculated when charge self-consistency
has been obtained by means of an approximate state density
or Green’s function.
In Green’s function calculations we find the following
‘‘two-step’’ scheme to be very efficient. The Green’s func-
tion at the (n11)th iteration is related to that at the nth
iteration by the Dyson equation
g~n11 !~z !5gn~z !1gn~z !@Pn~z !2P ~n11 !~z !#g~n11 !~z !,
~A1!
which must be solved for each complex energy and either for
each k point in the Brillouin zone or for an infinitely large
cluster in real space. We now assume that a good approxi-
mation to the complete solution of Eq. ~A1! is given by the
single-site cluster in real space, i.e., we replace Eq. ~A1! by
gRR
~n11 !~z !5gRR
n ~z !1gRR
n ~z !@PR
n ~z !2PR
~n11 !~z !#gRR
~n11 !~z !,
~A2!
where the initial value of gRR
n51 is the on-site Green’s function
given by the complete Brillouin zone integral or by the
LSGF, Eq. ~14!. The smaller the difference in potential func-
tions between different iterations, the better the approxima-
tion works. In fact, at self-consistency
DPR5PR
n 2PR
~n11 !!0 ~A3!
and the single-site approximation ~A2! to Eq. ~A1! becomes
exact.
Within this approximation one may find an analytical so-
lution to the CPA equation. Suppose we have obtained the
Green’s functions g˜aa and gRa
0 in Eq. ~15! using some guess
for P˜ . We now choose the potential function for the next
CPA iteration in the form
P˜a
new~z !5P˜a~z !1$^gaa
0 &212@g˜aa~z !#21% ~A4!
and calculate the new effective medium Green’s function
g˜aa
new from Eq. ~A2! and insert into Eq. ~15!, which shows
that
gRa
0,new~z !5gRa
0 ~z !. ~A5!
Therefore, from the Eqs. ~A2!, ~A4!, and ~A5! we may write,
omitting subsript a ~or b!,
g˜new~z !5@12g˜~z !DP˜~z !#21g˜~z !
511g˜~z !$^g~z !&212@g˜~z !#21%21g˜~z !
5^g~z !&5^gnew~z !&, ~A6!
which means that the CPA condition given by the third of
Eqs. ~15! is fulfilled. Although Eq. ~A2! is only an approxi-
mation, and therefore Eqs. ~A5! and ~A6! do not hold ex-
actly, the updating of the coherent potential function by Eq.
~A4! gives us a very rapid convergence when solving the
CPA equation ~15!. We never need more than five CPA it-
erations to solve the CPA equation with a reasonable accu-
racy. In fact, there is no need for a very high accuracy at the
beginning of the LDA self-consistency iterations, and to-
wards the end the approximation ~A2! to Eq. ~A1! and there-
fore also Eq. ~A4! becomes increasingly accurate.
During the iterations toward the LDA self-consistency we
also use Eq. ~A2!. First we solve the complete set of LSGF
equations, the so-called big iteration. We then perform
‘‘small’’ LDA iterations, typically between 40 and 300 de-
pending on the problem, with a small admixture, typically
1–5%, of a new charge density. During these iterations we
determine the on-site element of the Green’s function at each
site gRR by solving only Eq. ~A2!. When the small iterations
are converged, we perform the next big iteration. At this step
it may be desirable to mix the potentials between different
big iterations, typically 70% of the new potential, and to
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keep a minimal number of small iterations, between 10 and
20, to compensate for the small mixing close to the end of
the self-consistent procedure. Note that a completely analo-
gous two-step procedure may be used in any calculations
based on a Green’s function approach. In particular, it is used
in our bulk and interface CPA Green’s function codes.31
We illustrate the efficiency and the accuracy of the two-
step approach by LMTO-CPA Green’s function calculations
for a partially ordered ~Ni92Hf08!3Al alloy in the L12 struc-
ture. The self-consistency criterion for the total energy was
1026 Ry/atom. The one-step calculations required 118 ~big!
iterations and gave a total energy of 256.379 166 Ry/atom,
while the two-step procedure converged after 18 ~big! itera-
tions and gave a total energy of 256.379 177 Ry/atom.
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