Abstract. In this paper we consider the weak formulation of the inverse anisotropic mean curvature flow, in the spirit of Huisken-Ilmanen [8] . By using approximation method involving Finsler-p-Laplacian, we prove the existence and uniqueness of weak solutions.
Introduction
Let F ∈ C ∞ (R n \ {0}) be a Minkowski norm in R n , i.e., (i) F is a norm in R n , i.e., F is a convex, even, 1-homogeneous function satisfying F (ξ) > 0 when ξ = 0; (ii) F satisfies a uniformly elliptic condition: D 2 ( 1 2 F 2 ) is positive definite in R n \ {0}. Let X(·, t) : M × [0, T ) → R n be a family of smooth embeddings from a closed manifold M in R n satisfying the evolution equation
where H F (x, t) > 0 is the anisotropic mean curvature function of the hypersurface N t = X(M, t) and ν F (x, t) is the unit anisotropic outer normal. When F is the Euclidean norm, ν F and H F reduce to the unit outer normal and the mean curvature respectively, and in turn (1) reduces to the classical inverse mean curvature flow (IMCF). When F is a general Minkowski norm, (1) is so-called inverse anisotropic mean curvature flow (IAMCF).
Gerhardt [6] and Urbas [15] proved that the classical IMCF which initiated from a star-shaped and strictly mean convex hypersurface exists for all time and converge to a round sphere after rescaling. For general initial data, the IMCF may develop singularity. Huisken-Ilmanen [8] has developed a theory of weak solutions for the IMCF of hypersurfaces in Riemannian manifolds by its levelset formulation and applied it to show the validity of the Riemannian Penrose inequality.
For the anisotropic counterpart, recently the third author [13] has studied the IAMCF which initiated from a star-shaped and strictly F -mean convex hypersurface and proved the long time existence and convergence result analogous to Gerhardt and Urbas' result. The aim of this paper is to study Huisken-Ilmanen type weak solutions for the IAMCF by its level-set formulation.
Suppose the evolving hypersurfaces N t are given by level sets of a function u : R n → R, that is
If u is smooth and ∇u = 0, then (1) is equivalent to the degenerate elliptic equation
See Section 2. When F is Euclidean, it is clear (2) reduces to
As Huisken-Ilmanen [8] , we define a weak solution of (2) by the following minimization principle.
for every precompact set K ⊂ Ω and for every test function ϕ ∈ C 0,1 loc (Ω) with ϕ = u in Ω \ K, and where
Moreover, u is a proper solution if in addition
Our main result of this paper is the following existence result.
Let Ω ⊂ R n be an open set with smooth boundary such that Ω c = R n \ Ω is bounded. There exists a unique proper weak solution u ∈ C 0,1 loc (Ω) of (2), in the sense of Definition 1, such that u = 0 on ∂Ω. Moreover, u satisfies
where H + F (x) = max{H F (x), 0} and H F is the anisotropic mean curvature of ∂Ω. Huisken-Ilmanen's approach in the classical IMCF case to prove the existence is studying an approximate equation of (3), known as elliptic regularization. One of the key feature of this elliptic regularization is that it corresponds to a family of translating graphs which solves the IMCF in R n × R. It seems such elliptic regularization is not available in the anisotropic case. Later, Moser [10] found another approximate equation of (3) involving the p-Laplacian. It turns out that this approximate equation is also effective to prove the existence of weak solutions for IAMCF.
Inspired by Moser's approach, we consider the approximate equation of (2) involving the Finsler-p-Laplacian, that is,
We have the following Let F be a Minkowski norm on R n . The polar function
is again a Minkowski norm on R n . Furthermore,
This is the so-called Wulff shape centered at the origin. More generally, we denote by W r (x 0 ) the set rW + x 0 , that is the Wulff shape centered at x 0 with radius r and W r = W r (0).
The following properties of F and F o hold true: for any x, ξ ∈ R n \ {0}, [14] , Chapter 2.
Anisotropic mean curvature and anisotropic area functional.
Let N be a smooth closed hypersurface in R n and ν be the unit Euclidean outer normal of N . The anisotropic outer normal of N is defined by
The anisotropic mean curvature of N is defined by
Here div is the divergence operator with respect to the Euclidean metric. In this paper we are interested in the case when N is given by a level set of a smooth function u, namely,
When ∇u = 0, it is clear that ν = ∇u |∇u| and
If N t satisfies the IAMCF, we see that u(x(t)) = t and by taking derivative about t, we get
By virtue of (11), we arrive at (2).
The anisotropic area functional of N is defined as
It is well-known that a variational characterization of H F is given by the first variational formula of σ F , see for instance [11, 2, 13] . More precisely, we have Proposition 2.1 (Reilly [11] , Bellettini-Novaga-Riey [2] ).
Let N be a smooth closed hypersurface given by an embedding
where
.
Proof. We refer to [13] for the proof of the second equality. For completeness, we prove the first equality here. We denote ν s and dσ s be the unit outer normal and the area element of N s respectively. It is well-known that
The last line follows from
IAMCF: a variational formulation
In this section, we review the weak formulation of IAMCF developed by Huisken-Ilmanen [8] by using a minimizing principle. We follow closely HuiskenIlmanen's strategy in [8] , Section 1.
3.1. Weak formulation of IAMCF. Recall (Definition 1) that u is called a weak solution (subsolution, supersolution resp.) of (2) in Ω if u ∈ C 0,1 loc (Ω) and J F,u (u) ≤ J F,u (ϕ) for every precompact set K ⊂ Ω and for every test function ϕ ∈ C 0,1
The fact that
whenever {u = ϕ} is precompact implies u is a solution if and only if it is both a weak supersolution and a weak subsolution.
There is an equivalent weak formulation by set functional. For K ⊆ Ω and u ∈ C 0,1
for a set G of locally finite perimeter, and ∂ * G denotes the reduced boundary of G.
Definition 2. We say that E minimizes J F,u in a set A (minimizes on the outside, minimizes on the inside, resp.) if
for any G such that E∆G ⊂⊂ A (G ⊇ E, G ⊆ E resp.) and any compact set K containing E∆G.
whenever E∆G is precompact guarantees that E minimizes J F,u in Ω if and only if E is minimizes J F,u both on the inside and on the outside in Ω.
The Definitions 1 and 2 are equivalent in the following sense.
Proposition 3.1.
Let Ω be an open set and u ∈ C 0,1 loc (Ω), then u is a weak solution of (2) in Ω if and only if for each t, E t = {x ∈ Ω : u < t} minimizes J F,u in Ω.
Proof. By the co-area formula, we have for a choice of a < b such that a < u < b and a < ϕ < b in K, that
Then, if for any t, E t is a minimizer of the set functional J F,u , then
that gives the minimality of u. The viceversa can be proved exactly as in the proof of Lemma 1.1 in [8] .
Next we study the weak formulation of IAMCF with initial condition. (i) u is called a weak solution of (2) with initial condition E 0 if u ∈ C 0,1 loc (R n ), E 0 = {u < 0} and u is a weak solution of (2) in R n \ E 0 .
(ii) Define u by the characterization E t = {u < t}. {E t } t>0 is called a weak solution of (1) with initial condition E 0 if u ∈ C 0,1 loc (R n ) and E t minimizes J F,u in R n \ E 0 for each t > 0.
From Proposition 3.1, it is easy to see the above two definitions are also equivalent. Proposition 3.2. u is a weak solution of (2) with initial condition E 0 if and only if {u < t} t>0 is a weak solution of (1) with initial condition E 0 .
The weak solution is unique.
Proposition 3.3 (Uniqueness of the weak solutions).
(1) Let u and v be weak solutions to (2) in Ω in the sense of Definition 1, and {v > u} ⊂⊂ Ω. Then v ≤ u in Ω; (2) if {E t } t>0 and {F t } t>0 solve (1) in the sense of Definition 3, with initial data E 0 , F 0 respectively, and E 0 ⊆ F 0 , then E t ⊆ F t as long as E t is precompact. In particular, for a given E 0 there exists at most one solution {E t } t>0 of (1) such that E t is precompact.
Proof. See Huisken-Ilmanen [8] , page 377-378.
Properties of weak IAMCF. Definition 4.
Let Ω be an open set.
for any G containing E such that G \ E ⊂⊂ Ω and any compact set K containing G \ E. (ii) A set E is called a strictly F -minimizing hull in Ω if it is an F -minimizing hull in Ω and equality holds in (14) if and only if
(iii) Given a measurable set E, the set E ′ is defined to be the intersection of all the strictly F -minimizing hulls in Ω that contain E.
One has the following properties for weak solutions of IAMCF.
Proposition 3.4. Let u be a weak solution of (2) with initial condition E 0 . Set
Proof. See Huisken-Ilmanen [8] , page 372-373.
Analog with the classical case, we define the weak anisotropic mean curvature by the first variational formula, Proposition 2.1.
Definition 5.
Let N ⊂ R n be a hypersurface of C 1 or C 1 with a small singular set and locally finite Hausdorff measure. A locally integrable function H F on N is called weak anisotropic mean curvature provided it satisfies the second equality in (12) for every V ∈ C ∞ c (R n ). For smooth IAMCF given by {u = t}, one sees H F = F (∇u). We show next weak solutions of (2) still have this property. Proposition 3.5. Let u be a weak solution of (2) with initial condition E 0 and let N t = ∂E t = ∂{u < t}. Then for a.e. t, the weak anisotropic mean curvature H F of N t satisfies
, be the flow of diffeomorphisms generated by V and Φ 0 = Id. Let W be any precompact open set containing supp(V ).
Because u be a weak solution of (2) 
By co-area formula,
By an approximation argument, we see that the formula (15) is still true for u only locally Lipschitz. On the other hand, it is easy to see
Combining (15) and (16), we get
Finally, by the definition of the weak anisotropic mean curvature, we conclude from (17) that
Existence of solutions and gradient estimates
For any p > 1, we will consider the following auxiliary problem
Proposition 4.1. If 1 < p < n, then there exists a unique positive solution
Proof. The proof of existence, uniqueness, regularity, as well as (19), follow by nowadays standard arguments; we refer the reader to [3, Theorem 3.3] for the general anisotropic case we consider.
Finally we prove (20). We argue as in [10] . Let η ∈ C ∞ 0 (Ω) be a suitable cut-off function. Taking ψ = v p η p as test function in the weak formulation for (18) and using the Hölder inequality, it easily follows that:
By Harnack inequality (see for instance [12] ) we get
where C(n, p) is a positive constant depending on n and p. By applying the result contained in [5] , we have
which implies (20), and the proof is completed.
It is direct to see that
solves (8) (we refer the reader, e.g., also to [4] for problems involving equations as in (8)). Next we show the gradient estimate in Theorem 1.2, which is based on the following Lemma.
Proof. We omit the subscript p in u p in the proof. Let τ = sup ∂Ω F (∇u). We consider the following set
with β > τ ≥ 0. From (20) we see F (∇u) vanishes at infinity by (20), then Ω β is a bounded, open set such that Ω β ∩ ∂Ω = ∅ and F (∇u) = β on ∂Ω β . In order to prove (21), we will prove that Ω β = ∅. Note that in Ω β , ∇u = 0 and hence u ∈ C ∞ (Ω β ). By writing
the equation in (8) becomes is a uniformly positive definite matrix. Hence, the functional in the left-hand side of (24) can be seen as a linear elliptic operator acting on G(∇u), and by the maximum principle we have that
This implies that
is empty, and the proof is completed.
Proof of Theorem 1.2. We are remained to prove the boundary gradient estimate (10) . The global gradient estimate (9) follows from Lemma 4.2 and (10).
Let
On the other hand, since W r (x 0 ) and ∂Ω are tangent at x, we see x − x 0 = rν F (x). It follows that
Thus if we define
It follows from Lemma 4.2 that
Next prove the estimate (10) . We argue as in [8, 9] . Let ε > 0. Choosē
Since F (∇w) > 0 andw = 0 on ∂Ω, the anisotropic mean curvature of ∂Ω is given by
Let δ > 0 and denote by U δ the components of the set {0 ≤w < δ} containing ∂Ω. If we choose δ > 0 small enough, we may have F (∇w) > 0 and
Define w ∈ C ∞ (U δ ) by
A simple computation gives
By (26), there exists a constant C = C(δ) > 0, such that u p ≤ C in U δ . Denoted byŨ C+1 the component of the set {0 ≤ w ≤ C + 1} in U δ . Since u p = w = 0 on ∂Ω, we see
In order to compare u p and w inŨ C+1 , we compute It follows that
The proof of Theorem 1.2 is completed.
Now we are ready to prove Theorem 1.1.
Proof of the Theorem 1.1. Let u p be the solution of (8) in Theorem 1.2. Then for any precompact set K ⊂ Ω, u p is also a minimizer of the functional
in the sense that
Indeed, being u p − ϕ = 0 outside K, and using it a as test function for (8), we get that
The inequality above follows from the convexity of F (ξ) p . On the other hand, from (19), we know u p has uniform upper bound on any compact set in Ω. Since we also have uniform global gradient estimate (9) for ∇u p , by Arzela-Ascoli's theorem, we get that, there exists a subsequence p k → 1 + and u ∈ C 0,1 loc (Ω) such that u p k → u uniformly in any compact sets of Ω.
If we can show u is a weak solution of (2), then since the weak solution of (2) is unique, we will get u p → u uniformly convergence in any compact sets of Ω as p → 1.
