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Abstract
In an incomplete market, with incompleteness stemming from stochas-
tic factors imperfectly correlated with the underlying stocks, we derive
representations of homothetic forward investment performance processes
(power, exponential and logarithmic). We develop a connection with er-
godic and inﬁnite horizon quadratic BSDE, and with a risk-sensitive con-
trol problem. We also develop a connection, for large trading horizons,
with a family of traditional homothetic value function processes.
1 Introduction
This paper contributes to the study of homothetic forward performance pro-
cesses, namely, of power, exponential and logarithmic type, in a stochastic factor
market model. Stochastic factors are frequently used to model the predictabil-
ity of stock returns, stochastic volatility and stochastic interest rates (for an
overview of the literature, we refer the reader to the review paper [36]). For-
ward performance processes were introduced and developed in [25] and [27]
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(see, also, [26], [28] and [29]). They complement the classical expected util-
ity paradigm in which the utility is a deterministic function chosen at a single
point in time (terminal horizon). The value function process is constructed
backwards in time (as the Dynamic Programming Principle yields) and there
is little flexibility to incorporate updating of risk preferences, rolling horizons,
learning and other realistic ”forward in nature” features, if one requires that
time-consistency is being preserved at all times. Forward investment perfor-
mance criteria alleviate some of these shortcomings and offer a construction of
a genuinely dynamic mechanism for evaluating the performance of investment
strategies as the market evolves.
In [30] a stochastic PDE (cf. (10) herein) was proposed for the characterization
of forward performance processes in a market with Itoˆ-diffusion price processes.
It may be viewed as the forward analogue of the finite-dim. classical Hamilton-
Jacobi-Bellman (HJB) equation that arises in Markovian models of optimal
portfolio choice. Like the HJB equation, the forward SPDE is fully nonlinear
and possibly degenerate. In addition, however, it is ill-posed and its volatility
coefficient is an input that the investor chooses while, in the classical case,
the latter is uniquely obtained from the Itoˆ decomposition of the value function
process. These features result in significant technical difficulties and, as a result,
the use of the forward SPDE for general market dynamics has been limited.
Results for time-monotone processes can be found in [29] and and a connection
between optimal portfolios and forward process has been explored in [10]. An
axiomatic construction for the case of exponential preferences can be found in
[38] and a connnection with risk measures in [37].
When the market coefficients depend explicitly on stochastic factors, there is
more structure that can be explored by seeking performance criteria represented
as deterministic functions of the factors. As it was first noted in [30], the SPDE
reduces to a finite-dim. HJB equation (see (51) therein) that this function is
expected to satisfy. Still, however, this HJB equation remains ill-posed and
how to solve it remains an open problem. For a single stochastic factor, two
cases have been so far analyzed, namely, for power and exponential initial data.
The power case was treated in [32] where the homotheticity reduces the for-
ward HJB to a semilinear pde which is, in turn, linearized using a distortion
transformation. One then obtains a one-dim. ill-posed heat equation with state
dependent coefficients, which is solved using an extention of Widder’s theorem.
The exponential case was studied in [26] (see, also, [25] and [21] for forward
exponential indifference prices).
A detailed discussion on the economic importance of multi-factor modeling of
forward performance processes can be found in [31]. Therein, the case of a
multi-factor complete market setting is analyzed. The Legendre-Fenchel trans-
formation linearizes the forward SPDE and a multi-dim. ill-posed heat equation
with space/time dependent coefficients arises. Its solutions are characterized
via an extention of Widder’s theorem obtained by the authors. More recently,
multi-factors of different (slow and fast) scales were examined in [34] in incom-
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plete markets, and asymptotic expansions were derived for the limiting regimes.
Therein, the leading order terms are expressed as time-monotone forward per-
formances with approriate stochastic time-rescaling, resulting from averaging
phenomena. The first order terms reflect compiled changes in the investor’s
preferences based on market changes and his past performance.
Herein, we extend the existing results on forward processes in factor-form by
considering an incomplete market with multi-stocks and multi-stochastic fac-
tors, and homothetic forward preferences. For such settings, the homotheticity
reduces the forward SPDE to an ill-posed multi-dim. semilinear pde, which
however cannot be linearized. To our knowledge, for such equations no results
exist to date. We bypass this problem by constructing factor-form forward pro-
cesses directly from Markovian solutions of a family of ergodic quadratic BSDE.
While the form of the latter is suggested by the reduced forward SPDE, we only
use results from ergodic equations and not (forward) stochastic optimization.
As a byproduct, we use these findings to construct a smooth solution to the
ill-posed multi-dim. semilinear pde. To our knowldge, this approach is new. It
is quite direct and requires mild assumptions on the dynamics of the factors,
essentially the ergodicity condition (4). We, also, provide a connection with a
risk-sensitive control problem and the constant appearing in the solution of the
ergodic BSDE, thus providing the forward analogue of the results in [12] and
[13].
In a different direction, we develop a connection of homothetic forward processes
with infinite horizon quadratic BSDE. Our contribution is threefold. Firstly, we
use their Markovian solutions to construct a new class of homothetic processes
in closed form. These processes naturally depend on the parameter, denoted by
ρ, appearing in the infinite horizon BSDE. In turn, we show that as ρ ↓ 0 they
converge to their Markovian ergodic counterparts. Thirdly, we use these infinite
horizon BSDE to establish a connection among the homothetic forward processes
we construct and classical analogues, specifically, finite horizon value function
processes in the presence of an appropriately chosen terminal endowment. We
show that these value functions converge to the homothetic processes as the
trading horizon tends to infinity.
In the finite horizon setting, quadratic BSDE was first studied in [20] and has
been subsequently analyzed extensively by a number of authors. They constitute
one of the most active areas of research in financial mathematics for they offer
direct applications to risk measures (see [2]), indifference prices (see [1, 16, 22]),
and value functions when the terminal utility is homothetic (see [17]). Several
extensions to the latter line of applications include, among others, [23] and [3]
where the results in [17] were generalized, respectively, to a continuous martin-
gale setting and to jump-diffusions. We note that in the traditional framework,
prices, portfolios, risk measures and value functions are intrinsically constructed
“backwards” in time and, thus, BSDE offers the ideal tool for their analysis.
Despite the popularity of quadratic BSDE in the finite horizon setting, neither
their ergodic or infinite horizon counterparts have received much attention to
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date. In an infinite dimensional setting, an ergodic Lipschitz BSDE was intro-
duced by [14] for the solution of an ergodic stochastic control problem; see also
[7, 9, 33], and more recently [8] and [18] for various extensions. The infinite
horizon quadratic BSDE was first solved in [5] by combining the techniques
used in [6] and [20].
We note that both types of ergodic and infinite horizon equations have been
so far motivated mainly from theoretical interest. Our results show, however,
that both types of equations are natural candidates for the characterization
of forward performance processes and their associated optimal portfolios and
wealths. It is worth mentioning that both the ergodic and infinite horizon
BSDE we consider actually turn out to be Lipschitz, since one can show that
the parts corresponding to the relevant processes Z are bounded. In other
words, the quadratic growth does not play a crucial role. Indeed, as we show in
the Appendix, the existing results from the ergodic Lipschitz BSDE [14] and the
infinite horizon Lipschitz BSDE [6] can be readily adapted to solve the forward
equations at hand.
The paper is organized as follows. In section 2, we introduce the market model,
and review the notion of forward performance process and the forward SPDE. In
sections 3, 4 and 5, we construct the corresponding forward performance pro-
cesses and the associated optimal portfolios and wealth processes using both
the ergodic and infinite horizon quadratic BSDE. We also present, in each
section, the connection between the forward performance processes and their
finite-horizon counterparts. The technical background results on the ergodic
and infinite horizon BSDE are presented in the Appendix A.
2 The stochastic factor model and its forward
performance process
The market consists of a riskless bond and n stocks. The bond is taken to be the
numeraire and the individual (discounted by the bond) stock prices Sit , t ≥ 0,
solve, for i = 1, ..., n,
dSit
Sit
= bi(Vt)dt+
d∑
j=1
σij(Vt)dW
j
t , (1)
with Si0 > 0. The process W = (W
1, · · · ,W d)T is a standard d-dimensional
Brownian motion on a filtered probability space (Ω,F ,F = {Ft}t≥0,P) satisfy-
ing the usual conditions . The superscript T denotes the matrix transpose.
The d-dimensional process V = (V 1, · · · , V d) models the stochastic factors af-
fecting the dynamics of the stock prices and its components are assumed to
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solve, for i = 1, ..., d,
dV it = η
i(Vt)dt+
d∑
j=1
κijdW jt , (2)
with V i0 ∈ R.
We introduce the following model assumptions.
Assumption 1 i) The market coefficients b(v) = (bi(v)) and σ(v) = (σij(v)),
1 ≤ i ≤ n, 1 ≤ j ≤ d, v ∈ Rd, are uniformly bounded and the volatility matrix
σ(v) has full row rank n.
ii) The market price of risk vector θ(v), v ∈ Rd, defined as the solution to
the equation σ(v)θ(v) = b(v) and given by θ(v) = σ(v)T [σ(v)σ(v)T ]−1b(v), is
uniformly bounded and Lipschitz continuous.
Assumption 2 The drift coefficients of the stochastic factors satisfy the dissi-
pative condition
(η(v)− η(v¯))T (v − v¯) ≤ −Cη|v − v¯|
2, (3)
for any v, v¯ ∈ Rd and a constant Cη large enough. The volatility matrix
κ = (κij), 1 ≤ i, j ≤ d, is a constant matrix with κκT positive definite and
normalized to |κ| = 1.
The ”large enough” property of the above constant Cη will be refined later on
when we introduce another auxiliary constant Cv (cf. (40)) related to the drivers
of the upcoming BSDE.
A direct application of Gronwall’s inequality yields that the stochastic factors
V satisfy, for any v, v¯ ∈ Rd, the exponential ergodicity condition
|V vt − V
v¯
t |
2 ≤ e−2Cηt|v − v¯|2, (4)
where the superscript v denotes the dependence on the initial condition. We
note that (4) is the only condition needed to be satisfied by the stochastic
factors. Any diffusion processes satisfying (4) may serve as a stochastic factor
vector.
Next, we consider an investor who starts at time t = 0 with initial endowment
x and trades among the (n+ 1) assets. We denote by p˜i = (p˜i1, · · · , p˜in)T the
proportions of her total (discounted) wealth in the individual stock accounts.
Assuming that the standard self-financing condition holds and using (1), we
deduce that her (discounted by the bond) wealth process solves
dXpit =
n∑
i=1
p˜iitX
pi
t
dSit
Sit
= Xpit p˜i
T
t (b(Vt)dt+ σ(Vt)dWt) ,
5
with X0 = x ∈ D, where the set D ⊆ R denotes the wealth admissibility domain.
For mere convenience, we will be working throughout with the trading strategies
rescaled by the volatility, namely,
piTt = p˜i
T
t σ(Vt). (5)
Then, the wealth process solves
dXpit = X
pi
t pi
T
t (θ(Vt)dt+ dWt). (6)
For any t ≥ 0, we denote by A[0,t] the set of admissible strategies in the trading
interval [0, t], given by
A[0,t] = {(piu)u∈[0,t] : pi ∈ L
2
BMO[0, t], piu ∈ Π and X
pi
u ∈ D, u ∈ [0, t]}. (7)
The set Π ⊆ Rd is closed and convex, and the space L2BMO[0, t] defined as
L2BMO[0, t] =
{
(piu)u∈[0,t] : pi is F-progressively measurable and
ess sup
τ
EP
(∫ t
τ
|piu|
2du
∣∣∣∣Fτ
)
<∞ for any F-stopping time τ ∈ [0, t]
}
.
The above integrability condition is also called the BMO-condition, since for
any pi ∈ L2BMO[0, t],
ess sup
τ∈[0,t]
EP
(∫ t
τ
piTu dWu
∣∣∣∣Fτ
)2
= ess sup
τ∈[0,t]
E
(∫ t
τ
|piu|
2du
∣∣∣∣Fτ
)
<∞,
and, hence, the stochastic integral
∫ s
0 pi
T
u dWu, 0 ≤ s ≤ t, is a BMO-martingale.
Then, we define the set of admissible strategies for all t ≥ 0 as A := ∪t≥0A[0,t].
Next, we review the notion of the forward investment performance process,
introduced and developed in [25]-[30]. Variations and relaxations of the original
definition can be also found in [4], [10], [15] and [31].
Definition 1 A process U (x, t) , (x, t) ∈ D× [0,∞) is a forward investment
performance process if
i) for each x ∈ D, U (x, t) is F-progressively measurable;
ii) for each t ≥ 0, the mapping x 7→ U(x, t) is strictly increasing and strictly
concave;
iii) for any pi ∈ A and any 0 ≤ t ≤ s,
EP (U(X
pi
s , s)|Ft) ≤ U (X
pi
t , t) , (8)
and there exists an optimal portfolio pi∗ ∈ A such that, for any 0 ≤ t ≤ s,
EP
(
Us(X
pi∗
s , s)|Ft
)
= U
(
Xpi
∗
t , t
)
. (9)
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As mentioned earlier, it was shown in [30] that U (x, t) is associated with an
ill-posed fully nonlinear SPDE, which plays the role of the Hamilton-Jacobi-
Bellman equation in the classical finite-dimensional setting. Formally, the for-
ward SPDE is derived by first assuming that U (x, t) admits the Itoˆ decompo-
sition
dU(x, t) = b(x, t)dt+ a(x, t)T dWt,
for some F-progressively measurable processes a(x, t) and b(x, t), and that all
involved quantities have enough regularity so that the Itoˆ-Ventzell formula can
be applied to U(Xpis , s), for all admissible pi. The requirements (8) and (9) then
yield that, for a chosen volatility process a (x, t) , the drift b (x, t) must have a
specific form.
In the setting herein, the forward performance SPDE takes the form
dU(x, t) =
(
−
1
2
x2Uxx(x, t)dist
2
(
Π,−
θ(Vt)Ux(x, t) + ax (x, t)
xUxx(x)
)
+
1
2
|θ(Vt)Ux(x, t) + ax (x, t) |
2
Uxx(x, t)
)
dt+ a(x, t)T dWt, (10)
where dist (Π, x) represents the distance function from x ∈ Rd to Π. Moreover,
if a strong solution to (6) exists, say Xpi
∗
t , when the feedback policy
pi∗t = ProjΠ
(
−
θ(Vt)Ux(X
pi∗
t , t) + ax(X
pi∗
t , t)
Xpi
∗
t Uxx(X
pi∗
t , t)
)
, (11)
is used, then the control process pi∗t is optimal. We note that these arguments
are informal and a verification theorem is still lacking.
Herein we bypass these difficulties and construct homothetic forward perfor-
mance processes and their volatilities using directly the Markovian solutions of
associated ergodic and infinite horizon quadratic BSDE. The SPDE is merely
used to guess the appropriate form of the involved BSDE.
3 Power forward performance processes
We start with forward performance processes U (x, t) that are homogeneous of
degree δ. For simplicity we only consider δ ∈ (0, 1) since the case δ < 0 follows
along similar arguments. For this range of δ, the admissible wealth domain is
taken to be D = R+.
3.1 Representation via ergodic quadratic BSDE
We first introduce the underlying ergodic quadratic BSDE and provide the main
existence and uniqueness result for a Markovian solution. For the reader’s con-
venience, we present the proof in Appendix A.
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Proposition 2 Assume that the market price of risk vector θ (v) satisfies As-
sumption 1.ii and let the set Π be as in (7). Then, the ergodic quadratic BSDE
dYt = (−F (Vt, Zt) + λ)dt+ Z
T
t dWt, (12)
with the driver F (·, ·) given by
F (Vt, Zt) = −
1
2
δ(1− δ)dist2
(
Π,
Zt + θ(Vt)
1− δ
)
+
1
2
δ
1− δ
|Zt + θ(Vt)|
2 +
1
2
|Zt|
2,
(13)
admits a unique Markovian solution (Yt, Zt, λ), t ≥ 0.
Specifically, there exist a unique λ ∈ R and functions y : Rd → R and z : Rd →
Rd such that (Yt, Zt) = (y (Vt) , z (Vt)). The function y(·) is unique up to a
constant and has at most linear growth, and z(·) is bounded with |z(·)| ≤ CvCη−Cv ,
where Cη and Cv are as in (3) and (40), respectively.
The following result yields the power forward performance processes and its
volatility in a factor-form as well as their associated optimal portfolio and wealth
processes.
Theorem 3 Let (Yt, Zt, λ) = (y(Vt), z(Vt), λ), t ≥ 0, be the unique Markovian
solution of (12). Then,
i) the process U(x, t), (x, t) ∈ R+ × [0,∞) , given by
U(x, t) =
xδ
δ
ey(Vt)−λt (14)
is a power forward performance process with volatility
a (x, t) =
xδ
δ
ey(Vt)−λtz(Vt). (15)
ii) The optimal portfolio weights pi∗t and the associated wealth process X
∗
t (cf.
(5),(6)) are given by
pi∗t = ProjΠ
(
z(Vt) + θ(Vt)
1− δ
)
and X∗t = X0E
(∫ ·
0
(pi∗s )
T (θ(Vs)ds+ dWs)
)
t
.
(16)
Proof. It is immediate that the process U(x, t) is F-progressively measurable,
strictly increasing and strictly concave in x, and homogeneous of degree δ. Next,
we show that, for any pi ∈ A and any 0 ≤ t ≤ s,
EP
(
(Xpis )
δ
δ
eYs−λs|Ft
)
≤
(Xpit )
δ
δ
eYt−λt,
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while for pi∗ given by (16), and any 0 ≤ t ≤ s,
EP
(
(Xpi
∗
s )
δ
δ
eYs−λs|Ft
)
=
(Xpi
∗
s )
δ
δ
eYt−λt.
To this end, Itoˆ’s formula yields
(Xpis )
δ = (Xpit )
δ exp
(∫ s
t
δ
(
piTu θ(Vu)−
1
2
|piu|
2
)
du+
∫ s
t
δpiTu dWu
)
.
On the other hand, from the ergodic quadratic BSDE (12), we have
eYs−λs = eYt−λt exp
(
−
∫ s
t
F (Vu, z(Vu))du +
∫ s
t
z(Vu)
TdWu
)
.
Therefore,
(Xpis )
δeYs−λs = (Xpit )
δeYt−λt exp
(∫ s
t
δ
(
piTu θ(Vu)−
1
2
|piu|
2
)
− F (Vu, z(Vu))du
+
∫ s
t
(
δpiTu + z(Vu)
T
)
dWu
)
and, in turn,
EP
(
(Xpis )
δeYs−λs|Ft
)
= (Xpit )
δeYt−λtEP
(
exp
(∫ s
t
(
δ
(
piTu θ(Vu)−
1
2
|piu|
2
)
− F (Vu, z(Vu))
)
du
+
∫ s
t
(
δpiTu + z(Vu)
T
)
dWu
)∣∣∣∣Ft
)
.
Next, let s ≥ 0 and pi ∈ A. We define a probability measure, say Qpi, by
introducing the Radon-Nikodym density process Zu, u ∈ [0, s] ,
Zu =
dQpi
dP
∣∣∣∣
Fu
= E(N)u, with N =
∫ ·
0
(
δpiTu + Z
T
u
)
dWu. (17)
We recall that both piu and z(Vu), u ∈ [0, s] , satisfy the BMO-condition (up
to time s). Therefore, the process Nu, u ∈ [0, s] , is a BMO-martingale and, in
turn, E(N) is in Doob’s class D and, thus, uniformly integrable. Bayes formula
then yields
EP
(
exp
(∫ s
t
(Fpi(Vu, z(Vu))− F (Vu, z(Vu))) du
)
Zs
Zt
∣∣∣∣Ft
)
= EQpi
(
exp
(∫ s
t
(Fpi(Vu, z(Vu))− F (Vu, z(Vu))) du
)∣∣∣∣Ft
)
,
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where
Fpi(Vt, z(Vt)) = −
1
2
δ(1− δ)|pit|
2 + δpiTt (z(Vt) + θ(Vt)) +
1
2
|z(Vt)|
2
= −
1
2
δ(1− δ)
∣∣∣∣pit − z(Vt) + θ(Vt)1− δ
∣∣∣∣
2
+
1
2
δ
1− δ
|z(Vt) + θ(Vt)|
2 +
1
2
|z(Vt)|
2.
Using that Fpi(Vt, z(Vt)) ≤ F (Vt, z(Vt)), we easily deduce that
EP
(
(Xpis )
δeYs−λs|Ft
)
≤ (Xpit )
δeYt−λt.
Moreover, for pi = pi∗ as in (16), Fpi
∗
(Vt, z(Vt)) = F (Vt, z(Vt)), and thus
EP
(
(Xpi
∗
s )
δeYs−λs|Ft
)
= (Xpi
∗
t )
δeYt−λt.
To show (15), we recall (10) and observe that (14) yields
dU(x, t) = U(x, t)(−F (Vt, z(Vt)) +
1
2
|z(Vt)|
2)dt+ U(x, t)z(Vt)
T dWt.
The rest of the proof follows easily.
3.1.1 Connection with risk-sensitive optimization
We provide an interpretation of the constant λ, appearing in the representation
of the forward performance process (14), as the solution of an auxiliary risk-
sensitive control problem.
Proposition 4 Let T > 0 and pi ∈ A, and define the probability measure Ppi
using the Radon-Nikodym density process Zu, u ∈ [0, T ],
Zu =
dPpi
dP
∣∣∣∣
Fu
= E
(∫ ·
0
δpiTu dWu
)
u
. (18)
Let (y(Vt), z (Vt) , λ), t ≥ 0, be the unique Markovian solution of the ergodic
BSDE (12). Then, λ is the long-term growth rate of the risk-sensitive control
problem
λ = sup
pi∈A
lim sup
T↑∞
1
T
lnEPpi
(
e
∫
T
0
L(Vu,piu)du
)
, (19)
where L(Vu, piu) = −
1
2δ(1−δ)|piu|
2+δθ(Vu)
Tpiu, 0 ≤ u ≤ T . The optimal control
process pi∗t , t ≥ 0, is as in (16).
Proof. First we note that the driver F (·, ·) in (13) can be written as
F (Vt, Zt) = sup
pit∈Π
(
L(Vt, pit) + Z
T
t δpit
)
+
1
2
|Zt|
2.
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Therefore, for arbitrary p˜i ∈ A, we rewrite (12) under the probability measure
Pp˜i as
dYt =
(
− sup
pit∈Π
(
L(Vt, pit) + Z
T
t δpit
)
+ ZTt δp˜it + λ−
1
2
|Zt|
2
)
dt+ ZTt dW
Pp˜i
t ,
where W P
p˜i
t =Wt −
∫ t
0
δp˜iudu, t ≥ 0, is a Brownian motion under P
p˜i. In turn,
eλT+Y0e−YT E
(∫ ·
0
ZTu dW
Pp˜i
u
)
T
= exp
(∫ T
0
(
sup
pit∈Π
(
L(Vt, pit) + Z
T
t δpit
)
−
(
L(Vt, p˜it) + Z
T
t δp˜it
))
dt
)
e
∫
T
0
L(Vt,p˜it)dt.
Next, we observe that for any p˜i ∈ A, the first exponential term on the right
hand side is bounded below by 1. Taking expectation under Pp˜i yields
eλT+Y0EPp˜i
(
e−YT E
(∫ ·
0
ZTu dW
Pp˜i
u
)
T
)
≥ EPp˜i
(
e
∫
T
0
L(Vt,p˜it)dt
)
and using the definition of Qp˜i in (17),
λ+
Y0
T
+
1
T
lnEQp˜i
(
e−YT
)
≥
1
T
lnEPp˜i
(
e
∫
T
0
L(Vt,p˜it)dt
)
.
Next, we recall that there exists a constant, say C, independent of T, such that
1
C
≤ EQpi
(
e−YT
)
≤ C.
This follows easily from the linear growth property of the function y (·) and the
ergodicity condition (4) (see, for example, [11]). Sending T ↑ ∞ yields that, for
any p˜i ∈ A,
λ ≥ lim sup
T↑∞
1
T
lnEPp˜i
(
e
∫
T
0
L(Vt,p˜it)dt
)
,
with equality choosing p˜it = pi
∗
t , with pi
∗
t as in (16).
3.1.2 Connection with an ill-posedmulti-dimensional semilinear PDE
A byproduct of previous results is the construction of a solution to an ill-
posed semilinear pde given in (20) below. The latter is derived from (10)
for solutions of the form U(x, t) = x
δ
δ e
f(Vt,t), for some deterministic function
f : Rd × [0,∞)→ R.
Similar semilinear equations have been extensively analyzed and used for the
representation of indifference prices, risk measures, power and exponential value
functions, and others. To our knowledge, their ill-posed version has not been
studied except in the one-dimensional case which, however, can be linearized
(see [32]).
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Proposition 5 Consider the ill-posed semilinear PDE
ft + Lf + F (v, κ
T∇f) = 0, (20)
for (v, t) ∈ Rd × [0,∞), with F (·, ·) as in (13), the initial data f(v, 0) = y(v),
where y(·) is the function appearing in the Markovian solution of the ergodic
quadratic BSDE (12), and L being the infinitesimal generator of the factor pro-
cess V ,
L =
1
2
Trace
(
κκT∇2
)
+ η(v)T∇. (21)
Then, equation (20) admits a smooth solution
f(v, t) = y(v)− λt
with y (·) and λ as in Proposition 2.
Proof. Assume that the function y (·) ∈ C2(Rd). Applying Itoˆ’s formula to
y(Vt) yields
dy(Vt) = Ly(Vt)dt+
(
κT∇y(Vt)
)T
dWt.
Using the above equation and (12) yields that Zt = z (Vt) = κ
T∇y(Vt), and
−λ+ Ly(Vt) + F (Vt, κ
T∇y(Vt)) = 0.
It remains to show that y(·) ∈ C2(Rd). Indeed, for any ρ > 0, consider the
semi-linear elliptic PDE
ρyρ = Lyρ + F
(
v, κT∇yρ
)
.
Classical PDE results yield that the above equation admits a unique bounded
solution yρ(·) ∈ C2(Rd). Using arguments similar to the ones in Appendix
A, we deduce that |yρ(v)| ≤ Kρ and |∇y
ρ(v)| ≤ CvCη−Cv . Therefore, for any
reference point v0 ∈ Rd, we have that ρyρ(v0) is uniformly bounded and that
the difference yρ(v) − yρ(v0) is equicontinuous. Using a diagonal argument we
deduce that there exists a subsequence ρn ↓ 0 such that ρny
ρn(v0) → λ and
yρn(v) − yρn(v0) → y(v), uniformly on compact sets of R
d. Since, however,
both ρny
ρn(v) and ∇yρn(v) are bounded uniformly in ρn, ∇
2yρn(v) is also
bounded on compact sets as it follows from the above equation. This implies
a Ho¨lder estimate for ∇yρn(v) uniformly on compact sets. In turn, standard
arguments for elliptic equations give that the limit y(·) ∈ C2(Rd) (see, for
example, Theorem 3.3 of [11]).
3.1.3 Example: Single stock and single stochastic factor
In (1) and (2), let n = 1 and d = 2. Then, the stock and the stochastic factor
processes follow, respectively,
dSt = b(Vt)Stdt+ σ(Vt)StdW
1
t ,
12
dV 1t = η(Vt)dt+ κ
1dW 1t + κ
2dW 2t and dV
2
t = 0,
with min(κ1, κ2) > 0, |κ1|2+ |κ2|2 = 1 and σ (·) bounded by a positive constant.
This is the one-dimensional model considered in [32]. Let Π = R×{0} so that
pi2t ≡ 0. Then, the wealth equation reduces to dX
pi
t = X
pi
t pi
1
t
(
θ(Vt)dt+ dW
1
t
)
with θ(Vt) = b(Vt)/σ(Vt). In turn, the driver of (12) is
F (Vt, Z
1
t , Z
2
t ) =
1
2
δ
1− δ
|Z1t + θ(Vt)|
2 +
1
2
|Z1t |
2 +
1
2
|Z2t |
2.
By Theorem 3, the optimal portfolio weights are
(
pi∗,1t , pi
∗,2
t
)
=
(
Z1t+θ
1(Vt)
1−δ , 0
)
.
To find Z1t and Z
2
t , we set Z
i
t = κ
iZt, i = 1, 2, for some process Zt to be
determined. Then (12) further reduces to
dYt =
(
−
δˆ
2
|Zt|
2 −
δκ1
1− δ
θ(Vt)Zt −
δ
2(1− δ)
|θ(Vt)|
2 + λ
)
dt
+Zt
(
κ1dW 1t + κ
2dW 2t
)
,
with δˆ = 1−δ+δ|κ
1|2
1−δ . Next, let Y˜t = e
δˆ(Yt−λt) and Z˜t = δˆY˜tZt. Then,
dY˜t = −δˆ
δ
2(1− δ)
|θ(Vt)|
2Y˜tdt+ Z˜tdW˜t,
where W˜t = κ
1W 1t +κ
2W 2t −
∫ t
0
δκ1
1−δ θ(Vu)du, t ≥ 0, is a Brownian motion under
some probability measure equivalent to P.
Let βt = exp
(∫ t
0
δˆ δ2(1−δ) |θ(Vu)|
2du
)
. Applying Itoˆ’s formula to Y˜tβt yields that
Y˜t =
β0
βt
Y˜0 +
∫ t
0
βu
βt
Z˜udW˜u.
The power forward performance process is given by
U(x, t) =
xδ
δ
(Y˜t)
1/δˆ =
xδ
δ
(
β0
βt
Y˜0 +
∫ t
0
βu
βt
Z˜udW˜u
)1/δˆ
,
which yields an alternative representation to the solution derived in [32] bypass-
ing the solution of the linearized reduced forward SPDE. One can esily deduce
that writing Y˜t = y˜ (Vt, t) and using the dynamics (2), yields that y˜ must satisfy
y˜t (v, t)+
1
2
y˜vv (v, t)+
(
η (v) +
δκ1
1− δ
θ (v)
)
y˜v (v, t)+
δˆδ
2 (1− δ)
θ2 (v) y˜ (v, t) = 0,
recovering the result of [32].
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3.2 Representation via infinite horizon quadratic BSDE
In this section, we provide an alternative representation of power forward per-
formance processes using the Markovian solutions of a family of infinite horizon
quadratic BSDE, parametrized by a positive parameter ρ. The motivation is
twofold. Firstly, these non-Markovian solutions provide an approximation of
the process U (x, t) as ρ ↓ 0. Secondly, they yield an interesting connection with
a family of traditional value function processes in horizon [0, T ], as T ↑ ∞.
We start with some background results on infinite horizon quadratic BSDE.
Among others, we recall that [6] is one of the first papers in which Girsanov’s
transformation is used to solve infinite horizon BSDE with Lipschitz driver,
while the quadratic driver case was solved in [5]. We refer the reader to [5] for
further references.
Proposition 6 Assume that the market price of risk vector θ (v) satisfies As-
sumption 1.ii and let the set Π be as in (7). Let ρ > 0, and consider the infinite
horizon quadratic BSDE
dY ρt = (−F (Vt, Z
ρ
t ) + ρY
ρ
t ) dt+ (Z
ρ
t )
T
dWt, (22)
where the driver F (·, ·) is given in (12). Then, (22) admits a unique Markovian
solution (Y ρt , Z
ρ
t ) , t ≥ 0. Specifically, for each ρ > 0, there exist unique functions
yρ : Rd → R and zρ : Rd → Rd such that (Y ρt , Z
ρ
t ) = (y
ρ(Vt), z
ρ(Vt)), with
|yρ (·) | ≤ Kρ and |z
ρ (·) | ≤ CvCη−Cv , where Cη as in (3), and Cv, K given in (40)
and (42), respectively.
The solvability of (22) is an intermediate step to solve (12), and is included in
the proof of Proposition 2 in the Appendix.
Theorem 7 Let (yρ (Vt) , z (V
ρ
t )) , t ≥ 0, be the unique Markovian solution to
the infinite horizon quadratic BSDE (22). Then,
i) the process Uρ (x, t) , (x, t) ∈ R+ × [0,∞) , given by
Uρ(x, t) =
xδ
δ
ey
ρ(Vt)−
∫
t
0
ρyρ(Vs)ds (23)
is a power forward performance process with volatility
aρ (x, t) =
xδ
δ
ey
ρ(Vt)−
∫
t
0
ρyρ(Vs)dszρ (Vt) .
ii) The optimal portfolio weights pi∗,ρt and wealth process X
∗,ρ
t (cf. (5), (6),
t ≥ 0, are given, respectively, by
pi∗,ρt = ProjΠ
(
zρ(Vt) + θ(Vt)
1− δ
)
, X∗,ρt = X0E
(∫ ·
0
(pi∗,ρs )
T (θ(Vs)ds+ dWs)
)
t
.
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The proof is similar to the one of Theorem 3, and it is thus omitted.
The next result relates the representations U (x, t) in Theorem 3 and Uρ (x, t)
in Theorem 7, and their corresponding optimal portfolio strategies. We use the
superscript index v to denote the dependence on the initial condition.
Proposition 8 Let Uρ(x, t) and U(x, t) be the power forward processes related
to (22) and (12), respectively. Then, for an arbitrary reference point v0 ∈ R
d,
there exists a subsequence ρn ↓ 0 (depending on v0) such that, for all (x, t) ∈
R+ × [0,∞) ,
lim
ρn↓0
Uρn(x, t)e−y
ρn (v0)
U(x, t)
= 1. (24)
Moreover, for each t ≥ 0, the associated optimal portfolio weights pi∗,ρn and pi∗
satisfy
lim
ρn↓0
EP
∫ t
0
|pi∗,ρns − pi
∗
s |
2
ds = 0.
Proof. For an arbitrary reference point v0 ∈ R
d, from the representations (14)
and (23), we obtain that
Uρ(x, t)e−y
ρ(v0)
U(x, t)
= exp
(
(yρ (V vt )−
∫ t
0
ρyρ (V vu ) du)− (y(V
v
t )− λt)− y
ρ(v0
)
= exp
(
(yρ (V vt )− y
ρ (v0)− y(V
v
t ))−
∫ t
0
ρ (yρ (V vu )− y
ρ (v0)) du− (ρy
ρ (v0)− λ)t
)
.
On the other hand, (56) and (57) yield that there exists a subsequence ρn ↓ 0
such that
lim
ρn↓0
(yρn (V vt )− y
ρn (v0)− y(V
v
t )) = 0,
lim
ρn↓0
ρn (y
ρn (V vt )− y
ρn (v0)) = 0 and lim
ρn↓0
(ρny
ρn (v0)− λ) = 0.
We then easily conclude (24).
Finally, the convergence of the optimal portfolio weights follows from the con-
vergence limρn↓0EP
∫ t
0 |z
ρn (V vs )− z (V
v
s )|
2
ds = 0, for any t ≥ 0, as it is shown
in the Appendix.
3.3 Connection with the classical power expected utility
for long horizons
We investigate whether the forward processes U (x, t) and Uρ (x, t) can be in-
terpreted as long-term limits of traditional portfolio choice problems in a finite
horizon, say [0, T ] as T ↑ ∞. We show that this is indeed the case for a family
of expected utility models with appropriately chosen terminal random payoffs.
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To this end, let [0, T ] be an arbitrary trading horizon and introduce for ρ > 0,
the value function process
uρ(x, t;T ) = ess sup
pi∈A[t,T ]
EP
(
(XpiT e
ξT )δ
δ
|Ft, X
pi
t = x
)
, (25)
for (x, t) ∈ R+ × [0, T ] and the wealth process X
pi
s , s ∈ [t, T ] solving (6). The
payoff ξT is defined as
ξT = −
1
δ
∫ T
0
ρY ρ,Tt dt, (26)
with Y ρ,Tt being the solution of the finite-horizon quadratic BSDE
Y ρ,Tt =
∫ T
t
(
F (Vs, Z
ρ,T
s )− ρY
ρ,T
s
)
ds−
∫ T
t
(
Zρ,Ts
)T
dWs, (27)
with the driver F (·, ·) given in (13). The associated optimal portfolio weights
are denoted by pi∗,ρ,Ts for s ∈ [t, T ].
We recall that the traditional (without a terminal payoff) expected utility model
for power utility has been solved by using the quadratic BSDE method in [17] for
a Brownian motion setting, and in [23] under a general semimartingale frame-
work.
Proposition 9 i) Let uρ(x, t;T ) and Uρ(x, t) be given in (25) and (23), respec-
tively. Then, for each ρ > 0 and (x, t) ∈ R+ × [0,∞) ,
lim
T↑∞
uρ(x, t;T )
Uρ(x, t)
= 1,
and the optimal portfolio weights satisfy, for any t ≤ s ≤ T,
lim
T↑∞
EP
∫ s
t
∣∣pi∗,ρ,Tu − pi∗,ρu ∣∣2 du = 0.
ii) Let U (x, t) as in (14). Then, for each arbitrary reference point v0 ∈ R
d, there
exists a subsequence ρn ↓ 0 (depending on v0) such that, for (x, t) ∈ R+×[0,∞) ,
lim
ρn↓0
lim
T↑∞
uρn(x, t;T )e−y
ρn (v0)
U(x, t)
= 1,
and the optimal portfolio weights satisfy, for any t ≤ s ≤ T,
lim
ρn↓0
lim
T↑∞
EP
∫ s
t
∣∣pi∗,ρn,Tu − pi∗u∣∣2 du = 0.
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Proof. We only show part i). From Theorem 3.3 in [5] we have that |Y ρ,Tt | ≤
K
ρ ,
and therefore, the quantity δξT = −
∫ T
0
ρY ρ,Tu du is bounded. On the other
hand, the driver F (·, ·) satisfies (41) and (42), so along similar arguments used
in section 3 of [17], it follows that the value function process is of the form
uρ(x, t;T ) = x
δ
δ e
Yt , with Yt being the unique solution of the quadratic BSDE
Yt = δξT +
∫ T
t
F (Vs, Zs)ds−
∫ T
t
(Zs)
T dWs (28)
on [0, T ] .
Moreover, the optimal portfolio weights are given by pi∗,ρ,Tt = ProjΠ(
Zt+θ(Vt)
1−δ ).
Note, however, that the pair of processes (Y ρ,Tt −
∫ t
0
ρY ρ,Ts ds, Z
ρ,T
t ), t ∈ [0, T ],
with (Y ρ,Tt , Z
ρ,T
t ) solving (27), also satisfies the above quadratic BSDE (28).
Therefore, we must have Yt = Y
ρ,T
t −
∫ t
0 ρY
ρ,T
s ds, t ∈ [0, T ], and as a conse-
quence, uρ(x, t;T ) = x
δ
δ exp
(
Y ρ,Tt −
∫ t
0 ρY
ρ,T
s ds
)
. In turn,
uρ(x, t;T )
Uρ(x, t)
= exp
(
(Y ρ,Tt −
∫ t
0
ρY ρ,Ts ds)− (Y
ρ
t −
∫ t
0
ρY ρs ds)
)
.
Using (48) we deduce that limT↑∞ Y
ρ,T
t = Y
ρ
t .
Finally, the convergence of the optimal portfolio weights follows from the con-
vergence of Zρ,T to Zρ in L2ρ[t,∞).
3.4 General solutions
If we do not require Markovian solutions for (12) and (22), then there are
multiple solutions. For example, for any process Z ∈ L2BMO, if a pair (Y, λ)
satisfies (12), then (Yt, Zt, λ), t ≥ 0, is a (non-Markovian) solution. Herein,
we do not examine such solutions but only comment on three examples in the
absence of portfolio constraints, Π = Rd.
i) Time-monotone case: Let Zt ≡ 0 for t ≥ 0, and choose (Y, λ) such that
Yt − λt = Y0 −
∫ t
0
1
2
δ
1− δ
|θ(Vs)|
2ds,
for any constant Y0. Then, (Yt, 0, λ) is a solution to the ergodic quadratic BSDE
(12) and Theorem 3 yields U(x, t) = eY0 x
δ
δ e
− 12
δ
1−δAt with At =
∫ t
0
|θ(Vs)|
2ds.
This is a path-dependent time-monotone forward performance process of power
type (see [29] for a general study of such processes). The optimal portfolio
weights and wealth process are given, respectively, by pi∗t =
θ(Vt)
(1−δ) and
X∗t = X0 exp
(∫ t
0
1− 2δ
2(1− δ)2
|θ(Vs)|
2ds+
1
1− δ
θ(Vs)
TdWs
)
.
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Variations of this solution with non-zero forward volatility can be constructed
as it is shown below. Note, however, that these forward processes essentially
correspond to a fictitious market with different risk-premia and, thus, do not
constitute genuine new solutions for the original market.
ii) Market view case: Let Zt = φt with φ ∈ L
2
BMO, and choose (Y, λ) such that
(12) is satisfied. Then
U(x, t) =
xδ
δ
eY0−
∫
t
0
1
2
δ
1−δ |φs+θ(Vs)|
2dsE
(∫ ·
0
φTs dWs
)
t
,
which can be expressed as
U(x, t) = eY0
xδ
δ
e−
1
2
δ
1−δA
φ
tMt
with Aφt =
∫ t
0
|φs + θ(Vs)|
2ds and Mt = E(
∫ ·
0
φTs dWs)t. This is a power forward
process with market view as in [30]. The optimal portfolio weights can be
decomposed as the sum of the myopic and non-myopic components, pi∗t =
θ(Vt)
(1−δ)+
φt
1−δ , and the optimal wealth process is given by
X∗t = X0 exp
(∫ t
0
(θ(Vs) + φs)
T ((1− 2δ)θ(Vs)− φs)
2(1− δ)2
ds+
1
1− δ
(θ(Vs) + φs)
TdWs
)
.
(3) Benchmark case: If the auxiliary process Zt is parametrized as Zt = δφt
with φ ∈ L2BMO, then we deduce the alternative representation
U(x, t) =
xδ
δ
eY0−
∫
t
0
1
2
δ
1−δ |δφs+θ(Vs)|
2dsE
(∫ ·
0
δφTs dWs
)
t
= eY0
xδ
δ
e−
∫
t
0
1
2
δ
1−δ |φs+θ(Vs)|
2
(
E
(∫ ·
0
−φTs (dWs + θ(Vs)ds)
)
t
)−δ
= eY0
1
δ
(
x
Mt
)δ
e−
1
2
δ
1−δAt ,
with Aφt =
∫ t
0
|φs + θ(Vs)|
2ds and Mt = E
(∫ ·
0
−φTs (θ(Vs)ds+ dWs)
)
t
. This is
the power forward process measured with respect to the benchmark Mt as in
[30].
4 Exponential forward performance processes
We examine representations of the exponential forward performance processes.
For this family of processes, it is more convenient for the control policy to
represent the discounted amount (and not the proportions of the discounted
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weath) invested in the individual stock accounts. Hence, by introducing α˜t =
p˜itX
pi
t , and, in turn, rescaling α˜t by the volatility process, we deduce that the
wealth process solves, for t ≥ 0,
dXαt = α
T
t (θ(Vt)dt+ dWt) (29)
with αTt = α˜
T
t σ(Vt). We take α ∈ A, and the admissible wealth domain is
D = R.
4.1 Representation via ergodic quadratic BSDE
The results are analogous to the ones derived in the previous section and, thus,
we state them without proofs.
Proposition 10 Assume that the market price of risk vector θ (v) satisfies As-
sumption 1.ii and let the set Π be as in (7). Then, the ergodic quadratic BSDE
dYt = (−G(Vt, Zt) + λ)dt+ Z
T
t dWt, (30)
where the driver G(·, ·) is given by
G(Vt, Zt) =
1
2
γ2dist2
(
Π,
Zt + θ(Vt)
γ
)
−
1
2
|Zt + θ(Vt)|
2 +
1
2
|Zt|
2, (31)
admits a unique Markovian solution (Yt, Zt, λ), t ≥ 0.
Specifically, there exists a unique λ ∈ R and functions y : Rd → R and z :
Rd → Rd such that (Yt, Zt) = (y(Vt), z(Vt)). The fucntion y(·) is unique up to
a constant and has at most linear growth, and z (·) is bounded with |z (·) | ≤
Cv
Cη−Cv
, where Cη and Cv are as in (3) and (40), respectively.
Theorem 11 Let (Yt, Zt, λ) = (y(Vt), z(Vt), λ), t ≥ 0, be the unique Markovian
solution of the ergodic quadratic BSDE (30). Then,
i) the process U (x, t) , (x, t) ∈ R× [0,∞) , given by
U(x, t) = −e−γxey(Vt)−λt (32)
is an exponential forward performance process with volatility
a (x, t) = −e−γxey(Vt)−λtz(Vt).
ii) The optimal portfolios α∗t and the optimal wealth process X
∗
t are given, re-
spectively, by
α∗t = ProjΠ
(
z(Vt) + θ(Vt)
γ
)
, X∗t = X0 +
∫ t
0
(α∗t )
T (θ(Vt)dt+ dWt). (33)
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We recall that exponential forward performance processes have been used for the
construction of forward indifference prices (see, among others, [24], [25], [27] and
[15]). An axiomatic construction can be found in [38] in a general semimartingale
market setting, while their connection with maturity-independent entropy risk
measures is developed in [37].
4.2 Representation via infinite horizon quadratic BSDE
In analogy to the results of section 3.2, we derive an alternative representation of
the exponential forward performance process using an infinite horizon quadratic
BSDE. The proof follows along similar arguments and is, thus, omitted.
Proposition 12 Assume that the market price of risk vector θ(v) satisfies As-
sumption 1.ii and let the set Π be as in (7). Let ρ > 0. Then, the infinite
horizon quadratic BSDE
dY ρt = (−G(Vt, Z
ρ
t ) + ρY
ρ
t ) dt+ (Z
ρ
t )
T
dWt, (34)
where the driver G(·, ·) is given in (30), admits a unique Markovian solution,
t ≥ 0. Specifically, for each ρ > 0, there exist unique functions yρ : Rd → R
and zρ : Rd → Rd such that (Y ρt , Z
ρ
t ) = (y
ρ(Vt), z
ρ(Vt)), with |y
ρ (·) | ≤ Kρ
and |zρ (·) | ≤ CvCη−Cv , where Cη as in (3), and Cv, K given in (40) and (42),
respectively.
Theorem 13 Let (yρ (Vt) , z
ρ (Vt)) , t ≥ 0, be the unique Markovian solution to
the infinite horizon quadratic BSDE (34). Then,
i) the process Uρ (x, t) , (x, t) ∈ R× [0,∞) , given by
Uρ(x, t) = −e−γxey
ρ(Vt)−
∫
t
0
ρyρ(Vu)du (35)
is an exponential forward performance process with volatility
aρ (x, t) = −e−γxey
ρ(Vt)−
∫
t
0
ρyρ(Vu)duzρ(Vt).
ii) The optimal portfolios α∗,ρt and optimal wealth process X
∗,ρ
t (cf. (29)), t ≥ 0,
are given, respectively, as in (33) with z (Vt) replaced by z
ρ (Vt).
In line with Proposition 8, we have the following connection between the er-
godic and infinite horizon representations for exponential forward performance
processes.
Proposition 14 Let Uρ(x, t) and U(x, t) be the exponential forward perfor-
mance processes (32) and (35), respectively. Then, for any reference point
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v0 ∈ R
d, there exists a subsequence ρn ↓ 0 (depending on v0) such that, for
(x, t) ∈ R× [0,∞) ,
lim
ρn↓0
Uρn(x, t)e−y
ρn (v0)
U(x, t)
= 1.
Moreover, for any t ≥ 0, the associated optimal portfolios satisfy
lim
ρn↓0
EP
∫ t
0
|α∗,ρnu − α
∗
u|
2 du = 0.
4.3 Connection with the classical exponential expected
utility for long horizons
As in section 3.3, we discuss the relationship between the exponential forward
performance process U (x, t) and its traditional finite horizon expected utility
analogue with the latter incorporating a terminal random endowment.
To this end, let ρ > 0 and [0, T ] be an arbitrary trading horizon. Consider a
family of maximal expected utility problems
uρ (x, t;T ) = ess sup
α∈A[t,T ]
EP
(
−e−γ(X
α
T+ξT )|Ft, X
α
t = x
)
, (36)
for (x, t) ∈ R × [0, T ] and the wealth process Xαs , s ∈ [t, T ], solving (29). The
payoff ξT is defined as ξT =
1
γ
∫ T
0 ρY
ρ,T
t dt, where Y
ρ,T
t is the solution of the
finite horizon quadratic BSDE
Y ρ,Tt =
∫ T
t
(
G(Vs, Z
ρ,T
s )− ρY
ρ,T
s
)
ds−
∫ T
t
(
Zρ,Ts
)T
dWs,
with the driver G(·, ·) given in (31). The optimal portfolios are denoted by
α∗,ρ,Ts for s ∈ [t, T ]. We have the following convergence result.
Proposition 15 i) Let uρ(x, t;T ) and Uρ(x, t) be given in (36) and (35), re-
spectively. Then, for each ρ > 0, and (x, t) ∈ R× [0,∞) ,
lim
T↑∞
uρ(x, t;T )
Uρ(x, t)
= 1.
Moreover, for any t ≤ s ≤ T, the optimal portfolios satisfy
lim
T↑∞
EP
∫ s
t
∣∣α∗,ρ,Tu − α∗,ρu ∣∣2 du = 0.
ii) Let U (x, t) be as in (32). Then, for any reference point v0 ∈ R
d, there exists
a subsequence ρn ↓ 0 (depending on v0) such that, for (x, t) ∈ R× [0,∞) ,
lim
ρn↓0
lim
T↑∞
uρn(x, t;T )e−y
ρn
(v0)
U(x, t)
= 1.
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Moreover, for any t ≤ s ≤ T, the associated optimal portfolios satisfy
lim
ρn↓0
lim
T↑∞
EP
∫ s
t
∣∣α∗,ρn,Tu − α∗u∣∣2 du = 0.
5 Logarithmic forward performance processes
We conclude with the logarithmic forward performance process. The results are
similar to the ones in section 3 and, for this, they are stated in an abbreviated
manner.
As in Proposition 2, we deduce that the ergodic BSDE
dYt = (−F˜ (Vt) + λ)dt+ Z
T
t dWt
with F˜ (Vt) = −
1
2dist
2 {Π, θ(Vt)} +
1
2 |θ(Vt)|
2 has a unique Markovian solution,
say (Yt, Zt, λ) = (y (Vt) , z (Vt) , λ) for some functions y (·) and z (·) with similar
properties.
We then easily deduce that the process
U(x, t) = lnx+ y (Vt)− λt (37)
is a logarithmic forward performance process in factor-form with volatility a (x, t) =
z (Vt) , and that the associated optimal policy is given by pi
∗
t = ProjΠθ(Vt). We
also have the interpretation
λ = sup
pi∈A
lim sup
T↑∞
1
T
lnEPpi
(
e
∫
T
0
θ(Vu)
Tpiudu
)
.
Moreover, the process Uρ(x, t), (x, t) ∈ R+ × [0,∞), given by
Uρ(x, t) = lnx+ yρ (Vt)−
∫ t
0
ρyρ (Vs) ds (38)
is a logarithmic forward performance process, where Y ρt = y
ρ (Vt) solves the
infinite horizon BSDE
dY ρt =
(
−F˜ (Vt) + ρY
ρ
t
)
dt+ (Zρt )
T
dWt.
The process U(x, t) and Uρ(x, t) in (37) and (38) are connected in a similar way
as their power analogues in Proposition 8. Namely, for an arbitrary reference
point v0 ∈ R
d, there exists a subsequence ρn ↓ 0 (depending on v0) such that,
for (x, t) ∈ R+ × [0,∞),
lim
ρn↓0
(Uρn(x, t)− yρn (v0)− U(x, t)) = 0.
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Finally, in order to connect U(x, t) and Uρ(x, t) with the classical logarithmic
expected utility models, we introduce the logarithmic expected utility problem
uρ(x, t;T ) = ess sup
pi∈A[t,T ]
EP (lnX
pi
T + ξT |Ft, X
pi
t = x) , (39)
where ξT = −
∫ T
0
ρY ρ,Tu du and Y
ρ,T being the unique solution of the BSDE on
[0, T ],
Y ρ,Tt =
∫ T
t
(
F˜ (Vu)− ρY
ρ,T
u
)
du−
∫ T
t
(
Zρ,Tu
)T
dWu.
Using similar arguments to the ones in Proposition 9, we deduce that for any
reference point v0 ∈ R
d, there exists a subsequence ρn ↓ 0 (depending on v0)
such that, for (x, t) ∈ R+ × [0,∞),
lim
ρn↓0
lim
T↑∞
(uρn(x, t;T )− yρn (v0)− U(x, t)) = 0.
A Appendix: Solving ergodic and infinite hori-
zon quadratic BSDE
We present background results for Markovian solutions of the ergodic quadratic
BSDE (12) and (30). We also obtain existence and uniqueness of bounded
Markovian solutions to the infinite horizon quadratic BSDE (22) and (34) as
intermediate steps in the proofs of Propositions 2 and 10. We note that some
of the results can be readily extended to non-Markovian solutions.
We start with the key observation that, by Assumption 1.ii on the market
price of risk process, the definition of the admissible set A, and the Lipschitz
continuity of the distance function dist (Π, ·), the drivers H = F , G appearing
in (13) and (31) satisfy
|H(v, z)−H(v¯, z)| ≤ Cv(1 + |z|)|v − v¯|, (40)
|H(v, z)−H(v, z¯)| ≤ Cz(1 + |z|+ |z¯|)|z − z¯|, (41)
and
|H(v, 0)| ≤ K, (42)
for any v, v¯, z, z¯ ∈ Rd, where Cv, Cz, K > 0 are positive constants.
The main ideas come from Theorem 3.3 in [5], Theorem 3.3 in [6], Theorem
4.4 in [14], and Theorem 2.3 in [20]. We first define the truncation function q :
Rd → Rd,
q(z) =
min (|z|, Cv/(Cη − Cv))
|z|
z1{z 6=0}, (43)
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and consider the truncated ergodic BSDE on [0,∞),
dYt = (−H(Vt, q(Zt)) + λ) dt+ Z
T
t dWt, (44)
where q is as in (43), and the driver H(·, ·) satisfying conditions (40)-(42). We
easily deduce that the Lipschitz continuity conditions
|H(v, q(z))−H(v¯, q(z)| ≤
CηCv
Cη − Cv
|v − v¯|, (45)
and
|H(v, q(z))−H(v, q(z¯)| ≤ Cz
Cη + Cv
Cη − Cv
|z − z¯| (46)
hold.
If we can then show that the BSDE (44) admits a Markovian solution denoted,
say by (Yt, Zt, λ) with |Zt| ≤
Cv
Cη−Cv
, t ≥ 0, then q(Zt) = Zt, t ≥ 0. In turn,
this process (Yt, Zt, λ) would also solve the ergodic quadratic BSDE (12) in
Proposition 2 and (30) in Proposition 10, respectively.
We first establish existence of Markovian solutions of (44). For this, we adapt
the perturbation technique and the Girsanov’s transformation used in Section
4 of [14] in an infinite dimensional setting.
To this end, let n > 0, and consider the discounted BSDE with a small discount
factor, say ρ > 0, on the finite horizon [0, n],
Y ρ,v,nt =
∫ n
t
(H(V vs , q(Z
ρ,v,n
s ))− ρY
ρ,v,n
s ) ds−
∫ n
t
(Zρ,v,ns )
T
dWs, (47)
where we use the superscript v to emphasize the initial dependence of the
stochastic factor process on its initial data V v0 = v.
From Section 3.1 of [6], we deduce that BSDE (47) admits a unique solution
(Y ρ,v,nt , Z
ρ,v,n
t ) ∈ L
2
[0,n] with |Y
ρ,v,n
t | ≤
K
ρ , 0 ≤ t ≤ n, where
L2 [0, n] = {(Yt)t∈[0,n] : Y is F-progressively mble and EP(
∫ n
0
|Yt|
2dt) <∞}.
On the other hand, parameterizing (47) by the auxiliary horizon n, we obtain
(cf. Section 3.1 of [6]) that there exists a process Y ρ,vt , t ≥ 0, such that
lim
n↑∞
Y ρ,v,nt = Y
ρ,v
t (48)
for a.e. (t, ω) ∈ [0,∞) × Ω, and moreover, that for each ρ > 0, both {Y ρ,v,nt }
and {Zρ,v,nt } are Cauchy sequences in L
2
ρ [0,∞], where
L2ρ[0,∞) = {(Yt)t∈[0,∞) : Y is F-progressively mble and EP(
∫ ∞
0
e−2ρt|Yt|
2dt) <∞}.
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Therefore, there exist limiting processes (Y ρ,vt , Z
ρ,v
t ), t ≥ 0, belonging to L
2
ρ[0,∞),
such that
lim
n↑∞
(Y ρ,v,nt , Z
ρ,v,n
t ) = (Y
ρ,v
t , Z
ρ,v
t ) (49)
in L2ρ[0,∞) with |Y
ρ,v
t | ≤
K
ρ . Then, it is easy to show that the process (Y
ρ,v
t , Z
ρ,v
t ),
t ≥ 0, is a solution to the BSDE
dY ρ,vt = (−H(V
v
t , q(Z
ρ,v
t )) + ρY
ρ,v
t ) dt+ (Z
ρ,v
t )
T
dWt. (50)
Moreover, we recall that the solution is Markovian in the sense that there exist
functions, say yρ(·) and zρ(·), such that
(Y ρ,vt , Z
ρ,v
t ) = (y
ρ(V vt ), z
ρ(V vt )) .
Next, using the Girsanov’s transformation and adapting the argument in Lemma
4.3 in [14], we claim that the Lipschitz continuity property
|yρ(V vt )− y
ρ(V v¯t )| ≤
Cv
Cη − Cv
|V vt − V
v¯
t | (51)
holds, for any v, v¯ ∈ Rd, and Cv and Cη as in (40) and (3), respectively.
Indeed, define for t ≥ 0, the differences
∆Yt = Y
ρ,v
t − Y
ρ,v¯
t and ∆Zt = Z
ρ,v
t − Z
ρ,v¯
t .
Then,
d (∆Yt) = −
(
H(V vt , q(Z
ρ,v
t ))−H(V
v¯
t , q(Z
ρ,v¯
t ))
)
dt+ ρ∆Ytdt+ (∆Zt)
T
dWt
= −∆Htdt+ ρ∆Ytdt+ (∆Zt)
T
(dWt −mtdt) ,
where ∆Ht = H(V
v
t , q(Z
ρ,v
t ))−H(V
v¯
t , q(Z
ρ,v
t )), and
mt =
H(V v¯t , q(Z
ρ,v
t ))−H(V
v¯
t , q(Z
ρ,v¯
t ))
|∆Zt|2
∆Zt1{∆Zt 6=0}.
Note that the process mt is bounded by (46), so we can define the process
W¯t = Wt −
∫ t
0
mudu, t ≥ 0, which is a Brownian motion under some measure
Qm equivalent to P. Hence, for 0 ≤ t ≤ s < ∞, taking conditional expectation
on Ft under Q
m yields
∆Yt =
βs
βt
EQm (∆Ys|Ft) + EQm
(∫ s
t
βu
βt
(∆Hu) du
∣∣∣∣Ft
)
,
where βt = e
−ρt. Since the first expectation is bounded by 2K/ρ, it converges
to zero when s ↑ ∞. Moreover, by (45), the second expectation is bounded by
EQm
(∫ s
t
βu
βt
(∆Hu) du
∣∣∣∣Ft
)
≤
CηCv
Cη − Cv
EQm
(∫ s
t
e−ρ(u−t)|V vu − V
v¯
u |du
∣∣∣∣Ft
)
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≤
CηCv
Cη − Cv
eρt
(
e−(ρ+Cη)t − e−(ρ+Cη)s
)
ρ+ Cη
|v − v¯|,
where we used the exponential ergodicity condition (4). Then, (51) follows by
letting s ↑ ∞.
Next, assume that yρ(·) ∈ C2(Rd). Then, applying Itoˆ’s formula to yρ(V vt )
yields
dyρ(V vt ) = Ly
ρ(V vt )dt+
(
κT∇yρ(V vt )
)T
dWt, (52)
where L is as in (21). In turn, from (50) and (52) we deduce that
κT∇yρ(V vt ) = Z
ρ,v
t , (53)
and (with a slight abuse of notation) for v ∈ Rd,
ρyρ(v) = Lyρ(v) +H
(
v, q
(
κT∇yρ(v)
))
, (54)
for v ∈ Rd. The above equation (54) is a standard semilinear elliptic PDE, and
classical PDE results yield that it admits a unique bounded solution yρ(·) ∈
C2(Rd), with |yρ(v)| ≤ Kρ . In addition, recall that (51) yields |∇y
ρ(v)| ≤ CvCη−Cv ,
and thus, by (53) and Assumption 2 on the matrix κ, we obtain that for t ≥ 0,
|Zρ,vt | ≤
Cv
Cη − Cv
. (55)
Next, we fix a reference point, say v0 ∈ R
d. Define the process Y¯ ρ,vt = Y
ρ,v
t −
Y ρ,v00 , and consider the perturbed version of BSDE (50), namely,
Y¯ ρ,vt = Y¯
ρ,v
s +
∫ s
t
(
H(V vu , q(Z
ρ,v
u ))− ρY¯
ρ,v
u − ρY
ρ,v0
0
)
du−
∫ s
t
(Zρ,vu )
T
dWu,
for 0 ≤ t ≤ s <∞. Then Y¯ ρ,vt = y¯
ρ(V vt ) with y¯
ρ(·) = yρ(·) − yρ(v0).
Since yρ(·) is Lipschitz continuous, uniformly in ρ, we deduce that |y¯ρ(·)| ≤
Cv
Cη−Cv
|v − v0| . Moreover, |ρy
ρ(v)| ≤ K. Thus, by a diagonal procedure, we can
construct a sequence ρn ↓ 0 such that, for v in a countable subset of R
d,
lim
ρn↓0
ρny
ρn(v0) = λ and lim
ρn↓0
y¯ρn(v) = y (v) , (56)
for some constant λ and some function y (·) .Moreover, since the function y¯ρ(·) is
Lipschitz continuous uniformly in ρ, the limit y(·) can be extended to a Lipschitz
continuous function defined for all v ∈ Rd, and
lim
ρn↓0
y¯ρn(v) = y (v) , v ∈ Rd. (57)
Thus, we have limρn↓0 Y¯
ρn,v
t = y (V
v
t ) and limρn↓0
(
ρnY¯
ρn
t
)
= 0. Next, define
the process Y vt = y(V
v
t ), t ≥ 0. Then it is standard to show that there exists
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Zvu = z(V
v
u ), u ∈ [t, s], in L
2[t, s] such that limρn→0 Z
ρn,v = Zv in L2[t, s], and
moreover, that the triplet (Y vt , Z
v
t , λ) = (y(V
v
t ), z(V
v
t ), λ) is a solution to the
truncated ergodic BSDE (44).
Finally, using the latter limit and the fact that |Zρ,vt | ≤ Cv/(Cη −Cv), by (55),
we also have that |Zvt | ≤ Cv/(Cη − Cv). Therefore, q(Z
v
t ) = Z
v
t , t ≥ 0, and in
turn, the triplet (Y v, Zv, λ) is also a solution to the quadratic ergodic BSDE
(12) and (30) in Propositios 2 and 10, respectively.
From the above arguments, it follows easily, as a by-product, the existence
of Markovian solutions to the infinite horizon quadratic BSDE (22) and (34),
respectively.
It remains to show the uniqueness of the Markovian solutions to the ergodic
BSDE (12) and (30). Indeed, since Zt, t ≥ 0, is bounded by Cv/(Cη − Cv) in
both (12) and (30), the uniqueness can be proved along similar arguments used
in Theorem 4.6 in [14] and Theorem 3.11 in [9].
On the other hand, the uniqueness of the Markovian solutions to the infinite
horizon quadratic BSDE (22) and (34) easily follows from Section 3.1 in [6] and
Theorem 3.3 in [5].
References
[1] Ankirchner, S., P. Imkeller, and G. dos Reis (2010): Pricing and hedging of
derivatives based on non-tradable underlyings, Mathematical Finance 20(2), 289–
312.
[2] Barrieu, P. and N. El Karoui (2004): Optimal derivatives design under dynamic
risk measures, Mathematics of Finance, G. Yin and Q. Zhang, eds., Contemp.
Math. Amer. Math. Soc., 351, Providence, RI, pp13–25.
[3] Becherer, D. (2006): Bounded solutions to backward SDEs with jumps for utility
optimization and indiﬀerence hedging, Ann. Appl. Probab. 16, 2027–2054.
[4] Berrier, F., C. Rogers, and M. Tehranchi (2009): A characterization of forward
utility functions, Working paper.
[5] Briand, P. and F. Confortola (2008): Quadratic BSDEs with random terminal
time and elliptic PDEs in inﬁnite dimension, Electronic Journal of Probability
13(54), 1529–1561.
[6] Briand, P. and Y. Hu (1998): Stability of BSDEs with random terminal time and
homogenization of semilinear elliptic PDEs, J. Funct. Anal. 155, 455–494.
[7] Cohen, S.N. and Y. Hu (2013): Ergodic BSDEs driven by Markov Chains, SIAM
J. Control Optim. 51(5), 4138–4168.
27
[8] Cosso, A., M. Fuhrman, and H. Pham (2014): Long time asymptotics for fully
nonlinear Bellman equation: a backward SDE approach, Working paper.
[9] Debussche, A., Y. Hu, and G. Tessitore (2011): Ergodic BSDEs under weak
dissipative assumptions, Stochastic Processes and their Applications 121(3), 407–
426.
[10] El Karoui, N. and M. Mrad (2014): An exact connection between two solvable
sdes and a non linear utility stochastic pdes, SIAM J. Financial Math. 4(1),
697–736.
[11] Fleming, W. H. and W. M. McEneaney (1995): Risk-sensitive control on an
inﬁnite time horizon, SIAM J. Control Optim. 33(6), 1881–1915.
[12] Fleming, W. H. and S. J. Sheu (2000): Risk-sensitive control and an optimal
investment model, Mathematical Finance 10(2), 197–213.
[13] Fleming, W. H. and S. J. Sheu (2002): Risk-sensitive control and an optimal
investment model II, Ann. Appl. Probab. 12(2), 730–767.
[14] Fuhrman, M., Y. Hu, and G. Tessitore (2009): Ergodic BSDEs and optimal
ergodic control in Banach spaces, SIAM J. Control Optim. 48, 1542–1566.
[15] Henderson, V. and D. Hobson (2007): Horizon-unbiased utility functions,
Stochastic Processes and their Applications 117(11), 1621–1641.
[16] Henderson, V. and G. Liang (2014): Pseudo linear pricing rule for utility indif-
ference valuation, Finance and Stochastics 18(3), 593–615.
[17] Hu, Y., P. Imkeller, and M. Mu¨ller (2005): Utility maximization in incomplete
markets, Ann. Appl. Probab. 15, 1691–1712.
[18] Hu, Y., P. Madec, and A. Richou (2015): A probabilistic approach to large time
behaviour of mild solutions of HJB equations in inﬁnite dimension, SIAM J.
Control Optim. 53(1), 378–398.
[19] Kallblad, S., J. Ob lo´j, and T. Zariphopoulou (2015): Time consistent investment
under model uncertainty: the robust forward criteria, Submitted for publication.
[20] Kobylanski, M. (2000): Backward stochastic diﬀerential equations and partial
diﬀerential equations with quadratic growth, Ann. Probab. 28, 558–602.
[21] Leung, T., R. Sircar, and T. Zariphopoulou (2012): Forward indiﬀerence valua-
tion of American options, Stochastics 84(5-6), 741–770.
[22] Mania, M. and M. Schweizer (2005): Dynamic exponential utility indiﬀerence
valuation, Ann. Appl. Probab. 15, 2113–2143.
[23] Morlais, M. A. (2009): Quadratic BSDEs driven by a continuous martingale and
applications to the utility maximization problem, Finance and Stochastics 13(1),
121–150.
28
[24] Musiela, M., E. Sokolova, and T. Zariphopoulou (2010): Indiﬀerence valuation
in incomplete binomial models, Mathematics in Action 3(2), 1–36.
[25] Musiela, M. and T. Zariphopoulou (2007): Investment and valuation under back-
ward and forward dynamic exponential utilities in a stochastic factor model, Ad-
vances in Mathematical Finance, 303–334.
[26] Musiela, M. and T. Zariphopoulou (2008): Optimal asset allocation under for-
ward exponential performance criteria, Markov Processes and Related Topics: A
Festschrift for T. G. Kurtz, Lecture Notes-Monograph Series, Institute for Math-
ematical Statistics 4, 285–300.
[27] Musiela, M. and T. Zariphopoulou (2009): Derivative pricing, investment man-
agement and the term structure of exponential utilities: The case of binomial
model, Indifference Pricing, R. Carmona ed., Princeton University Press, Prince-
ton, pp3–41.
[28] Musiela, M. and T. Zariphopoulou (2009): Portfolio choice under dynamic in-
vestment performance criteria, Quantitative Finance 9(2), 161–170.
[29] Musiela, M. and T. Zariphopoulou (2010): Portfolio choice under space-time
monotone performance criteria, SIAM J. Financ Math. 1, 326–365.
[30] Musiela, M. and T. Zariphopoulou (2010): Stochastic partial diﬀerential equa-
tions and portfolio choice, Contemporary Quantitative Finance, C. Chiarella and
A. Novikov eds., Springer, Berlin, pp195–215.
[31] Nadtochiy, S. and M. Tehranchi (2013): Optimal investment for all time horizons
and Martin boundary of space-time diﬀusions, Mathematical Finance, to appear.
[32] Nadtochiy, S. and T. Zariphopoulou (2013): A class of homothetic forward invest-
ment performance processes with non-zero volatility, Inspired by Finance: The
Musiela Festschrift, Y. Kabanov et al eds., Springer, Berlin, 475–505.
[33] Richou, A. (2009): Ergodic BSDEs and related PDEs with Neumann boundary
conditions, Stochastic Processes and their Applications 119, 2945–2969.
[34] Shkolnikov, M., Sircar, R. and T. Zariphopoulou (2015): Asymptotic analysis
of forward performance processes in incomplete markets and their ill-posed HJB
equations, Submitted for publication.
[35] Zariphopoulou, T. (2001): A solution approach to valuation with unhedgeable
risks, Finance and Stochastics 5(1), 61–82.
[36] Zariphopoulou, T. (2009): Optimal asset allocation in a stochastic factor model-
an overview and open problems, RADON Series on Computational and Applied
Mathematics, Advanced Financial Modeling 8, 427–453.
[37] Zariphopoulou, T. and G. Zitkovic (2010): Maturity-independent risk measures,
SIAM J. Financ Math. 1, 266–288.
29
[38] Zitkovic, G. (2009): A dual characterization of self-generation and exponential
forward performances, Ann. Appl. Probab. 19(6), 2176–2210.
30
