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本稿では,エルゴード的パラメ トリック確率微分方程式 (SDE) モデルの相対評価規準
に関する比較的最近の結果を , 背景にあるモデル評価規準の考え方とともに紹介する.
1 確率微分方程式モデルの相対評価規準
時系列データ x_{0}, X_{t_{1}}, X_{t_{2}} , . . . , X_{t_{n}} が与えられているとする.それを Markov型確率微分
方程式 (SDE)
dX_{t}=A(X_{t})dt+B(X_{t})dw_{t} ) x_{0=x_{0}} , (1.1)
の解過程 \mathrm{X}=(X_{t})_{t\in \mathbb{R}_{+}} からの離散時点観測の実現値と捉えて統計モデルを構築し,デー
タ生成機構を推定したい.ここで w は標準Wiener過程である.基本設定として以下を考
える.
\bullet 離散時点観測データセッ ト \mathrm{X}_{n}=(X_{t_{j}})_{j=0}^{n}, t_{j}=jh_{n}.
一 観測間隔妬 >0 について,  n\rightarrow\infty のとき  nh_{n}^{2}\rightarrow 0 および  T_{n}:=nh_{n}\rightarrow\infty と
仮定する.これらはそれぞれ,疑似尤度 (後述の (1.3)) を介してモデルを理論
的に推定可能とするため,またモデルのエルゴード性を活用するためのもので
ある.実用上は妬は数値としてユーザが指定する.
\bullet エルゴード的パラメトリックSDE モデルの候補  M個 (m=1, \ldots, M) .
\left\{\begin{array}{l}
dX_{t}=a_{m}(X_{t}, $\alpha$_{m})dt+b_{m}(X_{t}, $\beta$_{ $\pi$ n})dw_{t}\\
X_{0}=x_{0}
\end{array}\right. (1.2)
‐ 各モデルm において,ドリフト係数 a_{m} と拡散係数妬は未知パラメータは
$\theta$_{m}:=($\alpha$_{m}, $\beta$_{m})\in$\Theta$_{m}\subset \mathbb{R}^{\mathrm{P}$\alpha$_{m}} \times \mathbb{R}^{p_{$\beta$_{m}}} =\mathbb{R}^{p_{m}}
を除いて既知と し,またある値 $\theta$_{m,0} = ( $\alpha$_{m,0} ) $\beta$_{m,0} ) \in $\Theta$_{m} がとれて a $\alpha$_{m,0} ) =








量規準 (Information criterion, IC) に基づいたモデル選択の処方箋を紹介する.まずモデ
ルを推定し,その結果を用いて選択方式を構成することになる.
各モデルm において未知パラメータがあるため,まず \mathrm{X}_{n} に基づいて $\theta$_{m} の正規型疑似
推定量
\displaystyle \hat{ $\theta$}_{m,n}=(\hat{ $\alpha$}_{m,n},\hat{ $\beta$}_{m,n})\in \mathrm{a}x\mathrm{g}\max \mathbb{H}_{m,n}
でモデルの推定を行う.ここで
正\mathbb{H}m,n(  $\theta$m) =-\displaystyle \frac{1}{2}\sum_{j=1}^{n}\{\log\det(2 $\pi$ h_{n}b_{m}^{\otimes 2}(X_{t_{j-1}}, $\beta$_{m}))
+\displaystyle \frac{1}{h_{n}}(b_{m}^{\otimes 2})^{-1}(X_{t_{j-1}}, $\beta$_{m})[($\Delta$_{j}X-h_{n}a_{m}(X_{t_{j-1}}, $\alpha$_{m}))^{\otimes 2}] \} , (1.3)
ただし $\Delta$_{j}X =Xt_{j} -Xt_{j-1}, b_{m}^{\otimes 2}(x, $\beta$_{m}) = 妬 b_{m}^{\mathrm{T}}(x, $\beta$_{m}) , A[u\otimes 2] = u^{\mathrm{T}}Au である.この \mathbb{H}厩,n
は, $\theta$_{m} が真値のときの Euler-丸山近似
X_{t_{j}}\approx X_{t_{j-1}}+a_{m}(X_{t_{j-1}}, $\alpha$_{m})h_{n}+b_{m}(X_{t_{j-1}}, $\beta$_{m})$\Delta$_{j}w
による遷移確率の正規近似
\mathcal{L}(X_{t_{j}}|X_{t_{j-1}}=x)\approx N(x+a_{m}(x, $\alpha$_{m})h_{n}, B_{m}(x,$\beta$_{m})h_{n})
に基づいた疑似的な (微小時間近似型の) 尤度関数である.実際 \mathbb{H}_{m,n} は真の尤度関数で
はないが,明示的に書けることで数値的最適化が実行可能になるという多大な利点を持ち,
さらに高頻度観測設定妬 \rightarrow 0 が効いて理論的に最適 (漸近有効) であることが知られて
いる.特に漸近正規性
(\sqrt{T_{n}}(\hat{ $\alpha$}_{m,n}-$\alpha$_{m,0}), \sqrt{n}(\hat{ $\beta$}_{m,n}-$\beta$_{m,0})) \rightarrow N_{\mathrm{p}_{ $\alpha$ m}+\mathrm{P}$\beta$_{m}}\mathcal{L} (0, \mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}\{I_{ $\alpha$}^{-1}($\theta$_{m,0}), I_{ $\beta$}^{-1}($\theta$_{m,0})\})
(1.4)
が成り立ち , これより,想定された真のモデル (1.1) に対する標準的な信頼領域の構成や統
計的仮説検定の定式化が自然に考察可能となる ([8], [9], [15]).
以上の下 , IC として以下が知られている.
CIC (Contrast based Information Criterion, [13])
CICm,n=-2\mathbb{H}_{m,n}(\hat{ $\theta$}_{m,n})+2p_{m} (1.5)
QBIC (Quasi‐Bayesian Information Criterion, [6])
\mathrm{Q}\mathrm{B}\mathrm{I}\mathrm{C}_{m,n}=-2\mathbb{H}_{m,n}(\hat{ $\theta$}_{m,n})
+\log\det(-\partial_{$\alpha$_{m}}^{2}\mathbb{H}_{m,n}(\hat{ $\theta$}_{m,n}))+\log\det(-\partial_{$\beta$_{m}}^{2}\mathbb{H}_{m,n}(\hat{ $\theta$}_{m,n})) (1.6)
ここで \partial_{a} は変数 a に関する偏微分を表す.
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BIC (Bayesian Information Criterion, [6])
BICm,n=-2\mathbb{H}_{m,n}(\hat{ $\theta$}_{m,n})+p_{$\alpha$_{m}}\log T_{n}+p_{$\beta$_{m}}\log n (1.7)
CIC はAkaike information criterion (AIC) [1, 2] に,また BIC と QBIC はSchwarz の
BIC [12] に対応した IC である.モデルには係数関数の滑らかさ . 非退化性やエルゴード
性などの正則条件が必要であり,このような理論背景に裏打ちされることでIC の合理性
が確保される (詳細は上記各 IC の参考文献を参照).
各IC において, M個の値 \mathrm{I}\mathrm{C}_{1,n} , . . . , \mathrm{I}\mathrm{C}_{M,n} をデータから計算し,最小となるモデルm を




をやや一般的な枠組みで概観していく.より詳細については,和書では [18], [17], [19], 洋
書では [3], [4] などが参考になる.先駆者による回顧的な記事 [16] も挙げておく (ただし
[16] では BIC とKullback‐Leibler情報量を明示的にリンクさせていない). また,検定との




で表す.ここで  $\mu$ は適当な参照測度である (Lebesgue測度や計数測度が典型的).未知の
 $\mu$‐密度  g に興味があるが,データ Xに不確実性が伴う中では正確には知り得ないため,X
の実現値に基づいてこれを推定したい.
分析者が g のための複数の統計モデル候補 fi, . . . , f_{M} を用意してそこから一つを選びた
い場合,先述の通り最適性指標の設定がポイントとなる.SDE モデルの場合,(1.1) で定ま











モデル評価においては,候補モデルあと真のモデル  g の間の 乖離度 の定量的指標と
して何を採用するかが重要である.分布 g から見た拓へのKullback‐Leibler情報量
D(f_{m};g) :=\displaystyle \mathrm{E}(\log\frac{g(X)}{f_{m}(X)}) =\int(\log\frac{9(x)}{f_{m}(x)})g(x) $\mu$(dx) (2.1)
を考えよう.対称性がない (D(f_{m};g)\neq D(g;f_{m})) 点に注意する.Jensenの不等式より常
に D(f_{m};g)\geq 0であり,漏と gが  $\mu$-\mathrm{a}.\mathrm{e} . で一致するときに限って D(f_{m};g)=0 となる.
特に各漏を手元のデータ X からパラメトリックに推定する場合,それらを明示的に
f_{m}( . ;  $\theta$のと書く とき,適当な推定量 \hat{ $\theta$}_{m,n}=\hat{ $\theta$}_{rn,n}(\mathrm{X}) で推定されたモデル (予測モデル) \hat{f}_{m}
は
\hat{f}_{m}(x)=f_{m}(x;\hat{ $\theta$}_{m,n}) (2.2)
の形になる.候補として当てがうモデルん (x;$\theta$_{m}) は,如何なる $\theta$_{m} に対しても g(x) と一致





Leibler情報量 (2.1) を最小にするようなモデル候補を選びたい.(2.2) の形を考える場合に
は,推定量 f_{m} ( x;\hat{ $\theta$}_{m} )n) を代入した期待値
-\mathbb{E}'\otimes \mathrm{E}\{\log f_{m}(X;\hat{ $\theta$}_{m,n}(X'))\} :=-\displaystyle \iint\log f_{m}(x;\hat{ $\theta$}_{m,n}(x'))g(x) $\mu$(dx)g(x') $\mu$(dx')
を最小にするモデルを選択することになる.しかしこれは統計量でないため,何らかの形
で推定する必要が生じる.単純には -\log f_{m}(X;\hat{ $\theta$}_{m,n}(\mathrm{X})) を用いたいところであるが,適
当な統計量 \hat{b}_{m,n}(\mathrm{X}) をもって,
-\mathrm{E}'\otimes \mathbb{E}\{\log f_{m}(X;\hat{ $\theta$}_{m,n}(X'))\}-(\mathrm{E}'\otimes \mathrm{E}\{-\log f_{m}(X \hat{ $\theta$}_{m,n}(X'))+\hat{b}_{m,n}(X')\})
=\displaystyle \int\{(-\int\log f_{m}(x;\hat{ $\theta$}_{m,n}(x'))g(x) $\mu$(dx))
‐ (-\log f_{m}(x';\hat{ $\theta$}_{m,n}(x'))+\hat{b}_{m,n}(x'))\}g(x') $\mu$(dx')=\mathrm{o}(1) , n\rightarrow\infty,
なる形で近似的なバイアス補正を行うことを考える.尤度原理で理詰めて最後にバイアス
補正,すなわち期待値量に着目することで統計量構成を図る,これが赤池の思想の本質と





特に AIC [1, 2] は補正項が \hat{b}_{m,n}(X) =p_{m} (パラメータの次元) で与えられる場合に該
当し,
\mathrm{A}\mathrm{I}\mathrm{C}_{m,n}=-2\log f_{m}(X_{\dot{\text{）}}}\hat{ $\theta$}_{m,n}(X))+2p_{m} (2.3)






(e.g. [3], [4]). 赤池の偉業はモデル複雑度と適合度をバランスをベースとした統計的モデ
リング手法の哲学創成ともいうべき点に宿る.AIC の業績を讃えられ,2006年に京都賞基
礎科学部門を受賞された.
2.3 BIC: Schwarz のBayes型モデル評価
BIC はGideon Schwarz [12] により導入されたモデル評価規準で,SIC ともよばれる.BIC
は,真のモデル gから推定されたモデルへの乖離度を Kullback‐Leibler情報量で測って最適
なものを採用するという赤池のロジックに基づいて導出可能である.70年代後半に AIC
vs BIC の論争が勃発したが,そもそもAIC とBIC は目的に応じて使い分けられるべき
手法であるのが事実である [3], [4], [5], [16], [17].
BIC はBayesモデルをベースとして構築され,パラメータ  $\theta$ を確率変数と捉える点にお
いて先述の最尤推定法と決定的に異なる.基本的な構成要素はパラメータの事前分布  $\pi$( $\theta$) ,
 $\theta$\in $\Theta$\subset \mathbb{R}^{p} , と  $\theta$ 所与でのデータ分布  f(x; $\theta$) である.今M個の Bayes モデル候補
\{($\pi$_{m}($\theta$_{m}), f_{m}(x;$\theta$_{m} $\theta$_{m}\in$\Theta$_{m}\subset \mathbb{R}^{p_{m}}\}, m=1 , . . . ,M,
が与えられているとしよう.パラメータ砺の事前分布  $\pi$_{m}( $\theta$のは通常恣意的に決められ
る.観測  x において,モデルm における周辺尤度は
f_{m}(x):=\displaystyle \int_{\mathrm{e}_{m}}f_{m}(x;$\theta$_{rn})$\pi$_{rn}($\theta$_{m})d$\theta$_{m} (2.4)
で定義される (m=1, \ldots, M) . 周辺尤度はモデルエビデンスともよばれ,データとパラメー
タの同時尤度をデータへ周辺化したものを指す.AIC は予測モデルあ =f_{m}(\cdot;\hat{ $\theta$}_{m,n})\#'.




ある正定値定数行列 |A_{m,n}| \rightarrow 0 (n\rightarrow\infty) に対して A_{m,n}^{-1}(\hat{ $\theta$}_{m,n}-$\theta$_{rn,0}) が漸近混合正規
性を持つなど,適切な正則条件の下で周辺尤度は以下のように近似できる (今扱っている
SDE モデルの場合を含む).
\displaystyle \log f_{m}(X)=\log f_{m}(X_{\dot{\text{）}}}\hat{ $\theta$}_{m,n})-\frac{1}{2}\log\det(-\partial_{$\theta$_{m}}^{2}\log f_{m}(X;\hat{ $\theta$}_{m,n}))
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+\log$\pi$_{m} ( \hat{ $\theta$}_{m} )n ) +\displaystyle \frac{1}{2}p_{m}\log 2 $\pi$+o(1) . (2.5)
主要項として確率的に発散する項を束ねたもののみを取り出して -2 ) を乗じることで,
以下の ICが得られる.
\mathrm{Q}\mathrm{B}\mathrm{I}\mathrm{C}_{m,n}=-2\log f_{m}(X;\hat{ $\theta$}_{m,n})+\log\det(-\partial_{$\theta$_{m}}^{2}\log f_{m}(X_{\text{）}}\cdot\hat{ $\theta$}_{m,n})) . (2.6)
通常 (2.5) は
\displaystyle \log f_{m}(X)=\log f_{m}(X;\hat{ $\theta$}_{m,n})-\frac{1}{2}\log|A_{m,n}^{-2}|+O(1) (2.7)
と書き換えることができる.このため \mathrm{Q}\mathrm{B}\mathrm{I}\mathrm{C}_{m} )n と漸近同等な
BICm,n=-2\log f_{m}(X;\hat{ $\theta$}_{m,n})+\log|A_{m,n}^{-2}| (2.8)
を用いることも考えられるが,当然,有限標本においてはQBIC とBIC によるモデル選択
結果は異なり得る.なお,適当な条件の下,(2.5) と(2.7) におけるオーダー記号はそれぞれ















前節で触れた (2.3), (2.6), (2.8) をそれぞれ SDE の文脈で導出することで,(1.5), (1.6),
(1.7) が得られる.いずれも偽りの疑似尤度を用いた方式であるが,理論上好ましい性質を
有する.
\bullet CIC (1.5) は,実は正体不明な真の尤度に正規型疑似最尤推定量を代入したものと漸
近不偏性の意味で同値となる [13]. 同論文では,常に大きめのモデルを選択するとい
う AIC の傾向が数値実験で観察されているため,各モデルの選択確率が  n\rightarrow\infty の
とき理論上どう落ち着くかも解析可能であろう.
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\bullet QBIC(1.6) およびBIC (1.7) の導出に際して,[6] は[15] の多項式型大偏差確率の評
価式を適用した.ともによく知られた BIC型統計量の利点である モデル選択の一
致性 を持つ.すなわち,真のモデル (より広くはKullback‐Leibler情報量の意味で
最適なモデル) を  n\rightarrow \infty で1へ近づく確率で選択する [6]. なお,(Q)BIC 型のロ
ジックにおける疑似尤度と真の尤度とのリンクは未調査の状態である.[6] における
階層型 SDEモデルに対する数値実験により,BIC は比較的小さめモデルを選ぶとい
う典型的な傾向が観察されている.またQBICは総じて CIC と BIC の中間的な振
る舞いを呈するが,本稿では触れていない非エルゴード的確率過程モデルの場合で





















3. モデルインデックスがm=1 ) .. . ,M と離散的でなく連続変量で表現される場合も
ICの考え方は全く同様である.とりわけBayes的視点でパラメータに事前分布を入





和文誌 [20] とその参考文献に多くの情報がある.最近 [11] により,スパース推定の枠
組みで AIC を導出する試みもなされた.











3. 係数の関数形が誤特定された SDE モデルの場合,漸近正規性 (1.4) が本質的に変わ
る [14]. この場合の CIC と (Q)BICの性質については明らかにはされていない.
4. シミュレーション,漸近展開公式,統計推測など,SDE モデルに係る様々な解析ツー
ルが統計解析 \mathrm{R} のYUIMAパッケージへ実装されている.
https: //\mathrm{r}-\mathrm{f}orge. \mathrm{r}‐project. \mathrm{o}\mathrm{r}\mathrm{g}/proj e \mathrm{c}\mathrm{t}\mathrm{s}/\mathrm{y}\mathrm{u}\mathrm{i}\mathrm{m}\mathrm{a}/
https: //cran. \mathrm{r}‐project. org/web/packages/yuima/index. html
YUIMAは随時更新されており,SDE モデル評価も実装予定である.
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