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Abstract
We study the problem of multimodal generative
modelling of images based on generative adver-
sarial networks (GANs). Despite the success of
existing methods, they often ignore the underlying
structure of vision data or its multimodal genera-
tion characteristics. To address this problem, we
introduce the Dirichlet prior for multimodal image
generation, which leads to a new Latent Dirich-
let Allocation based GAN (LDAGAN). In detail,
for the generative process modelling, LDAGAN
defines a generative mode for each sample, deter-
mining which generative sub-process it belongs
to. For the adversarial training, LDAGAN derives
a variational expectation-maximization (VEM)
algorithm to estimate model parameters. Experi-
mental results on real-world datasets have demon-
strated the outstanding performance of LDAGAN
over other existing GANs.
1. Introduction
Generating realistic images has been actively pursued in the
machine learning community in recent years. Achieving
this goal requires true understanding of images, including
the structure, semantics and so on. Deep generative mod-
els (DGMs) (Goodfellow et al., 2014; Kingma & Welling,
2014) have attracted considerable attention recently because
they provide us a new perspective to deeply understand vi-
sion data. Among various DGMs, generative adversarial
networks (GANs) (Goodfellow et al., 2014) have gained
the most interest as they learn a deep generative model for
which no explicit likelihood function is required, but only a
generative process (Uehara et al., 2016; Mohamed & Lak-
shminarayanan, 2017; Nowozin et al., 2016; Tran et al.,
2017).
Towards the goal of generating realistic images, various
GANs have been proposed with varying degrees of suc-
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cess (Salimans et al., 2016; Nguyen et al., 2017; Miyato
et al., 2018; Tran et al., 2018; Tolstikhin et al., 2017).
Most of them are non-structured and can be roughly cat-
egorized into two categories: single-generator based and
multi-generator based, depending on the number of gen-
erators employed. Single-generator based approaches, for
example (Nguyen et al., 2017; Miyato et al., 2018; Salimans
et al., 2016; Tran et al., 2018), try to modify the objective of
GANs, or the optimization strategies to guide the training
process. Multiple-generator based approaches, for example,
the work proposed by (Hoang et al., 2018; Tolstikhin et al.,
2017; Arora et al., 2017), employ multiple generators to
generate more diverse images. However, both categories of
approaches ignore that realistic generation essentially de-
pends on truly understanding data, especially the structure.
A meaningful step forward in the regard was made by the
Graphical GAN (GMGAN) (LI et al., 2018), which employs
Bayesian networks to model the structured generative pro-
cess of images. However, GMGAN only defines a single
generative process (i.e. generator) transforming from mix-
ture of Gaussian noise to images. In fact, real-world images,
such as images in the CIFAR-10 and ImageNet datasets,
are highly complex and usually have multi-modality. For
such complex data, a single generative process is almost
impossible to fit for all images, resulting in problems like
mode collapse and dropping (Hoang et al., 2018; Tolstikhin
et al., 2017; Arora et al., 2017).
To address these issues, we propose a multi-modal gener-
ative process for images based on GANs and use a proba-
bilistic graphical model to represent the generation process,
as illustrated in Fig. 1. Our key idea lies in introducing an
underlying generative mode z for each sample, denoting
which generative sub-process (i.e. generator Gk) it belongs
to. To achieve more precise representation capability, we
suppose the mode distribution pi could be distinct for each
sample, while sampled from the same Dirichlet prior distri-
bution (Blei et al., 2003). This line of thinking leads to a
new structured and implicit generative model: latent Dirich-
let allocation based GANs (LDAGAN), which not only the
natural multi-modality structure of image, but also can be
more interpretable as a topic model (Blei et al., 2003).
Given the strong representation power of LDAGAN, a natu-
ral question then arises: how to make inference and estimate
model parameters in such a three-level hierarchical deep
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Figure 1. Graphical model for LDAGAN. It is a three-level hier-
archical deep Bayesian model. Latent variables pi describe mode
distribution which have a Dirichlet prior Dir(α). z′ and z rep-
resent the input noise variables and latent mode of each sample
respectively. The parameters θ = {θ1, ...,θK} are associated
with K generators G = {G1, ..., GK}.
Bayesian networks without explicit likelihood? To this end,
we take an important step by presenting a variational infer-
ence and expectation-maximization (EM) algorithm in an
adversarial process. Specifically, we utilize the discrimina-
tor in GANs to formulate the likelihood function for model
parameters. In adversarial training, we maximize the above
likelihood with respect to model parameters by virtue of
EM algorithm. We make stochastic variation inference to
ensure the training of LDAGAN is not time consuming.
The main contributions of this paper are summarized as
follows: (i) We build a structured GANs exploring mul-
timodal generative process of images. (ii) We present a
variational EM algorithm for Bayesian network parameter
estimation in adversarial training. (iii) We achieve state-of-
the-art performance on CIFAR-10 (Krizhevsky & Hinton,
2009), CIFAR-100 (Krizhevsky & Hinton, 2009) and Im-
ageNet (Russakovsky et al., 2015) datasets. For example,
our method has achieved a value of 28.9 for Fre´chet Incep-
tion Distance on the ImageNet dataset, which is currently
the best reported result with standard CNN architecture in
literature to our knowledge.
2. Previous Work
This section reviews previous work on variants of generative
adversarial networks (GANs).
2.1. No Structured GANs
Single-Generator based GANs: Generative Adversarial
Networks learn a generator that transforms input noise vari-
ables to target distribution. Conventionally, the generator is
a nonlinear function, specified by a deep network. One main
difficulty in training GANs is how to avoid mode collapse
and dropping whilst affording an efficient evaluation. To ac-
count for this, many important variants of GANs have been
proposed. Salimans et al. (Salimans et al., 2016) introduced
several techniques into GANs training, including feature
matching, minibatch discrimination, historical averaging
and virtual batch normalization, to avoid mode collapse.
WGAN leverages a smooth metric (i.e. Wasserstein distance)
to measure the distance between two probability distribu-
tions to improve the stablity of GANs training (Arjovsky
et al., 2015). WGAN-GP replaces the weight clipping in
WGAN with penalizing the gradient norm of the interpo-
lated samples to achieve more stable performance (Gulrajani
et al., 2017). WGAN-GP+TURR uses a two time-scale up-
date rule for training GANs to guarantee it converges to
a stationary local Nash equilibrium (Heusel et al., 2017).
Recently, Miyato et al. (Miyato et al., 2018) have applied
spectral normalization to stabilize training the discriminator
of SNGANs, rendering generated samples more diverse.
Although these improvements in GANs are effective some-
what, their performance tends to be unsatisfactory when
real data are highly complex. In fact, a single generator is
hard to properly capture complex image generation process,
especially when the images are obviously multimodal. The
low model capacity may be one of the primary reasons to
render mode collapse/dropping.
Multi-Generator based GANs: To account for the draw-
backs of single generator based GANs, in (Hoang et al.,
2018; Tolstikhin et al., 2017; Arora et al., 2017), multi-
generator based GANs train multiple generators to capture
more modes of data. For example, AdaGAN and boosting-
inspired GANs learn to generate samples of some modes
with one generator and then remove samples of the same
modes in training set to train a next generator (Tolstikhin
et al., 2017). To simplify this procedure, Mix-GAN and
MGAN suppose all generators together induce a mixture
of sub-modal distributions (Hoang et al., 2018; Arora et al.,
2017), leading to a more complex and flexible model dis-
tribution. This permits model distribution to become more
close to complex real distribution.
Although multi-generator based GANs seem to be capable
of generate more diverse samples, they exhibit two draw-
backs. Firstly, the underlying structure of data are not ex-
plored and represented in GANs, for example in MGAN
and MixGAN (Hoang et al., 2018; Arora et al., 2017). A
simple mixing scheme appears to provide no guarantee that
the model distribution is able to cover all modes of images.
Secondly, without no structure information, some multi-
generator based GANs (Hoang et al., 2018) encourage mode
diversity of generated samples, resulting in intra-class mode
dropping.
2.2. Structured GANs
To overcome the drawbacks of no structured GANs, in (LI
et al., 2018), Graphical-GAN uses Bayesian networks to
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represent the structure of vision data and conjoins GANs
to generate images. This hints us probabilistic graphical
model could be used in GANs to model the generative pro-
cess. Moreover, some approximate inference and learning
algorithms have been proposed for them (Karaletsos, 2016)
Although structured GANs take into consideration the un-
derlying structure of data in generation, they appear to have
not exactly model the multimodal generation process of im-
ages yet, since they have relatively low inception score (LI
et al., 2018).
3. Latent Dirichlet Allocation in GANs
To clearly describe the multimodal generation process of
images, we define the following image generation process:
1. Choose mode distribution pi ∼ Dir(α).
2. Choose a mode z ∼ Mult(pi).
3. Generate a sample x conditioned on noise z′ and mode
z, that is, x = Gk (z′;θk) if zk = 1.
The graphical model representing this process is illustrated
in Fig. 1. Here, zk = 1 indicates which mode was chosen
for generating sample x, where zk ∈ {0, 1} and
∑
k zk = 1.
That is, for each input noise z′, we choose a mode specific
generator Gk parameterized by θk for generation.
The objective for learning θ and α is not explicit as there
is no likelihood function being specified, only a generating
process. However, adversarial learning opens a door to solve
this problem. θ andα can be optimized through minimizing
the divergence between model distribution pg (x) and real
distributions pdata (x). In the work (Mohamed & Laksh-
minarayanan, 2017), Mohamed et al. revealed training a
discriminator in GANs is equivalent to training a good esti-
mator to measure the distance between the two distributions.
Following this, we learn a discriminatorD (x;φ), a function
bounded in [0, 1] with parameters φ, to output the probabil-
ity of x belonging to real data, denoted by p (y = 1|x,φ).
Here, the binary variable y indicates whether x is real or
fake. We hope D to maximize the probability of assign-
ing the correct label to both the real samples and samples
generated from z′. Meanwhile, we hope α and θ to min-
imize log (1− p (y = 1|z′,θ,α,φ)). Then, the objective
function of LDAGAN takes the form:
min
θ,α
max
φ
Ex∼pdata(x) [log p (y = 1|x,φ)]
+ Ez′∼p(z′) [log (1− p (y = 1|z′,θ,α,φ))] . (1)
Compared with traditional GANs, LDAGAN formulates its
objective function in a probabilistic form.
4. Learning
This section describes the learning of the discriminator, gen-
erators and Dirichlet parameters α in LDAGAN.
4.1. Discriminators
We extract the terms only containing φ from Eq. (1) to
construct the discriminative loss:
max
φ
Ex∼pdata(x)E [log p (y = 1|x,φ)]
+ Ez′∼p(z′)E [log (1− p (y = 1|z′,θ,α,φ))] , (2)
where p (y = 1|z′,θ,α,φ) is a marginal probability, rep-
resenting the probability of the sample generated from z′
being real. It is obtained by integrating joint distribution
over pi and summing over z:∫
p (pi|α)
(∑
z
p (z|pi) p (y = 1|z, z′,θ,φ)
)
dpi. (3)
Obviously, the joint distribution is given as a product of con-
ditionals in the form p (pi|α) p (z|pi) p (y = 1|z, z′,θ,φ).
p (y = 1|z, z′,θ,φ) here denotes, given the underlying
mode (i.e. zk = 1), the probability of the generated sample
being real. We utilize D (Gk (z′)) to score this probability.
Substituting Eq. (3) back into the discriminative loss, the
parameters φ can be optimized after sampling since the
integration over pi is analytically intractable. One note that
despite we employs K generators in our LDAGAN, we use
only one discriminator. This is because one discriminator
helps to keep the balance of generators in training.
4.2. Generators and Dirichlet parameters
In this section, we turn to the optimization of generators and
the Dirichlet parameters α.
4.2.1. GENERATIVE LOSS
Considering the terms related to generation in Eq. (1), min-
imizing log (1− p (y = 1|z′,θ,α,φ)) with respect to θ
and α is equivalent to maximizing log p (y = 1|z′,θ,α,φ)
with respect to them. Then, we rewrite the generative loss
in the form:
max
θ,α
Ez′∼p(z′) [log p (y = 1|z′,θ,α,φ)] , (4)
which means maximizing the probability of the samples
generated from z′ being real. One note this probability is a
likelihood function for model parameters in LDAGAN. The
maximum can be achieved if, and only if, our generative
model finds the underlying structure of real data correctly
and each generator models data of each mode appropriately.
In fact, maximizing the above likelihood is nontrivial for two
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reason: (i) it is a deep likelihood, and (ii) it includes discrete
and continuous latent variables z and pi. In such a case, we
theoretically propose to use the so called variational EM
algorithm to maximize it.
4.2.2. VARIATIONAL EM ALGORITHM
The EM algorithm provides an useful way to find maximum
likelihood solutions for probabilistic models having latent
variables. In general, it consists of three items, namely:
variational distribution, E-step optimization and and M-step
optimization.
Variational Distribution: On the basis of the mean-
field approximation, we define a variational distribution
q (pi, z|γ,ω) over the latent variables pi and z:
q (pi, z|γ,ω) = q (pi|γ) q (z|ω) , (5)
where γ is the Dirichlet parameters andω is the multinomial
parameters. Furthermore, we decompose the log likelihood
function in Eq. (4) into the sum of lower bound function
and KL divergence:
log p (y = 1|z′,θ,α,φ) = L (γ,ω;α,θ)
+ KL (q (pi, z|γ,ω) ||p (pi, z|y = 1, z′,θ,α,φ)) . (6)
Here L (γ,ω;θ,α) is the lower bound function on
log p (y = 1|z′,θ,α,φ), which is a function of variational
parameters γ and ω, and also a function of the parameters
θ and α. The detailed derivation of this decomposition can
be found in Appendix A. It is easily verified that the lower
bound L (γ,ω;θ,α) is maximized when the KL divergence
vanishes. From this perspective, according to Eq. (6), the
variational distribution can be viewed as an approximation
to the posterior distribution p (pi, z|y = 1, z′,θ,α,φ).
E-Step Optimization: The variational EM algorithm is
a two-stage iterative optimization algorithm. The E-step
involves maximizing the lower bound with respect to the
variational parameters γ and ω. When model parameters θ
and α are fixed, computing the derivatives of L (γ,ω;θ,α)
with respect to ωk and γk, and setting them equal to zeros
yields the following formulations for variational parameters
updating (see Appendix A),
ωk ∝ D (Gk (z′)) exp
(
Ψ (γk)−Ψ
(∑K
j=1
γj
))
,
(7)
γk = αk + ωk, (8)
where Ψ (·) is known as the digamma function, and ωk is
the kth elements of ω that should be normalized to make∑K
k=1 ωk = 1. Here, D (Gk (z
′)) denotes the likelihood
term, which reflects the probability of the sample generated
from z′, given underlying mode z (i.e. zk = 1), being
real. exp
(
Ψ (γk)−Ψ
(∑K
j=1 γj
))
is related to the prior,
Algorithm 1 Minibatch stochastic optimization for LDA-
GAN.
Require: Initialize θ, α, and φ.
1: for number in training iterations do
2: Sample M generated examples {x′m}Mm=1.
3: Sample M real examples {xm}Mm=1.
4: Update D by ascending gradient:
5: ∇φ 1M
∑M
m=1 {logD (xm) + log (1−D (x′m))}.
6: Sample M noise samples {z′m}Mm=1.
7: repeat
8: Calculate ω (z′m) in Eq. (7), m = 1, ..,M .
9: Calculate γ (z′m) in Eq. (8), m = 1, ..,M .
10: until ω (z′m) and γ (z′m) converge
11: Update {Gk}Kk=1 by ascending gradient:
12: ∇θk 1M
∑M
m=1 {ωk (z′m) logD (Gk (z′m))}.
13: Update α by ascending gradient of Eq. (10).
14: end for
where Ψ (γk) − Ψ
(∑K
j=1 γj
)
= Eq [log pik]. As such,
the multinomial update can be though of as a posterior
multinomial according to Bayes’ theorem. Similarly, the
Dirichlet update, shown in Eq. (8), can be viewed as a
posterior Drichlet. Then, updating ωk and γk alternatively
until some convergence criterion is met, results in optimal
ω and γ which maximize the above lower bound. One note
that the variational parameters vary as a function of z′, and
thus we rewrite them in the form γ (z′) and ω (z′).
M-Step Optimization: In the subsequent M-step, with
γ and ω fixed, we maximize the expected lower bound
L (γ,ω;θ,α) with respect to θ and α. It should be empha-
sized that the symbol L here denotes the expectation of the
lower bound L, that is, L is only associated with one sample
z′, while L is the expectation averaging over all samples.
Maximizing L (γ,ω;θ,α) with respect to θk yields:
max
θk
Ez′∼pz′ [ωk (z
′) logD (Gk (z′))] , (9)
where θk is the parameters of generator Gk, and ωk (z′) is a
posterior approximation. ωk (z′) approximates the posterior
probability of generated sample, under the assumption of
being real, being generated by Gk. Therefore, an appeal-
ing intuitive explanation for Eq. (9) is that each sample,
when optimizing Gk, is weighted, guiding each generator to
give more considerations to the ’good’ samples. Moreover,
Gk share their parameters with each other except the first
layer, largely reducing the parameter number and improving
training efficiency.
Latent Dirichlet Allocation in Generative Adversarial Networks
The terms in L (γ,ω;θ,α) related to α takes the form Lα:
log Γ
(∑K
j=1
αj
)
−
K∑
k=1
log Γ (αk) + Ez′∼p(z′)[
K∑
k=1
(αk − 1)
(
Ψ (γk (z
′))−Ψ
(∑K
j=1
γj (z
′)
))]
.
(10)
Taking the derivative with respect to α and using gradient
ascending, we will finally obtain the optimal solution for α.
5. Stochastic Optimization
The learning of LDAGAN is a two step alternative opti-
mization procedure: (i) update discriminator, and (ii) use
EM algorithm to maximize a deep likelihood with respect
to θ and α. Such a procedure appears to be reasonable,
but it is unclear how to incorporate the EM algorithm into
this adversarial learning framework. Inspired by stochastic
variational inference (Hoffman et al., 2013), we propose to
update θ and α as well as variational parameters based on
only a subset of the training data, namely stochastic mini-
batch optimization. At each iteration, we take only one step
in the gradient direction. The complete learning procedure
is outlined in Algorithm 1. This differs from standard GANs
optimization only in that the variational parameters as well
as Dirichlet parameters α need to be updated at each iter-
ation. The related calculation is not time consuming, and
hence the whole procedure should be fast.
6. Experiments
We carried out experiments on both synthetic data and real-
world data.
6.1. Evaluation on Synthetic Data
We first evaluated the performance of LDAGAN on a syn-
thetic dataset with 3 types of data. The fist type of training
data was sampled from a 2D mixture of 8 isotopic Gaus-
sians, where the mixing weights are fixed to be 0.125. The
means of all Gaussians uniformly distribute on a circle, the
center and radius of which are 0 and 2.0, and the covari-
ance matrices of all Gaussians are all 0.08I. The second
type of training data was drawn from the distribution of
a LDA generative model, where pi had a Dirichlet prior
with α = [8, 4, ..., 8, 4]. The third type of training data is
similar to the second, but consists of different Gaussians.
The means of all Gaussians distribute on a circle with a
much smaller radius 0.5 and the covariance matrices of all
Gaussians are 0.02I. Each type of training data is shown in
different columns of Fig. 2.
GANs
MGAN
LDAGAN
Figure 2. The generative performance comparison of LDAGAN
and other GANs on synthetic data. Red points denote real data and
blue points denote data generated by GANs. In MGAN and LDA-
GAN, points in different color mean data generated by different
generators.
On this dataset we compared three types of GANs: (i)
GANs, (ii) MGAN, and (iii) LDAGAN. For MGAN, we
employed 8 generators, each of which was designed to have
an input layer with 256 units and two fully connected hid-
den layers with 128 ReLU units. The network architectures
of discriminator and classifier in MGAN were constructed
following (Hoang et al., 2018). For LDAGAN, we also
employed 8 generators and each had the same input layer as
MGAN, but only one fully connected hidden layer with 128
ReLU units. The Dirichlet parameters α were all initialized
to be 2.
Visible results of these experiments can be found in Fig. 2. It
shows the fitting results of 512 samples generated by LDA-
GAN and other baseline methods. A consistent trend behind
this is that LDAGAN captures data modes more precisely
than MGAN and other GANs. As discussed in Sec. 2 and
Sec. 3, this is due to its ability to learn underlying structure
of real data and optimize generators based on the learned
structure. Single generator based GANs fails to account for
capturing all modes of data, leading to mode collapse. Be-
cause MGAN simply mix generators together and encourage
mode diversity of synthetic samples, incurring intra-class
mode dropping problem.
6.2. Evaluation on Real-Word Data
Testing the performance of LDAGAN on real-word data is
more meaningful as it gives a better indication on how well
the method generalizes. To further evaluate the effectiveness
of LDAGAN, we tested it on large-scale real-word datasets.
6.2.1. DATASETS AND EVALUATION METRICS.
We used 3 challenging real-word datasets to demonstrate
the effectiveness of our proposed LDAGAN. The details of
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(a) CIFAR-10 (b) CIFAR-100 (c) ImageNet
Figure 3. Images (with size 32× 32) generated by different generators of LDAGAN. Each row corresponds to one generator (i.e. mode).
(a): Trained on CIFAR-10. The images generated by the same generator have highly similarity, for example, the “car” images in the 2rd
row, the “dog” images in the 4th row, and the “ship” images in the last row. (b): Trained on CIFAR-100. Obvious image similarity can be
found in the same row, such as the 2rd and 7th rows. (c): Trained on ImageNet.
the three datasets are described in the following.
CIFAR-10: It has 60,000 labeled 32×32-sized RGB natural
images in 10 classless. The 10 classes include: airplane,
automobile, bird, cat, deer, dog, frog, horse, ship and truck.
There are 50000 training images.
CIFAR-100: It is just like the CIFAR-10, but it has much
more diverse classes. It has 100 classes containing 600
images each. There are 50000 training images.
ImageNet: It contains over 1.4 million images of 1000
classes. It is the largest, most diverse, and most significant
visual dataset at present.
To conduct fair comparison with the baselines, we resized
images in ImageNet dataset to 32× 32. On the above three
datasets, we used inception score and Fre´chet inception
distance for performance evaluation.
6.2.2. MODEL ARCHITECTURE.
Our generator and discriminator architectures follow the
design of DCGANs and ResNet based GANs. Moreover,
all generators share parameters except the first layer. This
parameter sharing scheme helps to balance the learning
of generators since we have only one discriminator. In
DCGANs architecture, considering the declining problem
of active neurons, we fixed the batch normalization center to
be zero for all layers in the generator networks as in (Hoang
et al., 2018). In ResNet based GANs architecture, we did not
fixed the batch normalization center. Please see Appendix
B for the details.
6.2.3. PARAMETER AND HYPERPARAMETER SETTINGS.
The hyperparameters of LDAGANs includes: the number
of generators K and the minibatch size. For standard CNN
based architecture, the number of generators was set to be
10 on CIFAR-10 and CIFAR-100, and 20 on ImageNet. We
also trained models with 10, 27, 30 generators on ImageNet,
and observed the best performance was achieved by the
model with 20 generators (see Appendix D). We used a
minibatch size of 24 for each generator on CIFAR-10 and
CIFAR-100, and 12 on ImageNet. For ResNet based archi-
tecture, the number of generators was all set to be 10 on
the above three datasets. We used a minibatch size of 12
for each generator. The Dirichlet parameters α were initial-
ized to be 8. Due to the importance of parameter sharing
scheme in LDAGAN, we investigated how sharing scheme
impacted its performance. The best inception score and FID
were exhibited when we removed the parameter sharing in
the first hidden layer (see Appendix C).
6.2.4. UNDERLYING MODE FINDING.
Example images generated by LDAGAN can be found in
Fig. 3. The results show a consistent phenomenon that im-
ages in one row, which are generated by the same generator,
have highly similarity. For exapmle, in Fig. 3a, we observe
the “car” images in the second row, the “dog” images in
the fourth row, and the “ship” images in the last row. As
discussed in Sec. 3, this is due to LDAGAN’s capability to
find the underlying structure (i.e. mode) of real data and
guide multiple generators to fit the structured data. The
similar phenomenon can also be found in both Fig. 3b and
Fig. 3c.
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Table 1. Inception Score(the higher the better) and Fre´chet Inception Distance(the lower the better) on different datasets. ∗ denotes the
results obtained by running the released codes of authors.
IS FID
CIFAR-10 CIFAR-100 ImageNet CIFAR-10 CIFAR-100 ImageNet
-Standard CNN-
DCGAN (Radford et al., 2015) 6.40 6.97∗ 7.89 37.7 - 36.1∗ 37.4∗
WGAN-GP (Gulrajani et al., 2017) 6.68 6.79∗ 7.58∗ 29.3 - 35.1∗ 33.2∗
WGAN-GP+TTUR (Heusel et al., 2017) - - - 24.8 - - -
SNGAN (Miyato et al., 2018) 7.42 - - - 29.3 - -
MGAN (Hoang et al., 2018) 7.30∗ 7.67∗ 7.59∗ 26.7 - 32.9∗ 36.8∗
Graphical GAN (LI et al., 2018) 5.94 5.64∗ 6.43∗ 55.8∗ - 55.9∗ 48.8∗
LDAGAN 7.46 7.50 8.37 24.3 28.3 28.8 28.9
-ResNet-
MGAN-SN (Hoang et al., 2018) 8.18∗ 8.53∗ 8.52∗ 12.7∗ - 15.5∗ 23.3∗
LDAGAN-SN 8.77 8.81 9.70 10.4 - 15.2 18.5
Figure 4. LDAGAN samples on CelebA 128× 128.
6.2.5. IMAGE QUALITY COMPARISON.
On the real-word datasets, we compared LDAGAN with
some other state-of-the-art GANs. For MGAN (Hoang et al.,
2018), we set the number of generators to be 10 and set all
the other hyper-parameters following. For SNGANs (Miy-
ato et al., 2018), we reported two versions of FID calculated
using 50000 and 5000 generated images to facilitate com-
parison. For Graphical GAN (LI et al., 2018), we followed
the original work GMGAN (LI et al., 2018) and fixed the
number of components in the mixture model to be 30 and
50 on CIFAR-10 and CIFAR-100 datasets, respectively. For
LDAGAN, we set the parameters and hyper-parameters as
described in previous experimental setting.
The results in Tab. 1 show significant tendency in the com-
parison with Graphical-GAN, MGAN and other single-
generator based GANs: (i) LDAGAN significantly outper-
forms Graphical-GAN as its inception score increases by
1.52 and 1.86, and its FID decreases by 33.1 and 27.1 on the
CIFAR-10 and CIFAR-100 datasets. As discussed in Sec. 3,
this is due to LDAGAN’s ability to precisely model the mul-
timodal generation process of images. However, Graphical-
GAN does not define the proper one. (ii) MGAN1 shows
an improved IS and FID over Graphical-GAN. However, it
1For MGAN, we ran the codes released by the author, but had
not obtain the IS 8.33 and 9.32 on CIFAR-10 and ImageNet. Thus,
we reported the best results we obtained by running the released
codes in Tab. 1.
also has inferior performance to LDAGAN because of its
simple mixing strategies, which can not account for data
structure. This can be seen by its poorer FID, for example
36.8 on the ImageNet dataset with CNN architecture. (iii)
LDAGAN exhibits better performance than most existing
single-generator based GANs, such as WGAN-GP+TURR
and SNGAN, which have shown state-of-the-art results.
6.2.6. HIGH RESOLUTION IMAGE GENERATION.
On the CelebA dataset (Liu et al., 2015), we generated
images of size 128 × 128. Example images generated by
LDAGAN can be found in Fig. 4. More details are described
in Appendix H.
7. Conclusion
Latent Dirichlet allocation was introduced into generative
adversarial networks in this work. It helps to discover the
multimodal generation mechanism of vision data, and make
generators better fit data. Moreover, EM algorithm was
combined with adversarial technique to solve our model.
The proposed method was shown to outperform the existing
GANs with different network architecture for IS and FID
score. Our future work will involve extending LDAGAN to
more computer vision problems.
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A. Variational EM algorithm
In this section, we derive the variational EM algorithm for efficient inference in the adversarial training, described in Sec. 4.
A.1. Variational Distribution
Based on mean-field approximation, we define a variational distribution which factorizes between latent variables pi and z
so that:
q (pi, z|γ,ω) = q (pi|γ) q (z|ω) , (11)
where γ and ω are the Dirichlet and multinomial parameters respectively. It can be viewed as a surrogate for the posterior
p (pi, z, y = 1|z′,θ,α,φ).
The log likelihood of a sample generated from z′ being real is obtained by summing the joint distribution over all possible
modes z and integrating over all mode distributions pi:
log p (y = 1|z′,θ,α,φ) = log
∫ ∑
z
p (pi, z, y = 1|z′,θ,α,φ) dpi. (12)
According to Jensen’s inequality, the above log likelihood function has a lower bound:
log
∫ ∑
z
p (pi, z, y = 1|z′,θ,α,φ) q (pi, z|γ,ω)
q (pi, z|γ,ω) dpi ≥
∫ ∑
z
q (pi, z|γ,ω) log p (pi, z, y = 1|z′,θ,α,φ) dpi
−
∫ ∑
z
q (pi, z|γ,ω) log q (pi, z|γ,ω) dpi, (13)
which is denoted as the right-hand side of Eq. (13), represented by L (γ,ω;θ,α). Thus, the log likelihood has the following
decomposition:
log p (y = 1|z′,θ,α,φ) = L (γ,ω;α,θ) + KL (q (pi, z|γ,ω) ||p (pi, z|y = 1, z′,θ,α,φ)) , (14)
which is the sum of the lower bound and the Kullback-Leibler divergence.
A.2. E-Step Optimization
In E-step, we maximize the lower bound L (γ,ω;θ,α) with respect to variational parameters γ and ω. It can be easily
verified that the maximum of L (γ,ω;θ,α) occurs when the KL divergence vanishes. We expand the lower bound by using
the factorizations of p (pi, z, y = 1|z′,θ,α,φ) and q (pi, z|γ,ω):
L (γ,ω;α,θ) = Eq [log p (pi|α)] +Eq [log p (z|pi)] +Eq [log p (y = 1|z, z′,θ,φ)]−Eq [log q (pi|γ)]−Eq [log q (z|ω)] ,
(15)
where Eq [·] denotes the expectation with respect to variational distribution. Each of the terms in the sum in Eq. (15) has the
following expressions. The first term is:
Eq [log p (pi|α)] = log Γ
(∑K
j=1
αj
)
−
K∑
k=1
log Γ (αk) +
K∑
k=1
(αk − 1)
(
Ψ (γk)−Ψ
(∑K
j=1
γj
))
, (16)
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where Ψ is the digamma function, representing the first derivative of the log Gamma function. Similar, the remaining terms
of Eq. (15) have the forms of:
Eq [log p (z|pi)] =
K∑
k=1
ωk
(
Ψ (γk)−Ψ
(∑K
j=1
γj
))
, (17)
Eq [log p (y = 1|z, z′,θ,φ)] =
K∑
k=1
ωk logD (Gk (z
′)) , (18)
Eq [log q (pi|γ)] = log Γ
(∑K
j=1
γj
)
−
K∑
k=1
log Γ (γk)
+
K∑
k=1
(γk − 1)
(
Ψ (γk)−Ψ
(∑K
j=1
γj
))
, (19)
Eq [log q (z|ω)] =
K∑
k=1
ωk logωk. (20)
Here, we use the fact that the expected value of the log of a single component under the Dirichlet have the following
expression Eq [log pik] = Ψ (γk)−Ψ
(∑K
j=1 γj
)
(Blei et al., 2003).
In the next two sections, we will show how to maximize the lower bound with respect to the variational Dirichlet and
multinomial parameters γ and ω.
A.2.1. VARIATIONAL DIRICHLET
Picking out just those terms that only contain γ in L (γ,ω;θ,α), we have:
Lγ =
K∑
k=1
(αk − 1)
(
Ψ (γk)−Ψ
(∑K
j=1
γj
))
+
K∑
k=1
ωk
(
Ψ (γk)−Ψ
(∑K
j=1
γj
))
− log Γ
(∑K
j=1
γj
)
+
K∑
k=1
log Γ (γk)−
∑K
k=1
(γk − 1)
(
Ψ (γk)−Ψ
(∑K
j=1
γj
))
, (21)
which simplifies to:
Lγ =
K∑
k=1
(
Ψ (γk)−Ψ
(∑K
j=1
γj
))
(αk + ωk − γk)− log Γ
(∑K
j=1
γj
)
+
K∑
k=1
log Γ (γk) . (22)
The derivative of Lγ with respect to γk can be expressed as:
∂Lγ
∂γk
= Ψ′ (γk) (αk + ωk − γk)−Ψ′
(∑K
j=1
γj
) K∑
j=1
(αj + ωj − γj) , (23)
where γk is the kth element of γ. Setting this derivative to zero yields a maximum at:
γk = αk + ωk. (24)
A.2.2. VARIATIONAL MULTINOMIAL
In this section, we show how to maximize the lower bound L (γ,ω;θ,α) with respect to the variational parameters ω. One
note there is a constrain on ω, which is
∑K
k=1 ωk = 1. We form the Lagrange by isolating the terms with respect to ωk,
where ωk is the kth element of ω, and adding the Lagrange multipliers,
Lωk = ωk
(
Ψ (γk)−Ψ
(∑K
j=1
γj
))
+ ωk logD (Gk (z
′))− ωk logωk + λ
(∑K
j=1
ωj − 1
)
. (25)
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The derivatives of Lωk with respect to ωk is given by:
∂Lωk
∂ωk
= Ψ (γk)−Ψ
(∑K
j=1
γj
)
+ logD (Gk (z
′))− logωk − 1 + λ. (26)
Setting this derivative to zero yields the optimal value of variational parameter ωk:
ωk ∝ D (Gk (z′)) exp
(
Ψ (γk)−Ψ
(∑K
j=1
γj
))
. (27)
A.3. M-Step Optimization
In the subsequent M-step, the variational distribution q (pi, z|γ,ω) is fixed and the lower bound is maximized with respect
to model parameters θ and α. In previous discussion, one note that we only consider the log likelihood for a single sample
z′ and the estimate of γ and ω (see Eq. (27) and Eq. (24)) are related to z′. We thus rewrite γ and ω as functions of z′,
denoted by γ (z′) and ω (z′). Estimating model parameters θ and α should consider the lower bounds over all possible z′,
that is, the expectation of L (γ,ω;α,θ) with respect to z′, described by L (γ,ω;α,θ) = Ez′∼p(z′) [L (γ,ω;α,θ)].
A.3.1. GENERATORS
To optimize θk associated with the kth generator, we isolate the terms in L (γ,ω;α,θ) containing θk and obtain:
Lθk = Ez′∼p(z′) [ωk (z′) logD (Gk (z′))] , (28)
maximizing Lθk yields the following optimization problem:
max
θk
Ez′∼p(z′) [ωk (z′) logD (Gk (z′))] . (29)
A.3.2. DIRICHLET
The terms in L (γ,ω;α,θ) which contain α are:
Lα = log Γ
(∑K
j=1
αj
)
−
K∑
k=1
log Γ (αk) + Ez′∼pz′
[
K∑
k=1
(αk − 1)
(
Ψ (γk (z
′))−Ψ
(∑K
j=1
γj (z
′)
))]
. (30)
Taking the derivative of Lα with respect to αk, we have:
∂Lα
∂αk
= Ψ
(∑K
j=1
αj
)
−Ψ (αk) + Ez′∼pz′
[
Ψ (γk (z
′))−Ψ
(∑K
j=1
γj (z
′)
)]
. (31)
Finally, we use gradient ascent to update θ and α.
B. Network Architecture
Our LDAGAN consists of K generators and 1 discriminator, as illustrated in Fig. 5. Each generator has four convolutional
layers, and shares parameters except the input layer. The parameter sharing scheme helps to keep the balance of generator’s
updating. Besides, it dramatically reduces the number of parameters, and thus ensures the training process, compared with
standard GANs, is not time consuming.
We constructed the CNN based network for LDAGAN according to the design of DCGAN (Radford et al., 2015) with some
slight modifications. The details our networks trained on the CIFAR-10, CIFAR-100, and ImageNet datasets can be found in
Tab. 2 and Tab. 3. “BN” is short for batch normalization, and “Shared” is the short for parameter sharing. Moreover, we
constructed the ResNet based network for LDAGAN according to ResNet based GANs.
Latent Dirichlet Allocation in Generative Adversarial Networks
Generator
……
… …
…
… …
… … …
z0 » p(z0)
G1 (z
0)
GK (z
0)
DDiscriminator
G1
Generator GK
Real/Fake
Figure 5. Network architecture of LDAGAN (standard CNN based), which has K generators and 1 discriminator. Each generator has four
convolutional layers, and parameter sharing occurs on the last three layers.
Table 2. The CNN based Network Architecture and hyperparameters of LDAGAN (CIFAR-10 and CIFAR-100).
Unit Operation Kernel Stride Feature maps BN Activation Shared
Generator z′ ∼ Uniform[-1,1] 100
Conv transposed 4x4 1 128x4 Yes ReLU No
Conv transposed 4x4 2 128x2 Yes ReLU Yes
Conv transposed 4x4 2 128 Yes ReLU Yes
Conv transposed 4x4 2 3 No Tanh Yes
Discriminator Conv 5x5 2 128 No LReLU
Conv 5x5 2 128x2 Yes LReLU
Conv 5x5 2 128x4 Yes LReLU
Conv 4x4 1 1 Yes Sigmoid
Number of generators 10
Generator initialization N (µ = 0, σ = 0.08)
Discriminator initialization N (µ = 0, σ = 0.02)
Batch size of real data 64
Batch size for each generator 12
Leacky ReLU slope 0.2
Learning rate 0.0001
Optimizer Adam(0.5, 0.999)
Table 3. The CNN based Network Architecture and hyperparameters of LDAGAN (ImageNet).
Unit Operation Kernel Stride Feature maps BN Activation Shared
Generator z′ ∼ Uniform[-1,1] 100
Conv transposed 4x4 1 128x4 Yes ReLU No
Conv transposed 5x5 2 128x2 Yes ReLU Yes
Conv transposed 5x5 2 128 Yes ReLU Yes
Conv transposed 5x5 2 3 No Tanh Yes
Discriminator Conv 5x5 2 128 No LReLU
Conv 5x5 2 128x2 Yes LReLU
Conv 5x5 2 128x4 Yes LReLU
Conv 4x4 1 1 Yes Sigmoid
Number of generators 20
Generator initialization N (µ = 0, σ = 0.08)
Discriminator initialization N (µ = 0, σ = 0.02)
Batch size of real data 64
Batch size for each generator 24
Leacky ReLU slope 0.2
Learning rate 0.0001
Optimizer Adam(0.5, 0.999)
Latent Dirichlet Allocation in Generative Adversarial Networks
Table 4. The ResNet based Network Architecture and Hyperparameters of LDAGAN (CIFAR10, CIFAR100 and ImageNet).
Unit Operation Input kernels Output kernels Shared
Generator z′ ∼ Normal(0, 1)
Linear 128 256x4x4 No
GenResBlock 256 256 Yes
GenResBlock 256 256 Yes
GenResBlock 256 256 Yes
Conv(Tanh) 256 3 Yes
Discriminator OptimizeResblock 3 128
DisResBlock 128 128
DisResBlock 128 128
DisResBlock 128 128
Global Average Pooling
Linear 128 1
Number of generators 10
Generator initialization Xavier Uniform
(√
2
)
Discriminator initialization Xavier Uniform
(√
2
)
Batch size of real data 64
Batch size for each generator 12
Learning rate 0.0002
Optimizer Adam(0, 0.9)
Table 5. The ResNet based network architecture and hyperparameters of LDAGAN (CelebA).
Unit Operation Input kernels Output kernels Shared
Generator z′ ∼ Normal(0, 1)
Linear 257 1024x4x4 No
GenResBlock 1024 1024 Yes
GenResBlock 1024 512 Yes
GenResBlock 512 256 Yes
GenResBlock 256 128 Yes
GenResBlock 128 64 Yes
OptimizeResBlock 64 64 Yes
Conv(Tanh) 64 3 Yes
Discriminator Conv 3 64
DisResBlock 64 64
DisResBlock 64 128
DisResBlock 128 256
DisResBlock 256 512
DisResBlock 512 1024
OptimizeResBlock 1024 1024
1x1 Conv 1024 1024
Sampling
Linear 1024x4x4 1
Number of G 5
Batch size of real data 32
Batch size for each generator 6
Learning rate 0.0001
Optimizer RMSprop(0.99)
Table 6. ResBlock Architecture(CIFAR10, CIFAR100 and ImageNet).
Unit Operation Kernel Padding Activation BN SN Resize
GenResBlock Conv 3x3 1 Relu Yes No Upsample
Conv 3x3 1 Relu Yes No None
OptimizeResBlock Conv 3x3 1 Relu No Yes None
Conv 3x3 1 None No Yes Pooling
DisResBlock Conv 3x3 1 Relu No Yes None
Conv 3x3 1 Relu No Yes Pooling
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Table 7. ResBlock architecture (CelebA).
Unit Operation Kernel Padding Activation Resize
GenResBlock Conv 3x3 1 LeakyRelu None
Conv 3x3 1 LeakyRelu Upsample
OptimizeResBlock Conv 3x3 1 LeakyRelu None
Conv 3x3 1 LeakyRelu None
DisResBlock Conv 3x3 1 LeakyRelu AvgPooling
Conv 3x3 1 LeakyRelu None
C. Parameter Sharing
We evaluated the effect of parameter sharing on the generative performance. Inception scores (IS) and Fre´chet inception
distance (FID) are two measures. Tab. 8 shows the evaluation results on the CIFAR-10, CIFAR-100 and ImageNet datasets.
The results show a consistent tendency that the less the parameter sharing layers the worse the performance is. Parameter
sharing helps to keep the balance of generator’s updating. This makes it possible for discriminator to score the performance
of different generators simultaneously. This is a partial explanation of the performance dropping caused by adopting less
parameter sharing layers.
Table 8. The performances of LDAGAN (standard CNN based) using different parameter sharing schemes
(a) Inception scores on different datasets
untied layer CIFAR-10 CIFAR-100 ImageNet
1 7.46 7.57 8.34
1-2 6.13 6.910 -
(b) Fre´chet inception distance on different datasets
untied layer CIFAR-10 CIFAR-100 ImageNet
1 24.3 28.7 28.8
1-2 44.3 47.6 -
D. Different Generator Number
We tested the performances of LDAGAN with different generators on the CIFAR-10, CIFAR-100, and ImageNet datasets.
Since CIFAR-100 and ImageNet have much more image classes, more generators should be employed. 10, 20, and 30
generators were used on CIFAR-100, and 10, 20, 27 generators were used on ImageNet. The quantitative results can be
found in Tab. 9, where the best performances are achieved when 10 and 20 generators are employed on CIFAR-100 and
ImageNet respectively.
Table 9. The performances of LDAGAN with various number of generators
(a) Inception scores on different datasets
number CIFAR-10 CIFAR-100 ImageNet
10 7.46 7.50 8.20
20 - 7.57 8.21
30/27 - 6.91 8.34
(b) Fre´chet Inception Distance on different datasets
number CIFAR-10 CIFAR-100 ImageNet
10 24.3 28.8 36.1
20 - 29.8 28.9
30/27 - 35.26 31.5
E. Parameter Updating
One assumption in LDAGAN is that discriminator can output a likelihood indicating how realistic the synthesized image is.
Such a likelihood is used to calculate variational parameters γ and ω. However, the discriminator is sometimes inaccurate
and unstable during training. This seems to only appears obviously early in learning. We thus fixed the variational parameters
γ and ω at the beginning epochs, and kept them updating after a certain epoch.
On CIFAR-10, we tested the performance of LDAGAN when updated γ andω after 0, 50 and 100 epochs. The corresponding
inception scores are 7.36, 7.38, and 7.46, and FIDs are 26.4, 25.7, and 24.3. These results show LDAGAN has an improved
performance if we update γ and ω after a certain epoch. On ImageNet, we analyzed the FID and IS of LDAGAN when
updated γ and ω after 0 and 4 epochs. The inception scores are 8.37 and 8.21, and the FIDs are 29.0 and 28.9. There does
not exist significant difference between these two strategies.
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F. Sampling Details
The learning of discriminator refers to sampling. As we described in Sec. 4, the discriminative loss has the from of:
max
φ
Ex∼pdata(x)E [log p (y = 1|x,φ)] + Ez′∼p(z′)E [log (1− p (y = 1|z′,θ,α,φ))] , (32)
where p (y = 1|z′,θ,α,φ) is a marginal probability, which is obtained by integrating joint distribution over pi and summing
over z:
∫
p (pi|α)
(∑
z
p (z|pi) p (y = 1|z, z′,θ,φ)
)
dpi, (33)
p (y = 1|z, z′,θ,φ) here denotes, given the underlying mode (i.e. zk = 1), the probability of the synthetic sample being
real. We utilize D (Gk (z′)) to score this probability. To solve φ, we should adopt ancestral sampling since the integration
over pi is analytically intractable.
Ancestral sampling, in fact, is somewhat time consuming. On the CIFAR-10 dataset, the running time for 1 epoch with
ancestral sampling is 5.10 minutes on a GTX1080Ti GPU. To ensure the learning efficiency, we change ancestral sampling
to randomly sampling fixed number of real and fake samples. The details can be found in Tab. 8 and 9. By virtue of this
simplification, the running time for 1 epoch reduces to be 2.30 minutes.
G. Generated Images
Some example images generated by LDAGAN (with CNN architecture) trained on the CIFAR-10, CIFAR-100 and ImageNet
datasets are shown in Fig. 6, Fig. 7, and Fig. 8, respectively.
Figure 6. Images generated by LDAGAN trained on the CIFAR-10 dataset.
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Figure 7. Images generated by LDAGAN trained on the CIFAR-100 dataset.
Figure 8. Images generated by LDAGAN trained on the rescaled 32× 32 ImageNet dataset.
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Figure 9. Random LDAGAN samples on CelebA 128× 128.
H. High Resolution Image Generation
On CelebA dataset, we generated images of size 128× 128. Fig. 9 shows the random LDAGAN samples on CelebA. The
network architecture for generating the high resolution images is described in Tab. 5
