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Complex dynamical networks are ubiquitous in many fields of science from 
engineering to biology, physics, and sociology. Collective behavior, and in particular 
synchronization,) is one of the most interesting consequences of interaction of dynamical 
systems over complex networks. In this thesis we study some aspects of synchronization in 
dynamical networks. 
The first section of the study discuses the problem of synchronizability in dynamical 
networks. Although synchronizability, i.e. the ease by which interacting dynamical systems 
can synchronize their activity, has been frequently used in research studies, there is no single 
interpretation for that. Here we give some possible interpretations of synchronizability and 
investigate to what extent they coincide. We show that in unweighted dynamical networks 
different interpretations of synchronizability do not lie in the same line, in general. However, 
in networks with high degrees of synchronization properties, the networks with properly 
assigned weights for the links or the ones with well-performed link rewirings, the different 
interpretations of synchronizability go hand in hand. We also show that networks with 
nonidentical diffusive connections whose weights are assigned using the connection-graph-
stability method are better synchronizable compared to networks with identical diffusive 
couplings. Furthermore, we give an algorithm based on node and edge betweenness centrality 
measures to enhance the synchronizability of dynamical networks. The algorithm is tested on 
some artificially constructed dynamical networks as well as on some real-world networks 
from different disciplines.   
In the second section we study the synchronization phenomenon in networks of 
Hindmarsh-Rose neurons. First, the complete synchronization of Hindmarsh-Rose neurons 
over Newman-Watts networks is investigated. By numerically solving the differential 
equations of the dynamical network as well as using the master-stability-function method we 
determine the synchronizing coupling strength for diffusively coupled Hindmarsh-Rose 
neurons. We also consider clustered networks with dense intra-cluster connections and sparse 
inter-cluster links. In such networks, the synchronizability is more influenced by the inter-
cluster links than intra-cluster connections. We also consider the case where the neurons are 
coupled through both electrical and chemical connections and obtain the synchronizing 
coupling strength using numerical calculations. We investigate the behavior of interacting 
locally synchronized gamma oscillations. We construct a network of minimal number of 
neurons producing synchronized gamma oscillations. By simulating giant networks of this 
minimal module we study the dependence of the spike synchrony on some parameters of the 
network such as the probability and strength of excitatory/inhibitory couplings, parameter 
mismatch, correlation of thalamic input and transmission time-delay.            
In the third section of the thesis we study the interdependencies within the time series 
obtained through electroencephalography (EEG) and give the EEG specific maps for patients 
suffering from schizophrenia or Alzheimer’s disease. Capturing the collective coherent 
spatiotemporal activity of neuronal populations measured by high density EEG is addressed 
using measures estimating the synchronization within multivariate time series. Our EEG 
power analysis on schizophrenic patients, which is based on a new parametrization of the 
multichannel EEG, shows a relative increase of power in alpha rhythm over the anterior brain 
regions against its reduction over posterior regions. The correlations of these patterns with the 
clinical picture of schizophrenia as well as discriminating of the schizophrenia patients from 
normal control subjects supports the concept of hypofrontality in schizophrenia and renders 
the alpha rhythm as a sensitive marker of it. By applying a multivariate synchronization 
estimator, called S-estimator, we reveal the whole-head synchronization topography in 
schizophrenia. Our finding shows bilaterally increased synchronization over temporal brain 
regions and decreased synchronization over the postcentral/parietal brain regions. The 
  
topography is stable over the course of several months as well as over all conventional EEG 
frequency bands. Moreover, it correlates with the severity of the illness characterized by 
positive and negative syndrome scales. We also reveal the EEG features specific to early 
Alzheimer’s disease by applying multivariate phase synchronization method. Our analyses 
result in a specific map characterized by a decrease in the values of phase synchronization 
over the fronto-temporal and an increase over temporo-parieto-occipital region predominantly 
of the left hemisphere. These abnormalities in the synchronization maps correlate with the 
clinical scores associated to the patients and are able to discriminate patients from normal 
control subjects with high precision. 
                     
Keywords: dynamical networks, scale-free networks, Watts-Strogatz networks, 
Newman-Watts networks, collective behavior, synchronization, phase synchronization, 
synchronizability, master-stability-function, connection-graph-stability, Hindmarsh-Rose 
neuron model, gamma-oscillations, spike synchronization, electroencephalography, alpha 
rhythm,cooperativeness, S-estimator, schizophrenia, Alzheimer’s disease. 
  
RÉSUMÉ 
Les réseaux dynamiques complexes sont omniprésents dans de nombreux domaines de 
la science, de l'ingénierie à la biologie, de la physique à la sociologie. Le comportement 
collectif (et en particulier la sychronisation) est une des plus intéressantes conséquences de 
l'interaction des systèmes dynamiques dans les réseaux complexes. Dans cette thèse nous 
aborderons certains aspects de la synchronisation dans les réseaux dynamiques. 
 
La première partie de l'étude discute du problème de « synchronisabilité » des réseaux 
dynamiques. Malgré le fait que la synchronisabilité, c'est-à-dire la facilité par laquelle 
l'interaction des systèmes dynamiques peut synchroniser ces derniers, a été fréquemment 
utilisée dans plusieurs domaines de recherche, il n’y a pas d’interprétation unique pour ce 
terme. Ici nous donnons quelques interprétations possibles de la synchronisabilité et nous 
étudions dans quelle mesure elles coïncident. Nous montrons que, dans les réseaux 
dynamiques avec intéractions non-pondérées les interprétations différentes de la 
synchronisabilité ne vont en général pas dans la même direction. Par contre, nous verrons 
qu’avec les réseaux à haut degré desynchronisation, une assignation judicieuse de la 
pondération des liens ou encore une reconnexion performante de ceux-ci les différentes 
interprétations de la synchronisabilité sont essentiellement équivalentes. Nous montrons aussi 
que les réseaux de diffusion avec connexions non-identiques dont les poids sont assignés en 
utilisant la méthode «connection-graph-stability», ont une meilleure synchronisabilité. De 
plus, nous donnons un algorithme basé sur la caractéristique «betweenness-centrality» visant 
à renforcer la synchronisation de réseaux dynamiques. L'algorithme est testé sur des réseaux 
dynamiques construits artificiellement ainsi que sur certains réseaux  « concrets » de 
différentes disciplines. 
Dans la deuxième section, nous étudions le phénomène de synchronisation dans les 
réseaux de neurones Hindmarsh-Rose. Tout d'abord, la synchronisation complète des 
neurones dans les réseaux Newman-Watts est étudiée. En résolvant numériquement les 
équations différentielles du réseau dynamique ainsi qu’en utilisant la méthode «master-
stability-function» le coefficient d’intéraction minimum nécessaire à la synchronisation est 
déterminé. Nous considérons également les réseaux  composés de sous-réseaux dont les 
connexions intra-sous-réseaux sont denses et les connexions inter-sous-réseaux sont sont 
éparses. Dans ces réseaux, la synchronicité est majoritairement influencée par les connexions 
entre les sous-réseaux. Par des calculs numériques, nous considérons également le cas où les 
neurones sont couplés à la fois électriquement et chimiquement afin d'obtenir le coefficient 
minimum d’intéraction nécessaire pour la synchronisation. Nous étudions le comportement 
d’oscillations gamma localement synchrones et nous construisons un réseau comportant un 
nombre minimal de neurones capable de produire des oscillations gamma synchronisés. En 
simulant des réseaux très grands composés de ce module, nous étudions la dépendance de la 
synchronisation de certains paramètres du réseau tels que la probabilité et la force de 
couplages excitateurs/inhibiteurs, la corrélation des entrées thalamiques et du décalage 
temporel. 
 
Dans la troisième partie de la thèse, nous expliquons les interdépendances dans les 
séries temporelles obtenues par électroencéphalographie (EEG) et nous donnons des cartes de 
synchronisation spécifiques pour les patients souffrant de schizophrénie ou de la maladie 
d'Alzheimer. L’activité spatio-temporelle collective de populations de neurones mesurée par 
EEG à haute densité est analysée par une grandeur exprimant le degré de synchronisation 
dans des séries temporelles multivariées. Notre analyse de l’EEG des patients schizophrènes, 
qui se fonde sur un nouveau paramétrage de l’EEG multi-canal, montre une augmentation 
relative de la puissance dans le rythme alpha sur la partie antérieure du cerveau contre une 
  
réduction sur les régions postérieures. Les corrélations de ces phénomènes avec les données 
cliniques sur la schizophrénie ainsi que la discrimination entre des sujets atteints ou non de 
schizophrénie appuie le concept d’hypofrontalité pour la schizophrénie et permet de mettre en 
évidence le rôle du rythme alpha comme marqueur de la maladie. Par l'application d'un 
estimateur de synchronisation multivariée, appelé «S-estimator», nous révélons la topographie 
de synchronisation de la tête entière typique pour la schizophrénie. Nos résultats montrent une 
carte spécifique caractérisée par des valeurs diminuées de la synchronisation dans les régions 
postcentraux-pariétaux du cerveau et des valeurs augmentées dans les régions temporaux dans 
les deux hémisphères. Ces changements de la topographie de synchronisation des patients 
schizophréniques par rapport aux sujets normaux restent stables pendant plusieurs mois et 
dans toutes les bandes de fréquence classiques de l’EEG. De plus, il y a une bonne correlation 
entre ces changements de synchronisation et la sévérité de la maladie charactérisée par 
l’intensité de syndromes positifs et négatifs constat cliniquement. Nous avons également 
révélé les EEG caractéristiques propres au début de la maladie d'Alzheimer par l'application 
de la méthode multivariée de synchronisation de phase. Notre analyse montre une une 
diminution de la synchronisation de phase dans les régions fronto-temporaux et une 
augmentation dans les régions temporaux-pariéto-occipitaux, surtout dans l’hémisphère 
gauche. Ces anomalies dans les cartes de synchronisation sont en bonne corrélation avec les 
données cliniques et ils nous permettent de faire une discrimination entre sujets atteint ou non 
avec une grande précision. 
 
Mots-clés: Réseaux dynamiques complexes, Réseaux «scale-free», Réseaux «Watts-
Strogatz», Réseaux «Newman-Watts», Comportement collectif, Synchronisation, «master-
stability-function», «conenction-graph-stability», Réseaux de neurones Hindmarsh-Rose, 
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INTRODUCTION 
1.1 Complex networks are everywhere 
Complex networks have been extensively studied in recent years and the field is 
growing at a high rate. Historically, the first network problem was studied by the great 
mathematician Leonard Euler in 1736. Euler studied the Königsberg Bridge problem and 
proved the impossibility of existence of a single path that crosses all seven bridges exactly 
once (the problem of Eulerian Tour). Later on, many scientists contributed to various 
developments in network science. Networks are everywhere and we confront many networks 
in our daily life; they are practically present where any kind of information is transmitted or 
exchanged. Networks such as Internet, World Wide Web, engineering, social, biological and 
economical networks have been subject to heavy studies in the last decade (Albert R and A-L 
Barabasi, 2002; Albert R et al., 1999; Barabasi A-L and R Albert, 1999; Boccaletti S et al., 
2006; Newman M et al., 2006; Newman MEJ, 2003; Newman MEJ and J Park, 2003; 
Strogatz SH, 2001; Watts DJ and SH Strogatz, 1998). Researches have found that many real-
world networks from physics to biology, engineering and sociology have some common 
structural properties (Strogatz SH, 2001). Studying the properties of such networks could 
shed light on understanding the underlying phenomena or developing new insights into the 
system. By studying social networks, for instance, interesting findings have been obtained on 
spreading of disease and techniques for controlling them (Colizza V et al., 2007; Pastor-
Satorras R and A Vespignani, 2001). Studying the web has enabled researchers to develop 
efficient algorithms for navigation and search in the web (Kleinberg JM, 2000). Studying 
biological networks helps us to have better understanding  the organization and evolution of 
their units (Barabasi A-L and ZN Oltvai, 2004). Recent developments in computing facilities 
let researchers mine the data of real-world networks to discover their topological properties. 
Much of graph theory quantifies as pure mathematics, and as such is concerned 
principally with the combinatorial properties of artificial constructs. Although pure graph 
theory is elegant and deep, it is not especially relevant to networks arising from real-world 
systems. By contrast, the works in network science initiated by observing some facts in real-
world systems and then trying to construct proper models reproducing some of their 
properties (Barabasi A-L and R Albert, 1999; Watts DJ and SH Strogatz, 1998). Recent years 
have also witnessed a dramatic increase in the availability of network datasets comprising 
many thousands and sometimes even millions of nodes that is a consequence of widespread 
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availability of electronic datasets and more important, the Internet. All of these works focused 
popular and scientific attention alike in the topic of networks and networked systems, but it 
has led to data collection methods for social and other networks avoiding many of the 
difficulties of traditional sociometry, i.e. collecting reliable data.  
One of the simplest and oldest network models is random networks that has been 
extensively studies by Paul Erdős and Alfréd Rényi (Erdős P and A Rényi, 1960). The basic 
properties of random graphs are a good guide to the way real-world networks behave. The 
existence (or not) of the giant component, the phase transition, and so forth all seem to be 
typical of many networks (Bollobás B, 2001). However, random networks are not capable of 
modeling all structural properties of real-world networks. For example, many real-world 
networks do not have degree distributions similar to random networks, i.e. Poisson 
distribution. Considering the drawbacks of random graphs in modeling real-world networks, 
Watts and Strogatz in their seminal work (Watts DJ and SH Strogatz, 1998) observed that 
many real-world networks exhibit, in general, two properties. They show the small-world 
property meaning that average shortest path length scales logarithmically with the network 
size, a property of random networks. Furthermore, many real-world networks have high 
clustering (or transitivity); meaning that there is an increased probability that two nodes will 
be connected directly to one another if they have another neighboring node in common. They 
also proposed a model to construct networks with such properties, which indeed produces 
Watts-Strogatz networks that is an interplay between regular and random networks (Watts DJ 
and SH Strogatz, 1998). Many real-world networks have also a power-law degree 
distribution, meaning that the probability of a node being connected to other nodes is 
proportional to its degree; the higher the degree of the node the higher the probability of being 
connected. Barabási and Albert reported this fact in their work (Barabasi A-L and R Albert, 
1999). They also showed that properties of such networks can be explained using a model in 
which a network grows dynamically, rather than being a static graph, an idea that has been 
widely adopted in many studies since. They proposed a preferential attachment algorithm for 
constructing networks with power-law degree distribution, similar to many real-world 
networks. They named the network constructed in this way scale-free network (Barabasi A-L 
and R Albert, 1999). Later on, a variety of methods was developed for constructing various 
classes of networks with small-world and/or scale-free properties. 
In its simplest form, a network consists of a set of discrete elements called nodes (or 
vertices), and a set of connections linking these elements called edges (or links). Generally 
speaking, research dealing with dynamics and complex networks can be divided into two 
categories. One type of works deal with dynamics of networks and another type in this field 
concerns mainly the dynamics on networks. People in the former field are interested in 
studying the principles behind the evolution of the network itself, i.e. principles governing the 
relations between the nodes and edges of the networks, whereas research in the latter are 
about the emergence of collective behavior over complex networks. The work presented in 
this thesis is of the second type, i.e. dynamics on networks. We study the collective behavior, 
i.e. synchronization, of individual dynamical units over complex networks. Considering a 
network of a particular structure (scale-free or Watts-Strogatz, directed or undirected, 
weighted or unweighted, etc.), a dynamical system is associated to each node of the network. 
The edges of the underlying connection graph indicate interaction between the individual 
dynamical systems, meaning that when there is a link between two individuals, they influence 
each other. Then, an interesting question arises that is “how does the collective behavior of 
networks of dynamical systems emerge?” Throughout this thesis; we are mainly interested in 
finding possible answers for this type of question. 
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1.2 Synchronization 
The analysis of synchronization phenomenon has always been subject to active 
investigations in the field of dynamical systems (Osipov GV et al., 2007; Pikovsky A et al., 
2003). It is a basic phenomenon in science and engineering and its origin dates back to 
Huygens in the 17th century who found that two weakly coupled pendulum clocks became 
phase synchronized and this was probably the first written notion on synchronization 
(Hugenii C, 1673). Synchronization is often encountered in living systems such as circadian 
rhythm, phase locking respiration with mechanical ventilator, phase locking of chicken 
embrion heart cells with external stimuli, interaction of sinus node with ectopic pacemakers, 
synchronization of oscillations of human insulin secretion and glucose infusion, locking of 
spiking from electroreceptors of a paddlefish to weak external electromagnetic field, 
synchronization of heart rate by external audio or visual stimuli and synchronization of 
neurons in the brain (Pikovsky A et al., 2003). Indeed, tendency to achieve common rhythms 
of mutual behavior, or in other words, tendency to synchronization, is an important feature in 
our living world. During the last couple of decades the notion of synchronization has been 
generalized to the case of interacting chaotic oscillators (Pecora LM and TL Carroll, 1990), 
which has led to different concepts of synchronization (Boccaletti S et al., 2002). Consider 
two uncoupled chaotic oscillators. As coupling between the oscillators is introduced, both 
oscillators adjust their motion in response to the motion of the other, and when the coupling 
becomes strong enough, a transition typically occurs where the trajectory of the two 
oscillators start to coincide (Mosekilde E et al., 2002). An example of transition from 
unsynchronized motion to completely synchronized motion is shown in  Figure 1.1 for two x–
coupled Rössler oscillators (parameters and the equations of this system is introduced in the 
section  0). The mutual coupling strength is 0, 0.01, 0.1, and 0.5 for a), b), c), and d), 
respectively. As it is seen, when the systems are uncoupled their motion is irrelevant. By 
introducing coupling with small strength, the motion becomes correlated, but still not 
synchronized. By further increase of coupling strength, although the oscillators are not 
completely synchronized, one can state that they are phase synchronized, meaning that 
although the amplitude of the signals are not perfectly matched they move with each other 
( Figure 1.1c). When the mutual coupling strength is set to 0.5, the oscillators become 
completely synchronized (the synchronizing coupling strength could be obtained through the 
techniques to be introduced later on). Note that for this example we have chosen the identical 
oscillators, i.e. oscillators with the same values for their parameters, whereas for nonidentical 
oscillators, no matter how strong the coupling is, complete synchronization can not be 
attained. However, for such systems weaker type of synchronization such as approximate or 
phase synchronization can be achieved. 
Synchronization is possible if at least two dynamical systems meet and interact but it 
much more happens in ensembles including hundreds, thousands, millions and even more 
individual dynamical systems. The early works on synchronization of dynamical systems 
were concerned with only a small number of coupled individual systems, but many real-world 
systems where synchronization is relevant, consist of a large number of dynamical individuals 
interacting with complex coupling structure. To understand the situation better, imagine 
neurons in the brain where they may have many short- and/or long- distance connections with 
other neurons under a complex structure. One important concern in this filed is the 
dependence of the synchronization on the network’s structural properties. In this context, one 
might ask the following questions: What kind of definitions could be adopted to measure the 
degree of synchronizability (complete or phase) of dynamical networks? Do different 
interpretations of synchronizability, if any, coincide? What kind of networks has better 
synchronization properties? Which network properties affect the synchronization? Does 
network weighting have any effect on the synchronization, and if yes, is there any way to 
assign proper weights for the links in order to enhance the synchronizability of the network? 
Are directed networks better synchronizable than undirected ones? In this thesis, we try to 
find possible and proper answers for some of these questions. 
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Figure 1.1 Time-trajectory of two x–coupled Rössler oscillators by increasing the mutual coupling strength. The 
coupling strength is 0, 0.01, 0.1, and 0.5 for a), b), c), and d), respectively. The oscillators are identical and the 
initial conditions of the two oscillators are freezed for all of the cases. 
1.3 Synchronization in neurophysiology 
Biological oscillators belong to a broad class of limit cycle or weakly chaotic 
oscillators. For example, oscillations in electroencephalography (EEG), which shows the 
electrical activity of a population of neurons, are of this type (Buzsaki G, 2006). Inspired by 
the works initiated in the group of Wolf Singer in Max-Plank Institute for Brain Research 
(Frankfurt, Germany), one of the widely accepted hypotheses in the neuroscience comunity is 
that synchrony is one of the most probable candidates for binding mechanism in neuronal 
system, see (Gray CM et al., 1989; Singer W, 1999). Brain disorders such as Schizophrenia, 
Alzheimer’s disease, Epilepsy, Tinnitus, Autism and Parkinson have been linked to the 
abnormality in the ability of neuronal networks in synchronization (Uhlhaas PJ and W Singer, 
2006). The discovery of synchronized oscillations in the cerebral cortex motivated a large 
number of in-vitro and in-vivo studies looking for mechanisms that would generate these 
oscillations. It has also motivated a large number of theoretical studies investigating the 
functional properties of networks capable of engaging in oscillations and stimulus dependent 
synchronization patterns. These studies have provided deep insights into both the mechanisms 
that sustain oscillations and their synchronization as well as the putative functions of the 
temporal coding strategies that can be implemented in such networks with essentially non-
linear dynamics.  
The concept of synchronization in neurophysiological applications is slightly different 
from the one used in the theory of complex systems. Indeed, in the theory of complex 
systems, two or many subsystems are synchronized when they adjust some of their time-
domain properties due to coupling or common external forcing, whereas in neurophysiology 
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synchronization refers to a process that two or many subsystems share specific common 
frequencies. These two definitions coincide for completely periodic systems, which is not the 
case in many real-world applications. Traditionally, in neurophysiological studies, 
synchronizations was assessed by coherence analysis of frequency-domain characteristics of 
time series obtained through a neuronal activity measures such as electroencephalography  or 
magnetoencephalography techniques. This method is intrinsically bivariate method, which is 
unable to capture all the information in a multivariate signals like the one obtained through 
high density electroencephalography. In general, analyses such as coherence studies refer to 
cooperativeness phenomena among some experimental observations, which are related to the 
estimation of interdependencies among the measured signals. This means that in order to 
measure the cooperativeness among the elements of a network, e.g. neurons (or collection of 
neurons) of the brain, one has to compute the amount of interdependencies within the 
considered signals. To this end, four main approaches exist in the literature of time series 
analysis: the linear approach, the phase dynamics, state-space and information theory based 
approaches (De Feo O and C Carmeli, 2008). Within the phase approach, a multivariate 
interdependence estimator can be defined via phase order parameter (Boccaletti S et al., 
2002). The difficulty of this method lies in the definition of phase itself; there is a lack of a 
unique definition for general non-periodic signals. Although the state-space based methods do 
not have the ambiguity of phase analysis, most of the estimators based on state-space 
approaches proposed in the literature are intrinsically bivariate and their extension for 
multivariate time series is not straightforward (Carmeli C, 2006). Regarding the information 
theory based approach mutual information could be extended to multivariate signals. The 
difficulty of this method is the estimation of high dimensional probability distributions, which 
requires extremely long time series and heavy computational load and extensive use of 
memory; the problem that restricts its real world applications. Here, we will make use of two 
methods: calculating order parameter for quantifying the degree of phase synchronization 
(Boccaletti S et al., 2002) and S-estimator technique (Carmeli C et al., 2005), both having 
multivariate nature. 
1.4 Thesis outline 
This thesis consists of three sections with 10 chapters. The first chapter is dedicated to 
introduction and the thesis is concluded in the last. The first and third sections comprise of 
three chapters each and the second section is organized in two chapters. In the first section, 
the problem of synchronizability of dynamical networks is addressed. The synchronizability 
of complex dynamical networks is defined precisely and the relevant literature is briefly 
reviewed. Four possible interpretation of synchronizability in dynamical networks are 
mentioned and investigated in details. Using the connection-graph-stability method it is 
shown that the synchronizability of properly weighted networks is better compared to 
unweighted networks. Also, based on the information of node and edge betweenness 
centrality measures, a weighting algorithm is introduced for enhancing the synchronizability 
of dynamical networks. The outperformance of the algorithm is shown on some artificially 
constructed complex networks as well as on some real-world networks with complex 
topological properties.  
The second section of the thesis is dedicated to studying the synchronization properties of 
ensembles of neurons modeled by Hindmarsh-Rose equations. The synchronizability of 
Hindmarsh-Rose neurons over Newman-Watts and Meta Newman-Watts (modular) networks 
is investigated and some general rules are obtained. Also, we look precisely at the 
mechanisms of the generation of gamma-waves (frequency range 30-80 Hz) in cortical 
neurons and investigated mechanisms for the interaction of locally emerging gamma 
oscillations.  
The third section is the analysis of electroencephalographs obtained from healthy subjects and 
patients suffering from schizophrenia or Alzheimer’s disease. These electroencephalographs 
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are studied from the point of view of local and regional synchronization. To this end, the 
topography of regional to local synchronization maps of patients with schizophrenia or 
Alzheimer’s disease are obtained and the relevance of the maps with the neuropsychological 
data of the patients is investigated. In the following, a brief story of each chapter is given.    
Chapter 2: in this chapter we define the problem of synchronization in dynamical 
networks and briefly review some existing methods in the literature for analyses of 
synchronization. For many applications it is useful to have an estimate on the degree of 
synchronization of the network, which leads to the definition of a term synchronizability that 
is often used to show the propensity of the dynamical network to synchronize. In this chapter 
we give some possible interpretations of synchronizability and then investigate to what extent 
they coincide. Numerical simulations on artificially constructed scale-free and Watts-Strogatz 
networks show that not in all the cases the different interpretations of synchronizability go 
hand in hand. Indeed, the results obtained for a particular definition of synchronizability 
might or might not work for another definition. Therefore, any statement on the 
synchronizability should be limited to the particular definition studied, and generalization to 
other definitions should be avoided. 
Chapter 3: in this chapter, dynamical networks with diffusive couplings are 
investigated from the point of view of synchronizability. Arbitrary connection graphs are 
admitted but the coupling is symmetric. Networks with equal interaction coefficients for all 
edges of the interaction graph are compared with networks where the interaction coefficients 
vary from edge to edge according to the bounds for global synchronization obtained by the 
connection-graph-stability method. Synchronizability is tested numerically by establishing the 
time to decrease the synchronization error from 1 to 10-5 in the case of networks of identical 
Lorenz or Rössler systems. Synchronizability from the point of view of phase synchronization 
is also tested, for networks of non-identical Lorenz or Rössler systems. In this case the phase 
order parameters are compared, as function of the mean interaction strength. Throughout, as 
network structures, scale-free and Watts-Strogatz networks are used. 
Chapter 4: here, by considering the eigenratio of the Laplacian of the connection graph 
as synchronizability measure, we propose a procedure for weighting dynamical networks to 
enhance their synchronizability. The method is based on node and edge betweenness 
centrality measures and is tested on artificially constructed scale-free and Watts-Strogatz 
networks as well as on some real-world networks with complex topological properties. It is 
also numerically shown that the same procedure could be used to enhance the phase 
synchronizability of networks of nonidentical oscillators. Furthermore, it is shown that unlike 
the unweighted networks for networks weighted with the proposed algorithm, different 
interpretations of synchronizability coincide. Also, we investigate optimization of 
synchronization cost in undirected dynamical networks. To do so, proper weights are assigned 
to the networks’ edges considering node and edge betweenness centrality measures. The 
proposed method gives near-optimal results with less complexity of computation compared to 
the optimal method, i.e. the one based on convex optimization. This property enables us to 
apply the method to large networks. Through numerical simulations on scale-free and Watts-
Strogatz networks of different sizes and topological properties we give evidence that the 
performance of the proposed method is much better than another heuristic method; namely 
the Metropolis-Hasting algorithm. The proposed procedure has potential application in many 
engineering problems where the synchronization of the network is required to be achieved by 
minimal cost. 
Chapter 5: in this chapter, the synchronization behavior of Hindmarsh-Rose neuron 
models over Newman-Watts networks is addressed. Through numerically solving the 
network’s differential equations and then determining the synchronizing coupling strength, it 
is confirmed that the master-stability-function method which gives necessary conditions for 
linear stability of the synchronization manifold, indeed predicts the synchronizing coupling 
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strength well. We also investigate the influence of topological properties of connection graphs 
such as the size of the network and probability of shortcut links in the network, on the 
synchronizability. We find out that for a large class of networks there is a power-law relation 
between the probability of shortcuts and the synchronizing coupling strength. The 
synchronization of electrically coupled Hindmarsh-Rose neurons over clustered networks, a 
class of Newman-Watts networks with dense inter-cluster connections but sparsely in intra-
cluster linkage, is also studied. It is found out that the synchronizing coupling strength is 
influenced mainly by the probability of inter-cluster connections with a power-law relation. 
Furthermore, we consider ensembles of Hindmarsh-Rose neurons with both electrical and 
chemical couplings and show that chemical couplings play indeed a complementary role in 
synchronization, while electrical coupling is the main responsible for providing complete 
synchrony. 
Chapter 6: this chapter studies the behavior of locally emerged synchronized 
oscillations in gamma frequency range, i.e. 30-100 Hz. Local circuits in the cortex and 
hippocampus are endowed with resonant, oscillatory firing properties which underlie 
oscillations in the gamma range in the local field potential, and in EEG. Synchronized 
gamma-oscillations are thought to play important roles in information binding in the brain. It 
is believed that there should be a minimal network of a number of fast and regular spiking 
neurons with specific inputs that is able to reproduce gamma-oscillations. In this chapter we 
introduce such a minimal network with only five neurons, an excitatory thalamic-relay 
neuron, two excitatory pyramidal neurons and two inhibitory interneurons, which is able to 
produce synchronized gamma-oscillations. We try to construct large-scale models using 
networks of such minimal units which capture the essential features of the dynamics of cells 
and their connectivity patterns. These models are used to gain insight into the following 
questions: How do gamma oscillations emerge locally? What are the properties of noise-
induced synchronization through gamma-frequency interactions? How do multiple local foci 
of gamma oscillatory activity meet and interact? How do network structure and interplay 
between excitatory and inhibitory couplings may influence gamma-oscillations? Does 
transmission time-delay have a constructive or destructive role on the gamma-synchrony? 
Chapter 7: in this chapter, the EEG data of patients with schizophrenia and some 
matched control subjects are studied. We analyze the EEG power topography in 14 patients 
and 14 matched controls by applying a new parametrization of the multichannel EEG. In 
particular, we use power measures tuned for regional surface mapping in combination with 
power measures that allow evaluation of global effects. The linear discriminant and 
correlation analyses are used to test to what extent the EEG power changes distinguish 
patients from controls, and whether they are related to the clinical picture in the patients. The 
statistics are obtained via the permutation version of Student’s t-test and corrected for 
multiple comparisons. The analysis reveals schizophrenia-related abnormalities in the 
topography of EEG power on different spatial scales. These are (i) a global decrease in 
absolute EEG power robustly manifested in the alpha and beta frequency bands, and (ii) a 
relative increase in alpha power over the anterior brain regions against its reduction over the 
posterior regions. Not only are both effects robust in the alpha band but they are also linked to 
the schizophrenia symptoms (measured with Positive and Negative Syndrome Scale) and to 
chronicity (measured as the length of illness) in this frequency range. Since alpha activity is 
related to regional deactivation, our findings support the concept of hypofrontality in 
schizophrenia and expose the alpha rhythm as a sensitive marker of it. Furthermore, they 
suggest that the alpha activity of EEG is an important target for further detailed noninvasive 
research into the neurobiology of schizophrenia. 
Chapter 8: to reveal a whole-head synchronization topography in schizophrenia, in this 
chapter we apply a new method of multivariate synchronization analysis called S-estimator to 
the resting dense-array (128 channels) EEG obtained from 14 schizophrenic patients and 14 
matched control subjects. This method determines synchronization from the embedding 
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dimension in a state-space domain based on the theoretical consequence of the cooperative 
behavior of simultaneous time series — the shrinking of the state-space embedding 
dimension. The S-estimator imaging reveals a specific synchronization landscape in 
schizophrenia patients. Its main features include bilaterally increased synchronization over 
temporal brain regions and decreased synchronization over the postcentral/parietal region 
neighboring the midline. The synchronization topography is stable over the course of several 
months and correlates with the severity of schizophrenia symptoms. In particular, direct 
correlations links positive, negative, and general psychopathological symptoms to the hyper-
synchronized temporal clusters over both hemispheres. Along with these correlations, general 
psychopathological symptoms inversely correlate within the hypo-synchronized postcentral 
midline region. While being similar to the structural maps of cortical changes in 
schizophrenia, the S-maps go beyond the topography limits, demonstrating a novel aspect of 
the abnormalities of functional cooperation: namely, regionally reduced or enhanced 
connectivity. The new method of multivariate synchronization significantly boosts the 
potential of EEG as an imaging technique compatible with other imaging modalities. Its 
application to schizophrenia research shows that schizophrenia can be explained within the 
concept of neural dysconnection across and within large-scale brain networks. 
Chapter 9: Alzheimer’s disease is likely to disrupt synchronization of the bioelectrical 
processes in the distributed cortical networks underlying cognition. In this chapter we aim at 
revealing the Alzheimer’s-specific features of EEG synchronization by making a whole-head 
synchronization map. We analyze surface topography of the multivariate phase 
synchronization of multichannel (128) EEG in 17 patients (all in their early stages of 
Alzheimer’s disease confirmed by neuropsychological and psychophysiological 
examinations) compared to 17 age-matched controls by applying a combination of global and 
regional measures for multivariate phase synchronization to the resting EEG. In early 
Alzheimer’s disease, the whole-head mapping reveals a specific landscape of synchronization 
characterized by a decrease in the values of phase synchronization over the fronto-temporal 
and an increase over temporo-parieto-occipital region predominantly of the left hemisphere. 
These features manifest themselves through the EEG delta-beta bands and discriminate 
patients from controls with accuracy up to 94% (in alpha2 band, i.e. 9.5–13 Hz). Moreover, 
the abnormal phase synchrony in both anterior and posterior clusters correlates with Mini 
Mental State Examination score, binding the EEG regional synchronization to the cognitive 
decline in patients with Alzheimer’s disease. The multivariate phase synchronization 
technique used for this study reveals the EEG phenotype of early Alzheimer’s disease 
relevant to the clinical picture and may ultimately prove its sensitive and specific biomarker. 
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SECTION I
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SYNCHRONIZABILITY OF DYNAMICAL NETWORKS 
Personal Contribution — This chapter mainly contains the review 
of the literature in the field of synchronization in dynamical 
networks, i.e. criteria for determining the stability of the 
synchronization manifold in dynamical networks. However, we 
present our original results on the coincidence of different 
interpretations of synchronizability in undirected and unweighted 
dynamical networks. 
1.5 Synchronization as a collective behavior of dynamical networks 
The term synchronization usually refers to time-correlated behavior between two or 
more different (or identical) dynamical systems.  However, synchronization is not defined in a 
unique and standard way and a particular definition is adapted according to the corresponding 
application (Brown R and L Kocarev, 2000). Due to strong enough interaction of a network of 
identical dynamical systems (e.g. chaotic systems), their states can coincide, while the 
dynamics in time remains as the dynamics of the uncoupled individual systems, e.g. chaotic if 
the individual systems show chaotic behavior while they are uncoupled (Chen M, 2008; 
Pecora LM and TL Carroll, 1990; Pikovsky A et al., 2003). This phenomenon is referred to as 
complete or cluster synchronization (Boccaletti S et al., 2002; Brown R and L Kocarev, 2000; 
Guan S et al., 2008). However, complete synchronization is not the only phenomenon 
observed in collective behavior of large interconnecting systems. Coupled dynamical systems 
may exhebit another type of synchronous behavior such as phase synchronization (Arizmendi 
F and DH Zanette, 2008; Pikovsky AS et al., 1997; Rosenblum M et al., 2001; Rosenblum 
MG et al., 1996), lag synchronization (Rosenblum MG et al., 1997), bubbling synchronization 
(Ashwin P et al., 1994; Ashwin P et al., 1996; Hasler M and YL Maistrenko, 1997) and 
generalized synchronization (Abarbanel HDI et al., 1996; Rulkov NF et al., 1995). The only 
concept we deal with in this chapter is complete synchronization and to be more abstract we 
will mention it only by synchronization afterwards. In other words, when one deals with 
coupled identical systems, synchronization (complete synchronization) appears as the equality 
of the state variables while evolving in time. There are some other names for this kind of 
synchronization in the literature such as conventional or identical synchronization (Boccaletti 
S et al., 2002). While our discussion will focus on continuous-time systems, most of the 
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exposed ideas can be easily extended to discrete-time ones such as various chaotic maps. For 
the coupling schema, one has to distinguish between two different situations: unidirectional 
and bidirectional. In the unidirectional coupling scheme, the evolution of one of the coupled 
systems is unaltered by the coupling; while in the bidirectional coupling case both systems are 
connected in such a way that they mutually influence each other’s behavior. In this chapter we 
consider only dynamical networks of diffusive type, i.e. bidirectional coupling between 
dynamical systems. 
The crucial questions in studying synchronization in complex dynamical networks are 
the ones dealing with dependence of synchronization on the network structural properties, 
dynamics of the individual systems, and strength of coupling. A particular network structure 
might ease synchronization for a particular dynamical system and coupling strength compared 
to another network structure. To address these issues we can define a term, synchronizability, 
which refers to the ease of synchronization of dynamical networks. One can find a number of 
works in the literature with different interpretations of synchronizability, e.g. see (Almendral 
JA and A Dıaz-Guilera, 2007; Barahona M and LM Pecora, 2002; Chavez M et al., 2006; 
Chavez M et al., 2005; Donetti L et al., 2005; Donetti L et al., 2006; Jalili M, A Ajdari Rad et 
al., 2007; Motter AE, C Zhou et al., 2005; Zhou C, AE Motter et al., 2006). The different 
interpretations of synchronizability might not coincide, in general. In other words, it might 
happen under one definition of synchronizability network N1 is more synchronizable than 
network N2, while as the definition of synchronizability changes, network N2 becomes more 
synchronizable. In this chapter we address the problem of synchronizability of dynamical 
networks in a proper way and compare various interpretations of synchronizability to check to 
what extent they go hand in hand. 
Let us make the following assumptions to be able to define the problem of complete 
synchronization (Boccaletti S et al., 2002): 
A1. The coupled individual dynamical systems are all identical (all dynamical systems 
have the same dynamical equations with the same parameters). 
A2. The same function of the components from each dynamical system is used to couple 
to other dynamical systems, e.g. if the individual dynamical systems are systems 
with three state variables x, y and z, all of them are coupled through their x–
component. 
A3. The synchronization manifold is an invariant manifold. 
A4. The coupling is a linear coupling, i.e. the effective coupling term in the dynamical 
equation of the individual systems is a linear combination of the state variables of the 
system. 
A5. The connection topology is arbitrary, e.g. random, regular, Watts-Strogatz or scale-
free networks. 
Assumptions A1 and A3 guarantee the existence of a unified synchronization 
hyperplane and A2 allows us to make the stability diagram specific to the different choice of 
dynamical systems. Assumptions A4 and A5 allow us to choose a large class of coupling 
structures and network models, which themselves include many real-world applications 
(Pecora LM and TL Carroll, 1998). 
1.6 Equations of the dynamical network 
Let us consider an undirected and unweighted network with N nodes. On each node of 
the connection graph a dynamical system sits and the equations of the motion of the 
dynamical network read 
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( )    ;    1,2,...,
N
i i ij j
j
F l H i Nσ
=
= − =∑&x x x , (2.1) 
where di ∈x R  are the state vectors, : d dF →R R  defines the individual system’s dynamical 
equation. These dynamical systems are coupled via a unified coupling strength σ and coupling 
matrix L = (lij). L that is called Laplacian is a symmetric matrix with vanishing row-sums and 
positive off-diagonal entries, i.e. Lij = Lji for all pairs of (i,j), Lij > 0 for i ≠ j, and 1 0Nj ijL= =∑  
for all i. In other word, L = D – A where A = (aij) is the binary adjacency matrix of (V,E), an 
undirected graph with nodes in V and edges in E. D = (dii) is a diagonal matrix with 
  
1
 ;  1,Nii ijjd a i N== =∑ K . (2.2)  
The nonzero elements of d×d matrix H determines the coupled elements of the oscillators, 
e.g. if a number of three-dimensional dynamical systems (with state variables x, y and z) are 






⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
. (2.3) 
Indeed, H is a matrix with entries Hmn = 0 except for m = n = 1,…,s ; 0 < s ≤ d where Hmn = 1. 
For weighted networks, dynamical network (2.1) can be rewritten as 
 ( )
1
   ;    1, ,
N
i i ij j
j
F g H i Nσ
=
= − =∑& Kx x x , (2.4) 
where G = (gij) is a zero row-sum matrix with off-diagonal entries as gij = wijaij and W = (wij) 
is the weight matrix for the links of the connection network. For convenience, we associate a 
graph with the network. 
Definition 2.1 
The undirected connection graph associated with the dynamical network (2.4) is 
defined as follows: 
• To each individual dynamical system there corresponds a node. 
• Between each pair of nodes (i,j) for which gij > 0 there is an edge. 
□ 
In the sequel we suppose that the connection graph is connected, which implies that the 
second smallest eigenvalue of G is strictly positive. 
Because of the zero row-sums of the matrix G, the network equations (2.4) can be 
rewritten as 
  ( )
1
( )      ;      1,2,...,
N
i
i ij j i
j
j i




= − − =∑x x x x . (2.5) 
Thus, any solution of (2.4) with xi(0) = xj(0) for all (i,j) satisfies xi(t) = xj(t) for all (i,j) and      
t ≥ 0. We call such a solution a synchronized solution. The question is what happens when 
another initial state of the network is chosen. 
Definition 2.2 
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Synchronization might be weather global or local and we distinguish local and global 
synchronization. 
a) The dynamical network described by (2.4) synchronizes globally (and completely), if 
for any solution of (2.4) we have 
 ( ) ( ) 0       , 1,i j tt t i j N→∞− ⎯⎯⎯→ ∀ =x x K . (2.6) 
b) The dynamical network (2.4) synchronizes locally, if there exists an ε > 0 such that 
for any solution with  
 ( ) ( )0 0i j ε− <x x , (2.7) 
      we have  
 ( ) ( ) 0       , 1,i j tt t i j N→∞− ⎯⎯⎯→ ∀ =x x K . (2.8) 
□ 
Whether or not the network synchronizes depends mainly on three causes: 
a) The dynamics of the individual systems, expressed by F(·) in (2.4). 
b) The type and strength of the interaction between the individual dynamical systems. 
In (2.4) this is represented by the fact that the interaction is linear with strength σ and 
the interaction matrix G is of diffusive type.  
c) The network structure, represented by the connection graph. 
1.7 Some criteria for synchronization of dynamical networks 
Studying synchronization of dynamical networks leads to two fundamental 
considerations: finding the synchronous solution and determining its stability. In this context 
the central question is: When is such synchronous manifold stable, especially in regard to the 
coupling configuration and strength? Some works have tried to formulate this issue, which 
have resulted in necessary (Pecora LM and TL Carroll, 1998) or sufficient (Belykh VN et al., 
2004) conditions for the stability of the synchronization manifold (local stability condition for 
the former and global for the latter). Here, we give a brief overview of some existing methods 
providing the conditions (sufficient or necessary) on the stability (global or local) of the 
synchronized manifold.    
1.7.1 Eigenvalue based conjecture on synchronization criterion 
Wu and Chua proposed a conjecture on a criterion for synchronization in an array of 
diffusively coupled dynamical systems (Wu CW and L Chua, 1996), which involves a 
relation between the coupling coefficients in various arrays. For two networks of coupled 
dynamical systems with N1 and N2 identical individuals, connection topology as A1 and A2, 
and unified coupling coefficients σ1 and σ2, respectively, we have the following relations: 
 ( ) ( )1 1 2 2A Aσ λ σ λ= , (2.9)   
where λ(A1) and λ(A2) are the largest negative eigenvalues of the coupling matrices A1 and A2, 
respectively. Network A1 is globally synchronized if and only if network A2 is globally 
synchronized (Wu CW and L Chua, 1996).  
An immediate result of this statement is that we can predict the synchronization of a 
network of any size for a chosen connection matrix just by knowing the synchronization 
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threshold for a network of two mutually connected dynamical systems, i.e. if σ* be the 
coupling threshold for synchronizing two mutually coupled systems, then the coupling 
threshold σ*N for a network of size N and the largest negative eigenvalue of the coupling 







σσ λ= . (2.10) 
However, it has been shown that the above conjecture does not hold in general and can 
be true only in some special cases (Pecora LM, 1998). Indeed, (2.9) holds for the stability of 
the least stable mode, and by its stability the stability of the other modes are concluded (Wu 
CW and L Chua, 1996). But, in case of desynchronization this assumption fails (Pecora LM, 
1998). Therefore, in networks of limit cycle and chaotic oscillators (e.g. Lorenz, and 
Hodgkin–Huxley-type systems) where there is no desynchronization with increasing coupling 
(unlike the case of Rössler system), it correctly predicts the synchronization threshold for 
networks of any sizes and any coupling structures (Belykh I, M Hasler et al., 2005). 
1.7.2 Master-stability-function method 
Master-stability-function formalism proposed by Pecora and Carroll gives necessary 
conditions for the local stability of the synchronization manifold x1(t) = x2(t) = … = xN(t) = 
s(t) (Pecora LM and TL Carroll, 1998). Considering the dynamical network equations (2.4), 
the stability of the synchronization manifold can be determined by the variational equations, 
i.e. each dynamical system is considered to have extremely small perturbation ζi from the 
synchronous state; xi(t) = s(t) + ζi. The variational equations are 
 ( )
1
  ;    1,2,...,
N
i i ij j
j
j i
DF s g H i Nσ
=≠
= − =∑&ζ ζ ζ , (2.11) 
where D stands for Jacobian. 
Although (2.11) allows considering connection graphs of any type, i.e. unidirectional 
and bidirectional, we assume bidirectional coupling, i.e. G is symmetric (G = GT). One can 
write the symmetric matrix G as G =  ΓΩΓT, where Ω is a diagonal matrix of real eigenvalues 
of G and Γ is the orthogonal matrix whose columns are the corresponding real eigenvectors of 
G. Let define ζ = (ζ1, ζ2 , …, ζN) = ηΓT, where η = (η1, η2 , …, ηN). Then, (2.11) is equivalent 
to 
 ( )   ;    1,2,...,i i i iDF s H i Nη η σλ η= − =& , (2.12) 
where λi are the eigenvalues of G, ordered as 0 = λ1 ≤ λ2 ≤ … ≤ λN, in which λ1 = 0 is 
associated with the synchronized manifold s(t). Indeed, ηi is the weight of i-th eigenvector of 
G in the perturbation ζ.  
The largest Lyapunov exponent of the variational equation (2.12) Λ(a = σλi), called 
master-stability-function (Pecora LM and TL Carroll, 1998), accounts for the linear stability 
of the synchronization manifold, i.e. if Λ(a) < 0, the synchronized state is linearly stable. The 
master-stability-function depends only on the coupling configuration expressed by H and the 
dynamics of the individual dynamical systems expressed by F(·) in (2.4). In other words, this 
method breaks the process of determining the stability of the synchronization manifold into 
two components; one comes from the dynamics of the individuals, i.e. the master-stability-
function, and the other one comes from the network structure, i.e. λi’s. In this way, a 
necessary condition for the local stability of the synchronization manifold is obtained. It is 
worth mentioning that the master-stability-function is computed for a dynamical system with 
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specific H once and one only needs to compute λ2 and λN of G for determining the 
synchronization conditions of the dynamical network (2.4).           
In general, the master-stability-function of the systems whose synchronization can be 
achieved is in two forms. For a class of systems (such as x–coupled Lorenz oscillators), the 
master-stability-function Λ(a) becomes zero for some values a = a* and stays negative for any 
values a > a*. For convenience, we call them type I systems. On the other hand, type II 
systems (such as x–coupled Rössler oscillators) have negative master-stability-function in a 
range a1* < a < a2*. This means that type I systems remain synchronized for the coupling 
strength larger than the critical synchronizing value, whereas type II systems desynchronize 
for coupling strengths larger than a specific value. Here, we show the master-stability-
function for an example of type I systems, i.e. x–coupled Lorenz oscillator, and an example of 
type II systems, i.e. x–coupled Rössler oscillator.    
The dynamics of the individual Lorenz systems (Lorenz EN, 1963) is described by 
 
( )x s y x
y rx xz y
z xy bz











z d z x c
ω
ω





with the parameter values ω = 1, a = 0.165, d = 0.2, c = 10. With this choice of parameters, 
both systems have chaotic behavior. The master-stability-functions for the Lorenz and Rössler 
systems, both coupled through their x–component, are represented in  Figure 1.2a and     
 Figure 1.2b, respectively. The type I and II behavior is clear from these pictures.  
 
Figure 1.2 Master-stability-function for a) Lorenz system and b) Rössler system; a) shows type I behavior whereas 
b) shows type II one.  
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1.7.3 Connection-graph-stability method 
Recently, Belykh et al. have developed a theory, called connection-graph-stability 
method, which gives sufficient conditions for the global stability of the synchronization 
manifold (Belykh VN et al., 2004). Connection-graph-stability method is based on the 
calculation of path lengths in the connection graph (Belykh VN et al., 2004). As discussed in 
the previous sections, both the conjecture and the master-stability-function methods need to 
calculate the spectrum of the connection matrix. An alternate way to establish sufficient 
conditions for complete synchronization without explicit knowledge of the spectrum of the 
connection matrix is the use of the connection-graph-stability method. It is based on 
constructing a Lyapunov function for guaranteeing the global asymptotic stability of the 
synchronization manifold, which combines graph theoretical reasoning with individual 
dynamics to obtain the synchronization rule. This method goes beyond guaranteeing local 
stability of the synchronization manifold and provides sufficient conditions for global 
synchronization. It has the ability to predict when the synchronization manifold is globally 
stable and derives lower bounds for global synchronization in the system (2.4). The main step 
of the method is to choose a path Puv from the u-th node to the v-th node (Puv = Pvu for 
undirected networks) for any pair of nodes (u,v), and then to calculate the total length of all 
chosen paths making use of the edges e∈E on the network connection graph. The coupling 
constant that guarantees complete synchronization is proportional to this sum.  
Theorem 2.1 (Belykh VN et al., 2004) 
The synchronization manifold of the dynamical system (2.4) is globally asymptotically 
stable if 
 ( )    ;    for  , 1, ,   and  ij ij
at b i j N t
N
σ > = … ∀  (2.15) 
where N is the number of nodes in the network, σij is the coupling strength of the edge eij 
between the i-th and the j-th nodes and a is the double coupling strength σ* sufficient for 
global synchronization of two mutually connected dynamical systems. The quantity 
1
1 ; | |ij uv
n n
u v u e Pij uvb P
−
= > ∈= ∑ ∑  that is calculated for each edge eij is the sum of the lengths of all 
chosen paths Puv making use of the given edge eij. | Puv | denotes the length of path Puv. 
□ 
The above theorem provides rigorous bound on minimum coupling strengths to 
guarantee the global synchronization. In the original article, the proof is based on Lyapunov 
function and assumes symmetrical coupling, i.e. undirected graphs (Belykh VN et al., 2004). 
Like the master-stability-function approach, it includes two terms, one depends only on the 
individual systems and coupling configuration, and the other one is derived from the topology 
of the connection graph. The connection-graph-stability method allows us to derive 
individually the strength of coupling for any two symmetrically interacting systems, 
guaranteeing the global synchronization of the resulting dynamical network. Unlike the 
master-stability-function method that is not applicable to time-dependent networks, the 
connection-graph-stability method can be used to study the synchronization in such networks 
whose topology is changing over time (Belykh IV et al., 2004; Hasler M and I Belykh, 2005). 
It has also been recently generalized for asymmetrically connected systems with node balance 
as well as for directed networks with arbitrary topology (Belykh I et al., 2006, , 2006). Since 
here we study only undirected networks, we exclude discussing the extension of the method 
for directed networks. The connection-graph-stability method directly links synchronization 
with graph theory and allows us to avoid calculating the eigenvalues of the connectivity 
matrix (Belykh I, M Hasler et al., 2005). Indeed, the main property of the connection-graph-
stability method that makes it distinct from other methods is that it determines the sufficient 
strength for each link individually. Thus, the connection-graph-stability method gives an idea 
on how to assign proper values for the strength of each connection link to guarantee the global 
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synchronization of the dynamical network. It is worth mentioning that due to the use of 
Lyapunov function in proving the global stability of the synchronization manifold, the 
connection-graph-stability method usually overestimates the true synchronizing coupling 
strength. However, it gives the distribution of the coupling weights which might be useful in 
improving the synchronizability of the dynamical networks. In the next chapter we will show 
that synchronizability of dynamical networks whose distribution of their connection weights 
follow b-scores described in (2.15) is better than that of the networks with the same 
synchronization effort (cost) but with identical coupling strength.  
The connection-graph-stability method has two steps; one solely depends on the 
dynamics of the individual dynamical systems and coupling configuration, i.e. a in (2.15), and 
the other one is exclusively dependent on the connection topology, i.e. bij for each edge eij. 
The first step is to calculate the parameter a and to prove that two diffusively coupled systems 
globally synchronize when coupling strength exceeds the half of a, which has to be proved for 
each particular situation (for the concrete individual system and the matrix H). Although for 
many systems analytical calculation of bounds for a is possible (It usually results in very 
conservative bounds), one can obtain them numerically by solving the differential equations 
and checking whether the system synchronizes or not. In the next section we will analytically 
compute a lower bound for a in some dynamical systems. The next step in the algorithm is to 
calculate bij-scores for each edge between nodes i and j. To this end, we first choose a set of 
paths (often shortest paths) {Pij|i ; j = 1,…,N(j > i)}, and determine their lengths |Pij| (the total 
number of edges in each Pij). Then, for each edge eij of the connection graph we calculate bij 
as the sum of the lengths of all of the paths passing through the edge eij. Having a and bij one 
can use the results of Theorem 2.1 and find an lower bound for the coupling strength of the 
edge eij. In the following example, we show how to determine the amounts of b-scores for a 
simple network with few nodes and edges. 
Example 2.1 
Consider the network shown in  Figure 1.3 with 7 nodes and 8 edges. One could simply 
choose the shortest paths between any two nodes of the graph as: P12 = e12, P13 = e13, P14 = 
e12e24, P15 = e16e46e45, P16 = e16, P17 = e12e77, P23 = e23, P24 = e24, P25 = e24e45, P26 = e24e46, P27 = 
e27, P34 = e23e24, P35 = e23e24e45, P36 = e13e16, P37 = e23e27, P45 = e45, P46 = e46, P47 = e24e27, P56 = 
e45e46, P57 = e45e24e27, P67 = e16e12e27. Therefore, by calculating the sum of path lengths passing 
through the edges, the corresponding b-scores (in (2.15)) are obtained as 
 
12 12 14 17 67
13 13 36
16 15 16 36 67
23 23 34 35 37
24 14 24 25 26 34 35 47 57
27 17 27 37 47 57 67
1 2 2 3 8,
1 2 3,
3 1 2 3 9,
1 2 3 2 8,
2 1 2 2 2 3 2 3 17,
2 1 2 2 3
b P P P P
b P P
b P P P P
b P P P P
b P P P P P P P P
b P P P P P P
= + + + = + + + =
= + = + =
= + + + = + + + =
= + + + = + + + =
= + + + + + + + = + + + + + + + =
= + + + + + = + + + +
45 15 25 35 45 56 57
46 15 26 46 56
3 13,
3 2 3 1 2 3 14,
3 2 1 2 8.
b P P P P P P
b P P P P
+ =
= + + + + + = + + + + + =
= + + + = + + + =
 
Note that for this simple example, we have chosen the set of the shortest paths in order to 
compute the b-scores. However, as pointed out, one might adopt other choices of the paths 
and still results in a good bunds. 
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Figure 1.3 Sample network consisting of 7 nodes and 8 edges. 
1.7.3.2 Calculating synchronizing coupling strength for two mutually coupled 
Lorenz systems   
In this section we calculate a lower bound for the coupling strength of two mutually 
coupled Lorenz oscillators described by (2.13) guaranteeing their global synchronization. The 
dynamics of two mutually x–coupled identical Lorenz oscillators with state variables (x1,y1,z1) 
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Let us define the following difference equations and study the global stability of their 
equilibrium point (the origin) 
 2 2 2 1 2 1; ;X x x Y y y Z z z= − = − = − . (2.17) 
The dynamical equations of the difference variables read        
 1 1
1 1
2X sY sX X
Y rX Y XZ x Z z X
Z XY x Y y X bZ





To show the asymptotic stability of the origin of the above system, the following positive 
definite function W is considered as a candidate for Lyapunov function (Pogromsky AY et al., 
2003)     
 2 2 21
2 2 2
rW X Y Z
s
γ= + + . (2.19) 
One can obtain the time-derivative of W as 
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 ( ) ( )2 2 2 1 12 2r sW X Y bZ r z XY y XZs
ε+= − − − + − +& . (2.20) 
Having the following bound for the trajectories of the Lorenz system (Pogromsky AY et al., 
2003)  
 ( )2 2 21 12 4     for    ( 2    and   2 4)y r z r b s bb + − ≤ < ≤ ≤ , (2.21) 
one can show that a lower bound for the global stability of the synchronization manifold is 
 ( )1
2
s rε −> . (2.22) 
Another more conservative bound is given in (Belykh VN et al., 2004). It is remarkable that 
the real synchronizing value obtained by numerical simulations is much less than (2.22).  
1.7.3.3 Calculating synchronizing coupling strength for two mutually coupled 
Hindmarsh-Rose systems 
Hindmarsh-Rose neuron model is a system with three ordinary differential equations, 
which is frequently used as a neuron model in studying the neuronal behaviors1. Considering 
two identical Hindmarsh-Rose oscillators with state variables (x1,y1,z1) and (x2,y2,z2), and 
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. (2.23)  
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, (2.24) 
One can obtain the dynamic equations of the difference variable 





1 This model is introduced in details in chapter 5. 
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. (2.25)    
Since the origin is an equilibrium point of the above system, its stability accounts for the 
stability of the synchronization manifold. To prove the stability let us consider the following 
function as a candidate for Lyapunov function (Belykh I, M Hasler et al., 2005) 
 2 2 21 1
2 2 2
W X Y Z
b
γ
μ= + + , (2.26) 
where γ is a positive parameter to be defined later on. The asymptotic stability of the 
equilibrium point requires that the time-derivative of W to be negative definite. One can 





X ZW AX BXY Y
b
γ⎡ ⎤= − − − + +⎣ ⎦& , (2.27) 
where 
 23 2    ;    1
4
A U aU B dUε γ= − + = − . (2.28) 
Thus, we should obtain the conditions that the expression 2 2AX BXY Yγ+ +  becomes 
positive definite. To this end, we should have 2 / 4 0A Bγ − >  that finally results in the 
following conditions 
 ( )( )
22
2
21   ;    
3 8 8 3
d ad
d
γ ε γ γ
−< > + − . (2.29)    
It is worth mentioning that the above bound is a sufficient condition for the stability of the 
synchronization manifold and usually gives an overestimate for the real synchronizing 
parameter. Although the real synchronizing coupling strength could be than the above 
obtained bound, it gives an idea on limiting the search for finding the real synchronizing 
strength. 
1.8 A few Interpretations for synchronizability of dynamical networks 
Synchronizability of a dynamical network is the ease by which synchronization can be 
achieved. There is no single interpretation of synchronizability and a particular choice is 
adopted for each study. In this section we try to formularize the problem of synchronizability 
and give some possible interpretations of synchronizability (Jalili M, A Ajdari Rad et al., 
2007). We also investigate to what extent the various interpretations of synchronizability 
coincide for different network structures. Network N1 may be called more synchronizable 
than network N2, if 
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a) For a larger range of parameters, it is possible to synchronize N1 as compared to N2. 
By the master stability function, This concept of synchronizability is related to the 
eigenratio λN /λ2, where λ2 and λN are the second smallest and the largest eigenvalues 
of the Laplacian (L is (2.1) and G in (2.4)) of the connection graph. In other words, 
the smaller the eigenratio λN /λ2 the better the synchronizability of the network. 
b) Less effort2 has to be made to achieve synchronization in N1 than in N2. This concept 
is related to λ2; for the same synchronization cost, the larger the λ2 the better the 
synchronizability of the network. λ2 is often referred to as the algebraic connectivity 
of the graph (Fiedler M, 1973). Thus, graphs with higher algebraic connectivity have 
better synchronization properties.    
c) With the same effort, N1 synchronizes faster than N2. This means that for the same 
synchronization cost, the less the time to synchronize the better the synchronizability 
of the network.     
d) With the same effort, the degree of phase synchronization, measured for example by 
the phase order parameter, is larger in N1 than in N2; i.e. for the same 
synchronization cost, the larger the phase order parameter the better the 
synchronizability of the network. 
Each work has adopted an appropriate concept of synchronizability depending on its 
specific application. For example, the works of (Chavez M et al., 2005; Donetti L et al., 2005; 
Motter AE, C Zhou et al., 2005; Nishikawa T et al., 2003) use a) as the criterion of 
synchronizability and relate it to the eigenratio of the spectrum of the connection graph 
(Barahona M and LM Pecora, 2002; Pecora LM and TL Carroll, 1998). In (Jalili M et al., 
2008; Nishikawa T and AE Motter, 2006), the synchronization cost is introduced and b) is 
used for characterizing the synchronizability of networks. (Jalili M, A Ajdari Rad et al., 2007; 
Timme M et al., 2004) argue the speed of synchronization and the work of (Boccaletti S et al., 
2002) proposes the notion of phase-order parameter to measure the phase synchronizability of 
networks.  
1.8.1 Eigenratio λN /λ2 as a measure of synchronizability 
As pointed out in section  0, the master-stability-function accounts for the local stability 
of the synchronization manifold (Barahona M and LM Pecora, 2002; Pecora LM and TL 
Carroll, 1998). For a number of systems such as x–coupled Rössler systems (i.e. type II 
systems), the master-stability-function is negative (and hence the synchronization manifold is 
locally stable) only within a bounded interval (a1,a2); e.g. see  Figure 1.2b. Indeed, the master-
stability-function has a decreasing (increasing) positive value below (above) this range. 
Requiring all coupling strengths to lie within such an interval, i.e. a1 < σλ2 ≤ … ≤ σλN < a2, 






λ < , (2.30) 
for the corresponding graph.  
As it can be seen in (2.30), the left-hand side of the inequality depends solely on the structure 
of the graph, while the right-hand side depends on the dynamics of the individual systems and 
coupling configuration.  





2 Synchronization effort (cost) will be defined later on. 
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Interpretation a) of synchronizability points out that the larger the range of connection 
strengths stabilizing the synchronization manifold the better the synchronizability of the 
network. Therefore, it relates the synchronizability to the eigenratio λN /λ2, and concludes that 
the smaller the eigenratio λN /λ2 of a network the better its synchronizability. Considering the 
synchronizing coupling strength within an interval (σ1,σ2), the master-stability-function 
formalism requires 
 1 1 2 2 2   ;    Na aσ λ σ λ< < . (2.31) 
Since a1 and a2 are fixed for any dynamical system and coupling configuration, to 
extend the interval of synchronizing parameter (σ1,σ2), and consequently enhance the 
synchronizability, one should make the eigenratio λN /λ2 as small as possible. This 
interpretation of synchronizability has been extensively used in the literature and indeed is the 
most frequent expression accounted for the synchronizability of dynamical networks, for 
example see (Chavez M et al., 2005; Donetti L et al., 2006; Motter AE, C Zhou et al., 2005; 
Nishikawa T et al., 2003; Wang X et al., 2007). 
1.8.2 Algebraic connectivity λ2 as a measure of synchronizability 
The situation where the master-stability-function is negative only in an interval is not 
the general case for all dynamical systems. Indeed, the master-stability-function for many 
dynamical systems (e.g. x–coupled Lorenz oscillators, and type I systems in general) shows a 
behavior like the one depicted in  Figure 1.2a; i.e. the master-stability-function is negative in 
an interval (a1,∞). Thus, for the stability of the synchronization manifold one requires a1 < σλ2 
and λN plays no role in determining the synchronization properties of the network. It is clear 
that for such cases increasing λ2 means that with smaller σ synchronization could be achieved, 
and thus, for the same synchronization cost, the larger the λ2 the better the synchronizability 
of the network. 
Note that the range of variability of λN is limited and in many cases minimizing the 
eigenratio λN /λ2 gives very similar results to maximizing λ2 (Ajdari Rad A et al., 2008). 
However, this is not always the case and here we will investigate to what extent these two 
concepts lie in the same line for different network structures. For many applications, the 
synchronization needed to be achieved with a cost as minimum as possible (Nishikawa T and 
AE Motter, 2006). For such cases, this interpretation of synchronizability makes sense. It only 
deals with the least coupling strength necessary for local stability of the synchronization 
manifold. Indeed, this interpretation of synchronizability can be linked to the cost of 
synchronization, CSyn, where the synchronization is desired to be achieved by minimal cost. 
1.8.3 Time to synchronize as a measure of synchronizability 
The other possibility to define the synchronizability of dynamical networks is to 
consider the time to synchronize (Almendral JA and A Dıaz-Guilera, 2007; Jalili M, A Ajdari 
Rad et al., 2007). When a network clearly synchronizes, the synchronization error converges 
distinctly to zero. Thus, by putting a threshold on the synchronization error and some proper 
stopping conditions one can obtain the time to synchronize. 
Definition 2.3 
Consider the dynamical network (2.4). The average synchronization error of the 
network at time t  is defined as  
 ( ) ( ) ( ) ( )
22
1 i ji j
E t t t
N N <
= −− ∑ x x . (2.32) 
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□ 
In practice, the time to synchronize can be determined as follows. One should choose 
randomly an initial state of the network with unit average synchronization error, which can be 
done by normalizing the average synchronization error to the initial conditions, i.e. dividing 
the average synchronization error by the synchronization error at t = 0. In this case, with the 
condition E(0) = 1, the synchronization error will be insensitive to the initial conditions. Then, 
by doing numerical simulations one should determine the time the network needs until the 
average synchronization error reaches a threshold ε, e.g. ε = 10-5, and stays below thereafter. 
Indeed, the time T, where E(T) = ε and E(t) < ε for t > T, is interpreted as the time to 
synchronize for the dynamical network (Jalili M, A Ajdari Rad et al., 2007). 
1.8.4 Phase order parameter as a measure of synchronizability 
For non-identical systems, synchronization manifold cannot be defined. However, 
coupled non-identical dynamical systems may exhibit another type of synchronization, 
namely, phase synchronization (Rosenblum M et al., 2001; Rosenblum MG et al., 1996). 
Another option for defining the synchronizability of dynamical networks is to consider the 
phase synchronizability. To this end, a proper definition of the phase for any specific 
dynamical system should be adopted and then estimate of phase synchronization should be 
obtained using some appropriate tools such as phase order parameter (Pikovsky A et al., 
2003). Network N1 is called to be more synchronizable than network N2, when with the same 
effort the degree of phase synchronization is larger in N1 than in N2. 
Definition 2.4 
Two oscillators with phases Φ1 and Φ2 are called to be phase synchronized when 
(Rosenblum M et al., 2001; Rosenblum MG et al., 1996) 
 1 2 constantΦ Φ− < . (2.33) 
□ 
In the following sections we will investigate the phase synchronization of Lorenz and 
Rössler oscillators. For the Rössler oscillator whose dynamics obeys (2.14), the following 
quantity can be defined as the phase of the j-th oscillator (Kurths J et al., 2006; Xu L et al., 
2006) 







ϕ ⎛ ⎞= ⎜ ⎟⎜ ⎟⎝ ⎠
, (2.34) 
whereas for the Lorenz oscillator expressed by (2.13) there is no direct phase relationship 
among the state variables. However, one can define a phase of j-th Lorenz oscillator by (Guan 
S et al., 2005; Pikovsky AS et al., 1997) 










⎛ ⎞+⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
. (2.35) 
The corresponding phase trajectories are shown in the  Figure 1.4a and  Figure 1.4b for 
the Lorenz and the Rössler oscillators, respectively. To study the phase synchronization 
within coupled oscillators one can monitor the order parameter (Boccaletti S et al., 2002; 
Pikovsky A et al., 2003) defined by 
   
   25
  ( )
1






= ∑ , (2.36)  
where φj(t) represents the instantaneous phase of the j-th oscillator (e.g. Lorenz or Rössler 
oscillator with the above definitions of phase), and < ۟٠٠٠>t makes time averaging. The phase 
order parameter scales as 1/ N  ≤ Φ ≤ 1, where for completely independent motion 
(uncoupled oscillators), Φ ~ 1/ N , and the case Φ ~ 1 indicates that the dynamical systems 
are phase synchronized (Chavez M et al., 2005). 
It is worth mentioning that complete synchronization necessarily results in phase 
synchronization, but the other way around is not true, i.e. phase synchronization that is often 
due to week interactions may or may not lead to complete synchronization. Also, non-
identical dynamical systems could be phase synchronized, whereas, no matter how strong the 
coupling strength be, non-identical systems can not be completely synchronized. The 
synchronization phenomenon observed in many living systems is of phase synchronization 
type, for references see (Buzsaki G, 2006; Dzakpasu R and M Żochowski, 2005; Gibson JR et 
al., 1999; Glass L, 2001; Gray CM et al., 1989; Guevara R et al., 2005; Pikovsky A et al., 
2003; Rosenblum M et al., 2001).  
1.9 To what extent different interpretations of synchronizability 
coincide? 
In this section, by means of numerical simulations we show that to what extent the 
above mentioned four interpretations of synchronizability coincide, i.e. their profile go hand 
in hand as the structural properties of the network change. To this end, we consider two 
classes of artificially constructed networks, namely, scale-free and Watts-Strogatz networks. 
It has been shown that many real-world networks exhibit scale-free and small-world 
properties, and thus by considering these two classes, hopefully the results could be 
generalized to real-world applications. 
 
Figure 1.4 Phase portrait of a) ( )2 2x y+  vs. z in a Lorenz oscillator described by (2.13) and b) x vs. y in a 
Rössler oscillator described by (2.14). 
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1.9.2 Synchronizability of scale-free dynamical networks 
Throughout this work, we use a class of networks, called scale-free networks (Albert R 
and A-L Barabasi, 2002; Barabasi A-L and R Albert, 1999). Scale-free networks are a class of 
networks whose degree distribution obeys a power law, i.e. p(k) ≈ k – γ where p(k) for each 
node is the probability of  having k edges, i.e. degree k, and γ is a scaling positive constant, 
which varies 2–3 for many real-world networks (Barabasi A-L and R Albert, 1999). It has 
been shown that many real-world networks such as Internet, WWW, Coauthorship network, 
and many biological networks are indeed scale-free (Barabasi A-L and R Albert, 1999; 
Newman MEJ, 2003). We will construct the scale-free networks using an algorithm proposed 
in (Chavez M et al., 2005), which itself is a generalization of the preferential attachment 
growing procedure introduced in (Barabasi A-L and R Albert, 1999). Namely, starting with m 
+ 1 all-to-all connected nodes, at each proceeding step a new node is added to the network 
with m links. The links tips to old nodes with probability 












, (2.37)  
where ki is the degree of node i and B is a tunable real parameter, representing the initial 
magnetism of the nodes (Chavez M et al., 2005). Using this procedure, one can choose the γ 
parameter in the power law degree distribution (p(k) ≈ k – γ(B,m)) as 
 ( ), 3 BB m
m
γ ⎛ ⎞= + ⎜ ⎟⎝ ⎠ , (2.38)  
when N → ∞. 
The average degree will be <k> = 2m that is independent of B. The heterogeneity of the 
network can be controlled by modifying B. It’s remarkable that for B = 0 the original 
preferential attachment procedure is obtained. 
 Figure 1.5 shows the profile of different synchronizability definitions, i.e. the 
eigenratio λN /λ2, the synchronization cost CSyn, the time to synchronize TSyn, and phase 
synchronization expressed by one minus the order parameter, (1–OP). The results are shown 
for scale-free networks with m = 3 and a) N = 1000, b) N = 2000. All of these definitions have 
the same interpretation, i.e. the less the value of them the better synchronizable the network. 
The figures show the trend of these definitions as a function of B for scale-free networks of 
different sizes and topological properties. In order to make the results comparable and to 
normalize each trend, we proceeded as the following. For each particular definition of 
synchronizability, e.g. λN /λ2, the simulation is repeated 100 times for the values of B in the 
range [0,20], which results in 100 profiles as a function of B. Then, in each repetition, the 
profile, which is a function of B (B changes between 0 and 20), is divided by its maximum 
value, resulting in the normalized values in the interval [0,1]. These normalized profiles are 
collapsed for 100 repetitions and the mean values with the corresponding standard deviation 
are shown in the pictures. This way, the actual trend (incremental or decremental) for each 
definition of synchronizability is obtained, which makes the comparison straight forward. The 
time to synchronize is obtained for x–coupled Lorenz systems with the invidual dynamical 
equations described by (2.13) with the original parameters considered in the previous sections 
and with a uniform coupling strength such that the dynamical network is completely 
synchronized. At the same time, the eigenratio λN /λ2 and the synchronization cost CSyn are 
also computed. The order parameter is obtained for nonidentical Rössler oscillators described 
by (2.14) with the same parameters but the natural frequency ω picked up from a normal 
distribution with mean ωmean = 1 and standard deviation Δω = 0.03. The uniform coupling 
strength is set to be a small positive value. As it is seen, for unweighted SF networks, the 
different interpretations of synchronizability do not coincide: TSyn is almost independent of B, 
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λN /λ2 has an exponential decay by increasing B; 1–OP has also an exponential decay by 
increasing B but almost constant for large values of B; CSyn has exactly the opposite trend 
compared to λN /λ2 and 1–OP, i.e. it increases by increasing B and is almost unchanged for 
large values of B. These results show that for unweighted SF networks one should be careful 
with different interpretations of synchronizability and the results obtained for a particular 
interpretation could not be generalized for synchronizability as a rule, and should be specific 
to that particular interpretation. The different behavior of λN /λ2 and CSyn comes from the 
degree-heterogeneity of the network. Next, we examine how the heterogeneity evolves as a 
function of B ( Figure 1.6). As expected, the variance of degrees is exponentially decreased by 
increasing B, which is almost the same as how λN /λ2 evolves as a function of B. This indicates 
that λN (and not λ2) is influenced by the variances of degrees, which is known in spectral graph 
theory (Motter AE, C Zhou et al., 2005). 
 
Figure 1.5 Profile of different synchronizability definitions, i.e. the eigenratio λN /λ2, synchronization cost CSyn, 
time to synchronize TSyn, and phase synchronization expressed by order parameter, (1–OP). All of these definitions 
are interpreted in the same way that is the less the value of them the better synchronizable the network. Graphs 
show the trend of these definitions as a function of B for scale-free networks with m = 3 and a) N = 1000, b) N = 
2000. Data refer to averaging over 100 realizations. 
1.9.3 Synchronizability of dynamical networks with small-world property 
Watts and Strogatz in their seminal paper (Watts DJ and SH Strogatz, 1998) discovered 
that many real-world networks are neither random nor regular, but somewhere in between and 
they proposed a method for constructing such networks, i.e. Watts-Strogatz networks (Watts 
DJ, 2003; Watts DJ and SH Strogatz, 1998). Indeed, many real-world networks have a 
structure that falls between the structure of purely random and regular graphs. Watts-Strogatz 
networks have a characteristic path length as small as pure random graphs (scales by log N). 
At the same time, their clustering coefficient is comparable with that of the regular graphs, 
which is much more than random graphs (Watts DJ and SH Strogatz, 1998). Since the small-
world property, i.e. short average path length, is a common feature in many real-world 
applications, it is worth studying the synchronization of dynamical systems over such 
networks. For construction of Watts-Strogatz networks, we have used the original random 
rewiring algorithm proposed by Watts and Strogatz (Watts DJ and SH Strogatz, 1998). 
Considering a ring graph with N nodes each connected to its m–nearest neighbors by 
undirected edges, one should choose a node and one of the edges that connects it to its nearest 
neighbors and then with probability P reconnect this edge to a node randomly chosen over the 
graph, provided that the duplication of edges and self-loops are forbidden. This process is 
repeated until all nodes and nearest neighbor connecting edges are met. Next, the edges that 
connect the nodes to their second-nearest neighbors are reconnected and the rewiring process 
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is performed on them with the same conditions as in the previous step. The same procedure is 
then repeated for the remaining edges connecting the nodes to their m–nearest neighbors 
(Watts DJ and SH Strogatz, 1998). The resulting graph is so that for the value of P = 0 we 
will have the original ring graph, while the value of P = 1 produces a pure random graph. For 
some values of P between these two extremes the resulting network has small-world property 
with high clustering coefficient and essentially the average degree will be <k> = 2m. It is 
remarkable that while constructing Watts-Strogatz networks with the above algorithm, it 
frequently happens that the resulting graphs become disconnected (especially for small values 
of m). Since the graph should essentially be connected to be synchronizable, we exclude the 
cases producing disconnected graphs. In some cases we consider the largest connected 
component of the graph (for the cases with m = 1). 
 
Figure 1.6 Variance of degrees (VARk) as a function of B for scale-free networks with N = 2000 and m = 3. Graph 
is obtained by averaging over 300 realizations.  
Like the previous case for scale-free networks, here also the general trend of different 
synchronizability interpretations are obtained as a function of rewiring probability P for 
Watts-Strogatz networks of different sizes and topological properties. The results are shown 
in  Figure 1.7 for Watts-Strogatz networks with m = 3 and a) N = 1000, b) N = 2000. As it is 
seen, λN /λ2, TSyn and CSyn have almost the same trend; by introducing rewiring probability, 
they are exponentially decreased and the synchronizability is dramatically enhanced. For all 
of the cases, there is an optimal point at P ≈ 0.25 where further increase of P decreases the 
degree of synchronizability of the networks, which can be interpreted as follows. By a few 
rewirings, the average shortest path length is dramatically decreased and the communications 
between the individual dynamical systems is facilitated; thus the load of the edges is 
decreased and as a consequence the synchronizability is enhanced. When, a large fraction of 
the links is randomly rewired, the network heterogeneity is increased while the average path 
length is almost unchanged. This indeed affects the synchronizability of the networks and 
makes it worse. 1–OP has also a similar profile; by introducing some rewirings it dramatically 
decreases, and hence the phase synchronizability is enhanced, but for values of P > 0.4 it start 
to increase with very low slop. For Watts-Strogatz network, different interpretations of 
synchronizability almost lie in the same line; λN /λ2, TSyn and CSyn go hand in hand, and 
although the profile of 1–OP has almost the same pattern, it does not follow them precisely. 
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1.10 Summary 
In this chapter we discussed the problem of synchronization in complex dynamical 
networks. We considered three methods for quantifying complete synchronization in 
dynamical networks, where two of them give necessary conditions for local stability of the 
synchronization manifold and the other one gives sufficient conditions for global 
synchronization. We also considered four interpretations of synchronizability in dynamical 
networks: the eigenratio λN /λ2 of the Laplacian of the connection graph, synchronization cost 
CSyn, time to synchronize TSyn, and phase synchronization expressed by order parameter. By 
means of numerical simulations on x–coupled Lorenz and Rössler systems over scale-free and 
Watts-Strogatz networks of different sizes and topological properties, we investigated to what 
extent these interpretations of synchronizability go hand in hand. Surprisingly, not all of them 
lie in the same line in different situations. The conclusion is that one should be careful in 
studying the synchronizability of dynamical networks, meaning that the results obtained for 
one particular interpretation of synchronizability might not be generalizable for another 
interpretation and should be accounted specific to that particular one. Therefore, the term 
synchronizability without specifying the particular interpretation, e.g. in the sense of λN /λ2, is 
confusing and should be avoided. 
 
Figure 1.7 Profile of different definitions of synchronizability as a function of P for Watts-Strogatz networks with 
m = 3 and a) N = 1000, b) N = 2000. Data refer to averaging over 100 realizations.    

   
 




ENHANCING SYNCHRONIZABILITY OF DYNAMICAL 
NETWORKS USING CONNECTION-GRAPH-STABILITY 
METHOD 
Personal Contribution — This chapter is a reproduction of our 
recent paper published in International Journal of Circuit Theory 
and Application (Jalili M, A Ajdari Rad et al., 2007). 
1.11 Proper non-uniform coupling enhances synchronizability 
In the field of studying the synchronization phenomenon in dynamical networks a basic 
assumption of many works is that the individual dynamical systems are coupled 
symmetrically with identical coupling strength (undirected and unweighted coupling). 
However, most complex networks where synchronization is relevant to them are inherently 
weighted and undirected. Neurons are organized in complex networks with diffusive weighted 
connections (through gap junctions) and directional weighted connections (through excitatory 
and inhibitory chemical synapses) (Buzsaki G et al., 2004). Technological networks are often 
weighted networks (and usually undirected) (Colizza V et al., 2006; Korniss G et al., 2003; 
Strogatz SH, 2001). Social networks are also weighted where interaction between individuals 
is never equal and symmetric and depends on some social factors such as age, personal 
leadership and social influence (Dorogovtsev SN and JFF Mendes, 2000; Ramasco JJ et al., 
2004). Other examples of weighted networks can be found in ecological systems (Polis GA, 
1998), traffic load of a road (Latora V and M Marchiori, 2001), and metabolic networks 
(Almaas E et al., 2004). Weighted networks might have better synchronizability than 
unweighted ones if proper distribution of weights is adopted. The study of synchronization in 
properly weighted networks may provide us with insights into the behavior of real-world 
complex dynamical networks and guide us in designing large artificial networks. 
Technological networks with desirable synchronizability are such prototypic examples that 
assigning the interaction weights between dynamical units are of extreme importance, e.g. 
designing interaction schemes to optimize the performance of computational tasks based on 
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the synchronization of processes in computer networks (Korniss G et al., 2003). In this 
chapter we show that properly weighted networks have better synchronization properties than 
networks with uniform connection weights. To this end, we will make use of the connection-
graph-stability method (Belykh VN et al., 2004), introduced in the previous chapter, which 
gives sufficient conditions for the global synchronization of dynamical networks. Using this 
method, the network will be weighted based on the b-scores obtained for each edge (see 
section  1.7.3). In other words, the weight of each edge will be proportional to its b-score (that 
is specific to each edge) obtained through the connection-graph-stability method.   
Here, we consider networks of diffusively coupled identical dynamical systems 
described by (2.4). Let us rewrite (2.4) as 
   ( )
1
( )    ;    1,2,...,
N
i
i ij j i
j
j i
d F d H i N
dt =≠
= + − =∑x x x x , (3.1) 
where D = [dij] is the symmetric coupling matrix which carries information on both 
connection structure and strength. We call the dij‘s the interaction or diffusion coefficients.  
Here, we investigate how much easier it is, for a given connection graph, to achieve 
synchronization when using different diffusion coefficients dij for different edges of the 
connection graph as compared to a single value for all edges. We use the relative size of the 
dij’s obtained by the connection-graph-stability method, which is computationally very 
efficient, and, as will be shown, gives good results. In other words, the weights of the links 
will be proportional to their b-scores.   
Here, we are interested in synchronization properties of large networks. In such 
networks it is difficult to determine numerically the limit between synchronization and failure 
to synchronize. For this reason, many authors compare the synchronizability of different 
networks using a synchronization criterion rather than an actual synchronization limit. Such 
criteria are either only necessary (e.g. the master-stability-function method) or only sufficient 
(e.g. the connection-graph-stability method) conditions for synchronization and therefore may 
give unreliable results. On the other hand, when a network clearly synchronizes, the 
synchronization error converges distinctly to zero. For this reason, we choose interpretation c) 
of synchronizability discussed in the section  1.8, i.e. the less the time to synchronize the better 
the synchronizability of the dynamical network (see section  1.8.3). We shall also use the 
approach of d) of the section  1.8, which states that the larger the phase order parameter, i.e. 
the better the degree of phase synchronization, the better the synchronizability of the network 
(see section  1.8.4). As effort made by the network to achieve synchronization we take the 
average interaction strength per vertex. 
Definition 3.1 






= ∑ . (3.2) 
The factor 2 is introduced in the denominator because dij for a given edge is counted twice, 
once as dij and once as dji and dij = dji. 
□ 
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The time to synchronize T is computed by making the average synchronization error 
E(T), defined by (2.32), to reach 10-5 and stays below thereafter for t > T. 
1.12 Synchronizability and connection-graph-stability method 
In (Belykh VN et al., 2004), bound (2.15) has been given as a sufficient condition for 
global synchronization.  
Definitions 3.2 
Let us number the edges of the graph 1 to M and denote the diffusion coefficient of 
edge m by dm. Then we choose for each pair of nodes (i,j) a path Pij that links them. Usually, a 
path of minimal length is taken, but sometimes slightly different choices may lead to better 









= ∑ , (3.3) 
where m∈Pij means that edge m belongs to path Pij and |Pij| denotes the length of path Pij. 
□ 
Note that the lower bounds (2.15) vary from edge to edge. This suggests that for high 
synchronizability, one should vary the diffusion coefficients in (3.1); the lower bounds (2.15) 
indicate how to do this. In the rest of this chapter we consider networks with bm as diffusion 
coefficients and show that this choice leads to a much higher synchronizability than networks 
with the same connection graph but equal diffusion coefficients (and with the same average 
interaction strength). In terms of notion c) of synchronizability, taking bm as diffusion 
coefficients makes the network synchronize much faster than in the case with the same 
connection graph and synchronization cost but with equal diffusion coefficients. We do not 
claim that taking bm as diffusion coefficients leads to the highest possible degree of 
synchronizability, but we give evidence that their use improves the synchronizability 
considerably. We also show that in terms of notion d) of synchronizability, taking bm as 
diffusion coefficients makes the network to have larger degree of phase synchronization than 
in the case with the same connection graph and synchronization cost but with equal diffusion 
coefficients  
Definition 3.3 
a) A uniform diffusion network is a network described by (3.1) with identical diffusion 
coefficients 
 0      for all  ,   with  0  ij ijd d i j d= > ≠ . (3.4) 
b) A non-uniform diffusion network, i.e. a diffusion network based on the connection-
graph-stability scores, is a network with diffusion coefficients 
       whenever  0  and edge    links the nodes    and  ij m ijd b d m i j= ≠ . (3.5) 
□ 
Remark 
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The non-uniform diffusion network is not uniquely defined by the connection graph as 
in the case of the uniform diffusion network, but it depends also on the choice of the paths Pij. 
Only when the connection graph is a tree, the Pij‘s are unique. Even when we always choose a 
shortest path, the non-uniform diffusion network is usually not unique, since between two 
nodes i and j there may be more than one shortest path. 
□ 
Proposition 
The average interaction strength of a non-uniform diffusion network is the average 
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1.13 Numerical simulations 
1.13.1 Comparison of the time to synchronize 
The first class of networks studied numerically here is the class of scale-free networks, 
obtained by the algorithm described in the section 2.5.1. For each choice of parameters, 20 
different networks are randomly generated and a trajectory xi(t) ; i = 1,…,N is calculated. 
Along the trajectory, the mean synchronization error E(t) defined by (2.32) is computed. The 
initial state of the trajectory, xi(0), is randomly chosen, with the constraint E(0) = 1. The 
computation of the trajectory is stopped at time T where E(T) = 10-5 and E(t) < 10-5 for t > T. 
The time T is then interpreted as the time to synchronize. A typical time-evolution of the 
synchronization error E(t) is shown in  Figure 1.8 for x–coupled Lorenz systems with state 
equations (2.13) for the individual systems and x–coupled Rössler systems with state 
equations (2.14) for the individual systems, for uniform diffusion network and non-uniform 
diffusion network. The parameters of the Lorenz and the Rössler systems are chosen as 
introdeced in the section  0, making the behavior of both of the systems chaotic. In the 
networks of Lorenz systems, the advantage of non-uniform diffusion network over uniform 
diffusion network is quite obvious whereas for the Rössler networks, the comparison in this 
representation is not so clear. 
A more systematic comparison is given in  Figure 1.9. The mean value and the standard 
deviation of the ratio of the time to synchronize of the non-uniform diffusion network, TNDN, 
and uniform diffusion network, TUDN, are given as a function of B for scale-free networks of 
different sizes and average degrees. They are determined from the 20 instances of scale-free 
networks that were generated. It can be seen that non-uniform diffusion networks always 
synchronize distinctly faster than uniform diffusion networks with the same average 
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interaction strength. Furthermore, the advantage for non-uniform diffusion networks over 
uniform diffusion networks is practically always higher for the networks of Lorenz systems 
than for the networks of Rössler systems. This last phenomenon can be explained as follows. 
The time to synchronize gets shorter when the interaction strength is farther away from the 
synchronization limit. In the case of the Lorenz systems, there is only a lower limit for the 
interaction strength, whereas the Rössler system has also an upper limit, which can be seen 
e.g. from the master-stability-function ( Figure 1.2b). Therefore, while the non-uniform 
diffusion network effectively is farther away from the lower limit than the uniform diffusion 
network, it might get close to the upper limit which may compensate its advantage partially. 
 
Figure 1.8 Synchronization error E(t) for a) Lorenz and b) Rössler systems using uniform diffusion network 
(UDN) and non-uniform diffusion network (NDN). The connection structures in both of cases is a scale-free 
network with N = 100, m = 2, and B =0. 
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Figure 1.9 Relative synchronization time TNDN/TUDN, i.e. synchronization time for NDN over synchronization time 
for UDN, for x–coupled Lorenz and Rössler systems as a function of B for scale-free networks, with a) N = 100, m 
= 1, b) N = 100, m = 2, c) N = 100, m = 3, d) N = 500, m = 1, e) N = 500, m = 2, f) N = 500, m = 3. Data refer to 
average over 20 realizations. 
 
Figure 1.10 Relative synchronization time TNDN/TUDN for x–coupled Lorenz and Rössler systems as a function of P 
for Watts-Strogatz networks, with a) N = 100, m = 1, b) N = 100, m = 2, c) N = 100, m = 3, d) N = 500, m = 1, e) N 
= 500, m = 2, f) N = 500, m = 3. Data refer to average over 20 realizations. 
As a second class of networks, the Watts-Strogatz networks, described in section  1.9.3, 
are considered. The same numerical experiments as for the scale-free networks are performed 
and the results are represented in the same way in  Figure 1.10. The relative time to 
synchronize is shown as a function of P for Watts-Strogatz networks of different sizes and 
average degrees. The results are also similar, except that overall advantages of the non-
uniform diffusion network are less pronounced. This can also be understood easily as follows. 
The more heterogeneous a network is, the higher the advantage of using suitably varied 
interaction coefficients is. And scale-free networks are much more inhomogeneous than 
Watts-Strogatz networks. 
 
1.13.2 Comparison of the degree of phase-synchronization 
A different type of numerical experiment is performed here. In the Lorenz and in the 
Rössler systems a phase is defined by placing the origin of a coordinate system into the 
trajectory-free central region of the two dimensional projections of the three-dimensional state 
space. The definition of the phase of the j-th oscillator for the Rössler and the Lorenz systems 
follows (2.34) and (2.35), respectively. The phase order parameter that shows the degree of 
phase synchronization within the oscillators is computed according to (2.36). 
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In  Figure 1.11 the ratio of the order parameters of the non-uniform diffusion network 
and the uniform diffusion network versions of various networks of non-identical Rössler or 
Lorenz systems is represented as a function of mean interaction strength σ. Again, 20 
randomly generated instances of each network type are computed and the mean value and the 
standard deviation are represented. Contrary to the previous numerical experiments, here the 
N individual dynamical systems in the network are not identical. The parameters of the 
Lorenz systems are considered as s = 10 ± 0.5, r = 27 ± 1.35, b = 8/3 ± 8/60 and for the 
Rössler systems we consider an uncertainty in the natural frequency, i.e. the parameters are ω 
= 1 ± 0.03, a = 0.165, d = 0.2, c = 10. For both of the systems, the uncertain parameters have 
Gaussian distribution. It can be seen in  Figure 1.11 that the ratio is systematically larger than 
1, meaning that the non-uniform diffusion networks are, with the same interaction strength, 
more phase synchronized than the uniform diffusion networks. This confirms once again the 
advantage of using suitably varied diffusion coefficients. 
 
Figure 1.11 Relative phase order parameter ΦNDN/ΦUDN as a function of mean interaction strength σ for non-
identical Rössler oscillators over  a) scale-free networks with m = 2, b) scale-free networks with m = 3, c) Watts-
Strogatz networks with m = 2, d) Watts-Strogatz networks with m = 3, and nonidentical Lorenz oscillators over e) 
scale-free networks with m = 2, f) scale-free networks with m = 3, g) Watts-Strogatz networks with m = 2, h) 
Watts-Strogatz networks with m = 3. For all of the cases N = 500 and the graphs are averaged over 20 realizations. 
1.14 Summary 
In this chapter we compared diffusively coupled networks of dynamical systems with 
equal interaction coefficients and with interaction coefficients generated by the connection-
graph-stability method. First, we used identical Lorenz or Rössler systems on the nodes of the 
interaction graph and compared the time to reach a mean synchronization error of 10-5 when 
starting from a unit error. This has been done for both scale-free and Watts-Strogatz networks. 
Then we compared the degree of phase synchronization for networks of non-identical Lorenz 
or Rössler systems, by considering the ratio of the order parameters. In all cases, the non-
uniform coupling generated by the connection-graph-stability method is proved to be superior 
for synchronizability as compared to the networks with uniform coupling. The advantage is 
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more pronounced for networks of Lorenz systems than for networks of Rössler systems, 
which can be explained. 
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ENHANCING SYNCHRONIZABILITY USING 
BETWEENNESS CENTRALITY MEASURES 
Personal Contribution — This chapter is our original 
contribution. It has largely been reproduced from our two 
publications; one published in the proceedings of 2008 IEEE 
International Symposium on Circuit and Systems (Jalili M et al., 
2008) and another one published in Physical Review E (Jalili M et 
al., 2008). Also, some of the results of our recent publication in 
Chaos (Ajdari Rad A et al., 2008) have been used. 
1.15 Synchronizability is enhanced in weighted dynamical networks 
In the previous chapter we showed that dynamical networks with properly assigned 
weights to their connection links have better synchronizability compared to unweighted 
networks. Many real-world networks where synchronization is relevant to them are weighted 
and directed, and nature might have assigned the optimal structure and weights to do the job, 
if the synchronization is the goal of the network optimization. Indeed, in many neural and 
biochemical networks there are evidences that the synchronized and coordinated behavior 
may play important roles in the system’s functionality (Buzsaki G, 2006; Glass L, 2001; Gray 
CM et al., 1989; Huang L et al., 2008; Nishikawa T and AE Motter, 2006; Singer W, 1999). 
Note that nature should consider not only synchronizability optimization in the evolution of 
real-world networks but also other factors such as the robustness, stability and adaptability. 
The problem of synchronizability enhancement is relevant to many real-world networks. In 
computer networks, for example, designing proper weights and directions for the connection 
links may enhance the ability of the network for synchronization of processes and result in 
boosting the performance of the computational tasks (Korniss G et al., 2003). The other 
example is metabolic networks, where the weights and direction of the metabolic fluxes 
(links) are adopted in a way to optimize fitness, which itself influences the robustness and 
synchronizability of the network against external disturbances to the system such as 
environmental changes (Fischer E and U Sauer, 2005). Another example is neuronal networks 
where constructing weighted networks with optimal synchronizability may help us to build 
artificial neural networks that mimic the behavior of the neural systems. Thus, a question 
arises: Given a complex undirected and unweighted network, how can one assign proper 
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weights to the links to obtain a weighted network (directed or undirected, depending on the 
particular application) with enhanced synchronizability? 
This question initiated a stream of research on studying the synchronization in 
weighted networks. But, which factors of the connection graph characterize the 
synchronizability of the network? Studying networks with different structural properties 
revealed that scale-free networks and networks with small-world properties, in general, have 
better synchronizability than regular networks, which was linked to their shorter average path 
length (Barahona M and LM Pecora, 2002; Wang XF and G Chen, 2002; Wang XF and G 
Chen, 2002). Short average path length facilitates the communication between the nodes and 
enhances the synchronizability of the network. But, this is not always the case. It has been 
shown that degree heterogeneity is one of the key factors influencing the synchronizability of 
networks; homogenous networks show better synchronizability than corresponding 
heterogeneous ones (Nishikawa T et al., 2003). Indeed, synchronizability is suppressed as the 
degree distribution becomes more heterogeneous, even for shorter characteristic path length. 
For example, Watts-Strogatz networks have better synchronization properties than random 
scale-free networks that is mainly due to the more heterogeneous degree distribution in scale-
free networks (Nishikawa T et al., 2003). Some other factors such as node and edge 
betweenness centrality measures influence the synchronizability of dynamical networks 
(Hong H et al., 2004). 
   Inspired by the fact that the more the heterogeneous the network the more difficult to 
achieve synchronization in the network, some researchers have proposed methods to assign 
proper weights to enhance the synchronizability, for example see (Chavez M et al., 2006; 
Chavez M et al., 2005; Motter AE, C Zhou et al., 2005; Motter AE, CS Zhou et al., 2005; 
Wang X et al., 2007). Here, we propose a new way of graph weighting based on node and 
edge betweenness centrally measures that enhances the synchronizability more than all 
existing methods. These methods (including our proposed method) start with an unweighted 
and undirected graph and end up with a weighted and directed one. However, this might not 
be desired in some application such as sensor networks (Olfati-Saber R et al., 2007), where 
the networks is needed to be undirected. Therefore, we also propose another method of graph 
weighting preserving the graph undirected and compare its performance to some existing 
methods. 
1.16 Heuristics weighting procedures to enhance the synchronizability 
In general, there are two possible ways to enhance the synchronizability of dynamical 
networks: rewiring of the links (Ajdari Rad A et al., 2008; Donetti L et al., 2005) and/or 
assigning proper weights for the existing links (Chavez M et al., 2005; Jalili M, A Ajdari Rad 
et al., 2007; Jalili M et al., 2008). For many applications it is not possible to change the 
network topology and the only option to enhance the synchronizability is weighting of the 
links. To get better synchronizability, couplings between nodes are neither necessarily 
uniform nor symmetric (Nishikawa T and AE Motter, 2006). A very first attempt to assign the 
proper weights for the edges to enhance the synchronizability was proposed by Motter et al 
(Motter AE, C Zhou et al., 2005; Motter AE, CS Zhou et al., 2005). Considering the 
synchronizability criterion a) and b) (discussed in sections  1.8.1 and  1.8.2, respectively), they 
proposed a weighting method to decrease the heterogeneity of the network and consequently 
enhance the synchronizability (we refer to this method by MZK method). They proposed to 
scale the coupling of each link considering the degree of its ascending node. In this case, any 
undirected link will have different weights in each of the directions. Considering the 
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undirected network (2.1), the equations of the motion of the weighted network will be (Motter 
AE, C Zhou et al., 2005; Motter AE, CS Zhou et al., 2005) 
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1
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i i ij i j
ji




= − − =∑&x x x x , (4.1) 
where ki is the degree of node i and β is a real tunable parameter. Indeed, the total strength of 
all in-links at the obtained weighted network for each node will be a function of its degree. 
This type of asymmetric connections provides a spectrum of real eigenvalues for the 
Laplacian of the weighted network, and the optimal condition β = 1 for synchronizability was 
obtained (Motter AE, C Zhou et al., 2005; Motter AE, CS Zhou et al., 2005). This method 
needs only the local information of the network, i.e. the degrees, and by considering some 
other properties of the network one might be able to enhance the synchronizability further. 
Chavez et al proposed another method for further enhancement in the synchronizability 
by scaling the weight of each edge to its load, which is the traffic of shortest paths passing 
though the edge (Chavez M et al., 2006; Chavez M et al., 2005). In their proposed algorithm, 
the network equations read   
 ( )
1
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jij
j N
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= − − =∑∑&x x x x , (4.2) 
where Ni is the set of the neighbors of node i and β is a real tunable parameter (β ≈ 1 was 
obtained as the optimal condition for the synchronizability (Chavez M et al., 2005)). ρij is the 
betweenness centrality (load) of the edge between nodes i and j. Let us denote the edge 
between the i-th and the j-th nodes by eij. The edge betweenness centrality ρij of eij is defined 







Γ= Γ∑ , (4.3)  
where Γpu is the number of shortest paths from nodes p to u in the graph and Γpu(eij) is the 
number of these shortest paths making use of eij. 
In this way of graph weighting, not only the local structural information but also the 
effects of network structure at a global level such as average shortest path are considered. 
Thus, the edge between two nodes will be strongly influenced by the overall connectivity 
structure and is not solely dependent on the node’s degree. It frequently happens that nodes 
with low degree are directly connected through links with very high betweenness centrality. 
In such a case, stronger weights should be assigned to such links, proportional to their 
betweenness centrality (Chavez M et al., 2005). We call this approach CHAHB method. Note 
that for the values of β = 0, CHAHB method is equal to the optimal case of MZK method.  
Another scheme of weighting was proposed by Wang et al using the properties of 
gradient networks (Wang X et al., 2007), which we refer to WLL method. They supposed that 
the network can be regarded as a superposition of two networks: a weighted undirected 
network, and a weighted directed network that is actually a gradient network. They 
hypothesized an appropriate gradient field based on some elementary considerations of 
realistic networks. The equations for the weighted network using WLL method are (Wang X 
et al., 2007) 
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where β is a real tunable parameter. 
Indeed, WLL method is similar to CHAHB one, but instead of edge betweenness 
centrality it make use of the degree of the descending nodes. There is no concrete value for β 
as the optimal condition for synchronizability and by increasing β the synchronizability is 
always enhanced. However, it is remarkable that high values of β makes the network almost 
disconnected, which should be avoided.       
1.17 Graph weighting procedure based on node and edge betweenness 
centrality measures 
Here, we show that further enhancement in synchronizability can be achieved by 
considering not only the edge betweenness centrality but also another important global 
structural property of networks, namely, node betweenness centrality. Node betweenness 
centrality Ci is a centrality measure of node i in a graph, which shows the number of shortest 
paths making use of node i (except those between the i-th node with the other nodes) 








Γ= Γ∑ , (4.5)  
where Γjk is the number of shortest paths between nodes j and k and Γjk(i) is the number of 
these shortest paths making use of node i. In our proposed weighting procedure, the weight of 
each edge will be a function of its load and the betweenness centrality of the tail node. More 
precisely, the network equation reads 
 ( ) ( ) ( ) ( )   ;    1,2,...,i
i
N
i i j ij i j
j Nj ij
j N




σ ε ρε ρ ∈
∈
= − + − =+ ∑∑&x x x x , (4.6) 
where ρij is the between centrality of the edge between nodes i and j, Cj is the betweenness 
centrality of node j, Ni is the set of the neighbors of node i, α is a real tunable parameter, and ε 
is a small positive value to make (ε + Cjα) > 0  (some nodes may have betweenness centrality 
equal to zeros). Here, we consider ε = 1. Indeed, with the above weighting algorithm, the 
Laplacian G in (2.4) is 
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In the following we refer to this method by BC method. 
By this construction of connection weights, the diagonal elements of G are always 
normalized to one, thus preventing the coupling to be arbitrary large or small. Although G 
becomes asymmetric for any value of α, it can be written as G = DlWDr, where W is a zero 
row-sum matrix with off-diagonal elements as Wij = – ρij and 
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and, 
  ( ) ( )( )1diag , ,r ND C Cα αε ε= + +K . (4.9)  
It can easily be shown that the eigenvalues of G, λi (i = 1,…,N), are the same as the 
eigenvalues of Dr1/2Dl1/2WDl1/2Dr1/2, i.e. real and non-negative with smallest eigenvalue as λ1 = 
0. Note that W is a symmetric matrix and Dr and Dl are diagonal matrices. For this case, 
Gerschgorin circle theorem (Gerschgorin SA, 1931) guarantees that 0 < λ2 ≤ … ≤ λN ≤ 2. 
Another important term concerning our procedure is the effect of different values of α. It is 
worth mentioning that the case with α = 0 corresponds to the optimal situation proposed in 
(Chavez M et al., 2005), which itself has the optimal case of (Motter AE, C Zhou et al., 2005; 
Motter AE, CS Zhou et al., 2005) as a special case. From (4.6) it is evident that in the case of 
α = ∞ (α = – ∞), only the links with the highest (smallest) value of (ε + Cj)ρij are selected as 
the ascending link from the node i (the link descends to node j that maximize (minimize) (ε + 
Cj)ρij). With this limits, the resulting weighted network could be connected or disconnected 
where for connected (disconnected) case the eigenratio λN /λ2 will be equal to 1 (∞), which 
shows very strong (very weak) synchronizability. However, to prevent the network to be 
almost disconnected, we limit ourselves to α with small absolute values. 
1.17.1 Application to scale-free and Watts-Strogatz networks 
Limiting ourselves to the interpretation a) of synchronizability (discussed in  1.8.1), we 
investigate the performance of the weighting algorithm (4.7) on the synchronizability 
enhancement of dynamical networks of various sizes and topological properties. Recall that 
the interpretation a) of synchronizability takes into account the eigenratio λN /λ2, meaning that 
the smaller the eigenratio λN /λ2 the more synchronizable the network. By sweeping α and 
calculating the values of λN /λ2 we can study the synchronizability profile of dynamical 
networks with different topological properties such as scale-free, Watts-Strogatz and random. 
First, we consider scale-free networks constructed by the algorithm discussed in the section 
 1.9.2.  Figure 1.12 shows the logarithm of the eigenratio λN /λ2 in the parameter space (α,B) for 
scale-free networks with a) N = 1000, m = 1,  b) N = 1000, m = 2, c) N = 2000, m = 1, and d) 
N = 2000, m = 2. For the case with m = 1, as α increases the eigenratio is rapidly decreased, 
i.e. synchronizability is enhanced. Note that α = 0 recovers the optimal condition of (Chavez 
M et al., 2005), which itself has the optimal situation of (Motter AE, CS Zhou et al., 2005) as 
an especial case. For m = 2, the situation is somewhat different; for small values of B, the 
eigenratio is decreased by increasing α. However, for larger values of B (less heterogeneity in 
the degree distribution), there is a local minimum in α ~ 0.5, and then by increasing α the 
eigenratio is also increased and by further increase of α over a value around 1, the eigenratio 
starts decreasing. Although α = 1 is not the optimal point, to avoid the network being 
disconnected (high values of α may lead the network to be disconnected), we consider α = 1 
for weighting the networks in order to enhance their synchronizability. It significantly 
improves the synchronizability compared to MZK, CHAHB, and WLL methods especially 
when the network is highly heterogeneous. Indeed, considering node betweenness centrality 
in addition to edge betweenness and node degree makes the resulting weighted network more 
homogeneous and thus enhances the synchronizability more compared to other methods. 
For comparison, we have also applied our weighting procedure to Watts-Strogatz 
networks that exhibit more homogeneity in the network structure than scale-free networks. 
For the construction of Watts-Strogatz networks, we use the algorithm discussed in the 
section  1.9.3. We consider Watts-Strogatz networks with m = 1 and m = 2. Since, construction 
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of connected Watts-Strogatz networks with m = 1, i.e. <k> = 2, using Watts-Strogatz random 
rewiring algorithm (Watts DJ and SH Strogatz, 1998) is difficult, we consider the largest 
connected component of the network in such cases. In this case, the average degree of the 
largest connected component is 2.23 ± 0.1.  Figure 1.13a ( Figure 1.13c) shows the logarithm 
of λN /λ2 as a function of α and P for the largest connected component of Watts-Strogatz 
networks with m = 1 and N = 1000 (N = 2000). The eigenratio profile for Watts-Strogatz 
networks with m = 2 (<k> = 4) is shown in  Figure 1.13b and  Figure 1.13d for N = 1000 and N 
= 2000, respectively. As it is seen, there is a concrete optimum in α ~ 1 for all of the cases. 
Also, the effect of the small-world phenomena on the synchronizability of the network is 
clearly seen from these pictures, i.e. the synchronizability of the network is greatly enhanced 
by introducing some rewirings. 
Here we also consider another class of random networks with a fixed average degree. 
We argued that the algorithm proposed by Watts and Strogatz to construct networks, which is 
used here, results in disconnected graphs in almost all the cases with m = 1 (N >> m). 
Therefore, we use the following algorithm to construct a random connected network with N 
nodes and mN edges, i.e. with average degree <k> = 2m. First [mN/2] of possible N(N–1)/2 
edges are selected randomly, which results in Q connected components. Then, these 
connected components are randomly connected through (Q–1) edges (if (Q–1) > [mN/2], the 
network is rejected). Other remaining edges are selected randomly, which results in a 
connected random graph with exactly mN edges. This random network is suitable especially 
for the cases when we are unable to construct Watts-Strogatz networks with predefined <k>, 
e.g. the cases with m = 1. 
 
Figure 1.12 Eigenratio λN /λ2 (in logarithmic scale) as a function of the dimensionless parameter space (α,B) for 
scale-free networks with a) N = 1000, m = 1,  b) N = 1000, m = 2, c) N = 2000, m = 1, and d) N = 2000, m = 2. The 
graphs refer to averaging over 20 realizations of the networks. 
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Figure 1.13 Logarithm of the eigenratio λN /λ2 as a function of the dimensionless parameter space (α,P) for Watts-
Strogatz networks with a) N = 1000, m = 1 (the largest connected component),  b) N = 1000, m = 2, c) N = 2000, m 
= 1 (the largest component), and d) N = 2000, m = 2. The graphs refer to averaging over 20 realizations. 
 
Figure 1.14 Eigenratio λN /λ2 (in logarithmic scale) as a function of the network size N for different classes of 
networks, i.e. scale-free (SF), Watts-Strogatz (SW), and random networks, with α = 1 and with a) m = 1, b) m = 2. 
Random networks are constructed in a way such that the average degree becomes identical to that of the 
corresponding scale-free networks (see text for explanation). Data refers to averages over 20 realizations of 
networks with corresponding error bars. 
We also report the behavior of the synchronizability as a function of network size N, 
for different classes of networks.  Figure 1.14a shows the results for scale-free networks with 
different values of B and random networks, all the cases with m = 1. As expected, the 
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propensity of synchronization for weighted scale-free networks with lower values of B  is 
better than that of the scale-free networks with higher values of B regardless of the network 
size N (Chavez M et al., 2006). Also, weighted scale-free networks exhibit better 
synchronizability than weighted random networks. For m = 2 the behavior of the logarithm of 
the eigenratio λN /λ2 is depicted in  Figure 1.14b, where again weighted scale-free networks 
show better propensity for synchronization than weighted Watts-Strogatz and random 
networks. It also confirms the fact that synchronizability of complex networks is independent 
of network size (Zhou C, AE Motter et al., 2006). Indeed, the average degree seems to be the 
only important factor affecting the synchronizability of the weighted networks (or in general 
homogenous networks (Ajdari Rad A et al., 2008)).  
The ability of various weighting methods in enhancing the synchronizability of 
dynamical networks is also investigated. In particular we consider the MZK algorithm 
described by (4.1) with β = 1, the CHAHB algorithm described by (4.2) with β = 1, the WLL 
algorithm described by (4.4) with β = 3, and BC algorithm described by (4.6) with α = 1. 
 Figure 1.16 compares the performance of the methods for the largest connected component of 
Watts-Strogatz network with m = 1 at two levels of rewiring probability (P = 0.5 and P = 0.9). 
It is seen that the betweenness centrality based method, i.e. CHAHB and BC; perform better 
than the other two.  Figure 1.15 shows the logarithm of the eigenratio λN /λ2 (mean value and 
standard deviation) as a function of network size N for scale-free networks of various 
topological properties. It is seen that for the cases with m =1, BC performs much better than 
the other algorithms. Also, CHAHB that takes into account only the values of edge 
betweenness performs much better than the other two, i.e. MZK and WLL, which consider 
only the information on degrees. Although for the cases with m = 2, BC is still the best 
method, CHAHB is not always better than WLL.  Figure 1.16 Shows the logarithm of the 
eigenratio λN /λ2 for scale-free networks weighted using different methods. It is seen that BC 
has the best performance among the four methods. Especially for the high degrees of 
heterogeneity in the network structure, i.e. m =1, the outperformance of BC to the other 
methods is well pronounced.  The same simulation is carried out for random networks with m 
= 1 ( Figure 1.17a) and m = 2 ( Figure 1.17b), where again confirms that for this class of 
networks the betweenness based algorithms enhance synchronizability more than the 
algorithms taking into account only degrees. Note that for random networks with m = 1, the 
superiority of BC to the other methods is well pronounced ( Figure 1.17a). 
 
Figure 1.15 Eigenratio λN /λ2 (in logarithmic scale) as a function of the network size N for Watts-Strogatz networks 
with a) m = 1, P = 0.5 (the largest component), b) m = 1, P = 0.9 (the largest component) using different methods 
of weighting. Data refers to averages over 20 realizations of networks with corresponding error bars. 
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Figure 1.16 Eigenratio λN /λ2 (in logarithmic scale) as a function of the network size N for scale-free networks with 
a) m = 1, B = 0, b) m = 1, B = 5, c) m = 2, B = 0, m = 2, B = 5 using different methods (refer to the text for the 
description on the different methods). Data refers to averages over 20 realizations of networks with corresponding 
error bars. 
 
Figure 1.17 Eigenratio λN /λ2 (in logarithmic scale) as a function of the network size N for random networks with a) 
m = 1, b) m = 2 using various algorithms of assigning weights. Data refers to averages over 20 realizations of 
networks with corresponding error bars. 
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1.17.2 Applying the method to some real-world networks 
Although in the previous section we showed that applying the weighting algorithm 
described by (4.7) for assigning proper weighs for the links of dynamical networks greatly 
enhances the synchronizability of the network (reduces the eigenratio λN /λ2), many real-world 
networks cannot be simply modeled by these scale-free, Watts-Strogatz or random models. In 
other words, real-world networks may possess very complex topological properties, which 
can make it difficult to construct a model that mimics all of their properties. Thus, in this 
section we consider some available real-world undirected networks3 and apply the weighting 
procedures described in the previous sections to study the profile of λN /λ2 in the resulting 
weighted networks. We consider some real-world networks including protein structure 
networks (Milo R et al., 2004), network of power grid (Watts DJ and SH Strogatz, 1998), US 
airport network4 (Colizza V et al., 2006), Dolphins’ social network (Lusseau D et al., 2003), 
Email network (Guimera R et al., 2003), protein-protein interaction network (Ito T et al., 
2001), yeast protein interaction network (Jeong H et al., 2001), Internet in the level of 
autonomous system (Krishnamurthy V et al., 2005), and network of coauthorship (Newman 
MEJ, 2004). Table 4.1 summarizes the results. For all of these networks, BC is the most 
influential algorithm in reducing λN /λ2. CHAHB method always performs better than MZK, as 
expected. But, this is not the case for WLL; for some networks WLL is better than CHAHB 
and for some other ones CHAHB works better. Let us remark that since for WLL algorithm 
there is no optimal value of β in (4.4), for each network we adopted the least λN /λ2 among the 
cases with β = 1, β = 2, and β = 3. For some of the networks the case with β = 1 is the best 
while for some others the cases with β = 2 or β = 3 result in the best performance.  
Since MZK is a simple scaling based on the degree of the nodes, it is incapable of 
capturing all the useful information, and thus, its performance is always worse than that of the 
one proposed by CHAHB that indeed considers the edge betweenness centrality as well as 
scaling based on the nodes. The method of WLL uses the degree of nodes in a different way, 
and its performance is not always better than CHAHB. Indeed, it can be seen that by increase 
of the heterogeneity of the network, i.e. increase of the standard deviation of the node-
degrees, the algorithm of WLL performs better than CHAHB. Our proposed algorithm is an 
intelligent extension of CHAHB; to consider the heterogeneity of the network, it considers the 
node betweenness centrality in addition to the edge betweenness centrality. Thus, it always 
outperforms to CHAHB. However, for networks with high levels of heterogeneity, WLL 
gives results better than CHAHB and close to our results. 
1.17.3 The proposed weighting algorithm and phase synchronization 
The rational behind getting the eigenratio λN /λ2 as the synchronizability measure of 
dynamical networks is the master-stability-function (Barahona M and LM Pecora, 2002; 
Pecora LM and TL Carroll, 1998). Since the theory of the master-stability-function is 
developed for linear stability of identical oscillators (complete synchronization), it can not be 
directly applied to coupled nonidentical oscillators (Barahona M and LM Pecora, 2002; 





3 All of these networks are downloadable from Internet in the web site provided by the authors of the original 
works; interested readers may refer to the cited work. 
4 The original version of the US airport network is a weighted network, but here we have considered only the 
unweighted version, i.e. changing all the weights in the adjacency matrix, except zero weights, to 1.  
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Pecora LM and TL Carroll, 1998); for nonidentical oscillators, a synchronization manifold 
can not be defined. However, such dynamical systems may exhibit some weaker types of 
synchronization such as phase synchronization (Boccaletti S et al., 2002). Although the 
method discussed so far is rigorously applied for identical oscillators, it is worth considering a 
network of coupled nonidentical oscillators and studying the phase synchronization. To this 
end, we have studied collective behavior of nonidentical Rössler oscillators (Rössler OE, 
1976) on scale-free, Watts-Strogatz and random networks weighted with BC algorithm 
described by (4.6). The state equations of the individual non-coupled Rössler oscillators obey 
(2.14) and the oscillators are coupled through their x–component. The oscillators are different 
only in their natural frequency and other parameters are identical. We chose the parameters as 
a = 0.165, d = 0.2, c = 10, which results in a chaotic behavior. The natural frequency ω in 
(2.14) is randomly chosen from a Gaussian distribution with mean value ωmean = 1 and 
standard deviation Δω = 0.03 (Chavez M et al., 2005).  
Table 4.1 Enhancing the synchronizability of some real-world networks with different algorithms, i.e. MZK, 
CHAHB, WLL, and BC methods. First column: the name of the networks. Second, to sixth columns: network size 
N, average node-degree <k>, the standard deviation of node-degree std(k), average characteristic path length (P), 
and clustering coefficient (C). Fifth to eighth columns: the eigenratio λN/λ2 of the weighted networks using MZK, 
CHAHB, WLL, and BC methods.   








Protein structure network1 95 4.48 1.45 6.22 0.40 392.7 63.1 262.2 23.1 
Protein structure network2 53 4.64 1.88 3.72 0.41 67.5 20.9 20.5 6.1 
Protein structure network3 97 4.37 2.20 5.48 0.37 203.7 43.8 299.8 14.1 
Power grid network 4941 2.67 1.79 18.96 0.08 7349.1 393.2 14924.1 157.2 
Coauthorship network 4380 3.25 3.55 7.53 0.42 383.7 68.3 273.1 38.7 
Dolphins’ social network 62 5.12 2.96 3.3 0.26 43.4 16.9 43.1 6.8 
Email network 1163 9.62 9.34 3.60 0.22 14.6 8.6 5.8 5.4 
Protein-protein interaction 
network 
2840 2.92 8.73 4.88 0.02 86.5 34.9 41.6 16.5 
Yeast Protein interaction 
network 
1458 2.68 3.45 6.71 0.08 238.1 52.4 269.1 25.6 
Network of Internet in the level 
of autonomous system1 
7690 4.01 27.65 3.65 0.28 50.1 12.9 3.1 2.9 
Network of Internet in the level 
of autonomous system2 
8689 4.08 29.08 3.65 0.28 55.8 13.9 3.6 3.1 
Network of Internet in the level 
of autonomous system3 
8063 4.10 29.25 3.61 0.29 46.9 12.9 3.4 3.3 
US airport network 
(unweighted version) 
500 11.92 22.36 2.96 0.62 63.4 11.5 4.8 2.9 
To study the phase synchronization among coupled oscillators we can monitor the 
order parameter Ф (Boccaletti S et al., 2002; Pikovsky A et al., 2003) introduced in section 
 1.8.4, i.e. definition d) of synchronizability (see section  1.8). Behavior of Ф as a function of 
the uniform coupling strength σ is shown in  Figure 1.18a for networks with m = 1 (<k> = 2) 
and  Figure 1.18b for networks with m = 2 (<k> = 4). For all of the cases the network size is 
fixed at N = 1500. It is seen that for m = 1, BC method with α = 1 enhances the phase 
synchronizability more compared to the cases with α = 0 (recall that the cases with α = 0 
recovers the optimal condition of CHAHB, which itself has the optimal situation of MZK as a 
special case). Indeed, for the cases with α = 1 with similar σ, the phase order parameter Ф is 
always higher than that of the cases with α = 0. Note that whenever the σ range for which Ф ~ 
1 is larger, the network is more phase synchronizable. This is also true for networks with m 
=2 ( Figure 1.18b) where BC method with α = 1 enhances the phase synchronizability more 
compared to the cases with α = 0.  
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Figure 1.18 The phase order parameter Ф as a function of uniform coupling strength σ for coupled nonidentical 
chaotic Rössler oscillators (parameters are specified in the text). Data refers to averages over 20 realization of a) 
scale-free (SF) networks with m = 1 and B = 5, random networks with average degree identical to that of scale-free 
networks, i.e. <k> = 2, b) scale-free networks with m = 2 and B = 5, Watts-Strogatz (SW) networks with m = 2 and 
P = 0.5. The network size in all cases is N = 1500. 
1.17.4 Different interpretations of synchronizability in weighted dynamical 
networks 
We showed that, in general, different interpretations of synchronizability, i.e. the 
eigenratio λN /λ2 of the Laplacian of the connection graph, the synchronization cost Csyn, the 
time to synchronize Tsyn, and the degree of phase synchronization expressed by 1–OP, do not 
lie in the same line for different network topologies. Here we investigate for networks 
weighted using (4.7) whether these interpretations of synchronization coincide or not.  Figure 
1.19 and  Figure 1.20 show the profile of the different interpretations of synchronizability for 
weighted scale-free and Watts-Strogatz networks as a function of B and P, respectively. It is 
seen that for both type of the networks, the trend of these four interpretations are the same and 
by changing the topological properties of the network they likely have the similar behavior. In 
weighted scale-free networks, by increasing B (decreasing heterogeneity) the 
synchronizability gets worse and in weighted Watts-Strogatz networks, by increasing P the 
synchronizability is enhanced. It is worth mentioning that by this special weighting, the 
diagonal elements of the Laplacian matrix become 1; thus, λN is limited such that λN ≤ 2 
(Gerschgorin SA, 1931). As a result, the profile of λN /λ2 and CSyn get very close to each other.  
 
   
 
 51  
 
Figure 1.19 Profile of different synchronizability interpretations, i.e. the eigenratio λN /λ2, synchronization cost 
CSyn, time to synchronize TSyn, and phase synchronization expressed by order parameter, (1–OP), as a function of B 
for scale-free networks with m = 3 and a) N = 1000, b) N = 2000. The networks are weighted using (4.7) with α = 
1. Data refer to averaging over 100 realizations. 
 
Figure 1.20 Profile of different synchronizability interpretations as a function of P for Watts-Strogatz networks 
with m = 3 and a) N = 1000, b) N = 2000. The networks are weighted using (4.7) with α = 1. Data refer to 
averaging over 100 realizations. 
1.17.5 Different interpretations of synchronizability coincide in unweighted 
networks with high synchronizability  
In general, it seems that in networks with high synchronizability, the different 
interpretations of synchronizability go hand in hand. To this end, here we investigate this 
issue for unweighted networks whose synchronizability is enhanced. To construct such 
networks, we use the method based on intelligent rewiring proposed in (Ajdari Rad A et al., 
2008). The aim of the rewirings is to build networks with predetermined size and average 
degree having optimal synchronization properties, e.g. minimal λN /λ2. In general, random 
networks have better synchronizability than regular networks, which is mainly due to the 
shorter average distance. Watts-Strogatz networks have, in general, better synchronization 
properties than scale-free networks (Barahona M and LM Pecora, 2002; Hong H et al., 2002; 
Wang XF and G Chen, 2002; Wang XF and G Chen, 2002). Although average distance is an 
important factor determining the synchronizability of dynamical networks, it might happen 
that networks with higher average distance have better synchronization properties than those 
with shorter distance (Nishikawa T et al., 2003). Indeed, heterogeneity of the network is one 
of the most influential factors determining its synchronizability, the less heterogeneous the 
network the better its synchronizability (Motter AE, C Zhou et al., 2005).   
Considering an undirected and unweighted network with N nodes and average degree 
<k> (described by (2.1)), we would like to obtain an undirected and unweighted network with 
the same number of nodes and average degree, and thus the same number of edges, and with 
enhanced synchronizability, e.g. minimized eigenratio λN /λ2. Donetti et al. proposed a 
simulated annealing based optimization algorithm to minimize λN /λ2 (Donetti L et al., 2005; 
Donetti L et al., 2008; Donetti L et al., 2006). In their proposed algorithm, at each step, a 
number of rewiring trials is randomly extracted from an exponential distribution. Each of 
them consists in removing a randomly selected link, and introducing a new one joining two 
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random nodes. Then, the attempted rewiring is (i) rejected if the updated network is 
disconnected, or has a self-loop or multiple edges between the same nodes, otherwise, (ii) 
accepted if eigenratio λN /λ2 of the new network is less than the previous one or, (iii) accepted 
according to a probability measure. The process is iterated until there is no change during 
some successive steps, assuming that a relatively good local minimum of λN /λ2 has been 
found. Although this method is powerful in finding a network topology with high 
synchronizability it is very expensive to perform and the completely random rewiring strategy 
limits its application to relatively small networks. Wang et al proposed a method using a 
heuristic memory based on tabu search to maximize network resilience (Wang B et al., 2006). 
Simultaneously, the eigenratio λN /λ2 of the network has also been studied. By iterative 
random rewirings and a prescribed stop condition, they tried to optimize the network. Fallat 
and Kirkland proposed a graph-theoretical approach to maximize λ2 over the set of trees of 
fixed diameter (Fallat S and S Kirkland, 1998). Ghosh and Boyd (Ghosh A and S Boyd, 2006) 
proposed a convex optimization method for growing well-connected networks. They 
proposed a heuristic greedy perturbation algorithm for adding proper edges to a base network 
that has maximum effect on increasing λ2. If u2 is the eigenvector with unit norm 
corresponding to λ2, then u2u2T is a super-gradient of λ2 at the Laplacian matrix L, i.e., for any 
symmetric matrix Y we have (Ghosh A and S Boyd, 2006) 
 2 2 2 2( ) ( ) ( )TL Y L trace Yλ λ+ ≤ + u u . (4.10) 
If λ2  is isolated, i.e., λ1 < λ2 < λ3, then λ2(L) is an analytic function of L. In this case, the super-
gradient is the gradient, i.e., 
 22 2 2 2 2 2( ) ( ) ( ) ( )ij
T
e i jL Y L trace Yλ λ+ − = = −u u u u , (4.11) 
where u2 is the unique normalized eigenvector (up to a sign flip) corresponding to λ2, eij is the 
added edge and 
ije
Y  is the Laplacian matrix of a symmetric adjacency matrix with 1 in the 
elements corresponding to eij and zero elsewhere. In other words, when λ2(L) is isolated, (u2i – 
u2j)2 gives the first-order approximation of the increase in λ2(L) if edge eij is added to the 
network. Then, they concluded that adding a non-existing edge that maximizes (u2i – u2j)2 
seems to be a good strategy to increase λ2 effectively (Ghosh A and S Boyd, 2006). 
In spectral graph theory λN is often related to the maximum degree of the graph, i.e. λN ∈ [kmax 
, 2kmax], where kmax is the maximum degree of nodes. Anderson and Morley showed that λN ≤ 
max{ki + kj} where the i-th and the j-th nodes are adjacent (Anderson WN and TD Morley, 
1985). Intuitively, one might try to decrease kmax or max{ki + kj} to decrease λN. 
We proposed a rewiring algorithm, which takes advantages of graph structural 
properties to decide which edges are to be disconnected and which are the new connections 
(Ajdari Rad A et al., 2008). Considering a network with N nodes and average degree <k>, the 
algorithm consists of the following steps: 
a) The eigenratio λN /λ2 of the network is calculated and in the first iteration step (λN 
/λ2)min = λN /λ2. 
b) For each edge eij (connecting the i-th and the j-th nodes) of the network the quantity 
Ecut,ij = (ki + kj) is calculated, where ki is the degree of the i-th node. Ecut is used to 
choose one edge for disconnecting, i.e. the probability of choosing an edge for 
disconnection is proportional to exp(Ecut). 
c) For each pair of non-adjacent nodes i and j, the quantity Econnect,ij = (u2i – u2j)2 is 
calculated, which is used for choosing a pair of non-adjacent nodes to connect an 
edge between them. The probability of creating an edge between the i-th and the j-th 
(non-adjacent) node is proportional to exp(Econnect,ij). 
d) After rewiring, the cost function λN /λ2 of the new network is calculated. Then, 
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(i). If the network is disconnected, the rewiring is rejected, otherwise, 
(ii). If the eigenratio of the new network (λN /λ2)new is less than the eigenratio of the 
old network (λN /λ2)old, the rewiring is accepted and (λN /λ2)min = (λN /λ2)new, 
(iii). If (λN /λ2)new > (λN /λ2)old, the rewiring is accepted with the probability of min(1, 
max(0, THR – ((λN /λ2)new – (λN /λ2)min))). THR is a threshold variable which is 
initially set to zero and in each step when the rewiring is rejected, it is 
increased by dTHR/log(T+1), where dTHR is a constant and T is the number of 
iterations performed. When the rewiring is accepted, THR is reset to zero. This 
procedure, which indeed is an extension to the simulated annealing approach, 
helps the algorithm to avoid getting trapped by a local minimum. 
e) The algorithm is stopped after a predetermined number of iterations.  
Using the above algorithm, we produced networks with high degrees of 
synchronization properties.  Figure 1.21 shows the profile of different synchronizability 
interpretations as a function of average degree <k>, i.e. the eigenratio λN /λ2 of the Laplacian 
of the connection graph, the synchronization cost Csyn, the time to synchronize Tsyn  (of 
identical Lorenz systems), and the phase order parameter 1–OP (of nonidentical Rössler 
systems). The graph shows the mean value with the corresponding standard deviations of 100 
networks with high degrees of synchronization properties (for each case), all with size N = 
500. The general coupling strength is set as σ/<k>; in order to obtain the time to synchronize σ 
is chosen is such a way that the dynamical network is stable, whereas for phase order 
parameter often a weak coupling is used. As it can be seen, as the average degree increases, 
all synchronizability measures decrease, and hence, the synchronizability is enhanced. These 
interpretations of synchronizability go almost hand in hand and their profile has the same 
trend as the networks’ topological property, i.e. average degree, changes. Therefore, one can 
conclude that in unweighted networks with high degrees of synchronization properties, 
various interpretations of synchronizability coincide and one can use any of them as the 
representative for the synchronizability of the network. This again shows that in networks 
with high degree of homogeneity, different interpretations of synchronizability coincide. Note 
that as shown in (Ajdari Rad A et al., 2008), the above rewiring algorithm makes the network 
homogenous but with high degrees of synchronizability. Also, it has been shown that the 
resulting homogeneous networks with enhanced synchronization properties are sensitive 
neither to the initial networks nor to the target functions. In other words, with different target 
functions such as λN /λ2 or 1/λ2, the resulting networks have almost the same properties (Ajdari 
Rad A et al., 2008). 
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Figure 1.21 Profile of different synchronizability interpretations as a function of average degree <k> for networks 
with N = 500 and high degrees of synchronization properties. By taking the eigenratio λN /λ2 as the 
synchronizability measure and using rewiring approach proposed in (Ajdari Rad A et al., 2008), the networks are 
optimized (approximately) for synchronization. Data represent the mean value with the corresponding errorbars for 
standard deviation for 100 networks with high degrees of synchronization properties. 
1.18 Enhancing synchronizability preserving the weighted network 
undirected 
One drawback of all weighting methods discussed in the section  1.17 is that the 
weighted network with enhanced synchronizability becomes directed while the original 
unweighted network is undirected. This may limit their applications in systems where the 
connection graph is required to be undirected. This is the case in sensor networks where the 
nodes communicate diffusively with each other (Barbarossa S and G Scutari, 2007; Olfati-
Saber R et al., 2007). Another example is computer networks where computers exchange data 
in both directions. Also, in some applications, synchrony is required to be achieved with 
minimal cost that should be considered when optimizing the network. Indeed, synchronization 
requires existence of links between the individuals. Having such links demands energy (cost), 
which is desired to be kept as low as possible. As stated in the previous chapters, 
synchronization can be regarded as a phenomenon depending mainly on three factors: the 
dynamics of individual dynamical systems, the strength of the connection links and the 
topological properties of the underlying graph. Here, by considering the interpretation b) of 
synchronizability (discussed in the section  1.8.2) we give a weighting method for undirected 
networks to enhance their synchronizability. At the same time, it keeps the weighted network 
undirected. Recall that the interpretation b) of synchronizability is related to λ2; the larger the 
λ2 the more the synchronizability of the network (for the same synchronization cost). In other 
words, network N1 is more synchronizable than network N2 if less effort is needed to 
synchronize N1 than N2, i.e. synchronization cost of N1 is less than N2.  
1.18.1 Synchronization cost 
Let us consider the network described by (2.4), where the second smallest eigenvalue 
of G is λ2. Due to Pecora and Carroll, the lower bound of the synchronizing coupling strength 






σσ λ> , (4.12) 
where σMSF is the limit for making the master-stability-function negative and depends only on 
the dynamics of individual dynamical systems and their coupling configuration (Pecora LM 
and TL Carroll, 1998). This limit can be clearly observed in  Figure 1.2 for x–coupled Lorenz 
and Rössler systems, i.e. the least quantity a that makes the master-stability-function Λ(a) 
negative. 
Definition 4.1 









λ >= ∑ . (4.13) 
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Note that in (4.13) σMSF depends on the individual dynamical systems while the other terms 
depend only on the network structural properties. Here, we investigate the synchronization 
cost of networks without considering any specific individual dynamical system, i.e. by 







Nλ >= ∑ . (4.14) 
 Note that the lower bound on σSyn for global synchronization given in (Belykh VN et 
al., 2004) has the same form as (4.13) but with another constant linked to the individual 
dynamical systems instead of σMSF. This gives additional motivation for considering (4.14). 
In the following sections, first some existing methods to reduce the synchronization 
cost are given and then we present our proposed method, which indeed makes a trade-off 
between these approaches in terms of computational complexity and optimality.  
1.18.2 Metropolis-Hasting weights 
Let us denote the degree of node i by ki and E be the set of the edges of the network. 
The Metropolis-Hasting weights is defined as (Hastings W, 1970) 
 { }( ) ( )1        ,1 max ,




⎧ ∈⎪ += ⎨⎪⎩
. (4.15) 
In other words, the weight on each edge is defined as one over one plus the larger 
degree at its two incident nodes. It is adopted from the Metropolis-Hasting algorithm 
(Hastings W, 1970) originally proposed in the literate of Markov chain Monte Carlo. Since 
this algorithm needs only the local information of the network, i.e. the degree of neighbors, it 
is easy to implement and is the first choice in many applications. However, in many cases it 
results in a solution far from the optimum.   
1.18.3 Optimizing the λ2 by convex optimization 
Recently Boyd (2006) proposed a convex optimization method to maximize the second 
smallest eigenvalue of G (or minimize the cost (4.14)) (Boyd S, 2006). λ2 is expressed as λ2 = 
min{λ2,…,λN}, which is a concave function of edge weights G (Sun J et al., 2006). To 
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An alternative approach to solve the above convex optimization problem is to convert it to the 
following problem 
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In the later formulation the aim is to find gij so as to minimize the total weighted cost, 
subject to the constraint that the λ2 exceeds 1 (in the optimal case λ2 = 1). We know that (Sun 
J et al., 2006) 
 ( )2 1 1/ TL I Nλ ≥ ⇔ ≥ − 11 , (4.18) 
where I is the identity matrix, L is the Laplacian of the unweighted network (2.1), and 1  is a 
vector with all entries equal to 1. Thus, the problem can be formulated in the standard 
semidefinite programming as 
 ( )
 ; 
minimize        
subject to       1/













11 . (4.19) 
The above semidefinite programming can be solved using standard convex 
optimization tools (Sun J et al., 2006). This is very powerful method that gives the optimal 
weights for reducing the synchronization cost. However, this method has a drawback that is 
for large networks (in practice for networks with more than about 600 edges) standard 
interior-point methods can not be used. 
1.18.4 Optimizing synchronization cost using betweenness centrality 
measures 
In the previous sections we argued two weighting procedures: one of them was 
Metropolis-Hasting method that is simple to compute but far from the optimum and the other 
one convex optimization procedure that is optimal but expensive to compute. Here, we 
propose a method whose performance (and somehow the complexity of computations) lies in 
between; simple to compute like the Metropolis-Hasting method while resulting in a near-
optimal solution (much better than what is obtained by the Metropolis-Hasting method). The 
proposed method makes use of edge and node betweenness centrality measures defined by 
(4.3) and (4.5), respectively. We propose the following heuristic weighting algorithm 
 { }( ) ( )/ 1 max ,      ,
0                                               otherwise


















−Ω = ∑ , (4.21) 
and Ni is the set of the neighbors of node i. Indeed, Ωi→j indicates the importance of node i for 
its neighbors to communicate through node j. 
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This algorithm is much simpler than the convex optimization to compute and since it 
needs global information of the graph, it is a bit more complex than the Metropolis-Hasting 
method. Next, we will test its performance on some network examples.   
1.18.5 Synchronizability enhancement in undirected scale-free and Watts-
Strogatz networks 
We used the CVX toolbox (available for free at http://www.stanford.edu/~boyd/cvx/) 
to solve the convex optimization problems. Let us first study scale-free networks.  Figure 1.22 
shows the logarithm of CSyn as a function of B for scale-free networks with m = 1 (<k> = 2), N 
= 100 ( Figure 1.22a) and N = 300 ( Figure 1.22b).  Figure 1.22c ( Figure 1.22d) shows the 
results for scale-free networks with N = 100 (N = 300) and m = 2. As it is seen, for all of the 
cases CSyn based on betweenness centrality is near the optimal one based on convex 
optimization but much better than the one obtained through the Metropolis-Hasting algorithm. 
Also, it is observed that for B > 5 the cost is almost unchanged by increasing B (decreasing 
the heterogeneity of the network). As a second class of networks, the Watts-Strogatz networks 
are considered. Since we are interested in the most heterogeneous case, we consider m = 1. 
But in this case, the resulting graph is often disconnected; thus we take its largest connected 
component.  Figure 1.23a shows the results for Watts-Strogatz networks with the largest 
connected component with N = 100 ± 2.8 and <k> = 2.22 ± 0.1. In other words, these results 
refer to Watts-Strogatz networks where their largest connected component has in average 100 
nodes (2.8 is the standard deviation). The results for Watts-Strogatz network with the largest 
connected component with N = 300 ± 8.1 and <k> = 2.24 ± 0.1 is shown in  Figure 1.23b. 
 Figure 1.23c and  Figure 1.23d show the logarithm of CSyn for Watts-Strogatz networks with 
<k> = 4 and N = 100 and N = 300, respectively. As expected, by increasing P the 
synchronizability is enhanced and CSyn is reduced for all of the cases. Like the case for scale-
free networks, here also the CSyn based on betweenness centrality lies between CSyn based on 
the convex optimization and the Metropolis-Hasting methods. 
Let us remark that the computational complexity of the method based on the 
betweenness centrality is O(NE), where N and E are the number of nodes and edges in the 
network, respectively. Whereas, the computational complexity of the fastest interior-point 
methods for convex optimization is O(N3), which is, in any case, more complex compared to 
the proposed method. Furthermore, solving the convex optimization problem for networks 
with more than about 600 edges can not be performed through standard interior-point 
methods; thus we limited ourselves to networks with rather small size to show the power of 
our proposed method. The method based on betweenness centrality (and the Metropolis-
Hasting algorithm as well) can be applied to large networks. This is the main advantage of 
this method over the one based on the convex optimization. 
1.19 Summary 
In this chapter we introduced algorithms for weighting of dynamical networks to 
enhance their synchronizability. By considering local (i.e. degree) and global (i.e. node- and 
edge-betweenness centrality measures) structural properties of dynamical networks we 
proposed a procedure for assigning proper connection weights to enhance the 
synchronizability of the networks. We tested the algorithm in enhancing the synchronizability 
in the sense of the eigenratio λN /λ2 of the Laplacian of the connection graph on artificially 
constructed scale-free, Watts-Strogatz and random networks of various sizes and topological 
properties. Also, the advantages of the method in improving the synchronizability in some 
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real-world networks over some existing weighting procedures were shown. We also 
investigated the optimization of synchronization cost of dynamical networks. To this end, we 
proposed a new graph weighting algorithm based on node and edge betweenness centrality 
measures keeping the network undirected. We tested the method on scale-free and Watts-
Strogatz networks. The synchronization cost for the proposed method was always better than 
that of the other heuristic method, Metropolis-Hastings method, and was near the optimal one 
obtained through the convex optimization. But in turn, it was much easier to compute 
compared to the convex optimization based method and its computational complexity was 
comparable to the Metropolis-Hasting method. Also, we investigated the coincidence of 
different interpretations of synchronizability in networks with high degrees of synchronization 
properties, i.e. networks whose synchronizability is enhanced by proper weighting or by some 
efficient rewirings. We found that in such networks, which indeed are highly homogeneous, 
different interpretations of synchronizability go hand in hand. Thus, in networks with high 
degrees of synchronization properties, results obtained for a particular interpretation of 
synchronizability could be generalized to the other interpretations as a rule. This is an 
important issue that should be considered in all works dealing with any kinds of 
synchronizability measures. 
 
Figure 1.22 Logarithm of the average synchronization cost CSyn as a function of B for scale free networks with a) N 
= 100, <k> = 2, b) N = 300, <k> = 2, c) N = 100, <k> = 4, d) N = 300, <k> = 4, using the Metropolis-Hasting 
(MH), convex optimization (CO), and betweenness centrality (BC) based methods. The graphs obtained by 
averaging over 50 realizations of the networks. 
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Figure 1.23 Logarithm of the average synchronization cost CSyn as a function of P  for the giant component of 
Watts-Strogatz networks with a) N = 100 ± 2.8 and <k> = 2.22 ± 0.1; b) N = 300 ± 8.1 and <k> = 2.24 ± 0.1, c) N = 
100, <k> = 4, d) N = 300, <k> = 4. Data refer to averaging over 50 network realizations. 
 

   
 





   
 




SYNCHRONIZING HINDMARSH-ROSE NEURONS 
OVER NEWMAN-WATTS NETWORKS 
Personal Contribution — The results presented in this chapter are 
our original contribution. 
1.20 Neural synchronization 
Synchronization, time-correlated activity of two or many interconnected dynamical 
systems, is believed to play an important role in information processing in the brain both in 
macroscopic and cellular levels (Dzakpasu R and M Żochowski, 2005; Glass L, 2001; Gray 
CM et al., 1989; Neuenschwander S and W Singer, 1996; Singer W, 1999; Uhhaas PJ and W 
Singer, 2006). Brain oscillations that are ubiquitous phenomena in all brain areas get into 
synchrony and consequently allow the brain to process various tasks from cognitive to motor 
tasks (Buzsaki G, 2006). Indeed, it is hypothesized that synchronous brain activity is the most 
likely mechanism for many cognitive functions such as attention and feature binding, as well 
as learning, development and memory formation (Buzsaki G, 2006). Neurons in a population 
synchronize their activity using electrical (via gap junctions) and chemical synapses with the 
other neurons in the same population as well as with neurons from other populations. 
However, synchronization is not useful all the time; high levels of synchrony may proceed to 
epileptic behaviors. In other words, brain disorders such as Epilepsy, Schizophrenia, 
Alzheimer’s disease and Parkinson influence functional synchronyization maps of different 
brain areas (Jacobsen LK et al., 2004; Jalili M, S Lavoie et al., 2007; Knyazeva MG, M Jalili, 
A Brioschi et al., 2008; Micheloyannis S et al., 2006; Stam CJ et al., 2006; Uhhaas PJ and W 
Singer, 2006). Thus, understanding the mechanisms behind the neural synchronization is of 
high importance in order to understand various brain functions. 
There are about 1011 neurons with an estimated 2×1014 connection links between them; 
all packed in about 1.5 liter volume of human brain. A potential remedy to the brain wiring 
problem emerged from seminal work of Watts and Strogatz who introduced a model to mimic 
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the behavior of real-world networks (Watts DJ and SH Strogatz, 1998). Although neurons are 
sparsely connected, they are within only a few synaptic steps from all other neurons. Indeed, 
their underlying network has small-world property (Buzsaki G, 2006). Considering a large 
regular network whose nodes are connected to their m–nearest neighbors, it is highly clustered 
but with high average path length. By introducing only some random shortcuts (or random 
rewirings), the average path length is considerably reduced, while the clustering is still high. 
Indeed, the number of random links required to keep the synaptic path length short increases 
much less than the size of the network; thus for 2×109 neurons in the cerebral cortex, a much 
smaller fraction of long-range axonal connections is required to achieve the same synaptic 
path length than in a much smaller brain such as of a rat. Such networks have been reported to 
be the major structure of brain neural networks (Buzsaki G, 2006; Sporns O and JD Zwi, 
2004). 
Studies of neuronal synchronization based on different neuronal models can be 
separated into two categories; those using threshold models of integrate-and-fire type and 
those with conductance-based realization such as various Hodgkin-Huxley type models. 
There are a number of simplified versions of the Hodgkin-Huxley model; Hindmarsh-Rose 
model is one, which consists of three first-order differential equations (Hindmarsh JL and RM 
Rose, 1984). The Hindmarsh-Rose neuron model has been shown to be capable of producing 
many of observed neuronal behaviors such as tonic spiking, tonic bursting, spike frequency 
adaptation, subthershold oscillations, accommodation, and chaotic behavior (Izhikevich EM, 
2004). Without being biophysically meaningful, the Hindmarsh-Rose model exhibits all of the 
behaviors that the Hodgkin-Huxley model is able to show, but with about 10 times speeding 
up the needed computations (Izhikevich EM, 2004). Therefore, one could get a great advance 
in understanding the collective behavior of real-world neuronal populations by studying the 
synchronization in meaningful networks of the Hindmarsh-Rose systems. 
Here, we study the synchronization phenomenon in ensembles of Hindmarsh-Rose 
neurons whose connection topology is Newman-Watts network. Throughout numerical 
simulations of the Newman-Watts networks of various sizes and topological properties we try 
to find out a proper answer for our main question that is “how does the synchronizability of 
the network scale with its topological properties?” More specifically, we study the scaling of 
synchronization, the least synchronizing coupling strength (diffusive electrical coupling), with 
respect to the shortcut probability of the Newman-Watts networks (Newman MEJ and DJ 
Watts, 1999). To this end, networks of various sizes and connection structures are considered 
and the coupling strength necessary for the onset of synchronization is determined using both 
numericaly  solving of the networks’ differential equations and the master-stability-function 
method (Pecora LM and TL Carroll, 1998). We also consider clustered (modular) networks 
and study their synchronizability. It is known that along with electrical couplings, which are 
the main responsible for synchronization in neuronal networks, chemical couplings play 
complementary role in providing synchrony (Kopell N and B Ermentrout, 2004). Therefore, 
we also study the synchronization of Hindmarsh-Rose neurons with both type of couplings. 
1.21 Networks with small-world property 
Studying properties of several real-world networks pointed out that the connection 
graph has a structure that is neither purely random nor a regular one (Watts DJ, 2003; Watts 
DJ and SH Strogatz, 1998). Indeed, lots of real-world networks have small-world property 
including cortical neurons (Ferri R et al., 2007; Humphries MD et al., 2006; Micheloyannis S 
et al., 2006; Sporns O, 2006; Sporns O et al., 2004; Sporns O and JD Zwi, 2004; Stam CJ et 
al., 2006; Watts DJ and SH Strogatz, 1998) but not neurons in hippocampus (Buzsaki G, 
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2006). In such networks, average characteristic path length scales almost logarithmically with 
network size, like random networks, while the clustering coefficient is as high as regular 
networks (Newman MEJ, 2003; Newman MEJ et al., 2000). In such networks, the number of 
nodes within a distance d of a central node grows exponentially with d (Newman MEJ, 2003). 
The small-world property has an obvious effect on dynamical processes taking place on a 
network; the spread of information, i.e. communication between nodes in networks with this 
property takes place faster and better compared to networks without that. Because of short 
average path length and also degree-homogeneity of networks with small-world property and 
consequently better communication between the nodes, it’s a common belief that these 
networks have good synchronizability (Barahona M and LM Pecora, 2002; Lago-Fernández 
LF et al., 2000; Nishikawa T et al., 2003). However, it has been shown that this is not true in 
general and other factors also affect the synchronizability of complex networks (Nishikawa T 
et al., 2003). 
1.21.1 Newman-Watts networks 
In the previous chapters we considered the Watts-Strogatz networks with a model 
proposed by Watts and Strogatz (Watts DJ and SH Strogatz, 1998). Here, we consider a 
different model proposed by Newman and Watts (Newman MEJ and DJ Watts, 1999), which 
guarantees connectedness of the network. The algorithm for the construction of the network is 
as the following. Starting with a ring graph with N nodes each connected to its m–nearest 
neighbors by undirected links, the unconnected nodes get connected with probability P. For P 
= 1, an all-to-all connected graph is obtained, but for some values of P, a network with small-
world property is obtained. It is easy to show that the average degree of these networks is 
2m(1 – P) + P(N – 1). 
1.21.2 Clustered Newman-Watts networks 
Following some observations in neural networks which revealed clustered (modular) 
structure in their connection topology (Girvan M and MEJ Newman, 2002; Humphries MD et 
al., 2006; Zhou C, L Zemanova et al., 2006), we also consider synchronization in such 
networks. To construct the clustered networks, we consider a network of k clusters each of 
which consists of Newman-Watts networks of size Nk. The intra-cluster probability of 
shortcuts Pintra is equal for all of the clusters. Moreover, nodes in each cluster are connected to 
other nodes in the other clusters with inter-cluster shortcut probability Pinter.The network is 
constructed in this way is a network with small-world property, i.e. a Meta Newman-Watts 
network. 
1.22 Hindmarsh-Rose neuron model 
Neural synchronization is believed to play an important role in information binding in 
the nervous system and it is well established in some special areas such as the olfactory 
system or the hippocampus region that neurons are synchronized to perform specific tasks 
(Glass L, 2001; Gray CM et al., 1989; Neuenschwander S and W Singer, 1996; Singer W, 
1999; Uhhaas PJ and W Singer, 2006). There are millions of neurons in the nervous system. 
An interesting question while studying networks of such huge number of neurons arises that 
is “how do networks of interacting neurons behave collectively considering the individual 
dynamics of the neurons and their coupling structure?” To find out proper answers for the 
questions of this type, along with in vivo and in vitro measurements, computer simulations 
using model neurons should also be performed. In many works different models of the family 
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of the Hodgkin-Huxley neuron model have been used. In the original Hodgkin-Huxley model, 
the time-evolution of the membrane potential of the cell is a function of the opening and 
closing of two ion currents, the sodium and potassium currents, which is modelled by gating 
variables; one for the fast opening of sodium channels, one for the slow closing of the sodium 
channels and another one for governing the potassium channels (Hodgkin AL and AF Huxley, 
1952). The model consists of three gating-variables each associated with a time-constant. 
These together with the time constant associated to the membrane potential gives a four-
dimensional ordinary differential equation. The neuronal networks with Hodgkin-Huxley 
model are expensive to solve, and therefore, in many cases some properly reduced models are 
utilized. The principal idea behind the reduction of the model to simpler models is to lump 
different ion currents with similar time-scale together and express them with a single 
differential equation. 
The model we consider for the dynamics of individual neurons is Hindmarsh-Rose 
neuron model (Hindmarsh JL and RM Rose, 1984), which is well-known for its chaotic 
behavior and different types of bursts. The model consists of three first-order differential 
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where x represents the membrane potential (dimensionless), y and z are virtual states 
representing the fast and slow current dynamics, respectively. I is the external input current 
injected to the neuron and a governs the qualitative behavior of the model. μ is (usually) a 
small parameter that governs the bursting and adaptation behavior of the model. b governs 
adaptation in which small b (values around 1) results in fast spiking behavior, without 
accommodation and subthershold adaptations, whereas values around b = 4 give strong 
accommodation (de Lange E, 2006). x0 sets the resting potential of the system and d is a 
positive value. We adopted the parameters of the model as  μ = 0.01, b = 4, d = 5, and x0 = –
1.6 (de Lange E, 2006). It has been shown that by proper choosing of a and I one can produce 
different neuronal behaviors by this model (de Lange E, 2006). To this end, we chose (a = 
3.8, I = 3.6) for producing spiking behavior, (a = 2.6, I = 4) to have bursting behavior and (a 
= 2.9, I = 3.6) for chaotic response (de Lange E, 2006). An example of the time-history of the 
x–component of the Hindmarsh-Rose neurons with spiking, bursting and chaotic behaviors 
are shown in  Figure 1.24. 
1.23 Synchronization of electrically coupled neurons 
We study the onset of synchrony in ensembles of the Hindmarsh-Rose neurons with 
individual system’s equation (5.1) and dynamical network equations (2.1). The neurons are 
diffusively x–coupled with the Newman-Watts connection topology. One way of studying 
synchronization and determining the synchronizing connection strength is the numerically 
solving the network’s differential equations, which is expensive and time-consuming. 
Alternative options are to use methods such as the master-stability-function (Pecora LM and 
TL Carroll, 1998) or the connection-graph-stability (Belykh VN et al., 2004). The former 
gives a necessary condition for the synchronization, whereas the latter gives sufficient 
condition for the global stability of the synchronization manifold. Here, we make use of the 
master-stability-function method along with numerically solving the differential equations to 
obtain the synchronizing coupling strengths. We show that the bound provided by the master-
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stability-function method for the local stability of the synchronization manifold correctly 
predict the actual synchronizing parameters. The main advantage of this method over 
numerical determination of the synchronizing parameters is that it requires only calculation of 
the eigenvalues of the Laplacian, which is much simpler than numerically solving the 
network’s differential equations. 
 
Figure 1.24 The time history of the x–component of the Hindmarsh-Rose neuron exhibiting a) spiking, b) regular 
bursting, and c) chaotic behaviors.  
1.23.2 Complete synchronization of identical neurons 
Considering identical Hindmarsh-Rose neurons, for each choice of parameters 
producing spiking, bursting, and chaotic regime, 300 different dynamical networks with        
N = 60 and m = 3 are randomly generated and a trajectory xi(t) ; i = 1,…,N is computed, and 
then the mean synchronization error E(t) defined by (2.32) is computed. The initial state of 
the trajectory, xi(0), is randomly chosen, with the constraint E(0) = 1. For some values of the 
shortcut probability P, by sweeping the uniform connection strength σ over a range, the 
computation of trajectory is stopped if we could find T such that E(t) < 10–5 for t > T. In this 
way, the least synchronizing coupling strength σSyn is computed for each value of P. The gray 
lines in  Figure 1.25 show such σSyn as a function of P. 
To compare the results of numerically computing σSyn with those of using the master-
stability-function method, along with the numerically solving the dynamical equations, the 
master-stability-function is also computed for each pair of P and σ. The results are shown in 
 Figure 1.25. Black lines show the boundaries of synchrony based on the master-stability-
function method, i.e. above the black lines the synchronized manifold is locally stable 
according to the master-stability-function, whereas below the line it is unstable. In other 
words, in order to synchronize the network, the coupling strength must be above the black 
line. It is seen that by adding only a few shortcuts σSyn is reduced dramatically, which is due to 
significant decrease of characteristic path length by introducing shortcuts to the ring network, 
i.e. the small-world property. These results confirm that the master-stability-function method 
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correctly predicts σSyn; the numerically obtained σSyn is near to the one obtained through the 
master-stability-function method. Note that numerically solving differential equations to 
determine E(t) and subsequently σSyn is too expensive. In the sequal and for large networks we 
limit ourselves to the results obtained through the master-stability-function method. 
Limiting ourselves to the master-stability-function method and neurons with bursting 
behavior, we performed analysis on Newman-Watts networks of various sizes and topological 
properties.  Figure 1.26 shows the logarithm of σSyn as a function of P and N with a) m = 1       
b) m = 5 c) m = 10, and d) m = 20. As it is seen, for almost all of the cases σSyn is independent 
of N and is influenced only by the average degree and P. Also, it is observed that the 
logarithm of σSyn scales linearly with logarithm of P for the cases where  N/m >> 1. Indeed, 
for such cases, there is a power-law relationship such as σSyn = αP–γ, where γ∈(1,2) and α is a 
small positive value as α∈(0.1,0.0001). 
1.23.3 Synchronizing non-identical neurons 
Although complete synchronization can not be attained for coupled non-identical 
systems, i.e. synchronization manifold can not be defined for such oscillators, some weaker 
types of synchronization such as approximate or phase synchronization may be achieved. In 
other words, for values of E(t) small enough, we argue that the network is approximately 
synchronized. It is notable that unlike the complete synchronization case that E(t) → 0 as t → 
∞, for non-identical systems E(t) will not be exactly zero even for very large values of 
coupling strengths. We investigate the behavior of the synchronization error E(t) as a function 
of P and σ for non-identical neurons coupled over the Newman-Watts networks with N = 60 
and m = 3. The dynamical network is run for a predetermined time; and by neglecting some 
initial transients, E(t) is averaged over the time-course. 10% of uncertainty is considered in 
the parameter domain. Indeed, the model parameters were adopted as μ = 0.01 ± 0.001, b = 4 
± 0.4, d = 5 ± 0.5, x0 = –1.6 ± 0.16, and a = 3.8 ± 0.38, I = 3.6 ± 0.36 (spiking), a = 2.6 ± 0.26, 
I = 4 ± 0.4 (bursting), a = 2.9 ± 0.29, I = 3.6 ± 0.36 (chaotic). The spiking (bursting) 
parameter range is such that all of the oscillators produce only spiking (bursting) behavior. 
For chaotic case, the pattern might be chaotic, spiking or bursting depending on the 
parameters’ value. (i.e. small drift from chaos-producing parameters changes the chaotic 
regime to spiking or bursting regimes).  Figure 1.27 shows E(t) as a function of σ and P for 
different regimes. It is seen that for non-identical bursting neurons, E(t) is always decreased 
by increasing σ and P  ( Figure 1.27b). For some intervals of σ and P where E(t) is near zero, 
we can argue that the neurons are approximately synchronized (the region in dark blue). But, 
the situation is somewhat different for spiking and chaotic regimes. For neurons with spiking 
behavior, the graph consists of a saddle; for some values of P, i.e. P < 0.05, an interesting 
phenomenon happens. Starting from a small value of σ and by increasing σ, E(t) decreases, 
but suddenly E(t) starts increasing by further increase of σ and more increase of σ makes E(t) 
decrease ( Figure 1.27a). The shadow of this type of behavior is also exhibited for the chaotic 
regime ( Figure 1.27c). We mentioned that with randomly drifting the parameters of the 
chaotic regime, the model may fall into spiking or bursting regimes, and thus, it is expected 
that the results of chaotic regime have some properties of spiking mode. Let us remark that 
despite this variability among the behavior of E(t) among different neuronal behaviors, if we 
look at the necessary coupling strength σSyn for approximate synchronization, i.e. where E(t) is 
less than a fixed small value, we will obtain results similar to the gray lines in  Figure 1.25, 
where σSyn shows a similar pattern for spiking, bursting and chaotic regimes. 
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Figure 1.25 The value of the master-stability-function of x–coupled Hindmarsh-Rose neurons in a) spiking, b) 
bursting, and c) chaotic regimes, as a function of the uniform coupling strength σ and the shortcut probability P. 
The black lines show the boundaries of the linear stability of the synchronization manifold, i.e. above the black 
line the synchronization state is linearly stable, whereas below the black line corresponds to unstable region. Gray 
lines show σSyn obtained numerically. For all of the case we set N = 60 and m = 3 for the Newman-Watts network 
model, and data refer to averaging over 300 realizations.  
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Figure 1.26 Synchronizing coupling strength σSyn obtained through the master-stability-function method as a 
function of N and P, with a) m = 1, b) m = 5, c) m = 10, d) m = 20. All of the results are averaged over 300 
realizations and the neurons have identical parameters in the bursting regime. 
 
Figure 1.27 Average synchronization error E(t) as a function of σ and P for non-identical neurons coupled over the 
Newman-Watts networks (N = 60, m = 3) for different neuronal behavior, a) spiking, b) bursting, c) chaotic. All 
graphs refer to averaging over 300 realizations.   
1.23.4 Synchronization over clustered Newman-Watts networks 
Our algorithm for construction of Meta Newman-Watts networks results in clustered 
networks with small-world property; i.e. their average path length scales logarithmically with 
network size. Since many neural networks show clustered structure, synchronization behavior 
of such networks is interesting. In particular, we are interested in the influence of inter-cluster 
shortcut probability Pinter and intra-cluster shortcut probability Pintra on the synchronization 
properties of the network. We used the master-stability-function method to determine σSyn as a 
function of Pinter and Pintra for networks of different sizes, and the results are shown in      
 Figure 1.28. In this experiment, we fixed the number of nodes in each cluster as Nk = 50 
connected to their m = 1 nearest neighbors in the cluster. The simulations were performed for 
different number of clusters; k = 20, k = 30, k = 40, and k = 50. As shown in  Figure 1.28, σSyn 
has a power-law relation with Pinter, but almost not influenced by Pintra. These results indicate 
that Pinter is a critical parameter for synchronization, which indeed is in agreement with the 
results obtained previously (Huang L et al., 2006). It has been shown that neuronal networks 
form complex clustered networks with complicated connections (Humphries MD et al., 2006; 
Zhou C, L Zemanova et al., 2006). Therefore, our results have immediate applications for 
understanding the synchronization properties of complex clustered neuronal networks. It has 
the message that the characteristics of links such as the ratio of intra-cluster to inter-cluster 
links are important for characterizing the synchronizability of these networks and one can not 
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rely only on the information of the number of links to predict the synchronizability of such 
networks.  
1.24 Neural synchronization with electrical and chemical couplings  
Neuronal synaptic connections are either chemical or electrical where chemical 
connections might be excitatory or inhibitory. In the previous sections, we investigated 
synchronization in networks of Hindmarsh-Rose neurons with electrical couplings. 
Interneuronal electrical synapses play important roles in bringing neuronal populations to the 
synchronous regime (Beierlein M et al., 2000; Draguhn A et al., 1998; Gibson JR et al., 1999; 
Tamás G et al., 2000), but vast majorities of neurons communicate via chemical synapses. 
Although chemical excitatory coupling is alone able to provide complete synchronization 
(Belykh I, E de Lange et al., 2005), we consider networks with both electrical and excitatory 
chemical couplings. Indeed, it has been shown that electrical and chemical couplings have 
complementary role in synchronization of neuronal and interneuronal networks (Kopell N and 
B Ermentrout, 2004), where electrical couplings is the main responsible for bringing the 
network to synchrony and chemical couplings play a complementary role.  
    
Figure 1.28 σSyn as a function of Pinter and Pintra for Meta Newman-Watts networks of identical neurons. For all of 
the cases the number of nodes in each cluster is Nk = 50 each connected to at least its m =1 nearest neighbors. The 
number of clusters is a) k = 20, b) k = 30, c) k = 40, and d) k = 50. The graphs refer to averaging over 300 
realizations.  
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Here, the dynamics of the synapses are neglected completely, i.e. the synapses are 
considered to be fast enough compared to the dynamics of the model. We use fast threshold 
modulation model for communication through chemical synapses (Somers D and N Kopell, 
1993); fast, because no dynamics are incorporated, and threshold modulation, because the 
model indeed exhibits a threshold-like behavior. In fast threshold modulation formalism the 
coupling signal often switches between “on” and “off” values, which is governed by the 
membrane potential of the presynaptic neuron in a way that when the membrane potential of 
the presynaptic neuron exceeds a predefined value, the coupling is switched on. Fast threshold 
modulation has been frequently used for coupling ensembles of neurons whose models are of 
relaxation-type. A number of assumptions is made for analytical studies of neurons with this 
model (de Lange E and N Kopell, 2008). First, the neurons are expected to have two distinct 
timescales, which is the case for the Hindmarsh-Rose neuron model. Second, the ramp of the 
sigmoid function in the model is considered to be steep with respect to the membrane 
potential, which guarantees the threshold-type behavior of the coupling. Third, this ramp lies 
within the fast transition of the membrane potential.     
Unlike the bidirectional electrical coupling through gap junctions, coupling through 
chemical synapses is unidirectional, from presynaptic cell to the postsynaptic cell. In fast 
threshold modulation model, the influence of node i to the node j, i.e. the current Iji injected 
from presynaptic cell i to the postsynaptic cell j, is a nonlinear function of the membrane 
potential xi of the presynaptic cell and a linear function of the membrane potential xj of the 
postsynaptic cell: 
 ( ) ( )ji ch s j iI V x xσ Θ= − , (5.2) 
where σch is the strength of chemical coupling and Vs is the synaptic reversal potential, which 
determines the type of coupling; excitatory or inhibitory. If Vs > xj, the current injected to the 
cell is positive and depolarizes it; thus, the coupling is excitatory. On the other hand for Vs < 
xj, the injected current to the cell is negative and consequently hyperpolarizes the cell; thus 
introducing inhibitory coupling. Activation function Θ(xi) is a sigmoid function that takes the 
form as 
 ( ) ( ){ }
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Θ λ θ= + − − , (5.3) 
where θs is the threshold and λ is a positive constant. In the limit λ → ∞, the threshold is a 
hard threshold and the above sigmoid function reduces to a Heaviside step function. 
We consider a network with bidirectional electrical coupling and unidirectional 
excitatory chemical coupling. The equations of the motion read 
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with σ being the strength of the electrical coupling, σch the strength of connection through the 
chemical synapses, and A = (aij) the adjacency matrix of the electrical connections. C = (cij) is 
the connection matrix of the chemical coupling; cii = 0 and cij = 1 if neuron i receives synaptic 
current (via chemical synapses) from neuron j, otherwise cij = cji = 0.  
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The electrical connection matrices are set to be the Newman-Watts networks with N = 
40 and m = 1 and with shortcut probability P. Chemical connection matrix C is considered to 
be a random matrix whose column sum is equal to 2, i.e. each node is randomly connected via 
chemical synapses to two other neurons. We set the Hindmarsh-Rose parameters in the 
bursting regime. Furthermore, we adopted λ = 10, θs = –0.1, and Vs = 2 to provide excitatory 
chemical coupling (Belykh I, E de Lange et al., 2005). Indeed, in our model as proposed in 
(Kopell N and B Ermentrout, 2004), electrical couplings are the main responsible for 
providing the complete synchronization and the chemical couplings play complementary role. 
The synchronization error E(t) as a function of the electrical coupling σ and the shortcut 
probability P is illustrated in  Figure 1.29 for different values of the excitatory chemical 
coupling σch. As it is seen, introducing chemical coupling to the dynamical network, E(t) is 
not decreased but increased. However, it increases the region of complete synchronization, 
i.e. it provides synchrony with weaker electrical coupling σ.  Figure 1.30 shows the 
synchronizing electrical coupling strength, i.e. σSyn, as a function of P for different values of 
σch. As it is seen, σSyn is reduced for almost all values of P as σch increases. This confirms that 
chemical synapses complement the role of electrical connections in providing the 
synchronous behavior in neural populations.  
    
Figure 1.29 Synchronization error E(t) as a function of the electrical coupling strength σ and the shortcut 
probability P where the value of the excitatory chemical coupling is fixed at, a) σch = 0, b) σch = 0.03, c) σch = 0.06, 
d) σch = 0.09. For all of the cases the neurons are coupled electrically over the Newman-Watts networks with N = 
40 and m =1. The neurons are randomly connected to two other neurons through excitatory chemical coupling with 
strength σch. Data refer to averaging over 100 realizations. The neurons are all identical and have the parameters 
producing bursting behavior. 
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Figure 1.30 Synchronizing electrical coupling strength σSyn as a function of P for different values of chemical 
coupling strength σch. Network information is the same as in Figure 5.6.  
1.25 Summary 
In this chapter we studied the synchronization behavior of Hindmarsh-Rose neurons 
over Newman-Watts networks. We made use of two approaches; the numerically solving the 
dynamical networks’ differential equations and the master-stability-function method. In this 
way, the synchronizing diffusive coupling strength was computed for networks of various 
sizes and topological properties. We found out that the synchronizing coupling strength have 
a power-law relation with shortcut probability for large class of the networks. We also studied 
the synchronizability of a class of clustered Newman-Watts networks, called Meta Newman-
Watts networks, and found that the synchronizing coupling strength has a power-law relation 
with the inter-cluster shortcut probability, but not much influenced by the intra-cluster 
shortcut probability. Synchronization in ensembles of non-identical Hindmarsh-Rose neurons 
was also investigated and unexpectedly an interesting phenomenon was found in spiking 
regime. Furthermore, we studied synchronization in networks of Hindmarsh-Rose neurons 
with both electrical and chemical synaptic couplings and revealed the complementary role of 
chemical connections in neuronal synchronization. 
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MODELING SYNCHRONIZATION IN LOCALLY 
EMERGING GAMMA OSCILLATIONS 
Personal Contribution — Apart from a brief introduction to the 
gamma oscillations and its relation with binding phenomenon, the 
results presented in this chapter are our original contribution. 
1.26 Gamma oscillations in neuronal systems 
1.26.1 Binding by synchrony  
Our cognitive systems have the capability to understand objects and events as related if 
they are continuous in space or time, although the brain receives the information in a discrete 
manner, or if they exhibit similarities in certain feature domains. Thus, shapes that touch one 
another with similar features, or move with the same rate in the same direction are more likely 
to be interpreted as components of the same object than spatially distant contours or contours 
that have no features in common. Here, the brain’s ability in information processing plays its 
role. It is a scientific fact that spatially distant cells synchronize their activity when activated 
by a single object (Milner PM, 1974; von der Malsburg C, 1999). It has been reported that 
binding, i.e. integration of separately processed information of one object in the brain to 
recognize the object as a whole, is through synchrony, or at least synchronous behavior is one 
of the consequences of information binding in the brain (Buzsaki G, 2006; Engel AK et al., 
1999; Engel AK et al., 2001; Fell J et al., 2003; Gray CM et al., 1989; Singer W, 1993; Singer 
W, 1999; Singer W and CM Gray, 1995; Varela F et al., 2001; Ward LM, 2003). Although 
there is a debate among neuroscientists, the hypothesis of binding by temporal coherence, i.e. 
synchrony, is now the most accepted among others. The first experiment supporting this 
hypothesis was carried out by Singer and Gray reported in their pioneering work (Gray CM et 
al., 1989; Gray CM and W Singer, 1989). They recorded the multi-unit activity as well as the 
local field potentials from a single electrode placed in the V1 area of visual cortex of 
anesthetized and paralyzed cats. Using simple cross-correlation of the firing patterns of the 
recording signals, they discovered that a significant portion of the recorded signals display 
synchronous oscillations in 30-50 Hz, i.e. gamma frequency range. Their finding also 
provided exclusive evidence that these oscillatory events emerge locally. They reported that 
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neurons in the V1 area tend to synchronize their discharges with a precision in the millisecond 
range when activated with a single shape, whereas when activated by different shapes moving 
in different directions, they fail to do so (Gray CM et al., 1989; Gray CM and W Singer, 
1989). Two aspects make their results interesting. First, it is a consequence of internal 
coordination of spike trains and not simply caused by stimulus-locked changes in discharge 
rate. Second, modifying the perceptual coherence of stimulus constellations may results in 
changing the synchronization in a systematic way. Thus, this type of synchrony is a result of 
context-dependent functional connectivity within the cortical network rather than being a 
trivial consequence of anatomical connectivity such as shared input through bifurcating axons 
(Singer W, 1999). 
Fries et al. recorded neurons in the cortical area V4 of macaque monkeys while they 
attended to behaviorally relevant stimuli and observed that neurons activated by the attended 
stimulus showed increased gamma-frequency synchronization but reduced low-frequency 
synchronization (Fries P et al., 2001). Womelsdorf  et al showed that behavioral response 
times to change of a stimulus can be predicted specifically by the degree of synchronization in 
the gamma-band among those neurons in the visual area V4 of monkey that are activated by 
the behaviorally relevant stimulus (Womelsdorf T et al., 2006). Furthermore, synchronization 
can be achieved very rapidly in neuronal ensembles. It has been shown that neurons in the 
visual area establish synchronous activity at the same speed they increase their firing rate in 
response to the light stimulus (Arieli A et al., 1996). These are just some examples of 
thousands of reports on the role of gamma-band synchronization in information binding in the 
brain, which indicate the importance of effort on modeling of this phenomenon. Indeed, the 
goal of synchrony for neuronal populations is the same as the goal of action potentials for 
single neurons: the role in forwarding messages to the downstream neurons in the most 
effective manner (Buzsaki G, 2006). The purpose of modeling studies is to use proper neuron 
models and realistic scenarios to mimic and/or predict the behavior of real systems.     
1.26.2 Gamma-band oscillations in human cortex 
Although many of the early works confirming the hypothesis “the binding by gamma 
oscillations” have been performed on the visual areas in the brain of animals, this hypothesis 
has a clear prediction for the human brain, as well. Every part of the cerebral cortex should be 
able to support gamma oscillations under proper conditions (Buzsaki G, 2006). In humans, 
gamma-band oscillations have been shown both in scalp recordings, through 
electroencephalography and magnetoencephalography (Csibra G et al., 2000; Kaiser J and W 
Lutzenberger, 2003; Llinás R and U Ribary, 1993; Miltner WHR et al., 1999), and in 
intracortical recording (Lachaux P et al., 2000). Also, the direct participation of synchrony in 
a binding problem (cognitive task) has been shown, where the long-distance gamma 
synchronization has been a consequence of (or as a cause of) visual perception (Keil A et al., 
1999; Rodriguez E et al., 2001). Gamma oscillations have also been related to processing of 
auditory stimuli in the human brain (Pantev C et al., 1991). Dysfunctions of gamma 
synchronization is thought to play a role in various brain disorders (Uhlhaas PJ and W Singer, 
2006). For example, the gamma synchronization pattern of neuronal systems is changed in 
patients suffering from schizophrenia (Jalili M, S Lavoie et al., 2007; Yeragani V et al., 
2006). Electroencephalographic studies linked the abnormalities in gamma-range 
synchronization to disordered binding in autism (Grice SJ et al., 2001). Extratemporal and 
regional onset of seizures in neocortical epilepsy has been observed to be in gamma range 
(Lee S-A et al., 2000). Patients with Alzheimer’s disease show decreased level of neuronal 
synchronization in gamma-band frequencies (Koenig T et al., 2005).  
Spike-timing-dependent-plasticity is one of the most important discoveries in 
neuroscience, which highlights the essential role of spike timing in changing network 
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connectivity, an undisputed mechanism of the brain (Markram H et al., 1997). The 
mechanisms of synaptic plasticity are affected by synchronization processes in the gamma-
band (Buzsaki G, 2006). Even if gamma-band synchronization prove to be irrelevant for 
binding problems in the brain, the oscillations remain the central timing mechanism for 
synaptic plasticity (Buzsaki G, 2006). In other words, synchronization in gamma-band 
involves modification of connections among neurons, and thus might link the problem of 
binding to plasticity (Buzsaki G, 2006).   
1.26.3 How do synchronized gamma oscillations emerge? 
Gamma oscillations are inherent in cortical networks and are usually emerging as 
localized activity. Inhibitory neural connections are essential in advancing gamma-frequency 
rhythms where the key player is the Gamma-aminobutyric acid (GABAA) receptor (Buzsaki 
G, 2006; Buzsaki G et al., 2004). The interplay between inhibition and excitation determines 
the frequency and amplitude of gamma oscillations. Whittington et al. showed that gamma 
oscillations in interneuronal networks can be induced by strong depolarizing inputs, which 
itself can entrain pyramidal cell discharges (Whittington MA et al., 1995). They proposed that 
interneuronal network oscillations, in conjunction with intrinsic membrane resonances and 
thalamocortical interactions contribute to the gamma rhythms in vivo. The frequency of the 
oscillations has little to do with the firing patterns of individual excitatory and inhibitory 
neurons. While the oscillation frequency is in gamma range, i.e. 30-80 Hz, the average 
frequency of individual neurons can vary from 0 to 300 Hz. Mathematical modeling and 
computer simulations have shown that the oscillation frequency is determined by the duration 
of time the individual neurons are prevented from firing, that is, by the time course of the rise 
and decay of the inhibition. The time constant of the GABA mediated postsynaptic potentials 
varies from 10 to 25 milliseconds, and in vitro and in vivo measured rhythms (rhythms 
produced in this way) have frequency between 40 and 100 Hz. Pharmacologically altering the 
time constant of the inhibition can vary the oscillation frequency (Buzsaki G, 2006; Buzsaki 
G et al., 2004; Kopell N et al., 2000; Whittington MA et al., 1995). Since the GABAA 
receptor is ubiquitous in neocortex, gamma oscillation can be found everywhere in the brain. 
Another important mechanism that facilitates signal transmission among interneuronal 
population is the presence of electrical coupling via gap junctions. It has been shown that 
there are low-resistant gap junctions between neighboring interneurons facilitating the 
synchronously occurring of the spikes and speeding up the information dissemination 
(Draguhn A et al., 1998; Galarreta M and S Hestrin, 1999; Gibson JR et al., 1999). Therefore, 
a possible network to mimic the behavior of real neuronal systems in exhibiting synchronous 
oscillations in gamma-frequency is a network of excitatory pyramidal neurons (regular 
spiking or type I dynamics (Tateno T et al., 2004)) and inhibitory interneurons (fast spiking or 
type II dynamics (Tateno T et al., 2004)) with electrical bidirectional coupling between 
neighboring interneuronal populations. 
In vivo and in vitro measurements have shown that frequency of gamma oscillations is 
similar in the brain of mice, rat, cat, monkey, and human beings. This indicates that the size of 
the network is not so important and there should be mechanisms to preserve synchrony across 
long distances in larger brains (Buzsaki G, 2006). In general, gamma oscillations could be 
established in two ways: i) neurons can be a part of a single oscillator growing in size and ii) 
neurons are in separate local oscillators coupled through some efficient mechanism. Let us 
consider the first case. It has been shown that the organization of neocortex has the small-
world property, and thus the path length remains almost the same independent of the network 
size, i.e. it scales with logarithm of the network size. In order to keep the synchrony of the 
network, the local and distant neurons should fire within the active cycle of the gamma 
rhythm by long-distance corticocortical excitatory (and maybe inhibitory) connections. Some 
long-distance fast connection, which is limited to primary sensory areas, exist (Buzsaki G, 
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2006). Another way of forming gamma oscillations is to consider neurons in separate local 
populations connected to each other. For example, neurons in the primary visual cortices in 
the two hemispheres are of this type that form two separate oscillators coupled by some links 
through Corpus Callosum. The exact cause of gamma oscillations is one of the problems yet 
to be solved. Most probably different areas of the brain use different mechanism for 
advancing gamma oscillations, which precise experiments might shed light on. 
1.27 Minimal network for producing locally synchronized gamma 
oscillations 
It has been proposed that a network of minimal number of neurons with proper 
connections in between might be able to produce synchronized gamma-oscillations (Robinson 
HP, 2006). We propose a network with a few interconnecting neurons producing 
synchronized oscillations in gamma range. We use the Hindmarsh-Rose neuron model 
described by (5.1) for the individual neurons of the network. The chemical synapses 
(excitatory or inhibitory) from presynaptic cell to the postsynaptic cell have been modeled by 
the fast threshold modulation formalism described by (5.2) and (5.3), and the electrical 
coupling between two cells is of bidirectional diffusive type. The parameters of the model are 
chosen in such a way to produce regular spiking (type I) and fast spiking (type II) behavior 
(Tateno T et al., 2004). For regular spiking neurons we adopted the parameters of the model 
as  μ = 0.01, b = 4, d = 5, a = 3.2, and x0 = –1.6 and for fast spiking as μ = 0.05, b = 2, d = 5, a 
= 3.2, and x0 = –1.6 (de Lange E, 2006). The F–I curve of the regular spiking neuron is shown 
in  Figure 1.31, where the type I dynamics is clear while the neuron goes from quiescence 
mode to periodic firing of action potentials. Type I behavior is characterized with a saddle-
node bifurcation on the invariant circle, where the firing frequency is zero at the bifurcation 
point and increase smoothly with current I from this point on. On the other hand, neurons 
with type II behavior possess Andronov-Hopf bifurcation, where the firing goes abruptly from 
zero to a finite frequency at this bifurcation point (de Lange E, 2006). 
Our minimal network for producing locally synchronized gamma oscillations consists 
of five neurons with electrical and chemical (excitatory and inhibitory) couplings in between 
( Figure 1.32). The thalamic-relay neuron (TR1) and the pyramidal neurons (PY2 and PY3) 
are regular spiking, whereas the parameters of the interneurons (IN4 and IN5) are chosen in 
the fast spiking regime. It is known that all the information reaching the neurons in the 
neocortex pass through the thalamus, and thus the thalamus sits in a very strategic position in 
the brain. The main role of the thalamus is to innervate and modulate the flow of information 
to the neocortical neurons. For example, visual information is sent from retina to thalamus 
and then relayed from the thalamus to the neurons in the visual cortex. Indeed, thalamus 
represents the final bottleneck of the flow of information before they reach the neocortex. The 
inputs to thalamic-relay cells are provided via conventional chemical synapses, which come 
in two flavors: ionotropic and metabotropic (Destexhe A and TJ Sejnowski, 2001). 
Postsynaptic potentials related to ionotropic receptors last for tens of milliseconds, whereas 
activation of metabotropic receptors leads to postsynaptic potentials that last for hundreds of 
milliseconds to several seconds. Ionotropic receptors include AMPA, GABAA, and nicotinic 
receptors. Metabotropic receptors include multiple metabotropic glutamate, GABAB, and 
multiple muscarinic receptors. It is worth mentioning that inputs from retina activate only 
ionotropic receptors, whereas all of the non-retinal inputs activate metabotropic receptors in 
addition to ionotropic receptors. Since here we are not interested in the properties of thalamic 
circuitry, we model the thalamocortical circuit in a very simple fashion; a thalamic-relay 
neuron TR1 receives some information, which is modeled by a noisy input current injected 
into the cell, ITR1 that is picked up from a normal distribution with a predefined mean value 
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and standard deviation. The information could also be modeled for spatially extended TR 
neurons by correlating the input currents. In other words, the injected current to the TR 
neurons in different modules could be correlated and the degree of similarity between the 
injected currents will be modeled by its correlation coefficient. 
TR1 has excitatory chemical coupling with strength σex-TR to PY2, PY3, and IN5; these 
excitatory couplings model the flow of information from the thalamus to the neocortex via 
excitatory chemical synapses. Furthermore, each of pyramidal and interneurons (PY2, PY3, 
IN4, IN5) receive some noisy current (IPY2, IPY3, IIN4, and IIN5, respectively) chosen to be from 
normal distributions with predetermined mean value and standard deviation. In our minimal 
network, PY2 excitates PY3 and IN4 with strength σex, whereas IN4 inhibit PY3 and IN5 
inhibits PY2 both with strength σin. There is a bidirectional electrical coupling with strength 
σel between IN4 and IN5 and an inhibitory chemical coupling with strength σin from IN4 to 
IN5. 
 
Figure 1.31 F–I curve of the Hindmarsh-Rose neuron models used for thalamic-relay and pyramidal neurons 
(regular spiking), exhibiting type I regular spiking behavior. Parameters of the Hindmarsh-Rose neuron model 
described by (5.1) are set as μ = 0.01, b = 4, d = 5, a = 3.2, and x0 = –1.6. Data shows the mean value with 
corresponding errorbars representing the standard deviation over 100 realizations. 
 
Figure 1.32 Minimal network for producing locally synchronized gamma oscillations. The network consists of a 
thalamic-relay (TR1) neuron, two pyramidal (PY2 and PY3) neurons and two interneurons (IN4 and IN5). TR1 has 
excitatory connections to PY2, PY3 and IN5. PY2 excitates PY3 and IN4 and there are inhibitory connections 
from IN5 to PY2 and from IN4 to PY3 and IN5. There is an electrical coupling between IN4 and IN5. All neurons 
receive some noisy input current whose distribution is normal with predetermined mean value and standard 
deviation. 
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We fixed the parameters of the fast threshold modulation model as λ = 100, θs = –0.25 
(the parameters have been described in (5.3)), and Vs-ex = 2 for the excitatory connections and 
Vs-in = –1.5 for the inhibitory ones (parameter Vs has been described in (5.2)). We give an 
example of the synchronized gamma oscillation of the minimal module. We chose the 
coupling parameters as σel = 1.5, σex-TR = 1.5, σex = 1.2, and σin = 0.8. All neurons are injected 
input currents, which are randomly assigned from a normal distribution with mean value 3 
and standard deviation 0.5. The raster plots of the neurons are shown in  Figure 1.33. 
However, the synchronized oscillations are not visible by looking at these raster plots.  Figure 
1.34 shows the autocorrelation and crosscorrelation of the spike trains (Dayan P and LF 
Abbott, 2001), where a synchronized oscillations at frequencies around 50 Hz is clearly seen. 
In the next section we will develop a method for quantifying the synchronization between 
spike trains. 
 
Figure 1.33 Raster plots of neurons in the minimal module used for producing synchronized gamma oscillations 
( Figure 1.32). The parameters of the fast threshold modulation model are λ = 100, θs = –0.25, Vs-ex = 2, Vs-in = –1.5. 
All neurons receive current picked up from a normal distribution with mean value 3 and standard deviation 0.5 and 
the coupling parameters are σel = 1.5, σex-TR = 1.5, σex = 1.2, and σin = 0.8 (See text for explanations). 
1.28 A measure for spike train synchrony 
By assuming that the shape of the spikes and background activity contain minimal 
information in communication between neuronal populations, the only information present is 
the timing of single spikes, i.e. spike trains. Indeed, it is a common belief that the information 
is encoded in spike trains in neocortical neurons and the subthreshold oscillations has little to 
do with the information processing (at least at large scale) in the neocortical system. Thus, 
measuring the degree of synchrony between spike trains comes into play in this context. A 
number of methods have been proposed to do the job, reviewed in (Kreuz T et al., 2007). An 
interspike interval (ISI) distance measure has been proposed in (Kreuz T et al., 2007), which 
is the bases for our proposed spike-synchronization measure. The ISI-distance measure 
facilitates visualization of the relative timing of pairs of spike trains by determining the ratio 
of instantaneous rates by maximum possible time resolution. The method is self-adaptive and 
parameter-free and thus does not need a priori time-scale fixing, which allows broadly 
comparable measure for neuronal synchronization. As the first step, the spikes should be 
extracted from the time series using a method such as simple threshold criterion. In other 
words, if the membrane potential exceeds a threshold value, the spike is counted (we use this 
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strategy to extract the spike trains out of the trajectories of neuronal action potentials). Each 
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where ti ; i = 1,…,M are the spike times and M is the total number of spikes. Let us assign the 
value of the current ISI to each time instance as 
 ( ) ( ) ( )ISI 1min max    ;    x x x x x xi i i i Nx t t t t t t t t t t= > − < < < , (6.2) 
where {tix} is the spike train of neuron x. This is a precise constant function. 
 
Figure 1.34 Autocorrelation and crosscorrelation of spike train of the neurons TR1, PY2, PY3, IN4, and IN5 (see 
 Figure 1.32 for the description of the connection style). The parameters of the network are like the one used for 
producing the raster plots shown in  Figure 1.33. 
Similarly, yISI(t) is obtained for the second spike train {tiy}. In the next step, the ratio 
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This measure becomes zero, if the spike times synchronize perfectly. When one of the firing 
rates is infinitely high and the other one is infinitely low, the measure becomes 1 or –1. 
Finally, the absolute ISI-distance is given by (Kreuz T et al., 2007) 
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D will be zero for completely synchronized spike trains and will approach to 1 if they are less 
and less synchronized. Thus, the following measure can be defined as a measure of spike 
synchrony 
 DS 1 D= − . (6.5) 
SD scales from 0 to 1; SD = 0 for the case of two completely unsynchronized spike 
times, whereas SD = 1 means that the two spike trains are perfectly coherent. SD is a bivariate 
measure and obviously could not be directly applied for multivariate spike trains. However, 
we make use of the averaged SD over all possible pair-wise calculations to obtain a global 
synchronization measure indicating the degree of synchronization within multivariate spike 
trains. 
With a simple example of two non-identical Hindmarsh-Rose neurons (one fast spiking 
and the other one regular spiking) whose dynamics are described by (5.1), diffusively coupled 
via chemical excitatory synapses, we show how SD could be used for quantifying the degree 
of synchronization between two spike trains. The parameters of the chemical coupling is 
chosen as λ = 100, θs = –0.25 and Vs = 2 (see (5.2) and (5.3) for the description of the 
parameters).  Figure 1.35 shows the two spike trains, their corresponding ISIs, the ratio (6.3), 
and the value of SD. It is seen that by increasing the coupling strength between the neurons, 
the spike trains become more similar, as expected. As a result, the timing of the ISIs becomes 
also more similar and the ratio (6.3) is decreased, and thus, the degree of spike 
synchronization, represented by SD, is increased. This indicates that the method is reliable in 
measuring the degree of synchronization between spike trains. 
In the previous section we used the autocorrelation and crosscorrelation analyses to 
show the synchronized gamma activity in the network. Here, we investigate how much these 
two synchrony measures, i.e. correlation analysis and spike synchrony measure described by 
(6.5), are related. To this end, the values of SD were computed for the pairs of spike train. For 
highly correlated spike trains, large values of SD were obtained. For example, the spike 
synchrony measure SD for the neurons TR1 and PY3 was 0.9254, for TR1 and IN5 0.8056, for 
PY3 and IN5 0.7617, and for IN4 and IN5 0.7327. 
1.29 How do locally synchronized gamma oscillations interact? 
1.29.1 The model 
We are interested in studying the interaction of locally synchronized gamma 
oscillations. To this end, we build networks of interacting locally synchronized gamma 
oscillations, where these networks consist of a number of modules and each module is the 
minimal network of five neurons described in details in the section  1.27 (see  Figure 1.32). For 
modular interaction network, we construct a random geometric network, where the nodes 
could have short-distance and/or long-distance connections. TR neurons in each module will 
not send (or receive) information to (from) neurons of other modules; they have only 
excitatory connections to three neurons (the two PY and one of the IN neurons) in their own 
module. PY neurons might have some random short-range and/or long-range excitatory 
connections to PY and IN neurons of other modules. We consider only some random short-
range inhibition of IN neurons to PY and IN neurons of other modules. Furthermore, IN 
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neurons might have random electrical coupling with other IN neurons within their short 
distance. The parameters of the model will be introduced in the following. 
 
Figure 1.35 The graphs show spike trains X1 (black) and X2 (cyan), their corresponding ISIs (black for X1 and 
cyan for X2), the ratio (6.3), and the value of SD for two non-identical Hindmarsh-Rose neurons (one fast spiking 
and the other one regular spiking) coupled diffusively via excitatory chemical couplings. The parameters of the 
chemical coupling is chosen as λ = 100, θs = –0.25 and Vs = 2. The coupling strength between the neurons is 
chosen to be a) 0, b) 0.1, c) 1, and d) 2. Obviously, by increasing the coupling strength, the timing of the spike 
trains become more similar and the value of SD, which represents the degree of synchrony between the spike trains, 
is increased. 
The parameters of the individual neurons are chosen like the previous section, i.e. TR 
and PY neurons in regular spiking regime and IN neurons in fast spiking mode. The 
parameters of the excitatory and the inhibitory chemical couplings are considered to be the 
same for all connections as λ = 100, θs = –0.25, Vs-ex = 2, Vs-in = –1.5. The intramodular 
coupling strengths are chosen as σex-TR = 1.5 for excitatory connections from TR neurons, σex-l 
= 1.2 for excitatory connections from PY neurons, and σin = 0.8 for inhibitory connections 
from IN neurons. The strength of all electrical connections (intermodular and intramodular) is 
chosen as σel = 1.5. For intermodular connections, geometric models are used, which could be 
constructed as the following. Consider a geometric network with N modules where each 
module itself is a network of some interacting individuals. The modules are located such that 
a distance could be defined between them; here we consider them in a ring where the 
proximity of the modules in the ring determines their distance. Each module has five nodes 
where at each node a neuron sits (see  Figure 1.32). Thus, the network has in total 5N nodes. 
The nodes of the network are divided into three classes; one only with intramodular 
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connections, i.e. TR neurons leaving some predetermined connections to the nodes in their 
own modules. Another class of nodes (two IN neurons in each module) has only random 
short-distance connections. In addition of deterministic electrical coupling between IN 
neurons in the module, with probability Pel these neurons have electrical coupling with 
strength σel with the other IN neurons in their kel-nearest modules (modules within the 
distance equal or less than k of a module are considered to be its k-nearest neighboring 
modules). Furthermore, IN neurons inhibit PY and IN neurons in their kin-nearest modules 
with probability Pin and coupling strength σin-inter. PY neurons have short-distance and/or long-
distance excitatory connections to other PY and IN neurons. These neurons excitate other PY 
and IN neurons located in their kex-nearest neighboring modules with probability Pex-short and 
coupling strength σex-short. They have excitatory connections to PY and IN neurons of modules 
other than those of in their kex-nearest neighborhood, where the probability of connection is 
Pex-long and the coupling strength is σex-long. In addition to these parameters, each neuron 
receives a current picked up from a normal distribution with mean value Imean,i, i = 1,…,5N 
and standard deviation Isd,i , i = 1,…,5N. The model has almost all possible connections 
observed in real neuronal networks, i.e. excitatory connections from thalamic-relay neurons to 
the pyramidal and interneurons, electrical coupling between adjacent interneurons, short-
range inhibition of interneurons and short- and long- range excitatory links from pyramidal 
neurons to other neurons in the network. 
1.29.2 Intermodular electrical and (excitatory/inhibitory) chemical couplings 
and the level of spike synchrony 
In this section, we investigate the synchronization profile obtained between different 
neuronal species as a function of various parameters of the network. To do so, some 
parameters such as the probability of short-range electrical coupling between neighboring IN 
neurons, the probability and the strength of short-range inhibition of IN neurons, those of 
short- and long- range excitatory connections from PY neurons, are considered and the 
average values of synchronization index SD described by (6.5) are obtained. The spike-time 
synchronization value SPY,IN is obtained by averaging SD over all possible pairs of PY and IN 
neurons. Since TR neurons have only connections to the PY and IN neurons in their own 
module and their spike patterns are not influenced by the parameters of the network, they are 
not considered in the computation of SPY,IN (note that the only parameter controlling the 
spiking behavior of TR neurons is the input current injected to the cell). 
By fixing the number of modules at N = 50 we performed some numerical simulations; 
the differential equations of the dynamical network is solved and then by thresholding the 
trajectories of the membrane potentials the spike trains are extracted and analyzed. The 
parameters of the TR and PY neurons (parameters of the Hindmarsh-Rose neuron model 
described in (5.1)) were chosen in the regular spiking regime (type I dynamics), i.e. μ = 0.01, 
b = 4, d = 5, a = 3.2, and x0 = –1.6, whereas μ = 0.05, b = 2, d = 5, a = 3.2, and x0 = –1.6 were 
chosen for IN neurons producing fast spiking (type II) dynamics. The parameters of the 
chemical synapses described by the fast threshold modulation model (see (5.2) and (5.3)) 
were chosen as λ = 100, θs = –0.25, Vs-ex = 2 (excitatory connections), and Vs-in = –1.5 
(inhibitory connections). The strength of the intramodular connections were set in a way that 
locally synchronized oscillations in gamma frequency range appeared, i.e. σel = 1.5, σex-TR = 
1.5, σex = 1.2, and σin = 0.8. Wherever necessary we chose the parameters for the intermodular 
connections as σel = 1.5, kel = kin = kex = 2, Pel = 0.2, Pin = Pex-short = Pex-long = 0.05, σin-inter = σex-
short = σex-long = 0.05. Furthermore, TR neurons receive input current whose distribution is 
normal with mean value 6 and standard deviation 0.5. All other neurons receive input currents 
picked up from a normal distribution with mean value Imean = 3 and four different values of 
standard deviation, Isd = 0.3, Isd = 0.6, Isd = 0.9, and Isd = 1.2. With this selection of the values 
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for the standard deviation for the input current, the influence of the variability of the input on 
the level of the spike synchronization could be investigated. 
 Figure 1.36 shows the profile of the degree of spike synchronization SPY,IN as a function 
of the probability Pel of intermodular electrical connections between neighboring IN neurons 
where kel =2. For each level of the standard deviation of the input current (injected to PY and 
IN neurons), the numerical simulation was performed 200 times by considering random initial 
conditions for the network’s differential equations and then the trajectories of the membrane 
potentials were saved, i.e. 250 trajectories. Then, by thresholding these trajectories the spike 
trains were extracted and used for computing the synchronization indices. To compute SPY,IN, 
the spike trains of all PY and IN neurons were considered, i.e. 200 spike trains, two for PY 
and two for IN neurons in each module. The spike synchronization measures SD described by 
(6.5) were obtained for all possible pairs of the population of PY neurons, which are 4950 
values in total, those of IN neurons, which are 4950 values, as well as between PY and IN 
neurons that are 10000 synchronization values. The average over these synchronization values 
(4950 + 4950 + 10000 = 19900 values) gives the value of SPY,IN.  Figure 1.36 shows the mean 
value of SPY,IN and the corresponding bars for the standard deviation (over 200 realizations) as 
a function of Pel for different levels of standard deviation of the input current. It is seen that 
Pel has almost no effect on the level of synchronization, but the standard deviation of the input 
current (Isd) influences the spike synchronization level. By increasing the level of Isd, in 
general, the degree of spike synchronization in the network is decreased. This could be 
interpreted as the following. By fixing Imean and increasing Isd the variation of the input current 
will be increased (neurons will receive input with higher variability), and hence, the spiking 
behavior of the neurons will be more different. Essentially, for neurons with higher variability 
in their spike trains it is more difficult to get into synchrony than those of with lower 
variability. 
In  Figure 1.37– Figure 1.40 the influence of other network parameters such as the 
probability of inhibitory/excitatory connections and their strength on the degree of spike 
synchronization is investigated.  Figure 1.37 shows SPY,IN as a function of the probability and 
the strength of intermodular short-range (σex-short and Pex-short) and long-range (σex-long and Pex-
long) excitatory connections. It is seen that again increasing Isd influences the level of network 
synchronization, i.e. decreases SPY,IN. As expected by incremental values of σex-short (σex-long) 
and Pex-short (Pex-long), the spike synchronization is also enhanced. Indeed, enhanced excitation 
of PY neurons on other PY and IN neurons in the network makes the communication easier 
and helps in bringing the spike trains into synchrony. The profile of the spike synchronization 
SPY,IN as a function of the probability of intermodular short-distance inhibitory connections Pin 
and the coupling strength σin-inter is shown in  Figure 1.38, where the decrease of the 
synchronization level by incremental values of Isd is again clear. However, these short-range 
inhibitory connections do not affect the synchronization considerably. Although by increasing 
Pin and σin-inter the value of SPY,IN is decreased, in general, it is not comparable with the effects 
of the intermodular excitatory connections. Note for intermodular inhibition only short-range 
connections are considered, whereas for intermodular excitatory links from PY neurons both 
short- and long- range connections are considered. Therefore, it is reasonable that 
intermodular excitatory connections have more influence on the synchronizability of the 
network compared to intermodular inhibitory ones. 
We do a more systematic comparison between excitatory and inhibitory connections. 
First by fixing the probability of excitatory/inhibitory connection, the influence of the 
coupling strength on spike synchronization is investigated ( Figure 1.39). Then, by fixing the 
strength of the intermodular excitatory/inhibitory connections, the effects of the probability of 
such links on the level of spike synchronization of the network is investigated ( Figure 1.40). 
As it can be seen, like the previous results, in both of the cases the degree of variability of the 
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input current has the same influence on the level of spike synchronization, i.e. by increasing 
Isd the level of spike synchronization is decreased. The effect of both classes of parameters, 
i.e. the probability of the connections and their strength, is almost the same. The degree of 
spike synchronization SPY,IN is (almost) linearly increased by increasing the short- and long- 
range excitatory connections, i.e. by increasing the probability of the connections or their 
strength. Although the influence of the short-range inhibitory connection is not comparable 
with that of the excitatory connections, introducing intermodular inhibition from IN neurons 
to PY and IN neurons in their neighboring modules (kin = 2) decreases (almost) linearly the 
SPY,IN. 
 
Figure 1.36 Degree of spike train synchronization SPY,IN within PY and IN neurons as a function of the probability 
of intermodular electrical coupling between IN neurons (Pel). These synchronization values are averaged over the 
values of all SD (described by (6.5)) obtained for all possible pairs of PY and IN neurons. The parameters of the 
TR and PY neurons (regular spiking neurons) is chosen as μ = 0.01, b = 4, d = 5, a = 3.2, and x0 = –1.6 and those 
of IN neurons (fast spiking neurons) as μ = 0.05, b = 2, d = 5, a = 3.2, and x0 = –1.6 (these parameters belong to the 
Hindmarsh-Rose neuron model described in (5.1)). There are N = 50 modules and we set the parameters of the 
excitatory/inhibitory couplings as λ = 100, θs = –0.25, Vs-ex = 2, Vs-in = –1.5 (described in (5.2) and (5.3)), the 
parameters of the intermodular connections as σel = 1.5, σex-TR = 1.5, σex = 1.2, and σin = 0.8, and the parameters of 
the intermodular connections as σel = 1.5, kel = kin = kex = 2, Pin = Pex-short = Pex-long = 0.05, σin-inter = σex-short = σex-long 
= 0.05 (see text for the definition of the parameters). Furthermore, TR neurons receive input current whose 
distribution is normal with mean value 6 and standard deviation 0.5. All other neurons receive input currents 
picked up from a normal distribution with mean value Imean = 3 and four different values of standard deviation, a) 
Isd = 0.3, b) Isd = 0.6, c) Isd = 0.9, and d) Isd = 1.2. Data shows the mean values of SPY,IN and the corresponding 
standard deviation over 200 realizations. 
 
Figure 1.37 Degree of spike train synchronization SPY,IN as a function of the probability of intermodular excitatory 
connections (Pex-short = Pex-long) and the excitatory coupling strength (σex-short = σex-long). We set Pel = 0.2 and the 
other parameters are like  Figure 1.36. TR neurons receive input current whose distribution is normal with mean 
value 6 and standard deviation 0.5. All other neurons receive input currents picked up from a normal distribution 
with mean value Imean = 3 and four different values of standard deviation, a) Isd = 0.3, b) Isd = 0.6, c) Isd = 0.9, and 
d) Isd = 1.2. Data shows averages over 200 realizations.   
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Figure 1.38 Degree of spike train synchronization SPY,IN as a function of the probability of intermodular short-
distance inhibitory connections Pin and the coupling strength σin-inter. We set Pel = 0.2 and the other parameters are 
like  Figure 1.36. TR neurons receive input current whose distribution is normal with mean value 6 and standard 
deviation 0.5. All other neurons receive input currents picked up from a normal distribution with mean value Imean 
= 3 and four different values of standard deviation, a) Isd = 0.3, b) Isd = 0.6, c) Isd = 0.9, and d) Isd = 1.2. Data shows 
averages over 200 realizations. 
 
Figure 1.39 Degree of spike train synchronization SPY,IN as a function of the coupling strength σin-inter of 
intermodular short-distance inhibitory connections and the coupling strength (σex-short = σex-long) of intermodular 
short- and long- distance excitatory connections. We set Pel = 0.2 and the other parameters are like  Figure 1.36. TR 
neurons receive input current whose distribution is normal with mean value 6 and standard deviation 0.5. All other 
neurons receive input currents picked up from a normal distribution with mean value Imean = 3 and four different 
values of standard deviation, a) Isd = 0.3, b) Isd = 0.6, c) Isd = 0.9, and d) Isd = 1.2. Data shows averages over 200 
realizations. 
 
Figure 1.40 Degree of spike train synchronization SPY,IN as a function of the probability of intermodular short-
distance inhibitory connections Pin and the probability of intermodular excitatory connections (Pex-short = Pex-long). 
We set Pel = 0.2 and the other parameters are like  Figure 1.36. TR neurons receive input current whose distribution 
is normal with mean value 6 and standard deviation 0.5. All other neurons receive input currents picked up from a 
normal distribution with mean value Imean = 3 and four different values of standard deviation, a) Isd = 0.3, b) Isd = 
0.6, c) Isd = 0.9, and d) Isd = 1.2. Data shows averages over 200 realizations. 
   
 
 88  
 
1.29.3 Parameter mismatch and the level of spike synchrony 
It is well-known that non-identical systems are less synchronizable than identical 
systems. In order to investigate the influence of parameter mismatch on the level of spike 
synchrony, we consider uncertainty in the values of parameter a of the Hindmarsh-Rose 
neuron model described in (5.1). For example, 10% of mismatch means that the parameter a 
of the neurons (here, 250 neurons) is randomly chosen from the interval (2.88,3.52).  Figure 
1.41 shows the degree of spike synchrony as a function of the percentage of parameter 
mismatch. Like the previous cases, the effect of Isd is visible, i.e. the more the variability of 
the input currents the less the spike synchrony. 
In general, SPY,IN is decreased by increasing the percentage of the parameter mismatch, as 
expected. However, it is seen that for the values of mismatch less than about 10%, SPY,IN is 
almost the same, which means that the network is robust against small perturbation in the 
parameter domain of the model. Also, interestingly by increasing Isd, the range of the 
mismatch where the SPY,IN is not changed (approximately) is limited, i.e. it goes from about 
10% for Isd = 0.3 to about 5% for Isd = 1.2. In other words, by increasing Isd the region where 
SPY,IN is (almost) flat by increasing the mismatch is decreased. This means that by an increase 
of the variability of the input current, in addition to a decrease of the level of the degree of 
spike synchronizability of the network, the robustness of the system against parameter 
mismatch is also decreased, which is one of the other destructive roles of Isd in the spike 
synchronizability. 
 
Figure 1.41 Degree of spike train synchronization SPY,IN as a function of the percentage of the mismatch in the 
parameter a of the Hindmarsh-Rose neuron model (for description of the parameter, see (5.1)). We set Pel = 0.2 
and the other parameters are like  Figure 1.36. TR neurons receive input current whose distribution is normal with 
mean value 6 and standard deviation 0.5. All other neurons receive input currents picked up from a normal 
distribution with mean value Imean = 3 and four different values of standard deviation, a) Isd = 0.3, b) Isd = 0.6, c) Isd 
= 0.9, d) Isd = 1.2. Data shows mean values with corresponding bars for the standard deviation over 200 
realizations. 
1.29.4 Thalamic inputs and the level of spike synchrony 
The sensory input, for example input from the retina, is encoded in the thalamus and 
then sent to neocortical networks to be processed and used for making proper decisions. The 
spatial input is modulated into different thalamic-relay (TR) neurons to be converted to spikes 
sent to the neurons in neocortex. Therefore, those TR neurons receiving the information 
relating to one object (similar information) will have some correlated inputs. The degree of 
correlation between the inputs of TR neurons might have consequences in the degree of spike 
synchronization in neocortical networks (PY and IN neurons). Here we investigate this issue 
by obtaining the degree of spike synchrony SPY,IN as a function of the correlation coefficient 
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of the thalamic input. To this end, the input current ITR-COR,i injected to the i-th TR neurons is 
considered to be (Masuda N and B Doiron, 2007) 
 , , 1    ;    1,...,TR COR i TR i TR cI I r I r i N− −= − + = , (6.6) 
where r is the correlation coefficient of the input current ITR-COR,i, i = 1,…N, and N is the 
number of TR neurons in the network, i.e. the number of modules that is 50 in our numerical 
simulations. ITR-c that is somehow the common input to the TR neuron is picked up from a 
normal distribution with mean value 6 and standard deviation 0.5. ITR,,i that is specific to TR 
neuron i is also picked up from a normal distribution with mean 6 and standard deviation 0.5. 
The influence of the correlated input on the spiking behavior of TR neurons is 
straightforward; the more correlated input the neurons receive the more synchronously they 
do spike ( Figure 1.42). TR neurons drive the two PY neurons and one of the IN neurons in 
their own modules (see  Figure 1.32), and thus it is expected that by controlling the correlation 
of the input current injected to TR neurons the spiking pattern of other neurons is also 
controlled.  Figure 1.43 shows SPY,IN as a function of the correlation coefficient r. Like the 
previous simulation, the standard deviation of the input current injected to PY and IN neurons 
is considered in four different levels where the decreased level of spike synchrony by 
increasing the degree of variability of the input current is clearly visible. Also, not 
surprisingly, by increasing the correlation coefficient between the thalamic inputs the spike 
synchrony is enhanced. This is of importance in real neuronal systems where the neurons in 
thalamus receive correlated inputs from the spatially extended objects in which the degree of 
correlation is reflected in the degree of spike synchrony within neocortical neurons. This 
might be one of the mechanism that real neuronal populations response to external 
stimulations. In other words, in response to external stimuli, neurons adjust their timing to 
control the spike synchrony. 
We also investigate the influence of the mean value of the thalamic input current on the 
level of the spike synchrony. By increasing the mean value of the thalamic input current (ITR-
mean) the spiking frequency of TR neurons is increased. TR neurons have excitatory 
connections to PY and IN neurons, thus, increasing the firing rate of TR neurons will also 
result in increasing the firing rate of PY and IN neurons.  Figure 1.44 shows the spike 
synchronization SPY,IN as a function of ITR-mean. As it is seen, SPY,IN is an incremental function 
of ITR-mean, which means that firing TR neurons at higher frequencies enhances the level of 
synchrony in the network, in addition to increasing the firing rate of PY and IN neurons. 
Therefore, along with the excitatory connections from TR neurons to the neocortical neurons, 
the spiking frequency of TR neurons could also be a mechanism for controlling the synchrony 
of the network, and consequently information binding. 
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Figure 1.42 Degree of spike train synchronization of thalamic-relay neurons (STR) as a function of the correlation 
coefficient r (described by (6.6)) of the input current injected to TR neurons. STR is obtained by averaging SD 
described by (6.5) over the spike trains of all pairs of TR neurons. TR neurons are of regular spiking type and 
receive input currents picked up from a normal distribution with mean value Imean = 6 and standard deviation Isd = 
0.5. Data shows the mean value with the corresponding gray region for the standard deviation ove 200 realizations.                          
 
Figure 1.43 Degree of spike train synchronization SPY,IN as a function of the correlation coefficient r (described by 
(6.6)) of the input current injected to TR neurons. We set Pel = 0.2 and the other parameters are like  Figure 1.36. 
TR neurons receive input current whose distribution is normal with mean value 6 and standard deviation 0.5 (see 
text for the style of the input current to the TR neurons). All other neurons receive input currents picked up from a 
normal distribution with mean value Imean = 3 and four different values of standard deviation, a) Isd = 0.3, b) Isd = 
0.6, c) Isd = 0.9, and d) Isd = 1.2. Data shows mean values with the corresponding gray region for the standard 
deviation over 200 realizations. 
 
Figure 1.44 Degree of spike train synchronization SPY,IN as a function of the mean value of the thalamic input 
current (ITR-mean). We set Pel = 0.2 and the other parameters are like  Figure 1.36. TR neurons receive input current 
whose distribution is normal with mean value ITR-mean and standard deviation 0.5 (see text for the style of the input 
current to the TR neurons). All other neurons receive input currents picked up from a normal distribution with 
mean value Imean = 3 and standard deviation Isd = 0.5. 
We also investigate how the synchronization within and among the populations 
receiving different inputs behave, like the moving bar scenario used in (Gray CM et al., 1989; 
Gray CM and W Singer, 1989). To this end, we simulated the network with the following 
scenario. We considered the input current to the PY and IN neurons at two different levels, 
one with mean value Imean = 3 and the other one with Imean = 1. First, the modules were divided 
intro two groups; a randomly chosen module was selected (recall that the modules are in a 
regular ring graph) and along with its four adjacent modules were considered to be in the 
same group, e.g. group 1. The modules in a distance of i + 5j (i = 3, 4, 5, 6, 7, and j is even) of 
   
 
 91  
 
the chosen modules were also considered to be in the group 2. Other modules, i.e. the ones in 
a distance of i + 5j (i = 3, 4, 5, 6, 7, and j is odd) of the chosen modules, were assigned to 
group 2. Then, in the first 250 milliseconds of the simulation time, the PY and IN neurons in 
the group 1 received noisy input current with Imean = 3 and Istd = 0.5, whereas those in the 
group 2 received the input with Imean = 1 and Istd = 0.5. Then, three values for the SPYIN was 
computed: one within PY and IN neurons in the group 1, one within those in the group 2, and 
another one between the neurons in the group 1 and those in the group 2. For the next 250 
milliseconds, the input for the two groups was reversed, i.e. the neurons in the group 1 
received input with Imean = 1 and those in the group 2 received input with Imean = 3. Again, the 
three values for the SPYIN were calculated. This procedure was repeated further for a number 
250-millisecond time windows. The results are shown in  Figure 1.45. As it is seen, within-
group spike synchrony for the cases with larger mean value of the input current is more 
compared to the other case (see also  Figure 1.44). Also, the level of spike synchronization 
between populations receiving different levels of input current is less that of the cases they 
receive similar inputs. This suggest that when population of neurons are requested to do a 
task, they receive similar inputs (whereas in other situations they receive different (not 
similar) inputs), and hence this adjusts their rhythm and enhance the level of synchrony. In 
this way, the neurons communicate through synchrony. 
 
Figure 1.45 Degree of spike train synchronization SPY,IN within and between the neurons in two groups. In a time 
window of 250 milliseconds, PY and IN neurons in the group 1 receive input current with Imean = 3 and Istd = 0.5 
and those in the groups 2 with Imean = 1 and Istd = 0.5. For the next 250 milliseconds, the input currents are changed 
for the two groups. The three spike synchronization measures, i.e. SPYIN within neurons in the group 1, within 
those in the group 2, and between neurons in the group 1 and those in the group 2, are obtained considering the 
spikes at each time window. We set Pel = 0.2 and the other parameters are like  Figure 1.36. TR neurons receive 
input current whose distribution is normal with mean value ITR-mean =3 and standard deviation 0.5. 
1.29.5 Synaptic transmission time-delay and the level of spike synchrony 
For all of the previous numerical simulations we assumed that there was no time-delay 
in the synapses, but the real neuronal networks do have transmission time-delays. Although 
electrical coupling through gap junctions can be instantaneous, excitatory/inhibitory 
connections have some time-delay, usually in the range of a few milliseconds. It has been 
shown that in diffusively electrically coupled neural networks time-delay may enhance the 
synchronizability of the network (Dhamala M et al., 2004). Here we consider a more realistic 
case, i.e. instantaneous electrical coupling but having transmission time-delay in the chemical 
excitatory/inhibitory couplings. The transmission time-delay in all chemical couplings is 
considered to be the same. In other words, we assume that the time-delay is a characteristic of 
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the synapse itself rather than depending on the type of the synapse and/or the length of the 
axons. Considering time-delay τ in all (chemical) excitatory/inhibitory couplings, the coupling 
from the presynaptic node i to the postsynaptic node j is modeled as 
 ( )( ) ( )( ){ }
1
1 expch s j i s
V x t
x t
σ λ τ θ− + − − − , (6.7) 
where xi and xj are the membrane potentials of the i-th and the j-th nodes, respectively. σch is 
the (excitatory/inhibitory) coupling strength and Vs, λ, and θs are the parameters of the fast 
threshold modulation model, which are chosen for the excitatory and inhibitory connections 
accordingly. 
 Figure 1.46 shows the degree of spike synchrony SPY,IN as a function of the 
transmission time-delay averaged over 200 realizations of the network with random initial 
conditions for the systems’ differential equations. As it is seen, unlike the previous results, the 
variation of the input currents has little effect on the level of spike synchrony. But, an 
interesting phenomenon is observed; introducing some time-delay in the chemical synapses 
might enhance the spike synchronizability of the network. It is seen that for all of the cases 
there is a maximum of SPY,IN in τ ≈ 1. Furthermore, there is a periodic behavior in the profile 
of the spike synchrony as a function of time-delay. The frequency of this behavior as well as 
the optimal time-delay for the network is more likely to be a function of the oscillation 
frequency, which needs further precise analysis. 
 
 
Figure 1.46 Degree of spike train synchronization SPY,IN as a function of transmission time-delay in all 
excitatory/inhibitory couplings through chemical synapses (in milliseconds). We set Pel = 0.2 and the other 
parameters are like  Figure 1.36. TR neurons receive input current whose distribution is normal with mean value 6 
and standard deviation 0.5. All other neurons receive input currents picked up from a normal distribution with 
mean value Imean = 3 and four different values of standard deviation, a) Isd = 0.3, b) Isd = 0.6, c) Isd = 0.9, and d) Isd 
= 1.2. Data shows mean values with the corresponding gray region for the standard deviation over 200 realizations. 
1.29.6 Spike-timing-dependence-plasticity and spike synchronization 
Up to here, we have considered no plasticity in the synapses, but real synapses show 
plasticity, meaning that their strength is changed while neurons are active. According to the 
famous Hebbian rule, if the two adjacent neurons that are connected through some synapses 
are simultaneously active, the synapses increase their efficacy (Gerstner W et al., 1995). 
Recent developments have characterized this issue under spike-timing-dependence-plasticity 
(STDP) phenomenon (Abarbanel HDI et al., 2002; Bi GQ and MM Poo, 2001; Markram H et 
al., 1997). In the process of STDP, a synapse is depressed or potentiated according to the 
timing of the presynaptic and postsynaptic neurons. In other words, the timing of the 
presynaptic and postsynaptic neurons can decrease or increase the efficacy of the synapses in 
between. The timing sensitivities are in the order of milliseconds, and usually, the spiking of 
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the presynaptic neuron causes long-term potentiation whereas that of the postsynaptic one 
causes long-term depression. 
Number of works has shown that the existence of STDP enhance the synchronization 
properties of the neural networks. Considering two coupled neurons with STDP, it has been 
shown that this plasticity produces enlarged frequency-locking zones and results in 
synchronization that is more rapid and much more robust against noise than classical 
synchronization arising from connections with constant strength (Zhigulin VP et al., 2003). It 
has also been shown that STDP greatly enhance the coherence of spiking in the network as 
compared to the case of synapses with constant strength (Zhigulin VP and MI Rabinovich, 
2004). Also, the neural synchronization through STDP synapses is more robust to the 
variability of network properties and to the external noise  (Zhigulin VP and MI Rabinovich, 
2004). Here we investigate the influence of STDP on the level of spike synchrony in the 
network of interacting synchronized gamma oscillations. To this end, we consider STDP in 
both excitatory and inhibitory (chemical) synapses. Depending on the relative timings of the 
presynaptic spike at time tpre and the postsynaptic spiking at time tpost, the synapse between the 
presynaptic and postsynaptic neurons is strengthened (Δt = tpost – tpre > τ0) or weakened (Δt < 
τ0). The time-dependence strength of the STDP synapses σ(t) is influenced by tpre and tpost and 
changed by Δσ(t), which is a function of the time difference Δt. We use additive update rule 
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where A+ and A– are the gains, τ0, τ+ and τ– are parameters in milliseconds. 
 Figure 1.47a shows the degree of spike synchrony as a function of the gain A+ (A– = 
A+/2), while the other parameters of the STDP update rule were chosen as τ0 = 3, τ+ = 10 and 
τ– = 20. As it is seen, as A+ increases the spike synchrony is enhanced. This results show that 
in our network, introducing STDP in the excitatory and inhibitory (chemical) synapses 
enhances the ability of the network in spike synchronization. Indeed, in this way the synapses 
adapt their weights based on the timing of the presynaptic and postsynaptic spikes in such a 
way the synchronizability of the network is enhanced. We also investigate the influence of the 
threshold parameter τ0 on the spike synchrony. To this end, we fixed the gains at A+ = 0.006 
and A– = 0.003 and swept over some values of τ0 ( Figure 1.47b). It shows that for some small 
values of τ0 (τ0 = 1~3), by increasing τ0 the spike synchronization gets worse and the efficacy 
of STDP in enhancing the synchronizability of the network is weakened. However, further 
experiments to find the optimal parameters should be performed. 
1.30 Summary 
In this chapter we studied the locally synchronized gamma oscillations. Synchronized 
oscillations in gamma frequency range are thought to be of high importance for binding of 
various types of information in neocortical networks. We constructed a network with a small 
number of neurons, a thalamic-relay neuron (regular spiking), two regular spiking pyramidal 
neurons and two fast spiking interneurons producing synchronized oscillations in gamma 
range of frequencies. There are appropriate electrical connections (between interneurons) and 
some excitatory/inhibitory connections between the elements of this module. These modules 
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were used to construct large networks of interacting locally synchronized gamma oscillators 
where each module oscillates in gamma range and the neurons could have some random 
short- and/or long- range excitatory/inhibitory connections to neurons in the other modules. 
An appropriate measure for quantifying the degree of synchronization between spikes trains 
was introduced. Through some computer simulations the dependence of the population 
synchrony on the parameters of the network such as the probability of short-range electrical 
coupling between neighboring interneurons, the probability and strength of short-range 
inhibition of interneurons, the probability and strength of short- and long- range excitatory 
connections from pyramidal neurons to other neurons in the network, the mismatch in the 
parameters of the Hindmarsh-Rose neuron model used as the model of individual neurons, the 
transmission time-delay, and the correlation of inputs of the thalamic-relay neurons, was 
investigated. We showed that the intermodular electrical coupling between interneurons had 
almost no effect on the level of spike synchrony, whereas the excitatory/inhibitory 
connections influenced the level of synchrony. In other words, the synchronization level, 
which can be thought as binding mechanism, could be controlled by interplay between 
excitatory and inhibitory connections. We investigated the effects of parameter mismatch on 
the synchronization and determined the range of mismatch where the network’s synchrony 
was robust in response to that. By correlating the input current injected to the thalamic-relay 
neurons, we investigated the effects of correlated information on the synchronization in 
neocortical networks; the more the correlation of the information passed through the thalamus 
the higher the level of synchrony in neocortical networks. We also investigated the influence 
of transmission time-delay on the synchronization and interestingly obtained a pattern where 
the time-delay could enhance the synchrony. Furthermore, we investigated the effects of the 
degree of variability of the input current injected to the neurons on the level of spike 




Figure 1.47 Degree of spike train synchronization SPY,IN as a function of the parameters of the spike-timing-
dependence-plasticity (STDP) rule (see (6.7) for explanation of the parameters). The time constants of the STDP 
model were chosen as τ+ = 10 and τ– = 20. We set Pel = 0.2 and the other parameters are like  Figure 1.36. The 
neurons receive input currents picked up from a normal distribution with mean value Imean = 3 and standard 
deviation Isd = 0.5. Data shows mean values with the corresponding gray region for the standard deviation over 200 
realizations. 
   
 




   
 




ALPHA RHYTHM AND HYPOFRONTALITY IN 
SCHIZOPHRENIA 
Personal Contribution — The chapter starts with a brief 
introduction to schizophrenia, followed by our original results 
published in Acta Psychiatry Scandinavica (Knyazeva MG, M 
Jalili, R Meuli et al., 2008), where I am the joint first-author with 
Maria G. Knyazeva. The neuropsychological and 
psychopathological assessments have been carried out in 
schizophrenia units of the Psychiatry Department, Lausanne 
University Hospital (Suzie Lavoie, Patricia Deppen, Kim Q. Do 
and Michel Cuénod). EEG data have been collected by Maria G. 
Knyazeva and I’ve done the data analysis.    
 
1.31 Schizophrenia as a brain disorder 
Schizophrenia is perhaps the most overwhelming brain disorder in humankind, which 
is mostly manifesting as auditory hallucinations, paranoid or bizarre delusions or disorganized 
speech and thinking in the context of significant social or occupational dysfunction. The term 
“schizophrenia” is originally a Greek word meaning “split mind”. About 1% of the population 
worldwide suffer from different levels of schizophrenia where men are slightly affected more 
than women (Kandel ER, 2000). Additionally, another 3% of the population has 
schizophrenia-type personality disorders. Schizophrenia is the fourth leading cause of 
disability in the developed counties for people at the age of 15-44. It is a devastating illness 
resulting in significant costs. The overall cost of schizophrenia in the US was estimated to be 
$62.7 billion in 2002, with $22.7 billion excess direct health care cost (Wu EQ et al., 2005). 
The indirect excess cost due to unemployment is the largest component of overall 
schizophrenia excess annual costs. It is generally estimated that today only approximately 10-
15% of schizophrenic people are able to maintain full-time employment of any type (Wu EQ 
et al., 2005). Schizophrenia usually starts between the late teens and the mid 30s, and is rarely 
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observed prior to adolescence or later in life. It usually happens a few years earlier in men 
than in women. It often starts gradually manifested by negative symptoms such as social 
withdrawal, outbursts of anger, and loss of interest in school or work. Negative symptoms 
tend to predominate in men, whereas depressive episodes, paranoid delusions, and 
hallucinations tend to predominate in women. The disease usually persists for a life-time. 
Some patients appear to experience a relatively stable course, whereas others show a 
progressive worsening associated with severe disorder. 
It has been suspected for over many years that schizophrenia and bipolar disorder are 
disorders of brain. In 1837, Dr. Browne, one of the best-known psychiatrists of his period 
generation, wrote: “Insanity, then, is inordinate or irregular, or impaired action of the mind, of 
the instincts, sentiments, intellectual, or perceptive powers, depending upon and produced by 
an organic change in the brain.” In that same year, Dr. Brigham, one of the founders of 
American psychiatry, also wrote: “Insanity is now considered a physical disorder, a disease of 
the brain.” Since the early 1980s, with the availability of sophisticated various brain imaging 
techniques and other developments in neuroscience, the evidence has become overwhelming 
that schizophrenia is a disorder of the brain. The causes of schizophrenia are not exactly 
known. Additional research done during the past two decades has shown that schizophrenia is 
caused by a combination of genetic or biological predisposition as well as other factors such 
as prepregnancy factors, pregnancy stress, other prenatal factors, social stress, family stress or 
environmental stressors during a person's life. Genetic factors are important in the course of 
the disease and the risk of illness in an identical twin of a person with schizophrenia is 40-
50%. A child of a parent suffering from schizophrenia has a 10% chance of developing the 
illness. The disease is primarily thought to affect cognition, but it also usually contributes to 
chronic problems with behavior and emotion. Social problems, such as long-term 
unemployment, poverty and homelessness are common and life expectancy is decreased in 
such patients; the average life expectancy of people with the disorder is 10 to 12 years less 
than those without, owing to increased physical health problems and a high suicide rate 
(Brown S et al., 2000). It is important for doctors to investigate all reasonable medical causes 
for any acute change in someone’s mental health or behavior. Sometimes a medical condition 
that might be treated easily, if diagnosed, is responsible for symptoms that resemble those of 
schizophrenia. 
1.31.1 Signs and symptoms of schizophrenia 
A schizophrenic person may exhibit different type of symptoms such as delusions, 
auditory hallucinations and disorganized thought. In more severs states of the disease, the 
person might be largely mute, remain motionless in bizarre postures, or exhibit purposeless 
agitation. The first signs of schizophrenia often appear as confusing, or even shocking 
changes in behavior. Coping with the symptoms of schizophrenia can be especially difficult 
for family members who remember how involved or vivacious a person was before they 
became ill. The sudden onset of severe psychotic symptoms is referred to as an “acute” phase 
of schizophrenia. “Psychosis,” a common condition in schizophrenia, is a state of mental 
impairment marked by hallucinations, which are disturbances of sensory perception, and/or 
delusions, which are false yet strongly held personal beliefs that result from an inability to 
separate real from unreal experiences. Less obvious symptoms, such as social isolation or 
withdrawal, or unusual speech, thinking, or behavior, may precede, be seen along with, or 
follow the psychotic symptoms. Some people have only one such psychotic episode; others 
have many episodes during a lifetime, but lead relatively normal lives during the interim 
periods. However, the individual with “chronic” schizophrenia, or a continuous or recurring 
pattern of illness, often does not fully recover normal functioning and typically requires long-
term treatment, generally including medication, to control the symptoms. The frequently used 
symptom scales for schizophrenia is Positive and Negative Syndrome Scale (PANSS) (Kay S 
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et al., 1987) that indeed quantify the severity of the disease. Positive symptoms include 
hearing voices, suspiciousness, feeling under constant surveillance, delusions, or making up 
words without a meaning (neologisms). Patients with negative (or deficit) symptoms have 
some experiences such as social withdrawal, difficulty in expressing emotions (in extreme 
cases called blunted affect), difficulty in taking care of themselves, inability to feel pleasure, 
difficulties in processing of information, in understanding the environment, and in 
remembering simple tasks. 
1.32 Hypofrontality in Schizophrenia 
In 1974 Ingvar and Franzen described the abnormal distribution of regional cerebral 
blood flow in schizophrenia patients (Ingvar DH and G Franzen, 1974). It was characterized 
by low frontal values and thus by a reduction of the normal anterior-to-posterior gradient. 
Under the name of “hypofrontality” this phenomenon turned out to be one of the most 
intriguing findings in the neurobiology of schizophrenia. Much of what we know about 
hypofrontality in schizophrenia comes from imaging studies, which measured cortical 
metabolism or activation with Positron Emission Tomography (PET) or functional Magnetic 
Resonance Imaging (fMRI) methods (Andreasen NC et al., 1992; Semkovska M et al., 2001; 
Velakoulis D and C Pantelis, 1996). Despite a number of studies that failed to replicate the 
phenomenon (for discussion see (Gur RC and RE Gur, 1995; Weinberger D and K Berman, 
1988; Williamson P, 1987)), meta-analyses of more than a hundred reports published between 
1974 and 2004 confirmed the reality of resting and task-related hypofrontality in 
schizophrenia (Glahn DC et al., 2005; Hill K et al., 2004). More recent neuroimaging studies 
also provide evidence supporting abnormally low anterior-to-posterior gradients in 
schizophrenia (Hoshi Y et al., 2006; Molina V et al., 2005; Molina V et al., 2007; Pae CU et 
al., 2004; Snitz BE et al., 2005). 
Based on these observations of absolutely or relatively decreased (pre)frontal activation 
in schizophrenia, one might expect associated changes in Electroencephalography (EEG) and, 
in particular, in alpha activity. Indeed, in normal adults, EEG/fMRI and EEG/PET co-
registration studies consistently demonstrate an inverse relationship between the subjects’ 
alpha power in population analysis (or its temporal fluctuations in individual analysis) and 
regional cortical activation or metabolism (for review see (Salek-Haddadi A et al., 2003)). 
Such a link was shown for occipital (de Munck JC et al., 2007; Feige B et al., 2005; Goldman 
RI et al., 2002; Goncalves SI et al., 2006; Moosmann M et al., 2003; Sadato N et al., 1998), 
parietal (de Munck JC et al., 2007; Goncalves SI et al., 2006; Laufs H et al., 2003), and 
sensorimotor (Oishi N et al., 2007) cortices. Therefore, in the eyes-closed resting state (a 
paradigm used in the majority of combined EEG/FMRI studies), alpha activity is related to 
regional deactivation and reduced metabolism. Considering these relationships, it seems 
reasonable to expect that the decreased prefrontal metabolism in schizophrenia should be 
linked to increased power in the alpha frequency range over anterior brain regions. However, 
the existing EEG literature suggests that, if any difference exists, it consists instead in a 
decreased power in the schizophrenia patients compared to controls (Alper K, 1995). Indeed, 
a diffuse decrease in alpha power was frequently reported in schizophrenia patients either 
compared to controls (Alper K, 1995; Begić D et al., 2000; Fenton GW et al., 1980; Mientus 
S et al., 2002; Shagass C et al., 1982; Sponheim SR et al., 1994), or related to negative 
symptoms (Merrin E and T Floyd, 1996; Sponheim SR et al., 2000), or else to schizophrenia 
type (Miyauchi T et al., 1996). However, increased alpha power was occasionally observed 
(Gattaz WF et al., 1992; Kahn EM et al., 1993; Miyauchi T et al., 1996), and some studies 
failed to demonstrate differences in alpha power between schizophrenia patients and controls 
(Karson CN et al., 1987; Knott V, A Labelle et al., 2001; Winterer G et al., 2001). 
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Among the issues that fuel this controversy, the complex nature of alpha rhythm is an 
important one. On one hand, experimental and modeling studies show that the most probable 
sources of alpha oscillations, recorded with non-invasive surface EEG techniques, are dipole 
layers distributed predominantly in extensive gyral crowns (Nunez P and R Srinivasan, 2006; 
Nunez P et al., 2001). On the other hand, according to the electrophysiological experiments in 
animals (Hughes SW and V Crunelli, 2005; Lopes da Silva FH et al., 1980) and neuroimaging 
studies in humans (de Munck JC et al., 2007; Feige B et al., 2005; Goldman RI et al., 2002; 
Goncalves SI et al., 2006; Sadato N et al., 1998), cortically generated alpha activity is 
modulated by the thalamus. These two main contributors to alpha activity provide various 
effects at local, regional, and global scales (Goldman RI et al., 2002; Nunez P and R 
Srinivasan, 2006; Ohmoto T et al., 1978; Schreckenberger M et al., 2004). Hence, considering 
presumed cortical and thalamic abnormalities in schizophrenia (reviewed in (Andreasen NC, 
1997; de Haan L and JM Bakker, 2004; Lewis D and P Levitt, 2002; Wong AH and HH Van, 
2003)), the alpha rhythm changes associated with this disease are likely to have a 
multifactorial nature and a distributed pattern, whose analysis calls for whole-head EEG 
mapping. However, by and large, previous studies reported findings obtained with 
conventional EEG techniques, sometimes limited to 3-4 electrodes located over an a priori 
defined region of interest. While being justified for screening large populations of 
schizophrenia patients, such an approach has a very limited capacity for understanding the 
pathophysiology of the disease. 
In this chapter we revisit the relationship between hypofrontality in schizophrenia and 
the EEG alpha rhythm. We hypothesize that the phenomenon of hypofrontality is bound to be 
reflected in an increase of the alpha rhythm power over the prefrontal brain regions, though 
this regional effect can be masked by global power changes. To reveal both global and 
regional changes related to schizophrenia, we follow a topographical approach based on 
multichannel EEG. In particular, we apply EEG power measures that are tuned for regional 
surface mapping in combination with power measures that allow evaluation of global effects. 
The analysis indeed confirms our hypothesis by revealing both global (power decrease) and 
regional (relative power increase over the anterior cortex) phenomena specific to the alpha 
band in schizophrenia patients. Finally, with a correlation analysis, we show how the 
abnormal EEG power topography is linked to the clinical picture of schizophrenia. 
The aim of this study is to reveal the EEG correlates of resting hypofrontality and, in 
particular, to revisit its relationship with the alpha rhythm by using a new parameterization of 
the multichannel EEG capable of distinguishing between regional and global changes related 
to schizophrenia. 
1.33 Subjects and EEG recording 
1.33.1 Subjects 
Fourteen patients with mean age of 32.8 ± 9.8 with schizophrenia or schizoaffective 
disorder were recruited from the in/outpatient schizophrenia units of the Psychiatry 
Department, Lausanne University Hospital. The group included 11 men and 1 lefthander. All 
diagnoses were made according to DSM-IV criteria on the basis of the Diagnostic Interview 
for Genetic Studies (DIGS) (Nurnberger JJ et al., 1994), or by a consensus of two experienced 
psychiatrists after a systematic review of medical records. The illness duration was 10.4 ± 7.2 
years. Patients with a history of neurological illness or head trauma, with mental retardation 
(IQ below 60), or with a diagnosis of drug/alcohol dependence or abuse were excluded. 
Twelve of them were receiving antipsychotic medication (11 atypical, 1 typical), one was 
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drug naïve, and one drug free for two years. Additional evaluations of psychopathology in 
patients included the PANSS (Kay S et al., 1987), which assessed the presence of symptoms 
within the same week as the first and the second EEG measurements. For getting the scores of 
Positive Syndromes (PS) the items such as Delusions, Conceptual Disorganization, 
Hallucinatory Behavior, Excitement, Grandiosity, Suspiciousness/Persecution and Hostility 
were tested. The test sheet for examining the Negative Syndromes (NS) included the 
following items: Blunted Affect, Emotional Withdrawal, Poor Rapport, Passive Pathetic 
Withdrawal, Difficulty in Abstract Thinking, Lack of Spontaneity and Flow of Conversation 
and Stereotyped Thinking. Finally, the General Psychopathology (GP) scale was obtained by 
determining the score of the schizophrenic subjects on the following items: Somatic Concern, 
Anxiety, Guilt Feelings, Tension, Mannerism and Posturing, Depression, Motor Retardation, 
Uncooperativeness, Unusual Thought Content, Disorientation, Poor Attention, Lack of 
Judgment and Insight, Disturbance of Volition, Poor Impulse Control, Preoccupation and 
Active Social Avoidance. Additionally, the appropriate tests to determine the corresponding 
Liddle factor (Liddle PF, 1987) for each patients were carried out. As a results, the scores for 
Liddle Factor 1 (L1), reality distortion that has its neurological basis in the medial temporal 
lobe, Liddle Factor 2 (L2), psychomotor poverty associated with dysfunction of the left dorso-
lateral prefrontal cortex, and Liddle Factor 3 (L3), disorganization associated with 
dysfunction of the right ventral prefrontal cortex, (Liddle PF, 1987) for each patient were 
determined. The demographic data of the schizophrenia patients is summarized in the Table 
7.1. 
Fourteen healthy control subjects (mean age 33.9 ± 9.9) without known neurological or 
psychiatric illness or trauma and without substance abuse or dependence matched the patients 
for age, gender, and handedness. Eight controls were included based on the DIGS interview, 
and six controls based on the Symptom Checklist (Derogatis L et al., 1973). All participants 
were fully informed about the study and gave written consent. All the procedures conformed 
to the Declaration of Helsinki (1964) by the World Medical Association concerning human 
experimentation and were approved by the local ethics committee of Lausanne University. 
Table 7.1 The table shows the demographic data of schizophrenia patients including age, length of illness, 
diagnosis, sex, Positive Syndrome Scale (PS), Negative Syndrome Scale (NS), General Psychopathological Scale 
(GP), Liddle Factor 1 (L1), Liddle Factor 2 (L2), Liddle Factor 3 (L3) and a parameter representing the medication 
effects (dose of the drugs used by each patient). 
schizophrenia 
Subjects 
Age Length of 
illness
Diagnosis Sex PS NS GP L1 L2 L3 Dose of 
drug
SZ1 34.5 10 schizophrenia M 21 21 31 19 20 10 2 





M 18 18 39 14 17 9 0 
 
SZ 3 47.4 14 schizophrenia M 12 21 38 10 21 8 2 
SZ 4 32.9 10 schizophrenia M 15 19 39 13 23 5 2 
SZ 5 35.3 14 schizophrenia F 15 20 31 14 18 8 2.2 
SZ 6 32.5 4 schizophrenia M 17 11 28 14 9 7 0 
SZ 7 47.3 
 
29 schizophrenia affective, 
depressive
M 17 16 36 13 12 11 4.6 
 
SZ 8 32.2 9 schizophrenia M 14 20 34 11 19 11 2.7 
SZ 9 29.8 7 schizophrenia M 7 13 24 6 12 6 4 
SZ 10 31.9 15 schizophrenia F 13 18 29 14 20 4 4 
SZ 11 27.0 0 schizophrenia F 20 17 42 N/A N/A N/A 4 
SZ 12 18.4 6 schizophrenia M 15 25 37 15 27 7 5.3 
SZ 13 20.5 4 schizophrenia M 11 11 23 6 9 7 4 
SZ 14 23.0 0 schizophrenia M 10 16 35 N/A N/A N/A 1.0 
1.33.2 EEG recording and pre-processing 
The EEG data were collected in a semi-dark room with a low level of environmental 
noise while each subject was sitting in a comfortable chair. The subjects were instructed to 
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stay relaxed and motionless with eyes closed for 3-4 minutes. The resting state EEGs were 
recorded with the 128-channel Geodesic Sensor Net (EGI, USA). All the electrode 
impedances were kept under 30 kΩ; the recommended limit for the high-input-impedance 
EGI amplifiers is 50 kΩ. To keep the quality of recording under steady watch and to control 
vigilance in the subjects, the on-going EEG tracings were constantly monitored. The 
recordings were made with vertex reference using a low-pass filter set to 100 Hz. The signals 
were digitized at a rate of 1000 samples/s with a 12-bit analog-to-digital converter. They were 
further filtered (FIR, band-pass of 1–70 Hz, notch at 50 Hz), re-referenced against the 
common average reference, and segmented into non-overlapping epochs using the NS3 
software (EGI, USA). 
Artifacts in all channels were edited off-line: first, automatically, based on an absolute 
voltage threshold (100 μV) and on a transition threshold (50 μV), and then by thorough visual 
inspection, which allowed us to identify and reject epochs or channels with moderate muscle 
artifacts not reaching threshold values. The optimal artifact processing strategy depends on 
the nature of the EEG features under analysis. Since interpolation adds a common component 
to signals at different electrodes, it may artificially increase synchronization measures. 
Therefore, we took a conservative approach by excluding from further analysis the sensors 
that recorded artifactual EEG in at least one subject. Finally, 100 sensors were used for 
further computation. Data were inspected in 1-second epochs and the number of artifact-free 
epochs entered into the analysis was 185 ± 51 (first EEG) and 164 ± 35 (second EEG5) for the 
schizophrenia patients, and 195 ± 45 for the normal control subjects. Any estimates of 
synchronization depend on the EEG reference (Nunez P et al., 1997). For the dense array 
EEG, the common average reference was shown to be an optimal choice (Knyazeva MG et 
al., 2006). Furthermore, in our recent studies we demonstrated that interhemispheric 
coherence computed for common average reference EEG signals reliably correlates with the 
fMRI activation of neural assemblies presumably involved in synchronized activity 
(Knyazeva M et al., 1999; Knyazeva MG et al., 2006). 
1.34 Analysis tools 
1.34.1 EEG power analysis 
To address the EEG changes related to schizophrenia at different spatial scales, we 
applied three measures of EEG power; one of them being a global (cumulative) measure and 
the other two sensor specific, hence resulting in a whole-head topography. The global EEG 
power measure was the subjects’ absolute power averaged across the sensor montage (AAP), 
which we considered an index of general (diffuse) changes in EEG power. The topography of 
global changes in EEG power has been addressed via the maps of absolute EEG power (AP). 
For each subject they were computed as follows. First, for each sensor and epoch the power 
spectral density (PSD) was computed by means of Welch's averaged modified periodogram 
(Welch P, 1967) with 50% overlapping smoothing windows of 0.125 second each. The PSDs 
were calculated with frequency resolution of 0.125 Hz. Then, these resulting PSDs were, first, 





5 The data of second EEG are used in the next chapter for analyzing the temporal stability of the local 
synchronization-map in schizophrenia. 
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averaged across all epochs and then integrated over the delta (1-3 Hz), theta (3-7 Hz), alpha 
(7-13 Hz), beta (13-30 Hz), and gamma (30-70 Hz) bands, and over the entire EEG frequency 
range (1-70 Hz). Although our hypothesis is focused on the alpha band, the analysis of the 
EEG power in all conventional bands together with the broad-band EEG allows us to specify 
the frequency range of EEG alterations in schizophrenia. Finally, we analyzed the topography 
of regional (mesoscale) changes in EEG power via maps of relative EEG power (RP), 
obtained by referencing each subject’s AP map to his/her equipotential surface. That is to say, 
for each subject the RP map was obtained by subtracting the subject’s AAP from his/her 
individual AP map. To address schizophrenia-related changes in EEG power, the individual 
AP or RP maps and AAP values were collected into two groups (schizophrenia patients and 
controls) consisting of 14 members each. Afterwards, the significant differences between 
schizophrenia patients and controls in each of the three EEG power measures were assessed 
through statistical testing. 
1.34.2 Linear discriminant analysis 
In order to test to what extent the peculiar features that emerged from the EEG power 
analysis distinguish schizophrenia patients from healthy control subjects, we used them in a 
linear discriminant analysis (Bishop CM, 2006). In particular, the two distinctive traits of the 
RP landscapes (see Results) were used for tuning a Fisher’s linear discriminator. Given the 
small number of available subjects, the statistical validation of the discriminator was 
performed by means of the leave-one-out cross-validation algorithm. That is, the 
discriminator was tuned and evaluated for the number of subjects (28 times). Each subject, 
one by one, was iteratively left out during the tuning and used for evaluating the 
discriminator. The accuracy of the discriminator was computed as the proportion of the total 
number of classifications that was correct (Bishop CM, 2006). 
1.34.3 Correlation analysis 
To assess whether the abnormalities in the EEG power topography are related to the 
clinical picture in schizophrenia patients, the three EEG power measures (AP, RP, or AAP) 
were correlated with the scores from the General Psychopathology Scale (GP), Positive 
Symptom Scale (PS), Negative Symptom Scale (NS), and with the chronicity (duration of the 
illness). More precisely, the patient variation in each of the EEG power measures with respect 
to the control group was determined by subtracting (sensor-wise for the two topographies) 
from the patient measurement the corresponding group-averaged measurement of the whole 
control group. The resulting values were correlated with the clinical scores by means of the 
Pearson Product Moment Correlation, which gave the correlation coefficient (r) and the 
corresponding statistical-significance level (P). To account for the effects of drugs (treatment) 
used by each patient, the correlation values were partialized to this drug effects (doses of the 
drugs used by each patient). For the two topographies, to account for multiple comparisons, 
the statistical significance was corrected according to the BH false discovery rate method 
(Benjamini Y and Y Hochberg, 1995), as explained in the Statistical analysis section. 
1.34.4 Statistical analysis 
Schizophrenia-related differences in the three EEG power measures were assessed via a 
statistical comparison between the patient and control groups. Since an assumption of a 
normal distribution of the EEG power data is not justifiable, the statistical comparisons were 
performed via the permutation version of Student’s t-test (Higgins JJ, 2004). This test consists 
of a t-test where the reference statistic distribution is not assumed to be Gaussian, but is 
obtained empirically via random permutation of the data. Here, we considered 5000 
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permutations. For each of the considered EEG power measures, by means of the t-test we 
assessed whether the means of the two matched populations (controls and patients) were 
different or not, determining also whether the mean of the patients’ population was 
significantly higher or lower than that of the controls’ population. 
The AP/RP topographies were compared sensor-wise (independently for each sensor); 
hence, in order for the comparison maps to have statistical sense as a whole, the P-values of 
each comparison needed to be corrected for multiple comparisons. The main source of 
correlation between data (inducing false discoveries) is due to the volume conduction effects, 
as a result of which the EEG signals recorded by neighboring sensors have some common 
information (Nunez P and R Srinivasan, 2006). To counteract this phenomenon, we corrected 
the P-values according to the BH false discovery rate method (Benjamini Y and Y Hochberg, 
1995). More precisely, for each comparison (i.e., each sensor), we took into account the 
uncorrected P-values of its first-order neighborhood ( Figure 1.48). The BH-corrected 
significant P-values were verified to have P < 0.05 at least. All the computations were 
performed within the MatLab environment. 
 
Figure 1.48 Head diagram of EEG sensor positions and labeling. The diagram shows the correspondence between 
the high-density 129-channel Sensor Net (EGI, Inc.) and the International 10-10 System. The Sensor Net locations 
that match the positions of International 10–10 system are labeled. The 10-10 System names are followed by the 
numbers of the Sensor Net. The sensors corresponding to the 10-20 System (presented in all the maps hereafter) 
are in bold. The gray background highlights all the sensors included in the analyses. The sensor locations encircled 
in green exemplify the first and second neighborhoods for the sensor encircled in brown (sensor 73). The first-
order (the second-order) neighborhood of each sensor is defined as the set of sensors that can be visited from the 
parent sensor with only one (two) step(s), where a step is a (gray) line between two sensors. 
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1.35 Results 
1.35.1 Absolute EEG power in schizophrenia patients 
We have found that, in general, EEG power is reduced in the schizophrenia patients 
compared to the control subjects (Table 7.2). The effect is highly significant for the broad-
band AAP (P = 0.001). The breakdown of the AAP data into conventional EEG bands 
showed that there are two bands, namely, alpha (P = 0.0002) and beta (P = 0.0006), that most 
significantly contribute to this effect. To clear up whether these AAP differences are due to 
diffuse or regional EEG changes, we performed AP surface mapping.  Figure 1.49A shows the 
broad-band (1-70 Hz) AP averaged over the groups of schizophrenia patients and controls, as 
well as the difference map presenting the topography of AP changes in the patients. As can be 
seen from the difference map, the vast majority of sensors (95%) showed a significant 
decrease of AP (P < 0.05, BH-corrected). This diffuse topography is fully replicated in the 
alpha and beta-bands, but is less pronounced in other bands ( Figure 1.49B). The largest 
clusters that fail to demonstrate significant differences include the frontal ones in the delta and 
theta bands, parietal and occipital clusters in the theta- and gamma-bands, and the right 
temporal cluster in the gamma-band. However, with a more liberal level of significance (P < 
0.1, BH-corrected) the same trend of the AP decrease is true nearly for all sensors (95%). 
Therefore, in schizophrenia patients, the analysis of absolute power has revealed its 
generalized decrease clearly visible in the broad-band EEG. The alpha and beta frequency 
bands predominantly contribute to this effect. 
1.35.2 Inferring EEG power topography in schizophrenia patients 
The strong AP effects at a global scale described in the previous paragraph might well 
mask the regional landscape features in schizophrenia patients. To remove these global 
effects, we subtracted the individual AAP from the AP of each sensor. The resulting RP maps 
are shown in  Figure 1.50. Let us first consider the broad-band EEG maps ( Figure 1.50A). 
Although the RP landscapes, shown separately for patients and controls, point to reduced 
inter-regional differences in the schizophrenia compared to the control subjects, the difference 
map provides a clue rather than a clear support for this observation. Indeed, only two small 
clusters (each of two sensors) show significant between-group differences. These are the right 
prefrontal cluster, with increased RP, and the midline parietal cluster, with reduced RP. The 
spectral breakdown of the map is shown in  Figure 1.50B. Note that only the significant 
changes at P < 0.05 (BH-corrected) are depicted in red or in blue. In contrast to the AP 
difference maps, which have a diffuse topography similar across all the bands studied, the RP 
landscapes appear to be frequency- and region-specific. While both slow (delta and theta) and 
fast (gamma) frequency bands show no significant differences over the entire head surface, 
the alpha-band landscape clearly differentiates the schizophrenia patients from controls. Its 
main feature is a significant increase in RP over the entire anterior brain region (P < 0.05, 
BH-corrected). The RP decrease over posterior regions is mostly pronounced over the midline 
occipito-parietal and left parieto-temporal regions (P < 0.05, BH-corrected). A shadow of 
these effects can be seen in the beta-band as well. That is, the two small frontal clusters (the 
right and midline sensors close to F8 and Fz, respectively) show an increase, while the two 
posterior clusters (around P7 and P8) show a decrease of RP in schizophrenia patients           
(P < 0.05, BH-corrected). 
To assess to which extent these features (relative increase of power in the anterior 
region and relative decrease of in the posterior area) are peculiar to schizophrenia patients and 
how they are distributed among them, we performed a simple linear discriminant analysis. 
That is, we considered the following schizophrenia-related features to be potential 
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discriminators between schizophrenia patients and healthy controls: the RP averaged over 
anterior sensors showing the schizophrenia-associated increase in power (red regions on the 
map of alpha rhythm,  Figure 1.50B), and the RP averaged over posterior sensors showing its 
decrease in schizophrenia patients (blue regions on the same map). The one-leave-out cross-
validation algorithm was used to tune the discriminator. The simple linear discriminator 
classified 89% of the subjects into the right groups ( Figure 1.51). Only one schizophrenia 
patient and two control subjects were misclassified, highlighting that indeed these two 
features are significantly common across the schizophrenias patients and uncommon across 
the controls. 
Table 7.2 Sensor-averaged absolute power in controls and patients and its correlations with PANSS and chronicity. 
First column: spectral breakdown bands. Second and third columns: average absolute power (AAP) in SZ patients 
and controls (mean ± standard deviation). Fourth column: P-values (permutation Student’s t-test) for the statistical 
significance of the between-group differences. Fifth to eighth column: Pearson’s correlation coefficients (r) of 
AAP changes with PANSS and with the duration of illness in SZ patients supplemented by their statistical 
significance (P). Bold numbers refer to the cases where P ≤ 0.05. 
EEG band AAP in 
Patients 




r  (P) 
with GP 
r  (P) 
with NS 
r  (P) 
with PS 
r  (P) with 
chronicity 
1-70 Hz 21.87±21.11 47.31±19.21 0.0010 -0.21 (0.52) -0.16 (0.61) -0.48 (0.10) -0.55 (0.04) 
δ: 1-3 Hz 5.05 ± 5.99 9.36 ± 4.26 0.0234 0.09 (0.78) 0.14 (0.56) -0.32 (0.28) -0.53 (0.045) 
θ: 3-7 Hz 2.94 ± 3.95 4.76 ± 2.24 0.0602 -0.14 (0.67) -.08 (0.72) -0.38 (0.17) -0.57 (0.045) 
α: 7-13 Hz 7.79 ± 8.71 21.34±12.06 0.0002 -0.55 (0.04) -0.48 (0.07) -0.51 (0.05) -0.47 (0.08) 
β: 13-30 Hz 2.39 ± 1.87 4.96 ± 2.34 0.0006 -0.22 (0.47) -0.11 (0.72) -0.39 (0.16) -0.08 (0.81) 
γ: 30-70 Hz 0.91 ± 1.34 2.22 ± 2.02 0.0324 0.12 (0.71) -0.01 (0.97) -0.37 (0.19) -0.65 (0.015) 
 
Figure 1.49  Whole-head absolute power maps for schizophrenia patients and controls. A. On the left, the group-
averaged maps of absolute power (AP) for the broad-band (1-70 Hz) resting EEG are presented separately for 
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patients and controls. On the right, a difference map shows the significant (P < 0.05, BH corrected) changes in the 
patients’ AP map vs. controls’ AP map. In blue (red) regions the power in patients is significantly lower (higher) 
than that of in controls; in gray regions there are no significant differences. B. Spectral breakdown of the 
difference AP map into the conventional EEG frequency bands including delta (1-3 Hz), theta (3-7 Hz), alpha (7-
13 Hz), beta (13-30 Hz), and gamma (30-70 Hz).  
 
Figure 1.50 Whole-head spatially relativized power maps for schizophrenia patients and controls. A. On the left, 
group-averaged maps of relative power (RP) for the broad-band (1-70 Hz) resting EEG are shown for patients and 
controls separately. On the right, a difference map of the significant (P < 0.05, BH corrected) changes in the RP 
patients’ map vs. the controls’ map. B. Spectral breakdown of the RP difference map into the conventional EEG 
frequency bands. Other conventions are as in  Figure 1.49. 
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Figure 1.51 Linear discrimination of subjects via the features of spatially relativized power. Linear discrimination 
of subjects according to the alpha-band features that emerged from the RP analysis ( Figure 1.50B). The feature 
coordinates are: abscissa – average RP across the posterior sensors showing a decrease of RP in schizophrenia 
patients (blue regions in the map for alpha-band in  Figure 1.50B); ordinate – average RP across the anterior 
sensors showing an increase of RP in schizophrenia patients (red region in the same map). Subjects whose EEG 
parameters fall on the left (right) of the discriminating line are classified as schizophrenia patients (controls), 
accordingly. The coordinates in the features space are designated with circles for schizophrenia patients and with 
crosses for controls.  
1.35.3 Correlation of EEG power topography with schizophrenia symptoms 
and chronicity 
On the assumption that the EEG power features differentiating schizophrenia patients 
from controls are linked to the pathological process, we hypothesized a correlation between 
the severity of the clinical schizophrenia-symptoms and the magnitude and direction of the 
power changes. The correlation analysis of the AAP abnormalities in the schizophrenia 
patients resulted in a surprising finding. In spite of the similarity of AAP changes in broad-
band EEG and across frequency bands, none of them except those in the alpha-band 
correlated with the clinical picture (Table 7.2). This result, together with the fact that the 
abnormal RP landscape is limited to the alpha-band too, justified focusing further analysis on 
the alpha-band. 
In line with the global character of the AP changes, the respective correlation maps 
( Figure 1.52) have a diffuse pattern. The inverse correlations of PANSS ratings with negative 
changes of AP mean that the more severe symptoms of schizophrenia are linked to the greater 
reduction in EEG power. The significant correlations are the most widespread for the GP and 
NS (54% and 38% of sensors, respectively), and limited to the bilateral temporo-parietal, 
central, and midline frontal regions for the PS (32% of sensors). The characteristic r values 
are –0.62 ± 0.10 for GP, –0.56 ± 0.07 for PS, and –0.54 ± 0.06 for NS scale.  
The correlation maps for the RP changes show the overall pattern with direct 
correlations over anterior brain regions and inverse correlations over posterior ones ( Figure 
1.52) that resembles the alpha-band RP difference map. In particular, out of the sensors with 
direct correlations, 79% for the GP (r = 0.56 ± 0.05), 73% for the NS (r = 0.53 ± 0.04), and 
54% (r = 0.55 ± 0.06) for the PS scale overlap the anterior cluster with significantly increased 
RP. For sensors with inversed correlations in the posterior region, the respective numbers are 
38% (r = –0.51 ± 0.02), 33% (r = –0.52 ± 0.03), and 25% (r = –0.52 ± 0.01). 
Finally, we examined the moderating effect of chronicity ( Figure 1.53). For AP power 
we obtained only a few significant correlations (r = –0.64 ± 0.07) scattered over sensors’ 
locations and showing that the reduction in absolute power characteristic for SZ patients 
( Figure 1.49) tends to be stronger with increasing the duration of illness. The correlation map 
for spatially relativized alpha power shows a pattern with direct correlations (r = 0.63 ± 0.06) 
over anterior brain regions, 69% of which overlie anterior cluster with increased RP, and a 
small posterior cluster of inverse correlations (r = –0.70 ± 0.09) with only 15% of overlap.  
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Figure 1.52  Correlation between EEG power in alpha-band and schizophrenia symptoms. Topographies of the 
significant correlations partialized to control for the effects of drugs between schizophrenia-associated changes in 
the alpha-band power and schizophrenia symptoms assessed by the General Psychopathology Scale (GP), Negative 
Symptom Scale (NS), and Positive Symptom Scale (PS) are shown. Regions with significant (P < 0.05, BH 
corrected) direct (inverse) correlations are marked in brown (turquoise), respectively. There are no significant 
correlations in the gray regions. 
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Figure 1.53 Effects of chronicity on EEG power in alpha-band. Topographies of correlations partialized to control 
for the effects of drugs between the alpha-band power and the duration of illness are shown using the same 
conventions as in  Figure 1.52. 
1.36 Discussion  
Our results can be summarized as the following main findings. The analysis of the 
surface topography of EEG power reveals the schizophrenia-related abnormalities at different 
spatial scales. The first effect is a global decrease in absolute EEG power robustly manifested 
in the alpha and beta frequency bands as well as in the broad-band EEG. The second effect, 
observed at a mesoscale, is expressed as a relative increase in the alpha power over the 
prefrontal brain regions against its decrease over the postcentral regions. Importantly, not only 
are both effects robust in the alpha band but they are also associated with the schizophrenia 
symptoms in this frequency range. In sum, our findings support the concept of hypofrontality 
in schizophrenia and expose the alpha rhythm as a marker of it. 
1.36.1 Global-scale cortical abnormalities in schizophrenia from EEG 
perspective 
The whole-head decrease of EEG power in schizophrenia patients reported here gains 
support from other EEG studies of schizophrenia (Begić D et al., 2000; Merrin E and T 
Floyd, 1996; Sponheim SR et al., 1994; Stevens JR and A Livermore, 1982). To account for 
this abnormality, let us take a closer look at the neural substrate of resting EEG dominated by 
large-magnitude alpha oscillations. Its most powerful source is the dipole layers of extensive 
gyral surfaces (Srinivasan R et al., 2006). For this type of EEG, local synchronization at the 
macrocolumn scale crucially impacts its amplitude in surface noninvasive recordings (Nunez 
P et al., 2001). Therefore, the abnormalities of cortical circuitry in the schizophrenia cortex, 
such as reduced dendritic arborization of neurons, suggest a plausible mechanism of 
dysconnection that could result in the relatively small alpha amplitude (power) in 
schizophrenia patients. Indeed, neuropil abnormalities in schizophrenia have been observed 
(Black JE et al., 2004; Casanova MF et al., 2005; Garey LJ et al., 1998; Glantz LA and DA 
Lewis, 2000; Selemon LD et al., 2003; Vogeley K et al., 2003); for review see  (Glantz LA et 
al., 2006; Jarskog LF et al., 2007; Selemon L and P Goldman-Rakic, 1999). 
However, the reduced neuropil was predominantly documented for the prefrontal 
cortex, whereas the widespread alpha power reduction suggests circuitry abnormalities across 
the entire neocortex or at least over broad regions defined by the correlation maps in the left 
column of  Figure 1.52. This inconsistency may be apparent rather than real. Indeed, the 
schizophrenia patients with diminished alpha-band power demonstrate brain abnormalities 
including larger ventricles and increased width of cortical sulci in comparison with the 
patients without such an EEG feature (Sponheim SR et al., 2000). Since such structural 
alterations point to an extensive gray matter loss in schizophrenia, they match the hypothesis 
that a widespread intracortical neuropil reduction in schizophrenia is behind the widespread 
alpha power reduction. Furthermore, recent neuroimaging evidence confirms that the 
progressive loss of cortical gray matter, which is compatible both with the neuropil 
hypothesis and with our data, is an extensive phenomenon (Thompson PM et al., 2001; Vidal 
C et al., 2006). The maps of cortical tissue loss in early-onset schizophrenia patients presented 
in these reports include broad regions of temporal cortex, superior parietal, sensorimotor, and 
superior prefrontal cortices that strongly overlap with our correlation maps for the absolute 
power changes. Also, extensive changes in cortical synaptic plasticity in schizophrenia 
   
 
 111  
 
(Stephan K et al., 2006) could lead to cortical circuitry problems with similar impacts on 
EEG. 
Alternatively, the involvement of the reticular activating system in the schizophrenia 
pathological process (Garcia-Rill E, 1997) might be the cause of global flattening of EEG, the 
more so as the hallucinations and disturbances of the sleep-wake cycle and of sensory gating 
inherent in schizophrenia make such a hypothesis quite plausible. Yet if the brain stem 
activating system is involved, then the observed EEG changes might be the consequence of 
hyperarousal. However, our patient group did not exhibit an increase in the higher frequency 
EEG activity characteristic of arousal. Indeed, the reduction in power was even more robust 
across higher frequencies, comprising on average 46% in the delta, 38% in theta, 64% in 
alpha, 52% in beta, and 59% in gamma band. Therefore, even if the reticulo-cortical 
communication was changed in these schizophrenia patients, it did not generate any EEG 
signs of hyperarousal. 
1.36.2 Mesoscale EEG effects in schizophrenia: alpha rhythm as a marker of 
hypofrontality  
The global changes in absolute power discussed in the previous paragraph mask the 
topographical abnormalities in the patients’ EEG rather than reveal them. That is why the true 
landscape characteristics for schizophrenia patients were extracted from the maps of alpha-
band power by referencing them to their mean level in each individual (RP). The group 
difference maps ( Figure 1.50B) clearly show a relative increase in the alpha-rhythm power 
over the (pre)frontal cortex, i.e, the hypofrontal pattern in the schizophrenia patients. In this 
connection, several previously published observations attracted our attention. In particular, 
the alpha band amplitude in the frontal electrodes has been found to be larger in the 
schizophrenia patients compared to the control group and interpreted as an expression of 
frontal dysfunction (Kahn EM et al., 1993). While being an undoubtedly interesting attempt 
to consider the alpha rhythm of EEG a marker of hypofrontality, this report is based on 
conventional monopolar EEG and is not supported by rigorous statistics, which severely 
limits the reliability of its conclusions. However, a more recent analysis of the current density 
distribution by the low resolution brain electromagnetic tomography method also showed 
anteriorization of alpha activity in first-episode schizophrenia patients (Begré S et al., 2003) 
that agrees with our data. 
It should be mentioned that the frontal abnormalities in the other (than alpha) rhythmic 
components of EEG have also been reported. In particular, several EEG studies have shown 
frontal slowing in schizophrenia (Gattaz WF et al., 1992; Knott V, A Labelle et al., 2001; 
Morihisa JM et al., 1983; Morstyn R et al., 1983; Wuebben Y and G Winterer, 2001). Yet 
other researchers have pointed out that the increase in the delta band power is more likely to 
be diffuse than local (Fenton GW et al., 1980; Karson CN et al., 1987), and/or is more 
characteristic for long-stay chronic schizophrenia patients (Fenton GW et al., 1980). In such 
patients the presence of generalized slowing in EEG might depend on the effects of 
medication or of chronicity itself. Turning back to our patient data shown in  Figure 1.49 and 
 Figure 1.50, we see neither diffuse nor regional frontal delta-power increase in schizophrenia 
patients. Moreover, a probable moderating effect of chronicity as seen through correlation 
analysis (Table 7.2) points to the reduction of slow (delta and theta) EEG components with 
increasing duration of illness. 
With respect to the relationship between the EEG delta activity and frontal metabolism, 
the literature is also not univocal. While in normal subjects, delta activity and metabolism are 
positively correlated (Alper KR et al., 2006; Laufs H et al., 2006), in schizophrenia patients, 
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at least one PET study showed their negative correlation in the frontal region (Guich SM et 
al., 1989), while another one revealed a positive correlation (Alper K et al., 1998). Therefore, 
we are inclined to conclude that, although increased delta-power can be an expression of 
frontal lobe dysfunction in a number of schizophrenia patients, it is unlikely that it is the 
general feature of hypofrontality in schizophrenia. 
By contrast, being a prominent rhythmic component of resting EEG, the alpha rhythm 
is proved to be sensitive to the fluctuations of local metabolism even within the normal range. 
Moreover, with our alpha measures we managed to reproduce an important feature of 
metabolic hypofrontality: its progression with the duration of illness (Hill K et al., 2004). This 
suggests that an approach exploiting the alpha rhythm properties potentially can provide a 
sensitive marker of the hypofrontality in schizophrenia. From the neurobiological perspective, 
the distortion of the anterior-to-posterior gradient of alpha rhythm in schizophrenia seems 
quite plausible. In particular, this phenomenon is consistent with the abnormalities of 
thalamic metabolism and of thalamo-cortical circuitry in schizophrenia. Compared to healthy 
subjects, schizophrenia patients have higher relative glucose metabolism in the pulvinar, 
which is connected to many posterior areas, and lower metabolism in the mediodorsal and 
centromedian nuclei of the thalamus, which widely project to the fronto-temporal cortices 
(Hazlett EA et al., 2004). Furthermore, while stronger-than-normal metabolic 
intercorrelations have been shown between the pulvinar and superior temporal, some parietal, 
posterior cingulate, and occipital areas, a metabolic disconnection has been documented 
between the mediodorsal nucleus and widespread frontotemporal cortical regions in 
schizophrenia patients (Mitelman SA et al., 2005). Such metabolic disconnection might be a 
result of the anatomical disconnection. Indeed, a reduced number of neurons in the 
mediodorsal nucleus of the thalamus has been shown in schizophrenia brains (Pakkenberg B, 
1990; Popken GJ et al., 2000). This may lead to the decrease of thalamic input to the cortex 
(discussed in (Innocenti GM et al., 2003)). In turn, relative cortical deafferentation is bound to 
result in autorhythmicity (Niedermeyer E, 1997). Therefore, considering that alpha rhythm 
over the prefrontal cortex is generated by the prefrontal neural networks (Meng NF et al., 
2007; Oishi N et al., 2007; Srinivasan R et al., 2006), such a disconnection would promote 
the relative overproduction of rhythmic activity. 
Therefore, as a whole, our data suggest that the power abnormalities manifested in the 
EEG alpha band originate from several sources. The most plausible causes are the widespread 
abnormalities of local cortical circuitry and the damaged thalamo-cortical circuits. They might 
affect the EEG over anterior brain regions in opposite directions. In particular, thalamo-
cortical deafferentation of prefrontal cortex favors inherent cortical autorhythmicity that 
provokes the hypofrontality phenomenon (increase in the alpha power over the (pre)frontal 
areas), whereas deficient cortico-cortical circuits favor global decrease in EEG power. These 
mechanisms may be affected to a variable extent in different forms of schizophrenia and, 
hence, depending on the patient group composition, be differently manifested in the EEG 
power changes. In this sense, a combination of the global and regional EEG power 
measurements forms a basis for the harmonizing of apparently contradictory evidence about 
the EEG correlates of hypofrontality in schizophrenia. 
1.36.3 Clinical relevance of global and regional abnormalities in alpha power 
The alpha range appears to be the most accurate EEG correlate of schizophrenia 
symptoms. Indeed, in spite of similar reduction in average absolute power (AAP, see Table 
7.2) across frequency bands, only the alpha band correlates with PANSS scales. The patients 
with the greater decrease in EEG average absolute power demonstrate more severe symptoms. 
The maps reveal wide-spread correlation fields for the PANSS. In spite of evident differences 
between the correlation maps across the symptom scales, all of them include the same clusters 
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of sensors over the temporo-parietal and midline frontal regions. The correlation maps for the 
relative power changes reveal direct correlations over the anterior brain regions and inverse 
correlations over the posterior ones, matching the RP difference map (cf.  Figure 1.50 and 
 Figure 1.52) and thus confirming the clinical relevance of the hypofrontality and regionally 
specific changes of cortical networks. Once more, with the exception that the association of 
the RP changes with GP ratings seems to be stronger than with other scales, these correlation 
maps do not differentiate topographically the symptomatic scales used. Such a similarity 
reflects heavy involvement of vast distributed territories in the schizophrenia pathological 
processes. Furthermore, it suggests that some basic properties, which affect divergent aspects 
of human cognition and behavior, are disrupted in the cortical networks. 
Although inverse correlations between the schizophrenia symptoms and the absolute 
alpha power have previously been reported (e.g., (Merrin E and T Floyd, 1996)), in general, a 
comparison of our data with those existing in the literature is hampered, since we present the 
first attempt to analyze the whole-head correlation maps for power measurements from 
dense-array EEG. The published accounts provide only correlations for selected EEG 
derivations. 
Recently the clinical relevance of alpha activity was supported by the study of the 
effects of repetitive transcranial magnetic stimulation in schizophrenia patients (Jin Y et al., 
2006). These patients received repetitive transcranial magnetic stimulation over the 
dorsolateral prefrontal cortex either at individual alpha-peak frequency, or at other 
frequencies. Not only did the stimulation exclusively at alpha-frequencies result in a positive 
therapeutic effect, but also this effect correlated with the individual increase in alpha power. 
Thus, our findings, considered alongside other recent results, suggest that alpha power 
(amplitude) and its anterior-to-posterior gradient are worth examining with yet underutilized 
in psychiatry research modern EEG methods (Bolwig TG, 2008) as an accurate and cost-
effective marker for monitoring the efficiency of SZ treatment.. Experimental designs that 
combine EEG and neuroimaging methods seem to be especially promising for that. 
Furthermore, such parameters as alpha power (amplitude) and its anterior-to-posterior 
gradients are worth examining as potential markers for monitoring the schizophrenia 
treatment efficiency. 
1.37 Summary 
In this chapter we investigated the relation of EEG alpha rhythm and hypofrontality in 
schizophrenia patients. We suggested that the changes of alpha rhythm could be a marker of 
resting hypofrontality in schizophrenia. In particular, we used a combination of power 
measures tuned for regional surface mapping in combination with power measures that allow 
evaluation of global effects. The analysis of the surface topography revealed the 
schizophrenia-related abnormalities at different spatial scales. These were a global decrease in 
absolute EEG power robustly manifested in the alpha and beta frequency bands and a relative 
increase in the alpha power over the prefrontal brain regions against its reduction over the 
postcentral regions. Not only both effects were robust in the alpha band but they were linked 
to the schizophrenia symptoms measured with Positive and Negative Symptom Scales 
exclusively in this frequency range. Our findings support the concept of hypofrontality in 
schizophrenia and expose the alpha rhythm as a sensitive marker of it. 
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DYSCONNECTION TOPOGRAPHY IN SCHIZOPHRENIA 
REVEALED WITH STATE-SPACE ANALYSIS OF EEG 
Personal Contribution — This chapter has been reproduced from 
our paper published in PLoS ONE (Jalili M, S Lavoie et al., 2007). 
We have used the same EEG data used in the previous chapter. My 
contribution was data analysis and the interpretation of the data 
was done mainly by me, Maria G. Knyazeva, Oscar De Feo and 
Martin Hasler.  
1.38 Schizophrenia as a brain dysconnection disorder 
The hypothesis that schizophrenia is a condition characterized by abnormal brain 
integration can be traced back to Bleuler, who emphasized that a splitting of the psychic 
functions (‘loosening of associations’) is a core problem in schizophrenia (Bleuler E, 1911). 
The testable biological counterparts of such a clinical phenomenology of the disorder are 
anomalous structural integrity and/or functional connectivity of the brain. The morphometric 
evidence in favor of the dysconnectivity model of schizophrenia includes subtle but wide-
spread morphological abnormalities observed in postmortem studies. Among supporting 
although indirect findings there are enlarged ventricles (reviewed in (Woods BT, 1998)), 
decreased cortical volume or thickness coupled with increased cell packing density (Cotter D 
et al., 2002; Pakkenberg B, 1987; Selemon LD et al., 1995), and reduced clustering of 
neurons (Beasley CL et al., 2005). The myelin of long-range connecting fibers can also be 
damaged in schizophrenia (Uranova N et al., 2007); also reviewed in (Bartzokis G and L 
Altshuler, 2005; Kubicki M et al., 2007). 
The in vivo neuroimaging studies largely confirm the reduced volume of cortical gray 
matter in schizophrenia. In particular, associative areas including prefrontal, temporal, 
parietal, and limbic cortices are consistently found to be affected (Goldstein JM et al., 1999; 
McCarley R et al., 1999; Takahashi T et al., 2007; Zhou S et al., 2007); for review see (DeLisi 
L et al., 2006; Honea R et al., 2005; Shenton M et al., 2001). In line with this evidence, 
longitudinal studies revealed progressive loss of cortical gray matter in early-onset 
schizophrenia (Greenstein D et al., 2006; Kasai K et al., 2003; Rapoport J et al., 1999; Vidal 
C et al., 2006). A possible interpretation of these structural abnormalities is considered in the 
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neuropil hypothesis (Selemon L and P Goldman-Rakic, 1999), which claims that the 
reductions are caused by the pathological changes in the neuronal architecture and local 
circuitry. Yet the structural abnormalities seem to be quite subtle and were not replicated in a 
number of studies. That gave rise to another dysconnection hypothesis which emphasizes 
aberrant control of synaptic plasticity in schizophrenia (Friston K, 1998; Stephan K et al., 
2006). However, the two hypotheses are not mutually exclusive, and both mechanisms should 
lead to cortical circuitry problems in schizophrenia. 
A necessary link between abnormal circuitry and basic schizophrenia symptoms is 
functional connectivity. Bearing in mind that functional connectivity is different from 
anatomical connectivity (although it is affected by) and following current views, by 
“functional connectivity” we understand cooperation between distributed neural assemblies in 
the brain. A common way of assessing the cooperation among cortical networks is measuring 
their synchronization by means of some deterministic (e.g. phase synchronization) or 
statistical (e.g. correlation) measure. Here, in agreement with deterministic dynamical systems 
theory, synchronization refers to the process by means of which two or more interacting 
subsystems adjust some of their temporal properties, i.e., synchronize their activities 
(Pikovsky A et al., 2003). 
Synchronization as a measure of functional connectivity has been extensively used in 
the EEG studies of schizophrenia. These studies, largely applying bivariate methods, e.g., 
(phase) coherence analysis of time series in pairs of EEG signals, exemplified abnormalities 
in EEG synchronization at rest and during the performance of cognitive tasks (Ford J et al., 
2002; Higashima M et al., 2006; Hoffman R et al., 1991; Norman R et al., 1997; Shaw J et al., 
1983; Spencer K et al., 2003; Uhlhaas PJ et al., 2006). However, the limitations of bivariate 
synchronization analysis inevitably led to the region-of-interest approach that is an analysis of 
several pre-selected pairs of signals. In particular, based on a priori evidence, the 
synchronization abnormalities in schizophrenia were largely tested for the EEG electrode 
pairs located over frontal, temporal, and parietal cortices, whereas reconstruction of the 
whole-head topography of synchronization remained unattainable. Modern multichannel EEG 
techniques, combined with the advances in dynamical systems theory and in signal 
processing, allow a construction of multivariate synchronization measures readily translatable 
into synchronization maps. Indeed, recent work in nonlinear dynamical systems resulted in 
new application-independent multivariate measures of synchronization (Allefeld C and J 
Kurths, 2004; Carmeli C et al., 2005; Stam CJ and BW van Dijk, 2002; Wiesenfeldt M et al., 
2001). Here, we address synchronization phenomena by means of the S-estimator, which, 
initially proposed for an EEG application (Carmeli C et al., 2005), was also successfully 
applied to assess synchronization phenomena within other contexts such as cardio-encephalic-
pulmonary interactions in anesthesia (Oshima K et al., 2006) and athletics 
electrocardiography (Celka P and B Kilner, 2006). 
The S-estimator exploits a theoretical consequence of cooperative (synchronization-
like) phenomena in order to estimate the amount of synchronization within a set of 
measurements of arbitrary cardinality (Carmeli C et al., 2005), i.e., the fact that the portion of 
the visited state-space of two (or more) interacting dynamical systems is smaller than that 
visited by the same putatively non-interacting systems (Boccaletti S et al., 2002). The S-
estimator properties, including robustness with respect to measurement and dynamical noise, 
resiliency and scalability with respect to the number of measurements (channels), and 
sensitivity with respect to the amount of data (the length of measurements), were extensively 
tested (Carmeli C, 2006; Carmeli C et al., 2005). The S-estimator was proved to be a robust 
and easily scalable multivariate measure of synchronization, highly sensitive even with a 
reasonably small amount of data. Hence, it represents a perfectly suitable measure of the 
whole-head synchronization topography. We applied the S-estimator technique to the resting 
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state EEG, used in the previous chapter, with the aim of examining the whole-head landscapes 
of intra- and inter-areal functional connectivity in schizophrenia patients. In this report we 
characterize the topography of the synchronization abnormalities in schizophrenia. 
Furthermore, we show the relevance of this synchronization landscape to the clinical picture 
of schizophrenia. Finally, we discuss our findings within the concept of neurodevelopmental 
dysconnection in schizophrenia. 
1.39 Measure of Synchronization: S-estimator 
The S-estimator exploits a theoretical consequence of synchronization phenomena to 
indirectly assess and quantify the synchronization (cooperativeness) within a set of 
measurements of arbitrary cardinality (Carmeli C et al., 2005). In a network of interacting 
dynamical systems, the observable dimensionality (embedding dimension) of the whole 
dynamical network decreases in consequence of the interactions amongst its elements 
(Boccaletti S et al., 2002). For example, let us consider a very simple dynamical network of 
two planar pendula. According to Newtonian mechanics, each of them has dynamics of 
dimension two, given by their respective positions and velocities. By considering them 
together, the whole network has putative dimension four. However, as already noticed by 
Huygens back in the 17 century (Hugenii C, 1673), if we couple them, they may eventually 
oscillate together (perfectly synchronized). In this case, the “observable” dimensionality of 
the whole network is only two. In fact, of all the possible four-dimensional state combinations 
(positions and velocities of the two pendula), the trajectories of the two synchronized pendula 
visit only the subpart where the two speeds and two positions are equal to each other, which is 
a two-dimensional subset of the whole four-dimensional state-space. 
The S-estimator indirectly measures the synchronization-induced contraction of the 
embedding dimension by determining the dispersion (entropy) of the eigenvalues of the 
correlation matrix of a multivariate set of measurements. In formulae, let us consider a P–
variate time series  
 { }, 1, ,tY t L= =Y K , (8.1) 
where PtY ∈R is the t-th sample observation vector and L is the number of available samples.  
Let us also assume that Y has been mean-detrended and normalized to unitary variance, 
which, without any loss of generality, makes the synchronization measurement independent 




















where λi' = λi/P designates the normalized eigenvalues of the correlation matrix of the 
multivariate time series Y. 
This definition applies when considering the measured time series without any 
embedding (reconstruction of the state-space). However, if we want to account for the state-
space trajectory through a suitable embedding, we need to proceed in two steps: first, we 
reconstruct, from the measured time series, the trajectory of the dynamical phenomena under 
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observation by means of delay embedding (Kantz H and T Schreiber, 2004); second, we 
compute the S-estimator, as defined by (8.2), in the reconstructed (extended) state-space. 
However, in this case a preliminary normalizing step of the correlation matrix is necessary 
(De Feo O and C Carmeli, 2008). As a consequence of (8.2), the S-estimator quantifies the 
amount of synchronization within a data set by implicitly comparing the actual dimensionality 
of the set with the expected full dimensionality of the asynchronous set. To understand how 
the entropy (dispersion) of the eigenvalues of the correlation matrix relates to the 
dimensionality of the dynamical phenomenon behind the observation, it is sufficient to resort 
to linear algebra (Strang G, 2003). In fact, according to the Singular Value Decomposition, 
the eigen-decomposition of the correlation matrix provides a linearly transformed coordinate 
system for the original time series Y. In Principal Component Analysis this new coordinate 
system is used to compute the so-called population of principal components. Indeed, when 
performing principal component analysis, a given multivariate time series is transformed into 
the principal components by a linear transformation that projects the original time series into 
the eigen-base of the correlation matrix of the time series itself. In this new coordinate 
system, each normalized eigenvalue gives the relative importance of its corresponding eigen-
direction, namely how much this eigen-direction (which is one of the system’s dimensions) is 
visited by the observed trajectory (Broomhead D and G King, 1986). 
Consequently, the entropy of the normalized eigenvalues of the correlation matrix 
accounts for how many dimensions are significantly visited by the observed trajectory. 
Indeed, when all the normalized eigenvalues are roughly of the same value (maximal 
dispersion of eigenvalues), all the state-space dimensions are almost equally visited. In this 
case the entropy of the eigenvalues is maximal (close to 1), therefore S is close to 0, meaning 
no contraction of the embedding dimension (that is, no synchronization). Alternatively, when 
all the normalized eigenvalues are roughly 0 and only a few of them are appreciably nonzero 
(minimal dispersion), only a few state-space dimensions are visited. In this case the entropy of 
the eigenvalues is minimal (close to 0), consequently S is close to 1, meaning maximal 
contraction of the embedding dimension, and thus strong synchronization. 
1.39.1 Assessment of the whole-head topography of synchronization 
The changes in the whole-head S-maps associated with schizophrenia were assessed 
through a systematic analysis procedure consisting of three main steps, which are described in 
detail below. 
Normalization. In order to make the synchronization measure independent of the 
relative amplitudes of the signals, the pre-processed (filtered, segmented, and common 
average referenced) EEGs were, first, mean-detrended and normalized to unitary variance. 
Computation of the synchronization topography. For each sensor, the S-estimator has 
been computed epoch-wise over the cluster of locations defined by the sensor itself and the 
surrounding sensors that belong to its first- and second-order neighborhoods (Carmeli C et al., 
2005). Such a cluster (on average about 12 cm wide) is shown in  Figure 1.48 for occipital 
sensor 73. The whole-head maps for individual subjects were acquired by computing the S-
estimator iteratively on a sensor-by-sensor basis. These instantaneous (epoch-wise) S-maps 
were collapsed by averaging across all artifact-free epochs, obtaining in this way a subject’s 
typical whole-head topography of synchronization. To detach the assessment of the S-
landscape from the general (individual) level of synchronization, each map was relativized to 
its average value, i.e., the latter was subtracted from each local S value. Finally, the subjects’ 
relative maps of synchronization were collected into two populations (patients and controls), 
of 14 members each, to be considered in the next step of analysis. 
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Statistical analysis. As follows from its mathematical definition, the values of the S-
estimator are bounded within the interval [0,1], and thus they cannot be normally distributed. 
Since the non-normal distributions are better described by their medians than by their means, 
the medians for the two samples entered into statistical analysis. More precisely, the 
topographies of the two populations were compared sensor-wise by means of the signtest for 
paired samples (Gibbons J and S Chakraborti, 2003). For each sensor, the signtest assessed 
whether the medians of the two matched populations of controls and patients (assumed to 
have arbitrary and continuous distributions) were different or not. In this way we obtained the 
centers of clusters for which the S-estimator of the patients’ population was significantly 
higher or lower than that of the controls’ population. The interhemispheric asymmetry in both 
groups was assessed similarly for each pair of symmetric sensors. 
Since the topographies of the two populations were compared sensor-wise 
(independently for each sensor), in order for the maps to have statistical sense as a whole, the 
P-values of each comparison needed to be corrected for multiple comparisons. As the 
computation of each S-value involved several sensors from the neighborhood (see above), the 
P-values of the sensor-wise comparisons were corrected by means of the BH false discovery 
rate method (Benjamini Y and Y Hochberg, 1995), taking into account the uncorrected P-
values of each sensor’s first- and second-order neighbors. The BH-corrected significant P-
values were verified to have at least P < 0.05. 
All the computations mentioned here and afterwards were performed within the 
MatLab environment: the synchronization was estimated using the S-estimator toolbox 
(available gratis at http://aperest.epfl.ch/docs/software.htm). 
1.39.2 Assessment of temporal stability of the S-maps 
For 10 of the 14 patients the EEG data were obtained during two recording sessions 
with a 2-4 month interval between them. The S-maps for the second EEG were computed 
according to the procedure described above. To test the temporal stability (i.e., repeatability) 
of S-maps, we performed the following three-step analysis. First, the S-maps based on the 
second EEG were compared to the controls’ data, namely to the subgroup of 10 matching 
controls. To this end, we performed the signtest-based procedure as described above. For fair 
assessment of the repeatability of the synchronization pattern, we also recomputed the 
difference S-map based on the first EEG for the same 10 patients. Second, again using the 
signtest-based procedure, we tested whether any particular pattern emerges when comparing 
the patients’ synchronization topography based on the first vs. second EEG. Third, we 
assessed the hypothesis that the topographies based on the first and the second EEG are 
spanned by the same distribution. For that we computed sensor-wise the P-values of the two-
sample Kolmogorov-Smirnov goodness-of-fit hypothesis test (Gibbons J and S Chakraborti, 
2003) and corrected them according to the BH false discovery rate method. Note that, 
although the asymptotic P-values of the Kolmogorov-Smirnov test become very accurate for 
large sample sizes, they are still reasonably accurate for sample sizes N1 and N2 such that 
(N1N2)/(N1+N2) ≥ 4 (Gibbons J and S Chakraborti, 2003), which is indeed the case for our 
sample, where N1 = N2 = 10, and therefore the ratio is 5. 
1.39.3 Correlation analysis 
In order to assess to which extent the abnormalities in synchronization topography are 
related to the clinical picture of schizophrenia, we correlated the changes in S-estimator in 
patients to their scores on the Positive Symptom Scale (PS), the Negative Symptom Scale 
(NS), and the General Psychopathology Scale (GP). More precisely, for each patient we 
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determined the relative quantitative changes of synchronization by subtracting sensor-wise the 
respective control group average from the patient’s average. These values of the quantitative 
changes of synchronization were correlated with the clinical scores by means of the Pearson 
Product Moment Correlation. The BH correction for multiple testing (Benjamini Y and Y 
Hochberg, 1995) was applied to P-values of correlation coefficients. 
For assessing the interhemispheric asymmetry of these correlations, the leave-one-out 
algorithm was used (Bishop CM, 2006). That is to say, the correlation topography was 
determined 14 times, each time dropping one patient and making the calculations for the 
remaining 13 patients. The asymmetry for the resulting 14 correlation topographies was 
assessed with the signtest and BH corrected. 
1.39.4 Comparative analysis of the EEG power and synchronization 
topography 
Though the viable precautions to reduce the effects of volume conduction were taken 
(see EEG recording and pre-processing in the previous chapter and Assessment of the whole-
head topography of synchronization in this chapter), the theoretical possibility that the 
differences between patients’ and controls’ synchronization topographies could be a side 
effect of differences in signal-to-noise ratio, rather than being related to effective 
synchronization, still remains. To figure out whether such a possibility could be the case, we 
compared the topography of quantitative changes in synchronization with the topography of 
quantitative changes in EEG power. To this end, the individual average power topographies 
( Figure 1.49A) were used to compute absolute and relative quantitative changes of power in 
patients. Finally, for each sensor of each patient, we computed the Pearson correlation 
coefficients between the relative changes in EEG power and synchronization. This procedure 
was completely analogous to the one used for assessing the relationships between the 
topographical changes of synchronization and the schizophrenia symptoms.  P-values were 
corrected by means of the BH false discovery rate method (Benjamini Y and Y Hochberg, 
1995). 
1.40 Results 
1.40.1 Mapping the synchronization landscape in schizophrenia patients and in 
controls 
 Figure 1.54 and  Figure 1.55 show group-averaged whole-head S-maps for the broad-
band EEG (1-70 Hz) and for conventional EEG frequency bands including delta (1-3 Hz), 
theta (3-7 Hz), alpha (7-13 Hz), beta (13-30 Hz), and gamma (30-70 Hz). In these maps, the 
S-value (or a significant variation in S-values between patients and controls in the difference 
maps) assigned to a single sensor as a color spot over this sensor represents the 
synchronization of a larger region, an example of which is presented in  Figure 1.48. With this 
in mind, let us consider the S-maps for the broad-band EEG obtained for the groups of 14 
patients and 14 controls ( Figure 1.54A, B). They reveal a distinct pattern of regional 
synchronization in the schizophrenia patients. Indeed, the difference map for the broad-band 
EEG ( Figure 1.54C), where only significant differences (P < 0.05, with BH correction) are 
depicted, confirms this observation. 
The synchronization landscape in schizophrenia is characterized by hyper-
synchronization significant for 3 centro-parietal sensors (corresponding to the C3, CP3, and 
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CP5 locations of the extended 10-20 system) over the left hemisphere and for a large cluster 
of 10 sensors over the right hemisphere. This latter cluster is limited by FC locations 
anteriorly, by C2 and CP2 medially, and by P4-P8 posteriorly, and extends until the last row 
of sensors (T8, TP, and TP10) laterally. Therefore, at rest, synchronization across fronto-
centro-temporal locations in the left hemisphere, and over fronto-centro-temporo-parietal 
locations in the right hemisphere, is higher in schizophrenia patients than in controls. At the 
same time, we found a midline cluster (13 sensors) of hypo-synchronized locations over the 
centro-parieto-occipital region that also distinguishes the patients from control subjects. This 
cluster was located roughly between the coronal C and OP rows and limited laterally by the 
first parasagittal rows of sensors (according to the extended 10-20 system). Considering that 
the second neighborhood covers a territory with a radius of about 6 cm, this cluster represents 
reduced synchronization both between and within hemispheres. 
  
Figure 1.54 Whole-head S-estimator maps for schizophrenia patients and normal controls. Group-averaged maps 
for the broad-band resting EEG (1-70 Hz) are shown for patients (A) and controls (B). C: Difference map, Patients 
vs. Controls. Here and hereafter the clusters of sensors with S-estimator significantly higher or lower in patients 
than in controls are in red or blue, respectively. There are no significant differences in the gray regions. 
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Figure 1.55 Spectral breakdown of the S-estimator data into conventional EEG bands. Group-averaged difference 
S-maps (Patients vs. Controls) are given for the following EEG bands: δ: 1-3 Hz; θ: 3-7 Hz; α: 7-13 Hz; β: 13-
30 Hz; and γ: 30-70 Hz. 
The S-landscapes for separate EEG frequency bands are shown in  Figure 1.55 (all 
differences are significant at least at P < 0.05 with BH correction). In general, the narrow-
band variations between patients and controls follow the pattern revealed for the broad-band 
EEG. Yet the differences are more pronounced for the higher frequency bands (alpha-gamma 
range). This is especially true for the left hemisphere as there is no significant S-increase in 
the delta- and theta-bands. The posterior midline region, characterized by S-decrease, is also 
reduced at low frequencies. Similarly, the frontal right hemisphere cluster close to the midline 
shows an S-increase only across higher frequency bands. Hence, collectively, these facts point 
to the broad-band nature (at least within the range of higher frequencies) of the variation in 
the synchronization landscape in schizophrenia. The S-maps in  Figure 1.54 and  Figure 1.55 
present apparently asymmetric patterns of significant differences between schizophrenia 
patients and controls, which could result from an asymmetric topography of synchronization 
in either group. We tested both possibilities by comparing S-values from symmetric sensors, 
but failed to confirm significant interhemispheric asymmetries for either group (P > 0.05 BH 
corrected). 
1.40.2 Whole-head S-maps in schizophrenia patients: a replication 
In the schizophrenia literature, the resting state EEG is predominantly assumed to be a 
stable individual parameter, the variations of which reflect certain pathological traits in 
schizophrenia. However, the absence of consistency in the results (see Discussion) might be 
attributed to the impact of the situation-dependent EEG features. To test the reliability of the 
S-estimator as a measure of schizophrenia-associated traits, we repeated the EEG recordings 
in 10 patients with 2-4 month intervals. Their group-averaged difference maps (Patients vs. 
Controls) computed for the first and the second EEGs were qualitatively similar ( Figure 
1.56A and  Figure 1.56B). The maps shown in  Figure 1.56C and  Figure 1.56D confirm that 
the deviation in the schizophrenia synchronization topography is a stable feature. Indeed, for 
the vast majority of locations no significant differences (patterns) emerged when comparing 
the patients’ S-maps derived from the first and second EEG sessions ( Figure 1.56C), although 
S-estimator values for two sensors (35 and 38 located near C3 and F7, respectively) varied 
significantly (P ≈ 0.05 BH-corrected). Furthermore, a sensor-by-sensor correlation analysis 
between the matched S-values from the first and second EEG session reported very high 
correlation values (Pearson’s r = 0.789 ± 0.142, P < 0.01 BH-corrected). Finally, according to 
the Kolmogorov-Smirnov test ( Figure 1.56D), patients’ S-values from the two EEG sessions 
are highly likely (P = 0.791 ± 0.129 BH corrected) to belong to the same distribution. 
Interestingly, all the maps in  Figure 1.56 reveal a tendency of the S-estimator to have higher 
temporal stability over the right hemisphere and over the posterior regions. 
1.40.3 Correlation between S-estimator and schizophrenia symptoms 
As the replication experiment showed, the stable features of the synchronization pattern 
in schizophrenia included the hyper-synchronization across the temporal lobes and adjacent 
cortical territories and the hypo-synchronization of the EEG from posterior sensors close to 
the midline. Assuming that these changes are schizophrenia-associated, we hypothesized a 
correlation between the severity of clinical schizophrenia-symptoms and the magnitude and 
direction of S-changes. Therefore, for hyper-synchronized temporal clusters we expected 
direct correlations: the higher the synchronization increase, the greater the symptoms. The 
same logic suggested inverse correlations for a midline cluster of hypo-synchronized sensors. 
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The correlation analysis was performed sensor-by-sensor and included all the sensors used for 
the S-estimator computation. The correlation maps showing sensors for which Pearson’s 
correlations (r) reached a significance level of P < 0.05 (BH-corrected) are presented in 
 Figure 1.57. As can be seen, the sensors having significant direct correlation between S-
changes and total PS scores form two asymmetric clusters that overlap the hyper-
synchronized clusters over the temporal regions shown in the previous figures. Notably, the 
left correlation cluster includes all the sensors with significantly hyper-synchronized EEG, but 
spreads anteriorly much farther, to the sensors of the coronal F-row. Its topography 
reproduced itself well after a 2-4 month period (cf. the “First EEG” and “Second EEG” 
columns in  Figure 1.57). The mean r values for this cluster were 0.62 ± 0.07 for the first EEG 
and 0.57 ± 0.05 for the second one. The cluster of significant correlations in the right 
hemisphere also overlapped the location of hyper-synchronized temporal sensors. Similar to 
the left hemisphere, mean r values for this cluster were equal to 0.57 ± 0.07 for the first EEG 
and to 0.61 ± 0.07 for the second one. 
The correlation maps for the total NS scores also revealed bilateral clusters, but 
repeatable topography was evident only over the right hemisphere. This cluster overlapped 
the hyper-synchronized group of sensors to a great degree for both EEG sessions. The mean r 
values were 0.68 ± 0.08 and 0.59 ± 0.06 for the first and second EEG, respectively. Over the 
left hemisphere, the correlation clusters neither considerably overlapped with the hyper-
synchronized ones nor replicated themselves in the second EEG. GP scores showed a 
somewhat different topography of correlations. Along with bilateral direct correlations (0.56 
± 0.05 and 0.58 ± 0.08 over the left, and 0.58 ± 0.04 and 0.61 ± 0.06 over the right 
hemisphere for the first and the second EEG, respectively) located roughly over the same 
region as shown for PS, we found significant inverse correlations in the hypo-synchronized 
midline region. They point to the fact that the severity of psychopathological problems 
increases with the reduction of the midline synchronization. We replicated this cluster in the 
second EEG and the mean r values for the cluster were, respectively, –0.61 ± 0.09 and           
–0.59 ± 0.07. 
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Figure 1.56  Temporal stability of the S-estimator topography in schizophrenia. Group-averaged difference maps 
(Patients vs. Controls) for the broad-band EEG from ten patients who participated in the first (A) and second (B) 
EEG sessions. C: Difference map between the first EEG vs. second EEG of patients. The regions where the S-
estimator in the patients’ first EEG was significantly higher or lower than that of in the second EEG are in red or in 
blue, respectively. There are no significant differences in the gray regions. D: Map of the likelihood that the 
synchronization estimations from the first and second EEG can be considered stationary according to Kolmogorov-
Smirnov test. The color is inversely related to the probability: the lighter, the more probable. 
Unexpectedly, for each syndrome scale, we also found and replicated a cluster of 
frontal locations with inverse correlations, showing that the milder symptoms correspond to 
greater hyper-synchronization. In particular, the PS and GP symptoms correlated in locations 
close to midline. The r values varied between –0.55 ± 0.05 and –0.53 ± 0.04 for the first and 
second EEG, respectively. The frontal cluster of inverse correlations with NS mostly 
belonged to the right hemisphere (–0.54 ± 0.02 and –0.60 ± 0.06, first and second EEG, 
respectively). The interhemispheric asymmetry of correlation topography that can be seen in 
 Figure 1.57 exists as a trend in our data, since we could not confirm it with rigorous statistical 
testing (P > 0.05 BH corrected). 
 
Figure 1.57 Correlation between synchronization and schizophrenia symptoms. The topographies of correlations 
between the S-estimator changes in patients and their symptoms as measured by the Positive Symptom Scale (PS), 
Negative Symptom Scale (NS), and General Psychopathology Scale (GP) are shown. The regions where the 
significant correlations are direct or inverse are marked in brown or turquoise, respectively. There are no 
significant correlations in the gray regions. 
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1.40.4 The relationship between S-estimator and EEG power 
As other measures of synchronization (Guevara R et al., 2005; Nunez P and R 
Srinivasan, 2006), the S-estimator is affected by the amplitude of the EEG signals. Both 
differences in the power of a signal and differences in synchronization among sources 
distributed under a sensor and its neighbors can result in S-estimator changes. That is why we 
supplemented our synchronization study with the analysis of the EEG power differences 
between the schizophrenia patients and controls. 
As illustrated in the difference map of power ( Figure 1.49), the power of EEG was 
generally lower in the patient group (P < 0.05 BH-corrected). These differences in power, 
uniform over the major part of the head surface, cannot account for the S-estimator 
topography. Indeed, clusters with both increased and decreased S were located within the 
large regions of reduced EEG power. Furthermore, as  Figure 1.58 shows, there is no 
significant correlation between S-changes and power-changes in patients. The r values are 
0.18 ± 0.11 for direct and –0.19 ± 0.10 for inverse correlations as illustrated in  Figure 1.58A. 
Indeed, there is no single sensor with a significant correlation ( Figure 1.58B). 
 
Figure 1.58 Relationship between synchronization and power. A: Correlation map between the relative changes of 
S-estimator and the changes of power for patients. The correspondence between color and correlation strength is 
shown by the scale bar. B: Significance map for the correlations shown in A. 
1.41 Discussion 
1.41.1 Multivariate S-estimator maps and their relevance to the bivariate 
measurements of synchronization in schizophrenia 
Here we report the first application of a new method of EEG analysis to schizophrenia 
research – a method that determines EEG synchronization by relating it to the shrinking of the 
state-space embedding dimension. The whole-head mapping of multivariate synchronization 
with S-estimator revealed a specific synchronization landscape in schizophrenia patients. Its 
most prominent features include increased synchronization over temporal and frontal brain 
regions and decreased synchronization in the cluster of post-central locations neighboring the 
midline. Therefore, the S-maps do not support a simplistic view of schizophrenia as a 
hypoconnectivity disorder, but demonstrate a novel aspect of the abnormalities of functional 
connectivity: namely, their regional specificity. This pattern appears to be reproducible across 
conventional EEG frequency bands and to be relatively stable over time at least over the 
course of several months. The results of multivariate and bivariate methods are not directly 
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comparable, since they approach different aspects of the synchronization phenomenon. 
Nevertheless, being used in the analysis of the same data, various measures of 
synchronization detect coupling, although with different sensitivity (Carmeli C et al., 2005; 
Quiroga R et al., 2002). In particular, the S-estimator and spectral coherence analyses yield 
similar results (cf. (Carmeli C et al., 2005; Knyazeva MG et al., 2006)). With this in mind, we 
turn to the qualitative comparison of our results with those from preceding studies. 
The analysis of the resting-state EEG synchronization in schizophrenia with bivariate 
methods has resulted in quite a mixed picture, which includes both increased and decreased 
synchrony between a few pre-selected pairs of EEG signals. Increased EEG coherence values 
in schizophrenia patients have frequently been shown occurring both intra- (Mann K et al., 
1997; Merrin E et al., 1989; Wada Y et al., 1998) and inter-hemispherically (Merrin E et al., 
1989; Nagase Y et al., 1992). Yet a reduction in coherence has also commonly been reported 
(Flor-Henry P and Z Koles, 1984; Merrin E and T Floyd, 1996; Tauscher J et al., 1998; 
Winterer G et al., 2001; Yeragani V et al., 2006). Unfortunately, the coherence estimates 
obtained with the common vertex or linked ears references, as was the case for some of these 
reports, are difficult to interpret. Moreover, our synchronization estimates do not include 
long-distance connections (> 12 cm). That leaves us with only several qualitatively 
compatible papers reporting (phase) coherence for common average reference, bipolar, or 
Laplacian EEG. 
In a broad sense, the hyper-synchronized temporal clusters shown here are consistent 
with the intrahemispheric coherence increase shown previously for the pairs composed by 
frontal, central, temporal, and parietal electrodes (Mann K et al., 1997; Merrin E et al., 1989; 
Wada Y et al., 1998). Furthermore, a common trend is revealed by the S-estimator decrease in 
the parietal midline cluster and by the reduction in inter-hemispheric coherence reported 
earlier (Flor-Henry P and Z Koles, 1984; Merrin E and T Floyd, 1996; Pinkofsky H et al., 
1997; Winterer G et al., 2001). Yet it should be noted that the S-maps reported here present 
overwhelmingly more detailed evidence of the surface topography of synchronization than 
bivariate measurements do. Such maps of abnormal regional coordination among the 
neurophysiological processes distributed across cortical areas might greatly boost the 
potential of EEG as a diagnostic tool, provided that they correlate with the fundamental 
features of schizophrenia. 
1.41.2 S-estimator maps and the clinical picture of schizophrenia 
We have chosen to correlate S-maps with the PANSS which is a conventional 
diagnostic tool, although there are disadvantages to this choice. In particular, the PANSS 
subscales represent constellations of various features, the brain counterparts of which might 
partially overlap. That does not allow us to reveal the full potential of the state-space mapping 
of EEG synchronization for topographically dissociating the brain sources underlying 
schizophrenia. Yet this drawback is outweighed by the advantages of addressing the 
summarized picture of schizophrenia and of obtaining results compatible with previous 
observations. According to our findings, the severity of both positive and negative symptoms 
directly correlates with the S-increase within the hyper-synchronized temporal clusters and in 
their neighborhood (cf.  Figure 1.54,  Figure 1.55,  Figure 1.56, and  Figure 1.57). Although we 
found bilateral correlations for both scales, the positive symptoms show a more stable pattern 
over the left hemisphere, while the negative symptoms reveal a repeatable pattern over the 
right hemisphere. 
These findings are consistent with different lines of evidence relating left-side temporal 
lobe abnormalities to the positive type of symptoms. Specifically, the reduction of the entire 
volume of the superior temporal gyrus correlates with the positive syndrome (Flaum M et al., 
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1995; Nestor P et al., 2007), whereas the decrease of its anterior part correlates with auditory 
hallucinations (Barta P et al., 1990). The abnormalities of regional cerebral blood flow in the 
left temporal lobe might also be related to the positive symptoms in schizophrenia (Klemm E 
et al., 1996). Interestingly, the schizophrenia-like psychoses with positive symptoms in 
epilepsy are associated with the left temporal lobe lesions (Roberts G et al., 1990). Electrical 
stimulation of the superior temporal gyrus results in auditory hallucinations and disordered 
thinking (Haglund M et al., 1992). Recent findings specifically support both the increase in 
temporal connectivity and its association with positive symptoms in schizophrenia. In patients 
with hallucinations, a diffusion tensor imaging study (Hubl D et al., 2004) found increased 
white matter directionality in the arcuate fasciculus compared with controls or patients 
without hallucinations, these differences being most prominent in the left hemisphere. Thus, 
our findings are both consistent with and complementary to the evidence reported previously. 
They suggest that functional intra-hemispheric hyper-connectivity might be the basis of the 
positive symptoms. 
The correlation pattern between the S-estimator and the negative symptoms is 
consistent with current knowledge of the relationship between the underlying functional 
deficits and the functional specialization of the right hemisphere. This refers to such functions 
as perception and/or expression of affect controlled by the right hemisphere (Heilman K and 
R Gilmore, 1998; Kyle N, 1988; Pell M, 2006) and compromised in schizophrenia 
(Kucharska-Pietura K, 2006). This is also valid for the higher-order language functions 
including discourse planning and comprehension, understanding humor and metaphors, and 
generation and comprehension of emotional prosody mediated by the right hemisphere 
(Mitchell RL and TJ Crow, 2005). They are essential for social communication, which is also 
impaired in schizophrenia (Cutting J, 1992; Mitchell RL and TJ Crow, 2005; Ross E et al., 
2001). Although the negative symptoms are mostly associated with the frontal lobe changes 
(see further in this Discussion), recent imaging studies support the involvement of the 
bilateral or right-hemisphere temporal structures. Among them is an MRI study that found a 
bilateral reduction of superior temporal gyrus gray matter in schizophrenia patients with 
predominantly negative symptoms (Anderson J et al., 2002). A PET study showed that 
patients with mainly negative symptoms had lower metabolic rates in the right hemisphere, 
especially in the temporal and ventral prefrontal cortices, compared both to patients with 
positive symptoms and to normal subjects (Potkin S et al., 2002). The General 
Psychopathology Scale showed a somewhat different topography of correlations. Along with 
bilateral temporal clusters of direct correlations similar to those found for the positive 
syndrome, we demonstrated inverse correlations within the hypo-synchronized postcentral 
midline region (cf.  Figure 1.54,  Figure 1.55,  Figure 1.56, and  Figure 1.57), which point to the 
fact that the severity of the symptoms increases with a decrease in synchronization. This is not 
surprising, considering that in schizophrenia many fundamental psychotic features, including 
the lack of awareness, impaired control of actions, poor attention, increased reaction times, 
etc., are associated with the abnormal functioning of the superior parietal cortex (Gallagher S, 
2004; Honey G et al., 2002). 
In contrast to the intrahemispheric temporal and midline postcentral clusters, the frontal 
correlations shown here were omnipresent across all the types of symptoms, and, surprisingly, 
revealed an inverse relationship between the severity of schizophrenia symptoms and 
synchronization abnormality. Although such counter-intuitive links were previously found 
between clinical improvement and medial frontal gray matter loss (Vidal C et al., 2006), or 
between clinical improvement and hemisphere volume reduction (DeLisi L et al., 1998), more 
observations are required for a meaningful interpretation of these data. On the whole, with the 
correlation analysis, we confirmed the clinical relevance of the S-estimator maps. 
Specifically, the topography of correlations overlapped with the topography of 
synchronization changes in schizophrenia patients compared to the control subjects. 
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Furthermore, the surface topography of correlations appeared to be relevant to the brain 
regions known or suspected to be involved in the pathological process. However, the 
relationship between surface maps and underlying cortical pathology requires further 
consideration. 
1.41.3 Methodological aspects of the state-space analysis of EEG 
To interpret the surface S-maps in the meaningful terms of neurophysiology, we must 
answer the two principal questions: i) What kind of phenomena does the S-estimator 
measure?, and ii) what is the relationship between the surface S-map and the underlying brain 
functional topography? Due to the limitations inherent in the EEG technique, neither question 
has a general answer: there are different scenarios that could result in similar changes in S-
estimator, and there is no one-to-one relationship between surface and brain topography. At 
the same time, within the frame of our study, both questions can be provisionally answered 
based on a priori knowledge and supplementary analyses. With respect to the first question, 
the EEG potentials measured over the scalp represent a combination of regional, local, and 
global sources (Nunez P and R Srinivasan, 2006; Srinivasan R et al., 2006). Due to the 
sensitivity profile, the surface EEG potentials are mostly generated by the radial sources of 
large dipole layers in the gyral crowns (Srinivasan R et al., 2006). Depending on the EEG 
technique, either local (with Laplacian EEG) or regional-to-global potentials (common 
average reference EEG recorded with a high-density array of sensors) can be analyzed. 
The resting state EEG is generated largely by regional-to-global sources, which, in an 
activated brain, give way to predominantly local sources (Nunez P et al., 2001). Furthermore, 
given subtle but wide-spread differences in the cortical tissue shown by neuroimaging 
methods (see the next paragraph), it is reasonably safe to expect that the schizophrenia-
associated changes emerge in the extended dipole layer that belongs to the surface cortical 
areas affected by the disease. With this in mind, we adopted the common average reference 
EEG signals for computing the S-estimator. However, while providing measurements at an 
appropriate spatial scale, the common average reference potentials are impacted by the 
volume conduction effects (Srinivasan R et al., 2006). For that reason, we need to distinguish 
between possible sources of the S-estimator changes. In principle, both differences in the 
power of EEG signals and in the cooperative behavior of distributed neural networks can 
result in synchronization changes. S-estimator, as other measures of synchronization (Guevara 
R et al., 2005; Nunez P and R Srinivasan, 2006), is affected by EEG power. However, our 
supplementary analysis showed that the topography of power differences did not match the 
topography of S-estimator differences, and, moreover, there were no correlations between the 
power and S-estimator between-group differences either within the clusters of S-changes 
associated with schizophrenia or outside of them. These findings strongly suggest that there 
are true changes in synchronization and/or cooperativity behind the S-estimator differences. 
The second question, regarding the brain topography behind S-maps, can be tentatively 
answered using a priori knowledge, including invaluable data from the neuroimaging 
methods with high spatial resolution. Indeed, given both EEG properties per se and 
anatomical findings in schizophrenia, extended superficial gyral surfaces are the most likely 
source of the synchronization changes between schizophrenia patients and controls. 
1.41.4 S-maps in schizophrenia versus maps from other neuroimaging 
modalities 
The main elements of the S-landscape in schizophrenia appeared to be the central-to-
parietal midline hypo-synchronized region together with frontal and temporal hyper-
synchronized regions. The S-maps appeared to be stable in time and similar across the EEG 
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frequency bands, suggesting structural brain changes in schizophrenia as a putative basis of 
synchronization changes.  Since EEG is assumed to be generated due to the modulations of 
large-scale synaptic action fields, defined by the numbers of active excitatory and inhibitory 
synapses per unit volume of tissue (Nunez P et al., 2001), changes in potentials recorded from 
the head surface can be connected to the abnormalities of the brain tissue that affect synapses. 
Abnormalities of gray matter in schizophrenia have been repeatedly described in the 
literature. Typical findings consist in the reduction of gray matter and/or an increase of 
neuronal density pointing to the decline of neuropil (see Introduction). Some of the affected 
regions that have been most frequently reported in the schizophrenia literature occupy the 
large convexital surface located under and close to the hyper-synchronized clusters shown 
here. These regions include the superior frontal (Gaser C et al., 1999; Giuliani N et al., 2005; 
Thompson PM et al., 2001), inferior frontal (Giuliani N et al., 2005; Suzuki M et al., 2002), 
and superior temporal gyri (Barta P et al., 1990; Giuliani N et al., 2005; Gur R et al., 2000; 
Shenton M et al., 1992). Due to their surface location, these gyri should be a powerful source 
of EEG signals. Indeed, the landscape of S-estimator changes is strikingly similar to the maps 
of gray matter loss in patients with early-onset schizophrenia that reveal involvement of the 
temporal, dorso-lateral prefrontal, and dorsal centro-parietal cortices (Thompson PM et al., 
2001). 
In particular, the dorsal hypo-synchronized cluster probably captured changes of 
functional activity in the central-to-parietal cortex. The parietal cortex has been less 
intensively imaged and with inconsistent results (reviewed by (Shenton M et al., 2001)), 
although recent studies point to a subtle reduction of parietal volume including that of the 
superior parietal gyrus (Vidal C et al., 2006; Zhou S et al., 2007) and the postcentral gyrus 
(Thompson PM et al., 2001). Among other midline abnormalities documented in 
schizophrenia (Andreasen N et al., 1995; Scott T et al., 1993), the changes of the corpus 
callosum could affect S-estimator, since corpus callosum defects result in an inter-
hemispheric synchronization decrease detectable in the resting EEG (Koeda T et al., 1995). 
As the medial cortical surface contains largely tangential sources, their impact on the surface 
EEG is unlikely to be crucial. Nevertheless, we cannot exclude sources in the precuneus and 
cingulate gyri, which showed gray matter reductions in schizophrenia (Vidal C et al., 2006; 
Zhou S et al., 2007). Therefore, on a large scale, the synchronization topography obtained 
with the S-estimator method is consistent with the imaging results from other techniques. At 
the same time, the directional specificity of the S-estimator changes, including increased 
synchronization in the temporal and frontal clusters and decreased synchronization in the 
midline centro-parietal cluster, came as a surprise. Given the restrictions of the EEG 
approach, we can only conjecture as to why schizophrenia-associated pathological processes 
differently affect functional cortical connectivity across cortical regions. 
1.41.5 S-maps, neurodevelopmental dynamics, and schizophrenia 
There are no systematic differences in synaptic density among the neocortical lobes in 
the adult human brain; however, synaptogenesis in the human neocortex appears to be 
regionally heterochronous (Huttenlocher P and A Dabholkar, 1997). These developmental 
differences persist longer for layers 2-3 that provide cortico-cortical connectivity. Considering 
that synaptogenesis occurs concurrently with dendritic and axonal growth/branching and with 
myelination, the state of connectivity across cortical areas must be significantly different in 
adolescence and in early adulthood when schizophrenia symptoms emerge. Recent 
neuroimaging studies provided a dynamic picture of heterochronous regional brain 
maturation. In general, cortical gray matter develops nonmonotonously: its volume increases 
during the first years of human life, but then, around puberty it starts to decrease. Judged from 
the gray-matter volume dynamics, the cortices likely containing the sources of the S-changes 
have clearly different developmental trajectories. Of them, the dorsal parietal cortex matures 
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first; later, the frontal cortex follows. Parts of the temporal cortex that occupy the hemisphere 
convexity (e.g., superior and middle temporal gyri) continue to mature at least until young 
adulthood (Gogtay N et al., 2004). Furthermore, the dorsal aspects of the frontal and parietal 
cortices (compared to the lateral aspects of temporal and parietal cortices) seem to have 
different life-long dynamics. Neuroimaging across the life span showed significant decrease 
in the gray matter thickness in the dorsal cortex between 7 and 60 years of age, while in the 
temporal cortex it slowly increased until 30 years of age (Sowell E et al., 2003). The same 
method applied to patients with early-onset schizophrenia revealed an excessive loss of gray 
matter that started at the superior parietal cortex and spread to the temporal and prefrontal 
cortices (Thompson PM et al., 2001).  
Likely, both the gray-matter loss during development and its excessive decline in 
schizophrenia are driven at least partially by the processes of synaptic and dendritic pruning. 
If this holds true, then the interplay between regionally heterochronous developmental 
processes and schizophrenia-associated pathological processes might produce regionally 
distinct effects. Because of the life-long dynamics of the gray matter changes, this might be 
true not only for child-onset, but also for adult-onset schizophrenia. In particular, the extended 
developmental trajectory of the frontal and temporal areas suggests their higher reserves of 
plasticity. As noted by Innocenti and co-authors (Innocenti GM et al., 2003), reduced 
connectivity does not necessarily result in reduced functional coupling. Likely, partial loss of 
axonal and/or dendritic branches could provoke some abnormal reorganization of the 
remaining elements of neuropil. For instance, the residual axons might penetrate into vacated 
neuropil space, increase their number of boutons, and form anomalous contacts. Being 
implemented in the regions with a protracted developmental sequence like certain temporal 
and frontal areas, such a scenario would result in enhanced rather than reduced intra-areal 
coupling. However, similar initial pathological events could reduce coupling in the regions 
with a relatively short developmental trajectory like postcentral areas close to the 
interhemispheric margin. Although such a hypothetical scenario adequately accounts for the 
regional specificity of synchronization changes shown here and fits the neurodevelopmental 
model of schizophrenia (Innocenti GM et al., 2003; Lewis D and P Levitt, 2002), obviously it 
requires further investigation and independent confirmation with other methods. In particular, 
further inquiry into the nature of the regional specificity of connectivity changes in 
schizophrenia is needed. 
1.42 Summary 
In this chapter, using a state-space based measure of synchronization, called S-
estimator, we revealed the dysconnection hypothesis of schizophrenia.  The S-estimator 
imaging revealed a specific synchronization landscape in schizophrenia patients. Its main 
features included bilaterally increased synchronization over temporal brain regions and 
decreased synchronization over the postcentral/parietal region neighboring the midline. The 
synchronization topography was stable over the course of several months and correlated with 
the severity of schizophrenia symptoms. In particular, direct correlations linked positive, 
negative, and general psychopathological symptoms to the hyper-synchronized temporal 
clusters over both hemispheres. Along with these correlations, general psychopathological 
symptoms inversely correlated within the hypo-synchronized postcentral midline region. 
While being similar to the structural maps of cortical changes in schizophrenia, the S-maps go 
beyond the topography limits, demonstrating a novel aspect of the abnormalities of functional 
cooperation: namely, regionally reduced or enhanced connectivity. 
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TOPOGRAPHY OF EEG MULTIVARIATE PHASE 
SYNCHRONIZATION IN EARLY ALZHEIMER’S 
DISEASE 
Personal Contribution — After a brief introduction to 
Alzheimer’s disease, this chapter represents our original work 
published in Neurobiology of Aging, where I am the joint first-
author with Maria G. Knyazeva. Patients with Alzheimer’s disease 
were recruited from the Memory Clinic of the Neurology 
Department, Lausanne University Hospital. The clinical diagnosis 
was made by Andrea Bioschi, Isabelle Bourquin, and Joseph 
Ghilka and EEG data was collected by Maria G. Knyazeva. I 
analyzed the data and together with Maria G. Knyazeva and M. 
Hasler, we interpreted the results. 
1.43 Alzheimer’s disease, a neurodegenerative brain disorder 
Alzheimer's disease (AD) is the most common cause of dementia accounting for the 
50-70% of the cases, named for German physician Alois Alzheimer, who first described in 
1906 (Alzheimer A, 1907). The disease is usually manifested in persons older than 60. In 
average, 2% of the individuals aging 65-74, 19% aging 75-84 and 42% older than 85 have 
AD. The average cost of care for a person with AD is about $77000. AD destroys brain cells, 
causing lots of problems with memory, thinking and behavior severe enough to affect work, 
lifelong hobbies or social life. It also gets worse over time, and is a fatal disease. 
Just like the rest of the body, brains change- as people age. Most of aged persons show some 
kind of slowed thinking and occasional problems remembering certain things. However, 
serious memory loss, confusion and other major changes in the way the mind works are not a 
normal part of aging. They may be a sign that brain cells are failing. They may be the signs of 
AD. Some other signs of the disease are difficulty in performing familiar tasks, problems with 
language, disorientation with time and place, poor or decreased judgment, problems with 
abstract thinking, misplacing things, change in mood or behavior, changes in personality, and 
loss of initiative. Although the symptoms are not common, people commonly experience 
them in a unique way. The duration of the disease is between 5 and 20 years. The brains of 
individuals with AD have an abundance of plaques and tangles. Plaques are deposits of a 
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protein fragment called beta-amyloid that build up in the spaces between nerve cells. Tangles 
are twisted fibers of another protein called tau that build up inside cells. They are developed 
first in the areas important for memory and then spread to the regions of the brain until affect 
the whole brain. However, scientists do not know exactly what the role of plaques and tangles 
is in AD. Most of them believe that they somehow play a critical role in blocking 
communication among nerve cells and disrupting processes the cells need to survive. It’s the 
destruction and death of nerve cells that causes the memory failure, personality changes, 
problems in carrying out daily activities and other symptoms of AD. The most important risk 
factor of AD is age; as people age, the probability that they are affected by AD increases. 
Other factors are family history and genetics, eating a healthy diet, staying socially active, 
avoiding tobacco and excess alcohol, and exercising both body and mind. 
AD is usually developed in a number of stages, starting from some memory problem to 
a very severe case of AD and finally death6. The first stage of AD is very mild cognitive 
decline when individuals may feel as if they have memory lapses. They may forget some 
familiar words, location of thing in the kitchen, or any everyday subject. However, the 
problems are not evident to the family members until the person is diagnosed. The second 
stage is mild cognitive decline when family members and friends begin to notice the problem. 
At this stage, the individual has problems such as name-finding, remembering names, 
misplacing an object, and decline in the ability to plan. The next stage is moderate cognitive 
decline. At this stage, the patient shows decreased ability to organize complex planning, 
reduced memory of personal history, and decreased knowledge of recent or current events. 
Forth stage is moderately severe cognitive decline, which is the moderate or mid-stage AD. 
Patients, in this stage, are unable to remember their telephone number, their address, and the 
name of their high school. They become confused all the time and need help choosing proper 
clothing for the season. However, they retain substantial knowledge about themselves, know 
their own name, name of their children, and require no assistance with eating or using the 
toilet. The next stage is moderately severe AD when memory deficits continue to worsen and 
the patients need extensive help for handling their daily activities. At this stage, individuals 
may loose most awareness of recent experiences, occasionally forget the name of their 
children, need help getting dressed, experience disruption of their normal sleep, and 
experiencing significant personality changes. The last stage is severe or late-stage AD with 
very severe cognitive decline. This is the final stage of the disease when patients lose the 
ability to respond to the environment, the ability to speak, and the ability to control 
movement. They need full help for their daily activities, their reflexes become abnormal and 
muscles grow rigid. Unfortunately, the disease is ended with death of the individual. 
1.43.1 AD diagnoses and treatment 
AD by definition is a clinical condition and can be diagnosed with careful testing. AD 
is usually clinically diagnosed based on the presence of characteristic neurological and 
neuropsychological features and the absence of alternative diagnoses. Neurological diagnoses 
is made by utilizing the individual’s history and clinical history, where neuropsychological 
evaluation includes memory testing and assessment of intellectual functioning. The diagnostic 
criterion NINCDS-ADRAD (McKhann G, Drachman D et al., 1984) is among the most 





6 Detailed explanation of these stages could be found at (www.alz.org); interested readers are adviced to refere to 
this web page. 
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frequently used in AD-related clinical studies. It requires that the presence of cognitive 
impairment or by testing for a clinical diagnoses of probable AD while they need 
histopathological confirmation for the definitive diagnosis, i.e. by microscopic examination of 
brain tissue. The method has shown good validity and reliability. It tests eight cognitive 
factors that maybe impaired in AD, These factors include memory, perceptual skills, 
attention, language, constructive abilities, orientation, problem solving, and functional 
abilities. Neuropsychological tests such as mini mental state examination (MMSE) are 
frequently used for evaluating the cognitive impairments needed for diagnosis. In addition, 
interviews with family members are also utilized in the assessment of the disease. This is 
especially important, since an individual with AD is usually unaware of his/her own deficit. 
Supplement test such as blood test provide extra information on some features of the disease. 
Also, increasingly neuroimaging techniques such as PET are being used to diagnose AD. 
Unfortunately, currently there is no cure for AD and no way to stop the underlying 
death of brain cells, but scientific research is bringing us closer to a cure every day. Because 
there is no cure, managing the disease usually involves medications to control symptoms, in 
combination with various non-drug strategies designed to ease the suffering of the person 
afflected by the disease as well as his/her family and caregiver. The drugs cannot stop the 
disease, but they can slow the progression of symptoms in some people, at least for a while. 
Although drug therapy is important and beneficial, especially in early stages, the management 
of AD has evolved to include non-drug therapies as integral aspects of care. These include 
various strategies aimed at managing problematic behaviors, including involvement in 
therapeutic activities, home or environmental modifications, and the use of appropriate 
communication techniques. Support and education for caregivers and family members is also 
crucial to the best care of people with AD. Outstanding progress has already been made in 
unraveling the mysteries of AD. New understandings about these processes have already 
provided critical information about how doctors might prevent, delay, stop or even reverse the 
nerve cell damage that leads to the devastating symptoms of AD. All around the world, 
scientists and pharmaceutical companies are now racing to develop treatments that address the 
underlying disease processes, some (or a combination) of which might effectively solve the 
puzzle of AD. 
1.44 EEG Synchronization in AD patients 
AD is a neurodegenerative disorder characterized by progressive cognitive deterioration 
starting with memory loss and leading to the impairment of daily life activities, to 
neuropsychiatric symptoms, to mental and behavioral disturbances, and finally to motor 
deficits. The key features of AD include the accumulation of beta-amyloid and tau-protein 
fragments predominantly in the associative cortical areas, the dysfunction and loss of 
synapses, and, as recently emphasized, myelination breakdown. These abnormalities are 
likely to disrupt cortical circuitry and, therefore, cooperation between and within the 
distributed neural populations underlying human cognition. 
The EEG/MEG synchronization studies of cooperation in the brain networks have been 
mostly implemented with spectral analysis using power and coherence functions. With these 
techniques, a decrease in local and distant synchronization has been repeatedly shown in AD. 
In particular, the recognized EEG sign of AD is a reduction in the power of alpha and higher 
frequencies (the so called “EEG slowing”) supposedly due to the failure in local 
synchronization (Fernández A et al., 2006; Jelic V et al., 1996; Lindau M et al., 2003). 
Similarly, the EEG coherence (or phase) analysis revealed a decrease in distant (intra- and 
inter-hemispheric) synchronization typical for (although not limited to) the alpha frequencies 
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(Adler G et al., 2003; Brandes U, 2001; Comi G and L Leocani, 1999; Hogan MJ et al., 2003; 
Locatelli T et al., 1998; Pijnenburg YA et al., 2004). Unfortunately, these EEG signs cannot 
adequately specify the type of cognitive impairment and accompany various types of 
dementia. Moreover, these methods reveal abnormalities only in moderate to severe dementia, 
while in patients with mild impairment the EEGs may seem normal (Jeong J, 2004). 
Conventionally, the EEG studies in AD have applied a bivariate analysis of synchronization. 
Its limitations have been discussed previously (Jalili M, S Lavoie et al., 2007). They are 
especially noticeable in the modern multichannel EEG applications and particularly critical 
for the studies of distributed brain (dys)functions as AD. Recently, multivariate measures of 
synchronization have been coming into use (Allefeld C and J Kurths, 2004; Carmeli C et al., 
2005; Stam CJ et al., 2003; Stam CJ and BW van Dijk, 2002). In particular, the measure of 
synchronization likelihood was successfully applied to AD research ((Babiloni C et al., 2006; 
Stam CJ et al., 2003) among others). Converging evidence from these studies points to the 
decreased synchronization at least across the alpha to beta range of the resting EEG. 
However, these multivariate measures were used in AD research either to estimate global 
synchronization, or were reduced to just measuring synchronization in pairs of predetermined 
EEG signals. 
In principle, the multivariate measures combined with high-density EEG can provide 
the whole-head surface topography of synchronization. Our recent application of the S-
estimator technique to schizophrenia research resulted in the specific synchronization 
landscape relevant to the clinical picture of the disease (Jalili M, S Lavoie et al., 2007). 
Therefore, the multivariate measures might be more efficient both for detecting the EEG 
signature of a particular brain pathology and for the early diagnostics and monitoring of a 
treatment or progression of diseases with distributed brain lesions. Here we report the whole-
head mapping of multivariate phase synchronization (MPS) in patients with early AD. Two 
(or more) systems are argued to be phase synchronized if their relative phases evolve in the 
same manner regardless of their amplitudes. The MPS measures the degree of phase 
synchronization within multivariate time series and allows synchronization-mapping in 
spatially extended systems. 
With this multivariate approach to synchronization analysis, we test the hypothesis that 
early AD is accompanied by changes in regional EEG synchronization related to the known 
damage of associative cortical areas and correlated with the severity of AD symptoms. To this 
end, we apply the MPS technique to the resting state EEG of AD patients and matched elderly 
controls. We characterize the surface topography of the synchronization abnormalities in AD 
by a decrease in MPS over the fronto-temporal and an increase over the temporo-parieto-
occipital regions and show their relevance to the clinical picture of AD. 
1.45 Subjects and EEG recording 
1.45.1   AD Patients and control subjects 
Seventeen newly diagnosed AD patients were recruited from the Memory Clinic of the 
Neurology Department (CHUV, Lausanne). The AD group included 6 women and 11 men 
(Table 9.1). Seventeen control subjects (11 women and 6 men) were volunteers enrolled 
mostly from partners, caregivers, or family members of the patients. The patient and control 
groups differed neither in age (P = 0.63) nor in their level of education (P = 0.18). All the 
patients, caregivers, and control subjects gave written informed consent. All the applied 
procedures conform to the Declaration of Helsinki (1964) by the World Medical Association 
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concerning human experimentation and were approved by the local Ethics Committee of 
Lausanne University. 
The clinical diagnosis of probable AD was made according to the NINCDS–ADRDA criteria 
(McKhann G, D Drachman et al., 1984), allowing a certainty in the diagnosis of about 85%. 
Cognitive functions were assessed with the MMSE (Folstein MF and P McHugh, 1975) and 
with a detailed standardized neuropsychological assessment scale carried out by the GRECO 
group (Groupe de Réflexion sur les Evaluations Cognitives) for a francophone population 
(Puel M and L Hugonot-Diener, 1996). The impact of cognitive impairment on daily life was 
evaluated with the Basic Activity of Daily Living scale (BADL, (Katz S, 1983)), and with the 
Instrumental Activity of Daily Living scale (IADL, (Lawton MP and EM Brody, 1969)). To 
improve compatibility across studies, the stage of dementia was determined both according to 
the Functional Assessment Staging (FAST, (Scaln SG and B Reisberg, 1992)) and to the 
Clinical Dementia Rating scale (CDR, (Morris JC, 1993)). For this analysis we selected 
patients with mild dementia (FAST 3–4 and CDR 0.5–1). 
Complete laboratory analyses and diagnostic neuroimaging (CT or MRI) were performed in 
order to rule out cognitive dysfunctions related to causes other than AD. In particular, the 
exclusion criteria were severe physical illness, psychiatric or neurological disorders 
associated with potential cognitive dysfunction, other dementia conditions (frontotemporal 
dementia, dementia associated with Parkinsonism, Lewy body disease, pure vascular or prion 
dementia, etc.), alcohol/drug abuse, regular use of neuroleptics, antidepressants with 
anticholinergic action, benzodiazepines, stimulants, or β-blockers, and stages of AD beyond 
CDR 0.5 – 1. 
To confirm the absence of cognitive deficits and of psychoactive drugs use, or diseases that 
may interfere with cognitive functions, potential control subjects underwent a brief clinical 
interview and performed the MMSE. Only individuals with no cognitive complaints and a 
score ≥ 28 for a high and ≥ 26 for a low level of education were accepted as controls.  Fifteen 
control subjects underwent a brain MRI. The results of MTI analysis and as well as joint 
MRI/EEG analysis will be reported elsewhere. 
Table 9.1 Demographic and clinical characteristics of the AD patients and control subjects. Second and third 
columns present group characteristics (mean ± standard deviation). Fourth column presents P-values for the 
statistical significance of the between-group differences (Wilcoxon’s ranksum test). W stands for women, M for 
men. The duration of the disease was determined as the time in years between the onset of the recent episodic 
memory symptoms reported by the patient or relatives and the date of the neuropsychological examination, as 
recommended in the AAN Practice Handbook (Practice parameter for diagnosis and evaluation of dementia 
(summary statement). Report of the Quality Standards Subcommittee of the American Academy of Neurology. 
Neurology 1994 44:2203–2206). 
 AD patients Control subjects P (Wilcoxon’s test)
Number of subjects 17 17 - 
Gender 6W / 11M 11 W / 6 M - 
Age 69.4 ± 10.6 67.6 ± 11.6 0.63 
Education 11.6 ± 3.3 13.1 ± 3.2 0.18 
MMSE 21.8 ± 3.9 28.5 ± 1.2 0.001 
duration of the disease 4.6 ± 2.4 - - 
ADL 5.8 ±  0.5 - - 
IADL 5.5± 2.2 - - 
CDR 0.8 ± 0.3 - - 
FAST 3.9 ± 0.2 - - 
1.45.2 EEG recording and pre-processing 
The EEG data were collected while subjects were sitting relaxed with eyes closed. The 
EEGs were recorded with the 128-channel Geodesic Sensor Net (EGI, USA) for 3-4 minutes. 
All the electrode impedances were kept under 30 kΩ – that is, much lower than the 
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recommended limit (50 kΩ) for the high-input-impedance EGI amplifiers. The recordings 
were made with vertex reference using a low-pass filter set to 100 Hz. The signals were 
digitized at a rate of 500 samples/s with a 12-bit analog-to-digital converter. They were 
filtered (FIR, band-pass of 1–50 Hz) and re-referenced against the common average reference. 
In multichannel EEG applications, this montage closely approximates reference-free 
potentials. The common-average-reference EEG signals from a high-density array of sensors 
provide the spatial scale appropriate for measuring the regional-to-global potentials 
dominating the resting state EEG (Srinivasan R et al., 2006). To obtain a higher confidence in 
the synchronization estimates, the signals were segmented into non-overlapping 1-second 
epochs (Nunez P and R Srinivasan, 2006). Using short segments for analysis allowed us to 
reach 205 ± 58 artifact-free epochs for the patients and 193 ± 72 for the controls. Artifacts in 
all channels were edited off-line: first, automatically, based on an absolute voltage threshold 
(100 μV) and on a transition threshold (50 μV), and then on the basis of a thorough visual 
inspection. The sensors that recorded artifactual EEG (> 20% of the recording time) were 
corrected using the bad channel replacement tool (NS 4.2 EGI, USA). 
1.46 Data analysis 
1.46.1 Multivariate Phase Synchronization as a measure of cooperativeness  
Although several synchronization measures have been fruitfully used in EEG studies of 
AD, here we suggest a new strategy of Multivariate Phase Synchronization (MPS), mapping 
that has an obvious advantage due to the fact that the MPS method extends assessing 
synchronization from bivariate to multivariate time series. The bivariate methods are suitable 
for the analysis of several pairs of signals, but they become less efficient as the number of 
pairs is increased. In contrast, the MPS method successfully exploits the potential of modern 
multichannel EEG techniques by creating easily readable synchronization maps and, 
eventually, providing an unbiased overview of the changes in functional connectivity related 
to AD and other distributed brain pathologies.  
We computed MPS based on the instantaneous phase of the EEG time series determined by 
means of the Hilbert transform (Quiroga R et al., 2002). First, we obtained a phase value from 
each univariate filtered EEG time series at sensor position i, i.e. Yi(t), t = 1,…,L, where t 
indicates a sample in a single epoch and L is the number of available samples. In our case, an 
epoch of 1-second is sampled at 500 Hz, making L equal to 500. The Hilbert transform of Yi(t) 
is defined as  
 




= −∫% , (9.1)   
where PI means the Cauchy principal value (Hahn SL, 1996). The instantaneous phase of the 
time series Yi is obtained as (Boccaletti S et al., 2002) 




ϕ ⎛ ⎞= ⎜ ⎟⎜ ⎟⎝ ⎠
%
. (9.2)   
Second, we estimated the degree of phase synchronization for multivariate phases. Let us 
consider a multivariate time series Y(t)  
 { }( ) ( ) , 1, ,it Y t i I= =Y K , (9.3) 
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where I is the number of univariate time series, i.e. the number of sensors for which the MPS 
is calculated. At each sample t, Y(t) is an I dimensional vector. In other words, Y is an I×L 
matrix. For each Y(t), the corresponding multivariate phases are obtained as  {φi(t)}, I = 











= ∑ ∑ , (9.4) 
where j is the imaginary unit. Therefore, the MPS is the mean phase synchrony averaged over 
the observation samples. In other words, for computing the MPS among sensors 1, 2, 3, and 4, 
first, the instantaneous phases of the corresponding time series are computed for each epoch 
using (9.2). Then, using (9.4), the value of MPS is calculated as an average of ( )ij te ϕ , i = 
1,2,3,4 over these sensors and over the observation samples within an epoch. Finally, to 
obtain time-reliable measures, the MPS-values are averaged over artifact-free epochs. The 
MPS ranges from 1/ I  for completely non-phase-synchronized systems to 1 for completely 
phase-synchronized systems. 
In this study the MPS was computed for each sensor including its first- and second-
nearest neighbors. These MPS values, averaged over all available EEG epochs, were 
presented as individual whole-head MPS maps for the delta (1-3 Hz), theta (3-7 Hz), alpha1 
(7-9.5 Hz), alpha2 (9.5-13), beta1 (13-20 Hz), and beta2 (20-30 Hz) bands. In order to remove 
the effects of the general level of synchronization, each MPS map was relativized by 
subtracting its average value from the MPS-value of each sensor. Finally, the subjects’ MPS 
maps were collected into the two groups of AD patients and controls to be considered in the 
next step of analysis. The global phase synchronization (GPS), involving all sensors, was also 
computed using Eq. (3). The GPS values were averaged over epochs and pooled into two 
groups (patients and controls) for statistical analysis. 
The statistical analysis of the MPS and GPS values was performed with Student’s 
permutation t-test (Higgins JJ, 2004). Since the first- and the second-nearest neighbors of 
each sensor are involved in computing the MPS-value for that sensor, the P-values of the 
sensor-wise comparisons were corrected using the BH false discovery rate method (Benjamini 
Y and Y Hochberg, 1995). The BH-corrected P-values were taken as significant at P < 0.05. 
The computations were performed in MatLab. 
1.46.2 Linear discriminant analysis of MPS 
In order to test to what extent the distinctive features that emerged from the MPS 
analysis distinguish individual AD patients from control subjects, we applied a linear 
discriminant analysis (Bishop CM, 2006). In particular, the distinctive traits of the MPS 
landscapes were used for tuning a Fisher’s linear discriminator. Given the small number of 
available subjects, the statistical validation of the discriminator was performed by means of 
the leave-one-out cross-validation algorithm. That is, the discriminator was tuned and 
evaluated 34 times. Each subject, one by one, was iteratively left out during the tuning and 
used for evaluating the discriminator. The accuracy of the discriminator was computed as the 
proportion of the total number of classifications that were correct (Bishop CM, 2006). 
1.46.3 Correlation analysis of MPS 
To assess whether the differences in S landscapes of AD patients are linked to the 
clinical ratings, patients’ GPS- and MPS-values were correlated with the MMSE scores of the 
patients by means of the Spearman Rank Correlation, resulting in the correlation coefficient 
(r) and the corresponding level of statistical significance (P). To account for multiple (sensor-
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wise) comparisons, the statistical significance was corrected according to the BH false 
discovery rate method (Benjamini Y and Y Hochberg, 1995)). 
1.46.4 EEG power analysis 
To describe our AD group in conventional EEG terms, we applied two measures of 
EEG power, one of them being sensor-specific and the other one an across-sensor average. 
First, for each sensor and epoch the power spectral density (PSD) was computed by means of 
Welch's averaged modified periodogram (Welch P, 1967). These PSDs were averaged sensor-
wise across all available epochs. The whole-head topography of the changes in PSD was 
addressed via the maps of EEG power integrated over the delta (1–3 Hz), theta (3–7 Hz), 
alpha1 (7–9.5 Hz), alpha2 (9.5–13), beta1 (13–20 Hz), and beta2 (20–30 Hz) bands. 
Furthermore, the PSDs were averaged over all sensors, resulting in a single value for each 
subject. To test AD-related changes in EEG power, the average PSDs and PSD-maps were 
collected into the groups of AD patients and controls consisting of 17 members each and 
compared with the permutation Student’s t-test (Higgins JJ, 2004) with 5000 permutations, 
with BH correction when necessary. 
1.47 Results 
1.47.1 EEG power topography in AD patients 
Considering that our group of patients is less severely affected than the majority of 
those studied previously (see the Discussion), we begin by presenting the results of the 
spectral analysis, which confirm that our patients carry the EEG abnormalities typical for AD. 
As can be seen in  Figure 1.59A, the hallmark of EEG changes in AD – a shift of the power 
spectrum to the lower frequencies – is significant in this group. Indeed, the across-sensor 
average spectra of absolute power (left), supplemented by the probability graph of between-
group differences (right), clearly show a decrease at frequencies over 10 Hz in contrast to an 
increase in the delta-theta diapason. The between-group difference maps of absolute power 
provide the surface topography of these abnormalities for conventional EEG bands within the 
delta-beta range ( Figure 1.59B). In particular, they illustrate that the low frequency activity 
increases over the frontal areas, whereas decreases in alpha2 and beta1 activity are spread 
over the whole head. A reduction of the fast beta rhythms is significant post-centrally and 
predominant over the right hemisphere. 
1.47.2 Synchronization topography in AD patients 
The GPS, which includes regional and long-distance synchronization across all sensors, 
showed neither significant between-group difference (P > 0.17), nor correlation with the 
patients’ MMSE scores (P > 0.39) in any EEG band. Importantly, our data showed a high 
variation of GPS among subjects. The standard deviations among patients and controls ranged 
from 51% to 58% of the respective means across EEG bands. To separate these global effects 
from regional changes, we further analyzed individual maps relativized to their mean MPS 
level.  Figure 1.60 shows the between-group differences of such relative MPS maps for 
conventional EEG frequency bands. Note that the value of a significant between-group 
variation in MPS, assigned to a single sensor as a color spot, represents phase synchronization 
of a region limited to the second-order neighbors of this sensor. 
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 The MPS-maps reveal a distinct pattern of regional phase synchronization in the AD 
patients. Their most salient feature is the left-hemisphere predominance of changes in 
synchronization. These changes consist in hypo-synchronization within the left fronto-
temporal cluster centred over the F7 location (according to the International 10-20 system). 
Being the largest in higher frequency bands (alpha2 – beta2), this cluster includes up to 9-10 
sensors (all the differences are significant at least at P < 0.05 with BH correction). Another 
cluster, located posteriorly over the left temporal and bilateral parietal regions, shows a 
significant increase in MPS (P < 0.05, BH corrected). Its topography is relatively stable 
across the delta-alpha2 bands, but changes in the beta range of frequencies. In addition to 
covering parietal regions hypersynchronized at lower EEG frequencies, this cluster extends 
itself to the occipital sensors in the beta1 band, but shrinks around Pz in the beta2 band. 
 
Figure 1.59 Absolute power spectra and maps for AD patients and normal controls. A. On the left, averaged across 
sensors, PSDs are presented for the group of patients and controls. On the right, the probability graph of between-
group difference is shown (permutation Student’s t-test). The blue and red lines indicate the level of significance at 
0.05 or 0.01, respectively. B. The difference PSD maps for conventional EEG bands show the significant (P < 
0.05, BH corrected) between-group changes. Sensors with PSD values significantly higher in patients than in 
controls are in red, whereas those with lower values are in blue. There are no significant differences in the gray 
regions. 
To assess to which extent these features are specific to AD patients and how they are 
distributed among them, we performed a linear discriminant analysis ( Figure 1.61). That is, 
we considered the MPS averaged over the fronto-temporal hypo-synchronized sensors (blue 
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regions in Fig. 2) and over the posterior hyper-synchronized sensors (red regions in the same 
figure) as potential discriminators between patients and controls. In the alpha2 band, the 
linear discriminator correctly classified 94% of the patients, i.e., only one patient was 
misclassified. The patients’ discrimination precision for delta, theta, alpha1, beta1, and beta2 
was 76%, 76%, 82%, 71%, and 88%, respectively. 
 
Figure 1.60 Whole-head difference maps of multivariate phase synchronization. Group-averaged difference MPS-
maps (AD Patients vs. Controls) for delta, theta, alpha1, alpha2, beta1, and beta2 bands. Color designations are as 
in  Figure 1.59. 
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Figure 1.61 Linear discrimination of subjects via MPS features. Linear discrimination of subjects according to the 
features that emerged from the MPS analysis is presented in the main EEG frequency bands. The feature 
coordinates are: abscissa – average MPS across the posterior sensors showing an increase of MPS in AD patients 
(red clusters in  Figure 1.60); ordinate – average MPS across the left fronto-temporal cluster showing a decrease of 
MPS in AD patients (blue region in the same map). Subjects whose EEG parameters fall to the right of the 
discriminating line are classified as AD patients, on the left, as controls. The coordinates in the features space are 
designated with circles for AD patients and with crosses for controls.  
1.47.3 Correlation between MPS and AD symptoms 
Assuming that the changes in MPS-landscapes are associated with AD progression, we 
hypothesized a correlation between the severity of clinical AD-symptoms and the magnitude 
and direction of MPS-changes. In particular, for the hypo-synchronized fronto-temporal 
cluster, we expected direct correlations: the lower the MPS values in individual patients (i.e., 
the greater the synchronization abnormality), the lower their MMSE ratings (i.e., the more 
serious symptoms they have). On the other hand, if the synchronization increase over the 
parieto-temporal region is related to the pathological processes, then the higher MPS values 
are expected to correlate with the more severe symptoms – that is, the higher the MPS, the 
lower the MMSE (inverse correlation). 
The maps showing sensor locations for which correlation (r) values reached a significance 
level at P < 0.05 (BH-corrected) are shown in  Figure 1.62. As can be seen, there are two 
clusters over the left hemisphere: an anterior cluster of direct correlations and a posterior 
cluster of inverse correlations. The mean r values across sensors and EEG frequency bands 
are 0.55 ± 0.05 for the anterior and –0.57 ± 0.06 for the posterior cluster. Although both 
clusters vary in size across bands, on a large scale each preserves its location. In particular, 
the anterior sensors mostly belong to a triangle limited by F7, C3, and T7, while the posterior 
cluster is within the triangle formed by the P7, P3, and O1 locations (the International 10/20 
system).  
The overlap between the correlation clusters and the hypo-synchronized ones ( Figure 1.60) in 
the left hemisphere varies between 50% for the theta, alpha2, and beta1 bands, and 20% for 
the alpha1 band. Since the correlation clusters only partially cover clusters with abnormal 
MPS, we also computed correlations between the mean MPS for significantly hyper- and 
hypo-synchronized clusters (i.e., for the clusters used in the discriminant analysis) and the 
MMSE scores. The correlations turned out to be significant for the anterior cluster in the 
alpha2 and beta1 bands (r = 0.56 and 0.51, respectively) and for the posterior cluster in the 
alpha1, alpha2, and beta2 bands (r = –0.52, –0.50, and –0.51, respectively) at P < 0.05. 
Therefore, both correlation methods suggest that the changes in phase synchronization follow 
the AD symptoms at least across higher EEG frequencies. In addition to the left hemisphere 
correlations, in 3 frequency bands (delta, alpha1, and beta1) there are right hemisphere 
clusters that repeat the similar anterior vs. posterior pattern of a correlation direction. 
 Figure 1.63 shows the group-averaged difference maps for conventional EEG bands show the 
significant (P < 0.05, BH corrected) changes in synchronization determined from the 
embedding dimension in a state-space domain with a synchronization measure called S-
estimator. Sensors with S-values significantly higher in patients than in controls are in red, 
whereas those with lower values are in blue. The pattern of regional synchronization 
abnormalities revealed with S-estimator is similar to the one shown in  Figure 1.60 with MPS. 
In particular, the most prominent feature of both landscapes is the left fronto-temporal hypo-
synchronization centered over the F7 location. Posterior hyper-synchronized clusters, which 
in the MPS maps replicate themselves across EEG frequency bands ( Figure 1.60), with S-
estimator, are more characteristic for higher alpha-beta frequencies. Therefore, in general, the 
topography of abnormally synchronized clusters is stable across the two methods, especially 
at the higher EEG frequencies and for the hypo-synchronized regions. Topographies of the 
significant Spearman rank correlations (P < 0.05, BH corrected) between MMSE scores and 
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S-estimator values are presented for conventional EEG bands in  Figure 1.64. The regions with 
direct correlations are shown in brown, with inverse in turquoise.  There are two clusters over 
the left hemisphere: an anterior cluster of direct correlations (mean r = 0.59 ± 0.06) and a 
posterior cluster of inverse correlations (mean r = –0.56 ± 0.05). Although the two clusters 
vary in size, they are recognizable across all the bands. The overlap between the correlation 
regions and the abnormally synchronized ones (cf.  Figure 1.63) in the left hemisphere varies 
between 25% for the delta and 75% for the alpha2 band for the hypo-synchronized regions, 
whereas it is minor for the hyper-synchronized regions. In addition there are right hemisphere 
clusters in delta, alpha2, and beta1 bands that repeat the anterior vs. posterior pattern of 
correlations in the left hemisphere. Note that the topographies of correlations are remarkably 
similar to those presented in  Figure 1.62. Therefore, findings based on various 
synchronization measures seem to be qualitatively compatible. 
 
Figure 1.62 Correlation between MPS and MMSE scores of AD patients. Topographies of the significant 
Spearman rank correlations (P < 0.05, BH corrected) between MMSE scores and MPS are presented for 
conventional EEG bands. The regions with direct correlations are shown in brown, with inverse — in turquoise. 
There are no significant correlations in the gray regions. 
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Figure 1.63 Whole-head difference maps in the values of S-estimator. Group-averaged difference S-maps (Patients 
vs. Controls) for delta, theta, alpha1, alpha2, beta1, and beta2 bands. Color designations are as in  Figure 1.59.  
 
Figure 1.64 Correlation between S-estimator and MMSE scores of AD patients. Topographies of the significant 
Spearman rank correlations (P < 0.05, BH corrected) between MMSE scores and S-estimator values are presented 
for conventional EEG bands. Color designations are as in  Figure 1.62. 
1.48 Discussion 
1.48.1 EEG synchronization maps as a signature of AD 
The degeneration of cortico-cortical circuits is a prerequisite for the clinical expression 
of AD. Cortical disintegration results from the loss of pyramidal neurons, which form cortico-
cortical connections (Braak H et al., 2006; Morrison JH and PR Hof, 2007; Pearson RC et al., 
1985). The pyramidal neurons belong to the cell type predominantly “seen” by EEG. The 
resting EEG, in particular, is generated by the large dipole layers of pyramidal neurons in 
gyral crowns (Srinivasan R et al., 2006). These features suggest that the resting EEG could be 
sensitive to the AD-related cortical deterioration. 
Indeed, our application of multivariate synchronization mapping to the analysis of functional 
connectivity revealed a specific landscape of synchronization in early AD. Its most prominent 
features include hyposynchronization over the fronto-temporal brain region of the left 
hemisphere and hypersynchronization over the left temporal and bilateral parietal regions. 
This landscape aptly discriminates patients from controls. Moreover, in spite of a small 
variation in symptoms severity (the group was limited to the CDR 0.5–1.0) we have found 
significant correlations between the MPS abnormalities and MMSE ratings. The bilateral 
correlations suggest that the right hemisphere is also involved in the pathological process, 
although this involvement is not evident from the between-group comparison. 
The multivariate synchronization changes appear to be stable across a broad frequency range, 
thus replicating previous findings of similar synchronization changes in various EEG bands 
(Adler G et al., 2003; Babiloni C et al., 2006; Berendse HW et al., 2000; Besthorn C et al., 
1994; Czigler B et al., 2008; Knott V, E Mohr et al., 2001; Kramer MA et al., 2007; Pogarell 
O et al., 2005). Assuming that in the normal brain, the frequency of synchronization is related 
to the distance between synchronized assemblies (von Stein A and J Sarnthein, 2000), the 
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frequency-nonspecific alterations in an AD brain seem to be very likely due to the 
involvement of various-range connections in the pathological process. 
Importantly, the MPS changes are dissimilar from the EEG power alterations (cf.  Figure 1.59 
and  Figure 1.60), which makes a significant effect of volume conduction unlikely and allows 
an interpretation in terms of regional synchronization. Because of the low spatial resolution of 
EEG, we discuss the AD-related changes in synchronization topography in large-scale terms. 
On this scale, the MPS difference maps characterized by the anteriorly (fronto-temporal) and 
posteriorly (parieto-temporal) located abnormalities in synchronization are consistent with the 
topography of gyral athrophy (Giannakopoulos P et al., 1997), of cortical gray matter loss 
(Thompson et al. 2003), and with the topography of amiloid deposits in AD (Buckner RL et 
al., 2005). Therefore, such a synchronization landscape presents a more accurate and specific 
picture than the selective bivariate measurements of synchronization. 
The majority of the synchronization measures including multivariate and bivariate 
methods detect coupling (Carmeli C et al., 2005; Quiroga R et al., 2002). Specifically in the 
AD domain, a recent comparison of nonlinear synchronization measures with phase 
synchronization demonstrated their similar performance (Kramer MA et al., 2007). 
Furthermore, we analyzed EEG synchronization in AD patients not only with MPS as 
presented above, but also, in parallel, with S-estimator (Carmeli C et al., 2005). The latter 
determines synchronization from the embedding dimension in a state-space domain based on 
the theoretical consequence of the cooperative behavior of simultaneous time series — the 
shrinking of the state-space embedding dimension. The results of our MPS and S-estimator 
analyses appeared to be similar, as supplementary  Figure 1.63 and  Figure 1.64 confirm. 
Therefore, findings based on various synchronization measures seem to be qualitatively 
compatible. 
In the AD literature, a consensus exists on the reduction of EEG synchronization, which has 
been tested in pairs of locations or globally (Adler G et al., 2003; Babiloni C et al., 2006; 
Berendse HW et al., 2000; Czigler B et al., 2008; Franciotti R et al., 2006; Koenig T et al., 
2005; Pijnenburg YA et al., 2004; Stam CJ et al., 2003). Furthermore, in neuroimaging 
studies, dealing with very low temporal frequencies, long-distance (e.g., fronto-parietal) 
synchronization was also shown to be decreased (Grady CL et al., 2001; Horwitz B et al., 
1995; Wang K et al., 2007). Such changes of functional connectivity are consistent with the 
demyelination observed in postmortem morphological studies (Bartzokis G et al., 2004) and 
in in vivo Magnetization Transfer Imaging AD studies (van der Flier WM et al., 2002). The 
anterior clusters of hypo-synchronized EEG signals from the landscapes of MPS 
abnormalities described in the present paper are in agreement with frequently reported frontal 
decoupling (Adler G et al., 2003; Babiloni C et al., 2006; Berendse HW et al., 2000; Besthorn 
C et al., 1994; Czigler B et al., 2008; Knott V, E Mohr et al., 2001; Pogarell O et al., 2005). 
The AD-related increase in synchronization over the left temporal and bilateral parietal 
and occipital cortices has never been reported in EEG studies (except for low EEG 
frequencies, e.g., see (Koenig T et al., 2005)). The discrepancy between our findings and 
those reported in the EEG/MEG literature are likely to be due to the fact that previous studies 
analyzed the long-distance synchronization, whereas we consider connections within the 
circle of 10-12 cm in diameter.  Notably, an increase in intraregional functional connectivity 
against a decrease in interregional connectivity was observed with PET and fMRI methods  
(Grady CL et al., 2001; Horwitz B et al., 1995; Wang K et al., 2007). The last reference is of 
particular interest for our discussion, since in this paper, the resting-state functional 
connectivity over the whole-brain was analyzed. These authors found increased correlations 
between spontaneous fluctuations of BOLD (Blood-Oxygen-level-dependent) signals within 
prefrontal, parietal, and occipital lobes in AD patients compared to controls. Another reason 
for the discrepancy can be related to the fact that, according to the MMSE ratings, the 
symptoms in our patients were milder that in the majority of EEG synchronization studies (cf. 
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(Adler G et al., 2003; Berendse HW et al., 2000; Franciotti R et al., 2006; Pijnenburg YA et 
al., 2004; Stam CJ et al., 2003)). Therefore, this finding suggests some plastic mechanisms 
working at an early stage of AD. 
1.48.2 Abnormal EEG synchronization and plasticity of cortical circuits in early 
AD 
Such a mechanism can be provided by synaptic plasticity. The scenario that binds the 
EEG synchronization alterations and synaptic plasticity might be as follows. The death of 
pyramidal neurons and the loss of synapses in AD are accompanied by plastic processes, 
including axonal and dendritic sprouting (Adams IM, 1991; Agnati LF et al., 1992; Horwitz 
B, 1988; Masliah E et al., 2006; Scheff SW and DA Price, 2003). This aberrant sprouting 
together with a decrease in the number of afferent neurons and with the expansion of the 
territory occupied by a single axon/dendrite are likely to increase the temporal coordination of 
input signals to a target cortical area. A more synchronized input would increase the 
postsynaptic synchronization visible in EEG. Eventually, with the progression of the disease, 
the pathological cascade overcomes this plastic response and ruins connectivity, which results 
in the synchronization decrease. 
Applied to our data, this two-stage scenario suggests that the anterior (fronto-temporal) and 
posterior associative areas pass the compensatory and further degradation stages at different 
times and/or vary in the mechanisms/ability to compensate. Indeed, the AD-related annual 
loss of gray matter in the fronto-temporal cortex reaches 4-5%, whereas in the posterior 
temporal and parietal cortices it is mostly within 1-2% (Thompson PM et al., 2003). The 
analysis of the overall gene expression change in AD has shown that the temporal and 
prefrontal cortices are the most vulnerable brain regions (Haroutunian V et al., 2007). 
Furthermore, the neurochemical studies of synaptic plasticity provide some evidence of 
interregional differences. For example, in brain specimens from MCI and AD patients, the 
loss of synaptic proteins in the frontal cortex is more severe than in the parietal cortex (Reddy 
PH et al., 2005), and less severe than in the temporal cortex (Counts SE et al., 2006). 
Plasticity of the synaptic contact zone in AD brains also varies among the inferior temporal, 
superior parietal, parieto-occipital, and superior frontal cortical regions (Adams IM, 1991). 
Specifically, this last study revealed that the loss of synapses is accompanied by an increase in 
the synaptic contact length only in the inferior temporal and superior parietal cortices. 
Of particular interest for this discussion is the distribution of neuro-fibrillary tangles 
(NFT), the number of which strongly correlates with AD progression. The NFT are found 
predominantly in layers III and V of the neocortex (Giannakopoulos P et al., 1997; Lewis DA 
et al., 1987; Pearson RC et al., 1985). In general, layer V contains more NFT than layer III; 
however, in the visual association cortex the NFT are predominantly found in layer III, 
whereas in the temporal association cortex about two thirds of NFT are in layer V (Lewis DA 
et al., 1987). Furthermore, the NFT are less frequent in the parietal and occipital cortices than 
in the temporal cortex, while the frontal cortex displays intermediate densities. 
The neurons of layers II and III provide feed-forward, association, and callosal connections, 
whereas feedback connections and those descending to subcortical structures originate in 
layer V. The interaction of these cortical features with the across-layer and across-region 
distribution of NFT suggests that feedback and descending connections, especially in the 
frontal and temporal areas, are at a higher risk in AD than feed-forward connections. Finally, 
considering that layer V is strongly implicated in cortical synchrony (Connors BW and Y 
Amitai, 1995), one can assume that the AD-related abnormalities of EEG synchronization 
would be more advanced in the fronto-temporal than in the parietal areas, an assumption that 
agrees with the interregional  difference reported here. 
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If the effect of the AD per se consists of the hypo-synchronization of fronto-temporal 
networks, whereas that of plasticity comprises temporal and posterior hyper-synchronization, 
we might expect the hyper-synchronized clusters to shrink and the hypo-synchronized clusters 
to spread out with the progression of AD. Since the newly diagnosed patients represented a 
homogenous group in terms of their AD stage (see Table 9.1), we used the duration of the 
disease as an index of AD progression. The patients were divided into two groups: 9 patients 
with short disease duration (2.7 ± 0.5 years) and 8 patients with longer duration (6.8 ± 1.7 
years). The between-group difference in duration was significant at P < 0.0001 (permutation 
Student’s t-test), whereas the mean age did not differ (71.9 ± 7.8 years and 65.8 ± 12.8 years, 
respectively). 
 
Figure 1.65 Changes in synchronization landscape in AD patients with short and long duration of disease. The 
group-averaged difference maps of multivariate phase synchronization for the two subgroups of AD patients are 
shown. A: patients with AD duration of 3 years or shorter; B: patients with AD duration 4 years and longer. Other 
designations are as in  Figure 1.60.  
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As  Figure 1.65 shows, the MPS difference maps for these groups were characterized by the 
predicted features. Indeed, in the short-duration group ( Figure 1.65A), there are 90 hyper-
synchronized (red) and 27 hypo-synchronized (blue) sensors (summarized across EEG 
bands), whereas in the long-duration group ( Figure 1.65B), the number of red sensors 
dramatically reduces to only 36, while the number of blue sensors increases up to 47. 
Furthermore, by dividing our patients into groups according to their age (8 patients younger 
than 66 years of age (60.1 ± 6.7), and 9 patients older than 70 years of age (76.9 ± 6.1), we 
could show that only red (“compensatory”) clusters reduce with age (70 vs. 36), whereas AD-
related clusters do not differ between the groups (46 vs. 43,  Figure 1.66). The result is not a 
surprising one, considering that neither stage nor duration of AD (4.9 ± 2.0 years in the 
younger vs. 4.3 ± 2.8 years in the older patients) differ in these groups, whereas the plastic 
properties of the brain decrease with age. 
However, it is not clear whether the processes that result in EEG synchronization can 
compensate for cognitive deficits in AD: the inverse correlations between the parieto-
temporal MPS and the MMSE scores in our group of patients suggest that the MPS increase is 
related to more severe symptoms. This might be accounted for by sprouting that leads to the 
decreased selectivity of connections. The enlarged activation area shown in AD patients with 
neuroimaging methods ((Wang K et al., 2007) and references therein) probably reflects this 
effect. Finally, insufficiently selective connections fail to provide real functional 
compensation. 
The topography of EEG synchronization in AD seems to be a promising area for further 
research. Moreover, our hypothesis based on this topography provides specific and testable 
predictions: i) the AD progression would result in replacing the synchronization increase with 
its reduction in posterior associative areas; ii) the MCI and mild early-onset AD patients are 
likely to have relatively wide-spread hyper-synchronized regions, including fronto-temporal 
ones; and iii) patients with late-onset AD would have less extensive hyper-synchronized 
regions. Although the last two predictions are supported by our preliminary evidence, 
additional studies including the analysis of task-related EEG are required to confirm them. 
The results would be important for the early diagnostics and for the adequate choice of 
treatment strategies. 
1.49 Summary 
The results presented in this chapter was indeed the result of combined expertise from 
advanced nonlinear modeling and signal processing, modern EEG and neuroimaging 
techniques, and clinical neurology and neuropsychlogy. It should be mentioned that, due to 
the explosive development of neuroimaging techniques, the “old cheap EEG” is experiencing 
difficult though exciting times, searching for a new place and role in modern neuroscience. In 
this sense, our results are of principal interest, as it reports a successful application of a new 
EEG synchronization mapping strategy to an extremely important area of AD research. We 
analyze the surface topography of the multivariate phase synchronization (MPS) of 
multichannel EEG in 17 AD patients compared to 17 age- and education-level- matched 
control subjects and by applying a combination of global and regional MPS measures to the 
resting EEG. Our main results included a specific whole-head synchronization landscape, 
revealed in AD patients for the first time. In early AD, the whole-head mapping revealed a 
specific landscape of synchronization characterized by a decrease in MPS over the fronto-
temporal region and an increase over the temporo-parieto-occipital region predominantly of 
the left hemisphere. These features manifest themselves through the EEG delta-beta bands 
and discriminate patients from controls with an accuracy of up to 94%. Moreover, the 
abnormal MPS in both anterior and posterior clusters were relevant in the clinical context: 
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they correlated with the severity of AD symptoms, discriminated patients from controls with a 
high accuracy, i.e., they provided more accurate and specific information than any EEG 
synchronization measures applied earlier. The MPS-maps correlated with the Mini Mental 
State Examination score of AD patients, binding the EEG regional synchronization to the 
cognitive decline in AD patients. Indeed, the MPS technique revealed that the EEG phenotype 
of early AD is relevant to the clinical picture and may ultimately become its sensitive and 
specific biomarker. This landscape, whilst being compatible with recent imaging results, goes 
beyond them by demonstrating a novel aspect of the abnormalities of functional cooperation 
in AD, namely, regionally specific reduced or enhanced connectivity. 
 
Figure 1.66 Changes in synchronization landscape in early- and late-onset AD patients. The group-averaged 
difference maps of multivariate phase synchronization for the two subgroups of AD patients are shown. A: patients 
younger than 66 years of age; B: patients older than 70 years of age. Other designations are as in  Figure 1.60. 
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CONCLUSIONS AND OUTLOOK 
In this thesis we studied some aspects of synchronization in complex dynamical 
networks. The study of synchronization phenomenon has various potential applications in 
many fields of science and technology. It may guide us to better understand the organizing 
principles of real-world complex networks (such as brain) and/or design artificial networks 
with high efficiency (such as sensor networks). The thesis is divided into three sections each 
of which covers an important topic in the field of synchronization of dynamical networks. In 
this chapter we give the essence of our findings and also some possible future directions of 
the work. 
1.50  Synchronizability of dynamical networks 
For the ease by which dynamical systems are synchronized over a network, usually, the 
term synchronizability is encountered. However, there is no unique interpretation of 
synchronizability and a particular choice is adopted for each study. Here, we used previously 
developed methods in the field of dynamical networks for quantifying the synchronizability. 
Of these are the master-stability-function (Pecora LM and TL Carroll, 1998) and the 
connection-graph-stability (Belykh VN et al., 2004) methods. The former gives necessary 
condition for linear (local) stability of the synchronization manifold, whereas the latter gives 
sufficient condition for global synchronization. We formulized the problem of 
synchronizability in dynamical networks and gave four possible interpretations for that. We 
also considered synchronization in weighted dynamical networks. Our main findings could be 
listed as the following. 
• One can interpret the synchronizability in a dynamical network in at least four 
different ways (Jalili M, A Ajdari Rad et al., 2007): Network N1 is said to be more 
synchronizable than network N2, (i) if for larger range of parameters, it is possible to 
synchronize N1 compared to N2. Considering the largest and the second smallest 
eigenvalues of the Laplacian matrix of the connection graph as λN and λ2, this 
interpretation of synchronizability is linked to λN /λ2, i.e. the less the eigenratio λN /λ2 
the better the synchronizability. (ii) Network N1 is synchronized with less effort 
   
 
 150  
 
compared to N2. This interpretation is related to the second smallest eigenvalue of 
the Laplacian, so called algebraic connectivity of the graph, i.e. for the same sum of 
the connection weights, the larger the λ2 the better the synchronizability of the 
network. (iii) With the same cost, network N1 synchronizes faster than N2. (iv) With 
the same cost, the degree of phase synchronization, estimated for example by order 
parameter, is larger in N1 than in N2. This interpretation is useful especially in the 
situations where complete synchronization can not be defined such as coupled 
nonidentical dynamical systems. 
• In general, the above interpretations of synchronizability do not coincide. In 
heterogeneous networks such as unweighted scale-free networks, the interpretations 
(i) and (iv) lie in the same line as the parameters of the network change, whereas 
interpretation (ii) goes in the opposite direction. In unweighted Watts-Strogatz 
networks, which show more homogenous degree distribution compared to scale-free 
networks, these interpretations almost lie in the same line as the network parameter 
changes. 
• Networks with non-uniform diffusive couplings could have better synchronizability 
than those of with uniform diffusive coupling. One way to assign proper strength for 
diffusive links is to use of the connection-graph-stability method. 
• Networks with optimal synchronizability are neither undirected nor unweighted. 
Here we proposed an algorithm based on node and edge betweenness centrality 
measures for enhancing the synchronizability. By considering a particular 
interpretation of synchronizability we introduced an algorithm for assigning 
connection weights resulting is a weighted and directed network. Since in some 
applications it is desired that the network with high synchronizability to be 
undirected, we proposed another weighting rule for reducing the synchronization 
cost preserving the network undirected. 
• We showed that in networks with high synchronization properties, different 
interpretations of synchronizability go hand in hand as network parameters change. 
We used two methods to obtain networks with high synchronizability; weighting the 
links and making rewiring in the connections links. 
There are a number of possible future directions based on the works presented in this 
thesis. Trying to come up with better weighting algorithms for further enhancing the 
synchronizability is one of the possible outlooks. We used a very simple rewiring of the 
connection links to optimize the synchronizability, i.e. optimizing synchronizability without 
weighting and just by changing the structure of the network. Our proposed intelligent 
rewiring method dramatically speeded up the previous methods. Another possible future work 
could be using more sophisticated optimization algorithm for rewiring. Also, optimizing the 
synchronizability by rewiring preserving the degree distribution can be another interesting 
extension to our work. 
1.51 Synchronization in networks of Hindmarsh-Rose neurons 
We investigated the synchronization phenomenon in networks of Hindmarsh-Rose 
neuron models. It is believed that synchronization plays a role in information binding in the 
brain; different populations of neurons get into synchrony for processing information. 
Although it has not proved that weather getting into synchrony causes the process of 
information in the brain or it is just a consequence of information binding, it is worth to put 
efforts on studying synchronization in neural networks. The mechanisms of spike-timing-
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dependent-plasticity are affected by synchronization in gamma frequency bad. Thus, even if 
synchronization has nothing to do with binding puzzle in the brain, it is important for spike-
timing-dependent-plasticity. The main results obtained in this part of the work are listed in the 
following. 
• We considered diffusively coupled Hindmarsh-Rose neurons (with electrical 
coupling) over Newman-Watts networks and calculated the synchronizing coupling 
strength using both the numerically solving the network’s differential equations and 
the master-stability-function method. We showed that the coupling strengths 
predicted by the master-stability-function are near to the real synchronizing ones. 
Therefore, for large networks where the numerical simulation is expensive one can 
simply use the master-stability-function method that needs only computing the 
eigenvalues of the connection graph. 
• The synchronization of Hindmarsh-Rose neurons over a class of clustered networks 
was investigated. In such networks, the intra-cluster links are dense, whereas the 
nodes in different clusters are connected sparsely. Our results revealed that in such 
networks, the synchronization is more influenced by the inter-cluster links than the 
intra-cluster connections. In other words, to have high synchronizability, the intra-
cluster and inter-cluster links should be in balance. 
• We also studied complete synchronization in networks of Hindmarsh-Rose neurons 
with both type of couplings, electrical and chemical. We showed that chemical 
coupling can play a complementary role to electrical connections to provide the 
complete synchronization in the network. 
• We proposed a minimal network consisting of only five neurons (one thalamic-relay 
neuron, two pyramidal neurons and two interneurons) with proper electrical and 
excitatory/inhibitory couplings in between, to produce synchronized gamma 
oscillations. The frequency of the oscillations could be controlled by the input 
current injected to the neurons and in particular that of the thalamic-relay neuron. 
• Then, large networks of interacting locally synchronized gamma oscillators were 
studied. The dependence of the spike synchrony to some network parameters such as 
the probability of intermodular electrical couplings between interneurons, the 
probability and the strength of intermodular inhibition of interneurons, the 
probability and the strength of intermodular excitatory connections ascending from 
pyramidal neurons, parameter mismatch, correlation of thalamic input, and 
transmission time-delay, was investigated. 
The work we did for simulating the interacting locally synchronized gamma 
oscillations deserves further analysis. Especially the interesting influence of the transmission 
time-delay in spike synchrony can be investigated in a more general case, for example in a 
network with a number of pyramidal neurons and interneurons with some random 
excitatory/inhibitory connection. The optimal transmission time-delay is likely a function of 
the oscillation frequency of the network. 
1.52 EEG synchronization in patients with schizophrenia or 
Alzheimer’s disease 
In this thesis we used two methods for quantifying cooperativeness in the EEG time 
series: the S-estimator (Carmeli C et al., 2005), a state-space based synchronization estimator, 
and multivariate phase synchronization. Traditionally, bivariate methods such as coherence 
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analysis have been used for analyzing synchronization phenomenon in EEG data. The major 
limitation of such methods is that they can not be directly used for multivariate analyses and 
are usually applied for predetermined region of interest. Thus, using the traditional bivariate 
methods one can not reveal the topography of synchronization for high density EEG data. We 
applied the multivariate synchronization measures to two EEG datasets: one from patients 
experiencing schizophrenia and their matched control subjects and the other one from patients 
with Alzheimer’s disease and some age-matched healthy control subjects. The important 
findings are as the following. 
• Our new method for parametrization of multichannel EEG, i.e. calculating relative 
power density maps, revealed specific map of power-changes (changes in mesoscale 
synchronization values) in schizophrenic patients. Although the global power was 
decreased in schizophrenia patients, we observed a relative increase of power in the 
anterior brain regions against the decrease of power over the posterior regions. This 
peculiar feature discriminated schizophrenia patients from normal control and 
correlated with the clinical picture of the illness as well as the chronicity. Our 
finding supports the concept of hypofrontality in schizophrenia and suggests alpha 
rhythm for further detailed noninvasive research into the neurobiology of 
schizophrenia. 
• By applying the S-estimator technique to the EEG data of schizophrenia patients, we 
revealed the whole-head synchronization topography. It included bilaterally 
increased local synchronization over temporal brain regions and decreased 
synchronization over the postcentral/parietal region neighboring the midline. The 
observed synchronization-map was almost robust in all of the conventional 
frequency bands. It also showed a robust pattern in the course of several months. 
These abnormalities in the local synchronization were linked to the clinical scores of 
the schizophrenia. These synchronization-maps go beyond the topography limits, 
demonstrating a novel aspect of the abnormalities of functional cooperation: namely, 
regionally reduced or enhanced connectivity. 
• We applied the multivariate phase synchronization method for detecting any 
abnormalities in the synchronization topography of resting EEG in patients with 
early stages of Alzheimer’s disease. Our analysis revealed a specific synchronization 
landscape characterized by decrease of synchronization over the fronto-temporal 
area and an increase over the temporo-parieto-occipital region predominantly of the 
left hemisphere. These features could discriminate the patients from normal controls 
in the EEG delta-beta bands. They also correlated with the severity of the disease. 
Some further analysis on the same data is still under progress. One of the most 
interesting results we have found is confirming the hypothesis “loss of brain asymmetry” in 
schizophrenia (Crow TJ et al., 1989). It is known that the schizophrenic brain looses the 
normal asymmetry. We try to show if this is the case for local synchronization. One of our 
future works (partly done) is to use multivariate synchronization techniques for revealing the 
long-distance synchronization-maps. For example, one can divide the sensors into a number 
of clusters and then try to obtain the cooperativeness between these clusters. Other analysis 
could be determining the abnormalities in the direction of coupling using the EEG data (this 
also has been partly done). 
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