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Kurzfassung
In dieser Dissertation wird ein Verfahren zum Entwurf und zur Analyse von optimalen
und minimax robusten sequentiellen Hypothesentests entwickelt. Die Arbeit umfasst
sowohl einen umfassenden Theorieteil als auch Algortihmen zur praktischen Implemen-
tierung robuster sequentieller Tests.
Nach einer Einfu¨hrung in die grundlegenden Konzepte der sequentiellen Analyse und
der Stoppzeit-Theorie, wird der optimale sequentielle Test fu¨r stochastische Prozesse
mit Markov-Darstellung hergeleitet. Zu diesem Zweck wird das Problem des Entwurfs
sequentieller Tests in ein Problem der Ermittlung optimaler Stoppzeiten u¨berfu¨hrt,
dessen Kostenfunktion sich aus der zu erwartenden Laufzeit und den gwichteten Fehler-
wahrscheinlichkeiten des Tests zusammensetzt. Aufbauend auf dieser Formulierung
kann die Strategie eines mit minimalen Kosten verbundenen sequentiellen Tests durch
Lo¨sung einer nichtlinearen Integralgleichung bestimmt werden. In der Dissertation wird
nachgewiesen, dass die partiellen Ableitung der Kostenfunktion des optimalen Tests bis
auf eine konstante Skalierung mit den Fehlerwahrscheinlichkeiten des zugrunde liegen-
den sequentiellen Tests u¨bereinstimmen. Mit Hilfe dieses Zusammenhangs la¨sst sich
der Entwurfs optimaler sequentieller Test mit beschra¨nkten Fehlerwahrscheinlichkeiten
auf die Lo¨sung einer Integralgleichung zuru¨ckfu¨hren, deren Lo¨sungsfunktion zusa¨tzliche
Bedingungen an ihre partiellen Ableitungen erfu¨llen muss. Es wird weiterhin gezeigt,
dass die gesuchte Lo¨sungsfunktion sich mittels etablierter Methoden der linearen Op-
timierung bestimmen la¨sst, ohne die partiellen Ableitungen explizit zu berechnen. Das
Verfahren wird anhand mehrere numerischer Beispiele veranschaulicht.
In der zweiten Ha¨lfte der Dissertation wird der Entwurf minimax robuster sequentieller
Tests behandelt. Zuna¨chst werden das Minimax-Prinzip und ein allgemeines Model fu¨r
Unsicherheiten in den Verteilungen eingefu¨hrt und erla¨utert. Danach werden hinre-
ichende Bedingungen dafu¨r hergeleitet, dass gegebene Wahrscheinlichkeitsverteilungen
am ungu¨nstigsten sind, das heißt, zu der gro¨ßten mittleren Laufzeit und den gro¨ßten
Fehlerwahrscheinlichkeiten eines sequentiellen Tests fu¨hren. Durch Zusammenfu¨hrung
der Ergebnisse zu optimalen sequentiellen Tests und ungu¨nstigsten Verteilungen
ergeben sich hinreichende Bedingungen fu¨r die minimax Optimalita¨t sequentieller
Tests unter allgemeinen Verteilungsunsicherheiten. Des Weiteren wird die Kosten-
funktion des minimax optimalen Tests als ein konvexes statistisches A¨hnlichkeits-
maß identifiziert und die ungu¨nstigsten Verteilungen als diejenigen, welche die gro¨ßte
A¨hnlichkeit bezu¨glich dieses Maßes aufweisen. Als konkretes Beispiel fu¨r nicht-
parametrische Verteilungsunsicherheiten wird das Dichte-Band-Modell (density band
model) eingefu¨hrt. Die sich aus diesem Modell ergebenden ungu¨nstigsten Verteilungen
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werden zuna¨chst in impliziter Form hergeleitet. Basierend auf der implizierten Darstel-
lung wird ein Algorithmus zu ihrer numerische Berechnung entwickelt. Schließlich
wird der minimax robuste sequentielle Test unter Unsicherheiten des Dichte-Band-Typs
hergeleitet, welcher die fu¨r minimax Verfahren charakteristische Eigenschaft eines max-
imal flachen Profils der Laufzeiten und Fehlerwahrscheinlichkeiten u¨ber dem Zustand-
sraum aufweist. Ein numerisches Beispiel fu¨r einen minimax optimalen sequentiellen
Test schließt die Dissertation ab.
VAbstract
In this dissertation, a framework for the design and analysis of optimal and minimax
robust sequential hypothesis tests is developed. It provides a coherent theory as well
as algorithms for the implementation of optimal and minimax robust sequential tests
in practice.
After introducing some fundamental concepts of sequential analysis and optimal stop-
ping theory, the optimal sequential test for stochastic processes with Markovian repre-
sentations is derived. This is done by formulating the sequential testing problem as an
optimal stopping problem whose cost function is given by a weighted sum of the ex-
pected run-length and the error probabilities of the test. Based on this formulation, a
cost minimizing testing policy can be obtained by solving a nonlinear integral equation.
It is then shown that the partial generalized derivatives of the optimal cost function
are, up to a constant scaling factor, identical to the error probabilities of the cost
minimizing test. This relation is used to formulate the problem of designing optimal
sequential tests under constraints on the error probabilities as a problem of solving an
integral equation under constraints on the partial derivatives of its solution function.
Finally, it is shown that the latter problem can be solved by means of standard linear
programming techniques without the need to calculate the partial derivatives explicitly.
Numerical examples are given to illustrate this procedure.
The second half of the dissertation is concerned with the design of minimax robust
sequential hypothesis tests. First, the minimax principle and a general model for dis-
tributional uncertainties is introduced. Subsequently, sufficient conditions are derived
for distributions to be least favorable with respect to the expected run-length and er-
ror probabilities of a sequential test. Combining the results on optimal sequential tests
and least favorable distributions yields a sufficient condition for a sequential test to
be minimax optimal under general distributional uncertainties. The cost function of
the minimax optimal test is further identified as a convex statistical similarity measure
and the least favorable distributions as the distributions that are most similar with
respect to this measure. In order to obtain more specific results, the density band
model is introduced as an example for a nonparametric uncertainty model. The corre-
sponding least favorable distributions are stated in an implicit form, based on which
a simple algorithm for their numerical calculation is derived. Finally, the minimax ro-
bust sequential test under density band uncertainties is discussed and shown to admit
the characteristic minimax property of a maximally flat performance profile over its
state space. A numerical example for a minimax optimal sequential test completes the
dissertation.
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Chapter 1
Introduction
The dissertation at hand is based on two mainstays, namely, sequential and robust
statistical hypothesis testing. Interestingly, the birth of each field can be traced back
to a particular time and person. Abraham Wald [Wol52] developed the sequential
probability ratio test in the 1940s and published the results, which had been classified
during the war, in his seminal book on sequential analysis in 1947 [Wal47]. Peter
J. Huber [BK08], who contributed invaluably to transforming the concept of robustness
from a vague idea into a recognized branch of mathematical statistics, presented his
robust version of the probability ratio test in 1965 [Hub65].
The goal of this work is to combine both approaches to statistical hypothesis testing,
which can be viewed as having somewhat complementary objectives, into a consistent
framework of minimax optimal sequential hypothesis testing. This includes, on the one
hand, a thorough mathematical theory that is well embedded in existing results and
concepts, and, on the other hand, efficient algorithms and numerical implementations
of optimal and minimax robust sequential tests in practice.
The advantages and challenges of bringing together sequential and robust methods are
briefly discussed in the next section. It is followed by an overview of existing work on
optimal and robust sequential tests as well as a more detailed statement of the aim
and the contributions of this dissertation.
1Both images are covered by the Creative Commons license.
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1.1 Motivation
Sequential methods are typically used to increase the efficiency of a statistical inference
procedure. Wald showed that, under ideal conditions, a sequential hypothesis test can
achieve the same reliability as its fixed sample size counterpart with roughly half the
number of samples. In general, the ability to decide about the necessary number of
samples based on the data collected so far makes sequential procedures more flexible
than standard procedures, which are designed under the assumption that the number
of observations is given and cannot be increased. Naturally, this additional degree of
freedom can only be leveraged if the observations are indeed generated sequentially.
A comprehensive overview of applications for which this is the case can be found in
the first Chapters of [GS91] and [PH09]. The list includes medical diagnosis [BLS13],
environment monitoring [Pet98], quality control [YZ99], hazard detection [BMG+10],
image processing [BEG81], spectrum sensing [SJ15] and many more. In general, se-
quential methods offer an increased efficiency if obtaining new observations is possible,
but costly in some sense, and if the data indeed follows the assumed model. If the
latter is not the case, sequential tests can end up using significantly more samples than
regular tests [Wal47].
This effect motivates the use of robust methods. Instead of increasing the efficiency,
robust inference procedures sacrifice some efficiency under ideal conditions in order
to be less sensitive to deviations from the ideal case. This approach is based on the
idea that an inference method should continue to work reasonably well, even if the
underlying model holds only approximately or only for a subset of the data. This is
not the case for strictly model based methods, which are tuned to perform optimally
under ideal conditions, but may suffer severe performance degradation if the data
is even slightly corrupted [Hub81]. Thus, robust methods form the middle ground
between parametric and nonparametric approaches. The list of applications is long
and includes voice activity detection [KMZ15] and seismic data analysis [Cla00] to
name just two. See [KP85,ZKCM12,AMR15] for many more examples.
The idea of robust sequential hypothesis testing is to combine the benefits of both
approaches. Ideally, a robust sequential test is supposed to be fast and reliable, i.e., it
requires fewer observations than a fixed sample size test and at the same time works
reliably under moderate model mismatches. In this sense, both concepts complement
each other in two ways: By sequentially performing a robust test, the loss in nominal
efficiency can be compensated. By robustly performing a sequential test, its sensitivity
to model mismatches can be reduced. Exploring and exploiting this synergy is the
main motivation for the work that constitutes this dissertation.
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1.2 State-of-the-Art
The amount of existing literature on both sequential and robust hypothesis testing is
vast and grows steadily. General overviews of sequential hypothesis testing and related
topics can be found in [Wal47, Sie85,GS91, PH09, TNB14]. A summary of results in
robust statistics is given in, for example, [Hub81,MMY06].
On the other hand, the literature on minimax optimal sequential hypothesis testing
is rather scarce. To the best of the author’s knowledge, the general design of strictly
minimax optimal sequential hypothesis tests has not been treated in the literature
yet. Some of the earliest results in the field can be found in [Mau57], where a very
specific minimax problem concerning a test for the mean of two normal distributions
is solved, and [DeG60], where a minimax optimal procedure for the detection of a
mean shift in Brownian motion is derived. The latter has been further generalized
in [Sch87]. The vast majority of the literature that has been published over the last
decades deals with the design of asymptotically minimax sequential tests. Asymptotic
results exist, for example, for tests of distributions of the exponential family [Hol75],
the presence of a signal in additive noise [ESV79], multiple distributions with unknown
parameters [BD08b] and discrete distributions [FT12a]. An approach to robust sequen-
tial testing based on adaptive nonlinearities is suggested in [VK88], some application
specific procedures are given in [CCF95,Vos01]. Closely related to the problem of min-
imax sequential tests is the problem of minimax quickest change detection, which was
studied in [BD08a,UVM11,FT12b,BV15].
A noteworthy, but lesser-known exception from the asymptotic approach to minimax
sequential hypothesis testing is the work presented in [Kha02]. It is concerned with
the design of strictly minimax optimal tests for discrete distributions and is probably
closest in spirit to this work.
1.3 Aims, Contributions and Overview
The aim of this dissertation is to develop a coherent framework for the design and
analysis of optimal and minimax robust sequential hypothesis tests. In this sense, the
results presented in the upcoming chapters are intended to provide a self-contained
theory that does not require the reader to have in-depth prior knowledge of sequential
analysis or particular methods for the design of sequential tests.
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This approach makes it necessary to occasionally recast existing results in order to
better fit the context of this work. Some well known results of optimal stopping and
sequential testing theory are restated, but in general the overlap with existing work
was kept at a minimum. Known results are clearly marked as such.
An important aspect of this dissertation is that the presented results are supposed
to build on each other and form a coherent chain of arguments. Most mathemati-
cal concepts used is the derivations, such as Fredholm integral equations, generalized
derivatives and convex similarity measures, emerge naturally in the process of solving
the sequential testing problem. The aim is not to give an example for the application
of a particular method to an open problem in sequential analysis, but to arrive at an
appropriate procedure of solution by close inspection of the problem at hand.
The presented framework is supposed to offer both a thorough theory of optimal and
minimax sequential hypothesis tests as well as practical algorithms for their imple-
mentation. In contrast to most existing algorithms, the ones presented in this work
allow for a numerical design of strictly (minimax) optimal tests. They offer a generic
implementation approach with very mild assumptions on the underpinning stochastic
process. Although the implementation of strictly optimal sequential tests will be shown
to be prohibitively complex for most real-world applications, the presented algorithms
offer a systematic approach based on standard numerical techniques that can already
be used to solve small to medium size problems and is bound to become more useful
with growing computational powers.
The detailed overview of the dissertation and its contributions is as follows.
In Chapter 2, fixed sample size as well as sequential hypothesis tests are introduced
and some fundamental concepts of time-discrete stochastic processes and optimal stop-
ping theory are reviewed.
In Chapter 3, the design of optimal sequential tests for stochastic processes with
Markovian representations is detailed. It builds on and extends the work in [FZ15a].
While the formulation of the sequential testing problem in an optimal stopping context
in Section 3.2 is rather standard, the results in Section 3.3 that connect the optimal
cost function and its partial derivatives to the performance measures of the sequen-
tial test are novel and the main contribution of the chapter. Based on these results,
two numerical approaches to the design of optimal sequential tests are discussed in
Section 3.4. In particular, linear programming is shown to be a simple, generic and
highly efficient technique suitable for the task. The main contribution in this context
is a unified problem formulation that allows sequential tests with pre-specified error
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probabilities to be designed by solving a single linear program. Previous approaches
assumed the cost coefficients of the optimal stopping problem to be known so that
additionally an outer optimization problem had to be solved to determine the optimal
cost coefficients. The results are illustrated with numerical examples in Section 3.5.
In Chapter 4, the minimax principle and the concept of uncertainty sets is introduced.
It further covers sequential tests for distributions that depend on the test statistic and
reviews some aspects of convex optimization in Banach spaces.
In Chapter 5, the minimax robust sequential hypothesis test is derived. After stating
the problem in a formal manner in Section 5.1, the characterization of least favorable
distributions under general convex uncertainty sets is discussed in Section 5.2. A suf-
ficient condition for a sequential test for two Markov processes to be minimax optimal
is given in Section 5.3. It constitutes the main contribution of the chapter. In order
to clarify the results and put them into context, statistical similarity measures are in-
troduced in Section 5.4 and it is shown that the least favorable distributions are most
similar with respect to a particular similarity measure that is induced by the cost func-
tion of the sequential test. In order to obtain more specific results, the density band
uncertainty model is introduced and discussed in Section 5.5. It serves as an example
for a typical uncertainty model in robust statistics and includes the ε-contamination
model as a special case. The minimax robust test under density band uncertainties is
detailed in Section 5.6. A numerical example for a minimax robust sequential test is
given in Section 5.8.
1.4 Publications
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Internationally Refereed Journal Articles
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2, pp. 267–271, 2016.
6 Chapter 1: Introduction
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Fundamentals I
The purpose of this chapter is to introduce some basic concepts and notations that
are used throughout the dissertation. While the section on statistical hypothesis tests
focuses on ideas and concepts, the sections on stochastic processes and optimal stop-
ping put additional emphasis on a mathematically rigorous formulation. The latter is
essential for the analysis of sequential hypothesis tests in later chapters, which heavily
build on the results presented here. In particular the recursive approach to the per-
formance analysis of sequential tests, which is reviewed in Section 2.4.3, provides the
basis for the derivation of optimal and minimax robust sequential tests in Chapter 3
and Chapter 5.
2.1 Statistical Hypothesis Tests and Decision Rules
The fundamental problem in statistical hypothesis testing is to infer from some given
observations, say (x1, . . . , xN), which probabilistic law the system
1 that generated the
observations follows. The final goal is to be able to reliably associate all possible
observations with a certain state of the system. In this work, the focus is on the binary
hypothesis test, meaning that the number of possible states or alternatives is limited
to two. This uncertainty corresponds to two hypotheses about the true, unknown
distribution PX , namely
H0 : PX = P0,
H1 : PX = P1,
(2.1)
which are referred to as the null hypothesis and the alternative hypothesis, respectively.
Designing a statistical hypothesis test for H0 and H1 is to define a function that maps
every possible vector of observations to a decision for one of the two hypotheses, i.e.,
δN : Ω
N
X → {0, 1}, (2.2)
where ΩNX = ΩX×· · ·×ΩX (N times) denotes the sample space from which (x1, . . . , xN)
is taken. The function δ is called a decision function or decision rule. It separates the
1The term “system” is used in very wide sense here and can refer to an RF transmitter as well as
to a stock market or a group of patients.
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sample space ΩNX into two regions, one where H0 is accepted and one where H0 is
rejected. For historical reasons, the latter is called the critical region.2 It is defined by
CN := { (x1, . . . , xN) : δN(x1, . . . , xN) = 1 }.
Its complement is accordingly given by
CN := { (x1, . . . , xN) : δN(x1, . . . , xN) = 0 }.
Whichever decision rule is used for a statistical test, it involves the risk of taking a
wrong decision. More precisely, H0 can be rejected, even though it is true, or H1 can
be rejected, even though it is true. The two possible errors are known as type I and
type II errors. Their probabilities are given by
Type I : P0( δ(X1, . . . , XN) = 1 ),
Type II : P1( δ(X1, . . . , XN) = 0 ),
where (X1, . . . , XN) denote the random variables that generate the observations
(x1, . . . , xN). Intuitively, a decision rule is “good”, if it results in small error prob-
abilities and “bad”, if it results in large error probabilities. The approach Neyman
and Pearson, [NP33], suggested to quantify this notion is to design the decision rule
such that it minimizes the type II error probability and at the same time guarantees
that the type I error probability does not exceed a certain bound. The corresponding
optimization problem is given by
min
δ∈∆
P1( δ(X1, . . . , XN) = 0 ) s.t. P0( δ(X1, . . . , XN) = 1 ) ≤ α. (2.3)
Here ∆ denotes the set of all decision rules, i.e., the set of all functions of the form (2.2).
Unfortunately, from an optimization point of view, this set is nonconvex, meaning that
the convex combination of two decision functions is not necessarily a valid decision
function itself. This issue can be overcome by considering the class of randomized
decision rules instead, i.e., functions of the form
δ : ΩNX → [ 0, 1 ]. (2.4)
Randomized decision rules do not directly map the observations to a decision, but to a
probability with which a certain decision should be taken. More precisely, in a random-
ized test δ(x1, . . . , xN) denotes the probability to decide for H1 given the observations
2The approach to statistical hypothesis tests adopted in this dissertation goes back to Neyman
and Pearson [NP33], who pioneered the work on tests of statistical hypotheses in the 1930s. Slightly
earlier, a theory of statistical significance tests had been developed by Fisher [Pea00, Fis66, Box80],
who proposed to base the test on a single hypothesis that is either accepted or rejected, depending on
how significantly the observations support the hypothesis. The term “critical region” has its origins
in the latter approach, where the formulated hypothesis is rejected, if the observation is an element of
the critical region. In the Neyman and Pearson framework, however, rejecting one hypothesis implies
accepting the other one so that the definition of a critical region is somewhat arbitrary.
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(x1, . . . , xN). Accordingly, 1− δ(x1, . . . , xN) denotes the conditional probability to de-
cide for H0. In practice, randomized decision rules are implemented by first evaluating
the decision rule and subsequently performing a Bernoulli experiment with the corre-
sponding success probability. Using this generalization, the convex sum of two decision
rules is guaranteed to be a valid decision rule itself so that ∆ is a convex set. Wald
further showed that under mild assumptions ∆ is also compact [Wal50a,Wal50b].
In practice, randomized decision rules are useful if a certain event is equally likely
to occur under both hypothesis. In such cases, associating the ambiguous outcome
with a deterministic decision for either hypothesis biases the test towards this hy-
pothesis. Using randomization, however, it is possible to incorporate the ambiguity in
the decision rule. Intuitively speaking, if there is no significant evidence, guessing at
random is better than systematically reading a non-existing preference for one of the
hypotheses into the data. Consequently, if the probability of ambiguous outcomes is
negligibly small, there is no need for randomized decision rules. However, if the number
of samples is small or the distributions under both hypotheses are exceedingly similar,
randomization cannot be ignored; see [GZa] for an example in the context of robust
detection.
The testing problem (2.3) can be formulated in terms of randomized decision rules by
writing the error probabilities as
Type I : EP0 [ δ(X1, . . . , XN) ],
Type II : EP1 [ 1− δ(X1, . . . , XN) ],
where EP denotes the expected value with respect to the probability measure P . The
randomized version of (2.3) reads as
min
δ∈∆
EP1 [ 1− δ(X1, . . . , XN) ] s.t. EP0 [ δ(X1, . . . , XN) ] ≤ α. (2.5)
Neyman and Pearson showed [NP33] that the optimal stopping rule δ∗ that solves (2.5)
is of the form
δ∗(x1, . . . , xN) =

0, zn(x1, . . . , xn) < c,
κ, zn(x1, . . . , xn) = c,
1, zn(x1, . . . , xn) > c,
(2.6)
where
zn(x1, . . . , xn) :=
p1(x1, . . . , xN)
p0(x1, . . . , xN)
(2.7)
and p0 and p1 denote the density functions corresponding to P0 and P1, respectively.
It is further assumed that p0 > 0 so that the fractions in (2.6) are well defined. The
free parameters κ ∈ [ 0, 1 ] and c > 0 need to be chosen such that the constraint on the
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type I error probability is fulfilled with equality. Tests with decision rules of the form
(2.6) are called probability ratio or likelihood ratio tests.3
Although the likelihood ratio test is provably optimal in the sense of (2.3), Wald showed
in a series of seminal publications [Wal47,WW48] that a statistical hypothesis test can
be designed that achieves the same error probabilities, but requires fewer samples on
average. The idea behind this seemingly contradictory result is to take samples sequen-
tially and to stop the test as soon as the observations allow for a reliable decision. By
introducing this additional degree of freedom, a sequential hypothesis test is able to
adapt to the significance of the observations and adjust the required number accord-
ingly. This also implies that for sequential hypothesis tests randomization is usually
not as critical since in case the of ambiguous observations, a sequential test has the
option to continue collecting observations until the ambiguity is resolved. Neverthe-
less, for the sake of general and consistent treatment, all decision rules in this work
are assumed to be randomized. Moreover, it is assumed that the samples are taken
at discrete time instants. For an up-to-date overview of continuous-time sequential
tests [DKW53] see [PH09] and the references therein.
The sequential hypothesis test is introduced in a more formal manner in Section 2.4.
Before going into details, however, some fundamentals of stochastic processes are dis-
cussed in Section 2.2 and a short introduction to the theory of optimal stopping is
given in Section 2.3.
2.2 Discrete-Time Stochastic Processes
Sequential hypothesis testing is based on the assumption that the observations are
not given in advance, but become available sequentially over time. Underlying every
discrete-time sequential test is, hence, a discrete-time stochastic process that generates
observations according to some probabilistic law. Let (Ω,F , P ) be a probability space
and let (ΩX ,FX) be some measurable space. A discrete-time stochastic process X is
an (F ,FX)-measurable mapping of the form
X : N× Ω→ ΩX , (2.8)
where N denotes the natural numbers (excluding zero) and ΩX is called the state space
of the stochastic process. In general, the stochastic process X maps a time instant
3Throughout the dissertation, the latter term is used, which originates from a Bayesian context,
but is now more widespread and used almost universally.
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n ∈ N and an outcome ω ∈ Ω of some underlying random experiment to a state
x ∈ ΩX . Keeping the time instant fixed, X reduces to a regular random variable Xn
with
Xn : Ω→ ΩX .
It is hence possible to write a stochastic process as a sequence of random variables
X = (Xn)n∈N
defined on the product space (ΩNX ,FNX), where
ΩNX :=×
n∈N
ΩX and FNX :=
⊗
n∈N
FX .
The joint distribution PX of (Xn)n∈N is completely specified by the mapping (2.8) and
the probability measure P via
PX(E) = P ({ω ∈ Ω : (X(n, ω))n∈N ∈ E }) ∀E ∈ FNX
so that (ΩNX ,FNX , PX) is a well-defined probability space. See [Sae96] or [Dud02, Chapter
8] for a detailed proof. In the following, only the probability space (ΩNX ,FNX , PX) is
of interest. The existence of some random experiment corresponding to (Ω,F , P ) is
implicitly assumed.
In order to balance generality and tractability, the analysis in this work is limited to
stochastic processes that satisfy the following three assumptions.
1. X admits a time-homogeneous Markovian representation, meaning that a se-
quence of sufficient statistics (Θn)n∈N0 in a state space (Ωθ,Fθ) exists such that
PX(Xn+1 ∈ E | X1 = x1, . . . , Xn = xn) = PX(Xn+1 ∈ E | Θn = θn) (2.9)
for all n ∈ N0 and all E ∈ FX . Here N0 denotes the natural numbers including
zero. Condition (2.9) guarantees that knowledge of θn is sufficient to determine
the distribution of Xn+1 conditioned on all past observations. Let this conditional
distribution be denoted by PXn+1|x1,...,xn , i.e.,
PXn+1|x1,...,xn(E) := PX(Xn+1 ∈ E | X1 = x1, . . . , Xn = xn).
By (2.9), it holds that for every n and every sequence of past observations
PXn+1|x1,...,xn = Pθn (2.10)
so that the conditional distribution of Xn+1 is a member of a family of distribu-
tions indexed by θ,
PXn+1|x1,...,xn ∈ {Pθ : θ ∈ Ωθ },
which is independent of n.
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2. A function ξ : ΩX×Ωθ → Ωθ exists that is measurable with respect to all P ∈ Pθ
and that satisfies
ξ(xn, θn−1) =: ξθn−1(xn) = θn
for all n ∈ N. In words, the conditional distribution of Xn+1 is completely
specified by θn, which can in turn be calculated recursively from θn−1 and the
observation xn. The initial value θ0 is assumed to be deterministic and given a
priori.
3. The probability measure PX admits a density pX with respect to some σ-finite
product measure µ = µ(x1) ⊗ µ(x2) ⊗ . . . so that, according to the previous
assumptions, it holds that
pX(x1, . . . , xN) =
N∏
n=1
pX(xn|θn−1) =:
N∏
n=1
pθn−1(xn)
for all N ∈ N.
Under the hypotheses H0 and H1, the conditional distribution Pθ and its density pθ
are denoted by P 0θ , P
1
θ and p
0
θ, p
1
θ, respectively. The reasons for this particular choice
of assumptions will become apparent in the course of the dissertation. In general,
the assumptions have been made in order to simplify analysis and notation, while still
allowing for rather general distributions and dependence structures. Random sequences
satisfying Assumptions 1 to 4 cover a wide range of commonly used models, such as
ARMA and ARCH models.
2.3 Discrete-Time Optimal Stopping
The theory of optimal stopping deals with the question when to stop a sequential
procedure in order to maximize the expected reward or minimize the expected cost.
Intuitive examples for optimal stopping problems are games of chance: When should a
blackjack player take one more card? [Zir01] When should a Roulette player leave the
table? [Tij12, Chapter 3] These are questions that motivated early results in optimal
stopping theory. Today, examples for stopping problems can be found in a variety
of fields, including medicine (“How long should a drug be taken?”), finance (“When
should a stock be sold?”) and quality control (“How frequently should a machine part
be replaced?”).
In the context of sequential hypothesis testing, the stopping problem is whether to
continue or stop the test given the observations collected so far. A “good” stopping
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procedure should balance the two goals of a sequential tests: to be reliable on the one
hand and to use as few samples as possible on the other hand. In order to formulate
the sequential testing problem in an optimal stopping framework, some basic results
in this field need to be introduced.
Similar to the decision making problem discussed in Section 2.1, the solution of an
optimal stopping problem is a stopping rule, which is a (possibly infinite) sequence of
decision rules that map the currently available observations to a decision to either stop
or continue the procedure. More formally, given the discrete-time stochastic process
X, a stopping rule ψ is defined as the sequence ψ = (ψn)n∈N0 , where each ψn is a
randomized decision rule defined on ΩnX , i.e.,
ψn : Ω
n
X → [0, 1], n ∈ N0.
The final decision corresponding to the randomized decision rule ψn is in the fol-
lowing denoted by Sn and is a Bernoulli random variable with success probability
ψn(x1, . . . , xn). The decision rule ψ0 determines whether the sequential procedure is
started in the first place. Although it is a rather pathological corner case, not start-
ing a sequential procedure can indeed be optimal if the a priori knowledge is already
sufficient.
The time instant at which the sequential procedure is stopped is called the stopping
time and defined as
τ = min{n ∈ N0 : Sn = 1 }. (2.11)
The stopping time τ is a random variable that takes on values in N0. In some stopping
problems infinite stopping times may be encountered, meaning that the procedure
might not stop at all under a given stopping rule. In sequential hypothesis testing,
however, it has been shown that as long as the distributions under both hypotheses
are not identical a stopping rule can be found that results in a stopping time that is
almost surely finite, i.e., the probability that the test eventually stops is one. More
details on this aspect can be found in [GS91] and [Nov09].
Given a stopping rule ψ, the probability that a sequential procedure does continue
beyond the Nth time instant calculates to
PX(τ > N) = PX(S1 = . . . = SN = 0) = EPX
[
N∏
n=1
(1− Sn)
]
= EPX
[
N∏
n=1
(
1− (1ψn + 0(1− ψn))
)]
= EPX
[
N∏
n=1
(1− ψn)
]
= EPX
[
φN
]
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where
φN :=
N∏
n=1
(1− ψn) (2.12)
is introduced for the sake of a more compact notation. The probability that the pro-
cedure is stopped at time instant N is, therefore, given by
PX(τ = N) = PX(τ > N − 1)− PX(τ > N)
= EPX
[
φN−1
]− EPX[φN]
= EPX
[
φN−1ψN
]
.
The type of stopping problem relevant to this work is as follows: Let Jn : Ω
n
X → R
denote the cost of stopping a sequential procedure at the nth time instant as function
of the observations (x1, . . . , xn). The aim is to minimize the expected cost of the
stopped procedure, i.e.,
min
ψ∈∆N0
EPX [Jτ (X1, . . . , Xτ )]. (2.13)
The solution of (2.13) for finite and infinite time horizons is summarized in the next
sections.
2.3.1 The Finite-Horizon Case
A stopping problem is said to have a finite horizon if some N ∈ N exists such that
ψN = 1 PX − almost surely.
In general, every stopping problem can be converted into a finite horizon problem by
simply forcing the sequential procedure to stop at time instant N . The corresponding
problem is then referred to as a truncated stopping problem. The truncated version of
problem (2.13) is given by
min
ψ∈∆N+1
EPX [Jτ (X1, . . . , Xτ )] s.t. ψN = 1 (2.14)
The solution of (2.14) is stated below.
Theorem 1 (Finite-Horizon Optimal Stopping) For a truncated optimal stop-
ping problem of the form (2.14), it holds that
min
ψ∈∆N+1
EPX [Jτ (X1, . . . , Xτ )] = J
∗
0,N , (2.15)
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where Jn,N : Ω
n
X → R is given by
J∗n,N(x1, . . . , xn) =
{
min{Jn(x1, . . . , xn) , Vn,N(x1, . . . , xn)}, n = 0, . . . , N − 1
JN(x1, . . . , xN), n = N
(2.16)
and Vn,N : Ω
n
X → R is defined via the backward recursion
Vn,N(x1, . . . , xn) = EPX
[
J∗n+1,N(X1, . . . , Xn, Xn+1) | (X1, . . . , Xn) = (x1, . . . , xn)
]
.
(2.17)
The stopping rule ψ∗ solves (2.14) if and only if for all n ∈ {0, . . . , N − 1}
ψ∗n =

1, Jn,N(x1, . . . , xn) < Vn,N(x1, . . . , xn),
κ, Jn,N(x1, . . . , xn) = Vn,N(x1, . . . , xn),
0, Jn,N(x1, . . . , xn) > Vn,N(x1, . . . , xn),
where κ ∈ [0, 1] can be chosen arbitrarily.
Theorem 1 is one of the most fundamental results in optimal stopping theory. In
slightly varying forms, it can be found in every standard textbook on the subject,
like [CRS71,PS06] or [PH09] to name just a few.
The intuitive interpretation of Theorem 1 is that a sequential procedure should be
continued as long as the cost for stopping, which is known exactly, is higher than
the expected cost for continuing, given that the optimal stopping rule is applied in
all subsequent time instants. This seemingly circular definition is reflected in the
recursive nature of the optimal stopping rule. In (2.17), the expected cost for continuing
is calculated as a function of the observations that have been collected up to time
instant n, while the minimum in (2.16) ensures that this expectation is taken with
respect to the optimal stopping rule. The general procedure for solving finite horizon
stopping problems is hence to recursively calculate the functions (Vn)0≤n≤N according
to (2.17) and (2.16) starting with the last time instant N .
While this procedure works well in theory, the calculation of the sequence (Vn)0≤n≤N ,
where Vn is a function of n observations, can often be too complex to allow for an
analytic or even numeric solution. As a consequence, optimal stopping theory has
been applied most successfully to problems where a low-dimensional sufficient statistic
exists such that Jn and Vn can be written as functions of this statistic. A more detailed
discussion of this case is deferred to Chapter 3, where the optimal stopping rule of the
binary sequential hypothesis test is derived. Before formally introducing the latter, the
solution of infinite-horizon stopping problems is briefly revised.
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2.3.2 The Infinite-Horizon Case
The solution to infinite-horizon stopping problems is defined in a rather straightforward
manner, namely, as the limiting case of the finite horizon problem.
Theorem 2 (Infinite-Horizon Optimal Stopping) Let J∗n,N and Vn,N be as in
(2.16) and (2.17) in Theorem 1. If the limits
J∗n,∞ := lim
N→∞
J∗n,N
and
Vn,∞ := lim
N→∞
Vn,N
exist for all n ∈ N0, it holds that
min
ψ∈∆N0
EX [Jτ (X1, . . . , Xτ )] = J
∗
0,∞
and the optimal stopping rule ψ∗ is of the form
ψ∗n =

1, Jn,∞(x1, . . . , xn) < Vn,∞(x1, . . . , xn),
κ, Jn,∞(x1, . . . , xn) = Vn,∞(x1, . . . , xn),
0, Jn,∞(x1, . . . , xn) > Vn,∞(x1, . . . , xn),
where κ ∈ [0, 1] can be chosen arbitrarily.
The question under which conditions the limits in Theorem 2 exist is intricate and
beyond the scope of this work. In Chapter 3, it is shown that the sequential testing
problem can be formulated as an infinite-horizon optimal stopping problem that has a
well defined solution in the sense of Theorem 2.
2.4 Sequential Hypothesis Tests
In this section, the sequential hypothesis test as well as a framework for its performance
analysis is introduced. Most of the presented results can be found in the literature, but
often in a different form or under stricter assumptions. The purpose of this chapter
is hence to give a summary of important results and to present them in a form that
facilitates the derivations in the subsequent sections. Especially the section on per-
formance analysis is central to this work. First, the sequential probability ratio test,
which started the field of sequential analysis, is reviewed.
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Figure 2.1: Example for realizations of a binary sequential probability ratio tests
with likelihood ratio thresholds A and B.
2.4.1 The Sequential Probability Ratio Test
Sequential hypothesis testing is best introduced by means of an example, namely, the
sequential probability ratio test as introduced by Wald [Wal47]. Down to the present
day, it is most widely used in practice and serves as a benchmark for more elaborate
testing procedures. Its underlying idea is to perform a likelihood ratio test of the form
(2.6), but to update the likelihood ratio sequentially, instead of evaluating it for all N
observations at once.
The exact procedure Wald suggested is to define two thresholds A > B > 0 such that
the test is stopped with a decision for H1 when the likelihood ratio crosses the upper
threshold A and is stopped with a decision for H0 when the likelihood ratio crosses the
lower threshold B. Hence, at time instant n the following stopping and decision rule
is applied:
zn(x1, . . . , xn) ≥ A ⇒ accept H1,
zn(x1, . . . , xn) ∈ (B,A) ⇒ continue testing with xn+1,
zn(x1, . . . , xn) ≤ B ⇒ accept H0.
(2.18)
The sequential probability ratio test is illustrated in Figure 2.1.
One of the reasons for the popularity of the sequential probability ratio test is that the
thresholds A and B can be approximated by the simple expressions [Wal47]
A ≤ 1− β
α
and B ≥ β
1− α, (2.19)
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where α and β denote the desired bounds on the type I and type II error probabilities,
respectively. If A and B are chosen according to (2.19) it is the case that the sum of
the true error probabilities is upper bounded by the sum of the bounds, i.e.,
P0(δτ = 1) + P1(δτ = 0) ≤ α + β.
In practice, the true error probabilities are often significantly smaller than the bounds.
This effect is due to the so-called overshoot, i.e., the amount by which the likelihood
ratio zτ exceeds either A or B. If the thresholds are guaranteed to be hit exactly,
Wald’s approximations (2.19) hold with equality. It is further shown in [WW48] that
the approximations (2.19) are asymptotically optimal as max{α, β} → 0. Additional
correction terms to account for the overshoot have been suggested throughout the
decades [Pag54,TV65,SZ13], but often complicate the design of the thresholds signifi-
cantly.
It is worth noting that the approximations for A and B are independent of P0 and P1
and that both bounds on the error probabilities can be chosen freely. For fixed sample
size tests, in contrast, the type II error probability, β, is completely determined by
P0, P1, α and the number of samples. In this sense, the additional degree of freedom
of sequential tests not only results in more efficient tests, but also allows for a more
flexible test design.
Many more results on the error probabilities of the sequential probability ratio test
and its expected run-length under P0, P1 and general distributions P can be found
in the literature. However, since the corresponding derivations contribute little to the
understanding of the approach that is taken in this work, they are omitted at this
point. The design and performance analysis of sequential tests is general is detailed in
the next sections.
2.4.2 General Sequential Hypothesis Tests
In general, a sequential test is specified via a stopping rule ψ = (ψn)n∈N0 and a sequence
of decision rules δ = (δn)n∈N0 , each depending on past samples only, i.e.,
ψn = ψn(x1, . . . , xn) and δn = δn(x1, . . . , xn). (2.20)
Here ψn denotes the probability to stop the test and δn denotes the probability to decide
for the alternative hypothesis H1, given that the test has stopped. Both probabilities
are conditioned on the observations (x1, . . . , xn). The decision tree of a sequential
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(x1, . . . , xn)
Stop the test?
Decide for hypothesis (x1, . . . , xn+1)
H1 H0
ψn = 1 ψn = 0
δn = 1 δn = 0
Figure 2.2: Decision tree of a sequential test between two hypotheses.
test is depicted in Figure 2.2. At each time instant, the stopping rule ψn is evaluated
at (x1, . . . , xn). If the stopping decision is negative, the test continues and the next
observation is acquired. If the stopping decision is positive, the decision rule δn is
evaluated at (x1, . . . , xn) and the corresponding decision for either H0 or H1 is taken.
Note that this implies that the stopping rule is a function of the decision rule since the
cost for stopping depends on which hypothesis is accepted. The stopping rule of the
threshold test (2.18), for example, is given by
ψn(x1, . . . , xn) = 1(B,A)(z
n),
where 1A denotes the indicator function of the set A. The corresponding decision rule
is given by
δn(x1, . . . , xn) = 1[A,∞)(zn).
For the sake of a more compact notation, a pair of stopping and decision rules (ψ, δ) ∈
∆N0 ×∆N0 is, in the following, referred to as a policy and denoted by
pi := (ψ, δ). (2.21)
The set of all feasible policies is denoted by
Π := ∆N0 ×∆N0 . (2.22)
Apart from the condensed notation, the notion of policies has no conceptual advantages
or disadvantages and in general pi can be understood as a mere placeholder for the pair
(ψ, δ).
While policies that map the collected observations to stopping and decision probabil-
ities are the most universal way of specifying sequential tests, a typical testing proce-
dure involves an intermediate step, namely the calculation of a test statistic. The test
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statistic of the sequential probability ratio test discussed in the previous section is the
likelihood ratio zn, which will later be shown to be indeed the optimal test statistic.
However, many different statistics can and have been used in sequential tests, including
quantized [FZ14] and multi-dimensional [Lor76] test statistics. In particular the latter
are of importance in the upcoming chapters.
In general, a test statistic T n : ΩnX → ΩT maps the observations (x1, . . . , xn) to a point
in a measurable space (ΩT ,FT ). An important advantage of using test statistics is
that the space (ΩT ,FT ) is independent of the time instant n so that the sequential test
can be performed based on a single, preferably low-dimensional quantity instead of an
ever-growing sequence of observations. For this to hold, the decision rules ψn and δn
need to be defined as functions of the test statistic, i.e.,
ψn, δn : ΩT → [0, 1] ∀n ∈ N0. (2.23)
At every time instant n, a randomized stopping rule partitions the space ΩT into a
region where the test is continued, a region where the test is continued with a certain
probability (excluding zero and one) and a region where the test is stopped. The latter
is usually referred to as the stopping region and is denoted by S in this dissertation.
It is defined as
Sn = { t ∈ ΩT : ψn(t) = 1 },
∂Sn = { t ∈ ΩT : ψn(t) ∈ (0, 1) },
Sn = { t ∈ ΩT : ψn(t) = 0 }.
Analogously, the critical region of a sequential test at time instant n is given by
Cn = { t ∈ ΩT : δn(t) = 1 },
∂Cn = { t ∈ ΩT : δn(t) ∈ (0, 1) },
Cn = { t ∈ ΩT : δn(t) = 0 }.
The initial test statistic T 0 is assumed to be deterministic and known, i.e., T 0 =
t0. There typically exists a natural choice for t0, such as t0 = 1 for the sequential
probability ratio test, or t0 = 0 in cases where the sign of the test statistic indicates
the preferred hypothesis [FZ14].
The formulation of sequential tests in terms of test statistics is particularly helpful for
their performance analysis, which is the subject of the next section.
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2.4.3 Performance Analysis
Before dealing with the question how to design sequential hypothesis tests, it is in-
structive to investigate how to analyze a sequential test whose test statistic and policy
are given. The reduction in the average number of samples that is achieved by sequen-
tial tests is well known and documented and relevant examples can be found in every
standard textbook [Sie85,GS91,TLY03]. As a rule of thumb, a well designed sequen-
tial test reduces the average number of samples by roughly 50%, compared to a fixed
sample size test with the same error probabilities. How to obtain exact expressions for
the error probabilities and expected run-length of general sequential tests is detailed
in this section.
Let T n, with T n = T n(x1, . . . , xn) and initial value T
0 = t0, denote a given test statistic.
Further, assume that the sequence (T n)n∈N fulfills
PX(T
n+1 ∈ E | (T 0, . . . , T n) = (t0, . . . , tn), τ ≥ n) = PX(T n+1 ∈ E | T n = tn) (2.24)
for all E ∈ FT , n ∈ N0 and (t0, . . . , tn) ∈ Ωn+1T . Property (2.24) has two implications
on a sequential test. First, at every time instant n, the current test statistic T n is a
sufficient representation of the sequence of past test statistics (Tm)m≤n. Second, the
update of the test statistic is independent of whether the test has already stopped or
not. In order to understand the last implication, it is helpful to think of a sequential
test being performed by first generating the sequence of test statistics (T n)n≤N for
some sufficiently large N and then determining the stopping time according to the
definition in (2.11). If (2.24) holds, the sequence of test statistics can be generated by
only keeping track of its current value and without knowing whether or not the test
has actually stopped already. Assuming that the sequence of test statistics satisfies
property (2.24) simplifies the analysis of sequential tests significantly. In Section 2.3,
it is shown that for optimal test statistics this assumption always holds.
For the analysis of the expected run-length and the two error probabilities, three
sequences of functions are introduced, namely (αnpi)n∈N0 , (β
n
pi )n∈N0 and (γ
n
pi )n∈N0 , with
αnpi, β
n
pi : ΩT → [0, 1] and γnpi : ΩT → R+ defined as
αnpi(t) := EP0 [ δτ | T n = t, τ ≥ n ], (2.25)
βnpi (t) := EP1 [ 1− δτ | T n = t, τ ≥ n ], (2.26)
γnpi (t) := EP [ τ − n | T n = t, τ ≥ n ]. (2.27)
Since the expected run-length can be defined under arbitrary distributions, the measure
P is left unspecified. This notation is used in later chapters as well to indicate that a
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distribution is not determined by the hypotheses, but can be chosen by the test designer.
The interpretation of αnpi, β
n
pi and γ
n
pi is as follows: α
n
pi(t) denotes the probability that a
test using policy pi finishes with an erroneous decision for H1 given that it is in state
T n = t at time instant n. Analogously, βnpi (t) denotes the probability that a test using
policy pi finishes with an erroneous decision for H0 given that it is in state T n = t at
time instant n. The third function, γnpi (t), denotes the expected remaining run-length
of a test using policy pi given that it is in state T n = t at time instant n.
The connection between the three sequences of functions and the performance measures
of the corresponding sequential test is given by conditioning on the certain events
T 0 = t0 and τ ≥ 0 so that
α0pi(t0) = EP0 [ δτ | T 0 = t0, τ ≥ 0 ] = EP0 [ δτ ], (2.28)
β0pi(t0) = EP1 [ 1− dτ | T 0 = t0, τ ≥ 0 ] = EP1 [ 1− δτ ], (2.29)
γ0pi(t0) = EP [ τ | T 0 = t0, τ ≥ 0 ] = EP [ τ(ψ) ]. (2.30)
The advantage of expressing the error probabilities and expected run-length of sequen-
tial tests in terms of sequences of functions of the test statistic is that this approach
allows for a recursive calculation of these quantities. More precisely, using property
(2.24), it is shown in Appendix A.1 that αnpi, β
n
pi and γ
n
pi satisfy the backward recursions
αnpi(t) = ψn(t)δn(t) + (1− ψn(t))EP0
[
αn+1pi (T
n+1) | T n = t ], (2.31)
βnpi (t) = ψn(t)(1− δn(t)) + (1− ψn(t))EP1
[
βn+1pi (T
n+1) | T n = t ], (2.32)
γnpi (t) = (1− ψn(t))
(
1 + EP
[
γpi(T
n+1) | T n = t ]). (2.33)
The validity of these recursions is most obvious if a deterministic policy is used, meaning
that the stopping and decision rules are non-randomized. In this case, (2.31)–(2.33)
simplify to
αnpi(t) =

1, t ∈ S ∩ C,
0, t ∈ S ∩ C,
EP0
[
αn+1pi (T
n+1) | T n = t ], t ∈ S, (2.34)
βnpi (t) =

0, t ∈ S ∩ C,
1, t ∈ S ∩ C,
EP1
[
βn+1pi (T
n+1) | T n = t ], t ∈ S, (2.35)
γnpi (t) =
{
0, t ∈ S,
1 + EP
[
γn+1pi (T
n+1) | T n = t ], t ∈ S. (2.36)
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The intuitive interpretation of (2.34) and (2.35) is that the error probabilities at time
instant n, given the test statistic T n, are either zero or one if the test stops, or are
given by the expected value of the error probabilities at time instant n+ 1, which are
determined by the updated test statistic T n+1. Analogously, in (2.36) the expected
remaining run-length is either zero if the test stops at the current time instant, or one
larger than the expected remaining run-length at the next time instant. The general
case in (2.31)–(2.33) can be interpreted analogously, when taking the randomization
into account.
Without making further assumptions, it is not possible to calculate the error probabil-
ities and expected run-length of a test via the α, β and γ-functions since the infinite
backward recursions (2.31)–(2.33) cannot be resolved. However, for two important
special cases an explicit evaluation is possible.
The first special case is that of truncated sequential tests, i.e., tests for which some
N ∈ N exists such that ψN = 1. For truncated sequential tests it holds that
αNpi (t) = δN(t),
βNpi (t) = 1− δN(t),
γNpi (t) = 0,
(2.37)
so that the error probabilities and the expected run-length can be calculated by eval-
uating the backward recursions (2.31)–(2.33) N times, starting with αNpi , β
N
pi and γ
N
pi .
The second type of tests for which (2.31)–(2.33) can be evaluated explicitly are time-
invariant tests, i.e., tests whose stopping and decision rules do not depend on the
current time instant, but only on the value of the test statistic. The sequential proba-
bility ratio test with constant thresholds is a typical example for a time-invariant test.
A more formal definition is stated below.
Definition 1 A sequential test is referred to as time-invariant if the policy pi and the
sequence of test statistics (T n)n∈N0 satisfy the following conditions:
1. For all m,n ∈ N0, it is the case that
ψn = ψm and δn = δm. (2.38)
2. For all t ∈ Ωt and all E ∈ FT , it holds that
PX(T
n+1 ∈ E | T n = t) = PX(Tm+1 ∈ E | Tm = t). (2.39)
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If a sequential test is time-invariant in the sense of Definition 1, it holds that for all
m,n ∈ N0
αnpi = α
m
pi =: αpi, β
n
pi = β
m
pi =: βpi and γ
n
pi = γ
m
pi =: γpi, (2.40)
where αpi, βpi : ΩT → [0, 1] and γpi : ΩT → R+ solve the following second-type Fredholm
integral equations:
αpi(t) = ψ(t)δ(t) + (1− ψ(t))EP0
[
αpi(T
1) | T 0 = t ], (2.41)
βpi(t) = ψ(t)(1− δ(t)) + (1− ψ(t))EP1
[
βpi(T
1) | T 0 = t ], (2.42)
γpi(t) = (1− ψ(t))
(
1 + EP
[
γpi(T
1) | T 0 = t ]). (2.43)
The pair of test statistics T n+1, T n, here set to T 1 and T 0, can be chosen arbitrarily due
to property (2.39). For the same reason, the time index of the stopping and decision
rules has been omitted in the notation.4
The integral equations (2.41)–(2.43) are a fundamental result of sequential analy-
sis and have been derived in many works. For the sequential probability ratio test,
(2.41)–(2.43) are proven in detail in [Kem58,CM65,Fel66,TNB14] to name just a few
references. More general results based on random walks in multidimensional spaces
can be found in [CM65,GS06]. An important result on the existence and uniqueness
of the solutions of (2.41)–(2.43) is obtained as a special case of [Oga06, Theorem 3.1].
In essence, the theorem states that under mild boundedness conditions the integral
equations (2.41)–(2.43) have a unique solution, if the homogeneous integral equations
αpi(t) = EP0
[
αpi(T
1) | T 0 = t ], (2.44)
βpi(t) = EP1
[
βpi(T
1) | T 0 = t ], (2.45)
γpi(t) = EP
[
γpi(T
1) | T 0 = t ], (2.46)
only have trivial (constant) solutions. In the context of sequential hypothesis tests,
this result has a very intuitive interpretation. By inspection, the homogeneous inte-
gral equations (2.44) and (2.45) can be obtained from (2.41) and (2.43) by choosing
ψ(t) = 0, meaning that the test never stops. As a consequence, the definition of
state-dependent error probabilities becomes meaningless since all states are equivalent.
Therefore, every constant function still technically solves (2.44) and (2.45). Meaning-
ful solutions, however, with truly state-dependent error probabilities, can no longer
be found. Similar contradictions arise for the expected run-length. The homogeneous
4This notation is slightly inaccurate since ψ and δ are defined as sequences of functions. However,
for time invariant tests, these functions are identical so that ψ and δ can be associated unambiguously
with a single function.
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equation (2.46) can be obtained from (2.43) by setting ψ(t) = 0 and additionally as-
signing a cost of zero to each additional sample taken by the sequential test. In (2.43),
this cost is set to one so that it coincides with the number of samples. Again, such a
scenario allows one to assign the same arbitrary expected cost to all states, but makes
tests with finite expected run-length, in the sense of (2.27), impossible.
In a nutshell, [Oga06, Theorem 3.1] guarantees that the error probabilities and run-
length of every non-trivial time-invariant sequential test are unique and can be calcu-
lated by solving (2.41)–(2.43). Since the discussion of trivial sequential tests5 is of little
theoretical or practical interest, it is in the following assumed that every time-invariant
test is non-trivial.
In the larger context of the dissertation, the results in this section serve two pur-
poses. First, they provide a means to numerically analyze and compare a broad class
of sequential tests. Second, they are used in the upcoming chapters to relate integral
equations that arise in the design of optimal sequential tests to the performance mea-
sures of these tests. The latter method is a core contribution of this work and is used
for the derivation of both optimal and minimax robust sequential tests.
5An example for a trivial time-invariant sequential test is a test whose test statistic is constant so
that it either stops at n = 0 or keeps running indefinitely.
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Chapter 3
Optimal Sequential Hypothesis Tests
The problem of sequentially testing for two simple hypotheses, under different restric-
tions and assumptions, has been treated extensively in the literature; see, for exam-
ple, [TNB14] and references therein. The approach used in this thesis differs from
most works in that it aims for a strictly optimal, yet implementable solution. In the
existing literature, the two objectives are typically handled separately, in the sense
that the derivation of optimal solutions is treated as a purely theoretical exercise,
whereas the actual design of sequential tests is based on asymptotic results or approx-
imations [BM55,GL11,LZL12]. In fact, asymptotic results are prevailing in sequential
analysis to an extent that optimal and asymptotically optimal are used interchangeably
in the titles of many works [Nik94,CVMM02,NWJ08,LZL12].
In addition, the presented results shed new light on the relation between the sequential
testing problem in its classic, constrained formulation and its formulation as an optimal
stopping problem. While both problem formulations have been studied independently,
the connection between them has not received comparable attention. In particular,
the question of how the cost function of the optimal stopping problem relates to the
three individual performance measures of the corresponding sequential test has not
been covered in detail in the literature before.
The chapter is mostly based on [FZ15a], where the linear programming approach to
the design of sequential hypothesis tests has first been suggested. This approach is
discussed in detail in Section 3.4.2. In comparison to [FZ15a], a slightly different
line of arguments is used in this chapter and the results are extended to randomized
stopping and decision rules.
3.1 Problem Formulation
In analogy to the fixed sample size test in Section 2.1, the two hypotheses of a binary
sequential hypothesis test are given by
H0 : PX = P0,
H1 : PX = P1,
(3.1)
where both P0 and P1 are assumed to fulfill the assumptions in Section 2.2.
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The sequential testing problem investigated in this section is known as the modified
Kiefer–Weiss problem. It was suggested in [KW57] and consists in designing a sequen-
tial test that guarantees certain error probabilities under P0 and P1 while minimizing
the expected run-length of the test under some third measure PX = P . The measure P
needs to fulfill the assumptions in Section 2.2, but can otherwise be chosen arbitrarily.
It is further assumed that P0, P1 and P share the same support so that their mutual
likelihood ratios are well defined.
In this formulation, the problem of minimizing the expected run-length under one
of the hypotheses, i.e., P = P0 or P = P1, is included as a special case. For the
design of robust sequential tests in Chapter 5, however, the case where P 6= P0, P1,
i.e., a mismatch between the true and the assumed distributions occurs, is particularly
important.
Let the stopping rule ψ, the decision rule δ and the stopping time τ be as defined in
Section 2.3 and Section 2.4. The modified Kiefer–Weiss problem, which can be seen as
the sequential equivalent of the Neyman–Pearson problem (2.5), reads as
min
(ψ,δ)∈Π
EP [ τ(ψ) ] s.t. EP0 [ δτ ] ≤ α, EP1 [ 1− δτ ] ≤ β, (3.2)
where α, β ∈ [0, 1] denote the bounds on the error probabilities, or target error prob-
abilities, and Π is the set of all feasible policies defined in (2.22). Throughout this
work, α and β without subscript refer to given target error probabilities, αpi and βpi,
as introduced in Section 2.4.3, refer to the error probabilities of a test using policy pi.
The set of policies that solve (3.2) is denoted by
Π∗α,β ⊂ Π. (3.3)
The sets of stopping and decision rules that can be used to compose an optimal policy
are denoted by Σ∗α,β and ∆
∗
α,β, i.e.,
Σ∗α,β :=
{
ψ ∈ ∆N0 : ∃δ ∈ ∆N0 : (δ, ψ) ∈ Π∗α,β
}
,
∆∗α,β :=
{
δ ∈ ∆N0 : ∃ψ ∈ ∆N0 : (δ, ψ) ∈ Π∗α,β
}
.
A commonly used procedure to solve (3.2), in an optimal stopping framework, is to
reformulate the constrained problem as an unconstrained minimization problem. This
is done by replacing the explicit constraints on the error probabilities with two weighted
penalty terms in the cost function so that (3.2) becomes
min
(ψ,δ)∈Π
EP [ τ(δ) ] + λ0EP0 [ δτ ] + λ1EP1 [ 1− δτ ], (3.4)
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where λ = (λ0, λ1) ∈ R+ are two positive weights. In analogy to (3.3), let Π∗λ ⊂ Π
denote the set of all policies that solve (3.4) and Σ∗λ and ∆
∗
λ the corresponding sets of
optimal stopping and decision rules. The next theorem states a well known relation
between Problem (3.2) and Problem (3.4).
Theorem 3 If a policy pi ∈ Π solves (3.4) and it holds that
EP0 [ δτ ] = α and EP1 [ 1− δτ ] = β,
then pi also solves (3.2), i.e., pi ∈ Π∗λ ∩ Π∗α,β.
A proof is detailed in Appendix A.2. Theorem 3 gives a sufficient condition for a
sequential test to be optimal in the sense of (3.2). In the course of the thesis, it will
become clear that this condition can always be fulfilled by some, possibly randomized,
testing policy. Theorem 3 has in similar form been given in other works on sequential
testing, compare, for example, [Nov09, Theorem 2.1]. However, the question how to
choose the weights λ0, λ1 in order to meet the target error probabilities has received
little to no attention in the literature. A systematic approach to this question is
one of the main contributions of this chapter. The relation between λ and the error
probabilities of tests with policies pi ∈ Π∗λ is discussed in detail in Section 3.3. For now,
the focus is on Problem (3.4) with λ given and fixed.
3.2 Solution of the Optimal Stopping Problem
In order to formulate (3.4) as an optimal stopping problem of the form (2.13), first the
expected cost for stopping the sequential test at an arbitrary, but fixed, time instant
τ = n needs to be derived. It is given by
EP [n ] + λ0EP0 [ δn ] + λ1EP1 [ 1− δn ] = n+
∫
δnλ0p0 dµ
n +
∫
(1− δn)λ1p1 dµn
=
∫ (
n+ δnλ0
p0
p
+ (1− δn)λ1p1
p
)
p dµn (3.5)
= EP [n+ δnλ0z
n
0 + (1− δn)λ1zn1 ],
where
zni = z
n
i (x1, . . . , xn) :=
dPi
dP
(x1, . . . , xn) =
pi(x1, . . . , xn)
p(x1, . . . , xn)
, i = 0, 1 (3.6)
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denotes the Radon-Nikodym derivative (likelihood ratio) of Pi with respect to P , eval-
uated at (x1, . . . , xn). Moreover, since for all (λ0, λ1) and (z
n
0 , z
n
1 ) it holds that
δnλ0z
n
0 + (1− δn)λ1zn1 ≥ min{λ0zn0 , λ1zn1 },
the optimal decision rule δ∗n needs to be chosen such that
δ∗n =
{
0, λ0z
n
0 > λ1z
n
1 ,
1, λ0z
n
0 < λ1z
n
1 .
(3.7)
For λ0z
n
0 = λ1z
n
1 , δn can be chosen arbitrarily since both decisions are equally costly.
This result is fixed in the next theorem.
Theorem 4 The set of decision rules that solve Problem (3.4) is given by
∆∗λ =
{
δ ∈ ∆N0 : 1Cλ(z) ≤ δn(z) ≤ 1Cλ∪∂Cλ(z) ∀n ∈ N0
}
, (3.8)
where z = (z0, z1) and the critical region Cλ is given by
Cλ =
{
z ∈ R2+ : λ0z0 < λ1z1
}
,
∂Cλ =
{
z ∈ R2+ : λ0z0 = λ1z1
}
,
Cλ =
{
z ∈ R2+ : λ0z0 > λ1z1
}
.
Theorem 4 implies that once the sequential test has stopped, a regular likelihood
ratio test with threshold λ0/λ1 is performed to decide for a hypothesis. This is in
agreement with the well established optimality of the likelihood ratio test for fixed
sample sizes [NP33,LR05]. Moreover, it follows from Theorem 4 that the deterministic
decision rules δn = 1Cλ and δn = 1Cλ∪∂Cλ both solve Problem (3.4). The question
whether optimal deterministic decision rules also exist for the constrained Problem
(3.2) is addressed in the next section.
Given the set of optimal decision rules ∆∗λ, Problem (3.4) reduces to an optimal stopping
problem of the form (2.13) with instantaneous cost functions
Jn(x1, . . . , xn) = Jn(z
n) = n+ gλ(z
n), n ∈ N0, (3.9)
where z = (z0, z1) and the function
gλ(z) := min{λ0z0, λ1z1} (3.10)
has been introduced for the sake of a more compact notation. Problem (3.4) can now
be formulated as the infinite-horizon stopping problem
min
ψ∈∆N0
EP
[
τ + gλ(z
τ )
]
. (3.11)
The solution of (3.11) is stated in the following theorem.
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Theorem 5 Let λ > 0 be given and let P, P0 and P1 be such that they fulfill the
assumptions in Section 2.2. The functional equation
ρλ(z, θ) = min
{
gλ(z) , 1 +
∫
ρλ
(
z0
p0θ(x)
pθ(x)
, z1
p1θ(x)
pθ(x)
, ξθ(x)
)
dPθ(x)
}
, (3.12)
with gλ defined in (3.10), has a unique solution ρλ ≥ 0 on
(Ωρ,Fρ) := (R2+ × Ωθ,B2+ ⊗Fθ), (3.13)
where B2+ denotes the Borel σ-algebra on R2+. It further holds that
min
ψ∈∆N0
EP
[
τ + gλ(z
τ )
]
= ρλ(1, 1, θ0). (3.14)
A proof of Theorem 5 is given in Appendix A.5.
One of the consequences of Theorem 5 is that the tuple (zn, θn) is a sufficient test
statistic for an optimal sequential test, if the underlying random process satisfies the
assumptions in Section 2.2 under P0, P1 and P . The two components of the test
statistic correspond to the two types of information that are necessary to follow the
optimal stopping rule. The likelihood ratios z are needed to evaluate the cost for
stopping, while the state of the Markov process θ is needed to evaluate the conditional
expectation that determines the cost for continuing the test. This means that in general
more information is required to perform an optimal sequential test than is required to
perform an optimal fixed sample size test. For the latter, the likelihood ratio is always
a sufficient test statistic, irrespective of the process that generates the observations.
The need for additional knowledge in the sequential case arises, on the one hand, from
the objective to minimize the expected run-length under a distribution that is different
from P0 and P1 and, on the other hand, from the need to make predictions about the
behavior of the underlying stochastic process. Both are properties of sequential tests
that do not arise in the fixed sample size case. However, if P = P0 or P = P1 it holds
that either zn0 = 1 or z
n
1 = 1 for all n so that the z-component of the test statistic
becomes one-dimensional. This is illustrated with an example in Section 3.5.
The optimal test statistic and testing policies that solve Problem (3.11) follow directly
from Theorem 2 and Theorem 5. For the sake of completeness and later reference, they
are fixed in the following corollaries.
Corollary 1 The optimal test statistic of a test solving (3.4) is given by
T n(x1, . . . , xn) = (z
n
0 , z
n
1 , θn), (3.15)
where z0 and z1 are the likelihood ratios defined in (3.6) and θn is a sufficient statistic
for (x1, . . . , xn) in the sense of (2.9).
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Corollary 2 The set of testing policies Π∗λ that solve Problem (3.4) is given by
Π∗λ = { (δ, ψ) ∈ Π : δ ∈ ∆∗λ, ψ ∈ Σ∗λ },
where ∆∗λ is defined in Theorem 4 and
Σ∗λ,ψ =
{
ψ ∈ ∆N0 : 1Sλ(z, θ) ≤ ψn(z, θ) ≤ 1Sλ∪∂Sλ(z, θ) ∀n ∈ N0
}
(3.16)
where the stopping region Sλ is given by
Sλ = { (z, θ) ∈ Ωρ : gλ(z) < dλ(z, θ) },
∂Sλ = { (z, θ) ∈ Ωρ : gλ(z) = dλ(z, θ) },
Sλ = { (z, θ) ∈ Ωρ : gλ(z) > dλ(z, θ) },
gλ is defined in (3.10) and
dλ(z, θ) := 1 +
∫
ρλ
(
z0
p0θ(x)
pθ(x)
, z1
p1θ(x)
pθ(x)
, ξθ(x)
)
dPθ(x), (3.17)
with ρλ defined in Theorem 5.
Corollary 3 A sequential test that uses a test statistic chosen according to Corollary 1
and a policy pi ∈ Π∗λ is time invariant, i.e, pi satisfies (2.38) and the sequence of test
statistics T n = (zn, θn) satisfies (2.24) and (2.39).
Corollary 1 and Corollary 2 follow immediately from Theorem 2 and Theorem 5. Corol-
lary 3 is shown in Appendix A.4.
The results in this section, in particular the implicit definition of the cost function ρλ
in (3.12), provide the basis for the analysis and the design of optimal and minimax
robust sequential tests. Before proceeding with a more detailed investigation of the
properties of ρλ and its connection to the constrained problem (3.2), it is helpful to
note that the integral equation (3.12) can alternatively be written as
ρλ(z, θ) = min
{
gλ(z) , 1 +
∫
ρλ dHz,θ
}
, (3.18)
where {Hz,θ : (z, θ) ∈ Ωρ } is a family of probability measures on (Ωρ,Fρ) satisfying
Hz,θ(Ez × Eθ) = Pθ
({
x ∈ ΩX :
(
z0
p0θ(x)
pθ(x)
, z1
p1θ(x)
pθ(x)
)
∈ Ez, ξθ(x) ∈ Eθ
})
(3.19)
for all Ez ∈ B2+ and Eθ ∈ Fθ. The formulations (3.12) or (3.18) are both used in the
upcoming sections. The notations H0z,θ and H
1
z,θ are used to refer to the families of
distributions where Pθ in (3.19) is replaced by P
0
θ or P
1
θ , respectively.
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3.3 Properties of the Cost Function ρλ
The solution of the infinite horizon optimal stopping problem (3.4) was derived in the
previous section. The corresponding optimal testing policy was shown to be determined
by the function ρλ, which is defined as the solution of a nonlinear integral equation. This
result is remarkable in the sense that an optimization over stopping and decision rules
is transformed into a problem of pure functional analysis that can be solved without
explicitly introducing the functions ψ and δ in the first place. However, being able to
solve the optimal stopping problem (3.4) does not mean that one is able to solve the
constrained sequential testing problem (3.2) as well. The two questions that still remain
open are, first, how to choose the coefficients λ and, second, how to guarantee that a
policy pi ∈ Π∗λ indeed satisfies the constraints on the error probabilities in Theorem 3.
The connection between the function ρλ and the properties of sequential tests using
policies pi ∈ Π∗λ is the subject of this section. This analysis is a core contribution of the
dissertation and key to solving the sequential testing problem in a systematic manner.
The connection between (3.2) and (3.4) is established by showing that the error prob-
abilities and the expected run-length of a sequential test that follows a policy pi ∈ Π∗λ
can be expressed in terms of ρλ and its partial derivatives with respect to z. This
approach is based on the observation that the integral equations (2.41) and (2.42) that
describe the error probabilities of a sequential test are rederived when calculating the
partial derivatives of ρλ with respect to z0 and z1. Before going into the details, some
technical issues need to be addressed.
Lemma 1 The sequence (ρnλ)n∈N0 with ρ
0
λ = gλ and
ρnλ(z, θ) = min
{
gλ(z) , 1 +
∫
ρn−1λ dHz,θ
}
converges uniformly to ρλ on Ωρ.
The proof of Lemma 1 is laid down in Appendix A.5. Even though it is not central
to the understanding of sequential tests, Lemma 1 is needed to guarantee that certain
properties of the elements ρnλ also hold for the limit ρλ.
The first result connecting ρλ to the performance measures in Section 2.4.3 is that ρλ
is a weighted sum of αpi, βpi and γpi.
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Theorem 6 For ρλ as in Theorem 5, test statistics T
n as in Corollary 1 and all policies
pi ∈ Π∗λ it holds that
ρλ(z, θ) = γpi(z, θ) + λ0z0αpi(z, θ) + λ1z1βpi(z, θ), (3.20)
where αpi, βpi and γpi are defined in (2.44)–(2.46).
A proof of Theorem 5 can be found in Appendix A.6. It follows almost immediately
from the definition of the cost function of the optimal stopping problem (3.11). The
additional scaling of the error terms by z0 and z1 is due to the change in measure that
was introduced in (3.5) in order to subsume all three terms under the same expectation
operator.
While Theorem 5 relates ρλ to the weighted sum of the expected run-length and the
error probabilities, it does not make a statement about the individual terms. In what
follows, it is shown that the latter can be obtained by evaluating the partial differentials
of ρλ with respect to z0 and z1. The next theorem guarantees that these differentials
exist.
Theorem 7 For every θ ∈ Ωθ, the function ρλ(z, θ), as defined in Theorem 5, is
non-decreasing and concave in z, i.e., for all z′0 ≥ z0 and z′1 ≥ z1 it is the case that
ρλ(z
′, θ) ≥ ρλ(z, θ)
and for all z′, z ∈ R+ and κ ∈ [0, 1] it holds that
ρλ(κz
′ + (1− κ)z, θ) ≥ κρλ(z′, θ) + (1− κ)ρλ(z, θ).
See Appendix A.7 for a proof. The fact that ρλ is concave in z is significant for two
reasons: first, because it ensures that ρλ admits a generalized differential, and second,
because it qualifies ρλ as a statistical similarity measure. The latter property is used
in the derivation of the least favorable distributions for minimax robust sequential
tests and is discussed in detail in Section 5.4. The notion of generalized differentials is
introduced in the next definition.
Definition 2 Let f : Ωf ⊂ RK → R be a convex function of the K-dimensional vector
y = (y1, . . . , yK). The set
∂ykf(y) :=
{
c ∈ R : f(y′)− f(y) ≤ c (y′k − yk) ∀y′ ∈ RK
}
, k ∈ {1, . . . , K},
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is called the partial subdifferential of f with respect to yk at y. If a function fyk exists
such that
fyk(y) ∈ ∂ykf(y) ∀y ∈ Ωf
then fyk is called a partial subderivative of f with respect to yk. The set of all partial
subderivatives fyk is denoted by ∂ykf , i.e.,
∂ykf := {fyk : fyk(y) ∈ ∂ykf(y) ∀y ∈ Ωf}.
Analogously, for a concave function f˜ : Ωf˜ ⊂ RK → R, the set
∂yk f˜(y) :=
{
c ∈ R : f˜(y′)− f˜(y) ≥ c (y′k − yk) ∀y′ ∈ RK
}
, k ∈ {1, . . . , K},
is called the partial superdifferential of f˜ with respect to yk at y and a function f˜yk that
satisfies
f˜yk(y) ∈ ∂ykf(y) ∀y ∈ Ωf˜
is called a partial superderivative of f˜ with respect to yk. The set of all superderivatives
f˜yk is denoted by ∂yk f˜ .
Sub- and superdifferentials are well known tools in convex analysis and detailed studies
of their properties can be found in all standard textbooks [Roc70,Boy04]. Adopting a
convention form nonsmooth analysis [Cla83], they are collectively referred to as gener-
alized differentials in this work. It is important to note that if f is differentiable in y,
the partial generalized differential ∂ykf(y) reduces to the regular partial derivative, i.e.,
the singleton set {fyk(y)}. Before stating the main result of this section, the follow-
ing lemma about the generalized differential of the minimum of two concave functions
needs to be in place.
Lemma 2 Let f, g : Ωf ⊂ RK → R be two concave functions. It holds that
∂yk min{g(y), f(y)} =

∂ykg(y), g(y) < f(y),
co{∂ykg(y) ∪ ∂ykg(y)}, g(y) = f(y),
∂ykf(y), g(y) > f(y),
where co{A} denotes the convex hull of the set A.
Lemma 2 is a consequence of a more general result on the generalized differentials of
the minimum (maximum) of concave (convex) functions that is due to Dubovitskiy
and Milyutin [DM65] and can be found in, for example, [MIT03]. In words, Lemma 2
states that the partial generalized differential of the minimum of two concave functions
is either given by the partial generalized differential of one of the two functions or by
the convex hull both differentials. Since here yk is a scalar, the latter is simply a closed
interval on the real axis. It is now possible to state the main theorem of this section.
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Theorem 8 Let ρλ be as defined in Theorem 5 and let Π
∗
λ be the set of all policies that
solve the optimal stopping problem (3.4).
1. For all pi ∈ Π∗λ it holds that
αpi ∈ ∂z0
ρλ
λ0
,
βpi ∈ ∂z1
ρλ
λ1
,
where αpi and βpi are defined in (2.25) and (2.26).
2. For all pi ∈ Π∗λ and all (z, θ) ∈ Ωρ it holds that
{αpi(z, θ) : pi ∈ Π∗λ } = ∂z0
ρλ
λ0
(z, θ),
{ βpi(z, θ) : pi ∈ Π∗λ } = ∂z0
ρλ
λ0
(z, θ).
Theorem 8 is proven in Appendix A.8. Its two parts correspond to a global and a local
statement about the generalized derivatives/differentials of ρλ. The first part states
that for all pi ∈ Π∗λ the functions αpi and βpi are valid generalized derivatives of ρλ.
The second part states that at every point (z, θ) ∈ Ωρ the generalized differential of ρλ
coincides with the set of all error probabilities that can be realized by using policies
pi ∈ Π∗λ. It is worth noting that the remaining degrees of freedom in terms of the error
probabilities are exclusively due to the randomization on ∂S and ∂C since on S,S and
C, C the optimal policy is already uniquely determined by Π∗λ.
The local statement in Theorem 8 cannot be extended to a global statement. In
general, the set of all functions αpi and βpi with pi ∈ Π∗λ is not identical to the set of all
generalized derivatives of ρλ, i.e.,
{αpi : pi ∈ Π∗λ} 6= ∂z0
ρλ
λ0
and {βpi : pi ∈ Π∗λ} 6= ∂z1
ρλ
λ0
.
The reason for this is that the set of partial generalized derivatives that can be repre-
sented in terms of the integral equations (2.41) and (2.42) is only a subset of all feasible
derivatives. More precisely, the integral equation establishes a coupling between the
local differentials so that they cannot be chosen independently of each other. This
coupling reflects the fact that changing the randomization on the boundaries ∂S and
∂C also affects the error probabilities in states (z, θ) that are not part of the bound-
ary. In particular, changing the randomization on the boundary can change the error
probabilities αpi(1, 1, θ0) and βpi(1, 1, θ0) and hence the overall performance of the cor-
responding sequential test. This coupling does not hold for the generalized partial
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derivatives of ρλ, whose mathematical definition and existence is entirely unrelated to
the interpretation of ρλ as a cost function of a possibly randomized sequential hypoth-
esis test. Accordingly, they can be chosen independently over the entire state space
Ωρ without violating any feasibility constraints. On the other hand, it holds by the
second statement in Theorem 8 that in every state (z, θ) the local generalized differ-
ential corresponds to the interval of error probabilities that can be realized by policies
pi ∈ Π∗λ. Hence, there is a strong coupling in the local sense, but no coupling in a
global sense. This subtle difference between the error functions αpi, βpi and the partial
generalized derivatives of ρλ is due to the fact that the former are defined by regular
integral equations, while the latter are defined by set integral equations, as shown in
Appendix A.8. In other words, (2.41) and (2.42) filter out those generalized derivatives
that correspond to possible error probabilities of the underlying sequential test.
It is now possible to state a sufficient condition for a policy to solve the constrained
sequential testing problem (3.2). According to Theorem 3, a testing policy is optimal if
it solves the optimal stopping problem (3.11) and realizes the error probabilities α and
β. That is, pi solves (3.2) if it holds that pi ∈ Π∗λ, αpi(1, 1, θ0) = α and βpi(1, 1, θ0) = β.
Using the results from Theorem 8, this condition can be stated directly in terms of ρλ.
Corollary 4 Let ρλ be as defined in Theorem 5 and let Π
∗
λ be as defined in (2.22).
1. If it holds that
α ∈ ∂z0
ρλ
λ0
(1, 1, θ0),
β ∈ ∂z1
ρλ
λ1
(1, 1, θ0),
then there exists at least one pi ∈ Π∗λ that solves Problem (3.2), i.e., Π∗α,β ⊂ Π∗λ.
2. If ρλ is differentiable in (1, 1, θ0) and it holds that
α = ∂z0
ρλ
λ0
(1, 1, θ0),
β = ∂z1
ρλ
λ1
(1, 1, θ0),
then every policy pi ∈ Π∗λ solves Problem (3.2), i.e, Π∗α,β = Π∗λ.
3. For all pi ∈ Π∗α,β it holds that
EP [τ(δ, ψ)] = ρλ(1, 1, θ0)− λ0α− λ1β.
38 Chapter 3: Optimal Sequential Hypothesis Tests
Corollary 4 is a direct consequence of Theorem 6 and Theorem 8. It can be used
to transform the design of an optimal sequential test into the search for a function
that solves the integral equation (3.12) and whose partial generalized differentials at
(z, θ) = (1, 1, θ0) contain α and β. This idea is explained in more detail in the next
section, where an approach to the design of optimal sequential tests is proposed that
exploits this relation between αpi, βpi and ρλ.
3.4 Design of Optimal Sequential Tests
In this section, an approach to the design of sequential hypothesis tests is proposed
that makes use of the results derived in the previous section to express the sequential
testing problem (3.2) in terms of a system of integral equations that can be solved
using well-known numerical techniques. First, the equation system that characterizes
the optimal policy is stated, then two possible techniques for its solution are discussed.
Let the distributions P0, P1 and P as well as the target error probabilities α, β be given.
The design procedure proposed in this thesis consists of two steps:
1. Solve the integral equation
ρλ(z, θ) = min
{
gλ(z) , 1 +
∫
ρλ dHz,θ
}
s.t. α0 ∈ ∂z0
ρλ
λ0
(1, 1, θ0), β ∈ ∂z1
ρλ
λ1
(1, 1, θ0)
(3.21)
for ρλ and λ. If ρλ is differentiable in (1, 1, θ0), it holds that αpi(1, 1, θ0) = α
and βpi(1, 1, θ0) = β for all pi ∈ Π∗λ so that any randomized or non-randomized
test using a stopping rule of the form (3.16) and a decision rule of the form (3.8)
solves (3.2). If ρλ is not uniquely differentiable in (1, 1, θ0), proceed with Step 2.
2. Solve the system of integral equations
αpi(z, θ) = ψ(z, θ)δ(z) + (1− ψ(z, θ))
∫
αpi dH
0
z,θ
βpi(z, θ) = ψ(z, θ)(1− δ(z)) + (1− ψ(z, θ))
∫
βpi dH
1
z,θ
s.t. pi ∈ Π∗λ, αpi(1, 1, θ0) = α, βpi(1, 1, θ0) = β
(3.22)
for αpi, βpi and pi = (δ, ψ). By construction, the solution satisfies pi ∈ Π∗α,β.
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Numerical approaches to the solution of both steps are presented in detail in the fol-
lowing sections. For the vast majority of cases, a sufficiently accurate testing policy
can be found by performing only the first step, i.e., determining the function ρλ. As
mentioned before, sequential tests inherently avoid making decisions based on insignif-
icant observations so that randomized decision rules are rarely ever needed. More
critical is the optimal stopping rule, which can indeed be randomized. An example for
this case is given in Section 3.5. For small error probabilities and reasonably smooth
distributions, however, the effect of randomization is typically negligible in the sense
that the bounds provided by the generalized differentials of ρλ guarantee that the error
probabilities are within an acceptable interval or even unique up to the precision of
the numerical solution. However, for the design of minimax robust sequential tests,
which are discussed in Chapter 5, randomized stopping rules are much more important
since robust test statistics often are constant over large regions of the state space. This
effect leads to point masses being placed on individual states, which is a precondition
for randomization to have any noticeable effects on the test performance.
3.4.1 Newton-like Methods
Since the task in both steps outlined above is to solve a system of nonlinear integral
equations, Newton-like methods for nonlinear functions are a natural choice to obtain
numerical solutions. The generic form of a nonlinear equation in RM , M ∈ N, is
F (x) = 0, (3.23)
where F : RM → RM . In order to formulate the problem in Step 1 in this form, first a
finite dimensional representation of the continuous function ρλ has to be introduced. A
variety of different methods to do this can be found in the literature [Lue69,Pol97,AS06]
and discussing their advantages and disadvantages in detail is beyond the scope of this
thesis. However, based on the knowledge that ρλ is
• nondecreasing in z,
• concave and
• non-smooth
some methods seem more approximate than others. For the numerical examples pre-
sented in Section 3.5, a spline approximation was used and showed good results. In
40 Chapter 3: Optimal Sequential Hypothesis Tests
general, any procedure that allows one to obtain an approximate value of ρλ at every
point (z, θ) ∈ Ωρ given only a finite number of sampling points (zm, θm)1≤m≤M with
ρm = ρλ(zm, θm)
can be used to approximate ρλ. The notation
ρλ ≈ RMρ
is used as a generic way to state that ρλ is approximated by an M -dimensional rep-
resentation with sample points (zm, θm)1≤m≤M . Owing to the relaxation, the integral
equation in Step 1 of the solution procedure can only be satisfied with equality at the
M sample points and hence reduces to the equation system
ρm −min
{
gλ(zm) , 1 +
∫
RMρ dHzm,θm
}
= 0,
min
{
(c− α)2 : c ∈ ∂z0RMρ (1, 1, θ0)
}
= 0, (3.24)
min
{
(c− β)1 : c ∈ ∂z1RMρ (1, 1, θ0)
}
= 0.
The constraints on the partial differentials of RMρ do not need to be of this exact
form. Every constraint that guarantees α ∈ ∂z0RMρ (1, 1, θ0) and β ∈ ∂z1RMρ (1, 1, θ0) is
feasible. From a numerical point of view, however, differentiable penalty functions are
typically preferable.
The equation system (3.24) consists of M + 2 equations in M + 2 unknowns, namely
(ρm)1≤m≤M and (λ0, λ1). In order to evaluate the left hand side, one needs to be able to
integrate RMρ with respect to all Hzm,θm and to determine the generalized differential
of RMρ at (1, 1, θ0). The latter is particularly simple if a bilinear approximation on a
rectangular grid1 is used. In this case it holds that
∂ziRMρ (1, 1, θ0) = co
{
∆+i RMρ (1, 1, θ0)
∆zi
,
∆−i RMρ (1, 1, θ0)
∆zi
}
, i = 0, 1,
where ∆z0 and ∆z1 are chosen equal to or smaller than the step sizes of the grid around
(1, 1, θ0) and
∆−0RMρ (z, θ) := RMρ (z, θ)−RMρ (z0 −∆z0, z1, θ),
∆+0RMρ (z, θ) := RMρ (z0 +∆z0, z1, θ)−RMρ (z, θ),
∆−1RMρ (z, θ) := RMρ (z, θ)−RMρ (z0, z1 −∆z1, θ),
∆+1RMρ (z, θ) := RMρ (z0, z1 +∆z1, θ)−RMρ (z, θ).
1Although it simplifies the calculation of the partial derivatives, sampling the likelihood ratios on
a regular grid comes with its own problems; see the remark in Section 3.4.3.
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If the grid can be chosen sufficiently fine, bilinear splines offer a good trade-off between
accuracy and computational cost. In particular the fact that linear approximations do
not impose smoothness is important for the design of randomized policies. In contrast,
if it is known a priori that an optimal deterministic policy exists, this knowledge can
be exploited by using, for example, cubic splines, which result in a more accurate
approximation of smooth functions. In this case it is also advisable to approximate dλ,
as defined in (3.17), instead of ρλ. While the latter is nonsmooth on ∂S by definition,
the function dλ is differentiable everywhere in case no randomization is required. A
formal proof of this property is omitted, but examples can be found in the next section.
For the evaluation of the integrals over RMρ either analytical or numerical methods can
be used, depending on the distributions and the method used to construct RMρ . The
most generic approach is to evaluate∫
RMρ
(
z0
p0θ(x)
pθ(x)
, z1
p1θ(x)
pθ(x)
, ξθ(x)
)
pθ(x) dµ(x) (3.25)
by means of some numerical integration technique. Note that the integral has to be
calculated for all sampling points (zm, θm)1≤m≤M .
In case randomization turns out to be necessary after having solved Step 1, the pro-
cedure outlined above can also be used to solve the system of integral equations in
Step 2. First, a finite dimensional representation for αpi and βpi on an appropriately
chosen grid is introduced, then the resulting equation system is solved for the unknown
variables. Depending on the shape of ∂S and ∂C it can be useful to introduce a new
grid that samples these boundaries more densely.
The solution method used for some of the examples in Section 3.5 is the “bad” ver-
sion of Broyden’s method [Bro65,Gri12]. It is a quasi Newton method that iteratively
approximates the inverse of the Jacobian matrix of the function F in (3.23) and does
neither require an explicit calculation of derivatives nor the solution of a large linear
equation system. The most costly tasks in each iteration are the evaluation of the
left hand side of (3.24), or the corresponding equations in Step 2, and a matrix mul-
tiplication involving the approximated inverse of the Jacobian matrix. Broyden’s bad
method is locally convergent at a superlinear rate, but is not guaranteed to converge
globally [Gri12]. Nevertheless, using gλ as an initial guess for ρλ consistently resulted
in fast convergence, typically after fewer than 100 iterations.
For large to moderate error probabilities the approach of solving (3.21) directly is rea-
sonable and yields good results. For small error probabilities, however, the calculation
of the (generalized) derivatives can become numerically unstable. In the next section,
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a solution approach based on linear programming is proposed that does not require the
calculation of derivatives, is guaranteed to converge and leverages the high efficiency
of state-of-the-art linear programming solvers.
3.4.2 Linear Programming
The idea underlying the linear programming approach to sequential hypothesis test-
ing, see [FZ15a], is to apply the machinery of Lagrangian duality to (3.2). While in
Section 2.3 λ0 and λ1 were introduced as arbitrary cost coefficients, in this section they
arise explicitly as Lagragian multipliers when formulating the dual problem of (3.2).
The Lagrangian dual problem of (3.2) is given by
max
λ∈R2+
Lα,β(λ), (3.26)
where
rClLα,β(λ) = min
(δ,ψ)∈Π
{
EP [τ(ψ)] + λ0(α0(δ, ψ)− α) + λ1(β(δ, ψ)− β)
}
= min
(δ,ψ)∈Π
{
EP [τ(ψ)] + λ0α(δ, ψ) + λ1β(δ, ψ)
}
− λ0α− λ1β
(3.11)
= min
ψ∈∆N0
EP [τ + gλ(z
τ )]− λ0α− λ1β
(3.14)
= ρλ(1, 1, θ0)− λ0α− λ1β.
Lα,β is concave in λ by construction. However, the equivalence between (3.26) and
(3.2), i.e., the absence of a duality gap, is not obvious. The following Theorem is
useful to show that both problems are indeed equivalent.
Theorem 9 Let ρλ be as defined in Theorem 5. For all (z, θ) ∈ Ωρ it holds that
∂z0
ρλ
λ0
(z, θ) = ∂λ0
ρλ
z0
(z, θ),
∂z1
ρλ
λ1
(z, θ) = ∂λ1
ρλ
z1
(z, θ),
where ∂λi denotes the partial generalized differential with respect to λi.
Lemma 9 is proven in Appendix A.9. It can be understood in the sense that ρλ is in
fact a function of the element-wise product λz so that the derivatives with respect to λ
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and z are identical up to a scaling factor. In this view, each λi is a multiplicative offset
by which ρλ has been shifted to make sure that the initial state always corresponds to
the point (1, 1, θ0) instead of (λ0, λ1, θ0).
The scaling of z by λ has another instructive interpretation. The examples in the
upcoming section show that a sequential test is stopped once one of the likelihood
ratios z0, z1 is small enough to reject the corresponding hypothesis. The bigger λi is,
the smaller zi has to become in order to compensate for the offset. In this sense, λ
determines the initial distance of the test statistic from the stopping region.
By means of Lemma 9 it is straightforward to show that (3.26) and (3.21) are indeed
equivalent.
Corollary 5 If ρλ and λ solve
max
λ∈R2+
ρλ(1, 1, θ0)− λ0γ0 − λ1γ1 (3.27)
s.t. ρλ(z, θ) = min
{
gλ(z) , 1 +
∫
ρλ dHz,θ
}
.
they also solve (3.21).
Corollary 5 is a direct consequence of Theorem 9 and a proof is given in Appendix A.10.
The simple trick at this point is to relax the equality constraint to an inequality and
add ρλ to the set of free variables. It yields the main result of this section.
Theorem 10 Let LH+ = LH+ (Ωρ) be the set of nonnegative Hz,θ-integrable functions on
Ωρ. The problem
max
λ∈R2+, ρλ∈LH+
ρλ(1, 1, θ0)− λ0α− λ1β (3.28)
s.t. ρλ(z, θ) ≤ λ0z0,
ρλ(z, θ) ≤ λ1z1,
ρλ(z, θ) ≤ 1 +
∫
ρλ dHz,θ.
is equivalent to problem (3.21) in the sense that
P ({(zn, θn) ∈ Ωρ : ρ∗λ(zn, θn) 6= ρ˜λ(zn, θn)}) = 0
for all n ∈ N0, where ρ∗λ denotes the solution of (3.21) and ρ˜ the solution of (3.28).
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See Appendix A.11 for a proof. The optimization problem in Theorem 10 is linear
in ρλ and λ and does not require the calculation of partial derivatives of ρλ. Again,
introducing a grid (zm, θm)1≤m≤M on Ωρ yields the discretized version of the linear
problem in Theorem 10:
max
λ∈R2+, ρ∈RM+
ρm∗ − λ0α− λ1β s.t. ρ ≤ λ0z0, ρ ≤ λ1z1, ρ ≤ 1 + ρH, (3.29)
where ρ, z0 and z1 are row vectors of size 1 ×M and H is a matrix of size M ×M
that corresponds to the family of measures {Hz,θ : (z, θ) ∈ Ωρ}. The exact form
of H depends on the representation of ρλ and, if no analytic solutions exists, the
approximation used for the evaluation of the integral. The index m∗ in the objective
function needs to be chosen such that (zm∗ , θm∗) = (1, 1, θ0).
When solving problem (3.29) numerically, it can be the case that on some region E ⊂ Ωρ
the inequality constraint is not fulfilled with equality, even though P ((zn, θn) ∈ E) is
not strictly zero for all n ≥ 0. This effect is due to numerical inaccuracies and occurs
when the coupling between ρλ(1, 1, θ0) and ρλ(E) is so weak that the contribution of
E to ρλ(1, 1, θ0) is smaller than the precision of the solver. As a result, the stopping
region can exhibit some areas, where the cost for continuing is erroneously declared to
be smaller than that for stopping. However, given a reasonably precise solver, these
artifacts occur only in regions of the state space that are highly unlikely to ever be
reached during a test and usually are a purely cosmetic problem. In any case, the
procedure given in the proof of Theorem 10 can be used to construct a valid solution
from the inaccurate one. Alternatively, a regularization term can be added to the
maximization that explicitly enforces equality—see Appendix A.12 for details.
After having determined ρλ via linear programming, the optional randomization step
in the test design can be performed as outlined in the previous section. Due to the
bilinear terms in (3.22), the problem of finding an optimal randomization cannot be
cast as a linear program. However, since (3.22) does not require the calculation of
derivatives and only needs to be solved accurately on ∂S ∪ ∂C, it is typically a less
challenging problem than (3.21).
3.4.3 Remarks
Before presenting the solutions of some example problems in the next section, some
additional remarks concerning the numerical solution of (3.21) are in order.
First, the function ρλ should not be approximated on a regular likelihood-ratio grid.
The reason for this is that the likelihood ratios z0 and z1 typically need to be sampled
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with a much finer granularity on the interval (0, 1] than on the interval (1,∞). In order
to avoid irregular grids, some bijective function can be applied to z0 and z1 that warps
the real line appropriately. An obvious choice is to use the log-likelihood ratios instead
of the likelihood ratios, i.e., to define
si = log zi, i = 0, 1,
and formulate (3.21) in terms of s. Another alternative is to concatenate the logarithm
and a logistic function, which yields
s′i =
1
1 + z−bi
, i = 0, 1,
where b > 0 can be chosen freely. The advantage of the latter option is that it maps
the real line onto the unit interval, which allows for a straightforward discretization
irrespective of how P0, P1, P or α and β have been chosen.
For the numerical calculation of most of the results presented in the next section the
log-likelihood ratio was sampled on a regular grid. Choosing the support of this grid
appropriately is typically not a difficult task. Any available bound or approximation
can be used to get an estimate for which region of Ωρ needs to be sampled in order to
obtain sufficiently accurate results.
The appropriate method for solving the integrals in (3.21) and (3.22) depends on
whether nonlinear equation solvers or the linear programming approach is used. Since
the former allows to evaluate the current approximation for ρλ at arbitrary points on
the chosen support, the integral (3.25) can be evaluated in every iteration by means of
any numerical integration technique. The LP approach is more restricted in the sense
that the matrix H in (3.29) needs to be calculated explicitly. A simple technique to
discretize the integral in this case is to approximate
ρλ
(
z0
p0θ(x)
pθ(x)
, z1
p1θ(x)
pθ(x)
, ξθ(x)
)
by a weighted average of ρλ at the K closest sample points. For the examples in the
next section, the one- and two-dimensional trapezoidal rule [Atk89] was used.
3.5 Examples and Numerical Results
Several example problems are presented in this section to illustrate the proposed ap-
proach to the design of sequential hypothesis tests. The first, most basic example is
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to detect a shift of known size in the mean of a normal distribution with known vari-
ance. For this problem, three optimal sequential tests are designed that minimize the
expected run-length under different distributions P . The second example is a test for
Bernoulli distributions and is included primarily to illustrate the effects of randomiza-
tion. Finally, the optimal sequential tests for a Markov chain with observable states
and the Gaussian AR(1) process are presented as examples of tests for data-dependent
distributions.
As a reference for comparison with the optimal results, tests are used whose thresh-
olds are calculated according to Wald’s approximation (2.19). The thresholds and the
corresponding policy are denoted by AW, AW and piW, respectively. The functions αpi,
βpi and γpi are used as compact notation for the error probabilities and the expected
run-length as a function of a certain policy. All quantities marked with a tilde have
been obtained by means of Monte Carlo simulations with 105 runs.
The results are visualized either in the likelihood ratio domain, or the log-likelihood
ratio domain, depending on which representation is more appropriate. Typically, the
logarithmic domain is more convenient to present graphical results. However, some of
the characteristic properties of ρλ are lost under the logarithmic transformation so that
switching between both domains is necessary.
3.5.1 Mean Shifted Gaussian Distributions
The classic problem of testing for a unit shift in the mean of a Gaussian distribution
is a good example to introduce the proposed approach to the design of sequential
hypothesis tests. It corresponds to the two hypotheses
H0 : Xn ∼ N (−0.5, σ),
H1 : Xn ∼ N (0.5, σ),
(3.30)
where N (η, σ) denotes the Gaussian probability measure with mean η and standard
deviation σ. For this example it is assumed that σ = 1 and that all Xn are indepen-
dent and identically distributed (i.i.d.) under both hypotheses. This means that no
additional information about the previous samples is necessary for the look-ahead step
so that Ωθ = ∅ and ρλ becomes a function of z only.
Let the target error probabilities for now be chosen symmetrically as
α = β = 0.05
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(a) P = P0 = N (−0.5, 1)
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(b) P = N (0, 1)
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(c) P = T (5)
Figure 3.1: Mean Shifted Gaussians. Examples of cost functions ρλ of optimal se-
quential tests with error probabilities α = β = 0.05 and minimum expected run-length
under different choices for P .
and assume that an optimal test for H0 against H1 should be designed such that the
expected run-length is minimized under
1) P = P0 = N (−0.5, 1),
2) P = N (0, 1),
3) P = T (5),
(3.31)
where T (ν) denotes Student’s t-distribution with ν degrees of freedom. The cost
functions ρλ corresponding to the three cases are depicted in Figure 3.1. While the
subtle differences in shape are more obvious in the logarithmic domain, the concavity
of ρλ can only be seen in the linear domain. The asymmetry in ρλ for P = P0 is due
to zn0 being constant so that only the slice z0 = 1 is relevant for the actual test.
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Figure 3.2: Mean Shifted Gaussians. Partial derivatives of ρλ with respect to z0 (left)
and z1 (right) for P = N (0, 1).
For P = N (0, 1), the partial derivatives of ρλ with respect to z0 and z1 are depicted in
Figure 3.2. Note that ∂z0ρλ and ∂z0ρλ were scaled by λ0 and λ1, respectively, so that, by
Theorem 8, they correspond to the error probabilities of a sequential test starting in the
respective state. It can be seen how the latter are almost zero on regions where both
likelihood ratios are relatively large, but rapidly increase towards the corners where
one of the likelihood ratios is small and the other one is large. In fact, the areas of
large error probabilities are blurred versions of the intersection of the stopping region
with the critical region or its complement. The closer the test statistic approaches a
region leading to an erroneous decision, the higher the corresponding error probability.
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Figure 3.3: Mean Shifted Gaussians.
Examples for random walks of a two-
dimensional test statistic in the z-plane
for P = N (0, 1) and α = β = 0.01.
Figure 3.4 shows the stopping region, the
critical region and their complements un-
der the three distributions given in (3.31).
More precisely, it shows the the bound-
aries where dλ and gλ intersect, i.e., the
costs for stopping and continuing the test
are identical. The testing procedure is
as follows. The initial state of the test
statistic is z = (1, 1), which corresponds
to the origin in the logarithmic domain.
It is marked with a black dot in Fig-
ure 3.4. With every new sample, the test
statistic is updated and changes its state,
that is, it performs a random walk in the
z0-z1-plane. See Figure 3.3 for an illustra-
tive example. As soon as the test statistic
enters the stopping region, the value of
λ0z0 is compared to the value of λ1z1 and
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Figure 3.4: Mean Shifted Gaussians. Boundaries of the stopping regions of three
optimal sequential test with error probabilities α = β = 0.05 and minimum expected
run-length under different choices for P .
the hypothesis corresponding to the smaller value is rejected. This last step is nothing
but a likelihood ratio test of the form (2.6) with threshold λ0/λ1. By tendency, the
test statistic moves towards smaller likelihood ratios, i.e., towards the lower left corner
of the coordinate system used for the plots. This is to be expected since the likelihood
ratios are closely related to the error probabilities, which should decrease as the test
progresses.
In the case P = P0, the random walk is performed on the line defined by log z0 = 0.
Therefore, the boundary of the stopping region reduces to two individual points, which
are the thresholds A and B of the sequential probability ratio test. In order to inspect
this relation between the cost function and the likelihood ratio thresholds in more detail,
it is helpful not to consider the two-dimensional function ρλ, but a one-dimensional
slice of it. The cost functions gλ(z1) := gλ(1, z1) and dλ(z1) := dλ(1, z1) are depicted in
Figure 3.5; the points of intersection determine the optimal thresholds A∗ and B∗.
The scaled derivative of ρλ(z1) := ρλ(1, z1) is shown in Figure 3.6. By Theorem 8, it
is identical to the probability of type II errors. Consequently, it is equal to zero on
the interval [logA∗,∞) and equal to one on the interval (−∞, logB∗], where A∗ and
B∗ are assumed to be included in the stopping region. In the initial state, z1 = 1, the
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Figure 3.5: Mean Shifted Gaussians. Cost functions for stopping and continuing the
optimal sequential test. Here P = P0 and the error probabilities were chosen to be
α = β = 0.05. The optimal likelihood ratio thresholds correspond to the intersection
points of the cost functions.
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Figure 3.6: Mean Shifted Gaussians. Scaled generalized derivative of the cost func-
tions ρλ depictedin Figure 3.5.
error probability of the test equals the target error probability of β = 0.05. The closer
the test statistic approaches the lower threshold, the larger becomes the type II error
probability. At z1 = B
∗, it holds that gλ(B∗) = dλ(B∗) and an arbitrary randomization
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Target Thresholds Error Prob. Avg. and Exp. Run-Length
α β A∗ B∗ α˜pi∗(1) β˜pi∗(1) γ˜pi∗,P0(1) γ˜pi∗,P1(1) γpi∗,P0(1)
0.1 ±1.62 0.0995 0.0996 3.77 3.78 3.78
0.05 ±2.36 0.0505 0.0497 5.57 5.57 5.58
0.01 ±4.03 0.0097 0.0099 9.31 9.29 9.28
0.1 0.01 1.70 −3.93 0.1012 0.0097 7.93 4.69 7.91
Table 3.1: Mean Shifted Gaussians. Target error probabilities α, β, optimal log-
likelihood ratio thresholds A∗, B∗, empirical error probabilities α˜pi∗(1), β˜pi∗(1), average
run-length γ˜pi∗(1) under both hypothesis and expected run-length γpi∗(1) under H0.
can be applied, i.e., ψ∗(B∗) ∈ [0, 1]. For ψ∗(B∗) = 1, the test is surely stopped so that
the error probability is equal to one. For ψ∗(B∗) = 0, the test is surely continued. As
can be seen, this results in a type II error probability of roughly 46%. This relatively
small number, given that the lower threshold has actually been reached, is due to
the fact that under P1 the log-likelihood ratio log z1 admits a strong drift towards the
upper threshold. Therefore, the test still ends in a correct decision with a relatively high
probability, even for likelihood ratio values close or equal to B∗. On the other hand,
as the test statistic approaches the upper threshold, the probability of an erroneous
decision becomes negligibly small, irrespective of the randomization.
In Table 3.1 and Table 3.2, the performance of the optimal test is compared to that
of a test based on Wald’s approximations (2.19). In anticipation of a notation used
in Chapter 5, the expected run-length of a test using policy pi under distribution P is
denoted by γpi,P . The comparison shows that the optimal test can perform significantly
better. In particular in cases where large overshoots over the threshold can be expected,
i.e., for medium to large error probabilities, the average run-length is reduced by up to
25%. For smaller error probabilities the improvement is less pronounced. This effect
is expected, given the asymptotic optimality of Wald’s approximations.
In Figure 3.7, the cost functions for optimal tests of P0 against P1 under P = P0 are de-
picted for different error probabilities. Here the functions are given in the log-likelihood
ratio domain, where it is easier to identify the thresholds. It is noteworthy that even if
the target error probabilities are chosen to be identical, the values of the optimal cost
coefficients λ differ significantly. This difference can be explained as follows: Since the
expected run-length is minimized under the null hypothesis, the likelihood ratio ad-
mits a permanent drift towards the lower threshold. Choosing the latter closer to zero
significantly reduces the expected run-length at the cost of an increased probability of
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Target Thresholds Error Prob. Avg. Run-Length efficiency
α β AW BW α˜piW(1) β˜piW(1) γ˜piW,P0(1) γ˜piW,P1(1)
0.1 ±2.20 0.0572 0.0578 5.19 5.18 0.73
0.05 ±2.94 0.0286 0.0284 6.94 6.93 0.80
0.01 ±4.60 0.0056 0.0057 10.51 10.50 0.89
0.1 0.01 2.29 −4.50 0.0562 0.0055 9.54 5.92 0.83
Table 3.2: Mean Shifted Gaussians. Target error probabilities α, β, log-likelihood
ratio thresholds AW, BW obtained by Wald’s approximation, empirical error probabil-
ities α˜piW(1), β˜piW(1) and average run-length γ˜piW(1) under both hypothesis. The last
column gives the relative loss in the average run-length compared to the optimal test,
i.e., γ˜pi∗(1)/γ˜piW(1).
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Figure 3.7: Mean Shifted Gaussians. Cost functions for stopping and continuing the
optimal test under P = P0 with error probabilities α = β = 0.1 and α = β = 0.01.
type II errors. The probability of type I errors, by contrast, is mainly determined by
the upper threshold, which has very little influence on the expected run-length under
P0. Consequently, type I errors have to be penalized much higher than type II errors
if both are supposed to occur with the same probability. This asymmetry highlights
problems with approaches that assume the cost coefficients to be given a priori or
simply assume both error types to be equally costly.
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Figure 3.8: Mean Shifted Gaussians. Expected run-length of optimal tests with target
error probabilities α = β = 0.01 for H0 against H1 under N (η, 1) as a function of η.
If P is not chosen identical to either P0 or P1, the drift towards one of the thresholds
becomes smaller. For P = N (0, 1), it even holds that
EP
[
log
p1(x)
p0(x)
]
= 0
so that log zn1 is a zero-drift sequence under P . As a consequence, the expected run-
length of a regular sequential probability ratio test increases significantly in this case.
This is illustrated in Figure 3.8, which depicts the expected run-length of two optimal
sequential tests with target error probabilities α = β = 0.01 under N (η, 1) as a func-
tion of η. The blue curve shows the performance of a test that is designed to have
minimum expected run-length under P = P0. The red curve shows the performance
of a test designed to have minimum expected run-length under P = N (0, 1), which
is the zero-drift scenario. The latter test can be seen to require slightly more sam-
ples under P0 and P1, but to have a much flatter performance profile over the interval
η ∈ [−0.5, 0.5]. In other words, the test is more robust towards deviations of the true
distribution form the two hypotheses. This observation motivates the design of robust
sequential tests, which are introduced and discussed in Chapter 5.
3.5.2 Bernoulli Distributions
For this example it is assumed that
H0 : Xn ∼ B(0.2),
H1 : Xn ∼ B(0.8),
(3.32)
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Figure 3.9: Bernoulli Distributions. Cost function of the optimal sequential test for
the two Bernoulli distributions in (3.32) with target error probabilities α = β = 0.05.
where B(κ) denotes a Bernoulli distribution with success probability κ and all Xn
are assumed to be i.i.d. random variables. Due to the simplicity of the hypotheses,
designing a sequential test for H0 against H1 is rather straightforward and does hardly
warrant the application of optimal stopping theory in the first place. However, ow-
ing to this simplicity and the discrete nature of the the Bernoulli distribution, the
example illustrates nicely the relation between the partial differentials of ρλ and the
randomization rules of the underlying sequential test.
Assume that an optimal sequential hypothesis test for H0 against H1 needs to be
designed with minimum expected run-length under P0 and target error probabilities
α = β = 0.1. Since the likelihood ratio p1(x)/p0(x) only takes on the values 4 and
0.25 = 4−1, the thresholds A and B need to be chosen as powers of 4 as well. It
is not hard to show that A = 1/B = 16 are the smallest possible non-randomized
thresholds that satisfy the given constraints on the error probabilities. However, this
choice results in error probabilities of about 5.9% for both error types, which is well
below the targeted 10%. The expected run-length calculates to 1.47 samples.
The cost function ρλ(z1) of the optimal sequential test for the Bernoulli distributions
in (3.32) is depicted in Figure 3.9. The optimal thresholds are again obtained form the
intersection points of dλ(z1) and gλ(z1) and are given by A
∗ = 1/B∗ = 4, which implies
that the optimal testing policy is indeed randomized. The derivative of ρλ(z1), which is
a picewise constant function, is shown in Figure 3.10. The influence of randomization
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Figure 3.10: Bernoulli Distributions. Scaled generalized derivative of the cost func-
tion ρλ(z1) depicted in Figure 3.9.
on the error probabilities in the states z1 = A
∗ and z1 = B∗ could already be seen in
the previous example. Here, however, the randomization also effects the error proba-
bilities in the initial state z1 = 1. Without the need for additional analysis, it follows
from Figure 3.10 and Theorem 8 that randomized stopping policies with thresholds
A∗ = 1/B∗ = 4 can realize type II error probabilities between 0.047 and 0.237. The
lower bound, which is even smaller than the type II error probability realized by the
deterministic thresholds A = 1/B = 16, can be achieved by never stopping at the
lower threshold, but always stopping at the upper threshold. The upper bound can
accordingly be achieved by never stopping at the upper and always stopping at the
lower threshold.
The optimal randomized stopping rule can be obtained by solving the integral equations
(3.22). Because of the discrete state space, the latter reduce to a system of linear
equations that can be solved analytically and yields
ψ∗(A∗) = ψ∗(B∗) =
7
32
≈ 0.2187.
The expected run-length calculates to
γpi∗,P0(1) =
4
3
≈ 1.3333,
which is a reduction by roughly 10%, compared to the best deterministic stopping rule.
For smaller error probabilities this improvement becomes smaller as well.
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In practice, the difference in expected run-length between randomized and non-
randomized tests is often negligible. However, this example illustrates how the cost
function of the optimal test, which is independent of the randomization, can be used
to bound the error probabilities of both types of test. This method works reliably,
even in more complex scenarios, and can help the test designer to decide whether ran-
domization needs to be considered or not without going into the specifics of the given
distributions.
3.5.3 Observable Markov Chain
The example in Section 3.5.1 can be complicated by assuming that the observed random
sequence is governed by an observable Markov chain with state space Ωθ = {1, 2}. More
precisely,
H0 : Xn := (Yn,Θn) ∼ p0,θ(θn) · N (0, σ)
H1 : Xn := (Yn,Θn) ∼ p1,θ(θn|θn−1) · N (θn/2, σ),
where p0,θ and p1,θ define the (transition) probabilities of the states. In this model,
Yn and Θn are independent Gaussian and Bernoulli random variables under the null
hypothesis, while under the alternative hypothesis the distribution of Yn depends on
the current state θn. The initial state is assumed to be θ0 = 1. By inspection, θn−1 is a
sufficient statistic for the distribution of Xn, conditioned on the previous observations.
For the numerical results, σ = 1 is assumed and the transition probabilities under H1
are chosen symmetrically as p(θ′ | θ) = 0.8 for θ′ = θ and p(θ′ | θ) = 0.2 for θ′ 6= θ.
Under H0, p0(1) = p0(2) = 0.5 is used.
The results of the optimal test are given in Table 3.3 and Figure 3.11. The expected
run-length and error probabilities of a test using Wald’s approximations are shown in
Table 3.4. The results do not differ much from the i.i.d. scenario in terms of the effi-
ciency of Wald’s test. The reduction in expected samples by using the optimal strategy
is still between 25% and 10%. However, to achieve this reduction, the likelihood ratio
alone is no longer a sufficient test statistic since different thresholds have to be used
in different states—see Figure 3.11. In line with the asymptotic optimality of Wald’s
approximations, the difference between the thresholds in the two st tes reduces with
decreasing error probabilities.
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Target Thresholds Error Prob. Avg. and Exp. Run-Length
α β A∗(1) B∗(1) α˜pi∗(1, 1) β˜pi∗(1, 1) γ˜pi∗,P0(1, 1) γ˜pi∗,P1(1, 1) γpi∗,P0(1, 1)
A∗(2) B∗(2)
0.1 1.76 −1.47 0.0996 0.1005 3.54 4.17 3.54
1.63 −1.64
0.05 2.48 −2.25 0.0496 0.0494 5.19 6.05 5.22
2.35 −2.42
0.01 4.13 −3.90 0.0097 0.0099 8.69 9.85 8.7
4.00 −4.07
0.1 0.01 1.85 −3.80 0.0988 0.0096 7.45 5.13 7.42
1.71 −3.97
Table 3.3: Observable Markov Chain. Target error probabilities α, β, optimal
log-likelihood ratio thresholds A∗, B∗ as functions of θ, empirical error probabilities
α˜pi∗(1, 1), β˜pi∗(1, 1), average run-length γ˜pi∗(1, 1) under both hypothesis and expected
run-length γpi∗(1, 1) under H0.
Target Thresholds Error Prob. Avg. Run-Length efficiency
α β AW BW α˜piW(1, 1) β˜piW(1, 1) γ˜piW,P0(1, 1) γ˜piW,P1(1, 1)
0.1 ±2.20 0.0640 0.0580 4.84 5.51 0.73
0.05 ±2.94 0.0300 0.0269 6.94 7.35 0.80
0.01 ±4.60 0.0056 0.0055 9.90 11.00 0.88
0.1 0.01 2.29 −4.50 0.0596 0.0051 9.00 6.25 0.83
Table 3.4: Observable Markov Chain. Target error probabilities α, β, log-likelihood
ratio thresholds AW, BW obtained by Wald’s approximation, empirical error probabil-
ities α˜piW(1, 1), β˜piW(1, 1) and average run-length γ˜piW(1, 1) under both hypothesis. The
last column gives the relative loss in the average run-length compared to the optimal
test, i.e., γ˜pi∗(1, 1)/γ˜piW(1, 1).
3.5.4 Gaussian AR(1) Process
The final example is the Gaussian AR(1) process. In [Nov09] it is shown that the
optimal stopping strategy for this process is a function of the likelihood ratio and
the current observation. The exact optimal testing policy was first presented and
implemented in [FZ15a].
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Figure 3.11: Observable Markov Chain: State dependent cost functions for an opti-
mal test with error probabilities α = β = 0.05.
The two hypotheses are given by
H0 : Xn = a0Xn−1 + n,
H1 : Xn = a1Xn−1 + n,
where (n)n≥1 is a sequence of i.i.d. zero mean Gaussian random variables with stan-
dard deviation σ. Since knowledge of xn−1 is sufficient to describe the conditional
distribution of Xn, it holds that θn−1 = xn−1. For the experiment, σ = 1, a0 = 0 and
a1 = 1 are chosen, which corresponds to a test for an AR(1) process against Gaussian
noise. It is further assumed that P = P0 and that x0 = θ0 = 0.
The average run-length and the error probabilities of the optimal test and the one using
Wald’s approximations are given in Tables 3.5 and 3.6.
A segment of the cost functions for α = β = 0.05 is depicted in Figure 3.12. The in-
tersection of the two surfaces corresponds to the thresholds of the test. In Figure 3.13,
the latter is shown together with the approximated constant ones. Interestingly, the
optimal thresholds are not uniformly tighter than the approximations. Instead, the
additional degree of freedom is used to loosen the thresholds for observations that are
very unlikely under P0 and tighten them in the region around the origin. Evidently,
this strategy is more efficient than uniformly tightening the thresholds. Another note-
worthy fact is that in contrast to the lower threshold, the upper threshold is far from
being constant. This does not contradict the asymptotic optimality of the constant
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Target Error Prob. Avg. and Exp. Run-Length
α β α˜pi∗(1, 0) β˜pi∗(1, 0) γ˜pi∗,P0(1, 0) γ˜pi∗,P1(1, 0) γpi∗,P0(1, 0)
0.1 0.0980 0.1006 5.69 5.86 5.64
0.05 0.0509 0.0477 7.46 6.98 7.48
0.01 0.0095 0.0103 11.25 9.06 11.24
0.1 0.01 0.0986 0.0098 9.95 6.8278 9.93
Table 3.5: AR(1) process. Target error probabilities α, β, empirical error probabilities
α˜pi∗(1, 0), β˜pi∗(1, 0), average run-length γ˜pi∗(1, 0) under both hypothesis and expected
run-length γpi∗(1, 0) under H0.
Target Thresholds Error Prob. Avg. Run-Length efficiency
α β AW BW α˜piW(1, 0) β˜piW(1, 0) γ˜piW,P0(1, 0) γ˜piW,P1(1, 0)
0.1 ±2.20 0.0410 0.0535 7.73 6.54 0.74
0.05 ±2.94 0.0171 0.0253 9.45 7.51 0.79
0.01 ±4.60 0.0027 0.0049 12.98 8.97 0.87
0.1 0.01 2.29 −4.50 0.0366 0.0050 12.33 7.05 0.81
Table 3.6: AR(1) process. Target error probabilities α, β, log-likelihood ratio
thresholds AW, BW obtained by Wald’s approximation, empirical error probabilities
α˜piW(1, 0), β˜piW(1, 0) and average run-length γ˜piW(1, 0) under both hypothesis. The last
column gives the relative loss in the average run-length compared to the optimal test,
i.e., γ˜pi∗(1, 0)/γ˜piW(1, 0).
threshold test. It does, however, indicate that there is no longer a stopping strategy
that concurrently minimizes the expected run-length under both hypotheses, as is the
case for i.i.d. observations [WW48,Sie85]. Minimizing the run-length under H1 yields
a mirrored version of the thresholds in Figure 3.13, with the lower threshold following
the parabolic shape and vice versa.
A nice property of the optimal thresholds shown here is that they are relatively easy
to approximate by polynomials or rational functions. In practice, a few coefficients
can be sufficient to implement a nearly optimal strategy that combines the ease of the
constant threshold test with the efficiency of the optimal one.
In addition to the results given in Table 3.5, an optimal test for the AR(1) model was
designed with (α, β) = (0.0410, 0.0535), which are the (approximate) error probabili-
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Figure 3.12: AR(1) process. Segment of the cost functions for an optimal test with
error probabilities α = β = 0.05 and P = P0.
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Figure 3.13: AR(1) process: Optimal and approximated log-likelihood ratio thresh-
olds as functions of the current observation x for target error probabilities α = β = 0.05.
ties of a test using Wald’s approximations with target error probabilities α = β = 0.1.
The idea is to compare the strictly optimal test to the optimal constant threshold test.
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The expected run-length of the optimal test is 7.45, compared to 7.73 for the test with
constant thresholds. This corresponds to a reduction of about 3.6%. Whether this im-
provement is worth the increased complexity surely depends on the actual application.
However, calculating the optimal constant thresholds is a non-trivial problem in itself
so that the effort might as well be invested in solving the problem exactly.
3.6 Summary
In this chapter, the optimal sequential test for stochastic processes with Markovian
representations was derived. This was done by first formulating the design problem
as an optimal stopping problem, based on which a cost minimizing testing policy was
obtained as the solution of a nonlinear integral equation. It was then shown that the
partial generalized derivatives of the optimal cost function are, up to a scaling factor,
identical to the error probabilities of the cost minimizing test. This relation was used to
formulate the problem of designing optimal sequential tests as a problem of solving an
integral equation under constraints on the partial derivatives of the solution function.
Moreover, it was shown that the latter problem can be solved by means of standard
linear programming techniques without the need to calculate the partial derivatives
explicitly. Numerical examples were given to illustrate this procedure.
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Before going into the details of the design of minimax optimal sequential hypothesis
tests, some additional concepts and preliminary results need to be introduced. This is
the purpose of the current chapter. First, the idea of robust statistics and the minimax
principle are introduced and the characterization of minimax optimal solutions via sad-
dle points is discussed. This relation will turn out to be crucial for the proof of minimax
optimality of the proposed tests. Subsequently, uncertainty sets are introduced as a
means of formulating hypothesis tests under incomplete knowledge of the underlying
distributions. For sequential hypothesis test, both the uncertainty sets and the true
distributions additionally need to be allowed to depend on the test statistic in order to
obtain strictly minimax optimal solutions. This connection between the test and the
underlying random process is explained in more detail in Section 4.4. Finally, some
technical aspects of convex optimization in Banach spaces are revised, in particular the
method Lagrangian multipliers in infinite dimensional spaces.
4.1 Statistical Robustness and the Minimax Prin-
ciple
In the previous chapter, it was assumed that the distributions under both hypotheses
are known exactly. This, however, is rarely the case in practice. Even if an accurate
model for P0 and P1 exists, a certain degree of mismatch between model and reality
is usually unavoidable. Put the other way around, specifying the hypotheses exactly
requires the test designer to have access to a complete probabilistic description of all
possible sources of uncertainty, which is a highly unrealistic assumption. Consider, for
example, a simple energy detector that is used to establish the presence or absence of a
radio signal. Even if the signal of interest is deterministic and known, the performance
of the detector depends on factors like the noise characteristic of the sensors, the propa-
gation path between the transmitter and the detector, possible interference form other
transmitters and even the weather conditions [MLN09]. A robust statistical hypothe-
sis tests is designed to be insensitive to such random deviations from the underlying
model. A more formal definition of statistical robustness and robust hypothesis tests
is given in this and the upcoming sections.
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Taking model mismatches into account when designing statistical tests results in dis-
tributional uncertainties, meaning that under either hypothesis the distribution of the
observed random variables is only known approximately. Each hypothesis is hence rep-
resented by a set or class of possible distributions. Hypotheses of this kind are called
composite hypotheses, in contrast to the simple hypotheses considered in Chapter 3.
For a binary test, composite hypothesis are in general of the form
H0 : PX ∈ P0,
H0 : PX ∈ P1,
(4.1)
where P0,P1 ⊂ Mµ(ΩX ,FX) are referred to as the uncertainty sets. HereMµ(Ω,F)
denotes the set of all distributions on a measurable space (Ω,F) that admit a positive
density with respect to the measure µ, i.e.,
Mµ(Ω,F) :=
{
P : ∃p > 0 :
∫
E
p(ω) dµ(ω) = P (E) ∀E ∈ F
}
. (4.2)
The restriction that p > 0 is introduced to guarantee that all likelihood ratios are well
defined. Moreover, in order to exclude cases where H0 and H1 are statistically indis-
tinguishable, the uncertainty sets are further assumed to be disjoint, i.e., P0 ∩ P1 = ∅.
A more rigorous definition of P0 and P1 is given in Section 4.3.
Tests for composite hypothesis, with fixed and random sample sizes, have been studied
extensively in the literature. An in-depth treatment can be found, for example, in
[Pap91] or [LR05]. Here, the discussion is limited to a brief introduction to different
approaches in composite hypothesis testing with emphasis on the minimax approach.
In the previous chapter it was shown how to design an optimal sequential test for a pair
of distributions (P0, P1). The fundamental problem in composite hypothesis testing is
that typically no test exists that is optimal for every possible pair of distributions
(P0, P1) ∈ P0 × P1. Hence, an additional criterion is necessary in order to define a
meaningful objective for tests between composite hypotheses. The existing approaches
can roughly be grouped into three categories: Bayesian methods, adaptive methods
and minimax methods.
The idea of Bayesian methods is to use a weighted average of the test performance as a
global objective function. More precisely, it is assumed that under each hypothesis the
true distribution is generated according to some probabilistic law, or prior distribution.
The hypothesis test is then designed so as to minimize the expected error probabilities,
where the expectation is taken with respect to the prior probabilities of the individual
distributions. As a consequence, Bayesian methods perform very well if the unknown
distributions indeed occur with the assumed prior probabilities, but can perform poorly,
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if this is not the case. Particularly critical are scenarios that are highly unlikely to occur
under the assumed prior and, hence, have a negligible influence on the test design.
Such corner cases can deteriorate the performance of Bayesian tests significantly. In
summary, Bayesian tests are designed to yield good performance on average, but not
for every feasible pair of distributions.
The problem of blind spots in the test performance can be avoided by using adaptive
methods. In contrast to Bayesian methods, they rely less on a priori assumptions, but
rather try to infer as much information as possible from the data itself. A typical adap-
tive test procedure first estimates the most likely distribution under each hypothesis
and then performs an optimal test for the estimated pair [ZZM92]. In sequential test-
ing, the estimates of the distributions are usually updated on the fly and the stopping
criterion is adjusted to the increasing accuracy of the estimates [LLY14]. In theory,
adaptive tests yield close to optimal performance under all possible distribution pairs
(P0, P1). However, this performance is only achieved if the estimated distributions are
sufficiently close to the truth. This cannot be guaranteed if, for example, the sam-
ple size is small, the parameters that need to be estimated are high-dimensional, or
the parameters fluctuate at a rate that is close to the sampling frequency. Moreover,
performance guarantees for adaptive sequential tests have only been established in an
asymptotic sense, i.e., for vanishingly small error probabilities α, β → 0. Obtaining
strict performance bounds for non-vanishing error probabilities is still an open prob-
lem [Tar13].
The idea to guarantee a certain performance under all feasible circumstances leads to
the minimax design principle. Its objective is to minimize the maximum (mini-max)
error probabilities of a test over all pairs (P0, P1) ∈ P0×P1. This results in a test that
performs optimally in the worst case and has guaranteed performance bounds in all
other cases. Similar to the adaptive test, little a priori knowledge is incorporated into
the test design. The advantage of the minimax approach is that it yields tests that are
predictable and robust, in the sense that they do not suffer performance degradation
over the entire uncertainty set P0×P1. The disadvantage is that the minimax approach
results in highly conservative tests that are optimized for a worst case scenario that
may never actually happen, while possibly performing mediocre under typical scenarios.
This problem motivates the use of Bayesian methods. . .
Many more design principles have been suggested and various hybrids of different
approaches, such as robust Bayesian [dOPdG10] or robust adaptive methods [ASZS14],
can be found in the literature. In summary, there is no one method or technique that
fits all needs. Nevertheless, the notion of robustness is closely tied to the minimax
approach and its property to guarantee a certain performance.
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The field of robust statistics, and robust hypothesis testing in particular, was developed
foremost by Huber in the mid-1960s [Hub64]. He was the first to derive the famous
clipped likelihood ratio test [Hub65], which is minimax optimal under ε-contamination
type, i.e., infrequent, but grossly corrupted outliers. The corresponding uncertainty
set Pε is given by
Pε = {Q ∈Mµ : Q = (1− ε)P + εH, H ∈Mµ},
where P is referred to as the nominal distribution and H is an arbitrary outlier dis-
tribution. This kind of contamination is particularly critical since a single corrupted
observation can be enough to alter the outcome of a non-robust test [Hub81]. The
result that a simple clipping of the test statistic yields a minimax optimal test is one of
the most significant contributions to the field of robust hypothesis testing and probably
the one with the highest impact on practical applications. Huber further showed that
the clipped likelihood ratio test is in fact a regular likelihood ratio test, but for the so-
called least favorable instead of the nominal, uncontaminated distributions. The idea
to reduce the design of a minimax test for composite hypotheses to the design of an
optimal test for carefully chosen simple hypotheses is underlying most robust testing
schemes and is used in this dissertation as well. It is based on the characterization of
minimax optimal solutions via saddle points. This aspect is briefly discussed in the
next section.
4.2 Saddle Points and Minimax Optimality
In general, the question whether or not a minimax optimal procedure exits, depends
on the existence of a saddle point. Consider a function J : ΩU × ΩV → R, where ΩU
and ΩV are subsets of linear vector spaces. A point (u
∗, v∗) ∈ ΩU × ΩV is called a
saddle point if
J(u∗, v) ≤ J(u∗, v∗) ≤ J(u, v∗) (4.3)
for all (u, v) ∈ ΩU × ΩV . If a saddle point (u∗, v∗) exists, it holds that
min
u∈ΩU
max
v∈ΩV
J(u, v) = max
u∈ΩU
min
v∈ΩV
J(u, v) = J(u∗, v∗). (4.4)
A proof for the saddle point property can be found in [Lev08]. In essence, it states that
(u∗, v∗) being a saddle point is a sufficient condition for it to be optimal in the sense of
(4.4). This property is used in the derivation of the minimax optimal sequential test
in Chapter 5. Before delving deeper into the formulation of the minimax sequential
testing problem, however, some additional groundwork needs to be laid.
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4.3 Uncertainty Sets
Some assumptions need to be made about the nature of the uncertainty sets such
that they match the minimax design approach. As discussed in Section 4.1, the idea
underlying robust statistics is that the distributional uncertainties arise from some kind
of unpredictable unsystematic deviation from a given model. Here it is assumed that
this deviation is
• random,
• possibly time varying,
• nonparametric
• and small.
The assumption that the uncertainty sets are nonparametric is rather standard in
robust statistics and is based on the consideration that unknown sources of uncertainty
cannot realistically be assumed to follow a particular parametric model. In the same
spirit, the deviations cannot be assumed to be time-invariant. It is important to
note, though, that the time varying property refers to the deviation itself and not the
uncertainty sets, which are assumed to be time-independent. This aspect is covered
in more detail later. Finally, the assumption that the deviations are small is to be
understood in the sense that applying the minimax approach to the problem is sensible
in the first place. The larger the uncertainty sets, the more difficult it is to guarantee
a worse case performance without disproportionately sacrificing performance under
nominal conditions. The exact definition of “small” depends on the uncertainty model.
For the ε-contamination model, for example, ε values larger than 0.5 are infeasible
[Hub65] and the number of required samples increases drastically for values close to
this bound.
In order to have a well defined problem formulation for the minimax sequential test
it is essential to carefully specify which distribution is subject to uncertainty. In the
most general case, this is the joint distribution of the random process X. However,
defining meaningful uncertainty sets for the distribution of a stochastic process is an
intricate task and usually not necessary. An approach that is more useful in practice
is to assume that for every n ∈ N the marginal or conditional distribution of Xn is
subject to uncertainty. The collection of uncertainty sets for every Xn then induces an
uncertainty set of feasible distributions PX .
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In this dissertation it is assumed that the conditional distributions Pθ, as defined in
(2.10), are subject to uncertainty. More precisely, for each θ ∈ Ωθ the conditional
distribution Pθ is replaced by a set of feasible distributions Pθ. Every set Pθ is further
assumed to be a convex subset of Mµ. This uncertainty model corresponds to a
situation where exact knowledge of the history of the process is available in form of θn,
but the distribution ofXn+1 conditioned on θn is subject to uncertainty. An example for
this scenario is an autoregressive process whose innovations follow a distribution that
is not known precisely. Alternatively, the uncertainty in the conditional distributions
might stem from an uncertainty about the true model parameters. Types of uncertainty
that are not covered by this model are, for example, mismatches between the samples
that are observed and the samples that are actually generated and determine the true
value of the sufficient statistic θ.
Assuming that the conditional distributions Pθ are subject to uncertainty, the hypothe-
ses of a binary test are given by
H0 : PX ∈ P0,
H1 : PX ∈ P1,
where P0 and P1 are defined in terms of two uncertainty sets P0θ and P1θ via
Pi =
{
PX : PXn|θ ∈ P iθ ∀n ∈ N
}
, i = 0, 1. (4.5)
In what follows, it is further assumed that for every θ ∈ Ωθ the sets P0θ and P1θ can
equivalently be defined in terms of the density function corresponding to PXn|θ. More
precisely, it is assumed that the uncertainty set can be defined via convex constraints
on pXn|θ. The notation pXn|θ ∈ Pθ is occasionally used to make this assumption explicit.
It is discussed in more detail at the end of Section 4.5.
The assumption that the true distributions can be time-varying is in contrast to many
works on robust sequential tests where it is assumed that the distribution of every
Xn is unknown, but that all Xn are identically distributed—compare the references in
Section 1.2. This assumption, however, is somewhat in conflict with the principles of
minimax robustness, which targets small, but random deviations from a given model.
In the i.i.d. case, in contrast, the deviations admit a certain structure and the true
distribution can in fact be estimated from the data. This raises the question whether
a minimax approach should be used in the first place. In general, an i.i.d. assumption
should not be introduced in the design of minimax procedures unless it is well justified
by external reasons.1
1As shown in [Hub65,HS73], the least favorable distributions for fixed sample size tests are indeed
identical for every Xn. However, this property is a result of the minimax optimization, not an a priori
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on the Test Statistic
In the design of minimax robust sequential tests, distributions arise that are parame-
terized in the test statistic, meaning that the distribution of Xn depends on the value
of the test statistic T n−1. The notation
PXn+1|x1,...,xn = PXn+1|tn (4.6)
is used to indicate this dependence. For test statistics of the form (3.15), which will
be shown to be optimal in the minimax case as well, this implies that PXn not only
depends on θ, but also on the likelihood ratios z0 and z1, i.e.,
PXn+1|x1,...,xn = PXn+1|zn,θn . (4.7)
Irrespective of the additional complexity, optimal sequential tests for distributions de-
pending on the test statistic can still be analyzed and designed within the framework
presented in the previous chapter, namely, by choosing the sufficient statistic for the
distribution of Xn+1 as
θ˜n := (z
n, θn). (4.8)
Consequently, the results obtained in the previous sections can be extended to distri-
butions depending on the test statistic by simply substituting θ˜ for θ in the respective
equations. Interestingly, for sufficient statistics of the form (4.8), no additional test
statistic is required, or, more precisely, the test statistic and the Markov statistic co-
incide so that T n = Θ˜n. Nevertheless, the explicit distinction between z and θ is
maintained in the upcoming sections, meaning that the conditional distributions are
written as Pz,θ.
A result that is of particular importance for the derivation of minimax robust sequential
tests is the function ρλ in Theorem 5. Allowing P0, P1 and P to depend on z in addition
to θ, (3.12) becomes
ρλ(z, θ) = min
{
gλ(z) , 1 +
∫
ρλ
(
z0
p0z,θ(x)
pz,θ(x)
, z1
p1z,θ(x)
pθ(x)
, ξz,θ(x)
)
dPz,θ(x)
}
. (4.9)
This definition of ρλ is used repeatedly in the upcoming sections.
assumption. Given the permutation invariance of the fixed sample size test (the outcome of the test
does not depend on the ordering of the samples), the i.i.d. property is intuitively reasonable. For
the sequential test, however, this symmetry argument no longer holds since rearranging the samples
can indeed alter the outcome of the test—compare ordering the observations by significance for the
alternative hypotheses to ordering the samples by significance for the null hypothesis.
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Another central result that carries over to distributions depending on the test statistic
are the integral equations (2.41)–(2.43) in Section 2.4.3. The extension follows imme-
diately from the fact that T n = (Zn,Θn) still satisfies property (2.24), i.e., it provides
all information necessary to determine the conditional distribution of T n+1.
Given that θ is a component of the test statistic, the uncertainty sets P0θ , P1θ and Pθ
are functions of the test statistic as well. In order to present results for tests based
on test statistics different form (z, θ), the generic notations P0t , P1t and Pt are used to
indicate this dependence. In general, this notation should be read in the sense that the
test statistic provides sufficient information to determine the uncertainty set for the
distribution of the random variable generating the next sample, i.e.,
PXn+1|x1,...,xn−1 = PXn+1|θn = PXn|tn .
Although incorporating dependencies of the form (4.6) in the optimal sequential testing
framework is technically straightforward, the question why the behavior of a stochastic
process should depend on the test statistic deserves a more detailed answer. Put
another way: How can the test design have an influence on the process that is being
tested? Even though examples exist for which the testing procedure does indeed affect
the stochastic process,2 in typical signal processing applications the distribution of X
is entirely independent of the test design. Nevertheless, state dependent distributions
are a crucial concept for the design of minimax robust tests, irrespective of whether or
not they arise in practice. The reason for this is that the least favorable distribution of
the random variable generating the next observation depends on the current state of
the test statistic. Assume, for example, that the test statistic is close to the stopping
region corresponding to a decision for H0. In this state, another observation in favor of
H0 most likely causes the test to stop. Hence, a distribution that is least favorable with
respect to the expected run-length, needs to place as much probability mass as possible
on observations in favor of H1. The opposite is true if the test statistic is close to
the stopping region corresponding to a decision for H1. In this case, the distribution
that maximizes the expected run-length is concentrated on observations in favor of H0.
This idea is illustrated in Figure 4.1 using the example of the sequential probability
ratio test with constant thresholds. The red arrows indicate the direction of the drift
that is least favorable in the current state.
2A typical example is a test for the efficacy of a new drug or treatment. If such a test is based
on features that the participant has access to (blood pressure, eyesight, allergic reactions, etc.), this
knowledge can influence the participant’s response to the treatment. It is well known, for example, that
good or bad results in the beginning can change a participant’s confidence in the treatment which in
turn affects the expected progress [Kne14]. More details on the interesting topic of sequential medical
trials can be found in [Cho11] and [BLS13].
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Figure 4.1: Illustration of state dependent least favorable distributions for the se-
quential probability ratio test. For z1 close to the upper threshold, observations in
favor of H0 are least favorable with respect to the expected run-length. For z1 close to
the lower threshold, observations in favor of H1 are least favorable.
The same considerations hold true for the error probabilities. Since the set of states that
can be reached with the next update of the test statistic depends on its current state,
the least favorable distributions with respect to the error probabilities also depend
on the current state. In practice, however, the effect is more pronounced for the
expected run-length than for the error probabilities. A more detailed discussion of this
phenomenon is deferred to Section 5.8.
In light of these considerations, the property that the test statistic coincides with the
Markov statistic is a characteristic of minimax procedures. In essence, T n = Θ˜n im-
plies that the test designer and his virtual adversary, who “designs” the stochastic
process X, have access to the same information: The sequential test is designed based
on knowledge of the Markov statistic, which determines the expected behavior of the
stochastic process. The stochastic process, in turn, is designed based on knowledge of
the test statistic, which determines the expected performance of the test. This constel-
lation is a necessary consequence of the minimax principle: Distributions that do not
adapt to the test statistic cannot be guaranteed to be least favorable and testing pro-
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cedures that are based on insufficient information about the stochastic process cannot
be guaranteed to be optimal.
In the next Chapter, least favorable distributions are introduced in a more formal and
precise manner. In order to do so, however, some basics of convex optimization in
Banach spaces need to be introduced.
4.5 Aspects of Convex Optimization in Banach
Spaces
In this section, some fundamental aspects of infinite dimensional optimization in Ba-
nach spaces are reviewed. In particular, the space L1 = L1(Ω, µ) of all µ integrable
functions on Ω is important for the upcoming sections. The focus here is on Lagrangian
duality, the Fre´chet-derivative and first order optimality conditions, which are used in
the next Chapter to characterize the densities of the least favorable distributions. All
of the presented results can be found in standard textbooks, such as [Ulb09,Bot14].
Several symbols are reused in this section that have already been defined in previous
sections. However, since the results in this section are self-sufficient and do not rely on
previously defined quantities, the confusion should be minimal.
4.5.1 The Dual Space
The dual space of a Banach space L is defined as the space of all linear functionals on
L, i.e., all linear operators that map from L to R. For σ-finite measures µ, the dual
space of L1 is given by
L∗1 =
{
U : L1 → R : U(y) =
∫
u(ω)y(ω) dµ(ω), u ∈ L∞
}
, (4.10)
where L∞ = L∞(Ω, µ) denotes the space of all essentially bounded functions on Ω, i.e.,
L∞ =
u : Ω→ R : supE∈F
µ(E)>0
sup
ω∈E
u(ω) <∞
. (4.11)
Each functional U ∈ L∗1 can, hence, be identified with an element u ∈ L∞ so that L∞
is usually referred to as the dual space of L1.
4.5 Aspects of Convex Optimization in Banach Spaces 73
4.5.2 Fre´chet Differentials and Subdifferentials
Let J : L1 → R be a function. Given some y ∈ L1, the function J admits a directional
derivative at y in the direction d ∈ L1 if the limit
J ′(y; d) := lim
t→0
J(y + td)− J(y)
t
, t ∈ R
exists. If the directional derivative exists for all d ∈ L1, J is called Gaˆteaux differen-
tiable at y. If, in addition, J ′(y; ·) : L1 → R is linear, it is by definition an element of
the dual space L∗1 and there exist a function J ′y ∈ L∞ such that
J ′(y; d) =
∫
J ′y(ω)d(ω) dµ(ω). (4.12)
The function J ′y is called the Fre´chet-derivative of J at y and can be considered the
infinite-dimensional equivalent to the derivative. Accordingly, the function J has a
stationary point at y if
J ′y(ω) = 0 for all ω ∈ Ω.
If J is convex, its Fre´chet subdifferential at y is defined as
∂J(y) =
{
u ∈ L∞ : J(y + d)− J(y) ≥
∫
u(ω)d(ω) dµ(ω) ∀d ∈ L1
}
.
Accordingly, a function J ′ : L1 → L∞ is a generalized Fre´chet derivative, if for every
y ∈ L1
J ′(y) ∈ ∂J(y).
Now let J be a function of K elements y = (y1, . . . , yK) ∈ L1, i.e., J : LK1 → R. The
partial directional derivative of J with respect to yk in the direction d is defined as the
limit
J ′yk(y; d) := limt→0
J((y1, . . . , yk + td, . . . , yK))− J(y1, . . . , yK)
t
, t ∈ R
and, if it is linear, can be written as
J ′yk(y; d) =
∫
J ′yk(ω)d(ω) dµ(ω),
where J ′yk ∈ L∞ is called the partial Fre´chet-derivative of J with respect to yk. The
function J has a stationary point at y if
J ′yk(ω) = 0 for all ω ∈ Ω and all k ∈ {1, . . . , K}.
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If J is convex in y, its partial Fre´chet subdifferential at y is defined as
∂ykJ(y) =
{
u ∈ L∞ : J(y1, . . . , yk+d, . . . , yK)− J(y) ≥
∫
u(ω)d(ω) dµ(ω), d ∈ L1
}
.
A function J ′yk : L1 → L∞ is a partial generalized Fre´chet derivative if for every y ∈ LK1
J ′yk(y) ∈ ∂ykJ(y).
A special case, that will be of interest in the next chapter, are functionals of the form
J(y) =
∫
f(y(ω)) dµ(ω), (4.13)
where f : RK → R is convex function. If fk is a partial subderivative of f with respect
to its kth argument, it is the case that
J ′yk(ω) = fk(y(ω)) (4.14)
is a partial subderivative of J with respect to yk. The identity (4.14) can be obtained
in a straightforward manner from the definitions of ∂ykJ and ∂f . A much more general
and detailed discussion of convex functionals and their generalized derivatives can be
found in [Roc68,Roc71].
4.5.3 First Order Optimality Conditions
Using the concept of dual spaces and Fre´chet-differentials, the constrained minimization
of convex functions in L1 can be carried out in close analogy to the finite dimensional
case. Consider the optimization problem
min
y∈LK1
J(y) s.t. gi(y) ≤ 0, hj(y) = 0, (4.15)
where i ∈ {1, . . . ,Mg}, j ∈ {1, . . . ,Mh} and gi : L1 → Lg, hj : L1 → Lh are mappings
from L1 into some Banach spaces Lg and Lh. The first order optimality conditions
used in this thesis are the Karush–Kuhn–Tucker (KKT) conditions that are necessary
for y∗ to solve the constraint problem (4.15). They are given by
0 ∈ ∂ykJ(y∗) +
Mg∑
i=1
∂ykUi(gi(y
∗)) +
Mh∑
j=1
∂ykVj(hj(y
∗)) (stationarity)
gi(y
∗) ≤ 0, hj(y∗) = 0 (primal feasibility)
Ui ≥ 0 (dual feasibility)
Ui(gi(y
∗)) = 0 (complementary slackness)
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where Ui ∈ L∗g and Vi ∈ L∗h are elements of the dual spaces of Lg and Lh. The notation
used to state the dual feasibility condition is shorthand for Ui(gi) ≥ 0 for all gi ≥ 0. If
J is convex, gi is convex for all i and hj is affine for all j, the KKT conditions are also
sufficient, i.e., every y∗ that satisfies the KKT conditions solves problem (4.15).
As briefly mentioned in Section 4.3, it is assumed that the uncertainty sets Pθ can
be defined in term of convex constraints on a density function. Now this assumption
can be made more precise. Namely, it is assumed that for every uncertainty set Pθ,
functions gi and hj exist such that the constrained P ∈ Pθ can equivalently be written
as
gi(p) ≤ 0, hj(p) = 0, i ∈ {1, . . . ,Mg}, j ∈ {1, . . . ,Mh}, (4.16)
where p denotes the density function of P . In general, this assumption is rather mild
and holds for all common uncertainty models, compare [KP85,GZa,GZb]
An obvious, but important implication of the KKT conditions is that if the two convex
functions J and J˜ have the same partial generalized derivatives, then they share the
same minimizer. For easier reference, this result is fixed in a corollary.
Corollary 6 Let J, J˜ : LK1 → R be two convex functions and let y∗ be a solution of
Problem (4.15). If it is the case that for all k ∈ {1, . . . , K}
∂ykJ(y
∗) = ∂yk J˜(y
∗),
then y∗ also solves (4.15) with J replaced by J˜ .
Corollary 6 follows immediately from the KKT conditions, which depend on J only
via its partial differentials. Hence, if J and J˜ share the same partial differentials at y∗,
then the KKT conditions are satisfied for both and y∗ is a joint minimizer of J and J˜ .
This result is used later in the derivation of the minimax optimal sequential test.
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Chapter 5
Minimax Robust Sequential Hypothesis
Tests
The derivation of the minimax sequential test in this chapter roughly follows the line of
arguments in Chapter 3. However, while in Chapter 3 the reduction to an optimal stop-
ping problem was treated in detail, this step is avoided here. Instead, the established
results are used to prove the minimax property of the given solutions directly. This
approach circumvents some of the technical difficulties that arise when formulating the
minimax sequential testing problem from scratch in an optimal stopping framework.
5.1 Problem Formulation
The problem considered in this chapter is to design a sequential test that guarantees
certain error probabilities for all PX ∈ P0 and PX ∈ P1 and minimizes the maximum
expected run-length among all PX ∈ P . All uncertainty sets are assumed to be of the
form (4.5) and P does not need to be identical to either P0 or P1. The corresponding
optimization problem reads as
min
(ψ,δ)∈Π
max
(P0,P1,P )∈P0×P1×P
EP [ τ(ψ) ] s.t. max
(P0,P1,P )∈P0×P1×P
EP0 [ δτ ] ≤ α, (5.1)
max
(P0,P1,P )∈P0×P1×P
EP1 [ 1− δτ ] ≤ β.
The distinction between the uncertainty under both hypotheses and the uncertainty
in the distribution P is made for two reasons. First, it is a natural generalization
of problem (3.2) under the assumption that all involved distributions are subject to
uncertainty. Second, it accounts for the three performance measures in sequential
testing, namely the error probabilities and the expected run-length. While the error
probabilities are necessarily specified under certain hypotheses, the expected run-length
can be defined for arbitrary distributions. Wald [Wal47] was the first to point out
that the expected run-length of sequential tests can increases drastically, if the true
distribution is indicative neither of H0 nor H1 and many authors have investigated
this problem since [KW57, Lor76, LLL15]. Therefore, a test designer might want to
bound the maximum expected run-length under a more relaxed uncertainty model
which includes distributions that are not associated with either hypothesis.
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Problem (5.1) includes several special cases that are of interest in themselves. If there is
no uncertainty under either hypothesis, i.e., P0 = {P0 } and P1 = {P1 }, Problem (5.1)
is a generalized version of the Kiefer-Weiss problem [KW57], which has received con-
siderable attention in the literature [Lor76,DN88,Pav91, ZMS13]. For P = {P }, on
the other hand, Problem (5.1) corresponds to the design of a sequential test that is
robust in terms of the error probabilities, but not in terms the expected run-length.
More precisely, the expected run-length is minimized under the distribution P , but can
be larger in case the true distribution deviates from P .
Key to understanding and solving problem (5.1) is the solution of two subproblems:
how to design an optimal sequential test and how to identify least favorable distri-
butions. While the design of optimal tests was addressed in detail in Chapter 3, the
characterization of least favorable distributions is the subject of the next section. The
minimax robust sequential test can then be derived by combining both results.
Before getting into the details, some additional notations need to be introduced. For
the sake of compactness, the product uncertainty set P0×P1×P is occasionally referred
to as U , i.e,
U := P0 × P1 × P . (5.2)
Analogously, the uncertainty set of the distributions of Xn conditioned on θ is denoted
by
Uθ := P0θ × P1θ × Pθ. (5.3)
The fact that the sets of optimal policies Π∗α,β and Π
∗
λ depend on the distributions
underlying the sequential test is made more explicit in this section by writing
Π∗α,β(P0, P1, P ) and Π
∗
λ(P0, P1, P ),
meaning that, for example, Πλ(P0, P1, P ) denotes the set of all policies that solve (3.4)
given the distributions (P0, P1, P ). Analogously, the dependence of the functions α
n
pi,
βnpi and γ
n
pi on the given distributions is made explicit by writing
αnpi,P0(t) = EP0 [ δτ | T n = t, τ ≥ n ], (5.4)
βnpi,P1(t) = EP1 [ 1− δτ | T n = t, τ ≥ n ], (5.5)
γnpi,P (t) = EP [ τ − n | T n = t, τ ≥ n ]. (5.6)
Note that the subscript on the left hand side denotes the distribution with respect to
which the expected value on the right hand side is taken, but not the distributions
that might be used to calculate the test statistic T n. The importance of the difference
will become clear in the next section.
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5.2 Least Favorable Distributions
As discussed in Section 4.1, the idea of the minimax approach is to design a procedure
that yields the best worst-case performance among all possible procedures and all
feasible scenarios. Since the performance of sequential hypothesis tests is characterized
by the two error probabilities and the expected run-length of the test, this worst-case
has to be specified with respect to one of the three performance measures. How to
characterize the corresponding least favorable distributions is the subject of this section.
First, a formal definition of “least favorable” needs to be in place.
Definition 3 Let P0, P1 and P be uncertainty sets of the form (4.5) and let pi = (ψ, δ)
be a given testing policy. A distribution
• Q0 is least favorable with respect to the type I error probability, if
Q0 ∈ argmax
P0∈P0
EP0 [ δτ ].
• Q1 is least favorable with respect to the type II error probability, if
Q1 ∈ argmax
P1∈P1
EP1 [ 1− δτ ].
• Q is least favorable with respect to the expected run-length, if
Q ∈ argmax
P∈P
EP [ τ(ψ) ].
It is important to note that the least favorable distributions are independent of each
other in the sense that there is no direct coupling between them. However, all three
least favorable distributions depend on the test statistic and the testing policy so that
there is an indirect coupling once the policy becomes subject to the optimization. For
now, it is assumed that the sequential test has already been designed, i.e., its test
statistic T n : ΩnX → ΩT and testing policy pi ∈ Π are given and fixed.
In what follows, the least favorable distributions are stated for truncated and time-
invariant tests. In both cases, the results are obtained by means of the functions αpi,
βpi and γpi. For truncated tests, the least favorable distributions are defined via a recur-
sive maximization problem. For time-invariant tests, a sufficient optimality condition
is given. In both cases the least favorable distributions Q0, Q1 and Q are defined in
terms of the conditional distributions Q0Xn|t, Q
1
Xn|t and QXN |t introduced in Section 4.4.
For time-invariant tests, whose least favorable distributions are independent of n, the
notation Q0t , Q
1
t and Qt is used.
80 Chapter 5: Minimax Robust Sequential Hypothesis Tests
Theorem 11 Let P0, P1 and P be uncertainty sets of the form (4.5) and let pi be
a truncated testing policy with horizon N ≥ 1 and test statistic T n : ΩnX → ΩT that
satisfies (2.24).
• The distribution Q0 is least favorable with respect to the type I error probability
if for all n ∈ {1, . . . , N − 1} and t ∈ ΩT it holds that
Q0Xn|t ∈ argmax
P 0t ∈P0t
EP 0t
[
αnpi,Q0(T
n) | T n−1 = t ]
and
Q0XN |t ∈ argmax
P 0t ∈P0t
EP 0t [ δN(t) ].
• The distribution Q1 is least favorable with respect to the type II error probability
if for all n ∈ {1, . . . , N − 1} and t ∈ ΩT
Q1Xn|t ∈ argmax
P 1t ∈P1t
EP 1t
[
βnpi,Q1(T
n) | T n−1 = t ]
and
Q1XN |t ∈ argmax
P 1t ∈P1t
EP 1t [ 1− δ(t) ].
• The distribution Q is least favorable with respect to the expected run-length if for
all n ∈ {1, . . . , N − 2} and t ∈ ΩT
QXn|t ∈ argmax
Pt∈Pt
EPt
[
γnpi,Q(T
n) | T n−1 = t ]
and
QXN−1|t ∈ argmax
Pt∈Pt
EPt [ 1− ψ(t) ].
The distribution QXN |t ∈ Pt an be chosen arbitrarily for all t ∈ ΩT .
A proof is detailed in Appendix A.13. Theorem 11 states that at each time instant and
for each possible state of the test statistic the least favorable distributions maximize the
expected value of the respective performance measure at the next time instant, given
that the test is continued under the least favorable distribution. It gives a recursive
definition of the least favorable distributions in the sense that the expected values on
the right hand side only depend on the distribution of (Xm)m>n and can be calculated
according to (2.31)–(2.33).
An interesting observation is that the least favorable distribution of XN with respect
to the expected run-length is not specified. This is the case since since the probability
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of reaching time instant N only depends on the distribution of (X1, . . . , XN−1). If the
test indeed reaches the Nth time instant, it is stopped in any case so that the last
observation does not have an influence on the expected run-length. This is not the
case for the error probabilities, which are affected by the last observation as well.
Such intricacies of finite horizon tests do not need to be taken into account if a time-
invariant testing policy is used. The least favorable distributions for time-invariant
tests are stated in the next theorem.
Theorem 12 Let P0, P1 and P be uncertainty sets of the form (4.5) and let pi be a
time-invariant testing policy with test statistic T n : ΩnX → ΩT that satisfies (2.24) and
(2.39).
• The distribution Q0 is least favorable with respect to the type I error probability
if for all t ∈ ΩT
Q0t ∈ argmax
P 0t ∈P0t
EP 0t
[
αpi,Q0(T
1) | T 0 = t ]
• The distribution Q1 is least favorable with respect to the type II error probability
if for all t ∈ ΩT
Q1t ∈ argmax
P 1t ∈P1t
EP 1t
[
βpi,Q1(T
1) | T 0 = t ]
• The distribution Q is least favorable with respect to the expected run-length if for
all t ∈ ΩT
Qt ∈ argmax
Pt∈Pt
EPt
[
γpi,Q(T
1) | T 0 = t]
where αpi,Q0, βpi,Q1 and γpi,Q are defined in (5.4)–(5.6) and can be calculated by solving
the integral equations (2.41)–(2.43).
A formal proof of Theorem 12 is given in Appendix A.14. As can be seen, the time-
invariance of the testing policy is reflected in time-invariant least favorable distribu-
tions, which is a significant simplification compared to the truncated sequential test. In
particular the proof that a given distribution is indeed least favorable is reduced from
an N -step recursion to a two-step procedure: First, the function αpi,Q0 , βpi,Q1 or γpi,Q is
calculated by solving the respective integral equation. Second, it is checked whether or
not Q0, Q1 or Q also solves the corresponding maximization problem in Theorem 12.
It is important to note that Theorem 12 states a sufficient condition for Q0, Q1 and Q to
be least favorable, but does not guarantee the existence of least favorable distributions,
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nor the corresponding functions αpi,Q0 , βpi,Q0 or γpi,Q0 . In contrast to truncated tests,
time-invariant tests are not guaranteed to have a finite expected run-length in general.
The sufficient conditions in Theorem 12 are used in the next section to derive the
policies and least favorable distributions for minimax optimal sequential tests.
5.3 Minimax Optimal Sequential Tests
In this section, a sufficient condition for a sequential test to be minimax optimal is
derived by combining the results on optimal sequential tests and least favorable dis-
tributions. In analogy to the procedure in Chapter 3, Problem (5.1) is first relaxed
by replacing the explicit constraints on the error probabilities with weighted penalty
terms. The solution of (5.1) is then shown to be contained in the set of solutions of
the relaxed problem with approximately chosen weights.
The unconstrained version of problem (5.1) is given by
min
(ψ)∈Π
max
(P0,P1,P )∈U
EP [ τ(ψ, δ) ] + λ0EP0 [ δτ ] + λ1EP1 [ 1− δτ ], (5.7)
with positive weighs (λ0, λ1). The relation between (5.1) and (5.7) is stated in the next
Theorem.
Theorem 13 If a policy pi ∈ Π and a triplet of distributions (Q0, Q1, Q) ∈ U solve
(3.4) and it holds that
max
P0∈P0
EP0 [ δτ ] = EQ0 [ δτ ] = α,
max
P1∈P1
EP1 [ 1− δτ ] = EQ1 [ 1− δτ ] = β,
then pi and (Q0, Q1, Q) also solve (5.1).
Theorem 13 is the equivalent of Theorem 3 in Chapter 3 and can be proven in an
analogous way. The details are given in Appendix A.15.
In order to state the minimax testing policies and distributions that solve (5.7), it is
helpful to introduce a version of the function ρλ with unique partial derivatives.
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Definition 4 Let λ > 0 and distribution (P0, P1, P ) be given. Let further Π
∗
λ(P0, P1, P )
be the set of policies that solve (5.7). For every pi ∈ Π∗λ(P0, P1, P ), the function
ρpi : Ωρ → R+ is defined as
ρpi = ρλ,
with unique partial generalized derivatives
∂z0ρpi = λ0αpi and ∂z1ρpi = λ1βpi.
Theorem 8 guarantees that λ0αpi and λ1βpi are indeed feasible generalized derivatives
of ρpi. The importance of policy-dependent derivatives in the minimax case follows
from a coupling between the testing policy and the least favorable distributions. In
Chapter 3, where P0, P1 and P are assumed to be given and fixed, it was the case
that all policies satisfying the conditions in Theorem 5 were equivalent with respect to
the weighted sum-cost of the sequential test. Therefore, the exact policy only became
important when constraints on the error probabilities needed to be considered. Now,
in the minimax case, optimal policies and least favorable distributions always need to
be considered jointly. Even if the sum-cost stays constant, every change in policy that
has an effect on any of the three performance measures, implies a possible change in
the least favorable distributions. The notation ρpi is used to make this dependence
more explicit and the upcoming statements more concise.
The solution of (5.7) is given in the next theorem. It is the minimax equivalent to
Theorem 5 in Chapter 3.
Theorem 14 Let λ > 0 and uncertainty sets P0, P1 and P of the form (4.5) be given.
A policy pi∗ = (δ∗, ψ∗) and a triplet of distributions (Q0, Q1, Q) solve (5.7) if
1. pi∗ ∈ Π∗λ(Q0, Q1, Q), i.e., pi∗ is an optimal testing policy for (Q0, Q1, Q) in the
sense of (3.4). This is the case if δ∗ is of the form (3.8) and ψ∗ of the form
(3.16), where ρλ solves
ρλ(z, θ) = min
{
gλ(z) , 1 +
∫
ρλ
(
z0
q0z,θ(x)
qz,θ(x)
, z1
q1z,θ(x)
qz,θ(x)
, ξz,θ(x)
)
dQz,θ(x)
}
with gλ defined in (3.10).
2. For every (z, θ) ∈ Ωρ it holds that the conditional distributions Q0z,θ, Q1z,θ and
Qz,θ are first order optimal solutions of the problem
max
(P 0z,θ,P
1
z,θ,Pz,θ)∈Uθ
∫
ρpi∗
(
z0
p0z,θ(x)
pz,θ(x)
, z1
p1z,θ(x)
pz,θ(x)
, ξz,θ(x)
)
dPz,θ(x), (5.8)
where ρpi∗ is given in Definition 4.
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A proof is detailed in Appendix A.16. In fact, Theorem 14 merely states the idea of
the minimax principle in a mathematical form. An optimal test for the least favorable
distributions is minimax optimal. Consequently, the condition on the minimax testing
policy is to be optimal for (Q0, Q1, Q) in the sense of Chapter 3. This implies that the
test statistic is chosen according to Corollary 1. On the other hand, the condition on the
least favorable distributions is to maximize the cost of the sequential test. The exact
meaning and implications of distributions being least favorable or cost maximizing in
the sense of Theorem 14 deserves a more detailed discussion, which is deferred to the
next section. For now, the technical definition of the least favorable distributions in
Theorem 14 is sufficient.
It is worth noting that the two conditions in Theorem 14 can be combined into the
single integral equation
ρpi(z, θ) = min
{
gλ(z), 1 + max
(P 0z,θ,P
1
z,θ,Pz,θ)∈Uθ
∫
ρpi
(
z0
p0z,θ(x)
pz,θ(x)
, z1
p1z,θ(x)
pz,θ(x)
, ξz,θ(x)
)
dPz,θ(x)
}
,
which makes the joint optimization over the optimal policy and the least favorable
distributions more explicit. In this condensed form it captures all elements of the
minimax robust test and the mutual coupling between them: The stopping rule is
optimized by requiring ρpi to solve the outer integral equation. The test statistic is
optimized by requiring it to be the likelihood ratio of the least favorable distributions.
The distributions are optimized by requiring them to maximize the cost of the optimal
test. This extensive coupling causes the design of minimax robust sequential tests to
be significantly more involved than the design of minimax robust fixed sample size
tests, for which the least favorable distributions do not depend on the optimal decision
rule—compare [Hub65,HS73,FZ15b] and the first example in Section 5.5.2.
Using the solution of the relaxed problem (5.7), it is straightforward to give a sufficient
condition for a policy and a triplet of distributions to be a solution of the constrained
minimax sequential testing problem (5.1).
Corollary 7 Let P0, P1 and P be uncertainty sets of the form (4.5). A policy pi∗
and a triplet of distributions (Q0, Q1, Q) solve (5.1) if they satisfy the conditions in
Theorem 14 and it additionally holds that
∂z0ρpi∗(1, 1, θ0) = α and ∂z1ρpi∗(1, 1, θ0) = β.
Corollary 7 follows immediately from Theorem 13 and Theorem 14.
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With Theorem 14 and Corollary 7 in place, minimax robust sequential tests are com-
pletely specified in terms of sufficient conditions on their testing policies and test statis-
tics. However, before addressing the actual design of minimax robust sequential tests,
it is worthwhile to inspect the maximization problem (5.8) in more detail. This is done
in the next section, where ρpi is identified as a statistical similarity measure between
triplets of distributions. While this detour into the field of statistical similarities and
distances is not necessary from an optimization point of view, it adds significantly to
the understanding and interpretation of the rather technical results presented in this
section. A brief overview of statistical similarity measures and their relation to the
minimax robust sequential test is given next.
5.4 Statistical Similarity Measures
The subject of this section is the characterization of least favorable distributions and
how to interpret them in a more intuitive sense. In the previous section, the least
favorable triplet (Q0, Q1, Q) was defined as the maximizer of a functional of the from
If (P0, P1, P ) =
∫
f
(
p0(x)
p(x)
,
p1(x)
p(x)
, x
)
dP (x), (5.9)
where f is determined by ρpi and additionally depends on z and θ. Functionals of this
form, i.e., the expected value of a convex/concave function applied to a likelihood ratio,
are well known to define statistical similarity measures between distributions. Before
addressing the particular similarity measure induced by ρpi, a short introduction to the
subject in general is given.
Measures for statistical similarity are frequently encountered in many fields related
to probability theory and statistics. Well-known examples are the Kullback-Leibler
divergence, the total variation distance and the Hellinger distance. All of them are
special cases of a class of statistical similarity measures known as f -divergences.
Definition 5 Let f : R+ → R be a convex function with f(1) = 0 and let P1, P2 be two
probability measures on some measurable space (Ω,F). The functional
Df (P1, P2) =
∫
{p2>0}
f
(
p1(ω)
p2(ω)
)
p2(ω) dµ(ω) + f
′(∞)
∫
{p2=0}
p1(ω) dµ(ω),
where
f ′(∞) := lim
t→∞
f(t)
t
∈ (−∞,∞],
is called f -divergence of P1 and P2.
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f -divergences as a measure for the similarity of two distributions were introduced
almost simultaneously by Csisza´r [Csi63], Morimoto [Mor63] and Ali and Silvey [AS66]
and have applications in information theory, signal processing , machine leaning and
many more areas. See [LV87,Par05] and references therein for a detailed and up-to-date
treatment of f -divergences and their applications.
A natural generalization of the f -divergence is known as f -dissimilarity and extends
the concept of a convex distance measure to multiple distributions. In order to define
f -dissimilarities, homogeneous functions needs to be introduced.
Definition 6 A function f : RK+ → R, K ∈ N, is called homogeneous if it holds that
f(cy) = cf(y). (5.10)
for all y ∈ RK+ and all c ∈ [0,∞).
More elaborate definitions of homogeneity exist in the literature, but in the context
of this work the one given above is sufficient. The associations of homogeneity with
linearity that are invoked by this definition can be misleading. Homogeneous functions
are in general neither linear nor monotonic.
Definition 7 Let f : RK+ → R, K ∈ N, be a convex homogeneous function and let
P1, . . . , PK, be probability measures on some measurable space (Ω,F). The functional
Df (P1, . . . , PK) =
∫
f(p1(ω), . . . , pK(ω)) dµ(ω) =:
∫
f(p0, . . . , pK) dµ
is called (K-dimensional) f -dissimilarity of P1, . . . , PK.
Since the class of f -dissimilarities includes the class of f -divergences,1 the same no-
tation is used for both. Unless explicitly stated otherwise, Df refers to Definition 7.
Gyo¨rfi and Nemetz introduced and studied f -dissimilarities in a sequence of publi-
cations in the 1970s [GN75,GN77,GN78] and showed that all essential properties of
f -divergences carry over to f -dissimilarities.
f -dissimilarities play an important role in the general theory of statistical decision
making since they emerge naturally as measures for the separability of hypotheses.
1For distributions with positive densities, this follows immediately by factoring out one of the
densities. A general proof and more details on the relation between f -divergences and f -dissimilarities
can be found in [GN77].
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The derivation of the least favorable distributions in the previous section is an example
for this property. In particular, the connection between f -dissimilarities and Bayesian
risks has been a topic of high interest in statistics [NWJ09], signal processing [Var11]
and machine learning [RW11]. In a nutshell, it has been shown that for every concave
cost function the Bayesian risk of a decision making policy defines an f -dissimilarity.
In signal processing and communications, the connection between statistical distance
measures and the performance of detectors has long been known and exploited. The
design of maximally separable signals, for example, can be carried out by maximizing
the Bhattacharyya distance between their distributions [Kai67]. In sequential detec-
tion, Wald showed that asymptotically the expected run-length of a sequential test is
inversely proportional to the Kullback-Leibler divergence of P0 and P1 [Wal47].
2 The
relation of convex similarity measures to robust decision making has been addressed by
Huber [HS73], Poor [Poo80], Kassam [Kas81] and more recently Guntuboyina [Gun11]
to name just a few.
For the definition of least favorable distributions in the context of minimax robust
sequential tests, a minor variation on the concept of f -dissimilarities is useful. First,
since ρλ is concave, it is more natural to define the functional in (5.9) in terms of a
concave function f instead of a convex function. Second, the update of the history of the
random process, i.e., the ξz,θ(x) term in the argument of ρpi, needs to be incorporated in
the definition. In general, this can be done by allowing f to depend on the integration
variable directly and not only via the density functions.
Definition 8 Let P1, . . . , PK be probability measures on some measurable space (Ω,F)
and let
f : RK+ × Ω→ R
(y1, . . . , yK , ω) 7→ f(y1, . . . , yK , ω)
be homogeneous and concave in (y1, . . . , yK). The functional
If (P1, . . . , PK) =
∫
f(p1(ω), . . . , pK(ω), ω) dµ(ω)
is called (K-dimensional) f -similarity of P1, . . . , PK.
Introducing f -similarities in addition to f -dissimilarities is by no means necessary.
However, it simplifies the discussion of minimax robust sequential test in the sense
2Since neither the Kullback–Leibler divergence nor the concept of f -divergences had been intro-
duced by the time Wald published his works on sequential analysis, he did not refer to the expressions
as such.
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that using a positive measure for the similarity of distributions is more convenient
than using a negative measure for their dissimilarity. In other words, it allows one to
define the least favorable distributions as being most similar instead of being least dis-
similar. Using the concept of f -similarities, an intuitive definition of the least favorable
distributions can be given.
Corollary 8 At every time instant n ∈ N0, the least favorable distributions Q0z,θ, Q1z,θ
and Qz,θ of Xn+1, conditioned on the state (z
n, θn) = (z, θ), are the feasible distributions
that are most similar with respect to the f -similarity defined by
fρ(y0, y1, y2, ω) = ρpi
(
z0
y0
y2
, z1
y1
y2
, ξz,θ(ω)
)
y2,
with ρpi given in Theorem 14.
In Appendix A.17, it is shown that fρ is indeed a valid f -similarity.
The result that the least favorable distributions for the minimax robust sequential
test are most similar with respect to some convex/concave similarity measure sits
well in the wider context of robust hypothesis tests and allows for some interesting
comparisons to other robust methods, in particular the minimax fixed sample size test.
In [HS73] it has been shown that a pair of distributions (Q0, Q1) is least favorable
for a minimax fixed sample size test, if it minimizes all f -divergences Df (P0, P1),
irrespective of the particular choice of f . The existence of distribution pairs with this
property is not guaranteed for all uncertainty models, even if the uncertainty sets are
convex—see [FZ15b] and the references therein. However, for many useful models such
as the ε-contamination model or the density band model, which will be introduced in
Section 5.5, least favorable pairs can indeed be found.
The fact that least favorable pairs for fixed sample size tests minimize all f -divergences
simultaneously implies that the design of the least favorable distributions and the op-
timal decision rule can be separated. First, Q0 and Q1 can be determined, then an
optimal test for this pair can be designed using standard techniques. For the minimax
sequential test, this separation is no longer possible. Instead, the least favorable distri-
butions need to maximize a very particular f -similarity that depends on the optimal
testing policy, the current state of the test statistic and the target error probabilities α
and β. On the one hand, this coupling significantly complicates the design of minimax
robust sequential tests. On the other hand, it can be seen how the same principles are
underpinning the test design: Both tests achieve minimax optimality by using a policy
that leads to the best separation of the most similar distributions. In this sense, the
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minimax robust sequential test is a straightforward extension of its fixed sample size
counter part, despite the technical differences.
A question that warrants further investigation is whether distributions exist that min-
imize all (K-dimensional) f -dissimilarities over a given uncertainty set. In the context
of robust sequential hypothesis testing, this question translates into whether uncer-
tainty sets exists that result in least favorable distributions that are independent of
the state of the test statistic. The results in the previous sections and the examples
in Section 5.8 show that the latter cannot be the case in general. Nevertheless, state
independent least favorable distributions might exists for special cases.
It becomes clear at this point that obtaining more tangible results is difficult without
defining a more specific uncertainty model. For this reason, the density band uncer-
tainty model is introduced and analyzed in the next section. It was first suggested by
Kassam [Kas81] and restricts the true, unknown densities to lie within a band with
given upper and lower bounds. Several popular uncertainty models can be shown to
be special cases of the band model, most prominently the ε-contamination model. The
density band model is discussed in more detail in the next section.
In the broader context of the dissertation introducing the band model serves two pur-
poses: First, it is used to provide numerical examples for minimax robust sequential
tests under reasonably realistic distributional uncertainties. Second, it also offers ad-
ditional insight into the properties of least favorable distributions and their relation
to the minimax principle. Although the validity of these findings is obviously limited
to the band model, the underlying ideas can be used as guidelines for the design of
heuristics and robust sequential tests in general.
5.5 The Density Band Uncertainty Model
In [Kas81], an uncertainty model for probability distributions was proposed that later
became known as the band model. It allows each hypothesis to be formulated in terms
of a density band, within which the true density is supposed to lie, and generalizes
the outlier models suggested by Huber [Hub65], O¨sterreicher [O¨78], Levy [Lev08] and
others. It can further be interpreted as both an ε-contamination model with bounded
outlier distributions, or a model for general uncertainties in the distribution shape that
can be specified without introducing nominals.
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Let (Ω,F) be a measurable space and letMµ denote the set of all probability measures
on (Ω,F) that admit densities with respect to the measure µ. The density band
uncertainty model covers composite hypotheses of the form
P= = {P ∈Mµ : p′ ≤ p ≤ p′′}, (5.11)
where p′ and p′′ fulfill
0 ≤ p′ ≤ p′′,
∫
Ω
p′(x) dµ(x) =: P ′(Ω) ≤ 1,
∫
Ω
p′′(x) dµ(x) =: P ′′(Ω) ≥ 1.
The band constraint is indicated by the notation P=. Note that P ′ and P ′′ are measures
on (Ω,F), but not necessarily probability measures, and P ′′ does not need to be finite.
Alternatively, the band model can be interpreted as an ε-contamination model with
bounded outlier distribution. In order to see this, note that every p ∈ P= can be
written as p = p′ + εh, where
ε = 1− P ′(Ω)
and h denotes the density of an outlier distribution H ∈ Mµ. In contrast to the
ε-contamination model, however, not every H is feasible under the density band model.
More precisely, h has to be chosen such that
p′ ≤ p′ + εh ≤ p′′
which yields the constraint
εh ≤ p′′ − p′. (5.12)
By definition of Mµ, both sides of (5.12) can be integrated over all B ∈ F so that
(5.12) can equivalently be written as
εH ≤ P ′′ − P ′
and (5.11) can be written as
P= = {P ∈Mµ : P = P ′ + εH , εH ≤ P ′′ − P ′}. (5.13)
In this regard, the band model is an ε-contamination model that allows the incorpora-
tion of a priori knowledge in form of additional constraints on the outlier distribution.
The least favorable distributions for a minimax robust fixed sample size test under
density band uncertainties were first derived in [Kas81] and more recently in [FZ15b].
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The definition of the least favorable distributions in [Kas81] is explicit, but rather cum-
bersome.3 The definition in [FZ15b] is more concise, but only given implicitly. In the
next section, the latter approach is extended to general f -similarities and an algorithm
is presented that makes use of the implicit definition to iteratively approximate the
density functions of the most similar distributions.
5.5.1 Most Similar Distributions
In this section, a sufficient condition for distributions to be most similar under density
band uncertainties is derived. That is, it is assumed that an f -similarity and uncer-
tainty sets of the density band form are given and that the goal is to determine the
corresponding most similar, i.e., least favorable, distributions. In the context of robust
sequential hypothesis testing, this problem can be seen as the counterpart to the de-
sign of optimal sequential tests discussed in Chapter 3. While the latter deals with the
derivation of optimal testing policies for known distributions, this section deals with
the derivation of least favorable distributions for known cost functions ρpi. Being able
to solve both subproblems is an important step towards solving the joint problem in
Theorem 14.
The discussion in this section is not limited to the three-dimensional case that arose
in the derivation of the binary minimax robust sequential hypothesis test, but treats
the general problem of maximizing K-dimensional f -similarities. On the one hand,
this significantly increases the generality of the result without substantially increasing
the technical difficulties. On the other hand, the K-dimensional case can be seen as
an outlook on robust tests between multiple hypotheses, which are briefly discussed in
Chapter 6. Throughout this section q = (q1, . . . , qK) denotes the vector of most similar
densities and the notation y¯k is used to denote a vector whose kth element has been
removed, i.e., y¯k = (y1, . . . , yk−1, yk+1, . . . , yK).
The most similar distributions with respect to a K-dimensional f -similarity are defined
by the optimization problem
max
Pk∈P=k
If (P1, . . . , PK), (5.14)
where k ∈ {1, . . . , K}, all P=k are of the form (5.11) and If is defined in Definition 8.
3The theorem spans the space of a column and distinguishes between four special cases, each
involving a piecewise definition of the densities. In order to know which case holds, one has to check
the existence or non-existence of in total six constants that have to be chosen such that the solutions
are valid densities. In some cases the solution involves a function that is guaranteed to exist, but is
not specified explicitly.
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In order to proceed with the optimization, it is helpful to express the constraints on
the densities explicitly. The resulting optimization problem reads as
max
pk∈L1
∫
f(p1(ω), . . . , pK(ω), ω) dµ(ω) (5.15)
s.t. pk − p′k ≥ 0, pk − p′′k ≤ 0, 1−
∫
pk dµ = 0,
where L1 = L1(Ω, µ) denotes the set of all µ-integrable functions on Ω. A sufficient
condition for (Q1, . . . , QK) to be a solution of (5.14) is stated in the next Theorem. It
constitutes the main result of this section.
Theorem 15 The distributions (Q1, . . . , QK) are most similar in the sense of (5.14),
if for all k ∈ {1, . . . , K} their densities satisfy
qk(ω) =

p′′k(ω) fyk(q(ω), ω) > ck
f−1yk (q¯k(ω), ω, ck) fyk(q(ω), ω) = ck
p′k(ω) fyk(q(ω), ω) < ck
(5.16)
for some c1, . . . , cK ∈ R and some
fyk ∈ ∂ykf,
where f−1yk denotes the inverse of fyk with respect to yk and
f−1yk (y¯k, ω, ck) ∈ { yk ∈ R+ : fyk(y1, . . . , yK , ω) = ck }.
A proof of Theorem 15 is detailed in Appendix A.18. From (5.16) it can be seen that the
partial generalized derivatives of f play a crucial role not only in determining the regions
where the least favorable densities equal their bounds, but also in determining their
shape outside these regions. This becomes more obvious if the result in Theorem 15 is
stated in an alternative, more expressive form.
Corollary 9 The distributions (Q1, . . . , QK) are most similar in the sense of (5.14),
if their densities satisfy
qk(ω) = min{ p′′k(ω) , max{ f−1yk (q¯k(ω), ω, ck) , p′k(ω) } } (5.17)
for some c1, . . . , cK ∈ R and some fyk ∈ ∂ykf .
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The corollary is proven in Appendix A.19. Stating the least favorable distributions
in the form (5.17) is advantageous for several reasons. First, it eliminates the depen-
dence of qk on itself, which is still present in the explicitly piecewise condition (5.16).
Corollary 9 gives an expression for qk solely in terms of the remaining least favorable
densities q¯k and the scalar ck. Knowing q¯k, the missing density qk can, hence, be found
via a search over ck. In the upcoming section, an iterative algorithm for the calculation
of the least favorable distributions is proposed that is based on this idea. Second, it can
be seen from (5.17) that qk is in fact a projection of f
−1
yk
(q¯k(ω), ω, ck) on the corridor
of feasible densities defined by p′k and p
′′
k. In the limit, i.e., p
′′
k → ∞ and p′k → 0, it
hence holds that qk(ω) = f
−1
yk
(q¯k(ω), ω, ck), so that the latter is the unconstrained least
favorable density for the given q¯.
5.5.2 Examples
In this section, two examples for similarity measures are given whose most similar
densities can be calculated analytically. First, an existing expression for the least
favorable distributions of binary fixed sample size tests under band uncertainties is
re-derived using the general result in Theorem 15. For this particular case, the least
favorable distributions are independent of the function f . This is no longer the case
in the second example, where the objective function is chosen as a weighted sum of
Kullback–Leibler divergences. The latter example is used to highlight the dependence
of the least favorable distributions on f , but also to show how the presented result can
be used in a context that is unrelated to the density band model.
In [HS73] it was shown that the least favorable distributions of a minimax robust fixed
sample size test jointly minimize all f -divergences, i.e.,∫
ϕ
(
q1
q0
)
q0 dµ ≤
∫
ϕ
(
p1
p0
)
p0 dµ
for all (P0, P1) ∈ P=0 × P=1 and all convex functions ϕ. In this example, it is demon-
strated how q0 and q1 can be obtained from the general characterization of most similar
distributions in Theorem 15.
One-dimensional f -divergences are obtained from the class of f -similarities introduced
in Definition 8 by choosing
f(y1, y2) = −ϕ
(
y1
y2
)
y2,
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where ϕ : R+ → R is convex and ϕ(1) = 0. The partial generalized derivatives of f
calculate to
fy1(y1, y2) = −∂ϕ
(
y1
y2
)
=: f˜y1
(
y1
y2
)
and
fy2(y1, y2) = ∂ϕ
(
y1
y2
)
y1
y2
− ϕ
(
y1
y2
)
=: f˜y2
(
y1
y2
)
,
where ∂ϕ denotes the generalized derivative of ϕ. Note that both derivatives depend
on y1 and y2 only via the ratio y1/y2.
Since the partial derivatives fy1 and fy2 are nondecreasing, their inverse functions in
the sense of Theorem 15 are well defined and it holds that
f˜yk
(
y1
y2
)
= c˜k
y1
y0
= f˜−1yk (c˜k)
y1 = f˜
−1
yk
(c˜k)y2
y1 = cky2,
where k ∈ {1, 2} and ck := f−1yk (c˜k). Therefore, the two densities that are most similar
with respect to all f -divergences are of the form
q1(ω) = min{ p′′1(ω) , max{ c1q2(ω) , p′1(ω) } },
q2(ω) = min{ p′′2(ω) , max{ c2q1(ω) , p′2(ω) } },
which is in agreement4 with the result in [FZ15b].
For K > 2, this simple relation no longer holds since in this case the fact that fyk is
constant does not imply that the likelihood ratios are constant as well. Instead, the
vector of likelihood ratios can and has to follow a contour line of fyk .
This dependence on f is illustrated in the next example, where it is assumed that If
is a weighted sum of Kullback-Leibler divergences, i.e.,
f(y1, . . . , yN) =
K−1∑
k=1
an log
(
yk
yK
)
yK , (5.18)
with convex combination weights
a1, . . . , aK ≥ 0 and
K∑
k=1
ak = 1.
4See [FZ15b] for an extension of this result to densities that do not share the same support.
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The corresponding (concave) functional is given by
If (P1, . . . , PK) = −
K−1∑
k=1
akDKL(Pk‖PK),
where DKL denotes the Kullback-Leibler divergence. The partial derivatives of f in
(5.18) calculate to
fyk(y1, . . . , yK) = an
yK
yk
=: f˜yk
(
yk
yK
)
for n ∈ {1, . . . , N − 1} and
fyK (y1, . . . , yK) =
K−1∑
k=1
ak
(
log
yk
yK
− 1
)
=: f˜yK
(
y1
yK
, . . . ,
xK−1
yK
)
.
The inverse functions are again obtained by solving
f˜yk = c˜k
for yk and read as
yk =
ak
c˜k
yK =: ck yK , k < K
and
yK = e
−(c˜K+1)
K−1∏
k=1
yakk =: cK
K−1∏
k=1
yakK .
The most similar densities are, hence, of the form
qk(ω) = min{ p′′k(ω) , max{ ckqK(ω) , p′k(ω) } } (5.19)
for k ∈ {1, . . . , K − 1} and
qK(ω) = min{ p′′K(ω) , max{ cKqa11 (ω) · · · qK−1(ω)aK−1 , p′K(ω) } }. (5.20)
This means that q1, . . . , qK−1 are the projections of qK onto the corridors P=1 , . . . ,P=K−1
and qK in turn is the projection of the the weighted geometric mean of q1, . . . , qK−1
onto P=K .
The above result can be useful beyond the context of the density band model and
robust sequential detection. In [Gun11], a lower bound on the sum of f -divergences
has been derived that involves the calculation of a quantity Jf defined as
Jf := min
PK∈Mµ
1
K
K−1∑
k=1
Df (Pk‖PK), (5.21)
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where Df denotes the corresponding f -divergence. For the sum of Kullback-Leibler
divergences, the author of [Gun11] resorts to an approximation for Jf . Using the
expression for the least favorable density qK in (5.20), the exact result can be derived.
Problem (5.21) can be cast as a special case of (5.14) by choosing p1, . . . , pK−1 fixed
and relaxing the band constraints on pK enough to be nonbinding, i.e., p
′
K → 0 and
p′′K → ∞. For the uniformly weighted sum of Kullback-Leibler divergences it follows
from (5.20) that
qK(ω) =
1
cK
(p1(ω) · · · pK−1(ω))
1
K−1 , (5.22)
where cK needs to be chosen such that qK is a valid density function, i.e.,
cK =
∫
(p1(ω) · · · pK−1(ω))
1
K−1 dµ(ω),
which is a generalized Bhattacharyya coefficient [Par05]. Inserting (5.22) back into
(5.21) it is not hard to show that
JKL = min
PK∈Mµ
1
K
K−1∑
n=1
DKL(Pk‖PK) = − log(cK),
which is the exact solution of (5.21) expressed in terms of the generalized Bhat-
tacharyya coefficient of the given distributions P1, . . . , PK−1.
In most cases, however, closed form solutions like the ones presented here are not
available. For such cases, a numerical algorithm for the calculation of most similar
distributions is required.
5.5.3 Calculation of the Most Similar Distributions
In this section, an algorithm is proposed that makes use of the sufficient condition stated
in Corollary 9 to iteratively approximate the most similar densities. In each iteration,
the roots of K nonincreasing functions of a scalar variable need to be determined. The
algorithm is detailed in Table 5.1 on the next page.
The most similar densities are not necessary unique and the solutions of Algorithm 5.1
can differ for different initial densities. The optimality of the solution is not affected
by this dependence.
The termination criterion in line 7 is intentionally left vague. Any reflexive distance
measure between two functions can be used to determine whether all of the densities
are sufficiently close to convergence, i.e., solve the system of equations (5.17).
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1: input: partial derivatives (fy1 , . . . , fyK ), lower density bounds (p
′
1, . . . , p
′
K),
upper density bounds (p′′1, . . . , p
′′
K)
2: initialize: Choose feasible initial densities q0 = (q01, . . . , q
0
K) ∈ P=1 × · · · × P=K
and set i← 0.
3: repeat
4: Set i← i+ 1
5: Set qi ← qi−1
6: for k = 1 to K do
7: Solve ∫
min{p′′k(ω) , max{f−1yk (q¯ik(ω), ω, ck) , p′k(ω)}} dµ(ω) = 1 (5.23)
for ck and set
qik ← min{p′′n(ω) , max{f−1yk (q¯ik(ω), ω, ck) , p′k(ω)}.
8: end for
9: until qik ≈ qi−1k for all k ∈ {1, . . . , K}
10: return (qik, . . . , q
i
K)
Table 5.1: Iterative algorithm for the calculation of the least favorable densities.
The only non-generic step of the algorithm in Table 5.1 is the calculation of f−1yk . In
some cases, see the previous section, this inverse can be calculated analytically. In
cases where this is not possible, the functions fyk have to be inverted numerically by
solving
fyk(q1(ω), . . . , qK(ω), ω) = ck (5.24)
for qk(ω). Since fyk is the partial derivative of a concave function, it is guaranteed to
be nonincreasing in qk(ω), which allows for the use of efficient numerical root-finding
algorithms [PG02]. This step can be simplified by first checking if either
fyk(q(ω), ω)
∣∣
qk(ω)=p
′
k(ω)
< ck (5.25)
or
fyk(q(ω), ω)
∣∣
qk(ω)=p
′′
k(ω)
> ck. (5.26)
If (5.25) holds, f−1yk (q¯(ω), ω, ck) has to be smaller than p
′
k(ω) so that qk(ω) = p
′
k(ω). If
(5.26) holds, f−1yk (q¯(ω), ω, ck) has to be larger than p
′′
k(ω) and qk(ω) = p
′′
k(ω). If neither
(5.25) nor (5.26) hold, root-finding can be performed to determine qk(ω) on the interval
[p′k(ω), p
′′
k(ω)]. In the worst case, this procedure has to be repeated for every ω ∈ Ω.
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By construction, it is the case that if the algorithm in Table 5.1 converges, it converges
to a global minimizer of If . The question under which conditions the algorithm is guar-
anteed to converge is more intricate. The type of fixed-point iteration it implements
goes by the names coordinate minimization [HB91], coordinate descent [Wri15] or non-
linear Gauss-Seidel method [GS00] and has been studied under various assumptions
in the literature. However, general convergence results for convex functions in Banach
spaces do not exist. In [GS00], it is shown that coordinate minimization is guaranteed
to converge if
• the objective function is differentiable and pseudoconvex in each variable,
• the optimization variables are finite-dimensional,
• and the set of feasible solutions is compact convex.
This implies convergence of the algorithm in Table 5.1 if
• the function f is differentiable and
• the sample spaces Ω is finite.
The first assumption makes sure that the coordinate descent method cannot get stuck in
a “corner”, where f is increasing in some direction, but nonincreasing in each individual
argument. The second assumption reduces the density functions qk ∈ L1 to vectors
qk ∈ R|Ω|, which eliminates possible corner cases that arise in general Banach spaces.
In fact, the convergence of a class of subgradient algorithms for the minimization of
convex functions in Banach spaces has been shown in [AIS97]. However, the results do
not cover coordinate descent methods.
While the above restrictions are quite strong in theory, they are typically not critical
in practice. In particular, the assumption that the sample space is finite and com-
pact, holds automatically whenever a finite grid is introduced to represent the density
functions numerically. In general, the known cases where coordinate descent methods
fail to converge are carefully designed counter examples and quite unlikely to occur to
practice [Wri15]. The numerical results in Section 5.8 were obtained by means of the
presented algorithm.
For the special case of minimizing f -divergences, the convergence of the algorithm in
Table 5.1 has been proven in [FZ15b]. Whether or not this result extends to higher-
dimensional cases is a delicate question that requires a careful analysis and is beyond
the scope this work.
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5.6 Minimax Robust Sequential Tests under Den-
sity Band Uncertainties
In this section, the general result on distributions that maximize f -similarities under
density band constraints is applied to the minimax robust sequential test. This yields
an alternative characterization of the least favorable distributions in terms of the func-
tions αpi, βpi and γpi, instead of the characterization via f -similarities. Moreover, the
least favorable distributions in the sequential case are compared to the least favorable
distributions in the fixed sample size case and shown to follow the same underlying
design principles.
Using the density band model, the uncertainty sets of the distributions of Xn condi-
tioned on θ are given by
P0θ = {P ∈Mµ : p′θ,0 ≤ p ≤ p′′θ,0},
P1θ = {P ∈Mµ : p′θ,1 ≤ p ≤ p′′θ,1},
Pθ = {P ∈Mµ : p′θ ≤ p ≤ p′′θ},
where Mµ = Mµ(ΩX ,FX) is defined in (4.2). The upper and lower density bounds
are time-invariant, but allowed to depend on the past observations via θ.
In Section 5.3, the distributions that are least favorable with respect to the weighted
sum-cost (5.7) were shown to maximize the f -similarity
fρ(y0, y1, y2, x) = ρpi
(
z0
y0
y2
, z1
y1
y2
, ξz,θ(x)
)
y2, (5.27)
where x is used instead of ω to indicate that the observation is generated by X. For
the density band uncertainty model the first order optimality conditions were then
calculated explicitly. They are stated in Theorem 15 in the previous section and can
be applied readily to the problem of minimax robust sequential testing.
In Appendix A.16, it is shown that the partial derivatives of fρ in (5.27) are given by
∂y0fρ(y0, y1, y2, x) = λ0z0 αpi
(
z0
y0
y2
, z1
y1
y2
, ξz,θ(x)
)
,
∂y1fρ(y0, y1, y2, x) = λ1z1 βpi
(
z0
y0
y2
, z1
y1
y2
, ξz,θ(x)
)
,
∂y2fρ(y0, y1, y2, x) = γpi
(
z0
y0
y2
, z1
y1
y2
, ξz,θ(x)
)
.
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Inserting these expressions into the optimality conditions (5.16) yields
q0z,θ(x) =

p′′0,θ(x), αpi
(
z0
q0z,θ(x)
qz,θ(x)
, z1
qz,θ(x)
q0z,θ(x)
, ξz,θ(x)
)
> c0,
α−1pi (x), αpi
(
z0
q0z,θ(x)
qz,θ(x)
, z1
qz,θ(x)
q0z,θ(x)
, ξz,θ(x)
)
= c0,
p′0,θ(x), αpi
(
z0
q0z,θ(x)
qz,θ(x)
, z1
qz,θ(x)
q0z,θ(x)
, ξz,θ(x)
)
< c0,
(5.28)
q1z,θ(x) =

p′′1,θ(x), βpi
(
z0
q0z,θ(x)
qz,θ(x)
, z1
qz,θ(x)
q0z,θ(x)
, ξz,θ(x)
)
> c1,
β−1pi (x), βpi
(
z0
q0z,θ(x)
qz,θ(x)
, z1
qz,θ(x)
q0z,θ(x)
, ξz,θ(x)
)
= c1,
p′1,θ(x), βpi
(
z0
q0z,θ(x)
qz,θ(x)
, z1
qz,θ(x)
q0z,θ(x)
, ξz,θ(x)
)
< c1,
(5.29)
qz,θ(x) =

p′′θ(x), γpi
(
z0
q0z,θ(x)
qz,θ(x)
, z1
qz,θ(x)
q0z,θ(x)
, ξz,θ(x)
)
> c,
γ−1pi (x), γpi
(
z0
q0z,θ(x)
qz,θ(x)
, z1
qz,θ(x)
q0z,θ(x)
, ξz,θ(x)
)
= c,
p′θ(x), γpi
(
z0
q0z,θ(x)
qz,θ(x)
, z1
qz,θ(x)
q0z,θ(x)
, ξz,θ(x)
)
< c,
(5.30)
where the additional arguments of the inverse functions have been omitted for the sake
of a more compact notation. Also note that c0 and c1 are scaled with
1
λ0z0
and 1
λ1z1
,
respectively, compared to their definition in Theorem 15.
The constraints (5.28)–(5.30) allow for some deeper insight into what properties make
the most similar distributions least favorable. It can be seen that in any state (z, θ),
their shape depends on the error-probabilities and the expected run-length in the next
state, given that the likelihood ratios of the least favorable distributions themselves
are used as a test statistic. Consider, for example, the constraints on Q0z,θ. From
(5.28), it follows that the least favorable distribution places as much probability mass
as possible (q0z,θ = p
′′
0,θ) on regions of the sample space for which the following holds:
If the next sample is taken form this region, it leads to a new state of the test statistic
in which the type I error probability is larger than c0. In this way, the least favorable
distribution maximizes the chances that the test enters a state with large (> c0) type I
error probability in the next time instant. Analogously, the least favorable distribution
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places as little probability mass as possible (q0z,θ = p
′
0,θ) on regions of the sample space
that lead to a state with type I error probability smaller than c0. This minimizes the
chances of entering a state with small (< c0) error probability. Finally, on the remaining
region of the sample space, the least favorable distribution is chosen such that the type I
error probability in the next state is constant and equal to c0. In contrast to the first
two properties, the rationale for this particular assignment of probability mass might
not be obvious at first glance, but is critical for minimax procedures. It implies that all
observations from the region where αpi = c0 holds are equivalent in terms of the type I
error probability. Ultimately, it is this equivalence that makes the minimax sequential
test robust against distributional uncertainties. By choosing the test statistic such that
observations from whole regions of the sample space lead to the very same performance,
the exact distribution become less important. In fact, as long as probability mass is
shifted within the region of constant performance, the test becomes entirely insensitive
to changes in the true distribution and hence to deviations form the underlying model.
This strategy of designing a procedure such that its performance profile is flat over
large regions of the state space is at the heart of every minimax procedure.
The same reasoning holds for the type II error probability and the expected-length
in (5.29) and (5.30). Again, the least favorable distributions are chosen according
to whether the respective performance measure is larger or smaller than a certain
threshold and such that it is constant everywhere else.
5.7 Test Design
In the previous sections, an implicit characterization of optimal policies and least fa-
vorable distributions was derived. This section deals with the question how to make
use of these results for the actual design of minimax robust sequential tests. In general,
designing a minimax optimal test means solving the optimization problem
max
(P 0z,θ,P
1
z,θ,Pz,θ)∈Uθ
∫
ρpi
(
z0
p0z,θ(x)
pz,θ(x)
, z1
p1z,θ(x)
pz,θ(x)
, ξz,θ(x)
)
dPz,θ(x) (5.31)
s.t. ρpi(z, θ) = min
{
gλ(z) , 1 +
∫
ρpi
(
z0
p0z,θ(x)
pz,θ(x)
, z1
p1z,θ(x)
pz,θ(x)
, ξz,θ(x)
)
dPz,θ(x)
}
pi ∈ Π∗λ(P0, P1, P ), ∂z0ρpi(1, 1, θ0) = α, ∂z1ρpi(1, 1, θ0) = β,
where the solution of the maximization is defined in terms of its first order optimality
conditions in the sense of Theorem 14. Solving (5.31) directly is a formidable task and,
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if done numerically, requires considerable processing power and memory. In contrast
to the problem of optimal test design in Chapter 3, not only ρpi needs to be discretized,
but also the distribution families (P 0z,θ, P
1
z,θ, Pz,θ). The fact that the latter depend on
the state of the test statistic means that an unknown triplet of distributions has to
be introduced for every sample point of the state space Ωρ. The number of unknown
variables is hence given by MρMX , where Mρ denotes the number of sample points in
Ωρ and MX the number of sample points in ΩX .
An obvious way to simplify the process of solving (5.31) is to use iterative techniques.
The procedure suggested here is to alternate between the design of the function ρpi and
the most similar distributions (Q0z,θ, Q
1
z,θ, Qz,θ). First, an optimal testing policy pi
0 for
an initial triplet of distributions (Q0z,θ, Q
1
z,θ, Qz,θ)
0 is designed. Then, in a second step,
the least favorable distributions (Q0z,θ, Q
1
z,θ, Qz,θ)
1 with respect to ρpi0 are calculated.
Based on (Q0z,θ, Q
1
z,θ, Qz,θ)
1, the policy is updated to pi1 and so on. These steps are
repeated until both ρpii and (Q
0
z,θ, Q
1
z,θ, Qz,θ)
i have sufficiently converged, i.e.,
ρpii(zm, θm) ≈ ρpii−1(zm, θm)
and
(Q0zm,θm , Q
1
zm,θm , Qzm,θm)
i ≈ (Q0zm,θm , Q1zm,θm , Qzm,θm)i−1
for all (zm, θm)m∈{1,...,Mρ}. The advantage of this approach is that the large problem
(5.31) is split into smaller, more tractable subproblems. For the design of optimal
testing policies for given distributions, the methods discussed in Section 3.4 can be used.
The linear programming approach presented in Section 3.4.2 is usually most efficient.
The corresponding problem formulation is straightforward and state-of-the-art linear
programming solvers can reliably solve problems involving millions of variables [GO15].
In case the obtained solution is still too coarse, it can be used as an initial guess for a
Newton-like iteration scheme. Once ρpi is calculated, the least favorable distributions
can be determined subsequently. The fact that ρpi is kept constant during this step
means that there is no coupling between the least favorable distributions so that they
can be designed independently for different states (z, θ). This decoupling is a significant
simplification and can make the difference between being able to calculate an optimal
solution or not. The decoupled problem (5.31) can either be solved in parallel for
each triplet (Q0zm,θm , Q
1
zm,θm
, Qzm,θm), which reduces the computation time, or it can be
solved sequentially, which reduces the memory consumption.
It is worth noting that iteratively designing ρpi∗ and (Q
0
z,θ, Q
1
z,θ, Qz,θ) does not corre-
spond to iteratively designing optimal testing policies and least favorable distributions.
Unless convergence has occurred, the distributions (Q0z,θ, Q
1
z,θ, Qz,θ)
i are not least fa-
vorable for the policy pii. This follows from the fact that the triplet (Q0, Q1, Q)
i only
5.8 Examples and Numerical Results 103
satisfies the criteria for least favorable distributions in Theorem 14 if pii is the corre-
sponding optimal policy—compare also the proof in Appendix A.16. (Q0z,θ, Q
1
z,θ, Qz,θ)
i
being least favorable with respect to pii, however, implies convergence. There is no
“clean” separation between the optimal test and the least favorable distributions since
the optimal testing policy is affected by both steps of the iteration: The shape of ρpi
determines the stopping rule for a given test statistic. The latter, however, is deter-
mined by the distributions. Hence, the iterative procedure does not alternate between
the design of optimal policies and least favorable distributions, but between the design
of optimal policies and a combined step that jointly updates the test statistic and the
distributions.
For the density band uncertainty model, the iterative solution method is still demanding
in terms of computational power, but at the same time composed of simple individual
steps. The iterative algorithm detailed in Section 5.5.3 reduces the maximization in
(5.31) to the problem of finding roots of nonincreasing functions of scalar variables,
which is a standard problem in numerical mathematics.
In summary, the results presented in this dissertation provide all the building blocks
necessary to solve the minimax sequential hypothesis testing problem (5.31) under
density band uncertainties.
5.8 Examples and Numerical Results
In this section, the design of minimax optimal sequential tests is illustrated by means
of numerical results. Owing to the computational complexity of the design procedure,
only one example is presented. Nevertheless, the example is sufficient to highlight the
characteristic properties of minimax robust sequential tests.
The hypotheses testing problem considered in this section is a variation on the testing
problem discussed in Section 3.5.1. The nominal hypotheses are again given by
H0 : Xn ∼ N (−0.5, 1),
H1 : Xn ∼ N (0.5, 1),
where N (η, σ) denotes a Gaussian distribution with mean η and standard deviation σ
and all Xn are assumed to be i.i.d. While in Section 3.5.1 the optimal test was designed
under ideal conditions, here the possibility of model mismatches is taken into account.
More precisely, the density band uncertainty model introduced in Section 5.5 is used
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Figure 5.1: Area of feasible densities under H0 and H1.
to relax the exact densities to corridors of feasible densities. The uncertainty under
each hypothesis is modeled as
P i = {P ∈Mµ : 0.8pi ≤ p ≤ 1.2pi }, i ∈ {0, 1}
for all Xn, where p0 and p1 denote the densities corresponding to N (−0.5, 1) and
N (0.5, 1), respectively. The two corridors of feasible density functions are shown in
Figure 5.1. The corresponding composite hypotheses are given by
H0 : PXn ∈ P0,
H1 : PXn ∈ P1.
(5.32)
The maximum expected run-length is minimized over the uncertainty set
P = {P ∈Mµ : 0.8p0 ≤ p }.
This choice guarantees that the expected run-length under H0
• is upper bounded by the expected run-length under the least favorable family of
distributions Qz since P0 ⊂ P .
• will not exceed the expected run-length under Qz, even if the observations are
contaminated by up to 20% outliers.
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This choice of uncertainty sets is suitable for applications where there is little uncer-
tainty about the distributions under either hypothesis, but at the same time a decision
needs to be taken reliably and quickly, even if a fraction of the observations is lost or
corrupted.
Numerical results are presented for target error probabilities α = β = 0.05. In order to
perform the calculations, the log-likelihood plane was discretized on [−5, 2] × [−5, 2],
with step sizes ∆ log z0 = ∆ log z1 = 0.1, and the iterative design procedure outlined
in the previous section was used. The cost function ρλ was first calculated by means of
the linear programming approach detailed in Section 3.4.2. The result was then used
as an initial guess for Broyden’s methods, which was applied to calculate ρλ on a finer
grid with step sizes ∆ log z0 = ∆ log z1 = 0.05. The conditional distributions P
0
z , P
1
z
and Pz were discretized on the interval [−6, 6] with step sizes ∆x = 0.05. In order
to better trace the rather sharp peaks of the least favorable densities an even finer
discretization would have been preferable in some cases, but in general the obtained
densities are sufficiently accurate. The least favorable distributions of the fixed sample
size test, see [FZ15b], were used as initial guesses for the least favorable densities of
the sequential test under H0 and H1. The projection of N (0, 1) on P was used as an
initial guess for the least favorable densities with respect to the expected run-length,
i.e,
q(x) = max{c p(x), p0(x)},
where p denotes the density corresponding to N (0, 1) and c needs to be chosen such
that q is a valid density.
The iterative design of ρλ and (Q
0
z, Q
1
z, Qz) was stopped after three iterations, when
the maximum difference between the second and third iterate of the cost function was
of the order of 10−3. The last iterate of ρλ is depicted in Figure 5.2.
It can be seen that the cost function is similar in shape to the first function in Fig-
ure 3.1, which corresponds to an optimal test for the nominal hypothesis under P = P0.
The minimax test in this section is designed under the relaxed null hypothesis P ⊃ P0,
which explains the similarity. The artifacts that can be seen along the left “mountain-
side” are due to numerical inaccuracies at the line where gλ and dλ intersect. A finer
grid needs to be used in order to obtain more accurate results in this area.
The boundary of the stopping region is depicted in Figure 5.3. Again, some concessions
have to be made in terms of numerical accuracy, bust most parts of the boundary are
reasonably smooth. In general, the boundary admits a higher curvature compared to
the non-robust tests in Section 3.5. An intuitive explanation for this effect is given
later in this section.
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Figure 5.2: Approximate cost function ρλ(z) of a minimax test for the hypotheses in
(5.32) with target error probabilities α = β = 0.05.
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Figure 5.3: Approximate boundaries of the stopping region of the minimax sequential
test for the hypotheses in (5.32) with error probabilities α = β = 0.05.
Examples for least favorable densities corresponding to different states of the test statis-
tic are depicted on the left-hand side of Figure 5.4. On the right-hand side, the log-
likelihood ratios of the respective densities are plotted, i.e., the test statistics used by
the minimax test to update z0 and z1.
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(a) (z0, z1) = (1, 1)
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(b) (z0, z1) = (e
−1, 1)
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(c) (z0, z1) = (1, e
−2.5)
Figure 5.4: Examples for least favorable densities (left) and corresponding test statis-
tics (right) of a minimax sequential test in different states of the test statistic.
Interestingly, q1z in this example turns out to be independent of the test statistic,
while the shapes of q0z and qz change for different values of z. In the initial state,
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z = (1, 1), the least favorable densities are chosen such that q0(1,1) is close to q
1
(1,1)
and q(1,1) is located between q
0
(1,1) and q
1
(1,1). This choice is reasonable, given that the
least favorable densities are chosen in order to make testing H0 against H1 as difficult
as possible. More insight can be gained by inspecting states that are closer to the
stopping region. Consider the state z = (e−1, 1), which is very close to the part of the
stopping region that leads to a decision for H1 (compare Figure 5.3). In this state,
the least favorable density with respect to the expected run-length is chosen almost
identical to the least favorable density with respect to the type I error probability, i.e.,
q(e−1,0) ≈ q0(e−1,0). The reason for this is that in order to prolong the test, q(e−1,0) needs
to be chosen such that the test statistic is driven away from the stopping region. In
the given state, where a decision for H1 is imminent, this means generating samples
according to H0. The opposite is the case in the state z = (1, e−2.5), which is close to
the part of the stopping region that leads to decision for H0. In order to maximize the
expected run-length, q(1,e−2.5) is now chosen as similar as possible to q
1
(1,e−2.5). However,
since the uncertainty set only allows for 20% outliers, the densities do not overlap
completely and only a certain degree of similarity can be realized.
These considerations allow for an intuitive interpretation of the shape of the stopping
region. Since the virtual adversary of the test designer has to stick to densities within
the uncertainty sets, the test statistic cannot be pushed away from the H1-boundary
as effectively as it can be pushed away from the H0-boundary. Consequently, the test
designer can relax the former and has to tighten the latter. This is reflected in the
asymmetry that can clearly be seen in Figure 5.3. The boundary corresponding to a
decision for H1 is shifted much more towards negative log-likelihood ratios than the
boundary corresponding to a decision for H1. This also highlights an important differ-
ence between state-dependent minimax solutions and state-independent or asymptotic
minimax solutions. While the latter result in a minimum drift towards the thresholds
(compare the zero-drift example in Section 3.5.1), the former result in a maximum drift
away from the thresholds.
An intuition for the testing strategy that is used to counteract this effect can be gained
from the test statistics depicted in Figure 5.4. It can be seen that the most significant
component of the test statistic is z1, which is allowed to perform rather big steps
with every new observation. The z0 component, on the other hand, changes in much
smaller steps. Therefore, its role in the test can be interpreted as a kind of “correction
term” that determines the thresholds for z1, but does not contribute significantly to
the decision itself. This strategy is in line with the assumption that the distribution
under H1 is subject to uncertainty, but not contaminated with outliers. Accordingly,
the z1 component can be trusted more, whereas the z0 component might be corrupted
and is clipped as a precaution.
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5.9 Summary
In this chapter, the design of minimax robust sequential hypothesis tests was discussed
and sufficient conditions were derived for distributions to be least favorable with respect
to the expected run-length and error probabilities of a sequential test. Combining re-
sults on optimal sequential tests and least favorable distributions, a sufficient condition
for a sequential test to be minimax optimal under general distributional uncertainties
was derived. The cost function of the minimax optimal test was further identified
as a convex statistical similarity measure and the least favorable distributions as the
distributions that are most similar with respect to this measure. In order to obtain
more specific results, the density band model was introduced as an example for a
nonparamtric uncertainty model. The corresponding least favorable distributions were
given in an implicit form, based on which a simple algorithm for their numerical cal-
culation was derived. Finally, the minimax robust sequential test under density band
uncertainties was detailed and shown to admit the characteristic minimax property of
a maximally flat performance profile over its state space. A numerical example for a
minimax optimal sequential test concluded the section.
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Chapter 6
Conclusions and Outlook
In this dissertation, a framework for the design, analysis and implementation of optimal
and minimax robust sequential hypothesis tests was developed. A close connection
between the error probabilities of optimal sequential tests and the partial derivatives
of the cost function of the corresponding optimal stopping problem was shown. Based
on this result, efficient numerical techniques for the design of optimal sequential tests
were derived. For the design of minimax robust tests, the general case of convex
uncertainty sets and the particular case of the density band model were discussed.
For the latter, a simple iterative algorithm for the calculation of the least favorable
distributions was proposed. It was further shown that the least favorable distributions
are defined as being most similar with respect to a similarity measure induced by the
cost function of the corresponding sequential test. The results complement and extend
the state-of-the-art in robust sequential hypothesis testing, which is mostly focused
on asymptotically or approximately optimal procedures and parametric uncertainty
models.
Possible extensions of the work and open problems are listed below. Some of them are
left open, some are the subject of ongoing research.
6.1 Tests for Multiple Hypotheses
Although this topic has not been touched upon in the body of the dissertation, the pre-
sented approach to the design of sequential tests can be extended to multiple hypotheses
in a rather straightforward manner. Optimal sequential test for multiple hypotheses
were derived in [Nov08] and the results in Chapter 3 can be adapted accordingly. More
precisely, it can be shown that the optimal sequential test forH0 against K alternatives
H1, . . .HK is characterized by a cost function ρλ : RK+1+ × Ωθ → R+, where
ρλ = ρλ(z0, . . . , zK , θ)
and λ ∈ RK+1+ . For the design of optimal sequential tests for multiple hypotheses, an
integral equation of the form (3.12) needs to be solved. For the minimax test, the
least favorable distributions are defined by a K + 1-dimensional similarity measure.
The idea of this extension should be clear without going into technical details. A
systematic presentation of the results for multi-hypotheses tests is work in progress.
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6.2 Asymptotic Results
Another subject that warrants further investigation is the connection between the op-
timal results in this work and the asymptotic results in, for example, [BD08b]. By
intuition, it should be possible to derive the asymptotic solutions from the optimal
solutions. In case of optimal tests for i.i.d. processes, this derivation is indeed straight-
forward. Letting the error probabilities go to zero, i.e.,
max{α, β} → 0,
implies that the probability of stopping in any state (z, θ) goes to zero, i.e.,
Hz(S)→ 0 ∀z ∈ R2+.
This implies that asymptotically
ρλ(z) = 1 +
∫
ρλ
(
z0
p0(x)
p(x)
, z1
p1(x)
p(x)
)
dP (x) (6.1)
since stopping the test at any finite time instant is no longer a valid option. It is not
hard to show that this equation is solved by any function of the form
ρλ(z) = a0 log λ0z0 + a1 log λ1z1, (6.2)
where a0 and a1 have to be chosen such that
a0DKL(P0‖P ) + a1DKL(P1‖P ) = 1
and DKL denotes the Kullback-Leibler divergence. Minimizing the cost of the asymp-
totic test over a0 and a1 yields
ρ∗λ(1) = min
{
log λ0
DKL(P0‖P ) ,
log λ1
DKL(P1‖P ) .
}
(6.3)
The minimum expression in (6.3) is in line with the results in the literature. The
interpretation of (6.3) is that the stopping region is asymptotically determined by two
separate thresholds for z0 and z1 and the expected run-length is determined by the one
that is reached first, on average.
In general, the similarity measure induced by ρλ converges towards the Kullback–
Leibler divergence in the asymptotic i.i.d. case. However, a systematic analysis of this
convergence and how it extends to dependent data and the state dependent minimax
case still needs to be carried out.
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6.3 Investigation of Special Cases
The results in this work are intentionally based on rather weak and general assumptions
about the stochastic process X and the nature of the two hypotheses. The question
whether analytic results for least favorable distributions can be obtained by intro-
ducing stricter assumptions is certainly worth investigating. The same holds for the
question whether collapsing one or two of the uncertainty sets to singletons yields sig-
nificant simplifications. In general, introducing more and stronger assumptions seems
to be necessary in order to obtain minimax procedures that do not require extensive
computations for their design and implementation.
6.4 Existence of Minimax Optimal Tests
The sufficient conditions given in Chapter 5 can be used for the design of minimax
sequential tests in the sense that the solution of a system of integral equations deter-
mines the optimal test. However, the question under which conditions and uncertainty
models this solution exists and is well defined requires further investigation.
6.5 Comparison to Alternative Procedures
The numerical results given in this dissertation are of limited scope. A more detailed
analysis of how large the performance differences are between strictly minimax and
asymptotically minimax tests, or state-dependent and state-independent tests would
be useful. In addition, the minimax sequential test should be compared in more detail
to the minimax fixed sample size test and tests based on different design approaches.
A comparison between sequential and fixed sample size minimax tests is currently being
worked on. In fact, it can be shown that for P =Mµ, i.e., the true distribution can
be any distribution, the minimax sequential test reduces to the minimax fixed sample
size test. However, since the fixed sample size test is not time-invariant and, therefore,
not covered by the framework in Chapter 5, a formal proof is beyond the scope of this
dissertation.
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A.1 Recursive Definition of Performance Measures
By definition of αnpi, δ and ψ, it holds that
αnpi(t) = EP0 [ δτ | T n = t, τ ≥ n ]
= ψn(t)EP0 [ δτ | T n = t, τ = n ] + (1− ψn(t))EP0 [ δτ | T n = t, τ > n ]
= ψn(t)δn(t) + (1− ψn(t))EP0 [ δτ | T n = t, τ > n ]. (4)
Using property (2.24) and the fact that {τ > n} = {τ ≥ n+1}, it further follows that
EP0 [ δτ | T n = t, τ > n ] =
∫
ΩT
EP0 [ δτ | T n+1 = t′, τ > n ] dP0(T n+1 = t′ | T n = t, τ > n)
=
∫
ΩT
EP0
[
δτ | T n+1 = t′, τ ≥ n+ 1
]
dP0(T
n+1 = t′ | T n = t)
= EP0
[
αn+1pi (T
n+1) | T n = t ]
which yields (2.31) when inserted back into (4). The recursion for βnpi can be shown
analogously.
For γnpi it holds that
γnpi (t) = EP [ τ − n | T n = t, τ ≥ n ]
= ψn(t)EP [ τ − n | T n = t, τ = n ] + (1− ψn(t))EP [n− τ | T n = t, τ > n ]
= (1− ψn(t))EP [ τ − n | T n = t, τ > n ]. (5)
Again, using property (2.24), it follows that
EP [ τ − n | T n = t, τ > n ]
=
∫
ΩT
EP [ τ − n | T n+1 = t′, τ > n ] dP (T n+1 = t′ | T n = t, τ > n)
=
∫
ΩT
EP [ τ − n | T n+1 = t′, τ ≥ n+ 1 ] dP (T n+1 = t′ | T n = t)
= 1 + EP
[
γn+1pi (T
n+1) | T n = t ]
which yields (2.31) when inserted back into (5).
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A.2 Proof of Theorem 3
Let pi∗ = (ψ∗, δ∗) be as defined in Theorem 3, i.e., pi∗ solves (3.4) and it holds that
EP0 [ δ
∗
τ ] = α and EP1 [ 1− δ∗τ ] = β
What needs to be shown is that
min
(ψ,δ)∈Πα,β
EP [ τ(ψ) ] = EP [ τ(ψ
∗) ],
where Πα,β denotes the set of all testing policies with type I and type II error prob-
abilities smaller than α and β, respectively. A proof can be given by contradiction.
Assume that a policy pi♦ = (ψ♦, δ♦) exists such that
EP [ τ(ψ
♦) ] < EP [ τ(ψ
∗) ]
and
EP0 [ δ
♦
τ ] ≤ α, EP1 [ 1− δ♦τ ] ≤ β.
This, however, implies that
EP [ τ(ψ
∗) ] + λ0EP0 [ δ
∗
τ ] + λ1EP1 [ 1− δ∗τ ] = EP [ τ(ψ∗) ] + λ0α + λ1β
> EP [ τ(ψ
♦) ] + λ0EP0 [ δ
♦
τ ] + λ1EP1 [ 1− δ♦τ ],
which contradicts the assumption that pi∗ solves (3.4).
A.3 Proof of Theorem 5
Theorem 5 is essentially a corollary of the optimal stopping results in Theorem 1 and
Theorem 2, with cost functions Jn chosen according to (3.9).
First, the finite-horizon case is considered. Let N be the finite horizon of the truncated
version of problem (3.4), i.e.,
min
ψ∈∆N
EP [n+ gλ(z) ],
where the optimization of performed over (ψn)0≤n≤N−1 and ψN = 1. Via induction, it
can be shown that J∗n,N(x1, . . . , xn) in Theorem 1 is of the form
J∗n,N(x1, . . . , xn) = n+ ρ
n,N
λ (z
n, θn).
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The inductive step is given by
J∗n−1,N(x1, . . . , xn−1) = min{Jn−1(x1, . . . , xn−1) , Vn−1,N(x1, . . . , xn)}
= min
{
(n− 1) + gλ(zn−1) , EP
[
n+ ρn,Nλ (z
n, θn)
∣∣ x1, . . . , xn−1 ]}
= min
{
(n− 1) + gλ(zn−1) , n+ EP
[
ρn,Nλ (z
n, θn)
∣∣ zn−1, θn−1 ]}
= (n− 1) + min
{
gλ(z
n−1) , 1 + EP
[
ρn,Nλ (z
n, θn)
∣∣ zn−1, θn−1 ]}
= (n− 1) + ρn−1,Nλ (zn−1, θn−1),
where
ρn−1,Nλ (z
n−1, θn−1) := min
{
gλ(z
n−1) , 1 + EP
[
ρn,Nλ (z
n, θn)
∣∣ zn−1, θn−1 ]}
and
EP
[
ρn,Nλ (z
n, θn)
∣∣ zn−1, θn−1 ]
=
∫
ρn,Nλ
(
zn−10
p0θn−1(x)
pθn−1(x)
, zn−11
p1θn−1(x)
pθn−1(x)
, ξθn−1(x)
)
dPθn−1(x).
The induction basis is given by
J∗N,N(x1, . . . , xn) = JN(x1, . . . , xn) = N + gλ(z
N , θN)
so that ρN,Nλ = gλ. Hence, the minimum cost of the N -truncated test is
J∗0,N = ρ
0,N
λ (z
0, θ0) = ρ
0,N
λ (1, 1, θ0)
for all N ≥ 1.
To determine the limit ρn,∞λ = limN→∞ ρ
n,N
λ , note that ρ
n,N
λ is obtained from ρ
n+1,N
λ by
applying the transformation
T {ρ(z, θ)} = min
{
gλ(z) , 1 +
∫
ρ
(
z0
p0θ(x)
pθ(x)
, z1
p1θ(x)
pθ(x)
, ξθ(x)
)
dPθ(x)
}
, (6)
which is monotonic in ρ. Since ρN,Nλ = gλ, independent of N , ρ
n,N
λ can be expressed as
ρn,Nλ = T N−n{gλ},
where T n denotes an n times repeated application of T . The transition to the infinite-
horizon case yields
lim
N→∞
ρn,Nλ = lim
N→∞
T N−n{gλ} = lim
N→∞
T N{gλ} =: ρλ (7)
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for all n ∈ N. The next step is to show that limN→∞ T N{gλ} exists and is unique. Since
every bounded monotonic sequence converges, [Rud76, Theorem 3.14], and the limit
of converging sequences in metric spaces is unique, [Muk05, Theorem 3.1.4.] (compare
also [Nov09]), it suffices to show that T n{gλ} ≥ 0 for all n ≥ 1 and that the sequence
T n{gλ} is monotonically nonincreasing. The fact that T n{gλ} ≥ 0 follows directly
from gλ ≥ 0 and the definition of T . The monotonic property can again be established
by induction. Assume that T n{gλ} ≤ T n−1{gλ}. By monotonicity of T it then holds
that
T n{gλ} = T
{T n−1{gλ}} ≤ T {T n{gλ}} = T n+1{gλ}.
The induction basis T {gλ} ≤ gλ holds trivially since T {ρ} ≤ gλ by definition. The
fixed-point solution of
ρλ = T {ρλ}
yields (3.13). This concludes the proof.
A.4 Proof of Corollary 3
The time-invariance property (2.38) of the optimal stopping and decision rules follows
directly from the fact that the limit in (7) is independent of the time instant n. It
remains to show that the test statistic T n = (zn, θn) satisfies (2.24) and (2.39). By
definition of θ, it holds that for all E ∈ FT and n ∈ N0
PX
(
T n+1 ∈ E |(T 0, . . . , T n) = ((z0, θ0), . . . , (zn, θn)) , τ ≥ n
)
= PX
((
zn0
p0θn(xn+1)
pθn(xn+1)
, zn1
p0θn(xn+1)
pθn(xn+1)
, ξθn(xn+1)
)
∈ E
)
= PX(T
n+1 ∈ E | T n = (zn, θn))
so that property (2.24) is satisfied. Finally, since for all m,n ∈ N
PXn|θ = PXm|θ,
it is the case that
PX(T
n+1 ∈ E | T n = (z, θ)) = PX
((
z0
p0θn(xn+1)
pθn(xn+1)
, z1
p0θn(xn+1)
pθn(xn+1)
, ξθ(xn+1)
)
∈ E
)
= PXn+1|θ
((
z0
p0θn(xn+1)
pθn(xn+1)
, z1
p0θn(xn+1)
pθn(xn+1)
, ξθ(xn+1)
)
∈ E
)
= PXm+1|θ
((
z0
p0θn(xm+1)
pθn(xm+1)
, z1
p0θn(xm+1)
pθn(xm+1)
, ξθ(xm+1)
)
∈ E
)
= PX(T
m+1 ∈ E | Tm = (z, θ)).
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A.5 Proof of Lemma 1
Uniform convergence of monotonic sequences often follows immediately from Dini’s
theorem [Rud76, Theorem 7.13]. In this case, however, neither is the state space Ωρ
compact, nor is ρλ necessarily continuous in θ. Nevertheless, uniform convergence can
still be shown via a detour over almost uniform convergence.
Define the measure
H∗(E) = sup
(z,θ)∈Ωρ
Hz,θ(E), E ∈ Fρ.
By Theorem 5, the sequence (ρnλ)n∈N0 converges pointwise on Ωρ and hence H
∗ almost
everywhere. Egorov’s theorem [WWZ77, Theorem 4.17] states that this implies almost
uniform convergence with respect to H∗, i.e., for every ε > 0, there exists a set Eε ∈ Fρ
such that H∗(Eε) < ε and (ρnλ)n≥0 converges uniformly on Ωρ \ Eε. In the following it
is shown that for ρλ almost uniform convergence implies uniform convergence.
Since (ρnλ)n≥0 is monotonically nonincreasing, ρ
n
λ can be written as ρ
n
λ = ρλ +∆ρ
n
λ for
every n ∈ N0, where (∆ρnλ)n≥0 is a nonincreasing sequence of nonnegative functions.
In order to guarantee uniform convergence it suffices to show that
lim
n→∞
sup
Ωρ
∆ρnλ = 0.
By definition of ρnλ, it holds that
sup
Ωρ
∆ρnλ = sup
(z,θ)∈Ωρ
{
min
{
gλ(z) , 1 +
∫
ρn−1λ dHz,θ
}
− ρλ(z, θ)
}
≤ sup
(z,θ)∈Ωρ
{
min
{
gλ(z) , 1 +
∫
ρλ dHz,θ
}
− ρλ +
∫
∆ρn−1λ dHz,θ
}
= sup
(z,θ)∈Ωρ
{∫
∆ρn−1λ dHz,θ
}
.
With Eε defined as above, it further follows that
sup
Ωρ
∆ρnλ ≤ sup
(z,θ)∈Ωρ
{∫
∆ρn−1λ dHz,θ
}
≤
∫
Ωρ\Eε
sup
Ωρ\Eε
∆ρn−1λ dH
∗ +
∫
Eε
sup
Eε
∆ρn−1λ dH
∗
< sup
Ωρ\Eε
∆ρn−1λ + ε sup
Ωρ
∆ρn−1λ .
Since
lim
n→∞
sup
Ωρ\Eε
∆ρnλ = 0,
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the sequence (supΩρ ∆ρ
n
λ)n∈N0 converges to zero for every ε < 1, given that supΩρ ∆ρ
n
λ
is bounded for some n. The latter is guaranteed by the pointwise convergence of ρnλ on
Ωρ.
A.6 Proof of Theorem 6
The proof of Theorem 6 is given by showing that for pi ∈ Π∗λ the function γpi+λ0z0αpi+
λ1z1βpi solves the integral equation that defines ρλ. Since ρλ is unique, this implies that
both functions are identical.
First, note that for pi = (ψ, δ) ∈ Π∗λ it holds that
ρλ(z, θ) = min
{
gλ(z) , 1 +
∫
ρλ
(
z0
p0θ(x)
pθ(x)
, z1
p1θ(x)
pθ(x)
, ξθ(x)
)
dPθ(x)
}
= ψ(z, θ)gλ(z) + (1− ψ(z, θ))
(
1 +
∫
ρλ
(
z0
p0θ(x)
pθ(x)
, z1
p1θ(x)
pθ(x)
, ξθ(x)
)
dPθ(x)
)
= λ0z0ψ(z, θ)δ(z) + λ1z1ψ(z, θ)(1− δ(z))
+ (1− ψ(z, θ))
(
1 +
∫
ρλ
(
z0
p0θ(x)
pθ(x)
, z1
p1θ(x)
pθ(x)
, ξθ(x)
)
dPθ(x)
)
.
Using Hz,θ as defined in (3.19) and omitting explicit function arguments, this equation
can be written more compactly as
ρλ(z, θ) = λ0z0ψδ + λ1z1ψ(1− δ) + (1− ψ)
(
1 +
∫
ρλ dHz,θ
)
. (8)
In order to show that
ρλ(z, θ) = γpi + λ0z0αpi(z, θ) + λ1z1βpi(z, θ), (9)
it suffices to show that γpi + λ0z0αpi + λ1z1βpi solves (8). Inserting (9) into (8) yields
γpi + λ0z0αpi + λ1z1βpi = λ0z0ψδ + λ1z1ψ(1− δ)
+ (1− ψ)
(
1 +
∫
γλ dHz,θ + λ0z0
∫
αλ dH
0
z,θ + λ1z1
∫
βλ dH
1
z,θ
)
, (10)
where the changes in measure on the right hand side follow from the fact that for every
function of the form f˜(z, θ) = zif(z, θ), i ∈ {0, 1}, it holds that∫
f˜ dHz,θ =
∫
zi
piθ(x)
pθ(x)
f
(
z0
p0θ(x)
pθ(x)
, z1
p1θ(x)
pθ(x)
, ξθ(x)
)
dPθ(x)
=
∫
zi f
(
z0
p0θ(x)
pθ(x)
, z1
p1θ(x)
pθ(x)
, ξθ(x)
)
dP iθ(x)
= zi
∫
f dH iz,θ.
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Given the test statistic T n = (zn, θn), it further holds that
EP0
[
αpi(T
1) | T 0 = (z, θ)] = ∫ αpi(z0p0θ(x)
pθ(x)
, z1
p1θ(x)
pθ(x)
, ξθ(x)
)
dP 0θ (x)
EP1
[
βpi(T
1) | T 0 = (z, θ)] = ∫ βpi(z0p0θ(x)
pθ(x)
, z1
p1θ(x)
pθ(x)
, ξθ(x)
)
dP 1θ (x)
EP
[
γpi(T
1) | T 0 = (z, θ)] = ∫ γpi(z0p0θ(x)
pθ(x)
, z1
p1θ(x)
pθ(x)
, ξθ(x)
)
dPθ(x)
so that the integral equations (2.41)–(2.43) can be written as
αpi = ψδ + (1− ψ)
∫
αpi dH
0
z,θ, (11)
βpi = ψ(1− δ) + (1− ψ)
∫
βpi dH
1
z,θ, (12)
γpi = (1− ψ)
(
1 +
∫
γpi dHz,θ
)
. (13)
Multiplying (11) by λ0z0, (12) by λ1z1 and adding (11)–(13) yields (10), which con-
cludes the proof.
A.7 Proof of Theorem 7
Both the non-decreasing property and concavity of ρλ can be shown by induction. Here
only the concavity of ρλ is proven in detail. The non-decreasing property can be shown
analogously. Assume that
ρnλ(κz
′ + (1− κ)z, θ) ≥ κρnλ(z′, θ) + (1− κ)ρnλ(z, θ)
holds for some element ρnλ of the sequence (ρ
n
λ)n∈N0 defined in Lemma 1. Since the
minimum function and, therefore, gλ(z) are concave as well, this implies
ρn+1λ (κz
′ + (1− κ)z, θ) = min
{
gλ(κz
′ + (1− κ)z) , 1 +
∫
ρnλ dHκz′+(1−κ)z,θ
}
≥ min
{
κgλ(z
′) + (1− κ)gλ(z) ,
1 + κ
∫
ρnλ dHz′,θ + (1− κ)
∫
ρnλ dHz,θ
}
≥ κmin
{
gλ(z
′), 1 +
∫
ρnλ dHz′,θ
}
+ (1− κ)min
{
gλ(z), 1 +
∫
ρnλ dHz,θ
}
= κρn+1λ (z
′, θ) + (1− κ)ρn+1λ (z, θ).
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The induction basis is gλ(z). Uniform convergence of (ρ
n
λ)n≥1 suffices to guarantee that
ρλ is concave as well.
A.8 Proof of Theorem 8
Since ρλ is concave, its generalized partial derivatives exist. Moreover, for pi ∈ Π∗λ, ρλ
can be written as
ρλ = min{gλ , dλ} = ψ(λ0z0 δ + λ1z1 (1− δ)) + (1− ψ)dλ (14)
where dλ is defined in (3.17). Exploiting the coupling between ρλ and dλ is key to
the proof of Theorem 8. The argument used here is based on a generalized version of
Leibniz’s integral rule, which is given in the next lemma.
Lemma 3 (Generalized Leibniz integral rule) Let (Ω,F) be a measurable space
and f : RK × Ω → R be a convex/concave function. If f(y, ω) is µ-integrable for all
y ∈ RK, it holds that
∂yk
∫
Ω
f(y, ω) dµ(ω)
 = ∫
Ω
∂ykf(y, ω) dµ(ω),
where the integral on the right hand side is a short-hand notation for the set of integrals
over all feasible partial derivatives of f , i,e.,
∫
Ω
∂ykf(y, ω) dµ(ω) :=

∫
Ω
fyk(y, ω) dµ(ω) : fyk ∈ ∂ykf
.
The generalized Leibniz integral rule is stated and proven in [Roc74, Theorem 23].
Extensions and variations are given in [Pap97] and [Chi09], to name just two.
Since ρλ ≤ gλ, it follows that∫
ρλ dHz,θ ≤
∫
gλ dHz,θ ≤ max{λ0z0, λ1z1} <∞
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so that ρλ is Hz,θ -integrable for all (z, θ) ∈ Ωρ. Hence, Leibniz’s integral rule applies
to dλ(z, θ) so that
∂zidλ(z, θ) = ∂zi
(∫
ρλ dHz,θ
)
=
∫
∂zi
(
ρλ
(
z0
p0θ(x)
pθ(x)
, z1
piθ(x)
pθ(x)
, ξθ(x)
))
dPθ(x)
=
∫
p0θ(x)
pθ(x)
∂ziρλ
(
z0
p0θ(x)
pθ(x)
, z1
piθ(x)
pθ(x)
, ξθ(x)
)
dPθ(x)
=
∫
∂ziρλ
(
z0
p0θ(x)
pθ(x)
, z1
piθ(x)
pθ(x)
, ξθ(x)
)
dP iθ(x)
=
∫
∂ziρλ dH
i
z,θ
Consequently, ∂z0ρλ and ∂z1ρλ satisfy the set-valued integral equations [BKTG15]
∂z0ρλ(z, θ) = λ0 ψδ + (1− ψ)
∫
∂z0ρλ dH
0
z,θ, (15)
∂z1ρλ(z, θ) = λ1 ψ(1− δ) + (1− ψ)
∫
∂z1ρλ dH
1
z,θ. (16)
Read from “right to left”, (15) and (16) state that inserting a generalized derivative of
ρλ into the integral on the right hand side yields another valid generalized derivative
on the left hand side. Read from “left to right”, (15) and (16) state that given any
ri ∈ ∂ziρλ on the left hand side, a function r′i ∈ ∂ziρλ exists such that the right hand
side evaluates to ri.
The above characterization of the generalized differentials, which follows solely from
the concavity and integrability of ρλ, already implies both statements in Theorem 8.
By inspection of (2.41) and (2.42) it can be seen that λ0αpi and λ1βpi are solutions of
(15) and (16) for all pi ∈ Π∗λ. This yields the first statement in Theorem 8.
The second part of Theorem 8 is proven by showing that the sets in the statement are
subsets of each other, which implies identity. The details are only given for the partial
differential with respect to z0 since the proof for the partial differential with respect
to z1 follows analogously. From the above results it is clear that αpi ∈ ∂z0ρλ/λ0 for all
pi ∈ Π∗λ. By definition, this implies that αpi(z, θ) ∈ ∂z0ρλ(z, θ) for all (z, θ) ∈ Ωρ and all
pi ∈ Π∗λ, i.e.,
{αpi(z, θ) : pi ∈ Π∗λ } ⊂ ∂z0
ρλ
λ0
(z, θ).
The converse is shown in two steps. The first step is to show that given two policies
pi, pi′ ∈ Π∗λ with
αpi(z
∗, θ∗) = α and αpi′(z∗, θ∗) = α′
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for some (z∗, θ∗) ∈ Ωρ, it holds that for every α˜ ∈ co{α, α′} there exits a policy p˜i ∈ Π∗λ
such that
αp˜i(z
∗, θ∗) = α˜.
This can be shown in a straightforward manner by considering a randomized policy p˜i
that at each time instant is chosen to be pi with probability κ and pi′ with probability
(1 − κ), where κ ∈ [0, 1]. The type I error probability of such a mixed policy is given
by the integral equation
αp˜i(z, θ) = κψδ + (1− κ)ψ′δ′ +
∫
αp˜i dHz,θ
which has the unique solution αp˜i = καpi + (1− κ)αpi′ so that
αp˜i(z
∗, θ∗) = καpi(z∗, θ∗) + (1− κ)αpi′(z∗, θ∗) = κα + (1− κ)α′,
Knowing that {αpi(z∗, θ∗) : pi ∈ Π∗λ } and ∂z0 ρλλ0 (z∗, θ∗) are both intervals on the real
line, their identity can be established by comparing their endpoints. Consider the
upper endpoint of ∂ρλ(z
∗, θ∗), i.e.,
max
r0∈∂z0ρλ
r0(z
∗, θ∗). (17)
Assume that some r0 exists that solves the above maximization, but is not contained
in {αpi(z, θ) : pi ∈ Π∗λ }. This implies that for all pi ∈ Π∗λ
r0(z
∗, θ∗) 6= λ0 ψδ + (1− ψ)
∫
r0 dH
0
z∗,θ∗ .
However, due to (15), a function r′0 ∈ ∂z0ρλ and a policy pi ∈ Π∗λ are guaranteed to
exist such that
r0(z
∗, θ∗) = λ0 ψδ + (1− ψ)
∫
r′0 dH
0
z∗,θ∗ .
By definition of r0 and r
′
0 it holds that
rˆ0 := max{r0 , r′0} ∈ ∂z0ρλ, (18)
with rˆ0(z
∗, θ∗) = r0(z∗, θ∗). This, in turn, implies that
rˆ0(z
∗, θ∗) = r0(z∗, θ∗) = λ0 ψδ + (1− ψ)
∫
r′0 dH
0
z∗,θ∗ ≤ λ0 ψδ + (1− ψ)
∫
rˆ0 dH
0
z∗,θ∗ .
Since r0(z
∗, θ∗) solves (17), the last inequality has to hold with equality so that
rˆ0(z
∗, θ∗) = λ0 ψδ + (1− ψ)
∫
rˆ0 dH
0
z∗,θ∗
solves (17) and
rˆ0
λ0
(z∗, θ∗) ∈ {αpi(z∗, θ∗) : pi ∈ Π∗λ }.
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This implies that for every (z, θ) ∈ Ωρ there exists pi ∈ Π∗λ for which λ0αpi(z, θ) con-
stitutes the upper endpoint of the generalized differential ∂z0ρλ(z, θ). The analogous
result for the lower endpoint can be shown by taking the minimum instead of the
maximum in (18). In summary, this yields
{αpi(z, θ) : pi ∈ Π∗λ } ⊃ ∂z0
ρλ
λ0
(z, θ),
for every (z, θ) ∈ Ωρ, which concludes the proof of the second statement in Theorem 8.
A.9 Proof of Theorem 9
The idea underlying the proof of Theorem 9 is to show that a function ρ˜λ : Ωρ → R+
exists such that for all (z, θ) ∈ Ωρ it holds that
ρλ(z, θ) = ρ˜λ(λz, θ), (19)
where λz is a shorthand notation for the element-wise product, i.e., λz = (λ0z0, λ1z1).
If (19) holds, it follows that
∂ziρλ(z, θ) = ∂zi
(
ρ˜λ(λz, θ)
)
= λi ∂iρ˜λ(λz, θ),
∂λiρλ(z, θ) = ∂λi
(
ρ˜λ(λz, θ)
)
= zi ∂iρ˜λ(λz, θ),
where ∂iρ˜ denotes the generalized differential of ρ˜ with respect to its ith argument.
This immediately yields the statement in Theorem 9:
∂zi
ρλ
λi
(z, θ) = ∂iρ˜λ(λz, θ) = ∂λi
ρλ
zi
(z, θ).
The existence of ρ˜λ(λz, θ) can be shown via induction. Let the sequence ρ
n
λ be as
defined in Lemma 1 and assume that (19) holds for some n ≥ 0, i.e., a function ρ˜λ
exists such that ρnλ(z, θ) = ρ˜
n
λ(λz, θ). It then follows that
ρn+1λ (z, θ) = min
{
gλ(z) , 1 +
∫
ρnλ
(
zn0
p0θn(x)
pθn(x)
, zn1
p1θn(x)
pθn(x)
, ξθn(x)
)
dPθn(x)
}
= min
{
g(λz) , 1 +
∫
ρ˜nλ
(
λ0z
n
0
p0θn(x)
pθn(x)
, λ1z
n
1
p1θn(x)
pθn(x)
, ξθn(x)
)
dPθn(x)
}
=: ρ˜n+1λ (λz, θ),
where
g(λz) = min{λ0z0, λ1z1} = gλ(z).
The induction basis is given by ρ0λ(z) = gλ(z) = g(λz) = ρ˜
0
λ(λz, θ).
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A.10 Proof of Corollary 5
Since Lα,β(λ) is concave in λ, a sufficient condition for λ
∗ to be a solution of (3.27) is
0 ∈ ∂λiLα.β(λ∗), i = 0, 1.
By Theorem 8 and Theorem 9 it holds that
∂λ0Lα,β(λ) = ∂λ0ρλ(1, 1, θ0)− α
∂λ1Lα,β(λ) = ∂λ1ρλ(1, 1, θ0)− β
so that for λ = λ∗
α ∈ ∂λ0ρλ∗(1, 1, θ0),
β ∈ ∂λ1ρλ∗(1, 1, θ0),
which implies Corollary 5.
A.11 Proof of Theorem 10
Qualitatively speaking, the validity of the relaxation in Theorem 10 follows from the
fact that every ρλ(z, θ) is a nondecreasing function of ρ(E) for all E ∈ Ωρ. Therefore,
maximizing ρλ at one point implies maximizing ρλ over the entire state space.
To formalize this, let ρ∗λ be the solution of (3.27) and ρ˜λ be the solution of the cor-
responding relaxed problem in Theorem 10. Since ρ∗λ is unique, ρ˜λ = ρ
∗
λ whenever ρ˜λ
fulfills the relaxed constraint with equality. Hence, only the case when equality does
not hold needs closer inspection. In this case, a function ρ˜λ +∆ρλ with
∆ρλ = min
{
gλ , 1 +
∫
ρ˜λ dHz,θ
}
− ρ˜λ ≥ 0
can be constructed, without changing λ, that still fulfills the inequality constraint, but
dominates ρ˜λ. This procedure can be repeated to create a nondecreasing sequence of
functions that converges to a solution of the non-relaxed problem (3.27). Since ρ˜λ is
assumed to be optimal, this implies that ρ˜λ ≤ ρ∗λ, but that ρ˜λ(1, 1, θ0) = ρ∗λ(1, 1, θ0). For
this to hold, ρ˜λ and ρ
∗
λ must differ only on a set of states that are reached from (1, 1, θ0)
with probability zero under P . This implies the equivalence stated in Theorem 10.
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A.12 Enforcing Equality in the Constraint of the
Relaxed Linear Program
If numerical problems arise in the solution of (3.28) such that the inequality constraint
is not fulfilled with equality, a regularization term can be added to the objective func-
tion, namely,
max
λ∈R2+, ρλ∈LH+
ρλ(1, 1, θ0)− λ0α− λ1β + c
∫
ρ dµ˜ (20)
s.t. ρλ(z, θ) ≤ λ0z0,
ρλ(z, θ) ≤ λ1z1,
ρλ(z, θ) ≤ 1 +
∫
ρλ dHz,θ.
where µ˜ is some strictly increasing measure on (Ωρ,Fρ) and c is a small positive con-
stant. In (20), ρ is explicitly maximized over the entire state space, whereas in (3.28)
this maximization resulted indirectly from maximizing ρ(1, 1, θ0). Note that this reg-
ularization of the original problem is by no means the only way to combat numerical
artifacts and is not essential to this work. Nevertheless, it is straightforward and yields
good results in practice.
Since ρ is increasing in λ, c has to be chosen small enough such that the problem is
still bounded. To guarantee this, the additional integral term can be upper bounded
by∫
ρλ(z, θ) dµ˜(z, θ) <
∫
gλ(z) dµ˜(z, θ) < λ0
∫
z0 dµ˜(z, θ) + λ0
∫
z1 dµ˜(z, θ) = λ0 + λ1,
where, without loss of generality, it is assumed that µ˜ is chosen such that∫
zi dµ˜(z, θ) = 1, i = 0, 1.
The regularized objective function in (20) is then bounded by
ρ(1, 1, θ0)− λ0(α− c)− λ1(β − c).
Consequently, choosing c < min{α, β} guarantees boundedness. Furthermore, this
shows that the regularized problem corresponds to the original problem with smaller
target error probabilities, which means that the solution, even though not strictly
optimal anymore, still satisfies the original error requirements.
For the discretized problem, the additional integral term can be replaced by a weighted
sum of all elements of the vector ρ and the above considerations can be used to deter-
mine the constant c so that the solution of the regularized problem is sufficiently close
to the original one.
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A.13 Proof of Theorem 11
Theorem 11 can be shown via induction. The proof is only given for Q0 since the
results for Q1 and Q follow analogously.
Assume that Q0 is chosen according to Theorem 11 and that for some n ≤ N it is the
case that
αnpi,Q0 ≥ αnpi,P0 . (21)
This implies that for all t ∈ ΩT and all P0 ∈ P0
αn−1pi,Q0(t) = ψn−1(t)δn−1(t) + (1− ψn−1(t))EP0
[
αnpi,P0(T
n) | T n−1 = t ]
≥ ψn−1(t)δn−1(t) + (1− ψn−1(t))EP 0
Xn|t
[
αnpi,Q0(T
n) | T n−1 = t ]
≥ ψn−1(t)δn−1(t) + (1− ψn−1(t))EQ0
Xn|t
[
αnpi,Q0(T
n) | T n−1 = t ]
so that
αn−1pi,Q0 ≥ αnpi,P0 .
Repeatedly applying the same procedure yields
α0pi,Q0 ≥ α0pi,P0 ∀P0 ∈ P0
and hence
EQ0 [ δτ ] = α
0
pi,Q0
(t0) ≥ α0pi,P0(t0) = EP0 [ δτ ] ∀P0 ∈ P0.
The induction basis (21) is given by
α0pi,P0 = α
0
pi,Q0
= δN .
A.14 Proof of Theorem 12
The proof of Theorem 12 is given by showing that the least favorable distributions for
time-invariant sequential tests are determined by integral equations that are solved by
Q0, Q1 and Q in Theorem 12. Again, a detailed proof is only given for Q0.
The integral equations that characterize the least favorable distributions for time-
invariant tests are obtained by letting the horizon of the corresponding truncated test
go to infinity. For the least favorable distribution with respect to the type I error
probability this means
αpi,Q0 = lim
N→∞
αn,Npi,Q0 , (22)
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where αn,Npi,Q0 is obtained form α
n+1,N
pi,Q0
via
αn,Npi,Q0(t) = ψ(t)δ(t) + (1− ψ(t)) max
P 0t ∈P0t
EP 0t
[
αn+1,Npi,Q0 (T
n+1) | T n = t
]
.
Given it exists, the limit in (22) is defined by the integral equation
αpi(t) = ψ(t)δ(t) + (1− ψ(t)) max
P 0t ∈P0t
EP 0t
[
αpi(T
n+1) | T n = t ], (23)
where the subscript Q0 has been omitted since the distribution is specified implicitly via
the maximization on the right hand side. If Q0 admits the properties in Theorem 12,
it holds by definition that
αpi,Q0(t) = ψ(t)δ(t) + (1− ψ(t))EQ0t
[
αpi(T
n+1) | T n = t ]
= ψ(t)δ(t) + (1− ψ(t)) max
P 0t ∈P0t
EP 0t
[
αpi,Q0(T
n+1) | T n = t ]
so that αpi,Q0 solves (23) and Q0 is least favorable. Statement 2 and Statement 3 in
Theorem 12 can be proven by the same arguments.
A.15 Proof of Theorem 13
A proof of Theorem 13 can be given in close analogy to the proof of Theorem 3. Let
pi∗ = (ψ∗, δ∗) be as defined in Theorem 13, i.e., pi∗ solves (5.7) and it holds that
max
P0∈P0
EP0 [ δ
∗
τ ] = EQ0 [ δ
∗
τ ] = α
max
P1∈P1
EP1 [ 1− δ∗τ ] = EQ1 [ 1− δ∗τ ] = β
What needs to be shown is that
min
(ψ,δ)∈Πα,β
max
P∈P
EP [ τ(ψ) ] = EQ[ τ(ψ
∗) ],
The proof can again be given by contradiction. Assume that a policy pi♦ = (ψ♦, δ♦)
exists such that
max
P∈P
E[ τ(ψ♦) ] < EQ[ τ(ψ
∗) ]
and
max
P0∈P0
EP0 [ δ
♦
τ ] ≤ α, max
P1∈P1
EP1 [ 1− δ♦τ ] ≤ β.
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This implies that
max
(P0,P1,P )∈U
EP [ τ(ψ
∗) ] + λ0EP0 [ δ
∗
τ ] + λ1EP1 [ 1− δ∗τ ]
= max
P∈P
EP [ τ(ψ
∗) ] + λ0 max
P0∈P0
EP0 [ δ
∗
τ ] + λ1 max
P1∈P1
EP1 [ 1− δ∗τ ]
= EQ[ τ(ψ
∗) ] + λ0EQ0 [ δ
∗
τ ] + λ1EQ1 [ 1− δ∗τ ]
= EQ[ τ(ψ
∗) ] + λ0α + λ1β
> max
P∈P
EP [ τ(ψ
♦) ] + λ0 max
P0∈P0
EP0 [ δ
♦
τ ] + λ1 max
P1∈P1
EP1 [ 1− δ♦τ ]
which contradicts the assumption that pi∗ solves (5.7).
A.16 Proof of Theorem 14
The proof of Theorem 14 is given by showing that if a policy pi and a triplet of dis-
tributions (Q0, Q1, Q) satisfy the given conditions, it is a saddle point of the objective
function in (5.7) and hence a solution of the minimax problem.
To show that (pi∗, Q0, Q1, Q) is a saddle point is to show that, on the one hand,
pi∗ ∈ argmin
(ψ,δ)∈Π
EQ[ τ(ψ) ] + λ0EQ0 [ δτ ] + λ1EQ1 [ 1− δτ ] (24)
and, on the other hand,
(Q0, Q1, Q) ∈ argmax
(P0,P1,P )∈U
EP [ τ(ψ
∗) ] + λ0EP0 [ δ
∗
τ ] + λ1EP1 [ 1− δ∗τ ]. (25)
Since there is no coupling between the individual terms in (25), the maximum operator
distributes and (25) is equivalent to
Q0 ∈ argmax
P0∈P0
EP0 [ δ
∗
τ ], (26)
Q1 ∈ argmax
P1∈P1
EP1 [ 1− δ∗τ ], (27)
Q ∈ argmax
P∈P
EP [ τ(ψ
∗, δ∗) ]. (28)
The evidence of (24) follows directly from Theorem 5 in Section 3.2 and the construction
of pi∗ as an optimal testing policy for (Q0, Q1, Q).
A proof of (26)–(28) can be given by combining the results from Section 3.3 with the
characterization of least favorable distributions in Section 5.2. First, if pi∗ is chosen
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according to Theorem 14, it is the case that the sequential test is time-invariant and
uses the test statistic
T n(x1, . . . , xn) = (z
n
0 , z
n
1 , θn), (29)
where
zn0 =
dQ0
dQ
(x1, . . . , xn) and z
n
1 =
dQ1
dQ
(x1, . . . , xn).
Let the focus for now be on Q0. By Theorem 12, Q0 is least favorable with respect to
the type I error probability if for all t ∈ ΩT it holds that
Q0 ∈ argmax
P0∈P0
EP0
[
αpi,Q0(T
n) | T n−1 = t], (30)
where αpi,Q0 is independent of n since the underlying sequential test is time-invariant.
By inserting the test statistic (29) into (30) and writing the expected value integral
explicitly, (30) becomes
Qz,θ ∈ argmax
P 0z,θ∈P0θ
∫
αpi∗,Q0
(
z0
q0θ(x)
qθ(x)
, z1
q1θ(x)
qθ(x)
, ξz,θ(x)
)
dP 0z,θ(x).
This is to say, the distribution Q0 is least favorable, if for all (z, θ) ∈ Ωρ the conditional
distributions Qz,θ solve
max
p0z,θ
λ0z0 Iα(p
0
z,θ) s.t. p
0
z,θ ∈ P0θ (31)
where
Iα(p
0
z,θ) :=
∫
αpi∗,Q0
(
z0
q0θ(x)
qθ(x)
, z1
q1θ(x)
qθ(x)
, ξz,θ(x)
)
p0z,θ(x) dµ(x).
The reason for introducing the scaling factor λ0z0 will become clear soon. In any case,
since λ and z are not subject to the optimization, this scaling does not affect the least
favorable densities.
The next step is to show that if a conditional distribution Q0z,θ solves (5.8) in Theo-
rem 14, it also solves (31) and is, hence, least favorable with respect to the type I error
probability. Problem (5.8) is given by
max
p0z,θ,p
1
z,θ,pz,θ
Iρ(p
0
z,θ, p
1
z,θ, pz,θ) s.t. p
0
z,θ ∈ P0θ , p1z,θ ∈ P1θ , pz,θ ∈ Pθ (32)
where
Iρ(p
0
z,θ, p
1
z,θ, pz,θ) :=
∫
ρpi∗
(
z0
p0z,θ(x)
pz,θ(x)
, z1
p1z,θ(x)
pz,θ(x)
, ξz,θ(x)
)
pz,θ(x) dµ(x). (33)
Since for now only p0z,θ is of interest, the maximization can be simplified by inserting
the known solutions for p1z,θ and pz,θ so that Problem (32) becomes
max
p0z,θ
Iρ(p
0
z,θ, q
1
z,θ, qz,θ) s.t. p
0
z,θ ∈ P0θ (34)
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The next step is to show that (34) and (31) are both convex problems in p0z,θ. A proof
is straightforward: The sets P0θ are convex by definition. The functional Iα(p0z,θ) is
linear in p0z,θ and hence concave. The functional Iρ(p
0
z,θ, p
1
z,θ, pz,θ), on the other hand,
is the integral over the perspective of ρpi∗(z, θ) with respect to z. The perspective of a
convex/concave function f : RK → R is defined as
f(y, c) = f
(y1
c
, . . . ,
yK
c
)
c,
where y ∈ RK and c ∈ R+, and is well known to be jointly convex/concave in (y, c)—
see, for example, [DM08]. Since ρpi∗(z, θ) is concave in z and integration preserves
convexity/concavity, [Rø04], Iρ(p
0
z,θ, p
1
z,θ, pz,θ) is concave in (p
0
z,θ, p
1
z,θ, pz,θ).
By definition, q0z,θ is a solution of (34). Moreover, (34) and (31) differ only in terms of
the objective function. Hence, it follows from Theorem 6 that q0z,θ is a joint solution of
both problems if it is the case that
λ0z0 ∂p0z,θIα(q
0
z,θ) = ∂p0z,θIρ(q
0
z,θ).
This identity can be shown by straightforward calculation of both expressions. The
partial Fre´chet differential of Iα(q
0
z,θ) is given by
∂p0z,θIα(q
0
z,θ) = ∂p0z,θ
(∫
αpi∗,Q0
(
z0
q0θ(x)
qθ(x)
, z1
q1θ(x)
qθ(x)
, ξz,θ(x)
)
p0z,θ(x) dµ(x)
)∣∣∣∣
p0z,θ=q
0
z,θ
= αpi∗,Q0
(
z0
q0z,θ(x)
qz,θ(x)
, z1
q1z,θ(x)
qz,θ(x)
, ξz,θ(x)
)
so that
λ0z0 ∂p0z,θIα(q
0
z,θ) = λ0z0 αpi∗,Q0
(
z0
q0z,θ(x)
qz,θ(x)
, z1
q1z,θ(x)
qz,θ(x)
, ξz,θ(x)
)
The Fre´chet differential of Iρ(q
0
z,θ, q
1
z,θ, qz,θ) calculates to
∂p0z,θIρ(q
0
z,θ, q
1
z,θ, qz,θ) = ∂p0z,θ
(∫
ρpi∗
(
z0
p0z,θ(x)
qz,θ(x)
, z1
q1z,θ(x)
qz,θ(x)
, ξθ(x)
)
qz,θ(x) dµ(x)
)∣∣∣∣
p0z,θ=q
0
z,θ
= z0
1
qz,θ(x)
∂z0ρpi∗
(
z0
p0z,θ(x)
qz,θ(x)
, z1
q1z,θ(x)
qz,θ(x)
, ξθ(x)
)
qz,θ(x)
∣∣∣∣
p0z,θ=q
0
z,θ
= z0 ∂z0ρpi∗
(
z0
q0z,θ(x)
qz,θ(x)
, z1
q1z,θ(x)
qz,θ(x)
, ξz,θ(x)
)
.
By definition of ρpi∗ and Theorem 8 it further holds that
∂z0ρpi∗
(
z0
q0z,θ(x)
qz,θ(x)
, z1
q1z,θ(x)
qz,θ(x)
, ξz,θ(x)
)
= λ0 αpi∗,Q0
(
z0
q0z,θ(x)
qz,θ(x)
, z1
q1z,θ(x)
qz,θ(x)
, ξz,θ(x)
)
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which yields
∂p0z,θIρ(q
0
z,θ, q
1
z,θ, qz,θ) = λ0z0 αpi∗,Q0
(
z0
q0z,θ(x)
qz,θ(x)
, z1
q1z,θ(x)
qz,θ(x)
, ξz,θ(x)
)
= λ0z0 ∂p0z,θIα(q
0
z,θ).
Consequently, q0z,θ satisfies the first order optimality conditions of (31) and is least
favorable with respect to the type I error probability.
The proof that q1z,θ is least favorable with respect to the type II error probability can
be given analogously. What needs to be shown is that for every (z, θ) ∈ Ωρ it is the
case that q1z,θ solves
max
p1z,θ
λ1z1 Iβ(p
1
z,θ) s.t. p
1
z,θ ∈ P1θ , (35)
where
Iβ(p
1
z,θ) :=
∫
βpi∗,Q1
(
z0
q0θ(x)
qθ(x)
, z1
q1θ(x)
qθ(x)
, ξz,θ(z)
)
p1z,θ(x) dµ(x)
and the objective function has again been scaled in order to simplify the comparison
of the differentials later on. It is known that q1z,θ solves
max
p1z,θ
Iρ(q
0
z,θ, p
1
z,θ, qz,θ) s.t. p
1
z,θ ∈ P1θ ,
with Iρ defined in (33). Evaluating the partial differentials with respect to p
1
z,θ at q
1
z,θ
yields
∂p1z,θIβ(q
1
z,θ) = ∂p1z,θ
(∫
βpi∗, Q
(
z1
q0θ(x)
qθ(x)
, z1
q1θ(x)
qθ(x)
, ξz,θ(x)
)
p1z,θ(x) dµ(x)
)∣∣∣∣
p1z,θ=q
1
z,θ
= βpi∗,Q
(
z0
q0z,θ(x)
qz,θ(x)
, z1
q1z,θ(x)
qz,θ(x)
, ξz,θ(x)
)
and
∂p1z,θIρ(q
0
z,θ, q
1
z,θ, qz,θ) = ∂p1z,θ
(∫
ρpi∗
(
z0
q0z,θ(x)
qz,θ(x)
, z1
p1z,θ(x)
qz,θ(x)
, ξz,θ(x)
)
qz,θ(x) dµ(x)
)∣∣∣∣
p1z,θ=q
1
z,θ
= z1
1
qz,θ(x)
∂z1ρpi∗
(
z0
q0z,θ(x)
qz,θ(x)
, z1
p1z,θ(x)
qz,θ(x)
, ξz,θ(x)
)
qz,θ(x)
∣∣∣∣
p1z,θ=q
1
z,θ
= z1 ∂z1ρpi∗
(
z0
q0z,θ(x)
qz,θ(x)
, z1
q1z,θ(x)
qz,θ(x)
, ξz,θ(x)
)
= λ1z1 βpi∗,Q1
(
z0
q0z,θ(x)
qz,θ(x)
, z1
q1z,θ(x)
qz,θ(x)
, ξz,θ(x)
)
.
This concludes the proof.
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Finally, the proof that qz,θ is least favorable with respect to the expected run-length
follows the exact same steps, the only difference being that evaluating the partial
differential of ρpi∗ with respect to pz,θ is slightly more cumbersome. What needs to be
shown is that for every (z, θ) ∈ Ωρ it is the case that qz,θ solves
max
pz,θ
Iγ(pz,θ) s.t. pz,θ ∈ Pθ (36)
where
Iγ(pz,θ) :=
∫
γpi∗,Q
(
z0
q0θ(x)
qθ(x)
, z1
q1θ(x)
qθ(x)
, ξz,θ(x)
)
pz,θ(x) dµ(x).
It is known that qz,θ solves
max
pz,θ
Iρ(q
0
z,θ, q
1
z,θ, pz,θ) s.t. pz,θ ∈ Pθ,
with Iρ defined in (33). Evaluating the partial differentials with respect to pz,θ at qz,θ
yields
∂pz,θIγ(qz,θ) = ∂pz,θ
(∫
γpi∗,Q
(
z1
q0θ(x)
qθ(x)
, z1
q1θ(x)
qθ(x)
, ξz,θ(x)
)
pz,θ(x) dµ(x)
)∣∣∣∣
pz,θ=qz,θ
= γpi∗,Q
(
z0
q0z,θ(x)
qz,θ(x)
, z1
q1z,θ(x)
qz,θ(x)
, ξz,θ(x)
)
and
∂pz,θIρ(q
0
z,θ, q
1
z,θ, qz,θ) = ∂pz,θ
(∫
ρpi∗
(
z0
q0z,θ(x)
pz,θ(x)
, z1
q1z,θ(x)
pz,θ(x)
, ξz,θ(x)
)
pz,θ(x) dµ(x)
)∣∣∣∣
pz,θ=qz,θ
= ρpi∗
(
z0
q0z,θ(x)
qz,θ(x)
, z1
q1z,θ(x)
qz,θ(x)
, ξz,θ(x)
)
− z0
q0z,θ(x)
qz,θ(x)
∂z0ρpi∗
(
z0
q0z,θ(x)
qz,θ(x)
, z1
q1z,θ(x)
qz,θ(x)
, ξz,θ(x)
)
− z1
q1z,θ(x)
qz,θ(x)
∂z1ρpi∗
(
z0
q0z,θ(x)
qz,θ(x)
, z1
q1z,θ(x)
qz,θ(x)
, ξz,θ(x)
)
= ρpi∗
(
z0
q0z,θ(x)
qz,θ(x)
, z1
q1z,θ(x)
qz,θ(x)
, ξz,θ(x)
)
(37)
− λ0z0
q0z,θ(x)
qz,θ(x)
αpi∗,Q0
(
z0
q0z,θ(x)
qz,θ(x)
, z1
q1z,θ(x)
qz,θ(x)
, ξz,θ(x)
)
− λ1z1
q1z,θ(x)
qz,θ(x)
βpi∗,Q1
(
z0
q0z,θ(x)
qz,θ(x)
, z1
q1z,θ(x)
qz,θ(x)
, ξz,θ(x)
)
.
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By Theorem 6 it holds that
ρpi∗
(
z0
q0z,θ(x)
qz,θ(x)
, z1
q1z,θ(x)
qz,θ(x)
, ξz,θ(x)
)
= γpi∗,Q
(
z0
q0z,θ(x)
qz,θ(x)
, z1
q1z,θ(x)
qz,θ(x)
, ξz,θ(x)
)
+ λ0z0
q0z,θ(x)
qz,θ(x)
αpi∗,Q0
(
z0
q0z,θ(x)
qz,θ(x)
, z1
q1z,θ(x)
qz,θ(x)
, ξz,θ(x)
)
+ λ1z1
q1z,θ(x)
pz,θ(x)
βpi∗,Q1
(
z0
q0z,θ(x)
qz,θ(x)
, z1
q1z,θ(x)
qz,θ(x)
, ξz,θ(x)
)
,
which inserted back into (37) yields the desired result
∂pz,θIρ(q
0
z,θ, q
1
z,θ, qz,θ) = γpi∗,Q
(
z0
q0z,θ(x)
qz,θ(x)
, z1
q1z,θ(x)
qz,θ(x)
, ξz,θ(x)
)
.
A.17 Proof that ρpi induces an f-similarity
By Theorem 7, the function ρpi is concave in z. Since fρ is the perspective of ρpi with
respect to z (cf. Appendix A.16), fρ is concave in (y0, y1, y2). Moreover, it holds that
for all (y0, y1, y2) ∈ R3+ and every scalar c > 0
fρ(cy0, cy1, cy2, ω) = ρpi
(
z0
cy0
cy2
, z1
cy1
cy2
, ξz,θ(ω)
)
cy2
= c ρpi
(
z0
y0
y2
, z1
y1
y2
, ξz,θ(ω)
)
y2
= c fρ(y0, y1, y2)
and
lim
c→0
ρpi
(
z0
cy0
cy2
, z1
cy1
cy2
, ξz,θ(ω)
)
cy2 = lim
c→0
c ρpi
(
z0
y0
y2
, z1
y1
y2
, ξz,θ(ω)
)
y2 = 0
so that fρ is homogeneous in the sense of Definition 6 and Ifρ is a valid f -similarity.
A.18 Proof of Theorem 15
The proof is given by showing that every vector of distributions (Q0, . . . , QK) that
satisfies the conditions in Theorem 15 also satisfies the first order optimality conditions
corresponding to problem (5.15) and is hence a global maximizer of the functional If .
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Let L∞ be the dual space of L1, as defined in (4.11). The Lagrange function L : (L1×
L∞ × L∞ × R)K → R corresponding to (5.15) calculates to
L(p, u, v, c) =
∫ (
f(p(ω), ω) +
K∑
k=1
ζk(pk(ω), ω)
)
dµ(ω) +
K∑
k=1
ck,
where p = (p1, . . . , pK), u = (u1, . . . , uK), v = (v1, . . . , vK) and
ζk(pk(ω), ω) := uk(ω)(pk(ω)− p′′k(ω)) + vk(ω)(p′k(ω)− pk(ω))− ckpk(ω).
Here uk, vk ∈ L∞ and ck ∈ R denote the Lagrangian multipliers corresponding to the
constraints pk − p′′k ≤ 0, p′k − pk ≤ 0 and
∫
pkdµ = 1, respectively. The dual problem
of (5.15) is given by
min
u,v∈LK∞
c∈RK
{
max
p∈LK1
L(p, u, v, c)
}
s.t. u, v ≥ 0. (38)
The partial Fre´chet differentials of L with respect to pk calculate to
∂pkL(p, u, v, c)(ω) = fyk(p(ω), ω) + uk(ω)− vk(ω)− ck, (39)
where fyk is defined in Theorem 15. The first order optimality conditions for the least
favorable densities require that for all k ∈ {1, . . . , K}
fyk(q(ω), ω) + uk(ω)− vk(ω)− ck = 0 (stationarity)
p′k(ω) ≤ qk(ω) ≤ p′′k(ω),
∫
qk(ω) dµ(ω) = 1 (primal feasibility)
uk(ω), vk(ω) ≥ 0 (dual feasibility)
uk(ω)(qk(ω)− p′′k(ω)) = vk(ω)(p′k(ω)− qk(ω)) = 0 (compl. slackness)
Since If is concave in (p1, . . . , pK) and the band constraints are affine, these conditions
are sufficient for q to be a global maximizer.
Let all qk and ck be chosen such that they comply with the conditions in Theorem 15.
By construction, this implies that qk satisfies the primal feasibility constraints. Since f
is concave, its partial generalized derivatives exist. Without violating dual feasibility,
the functions vk and uk can be chosen as
vk(ω) = max{ck − fyk(q(ω), ω) , 0},
−uk(ω) = min{ck − fyk(q(ω), ω) , 0}
so that
vk(ω)− uk(ω) = fyk(q(ω), ω)− ck. (40)
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Inserting (40) back into the stationarity constraints yields
fyk(q(ω), ω) + uk(ω)− vk(ω)− ck(ω) = 0
for all k ∈ {1, . . . , K}. The last step in the proof is to show that these choices for qk,
uk and vk also satisfy the complementary slackness constraints, i.e., that
vk(ω) > 0 ⇒ qk(ω) = p′k(ω),
uk(ω) > 0 ⇒ qk(ω) = p′′k(ω),
for all ω ∈ Ω. Again, this is guaranteed by construction: vk(ω) > 0 implies that
fyk(q(ω), ω) < ck, which in turn implies that qk(ω) = p
′
k(ω). Analogously, uk(ω) > 0
implies fyk(q(ω), ω) > ck and in turn qk = p
′′
k.
A.19 Proof of Corollary 9
Corollary 9 is a consequence of the fact that fyk , being a derivative of a concave
function, is nonincreasing in yk. For the three cases in Theorem 15 it, hence, holds
that
fyk(q(ω), ω) > ck ⇒ qk(ω) = p′′k(ω) ≤ f−1yk (q¯k(ω), ω, ck),
fyk(q(ω), ω) = ck ⇒ qk(ω) = f−1yk (q¯k(ω), ω, ck), (41)
fyk(q(ω), ω) < ck ⇒ qk(ω) = p′k(ω) ≥ f−1yk (q¯k(ω), , ω, ck).
The expression for qk given in Corollary 9 is merely a more compact way of writing the
constraints on the right hand side of (41).
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List of Symbols
The following list contains the most important symbols in the dissertation in alpha-
betical order. The remaining symbols are introduced where they are used.
1A indicator function of the set A
A upper likelihood ratio threshold of a sequential probability ratio test
B lower likelihood ratio threshold of a sequential probability ratio test
C, Cn critical region, critical region at time instant n
dλ(z, θ) cost for continuing an optimal test in state (z, θ) for a given λ
gλ(z, θ) cost for stopping an optimal test in state (z, θ) for a given λ
H0,H1 null hypothesis, alternative hypothesis
N,N0 natural numbers excluding zero, including zero
P0, P1 distribution of the stochastic process X under H0,H1,
PX distribution of the stochastic process X
PXn+1|t distribution of Xn+1 conditioned on T
n = t
PXn+1|x1,...,xn distribution of Xn+1 conditioned on (X1, . . . , Xn) = (x1, . . . , xn)
PXn+1|z,θ distribution of Xn+1 conditioned on (z
n, θn) = (z, θ)
PXn+1|θ distribution of Xn+1 conditioned on θn = θ
Pt distribution of arbitrary Xn+1 conditioned on T
n = t
Pz,θ distribution of arbitrary Xn+1 conditioned on (z
n, θn) = (z, θ)
Pθ distribution of arbitrary Xn+1 conditioned on θn = θ
P uncertainty set for PX
P0,P1 uncertainty sets for PX under H0, H1
PXn+1|θ uncertainty set for the distribution of Xn+1 conditioned on θn = θ
PXn+1|z,θ uncertainty set for the distribution of Xn+1 conditioned on (zn, θn) =
(z, θ)
PXn+1|t uncertainty set for the distribution of Xn+1 conditioned on T n = t
Pθ uncertainty set for the distribution of arbitrary Xn+1 conditioned on
θn = θ
Pz,θ uncertainty set for the distribution of arbitrary Xn+1 conditioned on
(zn, θn) = (z, θ)
Pt uncertainty set for the distribution of arbitrary Xn+1 conditioned on
T n = t
R,R+ real numbers, nonnegative real numbers
S,Sn stopping region, stopping region at time instant n
T n test statistic at time instant n
140 List of Symbols
xn realization of Xn
Xn random variable corresponding to X at time instant n
zn0 , z
n
1 likelihood-ratios
dP0
dP
(x1, . . . , xn),
dP1
dP
(x1, . . . , xn)
α upper bound on type I error probability
αpi(t) type I error probability of a time-invariant test using policy pi in state
t
αpi,P (t) type I error probability of a time-invariant test using policy pi in state
t under distribution P
αnpi(t) type I error probability of a test using policy pi in state t at time
instant n
αnpi,P (t) type I error probability of a test using policy pi in state t at time n
under distribution P
βpi(t) type II error probability of a time-invariant test using policy pi in
state t
βpi,P (t) type II error probability of a time-invariant test using policy pi in
state t under distribution P
βnpi (t) type II error probability of a test using policy pi in state t at time
instant n
βnpi,P (t) type II error probability of a test using policy pi in state t at time
instant n under distribution P
γpi(t) expected remaining run-length of a time-invariant test using policy
pi in state t
γpi,P (t) expected remaining run-length of a time-invariant test using policy
pi in state t under distribution P
γnpi (t) expected remaining run-length of a test using policy pi in state t at
time instant n
γnpi,P (t) expected remaining run-length of a test using policy pi in state t at
time instant n under distribution P
δ, δn decision rule, decision rule at time instant n
∆ set of randomized decision rules
λ cost coefficients
µ reference measure for the definition of probability densities
θn sufficient statistic for (x1, . . . , xn)
ξ function mapping xn and θn to θn+1
pi testing policy
Π set of testing policies
Π∗λ set of cost minimizing testing policies for cost coefficient λ
Πα,β set of testing policies with error probabilities α, β
141
Π∗α,β set of optimal testing policies with error probabilities α, β
ρλ cost function of cost minimizing sequential test for cost coefficients λ
ρpi cost function of optimal sequential test with policy pi
τ stopping time
ψ, ψn stopping rule, stopping rule at time instant n
(ΩT ,FT ) state space of the test statistic T n
(ΩX ,FX) state space of the stochastic process X
(Ωθ,Fθ) state space of the sufficient statistic Θ
(Ωρ,Fρ) domain of the cost function ρλ
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