This study proposes a new trust-region based sequential linear programming algorithm to solve the AC optimal power flow (OPF) problem. The OPF problem is solved by linearizing the cost function, power balance and engineering constraints of the system, followed by a trust-region to control the validity of the linear model. To alleviate the problems associated with the infeasibilities of a linear approximation, a feasibility restoration phase is introduced. This phase uses the original nonlinear constraints to quickly locate a feasible point when the linear approximation is infeasible. The algorithm follows convergence criteria to satisfy the first order optimality conditions for the original OPF problem. Studies on standard IEEE systems and large-scale Polish systems show an acceptable quality of convergence to a set of best-known solutions and a substantial improvement in computational time, with linear scaling proportional to the network size.
Introduction
framework to guarantee the exactness of SOCR for active distribution power In the aforementioned approaches, LP methods can be an attractive can- 
AC-OPF Problem Formulation

129
The objective function of the OPF problem is generally formulated as the The quadratic cost function for generator g in the system is represented 134 below.
where c 2,g , c 1,g and c 0,g denote the coefficients of quadratic, linear, and constant terms of the cost function, respectively. Then the complete OPF can be formulated as a NLP problem to optimize the total operating cost of the system:
s.t. 
g∈G(i)
where δ i,j = δ i − δ j ; constraints (2b) and (2c) represent the active and reactive power balance at each bus; G(i) and N (i) are the set of generators connected at bus i, and the set of buses connected to bus i by transmission lines, respectively;
and constraints (2d) and (2e) constrain the maximum current flow through each transmission line. Here, (2f) models the apparent current flow from bus i to bus j through transmission line l, where
The physical laws of power flow have been considered in modeling these con- The nonlinearity in the aforementioned OPF problem comes from equations
(1), (2b), (2c) and (2f). In our proposed iterative procedure (TR-SLP), the nonlinear terms in these equations are linearized by applying first-order Taylor series approximations evaluated at the solution of the previous iteration.
Assume the decision variable vector pertaining to the NLP problem (2) as
where (·)
T is the transpose operator. Then, the partial derivatives of (1), (2b),
144
(2c) and (2f) are used to compute the Jacobian matrices as follows.
, ∀i ∈ N (3e)
T 2G
where 0 (·) = {0} (·) and e G,i ∈ {0, 1} G , in which the g th element is 1 if gen- 155
It should be noted that (4) is tightly-coupled to the original OPF problem (2)
156
at the evaluated point x k−1 .
using a generic NLP form as follows:
where f represents the objective function (2a); h represents the set of equality 
Trust-Region Linear Program
168
At the k th iteration, the LP x k−1 approximates the original OPF prob-169 lem (2) at x k−1 . However, it may be a very poor representation of (2) if
is not sufficiently small. To circumvent this issue, we consider 
TR-LP
where the decision variable vector 
Equations (7) will be satisfied at every successful TR-LP computation.
175
It should be noted that a smaller TR radius may cause constraint infeasibil-
176
ities or may reduce the speed of convergence. Similarly, a larger TR radius will 177 weaken the validity of linear models that represent nonlinear constraints in (2).
178
Therefore ∆ k is modified at each step of the algorithm (step 6 of Algorithm 1), 179 the modification depending on the improvement in optimality. 
Feasibility Restoration
181
In practice, TR-LP x k−1 , ∆ k can be infeasible due to the following two too small, the TR-LP may be infeasible. In such circumstances, the linear
188
Feasibility restoration (NLP-FR) searches for a feasible point by solving the 189 following problem, so that the next TR-LP subproblem to be solved will be
where s c , s point x k , which is used to compute the step-size 
In order to take into account any constraint violations, as well as the actual 203 value of the objective of the NLP (5), the following merit function is defined:
where
+ are penalty factors for equality and inequality constraints respectively. These are derived in each iteration k based on (11a) and (11b) using dual variables λ k h and λ k c as follows.
Further, (11c) and (11d) respectively. The actual reduction in the objective is
The ratio ρ k is then defined as
Then,
where α 1 ∈ (0, 1), α 2 ∈ (0, 1) and ∆ max are constants. This is a heuristic, and 211 values for these parameters should be determined on a case-by-case basis in the 212 context of the OPF problem (2).
213
Remark 1: If ρ k < 0, then the iteration is considered as a failure. In such a 214 case, the new point x k is rejected, and the TR radius ∆ k for the next iteration is 215 reduced to α 1 times its present value, and the TR-LP proceeds to the next step with the updated TR radius ∆ k+1 .
218
We now summarize the TR-SLP algorithm via the pseudo-code in Algo- solution of the OPF problem (2).
224
Algorithm 1:
Discussion on Convergence
We first give the necessary Karush-Kuhn-Tucker (KKT) conditions adopted following conditions are satisfied.
where d , , and λ are tolerances chosen for the step change, constraint satis- 
Numerical Experiments and Discussion
249
In this section, we report numerical results with the proposed TR-SLP al- lems using the MATLAB fmincon solver based on the interior-point method.
287
All experiments are carried out on a desktop PC with an Intel Core i7-5500U 
Case Study 1: Computational Time Comparison
296
In this study, TR-SLP is executed with a flat start strategy for OPF problem
297
(2) and is compared in Table 1 Table 2 and Table 3 , we define the following 327 performance metric: 331 Table 2 reports the optimal solution obtained using KNITRO-MS and TR- for using multi-start in practical OPF applications.
340 Table 3 reports the optimal solution obtained using KNITRO-MS and TR- 
Case Study 3: Discussion on Trust-Region Activation
354
In this study, we discuss the two main components in TR-SLP, viz the trust- bus system in the thermally constrained case, in which it was activated twice.
365
Therefore, in all these cases the TR-SLP convergence is mainly governed by Table 4 ). The maximum number of iterations K is set to 100 in 382 this case study. The results of the two experiments are showcased in Table 4 . In 
