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Conditions <+re given under which the order of differentiation with respect to a parameter and 
integration with respect to a locally square-integrable martingale may be interchanged. 
dif-ierentiation * stochastic integration * interchange . 
1. Introduction 
This note was motivated by a problem which arises in the study of the asymptotic 
behavior of maximum likelihood estimators based on processes observed con- 
tinuously in time. Let, for example, x = {x!(w)}f=, be a diffusion type process with 
differential 
dx,(w) = CX,(X, 8) dt +dM,(w), (i.1) 
where {M,(o)} is a Brownian motion and 0 is a real parameter. Under some regularity 
conditions (see Lipster and Shiryayev [6, Volume I], the log likelihood of the measure 
determined by (1 .I) with respect to the measure determined when 8 has a fixed 
value, say 0*, involves the stochastic integral 
I 
‘1. 
(a,(.~, 0) -a,(~, e*)) dM,= 
0 I 
‘j-(1, 0,x) dA4,. (1.2) 
0 
Note that in this setting x is an observed process and thus i)x/i)@ = 0. Standard 
methods of studying maximum likelihood estimators of 19 require that 
d T 
I 
frt, &x)dM,= 
I 
.i- ;Ij- 
z 0 ’ ~ 
,, ;ts 0, 0, x) dM a-e. 
In this note we will present conditions which permit this result 
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to hold. 
(1.3) 
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The problem of pathwise differentiability of stochastic integrals has been investi- 
gated in a variety of related settings. For example, Kunita [S] and Meyer [9] studied 
the differentiability of the mapping 
(1.4) 
with respect to the initial condition u when {M,) is a continuous martingale, 
regpectively a semimartingale. Metlvier [7] proved the differentiability of the mapping 
I 
I 
u + x:( = V”( 1) + a(u,s,X’,‘_)dM,+ ‘f(u,~,Xu_-,x)q(dqdl), (1.5) 
0 I 0 
when M is a semimartingaie, q is a random measure, and the coefficients u and Jr 
also depend on the parameter u. 
In studyiirg the differentiability of mappings of the form 
i),w)dM,= Y(R o), (1.6) 
where (M,} is a square-integrable martingale, the results of Metivier (1982) are 
applicable and will require that the derivatives i$/i%? and a’./‘/;@ exist for every s 
and w and that there is a constant C such that 
SoEne results of Sznitman [ 10, Lemma 1 and Proposition l] can also be applied and 
yield the following: 
Proposition I. [f the-function 8 -+ Y( 0, o ), as a mapping.from R into the Hilbert space 
H,, of square-integrable martingales which are null for t = 0, is continuously diflerenti- 
able and if’ its derivative is locally Holder continuous sf order a > :, then there is a 
version f$f( t, e, w ) .wh that 
(j) jilr t t, W) c 24’ + x 0, 8 -~.f’f t, 8, W) is continuously djflerentiable, and 
d ii ) the derivative of the map ti -+ Y( 8, w ) exists jbr almost all w and 
However, if it is known that there is no differentiable version of the map 8 -+f( t, 0, w), 
then Metivter and SznitmarCs results cannot be applied. For example, if {A$} is 
Brownian Imotion and 
(1.7) 
the map fl -y1’( t, 0. w) is absolutely continuous but it is not ditferentiable at f) - t. 
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It is easily seen that the map 0 + jij( t, 6, w ) d M, = Y( 6, o) is continuously difIerenti- 
able as a map from (0, I) -+ Ho, but its derivative is Holder continuous with a = 5 
so that Proposition 1 cannot be applied. Note, however, that it can be shown directly 
that 
I 
’ %f 
o ---Jt,B,w)dM,. (W 
This note extends these applications of M&ivier and Sznitman’s results by developing 
and using a Fubini-type theorem for stochastic integrals. Here, we will only require 
that the map 8 +f( t, 0, w) be absolutely continuous and that t?f/M satisfy certain 
conditions. These assumptions hold for (1.7) and are frequently easier to check than 
those of Proposition 1. Note that it is not sufficient to assume that the map 
&+j-(I, e,OJ) b e d ff i erentiable a.e. Fcr example, if {M,} is a Brownian motion and 
m, 64 = 1 1 ifOGts0, 0 if8<tGl, 
then c?p( 1, 0, ~)/a0 = 0 except at 8 = 
I 
I 
fk &4 dJK = M&d, 
0 
t. However, 
(1.10) 
and it is well-known that the map 
motion. 
8 + M&o) is not differentiable for Brownian 
The Fubini-type theorem which we use is an extension of one obtained by 
(1.9) 
Kallianpur and Streibel [4]. Other extensions appear in Lipster and Shiryayev [6] 
and Ikeda and Watanabe [3]. 
2. Results 
Let (a, $,I’) be a complete probability space and ( s,, (is t s T} a right con- 
tinuous, complete, non-decreasing family of sub u-fields of .% Let .Y denote the 
predictable a-field. We assume that M = {M,, 9,, 0 s t s T} is a locally square- 
integrable martingale whose sample paths are cadlag, i.e., whose sample paths are 
right continuous with left hand limits, and that (M) is the characteristic of M. Set 
hfd( M), < al a.s. . 
The stochastic, integral I:, h, dM, is defined for all processes h E L2( M) (see Meyer 
[g] for the definition and properties of stochastic integration). It is well-known 
that a cadlag version of the stochastic integral exists, and we will assume that 
j:, h, d M, is such a version. Let (X, %, p ) be a finite mensure space. Without los\ 
of generality, we assume that p(X) = 1. 
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Lemma 2.1. Suppose that { f( t, x, o)), 0 s t d T, x E X is a family of random variables 
such that 
(i) ((f,o),x)~([O, T]H2)xX+f(t,x,w) is i%g measurable, 
(ii) 7%ere xists a nondecreasing predictable process h ( t, o) such that h ( T, o) < 00 
_for every w, and 
I 
I 
f’(s, x, w) d(M), < h( t, o) for every t, x, o. (2.1) 
0 
Then 
(2.2) 
belongs to L’( M ), and outside yf a P null set, we have thar 
Proof. To prove the lemma when M is square-integrable and E[h ( T, w)] < 00, we 
refer the reader to Ikeda aud Watanabe [3], who prove a similar result under the 
additional assumption that M is a continuous martingale. An appropriate modifica- 
tion of their proof will yield a proof of this case ( Note: to apply I keda and Watanabe’s 
result, we must show that the map 
I 
I 
Lx, w) --f j’( s, x, w ) d M, 
0 
is E x F measurat-jle for each t. This follows from our assumptions by noting that 
the mapping x + j:J( s, x, w ) dM, is measurable from (X, 8) into L’(0,$, P) as a 
consequence of (i) and a monotone class argument, and then applying Theorem 
111.11.17 of Dunford and Schwartz [I]). 
To prove the lemma, one may assume that A (t, W) is defined on ?A! ’ x 0. Since A 
is predictable and nondecreasiag, the stopping time 
.fi,,hJ 1 = 
inf{r: A(r,w)an}, 
,3c 
if no such t exists 
is predictab!e. For each n, let ( S,, .,,, ),,, .() be an increasing sequence of predictable 
stopping times which foretells A,,, i.e., lim,,, . , !3,,.,,l = :Y?,, and S,, .,,, <: 2,, for all ~1 
on (ti, Al’,. Set 
Since we ma) assume that the increasing sequence {cA} of predictable stopping 
times completely reduces M (by taking the minimum of this sequence with one 
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which does reduce M if necessary), by the above result we have that 
On the set where u k 2 t, the result follows. Since limk crk = 00, the lemma is proved. 
We now present he main result of this note. 
Theorem 2.2. Let M = { M,, 9,) 0 s t s T} be a locally square-integrable martingale 
with characteristic (M). Without loss of generality, assume that ti = [ - I, I]. Let 18 
be the Bore1 u-jeld on [ - 1, 1 ] and let I_C be Lehesgur measure on ( 0, !B ). Suppose 
that (j (t, 8, w)) is a -family of random variables such that 
(i) .f~ .oP x 33, where 9 is the predictable o-field. 
(ii) (,T f ‘( t, 8, W) d(M), < 00 a.s. P for every 0. 
(iii) For every ( t, w ), the mapping 0 + f ( t, 0, o) is ard absolutely continuousfunction. 
There is a version qf r?flae which is .9 x 90 measurable and a nondecreasing predictable 
process A ( t, w ) .i;uch that h ( T, o ) < 00 .f;,r each w, and 
(iv) the *functions 
I 
7 
e-9 . f(t, e,w)dM,= Y(@,4, 
0 
(3.4) 
(2.5) 
are continuous *for almost every w. 
Then, outside of a P-null set, the firnction Y( 8, W) is continuously diflerentiahle over 
the interval (4, I) and 
f’(r, e,o)dM,= 
I 
-l 3-f 
o z ( 1, 0, m ) d M. (2.6) 
Proof. Let A bi. the set of rational numbers in [--I, I]. Ry hypothesis (iii) and 3r-1 
application of i +*!.nrna :!,i, there is a P-null set A such that, if w E A and 8 E A, 
(2.7 1 
We now claim that there is a P-null set A’ such that (2.7) remains true if H i:> 
allowed to be any number in [- 1, I] and w & A’. To prove this, let { 0,) be a sequence 
of rational numbers in [- 1, I] converging to 8. Then 
r 
1 [I 
(-I ;tj- 
2 (t, P, w)AdH 1 J dM, = 0 ,, ,,={.l(r, h)--.fWWbM 
J 
7. = lim W, %, w,-.ir(~, 0, w>] dM, 
n-x 07 = lim J [J ‘!, ;If ,I+1 ,) ,, ;r8 (t, P, ok.(dB) dM, 1 N = lim I’J [I T dj- ,l’I (, o ;,o”, B, WI dMt /hW) I f-l 
-I [I 
1 
0 0 
where the second and 
;!f- 
,,W,ddM, dW, 1 
fifth equalities follow outside of a !? null set from (2.4) and 
(2.5 1. respectively. 
To prove (2.6). let {B,,} be any sequence in [-I, I] converging to 0. If w g A’, we 
have 
Y’f H,,, w ) -- Y ( H, 0 ) I 
= ___ 0, - fl RI - f3 J ‘- {.f(h on, d--j-k 8, w>} dM, 0 
I I J II I)., ;I/ ” iif .~ --__ H,, - fl I, ‘16I%w)pcl(dB)- “k&u))AdjU dM, (, dH J (, ;,8 I 
I ,, ‘I’ iI/’ =----- J [I %I - 0) “(1, P, 0) dM, ,u(dp) ,, I30 1 
where the limii follows from (2.5). 
Remark. The measurability of the mappings (2.4) and (2.5) was studied in Dolenns 
f 19671. To ensure that they are continuous, it would suffice to assume that there 
are constants F] ;- 0 and F, :.J 0 and a predictable process (k( t, OJ I} such that 
J 
i Ir,, 
IS A’( f, w I d(M), (’ LX for each n, 
1, 
I 
Slip J .f(tAi!w,dM,-+O as., sup H T 1 I,, a J 
7 ;1j‘ 
-_(r,&w)dM,+O as., 
7 I~,, do 
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where 0 s t =S T, 8, p E [- 1, I], and {r,,} is an increasing sequence of stopping times 
which reduces M. From these conditions it follows, for example, that 
T”T” E f( 8, t, o) dM, - 
I 
j-(/3, t, w) dM, *s L,0 -P,‘+*‘l 
0 
where L is a constant. This ensures (see Varadhan [1 l] for example) that there is 
a continuous version of the map 
and the continuity of 8 -+ Y( 8, O) follows by letting n -+ cx). 
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