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Abstract 
Core excitation is included in few body models of the type (core+valence neutrons) 
as an improvement to the existing inert core models used to describe halo nuclei. A 
rotational model is used for the core structure, a deformed Woods Saxon potential and 
spin-orbit term are used for the neutron-core interaction, and a Sturmian basis is used for 
the radial expansion of the wavefunction. 
The properties of the models induced by core excitation are explored in detail, as well 
as the parameter dependences. Some interesting features are revealed. 
The two body model is applied to nuclei that are halo candidates: >> Be, 13C and 1°Li. 
The depths of the interaction are adjusted to reproduce ft the ground state and the 
first excited state of the nucleus under study. We calculate other observables, such as 
the rms radius, electromagnetic transitions, excited state spectrum for energies below 5 
MeV, and compare it with the avaliable experimental data, to check on the validity of 
the approximations performed. 
The results obtained for the two body systems, namely the neutron-core interaction, 
are used to calculate the corresponding three body (core+n+n) systems. The three 
body problem is formulated within the hyperspherical Schrödinger formalism, and an 
approximate antisymmetrisation procedure is developed and applied to the total three 
body wavefunction. 
Results for the binding energy, structure, rms radius and momentum distribution of the 
ground state are obtained for 12Be, and involve no further fitting. We calculate other 
bound excited states. We also present some preliminary results for Li. 
An overall evaluation of the work and the role of core excitation is presented together 
with an outlook for the near future. 
Preface 
Tudo se poderd resumir nisto: tres anos da minha existencia para produzir uma pe- 
quena insignificante pepa do enorme e inacabdvel puzzle, o da ciencia normal. Agora 
pergunto-me: farä algum sentido? 0 saber pelo saber, a ciencia pela ciencia? Sou de- 
masiado humana. 0 verdadeiro sentido you buscä-lo as Pessoas. Pessoas que apoiam, 
ajudam, questionam, criticam, as que espicapam, agupam, limitam e embaragam. 
Pesssoas que enervam ou acalmam, que acariaciam ou beliscam. Pessoas que encan- 
tüm e fascinam. Pessoas que maltratam ou idolatram. As pessoas que passam ... e as 
que ficam. A fonte insacidvel. A minha motivagäo. f. 
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Chapter 1 
Introduction 
(... ) Porque a obsessäo de ter de haver uma resposta 
apenas porque houve uma pergunta? Todo o entender e no impossivel 
que tem o seu limite. Mas o impossivel 6a medida do homem (... ) 
Vergilio Ferriera 
1.1 Motivation 
The history of the cluster approach to many body problems extends back to the beginning 
of the century with atomic and molecular physics. In today's nuclear physics, it is standard 
to treat a many body problem, microscopic in its nature, as a macroscopic few body 
problem where the degrees of freedom of the nucleons in each cluster is frozen. A good 
example is 6He. The two neutron binding energy is very low compared with the neutron 
binding energy in the alpha particle, suggesting a cluster structure (a+n+n). The initial 
six body problem is then reduced to a three body problem, by freezing all the degrees 
of freedom of the nucleons in the «-core. In formulating the problem, one defines the 
interaction between the two neutrons and between the neutrons and the core, based 
on the scattering properties of the nn and 5He subsystems. Next one introduces the three 
body dynamics to obtain a picture of three body nature for the six nucleon nucleus. Very 
good results were produced based on this approach (1,2). 
In any case it is important to realise that this approximation very often leads to un- 
derbinding of the physical system and structural limitations in the wavefunction. The 
first problem is often solved by increasing artificially the two body interactions, but the 
second is intrinsic to the calculations, and can only be solved by increasing the cluster 
configurations. 
It is fundamental to define the criteria for the choice of the appropriate clusterisation, 
given an n-nucleon system. In the present work, we are interested in systems where there 
is one core with valence nucleons. For this group of systems, the one nucleon removal 
energy of the core should be significantly larger than the binding energy of the valence 
nucleons. In general this corresponds to core-protons and core-neutrons occupying a 
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filled shell. For the 6He example, the core nucleons fill up the 1s shell. Due to the stability 
of the alpha particle one does not expect excitation of the core nucleons to the p-shell, 
thus the 1p shell is left free for the two valence neutrons. 
However, and for slightly heavier nuclei, one sometimes finds systems where the sepa- 
ration energy criterion suggestra core with partially filled shells. The best example is 1' Be 
where the first neutron is bound by 0.5 MeV, whereas it takes another 3.4 MeV to remove 
the next neutron. The 1°Be core has the p-shell partially filled. Freezing all the degrees 
of freedom of the core in this system is a crude approximation because the core p-shell 
neutrons will certainly oscillate from I P3/2 to the 'P1/2. 
The improvement that we propose is conceptually simple. We give degrees of freedom 
to the core, using a simple model for its structure and predefining a core spectrum. Then 
we solve the few body problem allowing for core excitation. Our final aim is to investigate 
how well the few body approach with core excitation can describe the light exotic nuclei 
with large neutron excess. 
1.2 Brief Review 
Until the early eighties nuclear physicists concentrated on the study of stable matter and 
on the radioactive nuclei that could be formed from them using small and medium size 
accelerators. The theory describing stable nuclei was developed in the sixties and has 
been successfully applied thereafter. Many were those who thought that all questions in 
this field had been answered. However, there were some surprises to be unveiled. 
In the last fifteen years and with the help of high energy accelerators, there has been 
an extremely rapid development of the experimental techniques needed to produce a 
good variety of radioactive beams, and to perform accurate measurements that bring 
out the properties of these unstable nuclei. Recoil ion radioactive nuclear beam facilities 
have been built at LBL and MSU in the USA, at GANIL in France, at GSI in Germany and 
at RIKEN in Japan. A secondary source facility has been built at Louvain-la-Neuve in 
Belgium designed to produce beams of proton-rich nuclei. Other facilities are under 
construction and in the planning stages. Very short-lived nuclei are now produced with 
energies of 1 MeV up to 1 GeV per nucleon. A large amount of new experimental data 
(elastic and quasi-elastic scattering, on a variety of targets, momentum distributions and 
Coulomb dissociation cross sections, etc. ) are already available. These data indicate 
that extremely unstable nuclei exhibit new features that can no longer be understood in 
the light of the standard theories. 
Needless to say, this subject has captivated the interest of a large group of nuclear 
physicists, the proof being the over 500 papers dedicated to unstable nuclei in the past 
few years, some of which are extensive reports (3,4,5). Not only the specialists but also the 
general scientific community has found this phenomena) fascinating, and a few articles 
have been written for the general public (6,7). 
61-le was the first nucleus to be found at the neutron drip line, back in 1936. In contrast to 
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the solid stability of the alpha particle, 5He was not bound. The nn attraction was needed 
to produce the binding of the 6He nucleus. This was the first example of a Borromean three 
body system, meaning that the (a+n+n) system is bound even though the corresponding 
two body subsystems are unbound. It took another thirty years to find 8He and still another 
decade to find 11 Li. Another decade or so has past, and no one has yet succeeded in 
giving a good description of this system. 
The nuclear states for the A=6 system have been extensively studied under the three 
body models, using the hyperspherical formalism (8,2) or the variational methods with 
a gaussian basis (9). Although the results seemed very encouraging, the three body 
approach produced underbinding for the 6He system and for this case it is still not clear 
which approximations are causing the problem. 
In 1985 the radius of 11 Li was extracted from reaction cross section data (10). The fact 
that the 11 Li nucleus was much larger than its neighbouring isotope 9Li was consistent with 
the very narrow momentum distributions found in fragmentation reactions (11). Conven- 
tional shell model and Hartree-Fock (mean field) approaches failed to reproduce the 
rms matter radii of this nucleus without an adjustment of the separation energy of the 
last neutron to the measured value (12). The Borromean structure of this nucleus together 
with the underlying importance of correlations between the two body subsystems, added 
flavour to the field. 
The parity inversion of the low lying energy spectrum of "Be (the intruder s-state) and 
the very strong E1 transition between the first two states (13) puzzled many theorists (14). 
This system constituted the first one-neutron halo to be found: the binding energy of 
the last neutron is very low and the radius is very large, compared to its neighbour 10Be. 
Again, the Hartree Fock and mean field calculations were unable to reproduce these 
results (15). In the early sixties the parity inversion in 1 'Be was already causing concern, 
and it was pointed out that residual interactions were needed to reproduce it. A simple 
linear extrapolation from the energy levels of neighbouring nuclei (12B and 13C) was used 
to explain the phenomenon (16). In the last decade considerable effort has been put in 
this problem. 
New experiments revealed that "Be was another good candidate for a two neutron 
halo system (17). The corresponding subsystem 13 Be is thought to have a similar structure to 
10Li (18), but accurate measurements of its spectrum are needed to confirm speculations. 
It is therefore understandable that the Be isotopes have been, and continue to befocus 
of attention. 
Only earlier this year has there been experimental evidence for the existence of 
another one neutron halo system: 19C. The measured longitudinal momentum distribu- 
tion after fragmentation was reported to be very narrow when comparEAwith its neigh- 
bour 18C. These results are consistent with the binding energies of the last neutron (19): 
S, (' 9C) = 242 + 95 KeV whereas Sn (I 8C) = 4180 + 30 
keV. Hardly any theoretical work has 
been published on this subject. 
Another important factor restricting the separation between halo and core properties 
are exchange contributions for the neutron-core interaction when the halo neutron(s) 
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occupies the same levels as the core nucleons, as is the case for negative parity states in 
"Be and 13C. These exchange effects are included in some shell model calculations. One 
way of taking them into account within a cluster model is by introducing an e-dependent 
effective interaction, allowing for different attractions in the various shells. 
One-nucleon halo nuclei are by far simpler to address than the two neutron halos. 
There has been some work on the general properties of the two body halo systems (20), 
trying to define basic criteria for the appearance of a halo regime. The first conclusion 
drawn was that the repulsive long-range barriers (Coulomb and centrifugal) should be 
small for halos to appear. The best candidates for halo states are the neutron s-wave 
states. This fact dis4mcouraged the search for proton halos. 
Nevertheless, near the proton drip line, unexpected properties were observed, the 
best example of which is the very strong E2 transition in 17F (21). Research on light proton- 
rich nuclei is extremely active and the question of whether or not the proton halo exists 
despite the Coulomb barrier remains unanswered. 17Ne is the best example of a possible 
two proton halo. Two of the proton halo candidates, 13N and 8B are of great importance 
in Astrophysics. The rate of the proton capture reaction from 13N dictates the stellar 
temperature above which the CNO (carbon-nitrogen-oxygen cycle) fuel cycle in stars 
ceases to be a closed cycle and heavier elements are created. On the proton drip 
line, some structure work has already been performed within the microscopic approach: 
shell model (22) and resonating group model (23). Very little has been done in terms of 
macroscopic models that allow a more intuitive picture to the problem (24). The existence 
of proton halos is still a controversial matter and core excitation may, here again, be a 
main requirement for the full understanding of the proton rich nuclei. 
It is now well accepted that some nuclei have a halo structure when the last one 
or two neutrons are loosely bound (1). This peculiarity has to be taken into account 
if we are to understand the properties revealed through experiment. Although shell 
model calculations provide a fully antisymmetrised wavefunction, the harmonic oscillator 
expansions usually used are not adequate to describe halo aspects and continuum 
properties. Effective charges, pairing interactions and coupling to the continuum are 
all necessary corrections to the shell model (25). Cluster models, even when they do not 
use a fully antisymmetrised wavefunction, offer a better description for the asymptotic 
halo wavefunction, essential for weakly bound systems. In (26) the microscopic cluster 
orbital shell model (COSM) is combined with an extended cluster model (ECM) in order 
to look for new kinds of collective motion of the outer neutrons relative to the core in II Li. 
However, and perhaps due to the gaussian basis used, an additional interaction needed 
to be included to obtaincoel the desired binding. It is clearly necessary to go beyond the 
mean field approximation and include additional correlations to describe these neutron 
rich nuclei. In (27) correlations between the neutrons are explicitly introduced in the mean 
field theory improving the description for >> Li. 
The halo structure is most clearly understood within a cluster model, where a clear 
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distinction between halo and core properties is made. If the last neutron(s) are very 
weakly bound compared with the inner neutrons, it is reasonable to assume that they 
will not be strongly correlated to each nucleon in the core, and one should be able to 
make a separation between the core properties and the properties of the halo neutron(s). 
Theorists have developed macroscopic models for' 1 Li based on a three body formalism of 
an inert core interacting with two halo neutrons (1,28). An overall approximate picture for 
the structure of these nuclei was obtained, although, specially for 11 Li, the binding energy 
is underestimated. It is believed that the cause for this problem resides in the neglect of 
core degrees of freedom. Very little is known about the subsystem 10Li, and evidence for 
the spin and parity of its ground state is still inconclusive. Mean field calculations for 1°Li 
were performed using RPA proton-hole neutron-particle configurations, with respect to 
the even-even nucleus 10Be (29). Here, pairing correlations were included to all orders, 
and a phenomenological Woods Saxon potential was used for the nucleon-nucleon 
effective interaction. However couplings to the spin of the core were not accounted for, 
and the parity inversion similar to that of Be is not predicted. A better understanding of 
10Li is also needed before proceeding to 1 Li. 
For real nuclei the separation of core and halo properties is only an approximation. It 
has become clear to most of us that, to take into account the admixture of core and halo, 
core excitations should be explicitly included in any cluster calculation. The halo neutrons 
mix in components with the core in its ground state and in low-lying excited states. This 
mixing has proved to be important for a correct description of the halo systems. 
Results from a semi-microscopic cluster approach (« + a+nucleons) for I' Be were 
not too promising (30) but the authors concluded that there was strong evidence for 
deformation in the system. Recently, a particle+rotor model similar to the model we have 
develop*n this work, was used to describe the positive parity states only. The results were 
good (31). However the authors claimed it was not possible to reproduce the negative 
parity states within such a model due to the neglect of Pauli principle associated with 
the p-shell. A variational shell model (VSM) calculation (14) for 
I' Be gave a 39% core 
excited configuration in the ground state. It assumed a trial wavefunction containing the 
ground state coupled to a s1/2-neutron and the first excited state of the core coupled to 
a d5/2-neutron. In this VSM calculation the multinucleon wavefunction is constructed from 
the single particle trial wavefunctions after correct antisymmetrisation, and the effective 
nucleon-nucleon interaction used (Skryme III) was able to reproduce the parity inversion 
of the ground state. Although the density profile showed a considerable tail for the g. s. 
wavefunction, it was insufficient to reproduce the large E1 transition. 
1.3 Outline 
The work here presented is divided in two main chapters, Chapter 2. referring to the two 
body systems and Chapter 3. referring to the three body systems. In each of these we 
first present a detailed explanation of the theoretical framework. The models used for the 
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interactions are specified, the antisymmetrisation procedure is discussed and the radial 
expansion used, the Sturmion expansion, is described. The theory is summed up in a final 
section containing the coupled channels equation to be solved. 
Second, we present a description of the properties of the system within the model 
used. Initially we investigate the sensitivity of the results to the interaction parameters 
for the inert core limit. Following this we introduce core excitation and look for the new 
features that are brought in through deformation and through the core's properties. 
The results for physical systems to which we have applied our model are presented 
in detail in i he sections entitled Application to physical nuclei, and some of these have 
already been published (32). At the same time we discuss the calculations and results 
obtained, drawing some conclusions. 
To keep the text flowing, we relegate to the appendices all the matrix elements cal- 
culations as well as any other mathematical derivations needed for our calculations or 
computational details. 
Finally, we present a conclusion chapter where an overall evaluation of the work 
performed is given, the main conclusions drawn and some future work suggested. 
Chapter 2 
The two body problem 
De que to serve a inteligencia, se näo tens 
inteligencia para a usar com inteligencia? 
Vergilio Ferriera 
2.1 Two-body coupled-channels equations with deformation 
In this section the theory for the two body problem of the type core+n will be presented. 
The two body problem within a Schrödinger formalism is generally familiar to physicists. 
When the core is inert and the interaction between the two bodies is the standard central 
plus spin-orbit potential, one obtains, after partial wave decomposition, a set of uncou- 
pled equations that can be straightforwardly integrated. Allowing the core to exist in 
excited states as well as the ground state has several consequences. Mainly, it intro- 
duces couplings between the various channels (each channel being defined by the 
quantum numbers associated with the wavefunction, see eq. (2.5)). Coupled-channels 
theory appears very often in reaction theory (33) and there are several programs avail- 
able that solve the coupled-channels problem (34). The theoretical background for the 
coupled-channels theory when core excitation is explicitly included is here summarised. 
Figure 2.1: Definition of the coordinates used in the two body problem. 
The Hamiltonian of the excitable core+neutron system includes the kinetic energy 
term and the interaction between the two bodies, as well as the intrinsic Hamiltonian of 
7 
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the core: 
Tr + hcoreýSý + Vnc(T, Sý (2.1) 
The core's Hamiltonian h,,. e contains the internal dynamics of the core and has eigen- 
functions qi defined by the eigenvalue equation, 
hcore ýSý Oi (4) = ei Oi (4 ) (2.2) 
First of all, we will occupy ourselves with the definition for the core's structure. We wish 
to improve upon the inert core assumption, using a model for the core that will preserve 
an intuitive picture for the system even though increasing its degree of complexity. A 
simple option is to assume that the core behaves as a deformed rotational object, and 
include the lowest energy states as part of a rotational band built on the ground state. ' 
Then the eigenfunctions of the core {ýIi}are the rotational matrices DM. K. () with: It, the 
spin of the core; M=, its projection on the z-axis of the laboratory coordinate system and 
Ki, the spin projection in the body-fixed-frame of the core. The coordinates of the core 
are the rotational Euler angles. 
As we are interested in studying a halo type system, it is useful to use a separable 
expansion for the wavefunction in terms of the core's internal motion and the neutron's 
relative motion. We will thus expand the total wavefunction in terms of the core's eigen- 
functions: Ncore 
(2.3) 
and we anticipate that only a few terms oj() are required for a good description. 
Introducing this ansatz into the Schrödinger equation we obtain a set of coupled- 
channels equations of the general form: 
(Trei+ei +Vii -E) i=- 
ZVjj'bj 
) 
Z= ý,..., Ncoreý 
j #i 
where V, (r) = (2.4) 
with the condition that the wavefunction should be square integrable2: (b; I0; ) = 1. The 
participation of the core in the process is now given by the potential matrix elements V; (r) 
which contain the fundamental information about the physics under study. These are not 
only dependent on the model used for the core's structure but on the model used for 
the interaction. It is important to point out that although one is developing a theoretical 
model to provide a structure for the core, only the relative strength of these coupling 
matrix elements and the excitation energy of the core are going to be of relevance in 
the calculation. Further, when we come to solving for particular nuclei, we shall introduce 
these empirically: the excitation energies will be taken from the experimental spectrum of 
I Later, the model will be applied to systems with a' OBe core (and others). Due to the very strong E2 transition 
connecting the ground state to the first excited state of this nucleus, a rotational structure 
is associated with its 
low lying spectrum (30). 
2Note that we will concentrate on the formalism for bound states only, although some calculations 
for the 
continuum are performed using a direct integration routine as presented 
in appendix C. l . 
2.1. Two-body coupled-channels equations with deformation 9 
the core, and the coupling strengths, proportional to the deformation, are to be indirectly 
deduced from experiment. We shall specify these matters in the physical application 
section 2.6. 
Subsequently, the total wavefunction of the system is standardly expanded in a basis 
with an appropriate coupling of angular momentum (the coupling of orbital angular 
momentum 1 and spin s of the neutron to a total angular momentum j: [1® s]1i1i , and 
thereafter the total angular momentum j of the neutron with the intrinsic spin Ii of the 
core to a total angular momentum of the two body system J: [j ® II]M). Formally one 
can write 
With yJM(T, o., t) = {( (&Xa)j ®0I}JM, 
and -y = {1, j, I} (2.5) 
One can substitute this expansion in eq. (2.4) to obtain the radial set of two body 
coupled-channels equations: 
h2 d2 l(l 
r2 
1), 
+Vy (r) -E+ si) x (T) =-> Vyj (r) XP (r') , 2 (-L- ý #7 
Vy: (r) = (y, ' yy 
Vnc(r, rý Sý 
Iy 
where and -y = {l jI} . 
(2.6) 
where the boundary conditions are: 
Xry (r) T-p 0 and x (r) rý0, Vy. (2.7) 
Notice that the total momentum operator J, and its projection M, are conserved 
quantities (both commute with the nuclear interaction) and the matrix elements V. r, e 
depend on the total angular momentum but are independent on the projection M. We 
shall drop the superscript JM to simplify the formulae. 
Next we define the interaction between the neutron and the core. Based on the 
idea of a rotating object generating a deformed field, we use a deformed Woods Saxon 
nuclear potential in the core's rest frame, 
Vws(r, 9,0) =_' R(9,0) = l'ýtua(1 +0 
Y20(6, q5)). (2.8) 
1 e( 
,. _R e, m +. awe 
The core exhibits a quadrupole deformation3 parameterised by , Q. This definition for the 
potential assumes that the nuclear interaction is the same for different states of the core 
(static rotor approximation). In figs. (2.2) and (2.3) we show a plot of the surface of the 
core R(6,0) for different quadrupole deformations, defined on the plane containing the 
symmetry axis. For light systems it is habitual to find deformation parameters 1,31 -- 0.6, a 
value attributed to superdeformation in heavy nuclei (35). 
3Often nothing is known about higher orders, or even triaxiality, hence to limit the free parameters we include 
only quadrupole deformation. 
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When calculating the matrix elements we will expand Vv(r, 0,0) in spherical harmonics 
facilitating a separable expansion in terms of the valence neutron variables and the core 
variables. 4 For an interaction that is independent of the spherical coordinate 0, the 
spherical harmonic expansion can be written as: 
Vws (r, 8) VQ (r) PQ (Cos 0) 
Q 
2ý 
where VQ(r) 
Q=2r 
sin OdO 
. lo 
Vw 
s 
\ 
r-R e) 
awa J l +e 
PQ(Cos 9) , (2.9) 
where R,,, s and a5 are the radius and diffuseness of the interaction. Using the spherical 
harmonic expansion for the interaction in eq. (2.6) one can perform the calculations of 
the algebraic part of the matrix elements and determine the strengths of the couplings. 
These are presented in appendix A. ]. 
We include a standard undeformed spin-orbit term, where the form factor is propor- 
tional to the derivative of the undeformed Woods Saxon: 
_ -1 
ý. S) Vso(r) _-(h )2(21 " s. ý 
V0d1 [+e( rao, o ) (2.10) 
17Lý Cr dr 
In future work, when including deformation in the spin-orbit force, one will calculate 
matrix elements such as those discussed in (36). We believe that including these defor- 
mation terms will not change the results significantly and will correspond effectively to a 
slight broadening of the surface form factor. The algebraic derivation of the spin-orbit 
matrix elements is presented in appendix A. 2. 
4Another possible expansion would have been the first terms of the Taylor series, but for large deformation 
many terms should be included (we note that the shapes of the form factors obtained from the Taylor series are 
not as diffuse as those obtained through the spherical harmonic expansion). 
2.1. Two-body coupled-channels equations with deformation 
To illustrate the type of interaction used in these calculations, in fig. (2.4) we present the 
various radial terms for the channel (1 = 1, j= 3/2) of the radial part of a V, potential, 
containing both Woods Saxon and spin-orbit term, with typical parameters for light nuclei 
such as those presented in section 2.6, to which we apply this model. The final step 
involves solving the set of radial coupled second order differential equations (2.6). One 
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Figure 2.4: The various terms for a two body potential calculated at 0=0=0. 
way of dealing with this problem is by expanding the wavefunction in a well known basis 
set. In the next section we shall introduce the Sturmfan basis and its properties, discussing 
............ monopole 
quadrupole 
--- hexadecapole 
--- spin-orbit 
total 
some of its advantages when it comes to solving bound states of halo nuclei. 
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2.2 The Sturmians 
The usual procedure to reduce a set of coupled differential equations to an algebraic 
one is either to expand the wavefunction of the system using a complete set of known 
eigenfunctions or to use some other set of trial functions in a variational way. However 
there are three requirements that should primarily be satisfied: a) the complete set should 
be discrete (otherwise the problem would become impossible to solve); b) the method 
should give good convergence; c) the expansion should provide simple boundary con- 
ditions. Choosing a set of known eigenfunctions that satisfy b) and c) may be difficult 
and one often finds oneself with complex boundary conditions. On the other hand, an 
expansion using trial functions involves fitting many parameters and often offers very slow 
convergence. 
The Sturmian eigenfunctions were introduced by Rotenberg (37) as a basis set for 
solving 2nd order differential equations. Subsequently, this method has been successfully 
applied to several problems in nuclear physics (38). The Sturmians are generated by an 
equation that much resembles the Schrödinger equation, 
h2 d2 h, 21(1 + 1) + 
2µr2 
+ an7V turm(r) + ¬I 
Sn, 
7(r) = 
E'o'S 
y(r) 2µ dr2 
n=""", Nsturm and 'y = {I, J, I} . 
(2.11) 
As long as the Sturmian interaction tends rapidly to zero at large distances, the Sturmian 
boundary conditions are simply given by: 
spry (o) = 0, 2µýEI 2 Eo) (2.12) S*7,7 (r) r-ý>°° Ae-k0' , where kö = FL 
Note that if S,,. y(r) is to be square 
integrable, then c- Eo > 0. 
The Sturmians Sy(r) form a complete set in the regions where the potential is either 
positive or negative(Vst. ,.,,, (r) j4 0), whichever 
its shape. 
We have explicitly accounted for the possibility of core excitation by introducing the 
core energy term EI. In this way the Sturmian eigenfunction will depend not only on the 
1, j quantum numbers, but also of the energy of the core state labeled by the spin of the 
core I. 5 
It is important to stress that the eigenvalues are NOT the energies of a given Hamiltonian 
but the strengths of its potential. For a study of bound states (such is our aim), the potential 
is attractive (Viurm(r) <0d,. ) and E0 should be a fixed negative real number. 
b For each 
5For the cases we wish to study, and because only a reduced set of core states are to be included in the 
expansion, each state of the core can be labeled by its total spin I, rather than an arbitrary state number %, 
with which the rest of the quantum numbers would be associated. For simplicity, this is the core 
labelling we use 
from now on. 
6Due to the spin-orbit force, the Sturmian potential to be used may be repulsive for r -* 0, and we have 
checked that at these distances it can be neglected. In this work we are not accounting 
for cases where the 
Sturmian interaction contains a repulsive Coulomb term. 
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Eo there is a set of real positive eigenvalues a,,., defined such that an+1,. y > an, -.. The 
number of nodes of the eigenfunctions S,,,. y(r), excluding the origin, is given by (n - 1). 
The orthonormality condition for the Sturmians differs from the standard definition for 
wavefunctions, since it is weighted by the Sturmian potential as in: 
f00 Sn7lTýV turmlTý'Sný7lTýlýT = -bnn' . 0 (2.13) 
The sign on the right hand side of equation. (2.13) already assumes that the Sturmian 
interaction is attractive. Depending on the relationship between the interaction of our 
full Hamiltonian and the Sturmian potential, the metric property defined in eq. (2.13) may 
be used to simplify calculations for the potential matrix elements (see section 2.3). 
Undoubtedly the Sturmian states presented above satisfy both requirements a) and 
c) presented in the first paragraph. The set generated by eq. (2.1 1) may be infinite but is 
definitely denumerable. Whether or not these functions satisfy the second requirement 
depends on the choice of Eo and V, urm(r). 
These two ingredients, Eo and V tu,. m(r), present a useful 
feature of this basis if they can 
be chosen in accordance with the physics of the system under study. Specifically, the pa- 
rameter Eo should be chosen to match the known asymptotic form of the eigenfunctions 
of the Hamiltonian. 
Sturmian eigenfunctions behave very much like the ordinary bound state Schrödinger 
wavefunctions and, just as an illustrative example, a couple of examples are presented. 
The potential used for these calculations contains a Woods Saxon term and the spin-orbit 
force defined by equations (2.8) and (2.10), with the following parameters: 
Vw, = -44.46 MeV; V80 = -5.0 MeV; ß=0; Ro = 2.5953 fm; a=0.7 fm. (2.14) 
Firstly, fig. (2.5) refers to zero orbital angular momentum and illustrates the increasing num- 
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Figure 2.5: Sturmians for Eo = -0.5 MeV, 1=0 and n=1, ..., 
4 
ber of nodes of the Sturmians with n (we plot the amplitude of the Sturmian wavefunction 
2.2. The Sturmions 
as a function of radius). It is interesting to notice that the tails of the Sturmians are long, 
due to the choice of the Eo energy parameter, Secondly, fig. (2.6) contains the zero node 
Sturmians for the first five possible combinations of orbital and total angular momentum. 
Just as is the case for the Schrödinger eigenfunctions, the centrifugal barrier repels the 
single particle wavefunction from the centre of the potential, shifting it outwards. Al- 
though the spin-orbit term is weak, the effect of the spin-orbit force is still noticeable. 
Finally, it is relevant to mention that, although it has not been illustrated, the introduction 
0.15 
ä 0.10 
Q 
E 
0.05 
n nn 
............ n=0; 1=0; j=1/2 
---- n=0; 1=1; j=1/2 
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Figure 2.6: Sturmians for n=0 and 1=0,1,2; E0 = -0.5 MeV 
of an excited core corresponds effectively to a different choice of the Sturmian energy 
(E0 is replaced by Eo + ei). This is extremely convenient if one wishes to expand a core- 
excited-channel wavefunction in term of these eigenfunctions. The Sturmian boundary 
condition changes, enabling the correction in the tail of the Sturmians to be automat- 
ically accounted for. This turns out to be extremely efficient when applied to physical 
problems. 
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2.3 The Sturmian Coupled Channels Equations 
In order to solve eq. (2.6) we expand the two body radial wavefunction in terms of the 
Sturmians basis functions: 
Netorm 
Xry('') = C, S, 7(r)' (2.15) 
µ-1 
where the Sturmians S,,. y (r) satisfy equations (2.11) and (2.12). Due to the asymptotic 
properties of the Sturmians, and as long as the coefficients Cµ. y do not diverge, the radial 
wavefunction X. y satisfies the boundary conditions described in eq. (2.7). 
Substituting this expansion in eq. (2.6), one can eliminate the kinetic energy terms by 
using the Sturmian equation, arriving at: 
{V. 
y. y(r) - «li1'V turm(r) + (E0 - E)} C,, ySµ7r(r) 
+ Vyß(r)C, PS, P(r) =O, 
where µ=1, ..., Naturm, 8 {1'j'I'} and ry = {ljI} . (2.16) 
Note that the definition of Vyp(r) is given in eq. (2.6). If we chose V urm(r) = VY. y(r), a 
further simplification of eq, (2.16) is possible, and we proceed in this way. 
The following step consists of obtaining a set of algebraic equations such that the 
problem is reduced to a matrix equation. Multiplying eq. (2.16) on the left by S; -Y(r) and 
integrating over the radial coordinate from zero to infinity, one obtains eq. (2. l 7): 
J S, *, ry(r)V. y. y(r)S,,. y(r) dr + au. ybN,,, + Eo J Svy(r)Sµ7(r) dr Cry + J 
+JS, .y 
(r)Vyp (r) S,,, 6 (r) dr CN, p =EJS,, y 
(r)Sµ. y (r) dr CN,. y , 
li p ý'Y IL 
where µ, v 1113 1111 and -y = {ljI} . (2.17) 
If one defines Nchan as the total number of channels -y = {1, j, I} then eq. (2.17) contains 
(Nsturm X Nehdn) coupled equations for the same number of unknowns C,,,.,. This means 
that the problem is completely determined. 
This matrix equation describes a generalised eigenvalue problem and is of the form 
(Hc = EiMc), where both H and M are real symmetric matrices. There are library sub- 
routines available to solve the generalized eigenvalue problem and the eigenvalues 
obtained are always real. 
Although we have opted to use the method that leads to a generalised eigenvalue 
problem, one should be aware that an alternative method is also offen used. Since the 
metric for the Sturmian basis provides a definition for the inner product that is non stan- 
dard, eq. (2.13), when going from eq. (2.16) to eq. (2.17) one could have weighted the 
integration with the Sturmian potential. This would lead to a matrix equation of the form 
(Hc = Eic), the standard eigenvalue equation, where H would no longer symmetric. The 
difficulty introduced with unsymmetric matrices is balanced out by the fact that diago- 
nalising the Hamiltonian H automatically provides the eigenenergies of the problem. 
Applying the Sturmian expansion to physical problems has various advantages. We 
mention first the convergence properties. A wise choice for E-, is fundamental for rapid 
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convergence. In fig(2.7) we present the energy curves for the single particle 2s1/2 state as 
a function of the number of Sturmians included in the expansion. The parameters used for 
the interaction are standard (V 5= -60.0 MeV, V, o = -18.0 MeV, a=0.7 fm, R=2.5 fm). 
For the Sturmfan potential V turm(r) we normally use the diagonal terms of the physical 
interaction, that may be different for each channel. In this case, because there are no 
couplings, we use V, tu,,,, (r) = Vphysical(r). The converged energy value is E(2s112) = -0.25 
MeV, and if Eo is accurately chosen as Eo = E(2s, 12), only one Sturmian is needed in the 
expansion. The figure clearly shows how convergence becomes slow if Eo is far from the 
physical value. The same picture reappears for the 1 P1/2 single particle state as is shown 
in fig. (2.8). Note that, generally, for an arbitrary choice of E0, the deeper the state, the 
easier the convergence. Therefore it is near the threshold that the choice of Eo becomes 
crucial for convergence. 
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The previous example is illustrative but of no real use for physical applications, since 
Vstur, 
n(i') 
Vphysical(r), we could just solve the total Schrödinger equation to determine 
the solution rather than calculating a basis and having to diagonalise the 
Hamiltonian. 
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The method becomes very useful for cases where the interaction has off diagonal terms. 
In fig. (2.9) and fig. (2.10) we show the convergence behaviour for deformed states that 
originated from the single particle 2s1 12 and 'P1/2 states. The parameters for the inter- 
action are the same and we introduce a quadrupole coupling with ,8=0.5. 
Here the 
Sturmian potential is the diagonal part of the physical interaction. One can verify that the 
general features specified for the single particle states are unchanged, and it is always 
the curve corresponding to E0 closest to the physical energy of the state that shows faster 
convergence. Although in most cases V-1 ý, m(r) should 
be chosen as close as possible 
to the diagonal interaction of the two body Hamiltonian, i. e. the monopole term of the 
nuclear interaction and the spin-orbit term, there are situations (in particular within the 
three body problem) where it is preferable to use an interaction with a longer tail such as 
the Coulomb interaction. ' 
7Another property of the Sturmian expansion that might be used to our advantage is the fact that there is 
a discretisation of the continuum. Since the calculation of the eigenvalues is performed effectively in a finite 
box, one obtains after diagonalisation a whole set of eigenstates of eq. (2.17) with positive energy. These states 
can be related with resonant states associated with the system. Nevertheless one must not forget that the 
Sturmians defined as in the previous section are bound state wavefunctions, and therefore do not have the 
correct asymptotics for scattering states. The Sturmian functions in the continuum can become useful 
if one 
wishes to perform R-matrix scattering calculations. However this is beyond the scope of this work. 
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2.4 Treatment of the Pauli Principle 
The macroscopic model developed has not taken into account the fact that the valence 
neutron's wavefunction should be antisymmetric under exchanges of all the neutrons 
of the core. The correct antisymmetrisation of the system's wavefunction would greatly 
increase the degree of complexity of the calculation, which would prevent a good insight 
to the effect of core excitation, and an intuitive picture for the core + neutron system. 
However one does have to guarantee that the valence neutron is not going to occupy 
the same states as the core neutrons. 
The usual procedure used to take into account the Pauli principle for the valence 
neutron relative to the core neutrons, in the case of the inert core + neutron systems 
(1), assumes that the core neutrons sit in the same potential well defined by the n-core 
interaction. The n-core interaction produces low lying energy states. Then, say for 4He+n, 
the two core neutrons will fill up the state of lowest energy, the 181 /2 state, and only the 
remaining eigenvalues will be physical solutions for the 4He+n system. 
When solving the two body problem with core excitation as described in section 2.3, 
the lowest energy state is no longer a pure 1s1/2 neutron coupled to the ground state of 
the core, but contains admixtures with core excited configurations. However it will have, 
in general, a very large overlap with the 1S1/2 neutron coupled to the ground state of the 
core. Our approach to the Pauli principle consists in assuming that these low lying states 
are filled by the neutrons of the core, and considering only the remaining eigenvalues as 
physical solutions. For the nuclei we will be interested in, the core has 6 neutrons. 
8 Thus 
the low lying states that show a large overlap with the 1S1/2 state and the I P3/2 state are 
considered full, and the valence neutron will occupy one of the remaining states. 
For the lighter systems where there are only 3 neutrons (such as 4He+n) there is no 
ambiguity in defining the core nucleon states because the core is absolutely inert, and 
all its nucleons are confined to the 181 /2 shell. For the cases we are to study, shell model 
calculations predict, for the nucleons of the core, a non negligible amount of occupa- 
tion of the 1P1/2 subshell and we are aware of tP the weakness of the approximation of 
not allowing the valence neutron to penetrate in the 1P3/2 (the physical solution 
to our 
problem may have a non zero 'P3/2 n-core component, but is should not be significant). 
On the other hand we are not taking into account a possible pairing interaction between 
the valence neutron and core neutrons. Nevertheless we consider it is a useful exercise 
to introduce the above approximation, and calculate the effective neutron-core inter- 
action within this restricted space, and account for extra antisymmetrisation effects 
(Pauli 
repulsion) through £-dependence in the interaction if found necessary. 
8We are thinking about applications to light core+neutron systems such as 
II Be, 13C and IOLi. 
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2.5 Interesting features of the two body system 
After having surveyed the theoretical scenery with its models and before proceeding 
onto the applications to particular nuclei, it is instructive to investigate in some detail 
the effect of each ingredient on the whole system and discuss the physical reasons 
behind such behaviours. It should be mentioned that the study of single particle motion 
in nonspherical nuclei can be found in standard textbooks (39,40), and here we will 
concentrate on the aspects relevant to our model. 
For this illustrative purpose it ; is necessary to specify a trial case on which to impose 
variations. Let us therefore consider a core similar to 1°Be, with ten nucleons (A=10), a 0+ 
ground state and a 2+ excited state at 3.368 MeV excitation energy. The neutron-core 
interaction consists of a nuclear Woods Saxon central part and a spin-orbit term. The 
Woods Saxon part has the following initial parameters: Vv = -60 MeV, RU = 2.5 fm, 
ati,, = 0.7 fm. The spin-orbit term is proportional to the derivative of the Woods Saxon form 
factor with the parameters defined above, and the initial depth is Vao = -18 MeV. With 
this example it is not our intention to reproduce a physical system but rather to paint a 
simple standard picture upon which we can easily make modifications. In fig. (2.1 1) we 
show the single particle level sequence for the example case we have set up. Due to 
the strong spin-orbit we chose, the 1 d5/2 state is pushed down in energy, and becomes 
more bound than the 251/2. Comparison will later be made between the deformed 
and undeformed systems. For that purpose we take ß=0.5 as the initial value for the 
deformation parameter. 
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Figure 2.11: Single particle spectrum 
To begin with, we will concentrate on the interplay between the radius and depth of 
the Woods Saxon nuclear interaction, switching off both spin-orbit and deformation. Next 
we will allow variations of the spin-orbit depth and verify the expected splitting of the 
energy levels of the system. The effects of variation of the diffuseness parameter will also 
be studied. Finally, we will pay particular attention to the response of the system when 
varying the deformation and the relevance of the excitation energy of the core to our 
model. 
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2.5.1 The potential depth and radius 
The general trend of the energy of single particle states, when the Woods Saxon depth is 
increased, is similar to that observed when the radius of the system increases: as common 
intuition would dictate, the states become more bound (see fig. 2.12 and fig. 2.13). The 
profile is very close to linear and is steeper for deeply bound states. 9 
r% / 
i v. v 
5 
0 
0) 
a) 
c 
a) 
-10.0 
5.0 
0.0 
-5.0 
-10.0 
-15.0 
-20.0 
-25.0 
-30.0 1 30.0 35.0 40.0 45.0 50.0 55.0 60.0 65.0 
VWS (fm) 
Figure 2.12: Single particle levels as a 
function of the depth V. 
0.0 
a) 
-20.0 
CD 
-30.0 c 
Q) 
-40.0 
L P' 
Z). v 
................................................... 
--------` 
0.0 
-5.0 
is 
1p 
---- 2s 
--- 1d 
1s 
........... 1P 
---- 2s 
--- 1d 
-50.0 t- 2.0 2.2 2.4 2.6 2.8 3.0 
radius (fm) 
Figure 2.14: Single particle levels as a 
function of radius R,,, s at constant vol- 
ume. 
aý -10.0 
-15.0 
m 
-20.0 
-25.0 
-30.0 
-35.0 L- 2.0 
1s 
2s 
---- ip 
--- 1d 
2.2 2.4 2.6 2.8 3.0 
radius (fm) 
Figure 2.13: Single particle levels as a 
function of the radius R. 
5.0 
0.0 
> 
°) 
-5.0 
a) 
-10.0 
c 
a) 
-15.0 
yRi; =. j-- 
'- 
-. - . 
-. 
.-- 
-- 
P312 
PI/2 
... d512 
... Sin 
-20.0 '--- 
-20.0 -15.0 -10.0 -5.0 0.0 
Vs0 (MeV) 
Figure 2.15: Single particle levels as a 
function of spin-orbit depth V,,. The 
thin lines relate to the corresponding de- 
formed levels 
Nevertheless there are more subtle differences that should be pointed out. The basic 
idea, that only the volume of the interaction is relevant for the binding, has its limitations. 
Fig. (2.14) shows the energy of the single particle states when the radius and the depth are 
changed such that the interaction volume is kept constant (for this effect we approximate 
the interaction volume of the Woods Saxon potential to that of a square well with the same 
depth and radius). We see that, for constant volume, the binding energy is not constant 
9Some of the curves in either fig. (2.12) and fig. (2.13) reach positive energy values. One cannot guarantee 
that these correspond to resonances in the continuum. See footnote in page 17. 
ýýýý'ý ----------------- .. 
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and is larger if the potential is deeper and narrower, specially for the deeply bound 
states where the wavefunction is only non zero for small radii. One can understand 
this fact by thinking in terms of the overlap integral between the wavefunction and the 
interaction (' IV I) 
. As the wavefunction is only non zero for small radii, it is energetically 
advantageous to have a deeper well, even if narrower, since will truncate the integral 
at short distances. For large radii and for the single particle states near threshold (where 
IE«I Vw, 1) the constant volume assumption is approximately valid. Then the tail of the 
wavefunction is long and the overlap will still account for attraction at large distances. 
2.5.2 The strength of the spin-orbit force 
As for the response of the system to the spin-orbit force, one can say that the system 
behaves as expected (see fig. 2.15). The 'P1/2 and 'P3/2 are degenerate when V, o = 0, 
and they linearly move away from each other with the increase of the spin-orbit force. 
The slope of the P1/2 curve is, in absolute value, larger and of opposite sign than that of 
ti 
the P3/2 due to the value of the spin-orbit force multiplier 1. d=j (j + 1) -1(1 + 1) - s(s + 1) 
The spin-orbit also acts on the 1 d5/2 state, bringing it down in energy, and although 1"& is 
twice as large as for the 1 P3/2 case, the stronger repulsive centrifugal barrier cancels this 
effect resulting in the fact that the two curves have more or less the some slope. Obviously 
the s-wave does not feel any spin-orbit effect, until the deformation is switched on (thin 
lines of fig. 2.15) and its (d5/2 (& 2+) component feeds in the spin-orbit influences. Note that 
the d5/2 component is only noticeable when the 1 d5/2 ® 2+ single particle level becomes 
sufficiently close in energy to the pure 2s1/2. This result can be easily understood in second 
order perturbation theory where the denominator of the energy shift due to couplings to 
a particular state is the respective energy difference (41) : 
0Ey = 
(0Iperturbation k t) 12 (2.18) 
Eo - Ei 
One can verify in fig. (2.15) that the energy curve for the deformed 2s1/2 is horizontal for 
small V, o and is deflected as 
the energy of the single particle 1 d5/2 ® 2+ state approaches 
that of the 2s1/2 state. 
As a general remark one can infer from our results that deformation enhances the spin- 
orbit effect, just by looking at the changes in the single particle energy levels in fig. (2.15) 
when the deformation is switched on. This is a permanent feature of such systems and 
we shall come back to this issue later. 
2.5.3 The diffuseness 
The system shows some sensitivity to diffuseness, but the physical interpretation is not 
always intuitive. In fig. (2.16) we show the variation of the single particle energy 
levels as 
a function of diffuseness for the case of no spin-orbit interaction and no deformation. 
Contrary to the interaction volume arguments, the binding decreases with the increase 
of diffuseness. To understand this behaviour one needs to think again 
in terms of the 
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overlap of the radial probability distribution and the interaction. It is then clear that 
the sensitivity to the diffuseness is going to be mainly determined by the position of the 
maximum probability relative to the surface and also, on how localised or spread out is 
this probability, in other words, the binding energy. 
Let us consider s-states as an example. A neutron in an s-state with large binding 
energy is localised mainly at small radii and thus the overlap integral is not going to be 
affected by small variations of a,,, 5, if a,, 5 is small enough that the interaction is close to 
a square well. When a,,,, is not so small, the contribution to the overlap integral of the 
portion just inside the surface is decreased, and although the tail of the interaction is 
increased outside the surface this is not going to contribute because a deeply bound 
state has a negligible tail. We predict that these levels should become less bound when 
a,, 3 is increased. On the other hand, for the 2s state that is close to threshold, increasing 
the diffuseness means that more of the tail is contributing to the overlap integral, and 
therefore one gets an increase on the binding energy. These properties are shown in 
fig. (2.16). 
Similar arguments hold for the p and d states. Fig. (2.17) shows that these features are 
unmodified with the inclusion of spin-orbit and deformation. 
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2.5.4 The mass of the core 
Studying the behaviour of the system when one increases the mass of the core can 
provide a good insight as to when recoil effects become important. One can see in 
fig. (2.18) that for light cores the energy decreases steeply with the increase of A, but finds 
a definite saturation value as early as for A -- 20. This can be briefly explained if one writes 
down the Hamiltonian terms that contribute to the energy. The energy of a particular 
1s 
------ 1p 
---- 2s 
---------- 
................................ 
I 
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core+n (A = A0) system, in a particular state WAo, is given by: 
2 
E= ('I'AOI V I'Ao) -2 (`kAoIV21*Ao) " (2.19) 
Remembering that for the two body core+n system 1+Ä in units of inverse nucleon 
mass, one can write: 
E=1 (14ýAoý 
- 
hV1'111Ao) 
+ (*AoIVI*Ao) + (WAol - 
fiV2ITAo) 
" 
(2.20) 
A22 
Hence, in first order perturbation theory, one would expect aÄ behaviour for the energy 
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E(A) curves. One can also infer, due to the properties of T and 41A0, that the term 
AoI - 
ý2 V2NfAO) is necessarily positive and therefore conclude that the Ä term has a 
positive sign. This is clearly the feature shown in fig. (2.18). These considerations are 
equally valid for deformed states and are well illustrated in fig. (2.19). 
The physical systems, however, become larger as A increases: the radius of the inter- 
action is proportional to A1/3. In figs. (2.20) and (2.21) we present the energy levels as a 
p 
2s, 2 
- Is,, def 
............ 1 p, rz de( 
-- 2s,, def 
--- Ip, adel 
-"- 1dýdef 
R 
M" 
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function of the mass number, where the radius has been appropriately rescaled. One 
can still see the some general trend although the saturation is very slow. 
2.5.5 The deformation 
A very common way of presenting the effects of deformation consists in plotting the vari- 
ation of the energy levels as a function of deformation, similar to the Nilsson plot. Fig. (2.22) 
shows the variation of the energy levels with deformation, for the trial interaction when 
V, o is set to zero. When ß=0 the P3/2 and PI/2 states are degenerate, but deformation 
lifts this degeneracy and, in this sense, deformation induces a spin-orbit effect driving the 
states apart (42). Where the density of states is very low, the states are mainly single par- 
ticle states and therefore show very little sensitivity to the deformation parameter. Near 
threshold, due to the energy proximity of 1P]/2.2s1 12 and 1 d5/2 states, the admixture is 
larger and energy level crossings appear. 
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of deformation for Vso =0 MeV. of deformation for V0= -18 MeV. 
Through second order perturbation theory one can understand how the same kind of 
coupling drives the positive parity 1 /2+ state and the negative parity 1/2- state in different 
directions. Going back to eq. (2.18), one needs only to evaluate the denominator of the 
energy shift term, A= Eo - Et, to predict in which direction will deformation move 
the 
energy. Assuming that the coupling is originating mainly from one state, the d5/2 ® 2+ for 
the positive parity case and the P3/2 ® 2+ for the negative parity case, and noticing that 
the energy difference between the single particle states are: 
0(2sj/2 ®0+; ld5/2 ®2+) -- -2.4MeV 
0(1P1/2 ®Q+; 'P3/2 (92+) : +8.9 MeV , 
it becomes clear that 2s112 state will have become more bound when the deformation 
is switched on, and the opposite effect will occur with the 1 P1 /2 state. For the 1 d5/2 one 
needs only first order perturbation theory to understand that, given that the deformation 
introduces an attractive quadrupole coupling, the binding energy will increase with ß. 
-"---' Ptrz --' 
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A similar behaviour is found when the spin-orbit interaction is switched on, as shown in 
fig. (2.23). 
2.5.6 The excitation energy of the core 
One can rely on the intuitive idea that, the higher Ec,. e, the less likely it is that core ex- 
citation will occur. The sensitivity of each state to core excitation will obviously depend 
strongly on the amount of core excited admixture in each state. Varying the excitation 
energy of the core (E, o.,. e) will only vary the energy of the level if there is a strong core ex- 
cited component in the wavefunction. Remembering that in second order perturbation 
theory the admixture depends on the relative energy of the single particle states coupled 
to the excited state, and the single particle state coupled to the ground state of the core, 
one can understand that, within this model, the widely-spaced deeply-bound states do 
not show high admixtures, and are insensitive to variations of Eco,. e as seen in fig. (2.24). It 
is near the threshold, where the density of states is higher, that the system is going to feel 
variations of Eco,. e . This is clearly illustrated in 
fig. (2.25). 
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Figure 2.25: Energy levels near threshold 
as a function of the core's excitation en- 
ergy. 
More can be learned from the second order perturbative energy shift for the 1/2+ 
and 1/2- states (be reminded though that for some cases, the first order contribution 
is non-zero, and dominates the second order terms). The couplings in this problem are 
always from the core's ground states to its 2+ excited state, and thus one can redefine 
the denominator of eq. (2.18) as 0=6-E,,. e where 6 is equal 
to the difference between 
single particle energies. Differentiating eq. (2.18) one arrives at: 
aLE= 
_I 
(00 I perturbation N', )12 (2.21) 
)2 5 
core 
(b 
- 
E'core 
and because, whatever the excitation energy, the shift is always positive, one can easily 
conclude that increasing ECOTe will always decrease the binding energy. The energy shift 
will be smaller for larger Eco,. e and the energy of the state will 
tend to the corresponding 
----_ 
ls12 
1 p, 12 
--- 1dß 
single particle energy as E,,, 7F tends to oo, because DEt , 
0. 
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To understand the different curvatures in fig. (2.25) it is necessary to look at the second 
derivative of the energy shift, given by: 
a2oEý Iý perturbation I? pi) 12 
core - (s - Ecore3 
(2.22) aE2 l 
This quantity can change sign depending on the value of the denominator. For the two 
main examples we have been looking at, the 1/2- and the 1/2+ states, 6 is, respectively, 
12.3 and 1.011 MeV. We can understand that, for the range of core excitation energies 
shown in the figures, the curvature is negative for 1/2+ and positive for 1 /2- . 
One can attribute the strange peaked behaviour of the negative parity curve near 
Ecore -- 12 MeV to the singularity appearing in zE1. 
Similar conclusions can be obtained for other states, such as the 1 d5/2 state. 
2.5.7 Brief 
With this model we endeavoured to review old features and look at new interesting 
phenomena. We tried to explain these physical properties in the light of intuitive ideas. 
This is probably one of the greatest advantages of the macroscopic approach. 
The sensitivity to radius, Woods Saxon depth and spin-orbit depth is monotonic and 
easily understood on intuitive grounds. The model is also sensitive to the diffuseness 
parameter. For systems where core excitation is allowed the sensitivity to the deformation 
parameter is larger near the threshold where the density of states is larger, than for the 
deep low-lying states. This fact is crucial to obtain level crossings. The binding energy 
of the system varies monotonically with the excitation energy of the core. Admixture is 
much larger for systems where the core has a low excitation energy to the 2+. We found 
that there is a saturation energy (in our case E,,,, (saturation) ti 20 MeV) after which the 
two body state has no excited-core components. 
We have found that, in most cases, it is of enormous help to use perturbation theory 
when it comes to understanding general features of nuclear systems. 
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2.6 Application to physical nuclei 
In all the cases we have investigated, the potentials used for the core-particle interaction 
have many free parameters. We fix them using physical observables where possible. 
To estimate the deformation parameter ,Q we use measured B(E2) transition strengths of 
the core. Although previous calculations on II Be, e. g. (14,31), have used the charge 
deformation obtained directly from the B(E2) experimental value, the relevant parameter 
for the nuclear interaction is the matter deformation. These nuclei have a very large 
neutron excess, (Z = 1.75) for "Be and (Z = 2.33) for 10Li, and therefore the matter 
deformation can differ significantly from the charge deformation. To estimate the former 
we compare the charge and matter B(E2) transition strengths calculated in a shell model, 
obtaining a charge to mass deformation ratio for each nucleus of interest (32). 
For the potential radius R71d we use what is called in (43) the nuclear interaction radius. 
The diffuseness a,, 6 for neutron-1013e and neutron-9 Li potentials are not known, so we use 
a standard value a, = 0.65 fm. The spin-orbit geometry is assumed to be the same as 
that of the central potential. Finally we adjust the depths Vw, and V, o to reproduce the 
first two low-lying energy states of the nucleus under study. We include the ground state 
and the first excited state of the core ({0+, 2+} for 1°Be and 12C, and {3/2-, 1 /2-} for 9Li), 
and orbital angular momenta up to 1=3. 
2.6.1 Application to " Be 
We first specify the experimental values used to fix the interaction parameters. The de- 
formation parameter 3= ßm, da, = 0.67 for 
1°Be is calculated from the B(E2,0+ --+ 2+) 
value of 52 ±6 e2 fm2 (44) for E,,,, [2+] = 3.368 MeV (45) and using a ratio between 
charge and mass deformation of 1.76 as given by a shell model calculation (46) using 
the WBN interaction in spd space. We should mention that we obtain poor results for 
this system if we use the charge deformation for the deformed interaction. The Woods 
Saxon radius R, Ld = 2.483 fm, used 
in our calculations, is the interaction nuclear radius of 
the core, after imposing volume conservation (43). The central and spin-orbit strengths 
are adjusted, after diagonalisation, to reproduce the ground state energy E112+ = -0.5 
MeV and first excited state E1 /2- =-0.18 MeV of the 
"Be system. We find Vti = -53.28 
MeV and V50 = -13.44 MeV for the effective interaction 
between core and neutron (this 
interaction is here labeled Bel 1-a). 
We first discuss our results for the bound state properties and secondly present those 
relevant to scattering. Our results predict that 78% of the ground state consists of a sl/2 
state coupled to the 0+ core state, whereas the component with a d5/2 state coupled 
to the 2+ state of the core contributes 20%. A previous rotor-particle shell model (47) 
predicted a very large 75% d5/2 wave for the ground state while variational shell model 
calculations (VSM) (14) predict 39% admixture of core excitation. 
For the odd parity bound state, we found a 87% contribution of 1 p] /2 coupled to the 
ground state of the core. Our calculations predict spectroscopic factors consistent with 
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those derived from differential cross sections measured in (d, p) reactions on 10Be (48) 
(S(l/2)+ = 0.77, S(1/2)- = 0.96 ). 
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Figure 2.26: The ground state wavefunc- Figure 2.27: Energy dependence on the 
tion for >> Be deformation parameter 
The wavefunction for the ground state is presented in fig. (2.26). The rather large tail 
obtained is a direct consequence of a very low binding energy and illustrates the halo 
nature of >> Be. 
We compare our results with a calculation where no deformation is introduced (49). 
Here the ground state consists of a pure s-wave produced by fitting a central Woods 
Saxon potential plus spin-orbit to the experimental binding energies E1/2+ and E112- . To 
obtain the correct parity ordering of the first two bound states of 1' Be the spin-orbit force 
had to be much stronger than is usually accepted (twice the value we use), and the 
diffuseness very large. 
"Be pure (49) Be 1 1-a Bel 1-b VSM (14) experiment 
rms matter radius (fm) 3.45 2.93 3.16 2.6 
2.73 f 0.05 [50] 
3.1 + 0.38 [51] 
I(1°Be(0+) (& 1s1/2I11 Be(g. s. ))I2 100% 78% 86% 55% 77% [48] 
I(10Be(2+) (9 1d5l2I"Be(g. s. ))I2 0% 20% 12% 39% 
I(1OBe(0+)(g lpl/2I"Be(1/2-)) 12 100% 87% 78% 96% [48] 
I(10Be(2+)(g 1P3/2I1 1 Be(1/2 ))12 0% 12% 21% 
11 B(E 1,1 /2- --> 1/2+) (e2 fm2) 0.48 0.15 0.14 « 0.1 0.115±0.01 [ 13] 
Table 2.1: Radius and structure of the g. s. and B(E 1) for >> Be 
Table 2.1 shows the results obtained for the rms matter radius of the ground state'° 
using rms(10Be)= 2.3 fm (50), the probabilities associated with the prominent channels, 
and the B(EI) transition" from the first excited state to the ground state, if one allows 
core excitations (Be 1 1-a). These results are compared to the pure s- and p-wave model, 
and the VSM mentioned earlier. The third column in table 2.1 refers to the a core excited 
1°The rms radius is calculated by taking the square root of: A+] Rrma(core) 
+ 
A+I 
(*9, Ir21q, 
9, 
). 
11 The definition and matrix elements of this observable is presented in appendix A. 3. 
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model with a parity-dependent interaction (see page 30). 
Our calculations using Bel 1 -a show good agreement with experiment for both the 
mean square radius (50) and the B(E 1) (13). In this table we also present the results of the 
VSM (14) calculations which underestimate both the radius and the B(E 1). 
The binding energies within model Bei 1-a depend strongly on the deformation pa- 
rameter of the core (see fig. 2.27) and it is mainly through this dependence that the parity 
inversion is obtained. The ground state of "Be is known to be a positive parity intruder 
state (14) not predicted by the spherical mean field calculations (15). Note that the V0 is 
stronger that%the traditionally used values to help impose the state inversion. It is important 
to note that this inversion cannot be obtained keeping ,Q=0.67 if a standard V30 -- 
7 MeV 
is used. In (31) a standard V0 could be used because only the positive parity states were 
studied, and no parity inversion was required. The effect of these different parameters 
has already been extensively discussed and qualitatively analysed in section 2.5. The rms 
radius is not very sensitive to ,Q but the B(E 1) shows a very strong dependence. 
The curves presented in fig. (2.27) are very much like those from a Nilsson plot (39, 
pg. 221) . The main difference 
is that, 1' Be being a halo nucleus, these states are very 
close to threshold. The S1/2 and P1/2 have also become closer due to the choice of the 
parameters, in particular to the rather strong spin-orbit force. The shape of the even parity 
curve for negative ,Q differs from the usual behaviour of 
the 2s1/2 curve seen in (39) due 
to the effect of the threshold (48). 
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Figure 2.28: Energy spectrum for 11 Be; approximate vertical scale 
The continuum spectrum is calculated at low energies, where the number of channels 
is still reasonably small. The resonant energies we present here were obtained from the 
energy dependence of the phase shifts calculated through direct integration of the radial 
equations. In appendix C. l the details of the method used are briefly mentioned. The 
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results for resonant energies and widths are shown in fig. (2.28) and we get reasonable 
agreement with experiment 
We wish to compare our calculations with calculations performed within the micro- 
scopic formalism, where an appropriate antisymmetrisation of the wavefunction is per- 
formed. The direct comparison between the interactions used is not possible since one 
relates to a fit of a many parameter nucleon-nucleon interaction to the properties of 
nuclei in a large section of the periodical table, and the other relates to an effective 
interaction between a valence neutron and this particular 10Be core. In any case one 
would expect to obtain a better treatment of the halo effect through the macroscopic 
approach, since the shell model assumes that core nucleons feel the same interaction 
as the valence neutron. Shell model calculations were performed with OXBASH (52,53) 
using the WBN interaction (54) and one can verify in fig. (2.28) that they produce similar 
results for the negative parity but fail to invert the parity of the ground state. 
We would like to underline that, although one could have obtained a better picture for 
the positive parity states (as in (31)), our aim is to find an effective interaction describing 
all states as well as possible, which can be used in three body calculations. An interaction 
describing positive parity states alone is insufficient. Within this spirit we are not satisfied 
with the fact that the 5/2+, in our model, is bound. Clearly the spin-orbit force needed to 
bring the 1/2- state up in energy, has an excessive effect on this 5/2+ positive parity state. 
On the other hand, thinking in terms of nucleons occupying the same shells, one can verify 
that, because of the partial 1 P1 /2 shell occupation by core nucleons for the core's excited 
state, there are more configurations available for the 1/2+ state than for the 1/2- state. 
One would expect the interaction between the neutron and the core to be less attractive 
for the negative parity state than for the positive parity state, the Pauli repulsion in the 
p-shell discussed in (25). Since we do not perform a correct antisymmetrisation of the 
wavefunction, the Pauli repulsion can only be included explicitly in the interaction, by 
allowing for parity-dependence in the Woods Saxon potential. 
We repeat our fitting procedure without altering the values for the diffuseness and 
radius, but imposing, now, a smaller spin-orbit strength (Vao = -8.5 Mey) and adjusting 
Vw VEN and V °DD separately to the low lying energy states 1/2+ and 1/2 -. For the depths 
of the potentials we obtain: VEVEN = -54.239 and VoDD = -49.672 (the interaction is 
labeled Bel 1-b). The results for the bound state properties are shown in table 2.1 and 
agree with the measured values. The percentage of core excitation in the ground state 
is slightly smaller due to the weaker spin-orbit force. The energy spectrum is presented in 
fig. (2.28). The 5/2+ state is now in agreement with experiment, although there is still some 
discrepancy in the rest of the spectrum that could only be overcome by introducing 
more degrees of freedom for the core, or more parameters for the interaction. From 
the various results presented, one can conclude that the interaction Be 11-b offers a 
considerable improvement to all previous models. 
The B(E1) distribution from the ground state to the continuum is also calculated (fig. 2.29) 
and compared with recent data from Coulomb dissociation (55). The results from our 
theoretical calculations (solid curve) are close to the data if one takes into account 
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the 20% uncertainty due to neutron detection efficiency and the simple model used in 
(55) to exclude nuclear contributions from the total cross section. We believe that more 
accurate data is needed for a detailed comparison. 
Using for the ground state of Be a Yukawa wavefunction with the correct tail nor- 
malisation, and using a plane wave for the continuum one obtains the dashed curve 
in fig. (2.29) for the B(E1) distribution. The Yukawa wavefunction will only resemble the 
real wavefunction in the tail. So the basic idea for this approximation is that, due to the 
very low binding energy and the very long tail of the wavefunction, the contribution to 
the matrix elements is very large for large distances and the contribution to the overlap 
integral from the inner part of the wavefunction is not significant. On the other hand, the 
fact that the valence neutron is so loosely bound justifies the use of the plane wave for 
the final state wavefunction. This model, suggested in the thirties (56), and first applied to 
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Figure 2.29: B(E 1) distribution for 11 Be from the ground state to the continuum 
the deutron, is very attractive due to its simplicity, and provides an analytic expression for 
the El transition rate. The derivation and final expression obtained are presented in ap- 
pendix A. 4. From the results shown in fig. (2.29) one can conclude that it provides a good 
description for the Coulomb dissociation process. Nevertheless, it is important to point out 
that the curve produced within the simple model is increased by -- 20% when the ground 
state couplings are included and is decreased by -- 
20% by final state interactions. We 
emphasise that ground state couplings and final state interactions are not negligible in 
this case, and it is only the coincidental fact that they act contrary to each other that 
produces identical results. 
One can conclude that 85% of the total El strength is found below 5 MeV by integrating 
the calculated transition strength and comparing with the value estimated using the sum 
rule S(E1) = (Ä )24 < Rhaio > e2fm2 . The strong electromagnetic strength concentrated 
at low energies is a typical feature of halo nuclei, resulting from the long tails in the ground 
state wavefunctions. 
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2.6.2 Application to13C 
The application to a strongly bound system when compared to the typical halo nucleus is 
useful to test the limits of our model and its approximations. In this case, the deformation 
ß= -0.6 was calculated through the quadrupole moment of 12C (Qo = -22 ± 10 e 
fm2 (57) ), corresponding to an oblate shape, and Ec,. e [2+] = 4.439 MeV (48). For the 
radius R,,, we use the interaction nuclear radius of the core 2.6085 fm (43). The diffuseness 
used is av, s = 0.5 fm (58). The depths of the potentials V., and V0 are now adjusted to 
reproduce, after diagonalisation, the first two energy states (59), El/2T = -4.94 MeV and 
E1 /2+ -- -1.83 MeV. We find V,,,, = -63.99 MeV and V30 = -6.00 MeV (C 13-a). 
130 pure C 13-a experiment 
rms matter radius of the g. s. (fm) 2.41 2.36 2.42 + 0.24 [59] 
1(12C(O+) ® IPI/21 13C(g. s. )) I2 (%) 100% 32% 77% [59] 
1(12C(2+) ® 1P3/2I13C(9. s. ))I2 (%) 0% 67% 
B(E 1,1 /2+ -+ 1/2-) (e2 fm2) 0.099 0.0069 0.0122(1) [ 13] 
Table 2.2: Calculated rms radius of the g. s. and B(El) for13C 
The resulting 1/2- wavefunction is 32% P1/2 wave coupled to the ground state of the 
core and 67% P3/2 wave coupled to the 2+ state of the core. The even parity state is 
mainly constituted by the 81 /2 wave with the core in its ground state (90%). These results 
differ significantly from the (d, p) differential cross section measurements (S=0.77 for the 
ground state and S=0.65 for the first excited state (59)). Calculations for the rms radius 
of the ground state, using rms(12C)= 2.32 fm (50), and the B(E1) transition from the first 
excited state to the ground state are compared with experiments (59,13) in the table 2.2. 
The agreement found is satisfactory but not as good as for >> Be. 
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Figure 2.30: Energy spectrum for 13C; approximate vertical scale 
The spectrum for the positive parity states is well reproduced in our core+particle model 
with the exception of the low lying 5/2+ state. On the other hand the negative parity 
ti 
n 
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states (3/2-, 5/2-) are very poorly predicted. In addition, the lowest lying energy state 
which results from our diagonalisation does not have a large overlap with the forbidden 
state 1P3/2. These results are consistent with the idea of a strong Pauli blocking effect in 
the p-shell discussed in (25). 
We present in fig. (2.30) the result for the spectrum of 13C within our model and using 
OXBASH (52,53) with the WBN interaction (54). For this nucleus, the shell model is more 
successful than the simple core+particle model. The bound 5/2+ and the two 3/2+ 
resonant states agree with the measured values. The negative parity states 3/2- and 
5/2- are not predicted in agreement with experiment. 
One can conclude that more information about the core structure needs to be in- 
cluded in the model for a realistic calculation for 13C. The valence neutron does not 
behave as a weakly bound halo particle, and may mix in states of 12C that have not 
been taken into account. One the other hand due to the inevitable Pauli repulsion felt 
in the p-shell, crucial effect for this system, the shell model is more appropriate and more 
successful than the simple core+particle model. 
2.6.3 Application to 13N 
This system is of significant astrophysical interest and there has been recent effort to 
understand its structure by comparing the elastic scattering of 13N from a 12C target with 
that of its mirror nucleus 13C (60). More recently, measurements for the charge exchange 
reaction 13C(p, n) were reported (61) and provided more information for the spectrum of 
this proton halo candidate. Although the conclusions drawn from the results for 13C were 
not overwhelming, we find it an interesting exercise to look at the mirror nucleus, and 
estimate the effects of including the Coulomb force. We are not expecting accurate 
results since, to begin with, the nuclear interaction defined could not reproduce the 
properties of 13C in a satisfactory manner. We use a screened undeformed Coulomb 
interaction, which matrix elements can be very easily calculated and implemented. We 
assume the nuclear interaction is exactly the same as that for 
13C, thus there are no further 
free parameters involved. A rough estimate of the energy shift caused by the Coulomb 
field can be obtained through: 
0E' cool 
Zcore22 
... 3.1 MeV . 
(2.23) 
From our calculation we obtain AE,,,, = 3.2 MeV and the measured values give AE, o.,,, j -- 
3.0 MeV. The structure of the ground state wavefunction is the same as for the ground 
state of 13C, and the rms radius for the ground state of 
13N is 2.51 fm. In fig. (2.31) we 
present the low energy spectrum and compare it with experiment. 
The application to 13N might not hold great revelations within the framework of proton 
halos, since the ground state of this nucleus is relatively far from threshold. 
However, it 
generates the idea that one can very easily extend our model to a core+proton model 
and use the interactions here determined to obtain results for other systems 
that are strong 
halo candidates, such as 8B and 11 N. 
2.6. Application to physical nuclei 34 
1/2' 0.4215 
1/2+ 0.28 
------------------------------- 
-1.9435 
I/2 -1.66 I/2 
Experiment Core-Proton 
Figure 2.31: Energy spectrum for 13N; approximate vertical scale 
2.6.4 Application to 10Li 
As was mentioned earlier, details about the ground state of 1°Li and the 9Li+n interaction 
are fundamental for further understanding of I' Li as a three body system. The ground 
state of 10Li has been object of great controversy (29,62). Evidence for a barely-unbound 
s-wave ground state based on MSU data has been presented recently (62,63). Very 
recent analysis shows that the I' Li data from RIKEN (64) cannot be understood without 
the existence of a virtual state (33) in 1°Li (65,66). We therefore investigate possible 
behaviours of the low energy continuum spectrum of 1°Li within our two body model. 
We use the quadrupole deformation of 9Li, I Q9,1= 3.2 ± 0.66 e fm2 (67) and the 
ratio between charge and mass deformation given by shell model calculations (46), to 
estimate the deformation parameter as 0=0.6 (the sign for Qga is not known and we 
have taken it to be the same as that of 7Li, due to the structural similarities between 
the two nucJ ei). The radial parameter Rv, a = 2.412 fm is estimated using the interaction 
nuclear radius (43). The diffuseness used is a,,, 3 = 0.65 fm, the same value as for 
11 Be. The 
free parameters Vwd and V30 are fitted to reproduce a resonance at E2+ = +0.5 MeV 
with width r= 350 KeV for a P1/2 neutron coupled to the ground state of the core, while 
keeping a virtual state. The p resonance is the only state where experimentalists are in 
approximate agreement. The potential depths that we obtain are Vws = -53.20 MeV 
and V30 = -16.70 MeV. We obtain a scattering length for the virtual state of a -7 fm 
(Li 10-a). 
In this case the core has a substantially different structure from that of "Be and 13C. 
The spin and parity of the ground state of 9Li are 3/2-, with 1/2- for the first excited state. 
A direct consequence for the couplings is that reorientation terms are now present for the 
components with the core in its ground state, whereas the core excited diagonal matrix 
elements for the quadrupole interaction are zero. Core excitation only contributes to the 
off diagonal terms of the Hamiltonian, and these are not as strong as the diagonal ones. 
We find that the virtual state is less sensitive to deformation than would be a bound state 
of, say, 0.5 MeV binding energy, but it does show some sensitivity to the diffuseness. 
We present in fig. (2.32) the prediction for the energy spectrum of10Li for our calcula- 
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tions, RPA calculations (29) and shell model calculations (52). The three calculations show 
different physical pictures for 1°Li. RPA calculations predict a pý/2 for the ground state 
and a 81/2 at higher energy. 12 In the shell model calculations (52,53), where the WBN 
interaction (54) was used, the ground state is mainly a S/2. It produces a large splitting 
for the negative parity doublet (1-, 2-), and the splitting for the positive parity doublet 
(1 +, 2+) is opposite to that resulting from the RPA calculations. The d5/2 resonance at 2.15 
MeV resulting from the shell model calculations only appears at -- 4 MeV for the RPA 
calculations. 
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Figure 2.32: Energy spectrum for 10Li; approximate vertical scale 
In terms of perturbation theory no splittings would have occurred for both (1-, 2-), 
(1 +, 2+) doublets because there are no spin-spin interactions. Our results are obtained 
through direct integration of the coupled channel equations, and for the virtual states, 
we found splitting to be negligible. For the 1+ state the effects of deformation are very 
strong, producing a large energy shift (E1+ -_ 1.3 MeV) and broadening the resonance 
(I'1+ -- 1.6 MeV). The p-resonance at 0.8 MeV measured in two separate experiments 
(29,68) is not exactly reproduced in any of the calculations, but could be interpreted as 
a1+ state belonging to the (1 +, 2+) doublet. This resonance could not be corroborated 
by other experimental groups (62). 
We also predict low lying d5/2 resonances corresponding to the (1-, 2-, 3-, 4-) multiplet 
that do not show up in (62). A very broad resonance at 4.05 MeV is obtained by (29) and is 
assigned to be a 4- d5/2 resonance. In our calculations the lowering of the d5/2 resonances 
is result of the strong spin-orbit force that is needed to keep the p1/2 resonance at 0.5 MeV 
while increasing the depth of the potential Vv to enable the production of the virtual 
state. 
Our calculation has the disadvantage that it produces a last neutron binding energy 
120ne uses the superscript v when referring to neutron orbitals. 
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in 91-i of -_ 10 MeV, which is higher than the known value, S, ti = 4.1 MeV. 
A parity-dependent deformed interaction would offer a less artificial description of the 
system. The spin-orbit force would not have to be artificially large and one would now 
have the freedom to impose S,,, (9Li) = -4.1 MeV and E2+ = 0.5 MeV fixing V, ý VEN and Vdo, 
and to fit V oDD to the scattering length needed for the ground state. A similar procedure, 
but with no core deformation, has been successfully used in the past (28). The calcula- 
tion was performed for the fitted values of VEVEN = -42.3 MeV, V°DD = -55.3 MeV and 
V, o = -7.5 MeV, while keeping ,8=0.6 
(LiI O-b). The results are shown in fig. (2.33) and give 
an alternative description which will be use, --! in the three body application. 
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Figure 2.33: Energy spectrum for10Li using a parity-dependent interaction 
Finally, using a parity-independent interaction, we have recalculated the 1°Li spectrum 
(not shown) for the case where no virtual state is imposed and the spin-orbit is kept at 
- -7 MeV, to investigate the changes in the energy spectrum of 
10Li if the p-resonance 
were its ground state. We found that the splitting between the doublet (1 +, 2+) decreases 
and there are no d5/2 resonances up to 5 MeV. 
We have encouraged various experimental groups to run the 9Li(d, p) transfer reaction 
with good energy resolution to improve the existing data. Most of the evidence for the 
ground state of this nucleus suffers from poor statistics, insufficient energy resolution in the 
1OLi centre of mass frame, and from approximations done for indirect data analysis. We 
consider that detailed comparison with experiment is therefore still not possible. 
,, r 
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2.7 Summary and Conclusions 
We have included core excitation in a core + neutron cluster model to investigate low 
energy states of halo nuclei. Our model takes into account both the weak binding of 
the valence neutron and the core deformation. The quadrupole deformation parameter 
is taken from experimental observables. The depths of our effective potentials Vw, and 
V, a are adjusted to reproduce the two low-lying energies of the spectrum of the nucleus 
under consideration. 
The model is applied to the one neutron halo par excellence, >> Be. The ground 
state wavefunction has -_ 20% contribution from the core in an excited state, namely 
a d5/2 neutron coupled to 2+ of the core. The odd parity bound state has 87% of a 
P1/2 neutron component coupled to the ground state of the core. These admixtures 
agree with the measured spectroscopic factors. The results for the rms radius and B(EI) 
show good agreement with experimental data and show significant improvement when 
compared with other calculations that use spherical potentials and an inert core. We 
also perform scattering calculations to obtain the resonant states. Our predictions match 
the experimental spectrum with the exception of the 5/2+ resonance. We attribute this 
fact to the very strong spin-orbit force that was needed to bring up the energy of the 
1/2- state. 
For this reason we present an alternative description, that includes explicitly the Pauli 
repulsion in the p-shell. The results are pleasing and hold a significant improvement on 
all previous models. Any further improvements would imply including more that just the 
quadrupole couplings for the core and using more sophisticated shell model transition 
densities between states in the 10Be core to include exchange terms due to the Pauli 
principle. 
For purposes of comparison, we apply our method to 13C. Our results are consistent 
with the idea that 13C is not a good halo nucleus. The calculations for the 1/2- state show 
a 32% contribution of P1/2 coupled to the ground state of the core and 67% P3/2 state with 
the core in the 2+ state. These do not agree with the experimental spectroscopic factors. 
We would like to point out, though, that the spectroscopic factors are taken from elastic 
scattering cross sections using DWBA models, thus they are strongly model dependent. 
Very often the fits obtained are poor, and one should look at these as having a 50% 
error. The result for the rms radius shows good agreement with experiment but the B(E1) 
calculated value is poor. The other bound states, 3/2- and 5/2+, are artificially lowered 
in energy. Scattering calculations for positive parity show a small shift in energies but the 
negative parity state 5/2- is not predicted within our model. One can conclude that 
for this system the neglect of Pauli exchange effects leads to unsatisfactory results. On 
the other hand we also believe that the approximating 12C as a quadrupole deformed 
object is inadequate to describe the low energy spectrum in 13C. 
As a starter for possible future work, we include a Coulomb potential in our model, 
to describe the 13N nucleus based on the nuclear interaction defined for 13C. The results 
for the Coulomb energy shift agree with experiment. There is work in progress to analyse 
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data from Louvain-la-Neuve, that use our model for the ground state structure of 13N 
when calculating the transfer reaction cross section for >>B(13N, 12C)12C(15.11 MeV) (69). 
The results so far are consistent with the core excitation in the ground state wavefunction 
produced in our model. 
Finally, and due to the recent interest in this nucleus, we apply our method to 10Li. 
The virtual state and the low lying resonances are not very sensitive to the deformation 
parameter. We conclude that it is possible to reproduce both the virtual ground state and 
the p-resonance in IOU seen by (62) with a parity-independent potential, but the binding 
energy of the P3/2 state, which should be equal to the neutron separation energy of 91-i, is 
too high. Also, a low lying d5/2 resonance, that has not yet been observed in experiment, is 
produced through our calculations. We also present shell model and RPA calculations that 
show different pictures for 101-i. An alternative parity-dependent interaction is suggested 
to overcome the disadvantages of the core+particle interaction previously presented. 
The latest results (70) on this nucleus, raise the possibility of the existence of another e- 
state at lower energy (E=0.24) corresponding to a1+ state. The questions for 
1°Li remain 
unanswered until data with better statistics and agreeing experiments are available. 
Chapter 3 
The three body problem 
Quando näo hä nenhuma verdade, 
6 fäcil haver muitas. 
Pensar. E se o pensar fosse uma doenca, 
mesmo que dela resulte uma perola? 
Vergilio Ferriera 
3.1 Three-body hyperspherical coupled equations 
A many particle system is very often reduced to a few body problem by enclosing the 
inner nucleons in a so called core. In section 2.1 we have already developed the theory 
necessary for the case where there is only one valence neutron interacting with the 
core. For the case where there are two valence neutrons, the three body problem 
can be formulated in several ways. Here, we will work within the Schrödinger formalism 
combining it with the hyperspherical method. The three body equations in hyperspherical 
coordinates have been thoroughly used in many fields in physics, but it was only recently 
that the hyperspherical method was rediscovered and applied to exotic nuclei. The 
hyperspherical method was first introduced in atomic physics (71), and thereafter often 
used in both atomic and molecular physics (72). It was brought into nuclear physics in 
1958 by Delves (73) for developing a general nuclear reaction theory. It was only in the 
last decade that it was brought back and applied to halo nuclei. Thus, the formalism can 
be found, to a certain detail, in some recent papers (1). 
Here, it is our intention to develop the formalism needed to handle the bound state 
properties of core+n+n systems where the core is allowed to excite. This particular feature 
of core excitation has not, to date, been incorporated in the hyperspherical formalism. 
Hence the bound state hyperspherical formalism will be summarised, giving particular 
emphasis to the core's degrees of freedom. Furthermore we will not include isospin 
dependence since the interactions to be used have a fixed isospin and it would only 
burden the already intricate formulae. 
.i 
lý 
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The full Hamiltonian for the system, after extracting the center of mass motion, con- 
tains the intrinsic Hamiltonian of the core, the relative kinetic energies and the two body 
interactions between the three bodies: 
H= Tr + TR + hcore(ý) + V, where V= VncV'l3, ý) + Vnc(T231 ý) + Vnn, (T, Snn) Inn . 
(3.1 
3 
Figure 3.1: Coordinates in which the physical two body interactions are defined. 
The distances between each neutron and the core (labelled 1,2 and 3, respectively), 
r13 and r23, can be trivially expressed in terms of the Jacobian coordinates (T, R) where 
r= r12 is the distance between the two neutrons and R= T(12)3 is the distance between 
the core and the neutrons' centre of mass: 
r13=Tl -T3=Ri-- and r23=r2-T3=R"I"2r . (3.2) 
The intrinsic Hamiltonian of the core determines a set of eigenstates 01 and eigenvalues 
EI, given by the following eigenvalue equation: 
hcore(S) 0I(4) 
- EI q i(e) (3.3) 
where represents the degrees of freedom given to the core in our model. The procedure 
consists then, of expanding the total wavefunction of the system in terms of these ¢I states 
and separating the core's degrees of freedom from the neutrons': i"m = EI 0,01. 
Here 0, contains the radial, angular and spin dependence for the valence neutrons. This 
process is advantageous if only a small number of core states qI is needed to describe 
the system accurately and we believe this is the case for halo systems. 
The answer to the three body problem will ultimately be unravelled by solving the 
Schrödinger equation: 
H WY'M = E'Y'M (3.4) 
In advance, it is useful to introduce the coordinate system and explicit expansions needed 
to transform the Schrödinger equation (3.4) into the hyperspherical coupled channels 
equations. 
3.1.1 The hyperspherical coordinates 
The hyperspherical method for solving the three body problem makes use of the hyper- 
spherical coordinates (hyper-radius p and hyper-angle 9) that much resemble the two 
dimensional polar coordinate system. 
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Before presenting the definition of the hyperspherical coordinate system, it is conve- 
nient to introduce the general Jacobi coordinates, scaled by a mass ratio I Ai =m; 
7-k = Ai; r;; and yk = 
ýA(ij)k r(t; )k (3.5) 
where Ai j- 
A`A' 
and Ai+Aj 
(At + A, )Ak A= k- (ý) - Ai+Aj+Ak 
(3.6) 
2 x3 
y3 
Figure 3.2: Jacobi coordinates for the core +n+n system. 
Fig. (3.2) illustrates the scaled Jacobi coordinates for the particular case we are inter- 
ested in: that of two valence neutrons interacting with an excitable core. We will specify 
the relations between these and the standard Jacobi coordinates, pointing out that, 
due to the mass symmetry between particle 1 and 2, the coordinate systems (; i, yj) and 
(i2) y2) are defined in an equivalent manner: 
i3 -T 
I A3 1= (A3+1)T23 
2A3- 
+ 3= ýA32) 
rA 
yl = 
(A3 
+2 
r(23)l 
3 
(3.7) 
For obvious graphic reasons, (: 53,173) is often called the T basis set, and both (Z1, gj) and 
(i2, y2) are called the Y basis sets. Note that the choice of the coordinate system in which 
to write the Schrödinger equation suggests a preferential coupling order for the angular 
momentum components and favours the calculation of some potential matrix elements 
relative to others (this issue will be discussed later). 
The transformation from a Jacobian coordinate system to the hyperspherical coordi- 
nate system does not affect the angular and spin variables of the two neutrons, nor the 
degrees of freedom of the core, and is 
(Z, y, &i, 15-21 )= (xi Y) '' &1, &2, e) 1 (P) e1-'y3&1112, . (3.8) 
I This scaling is needed in order that (x, y) will have units of length (we choose m=1a. m. u. ), and m; is the 
mass of particle i in a. m. u. 
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The hyperspherical coordinates are explicitly defined as: 
3 
p 
2= (x + yi) _ Airi and 9i = arctan(x_) (3.9) yi 
We mention that the hyperradius, x+y j2, is the same for all i=1,2,3 (this aspect is a basic 
advantage offered by the hyperspherical coordinate system), yet the hyperangle 9i 
is different for the T and the Y basis. 
Although the absolute value of x and y no longer coincide with the'relative physical 
distances between the bodies of the system under study, the hyperradius, variable invari- 
ant under translations, rotations and (1,2) permutations, is directly related to the overall 
size of the nucleus. On the other hand, the hyperangle contains radial correlations and 
is related to the relative magnitude of the two Jacobi coordinates. As an example and 
thinking in the T basis, 0=0 means that the two neutrons are much closer to each other 
than to the core. The other extreme happens if the two neutrons are far from each other 
but the core is sitting in between, then 9= T2: ' 
Until further notice, the development of formalism will assume that the Jacobian co- 
ordinates are in the T basis set. The reason for this choice is associated with the anti- 
symmetrisation of the wavefunction between the two neutrons. When constructing the 
channels for the T basis the antisymmetrisation can be accounted for, just by imposing 
{1x +S+T= odd}, where 1, is the relative orbital angular momentum between the two 
neutrons, S and T are the total spin and isospin of the two neutron subsystem. As the 
isospin for the two neutron subsystem is one, the condition is equivalent to {1x +S= even}. 
The antisymmetrisation problem will be further discussed in section 3.3. 
3.1.2 The hyperspherical expansion of the three body wavefunction 
Given the orbital angular momenta (lx, ly), relative to the coordinates (x, y), the spin of 
the core I, and the spin of the neutrons (S1, s2), we can write down the partial wave 
decomposition for the total wavefunction, specifying all the couplings to be included: 
IPJM -l Iä 
(r, R) {ý[ ®Yl 1L ®X81 ®Xs2]s). OI}JM (3.10) 
ir, ry, L, I, st, 52, s 
The radial wavefunction O(r, R) can be expanded in the hyperspherical variables. The 
separation between hyperangle and hyperradial dependence of the wavefunction can 
be performed, making use of the fact that the hyperangle functions, eigensolutions of 
the hyperangle equation (73), are explicitly defined in terms of the Jacobi polynomials: 
7(r, R) P2Z 
LKSI I(, 
(P) c°K 
(0) ý3. ) 
K 
with VK1'ý (9) = NK 
iy (sin ä)iß (COS e)iy Plý f1 /2,1a /2(COS 28) (3.12) 
where Pnx+1/2'`y+'/2(cos 29) is the Jacobi polynomial and NK' is the normalisation coeffi- 
cient. This expansion introduces a new quantum number - the hyper-angular-momentum 
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- directly related to the order of the corresponding Jacobi polynomial K= lx + ly + 2n 
(n=0,1,2, 
... ) . 
We can now define the so called hyperharmonic basis functions, often found in litera- 
ture to contain all angular dependence (SZ5 = 9, ý) 9) of the three body system. Here, we 
include all but hyperradial dependence (115,611 62, 
yKl Ia M(f157 617 621 )= ýPKI' (8) 
([Y®®YxJL 
®[Xsl ®X 82]SOI 
}JM (3.13) 
a such that the total wavefunction can be succinctly written as: 
LSI TJM = (J 2E XKILSII. 
T (P) YKl 
icy 
M(15, 
&l, &2, S) . 
(3.14) 
lx, Iy, L, I, a1, a2, S, K 
As before, we will omit the total angular momentum and projection labels JM from the 
wavefunctions for simplicity. We will also drop the superscript T, since in this chapter all 
equatiorlsare written in the T basis. 
When the previous expansions of the wavefunctions (3.10,3.1 1,3.12) are substituted 
in the three body Schrödinger equation (3.4), one is left with a set of coupled equations, 
equivalent to those obtained for a single particle with scale mass m, moving in a deformed 
mean field. Here the couplings are not only introduced by core excitation, but also 
induced through the hyperspherical transformation. 
(- h2 d2 
2- 
£(G 
2 
1) ]+ Vy, 7 (p) -E+ ci) x() _-ZV, ýY' (p) X, y' (p) 2m Ldp p, 
3 
-y', 
'7(P) = 
(Y7'(05, &1, &2, E Vii (P7 n5; Y-y (n57 611 627 
j#i=1 
ry={1x, ly, L, S, I, jK}; L=K+3/2. (3.15) 
In the hyperspherical coupled channels equation the standard two body centrifugal 
barrier is replaced by an effective centrifugal repulsive potential that depends on the 
hypermoment quantum number (K+312)(P +5Z? 
) 
-. In contrast to the two body case, the 
barrier does not vanish for (51/2)2-neutron waves and K=0. This centrifugal barrier 
contains not only the single particle centrifugal barriers associated with each variable, 
but an added repulsion term reflecting the difficulty of finding both neutrons close to the 
core simultaneously. 
In the formalism for three body bound states in borromean systems2 and finite range 
two body interactions, the three body asymptotics are easily specified by a exponential 
decay similar to that of the two body single particle case (74) : 
p-+) ex where 
2m(EI - E) 3.16 X(P) P(- P) , h2 
C) 
However, if any of the two body subsystems is bound when the third is removed, the 
three body asymptotics in one part of configuration space will be ruled by the two body 
2One uses the term Borromean in a three body system when, although the three body system is bound, all of 
the binary subsystems are unbound. 
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asymptotics and no simple representation for the boundary conditions can be found in this 
coordinate system. The work by Merkuriev (74) proved that the exponential decrease of 
the three body wavefunction depends on the direction of observation 9 in configuration 
space. From this work one can conclude that the area of configuration space where 
eq. (3.16) is valid is very close to the total space if Et/Ea ,0 where Ea is the three 
body binding energy and Et is the binding for the two body subsystem. In this sense the 
method is specially designed for borromean systems. It is already clear that three body 
halo systems are weakly bound and the tail of the wavefunction offers a large contribution 
to most physical observables, contrary to standard nuclei. Therefore, if one is to calculate 
good estimates for observables in three body halo systems, it is vital to not only perform 
complete three body calculations but to treat the asymptotics correctly. 
It is of relevance for the numerical treatment of the problem, to know the asymptotic 
behaviour of the three body couplings. It has been proved (75) that, for short range two 
body interactions, the three body potential behaves as: 
VKK, (p -> oo) , p-", with n>3 (n =3 for the diagonal terms). 
(3.17) 
The slow rate of decay reflects the peculiar feature of three body systems, where two 
particles can still interact when at large distances from the third. The long tail for the 
mean field has numerical implications, namely that a larger radial range will be needed 
for the calculations. 
3.1.3 The two body interactions 
The form of the interaction between a single neutron and the core has already been 
defined in section 2.1. It includes a deformed Woods Saxon term and a spin-orbit force. 
The parameters are adjusted to reproduce the physical properties of the (core+n) system. 
One can find in the literature many alternatives for the nn interaction. We wish, 
for 
simplicity, to have a local analytical representation for V. Therefore we use a soft 
local 
potential (the GPT interaction) defined in (76). It includes a central, tensor, spin-orbit and 
spin-spin terms, and it reproduces the nn phase-shifts up to 300 
MeV. We do not include 
the quadratic spin-orbit force L12 since its effect is not strongly 
felt. The results for the 
potential matrix elements appearing in eq. (3.15) are given in appendix 
B. 
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3.2 Hyperspherical Sturmians 
There are obvious structural similarities between the two body Schrödinger equation and 
the three body hyperspherical Schrödinger equation (1), suggesting a forthright applica- 
tion of the Sturmian Method to the three body problem. The hyperspherical Sturmians 
are the direct generalisation of the standard Sturmians to the three body hyperspherical 
problem. They satisfy an equation exactly analogous to eq. ( 2.11): 
h2 02 h2L(L + 1) KLSI KLSI( ) KLSI (p) 
2m öp2 + 2mp2 
+ an V8turm(p) + EI 8= EoSn 
n=1,2, ... and L= K+3/2 , (3.18) 
and are constrained by boundary conditions identical to eq. (2.12): 
SKLSI rol 
nl1 
sKLSI(p) 
nl1 
0 
Ae-krP, p -4 00 kI _ 
2m(EI - E0) (3.19) 
h2 
When applying Sturmians to the hyperspherical three body problem, one has to be 
careful not to make all the traditional physical associations. Here, the radial coordinate 
intervening in this problem p is the hyperradius (73), directly related to the size of the 
three body system rather than any particular two body distance. The term resembling 
the centrifugal barrier has no obvious physical meaning, as in the two body case, and 
arises simply from a hyperspherical expansion that generates a new quantum number K 
(L = K+3/2). The simple form in which the three body boundary conditions are expressed 
offers an enormous advantage of this method when compared to others (as for example 
the Gaussian expansion). In general, and specially for three body systems, convergence 
is always harder to obtain for loosely bound systems (this feature will be demonstrated 
in section 3.4). The Sturmian method allews-fa overcomesthis problem by choosing the 
appropriate tail for the basis states (i. e. by choosing E0). 
Due to the asymptotic behaviour of the diagonal terms of the three body mean field 
given in eq. (3.17), using the Coulomb field for the Sturmian potential may often be a 
better choice than the monopole part of any particular two body interaction, contrary 
to what first sight would suggest for short-range interactions. 
When expanding Xy(p) in hyperspherical Sturmians, the procedure is identical to that 
detailed in section 2.3 with the obvious modifications, so we shall not repeat it here. 
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3.3 Treatment of the Pauli Principle 
When solving the three body problem, a complete antisymmetrisation of the three body 
wavefunction should ideally be carried out, and this would involve a correct represen- 
tation of the antisymmetrisation operator. We believe that the complexity in this process 
would increase beyond desire, driving us away from the intuitive picture we wish to pre- 
serve. Therefore we shall use an approach that is less elegant but standard within cluster 
models. 
For the type of systems we are concerned with (core+n+n) we should guarantee 
that the wavefunction is antisymmetric under neutron permutation and consider the 
restrictions introduced by the nucleons of the core. 
Concerning the first point, introducing antisymmetrisation under neutron permutation 
within the T basis consists simply of requiring that lx +S+T =odd, where lx is the relative 
angular momentum between the two neutrons, S= {0,11 and T=1 are the total spin 
and the total isospin of the two neutron system. Again we underline that it is for this reason 
that the T set of coordinates was chosen for the calculation of the Schrödinger equation. 
When calculating the quantum numbers associated with the channels in the T basis, we 
automatically impose this constraint by restricting the model space. 
As for the second point, the restrictions introduced by the neutrons of the core will be 
accounted for using a projection method (77) of which we here present a description. 
A treatment of the Pauli principle, alternative to the full microscopic antisymmetrisa- 
tion, was introduced in nuclear reaction theory by Feshbach (77) and was thereafter 
developed and used in many nuclear physics problems (78). It consists of projecting the 
(A + 1) body equation into a subspace of allowed configurations (Q space). These al- 
lowed configurations are defined as in (78) by the following antisymmetrisation equation: 
TQ (3.20) 
where 0 represents the A nucleon core's wavefunction, 0 is the wavefunction associ- 
ated with the relative motion between the valence neutron and the core, and A is the 
antisymmetrisation operator. If the core's wavefunction was defined by a Slater deter- 
minant of single particle wavefunctions {u (ri ), i=1, ... , Al and 
the recoil effects could 
be neglected such that r= rA+1, the operator A would then be standardly defined (see 
for example (79)) and the allowed subspace, as being that which satisfies eq. (3.20) in a 
minimal way (by this we mean that the solutions '(r') should not contain any components 
in the image of P=1- Q), would be simply defined by {' ui, Vi}. However, within 
our model, the core has a collective behaviour rather than a single particle one, and the 
correct wavefunctions going into eq. (3.20) are not easy to determine. 
In section 2.4 we have identified the lowest eigenstates generated from the n-core 
interaction with states filled by the neutrons of the core, corresponding to the deformed 
151/2 and 1P3/2 subshells (forbidden states). In the three body problem, the antisymmetri- 
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sation procedure relative to the core+n subsystem consists in first defining, for each two 
body forbidden configuration, a set of three body forbidden states, resulting from the ex- 
pansion on the extra degree of freedom of the three body system (subsection 3.3.1), and 
then projecting out these states from the total three body Hamiltonian using a projection 
method to be developed in subsection 3.3.2. 
3.3.1 Constructing the three body forbidden states 
Let us then specify how to construct the three body forbidden wavefunctions, given the 
two body occupied states. The Y coordinate system, (;, y) = (i yj) or (x, yý = (i2, y"2) is 
the natural coordinate system to define two body forbidden states associated with the 
(core+n) subsystem. We will represent these states as a sum over all two body channels 
identified by the quantum numbers {(l , sk) jP, II; J} as in the following equation: 
OP = uk(x1) OIki) Iilkp 'k)jk' , J2) , (3.21) 
k 
and each of these states is labelled by p corresponding to a particular total angular 
momentum J and parity. Here we have explicitly represented the radial part of the 
wavefunction as Uk (xi) and the intrinsic core's wavefunction as ¢Ik (ý). To account for 
the necessary degrees of freedom of the three body system one needs a complete set in 
which to expand the three body forbidden state, accounting for the extra (yi) degrees 
of freedom of the three body system relative to the two body excited core subsystem. 
For this effect we use a spline expansion in the yl Jacobi coordinate, with the following 
quantum numbers: Xn (yl) I(In, sn) jP ), where n=1, ... , N, pjj, zed. 
One can then write down 
the three body forbidden wavefunctions 4a based on the two body ones OP as: 
CJs = Uk (c1) ý'n (yl) h (6 
k ýýk, I }J2 (rpn , sn)jn, . l3 (3.22 kn 
We now recouple the angular momentum such that the spins and orbital angular mo- 
menta of the valence neutrons are first coupled to a total spin of the nn subsystem, and 
only then coupled to the spin of the core: 
. 
(3.23) {(jk) ý7k7 'J2 7( 
n1 sn)jn, "j3! -' 
I {(jkI jn) Lp 
I 
(Spk 
I SP-) 
ý-i kn' k' JP) 
The three body wavefunction in this new coupling order is: 
Jsp uk (X Xnýyl) q1 J3 +J2 -27k-j J2 Jkn LP 'SP 
ik ý" x 
kn LPSP 
l" 
k 
lP LP 
n 
W(Iý 7k, 'j3 %n' J2 'Jkn) Sk Sn 
Sp Il(lk, ln)LP, (sk, Sn)S- }Jkpn, Ik;. J3) . 
(3.24) 
ik In Jkn 
The radial part of the wavefunction (Uk (xl) Xn (yl )) is expressed in the natural Jacobi 
coordinates for the problem. To proceed, one needs to represent it in the corresponding 
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hyperspherical coordinates. For each component {p, k, n} specified by the quantum 
numbers [{(lk, In)LP, (sk, sn)SP }Jkn, Ik; J3 ]one performs the hyperspherical decomposition: 
PDPpp 
u (ý ý) Xn (ýJ1) =p2 XKIP EP (P) p (e) (3.25) 
K 
1 
where XKlklp 
k (P) =fd cos(20) 1- cos2(20) U (p sin 9) Xn (p cos 9) ýp`Kin (B) . 
Remembering that oK`n (6) is analytically defined 
p 
in terms of the Jacobi polynomials, one 
nk (p) can easily calculate the integrals defining xxr 
L 'kSýpl 
Finally, and because the wavefunction defined in eq. (3.14), solution of the three body 
Hamiltonian, is represented in the T basis, it is necessary to perform a rotation from the 
Y basis to the T basis (see fig. 3.3). Such a rotation can be performed by introducing the 
appropriate rotational coefficients associated with the hyperspherical method, known 
by the Renal-Revai coefficients (80). A brief description of the rotation between hy- 
perspherical coordinate systems is given in appendix B. 3. Note that in general the set 
W--X3 
In 
, 
1k) L, S, I, K 
' y3 
J 
( Xk,? 
n) 
L, S, I, K 
Figure 3.3: Coordinate Transformation. 
{(lk, ln)LP, SP, Ik, K} is larger than {(Ak, A, ý)LP, SP, Ik, K} due to symmetry restrictions men- 
tioned earlier associated with the nn subsystem. 
Summing up these results, one concludes that each component {(Ak, ), )LP, SP, Ik, K} 
of the three body forbidden state will be defined in the T basis as: 
Jp 3( 
kn, (, \k,, \n)LPSPIkK `P' 
e' ýý yý ýl 1 X21 
J'J' 
n 
LPSP 'p Ik In 
E (4) ýn 
!p ýp 
kn 
lp dp kn 
pp 
Sk Sn 
ý k In 
pp IPSLP-ZIP-jP jk' ln)LPSPIkK (-1) 32kk 
LP 
Sp WIk jk 
, 'J3 
I n' 
'J2 'Jk n) 
P 
'jk n 
XKLP pik 
(P) 
TIP( 
) I{(lk, 
Sý) jk 
7 
rk; J2 }, (ln, Sn)Jn; J3) (3.26) Kjkjn k 
The total three body forbidden states are defined as a sum over all possible channels of 
the partial components: 
Jp 
ID -T3 (P, l 62) Sý = kn, (Ak, An)LPSPIkK(P, 
8l 6,1 &2, (3.27) 
Ak, An LPSPIkK 
and should now be projected out from the three body Hamiltonian. 
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3.3.2 Projection into the allowed space 
Having defined the three body forbidden states, we guarantee that the total wavefunc- 
tion for the system is orthogonal to these by projecting them out of the Hamiltonian model 
space. 
Let us first assume there is only one forbidden state ýDo. The full three body wavefunc- 
tions should satisfy both the equations: 
HIT) = EI, ') and (4)oI') =0, 3.23) 
and the condition that the wavefunction should be square integrable. We will not repeat 
this condition throughout this section, although it is a necessary requirement for bound 
states. 
If one defines a projection operator Po = 14)o)( oI and c=1 -Po, the orthogonalisation 
condition can be expressed as 
Qoh) = IT) " (3.29) 
Then, from eq. (3.28) and eq. (3.29), the necessary condition to be satisfied is: 
QoHQoI `F) = E), (3.30) 
with the operator Qo defining the allowed subspace into which the Hamiltonian is to be 
projected and Po defining the forbidden subspace. 3 Notice that PoIT) is a solution of 
eq. (3.30) if E=0. Otherwise eq. (3.30) implies that Pol') = 0. Let us now represent the 
wavefunction in terms of a non-orthogonal basis: 
14o) _Z f° iSi) (3.31) 
i 
E ci i Si) , (3.32) 
i 
where the subscript i stands for {1, j, I, J}. In this demonstration we are thinking of using 
the Sturmian basis for this expansion and, as was presented in the previous chapter, the 
Schrödinger equation reduces to an algebriac generalised eigenvalue problem. The 
projection operator is then defined as: 
Qo =1 -ýf°*fJtSo (s, l . 
t; 
(3.33) 
One can now work out the explicit form of the matrix operator 
Q0HQo, in terms of the 
chosen basis set Si, 
QOfNo = fr-> f°` f° (issift+ ftis s I) + ij 
+> fio*f9fO fOlsi)(SjlHISm)(Snl 
(3.34) 
ijmn 
3Note that the initial equation i1141) = E14') and eq. (3.30) are equivalent only within the subspace where 
15014, ) = 0, because in general 
PO does not commute with the Hamiltonian. 
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In order to obtain the explicit representation of the matrix elements (S, L I QofQoI S), it is 
useful to define the following matrices: 
Hid = (SS THIS) (3.35) 
M2j = (S; Is; ) . (3.36) 
Using these matrices, the representation of H 0i is given by: 
H P"-7 - (SILIQOH 0IS) (3.37) ILV 
H, - fO* fQ 
(MtiHjv + H, L 
Mjv) 
ij 
-f 
°* f° fm* f °MN, iHjmMnv . 
(3.38) 
ijmn 
In order to simplify this expression, it is useful to introduce the following vector representa- 
tion for partial sums: 
7-C° _f° Hi, , and 
ý-l°+ _ H, t f °* (3.39) 
i 
My _ f° M,,, and m°+ _ M,,; f°* . (3.40) 
7ý 
By direct substitution: 
HPA" -Hµß - 
(M+n +M) +f °iý°+ Jýtµ+ý1ýt° (3.41) 
s 
Once the matrix H Oi is calculated, one can perform a diagonalisation and solve the 
generalised eigenvalue problem in the restricted space' I 4ý0. In fact this procedure 
will shift the energy of this forbidden state 40 to zero. 4 Naturally if one is interested in the 
region close to threshold, as is the case for halo nuclei, it is preferable to shift the energy 
of this forbidden state away from threshold, as much as possible, to avoid confusion with 
the physical solutions. Instead of solving eq. (3.41), by taking into account the properties 
of the Po operator, one should solve 
(Q0ft 
o+ Eshiftl3o) T= EIP. 
(3.42) 
The matrix form of Po can easily be deduced, 
pol 
v=Z 
f°* f° M, i Miv 
ij 
= Mo+mo (3.43) µ VI 
and therefore the algebriac equation to be solved is 
H_ (M+n + , Ho+MO) + f° o+ o+ o 
o+ 
µv vµvJI 
Hj Ml My + EshiftMIL My Cv 
v1 
E Ml.,, c . 
(3.44) 
v 
4Note that if I') = I-Po) and because Ido) =1 ol-1ýo)" the I. h. s. of eq. 
(3.30) becomes zero. As 4, is not identically 
zero, the eigenvalue is zero. 
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If instead of one forbidden state 4o, a set of n forbidden states {fit, i=1, ... , n} is imposed, and assuming these are all orthogonal ((, Pi 14j) = 0, for i t- j), the full solution 
to the problem will satisfy 
HST) = ELI) and 
Then, again, the method consists in solving: 
(QHQ 
+ Eshift16) IT) _ 
where Q -- 
Q=I`I') = I'T') , b'i_i, n " (3.45) 
EJAP) 
nn 
jjQj and P= Pý . (3.46) 
The orthogonality condition between the forbidden states (Pi is necessary so that eq. (3.45) 
can be reduced to eq. (3.46). This equation, after appropriate algebriac manipulation 
can be reduced to the following matrix form, given that the basis components for the 
forbidden states are previously defined, (Dl = >i fi I St) ,1={1, ... , n}: 
n IHl,, 
- 
(M 
v 
f? ,H+ Ml %iv + Eshi ft . 
Mµ JViv cv 
v l-1 I, k j l, k 
E MN, 
v cm . (3.47) 
v 
All the 4_( i={1, ..., n}) are eigensolutions of the above equation with eigenvalues 
Esh= ft . The remaining eigensolutions will automatically 
be orthogonal to the set {c }. Due 
to the approximation in our models, namely the simplified structure given to the core, 
no exchange terms between the various core configurations have been included in the 
effective Hamiltonian. If these prove to be relevant for the system they will be accounted 
for through an t-dependent effective interaction. 
As we saw in section 2.4, for the two body problem the projection procedure is not 
necessary. The two body forbidden states, as we take them, are directly defined as the 
lowest energy eigenstates of the two body Hamiltonian that show a large overlap with 
the 1 s1 /2 and 1P3/2 subshells. The identification of these states is trivial and because they 
are automatically orthogonal to the other physical solutions, the projection procedure 
would not alter the results. However, in the three body case, the identification of the 
occupied states is not trivial. Performing a full three body calculation without imposing 
any restrictions in the model space, would lead to a large set of solutions containing, most 
certainly, a finite occupation of 1 sl/2 and 1P3/2 subshells for the n-core subsystems. Before 
diagonalising the three body Hamiltonian it is fundamental to impose the restrictions 
associated with the corresponding two body subsystems. Therefore, it is indispensable to 
have a reliable projection operator to account for all possible configurations that should 
be projected out of the three body Hamiltonian. 
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3.3.3 Numerical Considerations 
A few important remarks concerning the calculation need to be made. The choice of the 
number of splines Naplinea to include in the calculation is not arbitrary. If Naplinea is too small, 
obviously the final three body wavefunction will have a non-zero overlap with the two 
body forbidden state. On the other hand, Napliine8 should not be excessively large, since 
in that situation all possible configurations of the yi coordinate are being excluded. The 
same applies for the spline spacing parameter dsp, inea: it should not be smaller than the 
radial step size of the wavefunctions and it should be small enough so that the expansion is 
sufficiently complete over the whoie radial range. In general we have found Nsplines -_20 
and dapunes ý- 1 fm to be good values. On the other hand, since the two body states 
to forbid are well bound, and their radial extension is not large, one could think that 
a short radial grid for the forbidden states would suffice. One should however keep in 
mind that these forbidden states are to be projected out from the three body model 
space, and therefore the radial extent out to which the forbidden states are calculated 
should coincide with that of the three body coupled-channels calculations. Finally, the 
process of calculating three body forbidden states and projecting them from the three 
body Hamiltonian can be quite laborious and time consuming: it increases rapidly with 
the number of two body forbidden states and with the number of channels of the three 
body system. 
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3.4 Interesting features of the three body system 
The model presented in the previous sections can encompass an immense variety of the 
relevant physical properties. The method itself will have optimum characteristics for some 
particular conditions that correspond to preferred systems, for example the convergence 
rates will depend upon the properties of the system. Therefore, investigating the effect of 
the input ingredients of our calculation, in the three body wavefunction and energies, is 
not only an interesting academic task, but a necessary one. 
In this section, we wish to highlight the most appertaining aspects of the three body 
model and explain its behaviour. Naturally one expects the two body properties asso- 
ciated with the n-core interaction to be transposed into the three body system. The 
unsettling question is: to what extent does it dominate the behaviour of the three body 
system. The behaviour of the two body system was presented in section 2.5 and we will 
endeavour to avoid repetition without sacrificing clarity. 
Although the properties induced by core excitation and the characteristics of the 
n-core interaction are our main concern due to its novelty, one should make sure that 
the other three body features in the inert core model are well understood. We point out 
that in principle one cannot neglect the nn interaction nor the dynamical recoil effects 
due to the finite mass of the core, both included in the calculations. The effect of the nn 
interaction can be probed by comparing the results obtained when the nn interaction is 
switched off, with those obtained when including the GPT nn force (76). There are many 
types of effective nn interactions avaliable in the literature produced from low-energy 
scattering data. We shall briefly comment on the sensitivity of the three body results to 
the different nn forces. On the other hand, comparing twice the two body energies with 
the three body results obtained when no nn interaction is included will give us a feeling 
as to how important are the dynamical additional recoil effects of the core due to the 
three body dynamics, together with possible Pauli effects. Separately we try to evaluate 
the effect of our approximate treatment of the Pauli principle on the three body results. 
Finally it is also essential to understand the role of the spin of the core in the three body 
system. 
We perform calculations for a fictitious system where the n-core interaction is defined 
to be exactly the same as that introduced in section 2.5 for the purpose of investigating 
the properties of the two body model. The n-core interaction consists of: Vw s= -60 MeV, 
V0= -18 MeV, Rw, = R80 = 2.5 fm and a,, 5 = a80 = 0.7 fm. The mass of 
the core is A= 10 
and its ground state is taken to be 0+. The deformation parameter used is Q=0.5. 
Initially we shall consider the case with no core excitation. These calculations are per- 
formed using Kma, x = 12 for the hyperspherical expansion and 
Nilturm = 20 for the Sturmian 
expansion. Unfortunately the three body calculations become arduous when the spin 
of the core increases or the excited state 2+ is included. The results to be presented for 
the deformed core model correspond to Kmax = 6, and are clearly unconverged results, 
but provide a good idea of the behaviour of the system. Larger calculations could be 
performed but would require an unreasonable amount of computing time. 
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The three body results presented in this section make use of the code COREX-STURM 
that was developed specifically for solving core excited three body problems. A brief 
description of the algorithm and the numerical checks performed are given in appendix 
C. 2. 
3.4.1 The depth of the Woods Saxon potential 
As we verified for the two body case, the binding energies increase with either the depth 
or radius of the n-core potential. Fig. (3.4) shows the behaviour of the energies of the first 
bound 0+ state of the system (core+n+n) when varying the depth of the Woods Saxon 
potential, where the core's ground state is a 0+ state. In the same graph we have plotted 
twice the energies of the 2s112 and the 1P1/2 single particle states of the n-core subsystem. 
Let us first concentrate on the curves corresponding to no nn interaction (dotted curve). 
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Within the limits of our calculations (bound states only) the three body energies agree 
perfectly with the sum of the two body energies associated with the identical subsystems 
(n1 +core) and (n2+core). Theoretically, these two quantities (E3body and 2x E2b0dy) are 
only identical for the limit of an infinitely heavy core and V,,,,, = 0. In this limit there are 
no additional recoil terms in the three body Hamiltonian and our treatment of the Pauli 
principle does not introduce any shift in the three body energy. Although A= 10, we 
conclude from the results that, for this example, the dynamical terms in the Hamiltonian 
representing the three body recoil effects of the core, can be neglected, as well as the 
modifications due to the projection procedure. 
It is also interesting to understand how the structure of the wavefunction is affected 
by the variation on V. In principle we know that fite the neutrons in the 0+ three body 
state can partially occupy a (sl/2)2 state, a (pI/2)2 state and a (d512)2, relative to the 
core. However, the neutrons will tend to be in the configuration that is energetically 
more favourable. Since the nn interaction is zero, there are no correlations 
between 
the neutrons, and one expects to find low admixture between different single particle 
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states. From the single particle energy spectrum generated by this interaction, in fig. (2.1 1), 
one can see that for Vv, a = -60 MeV the neutron in the ground state is in the (1P1/2)- 
state relative to the core. The calculated g. s. wavefunctions confirm expectations: for 
V., _ -66 MeV the probability of finding both neutrons in a P1/2 state relative to the core 
is 0.99, and this value decreases very slightly as one approaches threshold becoming 
0.98, for Vws = -52 MeV. Looking at the g. s. wavefunction written in the T basis provides 
information on the relative motion between the neutrons. 5 In principle for a 0+ three 
body state, one can have (L =S= 0) or (L =S= 1) where L is the relative orbital angular 
momentum between the two neutrons, and S is the total spin of the two neutrons. We 
find that one third of the times the neutrons are in a relative S-state, and two thirds of 
the time in a relative P-state. These numbers are predicted using Racah algebra and the 
Talmi-Moshinsky coefficients from (P1 X2)2 in the V basis. Over the wide range of values of 
Vws this ratio stays unchanged. 
Including an attractive interaction between the neutrons will lower the energy of the 
three body system (as seen by first order perturbation theory). The correlation between 
the neutrons brought in by the nn interaction will enable the admixture of different single 
particle states. The three body g. s. wavefunction will no longer have the two neutrons 
purely in PI/2-states relative to the core. The calculated 0+ g. s. contains a component 
with (d5/2)2 neutrons with 0.33 probability at Vw, _ -66 MeV, increasing slightly up to 0.36 
when the state approaches threshold. It also contains a weaker component with both 
neutrons in a s1 /2 state relative to the core, that for the deeper well is only 0.78% probable, 
but near threshold it is around 14% probable. Our calculations show that the amplitude 
of (P1/2 )2 component of the wavefunction decreases with the decrease of the depth 
of the interaction. This is mainly due to the fact that, for the more shallow potentials, 
the other two body single particle states, Sl/2 and d5/2, approach the two body P1/2 g. s. 
For deeper potentials, there is a large gap between the two body n-core g. s. and the 
2s1/2 and 1d5/2 excited states, so it is more difficult to have admixture in the three body 
wavefunction. In the T basis we find that the shallower potentials have a larger S-wave for 
the relative motion of the neutrons, at the expense of decreasing the P-wave probabilities. 
For Vwa = -66 MeV there is 46% S-wave probability 
increasing to 62% for Vwa = -50 MeV. 
In fig. (3.5) we compare the three body energies obtained with V80 = -18 MeV and 
those obtained when setting the spin-orbit force to zero. We have seen that the three 
body ground state is constituted predominantly, if not entirely, by P1/2 neutrons, when 
Vnn = 0. When the spin-orbit is switched on, it affects 
the two body single particle state 
P1 /2, driving it towards threshold. Thus, there should 
be a significant increase in the binding 
energy for the case of V50 = 0. From fig. (3.5) one can verify that this energy shift 
is -- 10 
MeV. 
More interestingly the two curves calculated for V, o =0 
(corresponding to cases 
performed with no nn interaction, and with the GPT potential 
for the nn interaction), 
5The coefficients for transformation from the V basis (the limit of the Y coordinate system 
for an infinitely heavy 
core) to the T basis are known as the Talmi-Moshinski coefficients and are given 
in most standard shell model 
textbooks. 
3.4. Interesting features of the three body system 56 
have hardly any curvature. 
The difference between the two curves calculated for V0-0 is very small because, for 
deeply bound states, the neutron core subsystem dominates the physics of the three body 
problem, while near threshold, the effect of the nn interaction becomes more important. 
Note that this conclusion is only valid for the present example because for the case of 
Borromean systems, there are no two body subsystems to dominate the physics of the 
three body problem. 
3.4.2 The radius 
As with the two body case, when varying the radius of the interaction, the general be- 
haviour of the binding energies resembles that presented for the variation of the binding 
energies as a function of the potential depth. In fig. (3.6) we present the energy of the 
three body states for both cases: the zero interaction between the neutrons and a realistic 
one (GPT). 
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When the neutrons do not interact between themselves, the binding energy agrees 
perfectly with twice the value of the lowest two body energy associated with the n-core 
subsystem. 6 The structure of the wavefunction, just as in the previous case, consists mainly 
of (pI/2)2 neutrons relative to the core. The probability associated with this channel hardly 
varies over the range of R,,,, having larger values for wider wells, corresponding to the 
deeper states (for example the probability is 0.99 for R,,,, = 2.3 fm). The neutrons are 
partially in an S-state and a P-state relative to each other. The probabilities associated 
with each component is again around 0.33 and 0.66 respectively, with a subtle tendency 
of increasing the S component with the increase of the radius. 
Including the nn interaction introduces strong admixture between two body n-core 
states. Far from threshold the probability composition of the three body ground state is 
. -......... 0'. V_=0, V_=-18.0 
-- 0', V_--G PT, V_=-l 8.0 
--- 0', V,,,, =0, V 
--- 0*, V, =GPT, 
V_ =O 
6This result is only verified for bound states, and thus the apparent agreement for very 
low positive energies 
should be reconfirmed with correct scattering calculations. 
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- 0.74 (P1/2)2 neutrons and - 0.25 (d5/2)2 neutrons (for R,,, = 2.3). The two neutron (SI/2)2 
component is then negligible but increases significantly closer to threshold (-- 0.18). One 
can also mention that the relative motion between the two neutrons varies from a 50% 
P-wave for Rf16 = 3.0 fm to mainly S-wave for the states very close to threshold (R,,, = 2.3 
fm). 
In fig. (3.7) we compare the energy curves for two different spin-orbit forces: the first 
relates to the usual value Vao = -18 MeV and the second takes V, o to be zero. For very 
deep states the spin-orbit shift is -- 15 MeV. When V, o =0 the effect of the nn interaction 
is hardly noticeable and the small energy shift is constant over the whole range of i4a. 
3.4.3 The diffuseness 
In fig. (3.8) and fig. (3.9) we present the behaviour of the three body energy with the dif- 
fuseness. Fig. (3.8) offers a very interesting example because there is a band crossing 
whilst both, the 1 d5/2 and 1Pl/2 states, are bound. In this same figure we plot, again, twice 
the values of the single particle 1 d5/2 and 1 P1 /2 states associated with the corresponding 
n-core subsystem. The crossing around a,,,, _- 
0.55 can be clearly seen. For the curve 
corresponding to the three body energies, and for no nn interaction, the agreement be- 
tween the calculated three body values and the sum of the n-core energies is perfect. 
The system's wavefunction suffers a sudden change around a, = 0.55 fm (as one would 
expect), with the neutrons in a (P1/2)2 state relative to the core for lower values of diffuse- 
ness, and in a (d5/2)2 state for the higher values. The relative state of the neutrons defined 
by the T basis representation of the wavefunction also has an abrupt variation. The S and 
P components are constant (0.6 and 0.4 respectively) for a. 3 < 0.55. For ate, > 0.55 the 
S-wave has 0.33 probability leaving 0.66 probability for the P-wave. These values are not 
changed thereafter. This transition underlines the fact that the three body system is a 
simple image of the n-core subsystem, given that the nn interaction is not included. 
However, looking at the dashed curve in fig. (3.8) we verify that the nn interaction 
should not be neglected. Moreover, the energy shift due to Vr,,,,, is not constant with the 
diffuseness, it increases with the proximity to threshold. The wavefunction no longer shows 
an abrupt change, but smoothly goes from one configuration to the other. 
In fig. (3.9) one can evaluate the importance of the spin-orbit force for the energy 
curves as a function of diffuseness. For no spin-orbit force the three body state is deeper, 
and due to the spectrum of the two body n-core subsystem, the two neutrons are in the 
P1/2 states relative to the core, for the whole range of diffuseness values here considered. 
Again, the sensitivity to the nn interaction is very small but is not constant for different 
diffuseness values. The smaller the diffuseness, the closer to zero is the energy shift due to 
the nn interaction. 
It is interesting to see in fig. (3.10) the increased number of excited 0+ states, as the 
potential becomes more diffuse. This effect can be understood in terms of the overlap 
integral between the wavefunction and the potential, as explained in section 2.5. The 
attraction is enhanced with the increase of diffuseness, specially for states very close to 
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threshold, that have a very long tail. 
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3.4.4 The spin-orbit depth 
We have already presented a few examples for different spin-orbit forces. For our test 
interaction the neutrons are mainly in a P1/2 state relative to the core, in the ground state 
of the three body system. Thus, one will expect the three body system to be sensitive 
to the spin-orbit depth. For VJO <0 the effect of the spin-orbit on the two body P1/2 
states is such that the state is driven towards threshold as the magnitude increases. This 
phenomenon is directly translated to the three body system and is illustrated in fig. (3.1 1). 
The slope of the curves is constant for deeply bound states and decreases near threshold. 
The structure of the three body wavefunction, when there is no nn interaction, consists 
again of 99% (1p1/2)2 neutrons relative to the core. As already shown, this is translated, in 
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the T basis, by components where the neutrons are 33% in a relative S-state and 66% in a 
relative P-state. This structure is not affected by the variation of the spin-orbit force. 
When the nn interaction is switched on, and for V80 = 0, the situation is maintained 
(99% of (l p1X2)2 neutrons). As one increases the strength of the spin-orbit, the admixture 
of the (d5/2)2 two neutrons channel increases (note that the d5/2 n-core state becomes 
more bound for larger spin-orbit depths), and for V, o = -18 MeV there is already a 40% 
contribution of (d5/2)2 neutrons compared with 57% of (p1/2)2 neutrons. Fig. (3.1 1) shows 
that, for even larger spin-orbit forces, the (d5/2)2 neutrons component would dominate 
and start producing an increase of the binding energy of the three body system. Again 
we verify that the energy shift due to the nn interaction is enhanced near threshold, being 
hardly noticeable for very deeply bound states. 
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3.4.5 The Pauli principle 
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It is not a trivial task to understand the effect of the antisymmetrisation, according to 
the theory of section 3.3, on both the three body energy and wavefunction. Without 
the Pauli principle the calculations of the three body energies and wavefunctions, when 
one includes both the 181/2 and the 1p3/2 two body n-core configurations, produce a 
large set of bound states. After a careful analysis of this set, and comparing it with the 
results obtained from the full calculation done with the inclusion of the antisymmetrisation 
process, it is possible to identify the state that is nearest to the ground state of the three 
body system (picking out the state that has closest eigenenergy and structure). 
We then define a quantity A as being the energy difference between these two states: 
one calculated without introducing any forbidden state, and the other calculated after 
imposing the appropriate Pauli constraints, 
` ..., . ý. . .. ... . ýýý.. . ýý,. . ýý... . ýý.. . ýý".. . ýý... ... 
A= Eg, (with Pauli principle) - E(without Pauli principle) (3.48) 
In fig. (3.12) we present 0 as a function of the Woods Saxon depth for both cases of the 
nn interaction: V,,, ti =0 and V71 , ß =GPT. For the 
first situation (V, Ln = 
0) the Pauli principle 
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hardly introduces changes in the binding energy and the wavefunction. For the second 
case (V,.,, =GPT) we verify that the inclusion of the Pauli principle produces an effective 
force between the neutrons, which we find to be attractive. As shown in fig. (3.12), A 
does not have a linear variation with V3 but if one looks at the energy shift relative to 
the binding energy of the system (BE) one finds a monotonic behaviour. The Pauli shift 
is more significant for shallow potentials where the states are closest to threshold. The 
structure of the wavefunction is also affected by the Pauli principle. For the Pauli free 
calculation, we find that the state nearest to the real ground state has finite components 
for neutrons occupying the 181/2 and 'P3/2 orbitals. Thus, [he neglect of the Pauli principle 
produces an enhancement of the L=S=0 component of the wavefunction for the 
relative motion of the neutrons. In any case, unless the structure of the three body ground 
state is previously known, one has no alternative but to introduce an antisymmetrisation 
procedure, using projection operators or any other methods, in order to obtain a realistic 
three body ground state. 
When core excitation is included, the n-core interaction produces low lying states, ad- 
mixing core excited configurations, with large 151/2 or 1P3/2 components (see section 2.4). 
All these states are to be projected out from the three body Hamiltonian. At first, because 
the admixture in these states is very low, we thought that it would be good enough to 
define them as single particle states 181/2 and 1P3/2 that could be calculated setting , C3 to 
zero. However this approximation does not give rise to the same three body result and 
for some cases it produces extra states. Thus, in all our calculations for the deformable 
core model, the two body states to be forbidden are the eigenstates produced from the 
deformed n-core interaction and not of spherical potentials. 
3.4.6 Higher spin states 
Still within the inert core limit, it is interesting to investigate higher spin calculations of 
this test system. In general, the higher spin states involve an enormous increase of the 
number of channels to be taken into account. This fact makes the calculation an order 
of magnitude slower. For this reason we shall only present calculations done for the 
first excited 2+ state. In fig. (3.13) we compare the three body energies for the ground 
state 0+ and the first 2+ state. The general trends are the same. The excitation energy 
E(2+) - E(0+) is constant over the range of values of Vwd where our calculations produce 
bound states. The wavefunction is composed by (d5/2)2 neutrons relative to the core 
which translate in the T basis to 45% P-wave and 48% D-wave. The structure is not sensitive 
to variations in V. The energy shift due to the nn interaction for the 2+ state, DE,,, (2+), 
is also a constant over the range of values of Vw, and it is only half the value of LE,,,,,, (0+). 
In fig. (3.14) we compare the lowest 0+ state and the lowest 2+ state for the case where 
the spin-orbit force is switched off. The energy difference between the calculations with 
Vnn =0and V,,, L =GPT is - 0.5 MeV 
for the 0+ state and -- 0.2 MeV for the 2+ state. This 
figure undoubtedly suggests that the spin-orbit is needed to bring states near to threshold 
and allow the nn interaction to have a large relative effect. 
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In fig. (3.15) we present the variation of the three body energy as a function of the maxi- 
mum number of hypersphericals included in the expansion. The three curves correspond 
to three different ranges of binding energies. The curves were shifted to be included 
in the same graph: the diamonds correspond to a state at E -- -4.4 
MeV, the squares 
correspond to a state at E -- -20.1 
MeV, and the circles correspond to the state closest 
to threshold with E -_ -1.0 MeV. From the slopes of the curves one can conclude that the 
convergence improves with the increase of the binding energy. When the nn interaction 
is switched off, we verify that, for the best case, only 6 hypersphericals are needed for a 
converged result, and for the worst case, a converged result is obtained for Kma, x = 14. 
In opposition, the convergence rate is very slow for the calculations that include the GPT 
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interaction because this realistic nn interaction contains a repulsive core. In fig. (3.16) we 
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present the variation of the energy of the ground state of the three body system when 
including the nn interaction. We find that, for the case of states near threshold, Kmax = 16 
is still insufficient for the converged three body energies. Remarkably, the wavefunctions 
converge faster than the energies. For the worst case of the examples given (thresh- 
old+GPT), calculations with Km,, = 12 provide a structure with less than 1% error. This 
feature offers a great advantage when one is interested in calculating physical observ- 
ables as the rms radius, electromagnetic transitions or momentum distributions, where an 
accurate description of the wavefunction is needed. 
From the results here presented, we can immediately predict that, with the computing 
facilities available, a converged result obtained through these calculations for models 
including higher spin states of the core may not be possible. However one should not 
be pessimistic. Extrapolations based on the unconverged results may very well offer a 
reliable solution to the problem. 
3.4.8 The nn interactions 
The use of the GPT interaction makes convergence more difficult, and it has been sug- 
gested that we should use simpler nn interactions, such as the s-wave gaussian. However 
we found that the binding energies decrease significantly when the repulsive core effect 
is included. Quantitatively, this effect is of the order of half an MeV, which is far too 
important to be neglected. Not only the binding energies, but the structure of the wave- 
function, and all observables thereafter, are also changed. 
3.4.9 The deformation parameter 
The three body system has a fascinating behaviour when core excitation is allowed and 
when the deformation is included in the interaction. The core, with a 0+ ground state, is 
given the freedom to excite to a 2+ state, at 3.368 MeV from the ground state. A perfect 
agreement between the sum of the two body energies of the n-core subsystems and the 
three body energies is no longer expected, even for the hypothetical case of an infinitely 
heavy core. The three body Hamiltonian is not separable, due to the dependence on 
the degrees of freedom of the core. This dependence generates an effective correlation 
between the neutrons even for V, L, = 0. In fig. (3.17) we plot 
the three body energies as 
a function of the deformation parameter. We verify that the calculations performed with 
zero nn interaction show agreement with twice the two body energies only for ,3 close 
to zero. Then the wavefunction is just constituted by (p1 X2)2 neutrons and there are no 
components of the wavefunction with the core in its excited state. As 101 increases, the 
percentage of (1 P1/2)2 neutrons in the ground state wavefunction decreases slightly and 
excited state configurations start to appear. 
The wavefunction suffers a radical change for 101 -- 0.3 (corresponding to the crossing 
of the two body states). It becomes - 67% ((d512)2 (& 0+(core)) and -- 29% ((d5/2)2 
2+ (core)). The behaviour is not symmetric for 0 so let us first concentrate on the physical 
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situation for /3 -º -1: the wavefunction keeps two major components: ((d5/2)2 ® 0+ (core)) 
and ((d5/2)2 ®2+ (core)); and the second increases to reach 0.45 probability when ,8= -1. The relative motion between the neutrons has then four major channels: 32% (L=S=l=0); 
20% (L=S=1,1=0); 18% (L=S=1,1=2); and 25% (L=1=2, S=0). 
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On the other side, when 0,1, the situation becomes more complex because of the 
two body density of states: there is a 1/2+ state penetrating to lower energies that is going 
to introduce s1/2 neutrons in the three body wavefunction. For ß=1 the wavefunction 
contains a miscellany of different channels formed by d5/2 and S1/2 neutrons. Over all 53% 
of the total wavefunction has the core in its excited state. In the T basis there is a large 
D-component in the relative motion of the neutrons. 
As we see, the two body dynamics still has a strong influence in the three body physics 
- notice the sharp bends in the long-dashed curve of fig. (3.17), but it is no longer a clear 
cut situation. 
Introducing an nn interaction obviously increases the binding energy as in all previous 
cases. But here, more than in all former examples, the nn interaction averages out 
sudden variations of the three body energies or wavefunctions. The GPT interaction acts 
differently on P-states and S- or D-states. The evidence for this is that the dip in the energy 
curve with V, ti,, = 0, appearing 
for low 
,3 values when 
the neutrons are mainly in a relative 
P-state, does not show up when the GPT interaction is included. The transition from the 
pure (1 P1/2 )2 neutrons to the d5/2 and S1/2 neutron admixtures is then very smooth - notice 
that in fig. (3.17) the sharp bends disappear. 
3.4.10 The excitation energy of the core 
If Vn=0, it is reasonable to assume that only for situations when the core excitation 
contribution to the total wavefunction is negligible will there be agreement between the 
sum of two body energies associated with the n-core subsystem and the three body 
energy. In fig. (3.18) we present the behaviour of the three body ground state energy as a 
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function of the excitation energy of the core. It was already discussed in section 2.5 that 
one expects the participation of core excitation to be maximum for the lowest values of 
Eco,. e . Our calculations for V,,, =0 show that the probability of finding the core in the 
2+ state is 0.53 for E,,. e =0 MeV whereas it becomes 0.17 for E,,. e = 12 MeV. It is for 
the large values of Eco,. e that the three body energies approach the short-dashed curve 
corresponding to twice the two body energies. When the core's excited state is very 
close in energy to the ground state (the strong coupling limit, or adiabatic limit) there 
is a significant mismatch between the calculated three body energies and twice the 
two body energies. Surprisingly, this coupling produces an effective repulsion for values 
of E, o,. e smaller than 2 MeV, increasing the three body energy relative to the two body 
energy sum. This repulsion is caused by very large three body components with the core in 
the excited state. For larger values of Eco,. e, when the excited core component is smaller, 
this effect is attractive. Over the whole range of Ec, e here considered, the wavefunction 
is mainly composed by d5/2 neutrons with the core in either the ground state or the 2+ 
state. There are also weak components with S1/2 neutrons. 
The general feature of the variation of the three body energy with E, is unmodified 
with the inclusion of the GPT nn interaction. We verify that the energy shift due to the nn 
potential does not depend on Eco. e and its value is -- 3 MeV. 
3.4.11 The convergence with Kmax for excitable core systems 
The less encouraging aspect of our model is the convergence rate of the binding energy 
of the three body excitable core system with the hyperspherical expansion parameter 
Kma, x . This problem 
is illustrated in all its glory in fig. (3.19) for the ground state of the system 
and in fig. (3.20) for a 0+ excited state, that lies just below threshold. The computer limita- 
tions are such that the biggest calculation we are able to perform with (COREX+STURM 
(appendix C. 2)) is for Kma, x = 12. In both of 
the situations one cannot guarantee that 
convergence is attained. 
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For the ground state, the convergence between the energies from K, az = 10 to Kmax = 12 is -- 1% for V7z,, =0 and 2% for V,, n, =GPT. This gives us a good idea as 
to how close one is to the converged result. Our results show that including K= 12 in 
the expansion does not affect the wavefunction for V, =0 but causes a considerable 
change in the probabilities associated with the wavefunction's components when the 
GPT interaction is used (- 10%). 
For the 0+ excited state, the difference between calculations with Kmax = 10 and 
Kmax = 12 is more dramatic and, convergence appears to be better for the case where 
the nn interaction is included, because the state is further from threshold. For the energy 
values we obtain -- 20% change for V., =0 and - 10% change for V,,, =GPT. For the 
wavefunction probabilities we obtain -- 
2% change for V1 ,=0 and -- 
10% change for 
V,,, n =GPT. 
3.4.12 Brief 
Many other issues could have been addressed in this section but we hope to give the 
reader a good intuition into the dynamics of these systems. 
For the inert core model we found that the behaviour of the three body system is 
the direct reflection of the two body n-core properties. The role of the nn interaction, 
more than just increasing the binding energy of the three body system, is to smoothen 
any abrupt changes on the features brought in by the n-core subsystem. The dynamical 
effects due to three body recoil of the core are not very important for this model. The 
effect due to the Pauli principle is considerable for realistic systems, where the nn force is 
properly included, and furthermore, it is relatively more important for states near threshold: 
for the halo nuclei it is absolutely necessary! 
For the three body systems with an excitable core, the influence of two body dynamics 
is still very strong but not transparent. The effect of the nn interaction on the energy, and 
specially on the wavefunction, can be drastic. For the type of system we are considering, 
the ground state is generally composed of (p1,2)2 neutrons relative to the core when it is 
only slightly deformed, while for large deformation the wavefunction consists of admix- 
tures of d5/2 and sl/2 neutrons. The behaviour and sensitivity to the excitation energy of 
the core is in all similar to two body case. 
It is worth mentioning that a simple gaussian s-wave for the nn interaction is not 
satisfactory since the results change significantly when including the repulsive core effects. 
The convergence of the method is slow, specially for the case where a realistic nn 
interaction is included. The calculations presented show that for the available computer 
facilities, convergence is not achieved. Inevitably, and specially for states with binding 
energy less than 2 MeV, the final values for energies and structure will result from extrapo- 
lation based on the unconverged results. 
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3.5 Application to physical nuclei 
In the introduction it was made clear that there is a significant interest in exploring im- 
proved few body methods to solve the three body puzzles that have appeared in exotic 
nuclei. We use the (n-core) potentials that were obtained in section 2.6 and the nn GPT 
interaction (76). All parameters are then fixed and in this sense the three body results here 
presented are parameter free. 
3.5.1 Application to12Be 
A few experiments performed on 12Be provide information about its binding energy rel- 
ative to the two neutron threshold (48), the rms radius (50), the momentum distribution 
after neutron fragmentation (17) and two excited states with 2.1 MeV and 2.7 MeV exci- 
tation energy relative to the ground state (81,82,83). Contrary to II Be, this nucleus is well 
bound and is not a halo candidate. One should not expect it to be well described by 
the two neutron and inert-core three body model, where the core is 10Be. It is our aim to 
investigate what core excitation can do in this case. 
We will present a full comparison of three different models, corresponding to the 
three interactions introduced in section 2.6. In fact the first of these models to be ap- 
plied to 12Be (the one that assumes an inert core), is one not presented in section 
2.6. Fitting ' Be's two low lying states without introducing either deformation nor £- 
dependence in the interaction produces a low-lying d5/2 state at ti -2 MeV (49). This 
could not be carried into the three body calculation if a realistic structure for the ground 
state of 12Be was desired. Therefore we used an £-dependent inert core model (18) 
denoted here by Be 12-pure. The parameters VZVEN, VODD and V, o of the Be 12-pure 
interaction were fitted to the three lowest-lying states of "Be. The chosen parame- 
ters for Be 12-pure are: VEVEN = -55.071 MeV; VoDD = -36.250 MeV; Vso = -6.43 MeV; ws ws 
Rws = Rao = 2.736 fm; and aw5 = a, o = 0.67 fm. As can be seen in table 3.1 this model 
underestimates the binding energy and, consequently, overestimatesthe rms radius. 
12Be Be12-pure (18) Be12-a Bei 2-b experiment 
S(2n) (MeV) 2.5 4.5 3.5 3.67 ± 0.015 [48] 
rms matter radius of the g. s. (fm) 2.71 2.55 2.61 2.59 ± 0.06 [50] 
Table 3.1: Calculated binding energy and rms radius of the g. s. of 12Be 
If one now allows for core excitation and includes no i-dependence in the interaction 
(Be 1 1-a of section 2.6), we verify that the binding energy increases due to the strong 
d-component now present in the (n-core) subsystem. However the effect is too strong, 
making the binding energy too large and the rms radius too small. 
The third interaction includes both core excitation and Pauli repulsion through e- 
dependence (Be 11-b of section 2.6). The picture for the binding energy and the rms 
radius of "Be is very well reproduced, as shown in table 3.1. We are pleased to find that 
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an accurate description of the (n-core) and the nn subsystems, together with a complete 
three body calculation, provides a realistic result for 12Be. 
Before discussing structure and other properties, it is necessary to discuss the con- 
vergence of the results. Here we are only interested in the convergence with Kmax 
Radial and Sturmian convergence offer no problems. We have performed calculations 
for several Kmax and plotted, as a function of Kmax, the resulting ground state energy 
and rms radius. The layer provides information on the convergence of the wavefunction, 
averaged by r2. The computing limitations impose the restriction Kmax < 14 when core 
excitation is included. 
-1.4 
-1.6 
j -1.8 i) 
-2.0 0) 
a) 
-2.2 
-2.4 
0C 
Kx pure 
.............. fit k? 8 
---- fit all K 
2468 10 12 14 16 
Figure 3.21: Energy convergence for 
2 Be (Be 12-pure) with 
-2.5 
-3.0 
-3.5 
T 
m 
-4.0 
a> 
-4.5 
-5.0 2 468 10 12 14 16 
K 
max 
Figure 3.23: Energy convergence for 
12 Be (Be] 2-a) with Kmax . 
2.75 
2.70 
E_ 
U) 73 
2.65 
cu 
2.60 
9 'c 
" 
ýJJ2 468 10 12 14 16 
Kmax 
Figure 3.22: Convergence of the rms ra- 
dius of the g. s. for 12Be (Bel2-pure) with 
Kmax 
2.60 
2.59 
2.58 
2.57 
2.56 
2.55 
2.54 
U, 
2.53 
2.52 
2.51 
9 cn 
0 
........ ............... ....... 
4 
... 
vv 2468 10 12 14 16 
Kmax 
Figure 3.24: Convergence of the rms ra- 
dius of the g. s. for 12Be (Be12-a) with 
Kmax 
From figs. (3-21), (3.23), (3.25) we can conclude that using a basis of up to K= 14 
hyperspherical functions is insufficient to obtain a converged value for the binding energy. 
The situation is slightly better for the wavefunction (the hyperspherical method provides 
better convergence for the wavefunction than for the binding energies (1)). 
From these 
x Be12-a x 
.............. fit K? 8 
----- fit all K 
""x 
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calculations one can extrapolate the result to which the calculations converge. The 
extrapolation could very well be done by eye. However we have chosen to perform 
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a three parameter exponential fit to the given set of points corresponding to Kmax = 
{4,6,8,10,12,14} (fit-all). Since it is the tail of the curve that determines the correct 
convergence rate, we performed a second fit that only includes the last 4 points: Kmax = 
{8,10,12,14} (fit-tail). In tables 3.2 and 3.3 we present the extrapolated values for binding 
energies and rms radii, for each of the three models, resulting from the two mentioned 
fits. The differences between the extrapolated results and the results corresponding to 
Kmax = 14 are a good indication of the accuracy of the energies and rms radii that were 
presented in table 3.1. There is an uncertainty of -- 
100 KeV for the energies and < 0.1 fm 
2Be fit all fit tail Kmax = 14 
pure (18) -2.549 -2.556 -2.410 
Be 12-a -4.457 -4.481 -4.385 
Be 12-b -3.500 -3.580 -3.425 
Table 3.2: Fits for the energy of the g. s. 
(MeV) 
for the rms radii. 
12Be fit all fit tail Kmax - 14ý1 
pure (18) 2.768 2.727 2.705 
Be 12-a 2.547 2.547 2.547 
Be 12-b 2.641 2.630 2.609 
Table 3.3: Fits for the rms radius of the 
S. (fm) 
In the inert core model and if the neutrons did not interact between themselves, one 
could predict that the ground state of 12Be would be constituted by (2s, 12)2 neutrons 
relative to the core. However we verify that there is a very strong effect due to the GPT 
nn interaction, driving a large amount of the probability into (1 p1 X2)2 and (1d5/2 )2 two 
neutron states. In table 3.4 the numerical values for the probabilities associated with the 
most relevant components of the wavefunction are given. 7 In table 3.5 we present the 
7The components are defined in the V basis, associated with the (r13, T23) coordinates (see section 
3.1 for 
coordinate definition). The Jacobi Y coordinates become the V coordinates in the heavy core 
limit. The V basis 
is very useful if one wishes to think in terms of shell occupation. 
x Be 12-b , 
fit K? 8 
fit all K 
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components of the wavefunction in the T basis. The two neutrons are 2/3 of the time in a 
relative S-state and 1 /3 in a relative P-state. 
If the (n-core) subsystem is going to play the dominant role in the three body system (as 
was the case of the example in section 3.4), then one expects to find, for the ground state 
of 12Be, and for the (Be 12-a) interaction, neutrons in either 2s, /2 or 1 d5/2 states coupled to 
the core in the g. s or the 2+ state. The results shown in table 3.4 confirm expectations. We 
point out there is only a very weak (1 PI /2)2 two neutron component in the g. s. wavefunc- 
tion. Among the scientific community the 12Be nucleus is assumed to be a closed shell 
nucleus, and therefore our results might seem unrealistic. However we would like to point 
out that even within the shell model, when one performs complete calculations with 27iv 
excitations (52) one obtains for the ground state the following particle occupations: 3.991 
for 1 s1 /2; 4.931 for the 1 P3/2; 1.089 for the 1 P1 /2; 0.930 for the d5/2; 0.129 for the 1 d3/2 and 
0.930 for the 2s112. The shell model calculations are consistent with ours, and with the idea 
that 12Be is not a closed shell nucleus. 
2Be Be 12-pure (18) Be 12-a Be 12-b 
(2s], 2)2 ®0+ 0.32 0.14 0.27 
(1p1/2)2®0+ 0.41 0.09 0.09 
(1 d5/2)2 ®0+ 0.23 0.32 0.19 
(1 d5/2)2 ®2+ -- 0.11 0.06 
(1 d5/2)(2s1 /2) 0 2+ -- 0.11 0.11 
Table 3.4: Probabilities for the g. s. of 12Be (Kma, x = 14 and V basis) 
2Be Bel 2-pure (18) Bel 2-a Bel 2-b 
L=S=I=0 0.68 0.45 0.50 
L=S= 1, I=0 0.32 0.13 0.08 
L=2, S=0, I=2 -- 0.33 0.35 
Table 3.5: Probabilities for the g. s. of 12Be (K,,,, = 14 and T basis) 
The structure of the g. s. does not change significantly when the Pauli repulsion is 
included through an effective £-dependence (Be12-b). The main difference lies on the 
relative ratios of the probabilities associated with the (2s, 12 )2 and the (1 d5/2)2 two neutron 
components coupled to the g. s. of the core. For (Be 12-b), the (1 d5/2)2 two neutron 
component is smaller, directly justified by the structure of the g. s. of the (n-core) subsystem. 
Surprisingly, the Pauli repulsion does not affect the OPI/2 )2 component of the g. s. of the 
wavefunction, although in the T basis we verify that there is a weakening of the relative 
P-wave. 
The total amount of core excitation in both cases: (Be 12-a) and (Be 12-b), is -- 42%. 
Unfortunately there are no spectroscopic factors available in the literature with which to 
compare this result. Accurate measurements of elastic and inelastic channels of (p, t) 
reaction cross sections are needed, together with DWBA analysis of the results, to provide 
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an estimate for the ground state spectroscopic factor of 12Be. 
As mentioned earlier, the Serber-model distributions for the longitudinal momenta of 
1°Be fragments relative to the beam, following 12Be fragmentation at 56.8 MeV/A, were 
recently measured at MSU (17). From the calculated wavefunction we can obtain a 
prediction for the momentum distribution of this three body system for which the theory is 
described in appendix B. 6. In fig. (3.27) we present the theoretical results after including 
the effects of the +85 MeV/c transverse aperture offset at 140 MeV/c, and a 26 MeV/c 
broadening to reproduce the experimental resolution. Reflecting the large rms radius, 
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Figure 3.27: Momentum Distribution for 1°Be. 
the momentum distribution produced by the inert core model is too narrow when com- 
pared with the experimental data. Including core excitation appropriately, broadens the 
momentum distribution. Both core excited models are able to reproduce the measured 
distribution but one would favour the layer due to the slightly better agreement in the tail 
region. 
Finally we present the bound state spectrum for the different models (fig. 3.28). We also 
include the shell model predictions for this nucleus (52) and the experimental spectrum 
(81,82,83). Both the shell model and the inert core model predict excited states close to 
the ground state that have not been observed. On the other hand the excitation energies 
for the (Be 12-a) model are clearly too large. The (Be 12-b) model predicts excitation 
energies very close to the measured values but with the wrong spin. New experiments to 
confirm spin assignments are needed. As to the structure of the 0+ excited states, both 
(Be 12-a) and (Be 12-b) give nearly 50% p-wave neutrons and very little contribution from 
the core excited channels. 
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3.5.2 Application to >> Li 
This nucleus is typically well accepted as a two neutron halo nucleus. It has a Borromean 
structure, a very low binding energy (-- 0.3 MeV (48)) and a very large radius (R,. ms = 3.16 
fm (10)). There have been several attempts to describe this nucleus within the microscopic 
frame (26), but readjustments are naturally needed due to the extended tail of the last 
two neutrons. The most successful models so far have been the inert core three body 
models. 
In (28) the effect of different scattering lengths of the virtual state in the subsystem 10Li 
on the I' Li three body system was analysed. From the various models presented in (28) 
one can conclude that the binding energy of II Li can only be reproduced in the three 
body inert core approach if the p-resonance in the 9Li-n subsystem is lowered to 0.3 MeV, 
as opposed to the experimental value of E(2-) = 0.5 MeV. Then the best agreement 
with the momentum distributions is found for the P3 model (that we shall here call Li 11- 
pure) where the n-core interaction produced a virtual state with a scattering length of 
as = -27 fm for the 
IOU subsystem. This scattering length is higher than that obtained in 
either of the deformed core models presented in section 2.6. The structure of the ground 
state of II Li for Li 11-pure is 45% (81X2)2 neutrons and 51 % (PI X2)2. The predicted rms radius 
is 3.46 fm which is larger than the measured value. 
Our calculations for "Li are necessarily more difficult than for 12Be. The ground state 
of 11 Li is very close to threshold and the structure of the core is different. Fortunately, from 
the results obtained in section 2.6 we concluded that, due to the structure of the core 
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(3/2- ground state and a first excited state 1/2-), the reorientation couplings are much 
stronger that the couplings to the excited state. Therefore we will only attempt to perform 
calculations with the core in the ground state including the reorientation effects. As we 
can see from tables 3.6 and 3.7 the size of the calculations for '1 Li increase even more 
rapidly than for 12Be, due to the spin of the ground state of the core. We have manged 
to obtain results for the binding energy of the system up to Kmax = 14. 
K; nchan(T) nchan(Y) 
4 19 33 
6 37 67 
8 61 113 
10 91 171 
12 125 238 
14 160 308 
Table 3.6: Number of channels for cal- 
culations of the 0+ state in 12Be, when 
the first excited state of the core is in- 
cluded, enabling quadrupole couplings 
between channels. 
K. max nchan(T) nchan(Y) 
4 37 74 
6 79 158-- 
8 137 274 
10 211 422 
12 301 602 
14 407 814 
Table 3.7: Number of channels for cal- 
culations of the 3/2- state in II Li, when 
only the ground state of the core is in- 
cluded but with the correct 3/2- spin 
(reorientation effects). 
To illustrate the convergence difficulties we present figs. (3.29) and (3.30), with the vari- 
ation of the ground state energy as a function of the maximum number of hypersphericals 
K,,, a, x included in the calculation, 
for the two different interactionsdefined in section 2.6. 
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When using the GPT interaction, convergence is extremely slow. We have decided to 
use a different nn interaction that is exactly the same as the GPT except 
for the S-wave, 
which contains just one simple gaussian with no repulsive terms. Although 
this improves 
the convergence rate, one can see in figs (3.29) and (3.30) that still convergence 
is 
certainly not attained. Even worse, we can no longer guarantee that 
the radial step and 
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range, as well as the number of basis states in the radial expansion are sufficient. Having 
this in mind one should look at these results with scepticism. 
We perform the three parameter exponential fit to extrapolate the energy. The differ- 
ences between the binding energy obtained when the whole K, a, x range is fitted and 
when only the tail is fitted, give us a good idea as to the imprecision of the result (see 
table 3.8). 
Li fit all fit tail Kmax = 1411 
Li l ]-pure - - -0.3 
Li 11-a -0.29 -0.03 0.16 
Li lI -b -0.40 -0.44 0.41 
Table 3.8: Fits for the energy of the g. s. (MeV) 
Although the binding energies converge very slowly, the wavefunctions present a 
better convergence rate and we verify that the composition of the ground state wave- 
functions calculated within Li 11-a and Li 11-b do not show significant variation for the 
calculations with Kmdx > 10. In table 3.9 we present the results for the composition of 
the ground state in the T basis. Contrary to 12Be, there are no large contributions to the 
ground state from d-wave configurations. The p-probability in the inert core model is 
strongly decreased in the deformed core models mainly due to the fact that the n-core 
interaction keeps the 10Li p-resonance at 0.5 MeV (its experimental value), in opposition 
to Li 11-pure that brings the p-resonance to 0.3 MeV to fit the correct I' Li binding. There- 
fore the p-waves in Li 1 1-a and Li 11-b are less attractive than in Li 11-pure. On the other 
hand the s-wave ground state of 1°Li has a small scattering length for Li11-a (a, - -7 
fm), 
and a large scattering length for Li 11-pure (a, - -27 fm). As for the p-wave, the s-wave 
potential is more attractive for the inert core model. What is most surprising is the fact that 
although the scattering lengths of the 2- and 1- states in 
1°Li, for both Li 11-a and Li 11-b 
models, are smaller than in Li 11-pure, the s-wave probability is larger. This effect can only 
be attributed to the extra attraction caused by reorientation couplings. 
Other calculations were performed testing the sensitivity of the three body binding 
energy to the n-core potential depth. The increase of the s- and d-wave 
interaction, 
increasing the scattering length for the (2-, 1-) states in 
1°Li, has a strong effect on the 
binding energy of the system, but more noticeable is the effect of slight variations on 
the position of the p-wave resonance. We consider that the work 
done on 11 Li is only 
preliminary, and that further efforts are needed to obtain conclusive results 
for the system. 
"Li L=S=O L=S=1 L=2; S=0II 
Li 1 1-pure 0.60 0.29 - 
Li lI -a 0.67 
0.10 0.14 
Lill -b 0.78 0.003 
0.05 
Table 3.9: Structure of the g. s. of 11 Li (K, ax=14 and 
T basis). 
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3.6 Summary and Conclusions 
The three body calculations including core excitation have been performed making use 
of the n-core interactions determined in section 2.6 for the corresponding subsystems. We 
use the realistic GPT force for the nn interaction (except for 11 Li). 
We apply the model to 12Be. The results obtained when the core is inert underesti- 
mate the binding energy of the system by -1 MeV. On the other hand, core excitation 
alone overestimates the binding energy by -1 MeV. It is necessary to include an effec- 
tive p-repulsion to obtain a picture for ibis nucleus in agreement with experiment. The 
calculated structure for the ground state when core excitation is included has a strong 
core excited component in the wavefunction (-- 42%) suggesting that this nucleus is not 
a closed shell nucleus. This result is in agreement with shell model predictions. If in fact the 
ground state of 12Be has the p-shell unfilled, one would expect the ground state of 13Be 
to be a p-resonance, which would come as a surprise to part of the scientific community 
that has become used to the idea that 13Be has a similar structure to 10Li. 
Experiments designed to probe the structure of the ground state of this nucleus are 
highly encouraged. Some information as to the percentage of s- and p-wave neutrons 
in the ground state of 12Be could be obtained by performing a one neutron pick-up 
reaction: 12 Be--+ 11 Be, as long as the statistics are good and the energy resolution can 
distinguish between the final states 1/2+ and 1 /2- . On the other hand, the percentage 
of core excitation in the g. s. of 12Be could be determined through (p, t) reaction cross 
section data assuming good statistics, angular and energy resolution were obtained. 
We have also calculated the momentum distributions based on the calculated ground 
state wavefunction. The momentum distribution for the inert core model is clearly too nar- 
row due to the large radius and small binding energy predicted by the model. Both core 
excited models produce momentum distributions in agreement with the experimental 
data. 
Finally we performed calculations searching for the excited states produced by the 
three different models. Some of the excited states predicted within the inert core model 
are close to the ground state and have not been experimentally measured. Notice that 
this same problem appears in the shell model predictions. Core excitation alone shifts the 
excited states to higher energies, -- 1 MeV higher than the experimental values. It is the 
p-repulsion together with core excitation that produces two excited states with approx- 
imately the same energy as the measured values, but interchanged spin. Experiments 
have not been able to define the spin of the 2.7 MeV excited state. We encourage 
repeating the 1°Be(t, p) experiment, improving the data to confirm the spin assignment of 
the 2.1 MeV state, and providing a conclusive spin assignment of the 2.7 MeV state. It is 
worth noting that in solving the three body problem we have only included three body 
asymptotics. As the n-core subsystem in 12Be is bound, part of the phase space will be 
dominated by the two body asymptotics. We believe that this effect will not be important 
since Eg. (' 213e) » Egs (11 Be). However this should be checked in the near future. 
We could not go without applying our model to the favourite of all halo nuclei: 
1' Li. 
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However, for this system, the calculations become extravagantly large and it is not without 
struggle that any results can be obtained. 
Previous three body inert core calculations for this system showed that one needed to 
lower the p-resonance in 10Li in order to obtain the desired binding energy for I'LL Our 
calculations are inconclusive but there is some evidence that even with the 2+ state at 
0.5 MeV and scattering lengths I as I< 20 fm associated with the virtual states 2- and t- 
in 10Li one might reproduce the correct binding energy and rms radius for "Li. This is as 
long as reorientation couplings are introduced through a deformed core model. This is 
consistent with the result obtained indirectly, through the reactions 11 Bo+'2C- n+9Li+X 
and 11 Li+12C->n+9Li+X (84). Here it was concluded that the scattering length of the 
ground state of 10Li would be around as - -20 fm or slightly smaller in absolute value. In 
any case, one should remember that our calculations were far from convergence and 
that the extrapolated results carry a large uncertainty. 
The rotational model used for the core's structure is also our concern. This determines 
the relative strength of the couplings and for 9Li, it can be a harsh approximation. Contrary 
to the 2+ state in 1°Be, the first excited state of 9Li, 1/2- state, may not have a very strong 
E2 transition to the ground state, that would justify the simple model used for its structure. 
It has been proposed (85) that one should construct the wavefunction of this core based 
on a 10Be coupled to a P3/2 proton hole. 
In the near future we will have access to larger computers that will enable conver- 
gence to be reached. Then accurate calculations for the rms radius and momentum 
distributions will be performed and compared with experiments. 
It is fascinating to realise that after more than one decade after its discovery, the story 
of '' Li is a long way from being finished. Recently, some evidence was shown for a1+ 
state at 0.24 MeV in the 1°Li spectrum (70). Together with the known 2+ state at 0.5 MeV, 
this would mean that Li 1 1-pure model is adequate to describe the system, and no spin 
or reorientation would be needed, contradicting what one would expect through the 
properties of the core. New experiments have also been done to determine the low lying 
excited states of II Li (70). It will be very interesting to see how well the inert core model 
is able to reproduce these, since for the time being we cannot endeavour to perform 
scattering calculations for this system due to computational limitations. 
Chapter 4 
Overview and Outlook 
Toda a explicacäo assentor no inexplicävel. 
Näo ten tes pois explicar seja o que for ate aos ültimos 
filamentos da explicacao. (... ) Equilibra-te no instävel do 
que se diz e do que se näo pode dizer. Se atinges 
o limite, cola-te. Ee ai, nesse silencio, depois de dizeres 
tudo, que possivelmente comecas a dizer alguma coisa. 
Vergilio Ferriera 
We have extended the two body coupled channels formalism to include explicitly core 
excitations. Similarly, for the three body problem, we have generalised the hyperspherical 
formalism so that degrees of freedom can be given to the core. In doing so we expand 
our two or three body wavefunction in terms of the eigenfunctions of the core's intrinsic 
Hamiltonian. We have applied our models to halo nuclei where we believe only a few 
terms of this expansion will be needed. For the sake of simplicity, we have modeled the 
core as a pure rotor. Due to the loosely bound nature of the halo systems, we chose to 
expand the radial wavefunction in Sturmian functions, which provide the correct long tail 
of the wavefunction, an essential ingredient when calculating halo observables. 
Generally, the few body approach that assumes inert clusters underestimates the 
binding energy of the system. There is additional attraction coming from the neglected 
degrees of freedom, and we verify that core excitation can produce the extra binding 
needed. From our results we find that recoil effects due to the three body dynamics 
are not important but the treatment of the Pauli principle for the three body case does 
introduce modifications both of the binding energy and the wavefunction, that become 
significant for weakly bound states. On the whole, it is fair to say that the results here 
shown for the various systems where core excitation has been included offer a clear 
improvement on the inert core models. However there are some weak points that need 
to be addressed. 
Firstly, one has to think about technicalities and ask whether it is worth to pay such 
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a high price in computational efforts for the sort of improvement obtained. I remind 
you that for the particular case of the three body system of II Li we were not able to 
attain converged results due to the computational limitations, and therefore the possible 
improvement is yet to be confirmed. In this respect there is definitely room for future work. 
Surely we can wait for faster and larger computers, and in fact, that will happen in the 
very near future. On the other hand it might be worth rethinking the numerical methods 
used in the calculational process. There have been suggestions for the developent of 
an alternative method that does not perform the direct diagonalisation of the full three 
body Hamiltonian all at once, but creates a second basis closer to the physical solutions 
of the problem. In order to proceed in these lines, the theory will have to be carefully 
thought out, before undergoing any radical modifications on the present code. 
The other two points that need to be discussed concern the model for the core's 
structure and the antisymmetrisation procedure. From the begining of this work there has 
been debate as to which is the best model to use for the core's structure such that it 
provides a more accurate description of the core when compared with the rotational 
model, which was first introduced for simplicity. As we have repeatedly mentioned, 
the rotational model was appropriate for the first excited state in 10Be, but other cores, 
specially 9Li, do not show strong experimental evidence for a rotational structure. We 
believe that a microscopic description for the core, using a deformed shell model (even 
if only the basic deformed oscillator well without residual interactions) or a Hartree-Fock 
calculation would be a better solution for the core's structure. Then one could also tackle 
the other weakness i. e. the antisymmetrisation. The core's wavefunctions would be Slater 
determinants and one could then define the forbidden states of the n-core subsystems 
naturally from the microscopic Hamiltonian. The main drawback that we anticipate 
is the increase in complexity, inevitably producing an increase in the size and time of 
the calculations that would, most likely, become unrealistic. In any case, it should be 
considered in the near future. 
Although we have limited ourselves to a few applications, the selection of data on light 
exotic nuclei is growing rapidly and there is a strong motivation to apply our method to 
new exciting nuclei (for example 19C, the latest one neutron halo (86) to be discovered). 
Within the Be isotopes more theoretical work using inert core few body models has 
recently been done on 13Be and 14Be, trying to explain the new data that has appeared 
in the literature in the past six months. It will be interesting to compare these results with 
those obtained when core excitation is allowed, although the definition of the occupied 
states by core nucleons needs extra care. 
Moving to the proton drip line, we verify that the stimulation of going further away 
from stability overlaps with a long term astrophysical interest. As was shown in section 
2.6, 
our methods can be easily applied, without any further parameter fitting, 
to the proton- 
halo candidates deriving from the nuclei for which the deformed nuclear interaction 
has 
already been fixed (an example is 13N). It is necessary to correctly include 
deformation in 
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the Coulomb interaction if quantitative results are to be obtained and this work is planned 
for the near future. One should not forget that in the three body problem where the three 
bodies have charge, the wavefunction asymptotics cannot be described analytically. 
There is some work underway in order to solve this problem numerically. 
For systems such as "N (10Be+p) and 120 ('OBe+p+p), one could use the nuclear 
interaction developed for 11 Be and 12Be to investigate how far the method can succeed 
for the mirror nuclei. Independently, and as long as there is enough data on the core 
and the p-core system in order to pin down the free parameters, we can also perform 
calculations on any of the light nuclei on the proton drip firne ý; !O show some evidence 
for a halo structure. The most discussed of these is probably 8B, and we intend to include 
core excitation of the 713e core to obtain a picture for the structure of the ground state 
of this nucleus and calculate the reaction cross section of 8B(-r, p)7Be, which is of great 
importance in astrophysics. 
This work is stepping into new grounds, trying to include in the intuitive few body models 
some microscopic ideas. In this context it is only the end of the beginning. 
Appendix A 
Two body matrix elements 
A. 1 The deformed nuclear interaction 
Independently of the parametrisation of the shape of the core nucleus, and of the form 
factor used for the nuclear interaction, one can always perform a separable expansion 
using spherical harmonics to detach the angular part of the interaction from the radial 
part. For the quadrupole deformed nuclear interaction where the radius of the interaction 
s defined by: 
R(9') -- Ro [1 +, Q Y2o(8')] . 
(A. 1) 
this expansion can be written as: 
V. ucz(r', 6', cb') =E 
VQ(r') PQ(Cos 0') (A. 2) 
Q 
2Iw 
ith VQ 
Q 
Vnucr(r', 6', ý') PQ (cos 9') sin 8'd8'dq', (A. 3) 
where the coordinates of the valence particle interacting with the core, (r', 9', ') 
(r', r'), are defined relative to the frame of reference rotating with the core (body fixed 
frame). However, the Hamiltonian for the system is written in terms of the coordinates 
within the fixed frame of reference, (r, 6, The transformation between these 
two coordinate systems can be done by introducing the rotor's intrinsic coordinates , 
the Euler angles. These angles take coordinates in the laboratory frame to those in the 
body fixed frame. The core and valence neutron degrees of freedom are automatically 
expressed in a separable form: 
Vnucl(r)0 
- 
VQ(r) C( )'CQ() 
, 
Q 
(A. 4) 
as long as one uses the relation between the Legendre polynomials in the two coordinate 
systems PQ (cos 6') = C4 CQ (). When calculating the matrix elements 
for this interac- 
tion, the radial part will be done numerically. We will now concentrate on the calculation 
of the matrix elements for the angular part. One makes use of the tensor property 
(87) : 
(J, II CQ(r)-CQ(ý) II J) = ((j " V) J, II CQ(T)'CQ(0 110, I)J) 
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= býý (-1)i+l'+J' ý if 
CQ(r) 11 j)(I' 11 C4() (A. 5) I I' J 
that conveniently splits the orbital angular momentum algebra from the core's structure 
algebra. Taking into account the spin of the neutron one can obtain an explicit expression 
for the orbital angular momentum matrix elements: 
CQ j) = ((1') CQ 11(l, SW 
= bss' (_ l)Q+s+j+21' 11, 
ý' 7Q11, Q 
(A. 6) 
1 l' s000 
So far the procedure does not depend on the choice for the structure of the core. To 
obtain an explicit expression for the core matrix elements one needs to introduce a spe- 
cific model for its description. Within our model, the core is considered to be rotationally 
deformed, so the intrinsic wavefunction for the core is taken to be a normalised rotational 
matrix, 
FMK (O = 
87x2 
DMK () (A. 7) 
Vf- 
satisfying the following normalisation condition: 
(A. 8) I ýMý 11 r KýýM2K2 sin, Qdýdadry = 6I1I2 6M, M2 6K, K2 
Applying the general properties of rotational matrices, together with the Wigner-Eckart 
theorem, one obtains for the core's reduced matrix elements: 
(p 11 CQ 11') = (-1)K'-r' jK 
KI Q 
(A. 9) 
Substituting all previous results in (A. 5), one arrives to the simplified expression for the 
algebra associated with each multipole term of the deformed nuclear interaction: 
(J' ll CQ(r) CQ(ý) II J) = öJJ' 6 ', 
(-1ýQ+s+x'+2ý+J 1 1' 7' II' 
jQ 
. 7' .7Q1 
if QI I' Q 
I I' J1 1' s000K -K' 0 
(A. 10) 
A. 2 The spin-orbit matrix elements 
The spin-orbit interaction is defined by the product of a radial form factor and the 
r- s 
operator. The form factor is generally proportional to the derivative of the nuclear form 
factor. For the present work we shall not include deformation in the spin-orbit. A detailed 
discussion of these effects is given in (36). The spin-orbit matrix elements has been defined 
in section 2.1: _1 (A. 11) rý h 
22d. 
s 
Vs0 d l+e(rago 
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The radial part of the spin-orbit matrix elements is usually calculated numerically. Since 
we have conveniently chosen the basis such that the matrix elements of the 1"S operator 
art. diagonal, one can trivially write down the result: 
((1', s')3' It; J' If. SI (l, s). 7 I; J) = b, bit, bj j, 2+ 
1) -S(ý+ý ýý(A. 12) 
A. 3 El transition amplitudes 
The definition for electric transitions, from an initial state I J1) to a final state I J2), is given 
in a general form by (39) : 
B(EA, Ji --+ J2) _I (J2M2 I Eaµ I J1 Ml) I2 " 
(A. 13) 
µ, M2 
Using the Wigner-Eckart Theorem (87) one can reduce the above expression to: 
-2 
B(EA, J1 -º J2) = 
J22 
I (J2 11 EA II Jl) I2 " 
(A. 14) 
Ji 
The 
. 
91 operator is obtained from the multipole decomposition of the electric field. For 
the purpose of these calculations we will only retain the terms of this decomposition that 
are proportional to rAYA(r). Since the valence particle is a neutron, only the core will 
contribute to the electric effects. One can derive a formula for the 
E1 operator that 
takes into account the recoil effect dependent on the core-neutron distance r. 
Given the coordinates of the protons relative to the center of mass of the core ;t 
and relative to the center of mass of the core+neutron system T,, 
the n-particle dipole 
operator is defined by: 
(E1)0 =Eey, olri) 
all protons --tº 
ý` '' (A. 15) 
L eYýo(ýý- A, +l 
all protons 
where yam (r)= ri ' (i ). Using the general vector decomposition given 
in (88), 
47r (21+ 11 
/2 
(1 - .1m- µý A µ11m) Yc-a, m-µ(ra) 
YA, p(Tb) , 
(A. 16) 
Yim(ra + Tb) =ý 2A 
and after explicit evaluation of the Clebsch Gordan coefficients 
involved one arrives at: 
El = 
(eYio(i)_e+1 Y1oM 
all protons 
Zc (A. 17) 
= Elcc)re- A +l 
erYrý 
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Given the initial and final state wavefunction, the transition amplitude can be calcu- 
lated by evaluating the matrix elements of the operator defined in (A. 17). In principle 
the terms depending on the core's moment can be extracted from experiment. For 
the particular case we are interested in, the moments of El cý e are zero (within our core 
model there are no possible El transitions for the cores we wish to consider : 10Be and 
12C). Therefore one is left with: 
(J2 II El II Ji) _EE 
Z+e 
(32) 12; J2 rY1(r) JI). (A. 18) 
117111 123212 
(A ) 
The radial integral is numerically taken care of. For the angular part of the matrix elements 
and making use of the following tensor properties: 
Yl V) Il' J= 61112 (-1)1+Il+jl+i2 J132 
J2 il 
ý. 72ý I2ý J2 ýý ý^) ýý il 
ý 
Il; JO x 
il 32 Il 
X (3211 YI (T) II i1), (A. 19) 
and 
(32 11 Y1 V) 1131) = ((12s2)12 11 Y1 (r) 
11 (11 sl)3'1 
_ bsls2 (_, )1+d, 
+j, +212 7111 d2 
1x 
Wr 
x . 
72 
. 71 
1 11 12 1 (A. 20) 
11 12 s1 000 
one can manipulate the algebra to obtain the following expression: 
s1+Il+. 1l+. 7lß-. 92 1 (x (J211 yl )IIJ1) = 611126SS2(-1) 
J1i1j2t 2 
Orr 
J2 J1 1 22 .7i1 
(11 12 1 (A. 21) 
X Ii 11 12 S] 000 11 j2 
The procedure is concluded after summing the matrix elements coherently over 
all chan- 
nels {dl j1I1}, {12j2I2} and substituting in (A. 14). 
ce J22 
2 1 
B(E1, Ji I J2) _2 (Aý + 1)24 
1] 1] (Ri,, j,, i1 rI R12, ý2,12) X 
Jj 1,1,1,12.9212 
x61,12 61152 (2J1 + 1)(2j1 + 1)(2j2 + l)(21i + 
1)(212 + 1) x 
2 
J2 Jl 1 72 3 *1 1 11 12 1 
x 
31 j2 11 
11 12 sý 000 
A. 4 E1 transition from the ground state to the continuum 
(A. 22) 
For calculating the El transition amplitudes 
from a bound state to the continuum, as 
would be measured in a Coulomb dissociation reaction, 
one will have to integrate over 
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all measured continuum states jJ*, k) to obtain the total El strength: 
B(E1, J -> J*) = 
dB(E1, J -ý J*) dE 
dE 
fdB(E1, J_J*) 
dk 
2L 
dE 
2h 
where now the transition matrix element is defined for each scattering state by: 
dB(E1, J->J*) 
dk ik _ 
J2 Z2 
f,, 2 Ac+l 
-, ýýJ*- ýýTY1(r) 11J)12. 
(A. 23) 
(A. 24) 
The separation between radial and angular variables is straightforward. One applies 
the algebraic manipulation developed in the previous subsection to obtain the angu- 
lar matrix elements and makes use of the calculated radial wavefunctions, both the 
bound state and the scattering states for each k, integrated numerically over r to ob- 
tain (J*; kIIr Y1 (T) IIJ). In general the experimental measurements will not distinguish 
between different J*, and if one is to compare calculations with experimental data, a 
sum over all possible J* needs to be done. 
An interesting example, where simplicity does not destroy realism, consists of the 
Yukawa + plane wave approximation (56) for El transitions from halo states to the contin- 
uum. To use a Yukawa wavefunction for the relative motion between the neutron and 
the core (e. g. 10Be), in describing the ground state of the system (e. g. 1' Be) is actually a 
good approximation when it comes to calculating B(EA, J -º J*) with A>0. The main 
contribution then, is due to the long tail of the ground state, and as long as the Yukawa 
wavefunction is normalised so that is has the correct tail, the matrix elements will have 
values close to the correct ones. The other assumption, of weak final state interactions, 
is acceptable as a first approximation. One should be aware that there are low energy 
resonant states that might well affect the scattering wavefunction. 
I shall point out the relevant steps involved in obtaining the solution for the dipole 
function because this exercise has a simple analytic solution and describes the physics 
of one neutron halos very well. The explicit and appropriately normalised wavefunctions 
are: 
-ryr 
(i = initial) = 2-y 
er Yoo(T) with -y =hB (A. 25) 
If =final) = (2ý 
e 
Using the spherical harmonic expansion of the plane wave one obtains the following 
integral from for the matrix element: 
P -ryr 
(f r YlM(r) 1 i) - 
247r E (-i)l J 7i(kr) re r2dr X (27r1/2 Im r 
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yi* (ý) Yl m (ý) Yoo (ý) dQ, Y1, (k) Tn (A. 27) 
The integrals over dr and dQ, have well known solutions and one can easily arrive at: 
(f Ir Y] M (T) I i) = 
2y 47r 2k 
ý2 (-i) Y4#+A(k) (A. 28) (2ý (y2 + k2)2 
To obtain the transition rate for each k: I dB(E1, -. J*one needs to sum incoherently k 
over all possible M projections: 
[dB(E1JJ*)] 
_ 
Zee 22 
dk 
k-A, 
+ 1J 
(f Ir Yj m (T) 1 i)12 
Zee 2 4? r 2-y 4k2 
4 (A. 29) A, +1 (27rj (, Y2 + k2) 
The total El strength is calculated by integrating over k2dk d1 k. Using the spherical 
harmonic normalisation condition in momentum space and making a variable substitution 
from k to E, one arrives at: 
B(E 1, J -ý J*) 
dB(E1, J J*) 
=r dE 
dE 
, 
(A. 30) 
Jk 
[dB(E1, J-*J*)1 kµ dB(E1, J--rJ*) 
dE 
ik 
h2 dk 
k 
(A. 31) 
From experiments one can often obtain the El transition rate as a function of energy. In 
this model one can obtain an analytic expression for this quantity by integrating eq. (A. 29) 
only over angles. The result depends on the reduced mass and the binding energy of the 
ground state only: 
dB(EI, J --> J*) 
dE 
3h2 Zee 2 EB E3/2 
7r2µ 
(A, 
+1 (Ea + E)4 
(A. 32) 
One of the most interesting characteristics of this model is that the peak for the dipole 
strength depends only on the binding energy of the ground state of the initial system: 
E'max -1 EB- 
Although, as I mentioned before, this model offers a good qualitative description of 
the physics, to obtain accurate results one should use realistic ground state wavefunctions 
as well as take into account final state interactions. 
Appendix B 
Three body matrix elements 
B. 1 The deformed nuclear interaction 
When solving the three body equations, one needs to calculate the matrix elements, 
between three body states JJM), associated with the different multipoles included in 
the spherical harmonic expansion of the deformed nuclear interaction. These matrix 
elements are of the general form (J'M' IPQ(cos 9') I JM) (where 6' is the angular coordinate 
in the body fixed frame) and they much resemble the two body matrix elements. So it is 
not surprising that some of the expressions presented in this section were also used in the 
previous one. 
The three body Schrödinger equation is to be solved in the T basis and, as we have 
discussed in the main text, each three body state is characterised by a set of quantum 
numbers with the following coupling order: 
{ [(11 
, 
12)L, (sl' S2)S] J) I}J i X8.1) 
where (11,12) are the orbital angular momentum associated with the two Jacobi variables 
(x, y) _ (x3, y3) respectively. However the n-core interaction (both the Woods Saxon and 
the spin-orbit potentials) is naturally expressed in the Y coordinate system. Therefore we 
first calculate the n-core matrix elements in this basis (x, y) = (x 1, yl ), and then perform 
the transformation to the T coordinate system (see section B. 3). 
Similarly to what was done in the two body case, one can express the Legendre 
polynomial as a product PQ(cos 9') = CQ (T)" CQ () (see appendix A. 1). Applying the tensor 
properties from (87), one can write: 
(J' HH cQ(x)'CQ(MI J) = ((j, ', I')J' II CQW`CQ() 110" I)J) 
bj, j (-1)j+I'+J' 
f, if 
xjQ CQ(x) CQ(ý) ýL I) " 
(B. 2) 
I I' J 
The matrix elements of the core in the rotational model have already been deduced 
in 
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appendix A. 1, eq. (A. 9), and we here rewrite the result: 
CQ 11 I) = (-1)K'-r' IKI/Q (B. 3) 
K0 
As to the matrix elements of the two neutrons, one should notice that the operator 
CQ(x) does not act on the spin space. Hence, one can use the tensor properties of (87) 
to obtain: 
(j'II CQIIJ) = ((L', S')j'IICQII (L, S)j) 
= bs, s (_ ] )Q+s'+i+L' L' 
x 
{j, 'Q (L' II CQ(x)1I L) (B. 4) L L' S 
One should also realise that the multipole operator acts only on the first Jacobi coordinate 
x, thus one can reduce the full two neutron matrix elements to matrix elements that only 
depend on 11 and 11, both associated with the coordinate x of the Y Jacobi coordinate 
system. 
(L'II C'Q(x)II L) = ((1i, 12)LII C'Q(x)II (1l, 12)L) 
11212 
(_I )Q+12+L+li L 1' 
x 
JL' LQ 
(1 II CQ(x) II 1i) 
. 
(B. 5) 
11 11 12 
The matrix elements for the orbital angular momentum have a standard expression that 
is listed in one of the appendices of (87) : 
(11 1 
CQ(X) (1 l1) = (-I)' I 
f, 
00 0 
(B. 6) 
The results presented in eqs. (B. 4, B. 5, B. 6) can be summed up in one equation holding the 
expression for the matrix elements associated with the angular momentum of the two 
neutrons: 
(i'HCQ(X)II%) = bsrs b1212 \-ý)2QýSý1+L+Lr 
X12+21ý L 
x 
j' Q L' LQ 1i 1c Q (B. 7) 
L L' S 11 11 12 000 
Naturally, the result in eq. (B. 7) is independent of the model used for the core, and one is 
free to improve the description of the core, without having to introduce modifications on 
the neutrons' algebra. 
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Finally, introducing the core's matrix elements, defined in eq. (B. 3) when a rotational 
model is used, the three body matrix elements are given by: 
(J'I CQ(X}CQ()I J) = bj'. r 6S'S 612'2 (_ ] )J-S+L+L'+t2+x L L' IP 
.j 
j' 11 11 
X . 
7' 3QQ L' LQ 
I I' JL L' S lt 1i 12 
x 
Q lt 1ý I I' Q 
000K -K' 0 
(B. 8) 
Summarising, one should note that the matrix elements for the deformed nuclear 
interaction are diagonal in (yl, 171,62). We have shown that the nuclear interaction only 
allows transitions between three body states of the same total spin, however the matrix 
elements are not diagonal on both, spin of the core I and orbital angular momentum 11. 
These may suffer an even increment {0,2, -2,4, -4,... 1, depending on the order of the 
multipole. 
B. 2 The n-core spin-orbit matrix elements 
The spin-orbit interaction is expressed in a simple way in the Y coordinates (a', y) = (x1, yi ). 
As in the previous section, we will calculate the matrix elements in this basis. Later we 
perform the transformation into the T as described in section B. 3. 
We have mentioned in the main text that we will not take into account deformation 
effects on the spin-orbit force. In doing so, one obtains a simplified spin-orbit operator, a 
rank zero tensor, resulting from the dot product of two rank 1 spin tensors (1, " s-1). The three 
body matrix elements for the spin-orbit force can be immediately reduced because the 
operator (1, " s1) does not act on the core space. Using tensor properties in (87) one can 
arrive at: 
(Jý 1l " Sl I J) = ((i'l I, )J, (j, 1) J) 
= bI I (-l )I'+J+ 
' ji J 
X (j'lIli"S Ii j). (B. 9) 
{J, J 
j j' I 
The spin-orbit matrix elements associated with the neutrons can be split into a product 
of the orbital angular momentum contribution, acting on the first Y Jacobi coordinate Z 
and the first neutron's spin part, acting on the spin coordinate a,. This is made explicit in 
the following equation. 
(ýi II 1ý Si II ý/ = 6j'j (-l)L+S'+j' 
x 
L' L (L'IIi 11 L) (S' IISi II S)" (B. 10) SSI 
The spin of each neutron is constant: s=2, thus S can only be 0 or 1, corresponding to 
antiparallel and parallel alignment of the spins of the two neutrons (Si, S2). Due to these 
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restrictions on S, only a few spin matrix elements are needed and they can be explicitly 
calculated. The following equation describes the results: (5, =sz =s; =si= VL) 
(ST JJ 
. 
11 5) = ((Si, s2)S' JJ S1 ýý (Si, s2)S) 
S' =S =2 (B. 11) 
-2 S'=S- l 
As for the matrix elements relative to the orbital angular momentum 11 operator, since it 
does not act on the second Y Jacobi coordinate y, we should use the tensor properties 
again to reduce and simplify its expression. In doing so we obtain: 
(L' II 1ý II L) = ((li, 12)L' II l1 II (1i, 12)L) 
(-1)1 +12+L+1, = 611212 
L' L1 
x 
1i j, 12 
Ali II lý II 1i) . 
(B. 12) 
The orbital angular momentum matrix element in eq. (B. 12) is: 
(li II lý II 1ý) = lý (l1 + 1) 411,11) . 
(B. 13) 
Combining egs. (B. 11, B. 12, B. 13) the neutron's spin-orbit matrix elements relative to the 
core are: 
-] )s'+1 
+l2+i+l S' L' L 1ý ( j) = si'i 611111 611212 
X 
L' L1 L' L 
1) (S' S) , 
(B. 14) 
SSj 11 12 
where the spin matrix elements are given by eq. (B. 1 1). To simplify even further the total 
spin-orbit matrix elements we use the identity: 
b(1 'i) 
(B. 15) 
ý .7IJý 
So isolating all the spin dependence by defining a spin function fs : 
fs = (-1)sß S' (S'{(si 11s) ' 
(B. 16) 
the result for the total spin-orbit three body matrix elements is : 
(Jý 11ý sý I J) = bJý J bIýI bj, i bi; i, 61212 (-1)'+i+l1+12 
if Lf 
XLL1LLl fs (B. 17) 
SS 11 11 2 
These matrix elements are diagonal in all quantum numbers with the exception of 
the 
total neutrons' orbital angular momentum L and the total spin of the neutrons S. 
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B. 3 The hyperspherical rotation 
As was mentioned earlier in this appendix and in the main text, the three body Schrödinger 
equation is solved in the T coordinate system. However, the n-core interaction matrix ele- 
ments are expressed in the Y coordinate system. One needs to determine the coefficients 
relating the components of the wavefunction in one coordinate system with the compo- 
nents in the other: 
yKITlä (Z') =E (IT ly 1lz ly) yK; 
jly (Y) 
. 
1y ly" ay 
ýB. 18) 
These coefficients, the Raynal-Revai coefficients, are analytically calculated in (80). The 
fundamental idea is that the transformation between the two coordinate systems can 
be interpreted as a six dimensional 
(xv, yY) and the T coordinates (xT 
xT = 
T 
y 
rotation. The relation between the Y coordinates 
yT) can be expressed in the following way: 
-cosgxY+sin0yy 
-sin 0 xY -Cos 0 yY 
(B. 19) 
(B. 20) 
The rotation angle is related to the mass of the constituents of the three body system: 
COS O= 2m mm+M 
and sin q=2 
(2m 
+ M) ' 
(B. 21) 
()() 
where m is the neutron's mass and M is the mass of the core. Thus, when calculating the 
matrix elements for the n-core interaction, there are three steps involved: transforming 
the wavefunction from the T basis to the Y basis, performing the calculation of the matrix 
elements in the Y coordinate system, as explained in sections B. 1 and B. 2, and rotating 
back from the Y basis to the T basis. 
B. 4 The nn spin-orbit matrix elements 
The GPT interaction has a central part with S- and P- components, consisting of a sum 
of three gaussians. It also includes a spin-orbit force and a spin tensor force 512, as well 
as a repulsive core term. 
The central part of the GPT interaction between the neutrons (76) is diagonal in all 
quantum numbers and their matrix elements need not be calculated here, however, the 
spin-orbit terra are not diagonal. The calculation for the matrix elements of this operator 
is not as straightforward as for the two body case (see section A. 2) but can be easily 
performed in the T coordinate system. The operator is defined as (11 " S), where 11 is the 
relative angular momentum between the two neutrons and S is the total spin of the two 
neutrons. 
The process is in all similar to what was performed for the spin-orbit between neutron 
and core. The only difference lies on the fact that, in eq. (B. 10) the term (S' 
111) 11 S) is 
replaced by: 
(S'! Is11s)= s(s+1)6sss. (B. 22) 
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We will skip the intermediate steps and present the final result: 
(J' ill "S1 J) = 6J, j 8111 6j'j 61'li bi i2bs, s (_1)1+S+. i+c, +r2 
x L'L(I 1i (l, 1)S VS--(s +1 
L' L1 JL' L1 
x (B. 23) 
S S' 
.7 
11 Ill 12 
Note that these matrix elements are only non-zero for S= S' = 1. They are diagonal in all 
but the total orbital angular momentum L. 
B. 5 The nn tensor S12 matrix elements 
The three body calculations used the GPT neutron-neutron interaction (76) which includes 
a tensor part of the form: 
S12 = (o1 - r) (a2 - r) - 3(a1 "2) 
,r2 
90 
(B. 24) 
For the purpose of calculating the matrix elements it is convenient to express this operator 
in the following form: 
S12 = T2(0ý1,0'2) . 
ý33 
C2(r) (B. 25) 
where T2(o-1, o-2) is defined as in (87). The operator S12 does not affect the core coordinate 
space, therefore one can reduce the matrix elements to matrix elements that exclude 
core dependence: 
(J' I Sie I J) = ((j', I')J' I S12 I (i) I)J) 
x 
1(illIS12113')- 
(B. 26) 
{J, J0 
.7 
7' I 
One now needs to detach the spin part from the orbital angular momentum part of the 
matrix elements, using the same tensor properties as before: 
(i ýý Si2 j) _ ((L', S')j' 
r? 
11 3 C2M - T2(a1, Oý2) 11 (L, S)7) 
j, L' L2 bj, j (-) 5 S, j.! 
x (L' II 3 C2 (T) 11 L) (S' 11 T2(Oýi, a2) 11 S) . (B. 27) 
The spin part of the matrix elements can be easily calculated, because the operators 
and 072 are either 1 or -1. The result is listed in (87) : 
(Sýý T2(171, Oý2) 11 S) =23V Ess' bs1 " 
(B. 28) 
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The orbital operator acts only on the relative angular momentum between the two neu- 
trons. Reducing further the matrix element one obtains: 
ýL' II 3_V2: C2(T) II L) ((11,12)L' II 3 
C'2('') II (Il 
i 12)L) 
= 61212 (_ l )2+z2+L+1' L 1ý 
L' L2 
x1 If It (11 II 3 ß'2(r)1111) " (B. 29) 12 
Using the explicit forn-, for the matrix elements (1,11 C2(T) 1111), and adding up all previous 
results, one arrives at the final expression for the spin tensor force: 
(Jý I S12 I J) = SJ'J 6,1,6i j 61212 bsIs ast (-1)s+12+' 
23S 
L' L 11 11 
3 
L' L2 L' L2 lý 2 11 
x (B. 30) 
S S' j 11 11 12 000 
The S12 tensor force has non zero matrix elements only for the triplet-triplet case. These ma- 
trix elements are diagonal in all quantum numbers but 11 (the orbital angular momentum 
between the two neutrons), that can differ by a maximum of 2 units, 
As can be seen in (76), there is normally a quadratic spin-orbit force L12 in the neutron- 
neutron interaction. Its effect on the results, for our applications, is not very important (of 
the order of -- 
30 keV) thus we have not included this term in our calculations. 
B. 6 Three body momentum distributions 
The momentum distribution is generally the Fourier transform of the wavefunction defined 
in coordinate space. However, for the hyperspherical three body wavefunction, one 
should predict the correct two body momentum distribution for comparison with the 
experimental results. In this section we show how to do this. 
The three body hyperspherical wavefunction, as defined in section 3.1, has the follow- 
ing form: 
ý 
5/2 7CKixl Klra(P) (PKly 
(e) %PJM IX , 
J, CFI 1 u21 P 
K, la, ib, L, I, S 
X {ýýYýýý) ®Yýýy)1L ®[Xdý ®Xs2JSy® OI}JM (B. 31) 
The normalisation condition for the three body wavefunction is such that the following 
condition for the hyperradial part is satisfied: 
00 
*LS 
J 
dp >x Klll,, 
(P) XKI 
IIy (P) =1. (B. 32) 
K, la, ly, L, I, S 
The wavefunction in momentum space is the Fourier transform in the three body co- 
ordinate space: 
'T Ul , U2, 
ý) 
- (etiPx 
3y 
y) I'M ýýý 
JM 
(15-, )5y, y, 91,0'2, 
T2 
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= 5ý2 
OKlxly(P) ýPKlyý9) 
K, la, iy, L, I, S 
x {[Yla(Px) ®yly(Py)]L ®[X5, ® X52] ®OI}JM 1 
(B. 33) 
00 
with OKlll 
y 
(P) = i(K-Ia -ly) 
0 
PP dp JK+2(PP) XKIIIy (P) 
(B. 34) 
JO 
After performing the Fourier transform as defined above, the Jacobi coordinates (X, yJ be- 
come (px, py): the relative momenta conjugate with the respective Jacobi coordinates. 
The hyperspherical coordinates (p, 9) are transformed into (p, Op), hypermomentum and 
momentum hyperangle; respectively. Similar relations between hyperspherical momen- 
tum coordinates and Jacobi momentum coordinates exist: 
p2 = p2 + py and 9p = arctan 
(B. 35) 
py 
Each component of the wavefunction should have the same norm 
in coordinate 
space and momentum space, therefore the following condition offers 
a check for the 
calculation: 
V K, l,, ly, L, I, S 
r"0 
dp XKLSI lxiy(P) 
2=ý 01, 
dP 
I 
OKIIIY (7012 (B. 36) IIJ0 
J 0 
The total momentum distribution can be obtained by calculating 
for the full coordinate 
space Pt°t (Px, py, 0ý1 > Oý2, S) =I* M(px 
- O> > 92) 
ß) I2 However we are not interested in this 
quantity because it has not yet been measured. 
Only the momenta px and py can be 
easily measured, thus we shall integrate over all other 
coordinates: 
Q Q)pTM 
(&' P S) 
(B. 37) 
Pxy (Pxpy) = dpa 
dQpy dal d62 JM Px Py, 17 21 J Y, 
O1 1721 
Substituting eq. (B. 34) in eq. (B. 37), and performing the 
integral over all angles, one arrives 
at: 
(p) VK' xly 
(OP) (B. 38) 
x p1E OLSI 
*(ýý ýL 
II*(9P) OK' II y (pxýPy = 
p 
K, K', Ia, I y, L, I, S 
The normalisation condition associated with 
this spherical two variable momentum distri- 
bution can be derived directly from the normalisation 
condition for the wavefunction: 
2d2d Pxy(Px, Py) = 1. 
(B. 39) 
0 
Px Px Py Py 
In most experimental setups only the core 
is detected, such that the measured momentum 
distribution is independent of the relative moment 
between the two neutrons. To obtain 
a momentum distribution depending only 
on py one needs to integrate 
the distribution 
defined in eq. (B. 38) over all pz: 
00 
Py (Py) =f Px dPx 
P xy (Px PJ) ' 
0 
(B. 40) 
Naturally the new normalisation condition associated 
with this spherical momentum 
dis- 
tribution is: CX) (g. 41) 
J 
Py dpy Py (Py) -1. 
0 
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Finally, one has to remember that in most cases, due to experimental difficulties, the full 
radial distribution is not measured. Normally it is either the longitudinal or the transverse 
momentum distributions that are obtained experimentally. For this reason, one still needs 
to perform a double projection, into one of the components py = (py1)py2i py3). It is 
irrelevant which component one choses because the theoretical distribution is spherically 
symmetric. The doubly projected momentum distribution is then given by: 
0o 
Py l (py 1) =2J py dpy Py (p y) " 
(B. 42) 
Py1 
Note that so far we have used the scaled Jacobi momentum coordinates. To recover 
the physical dimension of MeV/c for the measured momentum kR, one last step is needed: 
the momentum distributions should be presented as a function of kR = ßh2)3 Py 1 
One should also keep in mind that for all sets of momentum distribution data the 
experimental error associated with the energy measurement causes a broadening of 
the distribution curves. This can be included by performing a gaussian convolution of 
the theoretical result. Finally, depending on each particular experiment, one should pay 
attention to possible offsets of the detectors relative to the beam direction, and to the 
fact that, due to small detectors, only part of phase space is being measured. These 
effects should be included, at least in an approximate way (89). 
Appendix C 
Numerical Details and Checks 
In this section we will present a brief description of the code used in the two body cal- 
culations (CONTO) and that used in the three body calculations (COREX-STURM). We will 
also specify the numerical checks performed that give us confidence in our results. 
All numerical calculations can loose transparency and become rather cumbersome. 
Performing all possible checks on such calculations is one of the most important tasks in 
the procedure. There are basically two types of tests one can do: a) consistency within 
itself, b) agreement with others. The first type of checks involve trivial tests that can easily 
be included in the code (for instance to make sure the matrix elements of the Hamiltonian 
are symmetric, or when doing the Fourier transform of the wavefunction make sure that 
it satisfies the same normalisation condition). The second type of checks can be rather 
elaborate, and it is mainly of those that I will be concerned with, in this appendix. 
C. 1 The two body code: CONTO 
The two body code CONTO was created to solve the Sturmian Coupled Channels set of 
equations. It initialises all variables, including the constants involved in the calculation, 
the channel quantum numbers and the potential arrays. Next it calculates the Sturmian 
basis for each channel, and calculates all the matrix elements needed for the algebraic 
Schrödinger eq. (2.17). It then uses the subroutine F02AEF from the NAG library to solve 
the generalised eigenvalue problem. Finally it constructs the wavefunction based on the 
Sturmians and calculates the observables desired (e. g. rms radius and B(E 1)). 
The results from CONTO were compared, for a small number of channels, and with- 
out Pauli projection, with an independent subroutine EIGCC (34) that uses an iterative 
method of energy search and direct integration of the Schrödinger equation. Typically, 
the comparison proved that the results agree within better than 1% for calculations with 
the optimum parameters (Nsturm and E0). 
As was mentioned in the main text, the Sturmian method is not reliable for scattering 
calculations due to the incorrect boundary conditions. Consequently, we use ERWIN (34) 
for the continuum calculations. This is a subroutine that uses direct integration and imposes 
94 
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the correct scattering boundary condition. It calculates the phase shifts in each channel 
from the diagonal elements of the S matrix. We verify that, as long as the Sturmian basis is 
very big N, tur,,, -- 
60, the resonances produced by ERWIN agree with some eigenvalues 
from CONTO. The other eigenvalues from CONTO do not correspond to real resonances, 
and result from the finite box in which the calculation is performed. The results from ERWIN 
were also compared with those from FRESCO (34), a coupled channels code that deals 
with various types of reaction processes, and good agreement was found. 
The runs concerning the two body results were performed on sun sparc stations (2,10 
and 20) at the Physics Department of the University of Surrey, and take at most 10 minutes. 
C. 2 The three body code: COREX-STURM 
The three body calculations consists of two major parts: 
1) COREX - that calculates the three body potential matrix elements for both V,,,,,, and 
V7,, in the T basis, constructs the three body states to be projected out from the three body 
Hamiltonian, using the method developed in section 3.3 and performs a Gramm-Schmidt 
orthogonalisation of these forbidden three body states. The matrix elements subroutines 
from COREX were developed in collaboration with V. E. Efros, and those relative to the 
projection procedure were developed in collaboration with I. J. Thompson. 
2) STURM - that calculates the hyperspherical Sturmian basis, constructs the projected 
Hamiltonian matrix and solves the generalised eigenvalue problem using F02AEF subrou- 
tine from the NAG library. The subroutine STURM is the direct generalisation of CONTO for 
the three body case. STURM was developed in collaboration with I. J. Thompson. 
After the consistency checks were performed, it was important for the reliability of the 
results to make sure that COREX-STURM could reproduce results previously calculated. 
The first test calculation was performed for 6He. This corresponds, within our code, to the 
limit where core excitation is not included. Previous three body calculations (90) provide 
an a-n and a nn interaction. We use these to calculate the ground state of 6He and we 
are able to reproduce the binding energy, the rms radius and the structure, as previous 
authors have done (1) (all macroscopic models predict underbinding for this system). 
The three body problem can be written in terms of Faddeev equations in coordinate 
space. In Surrey there is an available coordinate space Faddeev code (CSF) (91) that 
can perform calculations for the three body system without core excitation. We repeated 
the calculation of the 6He system using the CSF and the discrepancy between the results 
was smaller than 5%. 
Still within the inert core limit, we performed one final check on the n-core matrix 
elements. We compared our results with those obtained through the Heavy Core Model 
(HCM). The HCM describes a heavy inert body satisfying Ä-0 interacting with two 
neutrons where V. n = 0. In this way one can write 
down the three body Hamiltonian H as 
a sum of the Hamiltonian associated with the relative coordinate of the first neutron and 
the core h(T) ), and the Hamiltonian associated with the relative coordinate of the second 
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neutron and the core h(T2). Note that due to the fact that the core is heavy, the center 
of mass of the system (n+core) can be legitimately approximated to the center of mass 
of the core. Thus, the Y Jacobi coordinates are assumed to be the neutron to core 
distances (T1, r-2), apart from the scaling factor. The eigenvalues of H will be E= El + E2 
where E, and E2 are the two body energies associated with h. Such a comparison was 
performed for cases with and without forbidden states, for a given n-core interaction. 
We also compared results when the spin of the core was not zero, to check the diagonal 
elements of the interaction matrix elements for various core states. Very good agreement 
was found (typically for A= 1000, the values of the three body calculations agreed 
with the ones obtained by summing the eigenvalues of the two body system, within the 
accuracy of the two body calculations, three decimal figures in the energy values). 
Finally, we needed to find a way of testing our calculations for the off diagonal in- 
teraction matrix elements with core excitation. This check would involve allowing the 
core to exist in more than one state and necessarily giving it internal structure. The HCM, 
that seemed so attractive at first sight, is not valid anymore, since then the three body 
Hamiltonian, containing the intrinsic Hamiltonian of the core, was non separable in the 
two subsystems. Even when the nn interaction is switched off, the neutrons were no 
longer independent due to an effective correlation between them, generated by the 
dependence on the intrinsic coordinates of the core. 
The fact that no previous three body calculation included core excitation did not 
provide us with many options. Parallel to the development of COREX-STURM, a Hyper- 
spherical Faddeev program using a Laguerre radial expansion EFADDX was constructed. ' 
The aim of EFADDX is the same as COREX-STURM: to deal with excitable core three body 
problems but now within the Faddeev basis. The program EFADDX has various different 
features when compared with COREX-STURM, features that justify the effort of developing 
a code that will re-calculate what COREX-STURM was already able to do. These features 
allow an improvement on size of the program and the computing time. It is beyond the 
scope of this work to go into any further discussion. 
Comparing EFADDX and COREX-STURM would give us more confidence on the results 
for the novel situation of core excitation. In fact this was the only way we found to check 
the results for core excitation. It was a fundamental check for both, the calculation of 
the interaction matrix elements (these were actually checked by hand for the lowest K 
order channels) and the inclusion of the Pauli principle (that had only 
been checked 
for single particle forbidden states). The arduous process terminated successfully, and 
at the present moment we have two independent codes 
that include core excitation 
(COREX-STURM and EFADDX) and produce the same results to within better than 
2%. 
The runs concerning the three body results using COREX-STURM were performed on 
the sun sparc stations 20, available in the Physics Department of 
the University of Surrey, 
taking up to four hours for the large Kmax = 14 calculations. 
The EFADDX runs performed 
on the IBM 6000 at Notre Dame University (Indiana) also 
take up to a few hours to run. 
I EFADDX was developed by V. E. Eftos and I. J. Thompson. 
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C. 3 The figures 
All the graphs were created on Xvgr, version 2.10; the coordinate drawings were created 
using xfig version 2.1; and the spectrum diagrams presented in this work were created by 
S. Singer (University of Surrey) and myself, in Postscript. 
Appendix D 
Translations 
Preface 
It can all be summarised like this: three years of my existence to produce one little 
insignificant piece of the huge never ending puzzle, the normal science. Now I ask 
myself: does it make any sense? Knowledge for the sake of knowledge, science for the 
sake of science? I am too human. The true meaning, I find it in People. People that suport 
and help me, question and criticise me, those that poke and sharpen me, those that limit 
and embarrass me. People that get on my nerves or calm me down, that carress me or 
pinch me. People that enchant and fascinate me. People that mistreat or idolate me. 
People that pass, ... and people 
that stay. The insatiable source. My motivation. 
Chapter 1. 
Why the obsession with the existence of an answer, 
just because there was a question? All understanding 
has its limits in the impossible. 
But the impossible is the measure for mankind ... 
Chapter 2. 
Is it worthy to be intelligent, if one does not have 
the sense to use it with intelligence? 
Chapter 3. 
When there is no truth 
it is easy to find many truths. 
The act of thinking. 
What if the act of thinking were an illness, 
even if it produced pearls? 
98 
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Chapter 4. 
All explanations rest on the unexplainable. 
Thus, do not try to explain the finest details. 
(... ) Find your balance in the instablility of 
what is said and what cannot be said. If you reach 
the limit, be quiet. And it is there, in that silence, after 
saying everything, that, possibly, you will start to say something. 
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