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D.R. Heath-Brown
Mathematical Institute, Oxford
1 Introduction
Let Q1(X1, . . . , Xn) and Q2(X1, . . . , Xn) be a pair of quadratic forms defined
over Q, or more generally over a number field k. This paper will be concerned
with the existence of non-trivial simultaneous zeros of the two forms, over
Q or k as appropriate. In particular one may hope for a local-to-global
principle. Indeed one may also ask whether the global points are dense in
the ade`lic points. When n ≥ 9 this problem was given a very satisfactory
treatment in the work of Colliot-The´le`ne, Sansuc and Swinnerton-Dyer [6]
and [7]. It follows from [6, Theorem A(i)(a), page 40] that the forms have
a non-trivial common zero providing that they have a nonsingular common
zero in every completion of k, and from [6, Theorem A(ii), page 40] that
the weak approximation principle holds if the intersection Q1 = Q2 = 0
is nonsingular. Moreover they proved [6, Theorem C, page 38] that when
n ≥ 9 there is automatically a non-trivial common zero if the field k is
totally imaginary.
Colliot-The´le`ne, Sansuc and Swinnerton-Dyer [7, Section 15] give a num-
ber of examples showing that such results would be false for forms in suffi-
ciently few variables. In particular the example
Q1 = X1X2 − (X23 − 5X24 ), Q2 = (X1 +X2)(X1 + 2X2)− (X23 − 5X25 )
due to Birch and Swinnerton-Dyer [3], gives a smooth intersection violating
the Hasse principle, while the example
Q1 = X1X2 − (X23 +X24 ), Q2 = (4X2 − 3X1)(4X1 −X2)− (X23 +X25 )
due to Colliot-The´le`ne and Sansuc [5], gives a smooth intersection for which
weak approximation fails. Colliot-The´le`ne, Sansuc and Swinnerton-Dyer con-
jecture [7, Section 16] that the Hasse principle should hold for nonsingular
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intersections as soon as n ≥ 6. The goal of the present paper is the corre-
sponding result for forms in 8 variables.
Theorem 1 Let Q1(X1, . . . , X8) and Q2(X1, . . . , X8) be two quadratic forms
over a number field k such that the projective variety
V : Q1(X
¯
) = Q2(X
¯
) = 0
is nonsingular. Then the Hasse principle and weak approximation hold for
V.
For pairs of diagonal forms this was shown by Colliot-The´le`ne, in un-
published work. The proof used the corresponding special case of Theorem
2, which he established using the argument ascribed to him in the proof of
Lemma 7.2.
Perhaps it is as well to explain precisely what we mean by the variety
Q1(X1, . . . , Xn) = Q2(X1, . . . , Xn) = 0 being nonsingular over a general field
K. By this it is meant that the matrix(
∂Q1
∂x1
. . . ∂Q1
∂xn
∂Q2
∂x1
. . . ∂Q2
∂xn
)
has rank 2 for every non-zero vector x
¯
∈ Kn. It follows automatically from
this that if n ≥ 4 then the projective variety Q1 = Q2 = 0 is absolutely
irreducible (see Lemma 3.2) and is not a cone.
The papers by Colliot-The´le`ne, Sansuc and Swinnerton-Dyer suggest a
line of attack for the 8 variable case (see [7, Remark 10.5.3]). The main
obstacle to this plan, which they failed to handle, was a purely local prob-
lem concerning the forms Q1 and Q2. This we now resolve in the following
theorem.
Theorem 2 Let kv be the completion of a number field k at a finite place
v. Let Fv be the residue field of kv and assume that #Fv ≥ 32. Suppose
that Q1(X1, . . . , X8) and Q2(X1, . . . , X8) are quadratic forms over kv such
that the projective variety Q1(X
¯
) = Q2(X
¯
) = 0 is nonsingular, and assume
further that the forms have a non-trivial common zero over kv. Then there
is a form Q in the pencil a1Q1+a2Q2 (with a1, a2 ∈ kv) containing (at least)
3 hyperbolic planes.
2
We will deduce Theorem 1 from Theorem 2, but our argument differs
somewhat from that sketched by Colliot-The´le`ne, Sansuc and Swinnerton-
Dyer.
While Theorem 2 can be appropriately extended to singular intersections,
it is unclear whether one can prove a corresponding global statement. Thus
the methods of the present paper seem insufficient to handle a version of
Theorem 1 for singular intersection of two quadrics in P7.
The next section will describe some basic facts and terminology from the
theory of quadratic forms, but we should stress at the outset that much of
our analysis involves the reduction of integral forms from kv down to Fv.
It follows that if χ(Fv) = 2 we are forced to consider quadratic forms in
characteristic 2, which may be less familiar to some readers than the case of
odd (or infinite) characteristic.
Throughout the paper we will write kv for the completion of a number
field k. When v is a non-archimedean valuation we will write Ov for the
valuation ring of kv, and Fv for the residue field. We will tend to use upper
case Q and L (and other letters) for quadratic and linear forms over k or kv,
and similarly lower case q and ℓ (and other letters) for forms over the finite
field Fv.
2 Quadratic Forms
In this section we recall some basic facts about the theory of quadratic forms.
In the case of characteristic 2 the reader may wish to treat some of our
statements as exercises.
For any field K we will think of a quadratic form q(X1, . . . , Xn) over K
as a polynomial of the shape
q(X1, . . . , Xn) =
∑
1≤i≤j≤n
qijXiXj . (2.1)
It is usual to represent quadratic forms using coefficients qij for every pair
i, j ≤ n, subject to the symmetry constraint qij = qji. However this is inap-
propriate in characteristic 2 and we therefore depart from this convention.
We define rank(q) to be the least integer m such that there is a linear
transformation M ∈ GLn(K) for which q(MX
¯
) is a function of X1, . . . , Xm
alone. If K is contained in a larger field K ′ then the rank over K ′ will be the
same as the rank over K. Moreover rank(q) < n if and only if q(X
¯
) = 0 has
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a singular zero over K, that is to say a zero x
¯
6= 0
¯
for which ∇q(x
¯
) = 0
¯
. This
is exactly the case in which the projective variety Q : q = 0 is singular, or
equivalently, is a cone. Indeed the set of vertices forQ (as a cone in projective
space) is a linear space V of codimension rank(q). If P is a nonsingular point
on Q with tangent hyperplane H, then V ⊆ H, and one sees that all points
of < P,V > are vertices for Q∩H as a cone. The linear space < P,V > has
codimension rank(q) − 2 in H. Thus if we project Q ∩ H to Pn−2, so as to
produce a quadric hypersurface, the corresponding quadratic form will have
rank at most rank(q) − 2 (and in fact equal to rank(q)− 2). This produces
the following result
Lemma 2.1 Let q(X1, . . . , Xn) be a quadratic form of rank r, and suppose
Xm = 0 is tangent to q = 0 at a nonsingular point. Then q(X1, . . . , Xn−1, 0)
has rank r − 2.
For a quadratic form in the shape (2.1) we may define an n × n matrix
M(q) with
M(q)ij =

qij , i < j,
2qij, i = j,
qji, j < i.
(2.2)
When χ(K) = 2 this will have diagonal entries equal to zero. We note
that ∇q(X
¯
) = M(q)X
¯
. Moreover if T ∈ GLn(K) and qT (X
¯
) = q(TX
¯
) then
M(qT ) = T
tM(q)T , where T t denotes the transpose of T .
We also define the determinant det(q) as
det(q) := det(M(q)),
so that det(qT ) = det(T )
2 det(q). Our definition, which is designed to help in
the case of characteristic 2, differs by powers of 2 from that which the reader
may have expected. It should be observed that det(q) will vanish identically
if χ(K) = 2 and n is odd. In this case one may use the “half-determinant”
of q which we denote det/2(q). Although one can define this in complete
generality (see Leep and Schueller [10]) we shall need it only for the case in
which K is the residue field Fv of a completion kv for some number field k,
with respect to a non-archimedean valuation v. Then, if q(X
¯
) ∈ Fv[X
¯
] is the
reduction of some form Q(X
¯
) ∈ Ov[X
¯
], one can verify that 1
2
det(Q) ∈ Ov.
We then define
det/2(q) =
1
2
det(Q),
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(where θ denotes the reduction to Fv of θ ∈ Ov). One may verify that this
is indeed independent of the choice of the lift Q of q, and that det/2(qT ) =
det(T )2det/2(q). A quadratic form is nonsingular if and only if its determi-
nant (or in the case in which n is odd and χ(K) = 2, its half-determinant)
is non-zero.
If the form q has rank at most r the corresponding matrix M(q) will
also have rank at most r. When r < n it follows that all (r + 1) × (r + 1)
submatrices of M(q) are singular. In the case in which χ(K) = 2 and r is
even we can say slightly more. Suppose that q0 is a quadratic form in r + 1
variables obtained by setting to zero n− r− 1 of the variables in q. Then q0
will be singular and det/2(q0) = 0. Thus not only do all the (r+ 1)× (r+ 1)
minors vanish, but also the “central” (r + 1)× (r + 1) half-determinants.
We shall express these conditions in general by saying somewhat loosely
that all the (r + 1) × (r + 1) minors of q vanish. Here one should bear in
mind that if r is even and χ(K) = 2 then this refers to the half-determinant
in the case of “central” minors.
Conversely, the vanishing of all the (r+1)×(r+1) minors of q implies that
rank(q) ≤ r. To prove this it is enough to verify that if the (r + 1)× (r + 1)
minors of q all vanish then so do those of qT for any elementary matrix T .
These facts are enough to show that
rank
(
q(X1, . . . , Xm) +Xm+1Xm+2
)
= rank
(
q(X1, . . . , Xm)
)
+ 2. (2.3)
If q(x
¯
) = 0 has a nonsingular zero over K there is a linear transformation
T ∈ GLn(K) for which q(TX
¯
) takes the form X1X2 + q
′(X3, . . . , Xn). We
then say that q “splits off a hyperbolic plane”. If q splits off m hyperbolic
planes then the form q′ will split off m− 1 hyperbolic planes.
When K is finite, as is often the case of interest to us, the Chevalley–
Warning theorem implies that q has a nonsingular zero over K as long as
rank(q) ≥ 3. It follows that there is a matrix T such that
q(TX
¯
) = X1X2 + . . .+X2s−1X2s + cX
2
2s+1
for some c 6= 0, if q has odd rank equal to 2s + 1, or such that q(TX
¯
) takes
one of the shapes
q(TX
¯
) = X1X2 + . . .+X2s−1X2s
or
q(TX
¯
) = X1X2 + . . .+X2s−3X2s−2 + n(X2s−1, X2s)
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if rank(q) = 2s is even. Here n(X, Y ) is an anisotropic form. We note that,
when K is finite, if n(X, Y ) and n′(X, Y ) are two anisotropic forms there will
be a linear transform in GL2(K) taking n to n
′. Moreover there is a linear
transform in GL4(K) taking n(X1, X2) + n
′(X3, X4) to X1X2 + X3X4. We
shall be somewhat lax in our notation for anisotropic forms, writing n(X, Y )
for a generic form of this type, not necessarily the same at each occurrence.
Moreover we shall sometimes use the notation N(X, Y ) for a binary form
over Ov whose reduction to Fv is anisotropic.
The following result will be useful in recognizing when a form over Ov
splits off hyperbolic planes.
Lemma 2.2 Let π be a uniformizing element for kv and suppose that the
quadratic form Q(X1 . . . , Xn) ∈ Ov[X
¯
] satisfies
Q(X
¯
) ≡ X1X2 + . . .+X2s−1X2s + Q˜(X2s+1, . . . , Xn)
+π
2s∑
i=1
XiLi(X1, . . . , Xn) (mod π
2)
for some quadratic form Q˜ over Ov. Then there exists T ∈ GLn(Ov) such
that
Q(TX
¯
) = X1X2 + . . .+X2s−1X2s +Q0(X2s+1, . . . , Xn)
with Q0 ≡ Q˜ (mod π2).
In particular, if Q splits off at least s hyperbolic planes over Fv, then so
does Q over kv. Indeed if Q has rank at least 7 then Q splits off at least 3
hyperbolic planes.
Unfortunately if Q1 and Q2 are forms in 8 variables with coefficients in Ov
it is possible that every linear combination aQ1 + bQ2 has rank at most 6,
even if the variety Q1 = Q2 = 0 is nonsingular over kv. This is where the
difficulty in proving Theorem 2 lies.
We may establish Lemma 2.2 by adapting the argument for Hensel’s
Lemma. We show inductively that for every positive integer h there is a
Th ∈ GLn(Ov) and linear forms L(h)i (X1, . . . , Xn) over Ov such that
Q(ThX
¯
) ≡ X1X2 + . . .+X2s−1X2s +Qh(X2s+1, . . . , Xn)
+πh
2s∑
i=1
XiL
(h)
i (X1, . . . , Xn) (mod π
h+1)
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with Qh ≡ Q˜ (mod π2). Once this is established one may choose a convergent
subsequence from the Th and the lemma will follow.
To prove the claim we observe that the case h = 1 is immediate. Generally
if Uh ∈ GLn(Ov) corresponds to the substitution
X2i−1 → X2i−1 + πhL(h)2i (X1, . . . , Xn), (1 ≤ i ≤ s)
X2i → X2i + πhL(h)2i−1(X1, . . . , Xn), (1 ≤ i ≤ s)
Xi → Xi, (2s < i ≤ n),
then it suffices to take Th+1 = UhTh.
There is one further result which will be useful in finding forms which
split off three hyperbolic planes.
Lemma 2.3 Let Q(X1, . . . , X8) be a quadratic form over kv whose determi-
nant is not a square in kv. Then Q contains at least three hyperbolic planes.
The form Q must be nonsingular. However any nonsingular form in 8
variables over kv will split off two hyperbolic planes, leaving a form in 4
variables, so that Q = X1X2 + X3X4 + Q
′(X5, . . . , X8). Then det(Q
′) =
det(Q) is a non-square, which implies that Q′ is isotropic, and hence splits
off a further hyperbolic plane.
In view of Lemma 2.3, it would suffice for the proof of Theorem 2 to find
any form aQ1 + bQ2 whose determinant is not a square. Unfortunately it is
possible that all forms in the pencil have square determinant, as the example
Q1 = X
2
1 −X22 +X23 − 4X4 +X25 − 7X26 +X27 − 10X28
Q2 = X1X2 +X3X4 +X5X6 +X7X8
over Q3 shows. These forms have a common zero at (2, 1, 0, 0, 2,−1, 0, 0), as
in the hypotheses of Theorem 2.
As we have remarked, our proof of Theorem 2 will involve the reductions
Q of quadratic forms Q, defined over Ov. The argument will require a great
many invertible linear transformations of variables. In this context we will
use the fact that any element of GLn(Fv) can be lifted to GLn(Ov). Thus
whenever we refer to a “change of variables” or a “substitution” among the
variables of such a form over Fv, we mean that one applies an appropriate
element of GLn(Ov) which reduces to the relevant mapping over Fv.
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Since we will use a succession of changes of variables it will become cum-
bersome to use different notation for all the different forms that arise. We will
therefore abuse notation by saying for example that the change of variables
X1 → X1+X2 transforms q(X1, X2) = X21 into q(X1, X2) = X21 +2X1X2X22 ,
rather than producing q′(X1, X2) = X
2
1 +2X1X2X
2
2 , say. Thus we may have
a number of forms, all denoted by “q”, which are not actually the same. We
trust that this will not cause confusion.
3 Pairs of Quadratic Forms
Given two quadratic forms q1(X1, . . . , Xn), q2(X1, . . . , Xn) defined over a field
K we may consider the pencil P =< q1, q2 >=< q1, q2 >K , which is the set
of all linear combinations aq1 + bq2 with a, b ∈ K, not both zero. We will
also consider P∗ =< q1, q2 >K , where K is the algebraic closure of K. There
are three notions of rank that we attach to such a pencil. We define R(P) as
the least integer m such that there is a linear transformation T ∈ GLn(K)
for which q(TX
¯
) is a function of X1, . . . , Xm alone, for every q ∈ P∗. Thus
m is the least integer such that there are variables X1, . . . , Xm which suffice
to represent every form in the pencil. We define a second number r(P) as
max rank(q), where q runs over all forms in P∗. The third notion of rank
which we shall use is rmin(P) defined similarly as min rank(q), where q runs
over all forms in P∗.
For a pencil P generated by q1 and q2 we will write R(q1, q1) = R(P),
r(q1, q1) = r(P) and rmin(q1, q1) = rmin(P). Clearly one has
rmin(P) ≤ r(P) ≤ R(P)
in every case. We remark that if rank(tq1 + q2) ≤ r for every value of t then
the (r+1)×(r+1) minors of tq1+q2 all vanish identically as polynomials in t,
whence the minors of aq1 + bq2 also vanish identically, yielding r(q1, q2) ≤ r.
As an example of these notions of rank one may consider the forms
q1(X1, X2, X3) = X1X2 and q2(X1, X2, X3) = X1X3, which generate a pencil
P with rmin(P) = r(P) = 2 and R(P) = 3.
When the variety q1 = q2 = 0 is nonsingular we can describe these ranks
precisely.
Lemma 3.1 Suppose that Q1(X1, . . . , Xn) and Q2(X1, . . . , Xn) are quadratic
forms over a field K of characteristic not equal to 2. Define the binary form
F (x, y) = F (x, y;Q1, Q2) = det
(
xM(Q1) + yM(Q2)
)
(3.1)
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of degree n. Then if the variety Q1 = Q2 = 0 is nonsingular the form F
does not vanish identically, and has distinct linear factors over the algebraic
completion K. Moreover r(Q1, Q2) = n and rmin(Q1, Q2) = n− 1.
This follows from Heath-Brown and Pierce [8, Proposition 2.1], for example.
We now give a general condition for an intersection of quadrics to be
absolutely irreducible of codimension 2.
Lemma 3.2 Let Q1(X1, . . . , Xn) and Q2(X1, . . . , Xn) be two quadratic forms
over an algebraically closed field K, such that
rmin(Q1, Q2) ≥ 3 and r(Q1, Q2) ≥ 5.
Then the projective variety
V : Q1 = Q2 = 0
is absolutely irreducible of codimension 2. Moreover if n ≥ 4 and V is non-
singular then it is absolutely irreducible of codimension 2.
If V fails to be absolutely irreducible of codimension 2 then it must contain
either a quadric of codimension 2, or a linear space of codimension 2. Suppose
firstly that V contains a quadric of codimension 2, given by the simultaneous
vanishing of Q(X
¯
) and L(X
¯
) say. Then we may write Qi = ciQ + LMi for
suitable constants ci and linear forms Mi. We now set ai = ci for i = 1, 2,
unless c1 = c2 = 0, in which case we take a1 = 1 and a2 = 0. Then
a1Q1 − a2Q2 is a multiple of L and hence has rank at most 2, contradicting
our hypotheses. Now consider the second case, in which V contains a linear
space of codimension 2, given by the simultaneous vanishing of L1(X
¯
) and
L2(X
¯
) say. Then Q1 and Q2 must take the shape Qi = L1Mi1 + L2Mi2 for
i = 1 and 2, where Mij are suitable linear forms. Hence every quadratic
in the pencil < Q1, Q2 > will have rank at most 4. This contradicts our
hypothesis that r(Q1, Q2) ≥ 5.
Finally, if V is nonsingular and n ≥ 4 we know from Lemma 3.1 that
rmin(Q1, Q2) = n−1 ≥ 3, so that V cannot contain a quadric of codimension
2. Moreover if V contained the linear space L1 = L2 = 0, so that we can
write Qi = L1Mi1 + L2Mi2 for i = 1 and 2, there would be singular points
wherever
L1 = L2 =M11M22 −M12M21 = 0.
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This contradiction completes the proof of Lemma 3.2.
It will be important for us to understand the structure of pencils for which
r(P) < R(P). In this context we have the following result.
Lemma 3.3 Suppose that P is a pencil of quadratic forms in n variables
over a field F , and assume that #F ≥ n. Write r(P) = r and R(P) = R
and suppose that r < R. Assume further either that χ(F ) 6= 2, or that r
is even and F is the residue field of the completion of a number field under
a non-archimedean valuation. Then we can choose a basis for P such that
rank(q1) = r. For any such basis q1, q2 there is an invertible change of
variables over F so that
q1(X1, . . . , Xn) = q
′
1(X1, . . . , Xr)
and
q2(X1, . . . , Xn) = q
′
2(X1, . . . , XR−1) +XrXR
for certain quadratic forms q′1, q
′
2 defined over F .
If q1 and q2 generate P and r(q1, q2) = r, the r × r minors of a linear
combination q1 + xq2 cannot all vanish identically in x. Since at least one of
these minors is a non-zero polynomial of degree at most r in x there can be
at most r values of x for which rank(q1+xq2) < r. Thus if #F ≥ n ≥ R > r
there will be a linear combination q′1 = q1 + xq2 defined over F with rank r.
Thus it will be possible to choose a basis q′1, q2 for P in which rank(q′1) = r.
Now, assuming that rank(q1) = r, we make an appropriate change of
variables so that only X1, . . . , XR appear in the forms in P∗. After a further
change of variables we can then write q1 = q
′
1(X1, . . . , Xr) and
q2 = q3(X1, . . . , Xr) +
R∑
i=r+1
Xiℓi(X1, . . . , Xr) + q4(Xr+1, . . . , XR) (3.2)
say, with appropriate linear forms ℓi. With the notation (2.2) the matrix for
q1 + xq2 then takes the form(
M(q′1 + xq3) xℓ
xℓt xM(q4)
)
. (3.3)
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Since q1+ xq2 has rank at most r for every value of x we deduce that all the
(r+1)×(r+1) minors vanish identically in x (with the obvious interpretation
for the central minors when r is even and χ(F ) = 2). Suppose now that q4
contains a term cXiXj with r < i ≤ j ≤ R, so that c = (q4)ij . If i 6= j,
or if χ(D) 6= 2, we consider the minor formed from rows 1 to r and i, and
columns 1 to r and j. This will be a polynomial in x, in which the coefficient
of x is c det(q′1). Since the polynomial vanishes identically we deduce that
c det(q′1) = 0. Similarly if i = j and χ(F ) = 2 (so that r is even) the half-
determinant corresponding to the r + 1 variables X1, . . . , Xr and Xi must
vanish. However this half determinant is a polynomial in x with linear term
c det(q′1)x, and again we deduce that c det(q
′
1) = 0. However since q1 has
rank r, and we have avoided the case in which χ(F ) = 2 and r is odd, we
will have det(q′1) 6= 0, so that c = 0. We therefore deduce that all coefficients
of q4 vanish.
We see now that (3.2) simplifies to
q2 = q3(X1, . . . , Xr) +
R∑
i=r+1
Xiℓi(X1, . . . , Xr).
If all the forms ℓr+1, . . . , ℓR were identically zero we would have R(P) ≤ r,
contrary to our assumption. We therefore suppose that ℓR, say, is not identi-
cally zero. Without loss of generality we may assume that ℓR involves Xr with
non-zero coefficient. Indeed, after a change of variable among X1, . . . , Xr we
can then assume that ℓR(X1, . . . , Xr) = Xr. It then follows that q1 and q2
are of the shape given in Lemma 3.3.
For the rest of the present section, the pairs of forms q1, q2 will be defined
over a field Fv, which will be the residue field of the completion kv of a
number field kv with respect to a non-archimedean valuation. Some of the
results we prove will in fact be valid in a more general setting, but this will
suffice for our needs.
We now examine the remaining case, in which χ(Fv) = 2 and r is odd. By
extending the argument above we will prove the following structure result.
Lemma 3.4 Let Fv and P be as in Lemma 3.3, except that χ(Fv) = 2 and
that r is odd. Then there is a basis < q1, q2 > for P in which rank(q1) = r.
For any such basis there is an invertible change of variables over Fv such
that
q1(X1, . . . , Xn) = q
′
1(X1, . . . , Xr)
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and q2 is in one of the shapes
q2(X1, . . . , Xn) = q
′
2(X1, . . . , XR−1) +XrXR, (3.4)
or
q2(X1, . . . , Xn) = q
′
2(X1, . . . , Xr) +X
2
r+1, (3.5)
or
q2(X1, . . . , Xn) = q
′
2(X1, . . . , Xr) +X
2
r+1 +XrXr+1. (3.6)
When r ≤ R− 2 we can always take q2 to be of the shape (3.4).
We start the proof by choosing generators q1 and q2 for P as before, and
expressing q2 in the shape (3.2). As before the (r + 1) × (r + 1) minors
of (3.3) must all vanish identically in x. We begin by considering an “off-
diagonal” term, cXiXj say, in q4(Xr+1, . . . , XR). Thus we will assume that
r+1 ≤ i < j ≤ R. Choose any sets I0, J0 ⊂ {1, . . . , r} of cardinality r−1 and
let I = I0∩{i, j} and J = J0∩{i, j}. If I0 6= J0 then the I, J minor of (3.3) is
a determinant which is a polynomial in x, which must vanish identically. The
coefficient of x2 will be −c2 times the I0, J0 minor of q′1, so that this product
must vanish. Similarly if I0 = J0 the I, I minor of (3.3) is a half-determinant
which is again a polynomial in x. The coefficient of x2 will similarly be −c2
times the I0, I0 minor of q
′
1, which must also vanish. If all the (r−1)×(r−1)
minors of q′1 were to vanish we would have rank(q
′
1) ≤ r − 2, contrary to
hypothesis. We therefore conclude that c = 0. Thus q4 will be a diagonal
form. Since Fv is a finite field of characteristic 2 there is therefore a change
of variable reducing q4 to the shape cX
2
r+1. Now, if c = 0, or if any of the
forms ℓr+2, . . . , ℓR is not identically zero, we can proceed as in the proof of
Lemma 3.3, so as to put q2 into the form (3.4). Moreover if ℓr+2, . . . , ℓR all
vanish identically we see that we must have R = r + 1.
Thus it remains to consider the case in which R = r + 1 and
q2(X1, . . . , Xn) = q
′
2(X1, . . . , Xr) + cX
2
R +XRℓ(X1, . . . , Xr)
with c 6= 0. Since every element of Fv is a square we may replace XR by
c−1/2XR so as to reduce to the case c = 1. Then, if ℓ vanishes identically
we obtain a form of type (3.5), while if ℓ does not vanish identically we can
make a change of variables so as to replace ℓ(X1, . . . , Xr) by Xr, giving us a
form of type (3.6). This completes the proof of Lemma 3.4.
We can say a little more about the structure of our forms when q2 has
the shape (3.4).
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Lemma 3.5 Let P be a pencil with r(P) = r < R = R(P), and suppose
either that r is even or that r ≤ R−2. Then r ≥ 2. Moreover if rank(q1) = r
we can make a change of variable so that
q1 = q3(X1, . . . , XR−2) +XR−1ℓ(X1, . . . , XR−1)
and
q2 = q4(X1, . . . , XR−2) +XR−1XR
with rank(q3) = r(q3, q4) = r−2 and R(q3, q4) = R−3 or R−2. In particular
if r = 2 the forms q3 and q4 vanish identically.
We begin the proof by observing that, according to Lemmas 3.3 and 3.4,
we can put q2 into the shape (3.4). We may then rewrite the forms as
q1 = q
′′
1(X1, . . . , Xr−1) +Xrℓ1(X1, . . . , Xr)
and
q2 = q
′′
2(X1, . . . , Xr−1, Xr+1, . . . , XR−1) +Xr
(
XR + ℓ2(X1, . . . , XR−1)
)
.
We then replace XR by XR + ℓ2(X1, . . . , XR−1) and re-number the variables
so as to interchange Xr and XR−1. This puts q1 and q2 into the shape given
in the lemma. For any x we then have
xq1 + q2 = xq3 + q4 +XR−1
(
xℓ(X1, . . . , XR−1) +XR
)
.
Replacing XR by XR + xℓ(X1, . . . , XR−1) we see from (2.3) that
rank(xq1 + q2) = rank(xq3 + q4) + 2
for all x, whence we must have r(q1, q2) ≥ 2 and r(q3, q4) = r−2, as required.
Moreover it is evident that r = rank(q1) ≤ rank(q3) + 2, so that rank(q3) =
r − 2. Clearly we have R(q3, q4) ≤ R − 2, and if it were possible to write q3
and q4 using only R− 4 variables then the expressions for q1 and q2 given in
the lemma would allow us to write q1 and q2 with only R−1 variables. Since
this is impossible we conclude that R(q3, q4) ≥ R− 3.
One final lemma belongs in this section.
Lemma 3.6 Let q1 and q2 be quadratic forms in 4 variables, defined over
a field Fv as above. Then if r(q1, q2) < 4 the forms will have a singular
common zero over Fv; that is to say there is a non-zero vector x
¯
∈ F 4v with
q1(x
¯
) = q2(x
¯
) = 0 and ∇q1(x
¯
) and ∇q2(x
¯
) proportional.
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It should be observed that when χ(Fv) = 2 this result may fail for forms in
n 6= 4 variables. For example, when n = 2 the forms q1 = X21 and q2 = X22
have r = 1 < n, but have no singular common zero over Fv (indeed they
have no non-trivial common zero). Equally, when n = 6 the forms
q1(X
¯
) = X1X2 +X3X4 +X
2
5
and
q2(X
¯
) = X1X2 + cX1X3 +X2X4 +X
2
6
have no singular common zero over Fv provided that c ∈ Fv is chosen so that
the polynomial T 2 + T + c is irreducible.
We can choose x
¯
= (0, 0, 0, 1) when q2 is of the shape (3.4). According
to Lemmas 3.3 and 3.4 it therefore remains to consider the case in which
χ(Fv) = 2 and r = 3, and q2 takes one of the forms (3.5) or (3.6).
We begin by examining the first case, in which
q1(X1, . . . , X4) = q
′
1(X1, X2, X3) and q2(X1, . . . , X4) = q
′
2(X1, X2, X3)+X
2
4 .
We begin by changing variables so that
q′2(X1, X2, X3) = q3(X1, X2) + cX
2
3 .
We can now write c = d2 and replace X4 by X4 + dX3 to get
q2(X1, . . . , X4) = q3(X1, X2) +X
2
4 .
Then (0, 0, 1, 0) will be a singular common zero if q′1(0, 0, 1) = 0. Otherwise
we may take
q1(X1, . . . , X4) = q4(X1, X2) + ℓ(X1, X2)X3 + eX
2
3 ,
say, with e 6= 0. We now choose x1, x2 ∈ Fv, not both zero, such that
ℓ(x1, x2) = 0. There then exist x3, x4 ∈ Fv with ex23 = q4(x1, x2) and x24 =
q3(x1, x2), so that q1(x
¯
) = q2(x
¯
) = 0. However we have arranged that the
third and fourth entries of ∇qi(x
¯
) vanish for i = 1 and 2. Moreover ∇q(X
¯
)
is automatically orthogonal to X
¯
, for any quadratic form q over a field of
characteristic 2. Hence
x1
∂q1(x
¯
)
∂x1
+ x2
∂q1(x
¯
)
∂x2
= 0, and x1
∂q2(x
¯
)
∂x1
+ x2
∂q2(x
¯
)
∂x2
= 0.
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This is enough to ensure that ∇q1(x
¯
) and ∇q2(x
¯
) are proportional.
In the case of (3.6) we write
q1(X
¯
) = q3(X1, X2) +X3ℓ1(X1, X2, X3)
and
q2(X
¯
) = q4(X1, X2) +X3
(
ℓ2(X1, X2, X3) +X4
)
+X24 ,
whence det(q2 + xq1) = x
2 det(q4 + tq3). However det(q2 + xq1) vanishes
identically since r(q1, q2) < 4, and we therefore see that det(q4 + xq3) also
vanishes identically, yielding r(q3, q4) ≤ 1. Since χ(Fv) = 2, we know that
every element of Fv is a square, and it follows that we can write
q1(X
¯
) = ℓ3(X1, X2)
2 +X3ℓ1(X1, X2, X3)
and
q2(X
¯
) = ℓ4(X1, X2)
2 +X3(ℓ2(X1, X2, X3) +X4) +X
2
4
= (ℓ4(X1, X2) +X4)
2 +X3(ℓ2(X1, X2, X3) +X4).
We may then complete the proof of the lemma by choosing a non-zero vector
x
¯
∈ F 4v such that x3 = ℓ3 = ℓ4 + x4 = 0 .
4 v-Adically Minimized Pairs of Forms
Since our analysis is based on reduction to Fv we begin by multiplying the
forms Q1, Q2 in Theorem 2 by a suitable scalar so as to give them coefficients
in Ov. For such integral forms we will write q1 = Q1 and q2 = Q2 for the
reductions to Fv. We retain this notation through to the end of Section 11.
With these conventions we can now explain the fundamental idea behind
our proof. We begin by choosing a suitable model for the pencil < Q1, Q2 >
over Ok. For example, one may divide Q1 by a suitable power of π so as to
reach a form for which q1 does not vanish identically. This choice of model
will depend on a v-adic minimization technique from the work of Birch,
Lewis and Murphy [2]. We then consider a large number of cases, depending
principally on the values of r = r(q1, q2) and R = R(q1, q2). If our model is
suitably chosen it turns out that small values of r and R cannot occur. In
the remaining cases we prove that some form in the pencil < Q1, Q2 > splits
off three hyperbolic planes. Often we will be able to do this by showing that
15
some form aq1+ bq2 over Fv splits off three hyperbolic planes, so that we can
apply Lemma 2.2. However other cases will require more work.
There is one particularly easy case. If r(q1, q2) ≥ 7, and assuming that
#Fv ≥ 8, there will be a form aq1 + bq2 with a, b ∈ Fv whose rank is at least
7. Then we can conclude from Lemma 2.2 and that Q splits off 3 hyperbolic
planes, as required for Theorem 2.
We record this observation as follows.
Lemma 4.1 If Q1 and Q2 are defined over Ov and have r(q1, q2) ≥ 7, then
there is a form in the pencil < Q1, Q2 > which splits off three hyperbolic
planes.
We now describe the v-adic minimization process given by Birch, Lewis
and Murphy [2]. We start with two quadratic forms Q1(X1, . . . , Xn) and
Q2(X1, . . . , Xn) defined over kv, the completion of a number field k with
respect to a non-archimedean valuation v. We will assume that the variety
Q1 = Q2 = 0 is nonsingular, in the sense specified in Section 1. We will
retain this hypothesis throughout the paper, without further comment.
Since the variety Q1 = Q2 = 0 is nonsingular, Lemma 3.1 tells us that
F (x, y) does not vanish identically, and has no repeated factors. We now set
∆(Q1, Q2) = Disc(F (x, y;Q1, Q2)) (4.1)
which will be a non-zero element of kv. Indeed if the forms Q1 and Q2 are
defined over Ov then ∆(Q1, Q2) will also be in Ov.
For any matrices U ∈ GL2(kv) and T ∈ GLn(kv) we define actions on
pairs of quadratic forms Q1, Q2 by setting
(Q1, Q2)
U = (U11Q1 + U12Q2, U21Q1 + U22Q2)
and
(Q1(X
¯
), Q2(X
¯
))T = (Q1(TX
¯
), Q2(TX
¯
)).
Notice that Q1 = Q2 = 0 defines a smooth variety with a non-trivial point
over kv if and only if the same is true for the forms (Q1, Q2)
U
T . Similarly the
pencil defined over kv by Q1, Q2 contains a form which splits off 3 hyperbolic
planes if and only if the same is true for the quadratics (Q1, Q2)
U
T . Thus we
may transform our pair Q1, Q2 in this way in the hope of producing forms
of a convenient shape. We shall say that a pair of integral forms Q1, Q2 is
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“minimized” if there are no transforms U and T such that (Q1, Q2)
U
T is also
integral and
|∆((Q1, Q2)UT )|v > |∆(Q1, Q2)|v.
It is clear that there is always a pair of transforms U and T such that
(Q1, Q2)
U
T is minimized. Indeed it may happen that there are many quite
different pairs U, T which may be used. Since one can compute in general
that
∆((Q1, Q2)
U
T ) = (det(U))
n(n−1)(det(T ))4(n−1)∆(Q1, Q2),
the condition for a pair of integral forms Q1, Q2 to be minimized is that there
are no matrices U, T for which (Q1, Q2)
U
T are integral and such that
| det(U)|nv | det(T )|4v > 1.
We observe for future reference that if
| det(U)|nv | det(T )|4v = 1 (4.2)
and Q1, Q2 is a minimized pair of integral forms, then (Q1, Q2)
U
T will also be
minimized, provided of course that the resulting forms are integral.
From now on we will restrict to the case n = 8, for which the above
condition says that there are no suitable T, U with
| det(U)|2v| det(T )|v > 1. (4.3)
Continuing with the notation above we have the following simple criteria for
a pair of forms not to be minimized.
Lemma 4.2 Suppose that the projective variety q1 = q2 = 0 contains a linear
space of projective dimension at least 4 defined over Fv. Then the pair Q1, Q2
is not minimized. In particular, if R(q1, q2) ≤ 3 then the pair Q1, Q2 is not
minimized.
A convenient condition equivalent to the existence of a linear space of
projective dimension at least 4 is that the forms q1 and q2 can be written as
q1(X
¯
) = ℓ1(X
¯
)λ1(X
¯
) + ℓ2(X
¯
)λ2(X
¯
) + ℓ3(X
¯
)λ3(X
¯
)
q2(X
¯
) = ℓ1(X
¯
)µ1(X
¯
) + ℓ2(X
¯
)µ2(X
¯
) + ℓ3(X
¯
)µ3(X
¯
)
(4.4)
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for suitable linear forms ℓi, λi, µi defined over Fv.
To prove the lemma we assume for simplicity that ℓ1, ℓ2 and ℓ3 are lin-
early independent. In the alternative case we will have a similar argument
involving fewer linear forms. We apply a transform T1 ∈ GL8(Ov) so as to
replace ℓi(X
¯
) by Xi for 1 ≤ i ≤ 3. If π is a uniformizing element for kv we
can then write
Q1(T1X
¯
) = X1L1(X
¯
) +X2L2(X
¯
) +X3L3(X
¯
) + πQ3(X
¯
)
for suitable linear forms Li and a quadratic form Q3, all defined over Ov.
There is also an analogous expression for Q2. We now define
T2 = diag(π, π, π, 1, 1, 1, 1, 1)
and T = T2T1, so that | det(T )|v = |π|3v. We then see that both Q1(TX¯)
and Q2(TX
¯
) are divisible by π. Hence if we take U = diag(π−1, π−1) then
(Q1, Q2)
U
T is a pair of integral forms. However since | det(U)|v = |π|−2v the
condition (4.3) is satisfied. Thus the pair Q1, Q2 is not minimized.
When R(q1, q2) ≤ 3 we can write q1 and q2 in terms of just 3 variables
X1, X2, X3 so that the 4-plane X1 = X2 = X3 = 0 is contained in the variety
q1 = q2 = 0. Lemma 4.2 then follows.
There is a further instance in which one can see that a pair of forms is
not minimized, given by the following lemma.
Lemma 4.3 Suppose that R(q1, q2) = R ≤ 7 and that the forms Q1, Q2 take
the shape
Qi(X1, . . . , X8) = Gi(X1, . . . , XR) + π
R∑
j=1
XjL
(i)
j (XR+1, . . . , X8)
+ πHi(XR+1, . . . , X8) (4.5)
for i = 1, 2, with appropriate quadratic forms Gi, Hi and linear forms L
(i)
j ,
all defined over Ov. Then if H1 and H2 have a common zero over Fv the pair
Q1, Q2 is not minimized.
To prove this we make a change of variables among XR+1, . . . , X8 so as
to suppose that
H1(0, . . . , 0, 1) = H2(0, . . . , 0, 1) = 0.
One then sets T = diag(π, . . . , π, 1) and U = diag(π−2, π−2). These satisfy
(4.3) and produce a pair of integral forms (Q1, Q2)
U
T . Thus Q1 and Q2 cannot
be minimized.
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5 The Case r ≤ 4
Lemma 4.2 shows that a minimized pair of forms cannot have R(q1, q2) ≤ 3.
Our proof of Theorem 2 proceeds via a case-by-case analysis of the remain-
ing possibilities for R(q1, q2) and r(q1, q2). In this section we examine the
possibility that r(q1, q2) ≤ 4. We begin by proving the following result.
Lemma 5.1 Suppose that Q1, Q2 is a minimized pair of quadratic forms in
8 variables, with a common non-trivial zero over kv. Then R(q1, q2) 6= 4.
For the proof we argue by contradiction. If R(q1, q2) = 4 there is a change
of variables in GL8(Ov) so that q1 and q2 are functions of X1, . . . , X4 only.
Thus we may write Q1 and Q2 in the shape (4.5) with R = 4. In view of
Lemma 4.3 we know thatH1 and H2 cannot have a common zero over Fv. We
now claim similarly that the reductions G1 and G2 cannot have a common
zero over Fv. If they did, then after a change of variables in GL8(Ov) we
could assume that
G1(1, 0, 0, 0) = G2(1, 0, 0, 0) = 0.
Taking T = diag(1, π, π, π, 1, 1, 1, 1) it would then follow that both the forms
Q1(TX
¯
) and Q2(TX
¯
) are divisible by π. Hence if U = diag(π−1, π−1) we
would find that (Q1, Q2)
U
T is a pair of integral forms. However the condition
(4.3) is satisfied, since det(T ) = |π|3v and det(U) = |π|−2v . Since Q1 and Q2
are minimized this contradiction proves our claim.
We therefore conclude that if the pair Q1, Q2 is minimized then neither
G1 = G2 = 0 nor H1 = H2 = 0 can have a non-trivial solution over Fv.
However it is then easy to see that Q1 = Q2 = 0 cannot have a non-trivial
zero over kv, giving us the desired contradiction. This completes our proof
of Lemma 5.1.
We are now ready to show that the case r(q1, q2) ≤ 4 cannot occur.
Lemma 5.2 Suppose that #Fv ≥ 8 and that Q1, Q2 is a minimized pair of
quadratic forms in 8 variables, with a common non-trivial zero over kv. Then
r(q1, q2) ≥ 5.
We argue by contradiction. We know from Lemmas 4.2 and 5.1 that
R = R(q1, q2) ≥ 5. Thus if r = r(q1, q2) ≤ 4 we see that either r < R with r
even, or r ≤ R− 2. We may therefore deduce from Lemma 3.5 that
q1 = q3(X1, . . . , XR−2) +XR−1ℓ(X1, . . . , XR−1)
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and
q2 = q4(X1, . . . , XR−2) +XR−1XR
with r(q3, q4) = r − 2 ≤ 2 and R(q3, q4) ≤ R − 2. If R(q3, q4) ≤ 2 we may
make a change of variable so that
q1 = q
′
3(X1, X2) +XR−1ℓ(X1, . . . , XR−1)
and
q2 = q
′
4(X1, X2) +XR−1XR.
These are in the form (4.4) and hence the pair Q1, Q2 cannot be minimized,
by Lemma 4.2. This contradiction shows that R(q3, q4) ≥ 3.
We may now repeat the previous argument, but applied to the forms q3
and q4. Since r
′ = r(q3, q4) ≤ 2 and R′ = R(q3, q4) ≥ 3 we must either have
r′ < R′ with r′ even, or r′ ≤ R′ − 2. In either case we deduce from Lemma
3.5 firstly that q4 can be put into the shape (3.4), then that r
′ = 2 and finally
that q3 = XR′−1ℓ
′(X1, . . . , XR′−1) and q4 = XR′−1X
′
R. It follows that q1 and
q2 can be put into the form (4.4) (indeed with two terms on the right, rather
than three). As before, Lemma 4.2 implies that Q1, Q2 cannot be minimized,
giving the required contradiction. This proves the lemma.
6 The Case R = 5
So far we have shown that certain small values of R(q1, q2) or r(q1, q2) are
impossible. For large values we will show that the pencil < Q1, Q2 > contains
a form which splits off three hyperbolic planes. We have already remarked
in Lemma 4.1 that this is the case when r(q1, q2) ≥ 7. In this section we deal
with the case R = 5.
Lemma 6.1 Suppose that #Fv ≥ 9. Then if R(q1, q2) = 5 there is at least
one form in the pencil < Q1, Q2 > which splits off three hyperbolic planes.
We begin by writing our forms in the shape (4.5) with R = 5. We know
from Lemma 5.2 that if R = 5 we will also have r = 5, so that if gi = Gi for
i = 1, 2, then r(g1, g2) = 5.
We claim that if hi = Hi for i = 1, 2, then R(h1, h2) = r(h1, h2) = 3.
To prove this, suppose firstly that R(h1, h2) ≤ 2. Then h1, h2 would have
a common zero over Fv and Lemma 4.3 would contradict the minimality of
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the pair Q1, Q2. On the other hand, if R(h1, h2) = 3 and r = r(h1, h2) ≤ 2
then either r is even or r ≤ R(h1, h2)− 2. We may therefore apply Lemma
3.5. Here the forms corresponding to q3 and q4 must vanish identically since
r ≤ 2. It follows that h1 and h2 have a common zero at (0, 0, 1), after the
change of variables given in Lemma 3.5. As above this leads, via Lemma 4.3,
to a contradiction. Thus we must have R(h1, h2) = r(h1, h2) = 3, as claimed.
Since r(g1, g2) = R(g1, g2) = 5, the form g1+ tg2 cannot be singular for all
values of t. However its determinant (or half-determinant) is a polynomial
of degree at most 5, and we therefore see that g1+ tg2 is singular for at most
5 values of t. Similarly we find that h1 + th2 is singular for at most 3 values
of t. Since #Fv > 8 there is a linear combination for which g1+ tg2 has rank
5 and h1+ th2 has rank 3. Let τ be any lift of t to Ov, and let Q = Q1+ τQ2
so that
Q(X1, . . . , X8) = G(X1, . . . , X5) + π
5∑
i=1
XiLi(X6, X7, X8) + πH(X6, X7, X8)
with rank(g) = 5 and rank(h) = 3. We may then write
g(X1, . . . , X5) = X1X2 +X3X4 + cX
2
5 and h(X6, X7, X8) = X6X7 + c
′X28
after a suitable change of variables.
Thus Q is in the appropriate shape to apply Lemma 2.2 with s = 2 and
Q˜(X5, . . . , X8) = cX
2
5 + πX5L(X6, X7, X8) + πH(X6, X7, X8)
for a suitable linear form L(X6, X7, X8). We see from Lemma 2.2 that Q
splits off two hyperbolic planes and so it remains to show that Q0 splits off
at least one hyperbolic plane. Let J(X5, . . . , X8) = π
−1Q0(πX5, X6, X7, X8).
Then J has coefficients in Ov and satisfies J ≡ H (mod π). Now, since
h(X6, X7, X8) = X6X7 + c
′X28 we are able to make a second application of
Lemma 2.2 to show that J splits off a hyperbolic plane. Lemma 6.1 then
follows.
7 The Case R = 8
In this section we prove the following result.
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Lemma 7.1 Suppose that #Fv ≥ 9. Let Q1, Q2 be a minimized pair of forms
in 8 variables, with a common zero over kv. Then if R(q1, q2) = 8 there is
at least one form in the pencil < Q1, Q2 > which splits off three hyperbolic
planes.
The result is an immediate consequence of Lemma 4.1 unless r(q1, q2) ≤ 6
as we henceforth suppose. It will be convenient to set r = r(q1, q2). Then
Lemma 3.5 will apply, giving us representations
q1 = q3(X1, . . . , X6) +X7ℓ(X1, . . . , X6)
and
q2 = q4(X1, . . . , X6) +X7X8
with rank(q3) = r(q3, q4) = r − 2 ≤ 4 and 5 ≤ R(q3, q4) ≤ 6. Hence we may
apply Lemma 3.5 a second time, leading to expressions
q1 = q5(X1, . . . , X4) +X5ℓ
′(X1, . . . , X4) +X7ℓ(X1, . . . , X6)
and
q2 = q6(X1, . . . , X4) +X5X6 +X7X8
with rank(q5) = r(q5, q6) ≤ 2. If R(q5, q6) ≥ 3 we would be able to repeat
the process a third time, showing that r(q5, q6) = 2 and producing
q1 = X3ℓ
′′(X1, X2) +X5ℓ
′(X1, . . . , X4) +X7ℓ(X1, . . . , X6)
and
q2 = X3X4 +X5X6 +X7X8.
However the forms q1, q2 would then be in the shape (4.4), so that, accord-
ing to Lemma 4.2, the pair Q1, Q2 could not have been minimized. This
contradiction shows that R(q5, q6) ≤ 2, allowing us to write
q1 = q5(X1, X2) +X5ℓ
′(X1, . . . , X4) +X7ℓ(X1, . . . , X6)
and
q2 = q6(X1, X2) +X5X6 +X7X8,
after a suitable change of variables. It is now apparent that, in order to have
R(q1, q2) = 8, the linear forms
X1, X2, X5, X6, X7, X8, ℓ
′(X1, . . . , X4) and ℓ(X1, . . . , X6)
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must be linearly independent. We may therefore write
q1 = q5(X1, X2) +X5X3 +X7X4
q2 = q6(X1, X2) +X5X6 +X7X8,
(7.1)
after a further change of variables.
To complete the argument we now call on the following result, which will
be used repeatedly in the rest of the proof of Theorem 2.
Lemma 7.2 Let Q1(X1, . . . , X8) and Q2(X1, . . . , X8) be forms over Ov, not
necessarily minimized. Suppose that
Q1(X1, X2, X3, X4, X5, 0, 0, 0) ≡ X1X2 +X3X4 (mod π)
and that
π ∤ Q2(0, 0, 0, 0, 1, 0, 0, 0).
Then there is at least one form in the pencil < Q1, Q2 > which splits off three
hyperbolic planes.
We shall prove the lemma in a moment, but first we demonstrate how
it may be used to complete our proof of Lemma 7.1. It is not possible for
both the forms q5 and q6 in (7.1) to vanish identically, since R(q1, q2) = 8.
Moreover, if both q5 and q6 were merely multiples of X1X2 at least one of q1
or q2 would be a sum of three hyperbolic planes, in which case an application
of Lemma 2.2 completes the proof. We may therefore assume that q6, say,
contains a non-zero term in X21 . We now replace Q1 by Q1+cQ2 for a suitable
c ∈ Ov and substitute X3 and X4 for X3 + cX6 and X4 + cX8 respectively.
This enables us to assume that q5(1, 0) = 0. Then, re-labelling the variables,
we may write
q1 = X1X2 +X3X4 + q5(X5, X6)
q2 = X1X7 +X3X8 + q6(X5, X6),
with q5(1, 0) = 0 and q6(1, 0) 6= 0. Thus Lemma 7.2 applies to Q1, Q2, and
completes the proof of Lemma 7.1
It therefore remains to establish Lemma 7.2. It will be convenient to
write
Si(X1, X2, X3, X4, X5) = Qi(X1, X2, X3, X4, X5, 0, 0, 0), (i = 1, 2).
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We claim that there exists λ ∈ Ov and T ∈ GL5(Ov) such that
T (0, 0, 0, 0, 1) = (0, 0, 0, 0, 1)
and
(S1 − λS2)(TX
¯
) = X1X2 +X3X4. (7.2)
In particular S1 − λS2 will be singular. Since Ov and GL5(Ov) are compact
it will suffice to show that for every positive integer f there are suitable λ
and T such that
(S1 − λS2)(TX
¯
) ≡ X1X2 +X3X4 (mod πf). (7.3)
We will prove this by induction on f , the case f = 1 being handled by the
hypotheses of the lemma.
We therefore suppose that (7.2) holds for some particular f and show
how to derive a corresponding statement with exponent f + 1. It will be
convenient to write
S(X
¯
) = (S1 − λS2)(TX
¯
)
= X1X2 +X3X4 + π
fS ′(X1, . . . , X4)
+ πfL(X1, . . . , X4)X5 + π
fcX25
and
U(X
¯
) = S2(TX
¯
) = U0(X1, X2, X3, X4) +M(X1, . . . , X4)X5 + dX
2
5 ,
Since T (0, 0, 0, 0, 1) = (0, 0, 0, 0, 1) we have U(0, 0, 0, 0, 1) = S2(0, 0, 0, 0, 1),
whence π ∤ d.
We now examine S − πfcd−1U , which will have coefficients in Ov. By
construction this form will have no term in X25 . Let
(S − πfcd−1U)(X1, X2, X3, X4, 0) = V (X1, X2, X3, X4)
= X1X2 +X3X4 + π
fS ′(X1, . . . , X4)− πfcd−1U(X1, X2, X3, X4, 0),
say, so that V (X1, X2, X3, X4) ≡ X1X2 +X3X4 (mod π). We therefore see
that Lemma 2.2 applies, producing a transform in T0 ∈ GL4(Ov) such that
V (T0X
¯
) = X1X2 +X3X4. Thus there is an admissible T ∈ GL5(Ov) with
(S − πfcd−1U)(TX
¯
) = X1X2 +X3X4 + π
fL′(X1, . . . , X4)X5,
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where we have set
L′(X1, . . . , X4) = L
(
T0(X1, . . . , X4)
)− cd−1M(T0(X1, . . . , X4)).
We now make a further change of variable, of the shape
Xi → Xi + πfγiX5 (1 ≤ i ≤ 4)
to put S − πfcd−1U into the form
(S − πfcd−1U)(TX
¯
) = X1X2 +X3X4 + π
2fc′X25 .
Since 2f > f this establishes (7.3) with exponent f+1, and with a new value
λ + πfcd−1 in place of λ. We have therefore completed the induction step,
thereby establishing the claim that we can choose λ so that (7.2) holds.
Returning to the statement of Lemma 7.2 we now see that there is a
change of variable putting Q1 − λQ2 into the shape
X1X2+X3X4+X6L1(X1, . . . , X8) +X7L2(X1, . . . , X8) +X8L3(X1, . . . , X8).
If rank(Q1 − λQ2) = 8 then X5 must appear in at least one of the forms Li.
In this case after a further change of variable we can represent Q1 − λQ2 as
X1X2 +X3X4 +X5X6 +X7L
′
2(X1, . . . , X8) +X8L
′
3(X1, . . . , X8).
Another change of variable, of the form
Xi → Xi + µiX7 + νiX8, (1 ≤ i ≤ 6)
then produces
Q1 − λQ2 = X1X2 +X3X4 +X5X6 +X7L′′2(X7, X8) +X8L′′3(X7, X8),
giving us a form which splits off three hyperbolic planes.
It remains to consider the possibility that Q1 − λQ2 is singular. Here we
use an argument shown to the author by Colliot-The´le`ne. We recall from
Lemma 3.1 that the form F (x, y) = det(xM(Q1) + yM(Q2)) cannot vanish,
and will have distinct factors. However
F (1,−λ) = det(Q1 − λQ2) = 0,
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whence
F (x, y) = (λx+ y)G(x, y)
for some form G(x, y) ∈ kv[x, y] with G(1,−λ) 6= 0. Suppose that we have
v(G(1,−λ)) = e, so that π−eG(1,−λ) is a unit in Ov. Then if r is a large
enough integer we will have v(G(1, πr − λ)) = e. Moreover
F (1, πr − λ) = πrG(1, πr − λ),
whence v(F (1, πr − λ)) will be odd for any sufficiently large integer r of
opposite parity to e. In particular F (1, πr − λ) is not a square in kv for
such a choice of r, so that Q1 + (π
r − λ)Q2 is nonsingular and contains
three hyperbolic planes, by virtue of Lemma 2.3. This completes the proof
of Lemma 7.2.
We end this section by giving a useful corollary to Lemma 7.2.
Lemma 7.3 Let Q1(X1, . . . , X8) and Q2(X1, . . . , X8) be forms over Ov, not
necessarily minimized. Suppose that
Q1(X1, X2, X3, X4, X5, 0, 0, 0) ≡ X1X2 +X3X4 (mod π)
and
Q2(X1, X2, X3, X4, X5, 0, 0, 0) ≡ Q′2(X1, X2, X3, X4) (mod π)
for some quaternary form Q′2. Suppose further that
π2 | Q1(0, 0, 0, 0, 1, 0, 0, 0)
and
π2 ∤ Q2(0, 0, 0, 0, 1, 0, 0, 0)
Then there is at least one form in the pencil < Q1, Q2 > which splits off three
hyperbolic planes.
If π ∤ Q2(0, 0, 0, 0, 1, 0, 0, 0) this follows at once from Lemma 7.2. Otherwise
we define (Q1, Q2)
U
T = (V1, V2) with T = diag(π, π, π, π, 1, π
3, π3, π3) and
U = diag(π−2, π−1). Then V1, V2 are integral forms. Moreover we have
V1(X
¯
) ≡ X1X2 +X3X4 + L(X1, X2, X3, X4)X5 + cX25 (mod π)
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for some linear form L and some c ∈ Ov, while
V2(X
¯
) ≡ dX25 (mod π)
for some unit d ∈ Ov. A suitable substitution Xi → Xi + ciX5 for 1 ≤ i ≤ 4
then transforms V1 so that
V1(X
¯
) ≡ X1X2 +X3X4 + c′X25 (mod π)
say, while leaving V2(X
¯
) ≡ dX25 (mod π). We may then apply Lemma 7.2 to
the forms V1 − c′d−1V2 and V2, and Lemma 7.3 follows.
8 The Case rank(q2) ≤ 2 — First Steps
In the next two sections we examine the case in which q2 has small rank.
This turns out to be an important prelude to our treatment of pairs for
which R(q1, q2) = 6. Our goal is the following result.
Lemma 8.1 Suppose that #Fv ≥ 9. Let Q1, Q2 be a minimized pair of forms
with a common zero over kv. Then if rank(q2) ≤ 2 there is at least one form
in the pencil < Q1, Q2 > which splits off three hyperbolic planes.
However in the present section we will content ourselves with the following
intermediate statement.
Lemma 8.2 Suppose that #Fv ≥ 9. Let Q1, Q2 be a minimized pair of forms
over kv such that rank(q2) ≤ 2. Suppose indeed that q2(X
¯
) = q2(X1, X2).
Then either there is at least one form in the pencil < Q1, Q2 > which splits
off three hyperbolic planes, or q2 is an anisotropic form of rank 2, and there
is a linear change of variable in GL6(Ov), involving only X3, . . . , X8 which
makes
q1(X
¯
) = X1X5 +X2X6 + n(X3, X4). (8.1)
We begin by observing that we must have rank(q2) = 2. Indeed we will
be able to write q2(X
¯
) = n(X1, X2) for some anisotropic form n, after a
suitable change of variables. To see this we notice that in all other cases we
can write q2 as a product of linear factors over Fv. Thus, after a change of
variable we can take q2(X
¯
) = X1ℓ(X
¯
). The transforms T = diag(π, 1, . . . , 1)
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and U = (π−1, 1) then make (Q1, Q2)
U
T integral, but would satisfy (4.3),
contradicting the minimality of the pair Q1, Q2.
In view of Lemma 4.1 we can assume that r = r(q1, q2) ≤ 6. Similarly,
in view of Lemmas 4.2, 5.1 and 6.1 we may suppose that R = R(q1, q2) ≥ 6.
We proceed to use these conditions to narrow down the possible shapes that
q1 may take. With q2(X
¯
) = n(X1, X2), we write
q1(X
¯
) = q3(X1, X2) +X1ℓ1(X3, . . . , X8) +X2ℓ2(X3, . . . , X8) + q4(X3, . . . , X8)
for appropriate quadratic forms qi and linear forms ℓi. Let rank(q4) = m,
say, and change variables so as to write
q1(X
¯
) = q3(X1, X2) +X1ℓ
′
1(X3, . . . , Xm+2) +X2ℓ
′
2(X3, . . . , Xm+2)
+X1ℓ
′′
1(Xm+3, . . . , X8) +X2ℓ
′′
2(Xm+3, . . . , X8)
+ q5(X3, . . . , Xm+2) (8.2)
with rank(q5) = m. Our analysis now splits into 3 cases in which the linear
forms ℓ′′1, ℓ
′′
2 both vanish, or are linearly dependent but do not both vanish,
or are linearly independent.
8.1 Case 1.
If ℓ′′1 and ℓ
′′
2 both vanish identically then R(q1, q2) ≤ m + 2. Since we are
assuming that R ≥ 6 this shows thatm ≥ 4. On the other hand, if χ(Fv) 6= 2,
or m is even, the determinant of q1 + tq2 (considered as a quadratic form in
m+ 2 variables) is a polynomial in t of degree at most m+ 2, in which the
term in t2 has coefficient det(n) det(q5) 6= 0. It follows that r(q1, q2) ≥ m+2.
Similarly if χ(Fv) = 2 and m is odd, the half-determinant of q1 + tq2 is a
polynomial in which the coefficient of t2 is det(n)det/2(q5) 6= 0, and again we
conclude that r(q1, q2) ≥ m + 2. We are supposing that r ≤ 6, so we must
have m ≤ 4.
We are therefore left with the case in which m = 4, in which situation a
change of variables will allow us to put q5 into one of the shapes X3X4+X5X6
or X3X4+ n(X5, X6). We can now use further linear transformations, of the
type
Xi → Xi + λi(X1, X2) (3 ≤ i ≤ 6)
to put q1 into one of the shapes
q1(X
¯
) = q6(X1, X2) +X3X4 +X5X6 (8.3)
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or
q1(X
¯
) = q6(X1, X2) +X3X4 + n(X5, X6). (8.4)
We now call on the following lemma, which we shall prove shortly.
Lemma 8.3 Let s1(X, Y ) and s2(X, Y ) be quadratic forms over a finite field
F . Suppose that s1 and s2 have no common factor and that r(s1, s2) = 2.
Then there are at least 1
2
(#F − 1)2 pairs a, b ∈ F , not both zero, for which
as1+ bs2 is a hyperbolic plane, and at least
1
2
(#F − 1)2 such pairs for which
it is anisotropic of rank 2.
It is clear that r(q6, n) = 2, because rank(n) = 2. Moreover, since n
cannot have a linear factor, the forms q6 and n are coprime unless q6 is a
multiple of n. Suppose firstly that q6 is not a multiple of n. In Lemma 8.3
we must have 1
2
(#Fv − 1)2 > #Fv − 1 if #Fv ≥ 9, and we therefore conclude
that there are linear combinations aq6 + bn with a 6= 0 which are hyperbolic
planes, and also which are anisotropic of rank 2. We may then deduce that
there is a linear combination q′1 = q1 + cq2 taking one of the forms
X1X2 +X3X4 +X5X6, or n(X1, X2) +X3X4 + n(X5, X6),
in the two cases given by (8.3) and (8.4). As explained in Section 2, if
q′1(X¯
) = n(X1, X2) +X3X4 + n(X5, X6) then a change of variable will make
q′1 a sum of 3 hyperbolic planes, and so in either case Lemma 8.2 follows from
Lemma 2.2.
In the alternative situation in which q6 is a multiple of n, there is a linear
combination q′1 = q1 + cq2 taking one of the forms
X3X4 +X5X6, or n(X1, X2) +X3X4 + n(X5, X6),
in the two cases given by (8.3) and (8.4) respectively. As above, in the second
of these cases q′1 is a sum of 3 hyperbolic planes, and again we may complete
the proof of Lemma 8.2. We may therefore reduce our considerations to the
case in which
q1(X
¯
) = X3X4 +X5X6, and q2(X
¯
) = n(X1, X2).
However in this situation we may apply Lemma 7.2 after re-ordering the
variables, since π ∤ n(1, 0). This completes the treatment of Case 1.
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We now present our proof of Lemma 8.3. It will be convenient to write
#F = N temporarily. Let S be the set of quadruples (a, b, x, y) ∈ F for
which (a, b) 6= (0, 0) and (x, y) 6= (0, 0) and such that as1(x, y)+bs2(x, y) = 0.
Since s1 and s2 have no factor in common there is no (x, y) 6= (0, 0) such that
s1(x, y) = s2(x, y) = 0. Thus there are N − 1 pairs (a, b) for each admissible
pair (x, y). It follows that
#S = (N − 1)(N2 − 1).
On the other hand, if (a, b) is a pair such that as1(X, Y ) + bs2(X, Y ) is a
hyperbolic plane then there are 2(N − 1) corresponding pairs (x, y), while if
as1(X, Y )+bs2(X, Y ) is anisotropic of rank 2 there are none. Moreover, in the
remaining case, in which as1(X, Y ) + bs2(X, Y ) has a repeated linear factor,
there are N − 1 pairs x, y. Suppose that the hyperbolic plane, anisotropic,
and repeated factor cases occur Nh, Na and Nr times each respectively. Then
Nh +Na +Nr = N
2 − 1 (8.5)
and
2(N − 1)Nh + (N − 1)Nr = #S = (N − 1)(N2 − 1). (8.6)
However the determinant of as1(X, Y )+bs2(X, Y ) is a binary quadratic form
in a and b which does not vanish identically, since r(s1, s2) = 2. It follows
that Nr ≤ 2(N − 1). We therefore deduce from (8.5) and (8.6) that
2Nh = N
2 − 1−Nr ≥ N2 − 1− 2(N − 1)
and that
2Na = 2(N
2 − 1−Nh −Nr) = N2 − 1−Nr ≥ N2 − 1− 2(N − 1).
These inequalities suffice for the lemma.
8.2 Case 2.
The next case is that in which ℓ′′1 and ℓ
′′
2 are not both zero but are linearly
dependent. After a change of variable between X1 and X2 we may suppose
that ℓ′′2 = 0, and then, after a further change of variable among Xm+3, . . . , X8
we may assume that ℓ′′1 = Xm+3. It follows that R(q1, q2) ≤ m+ 3. Since we
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are assuming that R ≥ 6 this shows that m ≥ 3. The representation (8.2)
then becomes
q1(X
¯
) = q4(X1, X2) +X1ℓ3(X3, . . . , Xm+2) +X2ℓ4(X3, . . . , Xm+2)
+X1Xm+3 + q5(X3, . . . , Xm+2). (8.7)
(Our numbering of forms qi and ℓi will be independent of that used for
Case 1.) Thus if the coefficients ofX22 in q1 and q2 are a and b 6= 0 respectively,
we may write q1 + tq2 as
q1 + tq2 = q6(X2, . . . , Xm+2) +X1(Xm+3 + ℓ(X1, . . . , Xm+2; t)) (8.8)
for some linear form ℓ(X1, . . . , Xm+2; t) depending on t, where
q6 = (a+ tb)X
2
2 +X2ℓ4(X3, . . . , Xm+2) + q5(X3, . . . , Xm+2).
Then rank(q6) ≥ rank(q5) = m and so r(q1, q2) ≥ rank(q6) + 2 ≥ m + 2, by
(2.3). It follows that m ≤ 4. In fact, if m = 4 then the half-determinant of
q6 is a polynomial in t whose linear term has a coefficient b det(q5) 6= 0. Thus
there is some value of t for which q6 has rank 5. This however would imply
that q1 + tq2, given by (8.8), has rank 7, contradicting our assumption that
r(q1, q2) ≤ 6. We must therefore have m ≤ 3, and indeed we can deduce that
m = 3, since 6 ≤ R(q1, q2) ≤ m+ 3.
After a change of variable amongst X3, X4, X5 we can now take
q5(X3, X4, X5) = X3X4 +X
2
5 ,
whence (8.7) becomes
q1(X
¯
) = q4(X1, X2) +X1ℓ5(X3, X4, X5) +X2ℓ6(X3, X4, X5)
+X1X6 +X3X4 +X
2
5 .
Further transforms of the type X3 → X3 + λX2, X4 → X4 + µX2 and
X6 → X6 + ℓ7(X1, . . . , X5) simplify this to
q1(X
¯
) = cX22 + dX2X5 +X1X6 +X3X4 +X
2
5
for certain c, d ∈ Fv. Now, with the same notation b for the coefficient of X22
in q2 = n(X1, X2) we consider q = q1 − cb−1q2, which takes the shape
q = X1(X6 + ℓ8(X1, X2)) + dX2X5 +X3X4 +X
2
5 .
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After replacing X6+ ℓ8(X1, X2) by X6 we finally see that we can replace our
original forms Q1, Q2 by a pair Q,Q2 for which, after a change of variables
in GL8(Ov), we have
q = X1X6 + dX2X5 +X3X4 +X
2
5 and q2 = n(X1, X2).
We may now re-label the variables so that q = X1X2+X3X4+ dX5X6+X
2
6
and q2 = n(X1, X5). Thus we can apply Lemma 7.2 to complete the proof.
8.3 Case 3.
If ℓ′′1 and ℓ
′′
2 are linearly independent we may take them to be Xm+3 and Xm+4
respectively, after an appropriate change of variable. The representation (8.2)
then becomes
q1(X
¯
) = q3(X1, X2) +X1ℓ
′
1(X3, . . . , Xm+2) +X2ℓ
′
2(X3, . . . , Xm+2)
+X1Xm+3 +X2Xm+4 + q5(X3, . . . , Xm+2),
which simplifies to
q1(X
¯
) = X1Xm+3 +X2Xm+4 + q5(X3, . . . , Xm+2)
after a substitution of the form
Xm+3 → Xm+3 + ℓ3(X1, . . . , Xm+2), Xm+4 → Xm+4 + ℓ4(X1, . . . , Xm+2).
It is clear that R(q1, q2) ≤ m + 4. Since we are assuming that R ≥ 6 this
shows that m ≥ 2. Thus q5 will split off a hyperbolic plane unless m = 2
and q5 is anisotropic. Thus either q1 is a sum of three hyperbolic planes, or
we have
q1(X
¯
) = X1X5 +X2X6 + n(X3, X4).
Thus one or other of the conclusions in Lemma 8.2 will hold.
9 Completion of the Proof for rank(q2) ≤ 2
We proceed with the proof of Lemma 8.1. Clearly we may assume that q1
takes the form (8.1) and that q2(X
¯
) = n(X1, X2). We begin by setting
Si(X7, X8) = π
−1Qi(0, 0, 0, 0, 0, 0, X7, X8), (i = 1, 2). (9.1)
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These forms are defined over Ov since q1 and q2 contain no terms in X7, X8.
Suppose firstly that S2 does not vanish modulo π. In this case we can make
a change of variables in X7 and X8 so as to suppose that π ∤ S2(1, 0). Then,
with λ = S1(1, 0)S2(1, 0)
−1, we replace Q1 by Q = Q1 − λQ2, which will
contain no term in X27 . We have
q(X
¯
) = X1X5 +X2X6 + n(X3, X4)− λn(X1, X2),
so that a change of variable, of the type
X5 → X5 + ℓ(X1, X2), X6 → X6 + ℓ′(X1, X2)
puts q(X
¯
) into the shape X1X5 + X2X6 + n(X3, X4) while having no ef-
fect on q2(X
¯
) = n(X1, X2). These manoeuvres allow us in effect to as-
sume that Q1 contains no term in X
2
7 . If we now relabel the variables so
that X1, X5, X2, X6, X7 become X1, X2, X3, X4, X5 respectively we see that
Lemma 7.3 applies, showing that the pencil contains a form splitting off three
hyperbolic planes.
We can therefore assume that S2 vanishes modulo π. Next, unless S1 is
anisotropic of rank 2 it will have a zero over Fv, so that Lemma 4.3 may be
applied. Since this would contradict the minimality of the pair Q1, Q2 we
may therefore assume that
S1(X7, X8) ≡ N(X7, X8), S2(X7, X8) ≡ 0 (mod π).
We now consider the pair of forms (Q′1, Q
′
2) = (Q1, Q2)
U
T , where
T = diag(π, π, 1, . . . , 1) and U = diag(1, π−1).
Then Q′1 and Q
′
2 have coefficients in Ov, and T and U satisfy (4.2). Since
the pair Q1, Q2 is minimized we then deduce that Q
′
1, Q
′
2 is also minimized.
However q′1 = n(X3, X4) so that Lemma 8.2 applies. We therefore conclude
that the pencil generated by Q′1 and Q
′
2 contains a form which splits off 3
hyperbolic planes, except possibly when q′2 takes the shape
X3ℓ1 +X4ℓ2 + n(ℓ3, ℓ4) (9.2)
for linearly independent linear forms ℓi(X1, X2, X5, X6, X7, X8). However q
′
2
contains no terms in X1 or X2, by construction. Since n is anisotropic we see
that ℓ3 and ℓ4 must be independent of X1 and X2, and then we deduce that
33
ℓ1 and ℓ2 must also be independent of X1 and X2. Similarly we observe that
q′2 contains no quadratic terms in X7 and X8, by construction, whence ℓ3
and ℓ4 cannot involve X7 or X8. Thus ℓ1 and ℓ2 are functions of X5, . . . , X8,
while ℓ3 and ℓ4 are functions of X5 and X6 alone. Moreover ℓ3 and ℓ4 are
linearly independent.
We are finally in a position to complete the treatment of Lemma 8.1. The
considerations above have shown that if q′2 is given by (9.2) we may assume
that our forms take the shape
Q1(X
¯
) ≡ X1X5 +X2X6 +N(X3, X4)
+ π{Q̂1(X1, . . . , X6) +X7M1(X1, . . . , X6)
+X8M2(X1, . . . , X6) +N(X7, X8)} (mod π2)
and
Q2(X
¯
) ≡ N(X1, X2) + π{X3L1(X5, . . . , X8) +X4L2(X5, . . . , X8)
+X1L5(X1, . . . , X8) +X2L6(X1, . . . , X8)
+N
(
L3(X5, X6), L4(X5, X6)
)} (mod π2),
where L1, . . . , L4 are lifts of ℓ1, . . . , ℓ4. According to our hypotheses there is
a non-trivial point x
¯
∈ k8v for which Q1 = Q2 = 0. By a suitable rescaling
we may suppose that x
¯
has entries in Ov, at least one of which is a unit.
Since π | Q2(x
¯
) we deduce that π | N(x1, x2), whence π | x1, x2. Then, since
π | Q1(x
¯
) we deduce that π | N(x3, x4), leading to π | x3, x4. We next use
the fact that π2 | Q2(x
¯
), which shows that π | N(L3(X5, X6), L4(X5, X6)).
This implies π | L3(x5, x6), L4(x5, x6), and since the forms L3 and L4 are
independent modulo π we find that π | x5, x6. Finally, since π2 | Q1(x
¯
) we
obtain π | N(x7, x8), leading to π | x7, x8. We therefore have π | x
¯
, contrary
to our assumption. Hence it is impossible for q′2 to take the shape (9.2). We
therefore conclude that in every case the pencil contains a form which splits
off 3 hyperbolic planes. This concludes the proof of Lemma 8.1.
10 The Case R = 6
We next suppose that R(q1, q2) = 6, and prove the following result.
Lemma 10.1 Suppose that #Fv ≥ 16. Let Q1, Q2 be a minimized pair of
forms with a common zero over kv. Then if R(q1, q2) = 6 there is at least
one form in the pencil < Q1, Q2 > which splits off three hyperbolic planes.
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In view of Lemma 5.2 we may assume that r(q1, q2) ≥ 5. Since we have
R(q1, q2) = 6 we may write qi(X
¯
) = q′i(X1, . . . , X6) for i = 1, 2. We now
consider the forms Si given by (9.1). These will have coefficients in Ov, so
that we may define si as the reduction Si over Fv. The forms s1 and s2
cannot have a common zero over Fv by Lemma 4.3.
We first consider the possibility that s1 and s2 are proportional. Then by
considering appropriate linear combinations of Q1 and Q2 we may suppose
indeed that s1 = 0. We now examine the forms (V1, V2) = (Q1, Q2)
U
T where
T = diag(π, . . . , π, 1, 1) and U = diag(π−2, π−1). The forms V1, V2 will be
integral, while T and U satisfy (4.2). Thus V1 and V2 are minimized. More-
over, if v2 is the reduction of V2 to Fv then rank(v2) ≤ 2. It then follows
from Lemma 8.1 that the pencil < V1, V2 > contains a form which splits off
three hyperbolic planes, and the required conclusion then follows, subject to
our assumption that s1 and s2 are proportional.
If r(s1, s2) = 1, then every non-trivial linear combination has rank at
most one, and hence has a zero. Otherwise, since we are now supposing
that s1 and s2 are not proportional and have no common zero, Lemma 8.3
shows that there are at least 1
2
(#Fv − 1)2 non-trivial linear combinations
as1+ bs2 with a non-trivial zero. In contrast, at most 6(#Fv− 1) non-trivial
linear combinations aq1 + bq2 can have rank smaller than r(q1, q2), as one
sees by considering the corresponding determinant, or half determinant, as
a binary form in a and b. It follows that if #Fv > 13 then there is at least
one form aq1 + bq2 with rank at least 5, such that as1 + bs2 has a non-
trivial zero. By a change of variable between X7 and X8 we may arrange
that as1 + bs2 vanishes at (1, 0). Let us suppose, say, that a 6= 0. Then
s2(1, 0) cannot vanish, since (1, 0) cannot be a common zero of s1 and s2.
Thus, on replacing Q1 by aQ1+ bQ2 we may suppose that rank(q1) ≥ 5, that
s1(1, 0) = 0 and that s2(1, 0) 6= 0. Since rank(q1) ≥ 5 we know that q1 splits
off at least two hyperbolic planes, whence we may make a change of variable
so as to put q1 into the form X1X2 +X3X4 + q3(X5, X6). On interchanging
the variables X5 and X7 we now see that our forms are in the correct shape
for an application of Lemma 7.3, which provides a suitable form splitting off
3 hyperbolic planes.
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11 Completion of the Proof of Theorem 2 —
The Case R = 7
We turn now to the final case, in which R(q1, q2) = 7.
Lemma 11.1 Suppose that #Fv ≥ 32. Let Q1, Q2 be a minimized pair of
forms with a common zero over kv. Then if R(q1, q2) = 7 there is at least
one form in the pencil < Q1, Q2 > which splits off three hyperbolic planes.
Our argument will depend on the following result, which we prove at the
end of this section.
Lemma 11.2 Let q1 = Y0Y1+ s1(Y1, Y2, Y3) and q2 = Y0Y2+ s2(Y1, Y2, Y3) be
quadratic forms over a finite field Fv with #Fv ≥ 32. Suppose that q1(0, 0, 1)
and q2(0, 0, 1) are not both zero. Then either the forms have a singular com-
mon zero over Fv, or there are at least 5(#Fv−1) non-zero pairs (a, b) ∈ F 2v
for which aq1 + bq2 is a sum of two hyperbolic planes.
We now present our proof of Lemma 11.1. In view of Lemmas 4.1 and 5.2
we may restrict attention to the cases r = 5 and r = 6. Hence Lemma 3.5
shows that we may take
q1(X
¯
) = q3(X1, . . . , X5) +X6ℓ(X1, . . . , X6)
and
q2(X
¯
) = q4(X1, . . . , X5) +X6X7
with rank(q3) = r(q3, q4) = r − 2 = 3 or 4, and R(q3, q4) = 4 or 5.
We begin by considering the easy case in which R(q3, q4) = 5. Here
we may make a second application of Lemma 3.5 and a further change of
variables so as to write
q1(X
¯
) = q5(X1, X2, X3) +X4ℓ
′(X1, . . . , X4) +X6ℓ(X1, . . . , X6)
and
q2(X
¯
) = q6(X1, X2, X3) +X4X5 +X6X7
with rank(q5) = r(q5, q6) = r− 4 = 1 or 2. If R(q5, q6) = 3 Lemma 3.5 would
show that q5 and q6 have a common linear factor. This however would allow
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q1 and q2 to be written in the form (4.4), contradicting the minimality of the
pair Q1, Q2. Thus R(q5, q6) ≤ 2, so that we can write
q1(X
¯
) = q5(X1, X2) +X4ℓ
′(X1, . . . , X4) +X6ℓ(X1, . . . , X6)
and
q2(X
¯
) = q6(X1, X2) +X4X5 +X6X7.
If we now set T = diag(π, π, 1, π, 1, π, 1, 1) and U = diag(π−1, π−1) we see
that U and T satisfy (4.2), and that the forms (Q1, Q2)
U
T = (V1, V2), say, are
integral. Thus V1 and V2 are also minimized. However one readily checks
that if v1 and v2 are the reductions of V1 and V2 to Fv then R(v1, v2) ≤ 6,
since v1 and v2 contain no terms in X1 and X2. Thus our previous results
show that the pencil < V1, V2 > contains a form splitting off three hyperbolic
planes, and this suffices for the lemma.
We may therefore restrict our attention to the case in which R(q3, q4) = 4
and r(q3, q4) = 3 or 4. Thus we may assume that
q1(X
¯
) = q3(X1, . . . , X4) +X6ℓ(X1, . . . , X6)
and
q2(X
¯
) = q4(X1, . . . , X4) +X6X7.
Since R(q1, q2) = 7 the variable X5 must genuinely occur in ℓ(X1, . . . , X6)
and so we can make a change of variable to obtain
q1(X
¯
) = q3(X1, . . . , X4) +X6X5
and
q2(X
¯
) = q4(X1, . . . , X4) +X6X7.
We proceed to write
Q1(X
¯
) = Q3(X1, . . . , X4) +X5X6
+ π{Q5(X5, . . . , X8) +
8∑
i=5
XiL
(1)
i (X1, . . . , X4)}
and similarly
Q2(X
¯
) = Q4(X1, . . . , X4) +X6X7
+ π{Q6(X5, . . . , X8) +
8∑
i=5
XiL
(2)
i (X1, . . . , X4)},
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for suitable integral quadratic forms Q3, . . . , Q6 and linear forms L
(j)
i such
that the reductions Q3 and Q4 are q3 and q4 respectively. We note that π
cannot divide both Q5(0, 0, 0, 1) and Q6(0, 0, 0, 1), by Lemma 4.3.
We now examine (G1, G2) = (Q1, Q2)
U
T , where
T = diag(π, π, π, π, 1, π, 1, 1) and U = diag(π−1, π−1). (11.1)
Then
G1(X
¯
) = πQ3(X1, . . . , X4) +H1(X5, . . . , X8) + π
8∑
i=5
XiM
(1)
i (X¯
)
and
G2(X
¯
) = πQ4(X1, . . . , X4) +H2(X5, . . . , X8) + π
8∑
i=5
XiM
(2)
i (X¯
)
for appropriate linear forms M
(j)
i , with
H1(X5, . . . , X8) = X5X6 +Q5(X5, 0, X7, X8)
and
H2(X5, . . . , X8) = X6X7 +Q6(X5, 0, X7, X8).
Thus G1 and G2 will be integral forms, but since | det(U)|2v| det(T )|v < 1 the
pair G1, G2 will not be minimized. If we denote the reductions of H1 and
H2 by h1 and h2 respectively we see that they are in the right shape for an
application of Lemma 11.2, after a re-labelling of the variables. In view of
the alternative conclusions of the lemma there are now two cases to consider.
11.1 Case 1.
If h2 and h2 have a singular common zero over Fv, there will be a change of
variable putting them into the shape
hi(X
¯
) = ciX5ℓ(X6, X7, X8) + wi(X6, X7, X8) (i = 1, 2).
A further substitution allows us to write
hi(X
¯
) = ciX5X6 + w
′
i(X6, X7, X8) = X6λi(X5, . . . , X8) + w
′
i(0, X7, X8)
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for i = 1, 2 and appropriate linear forms λ1, λ2. Hence if we apply the
transforms
T = diag(1, 1, 1, 1, 1, 1, π, π, π) and U = diag(π−1, π−1) (11.2)
the forms (G1, G2)
U
T = (V1, V2) say, will be integral. However if we label the
transforms (11.1) as T1 and U1, and the transforms (11.2) as T2 and U2, we
see that T1T2 and U1U2 satisfy (4.2), so that V1, V2 must be minimized. On
the other hand one sees that R(V1, V2) ≤ 6. Thus Lemmas 4.2, 5.1, 6.1 and
10.1 show that the pencil < V1, V2 > contains a form which splits off three
hyperbolic planes, which suffices for the present lemma.
11.2 Case 2.
Suppose next that there are at least 5(#Fv − 1) non-zero pairs (a, b) ∈ F 2v
for which ah1 + bh2 is a sum of two hyperbolic planes. Since r(q3, q4) = 3 or
4 there are at most 4(#Fv − 1) non-zero pairs (a, b) ∈ F 2v for which aq3+ bq4
has rank less than 3. Thus there is at least one pair such that ah1 + bh2 is a
sum of two hyperbolic planes and aq3+bq4 splits off a hyperbolic plane. Now
take a′, b′ ∈ Ov to be arbitrary lifts of a and b, and consider G = a′G1+ b′G2.
This will take the shape
G(X
¯
) = πG3(X1, . . . , X4) +G4(X5, . . . , X8) + π
8∑
i=5
XiMi(X
¯
),
where G3 splits off a hyperbolic plane, and G4 is a sum of two hyperbolic
planes.
According to Lemma 2.2 we may make a change of variable so that G
becomes
X5X6 +X7X8 + πG5(X1, . . . , X4)
with G5 = G3. A second application of Lemma 2.2 then shows that G5 splits
off a hyperbolic plane, so that the pencil < G1, G2 > contains the form G
which splits off three hyperbolic planes. This establishes Lemma 11.1 in Case
2.
We end this section by establishing Lemma 11.2. We suppose for the proof
that r(q1, q2) = 4 since otherwise Lemma 3.6 provides a singular common
zero. Without loss of generality we will assume that q1(0, 0, 1) 6= 0. We may
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then replace q2 by q2+aq1 with a suitable value of a, and substitute Y2+aY1
for Y2 so as to produce a form in which q2(0, 0, 1) = 0. We can then write
q2(Y0, . . . , Y3) = Y2
(
Y0 + λ(Y1, Y2, Y3)
)
+ Y1ℓ(Y1, Y3).
We proceed to substitute Y0 + λ(Y1, Y2, Y3) for Y0 so that
q2(Y0, . . . , Y3) = Y0Y2 + Y1ℓ(Y1, Y3).
This transformation puts q1 into the shape
q1(Y0, . . . , Y3) = Y0Y1 + q3(Y1, Y2, Y3)
for some new quadratic form q3 with q3(0, 0, 1) = q1(0, 0, 1) 6= 0. Now, for
any a ∈ F we have
q1 + aq2 = Y0(Y1 + aY2) + q3(Y1, Y2, Y3) + aY1ℓ(Y1, Y3)
and on substituting Y1 + aY2 for Y1 this becomes
Y0Y1 + q3(Y1 − aY2, Y2, Y3) + a(Y1 − aY2)ℓ(Y1 − aY2, Y3)
=
(
Y0 + µ(Y1, Y2, Y3)
)
Y1 + q3(−aY2, Y2, Y3)− a2Y2ℓ(−aY2, Y3).
If det(q1 + aq2) 6= 0 this is a sum of two hyperbolic planes provided that
the binary form q3(−aY2, Y2, Y3) − a2Y2ℓ(−aY2, Y3) has a linear factor over
F . Since r(q1, q2) = 4 we need to exclude at most 4 values of a for which
det(q1 + aq2) vanishes.
We claim that, unless the forms q1 and q2 have a singular common zero
over Fv, there are at least 9 values of a such that the polynomial
fa(U) = q3(−a, 1, U)− a2ℓ(−a, U)
has a root u ∈ Fv. There will then be at least 5 values with the additional
property that det(q1 + aq2) 6= 0, and then bq1 + abq2 will be a sum of two
hyperbolic planes for any non-zero b ∈ Fv. Thus the claim suffices for the
proof of Lemma 11.2.
The coefficient of U2 in fa(U) is q3(0, 0, 1) 6= 0 so that fa(U) is quadratic
in U for every value of a. Since there are at most two roots u for any value
of a it will therefore suffice to show that the curve
X : f(U, V ) = fV (U) = 0
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has at least 18 affine points over Fv.
We first consider the case in which ℓ does not vanish identically, so that X
is a curve of degree 3. If X is absolutely irreducible the number of projective
points over Fv is at least #Fv +1− 2
√
#Fv ≥ 21, by the Hasse–Weil bound.
At most three of these can be at infinity, so that there are at least 18 affine
points, as required. If X contains a line defined over Fv there are at least
#Fv + 1 ≥ 33 projective points and we have the same conclusion. There
remains the possibility that X splits into three cubic conjugate lines. However
this case cannot arise since F (U, V ) contains no term in U3 and a non-zero
term q3(0, 0, 1)U
2. This completes the proof in the case in which ℓ does not
vanish identically.
In the alternative case in which ℓ vanishes identically, q2 reduces to Y0Y2
and f(U, V ) becomes q3(−V, 1, U). If rank(q3) = 3, the curve X has #Fv+1
projective points over Fv, of which at most two lie at infinity. We may then
complete the argument as before. Finally, if rank(q3) ≤ 2 we can write
q1 = Y0Y1 + q4
(
ℓ1(Y1, Y2, Y3), ℓ2(Y1, Y2, Y3)
)
and q2 = Y0Y2
for suitable linear forms ℓ1, ℓ2 over Fv. If we choose a non-zero point y
¯
over
Fv, such that
y0 = ℓ1(y1, y2, y3) = ℓ2(y1, y2, y3) = 0
we then see that y
¯
is a singular common zero for q1 and q2. This completes
the proof of the lemma in this second case.
12 Global Forms Splitting Off 3 Hyperbolic
Planes
Our task now is to deduce Theorem 1 from Theorem 2. In doing this we will
be inspired by the plan outlined by Colliot-The´le`ne, Sansuc and Swinnerton-
Dyer [7, Remark 10.5.3]. However our argument looks somewhat different
from that which they proposed.
We begin by producing a global statement related to Theorem 2.
Proposition 1 Let k be a number field for which every prime ideal has ab-
solute norm at least 32, and let Q1(X1, . . . , X8) and Q2(X1, . . . , X8) be two
quadratic forms such that the projective variety Q1(X
¯
) = Q2(X
¯
) = 0 is non-
singular and has a point over every completion kv of k. Then there exist
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a, b ∈ k such that aQ1 + bQ2 has rank 8 and splits off at least 3 hyperbolic
planes.
Our first move will be to establish a variant of Theorem 2 for archimedean
valuations.
Lemma 12.1 Let Q1(X1, . . . , X8) and Q2(X1, . . . , X8) be quadratic forms
over R, such that the projective variety Q1(X
¯
) = Q2(X
¯
) = 0 is nonsingular.
Then there is a non-trivial linear combination aQ1 + bQ2 which splits off at
least 3 hyperbolic planes.
We prove this by adapting an argument of Swinnerton-Dyer [12, §4]. Let
Fθ(z) = det
(
(sin θ)Q1 + (cos θ)Q2 − zI
)
.
This is a polynomial with real roots. For any open interval I ⊆ R let nI(θ)
denote the number of roots of Fθ(z), counted according to multiplicity, lying
in I. If I = (a, b) is a finite interval, and Fθ(z) is non-zero at z = a and
z = b, we will have
n(a,b)(θ) =
1
2πi
∫
Γ
F ′θ(z)
Fθ(z)
dz,
where Γ is the path from a− i to b− i to b+ i to a+ i and back to a− i. This
formula makes it clear that there is a neighbourhood of θ on which n(a,b)(φ)
is constant, whenever Fθ(a) and Fθ(b) are non-zero.
We now write n+(θ), n−(θ), n0(θ) for the number of roots of Fθ(z) which
are positive, negative, or zero, respectively. It follows from the above that n+
and n− are locally non-decreasing. Moreover, since the variety Q1 = Q2 = 0
is nonsingular Lemma 3.1 shows that n0(θ) = 0 or 1. We also observe that
n+(θ) = n−(θ+ π) and n−(θ) = n+(θ+ π), so that either n+(θ) or n+(θ+ π)
must be at least 4. Suppose that n+(θ) ≥ 4 and let
θ0 = sup{ξ ∈ [θ, θ + π] : n+(ξ) ≥ 3}.
If n+(θ0) ≥ 5 one must have θ0 = θ+π, since n+ is locally non-decreasing to
the right of θ0. This however is impossible since
n+(θ + π) = n−(θ) ≤ 8− n+(θ) ≤ 4.
On the other hand, if n+(θ0) ≤ 4 we have n−(θ0) ≥ 3. Thus there is an
interval (θ0 − δ, θ0] on which n− ≥ 3. However it follows from the definition
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of θ0 as a supremum that there is a point φ ∈ (θ0−δ, θ0] such that n+(φ) ≥ 3,
whence min
(
n+(φ), n−(φ)
) ≥ 3. Thus (sinφ)Q1 + (cosφ)Q2 has at least 3
positive eigenvalues, and at least 3 negative ones, so that it will split off at
least 3 hyperbolic planes over R. This completes the proof of Lemma 12.1.
Moving now to our treatment of Proposition 1, we begin by replacing Q1
and Q2 by suitable scalar multiples, so that they are defined over Ok. We
then define a set B consisting of all infinite places, all places above 2, and all
places corresponding to prime ideals dividing ∆(Q1, Q2), as given by (3.1)
and (4.1).
We now claim that for a place v not belonging to B, every nontrivial linear
combination Q = aQ1+bQ2 has rank(Q) ≥ 7, where Q is the reduction to Fv,
as usual. Then Q must split off three hyperbolic planes over kv, by Lemma
2.2.
To prove this latter claim we suppose for a contradiction that rank(Q) ≤ 6
forQ = aQ1+bQ2 with a, say, a unit inOv. After a suitable change of variable
in GL8(Ov) we can arrange that Q is a function of X1, . . . , X6 only. Then
det(xQ + yQ2) will be divisible by y
2. Thus if F (x, y) is given by (3.1) and
if π is a uniformizing element for kv then F (x, y) will have a repeated factor
modulo π, contradicting our assumption that π ∤ ∆(Q1, Q2). This suffices for
the proof of our claim.
We can now prove Proposition 1. Since every prime ideal of Ok has
absolute norm at least 32 we have #Fv ≥ 32 for every finite place v of k.
Then, according to Theorem 2 and Lemma 12.1, for every v ∈ B there is
a non-trivial pair av, bv of elements of kv such that avQ1 + bvQ2 splits off
3 hyperbolic planes in kv. If v is a finite place and Q = avQ1 + bvQ2 then
there is a change of variables in GL8(kv) transforming Q into X1X2+X3X4+
X5X6 + Q
′(X7, X8) with Q
′ defined over Ov. According to Lemma 2.2, any
other quadratic form congruent to this modulo π also splits off 3 hyperbolic
planes over kv. We therefore deduce that there is a positive real εv such that
aQ1 + bQ2 splits off 3 hyperbolic planes in kv whenever |a − av| < εv and
|b − bv| < εv. We may obtain the analogous conclusion for infinite places
by using the local non-decreasing property for the functions n+(θ), n−(θ)
introduced above.
By weak approximation, there are suitable elements a, b ∈ k satisfying
the additional condition that det(aQ1 + bQ2) 6= 0. Then to complete the
proof we merely note that a quadratic form splits off three hyperbolic planes
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over k if and only if it does so over every completion kv.
13 The Hasse Principle in the Absence of
Small Prime Ideals
Our next goal is the following major result, which establishes the Hasse
principle for fields which have no prime ideals with norm less than 32.
Proposition 2 Let k be a number field for which every prime ideal has ab-
solute norm at least 32, and let Q1(X1, . . . , X8) and Q2(X1, . . . , X8) be two
quadratic forms such that the projective variety
V : Q1(X
¯
) = Q2(X
¯
) = 0
is nonsingular and has a non-trivial point over every completion kv of k.
Then there is a non-trivial point over k.
We take Q to be the form aQ1 + bQ2 given by Proposition 1. Assuming
that a 6= 0, as we may by symmetry, the forms Q and Q2 then generate the
pencil < Q1, Q2 >k. The proof of Proposition 2 now depends on the following
lemma.
Lemma 13.1 There is a change of variable in GL8(k) such that
Q(X
¯
) = Q3(X1, . . . , X6) +X7L1(X
¯
) +X8L2(X
¯
)
and
Q2(X
¯
) = Q4(X1, . . . , X6) +X7L3(X
¯
) +X8L4(X
¯
)
with rank(Q3) = 4 and rank(Q4 + αQ3) ≥ 5 for every α ∈ k. Moreover Q3
and Q4 have a nonsingular common zero over every completion kv of k.
We will prove this in the next section, but first we show how it suffices for
Proposition 2.
We make a change of variable so that Q3 depends only on X1, . . . , X4.
Then if Q5(X5, X6) = Q4(0, . . . , 0, X5, X6) has rank less than 2, or is a hyper-
bolic plane, it will have a non-trivial zero x5, x6 over k, whence V will have a
non-trivial point at (0, . . . , 0, x5, x6, 0, 0). We may therefore assume that Q5
is anisotropic over k. We then have Q5(x5, x6) = 0 for a point (x5, x6) defined
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only over a quadratic extension of k, so that the variety Q3 = Q4 has a pair
of conjugate singular points. We now apply the following result, which is a
consequence of Theorem 9.6 of Colliot-The´le`ne, Sansuc and Swinnerton-Dyer
[7].
Lemma 13.2 Let Q3(X1, . . . , X6) and Q4(X1, . . . , X6) be quadratic forms
over a number field k, such that the projective variety Y : Q3 = Q4 = 0 is
absolutely irreducible of codimension 2, and is not a cone. Suppose that Y
has a pair of conjugate singular points over k, and assume further that the
pencil < Q3, Q4 >k does not contain two independent forms of rank 4. Then
if Y has nonsingular points over every completion of k it will have a point
over k.
We proceed to investigate the possibility that Y might be a cone, or
might fail to be absolutely irreducible of codimension 2. It is trivial that Y
has a point over k if Y is a cone. Moreover if Y is not absolutely irreducible
of codimension 2 then, according to Lemma 3.2, either rmin(Q3, Q4) ≤ 2
or r(Q3, Q4) ≤ 4, in the notation of §3. In the first case we would have
a1Q3 + a2Q4 = R(X1, X2) say, and hence
a1Q+ a2Q2 = R(X1, X2) +X7L
′(X1, . . . , X8) +X8L
′′(X1, . . . , X8),
say. This however has rank at most 6 in contradiction to Lemma 3.1. Thus
we cannot have rmin(Q3, Q4) ≤ 2. On the other hand, if r(Q3, Q4) ≤ 4 < 6
then Lemma 3.3 provides a k-point, given by taking x1 = . . . = xr = 0 and
xR = 1 in the notation of the lemma.
Thus in any cases in which Lemma 13.2 is not applicable we will auto-
matically have a point on Y defined over k. Thus Proposition 2 follows from
Lemma 13.2.
14 Proof of Lemma 13.1
Lemma 13.1 requires us to control both local solvability and ranks, and we
begin by investigating the local solvability condition. Our first result is the
following.
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Lemma 14.1 Let S1(X1, . . . , Xn) and S2(X1, . . . , Xn) be quadratic forms
over k such that rmin(S1, S2) ≥ 5 and r(S1, S2) ≥ 7. Then there is a fi-
nite set B = B(S1, S2) of places of k such that for any v 6∈ B, and any linear
form L(X1, . . . , Xn) defined over k, the variety
VL : S1 = S2 = L = 0
has a nonsingular point over kv.
Without loss of generality we may assume that S1, S2 and L are defined
over Ok. Moreover, if L(X1, . . . , Xn) =
∑
ℓiXi we can multiply L by a
suitable constant so that the ideal generated by ℓ1, . . . , ℓn has norm at most
ck, the Minkowski constant. We shall require B to include all the infinite
places, together with all finite places corresponding to prime ideals of norm
at most ck.
When v 6∈ B at least one coefficient, ℓn say, of L is a unit in Ov. We may
then replace the variety VL by S1,L(X1, . . . , Xn−1) = S2,L(X1, . . . , Xn−1) = 0,
where
Si,L(X1, . . . , Xn−1)
= Si
(
X1, . . . , Xn−1,−ℓ−1n (ℓ1X1 + . . . , ℓn−1Xn−1)
)
, (i = 1, 2).
and ask whether the variety S1,L = S2,L = 0 has a nonsingular point in kv.
It follows from the Lang–Weil theorem [9] that there is a constant C
depending only on n, such that the variety
VL : S1,L = S2,L = 0
has a nonsingular point over Fv provided firstly that it is absolutely irre-
ducible of codimension 2, and secondly that #Fv ≥ C. By Hensel’s Lemma
these conditions then suffice for the existence of a nonsingular point on VL
over kv. We therefore require B to include all places corresponding to prime
ideals of norm at most C, and all places such that there is some linear form
L for which the variety VL fails to be absolutely irreducible of codimension
2 over Fv. In view of Lemma 3.2 it is sufficient to add places for which there
is some linear from L having either
rmin(S1,L, S2,L) ≤ 2 (14.1)
or
r(S1,L, S2,L) ≤ 4. (14.2)
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Thus VL will always have a nonsingular point over kv when v 6∈ B, and it
remains to prove that B is finite. We begin by considering those v for which
(14.1) holds for some L. Thus there exist a, b ∈ Fv, not both zero, and forms
q, ℓ1, ℓ2 over Fv, such that
a1S1,L + bS2,L = ℓ1ℓ2.
We then deduce that there is a third form ℓ3 such that
a1S1 + bS2 = ℓ1ℓ2 + Lℓ3.
Thus the 5× 5 minors of the matrix M(XS1+Y S2), which are binary forms
in X and Y , all vanish at X = a, Y = b. However the 5 × 5 minors of
M(XS1 + Y S2) cannot have a common zero, since rmin(S1, S2) ≥ 5. Thus
there are two of them which have a non-zero resolvent Res ∈ Ov say. This
gives us an element depending only on S1 and S2. However the minors can
only have a common zero over Fv when Res = 0, and this can only happen
for a finite set of places v.
In the alternative case for which (14.2) holds, any linear combination
a1S1 + bS2 differs from the corresponding form a1S1,L + bS2,L by a multiple
of L, so that
rank
(
a1S1 + bS2
) ≤ rank(a1S1,L + bS2,L)+ 2 ≤ 4 + 2
for every pair a1, a2 ∈ Fv. Hence all 7 × 7 minors of M(XS1 + Y S2) must
vanish identically. However the 7 × 7 minors of M(XS1 + Y S2) cannot all
vanish identically, since r(S1, S2) ≥ 7. Thus there is some non-zero coefficient
µ of some minor, such that (14.2) can hold only when µ = 0. This too can
hold only for a finite set of places v. We have therefore shown that we can
take B to be finite, thereby completing the proof of Lemma 14.1.
In our next result we handle the remaining places.
Lemma 14.2 Let S1(X1, . . . , Xn) and S2(X1, . . . , Xn) be quadratic forms
over k such that the variety S1 = S2 = 0 has a nonsingular point over
every completion kv. Suppose that rmin(S1, S2) ≥ 5 and r(S1, S2) ≥ 7, and
that S1 splits off two hyperbolic planes.
If P is a nonsingular projective point on S1 = 0, defined over k, let
LP (X1, . . . , Xn) = 0 be the tangent hyperplane to S1 = 0 at P . Then there is
a Zariski-dense set of such P for which the variety
V(P ) : S1(X1, . . . , Xn) = S2(X1, . . . , Xn) = LP (X1, . . . , Xn) = 0
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has a nonsingular point over every completion kv.
Although the lemma requires S1 = S2 = LP = 0 to have nonsingular solu-
tions for every place v it is clear that Lemma 14.1 may be applied, producing
a finite set B of places outside which a nonsingular solution is guaranteed
for any linear form LP .
For each v ∈ B we have a nonsingular point x
¯v
= (x1v, . . . , xnv) ∈ knv on
S1 = S2 = 0. Since x
¯v
is nonsingular we haveM(S1)x
¯v
6= 0
¯
. We now consider
the codimension 2 quadric defined over kv by
Q : S1(X
¯
) = X
¯
tM(S1)x
¯v
= 0.
Since S1 splits off two hyperbolic planes over k we may write it as
S1(X
¯
) = X1X3 +X2X4 + S3(X5, . . . , Xn),
after a change of variable. We then choose non-zero points
y
¯
= (a, b, 0, . . . , 0) and z
¯
= (0, 0, c, d, 0, . . . , 0)
over kv, both lying on the hyperplane X
¯
tM(S1)x
¯v
= 0. Thus both y
¯
and z
¯
lie on the quadric Q. Moreover
∇S1(y
¯
) = (0, 0, a, b, . . . , 0) and ∇S1(z
¯
) = (c, d, 0, . . . , 0).
Since these cannot both be proportional to M(S1)x
¯v
we deduce that Q has
at least one nonsingular point, w
¯ v
say, over kv. When an irreducible quadric
has a nonsingular point over an infinite field such points are automatically
Zariski-dense. Thus in our case the available points w
¯ v
cannot be restricted
to a line. We may therefore suppose that our point w
¯v
is chosen so that
M(S1)w
¯v
does not lie on the line through M(S1)x
¯v
and M(S2)x
¯v
.
We therefore have
S1(x
¯v
) = S2(x
¯v
) = S1(w
¯ v
) = 0,
w
¯
t
vM(S1)x¯v
= 0,
∇S1(w
¯v
) 6= 0
¯
,
and
rank

∂S1(x
¯v
)
∂X1
. . .
∂S1(x
¯v
)
∂Xn
∂S2(x
¯v
)
∂X1
. . .
∂S2(x
¯v
)
∂Xn
∂S1(w
¯ v
)
∂X1
. . .
∂S1(w
¯ v
)
∂Xn
 = 3. (14.3)
48
Thus Pv = w
¯v
is a nonsingular point on S1 = 0, and x
¯v
is a nonsingular point
on the variety V(Pv) defined in the lemma.
For each place v there is a 3× 3 determinant ∆(x
¯v
,w
¯ v
) formed from the
matrix (14.3) such that ∆(x
¯v
,w
¯ v
) 6= 0. If |∆(x
¯v
,w
¯v
)|v = δv then there is
a positive real εv such that |∆(x
¯v
,w
¯
)|v = δv whenever |w
¯
− w
¯ v
| < εv. We
now use weak approximation on the quadric Q1 = 0 to choose a point P = w
¯
suitably close to w
¯ v
for each v ∈ B. Since w
¯v
is a nonsingular point on Q1 = 0
the resulting point P will also be nonsingular. We then claim that, if w
¯
is
sufficiently close to w
¯ v
, the variety V(P ) will have a nonsingular point over
kv. This will follow from Hensel’s Lemma, using the starting value x
¯
= x
¯v
,
for which |∆(x
¯v
,w
¯
)|v = δv > 0 if w
¯
is close enough to w
¯v
. Moreover we
have Q1(x
¯v
) = Q2(x
¯v
) = 0, while LP (x
¯v
) can be made sufficiently small for
Hensel’s Lemma to apply, merely by taking w
¯
suitably close to w
¯ v
. Thus we
do indeed obtain a point on V(P ), and since the lifting argument for Hensel’s
Lemma preserves the value of |∆(x
¯
,w
¯
)|v we see that the resulting point is
nonsingular. This establishes Lemma 14.2, since we can use any point w
¯
sufficiently close to w
¯v
for each v ∈ B.
We are now ready to prove Lemma 13.1, which will require us to use
Lemma 14.2 twice. The hypotheses of Lemma 14.2 are satisfied for the forms
S1 = Q and S2 = Q2, since rmin(Q,Q2) ≥ 7. Let us write temporarily I for
the variety S1 = 0, andW for the variety S1 = S2 = 0, both considered in P7.
Each of these varieties is nonsingular. We now proceed to consider their dual
varieties I∗ and W∗. The reader should recall that the dual of a variety Y is
the closure of the set of hyperplanes which are tangent at a nonsingular point
of Y . For any variety Y ⊂ Pm, the dual Y∗ is a proper subvariety of Pm∗, and
is irreducible. Moreover we have (Y∗)∗ = Y . In our case I∗ will be a quadric
hypersurface. We claim that I∗ cannot be contained in W∗. Indeed since I∗
is an irreducible hypersurface and W∗ is an irreducible proper subvariety of
P7 the only situation in which one could have I∗ ⊆ W∗ is when I∗ = W∗.
However this would imply that
I = (I∗)∗ = (W∗)∗ =W.
The claim then follows since I 6=W.
It now follows from Lemma 14.2 that we may choose our point P so that
the hyperplane LP = 0 is not tangent to W. Thus the variety V(P ) will be
nonsingular. Since P is defined over k the hyperplane LP = 0 is also defined
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over k. We may therefore make a change of variables in GL8(k) so that the
hyperplane LP = 0 is X8 = 0. The forms S1 and S2 then become
Si(X
¯
) = Ti(X1, . . . , X7) +X8Li(X1, . . . , X8), (i = 1, 2)
say, with rank(T1) = 6 by Lemma 2.1. The conclusions of Lemma 14.2 imply
that the forms T1 and T2 have a nonsingular common solution over every
completion kv. Moreover the variety T1 = T2 = 0 will be nonsingular since
V(P ) is nonsingular. In particular Lemma 3.1 implies that rmin(T1, T2) = 6
and r(T1, T2) = 7. Moreover, as S1 = Q splits off three hyperbolic planes we
deduce that T1 splits off two hyperbolic planes.
We therefore see that the forms T1 and T2 satisfy the hypotheses for a
second application of Lemma 14.2. Since r(T1, T2) = 7 there are at most
7 linear combinations W = T2 + αT1 with α ∈ k such that rank(W ) < 7.
Let these be W1, . . . ,Wm, say. For each of these the variety Xi : Wi = 0 is
distinct from X : T1 = 0 so that, by the argument above, their duals, which
are irreducible quadric hypersurfaces, are different.
We may therefore choose P so that the hyperplane LP = 0 belongs to X ∗
but to none of the sets X ∗i . We now repeat the manoeuvres above. We make
a change of variables in GL7(k) so that the hyperplane LP = 0 is X7 = 0.
The forms T1, T2 then become
Ti(X1, . . . , X7) = Ui(X1, . . . , X6) +X7Mi(X1, . . . , X7), (i = 1, 2)
say. Lemma 2.1 shows that rank(U1) = rank(T1) − 2 = 4, while Lemma
14.2 tells us that U1 and U2 have a nonsingular common solution over every
completion kv.
We claim now that rank(U2+αU1) ≥ 5 for every α ∈ k. Since our change
of variables has transformed (T2 + αT1)(X1, . . . , X7) into
(U2 + αU1)(X1, . . . , X6) +X7Lα(X1, . . . , X7) (14.4)
for a suitable linear form Lα, we see that rank(U2+αU1) ≥ rank(T2+αT1)−2
for every α. This verifies the claim except when T2+αT1 is one of the forms
Wi above. Suppose then that T2 + αT1 = Wi. Since rmin(T1, T2) ≥ 6 we
know that rank(Wi) = 6. However, if rank(U2 + αU1) ≤ 4 then there are
independent linear forms λ1(X1, . . . , X6), . . . , λ6(X1, . . . , X6) say, such that
one can write U2 + αU1 as a form in λ1, . . . , λ4 alone. Thus (14.4) produces
Wi = U(λ1, . . . , λ4) +X7L(λ1, . . . , λ6, X7),
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say. Since rank(Wi) = 6 the linear form L(λ1, . . . , λ6, X7) must properly
contain at least one of λ5 or λ6. One then sees from (14.4) that the variety
Xi :Wi = 0 has a nonsingular point with λ1 = . . . = λ4 = X7 = 0 and L 6= 0.
The tangent hyperplane at this point would be X7 = 0, which is also the
tangent hyperplane of X : T1 = 0 at P . This however is impossible, since P
was chosen so that the hyperplane LP = 0 was in none of the dual varieties
X ∗i . This completes the proof of our claim.
We now see that the effect of our two applications of Lemma 14.2 is to
produce a change of variables putting Q and Q2 into the shape
Q(X
¯
) = U1(X1, . . . , X6) +X7L1(X
¯
) +X8L2(X
¯
)
and
Q2(X
¯
) = U2(X1, . . . , X6) +X7L3(X
¯
) +X8L4(X
¯
)
for suitable linear forms L1(X
¯
), . . . , L4(X
¯
), all defined over k. Moreover we
have arranged that the variety U1 = U2 = 0 has nonsingular points in every
completion kv of k, that rank(U1) = 4 and that rank(U2+αU1) ≥ 5 for every
α ∈ k. This therefore suffices for Lemma 13.1, and thereby also completes
our demonstration of Proposition 2.
15 Deduction of Theorem 1
In this final section we first show how to remove the condition that all prime
ideals of Ok have norm at least 32, and then explain why the weak approxi-
mation property holds automatically in our situation.
We begin by choosing a prime q ≥ 5 which does not divide [k : Q],
and we proceed to construct a number field Q(θ) of degree q over Q, such
that every prime ideal of OQ(θ) has norm at least 32. Clearly it suffice that
every rational prime p ≤ 31 is inert in Q(θ)/Q. For each such prime we
choose a monic polynomial fp(X) ∈ Z[X ] of degree q which is irreducible
modulo p. We then use the Chinese Remainder Theorem to produce a monic
polynomial f(X) ∈ Z[X ] of degree q, with f(X) ≡ fp(X) (mod p) for every
p ≤ 31. Then f is irreducible over Q since it is irreducible modulo 2, for
example. We claim that Q(θ) will be a suitable field, where θ is a root of
f(X). Let p ≤ 31 be prime. Then fp is irreducible modulo p, since it has
no repeated factors over Fp. Thus p ∤ Disc(θ), so that we may apply the
Kummer–Dedekind theorem to deduce that p is inert in Q(θ). It follows
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that N(P ) ≥ 32 for every prime ideal of OQ(θ), as required. Indeed we have
NQ(θ)/Q(I) ≥ 32 for every non-trivial integral ideal I.
We now consider the field k′ = k(θ). If P is a prime ideal of Ok′ then
Nk′/Q(P ) = NQ(θ)/Q
(
Nk′/Q(θ)(P )
) ≥ 32.
We also note that [k′ : Q] = [k′ : Q(θ)][Q(θ) : Q], and [k′ : Q] = [k′ : k][k : Q],
so that both [Q(θ) : Q] = q and [k : Q] divide [k′ : Q]. It follows that q[k : Q]
divides [k′ : Q], since we chose q to be coprime to [k : Q]. On the other
hand it is clear that [k(θ) : k] ≤ q, whence [k′ : Q] ≤ q[k : Q]. We therefore
conclude that [k′ : Q] = q[k : Q], so that [k′ : k] = q.
Since V has points over every completion of k it will also have points over
every completion of k′. Thus Proposition 2 is applicable, and shows that V
has a point x
¯
= (x1, . . . , x8) say, over k
′. It follows that the quadratic form
Q1(X
¯
) + TQ2(X
¯
), which is defined over the function field k′(T ), has a non-
trivial point at x
¯
. However Q1(X
¯
) + TQ2(X
¯
) is also defined over the subfield
k(T ), and [k′(T ) : k(T )] = [k′ : k] = q, which is odd. It therefore follows
from a result of Springer [11] that Q1(X
¯
) + TQ2(X
¯
) has a zero over k(T ).
Finally, we apply the Amer–Brumer Theorem [1, §3, Satz 7], [4], which we
state as follows.
Lemma 15.1 Let S1(X1, . . . , Xn) and S2(X1, . . . , Xn) be quadratic forms de-
fined over a field K of characteristic not equal to 2. Then if S1 + TS2 has
a non-trivial zero over the function field K(T ), the forms S1 and S2 have a
simultaneous zero over K.
We therefore conclude that our forms Q1 and Q2 have a simultaneous zero
over k.
It remains to show that V has the weak approximation property. This
however is a direct consequence of Theorem 3.11 of Colliot-The´le`ne, Sansuc
and Swinnerton-Dyer [6].
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