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The NANOGrav collaboration aims to detect low frequency gravitational waves by
measuring the arrival times of radio signals from pulsars. A confirmation of such a
gravitational wave signal requires timing tens of pulsars with a precision of better
than 100 nanoseconds for around 10 – 25 years. A crucial component of the success
of pulsar timing relies on understanding how the interstellar medium affects timing
accuracy. Current pulsar timing models account only for the large-scale dispersion
delays from the ISM. As a result, the relatively small-scale propagation effects
caused by scattering are partially absorbed into the dispersion delay component
of the model.
In this thesis we developed a model that accounted for both dispersion delay
and scattering delay. In addition to the two observable quantities used in the
NANOGrav model, we also included the slopes of those two observables. We then
simulated data describing motion of a pulsar through the interstellar medium over
11 years. We used a weighted linear least squares formalism to solve the system
of four equations and two parameters at every epoch of measurement in order to
remove the effects of dispersion and scattering from the data as fully as possible.
This model was successful at removing these effects. A comparison of the NANOGrav
model and our 4-observable model is shown in Figure 5.6.
Figure 5.6: Residuals at ν = 1 GHz (R1) for both the NANOGrav (top) and
4-observable (bottom) models. In regions where scattering is substantial, the
NANOGrav analysis shows heightened uncertainty and unmodeled structure in
the residuals compared to our 4-observable analysis.
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Chapter 1
Introduction
1.1 Motivation: Pulsars & Pulsar Timing
1.1.1 Pulsars
Pulsars are neutron stars that are formed when a massive star collapses during a
supernova. As pulsars rotate, they emit radiation along the orientation of their
magnetic poles. This causes a sweeping lighthouse effect producing periodic pulses
of radio waves when at least one portion of this collimated radio beam intersects
the Earth.
A special type of pulsar, known as a millisecond pulsar, is formed when an older
neutron star in a binary system with a main sequence star begins to accrete mass
from its companion star. This accretion causes the neutron star to spin up rapidly,
resulting in a pulsar that can have a rotation period on the order of tens of mil-
liseconds or less.
A neutron star revived in such way has many desirable characteristics for the
purposes of high accuracy timing. For starters, their rapid spin periods result
in pulse widths that are much narrower than ordinary pulsars, which makes it
easier to make precise timing measurements. Another benefit of millisecond pul-
sars stems from the age at which they undergo mass accretion. Since the neutron
stars that form millisecond pulsars are typically hundreds of millions or billions
of years old, their behavior tends to be predictable, meaning they rarely experi-
ence rapid changes in period [1]. Additionally, their old age means their magnetic
1
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fields have decayed by around 4 orders of magnitude, resulting in a much slower
spin-down rate (period derivative) [1]. This means that measurements of these
pulsars will have much lower levels of timing noise. All of these unique features
make millisecond pulsars very accurate clocks, which has allowed us to time them
to microsecond and sub-microsecond precision. The distinct nature of these prop-
erties in millisecond pulsars relative to other pulsars is made apparent by Figure
1.1.
Figure 1.1: Relation of period to period derivative (spin-down rate) for all
known neutron stars outside of globular clusters, taken from [1]. The ascending
diagonal dashed lines represent the ages of the neutron stars in years, while the
descending diagonal dashed lines represent the magnetic field strength in gauss.
All of the millisecond pulsars are grouped in the bottom left corner, with ages,
periods, period derivatives, and magnetic fields that are noticeably distinct from
all other pulsars shown.
1.1.2 Pulsar Timing
Pulsar timing is done by measuring the arrival times of radio pulses at a radio
telescope at typically, several different observing frequencies. A timing model is
then compared to these arrival times, with the difference between them being the
timing residuals
R = tobs − tmodel. (1.1)
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A typical timing model can take into account such physical parameters as the
pulsar’s rotational period (P ), period derivative (Ṗ ), location on the sky, proper
motion, parallax, and binary orbital motion. All of the properties mentioned in
the above model are frequency independent.
There are also frequency-dependent effects that need to be accounted for, with
many of these effects being attributable to the propagation of a pulsar’s radio waves
through the interstellar medium (discussed in detail later in this chapter), but a
significant frequency-dependent effect also originates from frequency-dependent
pulse profile evolution.
As shown in Figure 1.2, observations at different frequencies produce substantially
different “average profiles,” that is a synchronous average of several 10’s of seconds
worth of data representing between a few thousand and a few hundred thousand
individual pulses. Pulsar timing relies on predicting not just the arrival time of
the center of the profile or of one of the edges, but rather of all of the components,
making it important to understand how a profile may change based on the observ-
ing frequency. Observing at different frequencies also means that we are probing
different structures in the interstellar medium, since higher radio frequencies are
not scattered or dispersed as much as lower radio frequencies. This complicates
the separation between profile evolution and the interstellar medium. However,
we can still separate out the effects, since frequency-dependent profile evolution
should not depend on the observing epoch.
Pulsar timing is especially important in the realm of gravitational wave detection.
1.1.3 Gravitational Wave Detection
As gravitational waves pass by pulsars, they cause correlated structure in timing
residuals as a function of each pulsar’s location on the sky [6]. A confirmation of
such a gravitational wave signal requires timing tens of pulsars with a precision
of better than 100 nanoseconds for around 10-25 years. It can be shown that the
probability of detecting gravitational waves within a certain time frame increases
as more pulsars are added to the timing array and how often they are observed
(the cadence) increases [7].
Upon detection the discovery would be the next step in ushering in the era of
gravitational wave astrophysics. Similar to how different frequencies of light can
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Figure 1.2: Template and data for the pulse profile evolution as a function
of observing frequency for PSR B0809+74, as done by [2] The structure of
the pulse profile is heavily dependent on the observing frequency, with this
particular pulsar having its lower frequencies showing two wider peaks, while
its higher frequencies show the peaks appearing to merge.
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Figure 1.3: Gravitational wave spectrum with strain h as a function of fre-
quency in hertz. Shown at the different strains and frequencies are the vari-
ous sources that may give rise to gravitational waves with such characteristics,
as well as the instruments that are capable of detecting emissions from those
sources. Credit: NANOGrav Physics Frontier Center
create new windows into the structure of the universe, different frequencies of
gravitational waves can allow us to study a wide range of gravitational phenomena.
Whereas an instrument like LIGO can observe higher frequency gravitational wave
systems such as orbiting stellar mass black holes and neutron stars, pulsar timing
arrays are sensitive to lower frequency gravitational waves that originate from
orbiting supermassive black holes.
1.2 The Interstellar Medium
Some of the most significant sources of time delay that need to be accounted for
in a pulsar timing model are propagation effects from the interstellar medium
(ISM), which is comprised of all of the gas and dust that exists between stars in
our galaxy. The majority of the gas in the ISM is comprised of neutral hydrogen,
ionized hydrogen, and molecular hydrogen. For the purposes of this paper, we will
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only be focusing on the effects of ionized hydrogen, as its effects on pulse arrival
times are by far the most significant.
Propagation effects due to passage through the interstellar medium (ISM) are
some of the most significant sources of time delay that need to be accounted for
in a pulsar timing model. The ISM is comprised of all of the gas and dust that
exists between stars in our galaxy. For the purposes of this paper, we will only be
focusing on the effects of ionized hydrogen, as its effects on pulse arrival times are
by far the most significant.
The ionized portion of the ISM originates from when high energy events or phe-
nomena such as stellar winds, stellar magnetospheres, and supernovae interact
with neutral hydrogen clouds and strip the hydrogen atoms of their electrons.
This results in a region of the ISM that is now partially composed of free elec-
trons. If a propagating radio wave passes through this ionized medium on its way
to one of our telescopes, for a given observing frequency νi, we would expect an
arrival time, ti, at our telescopes to be given by the equation




where t∞ is the expected arrival time for a measurement using an infinite observing
frequency (notice that the value of the second term approaches 0 as νi →∞), DM ,
otherwise known as dispersion measure, is the integrated column density of free
electrons along the line of sight to a pulsar, and K is a dispersion constant equal






where ne is the mean density of electrons (conventionally in units of cm
−3) and
d is the distance to the pulsar (conventionally in units of parsecs). The effects
of dispersion on time delay can be seen by looking at the second half of equation
1.2, which represents the time delay from the expected arrival time, t∞. As a
simple example, if a pulsar was observed at 1 GHz behind a region of the ISM
that contributed an extra amount to the DM of 10−3 pc cm−3 (typical of many
pulsars), this would introduce 4.15 µs of time delay. If left uncorrected, this effect
alone would prevent the accuracy necessary for gravitational wave detection.
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Dispersion is the most significant propagation effect from the ISM, and, in many
instances, is one of the most significant sources of time delay in a given pulsar’s
timing model. Additionally, since millisecond pulsars typically have transverse
velocities on the order of tens of kilometers per second, the region of the ISM that
is observed will depend on the epoch of observation [8]. As a result, the dispersion
measure for a pulsar will vary with time. Since it is not feasible to observe any
given pulsar on a daily basis, current pulsar models typically assume that the value
of dispersion measure is stationary over a certain number of days (typically one to
two weeks). In reality, the value of dispersion measure can change by 10−4− 10−5
pc cm−3 from day to day, which, while small, can still contribute significantly to
the overall estimate of timing error [9].
Most modern efforts for analyzing pulsar timing data use the pulsar timing pro-
grams TEMPO1 and TEMPO22. These programs take timing data in the form of
.tim files and model parameters in the form of .par files as input, perform a model
fit on the data, and return parameter values and uncertainties, timing residuals,
and other useful error analysis statistics. Parameter files can be further modified
to allow parameters to remain static or to evolve as a function of time. More
specifically, the parameter used to model dispersion measure, DMX, can addi-
tionally be modified to specify the time window over which dispersion measure is
calculated.
Another ISM propagation effect that could be important for gravitational wave
sensitivity but is currently not used in the NANOGrav timing model is scattering.
Like dispersion, scattering results from interactions between propagating radio
waves and free electrons in the ISM. Unlike dispersion, scattering occurs in local-
ized regions of the ISM, and is typically approximated as effects coming from a
thin screen within the ISM (Figure 1.4).
Ideally, we could determine dispersion measure and scattering measure infinitely
well by measuring time delays continuously across all frequencies. However, in
most cases we are limited to two or three radio bands during observations. Since
our time delay equation already has two free parameters, in most cases this can
leave the determination of scattering ill-defined. Additionally, since scattering
effects are typically much smaller than those caused by dispersion, they are not




Figure 1.4: Graphic describing how inhomogeneities from a “thin screen” of
turbulent plasma within the ISM give rise to scattering effects. θo represents the
angle at which the distorted radio waves are bent and θd represents the radius
of the scatter-broadened image. Graphic taken from [10].
thesis, neglecting these effects can result in sources of time delay on the order of
microseconds that are unaccounted for, as well as a loss in overall timing precision
that could mean the difference between detecting a gravitational wave signal or
not detecting it.
A derivation of the frequency dependence of the dispersive and scattering terms
is given in Appendices A and B, respectively.
Chapter 2
Models & Methods
2.1 Corrections for Interstellar Time Delays
In this thesis we will be considering ISM propagation effects that are caused by
both dispersion and scattering. To account for the additional effect of scatter-
ing, we will need to modify the description of time delay given by equation 1.2.
Typically, it is assumed that time delay effects due to scattering scale with radio
frequency ν as 1/ν4 [10]. Consistent with most evidence in the broader ISM (as
opposed to specific nebula such as the Crab nebula), it appears that scattering is
time dependent and uncorrelated with dispersion . As a result, it can be included
as an additive effect in our timing model. Our modified pulse arrival time equation
is then







where K2 is a parameter describing dispersion as a function of time, with units of
µs GHz2, and K4 is a parameter describing scattering as a function of time, with
units of µs GHz4.
Timing observations across a frequency band during a given epoch contain many
TOAs that collectively span the width of that band (top plot in Figure 2.1).
After these TOAs have been run through the NANOGrav timing model, they are
averaged into a single residual for that epoch (panel 2 in Figure 2.1).
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Figure 2.1: Excess red noise in the residuals of PSR J1643-1224 from the
NANOGrav 9 year data release. Points in green are measurements across the
820 MHz band and points in blue are measurements across the 1.4 GHz band.
Plot taken from [11].
Assuming that the resulting residual R can be accounted for purely by interstellar








where R, K2, and K4 are all epoch dependent.
An error in the parameters that have been determined (or in the NANOGrav
case, a model that does not fully describe the physical situation) will result in a
systematic deviation of R(ν) across the band. The dominant effect will be the
linear term, which we can estimate by taking the derivative of equation 2.2 as a






The additional information provided by these “residual slopes” is currently not
incorporated into the NANOGrav timing model, and its inclusion would likely
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improve the accuracy of current corrections for dispersion and scattering. Data-
driven justification for its inclusion in timing models is discussed in Chapter 3.
2.2 Weighted Linear Least Squares With Corre-
lated Errors
A physical system with multiple observed quantities can be described by a set
of linear equations with additive noise. Any such system can be written in a
generalized matrix notation form,
y = αc+ ε, (2.4)
where y is a vector containing the values of the observed quantities, α, also known
as the design matrix, contains the constant coefficients of the parameters we are
solving for, c, is the parameter vector containing the parameters we are solving
for, and ε is a noise vector containing independent and Gaussian distributed ad-
ditive measurement noise that is unique for each observed quantity. If each of
the observed quantities has its own unique uncertainty, σn, we can collectively
describe the uncertainties in the system by a diagonal weight matrix, W , where
W nn = 1/σ
2
n. We can then collectively describe the system as a multivariate
Gaussian distribution of the form






(y −αc)TW (y −αc)
}
. (2.5)
The maximum likelihood estimate for the parameter vector c, ĉ, can then be found
by taking the derivative of 2.5 with respect to c, setting it equal to 0, and solving
for c. The resulting vector is
ĉ = (αTWα)−1αTWy. (2.6)
The full derivation of this result can be found in Appendix C.
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To demonstrate the effectiveness of this method, we present a simple example with
two equations and two unknowns,






with measurement uncertainties of σy1 and σy2 , respectively, where a and b are the
parameters to be fit. It is simple enough to solve this equation via the substitution
method, giving us the solution
a = 2y2 − y1
b = 2y1 − 2y2.
(2.8)
We can also demonstrate that the same result is obtained using the weighted least





























Additionally, in this case, the covariance of the system is


















which is also the same result as in the non-least-squares formalism.
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As demonstrated in the above example, due to the structure of equation 2.6, even
though the physical quantities we are estimating are independent, solving for them
together introduces (non-physical) correlations into their uncertainties. The usage
of weighted linear least squares fits on physical systems will be considered further
in chapter 5.
2.3 Bayesian Statistics
The modeling of increasingly complicated physical systems calls for a more so-
phisticated statistical framework than normally employed in the undergraduate
physics lab. Unlike the more common frequentist method, which only gains its
inference from the sample data, Bayesian probability is a method of inference that
begins with prior knowledge of a system and uses new data to update beliefs about
that system. As a result, the interpretation of new data is always done using in-
formation that is already known, whether or not this prior knowledge is objective
(based on data already obtained).
Using this methodology, data analysis is made more rigorous and done from the
perspective that the data should influence our beliefs and not the other way
around. A common application of this methodology in physics involves fitting
the parameters of a model to new data. If we ignored prior knowledge regarding
the physical nature of the system in question, we might say that the parameter
values could in principle be anything, but that the most likely values are those
given by a model fit of the most recent set of observations. This also implicitly
assumes that the model being used is the correct one. If we employed the Bayesian
methodology, then we would be able to use prior knowledge of the system to con-
strain the range of values that our model parameters may take, how likely certain
parameter values may be, and, if other models are also being considered, whether
the data prefers some models over others.
For a given set of data D and a model whose parameters are described collectively
by θ, the conditional probability - that is, the probability of the model given the
data - is given by
P (θ|D) = P (θ ∩D)
P (D)
, (2.14)
where P (θ∩D), also known as the joint probability of θ and D, is the probability
of both θ and D being true at the same time. Since θ ∩D = D ∩ θ, this implies
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that P (θ ∩D) = P (D ∩ θ). Then,
P (D|θ) = P (D ∩ θ)
P (θ)
. (2.15)
Rearranging equations 2.14 and 2.15, we get
P (θ|D)P (D) = P (θ ∩D) = P (D|θ)P (θ). (2.16)
Dividing both the left and right sides by P (D), we get Bayes’ theorem
P (θ|D) = P (D|θ)P (θ)
P (D)
. (2.17)
P (θ), also known as the prior distribution, is a distribution on the model param-
eters based on previous knowledge of the system. This can take the form of any
probability distribution based on one’s current beliefs about the system. Addi-
tionally, one can also express ignorance of the system by giving all parameters
uniform priors. P (D|θ), also known as the likelihood function, is the probability
distribution of the model parameters given the data.
For many models of physical phenomena (and for the models we will be using),
the likelihood will take the form of a multivariate Gaussian, such as the one shown
in equation 2.5. P (θ|D), also known as the posterior distribution, is the updated
probability of a model being true based on prior knowledge and new data. P (D),
also known as the evidence, is a normalizing term and is typically only used when
comparing multiple models. For cases in which we only care about one model, it
is sufficient to say
P (θ|D) ∝ P (D|θ)P (θ). (2.18)
A simple example can be found in comic 1132 of the XKCD series (Figure 2.2).
In this example, we are trying to determine whether the Sun has exploded based
on a machine that rolls two dice. In the outcome shown, the machine has told us
that the Sun has indeed exploded. This result could have been achieved in one of
two ways: the first being that the machine rolled both dice and got sixes, in which
case it lied to us about the Sun exploding; or that the Sun actually exploded and
the machine rolled one of the other thirty-five other possibilities.
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Figure 2.2: XKCD comic #1132 discussing a scenario in which employing
either frequentist or Bayesian inference can lead to different conclusions for the
given scenario. Credit: XKCD
The frequentist looks at this outcome and concludes that, since the probability
of the machine rolling one result out of thirty-six is much less likely than the
machine rolling any of the other thirty-five possibilities, the machine is most likely
telling the truth that the Sun has exploded. The Bayesian, on the other hand,
uses prior knowledge about the behavior of the Sun, such as the solar cycles,
as well as its predicted stellar evolution (namely, that it will merely expand as
opposed to explode due to its mass) to influence their interpretation of the results.
Additionally, the Bayesian uses prior knowledge about the repercussions of the
Sun exploding to further influence their interpretation of the results (namely, that
if the Sun had exploded, we would likely be dead before we had the chance to put
much effort into considering the situation) and correctly conclude that the Sun
has not exploded.
We can examine this situation from a more mathematical standpoint by employing
Bayes’ theorem. Based on the possible outcomes of the dice roll, can write out
the probabilities of the machine saying yes given that the sun exploded and of the
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machine saying yes given that the sun did not explode as
P (Yes|Explode) = 35
36
and




respectively. Given our prior knowledge, we are pretty certain that the sun will
not explode, so we decide to assign a probability of one in one billion that sun
exploded and a probability of 999,999,999 out of one billion that the sun did not
explode. Therefore, the probability that the sun exploded given that the machine
said yes is
















so it is a pretty safe bet to assume that the sun did not explode in this scenario.
The implementation of Bayesian probability on physical systems, particularly in
combination with the analysis method discussed below, will be considered further
in chapter 5.
2.4 Gaussian Process Regression
When using a Bayesian approach to interpret data, it may be useful to use ex-
isting data to extrapolate future trends or to interpolate between existing data
if measurements are sparse. To accomplish this, we can introduce a function,
k(ti, tj), to generalize the likelihood function by including the covariances between
the points ti and tj in the data. In many cases, the covariance function may have
additional hyperparameters that need to be fit based on the given data in order to
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optimize the extrapolating/interpolating effectiveness of the function. The covari-
ance function can be equivalently represented by a covariance matrix K, where
Kij = k(ti, tj). This matrix can then simply be added to the existing noise matrix
of the data in the likelihood function. For a multivariate Gaussian, the modified
likelihood function is










In the case of NANOGrav data, this can be useful if we want to interpolate between
sparse data to understand the behavior of the ISM across more epochs, as discussed
in chapter 5. Gaussian process regression would also be a powerful tool if we
wanted to use existing models of dispersion measure to predict future trends in





The dispersion of radio waves by free electrons in the ISM is a significant source
of red noise in pulsar timing. For pulsar timing arrays, which require precision on
the order 100 ns for the detection of nanohertz frequency gravitational waves, the
proper characterization of the dispersion measure (DM) is essential, with fractional
misestimations resulting is microsecond-scale timing errors. While the majority
of DM can be accounted for as a function of time as the result of changes in
the line of sight (LOS) through the ISM to a pulsar, recent work has shown that
frequency-dependent DM resulting from multipath scattering produces additional,
non-negligible delays that are correlated in time[12]. If left unaccounted for, such
delays could lead to the introduction of unwanted timing residuals on the order of
microseconds.
Here we present an analysis of the NANOGrav 9 year data set which demonstrates
the need to account for such delays. In section 2 we give the methodology and
provide a derivation of the physical phenomena being described. In section 3 we
present our results, with a particular focus on a few pulsars for which the additional
delay gives significant results. Finally in section 4, we discuss our conclusions and
the implications for future work.
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3.2 Methodology
Pulse arrival times (TOAs) for all pulsars in the NANOGrav 9 year data set
were separated by observation and frequency band and processed using the pulsar
timing software TEMPO21. Each pulsar was processed with each of its parameters
fixed in order to remove any long-term trends. We then fit the data from each
frequency band at each epoch with a linear regression, with the expectation that
a perfectly fit epoch would have a slope of 0 across the entire band.
Figure 3.1: Residual slopes at two epochs for the pulsar B1937+21 across the
820 MHz band
1https://bitbucket.org/mkeith/tempo2
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The residual slopes could then be used to find the additional frequency-dependent
DM at each epoch. This relation begins with the time delay equation




whereK = 4.15 ms pc−1 GHz2 cm−3 and t∞ is the arrival time at infinite frequency.






With 3.2, we can determine an incorrect DM value through the dt/dν slope across
the band by solving accordingly for a change in dispersion measure δDM . The
equation now takes the form











where b ≡ dti/dνi. Notice that a positive slope would indicate a negative δDM
and vice-versa.
We now need to consider what t∞ would be for each frequency channel. Solving
3.1, we get




and would use the second term on the right to determine the proper correction.
Let ∆ν ≡ ν − νo. Then




where νo is the center of the band. Given an error in DM (what we are calling














(∆ν)2 + ... (3.6)
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We now integrate (∆ν/νo)






























The last term is generally small, but it will always be positive.
Our estimate of δDM (which will be represented by δD̂M) comes from the mea-










where b ≡ ∆R/νGHz with units of µ s/MHz and is equivalent to the definition of


























where, once again, the second term is usually small. As an example, an error of
δDM = 10−4 pc cm−3 at 1.4 GHz would result in a slope of −3.02×10−4 µ s/MHz,




= νob/2 = −.212 µs. When we plug the same δDM
value into the second term of the standard timing equation, we arrive at the same
answer.
3.3 Results
In our analysis, we found that the δDM and δt trends of some pulsars exhibited a
correlated structure that appears sinusoidal in nature. The physical cause is this
particular structure is not yet known, and should be examined in greater detail in
future work. Additionally, the effect appears much more often at lower frequencies,
which is likely due to lower frequencies being more effective probes of the structure
of the ISM. Such structure also reaffirms the importance of multiple-frequency DM
measurements for corrections to time delays caused by dispersion.
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Figure 3.2: δDM values for the pulsar B1937+21, one of NANOGrav’s most
precisely timed pulsars
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Figure 3.3: δt values for the pulsar B1937+21, one of NANOGrav’s most
precisely timed pulsars
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Figure 3.4: δDM values for the pulsar J1713+0747, one of NANOGrav’s most
accurately timed pulsars
Figure 3.5: δt values for the pulsar J1713+0747, one of NANOGrav’s most
accurately timed pulsars
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Figure 3.6: δt values for the pulsar J1643-1224, a NANOGrav pulsar with cor-
related residuals due to its location behind a region of ionized atomic hydrogen.
This is one of the few cases in which the correlated effects are just as strong in
the 1.4 GHz band as they are in the 820 MHz band.
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Figure 3.7: δDM values for the pulsar J1643-1224, a NANOGrav pulsar with
correlated residuals due to its location behind a region of ionized atomic hy-
drogen. This is one of the few cases in which the correlated effects are just as
strong in the 1.4 GHz band as they are in the 820 MHz band.
Chapter 4
Determining Additional
Dispersion and Scattering Delays
4.1 Introduction
In current data releases, NANOGrav has not introduced models that fit for scat-
tering delay, and so the effects on NANOGrav residuals remain largely unexplored.
Here we discuss a simple model that attempts to mitigate the uncorrected noise
from these two sources of delay. Since measurements at each epoch are typically
made across two frequency bands, we can describe each epoch with the set of
equations R1, R2, S1, and S2, with corresponding frequencies ν1 and ν2.
For any combination of these four observable quantities and two physically-motivated
quantities, we can sample K2-K4 parameter space to determine the maximum like-
lihood values of K2 and K4 for that measurement. For a given observation, this
can be done by representing each of the four observables as Gaussian distributions
and then exploring K2-K4 space over 10
4 K2-K4 combinations. The corresponding
27
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likelihood function can then be written as













































As can be seen by the simulation shown in Figure 4.1, the relationship between K2
and K4 appears to have strong negative covariance, indicating that their behavior
may change proportionately in time. In this particular simulation, we set ν1 = 1
GHz and ν2 = 2 GHz for simplicity. For additional simplicity, all σ were set equal
to each other.
4.2 Applications to Existing NANOGrav Data
For a given pulsar, NANOGrav data is organized into files containing TOAs (.tim
files) and files containing model parameters (.par files). These files are then run
through the pulsar timing software TEMPO2 1 in order to obtain timing residuals.
Here we present a case study compared against residuals from the last two years
of timing data for PSR J1643-1224 in the NANOGrav 9 year data release.
We obtained timing residuals from NANOGrav TOAs using four methods, with
the first three methods retrieving weighted averages at each epoch. The resulting
residuals are shown in Figure 4.2.
The first type of residual extraction is identical to the one described in the Method-
ology section of chapter 2. The second type was obtained by the same means as
the first method, except all TOAs were contained within a single .tim file. Type
3 kept all TOAs within a single .tim file and allowed parameters in the .par file
to evolve with time. Finally, type 4 is simply the NANOGrav root mean square
1https://bitbucket.org/mkeith/tempo2
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Figure 4.1: A simulation for an arbitrary combination of the four observables
R1, R2, S1, and S2 in K2-K4 space. The white star represents location for the
injected values of K2 and K4. The bottom four plots represent the individual
distributions of the four observables. The composite likelihood distribution in
the top plot has been normalized.
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residuals. On a side note, it is likely that it is not a fair comparison to look at
the type 1 residuals alongside types 2-4, since type 1 ignored surrounding epochs.
This resulted in a separate model fit at each epoch, which would likely not result
in strong predictive power for any give epoch model.
We attempted to use the residual slopes seen at both frequency bands in each
epoch to predict that epoch’s K2 and K4 values and then use them to predict that
epoch’s averaged residual. In other words, we solved for K2 and K4 based on the
observed quantity Sobs and then used the resulting K2 and K4 to try and predict
that epoch’s Robs.
Figure 4.2: Low frequency band residuals
Figure 4.3: High frequency band residuals
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At each epoch, we have a lower frequency ν1 and higher frequency ν2. We can
then describe that epoch’s K2 and K4 using the system of equations
S1 = −2K2ν31 −
4K4
ν51





Solving for K2 and K4, we get




















We solved this system of equations at each epoch and then plugged the solutions
for K2 and K4 into equation 4.2 to obtain each epoch’s residual model. Aside from
method 1, we found that our results were similar enough that differences between
them were statistically negligible.
As shown below in Figure 4.4, our model does not show strong predictability
between the slopes and averaged residuals for a given epoch. Overall, the models
follow the data well, with most data falling within about 1.2σ of the fit, but the
accuracy is not sufficient for confidence in our K2 and K4 estimations. The model
for the low frequency band performs worse overall than the high frequency band,
although the models for both bands don’t follow the data at all for the first few
epochs of our case study set.
Another issue with our results is the strong covariance that shows up between
K2 and K4. From a physical standpoint, we expect K2 to be determined by the
integrated column density of our entire LOS and K4 to be the result of a few
thin screens in the ISM along our LOS. Since these two parameters should be
caused by different regions in the ISM along our LOS, they should be completely
independent of each other. However, as shown in Figure 4.5, our model gives rise to
a covariance that for most epochs is much larger than the variances. Additionally,
the covariance experiences wild fluctuations over time while the variances remain
stable. If the covariance were physical, we would expect this same sort of stability
over time that we see in the variance. We can trace this problem back to the
discussion of weighted linear least squares fitting in chapter 2. While the noise
in K2 and K4 is uncorrelated in one vector space, solving for both quantities in
a linear system transforms them into a vector space in which their noise becomes
correlated.
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Figure 4.4: Model fit for type 3 residuals from PSR J1643-1224. Our model
is an acceptably strong predictor for the high frequency band and a mediocre
predictor for the low frequency band. Both models perform quite poorly for the
first five epochs.
Figure 4.5: Variances and covariance of K2 and K4. We expect σK2K4 to be
zero based on the physical origins of K2 and K4, yet for most of the data set
σK2K4 is larger than the variances of the parameters. Another distinct feature
is that the covariance wildly fluctuates over time while the variances remain
stable.
Chapter 5
A New Interstellar Medium
Residual Model
5.1 Introduction
The dispersion of pulsar radio waves via interactions with free electrons in the
interstellar medium is a significant source of red noise in NANOGrav timing data.
As a function of time, dispersion measure can be described by a non-stationary
random process that will gradually introduce increasing error in measurements if
not properly corrected.
An additional ISM effect that NANOGrav currently does not include in its timing
model is scattering, which can be modeled as a stationary random process when
it observed over a period much longer than its characteristic timescale [13]. In
this sense, while not accounting for its effects will not result in compounding mea-
surement error over time, it will result in an incomplete correction at each epoch.
Additionally, not correcting for scattering likely absorbs part of its effects into the
model for dispersion measure. For this reason, implementing the additional scat-
tering correction will allow for more accurate measurements of dispersion measure
and help recover additional dispersion measure that is currently being “hidden”
in NANOGrav residuals.
33
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In this chapter, we present the results of simulation that creates signals that are
characteristic of dispersion and scattering, converts them into simulated residu-
als and residual slopes that might be characteristic of a NANOGrav pulsar, and
attempts to model them and predict their future behavior.
Inhomogeneities in the free electron density of the interstellar medium introduce
turbulent behavior into the system, which can described via a three-dimensional
spatial power spectrum. Such a function can be obtained by taking the three-
dimensional Fourier transform of the spatial correlation function describing elec-
tron density deviations from some mean value [14].
5.2 Simulating An Interstellar Medium
We can effectively simulate the variations in the electron density for the interstel-
lar medium by taking complex, Gaussian distributed white noise in the frequency
domain and scaling it using a transfer function with spectral behavior character-
istic of the turbulence of the medium. We then Fourier transform the noise into
the time domain and take its real part.
For a given fluctuation frequency f , the power spectrum, SDM ∝ fγ, has a power
law behavior given by γ = 1 − β, where γ is the spectral index for electron
density variations and β is the spectral index that is characteristic of the general
turbulence of the medium. The ISM is generally assumed to have a Kolmogorov
spectral index, meaning we can assign β = 11/3, resulting in γ = −8/3 [15]. In
our simulations, we used the transfer function from the discrete signal generation
method given in (Kasdin and Walter, 1992) . More specifically, each generated
frequency k was multiplied by a recursive relation of the form
ho = 1,





where γ is the desired spectral index of the noise. Multiple realizations for an f−8/3
random noise process (Figure 5.1) shows that uncorrected dispersion measure noise
can result in timing errors on the order of tens of microseconds after 11 years of
observations.
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Figure 5.1: Top Plot: 15 realizations of a random noise process with γ = −8/3
power law behavior. The deviations from the mean are significant after 4000
days, although noticeable deviations start to become apparent beginning around
500 days. Parameters were adjusted such that the signals were comparable in
behavior and scale to those in the bottom plot. Bottom Plot: DM(t) solutions
for 49 NANOGrav pulsars scaled to units of time delay, with the initial MJD
for each solution set to zero and all offsets removed.
We first generated a K2 signal to simulate dispersion effects and a K4 signal to
simulate scattering effects (Figure 5.2). Each of these signals contained 4096 points
to approximate 11 years worth of data with daily observations. The generated
Figure 5.2: One realization of a K2 and K4 time series. The time series
contain approximately 11 years of simulated daily observations.
5 A New Interstellar Medium Residual Model 36
signals were then plugged into our 4-observable model and each observable was
given additive Gaussian white noise for scenarios that considered a pulsar with
either high or low residual noise and slope residual noise relative to that of an
average pulsar in the NANOGrav data set. Theoretically, it should be possible to
determine the noise for a residual slope given the residual noise for that frequency.
For a set of data with linear behavior described by
y = C +Mx, (5.2)
the uncertainty in σC , which in our case is also equivalent to the uncertainty in a





where N is the total number of points in the data. In our case, N is the total
number of frequency channels that were used during a given observation.







For ease of notation, let’s suppose that there are 2N frequency channels in our





where B is the total bandwidth of the observation. Then the sum over one half of











x2n ≈ NB2. (5.7)
Plugging this back into equation 5.4, we find that
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This equation can be then used to determine the average amount of measurement
noise an Si will have, given its respective Ri.
As shown in Figure 5.3, the effects of K2 and K4 on the different observables are
largely varying, with higher frequency observables becoming more dominated by
noise.
Figure 5.3: One realization of K2 and K4 signals plugged into our 4-observable
model for an arbitrary pulsar with low noise.
Since NANOGrav typically observes with a cadence of approximately 2-3 weeks
for any given pulsar, we then sampled each of our observables at 20 day intervals
so that our simulation would accurately reflect the current availability of data. We
then performed a weighted linear least squares fit at each of the remaining epochs
to recover values of K2 and K4. For any given epoch i, the estimated solution
vector for K2i and K4i, ĉi, is given by
ĉi = (α
TWα)−1αTW (yi), (5.9)
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where α is the design matrix for our 4-observable system of equations, W is the
inverse of the covariance matrix, and yi is the 4-observable vector for epoch i.
The covariance matrix for our estimated solution vector at each epoch was then
obtained using the method on pages 392-394 (Meyer, 1975) (See the Appendix
D for the complete derivation),





(yi −αĉi)TW (yi −αĉi)(αTWα)−1,
(5.10)
where n is the number of equations in the linear system, r is the number of variables
to be solved for, and n − r represents the total number of degrees of freedom in
the system. In the four-observable case, n− r = 2, and so we can modify equation
5.10 to get
Cov(ĉi) =
(yi −αĉi)TW (yi −αĉi)(αTWα)−1
2
. (5.11)








An example solution following the methodology of this derivation is shown in
Figure 5.4 using the K2 and K4 signals shown in Figure 5.2.
In the current NANOGrav model, we are limited to modeling with only the
R1 and R2 observables and only consider the effects of dispersion. As a result,
epochs that contain scattering noise will have incorrect solutions for dispersion.
Additionally, as shown in Figure 5.5, the precision of these solutions will also
decrease dramatically the more that scattering contributes to the overall effect
of the interstellar medium at a given epoch. In qualitative terms, this arises
because the estimates for R1 and R2 are not consistent with each other. This
causes an increase in the uncertainty associated with the estimated parameters.
We can convert the discrepancies in Figures 5.4 and 5.5 to their corresponding time
delays by plugging their model solutions back into each model’s corresponding
set of observable equations and then comparing the residuals of the two models.
For example, if we look at the residuals of both models for R1 (Figure 5.6), we
notice that not only are the residuals for the 4-observable model much whiter
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Figure 5.4: Weighted linear least squares fit with uncertainties for one real-
ization of the interstellar medium sampled at 20 day intervals for an arbitrary
pulsar with low levels of timing noise.
Figure 5.5: Weighted linear least squares fit with uncertainties using the
NANOGrav model for the same pulsar shown in Figure 5.4. While the solutions
are generally within 1σ-2σ of the actual dispersion noise, the precision of the
solutions decreases considerably at epochs with higher levels of scattering.
than those of the NANOGrav model, but the NANOGrav errors in regions with
high scattering have limited precision to as high as 4 µs in regions where scattering
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effects are the strongest. As a result, we are preventing from reaching the necessary
precision required for gravitational wave detection.
Figure 5.6: Residuals at ν = 1 GHz (R1) for both the NANOGrav (top) and
4-observable (bottom) models. In regions where scattering is substantial, the
NANOGrav analysis shows heightened uncertainty and unmodeled structure in
the residuals compared to the 4-observable analysis.
If we run the same realization of the interstellar medium on a pulsar with high
levels of timing noise using our 4-observable model, we find that much of the
red noise structure in the residuals and residual slopes has been overlaid with
high frequency white noise (see Figure 5.7). Consequently, while the NANOGrav
model (Figure 5.8) still does not properly recover K2 as well as our 4-observable
model (Figure 5.9), the high levels of measurement noise in the signal diminish
the effects of the discrepancy to the point that some K2-only solutions are in
reasonable agreement with the original signal during epochs with high levels of
scattering.
If we compare the uncertainties in the solutions for the different levels of initial
measurement noise, we find that, while in the low noise case the uncertainties in
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Figure 5.7: One realization of K2 and K4 signals plugged into our 4-observable
model for an arbitrary pulsar with high noise. Note that much of the structure
that was seen in Figure 5.3 has now been masked by high frequency white noise.
the solutions for the NANOGrav model are much larger than the uncertainties
in the 4-observable model (Figure 5.11), the uncertainties for both models in the
high noise case are of comparable size (Figure 5.12). That being said, for the
high noise case, when we compare the deviations from the data in the NANOGrav
model solution (Figure 5.8) during epochs of high scattering with those in the
K2 solution from the 4-observable model (Figure 5.9), the discrepancies are still
significant enough that the four-observable model still yields better results.
Additionally, it is conceivable that pulsars with high levels of measurement uncer-
tainty may have significant levels of scattering that are hidden by this noise. Even
in this simulation, where we have complete control over the data, it may have been
difficult to notice the discrepancies in the NANOGrav model for the high noise
realization had we not already seen the results in the low noise case.
If we run the comparison shown in Figure 5.6 on the models for the high noise
case (Figure 5.10), we see that the residuals for both models are comparable in
scale. However, the 4-observable model has much whiter residuals. The precision
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Figure 5.8: Weighted linear least squares fit with uncertainties using the
NANOGrav model for the same pulsar shown in Figure 5.9. While the so-
lutions are much more comparable to the original signal than for lower levels of
measurement noise, there is still a noticeable discrepancy between the solution
and the signal at epochs with high levels of scattering.
Figure 5.9: Weighted linear least squares fit with uncertainties for one real-
ization of the interstellar medium sampled at 20 day intervals for an arbitrary
pulsar with high levels of timing noise. The solutions are still in strong agree-
ment with the original K2 and K4 signals, although the precision has diminished
noticeably.
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of the 4-observable model improves on the NANOGrav model and its residual is
much whiter.
Figure 5.10: Residuals on R1 for both the NANOGrav (top) and 4-observable
(bottom) models for high noise. The precision in the 4-observable model is
slightly better than the NANOGrav model, and the red noise still present in
the NANOGrav model residuals have been properly corrected.
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Figure 5.11: Model solution variances for the low noise realization of the
interstellar medium. The variance in the K2-only model dominates the graph
relative to the variances in the K2-K4 model.
Figure 5.12: Model solution variances for the high noise realization of the
interstellar medium. Unlike the low noise case shown in Figure 5.11, the variance
in theK2-only model is essentially the same as the variances in theK2-K4 model.
5.3 Confirming the Generality of our Results
Since we sampled our data down to a 20 day cadence, information may have been
lost that could result in a faulty interpretation of the behavior of the ISM. To make
sure our solutions were still consistent with our simulated ISM, we performed a
Gaussian process regression on the 4-observable solutions to the simulated data
in order to interpolate between the data. In order to prevent overfitting, we did
not include any additional model and used only a covariance function for the
regression. Understanding the behavior of the ISM relies on understanding short
term trends, and so we used the Matèrn-3
2
kernel, which is a stationary kernel
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Figure 5.13: Gaussian process regression on the 4-observable model K2 solu-
tion for the low noise case.
that constructs its interpolation based on the distances between points [18]. The
version of this kernel that we used is given by the Gaussian process package George
[19],
















where α and τ are parameters to be fit. Before we performed the regressions on
the K2 and K4 solutions in both the low noise and high noise cases, α and τ were
optimized to the data via Markov chain Monte Carlo (MCMC) sampling 1.
As shown in Figures 5.13, 5.14, 5.15, and 5.16, the Gaussian process regression
is effective for all four data sets, with the residuals (panel 2 in each of the plots)
for the respective fits showing minimal red noise. It is worth noting via the third
panels in each of the plots that there are occasionally outliers, although these
can be explained as lone points with abnormally small 1σ errors relative to the
data sets to which they belong, and are therefore not a hindrance to the overall
effectiveness of the fits.
1https://github.com/jellis18/PTMCMCSampler
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Figure 5.14: Gaussian process regression on the 4-observable model K4 solu-
tion for the low noise case.
Figure 5.15: Gaussian process regression on the 4-observable model K2 solu-
tion for the high noise case.
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Figure 5.16: Gaussian process regression on the 4-observable model K4 solu-
tion for the high noise case.
To confirm that these Gaussian process solutions are effective predictors of the
ISM over the entire span of the data, we resampled the ISM realization with a 23
day cadence and looked at how effective the solutions from the 20 day cadence
Gaussian process were at predicting the 4-observable solutions of this new cadence.
Using this slightly different cadence, a completely different portion of the ISM over
the span of the data will be sampled. This makes the comparison between the
two cadences an effective test of whether a Gaussian process regression on one
cadence can be used to approximate the general behavior of the ISM over a given
timescale.
As shown in Figures 5.17, 5.18, 5.19, and 5.20, the Gaussian process models of the
20 day cadence were effective predictors of the new 23 day cadence, with the model
residuals exhibiting minimal red noise and their magnitudes being comparable to
those of the residuals of the 20 day cadence data. As a result, we can conclude
that this technique can serve as a useful tool for filling in gaps in data to infer
additional information about the ISM on days when no observations were made.
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Figure 5.17: Gaussian process regression of the 4-observable model 20 day
cadence K2 with low noise compared with data for a 23 day cadence.
Figure 5.18: Gaussian process regression of the 4-observable model 20 day
cadence K4 with low noise compared with data for a 23 day cadence.
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Figure 5.19: Gaussian process regression of the 4-observable model 20 day
cadence K2 with high noise compared with data for a 23 day cadence.
Figure 5.20: Gaussian process regression of the 4-observable model 20 day
cadence K4 with high noise compared with data for a 23 day cadence.
Chapter 6
Characterizing DM Events in the
Interstellar Medium
NOTE: The original version of this work was prepared under the guidance of Dr.
Joseph Lazio (JPL/Caltech) during the summer of 2016. The work was completed
at Oberlin and incorporated into my thesis during AY 2016-17.
6.1 Introduction
NANOGrav is a North American-based collaboration which carries out radio fre-
quency pulsar timing observations with the hope of detecting low frequency gravi-
tational waves from a set of millisecond pulsars [11]. These observations are carried
out using the William E. Gordon Radio Telescope in Arecibo, Puerto Rico, and
the Robert C. Byrd Green Bank Telescope in Green Bank West Virginia. Pulse
arrival times are calculated up to nanosecond precision and searched for corre-
lated variations originating from gravitational waves passing between Earth and
the pulsars. Other variations in the arrival times of pulses can be observed due
to a large number of factors including the relative motion of a pulsar with respect
to Earth, frequency dependent delays due to inhomogeneous interplanetary and
interstellar ionized medium along the line of sight, and intrinsic pulsar spin evo-
lution. We hope to understand and correct for all non-gravitational wave sources
that manifest themselves as variations in the TOAs. A crucial component of the
success of pulsar timing arrays relies on the understanding of how the interstellar
medium affects timing accuracy.
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Radio beams have to travel long distances through the interstellar medium (hence-
forth referred to as the ISM) before they are detected by our radio telescopes. The
ISM causes variations in the pulsar TOAs through many of mechanisms, with one
of the most prominent being free electron dispersion. The free electrons and ions
present in the ISM cause a frequency dependent increase in the travel time of the
pulses, with lower frequencies experiencing larger time delays than higher frequen-
cies. We quantify this dispersive delay through a quantity known as dispersion





Dispersion measure has been found to vary systematically for most of the pulsars
observed by NANOGrav. We occasionally see abrupt changes in the DM, known
as DM events, for which we are currently lacking physical explanations.
Although NANOGrav observes at relatively frequent intervals of 1-3 weeks, the
collaboration chooses to publish a few years worth of data at once, thus delaying
the availability of processed data. However, we would require an almost real-time
alert system for potential DM events in order to schedule observations that would
yield useful information. Such a system would require accurate measurements and
models of DM and consistent updating with new measurements.
6.2 Models & Methods
Proper modeling of DM variations must account for minute changes in the ISM
along the LOS, which, on large scales, is thought to exhibit Kolmogorov turbulence
[20]. Our models were trained on the NANOGrav 9 year data set and tested for
effectiveness via trend prediction of the NANOGrav 11 year data set. We based
our models on the idea that changes in the DM will be dominated by the changes
in the ISM between Earth and the pulsar. In particular, we consider the effects of
the solar wind and a few correlated changes in the ISM across the LOS [21]. To
ensure the consistency of our models during the introduction of future data, we
obtained our model parameters through a Bayesian approach to model fitting. We
modeled the DM variations with a linear and sine term to account for the pulsar’s
position relative to Earth and the solar wind, respectively. We also computed
Bayes factors to determine whether the data preferred the addition of a quadratic
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term to account for stochastic processes [22][23]. Thus, when considering a linear
model M1 and a quadratic model M2, the dispersion measure taken at some day t
can be described by






















In order to obtain the most accurate models of future variations, we generalized our
likelihood function to include the covariances between all points in our data. The
covariance between any two points ti and tj could then be represented by a matrix
Kij and equivalently described by a function k(ti, tj) [24]. For our covariance
function, we used the Matèrn-3
2
kernel as provided by the Gaussian process package
George [19],
















where α and τ are parameters to be fit, since it is effective at modeling short term
variations.











where N is the noise matrix of the data and v is the dimension of N . The likelihood
was given a uniform prior and the posterior was then obtained via MCMC sampling
1.
We allowed our Gaussian process to have knowledge of the data up to an arbitrary
point and then let it attempt to predict future trends. Assuming our model is
sufficient, we can use this technique to identify outliers in new data that may be
indicative of a DM event.
1https://github.com/jellis18/PTMCMCSampler
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During our runs, we allowed the Gaussian process to have access to data up to a
specified date and then allowed it to make predictions of trends in the remainder of
our existing data. We then sampled a fraction of the Gaussian fits and calculated
the significance of each data point with the formula





where µGauss is the mean of the sampled Gaussian fits, D is the data, σD is the
standard deviation of the data, and σGauss is the standard deviation of the Gaussian
fits.
6.3 Results
As demonstrated by the fits in Figures 6.1, 6.2, and 6.3, the Gaussian process
method was exceedingly effective at modeling “visible” data. The method was
also quite accurate at predicting trends up to a year in future for most variations,
with results generally seeing a decline in accuracy after about 2 years for the
strongest fits. A higher cadence and longer data sets would likely increase these
time scales.
A significant result of this time window of accuracy is that significant deviations
in DM trends (Figure 6.4), as well as DM events (Figure 6.5), might be found even
with a yearlong gap in the data, assuming a relatively well-behaved ISM. Inciden-
tally, significant changes in the ISM over many epochs may play a significant role
in long-term predictability.
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Figure 6.1: A Gaussian process on a pulsar with a strong linear DM trend.
The vertical blue line indicates the point where the Gaussian process starts
making predictions.
Figure 6.2: A Gaussian process regression on a pulsar with a strong periodic
DM trend. The vertical blue line indicates the point where the Gaussian process
begins making predictions.
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Figure 6.3: A Gaussian process on a pulsar with a strong quadratic DM
trend. The vertical blue line indicates the point where the Gaussian process
begins making predictions.
Figure 6.4: A Gaussian process on a pulsar that demonstrates a significant
variation in its DM trend after 2014. The vertical blue line indicates the point
where the Gaussian process begins making predictions.
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Figure 6.5: A Gaussian process recovering the DM event in PSR J1713+0747.
The vertical blue line indicates the point where the Gaussian process beings
making predictions.














Figure 6.6: A closeup of the DM event in J1713+0747
6.4 The DM Event in PSR J1713+0747
We now turn to determining the physical characteristics of a DM event as seen
in PSR J1713+0747.It is known that this particular pulsar is about 1.18 kpc
away from Earth, moves with a proper motion of around 6.285 mas/yr and has
a total DM0 of approximately 15.99 pc cm
−3 along the LOS2[25]. In Figure 6.6
we show a closeup of the sharp drop in the DMX variations observed around
MJD 54751. From this figure we can make the following observations: 1.) The
DM event is asymmetric with a sharp drop and gradual recovery. 2.) The DM
event is aperiodic/unique as we have only seen it once. 3.) The sharpest decrease
corresponds to a ∆DM of about −6 × 10−4 pc cm−3. 4.) The DM recovery time
is about 6 months.
These observations lead us to conclude that our LOS must have crossed a region
devoid of free electrons (which for the remainder of this paper will be referred to
as a hole) in the ISM. For our analysis we made a couple of assumptions about
the ISM in order to determine the properties of such a hole.
By rearranging the integral equation for dispersion measure, we found that a DM0
of 15.99 pc cm−3 corresponded to a total of 1019 e− along the LOS. Assuming that
the ISM is homogenous, a drop of −6 × 10−4 pc implies that the hole must have
2http://www.atnf.csiro.au/people/pulsar/psrcat/
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been at least ∼ 10,000 AU in length along the LOS. Since we know that the hole
moves across the line of sight in 6 months, if we assume the transverse velocity of
the ISM to be negligible relative to transverse velocity of the Pulsar, we deduce
that the hole needed to have an angular diameter of 3.1 mas. Additionally, if we
assume that the hole is approximately halfway between Earth and the pulsar, the
breadth of the hole across the line of sight should have been around 1.6 A.U.
These dimensional limits gave us some idea about the possible geometric structure
of the hole. We considered many different shapes and settled on two basic toy
models, in which the event could be described by either a cylinder or a crescent.
In the cylinder model, we required the structure to have a negative density gradient
along its length and that it be tilted at a small angle from the LOS. We determined
that the hole should have an extremely low density of electrons along the initial
LOS which increased gradually until it matched the density of electrons in the
surrounding ISM. In the crescent model, the density remained constant while the
length of intercept made by the LOS through the hole decreased gradually with
time due to the curved shape. Both full and half-crescents satisfy the shape
required for a gradually vanishing hole.
























Figure 6.8: The crescent model
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We also attempted to identify possible physical systems which could cause a de-
crease in the electron density of the ISM. Based on the size and geometry of
the structure, we postulate that the most likely candidates include interstellar
filaments, magnetospheres of stars, and stellar wind shock waves. Each of these
mechanisms has the ability to create regions in the ISM which are devoid of free
electrons, as well as fit the proposed shapes. Another possibility is that some A.U.-
scale “shield” or enveloping layer of HII or a non-ionizing material such as dust
could have protected this region of the ISM from ionization. This particular ex-
planation fits well with the model shown in Figure 6.8 and is further strengthened
by observations of dust and HI in regions near our LOS to the pulsar.
We can further narrow down our list by imposing additional physical constraints
on the system, such as calculating a rough scale of the energy required to create
the hole. However, it is likely that evidence in the form of A.U.-resolution images
of the LOS to PSR J1713+0747 will be required to confidently rule out or confirm
any of these candidates.
Given the highly disproportionate ratio of the structure’s dimensions, it is also
conceivable that, rather than observing the entire structure, we are instead ob-
serving a tiny sliver of a much larger architecture in the ISM. Such a configuration
would likely be on the order tens of thousands of A.U. to a few pc in length and
around 0.1 pc in width [26]. Indeed, in H-α, HI, and dust images near the pulsar,
we observe structures of this magnitude, making it a possibility that some filament
branching off from such a region could have crossed our LOS.
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6.5 Future Work
A better understanding of DM events requires their real-time detection. As of this
writing, we are in the process of implementing a near real-time system to process
TOAs with PSRCHIVE3 and analyze them for DM variations with TEMPO4 and
TEMPO25. In doing so, we will be able to catch significant variations as soon as
they appear in the data.
We can further narrow down our search for the physical structures behind these
events by imposing additional constraints on the system, such as calculating a
rough scale of the energy required to create the hole. However, it is likely that
evidence in the form of A.U.-resolution images of the LOS to PSR J1713+0747
will be required to confidently rule out or confirm any of these candidates. As
such, it would prove useful to have access to observatories that offer A.U.-level
resolution on an as-needed basis.
6.6 Summary & Conclusions
We have analyzed DM variations in the pulsars of the NANOGrav collaboration
in an attempt to effectively predict future trends as well as identify significant
deviations caused by structures in the ISM. Simple Bayesian and Gaussian process
regression methods were used to generate models and predict these variations and
have been found to work effectively up to two years into the future, in most cases.
We also analyzed the DM event found in the data of PSR J1713+0747 and con-
cluded that such an event must be caused by a region in the ISM devoid of electrons
that measures approximately 1.64 AU in width transverse to the LOS and 104 AU
along the LOS. Based on the characteristics of the deviation, we proposed a few
toy models and considered the astrophysical mechanisms for their creation. Fi-
nally, we discussed the ongoing implementation of a program to analyze TOAs
and analyze DM variations in near real-time. We also concluded that access to
telescopes with A.U.-scale resolution would be necessary to further improve our
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Gaussian Process Regression Code Summary
1. Read in the current data set file.
2. Read in file containing new data.
3. Construct a model with no quadratic term.
4. Add random Gaussian variables to the model.
5. Define the according log prior and log likelihood functions.
6. If the log Bayes factor is already known, ignore step 3 and run the PTMCMC
sampler with the proper model. Otherwise, run the PyMultinest sampler to
obtain the log evidence.
7. If PyMultinest was used in the previous step, repeat all above steps for a
model with the quadratic term included. Otherwise, ignore this step.
8. If PyMultinest was used, compute the log Bayes factor from the log evidences
of the two models to determine which model to use.
9. Draw 500 samples and use them to predict trends in the data after a certain
epoch.
10. Compute the mean and standard deviation of those samples.
11. Plot the posterior distributions, as well as a triple plot of the data with the
500 model samples and mean, the residuals, and the corresponding signifi-
cance values at each point.
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Figure 6.9: Image taken from the H-alpha Full Sky Map[3]
Figure 6.10: Image taken from the Schlegel, Finkbeiner and Davis Dust Map
Survey[4]
Figure 6.11: Image taken from the Effelsberg-Bonn HI Survey[5]
Figure 6.12: Observations at various frequencies in the direction of
J1713+0747. Images are 1 square degree in area. The x & y axes and col-
orbar are in arbitrary units. White cross indicates the location of the pulsar in
the image.
Chapter 7
Summary, Conclusions, & Future
Work
We have used a simulation of the interstellar medium to demonstrate that the
inclusion of residual slopes and interstellar scattering into our timing model yields
both greater precision and accuracy than the current NANOGrav model in re-
gions in which scattering is a strong source of timing noise (see Appendix E for
all code used in our simulations). These differences are much more apparent
for pulsars with low levels of high frequency white noise, although the ability of
the 4-observable model to remove red noise from timing residuals relative to the
NANOGrav model still makes it a preferable model when greater levels of high
frequency white noise are present.
In our low noise simulation, the difference between the two models led to residual
differences in R1 that became as large as 4 µs in regions of high scattering, with
the NANOGrav model also acquiring errors in precision of a similar size. The R1
residuals in our high noise simulation were more comparable in size, with both
models having residuals between 5-10 µs and precisions of approximately 2-3 µs.
In regions of high noise, the NANOGrav model’s precision was again limited to
precisions of a similar size to its residuals while still containing a red noise signal.
We can therefore conclude that the inclusion of residual slopes and interstellar
scattering in the time delay model will result in a more complete and effective
mitigation of the interstellar medium.
We have also trained Gaussian process regressions on our K2 and K4 solutions
for both low and high noise realizations and compared the resulting fits with
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different cadences of the same ISM realizations. In all four cases, the residuals
were comparable to those from the original model solutions, indicating that these
solutions were effective models for the realization of the ISM as a whole. It is
therefore likely that we can use this technique to obtain additional information
about the ISM for real pulsar data in epochs where no observations were made.
Future work will include the application of our 4-observable model and Gaussian
process regression to existing NANOGrav data. It will be particularly interesting
to examine PSR J1643-1224 with these tools, as its residuals are dominiated by
a large red noise process resulting from the pulsar being located behind a large
region of ionized hydrogen. It is currently believed that most of this red noise can
be attributed to scattering effects.
As pulsar timing arrays close in on their first detections of gravitational waves,
more aspects of the interstellar medium will need to be considered in order to
obtain the necessary precision and accuracy. Including scattering in our models
and utilizing the residual slopes across frequency bands will likely be important if
we want high confidence in our results.
Appendix A
Derivation of Dispersion Delay
The derivation below follows from section 4.1 in (Lorimer and Kramer, 2005).
Assuming the ISM can be described as a cold, ionized plasma, the refractive index













where e is the charge of an electron, me is the mass of an electron, and ne is
the electron number density. The group velocity of the propagating wave can be
described as vg = cµ, where c is the speed of light, and so the time delay along
the distance d from a pulsar to the Earth relative to a wave traveling at infinite









Since ne in the ISM is typically on the order of 10
−2 cm−3, [27], we will get a
plasma frequency on the order of 1 kHz. Since we typically observe at frequencies
of hundreds of MHz up to a few GHz, we can see that νp  ν and we can therefore
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' 4.15 GHz2 ms pc−1 cm3. (A.6)
Appendix B
Derivation of Power Law
Behavior for Scattering Delay
The derivation below follows from section 4.2.1 in (Lorimer and Kramer, 2005).
We begin by assuming that the average size of the inhomogeneities in the ISM that
give rise to the distortions of propagating radio waves is on the order of a. We
then expect this to result in a change in the refractive index of ∆µ. Additionally,
any wave of frequency ν will undergo a phase shift of δΦ = ∆ka, where the





which then gives us






We can expect that, having traveled a distance d, a propagating wave will have
interacted with around d/a of these a-scale structures. Because the phase per-
turbations can be either positive or negative, the resulting total electromagnetic
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This phase difference can result in a bending of the propagating wave by an angle





































Waves scattered by θ consequently have longer path lengths and, as a result, take






















This result shows that time delay due to scattering scales as τs ∝ ν−4.
It should be noted that this is a simplified derivation. A more detailed treatment,
allowing for a general inhomogeneity spectrum in the ISM (e.g. Kolmogorov tur-
bulence) and considering the distribution of material along the line of sight can




for a Weighted Linear Least
Squares Fit
For a system of linear equations with weights y = αc+ ε, where ε ∼ N (0,W−1)
and W is a known diagonal matrix with W nn = 1/σ
2
n, the likelihood function
reads






(y −αc)TW (y −αc)
}
. (C.1)
The maximum likelihood estimate of the parameter vector c can be found by
taking the derivative of Equation C.1, setting it equal to 0, and solving for c. We
will be using the log of the likelihood function, since it is easier to work with from
a calculation perspective and it will yield the same result for ĉ as the regular form
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of the likelihood function.
lnL(c,W ;α,y) = −1
2















=⇒ ∂ lnL(c,W ;α,y)
∂c
= αTWy −αTWαc = 0
=⇒ ĉ = (αTWα)−1αTWy .
(C.2)
Appendix D
Covariance Matrix of Maximum
Likelihood Estimator For
Correlated Observations





where σ2 is a scale factor for which an unbiased estimate can be obtained via the





(y −αĉ)TW (y −αĉ)
n− r
, (D.2)
where n − r is the number of degrees of freedom for the system. Plugging this















IPython Notebook With All
Thesis Calculations & Plots
I am including this IPython notebook to document the calculations I employed to
produce all of the plots in my thesis. All work is my own. I would be happy to
share the original notebook upon request.
NOTE: Due to formatting issues, I am appending the rest of this document to the
end of my thesis.
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In [1]: %matplotlib inline
from __future__ import division
import numpy as np
import matplotlib.pyplot as plt
import matplotlib as mpl
import plot_settings
from scipy import signal, stats





from PTMCMCSampler import PTMCMCSampler as ptmcmc
import george
from george import kernels












def get_spectral_noise(n, b, sigma, seed = 0):
np.random.seed(seed)
w1 = np.random.normal(0, sigma, n) # ranom normal gaussian deviates
n2 = 2 * n # we need to pad the array to double its length to avoid cyclic convolution
b2 = b/2. # half the spectral slope
w = np.zeros(n2) # padded to twice the length
h = np.zeros(n2) # padded to twice the length
w[:n] = w1 # fill the first half of the array with white noise
k = 0
h[0] = 1. # h is defined recursively in the time domain. see Eqn 42 in KW92
for i in range(n):
k += 1
h[k] = (k - 1 - b2) * h[k-1]/k
1
#transform the noise (w) and the transfer function (h) to the frequency domain
wf = fft(w)
hf = fft(h)
prod = wf * hf
out = ifft(prod)
out = out[:n].real # the real part of the first half of the array is the valid output
return out
fig = plt.figure(figsize = (15,10))
sub = fig.add_subplot(2,1,1)
#out1 = get_spectral_noise(n, b, 1.e-2)
#plt.plot(out1, label = 'Seed = %i'%0)
#out2 = get_spectral_noise(n, b, 1.e-2, seed = 5)
#plt.plot(out2, label = 'Seed = %i'%5)
for i in range(15):
out = get_spectral_noise(n, b, 2.e-2, seed = i)
plt.plot(out)
#plt.legend(loc = 'best')
plt.title(r'$\gamma$ = $-8/3$', fontsize = 17, y = 1.02)
plt.tick_params(axis = 'x', labelsize = 20)
plt.tick_params(axis = 'y', labelsize = 20)
plt.xlabel('Day', fontsize = 20)







for root, dirs, files in os.walk(path):
files = [os.path.join(root,f) for f in files]
for data in files:
dmx = np.genfromtxt(data)
mjd = dmx[np.argsort(dmx[:,0]),0] - np.min(dmx[np.argsort(dmx[:,0]),0])
delta_dm = dmx[np.argsort(dmx[:,0]),1] - dmx[0,1]
plt.plot(mjd, 1e06 * (4.15e-03 * delta_dm) )
plt.title(r'NANOGrav DMX Scaled to Time Delay $(\mu s)$', fontsize = 20)
plt.tick_params(axis = 'x', labelsize = 20)
plt.tick_params(axis = 'y', labelsize = 20)
plt.xlabel('Day', fontsize = 20)








out1 = get_spectral_noise(n, b, 2.e-2)
out2 = get_spectral_noise(n, b, 2.e-2, seed = 5)
k2 = out1
k4 = out2
sigma_R1_N = .1 #5
sigma_R2_N = .1
sigma_S1_N = .1 #3
sigma_S2_N = .1 #2
###Choose pulsar with low noise (1909), medium noise, and high noise (1643)
#### list is sigmas for R1, R2, S1, and S2 in that order
J1909 = [.2, .1, 5., 1.]
J1643 = [4., 1., 10., 1.]
#other = [.01, .1, .09, .03]
def obs_sigs(pulsar):
return pulsar[0], pulsar[1], pulsar[2], pulsar[3]





#fig = plt.figure(figsize = (15,5))
#plt.plot(k2_seed, label = r'$K_2$')
#plt.plot(k4_seed, label = r'$K_4$')
#plt.legend()
In [ ]:
In [3]: fig, ax1 = plt.subplots(figsize = (15,5))
#ax1.plot(k2,'b-')
ax1.set_ylabel(r'$\mu s \ GHz^2$', color='b', fontsize = 17, rotation = 0, labelpad = 30)
ax1.tick_params('y', colors='b', labelsize = 20)
ax1.yaxis.set_label_coords(-0.075,0.6)
#ax1.legend(fontsize = 15, loc = 2, fancybox = True, shadow = True)
ax1.set_xlabel('Day', fontsize = 20)
plt.gcf().subplots_adjust(bottom=0.15)




ax2.plot(k2,'b-', label = r'$K_2$')
ax2.plot(k4,'g-', label = r'$K_4$')
ax2.set_ylabel(r'$\mu s \ GHz^4$', color='g', fontsize = 17, rotation = 0, labelpad = 20)
ax2.tick_params('y', colors='g', labelsize = 20)




ax2.legend(fontsize = 20, loc = 'best', fancybox = True, shadow = True)
#plt.savefig('K2_K4_Example.png')
#N = len(k2)
#print 'K2 mean: ', np.mean(k2), ' K2 standard deviation: ', np.std(k2)
#print ''
#print 'K4 mean: ', np.mean(k4), ' K4 standard deviation: ', np.std(k4)
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In [3]: k2 = out1
k4 = out2
N = n
R1 = k2 + k4
R2 = k2/4 + k4/16
S1 = -2*k2 -4*k4
S2 = -k2/4 - k4/8
np.random.seed(0)
R1_noise = R1 + np.random.normal(0, sigma_R1_N, N)
np.random.seed(0)
R2_noise = R2 + np.random.normal(0, sigma_R2_N, N)
np.random.seed(0)
S1_noise = S1 + np.random.normal(0, sigma_S1_N, N)
np.random.seed(0)
S2_noise = S2 + np.random.normal(0, sigma_S2_N, N)
fig = plt.figure(figsize = (15,10))
#fig.suptitle('Observables Minus Observables With Noise 1', size = 20)
sub = fig.add_subplot(4,1,1)
plt.plot(R1_noise, label = r'$R_1$')
plt.xlabel('Day', size = 20)
plt.ylabel(r'$\mu s$', size = 20, rotation = 0, labelpad = 10)









plt.plot(R2_noise, label = r'$R_2$')
plt.xlabel('Day', size = 20)
plt.ylabel(r'$\mu s$', size = 20, rotation = 0, labelpad = 20)









plt.plot(S1_noise, label = r'$S_1$')
plt.xlabel('Day', size = 20)
plt.ylabel(r'$\frac{\mu s}{GHz}$', size = 25, rotation = 0, labelpad = 10)










plt.plot(S2_noise, label = r'$S_2$')
plt.xlabel('Day', size = 20)
plt.ylabel(r'$\frac{\mu s}{GHz}$', size = 25, rotation = 0, labelpad = 16)










In [4]: class K2_K4_Sampler(object):
def __init__(self, N, R1, R2, S1, S2, sigma_K2, sigma_K4,














var_R1 = self.sigma_K2**2 + self.sigma_K4**2 + self.f*self.sigma_R1_N**2
var_R2 = (self.sigma_K2**2)/16. + (self.sigma_K4**2)/256. + self.f*self.sigma_R2_N**2
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var_S1 = 4*(self.sigma_K2**2) + 16*(self.sigma_K4**2) + self.f*self.sigma_S1_N**2
var_S2 = (self.sigma_K2**2)/16. + (self.sigma_K4**2)/64. + self.f*self.sigma_S2_N**2
cov_R1_R2 = (self.sigma_K2**2)/4. + (self.sigma_K4**2)/16.
cov_R2_R1 = cov_R1_R2
cov_R1_S1 = -2 * (self.sigma_K2)**2 - 4 * (self.sigma_K4)**2
cov_S1_R1 = cov_R1_S1
cov_R1_S2 = -(self.sigma_K2**2)/4 - (self.sigma_K4**2)/8
cov_S2_R1 = cov_R1_S2
cov_R2_S1 = -(self.sigma_K2**2)/2 - (self.sigma_K4**2)/4
cov_S1_R2 = cov_R2_S1
cov_R2_S2 = -(self.sigma_K2**2)/16 - (self.sigma_K4**2)/128
cov_S2_R2 = cov_R2_S2
cov_S1_S2 = (self.sigma_K2**2)/2. + (self.sigma_K4**2)/2.
cov_S2_S1 = cov_S1_S2
alpha = np.array([[1.,1.],[1./4.,1./16.],[-2.,-4.],[-1./4., -1./8.]])
C1 = np.array([var_R1, cov_R1_R2, cov_R1_S1, cov_R1_S2])
C2 = np.array([cov_R2_R1, var_R2, cov_R2_S1, cov_R2_S2])
C3 = np.array([cov_S1_R1, cov_S1_R2, var_S1, cov_S1_S2])
C4 = np.array([cov_S2_R1, cov_S2_R2, cov_S2_S1, var_S2])
C1 = np.array([self.sigma_R1_N**2, 0, 0, 0])
C2 = np.array([0, self.sigma_R2_N**2, 0, 0])
C3 = np.array([0, 0, self.sigma_S1_N**2, 0])
C4 = np.array([0, 0, 0, self.sigma_S2_N**2])
#print np.array((W1, W2, W3, W4))
print ''
print ''
W = np.linalg.inv(np.array((C1, C2, C3, C4)))
#print np.linalg.eig(np.array((W1, W2, W3, W4)))
#print cho_factor(W)
#print cho_factor(np.array((W1, W2, W3, W4)))

















def sample(self, alpha, W):
scale_factors = np.zeros([self.N])
k2_k4_solutions = np.zeros([self.N,2])




y = np.array([[self.R1 + self.f * np.random.normal(0, self.sigma_R1_N, self.N)],
[self.R2 + self.f * np.random.normal(0, self.sigma_R2_N, self.N)],
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[self.S1 + self.f * np.random.normal(0, self.sigma_S1_N, self.N)],
[self.S2 + self.f * np.random.normal(0, self.sigma_S2_N, self.N)]])
print y.shape
for i in range(self.N):
#y = np.array([[self.R1 + self.f * np.random.normal(0, np.sqrt(self.sigma_K2**2 + self.sigma_K4**2))],
# [self.R2 + self.f * np.random.normal(0, np.sqrt(self.sigma_K2**2 + self.sigma_K4**2))],
# [self.S1 + self.f * np.random.normal(0, np.sqrt(self.sigma_K2**2 + self.sigma_K4**2))],





c_hat = np.dot(mat3,y[:,:, i])
yac = y[:,:,i] - np.dot(alpha,c_hat)
scale_factors[i] = np.dot(yac.T,np.dot(W,yac))/2
k2_k4_solutions[i] = c_hat.T
return k2_k4_solutions, inv_mat, scale_factors, yac
In [5]: class K2_Sampler(object):









var_R1 = self.sigma_K2**2 + self.f*self.sigma_R1_N**2




#C1 = np.array([var_R1, cov_R1_R2])
#C2 = np.array([cov_R2_R1, var_R2])
C1 = np.array([self.sigma_R1_N**2, 0])
C2 = np.array([0, self.sigma_R2_N**2])
#print np.array((W1, W2, W3, W4))
print ''
print ''
W = np.linalg.inv(np.array((C1, C2)))
#print np.linalg.eig(np.array((W1, W2, W3, W4)))
#print cho_factor(W)
#print cho_factor(np.array((W1, W2, W3, W4)))


















def sample(self, alpha, W):
scale_factors = np.zeros([self.N])
k2_solutions = np.zeros([self.N])




y = np.array([[self.R1 + self.f * np.random.normal(0, self.sigma_R1_N, self.N)],
[self.R2 + self.f * np.random.normal(0, self.sigma_R2_N, self.N)]])
print y.shape
for i in range(self.N):
#y = np.array([[self.R1 + self.f * np.random.normal(0, np.sqrt(self.sigma_K2**2 + self.sigma_K4**2))],
# [self.R2 + self.f * np.random.normal(0, np.sqrt(self.sigma_K2**2 + self.sigma_K4**2))],
# [self.S1 + self.f * np.random.normal(0, np.sqrt(self.sigma_K2**2 + self.sigma_K4**2))],





c_hat = np.dot(mat3,y[:,:, i])
yac = y[:,:,i] - np.dot(alpha,c_hat)
scale_factors[i] = np.dot(yac.T,np.dot(W,yac))/1
k2_solutions[i] = c_hat.T
return k2_solutions, inv_mat, scale_factors, yac
In [6]: a = [0]
counter = 0
for i in range(4096):
counter += 1





for i in range(4096):
counter += 1

























sampler = K2_K4_Sampler(len(R1), R1, R2, S1, S2, sigma_K2,
sigma_K4, sigma_R1_N, sigma_R2_N, sigma_S1_N, sigma_S2_N, 1.)
alpha, W = sampler.build_matrices()
k2_k4_solutions, inv_mat, scale_factors, yac = sampler.sample(alpha,W)













sampler_oth = K2_K4_Sampler(len(R1_oth), R1_oth, R2_oth, S1_oth, S2_oth, sigma_K2,
sigma_K4, sigma_R1_N, sigma_R2_N, sigma_S1_N, sigma_S2_N, 1.)
alpha_oth, W_oth = sampler_oth.build_matrices()
k2_k4_solutions_oth, inv_mat_oth, scale_factors_oth, yac_oth = sampler_oth.sample(alpha_oth,W_oth)









sampler_k2 = K2_Sampler(len(R1), R1, R2, sigma_K2,
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sigma_R1_N, sigma_R2_N, 1.)
alpha_2, W_2 = sampler_k2.build_matrices()
k2_solutions, inv_mat_k2, scale_factors_k2, yac_k2 = sampler_k2.sample(alpha_2,W_2)
cov_c_k2 = np.array([scale_factors_k2[i]*inv_mat_k2 for i in range(len(scale_factors_k2))])
y_err_k2_2 = []
for i in range(len(cov_c_k2)):
y_err_k2_2.append(np.sqrt(cov_c_k2[:][i][0][0]))
y_err_k2_2 = np.array(y_err_k2_2)
fig = plt.figure(figsize = (15,5))
#ax1.set_ylabel(r'$(\mu s \ GHz^2)^2$', color='b', fontsize = 15, rotation = 0, labelpad = 30)
#ax1.tick_params('y', colors='b', labelsize = 15)
plt.plot(index, y_err_k2_2**2, label = r'$\sigma_{K_2}^2$ NANOGrav Model')
#plt.plot(index, np.array(y_cov_k2_k4), label = 'cov')
yerr = np.array(y_err_k2)
yerr_k4 = np.array(y_err_k4)
plt.plot(index, np.array(y_err_k2)**2, label = r'$\sigma_{K_2}^2$ 4-Observable Model')
plt.plot(index, np.array(y_err_k4)**2, label = r'$\sigma_{K_4}^2$ 4-Observable Model')
#plt.plot(index, np.array(y_cov_k2_k4)/(np.array(y_err_k4) * np.array(y_err_k2)), label = 'r value')
plt.legend(loc = 'best', fontsize = 20, shadow = True, fancybox = True)
plt.xlabel('Day', size = 20)








fig = plt.figure(figsize = (15,5))
plt.plot(index, y_err_k2_2, label = 'k2 only std')
plt.ylim(-30,15)
Covariance Matrix:
[[ 0.04 0. 0. 0. ]
[ 0. 0.01 0. 0. ]
[ 0. 0. 0.25 0. ]
[ 0. 0. 0. 0.0625]]
Normalized Weight Matrix:
[[ 1. 0. 0. 0. ]
[ 0. 4. 0. 0. ]
[ 0. 0. 0.16 0. ]
[ 0. 0. 0. 0.64]]
Design Matrix:












[[ 0.04 0. 0. 0. ]
[ 0. 0.01 0. 0. ]
[ 0. 0. 0.25 0. ]
[ 0. 0. 0. 0.0625]]
Normalized Weight Matrix:
[[ 1. 0. 0. 0. ]
[ 0. 4. 0. 0. ]
[ 0. 0. 0.16 0. ]
[ 0. 0. 0. 0.64]]
Design Matrix:


















_ = corner.corner(k2_k4_solutions, quantiles=[0.16, 0.5, 0.84], labels = [r’K2‘,r’K4’], ti-
tle_kwargs={“fontsize”: 15}, label_kwargs={“fontsize”: 15}, show_titles = True)
In [8]: fig = plt.figure(figsize = (15,5))
fig.suptitle(r'$R_1$ Residuals for $K_2$-Only Model', size = 20)
plt.plot(index, R1-k2_solutions, label = r'$R_1$ Residuals')
plt.fill_between(index, R1 - k2_solutions - y_err_k2_2, R1 - k2_solutions + y_err_k2_2, color="#4682b4", alpha = 0.4, label = r'$1\sigma$ Errors')
plt.xlabel('Day', size = 20)
plt.ylabel(r'$\mu s$', size = 20, rotation = 0, labelpad = 25)
plt.tick_params(axis='x',labelsize=20)
plt.tick_params(axis='y',labelsize=20)




#plt.savefig('R1_Residals_K2_Only_Test.png', format = 'png')
fig = plt.figure(figsize = (15,5))
fig.suptitle(r'$R_1$ Residuals for $K_2$-$K_4$ Model', size = 20)
plt.plot(index, R1-(k2_k4_solutions[:,0]+k2_k4_solutions[:,1]), label = r'$R_1$ Residuals')
plt.fill_between(index, R1 - (k2_k4_solutions[:,0]+k2_k4_solutions[:,1])
- np.sqrt(yerr**2 + yerr_k4**2 + 2*np.array(y_cov_k2_k4)), R1 - (k2_k4_solutions[:,0]+
k2_k4_solutions[:,1]) + np.sqrt(yerr**2 + yerr_k4**2 + 2*np.array(y_cov_k2_k4)), color="#4682b4", alpha = 0.4, label = r'$1\sigma$ Errors')
plt.xlabel('Day', size = 20)
plt.ylabel(r'$\mu s$', size = 20, rotation = 0, labelpad = 25)
plt.tick_params(axis='x',labelsize=20)
plt.tick_params(axis='y',labelsize=20)




plt.savefig('R1_Residals_K2_K4_Test.png', format = 'png')
fig = plt.figure(figsize = (15,10))
sub = fig.add_subplot(2,1,1)
plt.title(r'$R_1$ Residuals for $K_2$-Only Model', size = 20)
plt.plot(index, R1-k2_solutions, label = r'$R_1$ Residuals')
plt.fill_between(index, R1 - k2_solutions - y_err_k2_2, R1 - k2_solutions + y_err_k2_2, color="#4682b4", alpha = 0.4, label = r'$1\sigma$ Errors')
plt.xlabel('Day', size = 20)





ymin, ymax = axes.get_ylim()
plt.legend(fontsize = 15, loc = 'best', fancybox = True, shadow = True)
#plt.ylim(-30,15)
plt.xlim(0,np.max(index))
#plt.savefig('R1_Residals_K2_Only_Test.png', format = 'png')
sub = fig.add_subplot(2,1,2)
plt.title(r'$R_1$ Residuals for $K_2$-$K_4$ Model', size = 20)
plt.plot(index, R1-(k2_k4_solutions[:,0]+k2_k4_solutions[:,1]), label = r'$R_1$ Residuals')
plt.fill_between(index, R1 - (k2_k4_solutions[:,0]+k2_k4_solutions[:,1])
- np.sqrt(yerr**2 + yerr_k4**2 + 2*np.array(y_cov_k2_k4)), R1 - (k2_k4_solutions[:,0]+k2_k4_solutions[:,1]) + np.
sqrt(yerr**2 + yerr_k4**2 + 2*np.array(y_cov_k2_k4)), color="#4682b4", alpha = 0.4, label = r'$1\sigma$ Errors')
plt.xlabel('Day', size = 20)
plt.ylabel(r'$\mu s$', size = 20, rotation = 0, labelpad = 25)
plt.tick_params(axis='x',labelsize=20)
plt.tick_params(axis='y',labelsize=20)




#plt.savefig('R1_Residals_K2_K4_Scale_Compare_Test.png', format = 'png')
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In [25]: fig = plt.figure(figsize = (15,10))
fig.suptitle(r'Sampled Residuals for $K_2$ and $K_4$', size = 20)
sub = fig.add_subplot(2,1,1)
plt.title(r'$K_2$', size = 20)
plt.plot(index, k2 - k2_k4_solutions[:,0], label = r'$K_2$ Residuals')
plt.plot(index, k2, label = r'$K_2$ Dataset')
plt.xlabel('Day', size = 15)
plt.ylabel(r'$\mu s GHz^2$', size = 17, rotation = 0, labelpad = 20)
plt.tick_params(axis='x',labelsize=15)
plt.tick_params(axis='y',labelsize=15)




plt.title(r'$K_4$', size = 20)
plt.plot(index, k4 - k2_k4_solutions[:,1], label = r'$K_4$ Residuals')
plt.plot(index, k4, label = r'$K_4$ Dataset')
plt.xlabel('Day', size = 15)
plt.ylabel(r'$\mu s GHz^4$', size = 17, rotation = 0, labelpad = 20)






#plt.savefig('K2_K4_Recovered_R2_S2.png', format = 'png')
plt.show()
fig = plt.figure(figsize = (15,5))
fig.suptitle(r'Sampled Residuals for $K_2$ Only', size = 20)
plt.xlim(0,np.max(index))
plt.plot(index, k2 - k2_solutions, label = r'$K_2$ Residuals')
plt.plot(index, k2, label = r'$K_2$ Dataset')
plt.xlabel('Day', size = 15)
plt.ylabel(r'$\mu s GHz^2$', size = 17, rotation = 0, labelpad = 20)
plt.tick_params(axis='x',labelsize=15)
plt.tick_params(axis='y',labelsize=15)
plt.legend(fontsize = 15, loc = 'best', fancybox = True, shadow = True)
plt.ylim(-30,15)
plt.show()
fig = plt.figure(figsize = (15,5))
fig.suptitle(r'Sampled Solutions for $K_2$ Only', size = 20)
plt.xlim(0,np.max(index))
plt.plot(index, k2_solutions, label = r'$K_2$ Solutions', color = 'b')
plt.plot(index, k2, label = r'$K_2$ Dataset', color = 'r')
plt.fill_between(index, k2_solutions - y_err_k2_2, k2_solutions + y_err_k2_2, color="#4682b4", alpha = 0.4, label = r'$1\sigma$ Errors')
plt.xlabel('Day', size = 20)
plt.ylabel(r'$\mu s \ GHz^2$', size = 17, rotation = 0, labelpad = 25)
plt.tick_params(axis='x',labelsize=20)
plt.tick_params(axis='y',labelsize=20)
plt.legend(fontsize = 15, loc = 'best', fancybox = True, shadow = True)
plt.ylim(-30,15)
plt.gcf().subplots_adjust(bottom=0.15)
#plt.savefig('K2_Only_Sampled_Solutions_Low_Noise_Example.png', format = 'png')
fig = plt.figure(figsize = (15,10))
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fig.suptitle(r'Sampled Solutions for $K_2$ and $K_4$', size = 25)
sub = fig.add_subplot(2,1,1)
plt.xlim(0,np.max(index))
plt.title(r'$K_2$', size = 23)
plt.plot(index, k2_k4_solutions[:,0], label = r'$K_2$ Solutions', color = 'b')
plt.plot(index, k2, label = r'$K_2$ Dataset', color = 'r')
plt.fill_between(index, k2_k4_solutions[:,0] - yerr, k2_k4_solutions[:,0] + yerr, color="#4682b4", alpha = 0.4, label = r'$1\sigma$ Errors')
plt.xlabel('Day', size = 20)
plt.ylabel(r'$\mu s \ GHz^2$', size = 20, rotation = 0, labelpad = 25)
plt.tick_params(axis='x',labelsize=20)
plt.tick_params(axis='y',labelsize=20)




plt.title(r'$K_4$', size = 23)
plt.fill_between(index, k2_k4_solutions[:,1] - yerr_k4, k2_k4_solutions[:,1] + yerr_k4, color="#4682b4", alpha = 0.4, label = r'$1\sigma$ Errors')
plt.plot(index, k2_k4_solutions[:,1], label = r'$K_4$ Solutions', color = 'b')
plt.plot(index, k4, label = r'$K_4$ Dataset', color = 'r')
plt.xlabel('Day', size = 20)
plt.ylabel(r'$\mu s \ GHz^4$', size = 20, rotation = 0, labelpad = 20)







#plt.savefig('K2_K4_Sampled_Solutions_Low_Noise_Example.png', format = 'png')
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In [ ]: _ = corner.corner(np.array((k2_k4_solutions[:,0], k2_k4_solutions[:,1])).T, quantiles=[0.16, 0.5, 0.84], labels = [r'$K_2$ Res',r'$K_4$ Res'],
title_kwargs={"fontsize": 15}, label_kwargs={"fontsize": 15}, show_titles = True)
In [31]: _ = corner.corner(np.array((R1, R2, S1, S2)).T,
quantiles=[0.16, 0.5, 0.84], labels = [r'$R_1$',r'$R_2$',r'$S_1$',r'$S_2$'],
title_kwargs={"fontsize": 15}, label_kwargs={"fontsize": 15}, show_titles = True)
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In [82]: end = time.time()
print end - start
10.2384340763
In [ ]:
In [83]: def model(params, t):
_, _, b = params
#return b
def lnlike(params, t, y, yerr):
a, tau = 10**(params[:2])
gp = george.GP(a * kernels.Matern32Kernel(tau))
gp.compute(t, yerr)




#pmax = np.array([0, 50.,50.])
pmin = np.array([-50, -50.])
pmax = np.array([0, 50])





#pmin = np.array([-50, -50., -50])
#pmax = np.array([0, 50, 50])
pmin = np.array([-50, -50.])
pmax = np.array([50, 50])














burn = int(0.5 * chain.shape[0])
_ = corner.corner(chain[burn:,:-4],bins = 40,show_titles = True,labels = [r'$\alpha$',r'$\tau$'], quantiles=[0.16, 0.5, 0.84])
#_ = corner.corner(chain[burn:,:-4],bins = 40,show_titles = True,labels = [r'$\alpha$',r'$\tau$', r'$b$'], quantiles=[0.16, 0.5, 0.84])
Running second burn-in...
Finished 1.00 percent in 16.946582 s Acceptance rate = 0.0328Adding DE jump with weight 20








#x = np.linspace(np.linspace(0,N,N).min(), np.linspace(0,N,N).max(), size2) #works well when size1=size2










In [19]: chain = np.loadtxt('chains/chain_1.txt')
burn = int(0.5 * chain.shape[0])





plt.errorbar(index_oth,k2_k4_solutions_oth[:,0],y_err_k2_oth,fmt='k.',label = 'Simulated Data') #yerr
sarray = np.zeros((len(x),sizer))
for i,s in enumerate(chain[np. random.randint(burn,len(chain), size = sizer)][:,:-4]):
# Set up the GP for this sample.
a, tau = 10**(s[:2])
gp = george.GP(a * kernels.Matern32Kernel(tau))
gp.compute(t, err)
# Compute the prediction conditioned on the observations and plot it.
#mo = gp.sample_conditional(y - model(s, t), x) + model(s, x)
mo = gp.sample_conditional(y, x)










sigma1 = np.std(sarray,axis = 1)
mn1 = np.mean(sarray,axis = 1)







plt.ylabel(r'$\mu s \ GHz^2$', size = 17, rotation = 0, labelpad = 25)







plt.legend(fontsize = 15,loc = 'best', shadow = True, fancybox = True)
sub = fig.add_subplot(3,1,2)
#plt.axvline(index[160])
sarray = np.zeros((len(R1_oth), sizer_oth)) #N
for i,s in enumerate(chain[np.random.randint(burn,len(chain), size=sizer_oth)][:,:-4]):
# Set up the GP for this sample.
a, tau = 10**(s[:2])
gp = george.GP(a * kernels.Matern32Kernel(tau))
gp.compute(t, err)
# Compute the prediction conditioned on the observations and plot it.
#mo = gp.sample_conditional(y - model(s, t), index) + model(s, index)
mo = gp.sample_conditional(y, index_oth)





sys.stdout.write('Plotting Gaussian Fits for Requested Limits; Finished %2.2f percent'% ((i /sizer_oth* 100)))
sys.stdout.flush()
sigma = np.std(sarray,axis = 1)
mn = np.mean(sarray,axis = 1)










plt.ylabel(r'$\mu s \ GHz^2$', size = 17, rotation = 0, labelpad = 22)














plt.ylabel(r'$\sigma\ Value$',fontsize=20, rotation = 0, labelpad = 35)
plt.tight_layout()
#plt.savefig('GP_K2_Low_Noise_Other_Samples.png')
Plotting Guassian Fits; Finished 99.49 percent
Plotting Gaussian Fits for Requested Limits; Finished 99.42 percent
In [28]: fig = plt.figure(figsize = (15,5))
x_test = np.linspace(0, 4500, 500)
mu_test, cov2 = gp.predict(y, x_test)
std_test = np.sqrt(np.diag(cov2))
#for i in range(2000):
# plt.plot(x, mn1, color="#4682b4", alpha=0.3)
chain_test = chain[int(1.5*burn):,:-4]
for i in range(50):






sys.stdout.write('Finished %2.2f percent'% ((i /50 * 100)))
sys.stdout.flush()
# Plot a single sample.
plt.plot(x_test, gp.sample_conditional(y, x_test), "k", alpha=0.3)
plt.errorbar(index,k2_k4_solutions[:,0],yerr,fmt='k.',label = 'Simulated Data')
plt.fill_between(x_test, mu_test - std_test, mu_test + std_test)
plt.plot(index, np.mean(sarray,axis = 1))
plt.legend(loc = 'best')
Finished 98.00 percent
Out[28]: <matplotlib.legend.Legend at 0x7ff511e85290>
In [ ]:
In [21]: def model(params, t):
_, _, b = params
#return b
def lnlike(params, t, y, yerr_k4):
a, tau = 10**(params[:2])
gp = george.GP(a * kernels.Matern32Kernel(tau))
gp.compute(t, yerr)




#pmax = np.array([0, 50.,50.])
pmin = np.array([-50, -50.])
pmax = np.array([0, 50])




#pmin = np.array([-50, -50., -50])
#pmax = np.array([0, 50, 50])
pmin = np.array([-50, -50.])
pmax = np.array([0, 50])
p0 = np.random.uniform(pmin, pmax)
print p0
[-30.79549417 46.2948392 ]










burn = int(0.5 * chain.shape[0])
_ = corner.corner(chain[burn:,:-4],bins = 40,show_titles = True,labels = [r'$\alpha$',r'$\tau$'], quantiles=[0.16, 0.5, 0.84])
#_ = corner.corner(chain[burn:,:-4],bins = 40,show_titles = True,labels = [r'$\alpha$',r'$\tau$', r'$b$'], quantiles=[0.16, 0.5, 0.84])
Running second burn-in...
Finished 1.00 percent in 25.830835 s Acceptance rate = 0.0539Adding DE jump with weight 20








#x = np.linspace(np.linspace(0,N,N).min(), np.linspace(0,N,N).max(), size2) #works well when size1=size2










In [23]: chain = np.loadtxt('chains_k4_low_noise/chain_1.txt')
burn = int(0.5 * chain.shape[0])





plt.errorbar(index_oth,k2_k4_solutions_oth[:,1],y_err_k4_oth,fmt='k.',label = 'Simulated Data')
sarray = np.zeros((len(x),sizer))
for i,s in enumerate(chain[np. random.randint(burn,len(chain), size = sizer)][:,:-4]):
# Set up the GP for this sample.
a, tau = 10**(s[:2])
gp = george.GP(a * kernels.Matern32Kernel(tau))
gp.compute(t, err)
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# Compute the prediction conditioned on the observations and plot it.
#mo = gp.sample_conditional(y - model(s, t), x) + model(s, x)
mo = gp.sample_conditional(y, x)










sigma1 = np.std(sarray,axis = 1)
mn1 = np.mean(sarray,axis = 1)







plt.ylabel(r'$\mu s \ GHz^4$', size = 17, rotation = 0, labelpad = 22)






plt.legend(fontsize = 15,loc = 1, shadow = True, fancybox = True)
sub = fig.add_subplot(3,1,2)
#plt.axvline(index[160])
sarray = np.zeros((len(R1_oth), sizer_oth))
for i,s in enumerate(chain[np.random.randint(burn,len(chain), size=sizer_oth)][:,:-4]):
# Set up the GP for this sample.
a, tau = 10**(s[:2])
gp = george.GP(a * kernels.Matern32Kernel(tau))
gp.compute(t, err)
# Compute the prediction conditioned on the observations and plot it.
#mo = gp.sample_conditional(y - model(s, t), index) + model(s, index)
mo = gp.sample_conditional(y, index_oth)





sys.stdout.write('Plotting Gaussian Fits for Requested Limits; Finished %2.2f percent'% ((i /sizer_oth* 100)))
sys.stdout.flush()
sigma = np.std(sarray,axis = 1)
mn = np.mean(sarray,axis = 1)









plt.ylabel(r'$\mu s \ GHz^4$', size = 17, rotation = 0, labelpad = 22)














plt.ylabel(r'$\sigma\ Value$',fontsize=20, rotation = 0, labelpad = 35)
plt.tight_layout()
#plt.savefig('GP_K4_Low_Noise_Other_Samples.png')
Plotting Guassian Fits; Finished 99.49 percent
Plotting Gaussian Fits for Requested Limits; Finished 99.42 percent
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In [ ]:
In [ ]:
In [ ]:
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