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Introduction
De´crire les proprie´te´s de la re´solution libre minimale de l’ide´al qui de´finit une varie´te´ projective
est un proble´me classique en geome´trie alge´brique et en alge`bre commutative, pose´ au de´but des
anne´s 60. Les principales lignes de recherche ont e´te´ :
– Construire la re´solution libre minimale d’ide´aux monomiaux spe´ciaux et plus ge´ne´ralement de
modules gradue´s sur l’anneau des polynoˆmes k[x] a` n variables avec la graduation N-standard
(voir [10])
– Construire des re´solutions libres non minimales, par exemple : re´solution de Taylor (voir [8],
pp. 439) et re´solution cellulaire (voir [30], pp. 61-80).
– Calculer les nombres de Betti d’un ide´al binomial I de k[x] par complexes simpliciaux ; cette
branche a une longue tradition et a donne´ des re´sultats en combinatoire et alge´bre commuta-
tive. Dans cette direction nous devons mettre en avant la formule de Hochster dans [26], qui
de´termine les nombres de Betti d’un ide´al monomial libre de carre´s en fonction de l’homologie
des sous-complexes du complexe simplicial ∆ associe´ a` I par la the´orie de Stanley-Reisner
[37], et ses extensions trouve´es dans [38], [2] et [7].
Green et Lazaferld dans [17] et [18] ont introduit la proprie´te´ Np pour un anneau N-gradue´
standard comme indication de la pre´sence de syzygies simples. En effet, e´tant donne´ un ide´al I
homoge`ne de l’anneau de polynoˆmes k[x] a` n variables N-standard gradue´, on dit que R := k[x]/I
satisfait la proprie´te´ Np avec p ∈ N, p 6= 0, si βi,j(R) = 0 pour tous j > i + 1 et 1 ≤ i ≤ p, ou`
βi,j(R) de´signe le nombre de Betti N-gradue´ de R sur S. Cette proprie´te´ nous indique que l’ide´al
I est engendre´ par des quadriques et que les premiers p−1 syzygies de I sont line´aires. Dans [11]
Eisenbud et al. introduisent la notation N2,p pour noter la proprie´te´ Np avec p ∈ N et p 6= 0. Ils
ge´ne´ralisent le the´ore`me de Fro¨berg [15] qui caracte´rise de manie`re combinatoire tous les ide´aux
monomiaux quadratiques libres de carre´s qui sont 2-re´guliers (voir corollaire 2.2.14), c.a.d. les
ide´aux qui satisfont la proprie´te´ N2,p pour tout p ∈ N. En effet, si I est un ide´al monomial
quadratique libre de carre´s, ils ont caracte´rise´ de manie`re combinatoire l’entier p maximal pour
lequel l’alge`bre R satisfait la proprie´te´ N2,p (voir the´roe`me 2.2.13).
Tandis que la proprie´te´ N2,p a e´te´ e´tudie´ par Fro¨berg dans [15] et par Eisenbud et als. dans
[11] pour les ide´aux monomiaux ; M. Morales, dans [31], e´tudie la classe d’ide´aux forme´es par
les intersections finies des ide´aux premiers engendre´s par des formes line´aires et de´montre que
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les ide´aux 2-re´guliers de cette classe sont tous ceux qui, sous un possible re´arrangement de
leurs composantes premie`res, forment une suite line´airement jointe (voir proposition 2.3.4). Les
ide´aux monomiaux libres de carre´s sont des intersections finies d’ide´aux premiers engendre´s par
des variables (voir proposition 1.8.3). De plus, M. Morales caracte´rise en termes combinatoires
le fait qu’une suite d’ide´aux premiers soit une suite line´airement jointe. De meˆme, il donne une
formule en termes combinatoires pour calculer les nombres de Betti des ide´aux forme´ par les
intersections d’une suite line´airement jointe d’ide´aux premiers.
A` partir des ide´aux de scroll Ha Minh Lam et M. Morales ont introduit dans [20] une classe
d’ide´aux binomiaux qui est une extension binomiale d’ide´aux monomiaux libres de carre´s,
appele´e extensions binomiales simpliciales ou simplement extensions binomiales. En effet, e´tant
donne´ I ⊂ k[x] un ide´al monomial libre de carre´s et J ⊂ k[z] une somme d’ide´aux de scroll
qui satisfont certaines conditions, nous de´finissons l’extension binomiale simpliciale de I comme
B = I + J ⊂ k[z]. Dans [19] Ha Minh Lam et M. Morales obtiennent la de´composition primaire
de ces extensions binomiales de meˆme qu’ils trouvent le nombre de re´duction de k[z]/B et il
reste a` trouver l’entier p maximal pour lequel l’alge´bre k[z]/B satisfait la proprie´te´ N2,p. C’est
ce proble`me qui est le sujet de cette the`se.
En vue de trouver l’entier p maximal pour lequel l’alge´bre k[z]/B satisfait la proprie´te´N2,p, nous
conside´rerons un ide´al monomial quadratique libre de carre´s I ⊂ k[x] et son extension binomiale
simpliciale B = I + J ⊂ k[z]. Sous certaines conditions d’ordre impose´es sur les facettes du
complexe de Stanley-Reisner de I nous obtiendrons un ordre > pour les variables de l’anneau
de polynoˆmes k[z]. Ensuite nous prouvons par un calcul de bases de Gro¨bner que l’ide´al initial
in(B), sous l’ordre lexicographique induit par l’ordre de variables >, est quadratique libre de
carre´s. Nous montrerons que in(B) est 2-re´gulier si et seulement si I est 2-re´gulier en utilisant
la caracterisation de M. Morales dans [31] en termes de suites line´airement jointes. Cela nous
permettra de montrer a` partir de la semicontinuite´ de nombres de Betti (voir 3.2.6) que B est
2-re´gulier si et seulement si I est 2-re´gulier. Dans le cas ge´ne´ral lorsque I n’est pas 2-re´gulier, en
utilisant le the´ore`me 2.2.13 on trouvera une borne infe´rieure pour l’entier q maximal pour lequel
k[z]/in(B) satisfait la proprie´te´ N2,q. Graˆce a` la semicontinuite´ des nombres de Betti, ce nombre
q calcule´ en fonction de I nous donnera une borne infe´rieure de l’entier p maximal pour lequel
B satisfait la proprie´te´ N2,p. En outre, en supposant que J est un ide´al torique et en imposant
certaines conditions, nous trouverons une borne supe´rieure pour p. En imposant des conditions
supple´mentaires, nous prouverons que les deux bornes trouve´es co¨ıncident et nous aurons trouve´
la valeur de p en fonction de I.
La the`se est organise´e en quatre chapitres que l’on explique brie`vement dans ce qui suit :
Dans le premier chapitre nous rappellerons la de´finition d’un anneau multigradue´ par un semi-
groupe et nous verrons le re´sultat de Eisenbud et Sturmfels [12] qui permet d’associer a` un
ide´al binomial B un mono¨ıde commutatif (semi-groupe avec e´le´ment neutre) Σ(B) avec lequel
nous obtenons une Σ(B)-multigraduation de k[x]/B. Nous verrons que Σ(B) est un mono¨ıde
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simplifiable, a` savoir que :
∀a, b, c ∈ Σ(B), a+ c = b+ c⇒ a = b
si et seulement si B est un ide´al de re´seau. Ensuite, en supposant que M est un module multi-
gradue´ positif par un mono¨ıde Σ nous de´finissons les nombres de Betti multigradue´s βi,a et nous
montrons que :
The´ore`me 1.7.6. Soient B un ide´al de re´seau de k[x] quasi homoge`ne ; I un ide´al monomial
libre de carre´s de k[x] tel que, s’il existe α ∈ N tel que xα ∈ I et s’il existe γ ∈ k et γ ∈ N, tels
que xα − cxγ ∈ B, alors xγ ∈ I ; J = B + I ; R = k[x]/J et K le complexe de Koszul de la suite
x = (x1, . . . , xn). Conside´rons les complexes simpliciaux :
Ωb = {F ⊂ {1, . . . , n} : ∃β, γ ∈ Nn, ∃a ∈ k, degΣ(B)(β) = b, x
β − axγxsuppF ∈ B} et
Ψb = {F ∈ Ωb : ∃β, γ ∈ Nn, ∃a ∈ k, degΣ(B)(β) = b, x
β − axγxsupp(F ) ∈ B, xγ ∈ I}.
alors :
1. (K ⊗R)b ∼= (C(Ωb; k)/C(Ψb; k))(−1) ;
2. βi,b(R) = dimkH˜i−1(Ωb,Ψb(B); k). En particulier βi,b(k[x]/B) = dimkH˜i(Ωb; k).
Il est a` souligner que si B est un ide´al de re´seau, alors Σ(B) est simplifiable et nous verrons que
cette caracteristique de Σ(B) nous permet de voir le complexe de Koszul comme un complexe
de chaˆınes associe´ a` un complexe simplicial. Par ailleurs, nous verrons dans ce meˆme chapitre
que, dans le cas ou` B = 0, J est un ide´al monomial libre de carre´ et la formule pour calculer
le nombre de Betti de J du the´ore`me 1.7.6 devient la formule de Hochster (the´ore`me 5.2, [26]).
En effet le the´ore`me 1.7.6 est une ge´ne´ralisation d’autres re´sultats pour calculer les nombres
de Betti. Parmi ces re´sultats nous avons ceux de Herzog et Aramova dans [2] (lemme 4.1) et
Sturmfels dans [38] (the´ore`me 12.12), pour le cas ou` J = B, avec B un ide´al torique. Finalement
Bruns et Herzog dans [7] (proposition 1.1), ont montre´ un re´sultat qui ge´ne´ralise la formule de
Hochster et le re´sultat de Herzog, Aramova et Sturmfels, qui correspond a` notre the´ore`me 1.7.6
dans le cas ou` B est un ide´al torique.
A` la fin du chapitre 1 nous e´tudierons les nombres de Betti Z-multigradue´s, car la proprie´te´
N2,p est une proprie´te´ des nombres de Betti Z-multigradue´s. Nous donnerons une ge´ne´ralisation
des e´quations de Herzog-Kuhl dans ([23]) (corollaire 1.9.6). Nous disons qu’un k[x]-module M
Z-gradue´ de dimension projective ρ est pur si et seulement si pour tout i ∈ {1, . . . , ρ}, il existe
un unique di ∈ Z tel que di > di−1 et βi,di 6= 0. Quand nous voulons mettre en relief le vecteur
d = (d0, d1, . . . , dρ), nous disons que M est un k[x]-module Z-gradue´ d-pur. Dans le cas ou`
di = di−1 + 1 pour tout i ∈ {1, . . . , ρ}, nous disons que M est d0-line´aire. On remarque que le
cas 2-line´aire correspond au cas ou` le module M est 2-re´gulier.
v
Proposition 1.9.5. SoientM un k[x]-module Z-gradue´, ρ sa dimension projective et d = (d0 <
d1 < · · · < dρ < dρ+1) ∈ Nρ+2 tel que M a une re´solution libre minimale de la forme :
0→ S(−dρ+1)
βρ,dρ+1 ⊕ S(−dρ)
βρ,dρ → S(−dρ)
βρ−1,dρ ⊕ S(−dρ−1)
βρ−1,dρ−1 → . . .
→ S(−d2)
β1,d2 ⊕ S(−d1)
β1,d1 → Sβ0,0 →M → 0,
avec S = k[x]. Soient β′i = βi,di − βi−1,di avec 1 ≤ i ≤ ρ et c la codimension de M . Alors si nous
connaissons la multiplicite´ de M et (ρ+1− c) parmi les β′i, nous pouvons de´te´rminer les autres
β′i. En particulier,
β′i =

(−1)i+1β0
∏
k 6=i,k 6=0
dk−d0
dk−di
si depth(M) = dim M et βρ,dρ+1 = 0;
(−1)i−1
β0(
∏ρ+1
k=1,k 6=i dk)−(ρ)!e(M)∏ρ+1
k=1,k 6=i(dk−di)
si depth(M) = dim M βρ,dρ+1 6= 0, et d0 = 0;
(−1)i−1
β0(
∏ρ
k=1,k 6=i dk)−(ρ−1)!e(M)∏ρ
k=1,k 6=i(dk−di)
si depth(M) = dim M − 1 βρ,dρ+1 = 0, et d0 = 0.
Pour l’existence des re´solutions d-pures nous sugge´rons la lecture de [10].
Dans le chapitre 2 nous e´tudierons la proprie´te´ N2,p pour les ide´aux monomiaux quadratiques
libre de carre´s. D’abord, nous de´finirons pour tout ide´al I ⊂ k[x] le nombre p2(I) comme l’entier
maximal pour lequel l’alge`bre k[x]/I satisfait la proprie´te´ N2,p. Ensuite, nous verrons qu’e´tant
donne´ un ide´al monomial quadratique I nous pouvons lui associer un graphe G de sorte que les
cliques de G sont les facettes du complexe de Stanley-Reisner associe´ a` I, et re´ciproquement. Les
complexes simpliciaux dont les facettes sont les cliques d’un graphe G sont appele´s complexes
de cliques. Nous e´tudierons en de´tail le re´sultat de Eisenbud et als. dans [11] qui nous sera tre`s
utile dans le chapitre 3, et que nous rappelons ici :
The´ore`me 2.2.13. ([11, The´ore`me 2.1]) Soient Γ = Γ(G) le complexe de cliques d’un graphe
G et I = IΓ l’ide´al de non-faces de Γ engendre´ par des monoˆmes quadratiques libres de carre´s.
L’alge`bre R := k[x]/I satisfait la condition N2,p, p ≥ 1, si et seulement si tous les cycles
minimaux de G sont de longueur strictement plus grande que p+ 2.
Nous obtenons comme corollaire de 2.2.13 une autre de´monstration du the´ore`me suivant :
The´ore`me. ([14, The´ore`me 4.6]) Soient Γ = Γ(G) le complexe de cliques d’un graphe G, I = IΓ
et p ≥ 1 entier naturel. Si p2(I) < ∞, alors βp2(I),p2(I)+3(I) est e´gal au nombre de cycles
minimaux de longueur p2(I) + 3 de G, de meˆme βp2(I),p2(I)+i(I) = 0 pour tout i ≥ 4.
Il faut remarquer que la preuve de´veloppe´e dans [14] est inde´pendante du the´ore`me 2.2.13. Fi-
nalement nous introduissons le concept de suite line´airement jointe d’ide´aux e´tudie´ dans [31]
et nous dirons qu’une suite de facettes F1, . . . , Fl d’un complexe simplicial Γ sont une suite
line´airement jointe si les ide´aux Qi = (x ∈ Γ : x /∈ Fi) sont une suite line´airemente jointe. Ce
concept nous servira dans le chapitre 3 et 4.
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Nous commencerons le chapitre 3 par un rappel sur les bases de Gro¨bner d’un ide´al I, qui sont
utilise´es pour calculer l’ide´al initial de I note´ in(I). Nous verrons que nous pouvons compa-
rer les nombres de Betti multigradue´s de l’ide´al I avec les nombres de Betti multigradue´s de
in(I) graˆce au the´ore`me de semicontinuite´ des nombres de Betti que nous enonc¸ons maintenant :
The´ore`me 3.2.6. ([30, The´ore`me 8.29]) Soit I ⊂ k[x] un ide´al A-gradue´ positif. Alors l’ine´galite´
suivante est satisfaite pour tout ordre monomial ≻ sur k[x] : βi,a(I) ≤ βi,a(in≻(I)), pour tous
i ∈ N et a ∈ A.
Ensuite, nous de´finissons les extensions binomiales, qui apparaissent dans [20], avec lesquelles
nous travaillerons dans le reste de la the`se, et que nous expliquons brie`vement ici. Soient Γ un
complexe de cliques, F ⊂ Γ une facette de Γ telle que {x
(F )
i0
, x
(F )
i1
}, {x
(F )
0 , x
(F )
i2
}, . . . , {x
(F )
0 , x
(F )
imF
}
sont des areˆtes contenues dans F qui sont contenues seulement dans F . A` chacune de ces areˆtes,
par exemple {x
(F )
0 , x
(F )
ij
}, nous associons un ensemble Y
(F )
j , qui peut eˆtre ∅. Nous de´finissons
Y (F ) = ∪mFj=1Y
(F )
j et Γ l’extension de Γ en ajoutant les nouvelles facettes F ∪ Y
(F ) qu’on notera
F . Si Y (F ) est non vide avec Y Fj = {yij1, . . . , yij ,nij }, nous de´finissons IF comme l’ideal de
mineurs 2× 2 de la matrice :
MF =
 x(F )i0 y(F )i11 . . . y(F )i1ni1 y(F )i21 . . . y(F )i2ni2 . . . y(F )imF 1 . . . y(F )imF nimF
y
(F )
i11
y
(F )
i12
. . . x
(F )
i1
y
(F )
i22
. . . x
(F )
i2
. . . y
(F )
ikF 2
. . . x
(F )
ikF
.
Dans le cas contraire IF = 0. A` partir de la`, nous de´finissons l’extension binomiale BΓ ⊂ k[V (Γ)]
du complexe simplicial Γ :
BΓ = IΓ + JΓ, avec JΓ =
∑
Fl
IFl ,
ou` IΓ est le complexe de Stanley-Reisner associe´ a` Γ.
En permutant les colonnes de chaque matrice MF d’une certaine fac¸on Π, nous obtiendrons
la matrice Π(MF ) et nous construirons le complexe Γ
(Π)
en enlevant toutes les areˆtes de Γ
correspondant aux diagonales de Π(MF ) allant de haut en bas et de gauche a` droite, pour tout
facette F de Γ. Nous verrons qu’en ordennant les facettes de Γ selon un ordre spe´cial que nous
appellerons ordre admissible de facettes, nous pourrons de´finir un ordre pour les sommets de Γ,
qui de´pend de Π et de l’ordre admissible de facettes de Γ, tel que le complexe simplicial associe´
a l’ide´al initial par rapport a` l’ordre lexicographique induit par cet ordre de sommets est le
complexe Γ
(Π)
. Par la semicontinuite´ des nombres de Betti nous obtiendrons le re´sultat suivant :
Proposition 3.6.1. Soient Γ un complexe de cliques et Γ une extension binomiale de Γ. Alors
maxΠ∈PΓ
(
p2(I(Γ
(Π)
))
)
≤ p2(BΓ). (1)
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Par le re´sultat d’Eisenbud et als. [11] (2.2.13) p2(IΓ(Π)
est calculable si nous pouvons calculer la
longueur d’un cycle minimal de Γ
(Π)
. En effet, nous trouverons une manie`re d’associer a` un cycle
minimal de Γ
(Π)
un cycle de Γ, que nous appellerons cycle minimal virtuel, et re´ciproquement.
Comme pre´miere application de ce re´sultat et en utilisant le fait que tout ide´al forme´ par les
intersections des ide´aux premiers est 2-line´aire si et seulement si ses composantes premie`res
peuvent eˆtre ordonne´es de telle sorte qu’elles forment une suite line´airement jointe (que nous
aurons e´tudie´e dans le chapitre 2), nous obtiendrons :
The´ore`me 3.6.9. Soient G un graphe, Γ = Γ(G) le complexe de cliques engendre´ par G et
Γ une extension binomiale de Γ. Alors G est un graphe de cordes si et seulement si BΓ est
2-line´aire.
De plus, la relation entre cycles minimaux de Γ
(Π)
et cycles minimaux Π-virtuels nous permet-
tra de calculer une borne pour la longueur minimale d’un cycle minimal de Γ
(Π)
a` partir de Γ.
D’abord, pour apprendre a` calculer cette borne, nous e´tudierons le cas ou` Π est la permutation
identite´. Puis nous trouverons une permutation Π∗ qui nous donnera une meilleure borne. De
cette fac¸on nous obtiendrons le re´sultat suivant :
The´ore`me 3.7.18. Soient G un graphe, Γ = Γ(G) le complexe de cliques engendre´ par G et
Γ une extension binomiale de Γ telle qu’il existe un ordre admissible pour les facettes de Γ, a`
savoir, F1, . . . , Fl.
1. p2(BΓ) ≥ minC(Π∗)∈CΠ∗ (|C
(Π)|)− 3.
2. Le nombre minC(Π∗)∈CΠ∗ (|C
(Π)|)− 3 est calcule´ en fonction des donne´es de Γ.
Dans le chapitre 4 nous e´tudierons deux cas de l’extension binomiale BΓ = IΓ + JΓ. D’abord
le cas ou` JΓ est un ide´al torique, et nous verrons dans l’appendice de ces chapitre certaines
conditions ne´ce´ssaires pour affirmer que JΓ est torique. Ainsi, en utilisant le the´ore`me 1.7.6 nous
calculerons certains nombre de Betti Σ(JΓ)-gradue´s. En effet, pour certains cycles minimaux de
Γ
(Π∗)
que nous noterons C˜, en de´finissant a = degΣ(JΓ(
∏
z∈V (C˜)
z), nous verrons dans le lemme
4.1.6 que β
|V (C˜)|−3,a
(BΓ) = 1. Cela nous donnera une borne supe´rieure pour p2(BΓ) quand JΓ
est torique et dans certains cas elle nous donnera la valeur de p2(BΓ) :
The´ore`me 4.1.9. Soient G un graphe qui n’est pas un graphe de cordes, Γ = Γ(G) le complexe
de cliques engendre´s par G et Γ une extension binomiale de Γ telle que les facettes de Γ admettent
un ordre admissible et que JΓ soit torique. Supposons que pour tout cycle minimal virtuel C de
G et toute areˆte e virtuelle de C dans Γ
(Π∗)
, les sommets de e sont dans le premier bloc de MFe ,
ou` Fe est l’unique facette qui contient e, et que e satisfait une des proprie´te´s suivantes :
1. soit |Y
(Fe)
1 | = min1≤j≤mFe (Y
(Fe)
i ) ≥ 2 et VΓ(MFe) = Fe ;
2. soit |Y
(Fe)
1 | = 1.
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Alors, p2(BΓ) = p2(IΓΠ
∗ ).
Finalement, nous conside´rerons aussi les extensions binomiales BΓ de Γ, quand le graphe G qui
engendre Γ, est un graphe de cordes et nous calculerons tous les nombres de Betti de BΓ, a` partir
des nombres de Betti de IΓ et en utilisant le the´ore`me 12 de [31] :
The´ore`me 4.2.7. Soient G un graphe de cordes, Γ = Γ(G) son complexe de cliques, Γ une
extension binomial de Γ, M le tableau associe´ aux facettes F1, . . . , Fl de Γ qui sont une suite
line´airement jointe de facettes et n˜ = |V (Γ) \ V (Γ)| . Alors :
1. Soient c = ht (IΓ(G)) et ρ = dimproj (IΓ), alors ht (BΓ′) = c+ n, dimproj (BΓ′) = ρ+ n.
2. Soient Li la i-e`me ligne de M , d = dim (k[x]/IΓ) et sd−i = |Lc+i|. Alors
βj(k[V ]/BΓ′) = j
(
c+ n˜+ 1
j + 1
)
+
d−1∑
i=0
si + l∑
j=1
δ(j, si)|Yj |
( |V (Γ)| − i− 1
j − 1
)
,
ou` δ(j, i) =
{
1 si |Dj |+ |Pj | ≥ |V (Γ)| − i,
0 sinon.
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Chapitre 1
Anneaux et modules gradue´s par
semi-groupes
Dans ce travail k de´signe un corps et k[x] = k[x1, . . . , xn] l’anneau des polynoˆmes a` n variables
sur k. Soit N l’ensemble des entiers naturels et α := (α1, . . . , αn) ∈ Nn. Nous e´crirons xα pour
noter le monoˆme xα11 . . . x
αn
n . Soit Q un sous-ensemble de k[x], nous noterons (Q) ⊂ k[x] l’ide´al
engendre´ par Q.
Dans ce chapitre on rappellera la de´ﬁnition d’un anneau gradue´ par un semi-groupe et on verra
qu’on peut construire une graduation par un semi-groupe a` partir d’un ide´al binomial. Ensuite
on de´ﬁnira les nombres de Betti-multigradue´ et on ge´ne´ralisera la formule de Bruns-Herzog
dans [6] pour calculer nombres de Betti d’ide´aux binomiaux de la forme J = B + I ou` B est
un ide´al de re´seau et I un ide´al monomial libre de carre´s qui satisfait certains proprie´te´s par
rapport a` B. Puis on obtiendra la formule de Hochster pour calculer les nombres de Betti des
ide´aux monomiaux libres de carre´s a` partir de la formule pre´ce´dente. Finalement, on ge´ne´ralisera
la formule de Herzog-Kuhl dans [23] pour calculer les nombres de Betti Z-gradue´ de certains
modules sur k[x].
1.1 Semi-groupes
Un semi-groupe (Σ, ⊺) est une structure alge´brique consistant en un ensemble Σ muni d’une loi
de composition interne associative ⊺. On note la loi de composition soit par + (loi de composition
additive) soit par · (loi de composition multiplicative). La loi de composition sera multiplicative
sauf dans certaines situations. Par abus on notera Σ le semi-groupe (Σ, ·).
Un semi-groupe Σ est dit commutatif ou abe´lien si la loi de composition est commutative et dans
ce cas la loi sera l’addition. Un semi-groupe qui posse´de un e´le´ment neutre est dit mono¨ıde.
1.1.1 Exemple. Soit T = {xα : α ∈ Nn} l’ensemble de tous les monoˆmes de k[x]. Donc T est
un mono¨ıde sous la multiplication de monoˆmes. En effet T ∼= Nn, Nn e´tant semi-groupe sous
1
l’addition.
Un e´le´ment z dans un semi-groupe Σ est le ze´ro de Σ si pour tout x ∈ Σ, z · x = z · x = z. Si
Σ n’a pas de ze´ro on peut ajouter un e´le´ment z tel que pour tout x ∈ Σ, z · x = z · x = z ; de
cette fac¸on Σz = Σ ∪ {z} et un semi-groupe avec ze´ro. Si la loi de composition du semi-groupe
est additive on notera ∞ le ze´ro de Σ
Un e´le´ment s ∈ Σ est dit simplifiable a` droite si :
∀x, y ∈ Σ : s · x = s · y ⇒ x = y.
On dit que s est simplifiable a` gauche si
∀x, y ∈ Σ : x · s = y · s⇒ x = y.
Finalement, on dit que s est simplifiable si s est simplifiable a` droite et a` gauche.
Nous dirons qu’un semi-groupe (mono¨ıde) Σ est un semi-groupe simplifiable (mono¨ıde sim-
plifiable), si tout e´le´ment s ∈ Σ est simplifiable. Si un semi-groupe Σ a un ze´ro note´ z et que
le cardinal de Σ est > 1, alors z n’est pas simplifiable et par conse´quence Σ n’est pas simplifiable.
Soit Σ un semi-groupe abe´lien. Un groupe H avec un morphisme de semi-groupes h : Σ→ H est
dit un groupe de fractions de Σ, si pour tout groupe G et tout morphisme de semi-groupes
f : Σ→ G il y a un unique morphisme de groupes g : H → G tel que f = g ◦ h.
1.1.2 De´finition. Soit Σ un mono¨ıde abe´lien. On notera G(Σ) le groupe abe´lien (Σ × Σ)/R,
ou` R est la relation d’e´quivalence sur le semi-groupe Σ × Σ, donne´e par (s1, s2)R(s
′
1s
′
2) si et
seulement s’il y a un s ∈ Σ tel que s + s1 + s
′
2 = s + s2 + s
′
1. G(Σ) est appele´ le groupe de
fractions standard de Σ.
1.1.3 The´ore`me. ([3, The´ore`me 8.2]) Soit Σ un mono¨ıde abe´lien. Alors :
1. G(Σ) avec le morphisme de mono¨ıdes h : Σ → G(Σ) donne´ par h(s) = [(s,0)]R est un
groupe de fractions de Σ.
2. Le groupe de fractions de Σ est unique a` isomorphisme pre`s.
1.1.4 Proposition. Soit Σ un mono¨ıde abe´lien et h : Σ → G(Σ) le groupe de fractions de Σ.
Le morphisme h est un morphisme injectif si et seulement si tout e´le´ment s ∈ Σ est simpliﬁable.
Preuve.
⇒) Par l’absurde. Nous supposons qu’il existe s ∈ Σ non simplifiable, alors il existe x, y ∈ Σ tel
que s+ x = s+ y et x 6= y, donc (x,0) = h(x) 6= h(y) = (y,0), ainsi s+ x+ 0 6= s+ y + 0, ce
qui est absurde, car s+ x = s+ y. En conse´quence tout s ∈ Σ est simplifiable.
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⇐) Soient x, y ∈ Σ tel que h(x) = h(y), donc (x,0)R(y,0), d’ou` il existe s ∈ Σ tel que
s+ x = s+ x+ 0 = s+ y + 0 = s+ y,
et comme Σ est simplifiable on a : x = y.
1.1.5 Remarque. On de´duit de la proposition 1.1.4 qu’on ne peut pas toujours plonger un
semi-groupe dans un groupe, sauf si Σ est un semi-groupe simplifiable.
1.1.6 Proposition. Soit Σ un mono¨ıde abe´lien simpliﬁable. Le groupe de fractions G(Σ) de Σ
est le groupe le plus petit dans lequel on peut plonger Σ.
Preuve. Soient G un groupe quelconque contenant Σ et i : Σ →֒ G le morphisme inclusion.
D’apre`s le the´ore`me 1.1.3, G(Σ) est le groupe de fractions de Σ avec h : Σ → G(Σ) ou` h(a) =
(a, 0), et, d’apre`s la proposition 1.1.4, h est injectif. De plus, G(Σ) e´tant le groupe de fractions
de Σ, il existe par de´finition un morphisme ϕ : G(Σ) → G unique tel que i = ϕ ◦ h. Montrons
que ϕ est injective. Soient [(a1, b1)], [(a2, b2)] ∈ G(Σ) tel que ϕ([(a1, b1)]) = ϕ([(a2, b2)]). E´tant
donne´ [(a, b)] ∈ G(Σ), on a :
[(a, b)] = [(a, 0)] + [(0, b)] = [(a, 0)] + (−[(b, 0)]) = h(a)− h(b);
ainsi ϕ(h(a1)− h(b1)) = ϕ(h(a2)− h(b2)), donc
ϕ(h(a1))− ϕ(h(b1)) = ϕ(h(a2))− ϕ(h(b2));
ϕ(h(a1)) + ϕ(h(b2)) = ϕ(h(a2)) + ϕ(h(b1));
ϕ(h(a1 + b2)) = ϕ(h(a2 + b1));
i(a1 + b2) = i(a2 + b1);
et comme i est injectif, a1 + b2 = a2 + b1, d’ou` h(a1 + b2) = h(a2 + b1). Par conse´quence
h(a1) + h(b2) = h(a2) + h(b1);
et finalement nous avons h(a1)− h(b1) = h(a2)− h(b2). De cette fac¸on, [(a1, b1)] = [(a2, b2)], et
ainsi, ϕ est injectif. Alors, G(Σ) est le groupe le plus petit dans lequel on peut plonger Σ.
1.1.7 De´finition. Soit ϕ : Σ→ Υ un morphisme entre semi-groupes. La congruence noyau de
ϕ, note´ RKer(ϕ) est celle de´finie par :
∀σ, σ′ ∈ Σ, σRKer(ϕ)σ
′ ⇐⇒ ϕ(σ) = ϕ(σ′).
Alors, la classe d’e´quivalence σ ∈ Σ sur RKer(ϕ) est [σ]RKer(ϕ) = {σ
′ ∈ Σ : σRKer(ϕ)σ
′} et on
de´fini Σ/RKer(ϕ) = {[σ]RKer(ϕ) : σ ∈ Σ} avec l’operation · de´finie par :
∀σ, σ′ ∈ Σ, [σ]RKer(ϕ) · [σ
′]RKer(ϕ) = [σ · σ
′]RKer(ϕ) .
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1.1.8 Proposition. (The´ore`me 5.3 [27]) Soit ϕ : Σ → Υ un morphisme entre semi-groupes.
Alors Σ/RKer(ϕ) avec l’ope´ration · est un semi-groupe ; et la fonction ϕ
∗ : Σ→ Σ/RKer(ϕ) pose´e
par ϕ∗(σ) = [σ]RKer(ϕ) est un morphisme. De plus, il existe un monomorphisme α : Σ/RKer(ϕ) →
Υ tel que ϕ = α ◦ ϕ∗.
Soit ϕ : Nn → Σ un morphisme entre semi-groupes, ou` Σ est un semi-groupe simplifiable. Par
la proposition 1.1.4, il existe un monomorphisme h : Σ→ G(Σ). Alors ϕ : Zn → G(Σ), pose´ par
ϕ¯(ei) = ϕ(ei), est un morphisme de groupes. Ainsi :
∀σ, σ′ ∈ Nn, σRKer(ϕ)σ
′ ⇐⇒ ϕ(σ) = ϕ(σ′)⇐⇒ ϕ¯(σ) = ϕ¯(σ′)⇐⇒ ϕ¯(σ)− ϕ¯(σ′) = 0
⇐⇒ ϕ¯(σ − σ′) = 0⇐⇒ (σ − σ′) ∈ Ker(ϕ¯).
De cette fac¸on, en utilisant la proposition 1.1.8 nous avons la proposition suivante :
1.1.9 Proposition. Soit ϕ : Nn → Σ un morphisme surjectif entre semi-groupes, ou` Σ est un
semi-groupe simpliﬁable. Donc Nn/RKer(ϕ) ∼= Σ ; et σRKer(ϕ)σ′ si et seulement si (σ − σ′) ∈
Ker(ϕ¯).
1.1.10 Exemples.
1. Soit i : Nn → Nn le morphisme identite´, donc i¯ : Zn → Zn est l’identite´. Notons ∼i la
congruence noyau de i, alors d’apre`s la proposition 1.1.9 on a α ∼i β si et seulement si
α = β. Ainsi
Nn ∼= Nn/ ∼i
2. Soit abs : Nn → N le morphisme de´finit par abs(ei) = 1. Notons ∼abs la congruence noyau
de abs. En posant α = (α1, . . . , αn) ∈ Zn, on a
α ∼abs β ⇐⇒
n∑
i=1
αi =
n∑
i=1
βi.
On peut voir que cette dernie`re affirmation est e´quivalente a`
α− β ∈< ei − ej : i 6= j et i, j ∈ {1, . . . , n} > .
Donc N ∼= Nn/ ∼abs .
3. Soit 0 : Nn → {0} le morphisme constant 0. Notons ∼ la congruence noyau de 0. On a que
∼ est la congruence triviale, c’est a` dire que pour tout α, β ∈ Nn, α ∼ β. Alors
{0} ∼= Nn/ ∼ .
Soit Σ un mono¨ıde abe´lien simplifiable. On dit que Σ est un semi-groupe pointe´ si l’unique
e´le´ment inversible de Σ est le 0 ; et Σ est un semi-groupe affine s’il existe d ∈ N tel que Σ est
isomorphe a` un sous-semi-groupe de Zd. Si de plus l’unique e´le´ment inversible de Σ est le 0 on
dira que Σ est un semi-groupe affine positif. Le re´sultat suivant est bien connu.
1.1.11 Proposition. Pour tout semi-groupe aﬃne positif d-dimensionel Σ, il existe un plon-
gement vers Nd.
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1.2 Ide´aux binomiaux et multigraduations
1.2.1 De´finition. Soit Σ un mono¨ıde abe´lien (additif) quelconque. On dit que k[x] est Σ-
gradue´, s’il existe une famille de sous-groupes additifs de k[x], {Sa}a∈Σ, tel que k[x] = ⊕σ∈ΣSσ
et pour tout σ, σ′ ∈ Σ, Sσ · Sσ′ ⊂ Sσ+σ′ .
1.2.2 Exemple. k[x] = ⊕α∈Nn{cxα : c ∈ k} est une Nn-graduation de k[x]. Dans ce cas on dit
que k[x] est Nn gradue´.
Soient Σ un mono¨ıde abe´lien et k[x] un anneau Σ-gradue´. On dit que r ∈ k[x] est homoge`ne
s’il existe σ ∈ Σ tel que r ∈ Sσ. Dans ce cas on dira que σ est le degre´ de r et on le no-
tera par degΣ(r) = σ. Un k[x]-module gradue´ par Σ (Σ-gradue´) est un k[x]-module avec une
de´composition en somme directe M =
∑
σ∈ΣMσ satisfaisant SσMτ ⊂Mσ+τ pour tout σ, τ ∈ Σ.
Ainsi, les sous-modules Σ-gradue´s de k[x] sont appele´s ide´aux gradue´s de k[x].
1.2.3 Proposition. Soient Σ, Σ′ semi-groupes, tel que k[x] Σ-gradue´ ; et ϕ : Σ → Σ′ un
morphisme entre semi-groupes surjectif. Alors la Σ-graduation de k[x] induit une Σ′-graduation
de k[x].
Preuve. Comme k[x] est Σ-gradue´, il existe une famille {Sσ}σ∈Σ de sous-groupes additifs de
k[x] tel que k[x] = ⊕σ∈ΣSσ et pour tout σ, σ′ ∈ Σ, Sσ · Sσ′ ⊂ Sσ+σ′ . Pour chaque τ ∈ Σ′, on
pose Sτ = ⊕σ∈ϕ−1(τ)Sσ. Donc ⊕τ∈Σ′Sτ est une Σ
′-graduation de k[x].
1.2.4 De´finition. Soit Σ un mono¨ıde abe´lien de type fini, engendre´ par {σ1, . . . , σn} ⊂ Σ. Un
morphisme entre mono¨ıdes degΣ : N
n → Σ (tel que degΣ(ei) = σi) est appele´ Σ multi-degre´.
Dans ce cas k[x] est Nn-gradue´ ; en posant Sσ = {axα|a ∈ k α ∈ Nn et degΣ(α) = σ}, pour tout
σ ∈ Σ, on a par la proposition 1.2.3 : k[x] = ⊕σ∈ΣSσ et on dira que k[x] est Σ-multigradue´. Par
ailleurs on de´finit degΣ(x
α) = degΣ(α) pour tout α ∈ N
n et σi := degΣ(xi), ou` i ∈ {1, . . . , n}.
1.2.5 Exemple. k[x] est un module N-gradue´ standard ou simplement N-gradue´, si degN :
Nn → N est le morphisme de semi-groupes de´fini par degN(ei) = 1. Donc,
si α := (α(1), . . . , α(n)) ∈ Nn, |α| := degN(α) =
∑n
i=1 α
(i), d’ici degN(x
α) = |α|.
1.2.6 Remarque. Soit Σ un mono¨ıde abe´lien simplifiable, donc Σ ⊂ G(Σ). Par ailleurs, on
peut e´tendre le Σ-multi-degre´ a` un morphisme degG(Σ) : Z
n → G(Σ). Cependant dans le cas
ge´ne´ral, cela n’est pas possible, car Σ ne peut pas toujours eˆtre plonge´ dans G(Σ) d’apre´s la
proposition 1.1.4.
Maintenant on va voir comment obtenir un mono¨ıde abe´lien Σ a` partir d’un ide´al binomial de
k[x] pour faire une Σ-multigraduation de k[x].
1.2.7 De´finition. Un ide´al B de k[x] est un ide´al binomial s’il est engendre´ par binoˆmes (et
monoˆmes), c.a.d, B est engendre´ par une famille finie de binoˆmes {xα− axβ : α, β ∈ Nn, a ∈ k}.
On dira que B est un ide´al binomial pur s’il n’y a pas de monoˆmes dans B.
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1.2.8 Lemme. Soient ≻ un ordre monomial sur k[x] et I ⊂ k[x] un ide´al binomial. Donc
1. La base de Gro¨bner re´duite G de I par rapport a` ≻ est un ensemble de binoˆmes.
2. La forme normale par rapport a` ≻ de tout terme modulo G est aussi un terme.
Preuve. On fera la preuve de ce lemme au chapitre 3 quand on e´tudiera les bases de Gro¨bner.
1.2.9 The´ore`me. (Proposition 1.11 [12]) Un k-alge`bre de type ﬁni R admet une pre´sentation
de la forme R = k[x]/B, ou` B est un ide´al binomial, si et seulement si R peut-eˆtre gradue´ par un
mono¨ıde abe´lien commutatif engendre´ par n-e´le´ments de Σ de tel fac¸on que chaque composant
homoge`ne de R soit dimension ≤ 1.
Preuve.
⇒) Nous posons la relation R en T = {xα : α ∈ Nn} ∪ {0 ∈ k[x]} de la fac¸on suivante :
soient α, β ∈ Nn xα ∼R xβ s’il existe c ∈ k tel que xα − cxβ ∈ B. Ainsi Σ = T/R est un
mono¨ıde abe´lien commutatif ou` l’unite´ est [1]R et un ze´ro [0]R =∞. On peut remarquer que
s’il existe α ∈ Nn tel que xα ∈ B, xα ∈ [0]R et reciproquement. Pour chaque σ ∈ Σ, on pose
Vσ l’espace vectoriel engendre´ par tous les monoˆmes de σ dans R. En effet Vσ ne depend pas
du representant xα de la classe σ et de plus :
Vσ =
{
0 si σ = [0]R :=∞,
k si σ 6= [0]R :=∞.
Soit
VΣ =
⊕
σ∈Σ et σ 6=∞
Vσ.
Soient σ ∈ Σ \ {∞}, eσ le ge´ne´rateur de Vσ et ασ ∈ Nn fix tel que xασ ∈ σ. Nous posons le
morphisme d’espaces vectoriels ϕ : VΣ → R de´fini par ϕ(eσ) = x
ασ +B. De cette fac¸on ϕ est
surjectif. On montrera que ϕ est aussi injectif. Soit Σ′ un sous-ensemble fini de Σ \ {[0]R}, il
existe aσ ∈ k pas tous nuls
ϕ(
⊕
σ∈Σ′ aσeσ) = 0.
Donc pour chaque σ ∈ Σ′ il existe ασ ∈ σ tel que ϕ(eσ) = x
ασ +B 6= 0+B. Alors∑
σ∈Σ′
aσx
ασ +B = 0+B.
En outre, en choisissant un ordre monomial quelconque sur k[x] et en prennant une base de
Gro¨bner G par rapport a` cette ordre, on re´duit aσx
ασ a` sa forme normale avec G pour chaque
σ ∈ Σ′. On sait du lemme 1.2.8 que pour tout σ ∈ Σ′, la forme normale de aσx
ασ est un
terme, c.a.d., il existe bσ ∈ k et βσ ∈ Nn tel que bσxβσ +B = xασ +B et
∑
σ∈Σ′ bσx
βσ +B =
0+ B, et par conse´quent
∑
σ∈Σ′ aσx
ασ ∈ B. Par ailleurs, comme bσx
βσ est la forme normale
de aσx
ασ par rapport a` G, on a : aucun terme initial de chaque polynoˆme de G ne divise
in(
∑
σ∈Σ′ bσx
βσ), cela est absurde, puisque
∑
σ∈Σ′ bσx
βσ ∈ B. Par conse´quent aσ = 0 pour
tout σ ∈ Σ′. D’ou` ϕ est injective, donc ϕ est un isomorphisme et R = ⊕σ∈(Σ\[0]R)Rσ avec
Rσ = {cx
α +B : xα ∈ σ, c ∈ k} est une Σ-graduation de R.
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⇐) On suppose que Σ est engendre´ par a1, . . . , an ∈ Σ comme mono¨ıde, et on pose le morphisme
ϕ : k[x]→ R qui envoie chaque variable xi vers un e´le´ment non nul de la composante homoge`ne
de degre´ ai de R. Ce morphisme ϕ est surjectif par de´finition. Par ailleurs, les relations de
ces ge´ne´rateurs sont engendre´es par des relations homoge`nes, i.e. par des relations qui sont
sommes de monoˆmes de meˆme degre´ dans Σ. Mais pour tous monoˆmes m,m′ ∈ k[x] avec
degΣ(m) = degΣ(m
′), il existe c1, c2 ∈ k pas tous les deux nuls tels que ϕ(c1m−c2m′) = 0 ∈ R.
On peut supposer que c1 6= 0, donc ϕ(m− cm
′) = 0 ∈ R, ou` c = c2c1 . Donc, l’ide´al B engendre´
par ces binoˆmes est le noyau du ϕ : k[x]→ R, par conse´quent R = k[x]/B.
De la preuve de ce the´ore`me on pose la de´finition suivante :
1.2.10 De´finition. SoitB ⊂ k[x] un ide´al binomial pur de k[x], on pose la relation d’e´quivalence
RB sur T = {x
α : α ∈ Nn} ∼= Nn (avec Nn semi-groupe sous l’addition) :
∀α, β ∈ Nn, αRBβ, s’il existe un binoˆme xα − axβ ∈ B avec a ∈ k.
Le mono¨ıde Σ(B) associe´ a` B est l’ensemble des classes d’e´quivalence de Nn donne´es par RB,
c.a.d Σ(B) = Nn/RB. Pour simplifier la notation au lieu d’e´crire [α]RB on notera simplement
[α]B. Par ailleurs,
degΣ(B) : N
n → Σ(B), ou` degΣ(B)(α) := [α]B,
est une multi-graduation de k[x] et B est un ide´al Σ(B)-gradue´. De plus par la de´finition 1.2.4
degΣ(B)(x
α) = degΣ(B)(α) = [α]B.
1.2.11 Remarque.
1. Dans la de´finition 1.2.10 l’hypothe`se que B n’a pas de monoˆmes est esentielle pour de´finir
une bonne graduation sur l’anneau de polynoˆmes (voir 1.4.5). En effet si xα ∈ B, alors
pour tout β ∈ Nn, xβxα ∈ [xα]B =∞ ∈ Σ(B), c.a.d. degΣ(B)(x
βxα) =∞.
2. De la de´finition 1.1.7 RKer(degΣ(B)) = RB.
1.2.12 Exemples.
1. Soit B = 0. Donc αRBβ si et seulement si α = β. Ainsi par l’exemple 1.1.10(1), Σ(B) ∼= N
n
et effectivement k[x] est gradue´ par Nn.
2. Soit B = (xi − xj : i, j ∈ {1, . . . , n}, i 6= j), donc
αRBβ ⇐⇒
n∑
i=1
αi =
n∑
i=1
βi,
d’ou` par l’exemple 1.1.10(2), Σ(B) ∼= N et effectivement k[x] est N-gradue´ et k[x]/B est
un k[x] module N-gradue´.
3. Soit B = (xi − 1 : i ∈ {1, . . . , n}}, donc RB = {(α, β) ∈ Nn}, ainsi d’apre`s l’exemple
1.1.10(3), Σ(B) ∼= {0}, ce qui donne la graduation triviale de k[x].
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
Soit Σ un mono¨ıde abe´lien. L’alge`bre de semi-groupe k[Σ] du mono¨ıde abe´lien Σ est la k-
alge`bre avec la k-base {tσ : σ ∈ Σ} et la multiplication de´finie par tσ · tτ = tσ+τ . L’alge`bre de
semi-groupe k[Σ] peut aussi eˆtre note´ par k[tσ : σ ∈ Σ]. De la preuve du the´ore`me 1.2.9 on a le
corollaire suivant :
1.2.13 Corollaire. Soit B un ide´al binomial pur de k[x] tel que chaque binoˆme de B est de la
forme xα − xβ pour α, β ∈ N. Alors k[x]/B ∼= k[Σ(B)].
Preuve. Notons Σ = Σ(B). D’apre´s la preuve du the´ore`me 1.2.9, VΣ =
⊕
σ∈Σ Vσ est un espace
vectoriel sur V0 = k, ou` pour tout σ ∈ Σ, dimkVσ = 1 de la preuve du the´ore`me 1.2.9. De plus,
soit σ ∈ Σ et eσ le ge´ne´rateur de Vσ, donc VΣ est un k-alge´bre avec le produit de´finit par∑
σ∈Σ
kσeσ ·
∑
σ′∈Σ
kσ′eσ′ =
∑
τ=σ+σ′
kσkσ′eτ ,
avec kσ, kσ′ ∈ k et seulement un nombre fini de kσ’s et kσ′ ’s ne sont pas nuls. D’ou` Vσ = k[Σ]
avec tσ = eσ. Par ailleurs le morphisme entre k-espaces vectoriels ϕ : k[Σ]→ k[x]/B que l’on a
de´finit dans la preuve du the´ore`me 1.2.9, ne depend pas du repre´sentant de la classe σ ∈ Σ ; car
si α, β ∈ Σ, alors xα − xβ ∈ B et xα +B = xβ +B et par conse´quent ϕ est un morphisme entre
k-alge`bres. De plus, de la preuve du the´ore`me 1.2.9, ϕ est un morphisme bijectif. En conse´quence
k[x]/B ∼= k[Σ(B)].
En effet, le morphisme ϕ : k[Σ(B)] → k[x]/B entre e´spaces vectoriels n’est pas toujours
ne´cessairement un morphisme de k-alge`bres, s’il y a des binoˆmes de la forme xα − cxβ ∈ B
avec c ∈ k∗, c 6= 1. Comme on voit dans l’exemple suivant :
1.2.14 Exemple. Soit S = k[x, y] et C = (x2 − 2xy). Donc Σ(C) ∼= N2/ ∼C , comme on peut
voir dans la figure 1.1, ou` a = (a1, a2), b = (b1, b2) ∈ N2, a ∼C b si xa1ya2 − xb1yb2 ∈ C.
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Figure 1.1 –
Pour chaque σ ∈ Σ(C) on prend α ∈ σ fix et on de´finit le morphisme entre espaces vectoriels
ϕ : k[Σ]→ k[x]/C par ϕ(tσ) = xα + C.
Ce morphisme ϕ n’est pas un morphisme entre alge`bres. Sinon supposons que ϕ est un morphisme
entre k-alge`bres. Comme [(1, 0)]C = {(1, 0)} et [(0, 1)]C = {(0, 1)}, on a : ϕ(t[(1,0)]C) = x+C et
ϕ(t[(0,1)]C ) = y + C et
{(2, 0), (1, 1)} = [(2, 0)]C = [(1, 0)]C + [(0, 1)]C = [(1, 0)]C + [(1, 0)]C ,
donc
ϕ(t[(2,0)]C ) = ϕ(t[(1,0)]C · t[(0,1)]C ) = ϕ(t[(1,0)]C ) · ϕ(t[(0,1)]C ) = (x+ C)(y + C) = xy + C et
ϕ(t[(2,0)]C ) = ϕ(t[(1,0)]C · t[(1,0)]C ) = ϕ(t[(1,0)]C ) · ϕ(t[(1,0)]C ) = (x+ C)(x+ C) = x2 + C
Mais x2 + C 6= xy + C. Donc ϕ n’est pas un morphisme d’alge`bres.

1.2.15 De´finition. Soient Σ un mono¨ıde abe´lien de type ﬁni et M un k[x]-module Σ-gradue´.
Pour tout σ ∈ Σ, le σ-e`me de´calage de M , note´ par M [−σ], est le k[x]-module gradue´ de´ﬁni par
M [−σ]a =
{
0 si a /∈ σ +Σ,
⊕b∈Σ| a=σ+bMb si a ∈ σ +Σ.
Il faut remarquer que M [σ] n’est pas toujours de´ﬁni.
1.2.16 Exemple. Soit S = k[x, y] et B = (x2 − xy). En plus Σ(B) ∼= Σ(C), ou` C est l’ide´al
binomial de l’exemple 1.2.14 et la figure1.1 est une re´pre´sentation graphique de Σ(B). De cette
fac¸on, en posant σ = degΣ(B)(x) et σ
′ = degΣ(B)(y)
R = S/B = R0 ⊕ (
∞⊕
i=1
(Riσ ⊕R(iσ′))),
ou` Ra ∼= k avec a ∈ Σ. Par ailleurs,
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R[−σ]a =

Rσ si a = σ,
Riσ ⊕R(i−1)σ′ si a = iσ, i ≥ 2,
0 si σ = i, i ≥ 1, a = 0.

De l’exemple pre´ce´dent on peut remarquer que si B est un ide´al binomial, R = k[x]/B et
σ ∈ Σ(B), on n’a pas ne´cessairement : R[−σ] ∼= R, en tant que module Σ(B)-gradue´, comme
c’est le cas quand B = 0 ou` R = k[x] est Nn-gradue´ standard. Par ailleurs, dans le cas ou` B = 0
on a, pour tout a, b ∈ Nn, dimkRa ≤ 1 et dimkR[−b]a ≤ 1, mais pour tout ide´al binomial B et
pour tout a ∈ Σ(B) on a : dimkRa ≤ 1 par le the´ore`me 1.2.9. Cependant, par l’exemple 1.2.16,
il n’est pas toujours vrai que pour tout a, b ∈ Nn dimkR[−b]a ≤ 1. Dans le the´ore`me suivant, on
va voir dans quel cas nous aurons cette proprie´te´ :
1.2.17 The´ore`me. Soit B un ide´al binomial pur de k[x] et R = k[x]/B. Donc si σ ∈ Σ(B),
σ est simpliﬁable si et seulement si pour tout a ∈ Σ(B), dimkR[−σ]a ≤ 1.
Preuve.
⇒) Par de´finition
R[−σ]a =
{
0 si a /∈ σ +Σ,
⊕b∈Σ| a=σ+bRb si a ∈ σ +Σ.
– Si a /∈ σ +Σ(B), dimkR[−σ]a = 0.
– Si a ∈ σ+Σ(B). Comme dimkRa = 1 pour tout a ∈ Σ d’apre´s la de´monstration du the´ore´me
1.2.9, alors dimkR[−σ]a ≥ 1. Par ailleurs s’il existe b, b
′ ∈ Σ tel que a = σ + b = σ + b′,
comme σ est simplifiable, nous concluons que b = b′, et par conse´quent dimkR[−σ]a = 1.
⇐) Soient b, b′ ∈ Σ(B) tel que σ + b = σ + b′. On pose a = σ + b. Si b 6= b′, alors
dimkR[−σ]a ≥ dimkRb + dimkRb′ = 2,
mais dimkR[−σ]a = 1, donc b = b
′ et σ est simplifiable.
1.3 Ide´aux de re´seau et ide´aux toriques
1.3.1 De´finition. Soit I un ide´al de k[x] on note par (I : (x1 · · ·xn)∞) l’ensemble de tous les
polynoˆmes p ∈ k[x] tel qu’il existe un α ∈ Nn, pour lequel xαp ∈ I.
1.3.2 Proposition. Soit I un ide´al de k[x].
1. (I : (x1 · · ·xn)
∞) est un ide´al de k[x].
2. (I : (x1 · · ·xn)
∞) = k[x] si et seulement si I a des monoˆmes.
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Preuve.
1. Si p(x) ∈ (I : (x1 · · ·xn)
∞) il existe α ∈ Nn tel que p(x)xα ∈ I. De cette fac¸on, soit
q(x) ∈ k[x] quelconque q(x)(p(x)xα) ∈ I, alors q(x)p(x) ∈ (I : (x1 · · ·xn)∞). Ainsi,
(I : (x1 · · ·xn)
∞) est un ide´al de k[x].
2. ⇒) Comme 1 ∈ (I : (x1 · · ·xn)
∞) = k[x], il existe α ∈ Nn tel que xα · 1 ∈ I, alors xα ∈ I.
⇐) Si α ∈ Nn tel que xα ∈ I, alors xα · 1 ∈ I, en conse´quence 1 ∈ (I : (x1 · · ·xn)∞), et
comme (I : (x1 · · ·xn)
∞) est un ide´al, (I : (x1 · · ·xn)
∞) = k[x].
1.3.3 Remarque. Par la proposition 1.3.2, si B = (B : (x1 · · ·xn)
∞), alors B n’a pas de
monoˆmes, puisque B 6= k[x].
1.3.4 De´finition. Un caracte`re partiel sur Zn est un morphisme ρ d’un re´seau Lρ(sous-groupe)
de Zn vers le groupe multiplicatif k∗. On appellera l’ide´al ILρ = (x
α− ρ(α−β)xβ : α−β ∈ Lρ),
l’ide´al de re´seau du caracte´re ρ.
1.3.5 Lemme. ([12, Corollaire 2.5]) Soit B un ide´al binomial pur dans k[x]. Alors, il existe
un unique caracte`re partiel ρ sur Zn tel que (B : (x1 · · ·xn)∞) = ILρ.
1.3.6 Proposition. Soient B un ide´al binomial pur de k[x] et Σ(B) le mono¨ıde de la de´ﬁniton
1.2.10. Les aﬃrmations suivantes sont e´quivalentes :
1. Σ(B) est simpliﬁable.
2. Il y a un sous-goupe L de Zn tel que Σ(B) = Nn/ ∼L, ou` α, β ∈ Nn α ∼L β si α− β ∈  L.
3. Il y a un caracte`re partiel unique ρ sur Zn tel que B = ILρ.
4. B = (B : (x1 · · ·xn)
∞).
5. L’image d’aucune variable xi sur k[x]/B n’est pas un diviseur de ze´ro dans k[x]/B.
Preuve.
1.⇒ 2. Comme Σ(B) est un mono¨ıde simplifiable, Σ(B) ⊂ G(Σ(B)), ou` G(Σ(B)) est son groupe
de fractions. Par ailleurs, de la proposition 1.1.9 on a : Σ(B) = Nn/RKer(degΣ(B) , ou`
RKer(degσ(B)) = {(σ, σ
′) ∈ Nn × Nn : σ − σ′ ∈ Ker(degΣ(B)),
ou` degΣ(B) : Z
n → G(Σ(B)) est le morphisme de´fini par degΣ(B)(ei) = degΣ(B)(ei). En posant
L = Ker(degΣ(B)) et ∼L= RKer(degσ(B)) nous avons l’affirmation 2.
2.⇒ 3. Il faut remarquer que s’il existe α, α′ ∈ Nn tels qu’il existe a ∈ k∗ pour lequel xα−axα
′
∈
B, alors il n’y a pas d’ autre a′ ∈ k tel que xα − a′xα
′
∈ B. Supposons le contraire, s’il existe
a′ ∈ k, a′ 6= a tel que xα − a′xα
′
∈ B, alors xα − axα
′
− (xα − a′xα
′
) = (a′ − a)xα
′
∈ B. Il
s’agit d’une contradiction, puisque B ne contient pas de monoˆmes. Donc a ∈ k∗ est unique
pour xα − axα
′
∈ B et nous notons a := aα,α′ .
Par ailleurs, si α ∈ L, alors il existe α+ = (α
(1)
+ , . . . , α
(n)
+ ), α− = (α
(1)
− , . . . , α
(n)
− ) ∈ N
n uniques
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satisfasant la proprie´te´ : α = α+ − α−, et de plus si α
i
+ > 0 alors α
i
− = 0 et reciproquement.
Par ailleurs, comme Σ(B) = Nn/ ∼L, on a : xα+ − aα+−α−x
α− ∈ B. Ainsi, on de´finit la
fonction ρ : L → k∗ par ρ(a) = aα+,α− . Il est clair que ρ est un morphisme de groupes ; par
conse´quent ρ est un caracte`re partiel de L et de cette fac¸on B = Iρ.
3.⇒ 4. Cette implication vient du lemme 1.3.5.
4.⇒ 5. Soient xi une variable de k[x] et p(x) ∈ k[x] tel que p(x) /∈ B, alors p(x)xi /∈ B. Sinon
p(x) ∈ (B : (x1 · · ·xn)
∞) = B.
5.⇒ 1. Soient σ, ρ, ω ∈ Σ(B) tels que σ + ρ = σ + ω, alors il existe α ∈ σ, β ∈ ρ et γ ∈ ω tels
que xαxβ − kxαxγ ∈ B, donc xα(xβ − kxγ) = xαxβ − kxαxγ ∈ B. On prend une variable xi
telle que xi|x
α, ainsi xi(
xα
xi
(xβ − kxγ)). Comme xi n’est pas un diviseur de ze´ro sur k[x]/B,
nous avons que x
α
xi
(xβ − kxγ) ∈ B. Par ailleurs, si x
α
xi
6= 1, nous prenons une variable xj telle
que xj |
xα
xi
et, de meˆme que pre´ce´demment on a : x
α
xixj
(xβ − kxγ) ∈ B. Ainsi, par re´currence
on arrive a` (xα − kxγ) ∈ B et par conse´quent ρ = ω. On conclut que Σ(B) est simplifiable.
1.3.7 De´finition. Soit B 6= k[x] un ide´al binomial pur qui ve´riﬁe une des proprie´te´s de la
proposition 1.3.6, alors B est appele´ ide´al de re´seau.
1.3.8 Exemples.
1. Soit S = k[x, y, z] et I = (y2z4 − 1). L = {(0, 2i, 4i) : i ∈ N} est un re´seau de Z3 et le
morphisme ρ : L → k∗ de´fini par ρ((0, 2, 4)) = 1 est un caracte´re sur Z3, donc I = IL.
Ainsi par la proposition 1.3.6, I est un ide´al de re´seau. Par ailleurs, on peut remarquer
que :
• [0]RI = {(0, 2i, 4i) : i ∈ N}. Cela de´coule de l’argument suivant : Il est claire que
{(0, 2i, 4i) : i ∈ N} ⊂ [0]RI . Il nous reste a` prouver que [0]RI ⊂ {(0, 2i, 4i) : i ∈ N}.
Montrons cette dernie`re inclusion par l’absurde. Soit α ∈ [0]RI et α ∈ N
3 \ {(0, 2i, 4i) :
i ∈ N}. On peut alors e´crire α = α1 + i(0, 2, 4) avec α1 = (α11, α12, α13) ∈ N3, et i ∈ N
l’entier plus grand tel que α12 < 2 et α13 < 4. Comme α ∈ [0]RI , on a
xα1(y2z4)i − 1 = xα − 1 ∈ I. (1.1)
Conside´rons deux cas :
– Soit i = 0. Alors xα1(y2z4)0 − 1 = xα1 − 1 ∈ I.
– Soit i > 1. Alors
xα1(y2z4)i − xα1 = xα1((y2z4)i − 1) ∈ I.
D’apre`s l’e´quation 1.1 on a xα1 − 1 ∈ I.
Donc, des deux cas pre´ce´dents on a xα1 − 1 ∈ I, donc α12 ≥ 2 ou α13 ≥ 4, mais cela est
une contradiction avec le fait que α12 < 2 et α13 < 4. Alors [0]RI ⊂ {(0, 2i, 4i) : i ∈ N}
et de la` on a prouve que [0]RI = {(0, 2i, 4i) : i ∈ N}.
En outre, plusieurs e´le´ments de Σ(I) ont leur inverse dans Σ(I), par exemple : [(0, 1, 3)]−1RI =
[(0, 1, 1)]RI ; mais tous les e´le´ments n’ont pas d’inverse, par exemple : deg(x)Σ(I)(x) =
[(1, 0, 0)]RI n’est pas inversible dans Σ(I).
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2. Soit S = k[x, y], I = (x2 − xy), dans ce cas le mono¨ıde abe´lien n’est pas simplifiable, car
degΣ(x) + degΣ(x) = degΣ(x) + degΣ(y),
mais degΣ(x) 6= degΣ(y), puisque x−y /∈ I. Par conse´quent I n’est pas un ide´al de re´seau.

1.3.9 Proposition. Soit B un ide´al binomial pur dans k[x]. Si B est un ide´al premier de k[x],
alors B est un ide´al de re´seau.
Preuve. Comme B est un ideal binomial pur on a pour tout i = 1, . . . , n, xi +B 6= 0+B. Par
ailleurs, du fait que B est un ide´al premier on a k[x]/B est un domaine entier et par conse´quent
pour tout i = 1, . . . , n, xi + B n’est pas un diviseur de ze´ro ; ainsi, d’apre`s le point 5 de la
proposition 1.3.6, B est un ide´al de re´seau.
1.3.10 De´finition. Soit L un re´seau de Zn, c’est a` dire que L est un sous-groupe de Zn. On
dit que L est un re´seau sature´ si pour tout v ∈ Zn et pour tout k ∈ N∗ tel que kv ∈ L implique
que v ∈ L.
1.3.11 The´ore`me. Soit B un ide´al binomial pur dans k[x]. Les aﬃrmations suivantes sont
e´quivalentes :
1. Σ(B) est simpliﬁable et son groupe de fractions G(Σ(B)) est un groupe abe´lien libre de
torsion.
2. Le mono¨ıde Σ(B) est un semi-groupe aﬃne.
3. Il existe un re´seau sature´ LB tel que Σ(B) ∼= Nn/ ∼ LB.
Preuve.
1.⇒ 3. Comme Σ(B) est simplifiable par la proposition 1.3.7, il existe un sous-goupe LB de
Zn tel que Σ(B) = Nn/ ∼LB . Il nous reste a` montrer que LB est un re´seau sature´. Pour c¸a,
prenons v ∈ Zn tel qu’il existe k ∈ N∗, kv ∈ LB. Comme v ∈ Zn on peut le de´composer de la
fac¸on suivante v = v+−v−, ou` v+, v− ∈ Nn. Ainsi kv = kv+−kv− ∈ L, par conse´quent il existe
a ∈ k tel que xkv+ − axkv− ∈ B, donc degΣ(B)(x
kv+) = degΣ(B)(x
kv−), d’ou` kdegΣ(B)(x
v+)−
kdegΣ(B)(x
v+) = 0 et k(degΣ(B)(x
v+) − degΣ(B)(x
v−)) = 0, par contre G(Σ(B)) est libre de
torsion, donc [xv+ ]B − [x
v+ ]B = 0 et par conse´quent v = v+ − v− ∈ LB.
3.⇒ 1. Comme il existe un re´seau LB tel que Σ(B) ∼= Nn/LB, Σ(B) est simplifiable d’apre`s le
point 2. de la proposition 1.3.6. Il reste a` montrer que G(Σ(B)) est un groupe abe´lien libre
de torsion.
On sait que Σ(B) est de type fini, engendre´ par {σi := degΣ(B)xi}
n
i=1. Donc si σ ∈ G(Σ(B))
par la proposition 1.1.6 on a que
σ =
n∑
i=1
niσi =
∑
ni≥0
niσi −
∑
ni<0
(−ni)σi = σ+ − σ−,
13
ou` σ+ =
∑
ni≥0
niσi ∈ Σ(B) et σ− =
∑
ni<0
(−ni)σi ∈ Σ(B). Soit σ ∈ Σ, kσ = 0 ∈ Σ,
donc kσ+ − kσ− = 0, ainsi kσ+ = kσ−. D’ou` il existe α ∈ σ+, β ∈ σ− et a ∈ k tel que
xkα − axkβ ∈ B, ainsi kα − kβ ∈ LB, par contre kα − kβ = k(α − β) ∈ LB, de cette fac¸on
α − β ∈ LB et en conse´quence il existe b ∈ k tel que xα − bxβ ∈ B, alors σ+ = σ− et
σ = σ+ − σ− = 0 ∈ G(Σ(B)).
1.⇔ 2. Les affirmations 1) et 2) sont e´quivalentes puisque tout groupe abe´lien libre de torsion
de type fini est isomorphe a` Zd par le the´ore`me de structure de groupes abe´liens.
1.3.12 The´ore`me. Soit B un ide´al binomial pur dans k[x]. Si k est alge´briquement clos, les
aﬃrmations suivantes sont e´quivalentes :
1. B est un ide´al premier.
2. L’anneau R = k[x]/B est un domaine entier.
3. Σ(B) est simpliﬁable et son groupe de fractions G(Σ(B)) est un groupe abe´lien libre de
torsion.
4. Le mono¨ıde Σ(B) est un semi-groupe aﬃne.
5. Il existe un re´seau sature´ LB tel que Σ(B) ∼= Nn/ ∼ LB.
Or tout binoˆme de B est de la forme xα − xβ avec α, β ∈ Nn et k n’est pas ne´cessairement
clos. Les aﬃrmations 1 a` la 5 sont e´quivalentes et elles sont aussi e´quivalentes a` l’aﬃrmation
suivante :
6. Il existe un sous-semi-groupe Σ de Zd tel que k[x]/B ∼= k[tα : α ∈ Σ ⊂ Zd].
Preuve.
3.⇔ 4.⇔ 5. C’est le the´ore`me 1.3.11.
1.⇔ 2. On sait qu’en ge´ne´ral B ⊂ k[x] est un ide´al premier si et seulement si R = k[x]/B est
un domaine entier.
1.⇒ 3. Nous montrerons la contrapose´e. Nous avons deux cas :
a. Soit Σ(B) non simplifiable, donc B n’est pas un ide´al de re´seau graˆce a la proposition
1.3.6. Finalement, de la proposition 1.3.9 on de´duit que B n’est pas premier.
b. Soit Σ(B) simplifiable et G(Σ(B)) un groupe abe´lien qui n’est pas libre de torsion. Ainsi,
il existe σ ∈ G(Σ(B)), σ 6= 0 et k ∈ N∗ minimal tels que kσ = 0. On sait que nous
pouvons de´composer σ de la fac¸on suivante : σ = σ+ − σ−, ou` σ+, σ− ∈ Σ(B), donc
kσ+ = kσ−, par conse´quent il existe α, β ∈ Nn et a ∈ k tel que deg(xα) = σ+ et
deg(xβ) = σ− de meˆme que x
kα − axkβ ∈ B.
Par ailleurs, si tout binoˆme de B est de la forme xα−xβ avec α, β ∈ Nn, a = 1. De cette
fac¸on soit b ∈ k tel que
i. si tout binoˆme de B est de la forme xγ − xδ avec γ, δ ∈ Nn, alors b = 1 ;
ii. si k algebriquement clos, alors bk = a.
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Ainsi
xkα − axkβ = xkα − bkxkβ = (xα − bxβ)(
k−1∑
i=0
bix(k−1−i)αxiβ).
Comme σ 6= 0, xα − bxβ /∈ B, de plus, chaque monoˆme du polynoˆme
q(x) :=
k−1∑
i=0
bix(k−1−i)αxiβ
n’est pas de meˆme degre´ sur Σ(B) et commeB est Σ(B)-gradue´, q(x) /∈ B, en conse´quence
de quoi B n’est pas un ide´al premier.
4.⇒ 6. En supposant que tout binoˆme de B est de la forme xα−xβ avec α, β ∈ Nn, du corollaire
1.2.13 on a : k[x]/B ∼= k[Σ(B)] = k[tα : α ∈ Σ(B)]. De plus, de l’hypothe`se que Σ(B) est un
semi-groupe affine, il existe d ∈ N et un sous-semi-groupe Σ de Zd tel que Σ(B) ∼= Σ. Alors
k[x]/B ∼= k[Σ] = k[tα : α ∈ Σ ⊂ Zd].
6.⇒ 2. k[G(Σ(B))] est un anneau polynomial de Laurent, donc il est un domaine entier et
R = k[x]/B ∼= k[tα : α ∈ Σ(B) ⊂ Zd]
est un sous-alge`bre de k[G(Σ(B))], par conse´quent R est un domaine entier.
1.3.13 De´finition. Soit B un ide´al binomial pur dans k[x]. B est dit torique s’il satisfait une
des proprie´te´s du the´ore`me 1.3.12.
1.3.14 Exemple. Soit B = (x2−y2) ⊂ k[x, y]. En posant L = {2(a,−a) ∈ Z2} et en de´finissant
le caracte`re ρ : L→ k∗ par ρ(2(a,−a)) = 1, on a que B = Iρ. Par conse´quent B est un ide´al de
re´seau, mais il n’est pas premier. Par ailleurs 0 6= degΣ(B)(x)−degΣ(B)(y) ∈ G(Σ(B)), et comme
2(degΣ(B)(x)) = degΣ(B)(x
2) = degΣ(B)(y
2) = 2degΣ(B)(y),
0 = 2(degΣ(B)(x) − degΣ(B)(y)) ∈ G(Σ(B)), alors G(Σ(B)) n’est pas libre de torsion comme
nous l’avions souhaite´ a` partir du the´ore`me 1.3.12.

1.4 Multigraduation positive
On suppose k[x] est Σ-multigradue´ (voir de´finition 1.2.4).
1.4.1 Proposition. Si les uniques polynoˆmes de Σ-degre´ 0 sont les constantes, alors l’ide´al
m = (x1, . . . , xn) est l’unique ide´al maximal Σ-gradue´ de k[x].
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Preuve. Comme k[x] est Σ-gradue´, on peut e´crire k[x] = ⊕a∈ΣSa, ou` Sa = {axα : a ∈ k, a ∈
N et degΣ(a) = α}. Par ailleurs, soit I un ide´al Σ-gradue´ de k[x], alors il existe f1, . . . , fm ∈ I
tel que I = (f1, . . . , fm) et pour tout i ∈ {1, . . . ,m}, il existe ai ∈ Σ, ai 6= 0 tels que fi ∈ Sai ,
donc fi =
∑mi
j=1 cjx
αj , ou` cj ∈ k et xαj ∈ Sai , pour tout j ∈ {1, . . . ,mi}. Ainsi, pour tout
i ∈ {1, . . . ,m}, fi ∈ (x1, . . . , xn) = m. Par conse´quent I ⊂ m et de cette fac¸on, m = (x1, . . . , xn)
est l’unique ide´al maximal Σ-gradue´ de k[x].
1.4.2 Proposition. Soit Σ un mono¨ıde abe´lien engendre´ par a1, . . . , an ∈ Σ, tel que k[x] est
Σ-gradue´, avec degΣ(xi) = ai. Les aﬃrmations suivantes sont e´quivalentes :
1. Il existe a ∈ Σ tel que l’espace vectoriel Sa soit de dimension ﬁnie.
2. Les uniques polynoˆmes de Σ-degre´ 0 sont les constantes, c.a.d., S0 = k.
3. Le mono¨ıde abe´lien Σ a une unique e´le´ment inversible, le 0, et degΣ(xi) = ai 6= 0 pour
tout i ∈ {1, . . . , n}.
Preuve.
1)⇒ 2) Soit a ∈ Σ tel que l’espace vectoriel Sa soit de dimension finie. Comme Σ est engendre´
par a1, . . . , an ∈ Σ, il existe u = (u1, . . . , un) ∈ Nn tel que a = u1a1 + · · · + unan, donc
degΣ(x
u) = a. Par ailleurs, on peut de´finir un morphisme de k-espaces vectoriels ϕu : S0 → Sa
qui est la multiplication par xu, donc ϕ est injective et par conse´quence dimkS0 <∞. De plus
k ⊂ S0. Il reste a` montrer que S0 ⊂ k, pour c¸a on suppose qu’il existe u′ ∈ Nn, u′ 6= 0 tel
que degΣ(x
u′) = 0, donc pour tout n ∈ N degΣ(x
n·u′) = 0, mais cela est en contradiction par
rapport a` dimkS0 <∞, donc S0 = k.
2)⇒ 1) Comme S0 = k, dimkS0 = 1 <∞.
2)⇒ 3) Comme S0 = k, on a degΣ(xi) = ai 6= 0 pour tout i ∈ {1, . . . , n}. Il nous reste a`
de´montrer que si σ ∈ Σ, σ 6= 0, alors σ n’est pas inversible dans Σ. On montrera cela par
l’absurde. On supposera qu’il existe σ, σ′ ∈ Σ, σ 6= 0 et σ′ 6= 0 tels que σ + σ′ = 0 donc il
existe u, v ∈ Nn u 6= 0, v 6= 0 tels que degΣ(x
u) = σ, degΣ(x
v) = σ′ et xu+v = xuxv ∈ S0,
mais xu+v n’es pas constante ; cela contredit le fait que S0 = k. Donc 0 est l’unique e´le´ment
inversible de Σ.
3)⇒ 2) On demontrera la contrapose´e. On supposera qu’il existe u ∈ Nn tel que degΣ(x
u) = 0.
Soit i ∈ N xi|xu. Alors il existe v ∈ Nn tel que xu = xixv et 0 = degΣ(x
u) = degΣ(x
i) +
degΣ(x
v), d’ou` degΣ(x
i) = 0 ou degΣ(x
i) est un e´le´ment inversible de Σ.
On a aussi le re´sultat suivant si Σ est simplifiable :
1.4.3 Proposition. Soient Σ un mono¨ıde abe´lien engendre´ par a1, . . . , an ∈ Σ, tel que Σ est
simplifiable et k[x] = ⊕a∈ΣSa est Σ-gradue´. Alors, S0 = k si et seulement si pour tout a ∈ Σ,
Sa est un k-espace vectoriel de dimension finie.
Preuve. Le re´sultat est obtenu par le the´ore`me 8.6 de [30].
Mais si k[x] est gradue´ par un semi-groupe Σ engendre´ par a1, . . . , an ∈ Σ et que Σ n’est pas
simplifiable, alors la condition S0 = k n’implique pas que pour tout a ∈ Σ, Sa est un k-espace
vectoriel de dimension finie. Par exemple :
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1.4.4 Exemple. Soit I = (y − y2) ⊂ k[x, y]. Alors k[x, y] et k[x, y]/I sont Σ(I)-gradue´s et
[1]RI = {1}, donc S0 = {cm : m ∈ [1]RI et c ∈ k} = k ; mais [y]RI = {y
i : i ∈ Z>0}, ainsi
S[y]RI
= {cyi : i ∈ Z>0 et c ∈ k}, qui est un k-espace vectoriel de dimension infinie.

1.4.5 De´finition. Soit Σ un mono¨ıde abe´lien engendre´ par a1, . . . , an ∈ Σ, tel que k[x] =
⊕a∈ΣSa est Σ-gradue´. On dira qu’un moduleM = ⊕a∈ΣMa Σ-gradue´ de k[x] est Σ-positivement
gradue´ si pour tout a ∈ Σ, Ma est un k-espace vectoriel fini.

1.4.6 Corollaire. Soit k[x] Σ-positivement gradue´, l’ide´al m = (x1, . . . , xn) est l’unique ide´al
maximal Σ-gradue´ de k[x].
Preuve. Le re´sultat est imme´diat a` partir des propositions 1.4.2 et 1.4.1.
1.4.7 Proposition. Soient Σ un mono¨ıde abe´lien et k[x] = ⊕a∈ΣSa l’anneau de polynoˆmes
de n-variables sur k Σ-gradue´. Alors, k[x] est Σ-gradue´ positif si et seulement si pour tout
k[x]-module M de type ﬁne Σ-gradue´, M est Σ-gradue´ positif.
Preuve.
⇐) En effet k[x] est un k[x]-module Σ-gradue´, donc pour tout a ∈ Σ, le k-espace vectoriel Sa
est de dimension finie.
⇒) Soit M un k[x] module Σ-multigradue´ de type fini engendre´ par {f1, . . . , fm}En effet,
conside´rons ai = degΣ(ei) avec i ∈ {1, . . . ,m}, on pose F = ⊕
s
i=1S[−ai] le module libre en-
gendre´ par {e1, . . . , em} donc le morphisme ϕ : F →M de´fini par ϕ(ei) = fi, ou` i ∈ {1, . . . ,m},
est un morphisme surjectif. Ainsi, pour tout σ ∈ Σ, ϕσ : Fσ → Mσ est surjectif. On conclut
que pour tout σ ∈ Σ, Mσ est un k-espace vectoriel de dimension finie.
1.4.8 De´finition. On dit qu’un ide´al I de k[x] est un ide´al quasi-homoge`ne s’il existe un
sous-semi-groupe Σ de N tel que I est Σ-multigradue´ positif. Au cas ou` Σ = N et degN (xi) = 1
on dira que I est un ide´al homoge`ne de k[x].
On dit qu’un ide´al I de k[x] est un ide´al quasi-homoge`ne s’il existe un sous-semi-groupe Σ de N
tel que I est Σ-multigradue´ positif. Au cas ou` Σ = N et degN (xi) = 1 on dira que I est un ide´al
homoge`ne de k[x].
1.4.9 Proposition. Soit B un ide´al binomial. Alors :
1. Si B est quasi-homoge`ne, alors il existe un morphisme ϕ : Σ(B) → N et k[x] est Σ(B)-
multigradue´ positif.
2. Soit B un ide´al de re´seau. Si k[x] est Σ(B)-multigradue´ positif, alors B est quasi-homoge`ne.
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Preuve.
1. Comme B est quasi-homoge`ne, il existe abs : Nn → N, tel que abs(α) 6= 0 avec α ∈ Nn,
d’apre´s les propositions 1.4.3 et 1.4.2. Par ailleurs, k[x] est Σ(B)-multigradue´, donc il y a
un morphisme surjectif degΣ(B) : N
n → Σ(B). En outre, si xα − axβ ∈ B, pour certain
α, β ∈ Nn et a ∈ k, comme B est quasi-homoge`ne, abs(α) = abs(β). Donc la fonction
ϕ : Σ(B)→ N pose´ par ϕ(σ) = abs(α) ou` α ∈ deg−1Σ(B)(σ),
est un morphisme de mono¨ıdes abe´liens bien de´fini et abs = ϕ ◦ degΣ(B). De plus ϕ est
surjectif, puisque abs est surjective. Donc d’apre`s la proposition 1.2.3, la Σ(B)-graduation
de k[x] = ⊕σ∈Σ(I)Sσ induit la N-multigraduation de k[x] = ⊕a∈NSa obtenue par abs, c.a.d.
Sa = ⊕σ, ϕ(σ)=aSσ. Comme k[x] est N-gradue´ positive, pour tout a ∈ N, Sa est un k-espace
vectoriel fini, de plus pour tout a ∈ N, |ϕ−1(a)| < ∞. Ainsi pour tout σ ∈ Σ(B), Sσ est
un k-espace vectoriel fini. De cette fac¸on Σ(B)-multigradue´ positif.
2. Comme B est un ide´al de re´seau, on a Σ(B) est un semi-groupe simplifiable abe´lien de
type fini, d’ou` son groupe de fractions G(Σ(B)) est un groue abelien de type fini. Par le
the´ore`me de classification de groupes abeliens il existe d ∈ N tel qu’il y a un isomorphisme
ϕ : G(Σ)→ Zd ⊕ T ou` T est un groupe de torsion.
(a) Pour tout i ∈ {1, . . . , n}, soit ϕ(degΣ(B)(xi)) = (ui, ti). On affirme ui 6= 0 pour tout
i ∈ {1, . . . , n}. On va le prouver par absurde. Supposons qu’il existe i ∈ {1, . . . , n} tel
que ui = 0. Comme il existe m ∈ N tel que m · ti = 0, on a
ϕ(degΣ(B)(x
m
i )) = m · ϕ(degΣ(B)(xi)) = m · (0, ti) = (0,m · ti) = (0, 0).
Comme ϕ est un isomorphisme entre semi-groupes degΣ(B)(x
m
i ) = 0 et degΣ(B)(xi)
est inversible, ce qui est contraire a` la proposition 1.4.2. Par conse´quent ui 6= 0 pour
tout i ∈ {1, . . . , n}.
Soient Σ′ = ϕ(Σ) et pr(Σ′) la projection de Σ′ sur Zd. De (a) on de´duit que pr(Σ′)
est un semi-groupe affine pointe´ d-dimensionel ; d’apre`s la proposition 1.1.11 il existe un
plongement de pr(Σ′) vers Nd ce qui enduit un plongement i2 : pr(Σ
′)⊕ T →֒ Nd ⊕ T De
cette fac¸on on obtient le diagramme suivant :
Σ(B)
ϕ
−→ Σ′
i1−→ pr(Σ′)⊕ T
i2−→ Nd ⊕ T
ω
−→ N,
ou` ii est l’inclusion de Σ
′ dans pr(Σ′)⊕ T et ω : Nd⊕ T → N est le morphisme entre semi-
groupe de´finit par ω(v, t) = v · (e1 + · · ·+ ed). Ce qui induit le morphisme ω
′ : Σ(B)→ S,
ou´ ω′ = ϕ ◦ iiϕi2ϕi3ϕ ◦ ω et S = ω
′(Σ(B)) ⊂ N . De la` en utilisant la proposition 1.2.3 on
de´duit que la Σ(B)-multigraduation de k[x] induit une S-multigraduation de k[x] avec S
un semi-groupe de N et la S-multigraduation est positive, puisque pour tout i ∈ {1, . . . , n},
ω(degΣ(xi)) 6= 0 par (a) et la construction de ω.
1.4.10 Exemple. L’ide´al B = (x2 − y2) ⊂ k[x, y] est un ide´al de re´seau par l’exemple 1.3.14,
donc par la proposition 1.3.6 Σ(B) est simplifiable. De plus, il est clairement homoge`ne. Par
ailleurs, degΣ(m) 6= 0 avec m un monoˆme de k[x, y] et de la proposition 1.4.3 k[x] est Σ(B)-
gradue´ positif. 
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1.4.11 Proposition. (Lemme de Nakayama) Soient B un ide´al binomial quasi-homoge`ne de
k[x] sans monoˆmes, M un k[x]-module Σ(B)-gradue´ de type ﬁni et I un ide´al de k[x] Σ(B)-
gradue´ tel que IM =M . Alors M = 0.
Preuve. On montre la contrapose´e de ce qu’on veut montrer, c’est a` dire si M 6= 0, alors
IM 6= M . De la preuve de la proposition 1.4.9(1) on de´duit que k[x] = ⊕σ∈Σ(I)Sσ = ⊕a∈NSa
et Sa = ⊕σ, abs(σ)=aSσ de meˆme que S0 = k. Donc comme I est Σ(B)-gradue´, I est aussi N-
gradue´. Donc pour montrer ce qu’on veut on va utiliser la N-graduation positive de k[x]. Soit
N1 = minn∈N{Ii 6= 0} > 0 et N2 = minn∈N{Mn 6= 0} ≥ 0. Donc tout e´le´ment homoge`ne de
IM est de degre´ plus grand ou e´gal a` N1 +N2 > N2. Donc M 6= IM . Ainsi, si IM = M , alors
M = 0.
1.5 Nombres de Betti multigradue´s
Dans cette section on conside´rera B un ide´al binomial pur quasi-homoge`ne de k[x], k[x] Σ-
multigradue´ positif et m = (x1, . . . , xn) l’unique ide´al maximal Σ-gradue´ de k[x] par le corollaire
1.4.6.
1.5.1 De´finition. Une re´solution libre d’un k[x]-module M Σ-gradue´,
F . : · · · → Fi
ϕi→ Fi−1 → · · · → F0
est minimale si les morphismes dans le complexe F ⊗ k[x]/m sont ze´ro ; c’est a` dire l’image de
ϕi : Fi → Fi−1 est contenue dans mFi−1. Si F est une re´solution libre, la minimalite´ demande
que les matrices qui repre´sentent chaque ϕi aient tous leurs coefficients dans m.
Si M est un k[x]-module de type fini. M a une re´solution libre minimale de la forme :
0→
nρ⊕
j = 1
aj,ρ ∈ Σ
k[x](−aj,ρ)
βρ,aj,ρ → · · · →
n0⊕
j = 1
aj,0 ∈ Σ
k[x](−aj,0)
β0,aj,0 →M → 0,
ou` βi,aj ∈ N
∗. Cette re´solution est unique a` isomorphisme pre`s graˆce au lemme de Nakayama (voir
proposition 1.4.11). Les rangs βi,a(M) = βi,a sont appele´s les nombres de Betti Σ-multigradue´s
ou simplement Σ-gradue´s de M et la matrice Mi,a = βi,a(M) est connue comme le diagramme
de Betti Σ-gradue´ pour M . Le nombre ρ est appele´ la dimension projective de M .
1.5.2 Remarque. Soient I ⊂ k[x] un ide´al Σ-gradue´ de k[x] et
F· : 0→
⊕
σ∈Σ
k[x](−σ)βρ,σ → · · · →
⊕
σ∈Σ
k[x](−σ)β0,σ → S/I → 0,
une re´solution libre minimale pour S/I, ou` βi,α = βi,α(S/I). Comme syz1(S/I) = I, on a que :
F
′
· : 0→
⊕
σ∈Σ
k[x](−σ)βρ,σ → · · · →
⊕
σ∈Σ
k[x](−σ)β1,σ → I → 0,
est une re´solution libre minimale de I, donc βi,σ(I) = βi+1,σ(S/I).
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1.5.3 Remarque. On a que le foncteur Tor(M,N) est Σ-gradue´ pour tousM , N modules sur
k[x]. De plus, βi,a = dimk(Tor
k[x]
i (M, k))a, puisque si F est une re´solution libre minimale pour
M , toutes les applications pour F ⊗ k sont nulles, donc
Tor
k[x]
i (M, k) = Hi(F ⊗ k)
∼= Fi ⊗ k
et βi,a = dimk(Tor
k[x]
i (M, k))a.
Rappelons le complexe de Koszul K de la suite x = (x1, . . . , xn) :
K := 0→
n∧
k[x]n
∂n−→
n−1∧
k[x]n → · · · →
1∧
k[x]n
∂1−→ k[x]→ 0,
avec ∂j(ei1 ∧ · · · ∧ eij ) =
∑j
s=1(−1)
j+1xisei0 ∧ · · · ∧ eis−1 ∧ eis+1 ∧ . . . eij . On sait que K est une
re´solution libre minimale Σ-gradue´e du module k[x]/m ∼= k sur k[x] Σ-gradue´. Maintenant nous
conside´rerons un module M de type fini quelconque sur k[x] Σ(B)-gradue´. Le complexe K⊗M
est Σ-gradue´ et
Tor
k[x]
i (M, k)
∼= Tor
k[x]
i (k,M) := Hi(K ⊗M),
par la remarque 1.5.3 nous avons que
βi,a = dimHi(K ⊗M)a. (1.2)
Ainsi le proble`me de calculer les nombres de Betti d’un module M sur k[x] Σ-gradue´ est re´solu
en calculant l’homologie de K ⊗M .
1.5.4 Exemple. En conside´rant le module k[x]/B sur k[x] (qui par le the´ore`me 1.2.9 et la
de´finition 1.2.10 est Σ(B)-gradue´) on a :
K ⊗ k[x]/B := 0→
n∧
(k[x]/B)n
∂n−→
n−1∧
(k[x]/B)n → · · · →
1∧
(k[x]/B)n
∂1−→ k[x]/B → 0,
avec ∂j(ei1 ∧ · · · ∧ eij ) =
∑j
s=1(−1)
j+1xisei0 ∧ · · · ∧ eis−1 ∧ eis+1 ∧ . . . eij , puisque
(
∧i k[x])⊗ k[x]/B ∼= ∧i(k[x]⊗ k[x]/B) ∼= ∧i k[x]/B, pour i ∈ {1, . . . , n}.
alors βi,a = dimHi(K ⊗ k[x]/B)a. Nous verrons dans la section 1.7 que dans certains cas nous
pourrons calculer cette homologie en termes d’homologie simpliciale. C’est pour cela que dans la
section suivante on rappellera les concepts de complexes simpliciaux et d’homologie simpliciale.
1.6 Homologie simpliciale
Complexe simpliciaux
1.6.1 De´finition de base. Soit m ∈ N un entier positif. Une famille de sous-ensembles Γ de
l’ensemble de sommets {1, . . . ,m} est un complexe simplicial si pour tout F ∈ Γ appele´ face
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ou simplexe et tout H ⊂ F , alors H ∈ Γ, c’est a` dire si Γ est une famille ferme´e pour l’inclusion.
Nous disons qu’un simplexe F ∈ Γ de cardinalite´ |F | = i + 1 a dimension i. La dimension
de Γ, dimΓ est le maximum des dimensions de ses faces, ou bien elle est −∞ si Γ = ∅ est le
complexe vide. Une face F ∈ Γ est appele´ facette si F est maximale dans Γ, c’est a` dire s’il
n’y a pas de G ∈ Γ tel que F  G. Un sommet de Γ est une face de Γ de dimension 0, ainsi
on pose V (Γ) = {x ∈ {1, . . . ,m}|{x} ∈ Γ}. Une areˆte de Γ est une face de Γ de dimension 1.
Un sous-complexe Λ de Γ est une sous-famille de Γ qui est un complexe. Pour 0 ≤ k ≤ dimΓ le
k-squelette de Γ est le sous-complexe Γk forme´ de toutes les faces de Γ de dimensions ≤ k. Soit
W ⊂ V (Γ), la restriction de Γ a` W est le complexe simplicial ΓW forme´ de toutes les faces de
Γ qui sont contenues dans W .
1.6.2 De´finition. Si σ ⊂ {1, . . . ,m} la famille de tous les sous-ensembles de σ est un complexe
simplicial note´ < σ >. On dira que < σ > est le complexe simplicial engendre´ par σ. Si σ1, . . . , σl
sont des sous-ensembles de {1, . . . ,m}, alors le complexe simplicial engendre´ par σ1, . . . , σl est
< σ1, . . . , σl >=< σ1 > ∪ · · · ∪ < σl > .
Ainsi, si Γ est un complexe et σ1, . . . , σl ses facettes, alors Γ =< σ1, . . . , σl >.
Homologie simpliciale
Soit Γ un complexe simplicial de dimension finie d a` n sommets. On peut supposser V (Γ) =
{1, 2, . . . , n}. Soit Fk(Γ) l’ensemble de toutes les faces de dimension k de Γ et kFi(Γ) l’espace
vectoriel sur k ayant pour base l’ensemble {eσ|σ = {i1 < i2, · · · < ik} ∈ Fk(Γ)}.
On de´finit le complexe de chaine (re´duit) de Γ sur k comme :
C˜. (Γ; k) : 0→ kFd(Γ)
∂d−→ · · · → kFi(Γ)
∂i−→ kFi−1(Γ) → · · ·
∂0−→ kF−1(Γ) → 0.
Les applications bords pour k ∈ {0, 1, . . . , n} sont de´finies de la fac¸on suivante :
∂k(eσ) =
∑
i∈σ
sign(i, σ)eσ\{i},
ou` sign(i, σ) = (−1)r−1, si i est le r-ie`me e´le´ment de l’ensemble σ ⊂ {1, . . . , n}, e´crit par ordre
croissant. Si k < −1 ou k > d, alors kFk(Γ) = 0 et ∂k = 0.
1.6.3 Proposition. Soient Γ un complexe simplicial et C˜.(Γ; k) son complexe de chaine. Alors
∂i ◦ ∂i−1 = 0 pour tout i ∈ Z.
Preuve. Soit σ ∈ Fk(Γ),
∂k−1(∂k(eσ)) = ∂k−1(
∑
i∈σ sign(i, σ)eσ\{i})
=
∑
i∈σ sign(i, σ)∂k−1((eσ\{i})
=
∑
i∈σ sign(i, σ)
∑
j∈σ\{i} sign(j, σ \ {i})((eσ\{i,j})
=
∑
{i,j}⊂σ (sign(i, σ)sign(j, σ \ {i}) + sign(j, σ)sign(i, σ \ {j})) eσ\{i,j}
=
∑
{i,j}⊂σ (sign(i, σ)sign(j, σ \ {i})− sign(i, σ)sign(j, σ \ {i})) eσ\{i,j} = 0.
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Il nous reste a` de´montrer que sign(j, σ)sign(i, σ \ {j}) = −sign(i, σ)sign(j, σ \ {i}). Pour cela,
nous pouvons supposer i < j, alors sign(i, σ) = sign(i, σ \ {j}) et sign(j, σ) = −sign(j, σ \ {i}),
de cette fac¸on on a ce qu’on voulait montrer.
On peut alors de´finir pour chaque entier i ∈ Z l’i-e`me module d’homologie re´duite de Γ sur k
comme :
H˜i(Γ; k) = ker(∂i)/im(∂i+1).
Le lemme suivant est un re´sultat connu de l’homologie simpliciale :
1.6.4 Lemme. Soit Γ un complexe simplicial. La dimension de son groupe d’homologie H˜0(Γ; k)
est e´gal au nombre de composantes connexes de Γ moins 1.
1.6.5 The´ore`me. (Suite de Mayer-Vietoris) Soient Γ un complexe simplicial, Γ0 et Γ1 des
sous-complexes de Γ tels que Γ = Γ0∪Γ1 et Ψ = Γ0∩Γ1 6= {∅}. Alors, il existe une suite exacte :
· · · → H˜i−1(Ψ; k)→ H˜i(Γ0; k)⊕ H˜i(Γ1; k)→ H˜i(Γ; k)→ H˜i(Ψ; k)→ · · ·
appele´e la suite de Mayer-Vietoris de (Γ0,Γ1).
1.6.6 De´finition. Soient Γ un complexe simplicial et σ ∈ Γ. Le link de σ en Γ est le complexe
simplicial
linkΓ(σ) = {τ ∈ Γ|τ ∪ σ ∈ Γ et τ ∩ σ = ∅}.
Nous pouvons remarquer que si x ∈ V (Γ) = V , alors linkΓ({x}) ⊂ ΓV \{x} (voir de´finition 1.6.1).
1.6.7 Lemme. [24, Lemme 2.1] Soit Γ un complexe simplicial sur l’ensemble de sommets V .
Fixons x ∈ V et soit Γ′ = linkΓ({x}). Alors on a la suite exacte longue suivante d’espaces
vectoriels sur k :
0 → H˜−2(Γ
′; k)→ H˜−1(Γ; k)→ H˜−1(ΓV \{x}; k)
→ H˜−1(Γ
′; k)→ H˜0(Γ; k)→ H˜0(ΓV \{x}; k)
→ . . .
→ H˜i−1(Γ
′; k)→ H˜i(Γ; k)→ H˜i(ΓV \{x}; k)
→ . . .
1.6.8 De´finition. Soit Γ un complexe simplicial. Nous disons que Γ est un coˆne avec sommet
distingue´ x si pour toute facette F de Γ, x ∈ F . Ainsi le coˆne de Γ en x ∈ {1, . . . ,m} \ V (Γ) est
le complexe
Γ ∗ x = Γ ∪ {F ∪ {x}|F ∈ Γ}.
1.6.9 Proposition. Soient Γ un complexe simplicial et x ∈ {1, . . . ,m}, x /∈ V (Γ). Alors
H˜i(Γ ∗ x) = 0 pour tout i ∈ N.
1.6.10 Corollaire. Soient n ∈ N et Γ =< {1, . . . , n} >. Alors H˜i(Γ; k) = 0 pour tout i ∈ N.
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Homologie relative
Soit Λ un sous-complexe du complexe simplicial Γ. On pose C˜. (Γ,Λ; k) = C˜. (Γ; k)/C˜. (Λ; k).
Alors l’i-e`me groupe d’homologie relative a` la paire (Γ,Λ) est le i-e`me module d’homologie de
la chaine C˜. (Γ,Λ; k), note´ H˜i(Γ,Λ; k). On a alors pour tout i ∈ N la suite exacte suivante :
C˜i(Λ; k)→ C˜i(Γ; k)→ C˜i(Γ,Λ; k)→ 0,
qui induit la suite exacte longue d’homologie suivante :
· · · → H˜i(Γ; k)→ H˜i(Γ,Λ; k)→ H˜i−1(Λ; k)→ H˜i−1(Γ; k)→ · · · → H˜0(Λ; k)→ H˜0(Γ; k).
Cette suite exacte longue d’homologie implique la proposition suivante :
1.6.11 Proposition. Soient Γ un complexe simplicial et Λ un sous-complexe du complexe
simplicial. Si H˜i(Γ; k) = 0 pour tout i ∈ N alors H˜i(Γ,Λ; k) = Hi−1(Λ; k) pour tout i ∈ N.
Soit Γ un complexe simplicial avec ensemble de sommets. E´tant donne´ F ⊂ V (Γ), on pose
FC = V (Γ) \F . Le dual d’Alexander de Γ est la famille de sous-ensembles de V (Γ) de´finie par :
(Γ)A := {FC |F /∈ Γ}.
Il est clair que (Γ)A est un complexe simplicial.
1.6.12 Proposition. (Dualite´ d’Alexander,Lemme 1.2[7]) Soient Ψ,Ω, Ψ ⊂ Ω, des complexes
simpliciaux ou` Ω a` n sommets. Alors H˜i(Ω,Ψ; k) ∼= H˜n−2−i(ΨA,ΩA; k).
1.7 Nombres de Betti d’ide´aux binomiaux
Dans cette section nous donnerons une formule pour calculer les nombres de Betti d’un ide´al J
qui peut-eˆtre de´compose´ comme la somme d’un ide´al de re´seau et d’un ideal monomial. Comme
nous verron en la section 1.8 cette formule ge´ne´ralise la formule de Hochster, puisque cette
dernie`re s’obtient quand l’ide´al binomial est l’ide´al (0) et que l’ide´al monomial est libre de
carre´s.
1.7.1 Notation. Soit F ⊂ {1, . . . , n}, on pose supp(F ) = (a1, . . . , an) ∈ N, ou` ai = 1 si i ∈ F
et ai = 0 si i /∈ F .
1.7.2 De´finition. Soit B un ide´al de re´seau de k[x] quasi homoge`ne et Σ(B) le mono¨ıde abe´lien
de´fini dans 1.2.10, k[x] et R = k[x]/B sont Σ(B)-multigradue´s positifs et chaque composante
homoge`ne de R est un espace vectoriel de dimension 1 (voir la de´finition 1.2.10 et the´ore`me
1.2.9). Comme k[x] est Σ(B)-multigradue´, par qui en termes d’ide´aux se traduit par :
Ωb = {F ⊂ {1, . . . , n} : ∃β, γ ∈ N
n, ∃a ∈ k, degΣ(B)(β) = b, x
β − axγxsuppF ∈ B}.
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1.7.3 Lemme. Soient K le complexe de Koszul de la suite x = (x1, . . . , xn), B ⊂ k[x] un ide´al
de re´seau quasi-homoge`ne. Donc (K ⊗ k[x]/B)b est le complexe de chaine C(Ωb; k)(−1), pour
chaque b ∈ Σ(B).
Preuve. Par l’exemple 1.5.4 on a que K ⊗B est le complexe :
K ⊗ k[x]/B := 0→
n∧
(k[x]/B)n
∂n−→
n−1∧
(k[x]/B)n → · · · →
1∧
(k[x]/B)n
∂1−→ k[x]/B → 0,
avec ∂j(ei1 ∧ · · · ∧ eij ) =
∑j
s=1(−1)
j+1xisei0 ∧ · · · ∧ eis−1 ∧ eis+1 ∧ . . . eij . On pose R = k[x]/B.
Comme R et Σ(B)-gradue´, pour tout b ∈ Σ(B), le complexe (K ⊗ k[x]/B)b Σ(B)-gradue´ est :
0→ R[−a1 − · · · − an]b → ⊕i1<···<in−1R[−ai1 − · · · − ain−1 ]b → · · · → ⊕
n
i=1R[−ai]b → R→ 0,
ou` ai = deg(xi). Comme B est un ide´al de re´seau par la proposition 1.3.7, on obtient que
Σ(B) est simplifiable, de cette fac¸on par le the´ore`me 1.2.17 on a que pour tout σ ∈ Σ(B)
dim(k[x]/B[−σ]b) ≤ 1. De plus, si F ⊂ {1, . . . , n}
R[−
∑
i∈F ai]b =
{
0 si b /∈ (
∑
i∈F ai) + Σ(B),
Rb−
∑
i∈F ai
si b ∈ (
∑
i∈F ai) + Σ(B)
=
{
0 si ∄c ∈ Σ(B), c+
∑
i∈F ai = b,
Rc si ∃c ∈ Σ(B), c+
∑
i∈F ai = b
=
{
0 si F /∈ Ωb,
k si F ∈ Ωb.
Cette dernie`re e´galite´ est due a` la de´finition de Ωb. Donc (K⊗k[x]/B)b est le complexe de chaine
C(Ωb; k)(−1) (voir la section 1.6).
1.7.4 Remarque. Si B est un ide´al binomial de k[x] et B n’est pas un ide´al de re´seau,
alors Σ(B) n’est pas simplifiable par la proposition 1.3.6, donc il existe une variable xi tel que
degΣ(B)(xi) n’est pas simplifiable dans Σ(B) et par le the´ore`me 1.2.17 il existe une composante
homoge`ne de k[x][−degΣ(B)(xi)] qui est un espace vectoriel de dimension ≥ 2. Ce qui nous
empeˆche d’associer a` (K ⊗ k[x]/B)b un complexe de chaine d’un complexe simplicial. De cette
fac¸on l’hypothe`se que B est un ide´al de re´seau est essentielle pour que (K ⊗ k[x]/B)b soit un
complexe de chaine d’un complexe simplicial.
Avant de donner le the´ore´me principal de cette section il nous reste a` introduire un autre
complexe simplicial.
1.7.5 De´finition. Soit I un ide´al monomial libre de carre´s de k[x] tel que s’il existe
α ∈ N, xα ∈ I de sorte qu’il existe c ∈ k et γ ∈ N tels que xα − cxγ ∈ B, alors xγ ∈ I.
Nous posons J = B + I et pour chaque b ∈ Σ(B),
Ψb = {F ∈ {1, . . . , n} : ∃c ∈ σ(B), ∃γ ∈ Nn b = c+Σi∈Fai, degΣ(B)(γ) = c et x
γ ∈ I}
= {F ∈ Ωb : ∃β, γ ∈ Nn, ∃a ∈ k, degΣ(B)(β) = b, x
β − axγxsupp(F ) ∈ B, xγ ∈ I}.
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1.7.6 The´ore`me. Soient B un ide´al de re´seau de k[x] quasi homoge`ne ; I un ide´al monomial
libre de carre´s de k[x] tel que s’il existe α ∈ N, xα ∈ I de sorte qu’il existe γ ∈ k et γ ∈ N, tels
que xα − cxγ ∈ B, alors xγ ∈ I ; J = B + I ; R = k[x]/J et K le complexe de Koszul de la suite
x = (x1, . . . , xn). Alors pour tout b ∈ Σ(B)
1. (K ⊗R)b ∼= (C(Ωb; k)/C(Ψb; k))(−1) ;
2. βi,b(R) = dimkH˜i−1(Ωb,Ψb(B); k). En particulier βi,b(k[x]/B) = dimkH˜i(Ωb; k).
Preuve.
1. Comme Ker(k[x]/B → R) = (xα +B : xα ∈ I) := I ′, on a la suite exacte suivante :
0→ I ′ → k[x]/B → R→ 0,
qui d’apre`s la proposition 1.6.11 du [6] induit la suite exacte suivante :
0→ K⊗ I ′ → K⊗ k[x]/B → K⊗R→ 0,
donc K⊗R ∼=
K⊗k[x]/B
K⊗I′ . De la meˆme fac¸on que dans la preuve du lemme 1.7.3 nous pouvons
de´montrer que (K ⊗ I ′)b = C(Ψb; k)(−1) ; en outre, du meˆme lemme 1.7.3 on sait que
(K ⊗B)b = C(Ωb; k)(−1).
Par conse´quent K ⊗R ∼= (C(Ωb; k)/C(Ψb; k))(−1).
2. On sait que le complexe de Koszul K est une re´solution libre minimale de k[x]/m et par
la remarque 1.5.3 on a que :
βi,b(R) = dimk(Tor
k[x]
i (R, k))b
= dimk(Tor
k[x]
i (k, R))b (par commutativite´ du foncteur Tor)
= dimkHi((K ⊗R)b) (par de´finition du foncteur Tor)
= dimkH˜i−1(Ωb,Ψb : k) (par 1).
1.7.7 Remarque. Le cas ou` B = 0 et I est un ide´al monomial libre de carre´ c’est la formule
de Hochster (the´ore`me 5.2, [26]) comme on le montrera dans la proposition 1.8.5. Plus tard
Herzog et Aramova dans [2] (lemme 4.1) et Sturmfels dans [38] (the´ore`me 12.12), ont montre´ le
cas ou` J = B, avec B un ide´al torique. Finalement Bruns et Herzog dans un article a posteriori
[7] (proposition 1.1), ont montre´ un re´sultat qui ge´ne´ralise les deux re´sultats pre´ce´dents et qui
correspond a` notre the´ore`me 1.7.6 dans le cas ou` B est un ide´al torique.
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1.8 Ide´aux de Stanley-Reisner et Formule de Hochster
1.8.1 De´finition. Soit a = (a1, . . . , an) ∈ Nn. Le support de a note´ par supp(a), est le vecteur
dans Nn tel que l’entre´e i-e´me est 1 si ai 6= 0 et 0 si ai = 0. De cette fac¸on supp(xa) := supp(a).
Si σ ⊂ {1, 2, . . . , n} nous pouvons lui associer un moˆnome xσ ∈ k[x], ou` xσ =
∏
i∈σ xi, de cette
fac¸on nous posons supp(σ) := supp(xσ). A` l’inverse, a` tout vecteur α ∈ {0, 1}n (vecteur libre de
carre´s) nous pouvons associer un ensemble σα ⊂ {1, . . . , n} tel que i ∈ {1, . . . , n} est dans σα si
et seulement si l’entre´e i-e`me est 1.
1.8.2 De´finition. Soit Γ un complexe simplicial de n sommets, IΓ = {x
σ : σ ∈ {1, . . . , n}, σ /∈
Γ} est l’ide´al de non-faces de Γ ou ide´al de Stanley-Reisner.
Donc, par la de´finition 1.8 nous associons un ide´al a` tout complexe simplicial Γ. D’ailleurs, a` tout
ide´al monomial I ⊂ k[x] libre de carre´s nous pouvons associer un complexe simplicial Γ(I), de la
fac¸on suivante : soit I = (xα : α ∈ {0, 1}n), alors Γ = {σ : xσ /∈ I}. Nous posons mσ = (xi|i ∈ σ)
et σC = {1, 2, . . . , n} \ σ.
1.8.3 Proposition. Soit Γ un complexe simplicial de n-sommets, alors la de´composition pri-
maire de son ide´al de Stanley-Reisner est :
IΓ =
⋂
F facette de Γ
m
FC .
d’ou` on peut calculer la hauteur d’un ide´al monomial libre de carre´s.
1.8.4 Proposition. Soit Γ un complexe simplicial de n-sommets, alors ht(IΓ) = n−(dimΓ+1)
et par conse´quence dim(k[x]/IΓ) = dimΓ + 1.
Preuve. Comme IΓ =
⋂
F facette de Γm
FC , ht(I) = minσ facette de Γ(ht(m
FC )). Mais mF
C
est un
ide´al premier de k[x] et ht(mF
C
) = |FC | = n − |F |, pour toute facette de Γ. Donc
ht(I) = n− (dimΓ + 1), de telle sorte que dim(k[x]/IΓ) = dimΓ + 1.
1.8.5 Proposition. ([7] Formule de Hochster) Soient I ⊂ k[x] un ide´al monomial libre de
carre´s et k[x]/I non-nul. Pour a ∈ Nn, le nombre de Betti Nn-multigradue´ standard βi,a(k[x]/I)
est non nul si et seulement si a est libre de carre´s et dans ce cas nous avons :
βi,a(k[x]/I) = dimkH˜|σa|−1−i((Γ(I))σa , k)
ou` σa ∈ {1, . . . , n}, supp(σa) = a.
Preuve. Pour tout b ∈ Nn, nous noterons par σb le sous-ensemble de {1, . . . , n} tel que supp(σb) =
supp(b), de meˆme que Γ = Γ(I).
Par ailleurs (0) ⊂ k[x] est un ide´al de re´seau et Σ(0) = Nn avec degNn(x
α) = α, pour tout
α ∈ Nn. En faisant J = I + (0) par le the´ore`me 1.7.6 nous avons que
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βi,b(k[x]/I) = βi,b(k[x]/J) = dimkH˜i−1(Ωb,Ψb; k) pour tout i ∈ N et tout b ∈ Nn
Mais pour tout b ∈ Nn,
Ωb = {F ∈ {1, . . . , n} : ∃γ ∈ Nn, xb − xγxsupp(F ) ∈ (0)}
= {F ∈ {1, . . . , n} : ∃γ ∈ Nn, xb = xγxsupp(F )}
= {F ⊂ σb}
et
Ψb = {F ∈ Ωb : ∃γ ∈ Nn, xb − xγxsupp(F ) = 0, xγ ∈ I}
= {F ⊂ σb : ∃γ ∈ Nn, xb = xγxsupp(F ), xγ ∈ I}
= {σ ⊂ σb : x
supp(σb\F ) ∈ I}
= {σ ⊂ σb : σb \ σ /∈ Γ}.
On conside´rera deux cas :
– a = (a1, . . . , an) ∈ N
n n’est pas libre de carre´s.
Donc il existe j ∈ {1, . . . , n} tel que aj ≥ 2. Soit a
′ ∈ Nn tel que pour tout i 6= j, a′i =
ai et a
′
j ≥ aj . Donc supp(a) = supp(a
′). Ainsi Ωa = Ωa′ et Ψa = Ψa′ . De cette fac¸on
βi,a(k[x]/I) = βi,a′(k[x]/I). Mais il n’y a qu’un nombre fini de nombres de Betti non nuls,
donc βi,a(k[x]/I) = 0.
– a ∈ Nn est libre de carre´s. Nous pouvons remarquer que Ψa = {σ ⊂ σa : σa \σ /∈ Γ} = (Γσa)
A,
donc par dualite´ d’Alexander (voir proposition 1.6.12)
βi,a(k[x]/I) = dimkH˜i−1(Ωa,Ψa; k)
= dimkH˜i−1(< σa >, (Γσa)
A; k)
= dimkH˜|σa|−(i−1)−2((Γσa), {}; k)
= dimkH˜|σa|−i−1((Γσa); k).
Il nous reste a` de´montrer H˜i. (Γσa , {}; k) = H˜i(Γσa ; k) pour tout i ∈ N. En utilisant la chaine
exacte longue de l’homologie relative, nous avons que :
H˜i({}; k)→ H˜i(Γσa ; k)→ H˜i. (Γσa , {}; k)→ H˜i−1({}; k),
mais H˜i({}; k) = 0 pour tout i ∈ N, donc H˜i. (Γσa , {}; k) = H˜i(Γσa ; k).
1.9 Nombres de Betti Z-gradue´s
Un ide´al monomial I dans k[x] est un ide´al homoge`ne, c’est a` dire I est Z gradue´ standard et
ses nombres de Betti peut-eˆtre obtenue de la formule de Hochster 1.8.5, comme on verra dans
la proposition suivante :
1.9.1 Proposition. Soit I ⊂ k[x] un ide´al monomial libre de carre´s dans k[x]. Donc
βi,j(I) =
∑
σ∈{1,...,n}, |σ|=j
βi,supp(σ)(I) =
∑
σ∈{1,...,n}, |σ|=j
dimkH˜j−2−i((Γ(I))σ, k). (1.3)
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Preuve. Comme I est un ide´al monomial, il est Nn-gradue´, donc Zn-gradue´, ainsi par la formule
de Hochster 1.8.5
βi,h(I) = βi+1,h(S/I) = dimkH˜|σ|−2−i(Γ(I)σ, k). (1.4)
Par ailleurs I est N-multigradue´ (Z-multigradue´) avec abs : Zn → N, donc
βi,j(I) =
∑
σ∈{1,...,n}, |σ|=j
βi,supp(σ)(I) =
∑
σ∈{1,...,n}, |σ|=j
dimkH˜j−2−i((Γ(I))σ, k). (1.5)
1.9.2 Proposition. Soit I un ide´al monomial libre de carre´s, alors reg(I) ≤ dim(k[x]/I) + 1.
Preuve. Comme I est un ide´al monomial libre de carre´s on peut lui associer un complexe
simplicial Γ = Γ(I) de dimension d, tel que I = IΓ, par la formule de Hochster 1.5.2 :
βi,i+j(I) =
∑
σ∈{1,...,n}, |σ|=i+j
βi,supp(σ)(I) =
∑
σ∈{1,...,n}, |σ|=i+j
dimkH˜j−2(Γσ, k).
Mais H˜k(Γσ, k) = 0 pour tout k > d, puisque dimΓσ ≤ dimΓ. Donc βi,i+j = 0 pour j > d + 2.
Par conse´quent reg(I) ≤ dimΓ + 2 = dim(k[x]/I)− 1 + 2 = dim(k[x]/I) + 1.
Soit M un module positivement Z-gradue´ standard de type fini sur k[x]. La se´rie d’Hilbert pour
M est la serie de Poincare´ :
H(M ; t) :=
∞∑
i=0
dimk(Mi)t
i.
Un re´sultat connu est :
1.9.3 Proposition. Si M est un module de type ﬁni sur k[x] Z-gradue´ standard, alors il existe
un unique hM (t) ∈ Z[t] tel que
H(M ; t) =
hM (t)
(1− t)d
=
K(M ; t)
(1− t)n
,
ou` K(M ; t) =
∑
i≥0, j≥0(−1)
iβi,j(M)t
j ∈ k[x].
Le polynoˆme hM (t) ∈ Z[t, t−1] de la proposition1.9.3 est connu comme le h polynoˆme de M et
le polynoˆme K(M ; t) de la proposition ante´rieure est appele´ le K-polynoˆme de M . On de´finit
e(M)la multiplicite´ de M comme e(M) = hM (1).
1.9.4 Proposition. Soit M un k[x]-module Z-gradue´ standard et {βi,j} ses nombres de Betti
Z-gradue´. Pour tout i ∈ N ﬁxe, s’il existe J ∈ N tel que βi,j = 0 pour tout j < J , alors
βi+1,j+1 = 0, pour tout j < J .
28
Preuve. Soient F . : · · · → Fi
ϕi→ Fi−1 → . . . F0 la re´solution libre minimal de M et i un index
fixe. Comme F est minimal, les images des ge´ne´rateurs de Fi+1 sont dans mFi. Si pour un certain
J ∈ N, βi,j = 0 pour tout j < J , alors tous les ge´ne´rateurs non-nuls de Fi sont de degre´ ≥ J .
Alors tous les e´le´ments de mFi sont de degre´ ≥ J + 1, puisque φi+1 est un morphisme gradue´
de degre´ 0. Ainsi βi+1,j+1 = 0, pour tout j < J .
Soient M un k[x]-module Z gradue´, ρ sa dimension projective, βi,j ses nombres de Betti pour
cette graduation et j
(i)
min = min{j : βi,j 6= 0} et jmax = max{j : ∃i ∈ N, βi,j 6= 0}. Par la
proposition 1.9.4 βr,j = 0 pour tout r > i et j ≤ j
(i)
min, ainsi j
(i)
min ≤ j
(i+1)
min pour tout 0 ≤ i < ρ.
Par conse´quent nous pouvons e´crire la matrice β(M)i,j de la fac¸on suivante :
degre´ β0 . . . βi . . . βρ
j
(0)
min β0,j(0)min
. . . 0 . . . 0
...
...
j β0,j . . . βi,j . . . 0
...
...
jmax β0,jmax . . . β1,jmax . . . βρ,jmax
Table 1.1 – Diagramme de Betti βi,j .
Cela nous sugge`re de faire un re´arrangement des nombres de Betti tels que les nombres de Betti
d’une meˆme ligne soient en correspondance avec le degre´ j + i pour chaque colonne i. De plus,
il est convenable de de´finir la re´gularite´ de Castelnuovo-Mumford reg(M) = max{j : ∃i ∈
N, βi,i+j 6= 0}. De cette fac¸on le nombre de Betti βi,i+j sera mis dans la colonne i et la ligne j,
comme dans la table 1.2.
degre´ β0 . . . βi . . . βρ
j
(0)
min β0,j(0)min
. . . β
i,j
(0)
min+i
. . . β
ρ,j
(0)
min+ρ
...
...
j β0,j . . . βi,j+i . . . βρ,j+ρ
...
...
reg(I) β0,jreg(I) . . . βi,jreg(I)+i . . . βρ,jreg(I)+ρ
Table 1.2 – Diagramme de Betti βi,i+j .
Il y a deux cas particuliers pour la table 1.2, a` savoir :
1. Il y a une seule ligne non nulle. Soient t ∈ N et M un Z-module sur k[x], M a une t-
re´solution line´aire si pour tout i ∈ N βi,i+j = 0 pour tout j 6= t. Nous disons que M a
une re´solution line´aire s’il existe t ∈ N tel que M a une t-re´solution line´aire.
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2. Il n’existe qu’un e´le´ment non-nul dans chaque colonne de la table 1.2. Soient M un Z-
module sur k[x], ρ sa dimension projective et d = (d0, d1 . . . , dρ) ∈ Nρ+1, M a une
re´solution pure de type d si pour tout i ∈ N et j 6= di, βi,j = 0. Donc, nous disons
que M est pur ou d-pur s’il existe d ∈ Nρ+1 tel que M a une re´solution pure de type d.
Nous pouvons remarquer que si M est d-pur, d0 < d1 < · · · < dρ, de plus tout Z-module
M sur k[x] qui a une re´solution t-line´aire est d-pur avec d = (t, t+ 1, . . . , t+ ρ).
1.9.5 Proposition. Soient M un k[x]-module Z-gradue´, ρ sa dimension projective et
d = (d0 < d1 < · · · < dρ < dρ+1) ∈ Nρ+2 tel que M a une re´solution libre minimale de la
forme :
0→ S(−dρ+1)
βρ,dρ+1 ⊕ S(−dρ)
βρ,dρ → S(−dρ)
βρ−1,dρ ⊕ S(−dρ−1)
βρ−1,dρ−1 → . . .
→ S(−d2)
β1,d2 ⊕ S(−d1)
β1,d1 → Sβ0,0 →M → 0,
avec S = k[x]. Soient β′i = βi,di −βi−1,di avec 1 ≤ i ≤ ρ et c la codimension de M . Alors si nous
connaissons la multiplicite´ de M et (ρ+1− c) parmi les β′i, nous pouvons de´te´rminer les autres
β′i. En particulier,
β′i =

(−1)i+1β0
∏
k 6=i,k 6=0
dk−d0
dk−di
si depth(M) = dim M et βρ,dρ+1 = 0,
(−1)i−1
β0(
∏ρ+1
k=1,k 6=i dk)−(ρ)!e(M)∏ρ+1
k=1,k 6=i(dk−di)
si depth(M) = dim M βρ,dρ+1 6= 0, et d0 = 0,
(−1)i−1
β0(
∏ρ
k=1,k 6=i dk)−(ρ−1)!e(M)∏ρ
k=1,k 6=i(dk−di)
si depth(M) = dim M − 1 βρ,dρ+1 = 0, et d0 = 0.
Preuve. Nous posons r = ρ− c et β0 := β0,0 = β
′
0. D’apre´s la proposition 1.9.3, le polynoˆme de
Laurent hM (t) ∈ Z[t, t−1] est le polynoˆme donne´ par
hM (t)
(1−t)dim M
= KM (t)(1−t)n , ou`
K(M ; t) =
∑
i>0,j>0(−1)
iβi,jt
j
= (−1)0β0,0 +
∑ρ+1
i=1 ((−1)
i−1βi−1,di + (−1)
iβi,di)t
di
= (−1)0β0 +
∑c+r+1
i=1 (−1)
i(βi,di − βi−1,di)t
di
=
∑c+r+1
i=0 (−1)
iβ′it
di .
Donc, (1− t)n−dim M = (1− t)c divise le polynoˆme KM (t). Ainsi
dk
dtk
KM (1) =
c+r+1∑
i=0
(−1)i
di!
(di − k)!
β′i = 0, (1.6)
pour tout k = 0, 1, . . . , c− 1. Par ailleurs, on a
dc
dtc
KM (t) =
dc
dtc
hM (t)(1−t)
c = (1−t)c
dc
dtc
hM (t)+
c−1∑
i=1
(−1)iρ
c!(1− t)c−i
(c− i)!
dc−i
dtc−i
hM (t)+(−1)
cc!hM (t),
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de cette fac¸on pour t = 1 on a
dc
dtc
KM (1) = (−1)
cc!hM (1) = (−1)
cc!e(M). (1.7)
En outre
dc
dtc
KM (1) =
dc
dtc
c+r+1∑
i=0
(−1)iβ′i(M)t
di =
c+r+1∑
i=0
(−1)i
di!
(di − c)!
β′i, (1.8)
Ainsi, en utilisant 1.7 et 1.8, on a :
c+r+1∑
i=0
(−1)i
di!
(di − c)!
β′i = (−1)
cc!e(M).
Finalement nous obtenons le syste`me d’e´quations suivant
c+r+1∑
i=0
(−1)iβ′i = 0;
c+r+1∑
i=0
di!
(di − 1)!
((−1)iβ′i) = 0; (1.9)
...
c+r+1∑
i=0
di!
(di − (c− 1))!
((−1)iβ′i) = 0;
c+r+1∑
i=0
di!
(di − c)!
((−1)iβ′i) = (−1)
cc!e(M).
et en utilisant des ope´rations e´le´mentaires sur les lignes, nous arrivons au syste`me de c + 1
e´quations et c+ r + 2-inconnues :
1 1 . . . 1
d0 d1 . . . dc+r+1
...
dc−10 d
c−1
1 . . . d
c−1
c+r+1
dc0 d
c
1 . . . d
c
c+r+1


(−1)0β′0
(−1)1β′1
...
(−1)c+rβ′c+r,
(−1)c+rβ′c+r+1,
 =

0
0
...
0
(−1)cc!e(M)

Comme tous les mineursM de (c+1)×(c+1) de la matrice, qui definit le syste`me d’e´quations ci-
dessus, sont le de´terminant d’une matrice de Vandermonde et d = (d0 < d1 < · · · < dρ+1), nous
avons que M 6= 0. De cette fac¸on nous pouvons conclure que si nous conaissons la multiplicite´
de M et ρ+ 1− c β′i’s, nous pouvons de´te´rmine´ les autres β
′
i’s.
Maintenant nous conside´rerons les cas suivants :
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1. dim M = depth(M) et βρ,dρ+1 = 0. Donc βρ+1 = βρ+1,dρ+1 − βρ,dρ+1 = 0 et d’apre´s la
formule de Auslander-Buchsbaum
ρ = n− depth(M) = n− dim M = c,
ainsi nous avons le syste´me d’e´quations :
V (d0, . . . , dρ−1, dρ)((−1)
0β′0, . . . , (−1)
ρ−1β′ρ−1, . . . , (−1)
ρβ′ρ)
T = (0, . . . , 0, (−1)ρ(ρ)!e(M)),
avec V (d0, . . . , dρ−1, dρ) la matrice de Vandermonde de d0, . . . , dρ−1, dρ. Graˆce a` la re`gle
de Cramer, on a que, pour tout i ≥ 0 :
(−1)iβ′i =
(−1)i+1+ρ+1(−1)ρρ!e(M)|V (d0, . . . , di−1, di+1, . . . , dρ)|
|V (d0, d1, . . . , dρ)|
.
D’ou`
β′i =
ρ!e(M)|V (d0,...,di−1,di+1,...,dρ)|
|V (d0,d1,...,dρ)|
= ρ!e(M)
∏
0≤k<j≤ρ, k 6=i j 6=i(dj−dk)∏
0≤k<j≤ρ(dj−dk)
= ρ!e(M) 1
(
∏i−1
k=0 di−dk)(
∏ρ
k=i+1 dk−di)
= (−1)iρ!e(M)
∏
k 6=i
1
dk−di
.
Par conse´quent β0 = β
′
0 = ρ!e(M)
∏ρ
k=1
1
dk−d0
et de cette fac¸on nous obtenons :
e(M) =
β0
ρ!
ρ∏
k=1
(dk − d0),
et pour 1 ≤ i ≤ ρ
β′i = (−1)
iρ(β0ρ!
∏ρ
k=1(dk − d0))
∏
k 6=i
1
dk−di
= β0(−1)
i di−d0
d0−di
∏
k 6=i,k 6=0
dk−d0
dk−di
= (−1)i+1β0
∏
k 6=i,k 6=0
dk−d0
dk−di
.
2. dim M = depth(M), d0 = 0 et βρ,dρ+1 6= 0. On a, comme dans le cas ante´rieur, ρ = c et le
syste`me d’e´quations suivant :
V (d1, . . . , dρ, dρ+1)((−1)
1β′1, . . . , (−1)
ρβ′ρ, . . . , (−1)
ρ+1β′ρ+1)
T = (−β0, 0, . . . , 0, (−1)
ρ(ρ)!e(M)),
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avec V (d1, . . . , dρ, dρ+1) la matrice de Vandermonde de d1, . . . , dρ, dρ+1. Graˆce a` la re`gle
de Cramer, nous avons que pour tout 1 ≤ i ≤ ρ+ 1 :
(−1)iβ′i =
(−1)1+i(−β0)(
∏ρ
k 6=i dk)|V (d1,...,di−1,di+1,...,dρ+1)|+(−1)
ρ+1+i(−1)ρ(ρ)!e(M)|V (d1,...,di−1,di+1,...,dρ+1)|
|V (d1,d2,...,dρ+1)|
= ((−1)iβ0(
∏
k 6=i dk) + (−1)
i+1ρ!e(M))
|V (d1,...,di−1,di+1,...,dρ+1)|
|V (d1,d2,...,dρ+1)|
= (−1)i
β0(
∏
k 6=i dk)−(ρ)!e(M)∏i−1
k=1(di−dk)
∏ρ
k=i+1(dk−di)
= (−1)i(−1)i−1
β0(
∏
k 6=i dk)−(ρ)!e(M)∏ρ+1
k 6=i (dk−di)
D’ou`
β′i = (−1)
i−1
β0(
∏
k=1, k 6=i dk)− (ρ)!e(M)∏ρ+1
k=1, k 6=i(dk − di)
.
3. dim M = depth(M)−1, d0 = 0 et βρ,dρ+1 = 0. D’apre´s la formule d’Auslander-Buchsbaum
ρ = n− depth(M) = n− (dim M − 1) = c+ 1
et ainsi nous avons le syste`me d’e´quations suivant :
V (d1, . . . , dρ−1, dρ)((−1)
1β′1, . . . , (−1)
ρ−1β′ρ−1, . . . , (−1)
ρβ′ρ)
T = (−β0, 0, . . . , 0, (−1)
ρ−1(ρ−1)!e(M)).
Graˆce a` la re`gle de Cramer, nous avons que pour tout 1 ≤ i ≤ ρ :
(−1)iβ′i =
(−1)1+i(−β0)(
∏ρ
k 6=i dk)|V (d1,...,di−1,di+1,...,dρ)|+(−1)
ρ+i(−1)ρ−1(ρ−1)!e(M)|V (d1,...,di−1,di+1,...,dρ)|
|V (d1,d2,...,dρ)|
= ((−1)iβ0(
∏
k 6=i dk) + (−1)
i−1(ρ− 1)!e(M)) |V (d1,...,di−1,di+1,...,dρ)||V (d1,d2,...,dρ)|
= (−1)i
β0(
∏
k 6=i dk)−(ρ−1)!e(M)∏i−1
k=1(di−dk)
∏ρ
k=i+1(dk−di)
= (−1)i(−1)i−1
β0(
∏
k 6=i dk)−(ρ−1)!e(M)∏ρ
k 6=i(dk−di)
D’ou`
β′i = (−1)
i−1
β0(
∏ρ
k=1, k 6=i dk)− (ρ− 1)!e(M)∏ρ
k=1, k 6=i(dk − di)
.
1.9.6 Corollaire. (E´quations de Herzog-Ku¨hl) Soient M un k[x]-module Z-gradue´ Cohen-
Macaulay, ρ sa dimension projective et d = (d0 < d1 < · · · < dρ) ∈ Nρ+1, tels que M est d-pur.
Alors pour 1 ≤ i ≤ ρ,
βi = β0(−1)
i+1
∏
k 6=i,k 6=0
dk − d0
dk − di
.
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Preuve. Ce cas-la` est le meˆme que celui de la proposition 1.9.5 avec β′i = βi,di := βi et
depth(M) = dim M , car M est un k[x]-module Cohen-Macaulay. Ainsi on obtient, pour tout
1 ≤ i ≤ ρ,
βi = β0(−1)
i+1
∏
k 6=i,k 6=0
dk − d0
dk − di
.
1.9.7 Corollaire. Soient M un k[x]-module gradue´ avec depth(M) = dim M − 1 et ρ sa
dimension projective. De plus il existe d = (0 < d1 < · · · < dρ) ∈ Nρ+1, tel que M est d-pur.
Donc pour tout 1 ≤ i ≤ ρ,
βi = (−1)
i−1
β0(
∏
k 6=i dk)− (ρ− 1)!e(M)∏ρ
k 6=i(dk − di)
.
Preuve. Ce cas-la` est le meˆme que celui de la proposition 1.9.5 avec β′i = βi,di := βi, d0 = 0 et
depth(M) = dim M − 1. Ainsi on obtient, pour tout 1 ≤ i ≤ ρ,
βi = (−1)
i−1
β0(
∏
k 6=i dk)− (ρ− 1)!e(M)∏ρ
k 6=i(dk − di)
.
34
Chapitre 2
Proprie´te´ N2,p des ide´aux
monomiaux quadratiques libres de
carre´s
Dans ce chapitre on donnera une autre prouve du the´ore`me d’Eisenbud et als. dans [11] qui
e´tablit une condition ne´cessaire et suﬃsante pour qu’un ide´al monomial quadratique libre de
carre´s satisfasse la proprie´te´ N2,p. Pour cela on deﬁnira le nombre maximal p2(I) tel que I
satisfasse la proprie´te´ N2,p2(I). Ce re´sultat nous sera tre`s utile dans le chapitre 3. Ensuite, on
calculera le nombre de Betti βp2(I),p2(I)+3(I), qui repre´sente la premie`re sizygie de I engendre´e
par des e´le´ments non line´aires, en fait engendre´e par des e´le´ments quadratiques ; ce qui donne une
preuve alternative au re´sultat (The´ore`me 4.6) de O. Ferna´ndez-Ramos et P. Gimenez dans [14].
Finalement on explique comment calculer les nombres de Betti d’un ide´al monomial quadratique
I libre de carre´s ayant une re´solution 2-line´aire (I satisfait la proprie´te´ N2,p pour tout p ∈ N)
en utilisant la formule obtenue par M. Morales dans le the´ore`me 12 de [31].
2.1 Proprie´te´ Nd,p
Soit M un k[x]-module de type fini. La re´gularite´ de Castelnuovo-Mumford de M est de´finie
par :
reg(M) = max{j − i|βi,j 6= 0}.
Clairement reg(M) <∞, puisqueM est un k[x] module de type fini. On dit queM est n-re´gulier
si reg(M) ≤ n, ou` n ∈ N. Par exemple, si I est un ide´al de k[x] et d ∈ N tel que I a une re´solution
d-line´aire, alors reg(I) = d et I est d-re´gulier.
2.1.1 De´finition. Soit I un ide´al de k[x], on dira qu’il a la proprie´te´ Nd,p pour certains
d, p ∈ Z>0 et d ≥ 2, si Tork[x]t (I, k) est concentre´ en degre´s ≤ d+ t pour tout t ≤ p− 1.
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Par la remarque 1.5.3 le i-e`me nombre de Betti de degre´ j est βi,j(I) = dimk(Tor
k[x]
i (I, k))j .
Donc I a la proprie´te´ Nd,p si et seulement si le degre´ des ge´ne´rateurs des i-syzygies est ≤ d+ i,
pour tout i ≤ p− 1. Ainsi on peut faire la remarque suivante :
2.1.2 Remarque.
1. Si I a la proprie´te´ Nd,p, alors I a la proprie´te´ Nd+1,p pour tout d, p ∈ Z>0 et p ≥ 2.
2. Soit I un ide´al de k[x] avec tous ses ge´ne´rateurs de degre´ d. Les affirmations suivantes sont
e´quivalentes :
– I a la proprie´te´ Nd,p ;
– pour tout i ≤ p− 1 et j > d+ i, βi,j(I) = 0 ;
– pour tout i ≤ p− 1 βi =
∑i+d
j=0 βi,j = βi,i+d.
Ce qui est schematise´ par le tableau 2.1
degre´ β0 . . . βp−1 βp . . . βρ
d β0,d . . . βp−1,p−1+d βd,p+d . . . βd,ρ+d
d+ 1 0 . . . 0 βp,p+d+1 . . . βρ,ρ+d+1
...
...
reg(I) 0 . . . 0 βp,p+reg(I) . . . βρ,ρ+reg(I)
Table 2.1 – Matrice de nombres de Betti d’un ide´al monomial I libre de carre´s ve´rifiant Nd,p.
3. Si I est un ide´al dans k[x] et I a la proprie´te´ Nd,p, alors I a e´videmment la proprie´te´ Nd,p′
pour p′ < p.
4. Si I est un ide´al de k[x] engendre´ par des e´le´ments de degre´ d et le nombre minimal de
ge´ne´rateurs est m, alors β0,d = m et β0,i = 0, pour tout i ∈ N, i 6= d. Donc I a la proprie´te´
Nd,1.
Soit p(t) =
∑m
i=1 ait
i ∈ k[t] un polynoˆme de la variable t sur k. La troncature de p(t) de degre´
d est de´finie par [p(t)]d =
∑d
i=1 ait
i.
2.1.3 Proposition. Soient I un ide´al de k[x] engendre´ par des e´le´ments de degre´ d et p ∈ N.
Les aﬃrmations suivantes sont e´quivalentes.
1. I a la proprie´te´ Nd,p.
2. La re´solution libre minimale de I est d-line´aire au moins jusqu’au pas p− 1.
3. [K(I; t)]p+d = β0(I)t
d + · · ·+ (−1)pβp−1(I)t
d+p−1 + (−1)pβp,d+p(I)t
d+p.
Preuve. Les implications 1) ⇒ 2) ⇒ 3) suivent facilement du tableau 2.1 et de la remarque
2.1.2. Seul 3)⇒ 1) est non trivial ; cette implication est obtenue a` partir de l’argument suivant :
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Comme I est un ide´al de k[x] engendre´ par des e´le´ments de degre´ d, β0 = β0,d et par la propo-
sition 1.9.4, on a :
[K(I; t)]p+d = β0,dt
d
−β1,d+1(I)t
d+1 −β1,d+2(I)t
d+2− . . . −β1,p+d(I)t
p+d
+β2,d+2(I)t
d+2+ . . . +β2,p+d(I)t
p+d+
...
+(−1)pβp,d+p(I)t
d+p
Par hypothe`se
[K(I; t)]p+d = β0(I)t
d + (−1)β1(I)t
d+1 · · ·+ (−1)pβp−1(I)t
d+p−1 + (−1)pβp,d+p(I)t
d+p.
Alors par de´finition de l’e´galite´ de polynoˆmes : β1(I) = β1,d+1(I) ; mais β1(I) =
∑
j∈N β1,j , donc
β1,j = 0 pour j 6= d + 1. Ainsi par re´currence sur i ≤ p − 1 on de´montre que βi = βi,i+d, et de
la proposition 2.1.2 on affirme que I satisfait la proprie´te´ Nd,p.
2.2 Complexes de cliques
Notre intention dans cette section est d’e´tudier la proprie´te´ N2,p d’un ide´al quadratique mono-
mial I quelconque, c’est a` dire que tous les ge´nerateurs de I sont des monoˆmes de degre´ 2.
2.2.1 De´finition. Un complexe simplicial G de dimension 1 est appele´ graphe. L’ensemble
des sommets de G est note´ V (G) et l’ensemble de ses areˆtes (ses faces de dimension 1) est note´
E(G).
2.2.2 De´finition. Soit G un graphe. Une clique de G est un sous-ensemble T de sommets de
G tel que pour tous v, w ∈ T {v, w} ∈ E(G). Le complexe de cliques pour G est le complexe
simplicial Γ(G) dont les faces de Γ(G) sont les cliques de G.
On remarque que le 1-squelette de Γ(G) (toutes les faces de dimension ≤ 1 de Γ) est G. De cette
fac¸on, si Γ est un complexe simplicial, alors Γ est un complexe de cliques si Γ = Γ(Γ1), ou` Γ1
est le 1-squelette de Γ.
2.2.3 De´finition. Un cycle C d’un graphe G est un sous-graphe de G de sommets V (C) =
{v1, . . . , vq} et d’areˆtes E(C) = {{v1, v2}, {v2, v3}, . . . , {vq−1, vq}, {vq, v1}}. Nous appelons lon-
gueur de C le cardinal de E(C) et nous le notons |C|.
On dit que le cycle C de longueur > 3 de G a une corde s’il existe une areˆte {vi, vj}, pour
certains i, j ∈ {1, . . . , q} et j 6= i + 1, qui appartient a` G. On dit que le cycle C est minimal si
|C| > 3 et s’il n’a pas de cordes. Le graphe G est appele´ graphe de cordes si tout cycle de
longueur > 3 a une corde.
2.2.4 Proposition. Les aﬃrmations suivantes sont e´quivalentes pour un complexe simplicial
Γ :
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1. Γ est un complexe de cliques.
2. Toute non-face minimale de Γ a exactement deux sommets.
3. IΓ est engendre´ par des monoˆmes quadratiques.
Preuve.
2⇔ 3) Clairement les affirmation (2) et (3) sont e´quivalentes.
1⇒ 2) On supposera que {1, . . . , n} est l’ensemble des sommets de Γ. On pose G = Γ1 et
Γ = Γ(G). Soit F ⊂ {1, . . . , n}, F /∈ Γ quelconque. Alors le graphe complet de sommets sur F
n’est pas un sous-graphe de G, donc il y a deux e´le´ments x 6= y ∈ F tel que {x, y} /∈ Γ. Ainsi
toute non-face minimale a` Γ a deux sommets.
1⇐ 2) S’il y avait une clique C de G = Γ1 de taille strictement plus grande que 2 et si C /∈ Γ,
on pourrait prendre une clique C
′
∈ Γ avec |C ′| ≥ 3, telle que soit minimale avec la proprie´te´
de ne pas eˆtre dans Γ, donc C
′
est une non-face minimale de Γ et son cardinal est plus grand
ou e´gal a` 3.
2.2.5 Lemme. Soient Γ un complexe de cliques et G = Γ1. Si H1(Γ) 6= 0, alors le groupe
d’homologie de H˜1(Γ) est engendre´ par certains cycles minimaux de G.
Preuve. Soit C un cycle de G et V (C) = {v1, . . . , vq} de G avec q = 3 ou bien C soit minimal.
On peut supposer que σ1 = {v1, v2}, σ2 = {v2, v3}, . . . σq = {vq, v1} sont toutes les areˆtes de de
C. On de´finit
sign(σi) :=
{
1 si vi < vi+1,
−1 dans le cas contraire.
On pose eC =
∑q
i=1 sign(σi)eσi . On pose L = (eC |C est un cycle de G |C| = 3 ou C est minimal).
On affirme que L = Ker(∂1). Puisque :
– L ⊂ Ker(∂1), puisque soit C un cycle de G
∂1(eC) =
∑q−1
i=1 (sign(σi)(sign(vi, σi)evi + sign(vi, σi)evi+1)
+ sign(σq)(sign(vq, σq)evq + sign(vq, σi)ev1)) (2.1)
=
∑q
i=1 evi − evi = 0. (2.2)
– L ⊃ Ker(∂1). Soit b =
∑
σ∈G aσeσ ∈ Ker(∂1) et soit G
′ le sous-graphe de G forme´ par toutes
les areˆtes σ ∈ E(G) tel que aσ 6= 0. Alors b =
∑
σ∈G′ aσeσ ∈ Ker(∂1). On demontrera que
b ∈ L par recurrence sur n = |E(G′)|.
1. Si n ≤ 2 aσ = 0 pour tout σ ∈ G
′ et b = 0.
2. Soit n ≥ 3 et on suposse que pour k ≤ n, b ∈ L. Alors, il existe T ⊂ G maximal et
G′ \ T 6= ∅, si non tout aσ = 0 pour aσ ∈ G
′. D’apre`s le corollaire 5. de la section 7 du
chapitre 3 de [36] il existe un cycle C ⊂ G′ de taille 3 ou minimal tel que pour tout areˆte
σ de C, aσ 6= 0. Soit eσC ∈ E(C) fixe. Alors
0 = ∂1(b) = ∂1(b− aσCeC + aσCeC) = ∂1(b− aσCeC) + ∂1(aσCeC) = ∂1(b− aσCeC),
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car ∂1(aσCeC) = aσC∂1(eC) = 0, par l’equation 2.1. Donc
0 = ∂1(b− aσCeC) = ∂1(
∑
σ∈G′
a′σeσ).
Soit G′′ le graphe avec ensemble d’areˆtes E(G′′) = {σ ∈ G : a′σ 6= 0}. Comme a
′
σC
= 0,
on a que |E(G′′)| ≤ n et par hypothe`se de re´currence
∑
σ∈G′ a
′
σeσ ∈ L. Par conse´quence
b ∈ L.
De cette fac¸on, on a prouve´ que L = Ker(∂1). Par ailleurs, soit C un cycle de taille 3 de
G, alors c’est un bord. En effet si V (C) = {x1 < x2 < x3} est l’ensemble des sommets de
C, donc σ = V (C) est une face de Γ, puisque Γ est un complexe de cliques. Par ailleurs,
∂2(eσ) = ex2x3 − ex1x3 + ex1x2 = ex2x3 + ex3x1 + ex1x2 = eC ∈ Ker(∂1). Il en re´sulte que C
n’est pas un ge´ne´rateur de H˜1(Γ) = Ker(∂1)/Im(∂2). De cette fac¸on, si H˜1(Γ) 6= 0, H˜1(Γ) est
engendre´ par des cycles de longueur ≥ 4. Ainsi, on peut affirmer que H˜1(Γ) est engendre´ par
certains cycles minimaux de G si H1(Γ) 6= 0.
2.2.6 De´finition. Soient I un ide´al dans k[x] et 1 ≤ d < reg(I), on pose pd(I) l’entier maximal
pour lequel I a la proprie´te´Nd,pd(I). Si d ≥ reg(I), on pose pd(I) =∞. S’il n’y a pas de confusion,
on notera par p(I) a` la place de p2(I).
2.2.7 Remarque. E´tant donne´ un ide´al I de k[x], on a preg(I) = ∞, et pour tout d ∈ N,
d ≥ reg(I), pd(I) ≥ pd−1(I) par la remarque 2.1.2(1).
2.2.8 Lemme. Soient Γ un complexe de cliques et W ⊂ V (Γ). E´tant donne´ x ∈ V (Γ), on a
linkΓW ({x}) = ΓWx , ou` Wx := V (linkΓW ({x})).
Preuve. Si F ∈ linkΓW ({x}), clairement F ∈ ΓWx , donc linkΓW ({x}) ⊂ ΓWx . Il nous reste a`
montrer la contention inverse (ΓWx ⊂ linkΓW ({x})). En effet, soit F ∈ ΓWx , alors F ∈ Γ et
F ⊂ Wx. De cette fac¸on si y ∈ F , alors y ∈ Wx = V (linkΓW ({x})) et {x, y} ∈ Γ, donc {x, y} ∈
Γ1 = G. Comme Γ = Γ(G), on a que F ∪ {x} est une clique de G, par conse´quent F ∪ {x} ∈ Γ
et F ∈ linkΓW ({x}). De cette fac¸on on obtient ΓWx ⊂ linkΓW ({x}) et linkΓW ({x}) = ΓWx .
2.2.9 Proposition. Soient Γ = Γ(G) un complexe de cliques tel que I := IΓ n’a pas une
re´solution line´aire et 3 ≤ d ≤ reg(I). Alors, pd(I) > pd−1(I).
Preuve. On notera pd = pd(I). On a que βpd,pd+d+j(I) > 0 pour certain j ≥ 1 et βi,i+d+j′(I) = 0
pour tout i < pd et j
′ ≥ 1. Soit V = V (G), par la formule de Hochster 1.8.5 on de´duit qu’il
existe σ ⊂ V avec |W | = pd + d+ j tel que H˜d+j−2(Γσ; k) 6= 0 et H˜d+j−2(Γσ′ ; k) = 0, pour tout
W ′ ⊂ V avec |W ′| < |W |.
Soit x ∈W fixe. Posons Wx := V (linkΓW ({x})) et d’apre`s le lemme 2.2.8 linkΓW ({x}) = ΓWx .
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s Wx 6=W \{x}. On le demontrera par l’absurde : supposons queWx =W \{x}. Soit F ∈ ΓW . Si
x ∈ F , alors F ∈ linkΓW ({x}) ∗ x. Si x /∈ F , donc F ⊂ ΓW\{x} = linkΓW ({x}), par conse´quent
F ∪{x} ∈ linkΓW ({x}) ∗x et on conclut que ΓW ⊂ linkΓW ({x}) ∗x. Comme on a toujours que
ΓW = linkΓW ({x}) ∗ x ⊂ ΓW , on a : ΓW = linkΓW ({x}) ∗ x. Par la proposition 1.6.9 il resulte
que H˜j(ΓW ; k) = 0 pour tout j ∈ N, or H˜d+j−2(ΓW ; k) 6= 0. Donc, Wx  W \ {x}.
s Comme Wx  W \ {x}, on a |Wx| < |W \ {x}| = pd + d+ j − 1. Ensuite, nous conside´rons la
suite exacte longue du lemme 1.6.7 :
· · · → H˜d+j−3(linkΓW ({x}); k)→ H˜d+j−2(ΓW ; k)→ H˜d+j−2((ΓW )W\{x}; k)→ . . .
Mais (ΓW )W\{x} = ΓW\{x} et par hypothe`se
H˜d+j−2((ΓW )W\{x}; k) = H˜d+j−2(ΓW\{x}, k) = 0
et H˜d+j−2(ΓW ; k) 6= 0. Donc, d’apre`s l’exactitude de la suite longue pre´ce´dente
H˜d+j−3(ΓWx ; k) = H˜d+j−3(linkΓW ({x}); k) 6= 0.
On pose k := |Wx| < |W \ {x}| = pd + d + j − 1 et par la formule de Hochster 1.5.2
βk−d−j+1,k(I) > 0. En posant i = k − d − j + 1 < (pd + d + j − 1) − d − j + 1 = pd, on a
βi,i+d+j−1(I) > 0. Comme j > 0, on a : pd−1 < i < pd.
2.2.10 Corollaire. Soient I un ide´al monomial quadratique libre de carre´s, m > 2 sa re´gularite´
de Castelnuovo-Mumford et ρ sa dimension projective. Pour tout 2 ≤ d ≤ m−1, βpd(I),pd(I)+d+1(I) 6=
0 et pour tout j ∈ N, j > 1 βpd(I),pd(I)+d+j(I) = 0.
Preuve. On notera pd = pd(I). Donc, il existe j ∈ N, j ≥ 1 tel que βpd,pd+d+j(I) 6= 0 et
βi,i+d+k(I) = 0, pour tous i < pd et k ≥ 1. Si j > 1 pd = pd+j−1, mais par la proposition 2.2.9,
pd < pd+j−1.
2.2.11 Remarque.
1. De cette proposition la matrice β(I)i,j d’un ide´al monomial quadratique (table 2.1) peut
eˆtre re´e´crite de la fac¸on suivante (ou` βij ,ij+j 6= 0 avec 3 ≤ j ≤ m) :
0 1 . . . p2 − 1 p2 . . . p3 − 1 p3 . . . pm−1 . . . ρ
2 β0,2 β1,3 . . . βp2−1,p2+1 βp2,p2+2 . . . βp3−1,p3+1 βp3,p3+2 . . . βpm−1,pm−1+2 . . . βρ,ρ+2
3 0 0 . . . 0 βp2,p2+3 . . . βp3−1,p3+2 βp3,p3+3 . . . βpm−1,pm−1+3 . . . βρ,ρ+3
4 0 0 . . . 0 0 . . . 0 βp3,p3+4 . . . βpm−1,pm−1+3 . . . βρ,ρ+3
...
m 0 0 . . . 0 0 . . . 0 0 . . . βpm−1,pm−1+m . . . βρ,ρ+m
2. D’ou`, pour un ide´al I monomial quadratique on obtient que :
m = reg(IΓ) ≤ ρ− (p2 − 1) + 2 = ρ− p2 + 3. (2.3)
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2.2.12 Exemples.
1. Soient x = {x1, . . . , xn} et y = {y1, . . . , yn} deux ensembles de variables disjointes. On
pose
I = (xiyi|i ∈ {1, . . . , n}, xi ∈ x et yi ∈ y) (voir la figure 2.1)
x1 y1
x1 x2
y2 y1
n=1 n=2 n=3
x1
x2
y2
y1
x3
y3
Figure 2.1 – Le 1-squelette de I(Γ).
Clairement {xiyi}
n
i=1 est une suite re´gulie`re dans S := k[x,y], donc la re´solution de Koszul
de S/I est la re´solution libre minimale de S/I, c’est a` dire :
0→ S(−2n)(
n
n) → S(−2(n− 1))(
n
n−1) → · · · → S(−2)(
n
1) → S → S/I.
Donc ρ = projdim(I) = n−1 et p2 = 1, de meˆme reg(I) = 2n−(n−1) = n+1 = ρ−p2+3
et le diagramme de Betti pour I est (ou` l’e´le´ment de la colonne i, ligne j est le nombre de
Betti βi,j+i(I)) :
0 1 . . . n− 1
2
(
n
1
)
0 . . . 0
3 0
(
n
2
)
. . . 0
...
n 0 0 . . . 1
2. Soit I = (ac, bd, bf, cf, ef) ⊲ k[a, b, c, d, e, f ] =: S, donc Γ(I) est un complexe de clique et
son 1-squelette est sche´matise´ sur la figure suivante :
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Donc dim(Γ(I)) = 2, alors dim(S/I) = dim(Γ(I)) + 1 = 3. En utilisant Macaulay2 on
obtient le diagramme de Betti de I :
0 1 2
2 5 5 1
3 0 1 1
On remarque que projdim(S/I) = ρ+1 = 3 et par la formule de Auslander et Buchsbaum
[29, The´ore`me 19.1] (projdim(S/I)+depth(S/I) = 6) projdim(S/I) = depthS/I = 3, d’ou`
S/I est un S-module Cohen-Macaulay.
2.2.13 The´ore`me. ([11, The´ore`me 2.1]) Soient Γ = Γ(G) le complexe de cliques d’un graphe
G et I = IΓ l’ide´al de non-faces de Γ engendre´ par des monoˆmes quadratiques libres de carre´s.
L’ide´al I satisfait la condition N2,p, p ≥ 1, si et seulement si tous les cycles minimaux de G
sont de longueur strictement plus grande que p+ 2.
Nous donnons une autre preuve de ce re´sultat avec nos notations.
Preuve. On suppose que |V (G)| = n.
⇒) On de´montrera la contrapose´e.On supposera alors que G a un cycle minimal C tel que sa
longueur 3 ≤ |C| ≤ p+2. SoitW := V (C) les sommets de C. On pose r = |W | ; par la formule
de Hochster 1.8.5 on a que :
βr−3,r(I) ≥ dimkH˜1(ΓW , k) = dimkH˜1(C, k) = 1.
Donc I n’a pas la proprie´te´ N2,r−3 et comme r − 3 ≤ p− 1 < p, d’apre`s la remarque 2.1.2(1)
I n’a pas la proprie´te´ N2,p
⇐) On de´montrera la contrapose´e. Donc, on supposera que I ne satisfait pas la proprie´te´ N2,p
et que p est minimal par rapport a` cette proprie´te´, c’est a` dire que p− 1 = p2(I). D’apre`s le
corollaire 2.2.10 βp−1,p+2(I) 6= 0. Donc par la formule de Hochster 1.8.5 il existe h ∈ Nn, libre
de carre´s et |h| = p+ 2 tel que
βp−1,h(I) = dimkH˜1(ΓW , k) 6= 0,
ou` W ⊂ V (G) avec supp(W ) = h. On va montrer que ΓW est un cycle minimal de G de
longueur p+ 2.
– Clairement par minimalite´ de p, V (ΓW ) =W .
– ΓW est connexe. Au cas ou` ΓW ne serait pas connexe, il y aurait W
′ ( W , tel que
H˜1(ΓW , k) 6= 0 et p ne serait pas l’entier minimal satisfaisant que I n’ait pas la prorpie`te´
N2,p.
– Par le lemme 2.2.5 H1(ΓW , k) est engendre´ par de cycles minimaux de G et par minimalite´
de p il y a qu’un seul cycle minimal C de G qui engendre le groupe H1(ΓW , k) etW = V (C),
donc (ΓW )1 = C, d’ou` ΓW = C. De cette fac¸on on a prouve´ qu’il existe un cycle minimal
C de longueur p+ 2 dans G.
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Du the´ore`me ante´rieur, le ce´le`bre the´ore`me de Fro¨berg devient imme´diat :
2.2.14 Corollaire. (The´ore`me de Fro¨berg) Soient Γ = Γ(G) le complexe de cliques d’un
graphe G et I = IΓ l’ide´al de non-faces de Γ engendre´ par des monoˆmes quadratiques libres de
carre´s. L’ide´al I est 2-line´aire si et seulement si tous les cycles de longueur > 3 de G ont une
corde.
2.2.15 Corollaire. Soient Γ = Γ(G) le complexe de cliques d’un graphe G, I = IΓ et p ≥ 1
entier naturel. Alors :
1. p2(I) + 3 est la longueur minimale d’un cycle minimal si p2(I) <∞.
2. De plus, si p2(I) < ∞, alors βp2(I),p2(I)+3(I) est e´gal au nombre de cycles minimaux de
longueur p2(I) + 3 de G, de meˆme βp2(I),p2(I)+i(I) = 0 pour tout i ≥ 4.
Preuve.
1. La premie`re affirmation est la traduction en notre notation du the´ore`me 2.2.13.
2. La deuxie`me affirmation est due a` O. Ferna´ndez-Ramos et P. Gimenez dans [14]. Ci-dessous
on donne une autre demonstration.
On pose p = p2(I). On de´finit
C = {C ⊂ E(Γ1) : C est un cycle minimal de longueur p+ 3}.
D’apre`s (1) C n’est pas vide et il existe C ∈ C, |C| = p + 3, car p = p2(I). Soit C ∈ C et
V (C) ses sommets, par la formule d’Hochster (voir 1.4) :
βi,supp(V (C))(I) = dimkH˜|C|−i−2(ΓV (C), k) = dimkH˜p+3−i−2(C, k) = dimkH˜p−i(C, k).
Si i 6= p, βi,supp(V (C))(I) = 0, et si i = p, βp,supp(V (C))(I) = dimkH˜1(C, k) = 1. Donc
βp,p+3(I) =
∑
m ∈ {0, 1}n
|m| = p+ 3
βp,m ≥
∑
C∈C
βp,supp(V (C)) = |C|.
Il reste a` voir que βp,p+3(I) = |C|. Soit W ⊂ {1, . . . , n}, |W | = p + 3. Par la formule
d’Hochster (1.4) βp,supp(W )(I) = dimkH˜1(ΓW , k). On va supposer que H˜1(ΓW , k) 6= 0, on
montrera que ΓW est un cycle minimal.
– ΓW est un complexe de cliques, car c’est un sous-complexe de Γ.
– ΓW n’a pas de cycles minimaux de longueur ≤ p + 2. Car sinon, si C e´tait un cycle
minimal de longueur ≤ p+2 de ΓW , C serait un cycle minimal de G et par le the´ore`me
2.2.13 Γ n’aurait pas la proprie´te´ N2,p. Mais comme H˜1(ΓW , k) 6= 0 et H˜1(ΓW , k) est
engendre´ par des cycles minimaux, il faut que ΓW soit un cycle minimal.
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D’ou`, βp,p+3(I) ≤ |C|, mais on a de´ja` vu que βp,p+3(I) ≥ |C|, donc βp,p+3(I) = |C|. Par
ailleurs du corollaire 2.2.10 βp,p+i(I) = 0 pour tout i ≥ 4.
2.2.16 Exemple. Soit G le cycle (polygone) de n sommets.
x1
G
x2
x3xn
x4x5
Figure 2.2 – Le cycle
Comme il y a un unique cycle minimal et il est de longueur n, d’apre´s le corollaire 2.2.15
p2(IΓ(G)) = n − 4. Par ailleurs, pour tout ide´al I de k[x] on a βi−1(I) = βi(k[x]/I). Ainsi
p2(k[x]/IΓ(G)) = n− 3 et par la formule de Hochster
βn−2,n−1(k[x]/IΓ(G)) =
∑
W⊂G, |W |=n−1
dimkH˜0(Γ(G)W ; k) =
∑
W⊂G, |W |=n−1
0 = 0.
Alors la re´solution libre minimale de k[x]/IΓ(G) a la forme suivante :
0→ k[x](−n)βn−2 → k[x](−n+ 2)βn−3 → . . . k[x](−3)β2 → k[x](−2)β1 → k[x]β0 → k[x]/IΓ(G),
ou` β0 = 1 et βn−2 = βn−2,n−1(k[x]/IΓ(G)) + βn−2,n(k[x]/IΓ(G)) = 0 + 1 = 1 et
βi−1(I) = βi = n
i
n−i−1
(
n−2
i+1
)
, pour i = 1, . . . , n− 2, puisque :
De la resolution de k[x]/IΓ(G) on a que la dimension projective ρ de k[x]/IΓ(G) est ρ = n+ 2 =
n − (dimΓ(G) + 1) = ht(IΓ(G)), alors k[x]/IΓ(G) est Cohen-Macaulay. Par ailleurs la re´solution
libre minimale de k[x]/IΓ(G) est d-pure avec d = (0, 2, 3, . . . , n− 2, n), ainsi par les e´quations de
Herzog-Ku¨hl (proposition 1.9.6) ses nombres de Betti sont :
βi = β0(−1)
i+1
∏
k 6=i,k 6=0
dk − d0
dk − di
,
pour 1 ≤ i ≤ n− 2. De cette fac¸on :
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βi−1(I) = βi = (−1)
i+1(
∏i−1
k=1
k+1
k+1−(i+1))(
∏n−3
k=i+1
k+1
k+1−(i+1))(
n
n−(i+1))
= (−1)i+1(−1)i−1(
∏i−1
k=1
k+1
i−k )(
∏n−3
k=i+1
k+1
k−i )(
n
n−(i+1))
= (n−2)!/i+1(i−1)!(n−3−i)!
n
n−(i+1)
= n in−i−1
(n−2)!
(i+1)!
i
(n−2−(i+1))!
= n in−i−1
(n−2)!
(i+1)!(n−2−(i+1))!
= n in−i−1
(
n−2
i+1
)
.
2.3 Nombres de Betti de l’ide´al du complexe de cliques d’un
graphe de cordes
Dans cette section on va reproduire le calcul de nombres de Betti effectue´ dans le the´ore`me 12.
de [31]. Les re´sultats de cette section nous seront utiles plus tard dans 4.2.
2.3.1 Notation. Soit V =< x1, . . . , xn > l’espace vectoriel sur k engendre´ par toutes les
variables de k[x]. Pour tout Q ⊂ V , on notera < Q >⊂ V le k-espace vectoriel engendre´ par Q,
et (Q) ⊂ k[x] l’ide´al engendre´ par Q.
Soit l ∈ N et J1, . . . ,Jl une suite ordonne´e des ide´aux dans k[x], tels que Ji = (Mi, (Qi)), pour
tout 1 ≤ i ≤ l, ou` Q ⊂ V est un k-sous-espace vectoriel ; et Mi un ide´al qui ne contient pas de
formes line´aires. On suppose que l’intersection J1 ∩ · · · ∩Jl n’est pas redondante. La suite des
ide´aux J1, . . . ,Jl est une suite line´airement jointe si pour tout k = 2, . . . , l :
Jk +
k−1⋂
i=1
Jl = (Qk) +
(
k−1⋂
i=1
Qi
)
. (2.4)
2.3.2 Remarque. Soit J1, . . . ,Jl une suite line´airement jointe des ide´aux dans k[x], alors :
1. La suite (Q1), . . . , (Ql) est aussi line´airement jointe, puisque :
(Qk) +
(
k−1⋂
i=1
Qi
)
⊂ (Qk) +
k−1⋂
i=1
(Qi) ⊂ Jk +
k−1⋂
i=1
Jl = (Qk) +
(
k−1⋂
i=1
Qi
)
.
2. Soient D1 = Q1 et, pour i ∈ {2, . . . , l}, Di = ∩
i
j=1Qj . S’il existait k ∈ {2, . . . , l} tel que
Dk = Dk−1, alors par 2.4 nous aurions (Qk) = Jk ⊃ ∩
k−1
i=1 Ji et l’intersection J1 ∩ · · · ∩ Jl
serait redondante. D’ou` D1 ⊃ D2 ⊃ · · · ⊃ Dl, ou` la contention est stricte.
3. Pour tout i ∈ {2, . . . , l}, soient < ∆i > l’espace line´aire tel que Di−1 = Di⊕ < ∆i > et Pi
l’e´space line´aire tel que Qi = Pi ⊕ Di. A` partir de la` on a clairement P1 = 0, Dl = 0 et
Di = ⊕
l
j=i+1 < ∆j >.
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2.3.3 The´ore`me. (The´ore`me 3 [31]) Soit J1, . . . ,Jl une suite d’ide´aux premiers homoge`nes.
Les aﬃrmations suivantes sont e´quivalentes :
1. L’ide´al J = J1 ∩ · · · ∩ Jl est 2-re´gulier
2. Pour tout j ∈ {1, . . . , l}, reg(Ji) ≤ 2 et il existe un re´arrangement de la suite J1, . . . ,Jl,
tel qu’elle est line´airement jointe.
La proposition suivante de´coule imme´diatement du corollaire 3 et de la proposition 1 de [31].
2.3.4 Proposition. Soit (Q1), . . . (Ql) une suite d’ide´aux line´aires, telle que
Q := (Q1) ∩ · · · ∩ (Ql) est non-redondant. Les aﬃrmations suivantes sont e´quivalentes :
1. L’ide´al Q est un ide´al 2-line´aire.
2. Il existe un re´arrangement des composantes primaires de Q, a` savoir, (Q1), . . . , (Ql), tel
que la suite est line´airement jointe.
3. Il existe un re´arrangement des composantes primaires de Q, a` savoir, (Q1), . . . , (Ql), ou`
pour tout i ∈ {1, . . . , l}, il existe des sous-espaces line´aire < ∆i >,Pi, avec < ∆1 >= 0,
P1 = 0, tel que :
(a) Di := ⊕
l
j=i+1 < ∆j > ;
(b) Qi = Di + Pi ;
(c) Pour tout k ∈ {2, . . . , l}, et j < k, < ∆j > ×Pj ⊂ (Pk).
Maintenant, on conside´rera G un graphe de cordes et F1, . . . , Fl toutes ses cliques maximales,
c.a.d. les facettes de Γ = Γ(G). D’apre`s la proposition 1.8.3
IΓ =
⋂l
j=1Qj , ou` Qj = (x : x ∈ V (G) \ Fj) pour j ∈ {1, . . . , l}.
Comme G est un graphe de cordes, d’apre`s le the´ore`me de Fro¨berg 2.2.14 on a que IΓ, l’ide´al de
Stanley-Reisner de Γ, est 2-line´aire et d’apre`s la proposition 2.3.4 il existe un re´anrragement de
Q1, . . . ,Ql tel que ce re´arrangement est une suite line´airement jointe. De la on pose la de´finition
suivante :
2.3.5 De´finition. Soit G est un graphe de cordes et F1, . . . , Fl toutes ses cliques maximales.
On dira que F1, . . . , Fl est une suite line´airement jointe si et seulement si la suite Q1, . . . ,Ql est
une suite line´airement jointe, ou` Qj = (xi : xi ∈ V (G) \ Fj) pour j ∈ {1, . . . , l}.
Dans le point 2. de la remarque 2.3.2 on avait de´fini les ensembles : Di pour i ∈ {1, . . . , l} de
meˆme que Pi et ∆i pour i ∈ {2, . . . , l}, qui avaient e´te´ de´finis a` partir de Q1, . . . , Ql. Mais comme
Q1, . . . , Ql ont e´te´ obtenus a` partir des facettes F1, . . . , Fl, les ensembles ante´rieurs peuvent eˆtre
de´finis de la fac¸on suivante :
Di = ∩
i
j=1 < x : x ∈ V (G) \ Fj >=< x : x ∈ V (G) \ Fi et x ∈ Di−1 >, pour i ∈ {1, . . . , l}.
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Comme Pi est le comple´ment direct de Di, c.a.d., Pi ⊕ Di = Qi, nous avons que pour tout
i ∈ {2, . . . , l} : Pi =< Pi >
Pi = {x : x ∈ V (G) \ Fi et x /∈ Di}. (2.5)
Par ailleurs ∆i sont les ge´ne´rateurs de l’espace line´aire qui satisfait Di−1 = Di⊕ < ∆i > ; ainsi
pour tout i ∈ {2, . . . , l} :
∆i = {x ∈ Di−1 : x /∈ Di}
= {x ∈ V (G) \ Fi−1 : x ∈ Di−2 et x /∈ Di}
= {x ∈ V (G) \ Fi−1 : x ∈ ∩
i−2
j=1(V (G) \ Fj) et x /∈ ∩
i
j=1(V (G) \ Fj)}
= {x ∈ V (G) : x ∈ ∩i−1j=1(V (G) \ Fj) et x /∈ (V (G) \ Fi)}
= {x ∈ Fi : x ∈ ∩
i−1
j=1(V (G) \ Fj)}
= Fi \ (∪
i−1
j=1Fj).
Par conse´quent, pour tout i ∈ {2, . . . , l} :
∆i = {x ∈ Fi : ∀j ∈ {1, . . . i− 1}, x /∈ Fj).} (2.6)
On avait vu dans le point 3. de la remarque 2.3.2 que Dl = 0 et pour tout 1 ≤ i < l Di =
⊕lj=i+1 < ∆j >. De cette fac¸on il suffit de calculer ∆i ou` i ∈ {2, . . . , l} pour connaˆıtre Di et Pi
ou` i ∈ {1, . . . , l} en sachant que P1 = 0.
2.3.6 Exemple. On conside´rera le graphe G de la figure 2.3 dont les cliques maximaux sont :
F1 = {x8, x9, x10}, F2 = {x7, x8, x9}, F3 = {x5, x6, x7}, F4 = {x3, x4, x8, x10}, F5 = {x2, x5, x6},
F6 = {x1, x3, x10}. Donc ht IΓ(G) = 6, ainsi dim(k[V (G)]/IΓ(G)) = 4.
x1
x2
x10 x9
x4
x5
x8x3
x7
x6
G
Figure 2.3 –
i Di Pi ∆i
6 0 {x2, x4, x5, x6, x7, x8, x9} {x1}
5 < x1 > {x3, x4, x7, x8, x9, x10} {x2}
4 < x1, x2 > {x5, x6, x7, x9} {x3, x4}
3 < x1, x2, x3, x4 > {x8, x9, x10} {x5, x6}
2 < x1, x2, x3, x4, x5, x6 > {x10} {x7}
1 < x1, x2, x3, x4, x5, x6, x7 > 0
Par ailleurs, nous pouvons voir que les proprie´te´s du point 3. de la proposition 2.3.4 sont satis-
faites, ainsi d’apre´s cette meˆme proposition on a que F1, F2, . . . , F6 est une suite line´airement
jointe.
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2.3.7 De´finition. E´tant donne´es F1, . . . , Fl toutes les cliques maximales d’un graphe de cordes
G telles qu’avec cette ordre elles forment une suite line´airement jointe. Nous arrangeons les
e´le´ments de ∪li=2Pi×∆i dans un tableauM que nous allons construire de manie`re inductive. Nous
commenc¸ons par construire un tableau M2 en arrangeant les e´le´ments de P2 = {x1, . . . , xr−1}
et ∆2 = {y1 = xr, y2, . . . , ys} de la fac¸on suivante :
x1ys
x1y1
xn−1y1
xn−1ys
∆2
P2
Figure 2.4 – M2
Pour 3 ≤ k ≤ l nous construisons le tableau Mk a` partir du tableau Mk−1 en ajoutant le
paralle`logramme ∆k × Pk de deux fac¸on possibles :
Mk−1 Mk−1
∆k
∆k
Pk Pk
Premier cas Deuxie`me cas
Figure 2.5 –
Pour construireMk nous supposerons queMk−1 a j diagonales droites et est de la forme suivante :
x1x1,0 (1)
x2x2,0 x1, x1,1 (2)
x3x3,0 x2x2,1 x1x1,2 (3)
· · ·
xjxj,0 xj−1xj−1,1 · · · x1x1,j−1 (j)
· · ·
Nous e´crirons xj,0 = xr et nous conside´rerons deux cas :
1. Si xr /∈ Pk. En posant ∆k = {xr+1, . . . , xr+t}, Mk est obtenu a` partir de Mk−1 en ajoutant
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∆k × Pk a` gauche de Mk−1 de la fac¸on suivante :
x1xr+t
x2xr+t · · ·
x3xr+t · · · x1xr+1
x2xr+1 x1, x1,0
x3xr+1 x2x2,0 x1x1,1
xjxr+t · · ·
· · ·
xjxr+1 xj−1xj−1,0 xj−2xj−2,1 · · · x1x1,j−2
· · ·
2. Si xr ∈ Pk. Mk est obtenu a` partir de Mk−1 en ajoutant ∆k × Pk a` droite de Mk−1
(deuxie`me cas de la fig. 2.5) ou` ∆k×Pk est construit comme M2sauf que xr apparait dans
la diagonale la plus a` gauche de ∆k × Pk.
On pose Mcomme le tableau Ml.
Graˆce a` la preuve du the´ore`me 9. et au the´ore`me 12. dans [31] nous avons le the´ore`me suivant :
2.3.8 The´ore`me. Soient G un graphe de cordes avec F1, . . . , Fl toutes ses cliques maximales,
tel qu’elles forment une suite line´airement jointe et Γ = Γ(G) le complexe de cilque engendre´
par G. Alors le tableau M par rapport a` la suite line´airement jointe F1, . . . , Fl est bien de´ﬁni,
et les e´le´ments du tableau M engendrent IΓ(G). De plus,
1. En e´nume´rant les lignes du tableau M de haut en bas et en posant Li les e´le´ments de la
ligne i, les premie`res c lignes, ou` c = ht IΓ(G), sont les uniques lignes qui satisfont #Li = i.
2. En posant d := dim k[x]/IΓ(G) et sd−i(Γ) = #Lc+i pour i ∈ {1, . . . , d}, on a, pour j > 0 :
βj(k[x]/IΓ(G)) = j
(
c+ 1
j + 1
)
+
d−1∑
i=0
si
(
V (G)− i− 1
j − 1
)
.
avec
(
m
k
)
= 0 si k > m ou k < 0.
3. La dimension projective de k[x]/IΓ(G) est le nombre de lignes de M . Cela implique que la
dimension projective de IG(Γ) est le nombre de lignes de M moins 1.
2.3.9 Remarque. Si dans le the´ore`me pre´ce´dent on suppose que k[x]/IΓ(G) est Cohen-Macaulay,
c’est a` dire que dimproj k[x]/IΓ(G) = c, alors, en posant d = (0, 2, . . . , c+1), k[x]/IΓ(G) est d-pur
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et par les e´quations de Herzog-Ku¨hl (voir corollaire 1.9.6) on a pour 1 ≤ j ≤ c :
βj(k[x]/IΓ(G)) = β0(k[x]/IΓ(G))(−1)
j+1
∏c
k 6=j,k 6=j
dk−d0
dk−dj
= (−1)j+1
∏c
k 6=j,k 6=j
(k+1)−0
(k+1)−(j+1)
= (−1)
j+1
j+1
(k+1)!
(−1)j−1(j−1)!(c−j)!
= j (k+1)!(j+1)!(c+1−(j+1))!
= j
 c+ 1
j + 1
 ,
ce qui est est la valeur qu’on obtient pour βj en utilisant le re´sultat 2. du the´ore`me pre´ce´dent.
2.3.10 Exemple. Nous conside´rerons le graphe G de l’exemple 2.3.6, ainsi le tableau M pour
IΓ(G) est
x1x2 (1)
x4x2 x1x6 (2)
x3x2 x4x6 x1x5 (3)
x10x2 x3x6 x4x5 x1x6 (4)
x9x2 x10x6 x3x5 x9x7 x1x7 (5)
x8x2 x9x6 x10x5 x3x7 x4x9 x1x8 (6)
x7x2 x8x6 x9x5 x10x7 x3x9 x1x9 (7)
x8x5 (8)
donc c = ht I = 6, d = codim IΓ(G) = 4, ρ = dimproj(IΓ(G)) = 7, s3 = 6, s2 = 1, s1 = 0 et
s0 = 0. D’apre`s le the´ore`me 2.3.8 les nombres de Betti de IΓ(G) sont :
β0(IΓ(G)) = β1(k[x]/IΓ(G)) = 1
(
7
2
)
+ 1
(
7
0
)
+ 6
(
6
0
)
= 28;
β1(IΓ(G)) = β2(k[x]/IΓ(G)) = 2
(
7
3
)
+ 1
(
7
1
)
+ 6
(
6
1
)
= 113;
β2(IΓ(G)) = β3(k[x]/IΓ(G)) = 3
(
7
4
)
+ 1
(
7
2
)
+ 6
(
6
2
)
= 216;
β3(IΓ(G)) = β4(k[x]/IΓ(G)) = 4
(
7
5
)
+ 1
(
7
3
)
+ 6
(
6
3
)
= 239;
β4(IΓ(G)) = β5(k[x]/IΓ(G)) = 5
(
7
6
)
+ 1
(
7
4
)
+ 6
(
6
4
)
= 160;
β5(IΓ(G)) = β6(k[x]/IΓ(G)) = 1
(
7
7
)
+ 1
(
7
5
)
+ 6
(
6
5
)
= 63;
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β6(IΓ(G)) = β7(k[x]/IΓ(G)) = 7
(
7
8
)
+ 1
(
7
6
)
+ 6
(
6
6
)
= 13;
β7(IΓ(G)) = β8(k[x]/IΓ(G)) = 8
(
7
9
)
+ 1
(
7
7
)
+ 6
(
6
7
)
= 1.
2.3.11 Remarque. On remarque de la construction du tableau M pour un graphe G avec
cliques maximales F1, . . . , Fl line´airement jointes, que si on a le tableau Mk−1, pour construire
le tableau Mk la quantite´ d’e´le´ments dans les lignes Lr du tableau ne change pas si on cole le
rectangle ∆k × Pk a` gauche ou a` droite, car cette ope´ration est syme´trique comme on le voit
dans la figure 2.6.
Mk−1 Mk−1
∆k
∆k
Pk Pk
Premier cas Deuxie`me cas
Figure 2.6 –
Ainsi, si Γ := Γ(G) est le complexe de cliques engendre´ par G, le tableau MΓ construit en
superposant chaque rectangle ∆k×Pk nous donne la meˆme information nume´rique que M (voir
figure 2.7).
|∆2|
|∆j |
|∆l|
|P2|
|Pj |
|Pl|
Figure 2.7 –
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Chapitre 3
Extensions binomiales des ide´aux
monomiaux quadratiques libres de
carre´s
Soit Γ un complexe de cliques dont l’ensemble des sommets est V (Γ). Nous travaillerons dans
l’anneau k[V (Γ)] en identiﬁant les sommets de Γ et les variables de k[V (Γ)]. Par ailleurs, nous
conside´rerons l’extension binomiale BΓ introduite par M.Morales et M.L. Ha dans [20], avec Γ
un complexe de cliques. Notre objectif est d’obtenir une borne infe´rieure de p2(BΓ). Pour cela on
associera a` BΓ un ide´al initial in(BΓ) et on verra qu’en utilisant un ordre convenable, in(BΓ) est
construit a` partir de IΓ et est un ide´al monomial libre de carre´s. Cela nous permettra d’obtenir
la borne infe´rieure de p2(BΓ) a` partir de p2(IΓ) et le the´ore`me 2.2.13.
3.1 Bases de Gro¨bner
F de´signera un module libre de type fini de rang m sur k[x] avec la base {ei : i = 1, . . . ,m}.
Un monoˆme dans F est un e´le´ment m = xαei pour un certain i. Un terme est un monoˆme m
multiplie´ par une constante. Un terme m1 = cx
αei avec c 6= 0 divise un terme m2 = dx
βej si et
seulement si i = j et xα divise xβ , dans ce cas on pose m2m1 =
d
cx
β−α ∈ k[x].
3.1.1 De´finition. Un ordre monomial sur F est un ordre total ≻ sur les monoˆmes de F ,
tel que si m1, m2 sont des monoˆmes dans F et m 6= 1 est un monoˆme dans k[x], alors
m1 ≻ m2 implique mm1 ≻ mm2 ≻ m2.
3.1.2 Exemple. Nous conside´rerons F = k[x] muni d’un ordre pour les variables, disons
x1 > x2 · · · > xn. Pour α = (α1, . . . , αn), β = (β1, . . . , βn) ∈ Nn nous posons m = xα et n = xβ.
1. Ordre lexicographique. m ≻lex n si et seulement s’il existe i ∈ {1, . . . , n}, tel que
αi > βi et αj = βj pour tout j < i.
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2. Ordre lexicographique homoge`ne. m ≻deglex n si et seulement si soit deg m > deg n
soit deg m = deg n et m ≻lex n.
3. Ordre lexicographique inverse. m ≻rlex n si et seulement si soit deg m > deg n soit
deg m = deg n et il existe i ∈ {1, . . . , n}, tel que αi < βi et αj = βj pour tout j > i.
Un ordre ≻ pour un ensemble X est appele´ Artinian, si tout X
′
sous-ensemble de X a un
e´lement minimal par rapport a` ≻.
3.1.3 Lemme. ([8, Lemme 15.2]) Soit F un module libre sur k[x]. Tout ordre monomial sur
F est Artinian.
3.1.4 De´finition. Soit ≻ un ordre monomial sur F . Pour chaque f ∈ F on de´finit le terme
initial de f comme le terme de f le plus grand par rapport a` l’ordre ≻ et nous le notons in≻(f).
De plus si M est un sous-module de F on de´finit son module initial in≻(M) comme le sous-
module monomial engendre´ par les e´le´ments in(f) pour tout f ∈M . S’il n’y a pas de confusion
on e´crira in au lieu de in≻.
3.1.5 The´ore`me. (Macaulay[8, The´ore`me 15.3]) Soient F un k[x]-module libre et M un sous-
module de F quelconque. Pour tout ordre monomial ≻ sur F , l’ensemble B de tous les monoˆmes
qui ne sont pas dans in≻(M) forment une base du k-espace vectoriel F/M .
3.1.6 De´finition. Soient F un module libre sur k[x], M un sous-module de F . E´tant donne´
un ordre monomial ≻, BG = {g1, . . . , gm} est une base de Gro¨bner de M si BG engendre M
et in(BG) := {in(g1), . . . , in(gm)} engendre in(M).
On dira qu’une base de Gro¨bner BG de M est minimale si pour tous gi, gj ∈ BG avec i 6= j,
in(gi) ne divise pas in(gj), c’est a` dire qu’aucun in(gi) n’est redondant dans in(BG). La base de
Gro¨bner BG est appele´e re´duite, si pour tous gi, gj ∈ BG avec i 6= j, in(gi) ne divise aucun terme
de gj . Une base de Gro¨bner re´duite est unique par rapport a` l’ordre monomial ≻. L’existence
d’une base de Gro¨bner est assure´e par l’algorithme de Buchberger.
3.1.7 De´finition. Soit f ∈ F , f 6= 0. Nous pouvons e´crire in(f) comme cxαei pour certains
c ∈ k, α ∈ Nn et ei un e´le´ment de la base canonique de F . Si f, g, h ∈ F et g 6= 0 nous disons
que f se re´duit a` h modulo g en un pas, note´ par f
g
−→ h, si et seulement si in(g) divise un terme
X qui apparait dans f et h = f − Xin(g)g. Si G = {g1, . . . , gm} ⊂ F , f se re´duit a` h modulo G
(f
G
−→ h), si et seulement s’il existe une suite d’indices i1, . . . , it ∈ {1, . . . ,m} et des vecteurs
h1, . . . , ht−1 ∈ F tel que :
f
gi1−−→ h1
gi2−−→ h2
gi3−−→ . . .
git−1
−−−→ ht−1
git−−→ h.
Soient f, g ∈ F et in(f) = cxαei de meˆme que in(g) = dx
βej . On de´finit le S-polynoˆme de f et
g comme :
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1. Si i 6= j, S(f, g) = 0.
2. Si i = j, S(f, g) = dppcm(x
α,xβ)
xα f − c
xα,xβ)
xβ
g, ou` ppcm(m1,m2) note le plus petit commun
multiple de m1 et m2.
3.1.8 The´ore`me. (Buchberger [1, The´ore`me 3.5.19]) Soient F un module libre sur k[x] et
G = {g1, . . . , gm} un ensemble d’e´le´ments non nuls dans F . G est une base de Gro¨bner pour le
sous-module M engendre´ par G si et seulement si pour tous i, j ∈ {1, . . . ,m}, i 6= j, S(gi, gj)
G
−→
0.
Si m1,m2 ∈ k[x] sont deux monoˆmes, on notera par (m1,m2) le plus grand commun diviseur de
m1 et m2.
3.1.9 Proposition. ([1, Lemme 3.3.1]) Soient f, g ∈ k[x], si (lm(f), lm(g)) = 1, alors S(f, g)
f,g
−−→
0.
3.1.10 De´finition. Soient F un module libre sur k[x], ≻ un ordre monomial, f ∈ F et
G = {g1, . . . , gn} ⊂ F . On dit que h est un reste de la division de f par G si et seulement si
f
G
−→ h et aucun lm(gi) ne divise aucun terme de h. En ge´ne´ral le reste de la division de f par
G n’est pas unique, mais si G est une base de Gro¨bner, il est connu que le reste est unique et
qu’il est appele´ forme normale de f .
La proposition suivante sera tre`s utile dans les sections a` venir :
3.1.11 Proposition. Soient x = {x1, . . . , xn} et y = {y1, . . . , yn} deux familles de variables
qui ne sont pas ne´cessairement diﬀe´rentes. On suppose que x ∪ y admet un ordre qui satisfait
xi > xj pour 1 ≤ i < j ≤ n et xi > yi pour 1 ≤ i ≤ n. Soient k[x ∪ y] l’anneau de polynoˆmes
sur k avec x∪y comme variables, ordonne´ par l’ordre lexicographique, et M la matrice suivante
sur k[x] :
M =
(
x1 x2 . . . xn
y1 y2 . . . yn
)
.
Soit J := I2(M) l’ide´al engendre´ par tous les mineurs 2× 2 sur M . Alors
B = {xiyj − xjyi : 1 ≤ i < j ≤ n}
est une base de Gro¨bner 1 re´duite de J pour l’ordre lexicographique et B est aussi un syste`me
minimal de ge´ne´rateurs de J .
Preuve. Soient f, g ∈ B, f 6= g. On peut les e´crire de la manie`re suivante : f = xiyj − xjyi
et g = xkyl − xlyk, ou` i < j et k < l. De cette fac¸on in(f) = xiyj et in(g) = xkyl. Par le
the´ore`me 3.1.8 il suffit de prouver que S(f, g)
B
−→+ 0. Par la proposition 3.1.9 si (in(f), in(g)) = 1,
S(f, g)
{f,g}
−−−→+ 0. Supposons que (in(f), in(g)) 6= 1. On a alors quatre cas :
1. En fait, B est une base de Gro¨bner universelle si x ∩ y = ∅, comme on peut voir dans l’exemple 1.4 ([38])
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1. xi = xk ;
2. xi = yl ;
2’. yj = xk ;
3. yj = yl.
1. Comme xi = xk, nous avons que yi = yk et
S(f, g) = −ylxjyi + yjxlyi.
Nous pouvons supposer l < j, alors h = xlyj − xjyl ∈ B, ou` in(h) = xlyj , et S(f, g) =
yih ∈ B.
2. Les cas (2) et (2’) sont similaires, donc nous allons montrer seulement le cas(2). Ainsi,
xi = yl,
S(f, g) = −xkxjyi + yjxlyk,
et xk > xl > yl = xi > xj , ainsi h1 = xlyj − xjyl ∈ B, ou` in(h1) = xlyj , et
S(f, g)− ykh1 = ykxjyl − xkxjyi = ykxjxi − xkxjyi.
Par ailleurs, h2 = xkyi − xiyk ∈ B ou` in(h2) = xkyi, ainsi S(f, g)− ykh1 = xjh2, donc
S(f, g) = ykh1 + xjh2 ∈ B.
3. Comme yj = yl, on a que xj = xl et
S(f, g) = −xkxjyi + xixjyk.
On peut supposer i < k, donc h = xiyk−xkyi ∈ B, ou` in(h) = xiyk, et S(f, g) = xjh ∈ B.
Apre`s avoir e´tudie´ tous les cas on a que S(f, g)
B
−→+ 0, pour f, g ∈ B. Par le the´ore`me 3.1.8 on
conclut que B est une base de Gro¨bner de J . Comme tous les e´le´ments de B sont des binoˆmes
quadratiques homoge`nes, on a : si un terme initial X divise un terme Y d’un binoˆme de B, alors
X = Y . Or aucun terme initial xiyj (1 ≤ i < j ≤ n) d’un binoˆme de B apparait dans un autre
binoˆme de B graˆce a` la de´finition de M . Ainsi, B est une base de Gro¨bner re´duite de J , cela
implique que B est un syste`me minimal de ge´ne´rateurs de J .
La condition xi > yi pour tout i = 1 . . . , n dans la proposition pre´ce´dente est importante. Sans
cette condition nous pourrions obtenir que les mineurs de M ne soient pas une base de Gro¨bner,
comme on peut voir dans l’exemple suivant :
3.1.12 Exemple. Soit
M =
(
z y x a
b z y x
)
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une matrice et B l’ide´al engendre´ par les mineurs 2× 2 de M . En conside´rant l’ordre lexicogra-
phique pour les monoˆmes de k[z, y, x, a, b] avec z > y > x > a > b et en notant
L = {z2 − yb, zy − xb, zx− ab, zx− y2, za− yx, ya− x2}
l’ensemble de mineurs de M ; nous avons que les mineurs de M ne sont pas une base de Gro¨bner
de B, puisque S(zy − xb, za− yx) = y2x− xab ne peut pas eˆtre re´duit avec L.
Ensuite on fait la de´monstration du lemme 1.2.8.
3.1.13 Proposition. (Lemme 1.2.8) Soient ≻ un ordre monomial sur k[x] et I ⊂ k[x] un ide´al
binomial. Donc
1. La base de Gro¨bner re´duite G de I par rapport a` ≻ est un ensemble des binoˆmes.
2. La forme normale par rapport a` ≻ de tout terme modulo G est aussi un terme.
Preuve.
1. SoitM un ensemble de ge´ne´rateurs de I forme´ de binoˆmes. Par l’algorithme de Buchberger
on a que pour tout f, g ∈ M , S(f, g) est un binoˆme. De cette fac¸on on obtient une base
de Gro¨bner qui est compose´e uniquement de binoˆmes.
2. Soit axα un terme de k[x]. Alors a` chaque pas de l’algorithme de la division on obtient un
terme quand on divise par un ensemble de binoˆmes.
3.2 Semicontinuite´ des nombres de Betti
Une forme line´aire λ : Rn → R sera appele´e fonction de poids pour k[x] ; λ sera dite entie`re si
elle provient d’une aplication line´aire Zr → Z. Comme λ est line´aire, il y a un vecteur ω ∈ Rn tel
que pour tout v ∈ Rn λ(v) = ω · v, ou` · est le produit scalaire dans Rn. Alors, on peut identifier
λ a` ω. De cette fac¸on chaque ω ∈ Rn nous permet de´finir un ordre partial pour les monoˆmes
dans k[x] de la manie`re suivante : xα = m >ω n = xβ si et seulement si w · α > w · β, qu’on
appellera ordre de poids pour les monoˆmes de k[x]. On dira que ω est compatible avec un
ordre monomial donne´ ≻ sur k[x] si m >ω n implique m ≻ n. Pour tout polynoˆme f =
∑
cix
αi
on de´finit sa forme initiale sous ω inω(f) comme la somme de tous les termes ci · x
αi tel que
xαi est maximal pour l’ordre >ω. Maintenant, si I ⊂ k[x] est un ide´al, on notera inω(I) l’ide´al
engendre´ par toutes ses formes initiales sur ω, c.a.d :
inω(I) = {inω(f) : f ∈ I}.
On remarque que inω(I) n’est pas ne´cessairement un ide´al monomial. Puisque si on conside`re
f(x, y) = x3y2 + xy + xy3 ∈ k[x, y]
et ω = (1, 2), clairement inω(f) = x
3y2 + xy3.
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Un ordre de poids pour un module libre F sur k[x] de dimension r est donne´ par un ordre de
poids ω ∈ Rn≤0 sur les monoˆmes de k[x] et un vecteur de poids ǫ = (ǫ1, . . . , ǫr) pour la base
canonique de F e1, . . . , er. Ainsi pour obtenir un ordre de poids sur F on de´finit le poids d’un
monoˆme m := uα,jx
αej ∈ M par degω,ǫ(m) = ω · α + ǫj et pour deux monoˆmes m1,m2 ∈ F ,
m1 >ω,ǫ m2 si est seulement si degω,ǫ(m1) > degω,ǫ(m2). On de´finit inω,ǫ(M) de fac¸on similaire,
ou` M est un sous-module pour F .
3.2.1 Proposition. ([38, Proposition 1.11]) Pour tout ordre monomial ≻ et tout sous-module
K ⊂ F , il existe un vecteur entier non ne´gatif ω ∈ Nn et un vecteur de poids ǫ pour la base de
F , tels que inω,ǫ(K) = in≻(K).
On va conside´rer que k[x] est un anneau A-gradue´ positif, avec A un groupe abe´lien et ω ∈ Nn
un ordre de poids pour les monoˆmes de k[x]. On fixe un module libre F A-gradue´ sur k[x]
de dimension r et un ordre de poids (ω, ǫ) sur F . Soit k[x][t] multigradue´ par A × Z, avec
deg(xi) = (ai, ωi) pour i = 1, . . . , n et deg(t) = (0, 1). L’homoge´ne´isation de F est
F [t] =
⊕r
j=1 k[t] · ej , avec deg(ej) = (bj , ǫj).
Soit g =
∑
uα,jx
αej ∈ F , ou` 0 6= uα ∈ k, α ∈ Nn et j ∈ {1, . . . , r}. On de´finit l’homoge´ne´isation
de g qu’on e´crira g(ω, ǫ) de la fac¸on suivante :
g(ω,ǫ) = tb
∑
uα,j(t
ω·αxαtǫjej),
b = max{ω · α + ǫj : uα,j 6= 0}. De cette fac¸on si K est un sous-module de F on de´finit son
homoge´ne´isation K(ω,ǫ) ⊂ F [t] comme K(ω,ǫ) :=< g(ω,ǫ) : g ∈ K >.
3.2.2 Remarque. F [t] a une autre graduation outre la graduation par A × Z, a` savoir celle
done´e par A lorsque on oublie la coordone´e Z dans A×Z. Dans cette graduation degA(t) = 0 et
degA(t− 1) = 0.
3.2.3 Proposition. ([30, Proposition 8.26]) Soient K ⊂ F un sous-module, ≻ un ordre mono-
mial dans F et (ω, ǫ) l’ordre de poids tel que inω,ǫ(K) = in≻(K). Soit K
(ω,ǫ) l’homoge´ne´isation
de K par rapport a` l’ordre de poids (ω, ǫ) dans k[x]. Alors K(ω,ǫ)/tK(ω,ǫ) ∼= inω,ǫ(I) et K(ω,ǫ)/(t−
1)K(ω,ǫ) ∼= K. Par ailleurs, F [t]/K(ω,ǫ) est un module libre sur k[t].
Preuve. Si g(x) ∈ K, on peut l’e´crire comme in(ω,ǫ)g + g1 pour certain g1 ∈ F , donc
g(ω,ǫ)(x, t) = in(ω,ǫ)g + g
(ω,ǫ)
1 , (3.1)
ou` t divise chaque terme de g
(ω,ǫ)
1 . De cette fac¸on le morphisme ϕ : K
(ω,ǫ) → K tel que pour
chaque f(x, t) ∈ K(ω,ǫ), ϕ(f(x, t)) = f(x, 0), est un e´pimorphisme et son noyau est tK(ω,ǫ). Par
le premier the´ore`me d’isomorphisme on a K(ω,ǫ)/tK(ω,ǫ) ∼= inω,ǫ(K).
Maintenant si ϕ : K(ω,ǫ) → K est le morphisme de´fini par ϕ(f(x, t)) = f(x, 1) pour tout
f(x, t) ∈: K(ω,ǫ), alors ϕ est un e´pimorphisme et son noyau est (t − 1)K(ω,ǫ). Donc K(ω,ǫ)/(t −
58
1)K(ω,ǫ) ∼= K.
Il reste voir que F [t]/K(ω,ǫ) est un module libre sur k[t]. Soit B l’ensemble des polynoˆmes qui
ne sont pas dans in≻(K). B est une base pour k[x]/I, et d’apre`s le the´ore`me 3.1.5 on affirme
que B est aussi une k[x]-base pour k[x][t]/K(ω,ǫ).
– B est line´airement inde´pendant sur k[t].
Soit ϕ l’automorphisme pour F ⊗k[t] k[t, t
−1] = F [t, t−1] de´fini par ϕ(xiej) = t
−ωiaixit
−ǫj . On
remarque que cet automorphisme prend le module K(ω,ǫ)F [t, t−1] vers le module KF [t, t−1].
Donc cet automorphisme induit un isomorphime dans F [t]/K(ω,ǫ)⊗k[t]k[t, t
−1] ∼= F/KF [t, t−1].
Par ailleurs du the´ore`me 3.1.5 on de´duit que B est une k[t, t−1] base pour F [t, t−1]/KF [t, t−1]
donc ϕ−1(B) est une k[t, t−1] base pour F [t]/K(ω,ǫ)F [t, t−1] ∼= F [t]/K(ω,ǫ) ⊗k[t] k[t, t
−1]. Or
l’automorphisme ϕ−1 envoie chaque monoˆme mej vers t
−ω·a−ǫjmej (ou` a est le degre´ de
m),c’est a` dire que mej est envoye´ vers une unite´ dans F [t, t
−1] multiplie´e par m. Donc
B est une k[t, t−1] base pour F [t, t−1]/Kω,ǫF [t, t−1]. En particulier B est k[t]-line´airement
inde´pendante en F [t]/K(ω,ǫ).
– B engendre F [t]/K(ω,ǫ) comme k[t]-module.
Il suffit de montrer que tout monoˆme dans k[x][t] modulo K(ω,ǫ) est engendre´ par B. Par la
proposition 3.1.3 on sait que ≻ est un ordre Artinian, donc on peut le faire par re´currence :
on supposera qu’on l’a verifie´ pour tout moˆnome n ≺ m, il faut le montrer pour m. Alors,
le monoˆme m est dans B ou` m = in≻(g) pour certain g ∈ K. Dans le cas ou` m = in≻(g),
m− g(ω,ǫ) est une k[x][t]-combination line´aire de monoˆmes qui sont plus petits que m d’apre`s
3.1 et en utilisant l’induction on conclut que m + K(ω,ǫ) est une combination line´aire de
monoˆmes dans B.
3.2.4 Lemme. ([30, Lemme 8.27]) Soit F˜· une re´solution libre pour un k[x][t]-module M . Si
t est un non diviseur de ze´ro sur M , alors F˜·/tF˜· est une re´solution libre pour M/tM sur k[x].
Par ailleurs, si t − 1 est un non diviseur de ze´ro sur M , alors F˜·/(t − 1)F˜· est une re´solution
libre pour M/(t− 1)M sur k[x].
Preuve. Comme F˜·/tF˜· ∼= F˜· ⊗ k[x][y]/(t) ∼= F˜· ⊗ k[x]. Donc
Hi(F˜· ⊗ k[x]) := Tor(M,R) ∼= Tori(k[x],M).
Et on peut calculer Tor(k[x],M) en tensorisant par M la k[x][t]-re´solution libre suivante :
0→ k[x][t]
·t
−→ k[x][t]→ 0 et en prenant son homologie. Le complexe re´sultant de la tensorisation
est 0→M
·t
−→M → 0, dont homologie est ze´ro sauf en degre´ 0, puisque t n’est pas un diviseur
de ze´ro. Alors F˜·/tF˜· est une re´solution libre pour M/tM sur k[x]. La preuve est la meˆme en
remplac¸ant t par t− 1.
3.2.5 Proposition. Soient F un module libre A×Z gradue´ sur k[x][t], K ⊂ F un sous-module
pour F et F˜· une re´solution libre pour F [t]/K
(ω,ǫ). Alors
1. F˜·/(t− 1)F˜· est une k[x]-re´solution libre pour F/K qui est multigradue´ par A ;
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2. F˜·/tF˜· est une k[x]-re´solution libre pour F/in(ω,ǫ)K qui est multigradue´ par A ; et
3. Le nombre de ge´ne´rateurs de degre´ a quelconque des re´solutions pre´ce´dentes
(F˜·, F˜·/(t− 1)F˜· et F˜·/tF˜·) est le meˆme pour chaque degre´ homologique sont les meˆmes.
Preuve. D’apre`s la proposition 3.2.3 F [t]/K est un module libre sur k[t]. Donc, t − λ pour
λ = 0 ou 1, est un non-diviseur de ze´ro. Par le lemme ante´rieur et proposition 3.2.3 F˜·/(t− 1)F˜·
et F˜·/tF˜· sont des re´solutions libres pour F/K et F/in(K) ; et par la remarque 3.2.2, les diffe-
rentiels pour F˜·/(t− 1)F˜· et F˜·/tF˜· sont multigradue´ par A, puisque t et t− 1 sont homoge`nes
sur la graduation donne´e par A.
Il nous reste a` prouver l’affirmation 3. On conside`re pour chaque degre´ homologique i et degre´
a dans A la somme directe F˜i,a de tous les sommants de F˜i qui sont engendre´s de degre´ (a, k) ∈
A × Z. Pour λ = 0 et λ = 1, la spe´cialisation F˜i,a/(y − λ)F˜i,a est un k[x]-module gradue´ libre
de degre´ a ∈ A et son rang est le meˆme que le rang de F˜i,a.
3.2.6 The´ore`me. Soit I ⊂ k[x] un ide´al A-gradue´ positif. Alors l’ine´galite´ suivante est satis-
faite pour tout ordre monomial ≻ sur k[x] :
βi,a(I) ≤ βi,a(in≻(I)), pour tous i ∈ N et a ∈ A.
Preuve. D’apre`s la proposition 3.2.1 il existe ω ∈ Nn tel que inω(I) = in≻(I). Par ailleurs on
conside`re F˜· une re´solution libre minimale pour k[x][t]/I(ω,ǫ). D’apre`s la proposition pre´ce´dente
F˜·/tF˜· est une k[x]-re´solution libre pour k[x]/in≻I et par ailleurs elle est minimale . Alors,
d’apre`s la partie 3 de la proposition 3.2.5 on a βi,a(k[x][t]/I(ω,ǫ)) = βi,a(S/in≻(I)). Maintenant,
d’apre`s la partie 1 de la proposition 3.2.5 F˜·/(t−1)F˜· est une re´solution libre mais elle n’est pas
ne´cessairement minimale pour k[x]/I. En utilisant la partie 3 de la proposition 3.2.5,
βi,a(S/I) ≤ βi,a(k[x][t]/I
(ω,ǫ)) = βi,a(S/in≻(I)).
3.2.7 Corollaire. Soient I ⊂ k[x] un ide´al Z- gradue´ standard, et ≻ un ordre monomial sur
k[x] tel que in(I) est libre de carre´s :
βi,j(I) ≤
∑
|α|=j, α∈{0,1}n
βi,α(in≻(I)) = βi,j(inI),
pour tous i ∈ N et j ∈ Z.
Preuve. Comme in(I) est libre de carre´s, d’apre`s la proposition 1.8.5
βi,j(in≻(I)) =
∑
|α|=j, α∈{0,1}n
βi,α(in≻(I)),
pour tous i ∈ N et j ∈ Z. Donc, en utilisant le the´ore`me 3.2.6 on a
βi,j(I) ≤
∑
|α|=j, α∈{0,1}n
βi,α(in≻(I)) = βi,j(in≻I),
pour tous i ∈ N et j ∈ Z
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3.2.8 Proposition. Soit I un ide´al homoge`ne de k[x] avec la graduation standard sur Z et ≻
un ordre multiplicatif quelconque sur le monoˆmes de k[x]. Alors
1. k[x]/I et k[x]/in≻(I) ont la meˆme function d’Hilbert ;
2. dim k[x]/I = dim k[x]/in≻(I) ;
3. projdim S/I ≤ projdim k[x]/in≻(I) ;
4. reg k[x]/I ≤ reg k[x]/in≻(I) et si in≻(I) est un ide´al monomial libre de carre´s
k[x]/in≻(I) ≤ dimk[x]/I + 1 ;
5. depth k[x]/I ≥ depth k[x]/in≻(I) ;
6. si in(I) est Cohen-Macaulay, alors I est Cohen-Macaulay ;
7. si in(I) est Gorenstein, alors I est Gorenstein ;
8. Pour tout d ∈ N, pd(I) ≥ pd(in≻I).
Preuve. Les points 1 jusqu’au 7 sont bien connus. On de´montrera le 8.
D’apre`s le corollaire 3.2.7 pour tous i ∈ N et j ∈ Z, βi,j(I) ≤ βi,j(in≻(I)). De cette fac¸on,
si βi,j(in≻(I)) = 0, alors βi,j(I) = 0.
Donc, pour tout d ∈ N, pd(I) ≥ pd(in≻I).
3.2.9 Proposition. Soient I ⊂ k[x] un ide´al engendre´ par des e´le´ments homoge`nes de degre´
d, ≻ un ordre monomial sur k[x], alors
βi,d(I) = βi,d(in(I)) pour tous i ≤ pd(in(I)) + 1 et j ∈ N, et
βpd(in(I)),pd(in(I))+d(I) = βpd(in(I)),pd(in(I))+d(in(I)).
Preuve. Posons p = pd(in(I)). Comme in(I) a la proprie´te´Nd,p, pour i < p, βi,j(in(I)) = 0 pour
tout j 6= i+ d et la table de nombres de Betti de in(I) a la forme suivante avec m := reg(inI) :
0 1 . . . p− 1 p . . . ρ
d β0,d β1,d+1(in(I)) . . . βp−1,pd+d−1(in(I)) βp,p+d(in(I)) . . . βρ,ρ+d(in(I))
d+ 1 0 0 . . . 0 βp,p+d+1(in(I)) . . . βρ,ρ+d+1(in(I))
...
m 0 0 . . . 0 βp,p+m(in(I)) . . . βρ,ρ+m(in(I))
Par le the´ore`me 3.2.6 nous avons (en prenant A = Z) que βi,j(I) ≤ βi,j(in(I)). alors βi,j(I) = 0
pour tout i < p et pour tout j 6= i+ d. D’autre part, d’apre`s le the´ore`me 3.2.8 et la proposition
1.9.3
K(I; t)
(1− t)n
= H(k[x]/I; t) = H(k[x]/in(I); t) =
K(in(I); t)
(1− t)n
,
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ou` K(M ; t) =
∑
i≥1, j≥0(−1)
iβi−1,j(M)t
j , et soit M = I, soit M = in(I). Donc
K(I; t) = K(in(I); t) et par conse´quent [K(I; t)]p+d = [K(in(I); t)]p+d. Ainsi
p−1∑
i=0
(−1)iβi,i+d(I)t
i+d + βp,d+p(I)t
d+p =
p−1∑
i=0
(−1)iβi,i+d(in(I))t
i+d + βp,d+p(in(I))t
d+p.
Donc, pour 0 ≤ i ≤ p, βi+d(I) = βi+d(in(I)). De cette fac¸on on peut conclure :
βi,j(I) = βi,j(in(I)) pour tous i < p et j ∈ N, et
βp,p+d(I) = βp,p+d(in(I)).
3.2.10 Corollaire. Soit I un ide´al de k[x] engendre´ par des e´le´ments homoge`nes de degre´
d et ≻ un ordre monomial sur k[x]. Si in(I) est d-line´aire, alors I est d-line´aire aussi et
βi,j(I) = βi,j(in(I)) pour tous i, j ∈ N.
Preuve. Le re´sultat provient du fait que pd(in(I)) = ∞ et des propositions 3.2.9 et 3.2.8. Il
peut aussi eˆtre de´duit du point 4 de la proposition 3.2.8.
3.3 Extensions binomiales des ide´aux simpliciaux
Soient Γ un complexe de cliques avec l’ensemble de sommets V (Γ) = {x0, x1, . . . , xn}. Rappellons
la construction due a` M. Morales et M.L. Ha qui apparait dans [20] : soit F ⊂ Γ une facette
de Γ telle que {x
(F )
i0
, x
(F )
i1
}, {x
(F )
i0
, x
(F )
i2
}, . . . , {x
(F )
i0
, x
(F )
imF
} sont des areˆtes propres de F , c’est a`
dire que chaque areˆte est contenue seulement dans une unique facette de Γ qui est F . A` chacune
de ces areˆtes, par exemple {x
(F )
i0
, x
(F )
ij
}, on associe un ensemble Y
(F )
j , qui peut eˆtre ∅. On de´finit
Y (F ) = ∪mFi=1Y
(F )
j en supposant que Y
(F )
j ∩ Y
(F )
j′ = ∅ pour tous j, j
′ ∈ {1, . . . ,mF }, j 6= j
′ ; et Γ
l’extension de Γ en ajoutant les nouvelles facettes F ∪Y (F ) qu’on notera F avec Y (F )∩Y (F
′) = ∅
ou` F et F ′ sont des facettes distinctes de Γ. Si Y (F ) est non vide avec Y
(F )
j = {yij1, . . . , yijnij },
nous de´finissons IF comme l’ideal de mineurs 2× 2 de la matrice :
MF =
 x(F )i0 y(F )i11 . . . y(F )i1ni1 y(F )i21 . . . y(F )i2ni2 . . . y(F )imF 1 . . . y(F )imF nimF
y
(F )
i11
y
(F )
i12
. . . x
(F )
i1
y
(F )
i22
. . . x
(F )
i2
. . . y
(F )
ikF 2
. . . x
(F )
ikF
.
Dans le cas contraire IF = 0. A` partir de la`, nous de´finissons l’extension binomiale BΓ ⊂ k[V (Γ)]
du complexe simplicial Γ :
BΓ = IΓ + JΓ, avec JΓ =
∑
F facette de Γ IF .
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3.3.1 Remarque. Pour une facette F de Γ avec des areˆtes propres {x
(F )
i0
, x
(F )
i1
}, {x
(F )
0 , x
(F )
i2
},
. . . , {x
(F )
0 , x
(F )
imF
} on peut associer Y
(F )
1 = ∅a` {x
(F )
i0
, x
(F )
i1
}, mais Y (F ) 6= ∅, donc IF est l’ideal de
mineurs 2× 2 de la matrice :
MF =
 x(F )i0 y(F )i21 . . . y(F )i2ni2 . . . y(F )imF 1 . . . y(F )imF nimF
x
(F )
i1
y
(F )
i22
. . . x
(F )
i2
. . . y
(F )
ikF 2
. . . x
(F )
ikF
.
Les ide´aux IF sont des ide´aux de scroll et il est bien connu que les ide´aux de scroll sont des ideaux
toriques (voir proposition 4.3.8). Or la somme d’ide´aux de scroll n’est pas toujours torique. En
fait, dans la proposition suivante on voit que dans certain cas JΓ n’est pas torique. Pour cela, il
faudra avant introduire un sous-ensemble de sommets de Γ.
3.3.2 De´finition. Pour chaque facette F du complexe de cliques Γ tel que F 6= F , on notera
VΓ(MF ) l’ensemble de sommets de Γ qu’apparaissent dans MF , sinon VΓ(MF ) = ∅.
3.3.3 Proposition. Soit Γ un complexe de cliques et BΓ une extension binomiale du complexe
simplicial. S’il existe deux facettes F, F ′ de Γ diﬀerentes tel que |VΓ(MF ) ∩ VΓ(MF ′)| ≥ 2, alors
JΓ n’est pas un ide´al de re´seau.
Preuve. Comme |VΓ(MF )∩VΓ(MF ′)| ≥ 2 il y a deux colonnes deMF etMF ′ tel que les entre´es
de la deuxie`me ligne co¨ıncide, c’est a` dire,(
v
x
)
,
(
w
x′
)
∈ col(MF ) et
(
y
x
)
,
(
z
x′
)
∈ col(MF ′).
Donc f = vx′ − wx, g = yx− zx′ ∈ JΓ. Ainsi
zf + vg = z(vx′ − wx) + v(yx− zx′) = vyx− wzx = x(vy − wz) ∈ JΓ.
De cette fac¸on vy −wz ∈ (JΓ, (x1 · · ·xn)
∞). Mais vy −wz est un binome homoge`ne de degre´ 2,
aussi comme tous les mineurs des matrices MF pour F 6= F facette de Γ. Alors si vy−wz e´tait
dans JΓ, il existirait a1, . . . , as ∈ k tel que vy − wz =
∑s
i=1 aipi pour certains mineurs pi des
matrices MF . Or aucun terme des mineurs de tous les matrices MF divisent pas vy ni wz, donc
il n’existet pas a1, . . . , as ∈ k tel que vy − wz =
∑s
i=1 aipi, par conse´quent vy − wz /∈ JΓ. Ainsi
JΓ 6= (JΓ, (x1 · · ·xn)
∞). De cette fac¸on on conclut que JΓ n’est pas un ide´al de re´seau.
Il nous reste a` de´finir d’autres ide´aux pour chaque facette F , qui on permettra de faire la
de´composition premie`re de BΓ. Ils sont les suivants : JF = (IF , (V (Γ) \ F )) ⊂ k[V (Γ)], pour
chaque facette F de Γ. De la` on peut e´noncer la proposition suivante :
3.3.4 Proposition. ([19, Proposition 1.4]) La de´composition primaire de BΓ sur k[V (Γ)] est :
BΓ =
⋂
F facette de Γ
JF .
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3.4 Bases de Gro¨bner d’une extension binomiale
3.4.1 Notation. Soit M une matrice, on notera [M ]i,j l’e´le´ment de M qui est dans la ligne i
et colonne j.
3.4.2 Proposition. Soient x = {x1, . . . , xn} et y = {y1, . . . , yn} deux familles des variables
qui ne sont pas ne´cessairement diﬀe´rentes, mais on peut ordonner x∪y de telle fac¸on que xi > xj
avec 1 ≤ i < j ≤ n et xi > yi avec 1 ≤ i ≤ n. Soient k[x ∪ y] l’anneau de polynoˆmes sur k
avec x ∪ y comme variables, dont les monoˆmes sont ordonne´s par l’ordre lexicograpique, et M
la matrice suivante sur k[x ∪ y]
M =
(
x1 x2 . . . xn
y1 y2 . . . yn
)
.
Soit B := I2(M) l’ide´al engendre´ pour tous les mineurs 2× 2 sur M . Alors,
1. in>lex(B) est un ide´al monomial quadratique libre de carre´s et 2-line´aire, et de meˆme in(B)
est engendre´ par les diagonales allant de haut en bas et de gauche a` droite, c’est a` dire que
in>lex(B) = (xiyj : 1 ≤ i < j ≤ n).
2. Γ(in>lex(B)) est un complexe de cliques et en appelant Kx∪y le graphe complet sur les
sommets x∪y, nous avons que Γ(in>lex(I)))1 est obtenu a` partir de Kx∪y en enlevant les
areˆtes correspondantes aux diagonales allant de haut en bas et de gauche a` droite.
3. Les facettes de Γ(in>lex(B)) sont Fi = (x ∪ y) \ {x1, . . . , xi−1, yi+1, . . . , yn}, pour i ∈
{1, . . . , n}.
4. B est 2-line´aire, de meˆme βi,j(B) = βi,j(in(B)) pour tous i, j ∈ N.
Preuve.
1. D’apre`s la proposition 3.1.11 in>lex(B) = (xiyj : 1 ≤ i < j ≤ n) est un ide´al monomial
quadratique et in>lex(B) est libre de carre´s lorsque les variables x ∪ y sont ordonne´es
comme dans l’e´nonce´ de la proposition. D’ailleurs, nous pouvons ordonner les ge´ne´rateurs
de in(B) de la fac¸on suivante :
x1yn
x1yn−1 x2yn
· ·
· ·
· ·
x1y4 ·
x1y3 x2y4 ·
x1y2 x2y3 x3y4 xn−1yn
Donc, on de´finit ∆i := {yi} et Pi :=< x1, . . . , xi−1 >, pour i = 2, . . . , n ; P1 = ∅ ;
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Di := ⊕
n
j=i+1 < ∆j >=< yi+1, . . . , yn > pour i = 1, . . . , n et
Qi := Di ⊕ Pi = {x1, . . . , xi−1, yi+1, . . . , yn}, pour i = 1, . . . , n.
On peut voir que pour tous k ∈ {2, . . . , l}, et j < k, < ∆j > ×Pj ⊂ (Pk), ainsi par
le the´ore`me 2.3.4 Q1, . . . ,Qn et une suite line´airement jointe et (Q) = ∩
n
i=1(Qi) est 2-
line´aire. En effet, d’apre`s le the´ore`me 2.3.8 les ge´ne´rateurs de (Q) sont les e´le´ments du
triangle ci-dessus, donc in>lex(B) = (Q) et in>lex(B) est 2-line´aire.
2. D’apre`s 1. in>lex(B) est libre de carre´s. Donc, selon la proposition 2.2.4 Γ(in>lex(B)) est
un complexe de cliques. De plus, d’apre`s 1) in>lex(B) est engendre´ par les diagonales allant
de haut en bas et de gauche a` droite. Ainsi Γ(in>lex(B)) est obtenu a` partir de Kx∪y en
enlevant les arreˆts correspondant aux diagonales en haute a` gauche et en bas a` droite.
3. Comme Qi = {xj : j /∈ Fi}, d’apre`s la proposition 1.8.3, nous avons que les facettes de
Γ(in>lex(B)) sont Fi, pour i ∈ {1, . . . , n}.
4. Comme in>lex(B) est 2-line´aire d’apre`s 1., en utilisant le corollaire 3.2.10 on a que B est
2-line´aire et βi,j(B) = βi,j in(B) pour tout i, j ∈ N.
Soient Γ un complexe de cliques et Γ une extension binomiale de Γ. Nous posons : NFΓ l’ensemble
de ge´ne´rateurs de IΓ, c.a.d.
NFΓ = {x
supp(σ)|σ /∈ Γ et |σ| = 2}
et JFk l’ensemble des mineurs 2 × 2 de la matrice MF . De cette fac¸on BΓ = NFΓ
⋃
(∪lk=1JFk)
est un syste`me de ge´ne´rateurs pour BΓ. En outre :
3.4.3 The´ore`me. Soient Γ un complexe de cliques, Γ une extension binomiale de Γ et ≻
un ordre de sommets de V (Γ) tel que pour chaque facette F de Γ avec F 6= F , nous ayons
[MF ]1,i ≻ [MF ]1,j pour 1 ≤ i < j ≤ |Y
(F )|+ 1 et [MF ]1,i ≻ [MF ]2,i avec i ∈ {1, . . . , |Y
(F )|+ 1}.
Alors, BΓ est une base de Gro¨bner de BΓ pour l’ordre lexicographique induit par ≻ sur les
monoˆmes de k[V (Γ)].
Preuve. Remarquons que si, pour une facette F de Γ, IF n’est pas trivial, alors IF est en-
gendre´ par les mineurs de MF qui s’e´crivent [MF ]1,i[MF ]2,k − [MF ]1,k[MF ]2,i avec i < k, ou`
[MF ]1,i[MF ]2,k est le terme dominant pour l’ordre ≻. Par ailleurs, graˆce au the´ore`me 3.1.8 et la
proposition 3.1.9 il faut montrer que S(f, g)
BΓ−−→ 0 pour tout f, g ∈ BΓ lorsque (lm(f), lm(g)) 6= 1.
On a quatre cas :
1. f, g ∈ NFΓ, donc ils sont des monoˆmes et clairement S(f, g) = 0.
2. f, g ∈ JF pour certaine facette F de Γ. Comme f, g sont des mineurs de la matrice MF et
que par hypothe`se, on a [MF ]1,i ≻ [MF ]1,j , ou` 1 ≤ i < j ≤ |Y
(F )|+1 et [M ]1,i ≻ [M ]2,i avec
i ∈ {1, . . . , |Y (F )| + 1} ; alors, d’apre`s la proposition 3.1.11, JF est une base de Gro¨bner
pour IF , et par conse´quent S(f, g)
JF−−→ 0.
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3. f ∈ NFΓ¯ et g ∈ JF pour certaine facette F de Γ. Donc g = [MF ]1,i[MF ]2,k− [MF ]1,k[MF ]2,i
et f = ab, ou´ l’on peut supposer a = [MF ]1,i ou a = [MF ]2,k. Ainsi, S(f, g) = b[MF ]1,k[MF ]2,i.
Par ailleurs b /∈ F et soit [MF ]1,k ∈ Y
(F ) ⊂ F , soit [MF ]2,i ∈ Y
(F ) ⊂ F . Par conse´quent,
soit b[MF ]1,k ∈ NFΓ, soit b[MF ]1,k ∈ NFΓ ; et dans les deux cas nous avons S(f, g)→ 0.
4. f ∈ JF et g ∈ JF ′ pour deux facettes diffe´rentes F et F
′ de Γ. Comme (in(f), in(g)) 6= 1,
les matrices MF et MF ′ doivent avoir un sommet x en commun avec x ∈ F ∩ F
′ tel que
x|in(f) et x|in(g). Pour ce sommet on a quatre possibilite´s :
(a) Soit x = x
(F )
i0
= x
(F ′)
i0
.
De cette fac¸on f = x[MF ]2,k− [MF ]1,k[MF ]2,1 pour un certain k ∈ {2, . . . , |Y
(F )|+1}
et g = x[MF ′ ]2,r − [MF ′ ]1,r[MF ′ ]2,1 pour un certain r ∈ {2, . . . , |Y
(F ′)|+1}. Ainsi, on
a
S(f, g) = −[MF ′ ]2,r[MF ]1,k[MF ]2,1 + [MF ]2,k[MF ′ ]1,r[MF ′ ]2,1.
Maintenant, pour [MF ]2,k on conside`re deux cas :
i. Soit [MF ]2,k ∈ V (Γ). Alors [MF ]2,k /∈ F ′. Car sinon, {x, [MF ]2,k} ∈ F ′ et
{x, [MF ]2,k} ne serait pas une areˆte propre de F , comme la de´finition de BΓ
le demande.
ii. Soit [MF ]2,k /∈ V (Γ). Alors, par de´finition de BΓ, [MF ]2,k /∈ F
′.
Dans le deux cas [MF ]2,k /∈ F ′ et de la meˆme fac¸on on obtient que [MF ′ ]2,r /∈ F .
De plus, comme k, r ≥ 2 on a que [MF ]1,k, [MF ′ ]1,r /∈ V (Γ). Par conse´quent
[MF ′ ]2,r[MF ]1,k, [MF ]2,k[MF ′ ]1,r ∈ NF∆¯,
de cette fac¸on :
S(f, g)
[MF ′ ]2,r[MF ]1,k,[MF ]2,k[MF ′ ]1,r−−−−−−−−−−−−−−−−−−−−→ 0.
(b) Soit x = x
(F )
i0
= x
(F ′)
is
, ou` s ∈ {1, . . . ,mF ′}. Alors il existe t ∈ {1, . . . , |Y
(F ′)|+ 1} tel
que x
(F ′)
is
= [MF ′ ]2,t.
De plus f = x[MF ]2,k − [MF ]1,k[MF ]2,1 pour un certain k ∈ {2, . . . , |Y
(F )|+ 1} et
g = [MF ′ ]1,rx− [MF ′ ]1,t[MF ′ ]2,r pour un certain r ∈ {1, . . . , |Y
(F ′)|+ 1}.
Comme in(g) = [MF ′ ]1,rx, alors t ≥ 2. Par ailleurs, on a
S(f, g) = −[MF ′ ]1,r[MF ]1,k[MF ]
(F )
2,1 + [MF ]2,k[MF ′ ]1,t[MF ′ ]2,r.
Maintenant, pour [MF ]2,k on conside`re deux cas :
i. Soit [MF ]2,k ∈ V (Γ). Alors [MF ]2,k /∈ F ′. Car sinon, {x, [MF ]2,k} ∈ F ′ et
{x, [MF ]2,k} ne serait pas une areˆte propre de F , comme la de´finition de BΓ
le demande.
ii. Soit [MF ]2,k /∈ V (Γ). Alors, par de´finition de BΓ, [MF ]2,k /∈ F
′.
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Dans le deux cas [MF ]2,k /∈ F ′ et de la meˆme fac¸on on obtient que [MF ′ ]1,r /∈ F .
De plus, comme k, t ≥ 2 on a que [MF ]1,k, [MF ′ ]1,t /∈ V (Γ). Par conse´quent
[MF ′ ]1,r[MF ]1,k, [MF ]2,k[MF ′ ]1,t ∈ NF∆¯,
de cette fac¸on :
S(f, g)
[MF ′ ]1,r[MF ]1,k,[MF ]2,ky
(F ′)
r,nr−−−−−−−−−−−−−−−−−−→ 0.
(c) x = x
(F )
ip
= x
(F ′)
is
, ou` p ∈ {1, . . . ,mF } et s ∈ {j1, . . . ,mF ′}. Alors il existe t ∈
{1, . . . , |Y (F )|+1} et t′ ∈ {1, . . . , |Y (F
′)|+1} tels que x
(F ′)
ip
= [MF ]2,t x
(F ′)
is
= [MF ′ ]2,t′ .
Alors f = [MF ]1,kx− [MF ]1,t[MF ]2,k pour un certain k ∈ {1, . . . , |Y
(F )|+ 1} et
g = [MF ′ ]1,rx− [MF ′ ]1,t′ [MF ′ ]2,r pour un certain r ∈ {1, . . . , |Y
(F ′)|+ 1}.
Ainsi, comme dans le cas pre´ce´dent on peut prouver que t ≥ 2 et t′ ≥ 2. Par
conse´quent
S(f, g) = −[MF ′ ]1,r[MF ]1,t[MF ]2,k + [MF ]1,k[MF ′ ]1,t′ [MF ′ ]2,r.
De meˆme fac¸on que dans le cas pre´ce´dent on peut prouver que [MF ]1,k /∈ F ′ et
[MF ′ ]1,r /∈ F .
De plus, comme t, t′ ≥ 2 on a que [MF ]1,t, [MF ′ ]1,t′ /∈ V (Γ). Donc
[MF ′ ]1,r[MF ]1,t, [MF ]1,kx[MF ′ ]1,t′ ∈ NF∆¯,
de cette fac¸on :
S(f, g)
[MF ′ ]1,r[MF ]1,t,[MF ]1,kx[MF ′ ]1,t′
−−−−−−−−−−−−−−−−−−−−−→ 0.
Donc, pour tous f, g ∈ BΓ, S(f, g)
BΓ¯−−→ 0, ainsi on conclut que B
(Π)
Γ
est une base de Gro¨bner
pour BΓ.
3.4.4 De´finition. Soient M une matrice de scroll, note´e
M =
(
x1 x2 . . . xn
y1 y2 . . . yn
)
.
Soit Π ∈ Sn, on pose
Π(M) =
(
xΠ(1) xΠ(2) . . . xΠ(n)
yΠ(1) yΠ(2) . . . yΠ(n)
)
.
On dit que la permutation Π ∈ Sn est une permutation admissible de la matrice de scroll M
si Π(1) = 1 et pour tout i ∈ {2, . . . , n} et j ≤ i, yΠ(i) 6= xΠ(j). Cela signifie en particulier que
l’ordre dans le bloc est respecte´ par Π.
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3.4.5 Definition. Soient G un graphe, Γ = Γ(G) son complexe de cliques, Γ une extension
binomiale de Γ ou` F1, . . . , Fk sont toutes les facettes de Γ tels que Fh 6= F h, pour h ∈ {1, . . . , k}.
On notera par PΓ l’ensemble :
{(Π1, . . . ,Πk) ∈ S|YF1 |+1⊕· · ·⊕S|YFk |+1 : ∀h ∈ {1, . . . , k} Πh ∈ S|YFh |+1 permutation admissible pour MFh}.
3.4.6 De´finition. Soient G un graphe, Γ = Γ(G) son complexe de cliques, Γ une extension
binomiale de Γ ou` F1, . . . , Fk sont toutes les facettes de Γ tels que Fh 6= F h, pour h ∈ {1, . . . , k}.
Soit Π ∈ PΓ. On de´finit le complexe simplicial Γ
(Π)
comme le complexe de cliques engendre´
par le graphe (Γ
(Π)
)1 obtenu de (Γ)1 en enlevant toutes les areˆtes correspondant aux diagonales
allant de haut en bas et de gauche a` droite de Π(MFj ), ou` j ∈ {1, . . . , k}. Si Π est l’identite´, on
e´crira Γ
′
au lieu de Γ
(Π)
.
3.4.7 Exemple. Soit Γ le complexe engendre´ par G de la figure 3.1. A` la facette F = {a, b, c}
on associe la matrice suivante :
M =
(
a w x y z
w x b z c
)
.
BΓ = (ad, ce, be, bd, xd, xe, yd, ye, zd, ze, ax− w
2, ab− wx, az − wy, ac− wz,wb− x2,
wz − yx,wc− xz, xz − by, xx− bz, yc− z2).
On permute les colonnes de la fac¸on suivante :
Π(M) =
(
a w y x z
w x z b c
)
.
Nous pouvons voir que la permutation Π est une permutation admissible pour M , donc G := Γ1
et G
′
:= Γ
′
1, G
(Π)
= Γ
(Π)
1 sont de´crits sur la figure 3.1.
a a aa
b b b b
c c c c
d d d de e e e
w w w
x x x
y y y zz z
G
G
(Π)G G
′
Figure 3.1 –

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Dans 3.4.8 et 3.4.13 on de´finira sous certaines conditions un ordre sur le sommets de Γ de sorte
qu’il satisfaira les conditions du the´ore`me 3.4.3 ce qui impliquera que Γ
(Π)
sera le complexe
simplicial associe´ a` l’ide´al initial de BΓ par rapport a` l’ordre le´xicographique relatif a cet ordre
de sommets (voir the´ore`me 3.4.13).
3.4.8 De´finition. Soient G un graphe, Γ = Γ(G) son complexe de cliques, Γ une extension
binomiale de Γ et λ un ordre pour les facettes de Γ, disons λ = F1, . . . , Fl, de sorte qu’il existe
k ≤ l tel que pour 1 ≤ h ≤ k, Fh 6= F h et pour k < h ≤ l, Fh = F h. E´tant donne´ Π ∈ PΓ,
soit L′1(Πh(MFh)) l’ensemble de tous les sommets qui apparaisent dans la premie`re ligne de
la matrice de MFh et n’apparaissent pas dans le premie´re ligne d’une matrice d’une facette
pre´cedente. L′1(Πh(MFh)) est ordonne´ par l’ordre de´croissant des colonnes et si z ∈ L
′
1(Πh(MFh))
et z′ ∈ L′1(Πh(MFh′ )) alors z > z
′ si et seulement si h < h′. Les sommets restants, nous les
ordonnons apre`s les autres avec un ordre quelconque. Nous notons cet ordre des sommets >λΠ .
Dans le cas ou` Πk est l’identite´ dans S|YFh |+1
pour chaque h ∈ {1, . . . , k}, on notera >λΠ par
>λ. S’il n’y a pas de confusion par rapport a` l’ordre λ nous e´crirons >Π et > en lieu de >λΠ et
>λ.
3.4.9 Exemple. Soit Γ le complexe engendre´ par F1 = {a, b, c}, F2 = {b, c, d} et F3 = {a, e, f}
qui est clairement un complexe de cliques avec graphe ge´ne´rateur G comme dans la figure 3.2.
a a
b b
c cd d
e e
ff
z u v
w
x
y
G G
Figure 3.2 –
De la meˆme figure nous pouvons voir que ses areˆtes propes sont : {a, b}, {a, c}, {b, d}, {c, d},
{a, e}, {a, f}, {e, f}. Soient MF1 , MF2 et MF3 les matrices suivantes :
MF1 =
(
a u v w
u v b c
)
, MF2 =
(
d x y
x b c
)
et MF3 =
(
a z
z f
)
Donc
BΓ = (ad, be, b, f, ce, cf, de, df, zc, zb, zd, zw, zu, zv, zx, zy, we, wf, wd,wx,wy, ue, uf, ud, uy, ux,
ve, vf, vd, vx, vy, ya, ye, yf, xa, xe, xf, av − uz, ab− uv, ac− uw, ub− v2, uc− wv, vc− bw,
db− x2, dc− xy, xc− by, af − z2).
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En outre, Γ est engendre´ par le facettes F 1 = {a, b, c, w, x, y}, F 2 = {b, c, d, z, y} et F 3 =
{a, e, f, z} ou` le graphe ge´ne´rateur est G, comme on peut voir dans la figure 3.2. Ainsi un ordre
> pour le sommets de Γ est : a > u > v > w > d > x > y > z > b > c > f > e. Par ailleurs, si
on fait les permutations de colonnes Π = {Π1,Π2, i} suivantes pour MF1 , MF2 , MF3 :
Π1(MF1) =
(
a w u v
u c v b
)
, Π2(MF2) =
(
d y x
x c b
)
et i(MF3) =
(
a z
z f
)
;
un ordre >Π pour le sommets de Γ est : a > w > u > v > d > y > x > z > b > c > f > e.

3.4.10 Proposition. Soient G un graphe, Γ = Γ(G) son complexe de cliques, Γ une extension
binomiale de Γ et λ un ordre pour les facettes de Γ, disons λ := F1, . . . , Fl, de sorte qu’il existe
k ≤ l tel que pour 1 ≤ i ≤ k, Fi 6= F i et pour k < i ≤ l, Fi = F i (voir de´ﬁnition 3.4.8). Alors
les aﬃrmations suivantes sont e´quivalentes :
1. Pour tout Π ∈ P l’ordre “>λΠ” de sommets de Γ satisfait la proprie´te´ que pour chaque
1 ≤ j ≤ k, [Πj(MFj )]1,s′ >λΠ [Πj(MFj )]1,s pour 1 ≤ s
′ < s ≤ |Y (Fj)|+1 et [Πi(MFj )]1,s >λΠ
[Πj(MFj )]2,s pour 1 ≤ s ≤ |Y
(Fj)|+ 1.
2. L’ordre >λ de sommets de Γ satisfait que pour tous 1 ≤ j ≤ k et 1 ≤ s
′ < s ≤ |Y (Fj)|+ 1,
[MFj ]1,s′ >λ [MFj ]1,s ; et pour tout 1 ≤ j ≤ |Y
(Fi)|+ 1 [MFj ]1,s >λ [(MFj )]2,s.
3. pour tout 1 ≤ i ≤ k et pour tout j > i ﬁxe on a deux cas
(a) Si [MFi ]1,1 = [MFj ]2,1, alors il existe i
′ < i tel que [MFi′ ]1,1 = [MFj ]1,1 et pour tout
j′ < i′, [MFi ]1,1 6= [MFj′ ]1,1.
(b) Si [MFi ]1,1 6= [MFj ]2,1, alors [MFi ]1,1 n’apparait pas dans la deuxie´me ligne de MFj .
Preuve.
1⇒ 2) En prenant Π comme la permutation identite´ l’affirmation 1 devient l’affirmation 2.
2⇒ 3) Soit 1 ≤ i ≤ k et j > i. On a deux cas :
(a) Soit [MFi ]1,1 = [MFj ]2,1. Par le point 2, [MFj ]1,1 > [MFj ]2,1 = [MFi ]1,1, alors par de´finition
de >λ il existe i
′ < i tel que [MFi′ ]1,1 = [MFj ]1,1 et pour tout j
′ < i′, [MFj′ ]1,1 6= [MFi ]1,1.
(b) Soit [MFi ]1,1 6= [MFj ]2,1. On prouvera par l’absurde que [MFi ]1,1 n’apparait pas dans la
deuxie´me ligne de MFj . On suppose alors qu’il existe 1 < s ≤ |Y
(Fj)|+ 1 tel que [MFi ]1,1 =
[MFj ]2,s et par de´finition de “>λ”
[MFj ]2,s = [MFh ]1,1 >λ [MFj ]1,s′ ,
pour tout 1 < s′ ≤ |Y (Fj)|+1. En particulier [MFj ]2,s >λ [MFj ]1,s qui est une contradiction
par rapport a` [MFj ]1,s >λ [MFj ]2,s. Alors [MFi ]1,1 n’apparait pas dans la deuxie´me ligne de
MFj .
3⇒ 1) Par de´finition de “>λΠ” nous avons que pour chaque 1 ≤ h ≤ k, [Πh(MFh)]1,j >λΠ
[Πh(MFh)]1,s pour 1 ≤ j < s ≤ |Y
(Fh)| + 1. Il nous reste prouver que [Πh(MFh)]1,j >λΠ
[Πh(MFh)]2,j pour 1 ≤ j ≤ |Y
(Fh)|+ 1. On a les trois cas suivants :
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1. j = 1 donc [Πh(MFh)]1,1 = x
(Fh)
i0
. On a deux cas :
s Le premier bloc de la matrice MFh a plus d’une colonne. Alors [Πh(MFh)]2,1 = y
(F )
i11
,
par conse´quent il existe 1 < j ≤ |Y (Fh)|+1 tel que [Πh(MFh)]1,j = y
(F )
i11
et par de´finition
de “>λΠ” nous avons que
x
(Fh)
i0
= [Πh(MFh)]1,1 >λΠ [Πh(MFh)]1,j = y
(F )
i11
= [Πh(MFh)]2,1.
s Le premier bloc de la matrice MFh a une colonne. Alors [Πh(MFh)]2,1 = x
(F )
i1
et on a
deux cas :
– Pour tout 1 ≤ j < h, x
(Fh)
i1
n’apparait pas dans la premie´re ligne de toute matrice
Mj , donc de la de´finition de λΠ
x
(Fh)
i0
= [Πh(MFh)]1,1 >λΠ [Πh(MFh)]1,j = x
(Fh)
i1
= [Πh(MFh)]2,1.
– Il existe 1 ≤ j < h, x
(Fh)
i1
= Π([MFj ])1,1 = [MFj ]1,1. Alors, par le cas (a) du point 3,
il existe i′ < i tel que [MFi′ ]1,1 = [MFj ]1,1 et pour tout j
′ < i′, [MFi′ ]1,1 6= [MFj ]2,1.
D’apre`s la de´finition de λΠ,
x
(Fh)
i0
= [Πh(MFh)]1,1 >λΠ [Πh(MFh)]1,j = x
(Fh)
i1
= [Πh(MFh)]2,1.
2. j 6= 1 et [Πh(MFh)]1,j 6= y
(M)
irnr
pour tout 1 ≤ r ≤ mFh . Par conse´quent il existe
1 ≤ r ≤ mFh et 1 ≤ s < nr de sorte que [Πh(MFh)]1,j = y
(M)
irs
et de cette fac¸on
[Πh(MFh)]2,j = y
(M)
irs+1
et comme Π ∈ P, Πh est une permutation de premier ordre et on
a qu’ il doit exister j′ > j tel que [Πh(MFh)]1,j′ = y
(M)
irs+1
et alors par de´finition de “>λΠ”
[Πh(MFh)]1,j >λΠ [Πh(MFh)]1,j′ = [Πh(MFh)]2,j .
3. j 6= 1 et [Πi(MFi)]1,j = y
(Fi)
irnr
pour certain 1 ≤ r ≤ mFh . Alors [Πh(MFh)]2,j = x
(Fh)
ir
.
Ainsi on a deux cas
s Pour tout 1 ≤ j < h, x
(Fh)
ir
n’apparait pas dans la premie´re ligne de toute matrice Mj ,
donc de la de´finition de λΠ, [Πi(MFi)]1,j >λΠ= x
(Fh
ir
[Πh(MFh)]2,j .
s Il existe 1 ≤ j < h tel que [Πh(MFh)]2,j = x
(Fh)
ir
= Π([MFj ])1,1 = [MFj ]1,1. Comme
j > 1, il existe s ∈ {2, . . . , |Y (Fh)|+1|} tel que [Πh(MFh)]2,j = [MFh ]2,s, ce qui contredit
le cas (b) du point 3. Donc ce cas est impossible.
3.4.11 De´finition. Soient Γ un complexe de cliques, Γ une extension binomiale de Γ, un ordre
λ des facettes λ := F1, . . . , Fl de Γ de sorte qu’il existe k ≤ l tel que pour 1 ≤ i ≤ k, Fi 6= F i
et pour k < i ≤ l, Fi = F i. Nous disons que λ est un ordre admissible si nous avons que la
proprie´te´ 3) de la proposition 3.4.10 est satisfaite pour l’ordre λ.
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En ge´ne´ral, pour tout complexe de cliques Γ et une extension binomiale Γ de Γ, il n’est pas
toujours possible trouver un ordre pour les facettes F de Γ tel qu’il soit admissible, comme nous
le verrons dans l’exemple suivant :
3.4.12 Exemple. Soit Γ le complexe de cliques engendre´ par le graphe G de la figure 3.3.
Ainsi, F1 = {a, e, b}, F2 = {b, f, c}, F3 = {c, g, d}, F4 = {d, h, a} sont les facettes de Γ. Nous
associons a chaque facette les matrices suivantes :
MF1 =
(
a x y z
x y b e
)
, MF2 =
(
b w v
w c f
)
MF3 =
(
c u t
u g d
)
et
MF4 =
(
d r s q
r s a h
)
.
En regardant tous les ordres possibles pour les facettes de Γ nous pouvons voir que siG1, G2, G3, G4
est un ordre pour les facettes de Γ, alors il existe i ∈ {2, 3, 4} tel que [M(G1)]1,1 apparaˆıt dans
la deuxie`me ligne de M(Gi).
a b
cd
e
f
g
h
G
Figure 3.3 –

Or de la proposition 3.4.10 et le the´ore`me 3.4.3 on de´duit le the´ore`me suivant :
3.4.13 The´ore`me. Soient Γ un complexe de cliques, Γ une extension binomiale de Γ et λ
un ordre admissible pour les facettes de Γ. Soit Π ∈ P. En ordonnant les sommets de Γ par
>λΠ(voir de´ﬁnition 3.4.8), on a :
– BΓ est une base de Gro¨bner pour BΓ avec l’ordre lexicographique sur les monoˆmes de k[V ].
– L’ide´al in>Πlex(BΓ) est un ide´al monomial quadratique libre de carre´s. En fait les ge´ne´rateurs
de in>Πlex(BΓ) sont les non-areˆtes de G et les diagonales allant de haut en bas et de gauche a`
droite de Π(MFk), ou` k ∈ {1, . . . , l}.
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3.4.14 Remarque. Soient Γ un complexe de cliques, Γ une extension binomiale de Γ et λ un
ordre admissible pour les facettes de Γ et Π ∈ PΓ. On peut remarquer que in≻lex(BΓ) est un
ideal monomial libre de carre´s d’apre`s le the´ore`me 3.4.13 et le complexe associe´ a` in≻lex(BΓ) est
le complexe de cliques Γ
(Π)
de´finit dans 3.4.6. Rappelons que Γ
(Π)
est le complexe de cliques
obtenu a` partir de (Γ)1 en enlevant toutes les areˆtes correspondant aux diagonales allant de haut
en bas et de gauche a` droite de Π(MFk), ou` k ∈ {1, . . . , l}. En particulier pour toute facette F
de Γ, la restiction de Γ
(Π)
a` F co¨ıncide avec < F > si F = F et co¨ıncide avec Γ(inΠ(IF )) si
F 6= F .
3.4.15 Proposition. Soient Γ un complexe de cliques, Γ une extension binomiale de Γ et
Π ∈ P. Alors :
1. les facettes de Γ
(Π)
sont
F hj = F h \ {[Πh(MFh)]1,1, . . . , [Πh(MFh)]1,j−1, [Πh(MFh)]2,j+1, . . . , [Πh(MFh)]2,|Y (Fh)|+1},
pour 1 ≤ h ≤ k et 1 ≤ j ≤ |Y (Fh)|+ 1, et
F h = Fh,
pour k < h ≤ l.
2. Soit F1, . . . , Fl un ordre admissible pour les facettes de Γ. Si in≻ΠlexIFj = ∩
|Y (F )+1|
i (Q
(Fj)
i )
est la de´composition primaire de in≻ΠlexIFj , alors
in>Πlex(BΓ) =
k⋂
j=1
(∩
|Y (Fj)|
i=1 (Q
(Fj)
i , V (Γ) \ F j)))
⋂
(∩lj=k+1(V (Γ) \ Fj))
est la de´composition primaire de in>Πlex(BΓ).
Preuve.
1. Par la de´finition de Γ
(Π)
(voir 3.4.6), Γ
(Π)
est un complexe de cliques. Donc, les facettes
de Γ
(Π)
sont les cliques maximales de Γ
(Π)
1 . En posant KFj le graphe complet sur les
sommets de Fj , on a par de´finition de Γ que Γ1 = ∪
l
h=1KFh . Par contre, en partant de la
remarque 3.4.14 Γ
(Π)
1 est obtenu a` partir de Γ1 en effac¸ant tous les areˆtes correspondant
aux diagonales allant de haut en bas et de gauche a` droite de chaque matrice Π(MFh) pour
h ∈ {1, . . . , k}. Comme cette ope´ration affecte des areˆtes propres de Γ1, on a :
Γ
(Π)
= (∪kj=1K
′
F j
)
⋃
(∪lj=k+1KF j ),
ou` K′
F j
est le sous-graphe de KF j obtenu en effac¸ant tous les areˆtes correspondant aux
diagonales allant de haut en bas et de gauche a` droite de Π(MFj ) pour chaque j ∈
{1, . . . , k}. Comme les sommets VΓ(MFh) n’apparaissent pas dans MFh , nous avons que
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K′
Fh
= K′
Fh\(Fh\VΓ(MFh ))
∪ KFh\VΓ(MFh )
, ou` l’union est disjointe et K′
F j\VΓ(MFj )
est le
sous-graphe de KFh\(Fh\VΓ(MFh ))
obtenu en effac¸ant toutes les areˆtes correspondant aux
diagonales en haut a` gauche et en bas a` droite. Mais la proposition 3.4.2 nous dit que
K′
Fh\(Fh\VΓ(MFh ))
= (Γ(in>Πlex(IMFh )))1 et que ses cliques maximales sont
F hj = F h \ {[Πh(MFh)]1,1, . . . , [Πh(MFh)]1,j−1, [Πh(MFh)]2,j+1, . . . , [Πh(MFh)]2,|Y (Fh)|+1}.
Alors, on peut concluire que les facettes de Γ(Π) sont
F hj = F h \ {[Πh(MFh)]1,1, . . . , [Πh(MFh)]1,j−1, [Πh(MFh)]2,j+1, . . . , [Πh(MFh)]2,|Y (Fh)|+1},
pour 1 ≤ h ≤ k et 1 ≤ j ≤ |Y (Fh)|+ 1 et F h = Fh.
2. Celle-la` suit de la proposition 1.8.3 et 1.
3.5 Ordres admissibles
Dans cette section nous essaierons de voir les conditions ne´ce´ssaires pour avoir un ordre admis-
sible sur les facettes d’un complexe de cliques Γ d’une extension binomiale Γ.
Soient G un graphe, Γ := Γ(G) le complexe de cliques engendre´ par G et Γ une extension
binomiale de Γ. Soient F1, . . . , Fk, Fk+1, . . . , Fl les facettes de Γ telles que pour tout 1 ≤ i ≤ k
Fi 6= F i et pour tout i ≥ k, Fi = F i. Par de´finition de l’ordre admissible (voir de´finition 3.4.11)
nous remarquons qu’il suffit d’ordonner les premie`res k-facettes de Γ par un ordre admissible
pour obtenir un ordre admissible sur l’ensemble de facettes de Γ. Ainsi, dans toute cette section
on ne fera attention qu’a` la famille F := {F facette de Γ : F 6= F}. Clairement, si |F| = 1 les
facettes de Γ sont ordonne´es avec un ordre admissible.
3.5.1 Remarque. Si F a un ordre admissible, alors toute sous-famille F ′ ⊂ F admet un
ordre admissible, car l’ordre admissible de F restreint sur la sous-famille F ′ ⊂ F est un ordre
admissible de F ′.
Soit F ∈ F , alors la matrice MF 6= 0 et pour toute cette section on notera x
i
0 = [MFi ]1,1 et nous
posons L2(MFi) l’ensemble de tous les e´le´ments de la deuxie`me ligne de MFi .
3.5.2 Lemme. Soient G un graphe de cordes, Γ := Γ(G) le complexe de cliques engendre´ par G
et Γ une extension binomiale de Γ. Soit une sous-famille F ′ ordonne´e, a` savoir
F ′ = {F1, . . . , Fs} ⊂ F ou` s > 1, telle que x
i
0 ∈ L2(MFi+1) pour tout i ∈ {1, . . . , s − 1} et
xs0 ∈ L2(MF1), alors F
′ n’admets pas d’ordre admissible.
Preuve. Soit Π ∈ Ss une permutation quelconque de {1, . . . , s}, donc FΠ(1), . . . , FΠ(s) n’est pas
un ordre admissible pour les facettes de F ′, puisque :
– Si Π(1) 6= s, alors x
(Π(1))
0 ∈ L2(MFΠ(1)+1), donc il existe 1 < j ≤ s tel que Π(j) = Π(1) + 1 ; et
par de´finition de l’ordre admissible FΠ(1), . . . , FΠ(s) n’est pas un ordre admissible.
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– Si Π(1) = s, alors il existe 1 < j ≤ s tel que Π(j) = 1 et x
(Π(1))
0 ∈ L2(MF1) = L2(MFΠ(j)) ; et
par de´finition de l’ordre admissible FΠ(1), . . . , FΠ(s) n’est pas un ordre admissible.
De la` on conclut que F ′ n’admet pas d’ordre admissible.
3.5.3 Soit F ′ une sous famille de F de cardinal s. On dit que F ′ satisfait la proprie´te´ 3.5.3
si et seulement s’il existe un ordre pour les facettes de F ′, a` savoir, {F1, . . . , Fs} tel que x
i
0 ∈
L2(MFi+1) ou` i ∈ {1, . . . , s− 1} et x
s
0 ∈ L2(MF1).
3.5.4 Proposition. Soient G un graphe, Γ := Γ(G) le complexe de cliques engendre´ par G et
Γ une extension binomiale de Γ. F n’admet pas d’ordre admissible si et seulement s’il existe une
sous-famille F ′ satisfaisant la proprie´te´ 3.5.3.
Preuve.
⇒) Soit 1 ≤ s ≤ k l’entier qui satisfait que pour toute sous-famille F∗ ⊂ F avec |F∗| < s,
F∗ admets un ordre admissible et tel qu’il existe une sous-famille F ′ ⊂ F avec |F ′| = s qui
n’admet pas d’ordre admissible. Clairement s > 1, puisque pour toute sous-famille F∗ ⊂ F tel
que |F∗| = 1, on a que F∗ admets un ordre admissible. Nous montrerons que pour la famille
F ′ existe un ordre, a` savoir F ′ = {F1, . . . , Fs}, tel que x
i
0 ∈ L2(MFi+1) ou` i ∈ {1, . . . , s − 1}
et xs0 ∈ L2(MF1).
1. Montrons d’abord par l’absurde que :
∀F ∈ F ′ il existe F ′ ∈ F ′ tel que [MF ]1,1 ∈ L2(MF ′).
Supposons donc qu’il existe une facette F ∈ F ′ telle que pour toute F ′ ∈ F ′,
[MF ]1,1 /∈ L2(MF ′).
Par hypothe`se, F ′ \ {F} admet un ordre admissible,a` savoir, F ′ \ {F} = {F1, . . . , Fs−1}.
Alors [MF ]1,1 /∈ L2(MFi) pour toute i = 1 . . . , s−1, et de cette fac¸on F, Fi1 , . . . , . . . , Fis−1
est un ordre admissible sur F ′, mais on avait suppose´ que F ′ n’admetait pas un ordre
admissible. Par conse´quent : ∀F ∈ F ′ il existe F ′ ∈ F ′ tel que [MF ]1,1 ∈ L2(MF ′).
2. Soit F1 ∈ F
′ quelconque, par le point 1, il existe F2 tel que [MF1 ]1,1 ∈ L2(MF2). Par le
point 1, il existe F ∈ F ′ tel que [MF2 ]1,1 ∈ L2(MF ).
s Si F = F1, donc la famille de facettes {F1, F2} n’admet pas un ordre admissible, d’apre`s
le lemme 3.5.2 et par maximalite´ de s, s = 2 et F ′ = {F1, F2} satisfait la proprie´te´
3.5.3.
s Si F 6= F1, s > 2, on appelle F3 := F . D’apre`s le point 1. il existe F ∈ F
′ \ F3 tel que
[MF2 ]1,1 ∈ L2(MF3).
– Si F = F1, alors la famille de facettes {F1, F2, F3} n’admet pas un ordre admissible,
d’apre`s le lemme 3.5.4 et par maximalite´ de s, s = 3 et la famille F ′ = {F1, F2, F3}
satisfait la proprie´te´ 3.5.3.
– Si F = F2, la sous-famille de facettes {F2, F3} n’admet pas un ordre admissible qui
n’est pas possible, d’apre`s la maximalite´ de s.
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– Donc si F 6= F1 alors F 6= F2 et s > 3. On pose F4 = F et par la suite on peut
supposer qu’on a trouve´ une suite de facettes de F ′ distinctes F1, F2, F3, . . . , Fs
tel que [MFi ]1,1 ∈ L2(MFi+1) pour i = 1, . . . , s − 1. D’apre`s le point 1. il existe
F ∈ F ′ \ Fs−1 tel que [MF1 ]1,1 ∈ L2(MF ). Si F 6= F1, a` savoir Fj pour j > 2, donc
Fj , Fj+1, . . . , Fs satisfait la proprie´te´ 3.5.3, ce qui contredit la maximalite´ de s. Alors
F = F1 et F
′ = {F1, F2, . . . , Fs} satisfait la proprie´te´ 3.5.3.
⇐) Par le lemme 3.5.2 F ′ n’admet pas d’ordre admissible. Ainsi, par la remarque 3.5.1 F
n’admets pas d’ordre admissible.
3.5.5 Lemme. Soient G un graphe, Γ := Γ(G) le complexe de cliques engendre´ par G et Γ
une extension binomiale de Γ. Si |F| ≤ 3, alors F admet un ordre admissible.
Preuve.
(Cas k = 2) S’il n’y a pas d’ordre admissible pour F1, F2, par la proposition 3.5.4, nous avons
que x10 ∈ L2(MF1) et x
2
0 ∈ L2(MF2). Ainsi {x
1
0, x
2
0} ∈ F1 et {x
2
0, x
1
0} ∈ F2, donc {x
1
0, x
2
0} n’est
pas une areˆte propre de G, mais ce n’est pas possible car Γ est une extension binomiale de Γ.
Par conse´quent il y a un ordre admissible pour F1, F2.
(Cas k = 3) S’il n’y a pas un ordre admissible pour F1, F2, F3, par la proposition 3.5.4 et le
cas ante´rieur, on a : x10 ∈ L2(MF2), x
2
0 ∈ L2(MF3) et x
3
0 ∈ L2(MF1). De la` on conclut que
e1 = {x
2
0, x
1
0} ∈ F2, e2 = {x
3
0, x
2
0} ∈ F3, e3 = {x
1
0, x
3
0} ∈ F1 et L = {x
1
0, x
2
0, x
3
0} est une clique
de G, donc L ⊂ Fi pour certain i ∈ {1, 2, 3} et de cette fac¸on e1, e2 ou e3 n’est pas une areˆte
propre, cela contredit que Γ est une extension binomiale de Γ. Par conse´quent il y a un ordre
admissible pour F1, F2, F3.
3.5.6 Proposition. Soient G un graphe, Γ := Γ(G) le complexe de cliques engendre´ par G et
Γ une extension binomiale de Γ. En supposant que le graphe G restreint sur la famille F est un
graphe de cordes, alors il existe un ordre admissible λ pour les facettes de Γ.
Preuve. Si |F| = 1, 2 ou 3 par le lemme 3.5.5 on a qu’il existe un ordre admissible λ pour la
famille F et par conse´quent pour toutes les facettes de Γ.
Supposons |F| ≥ 4, nous ferons la de´monstration par l’absurde. Nous supposerons que la famille
F n’admet pas d’ordre admissible. Donc, par la proposition 3.5.4 il existe une sous-famille
F ′ = {F1, . . . , Fs} ⊂ F ou` s > 1, telle que x
i
0 ∈ L2(MFi+1) ou` i ∈ {1, . . . , s−1} et x
s
0 ∈ L2(MF1).
Ainsi {xi+10 , x
i
0} est une areˆte prope de Fi+1 pour i ∈ {1, . . . , s − 1} et {x
s
0, x
1
0} est une areˆte
propre de F1. D’ici, {{x
1
0, x
2
0}, . . . , {x
s
0, x
1
0}} sont les areˆtes d’un cycle C de G, mais comme G
restreint sur la famille F est un graphe de cordes, C n’est pas minimal et il doit y avoir une
clique V ⊂ V (C) de taille 3 avec deux areˆtes e, e′ de C. De cette fac¸on, nous avons que V ⊂ Fi
avec i ∈ {1, . . . , k} et qu’au moins une des areˆtes e, e′ est dans deux facettes de Γ, mais cela
contredit le fait que e, e′ sont des areˆtes propres de Γ. Par conse´quent, F1, . . . , Fk ont un ordre
admissible.
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3.6 Relation entre les cycles de (Γ)1 et les cycles minimaux du
graphe (Γ
(Π)
)1
Soient F1, . . . , Fl un ordre admissible sur les facettes de Γ, et Π ∈ PΓ (voir de´finition 3.4.5).
Alors d’apre`s la de´finition 3.4.8 on a un ordre sur les sommets de Γ pour lequel in(BΓ) est libre
de carre´s graˆce au tho´re`me 3.4.13. Dans ce cas on a vu dans la remarque 3.4.14 que le complexe
simplicial Γ
(Π)
de´fini dans 3.4.6 est le complexe simplicial associe´ a` l’ide´al monomial in(BΓ), alors
in(BΓ) = IΓ(Π)
. D’apre`s le the´ore`me 3.2.6 on a l’ine´galite´ βi,j(BΓ) ≤ βi,j(in(BΓ)) = βi,j(IΓ(Π)) et
on e´crira :
βi,j(BΓ) ≤ βi,j(IΓ(Π)). (3.2)
De plus, en utilisant cette ine´galite´ on obtient imme´diatement la proposition suivante :
3.6.1 Proposition. Soient Γ un complexe de cliques et Γ une extension binomiale de Γ. Alors,
pour tout Π ∈ PΓ
p2(IΓ(Π)
) ≤ p2(BΓ). (3.3)
Donc, si on connait maxΠ∈PΓ
(
p2(IΓ(Π)
)
)
, on a une borne infe´rieure de p2(BΓ). Comme IΓ(Π)
est
un ide´al monomial quadratique libre de carre´s, par le the´ore`me 3.4.13 et la proposition 2.2.13
on de´duit que p2(IΓ(Π)
) + 3 est la plus petite taille d’un cycle minimal de G
(Π)
:= (Γ
(Π)
)1.
C’est pourquoi dans cette section on e´tudiera les cycles de G
(Π)
. D’abord on montrera, dans la
proposition suivante, que la borne infe´rieure de p2(BΓ) qu’on a donne´e dans la proposition 3.6.1
est effectivement la valeur de p2(BΓ) dans un cas particulier :
3.6.2 Proposition. Soit Γ un polygone de n-sommets x1, . . . , xn. Pour chaque areˆte {xk, xk+1}
ou` k = 1, . . . , n (xn+1 = x1) on associe un ensemble Yk de cardinalite´ si ∈ N et on pose
s =
∑m
j=1 si. Alors βi,j(BΓ) = βi,j(IΓ′) et p2(BΓ) = p2(IΓ′) = d + s − 3. En particulier k[x]/BΓ
est Gorenstein.
Preuve. Soient e1 = {x1, x2}, . . . , en = {xn, x1} toutes les areˆtes de Γ, alors les facettes de Γ
sont les ei avec i = 1, . . . , n. On peut supposer que, pour i = 1, . . . , n−1 : soitMei = 0 si si = 0 ;
soit
Mei =
(
xi y
(i)
1 . . . y
(i)
si
y
(i)
1 y
(i)
2 . . . xi+1
)
,
si si 6= 0. Si sn = 0 alors Men = 0 ; dans le cas sn 6= 0, alors
Men =
(
x1 y
(n)
1 . . . y
(n)
sn
y
(n)
1 y
(n)
2 . . . xn
)
.
Soit r ≤ n tel que {i1 < · · · < ir} ⊂ V (Γ) et sij 6= 0 de meˆme si i
′ ∈ (V (Γ)) \ {i1 < · · · < ir},
alors si′ 6= 0. Ainsi, ei1 , . . . , eir sont ordonne´es selon un ordre admissible. En ajoutant les autres
areˆtes de Γ apre`s la suite pre´ce´dente ei1 , . . . , eir avec un ordre quelconque, on obtient un ordre
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admissible pour les facettes de Γ. De cette fac¸on, on peut de´finir Γ
′
et d’apre`s la remarque 3.4.14,
on voit que Γ
′
est un polygone de n+ s sommets. On sait de l’exemple 2.2.16 que la re´solution
libre minimale de k[x]/IΓ′ est de la forme suivante :
0→ k[x](−n− s)→ k[x]βn+s−3(−n− s+ 2)→ · · · → k[x]β1(−2)→ k[x]→ k[x]/IΓ′ → 0,
ou` pour i = 1, . . . , n+ s− 3,
βi = βi,i+1(k[x]/I
Γ
′ ) = βi−1,i+1(I
Γ
′ ) et 1 = βn+s−2,n+s(k[x]/I
Γ
′ ) = βn+s−3,n+s(I
Γ
′ ).
Donc p = p2(I
Γ
′ ) = n+ s− 3. D’apre`s la proposition 3.2.9 et l’ine´galite´ 3.2
βi,j(S/BΓ) =

0 si j 6= i+ 1 et i 6= n+ s− 2,
0 si i = n+ s− 2 etj 6= n+ s,
βi,j(k[x]/I
Γ
′ ) si j = i+ 1.
Ainsi projdim k[x]/BΓ¯ ≤ n+s−2. De plus, on a K(k[x]/BΓ¯; t) = K(si/IΓ′ ; t). D’ou`, en e´galisant
les termes dominants nous avons :
1 = βn+s−2,n+s(k[x]/I
Γ
′ ) =
n+s−2∑
j=0
(−1)n+s−2−jβj,n+s = βn+s−2,n+s.
Il suit que la re´solution libre minimale de k[x]/BΓ est :
0→ k[x](−n− s)→ k[x]βn+s−3(−n− s+ 2) . . . k[x]β1(−2)→ k[x]→ k[x]/BΓ → 0.
En particulier, on de´duit que p2(BΓ) = n+ s− 3 = p2(IΓ′) et k[x]/BΓ est Gorenstein.
3.6.3 Lemme. Soient G un graphe, Γ := Γ(G) son complexe de cliques, Γ une extension
binomiale de Γ, F1, . . . , Fl toutes les facettes de Γ ordonne´es avec un ordre admissible et Π ∈ PΓ.
Alors tout cycle de Γ
(Π)
de longueur ≥ 4 contenu dans une facette de Γ a une corde dans Γ
(Π)
.
Preuve. Soient F une facette de Γ et C un cycle de longueur ≥ 4 contenu dans F de Γ.
– Si F = F , d’apre`s la proposition 3.4.15, F est aussi une facette de Γ
(Π)
. Donc C n’est pas
minimal.
– Si F 6= F . D’apre`s la remarque 3.4.14, la restriction de Γ
(Π)
a` F est (Γ(in(IF ))). Alors C est
aussi un cycle minimal du graphe (Γ(in(IF )))1. Mais d’apre`s la proposition 3.4.2 in(IF ) est
2-line´aire et libre de carre´s, donc par le the´ore´me de Froberg (corollaire 2.2.14), (Γ(in(IF )))1
n’a pas de cycles minimaux. Par conse´quent, C a une corde dans (Γ(in(IF )))1 et de cette fac¸on
C a une corde dans Γ
(Π)
.
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3.6.4 De´finition. Soit G un graphe, Γ := Γ(G) son complexe de cliques, Γ une extension
binomiale de Γ, F1, . . . , Fl toutes les facettes de Γ ordonne´es avec un ordre admissible et Π ∈ PΓ.
On dit qu’un cycle C de G est un cycle minimal Π-virtuel si et seulement si soit C est un
cycle minimal dans G, soit C n’est pas un cycle minimal dans G, mais C ve´rifie les proprie´te´s
suivantes :
1. Toute corde de C n’est pas une areˆte de (Γ
(Π)
)1.
2. Si e, e′ ∈ E(C) sont distincts, alors e, e′ ne sont pas dans une meˆme facette de Γ.
3. Il existe V ⊂ V (C) tel que GV est un cycle minimal de longueur ≥ 4.
3.6.5 Remark. Soit G un graphe, Γ := Γ(G) son complexe de cliques, Γ une extension bino-
miale de Γ et Π,Π′ ∈ PΓ. Si e ∈ E(G) \ E(G
(Π)
), alors e ∈ E(G) \ E(G
(Π′)
). De cette fac¸on la
de´finition de cycle minimal virtuel de G ne depend pas de Π, donc un cycle minimal virtuel sera
appele´ simplement cycle minimal virtuel.
3.6.6 The´ore`me. Soient G un graphe, Γ := Γ(G) le complexe de cliques engendre´ par G,
Γ une extension binomiale de Γ, F1, . . . , Fl toutes les facettes de Γ ordonne´es avec un ordre
admissible et Π ∈ PΓ. Alors, tout cycle minimal de longueur ≥ 4 de (Γ
(Π)
)1 provient d’un cycle
minimal virtuel.
Preuve. Soit C ′ un cycle minimal de longueur ≥ 4 de (Γ
(Π)
)1. Notons q := |C
′|,
E(C ′) = {{z1, z2}, {z2, z3}, . . . , {zq, z1}},
et pour chaque i = 1, . . . , q − 1, ei = {zi, zi+1} et eq = {zq, z1}. Pour chaque i ∈ {1, . . . , q}, il
existe une facette F de Γ telle que ei ⊂ F . Par le lemme 3.6.3 il existe au moins deux facettes
F 6= F ′ de Γ et deux areˆtes ei 6= ej ∈ E(C
′) telles que ei ⊂ F et ej ⊂ F ′.
Ainsi, on peut construire une suite de facettes Fi1 , . . . , Fiq dans Γ telle que ej ⊂ F ij . Dans la cas
ou` ej+1 ⊂ F ij , alors Fij+1 = Fij . Par conse´quent on peut re´e´crire la chaine pre´ce´dente comme
Fi1 , . . . , Fis′ , ou` q ≥ s
′ ≥ 2 avec Fij 6= Fij+1 , telle que C
′ est divise´ en chemins conse´cutifs
Cj ⊂ F ij de zij a` zij+1 , ou` z1 = zi1 = zis′+1 . De plus, on peut supposer que Fi1 6= Fis′ ; car si
Fi1 = Fis′ on peut choisir comme point initial de C
′ le point zis′ .
– Comme, pour tout j ∈ {2, . . . , s′ + 1} zij ∈ F j−1 ∩ F j , d’apre`s la de´finition de Γ, nous avons
que, pour tout j ∈ {1, . . . , s}, zij ∈ Γ.
– Il n’existe pas de sous-chaine Fij , Fij+1 , . . . , Fir de Fi1 , . . . , Fis avec r ≥ j + 2, telle que
Fij = Fir . Dans le cas contraire, supposons qu’il existe une sous-chaine Fij , Fij+1 , . . . , Fir
de Fi1 , . . . , Fi′s avec r ≥ j + 2, telle que Fij = Fir . Comme C
′ est un cycle minimal
{zij , zir}, {zij , zir+1}, {zij+1 , zir}, {zij+1 , zir+1} /∈ E(Γ
(Π)
)1 (voir figure 3.4),
mais ces areˆtes sont contenues dans Fij .
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zij ∈ Fij zij+1 ∈ Fij
zij+2
zir ∈ Fijzir+1 ∈ Fij
Figure 3.4 –
D’apre`s la remarque 3.4.14, si e ∈ (E(Γ) \ E(Γ
(Π)
) alors un des sommets de e est dans la
premie`re ligne d’une matrice MF , ce qui implique qu’il existe deux e´le´ments de
{zij , zij+1 , zir , zir+1} ⊂ V (Γ) qui apparaissent dans la premie`re ligne de MFij . Cela contre-
dit la de´finition de MFij .
Alors, on a vu qu’il existe s′ ≥ 2 et une chaine Fi1 , . . . , Fis′ tels que pour tout j 6= j
′ ∈
{1, . . . , s}, Fij 6= Fij′ et tels que C
′ est divise´ en chemins conse´cutifs Cj ⊂ F ij de zij a` zij+1 , ou`
z1 = zi1 = zis′+1 . Appelons s le plus petit entier ve´rifiant cela.
Soit C le cycle avec
V (C) = {zi1 , zi2 , . . . , zis} et E(C) = {{zi1 , zi2}, . . . , {zis−1 , zis}, {zis , z1}}.
Soit C est minimal et donc C ′ provient de C qui est un cycle minimal virtuel par de´finition
3.6.4. Soit C n’est pas minimal, mais nous allons montrer que C est un cycle virtuel minimal,
ce qui est la conse´quence des trois point suivants :
1. Toute corde de C n’est pas une areˆte de (Γ
(Π)
)1, puisque C
′ est un cycle minimal de
(Γ
(Π)
)1.
2. Par construction de C et d’apre`s la minimalite´ de s, pour toute paire e, e′ ∈ E(C), ni e,
ni e′ n’appartiennent a` une meˆme clique de G.
3. Il existe V ⊂ V (C) tel que GV est un cycle minimal de G. Si ce n’est pas le cas, il existe
ij ∈ {1, . . . , s} tel que {zij , zij+2} est une corde de C. Alors, D = {zij , zij+1 , zij+2} est une
clique de G, donc il existe une facette F dans Γ qui contient D.
– Si {zij , zij+1}, {, zij+1 , zij+2} ∈ E((Γ
(Π)
)1), alors Fi1 , . . . , Fij−1 , F, Fij+2 , . . . , Fis est une
chaine de facettes de Γ avec le meˆme caracte´ristiques que Fi1 , . . . , Fis ; ce qui contredit
la minimalite´ de s.
– Si {zij , zij+1} ∈ E((Γ
(Π)
)1) ou {zij+1 , zij+2} ∈ E((Γ
(Π)
)1), mais pas simultane´ment les
deux. On peut supposer que {zij , zij+1} ∈ E((Γ
(Π)
)1) et {zij+1 , zij+2} /∈ E((Γ
(Π)
)1). Alors
{zij+1 , zij+2} est une areˆte propre de Γ, donc Fij+1 = F . Par conse´quent Fi1 , . . . , Fij−1 , F,
Fij+2 , . . . , Fis est une chaine de facettes de Γ avec les meˆmes caracte´ristiques que Fi1 , . . . ,
Fis ; cela contredit la minimalite´ de s.
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– {zij , zij+1}, {, zij+1 , zij+2} /∈ E((Γ
(Π)
)1). Alors {zij , zij+1}, {zij+1 , zij+2} sont des areˆtes
propres de Γ. Par conse´quent Fij = F = Fij+1 , ce qui n’est pas possible puisque
Fij 6= Fij+1 .
Donc, il existe V ⊂ V (C) tel que GV est un cycle minimal de G.
Finalement, d’apre`s les trois points pre´ce´dents C est un cycle minimal virtuel.
3.6.7 Exemple. Soit G le graphe de la figure 3.5 et Γ = Γ(G) le complexe de cliques engendre´
par G. Aux facettes F1 = {d, a, h}, F2 = {b, c}, F3 = {f, h, g} on associe les matrices :
M1 =
(
d y x z
y x a h
)
, M2 =
(
b v w
v w c
)
, M3 =
(
h u
g f
)
,
Ainsi,
BΓ = (ac, ae, af, ag, bd, bf, bh, bg, ce, cf, ch, cg, df, dg, eh, eg, va, vd, vx, vy, vh, vz, ve, vf, vu, vg,
wa,wd,wx,wy, wh,wz, we, wf,wu,wg, xe, xf, xu, xy, ye, yf, yu, yg, ze, zf, zu, zg, dx− y2,
da− yx, dh− yz, ya− x2, yh− xz, xh− az, bw − v2, bc− wv, vc− w2, hf − ug).
Dans la figure 3.5 G = (Γ)1 et G
′ = (Γ
′
)1. On remarque que F1, F2, F3 sont ordonne´es selon
un ordre admissible, ce qui induit un ordre admissible pour toutes les facettes de Γ. Cela nous
permet de de´finir Γ
′
.
a
b
c
d
e
f
g
a
b
c
d
e
f
g
h h
x
y
z
u
a
b
c
d
e
f
g
h
x
y
z
u
v
w
v
w
G G
′
G
Figure 3.5 –
En outre, on peut voir sur la figure 3.5 que le cycle C ′ avec comme ensemble des areˆtes
E(C ′) = {{a, b}, {b, v}, {v, w}, {w, c}, {c, d}, {d, e}, {e, f}, {f, u}, {u, h}, {h, a}}
est un cycle minimal de G′, et il provient d’un cycle minimal virtuel de G, a` savoir C avec comme
ensemble d’areˆtes :
E(C) = {{a, b}, {b, c}, {c, d}, {d, e}, {e, f}, {f, h}, {h, a}},
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C n’est pas un cycle minimal. Par ailleurs le cycle D′ ayant comme ensemble des areˆtes
E(D′) = {{a, b}, {b, v}, {v, w}, {w, c}, {c, d}, {d, y}, {y, x}, {y, a}},
est un cycle minimal de G′ qui provient du cycle minimal D de G avec comme ensemble d’areˆtes :
E(C) = {{a, b}, {b, c}, {c, d}, {d, a}}.
En particulier d’apre`s 3.6.1 p2(BΓ) ≥ 6− 3 = 3, car le cycle D1 avec ensemble des areˆtes
E(D1) = {{h, z}, {z, d}, {d, e}, {e, f}, {f, u}, {u, h}}
est un cycle minimal dans G
′
de longueur minimal e´gale a` 6.

3.6.8 Remarque.
1. D’apre`s le the´ore`me 3.6.6 les cycles minimaux de (Γ(G)
(Π)
)1 sont des extensions de cycles
virtuels minimaux de G. Par de´finition de cycles virtuels minimaux, si un graphe G a un
cycle virtuel, il existe un cycle minimal dans G. Donc s’il existe un cycle minimal dans
(Γ(G)
(Π)
)1, alors il existe un cycle minimal dans G.
2. Les cycles minimaux de G
′
sont des extensions de cycles virtuels minimaux de G, mais ce
n’est pas le cas pour les cycles minimaux de (Γ(G))1 = G, puisque par de´finition de Γ(G)
les cycles de G et de G sont les meˆmes.
Maintenant nous sommes pre`s d’un premier re´sultat important (the´ore`me 3.6.9). Pour cela,
rappellons qu’au chapitre 2 on a de´fini qu’un ide´al I est 2-re´gulier (e´quivalent a` I est 2-line´aire)
si reg(I) ≤ 2. Cette proprie´te´ e´quivaut a` dire que pour tout p ∈ N, I a la proprie´te´ N2,p. Par le
the´ore`me 2.2.13 on peut conclure que si Γ est un complexe de cliques et G = (Γ)1, alors IΓ est
2-re´gulier si et seulement si G est un graphe de cordes.
3.6.9 The´ore`me. Soient G un graphe, Γ = Γ(G) le complexe de cliques engendre´ par G et
Γ une extension binomiale de Γ. Alors G est un graphe de cordes si et seulement si BΓ est
2-line´aire.
Preuve.
⇒) Comme G est un graphe de cordes et d’apre`s la remarque 3.6.8, G
′
est aussi un graphe de
cordes. Alors, par le corollaire 2.2.14, I
Γ
′ est 2-line´aire et p2(IΓ′) =∞. D’apre`s la proposition
3.5.6 il existe un ordre λ pour les facettes de Γ qui est un ordre admissible et en utilisant la
proposition 3.6.1, on conclut ∞ = p2(IΓ′) ≤ p2(BΓ) et BΓ est 2-line´aire.
⇐) On suppose queG n’est pas un graphe de cordes. Alors, par la proposition 2.2.15, p2(IΓ) <∞
et il existe un cycle C minimal de G de longueur p2(IΓ) + 3. Du point 2 de la remarque 3.6.8,
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tout cycle minimal de G est un cycle minimal de (Γ)1 = G, donc IΓ n’a pas la proprie´te´
N2,p2(IΓ)+1, ainsi IΓ n’est pas 2-line´aire. Par ailleurs
BΓ =
⋂
F facette de Γ
JF ,
ou` JF = (IF , (V (Γ) \ F )), d’apre`s la proposition 3.3.4. Mais la de´composition primaire de IΓ
est :
IΓ =
⋂
F facette de Γ
(V (Γ) \ F ),
donc il n’existe pas de re´arrangement line´airement joint de la suite des ide´aux (V (Γ) \ F )
graˆce a` la proposition 2.3.4 et la remarque 2.3.2. Par conse´quent tout arrangement de la suite
{(IF , (V (Γ) \ F ))}F facette de Γ
n’est pas line´airement joint et ainsi BΓ n’est pas 2-line´aire d’apre`s la proposition 2.3.3.
3.7 Bornes infe´rieures de p2(BΓ)
Le but de cette section est de de´crire un cycle minimal C ′ de Γ
(Π)
1 en partant d’un cycle minimal
C de Γ1 pour trouver une borne infe´rieure de p2(BΓ(Π)
) graˆce a` l’e´quation 3.2.
3.7.1 Remarque. Pour toute cette section si Γ est un complexe de cliques et Γ une extension
binomiale de Γ, nous supposerons qu’il existe un ordre admissible des facettes du complexe Γ
pour l’extension Γ,a` savoir, F1, . . . , Fl.
Du the´ore`me 3.6.6 on sait que tout cycle de G
(Π)
:= (Γ
(Π)
)1 provient d’un cycle minimal virtuel
de G := (Γ)1. Si C est un cycle-virtuel de G on souhaite construire tous les cycles minimaux de
G
(Π)
. On va commencer par e´tudier le cas ou` Π = (Π1, . . . ,Πk) avec Πi la permutation identite´,
pour i ∈ {1, . . . , k}. Dans ce cas on posera G
′
:= (Γ
′
)1. Rappelons la de´finition d’extension
binomiale : si pour une facette F de Γ il existe Y (F ) 6= ∅, alors on a une matrice
MF =
(
x
(F )
0 y
F
11 . . . y
F
1n1
yF21 . . . y
F
2n2
. . . yFmF 1 . . . y
F
mFnmF
yF11 y
F
12 . . . x
F
1 y
F
22 . . . x
F
2 . . . y
F
mF 2
. . . xFmF
)
;
ou bien, si Y
(F )
1 = ∅, la forme de MF est
MF =
(
x
(F )
0 y
F
21 . . . y
F
2n2
. . . yFmF 1 . . . y
F
mFnmF
xF1 y
F
22 . . . x
F
2 . . . y
F
mF 2
. . . xFmF
)
;
Nous posons :
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Bj(MF ) = {tous les sommets de Γ du bloc j de MF } pour 1 ≤ j ≤ mF ;
Lj(MF ) = {tous les sommets de Γ de la ligne j de MF } pour j = 1, 2.
De la de´finition d’extension binomiale et de la section 3.6 on peut affirmer que e = {xe, x
′
e} est
une areˆte de C tel que e /∈ E(G
′
) si et seulement s’il existe une facette F de Γ unique telle
que x
(F )
0 ∈ e et e \ {x
(F )
0 } ⊂ L2(MF ), sauf si e \ {x
(F )
0 } ⊂ B1(MF ) et Y
(F )
1 = ∅ . Ainsi, soient
e = {xe, x
′
e} une areˆte de C telle que e /∈ E(G
′
) et F la facette unique contenant e, on peut
supposer e = {x
(F )
0 , x
(F )
k } pour un certain i ∈ {1, . . . ,mF }.
3.7.2 The´ore`me. Soient G un graphe et Γ := Γ(G) le complexe de cliques engendre´ par G
et Γ une extension binomiale de Γ telle qu’il existe un ordre admissible pour les facettes de Γ,
a` savoir, F1, . . . , Fl. Alors tout cycle minimal de G
′
peut eˆtre obtenu a` partir d’un cycle virtuel
minimal de G en remplac¸ant chaque areˆte e de C qui n’est plus une areˆte par un des chemins
suivants dans la facette F , ou` F est l’unique facette qui contient e :
1. {{x
(F )
0 , x}, {x, x
(F )
k }}, pour x ∈ F \ VΓ(MF ) 6= ∅ ou pour x ∈ B1(MF ) avec Y
(F )
1 = ∅ et
k 6= 1 ;
2. {{x
(F )
0 , yk′1}{yk′1, x
(F )
k }}, si k < mF et k
′ > k ;
3. {{x
(F )
0 , yk′1}, {yk′1, xk′′}, {xk′′ , x
(F )
k }}, si k = mF et |BmF (MF )| > 2 , ou` 1 ≤ k
′′ < k′ ≤
mF ;
4. {{x
(F )
0 , y
(F )
k′1 }, {y
(F )
k′1 , y
(F )
k′2 }, · · · , {y
(F )
k′nk′
, x
(F )
k′ }, {x
(F )
k′ , x
(F )
k }}, ou` 1 ≤ k ≤ mF et k
′ < k ;
5. {{x
(F )
0 , y
(F )
k1 }, {y
(F )
k1 , y
(F )
k2 }, · · · , {y
(F )
knk
, x
(F )
k }}, ou` 1 ≤ k ≤ mF .
De plus tout cycle minimal de G′ est obtenu de cette fac¸on.
Preuve.
(A) D’abord, en testant laborieusement tous les cas et en utilisant la remarque 3.4.14, on de´duit
que tous les chemins sans cordes inclus dans une facette F tel queMF 6= 0 avec points extremes
x
(F )
0 et x
(F )
k pour 1 ≤ k ≤ mF , ont pour ensemble d’areˆtes un des ensembles du 1 au 5 de
l’e´nonce´ du the´ore`me.
(B) Il reste a` prouver que si C ′ est un cycle minimal de G
′
, alors il existe un cycle minimal
virtuel C de G ou` on remplace toutes les areˆtes e de C qui ne sont plus une areˆte de G
′
par
un des chemins ci-dessus.
De la preuve du the´ore`me 3.6.6 on peut e´crire C ′ comme C ′ =
⋃s+1
j=1 Cj , re´union de chemins
consecutifs. Pour chaque j ∈ {1, . . . , s + 1}, Cj est un chemin inclus dans une facette F j de
G := Γ1 avec Fj 6= Fj′ si j 6= j
′, ayant pour extremite´s {zj , zj+1}, ou` zs+2 = z1.
zj,1 = zj−1,nj−1 ∈ V (G) pour j = 2, . . . , s+ 1 et z1,1 = zs+1,ns+1 ∈ V (G). (3.4)
De meˆme le cycle C avec E(C) = {{z1, z2}, {z2, z3}, . . . , {zs+1, z1}} est un cycle minimal vir-
tuel de G. En outre, pour chaque chemin Cj avec j = 1, . . . , s+ 1, on a les cas suivants :
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– |Cj | = 1, ainsi par (3.4) E(Cj) := {zj,1, zj,2} ⊂ E(G), c’esta` dire que cet areˆte n’est pas
virtuelle dans G
′
.
– |Cj | ≥ 2. Alors MFj 6= 0 et {zj,1, zj,nj} = {x
(Fj)
0 , x
(Fj)
k } pour certain k ∈ {1, . . . ,mFj}. Sans
perte de ge´ne´ralite´, on peut supposer zj = x
(Fj)
0 et zj+1 = x
(Fj)
k et dans le point (A) on a
prouve´ lesquels e´taient les chemins sans cordes contenus dans une facette F avec MF 6= 0.
Donc Cj doit eˆtre un des cinq chemins de l’e´nonce´ de la proposition, sauf ceux du type 1,
3 ou 4, quand il y a une corde avec les autres areˆtes de C. De cette fac¸on on conclut la
preuve.
3.7.3 Remarque. Soit C′ est la famille de tous les cycles obtenus par des cycles minimaux
virtuels de G en remplac¸ant chaque areˆte de C que n’est plus une areˆte de G
′
par un des chemins
du the´ore`me 3.7.2. Le the´ore`me 3.7.2 nous montre que C′ contient tous les cycles minimaux de G
′
,
mais en ge´ne´ral c’est une famille strictement plus grande, comme le montre l’exemple suivant :
3.7.4 Example. Soit G le graphe de la figure 3.6 et Γ := Γ(G) le complexe de cliques engendre´
par G.
a b
cd
g
h
e
f
a b
cd
g
h
e
f
y3 y4
y5
y6
y7y8
y1
y2
G G
′
Figure 3.6 –
Pour les facettes F1 = {a, d, h}, F2 = {a, b, e}, F3 = {b, c, f}, F4 = {c, d, g} on associe les
matrices :
MF1 =
(
a y1 y2
y1 y2 d
)
, MF2 =
(
a y3 y4
y3 y4 b
)
,
MF3 =
(
b y5 y6
y5 y6 c
)
et MF4 =
(
c y7 y8
y7 y8 d
)
,
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respectivement.
Par de´finition de Γ on peut voir queG
′
= (Γ)1 comme dans la figure 3.6. On a que le cycle C de´fini
par E(C) = {{a, b}, {b, c}, {c, d}, {d, a}} est un cycle minimal de G, alors C est un cycle virtuel
de G. Les chemins : P1, P2, P3, P4 de´finis par : E(P1) = {{a, e}, {e, b}}, E(P2) = {{b, f}, {f, c}},
E(P3) = {{c, g}, {g, d}}, E(P4) = {{d, h}, {h, a}} sont des substitutions locales de {a, b}, {b, c},
{c, d}, {d, a}, respectivement, dans G
′
. On a que C ′ pose´ par l’union de ces chemins est un cycle
de G
′
mais C n’est pas un cycle minimal de G
′
.

Maintenant on souhaite trouver la longueur minimale r d’un cycle C ′ ∈ C′ et de la`, ce qui nous
montrera que la longuer minimale d’un cycle minimal de G
′
est ≥ r.
Soient C un cycle minimal virtuel de G de longueur |C|, e = {xe, x
′
e} une areˆte de C. Si e n’est
plus une areˆte de G
′
, pour obtenir un cycle dans C′, e est remplace´ par un chemin de xe a` x
′
e de
G
′
dans l’unique facette F e de Γ qui contient e. On appellera R(C) l’ensemble des areˆtes de C
qui ne sont plus des areˆtes dans G
′
, c.a.d.,
R(C) = {e ∈ E(C)|e /∈ E(G
′
)}.
Donc pour tout e ∈ R(C) il existe toujours au moins un chemin de xe a` x
′
e. Soit Fe l’unique
facette contenant e, on remarque que MFe 6= 0. On dira que ce chemin est un remplacement
minimal de e dans G
′
s’il est de longueur minimale. Soient Ce un remplacement minimal de e
et
t(e) = |E(Ce)|,
ou` t(e) est la taille de tout remplacement minimal de e. On pose les sous-ensembles de R(C)
suivants :
R1(C) = {e ∈ R(C) : |Fe| = 2} et
R2(C) = {e ∈ R(C) : |Fe| ≥ 3, Fe \ VΓ(MFe) = ∅, , Y
(Fe)
1 6= ∅, x
′
e = x
(F )
mF
et |BmFe (MFe)| > 2}.
3.7.5 Proposition. Soient G un graphe qui n’est pas un graphe de cordes, Γ := Γ(G) le
complexe de cliques engendre´ par G, Γ
′
le complexe initial de son extension Γ tel qu’il existe un
ordre admissible pour les facettes de Γ,a` savoir, F1, . . . , Fl, et C l’ensemble des cycles minimaux
virtuels de G. Alors pour chaque cycle minimal virtuel C de G, la longueur minimale d’un cycle
de G′ provenant de C dans C′ est
r(C) := |C|+ |R(C)|+ |R2(C)| − |R1(C)|+
∑
e∈R1(C)
|Ye|.
En particulier p2(IΓ′) + 3 ≤ minC∈C(r(C)).
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Preuve. Comme la longueur minimale d’un cycle minimal de C′ provenant de C est
r(C) = |C|+
∑
e∈R(C)
(t(e)− 1),
il faut calculer t(e) pour e ∈ R(C) en utilisant le the´ore`me 3.7.2. Comme e ∈ R(C), on a qu’il
existe une facette Fe de Γ tel que MFe 6= 0, disons :
MFe =
(
xe y
(Fe)
11 . . . y
(Fe)
1n1
y
(Fe)
21 . . . y
(Fe)
2n2
. . . y
(Fe)
mFe1
. . . y
(Fe)
mFenmFe
y
(Fe)
11 y
(Fe)
12 . . . x
(Fe)
1 y
(Fe)
22 . . . x
(Fe)
2 . . . y
(Fe)
mF 2
. . . x
(Fe)
mFe
)
et e = {xFe0 , x
(Fe)
k } pour certain k ∈ {1, . . . ,mFe}. De cette fac¸on on a les cas suivants :
1. Soit |Fe| = 2, donc on peut supposer que MFe a la forme suivante :
MFe =
(
xFe0 y
(Fe)
1 . . . y
(Fe)
nFe
y
(Fe)
1 y
(Fe)
2 . . . x
(Fe)
1
)
et e = {x
(Fe)
0 , x
(Fe)
1 }, alors e est toujours remplace´ par le chemin qui a l’ensemble suivant
d’areˆtes : {{x
(Fe)
0 , y
(Fe)
11 }, {y
(Fe)
11 , y
(Fe)
12 }, . . . , {y
(Fe)
1n1
, x
(Fe)
1 }}. Par conse´quent ce chemin est un
remplacement dans le cas |Fe| = 2.
2. Soit |Fe| ≥ 3. On remarque trois cas :
(a) Soit il n’existe pas x ∈ Fe \ VΓ(MFe) tel que pour tout areˆte f ∈ E(C), il existe
une areˆte de x vers un extrem de f dans G et Y
(Fe)
1 6= ∅. Il faut remarquer les cas
suivants :
i. Soit k = mFe et |BmFe (MFe)| = 2, alors le chemin avec l’ensemble des areˆtes
{{x
(Fe)
0 , y
(Fe)
mFe1
}, {y
(Fe)
mFe1
, x(Fe)mFe}},
il existe toujours et c’est un remplacement de e.
ii. Soit k = mFe
(Fe) et |BmFe (MFe)| > 2, alors le chemin avec l’ensemble des areˆtes
{{x
(Fe)
0 , y
(Fe)
jk′1
}, {y
(Fe)
jk′1
, xk′′}, {xk′′ , x
(Fe)
mFe}}, ou´ 1 ≤ k
′′ < k′ ≤ mFe ,
existe toujours et il est un remplacement de e.
iii. Soit k < mFe , alors le chemin avec l’ensemble des areˆtes {{x
(Fe)
0 , y
(Fe)
k′1 }, {y
(Fe)
k′1 , x
(Fe)
k }},
ou` k′ > k, existe toujours et il est un remplacement de e.
(b) Soit il n’existe pas x ∈ Fe \ VΓ(MFe) tel que pour tout areˆte f ∈ E(C), il existe
une areˆte de x vers un extrem de f dans G et Y
(Fe)
1 = ∅. Donc k 6= 1 et le chemin
avec l’ensemble des areˆtes {{x
(Fe)
0 , x
(Fe)
1 }, {x
(Fe)
1 , x
(Fe)
k }} existe toujours et il est un
remplacement de e.
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(c) Soit il existe x ∈ Fe \ VΓ(MFe) tel que pour tout areˆte f ∈ E(C), il n’existe pas une
areˆte de x vers un extrem de f dans G. Donc le chemin avec l’ensemble des areˆtes
{{x
(Fe)
0 , x}, {x, x
(Fe)
k }}, ou` x ∈ Fe\VΓ(MFe), existe toujours et il est un remplacement
de e.
Donc si e ∈ R(C)
t(e)− 1 =

|YFe | si e ∈ R1(C) (cas 1),
2 si e ∈ R2(C) (cas 2.a.i),
1 si e ∈ R(C) \ (R1(C) ∪R2(C)) (les autres cas).
Ainsi pour chaque cycle minimal C de G, la longueur minimale d’un cycle de C′ provenant de
C est donne´ par le nombre
r(C) = |C|+
∑
e∈R(C)(t(e)− 1)
= |C|+ ((
∑
e∈R1(C)
|Ye|) + 2|R2(C)|+ (|R(C)| − |R1(C)| − |R2(C)|))
= |C|+ |R(C)|+ |R2(C)| − |R1(C)|+
∑
e∈R1(C)
|Ye|.
Si D est un cycle minimal de G
′
, par la remarque 3.7.3, D ∈ C′ et par conse´quent la longueur
minimale d’un cycle minimal de G
′
est ≥= minC∈C(r(C)) et du the´ore`me 2.2.13 on peut conclure
que :
p2(IΓ′) + 3 ≥ minC∈C(r(C)).
3.7.6 Remarque. SoientG un graphe qui n’est pas un graphe de cordes, Γ := Γ(G) le complexe
de cliques engendre´ par G et Γ une extension binomiale de Γ telle qu’il existe un ordre admissible
pour les facettes de Γ, a` savoir, F1, . . . , Fl. Comme r(C) ≥ |C|, nous avons que p2(IΓ′) ≥ p2(IΓ).
De la de´finition 2.2.6, l’enonce´ de la proposition 3.6.9 peut-eˆtre re´e´crit de la fac¸on suivante :
p2(IΓ) <∞ si et seulement si p2(BΓ) <∞.
Finalement, en utilisant la proposition 3.7.5 et la remarque 3.6.8 on a une borne infe´rieure pour
p2(BΓ).
3.7.7 Proposition. Soient G un graphe, Γ = Γ(G) le complexe de cliques engendre´s par G
et Γ une extension binomiale de Γ telle qu’il existe un ordre admissible pour les facettes de Γ.
Soit C l’ensemble des cycles virtuels minimaux de G. Si G n’est pas un graphe de cordes, alors
minC∈C(r(C))− 3 ≤ p2(BΓ) <∞.
Cette borne qu’on a trouve´e est loin de la valeur de p2(BΓ) comme on peut le voir dans l’exemple
suivant :
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3.7.8 Exemple. Soit Γ le complexe de cliques engendre´ par le graphe G de la figure 3.7. Pour
les facettes {a, b, c} et {e, d} nous associons respectivement les matrices suivantes :
M1 =
(
a x y z v w
x y z c w b
)
, M2 =
(
d u s
u s e
)
.
Ainsi
BΓ = (ad, ce, be, bd, xd, xe, xs, xu, yd, ye, ys, yu, zd, ze, zs, zu, vd, ve, vs, vu, wd,we, ws, wu, ua,
ub, uc, sa, sb, sc, ay − x2, az − xy, ac− xz, aw − xv, ab− xw, xz − y2, zc− yz, xw − yv,
xb− yw, yc− z2, yw − zv, yb− cw, zw − cv, zb− cw, vb− w2, ds− u2, de− us, ue− s2).
De plus le complexe Γ est le complexe de cliques engendre´ par le graphe G de la figure 3.7.
Nous ordonnons les facettes de Γ de la fac¸on suivante : F1 = {a, b, c},F2 = {d, e}, F3 = {c, d},
F4 = {a, e}, et nous voyons que cet ordre est un ordre admissible. Ainsi le complexe Γ
′
existe et
c’est le complexe de clique engendre´ par le graphe G
′
dans la figure 3.7.
a
b
c
de
a
b
c
de
v
w
x
y
z
a
b
c
de
v
w
x
y
z
a
b
c
de
v
x
y
z
w
G G G
′
G
(Π)
s u s u s u
Figure 3.7 –
L’unique cycle minimal virtuel C (il est aussi un cycle minimal) de G est celui qui a comme
ensemble des areˆtes E(C) = {{a, c}, {c, d}, {d, e}, {e, a}} et on a que l’ensemble des areˆtes de C
que ne sont plus des areˆtes de G
′
est R(C) = {{a, c}, {d, e}}. Par ailleurs :
R1(C) = {e ∈ R(C) : |Fe| = 2, MFe 6= 0} = {d, e} et
R2(C) = {e ∈ R(C) : |Fe| ≥ 3, x
′
e = x
(F )
mF
et |BmFe (MFe)| > 2} = ∅.
Donc la longueur minimale d’un cycle de longueur ≥ 4 de G
′
est
r(C) ≥ |C|+
∑
e∈R1(C)
|Ye|+ |R(C)|+ |R2(C)| − |R1(C)| = 4 + 2 + 2 + 0− 1 = 7.
Sur la figure 3.7 on voit que G
′
a effectivement un unique cycle minimal C ′ de longueur 7
avec comme ensemble des areˆtes E(C ′) = {{a, v}, {v, c}, {c, d}, {d, u}, {u, s}, {s, e}, {e, a}}. Si
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un autre cycle est de longueur ≥ 4, alors il a une longueur > 7. De cette fac¸on on obtient que
4 = 7− 3 ≤ p2(BΓ). Or en utilisant Macaulay2 on obtient la table des nombres de Betti de BΓ,
qu’on e´crit ci-dessus :
βj,j+i 0 1 2 3 4 5 6 7 8 9
2 48 266 729 1224 1344 972 441 108 10 0
3 0 0 0 0 0 0 4 10 6 1
Table 3.1 – Betti-table de BΓ.
Par ailleurs, en permutant les colonnes de la matrice M1 par la permutation Π1, on obtient :
Π1(M1) =
(
a v x w y z
x w y b z c
)
.
on voit que Γ(Π1) est le complexe engendre´ par G(Π1) de la figure 3.7 et les cycles minimaux de
longueur minimale de G(Π) sont les cycles dont ensembles d’ areˆtes sont :
1. {{a, v}, {v, w}, {w, b}, {b, c}, {c, d}, {d, u}, {u, s}, {s, e}, {e, a}} ;
2. {{a, x}, {x, y}, {y, z}, {z, c}, {c, d}, {d, u}, {u, s}, {s, e}, {e, a}} ;
3. {{a, x}, {x, y}, {y, b}, {b, c}, {c, d}, {d, u}, {u, s}, {s, e}, {e, a}} ;
4. {{a, x}, {x,w}, {w, b}, {b, c}, {c, d}, {d, u}, {u, s}, {s, e}, {e, a}}.
Les longueurs de ces cycles est 9, donc p2(IΓ(Π1)
) = 9− 3 = 6 et β6,9(IΓ(Π1)) = 4 par le corollaire
2.2.15. Par la proposition 3.6.1 p2(BΓ) =≥ 6 = p2(IΓ(Π1)). Or, d’apre´s la table des nombres de
Betti de BΓ ci-dessus, nous voyons que β6,9(BΓ) = 4 et p2(BΓ) = 6 = p2(IΓ(Π1)).

Maintenant, on va ame´liorer la borne infe´rieure de p2(BΓ) dans le cas ou` G n’est pas un graphe
de cordes, car dans ce cas p2(BΓ) = ∞. Pour reussir, on va de´finir le concept de sustitution
locale pour toute permutation de PΓ qu’on a de´ja` e´tudie´ pour la permutation identite´.
3.7.9 De´finition. Soient G un graphe, Γ = Γ(G) le complexe de cliques engendre´ par G et
Γ une extension binomiale de Γ. Soient Π ∈ PΓ et e = {xe, x
′
e} une areˆte de G. On dit que
e est un areˆte vrituelle si e /∈ G
(Π)
:= (Γ
(Π)
)1. Soit Fe l’unique facette de Γ contenant e. Un
substitution Π-locale de e dans G
(Π)
est un chemin Pe de xe vers x
′
e dans F e qui n’est pas
de cordes et pour tout x ∈ (V (C) \ e) il n’existe pas une areˆte dans E(G
(Π)
) de x a` un sommet
dans V (Pe) \ e.
3.7.10 Remarque. Du the´ore`me 3.6.6 on peut conclure que pour toute permutation Π ∈ PΓ
tout cycle minimal de G
(Π)
est obtenu a` partir d’un cycle Π-minimal virtuel C de G en changeant
toute areˆte virtuelle e de C par une substitution Π-local de e dans G
(Π)
. Par ailleurs, si C est
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un cycle minimal virtuel quand on change les areˆtes virtuelles e de C par des substitutions
Π-locales, on obtient un cycle de G
Π
mais il n’est pas ne´cessairement un cycle minimal de G
(Π)
comme on a de´ja vu au cas ou` Π est la permutation identite´ (voir example 3.7.4).
3.7.11 De´finition. Soient G un graphe, Γ = Γ(G) le complexe de cliques engendre´ par G, Γ
une extension binomiale de Γ et Π ∈ PΓ. Soit C un cycle minimal virtuel de G. On pose par
CslΠ(C) tous les cycles de G
(Π)
obtenus a` partir de C en remplac¸ant chaque areˆte virtuelle de C
par des substitutions Π-locales. On pose aussi CΠ = ∪C∈CC
sl(C).
En posant DΠ la famille de tous les cycles minimaux de G
Π
, par la remarque 3.7.10 on a que
DΠ ⊂ CΠ et par consequent en utilisant le corollaire 2.2.15 on a :
p2(IΓ(Π)
) + 3 ≥ minD∈DΠ |D| ≥ minC(Π)∈CΠ |C
(Π)| (3.5)
3.7.12 De´finition. Soient G un graphe, Γ = Γ(G) le complexe de cliques engendre´ par G,
Γ une extension binomiale de Γ et Π ∈ PΓ. Soit C un cycle minimal virtuel de G et Pe une
substitution locale dans G
(Π)
de longueur minimale et on notera cette longueur par par tΠ(e). Si
e n’est pas une areˆte virtuel de G, on pose tΠ(e) := 1.
De cette de´finition et de l’e´quation 3.5 on a :
p2(IΓ(Π)
) + 3 ≥ minC(Π)∈CΠ |C
(Π)| = minC∈C(
∑
e∈E(C)
tΠ(e)) (3.6)
ou` C sont tous les cycles virtuels minimaux de G. Ainsi, on essaiera de calculer tΠ(e) pour tout
areˆte virtuel d’un cycle minimal virtuel de G.
3.7.13 Proposition. Soient G un graphe, Γ = Γ(G) le complexe de cliques engendre´ par G et
Γ une extension binomiale de Γ. Soit Π ∈ PΓ. Pour toute areˆte virtuelle e de G il existe une
facette unique F contenant a` e telle que e = {x
(F )
0 , x
(F )
k } et Y
(F )
k 6= ∅. Nous avons :
1. S’il existe x ∈ Fe \ VΓ(MFe) tel que pour tout sommet x
′ ∈ V (C), {x, x′} /∈ E(Γ), alors
tΠ(e) = 2.
2. Au contraire, on pose J lsF = {j ∈ {1, . . . ,mF } : ∀x
′ ∈ (V (C) \ e), {x
(F )
j , x
′} /∈ E(Γ)} ∪ {k}
(a) Si minj∈J ls
Fe
(|Y
(F )
j |) < |Y
(F )
k |, alors tΠ(e) ≤ min1≤j≤mF (|Y
(F )
j |) + 2.
(b) Si minj∈J ls
Fe
(|Y
(F )
j |) = |Y
(F )
k |, alors tΠ(e) ≤ min1≤j≤mF (|Y
(F )
j |) + 1.
Preuve. Soit Π ∈ PΓ
1. S’il existe x ∈ Fe \ VΓ(MFe) tel que pour tout sommet x
′ ∈ V (C), {x, x′} /∈ E(Γ), alors
{x
(F )
0 , x}, {x, x
(F )
k } ∈ E(G
(Π)
) et {x
(F )
0 , x}, {x, x
(F )
k } est un remplacement de e dans G
(Π)
et tΠ(e) = 2.
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2. On peut supposer que MF a une des formes suivantes : Soit
MFe =
(
x
(F )
0 y
(F )
11 . . . y
(F )
1n1
y
(F )
21 . . . y
(F )
2n2
. . . y
(F )
mF 1
. . . y
(Fe)
mFenmF
y
(F )
11 y
(F )
12 . . . x
(F )
1 y
(F )
22 . . . x
(F )
2 . . . y
(F )
mF 2
. . . x
(F )
mF
)
, soit
MF =
(
x
(F )
0 y
(F )
21 . . . y
(F )
2n2
. . . y
(F )
mF 1
. . . y
(F )
mFnmF
x
(F )
1 y
(F )
22 . . . x
(F )
2 . . . y
(F )
mF 2
. . . x
(F )
mF
)
.
L’analyse suivant est valable pour quoi qu’il soit la matrice MFe . A` partir d’ici jusqu’a` la
fin de la preuve on e´crira z a` la place de z(F ).
Comme x0, yj1, avec j ∈ {2, . . . ,mF } sont uniquement dans la premie`re ligne de MF
et que y1,1 apparait uniquement dans la meˆme ligne et la meˆme colonne que x0 dans
MF , nous avons que pour tout j ∈ {1, . . . ,mF }, x0yj1 n’est jamais un terme initial d’un
mineur 2 × 2 de MF avec l’ordre >Π, ainsi, graˆce a` la remarque 3.4.14, {x0, yj1} est
toujours une areˆte de G
(Π)
. Comme Π est une permutation admissible (voir de´finition
3.4.4) pour tous j ∈ {1, . . . ,mF } et i ∈ {1, . . . , ni}, ni yjiyji+1 ni yjnjxj ne sont pas des
termes initiaux des mineurs 2 × 2 de MF avec l’ordre >Π, ainsi, par la remarque 3.4.14,
{yji, yji+1}, {yjnj , xj} ∈ E(G
(Π)
). Finalement, comme xj avec j ∈ J
ls
Fe
est uniquement a` la
deuxie`me ligne deMF , nous avons que pour tout j ∈ J
ls
Fe
, xkxj n’est jamais un terme initial
des mineurs 2× 2 de MF avec l’ordre >Π, ainsi, par la remarque 3.4.14, {xk, xj} ∈ G
(Π)
.
Nous pouvons donc construire pour tout j ∈ J lsFe un chemin Pj de x0 vers xk ou` il n’y a
pas de cordes, avec pour ensemble d’areˆtes :
– E(Pj) = {{x0, yi1}, {yi1, yi2}, . . . , {yini , xi}, {xi, xk}} pour tout i ∈ {1, . . . , k − 1, k +
1, . . . ,mF }, et
– E(Pk) = {{x0, yk1}, {yk1, yk2}, . . . , {yknk , xk}}.
De cette fac¸on :
(a) Si minj∈J ls
Fe
(|Y
(F )
j |) < |Y
(F )
k |, alors il existe j ∈ J
ls
Fe
, tel que Pj est un chemin de
x0 vers xk de longueur |Pj | ≤ |Pj′ | pour tout j
′ ∈ J lsFe et ainsi tΠ(e) ≤ |Pj | =
minj∈J ls
Fe
(|Y
(F )
j |) + 2.
(b) Si minj∈J ls
Fe
(|Y
(F )
j |) = |Y
(F )
k |, alors |Pk| ≤ |Pj | avec j ∈ {1, . . . , k − 1, k + 1, . . . ,mF },
et ainsi tΠ(e) ≤ |Y
(F )
k |+ 1 = minj∈J lsFe
(|Y
(F )
j |) + 1.
Maintenant, on va chercher une permutation Π
′
pour laquelle les ine´galite´s au sens large de
la proposition 3.7.13 sont des e´galite´s. De cette fac¸on, en posant C = {C cycles minimal Π −
virtuel de G}, on aura que pour toute permutation Π ∈ PΓ :
p2(IΓ(Π)
) ≤ maxΠ∈PΓ
(
p2(I(Γ
(Π)
))
)
= p2(I
Γ
(Π
′
)
).
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Comme pre´ce´demment, soient G un graphe, Γ = Γ(G) le complexe de cliques engendre´ par G
et Γ une extension binomiale de Γ tel qu’il existe un ordre admissible pour les facettes de Γ. A`
chaque facette F de Γ telle que F 6= F , on a associe´ a` F une matrice
MF =
(
x
(F )
0 y
(F )
i11
. . . y
(F )
1n1
y
(F )
i21
. . . y
(F )
2n2
. . . y
(F )
mF 1
. . . y
(F )
mFnmF
y
(F )
11 y
(F )
12 . . . x
(F )
1 y
(F )
22 . . . x
(F )
2 . . . y
(F )
mF 2
. . . x
(F )
mF
)
.
La matrice MF peut eˆtre represente´e de la fac¸on suivante :
MF = (B
(F )m
0 |B
(F )
1 | · · · |B
(F )
mF
),
ou`
B
(F )
0 =
(
x
(F )
i0
y
(F )
i11
)
et B
(F )
j =
(
y
(F )
ij1
. . . y
(F )
ijnj1
y
(F )
ij2
. . . x
(F )
ij
)
,
pour j = 1, . . . ,mF
3.7.14 De´finition. Soient G un graphe, Γ = Γ(G) le complexe de cliques engendre´ par G, Γ
une extension binomiale de Γ et F une facette de Γ pour laquelle on associe une matrice MF .
On note Π∗F (MF ) la permutation de colonnes de la matrice MF avec laquelle on obtient :
Π∗F (MF ) = (B
F
0 |B
′(F )
1 | · · · |B
′(F )
s ),
ou` s = max{n1, . . . , nmF } et ou`, pour j ∈ {1, . . . ,mF }, B
′(F )
j est la matrice forme´e par
toutes les j-ie`mes colonnes des blocs B
(F )
1 , · · · , B
(F )
mF ordonne´es dans l’ordre standard. Soient
F1, . . . , Fk, Fk+1, . . . , Fl les facettes de Γ telles que pour i = 1, . . . , k, Fi 6= F i et pour i =
k + 1, . . . , l Fi = F i. On pose Π
∗ = (Π∗F1 , . . . ,Π
∗
Fk
).
La proposition suivante de´coule imme´diatement de la de´finition 3.7.14
3.7.15 Proposition. Soient G un graphe, Γ = Γ(G) le complexe de cliques engendre´ par G,
Γ une extension binomiale de Γ et F une facette de Γ telle que F 6= F . Alors Π∗F est une
permutation admissible (voir de´ﬁnition 3.4.4) et par conse´quent Π∗ ∈ PΓ.
3.7.16 Proposition. Soient G un graphe, Γ = Γ(G) le complexe de cliques engendre´ par G
et Γ une extension binomiale de Γ telle qu’il existe un ordre admissible pour les facettes de Γ,
a` savoir, F1, . . . , Fl. Pour toute areˆte e virtuelle de G nous avons que e = {x
F
0 , x
F
k } pour une
certaine facette de F et Y Fk 6= ∅. Alors :
1. S’il existe x ∈ Fe \ VΓ(MFe) tel que pour tout sommet x
′ ∈ V (C), {x, x′} /∈ E(Γ), alors
tΠ(e) = 2.
2. Au contraire, on pose J lsF = {j ∈ {1, . . . ,mF } : ∀x
′ ∈ (V (C) \ e), {x
(F )
j , x
′} /∈ E(Γ)} ∪ {k}
(a) Si minj∈J ls
Fe
(|Y
(F )
j |) < |Y
(F )
k |, alors tΠ∗(e) = minj∈J lsFe
(|Y
(F )
j |) + 2.
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(b) Si minj∈J ls
Fe
(|Y
(F )
j |) = |Y
(F )
k |, alors tΠ∗(e) = minj∈J lsFe
(|Y
(F )
j |) + 1.
Preuve. De la proposition 3.7.13 nous avons que les e´nonce´s (1) est vrais. Il ne nous reste qu’a`
de´montrer l’e´nonce´ (2)
2. Comme e est une areˆte virtuelle de G il y a une matrice MF 6= 0 qu’on peut supposer de
la forme suivante :
MF =
(
x
(F )
0 y11 . . . y1n1 y21 . . . y2n2 . . . ymF 1 . . . ymFnmF
y11 y12 . . . x1 y22 . . . x2 . . . ymF 2 . . . xmF
)
.
A` partir d’ici jusqu’a` la fin de la preuve on e´crira z a` la place de z(F ). On pose ηe =
min1≤j≤mF (|Y
(F )
j |). D’apre`s la remarque 3.4.14 et la de´finition de Π
∗
F (MF ), on note que
{x0, yj1} avec j ∈ {1, . . . ,mF } sont toutes les areˆtes de G
(Π∗)
avec x0 comme sommet ; de
plus, si {yji, z} est une areˆte de G
(Π∗)
, alors z 6= yji. Soit z est un e´le´ment qui apparait
dans la deuxie`me ligne de Π∗F (MF ) de la colonne ou` apparait yji dans la premie`re ligne,
soit il est un e´le´ment de la deuxie`me ligne de Π∗F (MF ) dans une colonne ante´rieure a` la
colonne ou` apparait yji dans la premie`re ligne. En outre, {xj , xj′} ∈ E(G
(Π∗)
) pour tout
j ∈ J lsFe et pour j = 1, . . . , s = max{n1, . . . , nmF }, tout e´le´ment z de la deuxie`me ligne du
bloc B
′(F )
j different de xj , with j ∈ {1, . . . ,mF }, apparait dans la premie`re ligne du bloc
B
′(F )
j+1 de Π
∗
F (MF ) (voir de´finition 3.7.14). Ainsi, un chemin de x0 vers xk dans G
(Π)
doit
passer par au moins un e´le´ment de la premie`re ligne du bloc B′1, jusqu’au B
′
ηe , donc toute
chemin P de longueur minimale de x0 vers xk doit contenir dans son ensemble de sommets
V (P ) un ensemble V ′ = {z1, . . . , zηe} tel que zi ∈ L1(B
′
j)
(F ). Par ailleurs, on remarque
qu’on a les deux cas suivants :
(a) si ηe := minj∈J ls
Fe
(|Y
(F )
j |) < |Y
(F )
k |, alors xe ∈ B
′
i avec ne < i < s ; de plus, on
remarque que pour tout e´le´ment z ∈ L1(B
′
ηe)
(F ) tel qu’il y a un chemin de z vers x0,
le chemin est de longueur ≥ 2. Dans le cas contraire, comme z ∈ L1(B
′
ηe)
(F ), z se´rait
relie´ uniquement a` des e´le´ments qui sont dans la deuxie`me ligne de Π∗F (MF ) mais qui
sont dans une colonne a` gauche de la colonne ou` z apparait, ou bien dans la meˆme
colonne que z ; par conse´quent xk serait dans B
′
j avec 1 ≤ j ≤ ηe, mais xk ∈ B
′j avec
ηe < j < s, donc s’il y a un chemin de z vers x0, ce chemin est de longueur ≥ 2. Par
contre, soit xk ∈ B
′
j avec ηe < j < s, le chemin R ⊂ G
(Π)
avec comme ensemble des
areˆtes
E(R) = {{x0, yj′1}, {yj′1, yj′2}, . . . , {yj′ηe, xj′}, {xj′ , x
′
e}}
est un chemin de x0 vers xk et, de notre raisonnement pre´ce´dent, on de´duit que R est
un remplacement de e dans G
(Π)
et de cette fac¸on nous concluons que tΠ∗(e) = ηe+2.
(b) si ηe := minj∈J ls
Fe
(|Y
(F )
j |) = |Y
(F )
k |, alors, pour 1 ≤ j
′ ≤,mF avec nj′ = |Y
(F )
j′ | = ηe,
le chemin R′ ⊂ G
(Π∗)
avec l’ensemble des areˆtes
E(R′) = {{x0, yk1}, {yk1, yk2}, . . . , {ykηe , ykηe+1}, {ykne+1, xk}}
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est un remplacement de e dans G
(Π)
. Ainsi tΠ∗(e) = ηe + 1.
3.7.17 Remarque. Soient G un graphe, Γ = Γ(G) le complexe de cliques engendre´ par G et
Γ une extension binomiale de Γ telle qu’il existe un ordre admissible pour les facettes de Γ, a`
savoir, F1, . . . , Fl. Alors pour toute Π ∈ PΓ
minC∈C(
∑
e∈E(C)
tΠ(e)) ≤ minC∈C(
∑
e∈E(C)
tΠ∗(e)).
Maintenant on est pre`t a` donner une meilleure borne infe´rieure de p2(BΓ) que celle obtenue dans
la proposition 3.7.7. Mais avant, pour chaque cycle Π-minimal virtuel C de G, on pose :
R(Π
∗)(C) = {e ∈ E(C)|e /∈ E(G
(Π∗)
)}.
Donc, pour chaque e ∈ R(Π
∗)(C) il existe une facette Fe unique de Γ telle que Fe 6= F e =
Fe∪Y
(Fe), ou` Y (Fe) =
⋃mFe
i=1 Y
(Fe)
i et e = {x
(Fe)
0 , x
(Fe)
k }, par de´finition d’extension binomial. Pour
chaque e ∈ R(Π
∗)(C), soient J lsFe = {j ∈ {1, . . . ,mF } : ∀x
′ ∈ (V (C)\e), {x
(F )
j , x
′} /∈ E(Γ)}∪{k},
ηe := minj∈J ls
Fe
(|Y
(Fe)
j |) et nous posons les sous-ensembles de R
Π(C) suivants :
R
(Π∗)
1 (C) = {e ∈ R
(Π∗)(C)|∃x ∈ Fe \ VΓ(MFe), ∀x
′ ∈ V (C), {x, x′} /∈ E(Γ)};
R
(Π∗)
2 (C) = {e ∈ R
Π∗(C) \R
(Π∗)
1 (C)|Fe \ VΓ(MFe) = ∅, et |Y
(Fe)
k | > ηe};
R
(Π∗)
3 (C) = {e ∈ R
Π∗(C) \R
(Π∗)
1 (C)|Fe \ VΓ(MFe) = ∅, et |Y
(Fe)
k | = ηe}.
3.7.18 The´ore`me. Soient G un graphe, Γ = Γ(G) le complexe de cliques engendre´ par G et
Γ une extension binomiale de Γ telle qu’il existe un ordre admissible pour les facettes de Γ, a`
savoir, F1, . . . , Fl. Alors
1. p2(BΓ) ≥ minC(Π∗)∈CΠ∗ (|C
(Π)|)− 3.
2. p2(BΓ) ≥= minC∈C
(
|C|+ |R
(Π∗)
1 (C)|+ |R
(Π∗)
2 (C)|+
∑
e∈R
(Π∗)
2 (C)∪R
(Π∗)
3 (C)
ηe
)
− 3.
Preuve.
1. De la proposition 3.7.16 on a que pour tout Π ∈ P et tout cycle minimal virtuel C de G :∑
e∈E(C)
tΠ(e) ≤
∑
e∈E(C)
tΠ∗(e).
De plus, par la proposition 3.6.1 et l’e´quation 3.6 on a :
p2(BΓ) ≥ p2(IΓ(Π
∗)) ≥ minC(Π∗)∈CΠ∗ (|C
(Π)|)− 3.
2. De l’e´quation 3.6
minC(Π∗)∈CΠ∗ |C
(Π)| = minC∈C(
∑
e∈E(C)
tΠ∗(e)) ≥ minC∈C(
∑
e∈E(C)
tΠ(e)).
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En plus de la proposition 3.7.16, on de´duit :∑
e∈C t(Π∗)(e) =
∑
e∈E(C)−R(Π∗)(C) tΠ∗(e) +
∑
e∈R
(Π∗)
1 (C)
t(e) +
∑
e∈R
(Π∗)
2 (C)
tΠ∗(e) +
∑
e∈R
(Π∗)
3 (C)
tΠ∗(e)
=
∑
e∈E(C)−R(Π∗)(C) 1 +
∑
e∈R
(Π∗)
1 (C)
2 +
∑
e∈R
(Π∗)
2 (C)
(ηe + 2) +
∑
e∈R
(Π∗)
3 (C)
(ηe + 1)
=
∑
e∈E(C) 1 +
∑
e∈R
(Π∗)
1 (C)
1 +
∑
e∈R
(Π∗)
2 (C)
1 +
∑
e∈R
(Π∗)
2 (C)∪R
(Π∗)
3 (C)
(ηe)
= |C|+ |R1(C)|+ |R2(C)|+
∑
e∈R
(Π∗)
2 (C)∪R
(Π∗)
3 (C)
(ηe).
Alors, du point 1. on a :
p2(BΓ) ≥ minC∈C(|C|+ |R
(Π∗)
1 (C)|+ |R
(Π∗)
2 (C)|+
∑
e∈R
(Π∗)
2 (C)∪R
(Π∗)
3 (C)
ηe)− 3.
3.7.19 Exemple. Nous conside´rerons le complexe de cliques Γ = Γ(G) et l’extension Γ de
l’exemple 3.7.8. Donc :
Π∗(M1) =
(
a x v y w z
x y w z b c
)
et Π∗(M2) =M2 =
(
d u s
u s e
)
,
L’unique cycle minimal C deG est celui qui a comme ensemble des areˆtes E(C) = {{a, c}, {c, d}, {d, e}, {e, a}}
et nous avons que l’ensemble des areˆtes de C qui ne sont plus des areˆtes de Γ
(Π∗)
est
R(Π
∗)(C) = {{a, c}, {d, e}}. Ainsi η{a,c} = 2, η{d,e} = 2 et
R
(Π∗)
1 (C) = {e ∈ R
(Π∗)(C)|∃x ∈ Fe \ VΓ(MFe), ∀x
′ ∈ V (C), {x, x′} /∈ E(Γ)} = ∅;
R
(Π∗)
2 (C) = {e ∈ R
Π∗(C) \R
(Π∗)
1 (C)|Fe \ VΓ(MFe) = ∅, et |Y
(Fe)
k | > ηe} = {{d, e}}; et
R
(Π∗)
3 (C) = {e ∈ R
Π∗(C) \R
(Π∗)
1 (C)|Fe \ VΓ(MFe) = ∅, et |Y
(Fe)
k | = ηe} = {{a, d}}.
Alors, graˆce au the´ore`me 3.7.18
p2(BΓ) ≥ minC∈C(|C|+ |R
(Π∗)
1 (C)|+ |R
(Π∗)
2 (C)|+
∑
e∈R
(Π∗)
2,3 (C)
ηe)− 3
= (4 + 0 + 1 + (2 + 2))− 3
= 6.

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Chapitre 4
Proprie´te´ N2,p pour certaines
extensions binomiales
Soient G un graphe a` n sommets, Γ le complexe de cliques engendre´ par G, Γ une extension
binomiale de Γ. Dans ce chapitre on e´tudiera deux cas de l’extension binomiale BΓ = IΓ + JΓ.
D’abord le cas ou` JΓ est un ide´al torique ; on trouvera pour certains cas une borne supe´rieure
de p2(BΓ). De plus on verra qu’avec d’autres restrictions la borne supe´rieure co¨ıncide avec la
borne infe´rieure qu’on a trouve´ dans le the´ore`me 3.7.18. De cette fac¸on, dans certains cas, on
calculera la valeur exacte de p2(BΓ). Dans le deuxie`me cas, nous conside´rerons le cas ou` G est
un graphe de cordes et nous calculerons tous les nombres de Betti de BΓ en utilisant le the´ore`me
2.3.8.
4.1 Extension binomiale torique d’un graphe
4.1.1 Notation. Soient G un graphe a` n sommets, Γ est le complexe de cliques engendre´ par
G, Γ une extension binomiale de Γ, m = |V (Γ)| et F1, . . . , Fk, Fk+1, . . . , Fl un ordre admissible
sur les facettes de Γ, ou` Fi 6= F i avec i ∈ {1, . . . , k} et Fi = F i avec i ∈ {k + 1, . . . , l}. De
plus, on notera x = (x1, . . . , xn) l’ensemble de variables qu’on identifie avec les sommets de Γ,
y l’ensemble de variables qu’on identifie avec les sommets de Γ qui ne sont pas sommets de Γ et
z = (x,y). Ainsi IΓ est un ide´al de k[x], et BΓ est un ide´al de k[z]. E´tant donne´e F une facette
de Γ on nomme VΓ(MF ) l’ensemble des sommets de Γ qui apparaissent en MF , si MF est de´fini ;
sinon VΓ(MF ) = ∅. En plus VΓ(MF ) sont tous les e´le´ments de F qui apparaissent dans MF .
L’objectif de cette section est de trouver p2(BΓ) dans le cas ou` JΓ est un ide´al torique. Dans
cette perspective, on utilisera la formule de Bruns-Herzog (voir 1.7.6). Pour pouvoir appliquer
cette formule on a besoin de prouver que IΓ satisfait l’hypothe`se suivante : si z
α − zβ ∈ JΓ tel
que zα ∈ IΓ, donc z
β ∈ IΓ. Pour montrer que cette hypothe`se est satisfaite, on utilisera le lemme
suivant :
4.1.2 Lemme. Soient G un graphe, Γ = Γ(G) son complexe de cliques, Γ une extension
binomiale de Γ telle que JΓ est un ide´al torique. Soit F une facette de Γ telle que F 6= F . Pour
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tout mineur 2 × 2 de la matrice MF , z
α − zβ, et tout γ ∈ Nm nous avons que zγ+α ∈ IΓ si et
seulement si zγ+β ∈ IΓ. En particulier si z
γ+α ∈ IΓ, alors z
γ(zα − zβ) ∈ IΓ.
Preuve. Pour montrer que zγ+α ∈ IΓ si et seulement si z
γ+β ∈ IΓ, il suffit de montrer que si
zγ+α ∈ IΓ alors z
γ+β ∈ IΓ, car z
β − zα = −(zα − zβ) est un mineur de MF .
Comme zα − zβ est un mineur 2 × 2 de la matrice MF , nous devons avoir γ 6= 0, car sinon
zα ∈ IΓ, ce qui par de´finition de MF , n’est pas possible. Par ailleurs, comme z
γ+α ∈ IΓ, il existe
z1, z2 ∈ V (Γ) tels que z1z2 ∈ IΓ et z1z2|z
γ+α. Nous avons trois cas :
1. Soit z1|z
α et z2|z
α. Donc zα ∈ IΓ, mais nous avons de´ja` dit que par de´finition de MF , cela
n’est pas possible.
2. Soit z1|z
α ou z2|z
α mais pas tous les deux a` la fois. Alors, nous pouvons supposer z1|z
α
et z2 ∤ zα ; donc z2|zγ . Comme z1|zα, nous avons que z1 ∈ F . En outre, z1z2 ∈ IΓ, donc
z2 /∈ F et il existe F
′ facette de Γ telle que z2 ∈ F ′. Comme z
α − zβ est un mineur 2× 2
de MF , il existe z
′
1, z
′
2 ∈ VΓ(MF ) ⊂ F tels que z
β = z′1z
′
2 et nous avons deux cas :
(a) z′1 = z
′
2. Alors z
′
1 ∈ Y
(F ), d’ou` z′1 /∈ F
′.
(b) z′1 6= z
′
2. Alors z
′
1 /∈ F
′
ou z′2 /∈ F
′
pour tout F ′ facette de Γ telle que z2 ∈ F . Dans le
cas contraire, c’est a` dire s’il exise F ′ facette de Γ telle que z2 ∈ F et z
′
1, z
′
2 ∈ F
′
, alors
{z′1, z
′
2} ∈ F ∩ F
′, donc {z′1, z
′
2} ∈ F ∩ F
′ et {z′1, z
′
2} n’est pas une areˆte propre de Γ.
Comme zα − z′1z
′
2 est un mineur de MF , on a que x
F
0 ∈ {z
′
1, z
′
2}, donc par de´finition
de BΓ, {z
′
1, z
′
2} est une areˆte propre de Γ. Par conse´quent z
′
1 /∈ F
′ ou z′2 /∈ F
′ pour
tout F ′ facette de Γ telle que z2 ∈ F .
Ainsi, dans le deux cas il existe z′ ∈ F tel que z′|zβ et z′ /∈ F ′ pour tout F ′ facette de Γ
telle que z2 ∈ F . En conse´quence z
′z2 ∈ IΓ. De plus z
′z2|z
γ+β , donc zγ+β ∈ IΓ.
3. Soit z1 ∤ zα et z2 ∤ zα. Alors z1z2|zγ . Donc z1z2|zγ+β et de cette fac¸on zγ+β ∈ IΓ.
4.1.3 Proposition. Soient G un graphe, Γ = Γ(G) son complexe de cliques, Γ une extension
binomiale de Γ ou` JΓ est torique. Si z
α − zβ ∈ JΓ tel que z
α ∈ IΓ, alors z
β ∈ IΓ.
Preuve. Comme zα−zβ ∈ JΓ, il existe a1, . . . , an ∈ k, γ1, . . . , γn ∈ N
m, F1, . . . , Fn facettes de Γ
et b1, . . . , bn mineurs des matricesMF1 , . . . ,MFn respectivement, tels que z
α−zβ =
∑n
i=1 aiz
γibi.
Soit
K := {i ∈ {1, . . . , n : un des monoˆmes de zγibi ∈ IΓ}.
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K 6= ∅, puisque il doit exister i ∈ {1, . . . , n} tel que zα est un monoˆme de zγibi. Par le lemme
4.1.2, si un des monoˆmes de zγibi ∈ IΓ, les deux monoˆmes de z
γibi appartient a` IΓ. Donc
zα − zβ =
∑
i∈K
aiz
γibi +
∑
i/∈calK
aiz
γibi.
s Si zβ apparait dans un terme de
∑
i∈K aiz
γibi, alors z
β ∈ IΓ.
s Si zβ n’apparait pas dans un terme de
∑
i∈K aiz
γibi, alors z
β apparait dans
∑
i/∈K aiz
γibi.
Comme aucun monoˆme de la premie`re somme n’apparait pas dans la deuxie`me somme, on a :
zα −
∑
i∈K
aiz
γibi = z
β −
∑
i/∈K
aiz
γibi = 0.
Donc zα ∈ JΓ, mais ce qui contredit le fait que JΓ soit torique. Par consequent ce cas ne pas
possible.
E´tant donne´ h ∈ ΣJΓ le nombre de Betti βi,h(BΓ) peut eˆtre calcule´ par la formule de Bruns-
Herzog (voir 1.7.6) en utilisant la proposition 4.1.3. on donnera un exemple ou` JΓ est torique,
pour illustrer l’utilisation de cette formule.
4.1.4 Exemple. Soit Γ le complexe de cliques engendre´ par le graphe G de la figure 4.1. De la
figure 4.1, p2(IΓ) = 1, puisque l’unique cycle minimal de G est C avec comme ensemble d’areˆtes
E(C) = {{a, c}, {c, d}, {d, e}, {e, a}}.
a a
bb
c c
d dee
z
G
a
b
c
de
G
(Π1)
G
′
y
z
y
Figure 4.1 –
Soient Γ l’extension binomial de Γ et G le 1-squelette de l’extension binomiale Γ dont matrice
pour la facette {a, b, c} est :
MF1 =
(
a z y
z c b
)
.
Donc, BΓ = IΓ+JΓ ⊂ k[z] ; ou` IΓ = (ad, ce, bd, be, yd, ye, ze, zd}, JΓ = (ac−z
2, ab−zy, zb−cy) et
les cycles minimaux de Γ
′
1 = G
′ proviennent de C et ils sont : C ′1 et C
′
2, dont les ensembles d’areˆtes
sont E(C ′1) = {{a, z}, {z, c}, {c, d}, {d, e}, {e, a}} et E(C
′
2) = {{a, y}, {y, c}, {c, d}, {d, e}, {e, a}},
respectivement. On pose a1 = deg(azcde) et a2 = deg(aycde). Nous allons calculer les nombres
de Betti de BΓ pour ces deux degre´s.
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1. Pour a1. Nous avons que a1 = {azcde, z
3de}, puisque azcde − z3de est l’unique binoˆme
de JΓ de degre´ sur ΣJΓ e´gal a` a1, donc
Ωa1 = {F ⊂ V (Γ) : ∃β, γ ∈ N
7, degΣ(JΓ)(β) = a1, z
β − zγzsupp(F ) ∈ JΓ}
= {F ⊂ V (Γ) : ∃γ ∈ N7, azcde− zγzsupp(F ) ∈ JΓ ou z
3de− zγzsupp(F ) ∈ JΓ}
=< {a, z, c, d, e} >
et
Ψa1 = {F ∈ Ωa1 : ∃β, γ ∈ N
m, degΣ(JΓ)(β) = b, z
β − zγzsupp(F ) ∈ JΓ, z
γ ∈ IΓ}
= {F ⊂ {a, z, c, d, e} : ∃γ ∈ N7, azcde− zγzsupp(F ) ∈ JΓ ou z
3de− zγzsupp(F ) ∈ JΓ
et zγ ∈ IΓ}.
Mais, si F ⊂ {a, z, c, d, e} tel que z3de/zsuppF ∈ IΓ, alors soit F = {z, d}, soit F = {z, e}
et il s’en suit que azcde/zsuppF ∈ IΓ. Ainsi,
Ψa1 = {F ⊂ {a, z, c, d, e} : ∃γ ∈ N
7, z3de− zγzsupp(F ) ∈ JΓ et z
γ ∈ IΓ}
= {F ⊂ {a, z, c, d, e} : ∃γ ∈ N7, zγzsupp(F ) = azcde et zγ ∈ IΓ}
= {F ⊂ {a, z, c, d, e} : azcde/zsuppF ∈ IΓ}
= {F ⊂ C ′1 : F
C /∈ Γ}
= (ΓC′1)
A
En utilisant la formule de Bruns-Herzog 1.7.6 et la dualite´ d’Alexander 1.6.12 nous avons
que :
βi,a1(BΓ) = dimkH˜i(Ωa1 ,Ψa1 , k)
= dimkH˜i(C, (ΓC′1)
A, k)
= dimkH˜5−2−i(ΓC′1 , k)
=
{
1 si 3− i = 1,
0 si 3− i 6= 1
De la`, il vient : β2,a1(BΓ) = 1 et βi,a1(BΓ) = 0, pour i 6= 2
2. Pour a2. Ce deuxie`me cas de´coule de l’argument suivant :
La permutation
Π1(MF1) =
(
a y z
z b c
)
est une permutation permissible pour MF1 et Γ
(Π1)
1 est le graphe G
(Π1) de la figure 4.1
qu’on a obtenu en utilisant la proposition 3.4.15. En e´tudiant le graphe G(Π1) de la figure
4.1 on remarque que l’unique cycle minimal de taille 5 de G(Π1) est C ′1, donc β2,5(IΓΠ1 ) = 1.
En outre, du corollaire 2.2.15 et du the´ore`me 3.2.6 on de´duit que
1 = β2,5(IΓ(Π1)) ≥ β2,5(BΓ) =
∑
a∈Σ(JΓ),|a|=5
β2,a(BΓ) ≥ β2,a1(BΓ) = 1,
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et comme a2 6= a1, nous avons que β2,a2(BΓ) = 0.
A` des fins pe´dagogiques nous allons maintenant recalculer β2,a2(BΓ) en utilisant la formule
de Bruns-Herzog. Nous avons que a2 = {aycde, z
2yde, abzde}, donc :
Ωa2 =< {a, y, c, d, e}, {a, b, z, d, e}, {y, z, d, e} >,
et
Ψa2 = {F ⊂ Ωa2 : ∃β, γ ∈ N
7, degΣJ
Γ
(β) = a2 z
β − zγzsupp(F ) ∈ JΓ et z
γ ∈ IΓ}
= {F ⊂ V (Γ) : soit aycde/zsuppF ∈ IΓ, soit y
2cde/zsuppF ∈ IΓ, soit abzde/z
suppF ∈ IΓ}
=< {a, y, d}, {a, c, d}, {a, c, e}, {y, c, e}, {a, z, d}, {a, z, e}, {a, b, d}, {a, b, e}, {z, b, e}, {y, z, d},
{z, y, e} > .
Nous savons par la formule de Herzog-Bruns 1.7.6 que βi,a2 = dimkH˜i(Ωa2 ,Ψa2 , k). Comme
Ωa2 est un coˆne de sommet distingue´ e, on a que H˜i(Ωa2 , k) = 0 pour tout i ≥ 0, d’apr‘es
la proposition 1.6.9. De la proposition 1.6.11, on conclut que
βi,a2 = dimkH˜i(Ωa2 ,Ψa2 , k) = dimkH˜i−1(Ψa2 , k).
Maintenant, par la formule de Hochster 1.7.6 applique´e a` l’ideal monomial IΨa2 associe´
au complexe simplicial Ψa2 , on a β2,a2(BΓ) = dimkH˜1(Ψa2 , k) = β4,7(IΨa2 ). En utilisant
Macaulay2 on a que dimproj(IΨa2 ) = 3, ce qui implique que β2,a2(BΓ) = β4,7(IΨa2 ) = 0.

De l’exemple 4.1.4 on peut remarquer que le calcul du nombre βi,h(BΓ) est complexe, puisque il
revient a` calculer une homologie relative ; de plus calculer Ωh et Ψh n’est pas chose aise´e, meˆme
si dans l’exemple 4.1.4 le calcul de Ωh e´tait facilite´ par le fait que les mineurs de MF1 e´taient
une base de Gro¨bner de JΓ. En ge´ne´ral, les mineurs des matrices MF1 , . . . ,MFk ne forment pas
une base de Gro¨bner de JΓ et cela empeˆche de connaitre les binoˆmes de JΓ qui de´crivent Ωh.
4.1.5 Exemple. Soient G le graphe de l’exemple 4.1.4 et Γ le complexe de cliques associe´ a`
G. On associe aux facettes F1 = {a, b, c}, F2 = {c, w} et F3 = {a, e} les matrices :
MF1 =
(
a x y z
x y c b
)
, MF2 =
(
c w
w d
)
, MF3 =
(
a u v
u v e
)
.
Γ est l’extension de Γ par rapport a` ces matrices. Nous pouvons voir que F1, F2, F3 sont ordonne´es
avec un ordre admissible. On utilise cela pour ordonner les sommets de Γ de la fac¸on suivante :
a > x > y > z > c > w > a > u > v > d > e. Par de´finition de JΓ, JΓ est l’ide´al engendre´ par
les mineurs 2 × 2 des matrices MF1 ,MF2 ,MF3 . En utilisant Macaulay2 on obtient que la base
de Gro¨bner re´duite de JΓ par rapport a` l’ordre le´xicographique est :
GB(JΓ) = {ay − x
2, ac− xy, ab− xz, xc− y2, xb− yz, yb− cz, cd− w2, ac− uv, av − u2,
ue− v2, z3w2e− uvb3, z3w2v − u2b3d, z3ce− uvb3, z3cv − u2b3, yz2e− uvb2,
yz2v − u2b2, y2ze− cuvb, y2zv − cu2b, y3e− c2uv, y3v − c2u2, xw2 − y2d, xze− uvb,
xzv − u2b, xye− cuv, xyv − cu2, x2e− yuv, x2v − yu2}.
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On peut remarquer que les mineurs de 2× 2 des matrices MF1 ,MF2 ,MF3 ne sont pas une base
de Gro¨bner de JΓ, meˆme s’ils sont inclus dans GB(JΓ).

Maintenant, nous allons voir que pour certaines extensions binomiales de complexes de cliques
Γ, nous pouvons calculer certains nombres de Betti assez aise´ment. Ainsi, soient G un graphe,
Γ = Γ(G) son complexe de cliques, Γ une extension binomiale de Γ telle qu’il existe un ordre
admissible pour les facettes de Γ, disons F1, . . . , Fk, Fk+1, . . . , Fl ou` Fi 6= F i avec i ∈ {1, . . . , k}
et Fi = F i avec i ∈ {k + 1, . . . , l}. Supposons de plus que JΓ est un ide´al torique. Graˆce a` la
proposition 3.3.3 pour tous i, j ∈ {1, . . . , k} distincts, |VΓ(MFi) ∩ VΓ(MFj )| ≤ 1. Rappelons que
pour chaque i = 1, . . . , k, MFi peut-eˆtre e´crit de la fac¸on suivante :
MF = (B
(F )
1 | · · · |B
(F )
mF
),
ou`
B
(F )
1 =
(
x
(F )
0 y
(F )
11 . . . y
(F )
1n1
y
(F )
11 y
(F )
j2 . . . x
(F )
1
)
et B
(F )
j =
(
y
(F )
j1 . . . y
(F )
jnj
y
(F )
j2 . . . x
(F )
j
)
.
4.1.6 Lemme. Soient G un graphe, Γ = Γ(G) son complexe de cliques, Γ une extension
binomiale de Γ avec m = |V (Γ)|, telle qu’il existe un ordre admissible pour les facettes de Γ, a`
savoir F1, . . . , Fl, et JΓ soit un ide´al torique. Soit C un cycle minimal de G ve´riﬁant la proprie´te´
que pour toute areˆte e virtuelle on a e = {x
(Fe)
0 , x
(Fe)
1 }, ou` Fe est l’unique facette de Γ contenant
e. Soit C˜ le cycle obtenu a` partir de C en remplac¸ant chaque areˆte virtuelle e par les areˆtes
{x
(Fe)
0 , y
(Fe)
11 }, {y
(Fe)
11 , y
(Fe)
12 }, . . . , {y
(Fe)
1n1
, x
(Fe)
1 }. Alors :
β
|C˜|−3,degΣJ
Γ
(zsupp(V (C˜)))
(BΓ) = 1.
Preuve.
On pose α = supp(C˜) et b = degJΓz
α. Par la proposition 4.1.3, nous avons que si zγ − zβ ∈ JΓ
et zγ ∈ IΓ, alors z
β ∈ IΓ. Par conse´quent, nous pouvons utiliser la formule de Bruns-Herzog
(voir the´ore`me 1.7.6) pour calculer β
|V (C˜)|−3,b
:
β
|C˜|−3,b
(BΓ) = β|C˜|−2,b(k[z]/BΓ) = dimk H˜|V (C˜)|−3(Ωb,Ψb; k),
avec
Ωb = {F ⊂ V (Γ) : ∃β, γ ∈ N
m, degΣ(JΓ)(β) = b, z
β − zγzsupp(F ) ∈ JΓ} et
Ψb = {F ∈ Ωb : ∃β, γ ∈ N
m, degΣ(JΓ)(β) = b, z
β − zγzsupp(F ) ∈ JΓ, z
γ ∈ IΓ},
ou` m = |V (Γ)|.
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s Montrons dans en premier temps : Ωb = {F ⊂ V (Γ) : ∃γ ∈ Nm, zα − zγzsupp(F ) ∈ JΓ}.
degΣ(JΓ)(β) = b si et seulement si z
α − zβ ∈ JΓ. Donc z
β − zγzsupp(F ) ∈ JΓ si et seulement si
zα − zγzsupp(F ) ∈ JΓ. En conse´quence Ωb = {F ⊂ V (Γ) : ∃γ ∈ N
m, zα − zγzsupp(F ) ∈ JΓ}.
s Montrons que pour toute facette F de Γ avec MF 6= 0 on a que tout mineur 2× 2 de MF
b(z) = zi,1zi,2 − zi,3zi,4
satisfait la proprie´te´ : zi,1, zi,2 ∈ V (C˜) si et seulement si zi,3, zi,4 ∈ V (C˜).
En rappelant la de´finition de MF , nous avons que :
MF =
(
x
(F )
0 y
F
11 . . . y
F
1n1
yF21 . . . y
F
2n2
. . . yFmF 1 . . . y
F
mFnmF
yF11 y
F
12 . . . x
F
1 y
F
22 . . . x
F
2 . . . y
F
mF 2
. . . xFmF
)
;
et
IF = {[MF ]1,u[MF ]2,v − [MF ]1,v[MF ]2,u : 1 ≤ u < v ≤ (
mF∑
j=1
nj) + 1}.
Comme la restriction de C˜ a` F est {x
(F )
0 , y
(F )
11 }, {y
(F )
11 , y
(F )
12 }, . . . , {y
(F )
1n1
, x
(F )
1 }, un mineur b(z)
de MF a tous ses variables dans V (C˜) si et seulement si b(z) est un mineur du premier bloc
de MF . De cette fac¸on on obtient l’affirmation ci-dessus.
s Montrons que Ωb =< V (C˜) > (le simplexe de support V (C˜)).
Soit zα−zβ ∈ JΓ. Supposons qu’une variable de z
β n’est pas dans V (˜(C)). Comme zα−zβ ∈ JΓ,
il existe a1, . . . , an ∈ k, γ1, . . . , γn ∈ Nm, Fs1 , . . . , Fsn facettes de Γ et b1 = z
α1 − zβ1 , . . . , bn =
zαn−zβn mineurs des matricesMFs1 , . . . ,MFsn respectivement, tels que z
α−zβ =
∑n
i=1 aiz
γibi.
Soit
K := {i ∈ {1, . . . , n} : un des monoˆmes de zγibi a toutes ses variables dans V (C˜)}.
K 6= ∅, car il doit exister i ∈ {1, . . . , n} tel que zα doit eˆtre un terme de zγibi. De plus, on
remarque que si un des monoˆmes de zγibi a toutes ses variables dans V (C˜), alors en particulier
toutes les variables de zγi sont dans V (C˜) et d’apre`s le point pre´ce´dent toutes les variables
des deux monoˆmes de bi sont dans V (C˜). Ainsi, on peut e`crire z
α − zβ =
∑
i∈K aiz
γibi +∑
i/∈K aiz
γibi. Et par la remarque ci-dessus, si i /∈ K, aucun monoˆme de z
γibi n’a pas toutes
ses variables dans V (C˜), de cette fac¸on :
zα +
∑
i∈K
aiz
γibi = z
β +
∑
i/∈K
aiz
γibi = 0.
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Donc zα ∈ JΓ, ce qui contredit que JΓ est torique. Alors, toutes les variables de z
β sont dans
V (˜(C)). Ce qui nous permet conclure que
Ωb = {F ⊂ V (Γ) : ∃γ ∈ Nm, zα − zγzF ∈ JΓ}
= {F ⊂ V (C˜) : ∃γ ∈ Nm, zα − zγ+supp(F ) ∈ JΓ}
=< V (C˜) > .
s Montrons que Ψb = (ΓV (C˜))
A.
De la meˆme fac¸on qu’on a montre´ que Ωb = {F ⊂ V (Γ) : ∃γ ∈ Ns, zα − zγzsupp(F ) ∈ JΓ}, on
peut montrer que
Ψb = {F ∈ Ωb : ∃γ ∈ N
m, zα − zγzsupp(F ) ∈ JΓ et z
γ ∈ IΓ}.
Comme Ωb =< V (C˜) >, on a que
Ψb = {F ∈ V (C˜) : ∃γ ∈ Nm, zsupp(F )+supp(V (C˜)\F ) − zγzsupp(F ) ∈ JΓ et z
γ ∈ IΓ}
= {F ∈ V (C˜) : ∃γ ∈ Nm, zsupp(F )(zsupp(V (C˜)\F ) − zγ) ∈ JΓ et z
γ ∈ IΓ}.
Mais JΓ est un ide´al torique, donc c’est un ide´al de re´seau et par de´finition JΓ = (JΓ :
(z1 · · · zm)
∞), alors
Ψb = {F ∈ V (C˜) : ∃γ ∈ N
m, (zsupp(V (C˜)\F ) − zγ) ∈ JΓ et z
γ ∈ IΓ}.
Par ailleurs, de la proposition 4.1.3 on de´duit :
Ψb = {F ∈ V (C˜) : ∃γ ∈ Nm, (zsupp(V (C˜)\F ) − zγ) ∈ JΓ et z
γ , zsupp(V (C˜)\F ) ∈ IΓ}
= {F ∈ V (C˜) : zsupp(V (C˜)\F ) ∈ IΓ}
= {F ∈ V (C˜) : (V (C˜) \ F ) /∈ Γ}
= {F ∈ V (C˜) : (V (C˜) \ F ) /∈ Γ
V (C˜)
}
= (Γ
V (C˜)
)A.
Maintenant, en utilisant la dualite´ d’Alexander (proposition 1.6.12) et le lemme 1.6.7
β
|C˜|−3,b
(BΓ) = dimkH˜|C˜|−3(Ωb,Ψb; k)
= dimk H˜|C˜|−(|C˜|−3)−2((Ψb)
A, (Ωb)
A; k)
= dimk H˜1((Ψb)
A; k)
= dimk H˜1(ΓV (C˜); k).
s On va prouver que dimk H˜1(ΓV (C˜); k) = 1.
On peut remarquer que les facettes de Γ
V (C˜)
sont les ensembles F˜e pour chaque e ∈ E(C)
donne´s par
F˜e =
{
e si e ∈ E(C˜),
e ∪ Y
(Fe)
1 si e /∈ E(C˜).
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Donc Γ
V (C˜)
=< F˜e : e ∈ C > et il est homotope a` C, comme cela est illustre´ sur la figure 4.2,
ou` on a pose´ E(C) = {{x1, x2}, {x2, x3}, . . . , {xn, x1}} et
si {xi, xi+1} ∈ E(C˜), F˜xi,xi+1 = {xi, xi+1, y
i
11, . . . , y
i
1n1
}, ou` xn+1 = x1.
x1 x2
x|C| x3
y111 y
1
12 y
1
1n1
1
y211
y212
y2
1n2
1
x4x5
y311
y3
1n3
1
y312
x1
x|C|
x5 x4
x2
x3
(Γ
V (C˜)
)1 C
Figure 4.2 –
Par conse´quent H˜1(ΓV (C˜)) = k.
Ainsi β
|V (C˜)|−3,b
(BΓ) = dimkH˜|V (C˜)|−3(Ωb,Ψb; k) = dimk H˜1(ΓV (C˜); k) = 1.
4.1.7 The´ore`me. Soient G un graphe qui n’est pas un graphe de cordes, Γ = Γ(G) le complexe
de cliques engendre´ par G et Γ une extension binomiale de Γ telle que les facettes de Γ admettent
un ordre admissible et JΓ soit torique. Soit C˜ la famille de tous les cycles minimaux C tels que
pour toute areˆte e virtuelle de C, les sommets de e sont dans le premier bloc de MFe, ou` Fe est
l’unique facette qui contient e. Alors
1. Si C˜ 6= ∅,
p2(BG) + 3 ≤ minC∈C˜(|C|+
∑
e virtuelle
|Y 1Fe |).
p2(BΓ) ≤ |C˜| − 3.
Preuve. Soient C ∈ C˜ et C˜ le cycle obtenu de C en remplac¸ant chaque areˆte virtuelle e par les
areˆtes {x
(Fe)
0 , y
(Fe)
11 }, {y
(Fe)
11 , y
(Fe)
12 }, . . . , {y
(Fe)
1n1
, x
(Fe)
1 }. Du lemme 4.1.6 nous avons que
β
|C˜|−3,|C˜|
(BΓ) =
∑
h∈Σ(JΓ),|h|=|C˜|
β
|C˜|−3,h
(BΓ)
≥ β
|C˜|−3,degΣJ
Γ
(zsupp(V (C˜)))
(BΓ) = 1,
donc p2(BΓ) ≤ minC∈C˜(|C˜| − 3) = minC∈C˜(|C|+
∑
e virtuelle |Y
1
Fe
|).
4.1.8 Exemple. Nous reprenons les exemples 3.7.8 et 3.7.19. L’unique cycle minimal C de G
a comme ensemble des areˆtes E(C) = {{a, c}, {c, d}, {d, e}, {e, a}} et il satisfait les conditions
demande´es pour le cycle C du lemme 4.1.6. De plus, graˆce a` la proposition 4.3.16 JΓ est un ide´al
torique. En outre, C˜ avec
E(C˜) = {{a, x}, {x, y}, {y, z}, {z, c}, {c, d}, {d, u}, {u, s}, {s, e}, {e, a}}
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est un cycle minimal de Γ(Π
∗). Par ailleurs, graˆce a` l’exemple 3.7.19
|C˜| = 9 = minC∈C
|C|+ |R(Π∗)1 (C)|+ |R(Π∗)2 (C)|+ ∑
e∈R(Π
∗)(C)
ηe
 = p2(IΓ(Π∗)) + 3.
De la` nous voyons que C˜ est un cycle minimal de Γ(Π
∗) de longueur minimal. Ainsi d’apre`s le
lemme 4.1.6, p2(BΓ) = 9 − 3 = 6. On retrouve donc le re´sultat de l’exemple 3.7.7, ou` on avait
calcule´ p2(BΓ) a` partir de la table des nombres de Betti de BΓ et en utilisant Macaulay2.
4.1.9 The´ore`me. Soient G un graphe qui n’est pas un graphe de cordes, Γ = Γ(G) le complexe
de cliques engendre´ par G et Γ une extension binomiale de Γ telle que les facettes de Γ admettent
un ordre admissible et JΓ soit torique. Supposons que tout cycle minimal virtuel est un cycle
minimal et pour tout cycle minimal C de G et toute areˆte e virtuelle de C dans Γ
(Π∗)
, les
sommets de e sont dans le premier bloc de MFe, ou` Fe est l’unique facette qui contient e et e
satisfait une des proprie´te´s suivantes :
1. soit |Y
(Fe)
1 | = min1≤j≤mFe (Y
(Fe)
i ) ≥ 2 et VΓ(MFe) = Fe ;
2. soit |Y
(Fe)
1 | = 1.
Alors, p2(BΓ) = p2(IΓΠ
∗ ) = min
C∈C˜
(|C|+
∑
e virtuelle |Y
1
Fe
|).
Preuve. Par hypothe`se tout cycle minimal virtuel C de G satisfait les conditions du lemme
4.1.6. En outre C˜ de´fini comme dans le lemme 4.1.6 est un cycle minimal de (Γ
(Π∗)
)1.
s Nous allons montrer que C˜ est de longueur minimale parmi tous les cycles minimaux de
(Γ
(Π∗)
)1 obtenus a` partir de C.
D’apre`s la preuve du corollaire 3.7.18, la longueur minimale d’un cycle minimal de (Γ
(Π∗)
)1
obtenu a` partir de C est donne´e par :
tΠ∗(C) = |C|+ |R
(Π∗)
1 (C)|+ |R
(Π∗)
2 (C)|+
∑
e∈R
(Π∗)
2 (C)
ηe +
∑
e∈R
(Π∗)
3 (C)
ηe (voir section 3.7) ,
ou` C est l’ensemble des cycles de G. Mais on remarque que pour toute areˆte e virtuelle de C
MFe =
(
x
(Fe)
0 y
Fe
11 . . . y
Fe
1n1(e)
. . . yFemFe1
. . . yFemFenmFe (e)
yF11 y
F
12 . . . x
Fe
1 . . . y
Fe
mFe2
. . . xFemFe
)
;
ou` n1 = 1 si Fe 6= e et e = {x
(Fe)
0 , x
(Fe)
1 }. Par hypothe`se |Y
(Fe)
1 | = n1(e) = ηe, donc
R
(Π∗)
2 (C) = {e ∈ R
Π∗(C)|Fe \ VΓ(MFe) = ∅, ∃k ∈ {1, . . . ,mFe}, e ∩B
(Fe)
k 6= ∅, et |Y
(Fe)
k | > ηe}
= {e ∈ RΠ
∗
(C)|Fe \ VΓ(MFe) = ∅, ∃k ∈ {1, . . . ,mFe}, e ∩B
(Fe)
k 6= ∅, et |Y
(Fe)
k | > ηe}
= ∅.
et
R
(Π∗)
2,3 (C) = R
(Π∗)
2 (C) ∪R
(Π∗)
3 (C) = R
(Π∗)
3 (C).
De cette fac¸on tΠ∗(C) = |C|+ |R
(Π∗)
1 (C)|+
∑
e∈R
(Π∗)
3 (C)
ηe.
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Par ailleurs, |C˜| = |C|+ |S1|+
∑
e∈S2
n1(e), ou`
S1 = {e ∈ R
(Π∗) : Fe \ VΓ(MFe) 6= ∅ et |Y
(Fe)
1 | = 1} et
S2 = {e ∈ R
(Π∗) : Fe \ VΓ(MFe) = ∅, et |Y
(Fe)
1 | ≥ 1}.
Donc
S1 = {e ∈ R
(Π∗) : Fe \ VΓ(MFe) 6= ∅} = R
(Π∗)
1 (C), et
S2 = {e ∈ R
(Π∗) : Fe \ VΓ(MFe) = ∅, e ∩B1(MFe) = e et n1(e) = |Y
(Fe)
1 | = ηe} = R
(Π∗)
3 (C),
Donc tΠ∗(C) = |C˜|. Du the´ore`me 3.7.18 on de´duit que
p2(BΓ) ≥ p2(IΓ(Π
∗)
1
)+3 ≥ minC∈C(tΠ∗(C)) = minC∈C |C˜| = minC∈C˜(|C|+
∑
e virtuelle
|Y 1Fe |) ≥ p2(BΓ),
ou` la dernie`re e´galite´ est graˆce au the´ore`me 4.1.7. De cette fac¸on nous concluons que :
p2(BΓ) = p2(IΓΠ
∗ ) = min
C∈C˜
(|C|+
∑
e virtuelle
|Y 1Fe |).
Le re´sultat suivant est un cas particulier du the´ore`me 4.1.9.
4.1.10 Corollaire. Soient G un graphe qui n’est pas de cordes, Γ = Γ(G) le complexe de
cliques engendre´s par G, Γ une extension binomial de Γ telle que les facettes de Γ admettent
un ordre admissible et JΓ soit torique. Si pour tout cycle minimal virtuel C de G est un cycle
minimal et toute areˆte virtuelle e de C dans Γ
(Π∗)
, on a une des proprie´te´s suivantes :
1. soit Fe = e ;
2. soit #col(MFe) = 2,
ou` Fe est l’unique facette qui contient e, alors il existe un cycle virtuel minimal C1 de G tel que
p2(BΓ) = p2(IΓΠ
∗ ) = |C˜1|.
4.1.11 Exemple. Soient G le graphe de la figure 4.3 et Γ = Γ(G) le complexe de cliques en-
gendre´ parG. Le sous-graphe C deG avec ensemble des areˆtes E(C) = {{a, c}, {c, d}, {d, e}, {e, a}}
est l’unique cycle minimal de G. On associe aux facettes F1 = {a, b, c} et F2 = {c, d} les matrices
suivantes :
MF1 =
(
a z
z c
)
et MF2 =
(
e w x
w x d
)
.
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Ainsi le graphe G
′
de la figure 4.3 est le 1-squelette de Γ
Π∗
= Γ
′
.
Par ailleurs, graˆce a` la proposition 4.3.16 nous avons que JΓ est un ide´al torique. De plus, nous
pouvons remarquer que les conditions du corollaire 4.1.10 demande´es a` Γ et a` son extension Γ
sont satisfaites, donc :
p2(BΓ) = p2(IΓΠ
∗ )
= (|C|+ |R
(Π∗)
1 (C)|+
∑
e∈R
(Π∗)
3 (C)
ηe)− 3
= (4 + 1 + 2)− 3 = 4.
4.1.12 Exemple. Soit Γ le complexe de cliques de l’exemple 4.1.11. Nous allons produire une
extension binomiales Γ˜ de Γ et un cycle C ′ de (Γ˜)1 construit de manie`re differente que le cycle C˜
du lemme 4.1.6. Nous aurosn que |C˜| − 3 < |C ′| − 3 = p2(BΓ). De plus, le calcule de l’homologie
relative pour calculer le nombre de Betti correspondant a` C ′ aboutit a` une homologie H˜3(Ψh; k)
que nous ne savons pas calculer sans aide de logiciel.
Conside´rons les matrices
M ′F1 =
(
a y z
y z c
)
et MF2 =
(
e w x
w x d
)
.
Soit Γ˜ l’extension de Γ associe´e aux matrices ci-dessus. Possons char(k) = 0. Nous voyons que
le graphe G˜′ est le 1-squelette de Γ˜(Π
∗) = Γ˜′ et |C˜| = 8. Par ailleurs, graˆce au corollaire 3.7.18
et au point 2 du the´ore´me 4.1.6
|C˜| − 3 = 5 ≥ p2(BΓ˜) ≥ p2(IΓ˜Π∗ ) = (|C|+ |R
(Π∗)
1 (C)|+ |R
(Π∗)
2 (C)|+
∑
e∈R
(Π∗)
2,3 (C)
ηe)− 3 = 4.
Par la proposition 4.3.16 nous avons que J
Γ˜
est un ide´al torique. D’autre part, soient C ′ le cycle
obtenu a` partir de C avec comme ensemble des areˆtes
E(C ′) = {{a, b}, {b, c}, {c, d}, {d, x}, {x,w}, {w, e}, {e, a}}
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et h = degΣJ
Γ˜
(abcdxwe). On a, d’apre`s la formule de Bruns-Herzog 1.7.6 :
β4,h(BΓ˜) = β|V (C′)|−3,h(BΓ˜)
= β|V (C′)|−2,h(k[z]/BΓ)
= dimk H˜|V (C˜)|−3(Ωh,Ψb; k)
= dimk H˜4(Ωh,Ψh; k)
avec
Ωh = {F ⊂ V (Γ) : ∃β, γ ∈ N
9, degΣ(JΓ)(β) = h, z
β − zγzsupp(F ) ∈ J
Γ˜
} et
Ψh = {F ∈ Ωh : ∃β, γ ∈ N
9, degΣ(JΓ)(β) = h, z
β − zγzsupp(F ) ∈ J
Γ˜
, zγ ∈ I
Γ˜
}.
Comme
[abcdxwe]ΣJ
Γ˜
= {abcdxwe, yzbdxwe, yzbe2d2, yzbx2w2, yzbx3, e, yzbw3d, abcx2w2,
abcx3e, abcw3d, acbd2e2},
on a que
Ωh =< {a, b, c, d, w, x, e}, {y, z, b, d, w, x, e} >=< {a, c, d, w, x, e}, {y, z, d, w, x, e} > ∗{b} et
Ψh =< {b, c, w, x, e}, {b, c, d, x, e}, {b, c, d, w, e}, {a, c, w, x, e}, {a, c, d, x, e}, {a, c, d, w, e},
{a, c, d, w, x}, {a, b, d, x, e}, {a, b, d, w, e}, {a, b, d, w, x}, {z, b, w, x, e}, {z, b, d, x, e},
{z, b, d, w, e}, {z, b, d, x, w}, {y, b, w, x, e}, {y, b, d, x, e}, {y, b, d, w, e}, {y, b, d, x, w},
{y, z, w, x, e}, {y, z, d, x, e}, {y, z, d, w, e}, {y, z, d, x, w} > .
Ainsi, par la proposition 1.6.8, H˜i(Ωh, k) = 0 pour tout i ∈ N. De la proposition 1.6.11 nous
concluons H˜i(Ωh,Ψh; k) ∼= H˜i−1(Ψh; k) pour tout i ∈ N, en particulier,
H˜4(Ωh,Ψh; k) ∼= H˜3(Ψh; k).
Donc : β4,h(BΓ˜) = dimk H˜4(Ωh,Ψh; k) = dimk H˜3(Ψh; k) = β4,9(IΨh). Cette dernie`re e´galite´
vient de la formule de Hochster (voir 1.4). En utilisant Macaulay2, nous obtenons β4,9(IΨh) = 1
et de cette fac¸on on a β4,h(BΓ˜) = 1. Du corollaire 2.2.15 et du the´ore`me 3.2.6 on de´duit :
1 = β4,7(IΓ˜′) ≥ β4,7(BΓ˜) =
∑
h′∈Σ(JΓ),|h
′|=7 β4,h′ ≥ β4,h(BΓ˜) = 1 par conse´quent β4,7(BΓ˜) = 1 et
p2(BΓ˜) = 4 = p2(IΓ˜(Π∗)).

4.2 Nombres de Betti d’une extension binomiale d’un graphe
de cordes
Dans cette section on cherche a` calculer les nombres de Betti de l’extension binomiale de l’ide´al
de Stanley-Reisner d’un complexe de cliques engendre´ par un graphe de cordes. Pour cela on
fait re´ference au chapitre 2, section 2.3.
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4.2.1 Notation. Soit V = {x1, . . . , xn} l’ensemble des variables de k[x]. Pour tout Q ⊂ V , on
notera Q et (Q) ⊂ k[x] l’ide´al engendre´ par Q.
Soient G un graphe de cordes, Γ := Γ(G) le complexe de cliques engendre´ par G avec F1, . . . , Fl
ses facettes et Γ une extension binomiale. Par le the´ore`me 3.6.9 BΓ est 2-line´aire et en outre par
le corollaire 3.2.10 et la remarque 3.4.14, pour tout j ∈ N
βj(BΓ) = βj(IΓ′). (4.1)
Graˆce au the´ore`me 3.6.6 G
′
:= (Γ
′
)1 est un graphe de cordes, et d’apre`s le the´ore`me 2.3.8 on
a une formule pour calculer les nombres de Betti de I
Γ
′ ; pour cela on a besoin d’ordonner les
facettes de Γ
′
de telle fac¸on qu’elles forment une suite line´airement jointe. D’apre`s la proposition
3.4.15 les facettes de Γ
′
peuvent eˆtre obtenues a` partir des facettes de Γ. On verra alors comme
obtenir une suite line´airement jointe des facettes de Γ
′
en donnant un ordre sur les facettes de
Γ de telle sorte qu’elles forment une suite line´airement jointe.
4.2.2 Remarque. Soient G un graphe de cordes, Γ := Γ(G) le complexe de cliques engendre´
par G et Γ une extension binomiale de Γ. Dans la proposition 3.4.15 on a donne´ une description
des facettes de Γ
(Π)
pour toute permutation de Pp ; si nous prenos Π comme l’identite´, alors
Γ
(Π)
= Γ
′
. Plus pre´cisement toute facette de Γ
′
provient d’une facette de Γ et en fait a` chaque
facette de Γ est associe´ un ensemble de facettes de Γ
′
, de la fac¸on suivante :
1. Si F = F , alors F est aussi une facette de Γ′, on la notera HF,1.
2. Si F 6= F ,
HF,j = F \ {[MF ]1,1, . . . , [MF ]1,j−1, [MF ]2,j+1, . . . , [MF ]2,|Y (F )|+1}.
De plus si MF est de la forme :
MF =
(
x
(F )
0 y
(F )
1,1 . . . y
(Fi)
1n1
y
(Fi)
2,1 . . . y
(F )
2,n2
. . . y
(F )
mF ,1
. . . y
(F )
mFnmF
y
(F )
1,1 y
(F )
1,2 . . . x
(F )
1 y
(F )
2,2 . . . x
(F )
2 . . . y
(F )
mF ,2
. . . x
(F )
mF
)
.
Alors, pour tout 1 ≤ j ≤ |Y (F )|+ 1 et kj l’entier plus grand tel que j ≥
∑k
r=1 |Y
(F )
r |+ 1,
HF,j = {x
(F )
1 , . . . , x
(F )
k , [MF ]1,j , [MF ]1,j+1, y
(F )
k+2,1, . . . , y
(F )
mF ,1
} ∪ (F \ VΓ(MF )).
On peut remarquer que pour tout j ∈ {1, . . . , l}, |HF,j | = |F |. De cette fac¸on Γ et Γ
′
ont
la meˆme dimension qu’on note d− 1 et par la proposition 1.8.4
d = dim (k[x]/IΓ) = dim (k[z]/IΓ).
4.2.3 De´finition. Soit F1, . . . , Fl les facettes de Γ telles qu’elles forment une suite line´airement
jointe.
1. S’il existe un certain k < i tel que x
(i)
0 ∈ Fi, alors on pose Hi,j := HFi,j.
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2. Dans le cas contraire, on pose Hi,j := HFi,|Y (Fi)|+2−j.
Nous ordonnons l’ensemble de facettes Hi,j de Γ
′
par l’ordre lexicographique sur les indices i, j.
Soit F1, . . . , Fk une suite de facettes. Posons (voir section 2.3) ∆j = Fj\∪
j−1
j′=1Fj′ ,Dj = ∪
l
j=j+1∆j′
et Pj = V (G)\ (Fj ∪Dj). Rappelons que les ide´aux Qi = (Di, Pi) forment une suite line´airement
jointe des ide´aux si et seulement si F1, . . . , Fk est une suite line´airement jointe de facettes.
4.2.4 Exemple. Soit G le graphe de l’exemple 2.3.6 de la figure 2.3 dont les cliques maximaux
sont :
F1 = {x8, x9, x10}, F2 = {x7, x8, x9}, F3 = {x5, x6, x7}, F4 = {x3, x4, x8, x10}, F5 = {x2, x5, x6},
F6 = {x1, x3, x10}. D’apre`s l’e´xemple 2.3.6, elles sont une suite de line´airement jointe de facettes
de Γ := Γ(G). Aux facettes F4 et F5 on associe les matrices suivantes :
MF3 =
(
x7 v
x6 x5
)
, MF4 =
(
x4 w y z
w x8 x3 x10
)
.
Ainsi on conside`re BΓ l’extension binomiale de Γ relative aux matrices MF3 et MF4 . D’apre`s la
remarque 4.2.2, les facettes de Γ
′
sont :
H1,1 = {x8, x9, x10}, H2,1 = {x7, x8, x9}, H3,1 = {x6, x7, w}, H3,2 = {x6, w, x5},
H4,1 = {x8, x3, z, x10}, H4,2 = {x8, x3, y, z}, H4,3 = {x8, w, y, z}, H4,4 = {x4, w, y, z},
H5,1 = {x2, x5, x6}, H6,1 = {x1, x3, x10}.
En appliquant la proposition 2.3.4 nous avons que la suite des facettes pre´ce´dentes est une suite
line´airement jointe. En effet on peut calculer les ensembles Di,j , Pi,j et ∆i,j et ve´rifier la pro-
prie´te´ 3 de 2.3.4 comme on voit ci-dessous :
(i, j) Di,j Pi,j ∆i,j
(1, 1) {x1, x2, x4, w, y, z, x3, x5, x6, v, x7} 0
(2, 1) {x1, x2, x4, w, y, z, x3, x5, x6, v} {x10} {x7}
(3, 1) {x1, x2, x4, w, y, z, x3, x5} {x8, x9, x10} {x6, v}
(3, 2) {x1, x2, x4, w, y, z, x3} {x7, x8, x9, x10} {x5}
(4, 1) {x1, x2, x4, w, y} {x5, x6, x7, x9, v} {z, x3}
(4, 2) {x1, x2, x4, w} {x5, x6, x7, x9, x10, v} {y}
(4, 3) {x1, x2, x4} {x3, x5, x6, x7, x9, x10, v} {w}
(4, 4) {x1, x2} {x3, x5, x6, x7, x8, x9, x10, v} {x4}
(5, 1) {x1} {x3, x4, x5, x7, x8, x9, x10, w, y, z} {x2}
(6, 1) 0 {x2, x4, x5, x6, x7, x8, x9, w, y, z, v} {x1}.

4.2.5 Lemme. Soient F1, . . . , Fl les facettes d’un complexe simplicial Γ ordonne´es de sorte
qu’elles forment une suite line´airement jointe, et {a, b} une areˆte propre d’une facette Fi. Si
a ∈ Fj pour j < i. Alors pour tout s < i b /∈ Fs. Par conse´quent b ∈ ∆i.
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Preuve. Par l’absurde. Supposons qu’il existe s < i tel que b ∈ Fs. En outre, on peut supposer
que j et s sont minimaux avec la proprie´te´ que a ∈ Fj et b ∈ Fs. De plus, sans perte de ge´ne´ralite´
on peut assumer que j < s. Comme s est minimal on a : b ∈ Fs \ ∪
s−1
i′=1Fi′ = ∆s. Par ailleurs
a /∈ Fs, puisque {a, b} est une areˆte propre de Fi, de plus pour i
′ ≥ 1, a ∈ Fj ⊂ ∪j′<s+i′Fj′ ,
donc a /∈ Fs−i′ \ ∪j′<s+i′Fj′ = ∆s+i et par conse´quent a /∈ ∪i′≥1∆s+i′ = Di ; de cette fac¸on
a ∈ V (Γ) \ (Fs ∪Ds) = Ps. D’ou` ab ∈ Ps ×∆s et comme F1, . . . , Fl est une suite line´airement
jointe par le point 3 de la proposition 2.3.4 ab ∈ Ps × ∆s ⊂ (Pi). Comme (Pi) est un ide´al
premier, a ou b appartient a` Pi, mais {a, b} ∈ Fi donc a /∈ Pi et b /∈ Pi ce qui est absurde. Par
conse´quent, comme ∆i = Fi \ ∪
i−1
s=1Fj′ on obtient que b ∈ ∆i.
4.2.6 Proposition. Soient G un graphe de cordes, Γ := Γ(G) le complexe de cliques engendre´
par G de dimension d− 1 et Γ une extension binomiale. Posons Γ
(i)
le complexe simplicial avec
facettes : F1, . . . , Fi−1, Hi,1, Hi,2, . . . , Hi,|Y (Fi)+1|, Fi+1, . . . , Fl. Si les facettes de F1, . . . , Fl de Γ
forment une suite line´airement jointe, alors pour tout i ∈ {1, . . . , l} :
1. F1, . . . , Fi−1, Hi,1, Hi,2, . . . , Hi,|Y (Fi)+1|, Fi+1, . . . , Fl sont une suite line´airement jointe des
facettes.
2. Soient n˜ = |Y (Fj)|, c = ht (IΓ) et ρ = dimproj (IΓ), alors ht (IΓ(i)) = c + n˜ et
dimproj (I
Γ
(i)) = ρ+ n˜. De plus, en posant
δ(k, i) :=
{
1 si |Di|+ |Pi| ≥ |V (Γ)| − i,
0 sinon,
pour k = 1, . . . , d − 1 on a que : sk(Γ
(i)) = sk(Γ) + δ(k, i) · |Y
(Fi)| (voir the´ore`me 2.3.8
pour la deﬁnition de sk(Γ)).
Preuve.
1. Soit MFi la matrice associe´ a` la facette Fi de la forme :
MFi =
(
x0 y1,1 . . . y1n1 y2,1 . . . y2,n2 . . . ymF ,1 . . . ymF ,nmF
y1,1 y1,2 . . . x1 y2,2 . . . x2 . . . ymF ,2 . . . xmF
)
.
Par la remarque 4.2.2, les facettes de Γ sont :
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HF1,1 := F1,
...
HFi−1,1 := Fi−1,
HFi,1 := {x0, y11, y21, . . . , ymF 1} ∪ (Fi \ VΓ(MFi)),
HFi,2 := {y11, y12, y21, . . . , ymF 1} ∪ (Fi \ VΓ(MFi)),
...
HFi,n1+1 := {x1, y1n1 , y12, y31, . . . , ymF 1} ∪ (Fi \ VΓ(MFi)),
HFi,n1+2 = {x1, y21, y22, y31, . . . , ymF 1} ∪ (Fi \ VΓ(MFi)),
...
H
Fi,1+
∑mF−1
j=1 nj
:= {x1, . . . , xmF−1, ymF−1nmF−1 , ymF 1} ∪ (Fi \ VΓ(MFi)),
H
Fi,2+
∑mF−1
j=1 nj
:= {x1, . . . , xmF−1, ymF 1, ymF 2} ∪ (Fi \ VΓ(MFi)),
...
HFi,
∑mF
j=1 nj
:= {x1, . . . , xmF−1, ymFnmF−1ymFnmF },
HFi,1+
∑mF
j=1 nj
:= {x1, . . . , xmF , ymFnmF },
HFi+1,1 := Fi+1,
...
HFl,1 := Fl.
Pour 1 ≤ k ≤ l, on pose n(k) = 1 si k 6= i et n(i) = 1 +
∑mF
j=1 nj . On a deux cas
(a) Soit il existe i′ < i tel que x0 ∈ Fi′ . Il faut prouver que
H1,1 = HF1,1, . . . , Hi−1,1 = HFi−1,1, Hi1 = HF1,1, . . . , Hi,n(i) := HFi,n(i),
Hi+1,1 = HFi+1,1, . . . , Hl,1 = HFl,1 est une suite line´airement jointe.
Par le point 3 de la proposition 2.3.3 il suffit de montrer que< ∆j,j′ > ×Pk,k′ ⊂ (Pk,k′)
pour tous j, j′ ∈ N tels que 1 ≤ j < j ≤ l et 1 ≤ j′ < k′ ≤ n(k′), ou` les ensembles
∆k,r et Pk,r =< Pj > ont e´te´ de´finis dans la section 2.3 ( voir les e´quations 2.5
et 2.6 en faisant attention a` notre notation introduite dans cette section). Ainsi,
∆j = Fj \ ∪
j−1
j′=1Fj′ , Dj = ∪
l
j=j+1∆j′ et Pj = V (G) \ (Fj ∪Dj),
∆k,k′ = Hk,k′ \ (∪(j,j′)<lex(k,k′)Hj,j′) pour (k, k
′) 6= (1, 1) ;
Dk,k = ∪(j,j′)>lex(k,k′)∆j,j′ pour (k, k
′) 6= (l, n(l)) et Dl,n(l) = ∅ ;
et Pk,k′ = V (Γ
(i) \ (Hk,k′ ∪ Dk,k} pour (k, k
′) 6= (1, 1).
Avant de calculer les ensembles pre´ce´dent explicitement on remarque que comme pour
tout j ∈ {1, . . . ,mF }, {x0, xj} est une areˆte propre de Γ par de´finition de Γ on a que
{x1, . . . , xmF } ⊂ Di, graˆce au lemme 4.2.5. On pose
{yj,k}
b
j=a|
d
k=c := {yj,k : a ≤ j ≤ b etc ≤ k ≤ d}.
Maintenant on calcule les ensembles pre´ce´dents :
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(k, k′) Dk,k′ Pk,k′ ∆k,k′
(1, 1) D1 ∪ Y
(Fi) 0
(1, 2) D1 ∪ Y
(Fi) P2 ∆2
.
.
.
(i− 1, 1) Di−1 ∪ Y
(Fi) Pi−1 ∆i−1
(i, 1) Di ∪ (Y
(Fi) \ {y1,j}
mF
j=1) ∪ {xj}
mF
j=1 Pi ∆i \ {xi}
mF
j=1 ∪ {y1,j}
mF
j=1
(i, 2) Di ∪ ({yj,k}
mFi
j=1 |
nj
k=2
\ {y1,2}) ∪ {xj}
mF
j=1 Pi ∪ {x0} {y1,2}
(i, 3) Di ∪ ({yj,k}
mFi
j=1 |
nj
k=2
\ {y1,2, y1,3}) ∪ {xj}
mF
j=1 Pi ∪ {x0, y1,1} {y1,3}
.
.
.
(i, n1) Di ∪ ({yj,k}
mFi
j=2 |
nj
k=2
\ {y1,n1}) ∪ {xj}
mF
j=2 Pi ∪ {x0} ∪ {y1j}
n1−2
j=1 {y1,n1}
(i, n1 + 1) Di ∪ {yj,k}
mFi
j=2 |
nj
k=2
∪ {xj}
mF
j=2 Pi ∪ {x0} ∪ {y1j}
n1−1
j=1 {x1}
(i, n1 + 2) Di ∪ ({yj,k}
mFi
j=2 |
nj
k=2
\ {y22}) ∪ {xj}
mF
j=2 Pi ∪ {x0} ∪ {y1j}
n1
j=1 {y2,2}
.
.
.
(i, 1 + n(i)) Di Pi ∪ {x0} ∪ (Y
(Fi) \ {ymF ,nmF
}) {xmF }
(i + 1, 1) Di+1 Pi+1 ∪ Y
(Fi) ∆i+1
.
.
.
(l, 1) 0 Pl ∪ Y
(Fi) ∆l
Avant de prouver que ∆j,j′ × Pj,j′ ⊂ (Pk,k′) pour tous 1 ≤ j < j ≤ l et 1 ≤ j
′ <
k′ ≤ n(k′) on remarque que : F1, . . . , Fl est une suite line´airement jointe, d’apre`s la
proposition 2.3.3 pour tout j ∈ {2, . . . , l} et pour tout k > j on a ∆j × Pj ⊂ Pk.
Maintenant
– Si j < i. D’apre`s la table ci-dessus, pour tout k > j ∆j,1 × Pj,1 = ∆j × Pj ⊂ Pk
et par conse´quent si k 6= i, ∆j,1 × Pj,1 ⊂ Pk,1 et si k = i, ∆j,1 × Pj,1 ⊂ Pi,k′ avec
k′ ∈ {1, . . . , n(i)}.
– Si j = i. Par la table ci-dessus, Pi,k′ ⊂ Pi,k′+1 pour tout k
′ ∈ {1, . . . , n(i) − 1}.
Donc, pour tout k′, k′′ ∈ {1, . . . , n(i)}, k′′ > k′, ∆i,k′ × Pi,k′ ⊂ Pi,k′′ . Maintenant
pour k > i et k′ ∈ {1, . . . , n(i)}, on a que ∆i,k′ × Pi,k′ ⊂ Pk,1 ; car Y
(Fi) ⊂ Pk,1 et
d’autre {x1, . . . , xk} ⊂ ∆i et ∆i × Pi ⊂ Pk.
– Si j > i pour k > i ∆j,1 × Pj,1 ⊂ Pk,1, car ∆j,1 = ∆j , ∆j × Pj ⊂ Pk et Y
(Fi) ⊂
Pj,1, Pk,1.
De cette fac¸on on a prouve´ que que ∆j,j′ ×Pk,k′ ⊂ (Pk,k′) pour tous 1 ≤ j < j ≤ l et
1 ≤ j′ < k′ ≤ n(k′). D’apre`s la proposition 2.3.3
F 1,1, . . . , F i−1,1, F i1 , . . . , F i,n(i), F i+1,1, . . . , F l,1
est une suite line´airement jointe.
(b) Soit x0 /∈ Fi′ pour tout i
′ < i. Il faut prouver que
H1,1, . . . , Hi−1,1, Hi,1 = HFi,n(i), . . . , Hi,n(i) = HFi,1, Hi+1,1, . . . , Hl,1
est une suite line´airement jointe. Donc comme dans le point 1 on obtient la table
suivante, en tenant en compte que Comme x0 /∈ Fk pour tout k < i, on de´duit de la
de´finition de ∆i que x0 ∈ ∆i :
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(k, k′) Dk,k′ Pk,k′ ∆k,k′
(1, 1) D1 ∪ Y
(Fi) 0
(1, 2) D1 ∪ Y
(Fi) P2 ∆2
.
.
.
(i− 1, 1) Di−1 ∪ Y
(Fi) Pi−1 ∆i−1
(i, 1) Di ∪ (Y
(Fi) \ {ymF ,nmF
}) ∪ {x0} Pi ∆i \ {x0} ∪ {ymF ,nmF
}
(i, 2) Di ∪ (Y
(Fi) \ {ynmF ,j
}
nmF
j=nmF
−1) ∪ {x0} Pi ∪ {xmF } {ymF ,nmF −1
}
(i, 3) Di ∪ (Y
(Fi) \ {ynmF ,j
}
nmF
j=nmF
−2) ∪ {x0} Pi ∪ {xmF , ymF ,nmF
} {ymF ,nmF −2
}
.
.
.
(i, nmF ) Di ∪ {y1,1 . . . , ymF−1,nmF−1
−1} ∪ {x0} Pi ∪ {ymF ,j}
nmF
j=3 ∪ {xmF } {ymF ,1}
(i, nmF + 1) Di ∪ {y1,1 . . . , ymF−1,nmF−1
−2} ∪ {x0} Pi ∪ {ymF ,j}
nmF
j=2 ∪ {xmF } {ymF−1,nmF−1
}
.
.
.
(i, n(i)) Di Pi ∪ {yj,k}
mF
j=1|
ni
k=2
∪ {xj}
mF
j=1 {x0}
(i + 1, 1) Di+1 Pi+1 ∪ Y
(Fi) ∆i+1
.
.
.
(l, 1) 0 Pl ∪ Y
(Fi) ∆l
Maintenant on va prouver que ∆j,j′ × Pj,j′ ⊂ (Pk,k′) pour tous 1 ≤ j < j ≤ l et
1 ≤ j′ < k′ ≤ n(k′)
– Si j < i. D’apre`s la table ci-dessus, pour tout k > j ∆j,1 × Pj,1 = ∆j × Pj ⊂ Pk
et par conse´quent si k 6= i, ∆j,1 × Pj,1 ⊂ Pk,1 et si k = i, ∆j,1 × Pj,1 ⊂ Pi,k′ avec
k′ ∈ {1, . . . , n(i)}.
– Si j = i. Par la table ci-dessus, Pi,k′ ⊂ Pi,k′+1 pour tout k
′ ∈ {1, . . . , n(i) − 1}.
Donc, pour tout k′, k′′ ∈ {1, . . . , n(i)}, k′′ > k′, ∆i,k′ × Pi,k′ ⊂ Pi,k′′ . Maintenant
pour k > i et k′ ∈ {1, . . . , n(i)}, on a que ∆i,k′ × Pi,k′ ⊂ Pk,1 ; car Y
(Fi) ⊂ Pk,1 et
d’autre x0 ∈ ∆i × Pi ⊂ Pk.
– Si j > i pour k > i ∆j,1 × Pj,1 ⊂ Pk,1, car ∆j,1 = ∆j , ∆j × Pj ⊂ Pk et Y
(Fi) ⊂
Pj,1, Pk,1.
De cette fac¸on on conclut que ∆j,j′ × Pk,k′ ⊂ (Pk,k′) pour tout 1 ≤ j < j ≤ l et
1 ≤ j′ < k′ ≤ n(k′). D’apre`s le point 3 de la proposition 2.3.3 on obtient que
F1,1, . . . , Fi−1,1, Fi,n(i), . . . , Fi1 , Fi+1,1, . . . , Fl,1
est une suite line´airement jointe.
2. De la remarque 4.2.2 d = dim (k[x]/IΓ) = dim (k[z]/IΓ(i)) et comme
c = ht (IΓ) = |V (Γ)| − d on a
ht (I
Γ
(i)) = |V (Γ
(i)
| − d = (n˜+ |V (Γ)|)− d =, n˜+ (|V (Γ)| − d) = n˜+ c.
Par ailleurs, de la remarque 2.3.11 le tableau MΓ et MΓ(i)
s’obtient en supperposant les
rectangles ∆k ×Pk et ∆k,k′ ×Pk,k′ . Du point ante´rieur on peut voir que dans les deux cas
qu’on a conside´re´ |∆k,1| = |∆k| et |Pk,1| = |Pk| pour k = 2, . . . , l ; de meˆme que |∆i,k′ | = 1
et |Pi,k′ | = |Pi,k′ |+ k
′− 1 pour k′ = 2, . . . , n(i) ; . Ainsi, les tableau MΓ et MΓ ont la forme
qu’on de´taille dans la figure 4.4 :
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|∆2|
|∆i|
|∆l|
|P2|
|Pi|
|Pl|
|∆2|
|∆i|
|P2|
|Pi|
|∆l|
|Pl|
Lr Lr + |Y
(Fi)|
|Y (Fi)|
|Y (Fi)|
MΓ
M
Γ
′
Figure 4.4 –
Par le the´ore`me 2.3.8 la dimension projective de I
Γ
(i) est les nombre de lignes de M
Γ
(i)
moins 1. On peut remarquer de la 4.4 que les nombre de lignes de M
Γ
(i) est le meˆme
nombre de lignes de MΓ plus n˜, par conse´quent du the´ore`me 2.3.8 dimproj (IΓ(i)) = ρ+ n˜.
En plus de la meˆme figure 4.4 on peut remarquer que pour r = c, . . . , ρ, le cardinal de la
ligne Lr+n˜(MΓ(i)
) de M
Γ
(i) est le cardinal de la ligne Lr(MΓ) de MΓ en ajoutant le nombre
n˜ · δ(r + n, j)|Y (Fj)| ou`
δ(r + n, j) : =
{
1 si
∑l
k′=i+1 |∆k′ |+ |Pi|+ n ≥ r + n,
0 sinon
=
{
1 si |Di|+ |Pi| ≥ r,
0 sinon.
Remarquons que IΓ = ∪
l
i=1(x ∈ V (G) /∈ Fi) par la proposition et de la section 2.3
(Di, Pi) = (x ∈ V (G) /∈ Fi), ainsi |Di|+ |Pi| = |Qi| =≥ ht (I) = c.
Rapellons que du the´ore`me 2.3.8 pour i = 1, . . . , d−1, sd−i(Γ) et sd−i(Γ
(i)
) sont le nombre
d’e´le´ments de la ligne Lc+i du tableauMΓ et Lc+n+i. Par conse´quent, pour i = 1, . . . , d−1,
si(Γ
(i)
) = |Lc+n+(d−i)(MΓ(i))| = |Lc+d−i(MΓ)|+ δ(i, j)|Y
(Fj)| ou`
δ(i, j) := δ(c+ n+ (d− i), j)|Y (Fj) =
{
1 si |Di|+ |Pi| ≥ c+ d− i,
0 sinon
=
{
1 si |Di|+ |Pi| ≥ (|V (Γ)| − d) + d− i,
0 sinon
=
{
1 si |Di|+ |Pi| ≥ |V (Γ)| − i,
0 sinon.
4.2.7 The´ore`me. Soient G un graphe de cordes, Γ = Γ(G) son complexe de cliques, Γ une
extension binomial de Γ, M le tableau associe´ aux facettes F1, . . . , Fl de Γ qui sont une suite
line´airement jointe et n˜ = |V (Γ) \ V (Γ)| . Alors :
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1. Soit c = ht (IΓ(G)) et ρ = dimproj (IΓ), alors ht (BΓ′) = c+ n˜, dimproj (BΓ′) = ρ+ n˜.
2. Soient Li la i-e`me ligne de M , d = dim (k[x]/IΓ) et sd−i = |Lc+i|. Alors
βj(k[V ]/BΓ′) = j
(
c+ n+ 1
j + 1
)
+
d−1∑
i=0
si + l∑
j=1
δ(j, si)|Yj |
( |V (Γ)| − i− 1
j − 1
)
ou` δ(j, i) =
{
1 si |Dj |+ |Pj | ≥ |V (Γ)| − i,
0 sinon.
Preuve. En appliquant le the´ore`me 2.3.8 recursivement l fois on obtient que
si(Γ
′
) = si +
l∑
j=1
δ(j, si)|Yj |;
et en utilisant la proposition 4.2.6 on conclut le the´ore`me.
4.3 Appendice : Sommes d’ide´aux toriques
Dans la section 4.1 nous avons trouve´ une borne supe´rieure de p2(BΓ) dans le cas ou` JΓ est
un ide´al torique. Dans cette section nous essaierons de trouver des familles d’extensions pour
lesquelles JΓ est un ide´al torique.
Ide´aux toriques et parame´trisation
Du the´roe`me 1.3.12, il de´coule imme´diatement la proposition suivante :
4.3.1 Proposition. Soit I ⊂ k[x] un ide´al. I est un ide´al torique de caracte`re 1 si et seulement
si I = Ker ϕ, ou` ϕ : k[x]→ k[t±1] est le morphisme de´ﬁni par ϕ(xi) = tαi et α1, . . . , αn ∈ Zm
4.3.2 De´finition. Le morphisme ϕ : k[x] → k[t±1] de´fini par la proposition 4.3.1 est appele´
parame´trisation de l’ide´al Ker ϕ.
4.3.3 Remarque. Soit ϕ : k[x]→ k[t±1] une parame´trisation de I := Ker ϕ telle que ϕ(xi) =
tαi ou` α1, . . . , αn ∈ Zm. Alors I est un ide´al premier, puisque k[x]/I ∼= ϕ(k[x]) ⊂ k[t±1] est un
anneau inte`gre. En outre, on pose A = [α1, . . . , αn] ∈ Mm,n(Z) et π : Nn → Zm le morphisme
de semi-groupes de´fini par π(ei) = αi. Alors, par le the´ore`me 1.3.12 et la de´finition 1.2.10, on a
que :
I = IA := (x
u+ − xu− : π(u+) = π(u−)).
De plus, si u ∈ Nn, alors ϕzu = tA·u.
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4.3.4 Proposition. Soient ϕ : k[x] → k[t±1] une parame´trisation de I := Ker ϕ telle que
ϕ(xi) = t
αi. E´tant donne´ la matrice A = [α1, . . . , αn] ∈ Mm,n(Z), on a que
rang (A) = dim (k[x]/I).
Preuve. D’apre`s le point 6 de la proposition 1.3.12 k[x]/I ∼= k[x][tα1 , . . . , tαn ]. La dimension de
Krull du domaine entier k[tα1 , . . . , tαn ] est le plus grand nombre de monoˆmes tαi alge´briquement
inde´pendants. Or, un ensemble de monoˆmes est alge´briquement inde´pendant si et seulement si
ses vecteurs exposants sont line´airement inde´pendants. Ainsi rang (A) = dim (k[x]/I).
4.3.5 De´finition. Soient ϕ : k[x] → k[t±1] une parame´trisation de I := Ker ϕ. On dit que ϕ
est de rang maximal si dim (k[x]/I) est e´gale au cardinal de t.
On dit que u = (u1, . . . , un) ∈ Nn et v = (v1, . . . , vn) ∈ Nn sont de supports disjoints si et
seulement si pour tout i ∈ N tel que ui 6= 0 alors vi = 0 et re´ciproquement. En outre, pour tout
u ∈ Zn il existe deux vecteurs uniques u+, u− ∈ Nn de supports disjoints tel que u = u+ − u−.
Ainsi, de la remarque 4.3.3 on a la proposition suivante
4.3.6 Proposition. Soit ϕ : k[x]→ k[t±1] une parame´trisation de Ker ϕ. Alors, en posant
KerZ A := {u ∈ Z
m : Au = 0},
Ker ϕ = (xu+ − xu− : u+, u− ∈ Nn de supports disjoints et (u+ − u−) ∈ KerZ A).
D’apre`s la proposition 4.3.6, pour trouver les ge´ne´rateurs d’un ide´al torique I, il suffit de re´soudre
le syste`me d’e´quations line´aires homoge`ne sur Z
A ·
 u1...
um
 = 0,
ou` A est une matrice associe´e a` la parame´trisation ϕ de I. Nous savons par l’alge`bre line´aire
que pour tout Q ∈ Mm,m(Q) inversible, KerZ A = KerZ QA, donc la proposition suivante est
imme´diate.
4.3.7 Proposition. Soit A une matrice associe´e a une parame´trisation ϕ : k[x] → k[t±1]. Si
B ∈Mm,n(Z) est une matrice obtenue a` partir de A en la multipliant a` gauche par une matrice
inversible Q ∈Mm,m(Q), alors IB = Ker ϕ et la matrice B de´ﬁnit une nouvelle parame´trisation
de Ker ϕ par ϕ˜(xu) = t[B]·u. En particulier, si B ∈Mm,n(Z) est obtenue en appliquant une suite
ﬁnie d’ope´rations e´le´mentaires sur les lignes de A, alors IB = Ker ϕ et la matrice B de´ﬁnit une
nouvelle parame´trisation de Ker ϕ. De plus si ϕ est de rang maximal il en est de meˆme pour ϕ˜.
Preuve. En effet d’apre`s 4.3.6 KerZ A = KerZ B. Donc Ker ϕ = Ker ϕ˜.
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Ide´aux de scroll
Soient n1, . . . , nm ∈ N et pour chaque j ∈ {1, . . . ,m} xj = (xi1 , · · · , xini ) une famille de variables,
ou` toutes les familles de variables xj sont disjointes. On rapelle que la matrice de scroll
M(xn1 , . . . ,xnm) (note´e M(n1, . . . , nm) au cas ou` il n’y a pas de confusion sur les variables) est
une matrice 1-ge´ne´rique (voir page 64 de [9]) de la forme M(n1, . . . , nm) = [Mn1 | · · · |Mnm ] avec
Mni =
[
xi1 xi2 . . . xini−1
xi2 xi3 . . . xini
]
,
et l’ide´al de scroll I(xn1 , . . . ,xnm) (note´ I(n1, . . . , nm) au cas ou` il n’y a pas de confusion
sur les variables) est l’ide´al engendre´ pour tous les mineurs 2× 2 de M(n1, . . . , nm). Il est bien
connu que l’ide´al de scroll I(n1, . . . , nm) est torique et qu’une parame´trisation de I(n1, . . . , nm)
est donne´e par la proposition suivante :
4.3.8 Proposition. [35, Lemme 2.1] Soient I(n1, . . . , nm) un ide´al de scroll sur k[xn1 , . . . ,xnm ],
ϕ : k[xn1 , . . . ,xnm ] → [s
±1
1 , . . . , s
±1
m , t
±1] le morphisme deﬁni par ϕ(xij ) = s1 · · · sit
j. Alors que
I(n1, . . . , nm) = IA ou`
A =

1 . . . 1 1 . . . 1 . . . 1 . . . 1
0 . . . 0 1 . . . 1 . . . 1 . . . 1
...
0 . . . 0 0 . . . 0 . . . 1 . . . 1
1 . . . n1 1 . . . n2 . . . 1 . . . nm
 .
Une autre manie`re de parame´triser l’ide´al de scroll I(n1, . . . , nm) est celle de l’exercise A.2.19
de [8] (page 612) qui est l’objet de la proposition suivante :
4.3.9 Proposition. Soit I(n1, . . . , nm) un ide´al de scroll sur k[xn1 , . . . ,xnm ]. Alors
I(n1, . . . , nm) = IB, avec
B =

n1 − 1 n1 − 2 . . . 0 n2 − 1 n2 − 2 . . . 0 . . . nm − 1 nm − 2 . . . 0
0 0 . . . 0 1 1 . . . 1 . . . 0 0 . . . 0
...
0 0 . . . 0 0 0 . . . 0 . . . 0 0 . . . 0
0 0 . . . 0 0 0 . . . 0 . . . 1 1 . . . 1
0 1 . . . n1 − 1 0 1 . . . n2 − 1 . . . 0 1 . . . nm − 1
 .
De plus, en notant [B]i la i-ie`me colonne de Bi et n =
∑m
i=1 ni, on a que la matrice
M = [[B]1, [B]n1 , [B]n1+n2 . . . , [B]n1+···+nm ]
est inversible, donc dim (k[x]/I(n1, . . . , nm)) = m+ 1.
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Preuve. D’apre`s la proposition 4.3.8, I(n1, . . . , nm) = IA ou`
A =

1 1 . . . 1 1 1 . . . 1 . . . 1 1 . . . 1
0 0 . . . 0 1 1 . . . 1 . . . 1 1 . . . 1
...
0 0 . . . 0 0 0 . . . 0 . . . 1 1 . . . 1
1 2 . . . n1 1 2 . . . n2 . . . 1 2 . . . nm
 .
Graˆce a` la proposition 4.3.7 il suffit de voir que l’on peut obtenir B a` partir de A en appliquant a`
A des ope´rations e´le´mentaires sur les lignes. Notons Li la ligne d’une matrice X ∈Mm+1,
∑m
i=1 ni
.
En faisant l’ope´ration Lm+1 − L1 −→ Lm+1 sur A on obtient
A′ =

1 1 . . . 1 1 1 . . . 1 . . . 1 1 . . . 1
0 0 . . . 0 1 1 . . . 1 . . . 1 1 . . . 1
...
0 0 . . . 0 0 0 . . . 0 . . . 1 1 . . . 1
0 1 . . . n1 − 1 0 1 . . . n1 − 1 . . . 0 1 . . . nm − 1
 .
Apre`s la suite des ope´rations Li − Li+1 −→ Li pour 1 ≤ i ≤ m− 1, on obtient :
A′′ =

1 1 . . . 1 0 0 . . . 0 . . . 0 0 . . . 0
0 0 . . . 0 1 1 . . . 1 . . . 0 0 . . . 0
...
0 0 . . . 0 0 0 . . . 0 . . . 1 1 . . . 1
0 1 . . . n1 − 1 0 1 . . . n1 − 1 . . . 0 1 . . . nm − 1
 .
Maintenant, en faisant (
∑m−1
i=1 (ni − 1) · Li)− Lm+1 −→ L1 sur A
′′, on obtient B.
De plus
M = [[B]1, [B]n1 , [B]n1+n2 . . . , [B]n1+···+nm ] =

n1 − 1 0 0 . . . 0
0 0 1 . . . 0
...
0 0 0 . . . 1
0 n1 − 1 n2 − 1 . . . nm − 1

et les colonnes deM sont clairement line´airement inde´pendantes, par conse´quentM est inversible
et
m+ 1 = rang (M) = rang (B) = dim k[x]/(I(n1, . . . , nm)).
La dernie`re e´galite´ suit de la proposition 4.3.4. Ainsi
dim (k[x]/I(n1, . . . , nm)) = rang (M) = rang (B) = m+ 1.
120
Somme d’ide´aux toriques
4.3.10 Lemme. [38, Lemme 4.14] Soit A = [α1, . . . , αn] ∈ Mm,n(Z). L’ide´al IA est homoge`ne
si et seulement s’il existe un vecteur ω ∈ Qm tel que αi · ω = 1 pour i = 1, . . . , n et αi 6= 0.
4.3.11 De´finition. Soit z = (z1, . . . , zn) une suite de variables et x une variable qui n’appar-
tient pas a` z. Soient f := f(z1, . . . , zn) un polynoˆme de k[z] et g := g(z1, . . . zn, x) un polynoˆme
homoge`ne de k[x][z, x]. En e´crivant f =
∑m
i=1 aiz
α
i pour certains ai ∈ k et αi ∈ N
n, on de´finit
le degre´ de f comme degN(f) = max
n
i=1(|αi|). L’homoge´ne´isation de f par rapport a` x est
le polynoˆme fhomx = xdegN(f)f( z1x , . . . ,
zn
x ). La deshomoge´ne´isation de g par rapport a` x est
le polynoˆme gdehx = g(z1, . . . zn, 1) ∈ k[z]. Dans le cas ou` il n’y a pas de confusion sur la va-
riable x, on peut e´crire seulement fhom et gdeh. Par ailleurs, soient I un ide´al de k[z] et J un
ide´al de k[z, x]. L’homoge´ne´isation de I par rapport a` x est l’ide´al Ihom = (fhom : f ∈ I) et la
deshomoge´ne´isation de J par rapport a` x est l’ide´al Jdeh = (gdeh : g ∈ J).
4.3.12 Lemme. Soient z = (z1, . . . , zn) une suite de variables, x une variable qui n’appartient
a` z et I ⊂ k[z, x] un ide´al torique homoge`ne tel qu’il existe une parame´trisation
ϕ : k[z, x]→ k[t±1, s] avec ϕ(zi) = tαisγi ou` αi ∈ Zm, γi ∈ Z, et ϕ(x) = sγn+1 ou` γn+1 ∈ Z∗.
Si ϕ˜ : k[z]→ k[t±1] est le morphisme de´ﬁni par ϕ˜(zi) = (ϕ(zi))dehs, alors (Ker ϕ˜)hom = I.
Preuve. On pose A˜ = [α1, . . . , αn] ∈Mm,n(Z), γ = (γ1, . . . , γn) et
A =
(
A˜ 0
γ γn+1
)
∈Mm,n(Z) et I := Ker ϕ = IA.
Maintenant, on va de´montrer que (Ker ϕ˜)hom = I. Clairement I ⊂ (Ker ϕ˜)hom ; il reste alors a`
montrer que (Ker ϕ˜)hom ⊂ I.
Soit zu+ − zu− ∈ Ker ϕ˜, ou` u+ = (u
(1)
+ , . . . , u
(n)
+ ) et u− = (u
(1)
− , . . . , u
(n)
− ) ∈ N
n sont de supports
disjoints. Il faut de´montrer que (zu+−zu−)hom ∈ I. On rappelle que si u = (u(1), . . . , u(n)) ∈ Zn,
|u| =
∑n
i=1 u
(i). Sans perte de ge´ne´ralite´ on peut supposer |u+| ≤ |u−|. En posant u
(n+1)
+ ∈ N
tel que |u+|+ u
(n+1)
+ = |u−|, on a que
(zu+ − zu−)hom = zu+xu
(n+1)
+ − zu− .
Posons u˜+ = (u+, u
(n+1)
+ ) ∈ N
n+1, et u˜− = (u−, 0) ∈ Nn+1. Comme I est homoge`ne, d’apre`s le
lemme 4.3.10 il existe ω ∈ Qm et ωm+1 ∈ Q tel que (ω, ωm+1) · α′i = 1 pour i = 1, . . . , n+ 1, ce
qui e´quivaut a`
(ω, ωm+1) ·A = (1, . . . , 1).
Donc,
|u+|+ u
(n+1)
+ = (1, · · · 1) · u˜+
= ((ω, ωm+1) ·A) · (u+, u
(n+1)
+ )
= ω · (A˜ · u+) + ωm+1((γ, γn+1) · ωu+)
= ω · (A˜ · u+) + ωm+1
∑n+1
i=1 γiu
(i)
+ ,
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et
|u−| = (1, · · · 1) · u˜−
= ((ω, ωm+1) ·A) · (u−, 0)
= ω · (A˜ · u−) + ωm+1
∑n
i=1 γiu
(i)
− .
D’autre part 0 = ϕ˜(zu+−zu−) = tA˜·u+−tA˜·u− , donc A˜·u+ = A˜·u−. En outre, |u+|+un+1 = |u−|,
d’ou` ωm+1
∑n+1
i=1 γiu
(i)
+ = ωm+1
∑n
i=1 γiu
(i)
− . De plus, ωm+1 6= 0, car
1 = (ω, ωm+1) · α
′
m+1 = ωm+1γm+1.
Donc,
n+1∑
i=1
γiu
(i)
+ =
n∑
i=1
γiu
(i)
− . (4.2)
Par ailleurs
ϕ(zu+xu
(n+1)
+ − zu−) = ϕ(zu+xu
(n+1)
+ ) + ϕ(zu−)
= (t, s)A·u
′
+ − (t, s)A·u
′
−
= tA˜·u+sγ·u+sγn+1u
(n+1)
+ − tA˜·u−sγ·u−
= tA˜·u+s
∑n+1
i=1 γiu
(i)
+ − tA˜·u−s
∑n
i=1 γiu
(i)
−
= tA˜·u+s
∑n+1
i=1 γiu
(i)
+ − tA˜·u+s
∑n
i=1 γiu
(i)
−
= tA˜·u+(s
∑n+1
i=1 γiu
(i)
+ − s
∑n
i=1 γiu
(i)
− ) = 0.
La dernie`re e´galite´ provient de l’e´quation 4.2. Par conse´quent
(zu+ − zu−)hom = zu+xu
(n+1)
+ − zu− ∈ I
et (Ker ϕ˜)hom ⊂ I. De plus comme on avait de´ja` I ⊂ (Ker ϕ˜)hom on conclut que (Ker ϕ˜)hom = I.
4.3.13 Lemme. Soit A ∈ Mm,n(Z) avec m ≤ n et rang (A) = m. Alors, pour tout i ∈
{1, . . . , n} tel que la i-e`me colonne de A n’est pas nulle, il existe toujours une sous-matrice A′
de m colonnes de A ou` la i-e`me colonne de A est une colonne de A′ et A′ est inversible sur Q.
Preuve. Comme rang (A) = m, il existe une matrice A1 ∈ Mm,m(Z) de m colonnes de A telle
que A1 est inversible. Soit ai la i-e`me colonne de A avec ai 6= 0 et α
′
1, . . . , α
′
m ∈ Z
m lesm-colonnes
de A1. Alors {α
′
1, . . . , α
′
m} est une base de Q
m. Par conse´quent, il existe a1, . . . , am ∈ Q non
tous nuls tels que αi =
∑m
j=1 ajα
′
j . On peut supposer a1 6= 0, alors α
′
1 =
∑m
j=2
aj
a1
α′j −
1
a1
αi. Par
conse´quent {αi, α
′
2, . . . , α
′
m} est une base de Q
m et la matrice A′ = [αi, α
′
2, . . . , α
′
m] est inversible
sur Q.
4.3.14 Lemme. Soient ϕ : k[x] → k[t1, . . . , tm′ , t
−1
1 , . . . , t
−1
m′ ] une parame´trisation de l’ide´al
I := Ker ϕ et A∗ ∈Mm′,n(Z) la matrice relative a cette parame´trisation telle que
rang (A∗) = m ≤ m′.
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Pour tout i ∈ {1, . . . , n} tel que ϕ(xi) 6= 1, il existe une parame´trisation de I
ϕ˜ : k[x]→ k[t1, . . . , tm′ , t
−1
1 , . . . , t
−1
m′ ]
de rang maximal telle que ϕ˜(xi) = t
q
j , avec q ∈ N et j ∈ {1, . . .m} .
Preuve. Comme ϕ(xi) 6= 1, il existe αi = (αi,1, . . . , αi,m′) ∈ Zn, αi 6= 0 tel que
ϕ(xi) = t
αi,1
1 · · · t
αm′
m′ .
Soit j′ ∈ {1, . . . ,m′} l’entier plus petit tel que αi,j′ 6= 0. Notons βr le r-ie`me vecteur ligne de la
matrice A∗. Comme rang(A∗) = m, il existe β′1, . . . , β
′
m ∈ {β1, . . . , βm′} tels que
SpanQ(β
′
1, . . . , β
′
m) = SpanQ(β1, . . . , βm′)
∼= Qm.
Donc il existe b1, . . . , bm ∈ Q non tous nuls tels que βj′ =
∑m
k=1 bkβ
′
k. On peut supposer b1 6= 0,
alors
β′1 =
m∑
k=2
bk
b1
β′k −
1
b1
βj′ .
Par conse´quent βj′ , β
′
2, . . . , β
′
m est une base de SpanQ(β
′
1, . . . , β
′
m) = Q
m et il existe une matrice
B ∈Mm′,m′(Q) inversible telle que
B ·A∗ =
(
A
0
)
∈Mm′,n(Q), avec A = (βj′ , βk2 , . . . , βkm)
T et 0 ∈Mm′−m,n(Q).
D’apre`s le lemme 4.3.13 il existe une matrice inversible A′ ∈ Mm,m(Z) de m colonnes de A
contenant la i-e`me colonne de A. Maintenant on peut supposer que A = [A′|A′′] avec A′′ ∈
Mm,n−m. Comme A
′ est inversible, il existe B ∈ Mm,m(Q) tel que BA′ = I. De cette fac¸on
BA = [BA′|BA′′] = [I|BA′′]. Soit q le plus petit entier naturel tel que
q(BA) = (qB)A = [qI|q(BA′′)] ∈Mm,n(Z).
D’apre`s la proposition 4.3.7, (qB)A de´finit une parame´trisation de I, ϕ˜ : k[x]→ k[t±1] de rang
maximal (rang (A′) = m) telle qu’il existe j ∈ {1, . . .m}, et ϕ˜(xi) = t
q
j .
4.3.15 The´ore`me. Soient z1 = {z1,1, . . . , z1,n1} et z2 = {z2,1, . . . , z2,n2} deux ensembles des
variables disjoints, x une nouvelle variable et I1 ⊂ k[z1, x], I2 ⊂ k[z2, x] deux ide´aux toriques
homoge`nes tels que x apparait dans un syste`me minimal de gene´rateurs de I1 et I2. Alors :
1. I1 + I2 est un ide´al torique homoge`ne de k[z1, z2, x].
2. dim (k[z1, z2, x]/(I1 + I2)) = dim (k[z1, x]/I1) + dim (k[z2, x]/I2)− 1.
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Preuve. Sans perte de ge´ne´ralite´ on peut supposer que I1 et I2 sont non de´ge´ne´re´s, autrement
dit pour i = 1, 2, toute variable de zi ∪ {x} apparatit dans un syste`me minimal de ge´ne´rateurs
de Ii.
Avant de de´montrer le the´ore`me, il convient de noter les conside´rations suivantes :
On pose z = z1 ∪ z2. D’apre`s le lemme 4.3.14 il existe
ϕ1 : k[z1, x]→ k[t
±1, s±1] et ϕ2 : k[z1, x]→ k[w
±1, s±1]
des parame´trisations de rang maximal de I1 et I2 respectivement, avec ϕi(x) = s
γi,ni+1 et
γi,ni+1 ∈ Z
∗ pour i = 1, 2 ; on note m1, m2 les cardinaux de t et u respectivement. Posons
γ = ppcm(γ1,n1+1, γ2,n2+1). On appelle A1 ∈Mm1+1,n1+1(Z) et A2 ∈Mm2+1,n2+1(Z) les matrices
qui repre´sentent les parame´trisations ϕ1 et ϕ2, respectivement. Ces deux matrices peuvent eˆtre
e´crites comme ci-dessous :
A1 =
(
A
′
1 0
α′1 γ1,n1+1
)
etA2 =
(
A
′
2 0
α′2 γ2,n2+1
)
,
ou` A
′
1 ∈Mm1,n1(Z), A2 ∈Mm2,n2(Z), α1 = (γ1,1, . . . , γ1,n1) ∈ Z
n1 et α2 = (γ2,1, . . . , γ2,n2) ∈ Z
n2 .
En multipliant la dernie`re ligne de chaque matrice A1 et A2 respectivement, par
γ
γ1,n1+1
et γγ2,n2+1
,
ou` γ = ppcm(γ1,n1+1, γ2,n2+1), on obtient d’apre`s la proposition 4.3.7 d’autres parame´trisations
ϕ1 et ϕ2 pour I1 et I2 respectivement, a` savoir les parame´trisations relatives aux matrices :
A1 =
(
A′1 0
α1 γ
)
etA2 =
(
A′2 0
α2 γ
)
,
ou` α1 =
γ
γ1,n1+1
· α′1 ∈ Z
n1 et α1 =
γ
γ1,n2+1
· α′2 ∈ Z
n2 . Soit ϕ : k[z, x] → k[t±1,u±1, s±1] le
morphisme de´fini par ϕ(x) = sγ et ϕ(zj,i) = ϕi(zj,i) ou` i = 1, 2.
Maintenant nous sommes en mesure de prouver le the´ore`me :
1. On pose J := Ker ϕ, donc J est un ide´al torique et nous avons que :
s J est homoge`ne. Cela suit de l’argument suivant :
Comme I1 et I2 sont des ide´aux homoge`nes, d’apre`s le lemme 4.3.10, il existe ω1 ∈ Qm1 ,
ω2 ∈ Qm2 , ω′ ∈ Q et ω′ ∈ Q tels que
(1, . . . , 1) = (ω1, ω
′) ·A1 = (ω1 ·A
′
1 + ω
′ · α1, ω
′ · γ) et
(1, . . . , 1) = (ω2, ω
′′) ·A2 = (ω2 ·A
′
2 + ω
′′ · α2, ω
′′ · γ).
Donc ω′ · γ = ω′′ · γ et par conse´quent ω′ = ω′′ Par ailleurs, la matrice qui repre´sente le
morphisme ϕ est
A =
 A′1 0 00 A′2 0
α1 α2 γ

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et
(ω1, ω2, ω
′) ·A = (ω1 ·A1 + ω
′ · α1, ω2 ·A2 + ω
′ · α2, ω
′γ)
= (ω1 ·A1 + ω
′ · α1, ω2 ·A2 + ω
′ · α2, ω
′γ)
= (1, . . . , 1, 1, . . . , 1, 1).
En utilisant le lemme 4.3.10 on a que J = Ker ϕ = IA est homoge`ne.
s Montrons que J = I1+I2. Il est clair que I1+I2 ⊂ J . Il reste a` de´montrer que J ⊂ I1+I2 :
Soit B := z1
u1z2
u2xδ − z1
v1z2
v2 ∈ J homoge`ne, ou` δ ∈ N et ui, vi ∈ Nni pour i = 1, 2
avec la proprie´te´ que si (ui)j 6= 0, alors (vi)j = 0 et re´ciproquement. Donc
|u1|+ |u2|+ δ = degN(z1
u1z2
u2xδ) = degN(z1
v1z2
v2) = |v1|+ |v2|. (4.3)
Par ailleurs, comme
0 = ϕ(B)ϕ˜1(z1
u1)ϕ˜2(z2
u2)sλ1 − ϕ˜1(z1
v1)ϕ˜2(z2
v2)sλ2
et les ensembles des variables t, w et s sont disjoints, on a que
ϕ˜1(z1
u1) = ϕ˜1(z1
v1) et ϕ˜2(z2
u2) = ϕ˜2(z2
v2) et λ1 = λ2.
Par conse´quent z1
u1 − z1
v1 ∈ (Ker ϕ˜1) et z2
u2 − z2
v2 ∈ (Ker ϕ˜2). D’apre`s le lemme
4.3.12 :
(z1
u1 − z1
v1)hom ∈ (Ker ϕ˜1)
hom = I1 et (z2
u2 − z2
v2)hom ∈ (Ker ϕ˜2)
hom = I2.
s On va prouver que B est une combinaison alge´brique de (z1
u1 − z1
v1)hom et
(z2
u2 − z2
v2)hom. Pour cela on conside`re trois cas :
(a) Soit |u1| < |v1|. Alors, il existe α ∈ N, α > 0, tel que
(z1
u1 − z1
v1)hom = z1
u1xα − z1
v1 .
Donc,
|u1|+ α = |v1|. (4.4)
Maintenant, on conside`re deux sous-cas :
i. Soit |u2| ≤ |v2|. Alors, il existe β ∈ N, tel que (z2u2 −z2v2)hom = z2u2xβ −z2v2 .
Donc |u2|+ β = |v2|. De plus, des e´quations 4.4 et 4.3, on de´duit que
(|u1|+ α) + (|u2|+ β) = |v1|+ |v2| = |u1|+ |u2|+ δ.
Par conse´quent α+ β = δ et
B = z1
u1z2
u2xδ − z1
v1z2
v2
= z1
u1xα(z2
u2xβ − z2
v2) + z2
v2(z1
u1xα − z1
v1)
= z1
u1xα(z2
u2 − z2
v2)hom + z2
v2(z1
u1 − z1
v1)hom ∈ I2 + I1.
ii. Soit |u2| > |v2|. Alors, il existe β ∈ N, tel que (z2u2 −z2v2)hom = z2u2 −z2v2xβ .
Donc |u2| = |v2|+ β. De plus, des e´quations 4.4 et 4.3, on de´duit que
(|u1|+ α) + |u2| = |v1|+ (|v2|+ β) = (|v1|+ |v2|) + β = (|u1|+ |u2|+ δ) + β
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Ainsi α = δ + β et
B = z1
u1z2
u2xδ − z1
v1z2
v2
= z1
u1xδ(z2
u2 − z2
v2xβ) + z2
v2(z1
u1xα − z1
v1)
= z1
u1xδ(z2
u2 − z2
v2)hom + z2
v2(z1
u1 − z1
v1)hom ∈ I2 + I1.
(b) Soit |u1| > |v1|. Alors, d’apre`s l’e´quation 4.3 |v2| > |u2|. De cette fac¸on, il existe
α, β ∈ N, α > 0 et β > 0 tels que
(z1
u1 − z1
v1)hom = z1
u1 − z1
v1xα et (z2
u2 − z2
v2)hom = z2
u2xβ − z2
v2 .
Ainsi |u1|+ (|u2|+ β) = (|v1|+α) + |v2| = (|v1|+ |v2|) +α = (|u1|+ |u2|+ δ) +α,
cette dernie`re e´galite´ vient de l’e´quation 4.3. En conse´quence β = δ+α et de cette
fac¸on on a que :
B = z1
u1z2
u2xδ − z1
v1z2
v2
= z2
u2xδ(z1
u1 − z1
v1xα) + z2
v1(z2
u2xβ − z2
v2)
= z2
u2xδ(z1
u1 − z1
v1)hom + z2
v1(z2
u2xβ − z2
v2)hom ∈ I1 + I2.
(c) Soit |u1| = |v1|. Alors, d’apre`s l’e´quation 4.3 |v2| ≥ |u2|. De cette fac¸on, il existe
β ∈ N, tel que
(z1
u1 − z1
v1)hom = z1
u1 − z1
v1 et (z2
u2 − z2
v2)hom = z2
u2xβ − z2
v2 .
Donc |u1| + (|u2| + β) = |v1| + |v2| = |v1| + |v2| = |u1| + |u2| + δ, cette dernie`re
e´galite´ suit de l’e´quation 4.3. En conse´quence β = δ et de cette fac¸on on a que :
B = z1
u1z2
u2xδ − z1
v1z2
v2
= z2
u2xδ(z1
u1 − z1
v1) + z2
v1(z2
u2xβ − z2
v2)
= z2
u2xδ(z1
u1 − z1
v1)hom + z2
v1(z2
u2xβ − z2
v2)hom ∈ I1 + I2.
Ce qui prouve que J ⊂ I1 + I2 et termine la preuve que I1 + I2 = J := Ker ϕ.
Finalement, par la remarque 4.3.3 on conclut que I1 + I2 est un ide´al torique homoge`ne.
2. On a montre´ que la matrice A ∈ Mm1+m2+1,n1+n2+1(Z) qui repre´sent la parame´trisation
ϕ de I1 + I2 est donne´e par :
A =
 A′1 0 00 A′2 0
α1 α2 γ
 .
Par conse´quent : dim (k[z1, z2, x]/(I1 + I2)) = dim (k[z1, x]/I1) + dim (k[z2, x]/I2)− 1.
4.3.16 Proposition. Soient z1, . . . , zk k ensembles de variables disjoints et pour tout i =
1, . . . , k, Ii un ide´al torique homoge`nes avec comme parame´trisation de rang maximal ϕi : k[zi]→
k[ti±1]. Alors
∑k
i=1 Ii est un ide´al homoge`ne torique avec comme parame´trisation de rang maxi-
mal
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ϕ : k[z1, . . . , zk]→ k[t1±1, . . . , tk±1] le morphisme de´ﬁni par ϕ(zi,j) = ϕi(zi,j).
De plus
dim (k[z1, . . . , zk]/(
k∑
i=1
Ii)) =
k∑
i=1
dim (k[zi]/Ii).
Preuve. Nous posons J :=
∑k
i=1 Ii. Il est clair que J ⊂ Ker ϕ. Nous allons prouver que Ker ϕ ⊂
J :
Soient m1,m2 des monoˆmes de k[z1, . . . , zk] tels que b = m1 −m2 est un ge´ne´rateur de Ker ϕ.
En outre, nous pouvons e´crire m1 = m
(1)
1 m
(2)
1 · · ·m
(k)
1 et m2 = m
(1)
2 m
(2)
2 · · ·m
(k)
2 , ou` pour tout
1 ≤ i ≤ k m
(i)
1 et m
(i)
2 sont des monoˆmes dans k[zi]. Comme ϕ(m1) = ϕ(m2) et t1, . . . , tk sont
des ensembles de variables disjoints on a ϕ(m
(i)
1 ) = ϕ(m
(i)
2 ). De la`, pour tous 1 ≤ i < j ≤ k :
ϕi(m
(i)
1 ) = ϕ(m
(i)
1 ) = ϕ(m
(i)
2 ) = ϕi(m
(i)
2 ),
donc m
(i)
1 −m
(i)
2 ∈ Ker ϕi = Ii et
m1−m2 = m
(2)
1 · · ·m
(k)
1 (m
(1)
1 −m
(1)
2 )+m
(1)
2 m
(3)
1 · · ·m
(k)
1 (m
(2)
1 −m
(2)
2 )+· · ·+m
(1)
2 · · ·m
(k−1)
2 (m
(k)
1 −m
(k)
2 ) ∈ J.
D’ou` Ker ϕ ⊂ J et nous concluons que J = Ker ϕ. Ainsi J est un ide´al torique. Il est clair que
la parame´trisation ϕ de J est une parame´trisation de rang maximal, par conse´quent
dim (k[z1, . . . , zk]/(
k∑
i=1
Ii)) =
k∑
i=1
dim (k[zi]/Ii).
4.3.17 De´finition. Soient x1, . . . ,xk des ensembles de variables et I1 ⊂ k[x1], . . . , Ik ⊂ k[xk]
des ide´aux toriques tel que pour toute paire i, j ∈ {1, . . . , k}, i 6= j, |xi ∩ xj| ≤ 1. On de´finit
le graphe de la suite des ide´aux toriques I1, . . . , Ik, note´ G(I1, . . . , Ik), comme le graphe
dont l’ensemble des sommets est V (M1, . . . ,Mk) et dont {Ii, Ij} est une areˆte si Ii et Ij ont une
variable en commun.
4.3.18 The´ore`me. Soient x1, . . . ,xk des ensembles de variables et I1 ⊂ k[x1], . . . , Ik ⊂ k[xk]
des ide´aux toriques tel que pour toute paire i, j ∈ {1, . . . , k}, i 6= j, |xi ∩xj| ≤ 1. Si chaque com-
posante connexe du graphe G(I1, . . . , Ik) est un arbre, alors J :=
∑k
i=1 Ii est un ide´al homoge`ne
torique et en posant r le nombre de composantes connexes de G(I1, . . . , Ik) on a que :
dim (k[x]/J) =
k∑
i=1
dim (k[xi]/Ii) + r − k + 1,
ou` x = ∪ki=1xi
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Preuve. Soit Gj une composante connexe de G := G(I1, . . . , Ik) et V (Gj) = {Ij1 , . . . , Ijsj }
l’ensemble de sommets de Gj . Remarquons que J :=
∑k
i=1 Ii =
∑r
j=1(
∑sj
i=1 Iji). De cette fac¸on
si on preuve que chaque j ∈ {1, . . . , r} que (
∑sj
i=1 Iji) est un ide´al homoge`ne torique et
dim (k[x]/
sj∑
i=1
Iji) =
sj∑
i=1
dim (k[xji ]/Ii)− sj ,
alors J est un ide´al homoge`ne torique graˆce a` la proposition 4.3.16 et
dim (k[x]/J) =
k∑
i=1
dim (k[xi]/Ii) + r − k + 1.
Donc, on peut conside´rer que G est un arbre connexe et on va prouver par re´currence sur k que
J est un ide´al homoge`ne torique.
1. Si k = 2, c’est le the´ore`me 4.3.15
2. On suppose que si G est un arbre connexe avec k − 1-sommets, alors
∑k−1
i=1 Ii est un ide´al
homoge`ne torique et
dim (k[x]/
k−1∑
i=1
Ii) =
k−1∑
i=1
dim (k[xi]/Ii)− (k − 1).
Il faut de´montrer que si G est un arbre connexe avec k-sommets, alors J :=
∑k
i=1 Ii est
torique et
dim (k[x]/J) =
k∑
i=1
dim (k[xi]/Ii)− k.
Cela suit de l’argument suivant : comme G est un arbre connexe il existe i ∈ {1, . . . , k}
tel qu’il existe un unique j ∈ {1, . . . , k} tel que {Ii, Ij} ∈ E(G). On peut supposer que
i = k, donc |xi ∩ xk| = 1 et pour tout j ∈ ({1, . . . , k − 1} \ {i}), |xj ∩ xk| = 0. Donc
|(∪k−1i=1 xi)∩xk| = 1 et G\{Ik} est un arbre connexe. Par hypothe`se de re´currence
∑k−1
i=1 Ii
est un ide´al homoge`ne torique et
dim (k[x]/
k−1∑
i=1
Ii) =
k−1∑
i=1
dim (k[xi]/Ii)− (k − 1).
De plus, Ik est un ide´al homoge`ne torique, donc par le the´ore`me 4.3.15 J =
∑k−1
i=1 Ii + Ik
est un ide´al homoge`ne torique et
dim (k[x]/J) = dim (k[x]/
∑k−1
i=1 Ii) + dim (k[xk]/Ik)
=
∑k−1
i=1 dim (k[xi]/Ii)− (k − 1) + dim (k[xk]/Ik)− 1
=
∑k
i=1 dim (k[xi]/Ii)− k.
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Re´sume´ :
Ha Minh Lam et M. Morales ont introduit une classe d’ide´aux binomiaux qui est une extension binomiale
d’ide´aux monomiaux libres de carre´s. E´tant donne´ I ⊂ k[x] un ide´al monomial quadratique libre de carre´s
et J ⊂ k[z] une somme d’ide´aux de scroll qui satisfont certaines conditions, nous de´finissons l’extension
binomiale simpliciale de I comme B = I + J ⊂ k[z]. Le sujet de cette the`se est d’e´tudier le nombre p
plus grand tel que les sizygies de B sont line´aires jusqu’au pas p − 1, dans ce cas on dit que I satisfait
la proprie´te´ N2,p. Sous certaines conditions d’ordre impose´es sur les facettes du complexe de Stanley-
Reisner de I nous obtiendrons un ordre > pour les variables de l’anneau de polynoˆmes k[z]. Ensuite nous
prouvons par un calcul de bases de Gro¨bner que l’ide´al initial in(B), sous l’ordre lexicographique induit
par l’ordre de variables >, est quadratique libre de carre´s. Nous montrerons que in(B) est 2-re´gulier si et
seulement si I est 2-re´gulier. Cela nous permettra de montrer a` partir de la semicontinuite´ de nombres
de Betti que B est 2-re´gulier si et seulement si I est 2-re´gulier. Dans le cas ge´ne´ral lorsque I n’est pas
2-re´gulier nous trouverons une borne infe´rieur pour l’entier q maximal pour lequel k[z]/in(B) satisfait la
proprie´te´ N2,q. Graˆce a` la semicontinuite´ des nombres de Betti, ce nombre q calcule´ en fonction de I nous
donnera une borne infe´rieure de l’entier p maximal pour lequel B satisfait la proprie´te´ N2,p. En outre,
en supposant que J est un ide´al torique et en imposant certaines conditions, nous trouverons une borne
supe´rieure pour p. En imposant des conditions supple´mentaires, nous prouverons que les deux bornes
trouve´es co¨ıncident et nous aurons trouve´ la valeur de p en fonction de I.
Mots cle´s :
Nombres de Betti, proprie´te´ Nd,p, complexe de cliques, ide´al monomial, ide´al torique, Bases de Gro¨bner.
