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Dynamics of weakly interacting front and back waves
in three-component systems
Hideo Ikeda
Abstract. Weak interaction of stable travelling front and back solutions
is considered for three-component systems with competition and diffu-
sion. In the previous paper [I], the existence and the stability property
of standing pulse solutions are proved, which are static results after in-
teraction. Here an ODE system, which describes the dynamics of layer
positions where travelling front and back solutions are interacting each
other, is given. By using this system, wave blocking and annihilation
phenomena are studied and compared with the results in [I].
1. Introduction
In this article, we study the following 3-component reaction-diffusion sys-
tems for three competing species:
u1,t = d1u1,xx + (r1 − a11u1 − a12u2 − a13u3)u1
u2,t = d2u2,xx + (r2 − a21u1 − a22u2 − a23u3)u2
u3,t = d3u3,xx + (r3 − a31u1 − a32u2 − a33u3)u3
, (t, x) ∈ R+ ×R, (1.1)
where ui(t, x) denote the population densities of three competing species at
time t and spatial position x. di are the diffusion rates, ri are the intrinsic
growth rates, aii are the intraspecific competition rates of ui, and aij(i 6= j)
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are the interspecific competition rates between ui and uj , respectively. All of
the coefficients are positive constants. Here we assume that two species u1
and u2 diffuse slowly relative to the third species u3.
(H1) d1 = ε2, d2 = dε2, d3 = 1 for d > 0 and small ε > 0.
Let
u¯i = aiiui/ri (i = 1, 2, 3), t¯ = r3t, x¯ =
√
r3x, a = r1/r3, b = r2/r3,
αij = rjaij/riajj (i, j = 1, 2, 3; i 6= j).
Then (1.1) is rewritten as
u1,t = ε2u1,xx + a(1− u1 − α12u2 − α13u3)u1
u2,t = ε2du2,xx + b(1− α21u1 − u2 − α23u3)u2
u3,t = u3,xx + (1− α31u1 − α32u2 − u3)u3
, (t, x) ∈ R+×R, (1.2)
where the overbars will be omitted. Simply, we often write (1.2) as
ut = ε2Duxx + f(u, v)
vt = vxx + g(u, v)
, (t, x) ∈ R+ ×R, (1.3)
where D = diag {1, d} and
u =
(
u1
u2
)
, f(u, v) =
(
f1(u, v)
f2(u, v)
)
=
(
a(1− u1 − α12u2 − α13v)u1
b(1− α21u1 − u2 − α23v)u2
)
,
v = u3, g(u, v) = (1− α31u1 − α32u2 − v)v.
Null sets of the nonlinearities of f1, f2 and g are given in Fig.1. First we as-
sume the following: If the u1 species is absent, the u2 and the v species coexist.
That is, we may say that if the competition between the u2 and the v species
is not so strong, they can coexist. Similarly if the u2 species is absent, the u1
and the v species coexist. Thus, we assume
(H2) α13 < 1, α23 < 1, α31 < 1, α32 < 1.
Let q− = (1 − α21)/(α23 − α21α13) and q+ = (1 − α12)/(α13 − α12α23) be
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Figure 1: Null sets of f1, f2 and g.
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the third components of Q− and Q+, and p− = (1 − α31)/(1 − α13α31) and
p+ = (1−α32)/(1−α23α32) be the third components of P− and P+ (see Fig.1),
respectively. And we use the symbol I(a ∼ b) ≡ (a, b) if a < b, ≡ {a} if a = b,
≡ (b, a) if b < a. Second we assume that 1 − α13ω > 0 and 1 − α23ω > 0 for
any ω ∈ I(p− ∼ p+). That is,
(H3) max{p−, p+} < min{1/α13, 1/α23}
is assumed. Finally we assume the one of the following three conditions de-
pending on the relation between α12, α13, α21, α23:
(H4-a) I(p− ∼ p+) ⊂ (q−, q+) when max{α21, 1/α12} < α23/α13;
(H4-b) I(p− ∼ p+) ⊂ (q+, q−) when α23/α13 < min{α21, 1/α12};
(H4-c) max{p−, p+} < min{q−, q+} when 1/α12 < α23/α13 < α21.
The term (H4) is used simply in a sense that any condition of the above three
is taken.
Under the assumptions (H2), (H3) and (H4), the equilibrium states P−
and P+ are both asymptotically stable in (1.3) (Fig.1 corresponds to the case
satisfying (H2),(H3) and (H4-a)).
In this situation, we consider travelling wave solutions of (1.3) connecting
two stable states P±. That is, introducing the travelling coordinate (t, z) =
(t, x+ εθt), such solutions are stationary solutions of the following system:
ut = ε2Duzz − εθuz + f(u, v)
vt = vzz − εθvz + g(u, v)
, (t, z) ∈ R+ ×R
t(u, v)(t,−∞) = P−, t(u, v)(t,+∞) = P+,
(1.4)
where tv means a column vector for a row vector v. We write these stationary
solutions P− → P+ symbolically, depending on the boundary conditions of
(1.4), and call them travelling front solutions. By using the geometric or
topological singular perturbation method, Miller [M1 and M2] shows that
(1.4) has an asymptotically stable stationary (i.e, an asymptotically stable
travelling front) solution P− → P+. Similarly we can study the existence
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and stability of travelling back solutions P+ → P−. Under the assumptions
(H1), (H2), (H3) and (H4), we obtain the following global branches of stable
travelling front and back solutions with the velocity εθ(ε) with respect to the
parameter α21 (see Fig.2).
α
21
θ(ε)
α21^
P P
-+PP- +
Figure 2: Global branches of stable travelling front and back solutions. θ(ε) versus
α21.
At (α21, θ(ε)) = (αˆ21, 0), the stable travelling front and back solutions with
the same zero velocity coexist. When α21 increases a little from αˆ21, there
are also two travelling wave solutions, the front and back solutions. But the
signs of their velocities are different. By the aid of numerical simulations,
we make such travelling wave solutions collide each other in Fig.3, Fig.4 and
Fig.5. Note that the parameters in Fig.3,(Fig.4, Fig.5) satisfy (H4-a) ((H4-b),
(H4-c)), respectively. In Fig.3 and Fig.4, it seems that the travelling front and
back solutions are blocked by a stable standing pulse solution. Then, what
happens in Fig.5 ? It seems that they annihilate and then recover the stable
equilibrium state P−. In spite of the fact that the branches of travelling wave
solutions in each case have the same structure as in Fig.2, where does this
6 Hideo Ikeda
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Figure 3: Numerical solutions of (1.3) with ε = 0.01, a = b = d = 1.0. Travelling
front and back solutions collide and are blocked by a stable standing pulse solution
when α12 = 1.3, α13 = 0.7, α21 = 1.04, α23 = 0.8, α31 = 0.8, α32 = 0.5.
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Figure 4: Numerical solutions of (1.3) with ε = 0.01, a = b = d = 1.0. Travelling
front and back solutions collide and are blocked by a stable standing pulse solution
when α12 = 0.9, α13 = 0.8, α21 = 1.5, α23 = 0.5, α31 = 0.75, α32 = 0.8.
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Figure 5: Numerical solutions of (1.3) with ε = 0.01, a = b = d = 1.0. Travelling
front and back solutions collide and annihilate when α12 = 1.3, α13 = 0.8, α21 =
2.2, α23 = 0.7, α31 = 0.8, α32 = 0.5.
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difference come from ?
Motivated by the above question, we studied the existence and stability of
standing pulse solutions of the problem (1.3) in [I]. They depend strongly on
two signs; one is the sign of p+ − p− and the other is that of ∂θ¯∂ω (ω∗, αˆ21) in
Lemma 2.5.
θ(ε) θ(ε)
θ(ε) θ(ε)
α21 α21
α21 α21
(a) (b)
(c) (d)
P      P+ -P      P+ -
P      P+ - P      P+ -
P      P+-P      P+-
P      P+- P      P+-
P      P++ P      P++
P      P++
P      P++
P      P- - P      P- -
P      P- - P      P- -
S
SS
SS
SS
SS
SS
S
UU
UU
- -
- -
Figure 6: Global bifurcation diagrams of standing pulse solutions. θ¯(ε) versus α21.
The symbols S and U stand for a stable branch and an unstable one, respectively.
(a) p− < p+ and ∂θ¯∂ω (ω
∗, αˆ21) < 0; (b) p− < p+ and ∂θ¯∂ω (ω
∗, αˆ21) > 0; (c) p+ < p−
and ∂θ¯∂ω (ω
∗, αˆ21) < 0; (d) p+ < p− and ∂θ¯∂ω (ω
∗, αˆ21) > 0.
Theorem 0.1.([I]) Suppose that p− < p+ (resp. p+ < p−). When ∂θ¯∂ω (ω
∗, αˆ21) <
0, the standing pulse solutions (u1, u2, v)(x; ε), which bifurcate to the right-
hand (resp. left-hand) side at (ω∗, αˆ21), are asymptotically stable (resp. unstable).
Conversely when ∂θ¯∂ω (ω
∗, αˆ21) > 0, the standing pulse solutions (u1, u2, v)(x; ε),
10 Hideo Ikeda
which bifurcate to the left-hand (resp. right-hand) side at (ω∗, αˆ21), are unsta-
ble (resp. asymptotically stable) (see Fig.6).
This theorem only shows the static results of stationary solutions of (1.3)
and never give a complete answer to the dynamics of interacting travelling
front and back solutions as shown in Fig.3, Fig.4 and Fig.5. Recently Ei [E]
has developed a general method to describe the dynamics of layer positions
where travelling waves or pulses are interacting weakly. Here we apply his
method to our problem. For this purpose, we need analytical information of
travelling wave solutions. Then, in §2, we show the existence and stability of
travelling front solutions of (1.3) by using the analytical singular perturbation
method. In §3, we study the dynamics of weakly interacting travelling front
and back solutions along the paper by [E] and give an ODE system which
describes the dynamics of layer positions of these solutions (see Theorem 3.1
and 3.5), by which we find an answer to the above question. The coefficients of
the ODE system are determined by using the properties of the solution of an
adjoint equation, which is given in §4. We use the following function spaces.
Let ε and σ be positive numbers, and n be an nonnegative integer. Let
Xnσ,ε(R±) ≡
{
u ∈ Cn(R±) | ‖u‖Xnσ,ε(R±) =
n∑
i=0
sup
x∈R±
eσ|x||
(
ε
d
dx
)i
u(x)| <∞
}
,
X˚nσ,ε(R±) ≡
{
u ∈ Xnσ,ε(R±)
∣∣∣ u(0) = 0} , Xnσ,ε(R) ≡ Xnσ,ε(R−)⋃Xnσ,ε(R+).
We also use the symbol sign{A} which is defined by the relation sign{A} = 1
if A > 0, = 0 if A = 0, = −1 if A < 0.
2. Travelling front solutions
Existence of travelling front solutions has been proved already by Miller
[M1] using the geometric singular perturbation method. But here we give good
approximations to travelling front solutions by using the analytical singular
perturbation method since we want to use analytical information of solutions
for our purpose (see §4). Introducing the travelling coordinate z = x + εθt,
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we find that travelling front solutions with velocity εθ satisfy

ε2Duzz − εθuz + f(u, v) = 0
vzz − εθvz + g(u, v) = 0
, z ∈ R
t(u, v)(−∞) = P−, t(u, v)(+∞) = P+.
(2.1)
To avoid the phase ambiguity, we impose the following condition on u1(z):
u1(0) = β, (2.2)
where β is an arbitrarily fixed value in some interval (see §2.2). Moreover, we
put
(u2, v)(0) = (ν, ω) (2.3)
for ν and ω, which will be determined later.
We divide the whole interval R into two subintervals R− and R+. First,
fix θ, ν and ω arbitrarily, and look for solutions t(u±, v±) = t(u±1 , u
±
2 , v
±) of
the following boundary value problem on each subinterval R± with the aid of
outer and inner approximations:
ε2Du±zz − εθu±z + f(u±, v±) = 0
v±zz − εθv±z + g(u±, v±) = 0
, z ∈ R±
t(u±, v±)(0) = t(β, ν, ω)
t(u−, v−)(−∞) = P−, t(u+, v+)(+∞) = P+.
(2.4)±
Second, we derive three relations between θ, ν and ω through C1-matching of
the solutions of (2.4)± at z = 0, and solve them to obtain θ = θ(ε), ν = ν(ε)
and ω = ω(ε).
2.1. Outer Approximations
The derivatives of u± are moderate in the region away from the layer posi-
tion z = 0. Therefore, solutions of the following limiting equations of (2.4)±
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as ε ↓ 0 could become good approximations there:
f(u±, v±) = 0
v±zz + g(u±, v±) = 0
, z ∈ R±
v−(−∞) = p−, v±(0) = ω, v+(+∞) = p+.
(2.5)±
If p− = p+, (2.5)± have trivial solutions v±(z) = p− with ω = p−. If p− 6= p+,
we choose ω arbitrarily in the interval I(p− ∼ p+) and fix it. Hereafter we
assume p− < p+ because the other case is treated similarly. As particular
solutions of f(u±, v±) = 0, we take the following relations{
u− = t(u−1 , u
−
2 ) =
t(1− α13v−, 0)
u+ = t(u+1 , u
+
2 ) =
t(0, 1− α23v+).
Substituting these into the second equations, we see that (2.5)± are reduced
to 
V −zz + g(1− α13V −, 0, V −) = 0, z ∈ R−
V +zz + g(0, 1− α23V +, V +) = 0, z ∈ R+
V −(−∞) = p−, V ±(0) = ω, V +(+∞) = p+.
(2.6)±
For this equation, we have the following lemma:
Lemma 2.1. Under (H2), there exists ω∗ ∈ (p−, p+) such that (2.6)± with
ω = ω∗ have monotone increasing solutions V ±,0(z;ω∗) satisfying V −,0z (0;ω∗) =
V +,0z (0;ω
∗).
The proof is easily achieved by using phase plane methods. So we omit it.
We note that ω∗ dose not depend on α21. For small |δ|, put ω = ω∗+ δ and
consider the following problems:
V −zz + g(1− α13V −, 0, V −) = 0, z ∈ R−
V +zz + g(0, 1− α23V +, V +) = 0, z ∈ R+
V −(−∞) = p−, V ±(0) = ω∗ + δ, V +(∞) = p+.
(2.7)±
Lemma 2.2. For any δ satisfying |δ| < δ0 with some δ0 > 0, (2.7)± have
monotone increasing solutions V ±(z; δ) satisfying
|V ±(z; δ)− p±| ∈ X2σ0,1(R±),
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where σ0 = min{σ−, σ+}, σ− =
√
1− α31 and σ+ =
√
1− α32. Moreover they
satisfy
(i) V ±(z; δ) are uniformly continuous with respect to δ in the X2σ0,1(R±)-
topology,
(ii) ||V −(z; δ)−V −,0(z;ω∗)||X2σ0,1(R−)+||V
+(z; δ)−V +,0(z;ω∗)||X2σ0,1(R+) → 0
as δ → 0,
(iii) ∂∂δV
−
z (z; δ) > 0,
∂
∂δV
+
z (z; δ) < 0.
The proof is seen in [F1, Lemma 2.1].
Define U±(z; δ) by
U−(z; δ) = t(U−1 , U
−
2 )(z; δ) =
t(1− α13V −(z; δ), 0) for x ∈ R−
U+(z; δ) = t(U+1 , U
+
2 )(z; δ) =
t(0, 1− α23V +(z; δ)) for x ∈ R+.
We have outer approximations of (2.4)± as t(U±(z; δ), V ±(z; δ)).
2.2. Inner Approximations
Since the outer approximations U±(z; δ) do not satisfy the boundary con-
ditions at z = 0, we must remedy them in a neighborhood of z = 0. For this
purpose, it is convenient to introduce the stretched variable ξ = z/ε. Substi-
tuting t(U±+ u¯±, V ±) into (2.4)± with remedy terms u¯±, and putting ε = 0,
we have the following problems for u¯±(ξ) = t(u¯±1 , u¯
±
2 )(ξ):
Du¯±ξξ − θu¯±ξ + f(U±(0; δ) + u¯±, ω∗ + δ) = 0 , ξ ∈ R±
u¯±(0) = t(β, ν)−U±(0; δ)
u¯±(±∞) = 0.
(2.8)±
That is, the inner approximations are stretched on the half lines R±. First,
setting δ = 0, we consider the problem on the whole line.
Du¯ξξ − θu¯ξ + f(u¯, ω∗) = 0 , ξ ∈ R
u¯1(0) = β
u¯(−∞) = t(1− α13ω∗, 0), u¯(+∞) = t(0, 1− α23ω∗).
(2.9)
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Fix β ∈ (0, 1 − α13ω∗) arbitrarily. The assumptions (H3) and (H4) implies
that (2.9) is of a bistable type. Then we have the following lemma:
Lemma 2.3.([K]) Under the assumptions (H3) and (H4), there exists θ¯ =
θ¯(ω∗, α21) such that (2.9) has a strictly monotone solution u¯(ξ;ω∗) = t(u¯1, u¯2)
(ξ;ω∗) with u¯1,ξ(ξ;ω∗) < 0, u¯2,ξ(ξ;ω∗) > 0. Moreover u¯(ξ;ω∗) −U±(0; 0) ∈
(X2τ0,1(R±))
2 for some τ0 > 0. Furthermore there exists αˆ21 such that θ¯(ω∗, αˆ21)
= 0.
Define ν∗ ∈ (0, 1− α23ω∗) by
u¯2(0;ω∗) = ν∗.
When we define the linearized operator of (2.9) around u¯(ξ;ω∗) by
L(p) ≡ Dpξξ − θ¯pξ + fu(ξ)p,
we know that L(u¯ξ) = 0. The adjoint operator of L, say L∗, is defined by
L∗(p) ≡ Dpξξ + θ¯pξ + tfu(ξ)p,
where tA stands for the transpose of a matrix A. For this operator, we have
Lemma 2.4. ([KY, Lemma A.2]) Any non-trivial bounded solution p∗(ξ) =
t(p∗1, p∗2)(ξ) of L∗(p) = 0 satisfies p∗1(ξ)p∗2(ξ) < 0 for all ξ ∈ R and is unique
up to multiplication by constants.
By virtue of this lemma, we have the dependency of θ¯ on ω and α21.
Lemma 2.5. ([I, Lemma 2.4]) θ¯(ω, α21) is a smooth function and satisfies
∂θ¯
∂ω
(ω, α21) = −
∫∞
−∞{aα13u¯1(ξ;ω∗)p∗1(ξ) + bα23u¯2(ξ;ω∗)p∗2(ξ)}dξ∫∞
−∞{u¯1,ξ(ξ;ω∗)p∗1(ξ) + u¯2,ξ(ξ;ω∗)p∗2(ξ)}dξ
,
∂θ¯
∂α21
(ω, α21) = −
b
∫∞
−∞ u¯1(ξ;ω
∗)u¯2(ξ;ω∗)p∗2(ξ)dξ∫∞
−∞{u¯1,ξ(ξ;ω∗)p∗1(ξ) + u¯2,ξ(ξ;ω∗)p∗2(ξ)}dξ
< 0.
Furthermore the following relation also holds:
∂θ¯
∂ω
(ω, α21) = − α132(1− α13ω) θ¯(ω, α21) +
b√
a
(α13 − α23)
(1− α13ω)3/2S,
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where S > 0.
Note that αˆ21 is determined by the relation θ¯(ω∗, αˆ21) = 0. We find that the
sign of ∂θ¯∂ω (ω
∗, αˆ21) changes depending on the values α13 and α23. Next, we fix
δ0, µ0 and ζ0 to be positive and small, and consider the problems (2.8)±, where
θ = θ¯(ω∗)+µ and ν = ν∗+ ζ , and (δ, µ, ζ) satisfies |δ| < δ0, |µ| < µ0, |ζ| < ζ0.
Lemma 2.6. For any (δ, µ, ζ) satisfying |δ| < δ0, |µ| < µ0, |ζ| < ζ0, (2.8)±
with θ = θ¯(ω∗) + µ and ν = ν∗ + ζ have unique strictly monotone solutions
u¯±(ξ; δ, µ, ζ) = (u¯±1 , u¯
±
2 )(ξ; δ, µ, ζ) ∈ (X2τ0,1(R±))2 such that
(i) u¯±(ξ; δ, µ, ζ) are uniformly continuous with respect to (δ, µ, ζ) in the
(X2τ0,1(R±))
2-topology,
(ii) ||u¯±(ξ; δ, µ, ζ) +U±(0; 0)− u¯(ξ, ω∗)||(X2τ0,1(R±))2 −→ 0 as (δ, µ, ζ)→ 0,
(iii) { ∂∂µ u¯−1,ξ(0; 0, 0, 0)− ∂∂µ u¯+1,ξ(0; 0, 0, 0)}p∗1(0) + d{ ∂∂µ u¯−2,ξ(0; 0, 0, 0)
− ∂∂µ u¯+2,ξ(0; 0, 0, 0)}p∗2(0) =
∫∞
−∞{u¯1,ξ(ξ)p∗1(ξ) + u¯2,ξ(ξ)p∗2(ξ)}dξ,
(iv) { ∂∂ζ u¯−1,ξ(0; 0, 0, 0)− ∂∂ζ u¯+1,ξ(0; 0, 0, 0)}p∗1(0) + d{ ∂∂ζ u¯−2,ξ(0; 0, 0, 0)
− ∂∂ζ u¯+2,ξ(0; 0, 0, 0)}p∗2(0) = 0.
For the proof of this, the reader can refer the proof of Lemma 3.2 in [I].
2.3. Solutions of (2.4)± on R±
In this subsection, we show the existence of solutions of (2.4)± with θ =
θ¯ + µ, ν = ν∗ + ζ, ω = ω∗ + δ. Fix c0 to be positive and small, and put
Σc0 ≡ {ρ = (δ, µ, ζ)||δ|+ |µ|+ |ζ| < c0}. For any ρ = (δ, µ, ζ) ∈ Σc0 , define

u±,a(z; ρ) = U±(z; δ) + u¯±( zε ; δ, µ, ζ)
v±,a(z; ρ) = V ±(z; δ) + ε2
{
Z±( zε ; δ, µ, ζ)− e−σ0|z|Z±(0; δ, µ, ζ)
} , z ∈ R±,
where Z±(ξ; δ, µ, ζ) = − ∫ ξ±∞ ∫ t±∞{g(U±(0; δ)+u¯±(s), ω∗+δ)−g(U±(0; δ), ω∗+
δ)}dsdt. We will find that (u±,a, v±,a)(z; ρ) are good approximate solutions of
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(2.4)±. Therefore we seek exact solutions of (2.4)± in the forms
u±(z; ε, ρ) = u±,a(z; ρ) + r±(z; ε, ρ)− s±(z; ε, ρ)b±
v±(z; ε, ρ) = v±,a(z; ρ) + s±(z; ε, ρ)
, z ∈ R±, (2.10)±
where r±(z; ε, ρ) = t(r±1 , r
±
2 )(z; ε, ρ), b
− = t(α13, 0) and b+ = t(0, α23). Sub-
stituting (2.10)± into (2.4)±, we define the following operators for (r±, s±):
T±(r±, s±; ε, ρ) ≡
 ε2Du±zz − εθu±z + f(u±, v±)
v±zz − εθv±z + g(u±, v±)

with the boundary conditions
t(r±, s±)(0; ε, ρ) = t(r±, s±)(±∞; ε, ρ) = 0.
T±(r±, s±) are differential operators from X˚σ,ε(R±) into Yσ(R±), where
X˚σ,ε(R±) ≡ X˚2σ,ε(R±)× X˚2σ,ε(R±)× X˚2σ,1(R±),
Yσ(R±) ≡ X0σ,1(R±)×X0σ,1(R±)×X0σ,1(R±).
Here σ is an arbitrarily fixed constant satisfying 0 < σ < σ0.
Lemma 2.7. There exist ε0 > 0, c0 > 0,K > 0 such that for any ε ∈ (0, ε0)
and ρ ∈ Σc0, T±(r±, s±; ε, ρ) have the following properties:
(i) lim
ε↓0
||T±(0, 0; ε, ρ)||Yσ(R±) = 0 uniformly in ρ ∈ Σc0 ;
(ii) For any (r±1 , s
±
1 ), (r
±
2 , s
±
2 ) ∈ X˚σ,ε(R±),
|| ∂T
±
∂(r±, s±)
(r±1 , s
±
1 ; ε, ρ)−
∂T±
∂(r±, s±)
(r±2 , s
±
2 ; ε, ρ)||X˚σ,ε(R±)→Yσ(R±)
≤ K||(r±1 , s±1 )− (r±2 , s±2 )||X˚σ,ε(R±),
where ∂T±/∂(r±, s±) are the Fre´chet derivatives of T± with respect to (r±, s±);
(iii) ||( ∂T
±
∂(r±, s±)
)−1(0, 0; ε, ρ)||Yσ(R±)→X˚σ,ε(R±) ≤ K.
Moreover (i)-(iii) also hold for ∂T±/∂δ, ∂T±/∂µ and ∂T±/∂ζ instead of T±.
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The proof is similar to that of Lemma 3.3 in [I], so we omit it.
Thus, applying the implicit function theorem [F2, Theorem 3.4] to
T±(r±, s±; ε, ρ) = 0, (2.11)±
we have the following lemma:
Lemma 2.8. There are ε0 > 0, c0 > 0 such that for any ε ∈ (0, ε0) and
ρ ∈ Σc0, there exist (r±, s±)(ε, ρ) ∈ X˚σ,ε(R±) satisfying (2.11)±. Moreover
(r±, s±)(ε, ρ), ∂(r±, s±)/∂δ(ε, ρ), ∂(r±, s±)/∂µ(ε, ρ) and ∂(r±, s±)/∂ζ(ε, ρ)
are uniformly continuous with respect to (ε, ρ) ∈ (0, ε0)×Σc0 in the X˚σ,ε(R±)-
topology and satisfy
||(r±, s±)(ε, ρ)||X˚σ,ε(R±) = o(1)
||∂(r±, s±)/∂δ(ε, ρ)||X˚σ,ε(R±) = o(1)
||∂(r±, s±)/∂µ(ε, ρ)||X˚σ,ε(R±) = o(1)
||∂(r±, s±)/∂ζ(ε, ρ)||X˚σ,ε(R±) = o(1)
as ε ↓ 0 uniformly in ρ ∈ Σc0.
2.4. Travelling wave solutions
We construct a solution of (2.1),(2.2) and (2.3) in the whole interval R,
matching t(r−, s−) (z; ε, δ, µ, ζ) and t(r+, s+)(z; ε, δ, µ, ζ) at z = 0 in the
C1−sense. For this purpose, we define three functions Φ, Ψ and Ω by
Φ(ε; δ, µ, ζ) ≡ ε ddzu−1 (0; ε, δ, µ, ζ)− ε ddzu+1 (0; ε, δ, µ, ζ)
Ψ(ε; δ, µ, ζ) ≡ ε ddzu−2 (0; ε, δ, µ, ζ)− ε ddzu+2 (0; ε, δ, µ, ζ)
Ω(ε; δ, µ, ζ) ≡ ddzv−(0; ε, δ, µ, ζ)− ddzv+(0; ε, δ, µ, ζ)
(2.12)
and determine δ, µ and ζ as functions of ε such that
Φ(ε; δ, µ, ζ) = Ψ(ε; δ, µ, ζ) = Ω(ε; δ, µ, ζ) = 0. (2.13)
Setting E as E = {(ε, δ, µ, ζ)|ε ∈ (0, ε0), (δ, µ, ζ) ∈ Σc0}, we know from Lemma
2.8 that Φ(ε; δ, µ, ζ), Ψ(ε; δ, µ, ζ) and Ω(ε; δ, µ, ζ) are uniformly continuous in
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E. Therefore, Φ, Ψ and Ω can be continuously extended so as to be defined
for E¯. Setting ε = 0 in (2.12), we put
Φ0(δ, µ, ζ) = Φ(0; δ, µ, ζ), Ψ0(δ, µ, ζ) = Ψ(0; δ, µ, ζ), Ω0(δ, µ, ζ) = Ω(0; δ, µ, ζ).
Then we easily find that
Φ0(δ, µ, ζ) = u¯−1,ξ(0; δ, µ, ζ)− u¯+1,ξ(0; δ, µ, ζ)
Ψ0(δ, µ, ζ) = u¯−2,ξ(0; δ, µ, ζ)− u¯+2,ξ(0; δ, µ, ζ)
Ω0(δ, µ, ζ) = V −z (0; δ)− V +z (0; δ).
Lemmas 2.1, 2.2, 2.3 and 2.6 say that
(i) Φ0(0, 0, 0) = Ψ0(0, 0, 0) = Ω0(0, 0, 0) = 0,
(ii) ∂∂δΩ0(0, 0, 0) > 0,
∂
∂µΩ0(0, 0, 0) = 0,
∂
∂ζΩ0(0, 0, 0) = 0,
(iii) ∂∂µΦ0(0, 0, 0)p
∗
1(0) + d
∂
∂µΨ0(0, 0, 0)p
∗
2(0)
=
∫∞
−∞{u¯1,ξ(ξ;ω∗)p∗1(ξ) + u¯2,ξ(ξ;ω∗)p∗2(ξ)}dξ,
(iv) ∂∂ζΦ0(0, 0, 0)p
∗
1(0) + d
∂
∂ζΨ0(0, 0, 0)p
∗
2(0) = 0,
which implies that
det{∂(Φ0,Ψ0,Ω0)∂(δ,µ,ζ) (0, 0, 0)} = − ∂∂δΩ0(0, 0, 0) · ∂∂ζΦ0(0, 0, 0)
× ∫∞−∞{u¯1,ξ(ξ;ω∗)p∗1(ξ) + u¯2,ξ(ξ;ω∗)p∗2(ξ)}dξ/dp∗2(0) 6= 0.
Here we used the relation ∂∂ζΦ0(0, 0, 0) 6= 0, which follows from the same reason
as that of §3.3 in [I]. Therefore we can apply the implicit function theorem
[F2, Theorem 4.3] to (2.13) and have
Lemma 2.9. There is ε0 > 0 such that for any ε ∈ [0, ε0), there exist δ(ε),
µ(ε) and ζ(ε) satisfying
Φ(ε; δ(ε), µ(ε), ζ(ε)) = Ψ(ε; δ(ε), µ(ε), ζ(ε)) = Ω(ε; δ(ε), µ(ε), ζ(ε)) = 0
and
lim
ε↓0
δ(ε) = lim
ε↓0
µ(ε) = lim
ε↓0
ζ(ε) = 0.
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Put
θ(ε) = θ¯(ω∗) + µ(ε), ν(ε) = ν∗ + ζ(ε), ω(ε) = ω∗ + δ(ε),
U0(z) =
{
U−(z; 0), z ∈ R−
U+(z; 0), z ∈ R+
,
V 0(z) =
{
V −(z; 0) = V −,0(z;ω∗), z ∈ R−
V +(z; 0) = V +,0(z;ω∗), z ∈ R+
,
W0(ξ) =
{
u¯(ξ;ω∗)−U−(0; 0), ξ ∈ R−
u¯(ξ;ω∗)−U+(0; 0), ξ ∈ R+
,
u(z; ε) =
{
u−(z; ε, δ(ε), µ(ε), ζ(ε)), z ∈ R−
u+(z; ε, δ(ε), µ(ε), ζ(ε)), z ∈ R+
and
v(z; ε) =
{
v−(z; ε, δ(ε), µ(ε), ζ(ε)), z ∈ R−
v+(z; ε, δ(ε), µ(ε), ζ(ε)), z ∈ R+
.
We obtain our desired results.
Theorem 2.10. Suppose that (H1), (H2), (H3) and (H4) hold. Then, there
is ε0 > 0 such that for any ε ∈ (0, ε0), there exists θ = θ(ε) such that the
problem (2.1), (2.2) and (2.3) has a solution (u(z; ε), v(z; ε)) satisfying
||u(z; ε)− (U0(z) +W0(z
ε
))||(X1σ,ε(R))2 + ||v(z; ε)− V 0(z)||X1σ,1(R) −→ 0
as ε ↓ 0. Moreover, θ(ε) satisfies
θ(ε) −→ θ¯(ω∗) as ε ↓ 0.
θ(ε) and (u(z; ε), v(z; ε)) depend smoothly on α21 satisfying (H3) and (H4).
Especially we note that θ(ε) = 0 for α21 = αˆ21 (see Fig.2).
The stability of the travelling wave solution was shown by using geometric
singular perturbation method in [M2]. Analytical approach is also applicable
to this problem, for instance, the SLEP method ([I], [NF], [NMIF] and [T]).
Theorem 2.11. ([M2]) Suppose that (H1), (H2), (H3) and (H4) hold. Then,
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the travelling wave solution (u, v)(z; ε) is stable in a linearized sense as a
stationary solution of (1.4).
3. Dynamics of interaction
Ei [E] gives a general criterion on dynamics of weakly interacting travelling
waves. Here we apply his results to our problem which was stated in §1. We
give a brief review of [E] along our problem. We consider the following problem
: 
ut = ε2Duxx + f(u, v;α21)
vt = vxx + g(u, v)
, (t, x) ∈ R+ ×R, (3.1)
and assume
Condition A. 1) (3.1) has linearly stable equilibria P+ and P− in ODE-sense;
2) (3.1) has a travelling wave solution with the zero velocity (standing
wave solution) connecting from P− to P+. That is, there exists α21 =
αˆ21 such that a function P(x, ε) = t(u, v)(x; ε) satisfies
ε2Duxx + f(u, v; αˆ21) = 0
vxx + g(u, v) = 0
, z ∈ R
||t(u, v)(x; ε)− P−||Xσ,ε(R) = O(eτx) (x→ −∞)
||t(u, v)(x; ε)− P+||Xσ,ε(R) = O(e−αx) (x→ +∞),
(3.2)
where τ and α are some positive constants;
3) The standing wave solution t(u, v)(x; ε) is stable in a linearized sense.
That is, let a differential operator Lε be
Lε

q
y
 =

ε2Dqxx + f εu(x)q+ f
ε
v (x)y
yxx + gεu(x) · q+ gεv(x)y
 , x ∈ R (3.3)
for (q, y) ∈ (H2(R))3. Then, the spectrum Σ(Lε) of Lε is given by
Σ(Lε) = Σ0 ∪ {0}, where 0 is a simple eigenvalue and there exists a
positive constant ρ0 > 0 such that Σ0 ⊂ {λ ∈ C|Re{λ} < −ρ0}.
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Without loss of generality we assume P(x; ε) has a transition layer at x = 0
because of translation invariance of solutions. The type of solution P− → P+
(resp. P+ → P−) is called a standing front (resp. back) solution. Then a
standing back solution is represented as P(−x; ε).
P-
P+
P-
P+
h(t)
l (t)
x
Figure 7: Interaction of travelling front solution P (x−l(t)) and back solution P (−x+
l(t)+h(t)), where l(t) is the position of a layer of P (x− l(t)) and h(t) is the distance
between two layers.
For any l and h ∈ R, P(x− l; ε) and P(−x+ l+h; ε) are standing front and
back solutions with layer positions at x = l and x = l + h, respectively. Here
we consider the interaction of these standing front and back solutions. That
is, let us consider what is the dynamics of solution of (3.1) with α21 = αˆ21 if
the initial data t(u, v)(0, x) is sufficiently close to P(x− l; ε)+P(−x+ l+h; ε)
(see Fig.7). For this problem, Ei [E] and Sandstede [S] gave interesting results
independently when h > 0 is sufficiently large. Let
P(x; ε)− P+ = e−αx(a+O(e−γ1x)) (3.4)
as x → +∞ for positive constants α and γ1 and a non-zero vector a ∈ R3.
Clearly we find that LεPx(x; ε) = 0. Let L∗ε be the adjoint operator of Lε and
Φ∗(x; ε) be a solution of L∗εΦ∗(x; ε) = 0 normalized by 〈Px(x; ε),Φ∗(x; ε)〉 = 1,
where 〈·, ·〉 denotes the inner product in (L2(R))3. Suppose that
Φ∗(x; ε) = e−βx(b+O(e−γ2x)) (3.5)
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as x → +∞ for positive constants β and γ2 and a non-zero vector b ∈ R3.
We note that Condition A guarantees that the relations (3.4) and (3.5) hold
true. Then we have the following theorem:
Theorem 3.1. ([E, Theorems 2.4 and 2.5]) Under Condition A, we consider
(3.1) with α21 = αˆ21. When we choose the initial data t(u, v)(0, x) which is
sufficiently close to P(x− l(0); ε)+P(−x+ l(0)+h(0); ε), l(t) and h(t) satisfy
the following ODE system:
l˙(t) = −Me−αh(1 +O(e−γ3h))
h˙(t) = 2Me−αh(1 +O(e−γ3h))
(3.6)
whenever h(t) > h∗ for some positive constant h∗. Here M = 2α(a,Db) and
γ3 is a positive constant. D = diag{ε2, ε2d, 1} and (·, ·) stands for the inner
product in R3.
Here we should note that the assumptions (H1)∼ (H4) imply that Condition
A holds true (see §2). This theorem is very interesting. But when we want
to know the behavior of l(t) and h(t), it is important to find the sign of M .
Though the values of α and the vector a can be immediately obtained, it is not
easy to know the vector b in general (see [E, Section 3]). With the exception
of some cases, we have to solve the adjoint equation L∗εΦ∗(x; ε) = 0 explicitly
because of the normalization 〈Px(x; ε),Φ∗(x; ε)〉 = 1. In §4, we solve this
equation by using the singular perturbation method. Then we have
Lemma 3.2. Under the assumptions (H1), (H2), (H3) and (H4), we know
that
α =
√
1− α32, a = t(o(1), α23K + o(1),−K + o(1)),
b =
{
− εV
+
x (0; 0)
∂θ¯
∂ω (αˆ21)
g(1− α13ω∗, 0, ω∗)− g(0, 1− α23ω∗, ω∗) + o(ε)
}
×t
(
− (α32α21 − α31)p+
a(1− α12 + (α12α23 − α13)p+) + o(1),−
α32p+
b(1− α23p+) + o(1), 1 + o(1)
)
for small ε > 0, where K = sign{p+ − p−} and V +(x; 0), ω∗ and θ¯(α21) are
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defined in §2.
Thanks to this lemma, we can calculate M as
M = 2εK
√
1− α32
{
V +x (0; 0)
∂θ¯
∂ω (αˆ21)
g(1− α13ω∗, 0, ω∗)− g(0, 1− α23ω∗, ω∗)
}
+ o(ε).
Note that V
+
x (0;0)
g(1−α13ω∗,0,ω∗)−g(0,1−α23ω∗,ω∗) < 0. We find that sign{M} =
sign{−K ∂θ¯∂ω}, which implies the following:
Corollary 3.3. Suppose that (H1), (H2), (H3) and (H4) are satisfied. When
p+ > p−, the standing front and back solutions interact repulsively (resp.
attractively) if ∂θ¯∂ω (αˆ21) < 0 (resp. > 0). When p− > p+, the opposite re-
sults hold.
There are many examples of interaction of traveling front or pulse solutions.
For instance, the Allen-Cahn equation, the FitzHugh-Nagumo system, the
Gray-Scott model and the 2-component competition-diffusion systems, and so
on (see [E, Section 3]). Here we note that many cases of the interaction of
fronts (resp. pulses) in such examples look like attractive (resp. repulsive).
But our system gives both cases depending on the signs sign{p+ − p−} and
sign{ ∂θ¯∂ω}.
Next we perturb α21 in a neighborhood of αˆ21 and consider the same situ-
ation as the above. In this case, how does it affect the dynamics of l(t) and
h(t) in (3.6)? Let us rewrite (3.1) as ut
vt
 =
 ε2Duxx + f(u, v; αˆ21)
vxx + g(u, v)
+G(u, v;α21) ,(t, x) ∈ R+ ×R, (3.7)
where the perturbed part G(u, v;α21) ≡ (α21 − αˆ21)Gˆ(u, v) and Gˆ(u, v) =
t(0,−bu1u2, 0). Using the argument in [E], we find that G(u, v;α21) has an
effect upon l˙(t) and h˙(t) by
−(α21 − αˆ21)〈Gˆ(u, v)(x− l; ε),Φ∗(x− l; ε)〉+ o(α21 − αˆ21),
2(α21 − αˆ21)〈Gˆ(u, v)(x− l; ε),Φ∗(x− l; ε)〉+ o(α21 − αˆ21),
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respectively. Using the form of Φ∗(x; ε) in §4, we know that
〈Gˆ(u, v)(x− l; ε),Φ∗(x− l; ε)〉 = −b
∫ ∞
−∞
u1(x; ε)u2(x; ε)q2(x; ε)dx
= −b
ε
∫ ∞
−∞
u¯1(
x
ε
)u¯2(
x
ε
)q−1,2(
x
ε
;A(ε), B(ε))dx+ o(ε)
= −εb
∫ ∞
−∞
u¯1(ξ)u¯2(ξ)p∗2(ξ)dξ/
∫ ∞
−∞
{u¯1,ξ(ξ)p∗1(ξ) + u¯2,ξ(ξ)p∗2(ξ)}dξ + o(ε)
= ε
∂θ¯
∂α21
(α21) + o(ε).
Note that θ¯(αˆ21) = 0. We have
(α21 − αˆ21)〈Gˆ(u, v)(x− l; ε),Φ∗(x− l; ε)〉 = εθ¯(α21) + o(ε(α21 − αˆ21)).
Then, we obtain
Theorem 3.4. Under the assumptions (H1), (H2), (H3) and (H4), we
consider (3.1), where α21 is close to αˆ21. When we choose the initial data
(u, v)(0, x) which is sufficiently close to P(x− l(0); ε)+P(−x+ l(0)+h(0); ε),
l(t) and h(t) satisfy the following ODE system:
l˙(t) = −Me−αh(1 +O(e−γ3h))− εθ¯(α21) + o(α21 − αˆ21) + o(ε(α21 − αˆ21))
h˙(t) = 2Me−αh(1 +O(e−γ3h)) + 2εθ¯(α21) + o(α21 − αˆ21) + o(ε(α21 − αˆ21))
whenever h(t) > h∗. Here M , γ3 and h∗ are the same constants as in Theorem
3.1.
Noting that M is O(ε), we put
N = 2K
√
1− α32
{
V +x (0; 0)
∂θ¯
∂ω (αˆ21)
g(1− α13ω∗, 0, ω∗)− g(0, 1− α23ω∗, ω∗)
}
(M = εN+o(ε)).
When h∗ is large, ε is small and α21 is close to αˆ21, l˙(t) and h˙(t) are approxi-
mated by 
l˙(t) = −ε{Ne−αh + θ¯(α21)}
h˙(t) = 2ε{Ne−αh + θ¯(α21)}.
(3.8)
The case θ¯(α21) = 0 was already discussed in Corollary 3.3. On the other hand,
when N = 0, (that is, ∂θ¯∂ω (α21) = 0,) l˙(t) = −εθ¯(α21) and h˙(t) = 2εθ¯(α21).
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Then the travelling front and back solutions interact repulsively (resp. attrac-
tively) if θ¯(α21) > 0 (resp. < 0). From the second equation of (3.8), we know
that h(t) has a stationary solution h¯ = − log(−θ¯(α21)/N)/α if θ¯(α21)N < 0.
Then we have to consider the two cases: θ¯(α21)N > 0 and θ¯(α21)N < 0.
Theorem 3.5. Under the assumptions (H1), (H2), (H3) and (H4), we con-
sider the following two cases: θ¯(α21)N > 0 and θ¯(α21)N < 0. (I) Suppose
that θ¯(α21)N > 0. (I− 1) the travelling front and back solutions interact re-
pulsively when N > 0 and θ¯(α21) > 0, (I− 2) they interact attractively when
N < 0 and θ¯(α21) < 0. (II) Suppose that θ¯(α21)N < 0. (II− 1) h¯ is the stable
equilibrium of (3.8) when N > 0 and θ¯(α21) < 0, (II− 2) h¯ is the unstable
equilibrium of (3.8) when N < 0 and θ¯(α21) > 0.
Here we want to see the relation between Theorem 0.1 and Theorem 3.5.
Theorem 0.1 talks about the existence and stability of standing pulse solutions.
The results are summarized into the four cases (a), (b), (c) and (d) in Fig.6.
The two cases (a) and (d) correspond to (II-1) and the cases (b) and (c) do
to (II-2) in Theorem 3.5 .
Keeping these results in mind, we are back to the cases in Fig.3, Fig.4 and
Fig.5. First we note that sign{N} = sign{−K ∂θ¯∂ω}. From the parameters in
the case Fig.3, we can calculate p− = 0.455.., p+ = 0.833.., αˆ21 = 1.03.. and
α13−α23 < 0. Thus we find that sign{K} = 1 and sign{ ∂θ¯∂ω} = −1 by Lemma
2.5, which implies sign{N} = 1. Since θ¯(α21) < 0, Fig.3 corresponds to the
case (II-1) in Theorem 3.5. Then the travelling front and back solutions are
blocked by a stable standing pulse solution. Similarly to the case Fig.3, we
find that sign{N} = 1 in Fig.4, and sign{N} = −1 in Fig.5. Then Fig.4 (resp.
Fig.5) corresponds to the case (II-1) (resp. (I-2)) in Theorem 3.5. That is, the
same dynamics as the case Fig.3 occurs in Fig.4, and the travelling front and
back solutions interact attractively and annihilate in Fig.5.
Finally we show two numerical examples of the cases (I-1) and (II-2) in
Theorem 3.5 in Fig.8 and Fig.9, respectively.
4. Adjoint equation
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Figure 8: Numerical solutions of (1.3) in the case (I-1).
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(i)   h(0)  <  h*
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(ii)   h(0)  >  h*
Figure 9: Numerical solutions of (1.3) in the case (II-2).
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In this section, we find a solution Φ∗(x; ε) = t(q, y)(x; ε) of the adjoint
equation:
L∗ε

q
y
 =

ε2Dqxx + tf εu(x)q+
tgεu(x)y
yxx + tf εv (x) · q+ gεv(x)y
 = 0 , x ∈ R (4.1)
normalized by 〈Px(x; ε),Φ∗(x; ε)〉 = 1, and show Lemma 3.2 using it.
4.1. Solutions of adjoint equation
We use the same method as that in §2 and construct a solution of (4.1) with
boundary conditions t(q, y)(0) = t(A/ε,B/ε, C), t(q, y)(±∞) = t(0, 0, 0),
where A 6= 0 is arbitrarily fixed and B and C are determined as functions
of A and ε later on. First we look for solutions t(q±, y±) of the following
boundary value problems on subintervals R±:
ε2Dq±xx + tf εu(x)q± + tgεu(x)y± = 0
y±xx + tf εv (x) · q± + gεv(x)y± = 0
, x ∈ R±
t(q±, y±)(0) = t(A/ε,B/ε, C)
t(q±, y±)(±∞) = t(0, 0, 0).
(4.2)±
For a while, we regard B and C as given constants. To get outer approxi-
mations of (4.2)±, we substitute q± = Q±0 + εQ
±
1 and y
± = Y ±0 + εY
±
1 into
(4.2)± and equate the coefficients of ε0 and ε1 formally. Then we have
tf0u(x)Q
±
0 +
tg0u(x)Y
±
0 = 0
Y ±0,xx +
tf0v (x) ·Q±0 + g0v(x)Y ±0 = 0
, x ∈ R±
Y ±0 (0) = C, Y
±
0 (±∞) = 0
(4.3)±
and
tf0u(x)Q
±
1 +
tg0u(x)Y
±
1 = H
±(x,C;Q±0 , Y
±
0 )
Y ±1,xx +
tf0v (x) ·Q±1 + g0v(x)Y ±1 = J±(x,C;Q±0 , Y ±0 )
, x ∈ R±
Y ±1 (0) = 0, Y
±
1 (±∞) = 0,
(4.4)±
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respectively. Here H±(x,C;Q±0 , Y
±
0 ) and J
±(x,C;Q±0 , Y
±
0 ) are known func-
tions of x, C, Q±0 and Y
±
0 . Noting that
tf0u(x) is nonsingular for any x ∈ R±,
we find that
Q±0 (x) = − Y ±0 (x){tf0u(x)}−1 tg0u(x).
Substitute these into the second of (4.3)±. Then we have equations for Y ±0 (x)
Y ±0,xx −
[
tf0v (x) · {tf0u(x)}−1 tg0u(x)− g0v(x)
]
Y ±0 = 0, x ∈ R±
Y ±0 (0) = C, Y
±
0 (±∞) = 0.
(4.5)±
The parts [· · ·] in (4.5)± are equal to ddV − g(1 − α13V −, 0, V −)|V −=V −(x;0) in
R− and ddV + g(0, 1− α23V +, V +)|V +=V +(x;0) in R+, respectively (see (2.7)±).
This implies that (4.5)± have solutions Y ±0 (x;C) = CV
±
x (x; 0)/V
±
x (0; 0). Fur-
thermore Lemma 2.2 shows that
Y −0 (x;C) = Ce
√
1−α31x(1 +O(eνx)) , x→ −∞
Y +0 (x;C) = Ce
−√1−α32x(1 +O(e−νx)) , x→∞
(4.6)
for some ν > 0. Thus we have
Q±0 (x;C) = − Y ±0 (x;C){tf0u(x)}−1 tg0u(x).
Similarly to the equations (4.3)±, (4.4)± are rewritten as
Q±1 (x) = − Y ±1 (x){tf0u(x)}−1 tg0u(x) + Hˆ±(x,C)
Y ±1,xx −
[
tf0v (x) · {tf0u(x)}−1 tg0u(x)− g0v(x)
]
Y ±1 = Jˆ
±(x,C)
, x ∈ R±
Y ±1 (0) = −y±1 (0), Y ±1 (±∞) = 0,
where Hˆ±(x,C) and Jˆ±(x,C) are known functions of x and C, and decay to
0 exponentially as x→ ±∞. Here we have to note that boundary conditions
Y ±1 (0) are different from them in (4.4)±. These modified conditions are impor-
tant for us to obtain solutions of (4.2)± (see (4.9)). y±1 (0) are determined in
(4.7)±, which are independent of Y ±1 (x). By applying the method of variation
of constants to these problems, we obtain solutions Y ±1 (x;C) and Q
±
1 (x;C).
Since q± = Q±0 + εQ
±
1 do not satisfy the boundary conditions at x = 0,
we remedy them by adding inner approximations in a neighborhood of x = 0.
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That is, substitute the following forms
q±(x) = Q±0 (x) + εQ
±
1 (x) +
1
εq
±
−1(
x
ε ) + q
±
0 (
x
ε )
y±(x) = Y ±0 (x) + εY
±
1 (x) + εy
±
1 (
x
ε ) + ε
2y±2 (
x
ε )
into (4.2)± and equate the coefficients of ε−1 and ε0 formally. Here we use the
stretching variable ξ = x/ε. Then we have
Dq±−1,ξξ +
tf0u(ξ)q
±
−1 = 0
y±1,ξξ +
tf0v (ξ) · q±−1 = 0
, ξ ∈ R±
q±−1(0) =
t(A,B), q±−1(±∞) = 0
y±1 (±∞) = 0, y±1,ξ(±∞) = 0
(4.7)±
and 
Dq±0,ξξ +
tf0u(ξ)q
±
0 = H˜
±(ξ, A,B,C;q±−1, y
±
1 )
y±2,ξξ +
tf0v (ξ) · q±0 = J˜±(ξ,A,B,C;q±−1, y±1 )
, x ∈ R±
q±0 (0) = −Q±0 (0;C), q±0 (±∞) = 0
y±2 (±∞) = 0, y±2,ξ(±∞) = 0
(4.8)±
respectively. Here H˜±(ξ, A,B,C;q±−1, y
±
1 ) and J˜±(ξ, A,B,C;q
±
−1, y
±
1 ) are
known functions of ξ, A,B, C, q±−1 and y
±
1 , and are of the order O(e
∓κξ)
for some κ > 0 if q±−1, y
±
1 are of the order O(e
∓κξ) as ξ → ±∞. When we
rewrite the first equations of (4.7)± as an equivalent four-dimensional systems
of the first order differential equations, we know that they have four linearly in-
dependent solutions, two of them satisfy t(q±−1,q
±
−1,ξ)(ξ)→ t(0,0) as ξ → ±∞
and other two diverge as ξ → ±∞, respectively (see [K]). Thus we can get
unique solutions q±−1(ξ;A,B) satisfying the first and third equations of (4.7)±
for any given constants A and B, respectively. Therefore we find that solutions
satisfying the second and fourth equations of (4.7)± are explicitly represented
as
y±1 (ξ;A,B) = −
∫ ±∞
ξ
∫ ±∞
η
tf0v (s) · q±−1(s;A,B)dsdη.
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Clearly we know that there exits κ > 0 such that q±−1(ξ) and y
±
1 (ξ) are of
the order O(e∓κξ) as ξ → ±∞. Using fundamental system of solutions of
the four-dimensional systems, we can obtain solutions t(q±0 , y
±
2 )(ξ;A,B,C) of
(4.8)±, respectively.
By the same method as that in §2.3, we can show that (4.2)± have solutions
t(q±, y±) (x; ε;A,B,C) of the following forms:
q±(x; ε;A,B,C) = Q±0 (x,C) +
1
εq
±
−1(
x
ε ;A,B) + q
±
0 (
x
ε ;A,B,C)
+R±(x; ε;A,B,C)
y±(x; ε;A,B,C) = Y ±0 (x;C) + εY
±
1 (x;C) + εy
±
1 (
x
ε ;A,B)
+εS±(x; ε;A,B,C),
(4.9)
where R±(x; ε) ∈ (X˚2κ,ε(R±))2 and S±(x; ε) ∈ X˚2κ,1(R±) are of the order o(1)
as ε ↓ 0 with their norms.
Next we construct a solution of (4.1) in the whole interval R, matching
(q+, y+)(x; ε;A, B,C) and (q−, y−)(x; ε;A,B,C) at x = 0 in the C1−sense.
For this purpose, we define functions Φˆ, Ψˆ and Ωˆ by
t(Φˆ, Ψˆ)(ε;A,B,C) ≡ ε2 ddxq−(0; ε;A,B,C)− ε2 ddxq+(0; ε;A,B,C)
Ωˆ(ε;A,B,C) ≡ ddxy−(0; ε;A,B,C)− ddxy+(0; ε;A,B,C)
(4.10)
and determine B and C as functions of ε and A such that
t(Φˆ, Ψˆ)(ε;A,B,C) = 0, Ωˆ(ε;A,B,C) = 0. (4.11)
Here we should note that if t(Φˆ, Ωˆ)(ε;A,B,C) = 0, then Ψˆ(ε;A,B,C) = 0
holds automatically. Put ε = 0. We find that
t(Φˆ, Ψˆ)(0;A,B,C) = q−−1,ξ(0;A,B)− q+−1,ξ(0;A,B) = 0
Ωˆ(0;A,B,C) = Y −0,x(0;C)− Y +0,x(0;C) + y−1,ξ(0;A,B)− y+1,ξ(0;A,B) = 0.
(4.12)
From the first equation of (4.12), it follows that B = Ap∗2(0)/p∗1(0) ≡ B¯(A)
and q±−1(ξ;A,B) =
t(Ap∗1(ξ)/p∗1(0), Ap∗2(ξ)/p∗1(0)) thanks to Lemma 2.4. Note
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that 
Y ±0,x(0;C) = CV
±
xx(0; 0)/V
±
x (0; 0)
y±1,ξ(0;A,B) =
∫±∞
0
tf0v (ξ) · q±−1(ξ)dξ
= A
∫±∞
0 {f1vp∗1 + f2vp∗2}dξ/p∗1(0)
= −A ∫±∞0 {aα13u¯1p∗1 + bα23u¯2p∗2}dξ/p∗1(0),
V −xx(0; 0) = −g(1 − α13ω∗, 0, ω∗) and V +xx(0; 0) = −g(0, 1 − α23ω∗, ω∗). We
know that
C =
AV +x (0; 0)
∫+∞
−∞ {aα13u¯1p∗1 + bα23u¯2p∗2}dξ
[g(1− α13ω∗, 0, ω∗)− g(0, 1− α23ω∗, ω∗)]p∗1(0)
= − AV
+
x (0; 0)
∫+∞
−∞ {u¯1,ξp∗1 + u¯2,ξp∗2}dξ
[g(1− α13ω∗, 0, ω∗)− g(0, 1− α23ω∗, ω∗)]p∗1(0)
· ∂θ¯
∂ω
≡ C¯(A).
Thus B = B¯(A) and C = C¯(A) are determined uniquely, which implies that
we can apply the implicit function theorem to (4.11) for small ε > 0. Then
we have solutions B = B(ε;A) and C = C(ε;A) of (4.11) for small ε > 0 such
that B(0;A) = B¯(A) and C(0;A) = C¯(A). We obtain solutions Φ∗(x; ε,A) =
t(q, y)(x; ε,A) of the adjoint equation (4.1) for arbitrarily fixed A.
Finally we determine A by using the relation 〈Px(x; ε),Φ∗(x; ε,A)〉 = 1.
Note that Px(x; ε) = t(ux, vx)(x; ε) is represented as
ux(x; ε) =
1
ε
u¯ξ(
x
ε
, ω∗) + o(
1
ε
), vx(x; ε) = V 0x (x) + o(1) , x ∈ R
for small ε > 0. Then we find that
〈Px(x; ε),Φ∗(x; ε,A)〉
=
1
ε2
[∫ ∞
−∞
{
u¯1,ξ(
x
ε
, ω∗)q−1,1(
x
ε
;A, B¯(A)) + u¯2,ξ(
x
ε
, ω∗)q−1,2(
x
ε
;A, B¯(A))
}
dx
+o(ε)]
=
A
ε
[∫ ∞
−∞
{u¯1,ξ(ξ, ω∗)p∗1(ξ) + u¯2,ξ(ξ, ω∗)p∗2(ξ)} dξ/p∗1(0) + o(1)
]
,
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where q−1(xε ;A,B) =
t(q−1,1, q−1,2)(xε ;A,B) = q
−
−1(
x
ε ;A,B) for x ∈ R−, and
= q+−1(
x
ε ;A,B) for x ∈ R+. Therefore we uniquely obtain
A = A(ε) =
εp∗1(0)∫∞
−∞ {u¯1,ξ(ξ, ω∗)p∗1(ξ) + u¯2,ξ(ξ, ω∗)p∗2(ξ)} dξ
+ o(ε)
satisfying the normalized condition 〈Px(x; ε),Φ∗(x; ε,A(ε))〉 = 1, from which
it follows that
B = B(ε) = − εp
∗
2(0)∫∞
−∞ {u¯1,ξ(ξ, ω∗)p∗1(ξ) + u¯2,ξ(ξ, ω∗)p∗2(ξ)} dξ
+ o(ε),
C = = C(ε) = − εV
+
x (0; 0)
∂θ¯
∂ω
[g(1− α13ω∗, 0, ω∗)− g(0, 1− α23ω∗, ω∗)] + o(ε).
Then we have
Φ∗(x; ε) = t(q, y)(x; ε) =

t(q−, y−)(x; ε;A(ε), B(ε), C(ε)) , x ∈ R−
t(q+, y+)(x; ε;A(ε), B(ε), C(ε)) , x ∈ R+.
Furthermore we put q(x; ε) = t(q1, q2)(x; ε), which is referred in §3.
4.2. Proof of Lemma 3.2
We note that t(Q+0 , Y
+
0 )(x,C(ε)) is a principal term in (4.9) with A =
A(ε), B = B(ε), C = C(ε) when we see the behaviour of the solution Φ∗(x; ε)
for large x > 0. Then we easily find that
q1(x; ε)
q2(x; ε)
y(x; ε)

=

− (α32α21 − α31)p+
a(1− α12 + (α12α23 − α13)p+) + o(1)
− α32p+
b(1− α23p+) + o(1)
1 + o(1)
Y
+
0 (x;C(ε))(1 +O(e
−γ2x))
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=

− (α32α21 − α31)p+
a(1− α12 + (α12α23 − α13)p+) + o(1)
− α32p+
b(1− α23p+) + o(1)
1 + o(1)
C(ε)e
−√1−α32x(1 +O(e−γ2x))
as x→∞ for small ε > 0, where γ2 is a positive constant.
On the other hand, Theorem 2.10 says that
P(x; ε)− P+ = K

o(1)
α23 + o(1)
−1 + o(1)
 e−
√
1−α32x(1 +O(e−γ1x)) as x→∞
for some constant γ1 > 0, where K is a constant which satisfy sign{K} =
sign{p+ − p−}. Therefore Lemma 3.2 was proved.
Acknowledgments
We would like to express our gratitude to Professor Shin-Ichiro Ei who
advised us to be able to apply his results to our problem. This work is par-
tially supported by the Grant-in-Aid for Scientific Research (No.11640107,
No.11304005, No.12304006), Ministry of Education, Science, Sports and Cul-
ture, Japan.
References
[E] Ei, S.-I. The motion of weakly interacting pulses in reaction-diffusion
systems, J. Dynam. Differential Equations, 14(2002), 85–137.
[F1] Fife, P.C. Semilinear elliptic boundary value problems with small pa-
rameters, Arch. Rat. Mech. Anal., 52(1973), 205–232.
[F2] Fife, P.C. Boundary and interior transition layer phenomena for
pairs of second-order differential equations, J. Math. Anal. Appl.,
54(1976), 497–521.
34 Hideo Ikeda
[I] Ikeda, H. Global bifurcation phenomena of standing pulse solutions
for three-component systems with competition and diffusion, Hi-
roshima Math. J., 32(2001), 87–124.
[K] Kan-on, Y. Parameter dependence of propagation speed of travel-
ling waves for competition-diffusion equations, SIAM J. Math. Anal.,
26(1995), 340–363.
[KY] Kan-on, Y., and Yanagida, E. Existence of non-constant stable
equilibria in competition-diffusion equations, Hiroshima Math. J.,
33(1993), 193–221.
[M1] Miller, P.D. Nonmonotone waves in a three species reaction-diffusion
model, Methods and Applications of Analysis 4(1997), 261–282.
[M2] Miller, P.D. Stability of non-monotone waves in a three-species
reaction-diffusion model, Proceedings of the Royal Society of Ed-
inburgh 129A(1999), 125–152.
[NF] Nishiura, Y., and Fujii, H. Stability of singularly perturbed solutions
to systems of reaction-diffusion equations, SIAM J. Math. Anal.,
18(1987), 1726–1770.
[NMIF] Nishiura, Y., Mimura, M., Ikeda, H., and Fujii, H. Singular limit
analysis of stability of traveling wave solutions in bistable reaction-
diffusion systems, SIAM J. Math. Anal., 21(1990), 85–122.
[S] Sandstede, B. Weak interaction of pulses, in preparation
[T] Taniguchi, M. A uniform convergence theorem for singular limit
eigenvalue problems, Adv. Differential Equations 8(2003), 29–54.
Hideo Ikeda
Department of Mathematics
University of Toyama
Gofuku, Toyama 930-8555, JAPAN
e-mail: ikeda@sci.u-toyama.ac.jp
(Received November 14, 2006)
