Introduction.
The continued fraction algorithm is based on iteration of the transformation T:x -{1/x} (x^¿0), T:0^0
of the unit interval [0,1). The Gauss-Kuzmin result is that for a random variable X uniformly distributed on [0,1], the density of TkX tends to g(t) = 1/(1 + t) log2, 0< t < 1.
The associated measure p, determined by p(a, b) = fa (g(t) dt, is invariant with respect to T. That is, p(T~lE) = p(E) for all measurable E Ç [0,1]. There is a considerable body of knowledge about this transformation and various related topics, such as the Jacobi-Perron algorithm. Here we mention a few of the salient points:
(i)Ur=ir-fc{o} = Qn[o,i).
(2) T is ergodic with respect to p.
The convergence of the density gk(x) is uniform and rapid, in the sense that there exists a constant c, 0 < c < 1, such that for all fc > 1 and all t, 0 < t < 1, \gk(t)-g(t)\<ck.
(4) The arithmetic mean of the partial quotients Ofc(x) := [1/Tfc_1x] is infinite almost everywhere, but the geometric mean has a certain finite value a.e. These facts are well known among specialists, and are found in most standard references.
See e.g. [7, 8] .
From (4) it follows that (m denoting Lebesgue measure) m({x: a¿(x) < n for all fc}) = 0, so that limfc^oo m({x: aj(x) < n for 1 < j < fc}) = 0.
One of our concerns here is to find out how rapidly this quantity approaches zero as fc -» oo. Another is to determine the asymptotic conditional density of TkX given that T'X > l/(n + 1) for 0 < j < k. To this end we introduce the transformations Tn mentioned in the abstract:
Tn(x) = {l/x} (l/(n + l)<*<l), T"(x) = 0 (0<x< l/(n + l)).
Let //"(fc) = 1 -m(T-fc{0}) = m({x: a3(x) < n for 1 < j < fc}). We obtain these results first: THEOREM 1. For each n > 1 there exists A(n), 0 < A(n) < 1, and gn(t), a continuous decreasing, positive, convex probability density function on [0, 1] , such that for all fc > 1, \pn{k) < \{n)k+1 < 2pn(k), \pn(k + l)//i"(fc) -A(n)| < 10(19/20)*, and pn{2k + 2)/pn(2k + 1) < A(n) < pn(2k + l)/pn(2k). Moreover, X(n + 1) > A(n) for all n > 1, and linin-xx, ra(l -A(n)) = l/log2.
Let Ln denote the linear functional 
THEOREM 2. The function gn(t) satisfies the condition X(n)gn(t) = L(gn(t)).
(Partial statement-the rest must await the introduction of further notation.) Basically, this gn(t) is a convex combination of functions (l+6)/(l+0t)2 with 0 < 9 < 1, as is the Gauss-Kuzmin density g(t). The difference is that for g"(i) the set of O's involved is restricted to those for which ak(6) < n for all fc, a set of measure zero, while g(t) = ¡Ql[(l + (9)/(l + 6t)2] de. The final result is a weaker version of the already known fact, due to Hooley, that (v/k) is uniformly distributed mod 1 if we average over all fc < x and all solutions fmodfc of v2 = -lmodfc [2, 3, 4] . This is known for general nonsquare D in place of -1, but the case of D = -1 serves as a paradigm for all negative values of D.
Hooley's proof is based on the clever use of some deep results about Kloosterman sums. The proof we sketch here has its roots in a relatively simple lemma about the last continued fraction convergent c/d to a rational number a/6, other than a/6 itself. Let A(y) denote {(a, 6) such that g.c.d.(a, 6) = 1 and a2 + b2 < y2}, and let a* [a, 6) = Vc2 + d?/y/a2 + b2 where (c, d) satisfies ad -be = 1, c2 + d2 < a2 + b2, ac + bd> 0. There are two ways to write a/6 as a continued fraction: License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use question of the distribution of v/k, v2 = -lmodfc, is related to the question of the distribution of a* (a, 6), averaged over all pairs of relatively prime integers (a, 6) with a2 + b2 < y2, say. The key to this approach is the fact that
The distribution of v/k is thus seen to be, at any rate, asymptotically uniform in a neighborhood of zero. For t = l/(n +1) and n large, this estimate can be fed into a continued-fraction machinery to yield estimates of the proportion of v/k between [ai,a2 • • -af] and [ai, 02 • • ■ üj, n+1], still with an accuracy of about 1 part in n, provided ai, a2 • • • Oj are all less than n + 1.
Knowing, as we do, the extent to which such intervals fill up [0,1], the rest is just a matter of judicious balancing of various error terms. This approach also gives estimates for the distribution of v/(a2 + b2) averaged over pairs (a, 6) confined to a wedge f?i < arg(a + ib) < 02, and with a2 + b2 < y2; it is still uniform. But I do not see any reason why Hooley's approach cannot be applied to this question, with a more accurate error bound, so the reader will be spared the details. For the record, the result one gets with this approach is that if x denotes the characteristic function of a statement, then 2
x(o-*(a, b) E [s, t] and 0i < arg(a + ib) < 02) (o,6)eA(i) = 3(ö2 -Oi)(t -s)x2/tt2 + 0(x2(62 -0i)(loglogx)2/logx) + 0(x13/8), uniformly in 0 < s < t < 1 and 0 < 0X < 02 < 27r.
From this one can deduce that uniformly over d < x1/5 and over all classes H of the class group of Q(\/-D), the distribution of fc(a)/Norm(o) is uniform when averaged over all ideals a in H and of norm < x, as x -+ oo, where fc(o) denotes the integer fc, 0 < fc < Normo such that fc = i/-Dmoda.
Hooley does not work out, in [2] , any error term for uniformity of distribution. is one-to-one, continuous and differentiable, and -(n + l)2 < T'(r) < -1. There are nk elements in V(k), and the preimage of each interval I(w) for w G V(k -1) consists of the n intervals I((l, Wi,..., Wfc-i)), I((2, wi,..., wk-i)), ■■-, I((n, wi,w2,..., wk-i)). We shall abbreviate (j,wi,w2,... ,w¡) to (jw) from now on, and take (w,j) to be (u>i,W2,.. .,wi,j).
Extending this, we put (v,w) = (vi,v2,... ,Vj,wi,w2,... 
The remnant:
numbers r not captured in the Farey n-intervals of small rank. Recall that Rn(k) = {r: 0 < r < 1 and r does not belong to any Farey n-interval of rank < fc}. Equivalently,
with l/(n + 1) < A < 1, and 1 < v< < n for 1 < i < fc}, and also equivalently, This is increasingly like a geometric sequence as fc increases. The ratio of successive /¿"(fc) seems to tend to about 0.725. Other examples with different choices of n give heuristic confirmation.
In this section, we develop a body of information about Rn(k) and some associated functions and measures. For purposes of the application to uniform distribution, we only need the result that /¿"(fc) decreases exponentially for each n, with a limiting ratio //"(fc + l)//t"(fc) -► A(n) as fc -> oo, that A(n) is increasing in n, and that linin^oo n(l -A(n)) = 1/ log 2.
The proofs are based on an analysis of the linear functional Ln, Ln(f(t)) := J2k=i(k + t)~2f(l/(k + t)), and the effects of high order iterates of Ln on the initial function which is constant at 1 for 0 < t < 1. We begin by establishing some terminology. From now on, most of the time n will be fixed, and will be relegated to the background. Thus if the context establishes n, I will write L(f(t)) = ££=i(fc + t)~2f(l/{k + t)), instead of £"(••• ). For a// n > 1, A(n -f 1) > A(n), and lim«-«» n(l -A(n)) = 1/ log 2.
THEOREM 2. T/ie function g"(t) satisfies the condition A(n)g"(t) = L(gn(t)). For all initial functions ^(t) := (1 + 0)/(l + 6t)2, with parameter 0 < 9 < 1, ll^n^ei') -°n(i)||oo < 10(19/20)/c. T/iere ¿5 a probability measure ßn, concentrated on irrational numbers a G [0,1] such that in the continued fraction expansion of a as [01,02,03,...], a//oj < n, so that 9-(t)=f1 tTTmdß^=f ^{t)dßn{o).
Then for all Lebesgue-measurable A not containing zero,
REMARK. That is, T" is a measure-decimating transformation.
Since vn(A) differs from the Lebesgue measure of A by at most a factor of 2, larger or smaller, this result also gives /¿"(fc -1) between |A(n)fc and 2A(n)fc.
A superficially attractive speculation is that the Bernoulli shift operator T*(oi,o2,...) = (03,03,...), which is related to T in an obvious way, gives an alternative description of vn by way of, say, fixing v* on cylinders, with i/*(a¿ = j) = fxfy+i) 9n{t)dt.
As it happens, this does not work. The measure on [0,1] corresponding to v* on sequences (01,02,...), is grainy, while vn has a smooth density. This other measure does satisfy much the same recursion as does vn, which shows that the proof of Theorem 3 will have to use some argument specific to the starting values for iteration of 5. This is a sum of the same form as in (13), but with r replaced by r -1. On the inductive assumption that the lemma holds for that case, the sum in (15) is equal to (\/Cr-i)iprak(t), and since f¿ (expression (15)) dt = E«ev"(r-i) Tï=iiv,1 + ak}, it follows that this sum is equal to C~\. Therefore, Since ¡¿ißre+\t)dt = 1, C"1 must be E"ev"(r) ELi{u>fc + ö>-This Proves Lemma 2.
The point of Lemma 2 is that it displays the action of S on ipg(t), as giving a weighted average of various i/£(f)'s. If we view {ipg(t): 0 < 9 < 1} as a string, the points of which reside in some space, we see that the recursion yields on each iteration a new string which is contained in the convex hull of the preceding string. This sort of averaging ought eventually to squeeze the string down to a point, and that limit point will be our gn(t). The trick is to find the right norm.
The functions V°(f) = (1 + 9)1(1 + 9t)2 enjoy the property that ip^ (t) > ip°2(t) and it will be a metric for {ipß(t) : 0 < 9 < 1}. LEMMA 3. For even r, tpre >-tpg if 9i > 92, while for odd r, tpr6i < ipg3 if 9i >92. This is not easily proved, and we must work up to it with some auxiliary lemmas. 
that is, 
||^1-*S2||i<(l/7)(6/7)r for0i, 0 < 0¿ < 1 and r > 1.
Now some elementary calculus from (39), gives for all r > 1 and 0 < 0¿ < 1, 0< f < 1,
We begin the proof with some notation. Let F(f) = itjj (t) -\fjj (f), and assume |F(f)| takes a maximum value of e at f = fo- In view of (39), this forces e < (l/3)/(6/7)2r/3. Now put /(f) = F'(f) = ipr6i(t) -ipre2(t), and suppose 1 > 6 = supo^^! |/(f)| = |/(fi)|. Then one of fi ± \6 is in [0,1] (say fi + \8), so that as before,
Since |F(f)| < (l/3)(6/7)2r/3, the change from fx to fi + ±6 is < (2/3)(6/7)2r/3 in F, so 6 < 2(6/7)f/3. Thus 6 < 2(19/20)r, which is equivalent to (40).
Now the sets Convex Hull{5r((l+0)/(l+0f)2), 0 < 0 < 1} are a nested sequence of compact sets, with diameter tending to zero. Therefore there is a function <?(f) = ff"(f) such that But that is To see that \X(n)k < /¿"(fc -1) < 2A(n)fc, we note that |o"(f) < 1 < 2g"(f) for 0 < f < 1. Thus
f 4>ko(t)dt = pn(k-l), for all ft >1. We now show that /¿"(fc + l)//¿"(fc) alternates about A(n). First recall that we have already seen that ipr (t) ■< tpr6i (t) if 0i < 02 and r is odd, while ipr (t) -< ipr (t) if 0i < 02 and r is even (Lemma 3). Now for even r, tpr0+1(t) = E/t=i llW^i/kWEach component of this sum majorizes ifo(t), and the coefficients are positive with a sum of 1. So V"o+1(0 >~ ^oM-if r IS 0(id a similar argument shows that t/>q+1 -< V>o- and we put
If A(n) were equal to A(n+1) then <¡>o(t)/<po(t) would be bounded above. We prove it is not, with f = 0. For fixed n and fc -» oo, this gives <J>o(0)/(Pq(Q) -► oo.
Finally, we prove that linin-.oc n(l -A(n)) = l/log2. We know that
From Schweiger [8] , if n = oo, then r(o=ij,,"**,i)™H©')'
and EvgVooifc)^)-1^) + (u~))_1 = 1 smce f°r n = °°í Jo 0o W^ -1 f°r aii fcThus for fixed fc as n -» oo vev"(k) s
Hence lim"_00 g"(0) = l/log2. Since 1 -A(n) = /0 gn(t)dt, and since |gjj(f)| < 2, this integral is asymptotic to g"(0)/n as n -► oo, and so n(l -A(n)) tends toward l/log2 as claimed.
LAST REMARK. Clearly Tn(x) -* {1/x} if x > l/(n -I-1), else 0, tends to scramble things before kicking them out of bounds to zero. Is there some analog to the ergodic theorem for measure-decimating transformation? 4. Uniform distribution of solutions to v2 = -lmodfc. Since the result obtained does not match Hooley's in accuracy, we confine ourselves to a mention of the salient steps.
The problem is converted to one of equidistribution of o"*(oj), over a G A(x) as i-K».
It is noted that a* is essentially parallel to a, and that if The corollary follows from Lemmas 1 and 2 on taking 6 = y~6^5.
LEMMA 4. Em<y-ß€A xi°*{ß) >í-t)^ty2 + y.
LEMMA 5. E|Q|<x; aeA x{s < o*(a) < t) < (9/8)n((f -s)x2 + x), uniformly in s, t satisfying 0 < s < f < 1 and t -s > 3~n.
REMARK. The proof of this lemma was the central difficulty in this argument. = y/x, so that (x9/8#I) <C x13/8. The difference between E/g/ and (f -s) is < (1 -l/n)nlog" < 1/n. It follows that (6) £*(»»€ [,,<]) 2 §*,-.)+0(sSjäs£). 
