Pattern formation of a coupled two-cell Brusselator model  by Zhou, Jun & Mu, Chunlai
J. Math. Anal. Appl. 366 (2010) 679–693Contents lists available at ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
Pattern formation of a coupled two-cell Brusselator model
Jun Zhou a,b,∗, Chunlai Mu b
a School of Mathematics and Statistics, Southwest University, Chongqing 400715, PR China
b School of Mathematics and Physics, Chongqing University, Chongqing 400044, PR China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 27 July 2009
Available online 16 December 2009
Submitted by J. Shi
Keywords:
Brusselator
Two-cell model
Pattern formation
A priori estimates
Index
Leray–Schauder degree
Bifurcation
In this paper, we study the stationary problems for the coupled two-cell Brusselator model
as follows⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−d1u = 1− (b + 1)u + bu2v + c(w − u) in Ω,
−d2v = u − u2v in Ω,
−d1w = 1− (b + 1)w + bw2z + c(u − w) in Ω,
−d2z = w − w2z in Ω,
∂νu = ∂ν v = ∂νw = ∂ν z = 0 on ∂Ω.
We ﬁrst study the stability of the unique positive constant solution (u, v,w, z) =
(1,1,1,1). Then, we give a priori estimate (positive upper and lower bounds) to the
positive solution. At last, we obtain the non-existence and existence of positive non-
constant solutions as parameters d1, d2 and b varied.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and main results
A two-box model of the ordinary differential equations with Brusselator kinetics has been discussed by several authors
(see for example [14,18,24,39,42]). The system is described by the following set of four differential equations
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
du
dt
= a − (b + 1)u + u2v + c(w − u) in (0,∞),
dv
dt
= bu − u2v + d(z − v) in (0,∞),
dw
dt
= a − (b + 1)w + w2z + c(u − w) in (0,∞),
dz
dt
= bw − w2z + d(v − z) in (0,∞),
(1)
where a,b, c,d are adjusted parameters. Particularly, in [24], Klicˇ got two theorems about period doubling bifurcations.
Recently, in [49], You considered the global attractor of (1) with diffusion and Dirichlet boundary condition, i.e., the
following reaction–diffusion system
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⎪⎪⎪⎪⎪⎩
ut − d1u = a − (b + 1)u + u2v + c(w − u) in Ω × (0,∞),
vt − d2v = bu − u2v + d(z − v) in Ω × (0,∞),
wt − d1w = a − (b + 1)w + w2z + c(u − w) in Ω × (0,∞),
zt − d2z = bw − w2z + d(v − z) in Ω × (0,∞),
u = v = w = z = 0 on ∂Ω × (0,∞).
(2)
He proved the existence of global attractor of (2) in (L2(Ω))4 and the Hausdorff dimension and the fractal dimension of the
global attractor are ﬁnite. For more papers about the dynamics of Brusselator models, we refer to [6,15,19,25,36,43,46,48]
and the reference therein.
But these ﬁndings are far from characterizing the steady states of (2). In this paper, we consider the steady state of (2)
with homogeneous Neumann boundary condition and d = 0 for simplicity. That is, the following steady states for a coupled
two-cell model of reaction–diffusion system with Brusselator kinetics are (see [16,22,24,37,38,49])⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−d′1U = a − (b + 1)U + U2V + c(W − U ) in Ω,
−d′2V = bU − U2V in Ω,
−d′1W = a − (b + 1)W + W 2 Z + c(U − W ) in Ω,
−d′2Z = bW − W 2 Z in Ω,
∂νU = ∂νV = ∂νW = ∂ν Z = 0 on ∂Ω,
(3)
where Ω ⊂ RN , N  1, is a bounded domain with smooth boundary ∂Ω , a,b, c,d′1,d′2 are positive constants, ν is the out-
ward unit normal vector on ∂Ω and ∂ν = ∂/∂ν . The homogeneous Neumann boundary condition indicates that system (3)
is self-contained with zero ﬂux across the boundary.
Here understandably “cell” is a generic term that may not be narrowly or directly interpreted as a biological cell. Coupled
cells with diffusive reaction and mutual mass exchange are often adopted as model systems for description of processes in
living cells and tissues, or in distributed chemical reactions and transport for compartmental reactors [37,43]. The math-
ematical analysis combined with semi-analytical simulations seems to become a common approach to understanding the
complicated molecular interactions and signaling pathways in many cases.
Obviously, (U , V ,W , Z) = (a,b/a,a,b/a) is the unique constant solution of (3). For sake of convenience, we need to
make a simple scaling to (3) as follows, d1 = d′1, d2 = d′2/a2, u = U/a, v = aV /b, w = W /a, z = aZ/b, then (3) becomes⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−d1u = 1− (b + 1)u + bu2v + c(w − u) in Ω,
−d2v = u − u2v in Ω,
−d1w = 1− (b + 1)w + bw2z + c(u − w) in Ω,
−d2z = w − w2z in Ω,
∂νu = ∂ν v = ∂νw = ∂ν z = 0 on ∂Ω,
(4)
and (u, v,w, z) = (1,1,1,1) is the unique constant solution of (4). Clearly, to ﬁnd the pattern of (3) is equivalent to obtain
the positive non-constant solution of (4).
The Belousov–Zhabotinsky reaction [13] is a generic chemical reaction in which the concentrations of the reactants
exhibit somewhat behavior. In particular, the Brusselator model is originally a system of two ordinary differential equations
as a model for cubic autocatalytic chemical or biochemical reaction (see [1,35,40]), which describes the case in which the
chemical reactions follow the scheme⎧⎪⎨
⎪⎩
A → U ,
B + U → V + D,
2U + V → 3U ,
U → E,
where A, B, D, E,U and V are chemical compounds. Let u(x, t) and v(x, t) be the concentrations of U and V and assume
that the concentrations of the input compounds A and B are held constant during the reaction process, denoted by a and b
respectively. Then one can obtain a system of two non-linear reaction–diffusion equations called Brusselator equations{
ut − d1u = a − (b + 1)u + u2v in Ω × (0,∞),
vt − d2v = bu − u2v in Ω × (0,∞).
(5)
If we make the transformation, d1 = θλ−1, d2 = λ−1, the steady state of (5) takes the following form{
−θu = λ(a − (b + 1)u + u2v) in Ω,
2
(6)−v = λ(bu − u v) in Ω.
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constant solution as the parameters λ, θ,a,b varies, i.e., the pattern formation (see [2,3,12,34] and the reference therein).
Intriguing by the above works, in this paper, we consider the non-existence and existence of positive solutions of the
problem (3). We remark that the study of the two-cell model of four coupled components (4) is a substantial advance from
the one-cell model of two-component reaction–diffusion systems (6) toward the biological network dynamics (see [16,23])
and the methods of mathematical study four coupled components (4) are much more complicated than that of two coupled
components (6) (see [49]).
Typically there are two methods to establish the existence of non-constant solutions to elliptic systems. One is a sin-
gular perturbation [20,21]. The other, which will be used in this paper, is a bifurcation technique. We refer the reader to
[4,7,8,11,45] for the applications of this method to a variety of problems. A variation of the bifurcation technique makes use
of the powerful Leray–Schauder degree theory [5,9,10,28–30].
In order to study the stability of the constant solution (u, v,w, z) = (1,1,1,1), we also study the corresponding dynam-
ics of (4) as follows
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ut − d1u = 1− (b + 1)u + bu2v + c(w − u) in Ω × (0,∞),
vt − d2v = u − u2v in Ω × (0,∞),
wt − d1w = 1− (b + 1)w + bw2z + c(u − w) in Ω × (0,∞),
zt − d2z = w − w2z in Ω × (0,∞),
∂νu = ∂ν v = ∂νw = ∂ν z = 0 on ∂Ω × (0,∞).
(7)
Now, we give our main results. Let 0 = μ0 < μ1 < μ2 < · · · be the eigenvalue of − in Ω with homogeneous Neumann
boundary condition.
Theorem 1.1. If b < 2 and d1d2μ1 + d1 + d2 − bd2  0, then the constant solution (u, v,w, z) = (1,1,1,1) is uniformly asymptotic
stable for (7).
Remark 1. From Theorem 1.1, we know that if b  1, the constant solution (u, v,w, z) = (1,1,1,1) is uniformly asymptotic
stable for (7) and hence it is impossible to expect the bifurcation of (4) near (u, v,w, z) = (1,1,1,1). Therefore, it seems
diﬃcult to capture the patterns of (4) in this case. In fact, we will show that no pattern occurs for (4) if b is small enough
(see (ii) of Theorem 1.2).
Remark 2. Consider the spatially homogeneous counterpart of (7)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
du
dt
= 1− (b + 1)u + bu2v + c(w − u) in (0,∞),
dv
dt
= u − u2v in (0,∞),
dw
dt
= 1− (b + 1)w + bw2z + c(u − w) in (0,∞),
dz
dt
= w − w2z in (0,∞).
(8)
From Theorem 1.1, we see that if b < 2, the equilibrium (u, v,w, z) = (1,1,1,1) of (8) is uniformly asymptotic stable.
Theorem 1.1 shows that no Turing instability occurs under the conditions: b < 2 and d1d2μ1 + d1 + d2 − bd2  0. (For
the deﬁnition of the Turing instability, please see [41].) Similar to the proof of Theorem 1.1, we can see if b < 2 and
μi(d1d2μi + d1 + d2 − bd2) + 1 < 0 for some i  1 or b > 2 + (d1 + d2)μi for some i  0, the operator L (which is deﬁned
in the proof of Theorem 1.1) has at least one eigenvalue which has positive real part and hence (7) experiences a Turing
instability.
The following result is about the non-existence of non-constant solution of (4).
Theorem 1.2.
(i) Let b,d2 be ﬁxed and 1  N  5. Then there exists D > 0, which depends only on b,d2,N and Ω , such that (4) has no non-
constant solution provided that d1 > D, i.e. the only solution for (4) is (u, v,w, z) = (1,1,1,1).
(ii) Let d1,d2 be ﬁxed and 1  N  3. Then there exists b0 > 0, which depends only on d1,d2,N and Ω , such that (4) has no non-
constant solution provided that 0 < b b0 , i.e. the only solution for (4) is (u, v,w, z) = (1,1,1,1).
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by stretching the coordinates as follows
uˆ(x˜) = u(x), vˆ(x˜) = v(x), wˆ(x˜) = w(x), zˆ(x˜) = z(x), x˜ = x/, x ∈ Ω, x˜ ∈ Ω˜,
then problem (4) reads as follows⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−d1
2
uˆ = 1− (b + 1)uˆ + buˆ2 vˆ + c(wˆ − uˆ) in Ω˜,
−d2
2
vˆ = uˆ − uˆ2 vˆ in Ω˜,
−d1
2
wˆ = 1− (b + 1)wˆ + bwˆ2 zˆ + c(uˆ − wˆ) in Ω˜,
−d2
2
zˆ = wˆ − wˆ2 zˆ in Ω˜,
∂ν uˆ = ∂ν vˆ = ∂ν wˆ = ∂ν zˆ = 0 on ∂Ω˜.
(9)
Denote λ = 2d2 , θ =
d1
d2
and replace uˆ, vˆ, wˆ, zˆ, Ω˜ by u, v,w, z,Ω respectively for convenience, (9) reads as follows⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−θu = λ(1− (b + 1)u + bu2v + c(w − u)) in Ω,
−v = λ(u − u2v) in Ω,
−θw = λ(1− (b + 1)w + bw2z + c(u − w)) in Ω,
−z = λ(w − w2z) in Ω,
∂νu = ∂ν v = ∂νw = ∂ν z = 0 on ∂Ω.
(10)
It is easy to see that λ is measure of the size of the domain. Note the relation λ = 2d2 , θ =
d1
d2
between λ, θ,d1 and d2, we
can get the following corollary from (i) of Theorem 1.2, which is important to get the result about existence of non-constant
solution of (10).
Corollary 1. Let θ, b be ﬁxed and 1  N  5. Then there exists λ˜ > 0, which depends only on b, θ,N and Ω , such that (10) has no
non-constant solution provided that 0 < λ λ˜, i.e. the only solution for (10) is (u, v,w, z) = (1,1,1,1).
At last, we give some results about the existence of the non-constant solutions to problem (10). Our ﬁrst result about
the existence of the non-constant solutions to problem (10) is got by using Leray–Schauder degree theory:
Theorem 1.3. Assume that b > ((2c+1)1/2 +θ1/2)2 and letμ∗1(λ, θ) < μ∗2(λ, θ) < μ∗3(λ, θ) < μ∗4(λ, θ) be the four possible positive
eigenvalues of A(λ, θ). If μ∗1(λ, θ) ∈ (μi,μi+1), μ∗2(λ, θ) ∈ (μ j,μ j+1), μ∗3(λ, θ) ∈ (μh,μh+1) and μ∗4(λ, θ) ∈ (μl,μl+1) for some
0 i < j < h < l and
∑ j
k=i+1m(μk) +
∑l
k=h+1m(μk) is odd, then (10) has at least one non-constant solution, where m(μι) is the
multiplicity of μι and
A(λ, θ) =
⎛
⎜⎝
λθ−1(b − c − 1) bλθ−1 cλθ−1 0
−λ −λ 0 0
cλθ−1 0 λθ−1(b − c − 1) bλθ−1
0 0 −λ −λ
⎞
⎟⎠ .
Remark 3. By the deﬁnition of A(λ, θ), we see the four eigenvalues of A are:
μ∗1(λ, θ) =
λ
2θ
[
b − 1− θ −
√
(b − 1− θ)2 − 4θ ],
μ∗2(λ, θ) =
λ
2θ
[
b − 2c − 1− θ −
√
(b − 2c − 1− θ)2 − 4(2c + 1)θ ],
μ∗3(λ, θ) =
λ
2θ
[
b − 2c − 1− θ +
√
(b − 2c − 1− θ)2 − 4(2c + 1)θ ],
μ∗4(λ, θ) =
λ
2θ
[
b − 1− θ +
√
(b − 1− θ)2 − 4θ ].
Since b > ((2c + 1)1/2 + θ1/2)2 we know that 0 < μ∗1(λ, θ) < μ∗2(λ, θ) < μ∗3(λ, θ) < μ∗4(λ, θ).
Note that under the condition b > ((2c+1)1/2 + θ1/2)2, μ∗1 → λ/(b−1), μ∗2 → λ(2c+1)/(b−2c−1), μ∗3 → ∞, μ∗4 → ∞
and μ∗−μ∗ → ∞ as θ → 0. Thus, together with the fact limi→∞ μi = ∞, we have the following corollary from Theorem 1.3.4 3
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exists an interval sequence {(θ j,Θ j)}∞j=1 with θ j,Θ j → 0 as j → ∞, such that (10) has at least one non-constant solution for all
θ ∈ (θ j,Θ j).
Remark 4. If N = 1, take Ω = (0,π). Then μi = i2 and μi is simple (i = 0,1,2, . . .). So, then assumptions of Corollary 2
hold if λ = i2(b − 1) and λ(2c − 1) = i2(b − 2c − 1) for i = 1,2, . . . .
Our second result about the existence of the non-constant solutions to problem (10) is got by using bifurcation theory
(take λ as bifurcation parameter). Denote Sp = {μ1,μ2, . . .} and
N (λ) = {μ > 0 ∣∣ (θμ2 + λ(θ + 1− b)μ + λ2)(θμ2 + λ(θ + 2c + 1− b)μ + (2c + 1)λ2)= 0}.
Theorem 1.4. Suppose that (θ + 1−b)2 > 4θ or (θ + 2c+ 1−b)2 > 4(2c+ 1)θ , S p ∩ N (λˆ) = ∅, and∑μi∈N (λˆ)m(μi) is odd. Then
(λˆ,1,1,1,1) is a bifurcation point of problem (10). Moreover, there exists an interval (λ∗, λ∗) ⊂ R+ such that for every λ ∈ (λ∗, λ∗),
(10) admits a non-constant solution, and one of the following holds:
(i) λˆ = λ∗ < λ∗ < ∞ and Sp ∩ N (λ∗) = ∅;
(ii) 0< λ∗ < λ∗ = λˆ and Sp ∩ N (λ∗) = ∅;
(iii) (λ∗, λ∗) = (λˆ,∞),
where m(μι) is the multiplicity of μι .
Remark 5. It is easy to see that (θ + 1− b)2 > 4θ or (θ + 2c + 1− b)2 > 4(2c + 1)θ is the necessary condition for N (λ) = ∅.
Remark 6. We can also consider b and θ as the bifurcation parameters and obtain the similar results as Theorem 1.4.
The rest of this paper is organized as follows: In Section 2, we study the stability of the unique constant solution
(u, v,w, z) = (1,1,1,1) of (4). In Section 3, we establish a priori upper and lower bounds for the solution of (4). In Section 4,
we discuss the non-existence of non-constant solution of (4), while in Section 5, we consider the existence of non-constant
solution of (4).
2. Stability analysis
In this section, we study the stability of the constant solution (u, v,w, z) = (1,1,1,1) of (4) and prove Theorem 1.1.
Proof of Theorem 1.1. Set
X= {(u, v,w, z) ∈ (C1(Ω))4 ∣∣ ∂νu = ∂ν v = ∂νw = ∂ν z = 0 on ∂Ω},
and consider the decomposition X =⊕∞i=1 Xi , where Xi is the eigenspace corresponding to μi . Let u¯ = u − 1, v¯ = v − 1,
w¯ = w − 1, z¯ = z − 1 and the linearized system of (7) at (1,1,1,1) is⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
u¯t − d1u¯ = (b − c − 1)u¯ + bv¯ + cw¯ in Ω × (0,∞),
v¯t − d2v¯ = −u¯ − v¯ in Ω × (0,∞),
w¯t − d1w¯ = cu¯ + (b − c − 1)w¯ + bz¯ in Ω × (0,∞),
z¯t − d2z¯ = −w¯ − z¯ in Ω × (0,∞),
∂ν u¯ = ∂ν v¯ = ∂ν w¯ = ∂ν z¯ = 0 on ∂Ω × (0,∞).
(11)
Denote
L =
⎛
⎜⎝
d1 + b − c − 1 b c 0
−1 d2 − 1 0 0
c 0 d1 + b − c − 1 b
0 0 −1 d2 − 1
⎞
⎟⎠ .
For each i (i = 0,1,2, . . .), Xi is invariant under the operator L, and γi is an eigenvalue of L on Xi if and only if γi is an
eigenvalue of the following matrix
Ai =
⎛
⎜⎝
−d1μi + b − c − 1 b c 0
−1 −d2μi − 1 0 0
c 0 −d1μi + b − c − 1 b
⎞
⎟⎠ ,0 0 −1 −d2μi − 1
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(−d2μi − 1− γi)(−d1μi + b − 1− γi) + b
)(
(−d2μi − 1− γi)(−d1μi + b − 2c − 1− γi) + b
)= 0.
Denote
B(1)i =
(−d1μi + b − 1 b
−1 −d2μi − 1
)
,
B(2)i =
(−d1μi + b − 2c − 1 b
−1 −d2μi − 1
)
.
Form the above analysis, we know that γi is an eigenvalue of L on Xi if and only if γi is an eigenvalue of B
(1)
i or B
(2)
i . So,
in order to analyze the eigenvalue of L, it is suﬃcient to analyze the eigenvalues of B(1)i and B
(2)
i .
First, we consider the eigenvalue of B(1)i . Since
γ 2i − Tr B(1)i γi + det B(1)i = 0,
where{
det B(1)i = μi(d1d2μi + d1 + d2 − bd2) + 1,
Tr B(1)i = −(d1 + d2)μi + b − 2,
and det B(1)i and Tr B
(1)
i are respectively the determinant and trace of B
(1)
i , it is easy to check that det B
(1)
i > 0 and
Tr B(1)i < 0. Therefore, the two eigenvalues γ
+
i and γ
−
i of B
(1)
i have negative real parts.
Next, we consider the eigenvalue of B(2)i . Since
γ 2i − Tr B(2)i γi + det B(2)i = 0,
where{
det B(2)i = μi(d1d2μi + d1 + d2 − bd2 + 2cd2) + 2c + 1,
Tr B(1)i = −(d1 + d2)μi + b − 2c − 2,
and det B(2)i and Tr B
(2)
i are respectively the determinant and trace of B
(2)
i , it is easy to check that det B
(2)
i > 0 and
Tr B(2)i < 0. Therefore, we know that the two eigenvalues γ
+
i and γ
−
i of B
(2)
i have negative real parts. By [17], we con-
clude the proof. 
3. A priori estimates
In this section, we will give a priori estimates to the solution of (4). First, let us state a lemma which is important in our
proofs.
Lemma 3.1. (See Lou and Ni [29].) Suppose that g ∈ C(Ω ×R), ω ∈ C2(Ω) ∩ C1(Ω) and satisﬁes
ω(x) + g(x,ω(x)) 0 in Ω, ∂νω 0 on ∂Ω.
If ω(x0) = minΩ ω, then g(x0,ω(x0)) 0.
Theorem 3.2. Any solution (u, v,w, z) of (4) satisﬁes the following estimate:
‖u‖1,2  |Ω| 12
[(
2b2d2/d
2
1 + 4/d1
) 1
2 + (2+ b2d2/d1) 12 ],
‖v‖1,2  |Ω| 12
[
1+ b + (1/d2) 12 +
(
1/(μ1d2)
) 1
2
]
,
‖w‖1,2  |Ω| 12
[(
2b2d2/d
2
1 + 4/d1
) 1
2 + (2+ b2d2/d1) 12 ],
‖z‖1,2  |Ω| 12
[
1+ b + (1/d2) 12 +
(
1/(μ1d2)
) 1
2
]
,
where ‖ · ‖1,2 denotes the norm of W 1,2(Ω).
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Ω
(u + w)dx = 2|Ω|. (12)
Multiplying the second equation of (4) by v and integrating over Ω , we obtain
d2
∫
Ω
|∇v|2 dx =
∫
Ω
uv dx−
∫
Ω
(uv)2 dx
(∫
Ω
(uv)2 dx
)1/2
|Ω|1/2 −
∫
Ω
(uv)2 dx,
which implies that∫
Ω
uv dx |Ω|,
∫
Ω
(uv)2 dx |Ω|, d2
∫
Ω
|∇v|2 dx |Ω|. (13)
Similarly, we get from the forth equation of (4) that∫
Ω
wzdx |Ω|,
∫
Ω
(wz)2 dx |Ω|, d2
∫
Ω
|∇z|2 dx |Ω|. (14)
Multiplying the ﬁrst two equations of (4) by u and the last two equations of (4) by w and integrating the results over Ω ,
we have
d1
∫
Ω
|∇u|2 dx =
∫
Ω
u dx− (b + 1)
∫
Ω
u2 dx+ b
∫
Ω
u3v dx+ c
∫
Ω
u(w − u)dx,
d2
∫
Ω
∇u · ∇v dx =
∫
Ω
u2 dx−
∫
Ω
u3v dx,
d1
∫
Ω
|∇w|2 dx =
∫
Ω
w dx− (b + 1)
∫
Ω
w2 dx+ b
∫
Ω
w3z dx+ c
∫
Ω
w(u − w)dx,
d2
∫
Ω
∇w · ∇z dx =
∫
Ω
w2 dx−
∫
Ω
w3z dx. (15)
From (12) and (15), it follows that
d1
∫
Ω
(|∇u|2 + |∇w|2)dx+ (1+ c)∫
Ω
(
u2 + w2)dx
= −bd2
∫
Ω
(∇u · ∇v + ∇w · ∇z)dx+ 2c
∫
Ω
uw dx+ 2|Ω|
−bd2
∫
Ω
(∇u · ∇v + ∇w · ∇z)dx+ c
∫
Ω
(
u2 + w2)dx+ 2|Ω|,
i.e.,
d1
∫
Ω
(|∇u|2 + |∇w|2)dx+ ∫
Ω
(
u2 + w2)dx−bd2
∫
Ω
(∇u · ∇v + ∇w · ∇z)dx+ 2|Ω|. (16)
Using (13), (14),∫
Ω
|∇u||∇v|dx d1
2bd2
∫
Ω
|∇u|2 dx+ bd2
2d1
∫
Ω
|∇v|2 dx
 d1
2bd2
∫
|∇u|2 dx+ b
2d1
|Ω|,Ω
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Ω
|∇w||∇z|dx d1
2bd2
∫
Ω
|∇w|2 dx+ bd2
2d1
∫
Ω
|∇z|2 dx
 d1
2bd2
∫
Ω
|∇w|2 dx+ b
2d1
|Ω|,
and (16), we obtain∫
Ω
|∇u|2 dx
(
2b2d2
d21
+ 4
d1
)
|Ω|,
∫
Ω
u2 dx
(
b2d2
d1
+ 2
)
|Ω|,
∫
Ω
|∇w|2 dx
(
2b2d2
d21
+ 4
d1
)
|Ω|,
∫
Ω
w2 dx
(
b2d2
d1
+ 2
)
|Ω|. (17)
Next, we will estimate
∫
Ω
v2 dx and
∫
Ω
z2 dx by using of Lemma 3.1.
From the ﬁrst and the third equation of (4), we have{−d1(u + w) = 2− (b + 1)(u + w) + b(u2v + w2z) 2− (b + 1)(u + w) in Ω,
∂ν(u + w) = 0 on ∂Ω.
(18)
Applying Lemma 3.1, we get u + w  2b+1 on Ω . Combining w  2b+1 − u with the ﬁrst equation of (4), we know⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−d1u = 1− (b + 1)u + bu2v + cw − cu  1− (b + 1)u + c
(
2
b + 1 − u
)
− cu
= b + 2c + 1
b + 1 − (b + 2c + 1)u in Ω,
∂νu = 0 on ∂Ω.
(19)
Applying Lemma 3.1 again, we get u  1b+1 on Ω . Combining this with the ﬁrst inequality of (13) yields∫
Ω
v dx (b + 1)|Ω|. (20)
Apply the Poincaré inequality
‖v − v˜‖22 
1
μ1
∣∣∇(v − v˜)∣∣22,
where ‖ · ‖2 denotes the norm of L2(Ω) and v˜ = 1|Ω|
∫
Ω
v dx. It follows from (20) and the last inequality of (13) that
‖v‖2  ‖v − v˜‖2 + ‖v˜‖2

(
1
μ1
‖∇v‖22
)1/2
+ 1|Ω|1/2
∫
Ω
v dx

(
1
μ1d2
|Ω|
)1/2
+ (1+ b)|Ω|1/2. (21)
Similarly to the discussion of v , we get the following estimate for z:
‖z‖2 
(
1
μ1d2
|Ω|
)1/2
+ (1+ b)|Ω|1/2. (22)
In view of (13), (14), (17), (21) and (22), we get Theorem 3.2. 
From Theorem 3.2, the following corollary is obvious.
Corollary 3. Let B, D, D1, D2 be given positive numbers, then there exists a positive constant K , which depends on B, D, D1, D2,Ω
such that if 0 < b B, d1  D and D1  d2  D2 , any solution (u, v,w, z) of (4) satisﬁes
‖u‖1,2 + ‖v‖1,2 + ‖w‖1,2 + ‖z‖1,2  K .
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1 N  5.
Theorem 3.3. Let D, D1, D2 be given positive numbers and 1 N  5. Then, for any positive integer k, there exists a positive K , which
depends on D, D1, D2,k,b,N and Ω such that if d1  D and D1  d2  D2 , any solution (u, v,w, z) of (4) lies in (Ck(Ω))4 , and
|u|k + |v|k + |w|k + |z|k  K ,
where | · |k denotes the norm of Ck(Ω).
Proof. In the case of N = 1, it follows from the embedding W 1,2(Ω) ↪→ C0,α(Ω) (0 < α < 1/2) and Corollary 3 that
|u|0,α + |v|0,α + |w|0,α + |z|0,α  K , where | · |m,α denotes the norm of Cm,α(Ω). From (4) and the elliptic regularity,
|u|2,α + |v|2,α + |w|2,α + |z|2,α  K . The theorem follows from the standard bootstrapping arguments.
In the case of N = 2, the embedding theorem theory guarantees that W 1,2(Ω) ↪→ Lq(Ω) for all q  1. Letting q = 8, by
Corollary 3 again, we have that ‖u‖8 + ‖v‖8 + ‖w‖8 + ‖z‖8  K . By Hölder inequality, ‖u2v‖2 + ‖w2z‖2  K , so due to (4)
and the regularity theory of elliptic equations, ‖u‖2,2 + ‖v‖2,2 + ‖w‖2,2 + ‖z‖2,2  K . The embedding W 2,2(Ω) ↪→ C0,α(Ω)
(0 < α < 1) shows that |u|0,α + |v|0,α + |w|0,α + |z|0,α  K . Our result is veriﬁed in this case again by bootstrapping
arguments.
In the case of N = 3, applying Corollary 3 and the embedding W 1,2(Ω) ↪→ L6(Ω), we have ‖u‖6 + ‖v‖6 + ‖w‖6 +
‖z‖6  K . By Hölder inequality again
∫
Ω
(u2v)2 dx + ∫
Ω
(w2z)2 dx  (
∫
Ω
u6 dx)
2
3 (
∫
Ω
v6 dx)
1
3 + (∫
Ω
w6 dx)
2
3 (
∫
Ω
z6 dx)
1
3  K .
From (4) and elliptic regularity, ‖u‖2,2 + ‖v‖2,2 + ‖w‖2,2 + ‖z‖2,2  K . In view of the embedding W 2,2(Ω) ↪→ C0,α(Ω)
(0 < α < 1), the result follows by bootstrapping arguments as in the previous case.
In the case of N = 4, or 5, (4) yields −(d1u + bd2v + d1w + bd2z) = 2 − (u + w). Let φ = d1u + bd2v + d1w + bd2z.
Thanks to ‖2− (u+w)‖2  K and the regularity theory, ‖φ‖2,2  K . When N = 4, W 2,2(Ω) ↪→ Lq(Ω) for 1 q < ∞ implies
‖u‖q +‖v‖q +‖w‖q +‖z‖q  K . When N = 5, W 2,2(Ω) ↪→ L10(Ω) shows that ‖u‖10+‖v‖10+‖w‖10+‖z‖10  K . By Hölder
inequality, ‖u2v‖5/2+‖w2z‖5/2  K . The embedding W 2,5/2(Ω) ↪→ Lq(Ω) for 1 q < ∞ implies that ‖u‖q +‖v‖q +‖w‖q +
‖z‖q  K . As above once again, we get our results. The proof is complete. 
Remark 7. From the proof of Theorem 3.3, we can easily see that if 1  N  3, Theorem 3.3 can be written as follows:
let B, D, D1, D2 be given positive numbers. Then, for any positive integer k, there exists a positive K , which depends on
D, D1, D2,k, B,N and Ω , such that if 0 < b  B , d1  D and D1  d2  D2, any solution (u, v,w, z) of (4) lies in (Ck(Ω))4,
and |u|k + |v|k + |w|k + |z|k  K .
On base of Theorem 3.3, we get the following corollary.
Corollary 4. Suppose that 1 N  5, then every solution (u, v,w, z) of (4) lies in (C∞(Ω))4 .
Next, we establish a priori estimates of positive lower bounds for solution to problem (4).
Theorem 3.4. Let D, D1, D2 be given positive numbers and 1 N  5. Then there exist positive constants C and C , which depend
only on D, D1, D2,b,N and Ω such that if d1  D and D1  d2  D2 , every solution (u, v,w, z) of (4) satisﬁes
C < min
x∈Ω
{
u(x), v(x),w(x), z(x)
}
max
x∈Ω
{
u(x), v(x),w(x), z(x)
}
< C .
Proof. It is obvious that C exists by Theorem 3.3. So, it is suﬃcient to ﬁnd the desired C . Let v(x0) = minx∈Ω v(x), z(x1) =
minx∈Ω z(x). Applying Lemma 3.1 to (4), we obtain v(x0)  1/(u(x0)) > 1/C and z(x1)  1/(w(x1)) > 1/C . On the other
hand, we have obtained that u(x) 1/(b + 1), w(x) 1/(b + 1). Taking C = min{1/C,1/(b + 1)}, we get the results. 
4. Non-existence of non-constant solutions
In this section, we give some results which show that (4) has no non-constant solution in certain region and prove
Theorem 1.2. First, we give a lemma, which is essential in the prove Theorem 1.2.
Lemma 4.1.
(i) Let b,d2 be ﬁxed and 1  N  5. Let dm1 → ∞ as m → ∞. Assume (um, vm,wm, zm) is the solution of (4) with d1 = dm1 , then
(um, vm,wm, zm) → (1,1,1,1) in (C2(Ω))4 as m → ∞.
(ii) Let d1,d2 be ﬁxed and 1  N  3. Let bm → 0 as m → ∞. Assume (um, vm,wm, zm) is the solution of (4) with b = bm, then
(um, vm,wm, zm) → (1,1,1,1) in (C2(Ω))4 as m → ∞.
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C < C , which depend only on b,d2 and k such that |um|k + |vm|k + |wm|k + |zm|k  C and minx∈Ω {um, vm,wm, zm}  C
for large m. Choosing k > 2, since the embedding (Ck(Ω))4 ↪→ (C2(Ω))4 is compact, there exists a subsequence of
{(um, vm,wm, zm)}∞m=1, still denotes by itself, and positive functions u, v,w, z ∈ C2(Ω) such that (um, vm,wm, zm) →
(u, v,w, z) in (C2(Ω))4 as m → ∞. Since dm1 → ∞, using (4), we see that u ≡ constant > 0, denoted by ξ , w ≡ constant > 0,
denoted by η, and (ξ, v, η, z) satisﬁes⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−d2v + ξ2v = ξ in Ω,
∂ν v = 0 on ∂Ω,∫
Ω
[
1− (b + 1)ξ + bξ2v + c(η − ξ)]dx = 0, (23)
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−d2z + η2z = η in Ω,
∂ν z = 0 on ∂Ω,∫
Ω
[
1− (b + 1)η + bη2z + c(ξ − η)]dx = 0. (24)
From the ﬁrst equation of (23), we see v = 1/ξ . Taking v = 1/ξ in the third equation of (23), we obtain∫
Ω
[
1− ξ + c(η − ξ)]dx = 0. (25)
Similarly, we get form (24) that∫
Ω
[
1− η + c(ξ − η)]dx = 0. (26)
(25) and (26) imply∫
Ω
[
2− (ξ + η)]dx = 0, (27)
i.e., ξ + η = 2, inserting η = 2− ξ into (25), we have∫
Ω
(1+ 2c)(1− ξ)dx = 0, (28)
i.e., ξ = 1. Since ξ + η = 2, we obtain η = 1. Then we get v = z = 1 since v = 1/ξ , z = 1/η. The proof of (i) is complete.
Next, we prove (ii). Similar to the proof of (i), we get (um, vm,wm, zm) → (u, v,w, z) in (C2(Ω))4 as m → ∞ and
(u, v,w, z) satisﬁes⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−d1u = 1− u + c(w − u) in Ω,
−d2v = u − u2v in Ω,
−d1w = 1− w + c(u − w) in Ω,
−d2z = w − w2z in Ω,
∂νu = ∂ν v = ∂νw = ∂ν z = 0 on ∂Ω.
(29)
From the ﬁrst and third equation of (29), we have{−d1(u + w) + (u + w) = 2 in Ω,
∂ν(u + w) = 0 on ∂Ω, (30)
i.e., u + w = 2. Taking w = 2− u in the ﬁrst equation of (29), we obtain{−d1u + (1+ 2c)u = 1+ 2c in Ω,
∂νu = 0 on ∂Ω,
(31)
i.e., u = 1. Since u + w = 2, we obtain w = 1. Inserting u = 1, w = 1 into the second and the fourth equation of (29)
respectively, we have v = z = 1. The proof of (ii) is complete and we get Lemma 4.1. 
Now, we can prove Theorem 1.2. The technique used below comes from [33].
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Ω
u˜ dx = 0, ∫
Ω
w˜ dx = 0 and ξ,η ∈R+ , then
discussing the solution of (4) is equivalent to ﬁnding the solution of⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u˜ + ρP[1− (b + 1)(ξ + u˜) + b(ξ + u˜)2v + c(w˜ − u˜) + c(η − ξ)]= 0 in Ω,∫
Ω
[
1− (b + 1)(ξ + u˜) + b(ξ + u˜)2v + c(w˜ − u˜) + c(η − ξ)]dx = 0,
v + d−12
[
(ξ + u˜) − (ξ + u˜)2v]= 0 in Ω,
w˜ + ρP[1− (b + 1)(η + w˜) + b(η + w˜)2z + c(u˜ − w˜) + c(ξ − η)]= 0 in Ω,∫
Ω
[
1− (b + 1)(η + w˜) + b(η + w˜)2z + c(u˜ − w˜) + c(ξ − η)]dx = 0,
z + d−12
[
(η + w˜) − (η + w˜)2z]= 0 in Ω,
∂ν u˜ = ∂ν v = ∂ν w˜ = ∂ν z = 0 on ∂Ω,
(32)
where ρ = d−11 and Pφ = φ − 1|Ω|
∫
Ω
φ(x)dx, i.e., P is the projective operator from L2(Ω) to L20(Ω) ≡ {g ∈ L2(Ω) |∫
Ω
g(x)dx = 0}. Clearly, (u˜, ξ, v, w˜, η, z) = (0,1,1,0,1,1) is a solution of (32). To prove Theorem 1.2, it is enough to prove
that if ρ > 0 is small enough, then (0,1,1,0,1,1) is the unique solution of (32).
Deﬁne a mapping
F (ρ, u˜, ξ, v, w˜, η, z)
= ( f1, f2, f3, f4, f5, f6)T :R+ ×
((
L20(Ω) ∩ W 2,2ν (Ω)
)×R+ × W 2,2ν (Ω))2 → (L20(Ω) ×R× L2(Ω))2
with
f1(ρ, u˜, ξ, v, w˜, η, z) = u˜ + ρP
[
1− (b + 1)(ξ + u˜) + b(ξ + u˜)2v + c(w˜ − u˜) + c(η − ξ)],
f2(ρ, u˜, ξ, v, w˜, η, z) =
∫
Ω
[
1− (b + 1)(ξ + u˜) + b(ξ + u˜)2v + c(w˜ − u˜) + c(η − ξ)]dx,
f3(ρ, u˜, ξ, v, w˜, η, z) = v + d−12
[
(ξ + u˜) − (ξ + u˜)2v],
f4(ρ, u˜, ξ, v, w˜, η, z) = w˜ + ρP
[
1− (b + 1)(η + w˜) + b(η + w˜)2z + c(u˜ − w˜) + c(ξ − η)],
f5(ρ, u˜, ξ, v, w˜, η, z) =
∫
Ω
[
1− (b + 1)(η + w˜) + b(η + w˜)2z + c(u˜ − w˜) + c(ξ − η)]dx,
f6(ρ, u˜, ξ, v, w˜, η, z) = z + d−12
[
(η + w˜) − (η + w˜)2z],
where W 2,2ν (Ω) = {g ∈ W 2,2(Ω) | ∂ν g = 0, on ∂Ω}.
Clearly, (32) is equivalent to solving F (ρ, u˜, ξ, v, w˜, η, z) = 0. Moreover, (32) has a unique solution (u˜, ξ, v, w˜, η, z) =
(0,1,1,0,1,1) when ρ = 0. By a simple computation, we have
D(u˜,ξ,v,w˜,η,z)F (0,0,1,1,0,1,1) :
((
L20(Ω) ∩ W 2,2ν (Ω)
)×R× W 2,2ν (Ω))2 → (L20(Ω) ×R× L2(Ω))2,
where
D(u˜,ξ,v,w˜,η,z)F (0,0,1,1,0,1,1)(uˆ, ξˆ , vˆ, wˆ, ηˆ, zˆ) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
uˆ∫
Ω
[(b − 1)uˆ + (b − 1)ξˆ + bvˆ + c(wˆ − uˆ)]dx
vˆ + d−12 (−uˆ − ξˆ − vˆ)
wˆ∫
Ω
[(b − 1)wˆ + (b − 1)ηˆ + bzˆ + c(uˆ − wˆ)]dx
zˆ + d−12 (−wˆ − ηˆ − zˆ)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
Since  : L20(Ω) ∩ W 2,2ν (Ω) → L20(Ω) is invertible, D(u˜,ξ,v,w˜,η,z)F (0,0,1,1,0,1,1) is invertible if and only if
L(ξˆ , vˆ, ηˆ, zˆ) =
⎛
⎜⎜⎜⎝
∫
Ω
[(b − 1)ξˆ + bvˆ]dx
vˆ + d−12 (−ξˆ − vˆ)∫
Ω
[(b − 1)ηˆ + bzˆ]dx
−1
⎞
⎟⎟⎟⎠zˆ + d2 (−ηˆ − zˆ)
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shows that D(u˜,ξ,v,w˜,η,z)F (0,0,1,1,0,1,1) is also surjective. By the Implicit Function theorem, there exist positive constants
ρ0, δ0 such that for each ρ ∈ [0,ρ0], (0,1,1,0,1,1) is the unique solution of F (ρ, u˜, ξ, v, w˜, η, z) = 0 in Bδ0(0,1,1,0,1,1)
and Bδ0 (0,1,1,0,1,1) is the ball in ((L0(Ω) ∩ W 2,2ν (Ω)) × R× W 2,2ν (Ω))2 centered at (0,1,1,0,1,1) with radius δ0. Let
(u˜ρ, ξρ, vρ, w˜ρ,ηρ, zρ) be any solution of (32) for small ρ > 0. (i) of Lemma 4.1 shows that (u˜ρ, ξρ, vρ, w˜ρ,ηρ, zρ) →
(0,1,1,0,1,1) as ρ → 0+ . As a result, (1,1,1,1) is the unique solution of (4) as d1 is suﬃciently large.
For (ii), the proof is similar. We can construct the operator F as follows:
F (b,u, v,w, z) =
⎛
⎜⎜⎝
d1u + 1− (b + 1)u + bu2v + c(w − u)
d2v + u − u2v
d1w + 1− (b + 1)w + bw2z + c(u − w)
d2z + w − w2z
⎞
⎟⎟⎠ ,
then
F (b,u, v,w, z) :R+ × (W 2,2ν )4 → (L2(Ω))4.
It is also easy to verify that D(0,1,1,1,1) is a bijection. Thus, (ii) of Lemma 4.1 and Implicit Function theorem yield our
assertion. This ﬁnishes our proof. 
5. Existence of non-constant solutions
In this section, we consider the existence of non-constant solutions to problem (10) and prove Theorems 1.3 and 1.4.
Throughout this section, we denote u = (u, v,w, z) and u∗ = (1,1,1,1).
Let X be as in Section 2, i.e.,
X= {(u, v,w, z) ∈ (C1(Ω))4 ∣∣ ∂νu = ∂ν v = ∂νw = ∂ν z = 0 on ∂Ω},
and deﬁne
X+ = {u ∈ X | u, v,w, z > 0 on Ω },
B(C) = {u ∈ X ∣∣ C−1 < u, v,w, z < C on Ω, C > 0},
G(u) =
⎛
⎜⎜⎝
λθ−1(1− (b + 1)u + bu2v + c(w − u))
λ(u − u2v)
λθ−1(1− (b + 1)w + bw2z + c(u − w))
λ(w − w2z)
⎞
⎟⎟⎠ ,
A(λ, θ) = D uG(u∗) =
⎛
⎜⎜⎝
λθ−1(b − c − 1) bλθ−1 cλθ−1 0
−λ −λ 0 0
cλθ−1 0 λθ−1(b − c − 1) bλθ−1
0 0 −λ −λ
⎞
⎟⎟⎠ .
Then problem (10) can be written as follows{−u = G(u) in Ω,
∂ν u = 0 on ∂Ω, (33)
and u is a positive solution of (33) if and only if
F(u) = u − (I − )−1(G(u) + u) in X+,
where (I − )−1 is the inverse of I −  in X. As F(·) is a compact perturbation of the identity operator, for any B = B(C),
the Leray–Schauder degree deg(F(·),0,B) is well deﬁned if F (u) = 0 on ∂B. Furthermore, we note that
D uF(u∗) = I − (I − )−1(A + I)
and recall that if D uF(u∗) is invertible, the index of F at u∗ is deﬁned as
index(F, u∗) = (−1)β,
where β is the number of negative eigenvalue of D uF(u∗) (see [47, Theorem 7.3.9]).
As in Section 2, we see that, for each integer i  0, Xi is invariant under D uF(u∗), and γi is an eigenvalue of the D uF(u∗)
on Xi if and only if it is an eigenvalue of the matrix 11+μi (μi I − A). Thus, D uF(u∗) is invertible if and only if the matrix
μi I − A is non-singular for all i  0. Denote
H(μ) ≡ det(μI − A),
we have that, if H(μi) = 0, the number of negative eigenvalue of D uF(u∗) on Xi is odd if and only if H(μi) < 0.
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Proposition 1. Suppose that the matrix μi I − A is non-singular for all i  0. Then
index
(
F(·), u∗
)= (−1)β, where β = ∑
i0, H(μi)<0
m(μi).
Now, we analyze the sign of H(μ), a simple computation gives
H(μ) =
∣∣∣∣∣∣∣
⎛
⎜⎝
μ − λθ−1(b − c − 1) −bλθ−1 −cλθ−1 0
λ μ + λ 0 0
−cλθ−1 0 μ − λθ−1(b − c − 1) −bλθ−1
0 0 λ μ + λ
⎞
⎟⎠
∣∣∣∣∣∣∣
= −λ
∣∣∣∣∣
(
μ − λθ−1(b − c − 1) −bλθ−1 0
λ μ + λ 0
−cλθ−1 0 −bλθ−1
)∣∣∣∣∣
+ (μ + λ)
∣∣∣∣∣
(
μ − λθ−1(b − c − 1) −bλθ−1 −cλθ−1
λ μ + λ 0
−cλθ−1 0 μ − λθ−1(b − c − 1)
)∣∣∣∣∣
= [(μ + λ)(μ − λθ−1(b − 1))+ b2λ2θ−1][(μ + λ)(μ − λθ−1(b − 2c − 1))+ b2λ2θ−1].
So if b > ((2c + 1)1/2 + θ1/2)2, H(μ) = 0 has four different positive roots as follows:
μ∗1(λ, θ) =
λ
2θ
[
b − 1− θ −
√
(b − 1− θ)2 − 4θ ],
μ∗2(λ, θ) =
λ
2θ
[
b − 2c − 1− θ −
√
(b − 2c − 1− θ)2 − 4(2c + 1)θ ],
μ∗3(λ, θ) =
λ
2θ
[
b − 2c − 1− θ +
√
(b − 2c − 1− θ)2 − 4(2c + 1)θ ],
μ∗4(λ, θ) =
λ
2θ
[
b − 1− θ +
√
(b − 1− θ)2 − 4θ ].
In fact, we observe that μ∗1(λ, θ),μ∗2(λ, θ),μ∗3(λ, θ),μ∗4(λ, θ) are four eigenvalues of A(λ, θ). Moreover, H(μ) < 0 if and
only if μ ∈ (μ∗1,μ∗2) ∪ (μ∗3,μ∗4) since H(μ) = (μ − μ∗1)(μ − μ∗2)(μ − μ∗3)(μ − μ∗4) and μ∗1 < μ∗2 < μ∗3 < μ∗4. Now, we are
ready to prove Theorem 1.3.
Proof of Theorem 1.3. Let λ¯ be small enough such that
μ∗1(λ¯, θ),μ∗2(λ¯, θ),μ∗3(λ¯, θ),μ∗4(λ¯, θ) < μ1
and (10) has no non-constant solution by Corollary 1. For 0 t  1, we deﬁne
G(u, t) =
⎛
⎜⎜⎝
(I − )−1((tλ + (1− t)λ¯)θ−1(1− bu + bu2v + c(w − u)))
(I − )−1((tλ + (1− t)λ¯)(2u − u2v))
(I − )−1((tλ + (1− t)λ¯)θ−1(1− bw + bw2z + c(u − w)))
(I − )−1((tλ + (1− t)λ¯)(2w − w2z))
⎞
⎟⎟⎠ .
By Corollary 3, there exists a positive constant M depending only on b, θ, λ and λ¯ such that (10) has no solution on ∂Ξ ,
where
Ξ =
{
(u, v,w, z) ∈ (C1(Ω))4 ∣∣∣ 1
M
< u, v,w, z < M
}
.
Since G(u, t) : Ξ × [0,1] → (C1(Ω))4 is compact, the degree deg(I − G(u, t),Ξ,0) is well deﬁned. By the homotopy invari-
ance of degree, we get
deg
(
I − G(u,0),Ξ,0)= deg(I − G(u,1),Ξ,0). (34)
Due to the choice of λ¯ and Proposition 1, we have that
deg
(
I − G(u,0),Ξ,0)= index(G(u,0), u∗)= 1. (35)
On the contrary, we assume that (10) has no non-constant solution. By Proposition 1 again, we get that
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(
I − G(u,1),Ξ,0)= index(G(u,1), u∗)= (−1)∑ jk=i+1m(μk)+∑lk=h+1m(μk) = −1. (36)
From (34)–(36), we get a contradiction, which implies that Theorem 1.3 holds and the proof is complete. 
At last, we will prove Theorem 1.4 by considering λ as bifurcation parameter.
Proof of Theorem 1.4. Denote a mapping
Φ(λ, u) :R+ × (W 2,2ν (Ω))4 → (L2(Ω))4,
where W 2,2ν (Ω) is deﬁned as in Section 4 and
Φ(λ, u) =
⎛
⎜⎜⎝
λθu + λ(1− (b + 1)u + bu2v + c(w − u))
v + λ(u − u2v)
λθw + λ(1− (b + 1)w + bw2z + c(u − w))
z + λ(w − w2z)
⎞
⎟⎟⎠ .
Then,
D uΦ(λ,1,1,1,1) =
⎛
⎜⎝
θ + λ(b − c − 1) λb λc 0
−λ  − λ 0 0
λc 0 θ + λ(b − c − 1) λb
0 0 −λ  − λ
⎞
⎟⎠ .
For each i (i = 0,1,2, . . .), Xi (deﬁned as in Section 2) is invariant under the operator D uΦ(λ,1,1,1,1), and 0 is an
eigenvalue of D uΦ(λ,1,1,1,1) on Xi if and only if 0 is an eigenvalue of following matrix
Ψ =
⎛
⎜⎝
−μiθ + λ(b − c − 1) λb λc 0
−λ −μi − λ 0 0
λc 0 −μiθ + λ(b − c − 1) λb
0 0 −λ −μi − λ
⎞
⎟⎠ ,
i.e.,
0 = detΨ
= (θμ2i + λ(θ + 1− b)μi + λ2)(θμ2i + λ(θ + 2c + 1− b)μi + (2c + 1)λ2).
Recalling the deﬁnition of N(λ) and Sp , we know that if N(λˆ) ∩ Sp = ∅, then D uΦ(λˆ,1,1,1,1) has 0 eigenvalue and Theo-
rem 1.4 follows from [26] (see also [27,31,32,44]). 
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