Abstract-We consider the problem of scheduling data in the downlink of a cellular network, over parallel time-varying channels, while providing quality of service (QoS) guarantees, to multiple users in the network. We design simple and efficient admission control, resource allocation, and scheduling algorithms for guaranteeing requested QoS. Our scheduling algorithms consists of two sets, namely, (what we call) joint K&H/RR scheduling and Reference Channel (RC) scheduling. The joint K&H/RR scheduling, composed of K&H scheduling and Round Robin (RR) scheduling, utilizes both multiuser diversity and frequency diversity to achieve capacity gain, and the RC scheduling minimizes the channel usage while satisfying users' QoS constraints. The relation between the joint K&H/RR scheduling and the RC scheduling is that 1) if the admission control allocates channel resources to the RR scheduling due to tight delay requirements, then the RC scheduler can be used to minimize channel usage; 2) if the admission control allocates channel resources to the K&H scheduling only, due to loose delay requirements, then there is no need to use the RC scheduler.
I. INTRODUCTION
Next-generation cellular wireless networks are expected to support multimedia traffic with diverse QoS requirements. Due to time variations of wireless channel condition, achieving this goal requires different approaches to QoS provisioning in wireless networks, compared to the wireline counterpart. One of such approaches is to use multiuser diversity [4] , which is inherent in a wireless network with multiple users sharing a time-varying channel. With multiuser diversity, the strategy of maximizing the total Shannon (ergodic) capacity is to allow at any time slot only the user with the best channel to transmit. This strategy is called Knopp and Humblet's (K&H) scheduling [4] . Results [1] have shown that K&H scheduling can increase the total (ergodic) capacity dramatically, in the absence of delay constraints, as compared to the traditionally used (weighted) round robin (RR) scheduling where each user is a priori allocated fixed time slots.
In [4] , we proposed a joint K&H/RR scheduling to provide explicit QoS guarantees for multiple users sharing one channel; we simplified the scheduler design by shifting the burden to the resource allocation mechanism, and was able to solve the resource allocation problem efficiently, thanks to the recently developed method of effective capacity [3] . Effective capacity captures the effect of channel fading on the queueing behavior of the link, using a computationally simple yet accurate model, and thus, is the critical device we need to design an efficient resource allocation mechanism. This paper is intended to extend our work in [4] to the setting of multiple users sharing multiple parallel channels, by utilizing both multiuser diversity and frequency diversity. Due to the frequency diversity inherent in multiple wireless channels, the joint K&H/RR scheduler in the new setting can achieve higher capacity gain than that in [4] . However, when users' delay requirements are stringent, wherein the joint K&H/RR reduces to the RR scheduling, the high capacity gain associated with K&H scheduling vanishes. To squeeze out more capacity in this case, a possible solution is to design a scheduler, which dynamically selects the best channel among multiple channels for a user to transmit. In other words, this scheduler is intended to find a channel-assignment schedule, at each time-slot, which minimizes the channel usage while yet satisfying users' QoS requirements. We formulate this scheduling problem as a linear program, in order to avoid the 'curse of dimensionality' associated with optimal dynamic programming solutions. The key idea that allows us to do this, is what we call the Reference Channel (RC) approach, wherein the QoS requirements of the users, are captured by resource allocation (channel assignments).
The remainder of this paper is organized as follows. In Section II, we present efficient QoS provisioning mechanisms and show how to use multiuser diversity and frequency diversity to achieve a capacity gain while yet satisfying QoS constraints. Section III describes our reference-channel-based scheduler that provides a performance gain when delay requirements are tight. In Section IV, we present the simulation results that illustrate the performance improvement of our scheme over that in [4] . Section V concludes the paper.
II. QOS PROVISIONING WITH MULTIUSER DIVERSITY AND FREQUENCY DIVERSITY
This section is organized as below. Section II-A describes the assumptions and the QoS provisioning architecture we use. Section II-B presents efficient schemes for guaranteeing QoS.
A. Architecture network is assumed, and the downlink is considered, where a base station transmits data over N parallel, independent channels to K mobile user terminals, each of which requires certain QoS guarantees. The channel fading processes of the users are assumed to be stationary, ergodic and independent of each other. A single cell is considered, and interference from other cells is modelled as background noise. We assume a block fading channel model, which assumes that user channel gains are constant over a time duration of length T s (T s is assumed to be small enough that the channel gains are constant, yet large enough that ideal channel codes can achieve capacity over that duration). Therefore, we partition time into 'frames' (indexed as t = 0, 1, 2, . . .), each of length T s . Thus, each user k has time-varying channel power gains g k,n (t), for each of the N independent channels, which vary with the frame index t. Here n ∈ {1, 2, . . . , N} refers to the n th channel. The base station is assumed to know the current and past values of g k,n (t). The capacity of the n th channel for the
where the transmission power P 0 and noise variance σ 2 are assumed to be constant and equal for all users. We divide each frame of length T s into infinitesimal time slots, and assume that the same channel n can be shared by several users, in the same frame. This is illustrated in Fig. 1 , where data from buffers 1 to K can be simultaneously transmitted over channel 1. Further, we assume a fluid model for packet transmission, where the base station can allot variable fractions of a channel frame to a user, over time. The system described above could be, for example, an idealized FDMA-TDMA system, where the N parallel, independent channels represent N frequencies, which are spaced apart (FDMA), and where the frame of each channel consists of TDMA time slots which are infinitesimal.
As shown in Fig. 1 , our QoS provisioning architecture consists of three components, namely, admission control, resource allocation, and scheduling. When a new connection request comes, we first use a resource allocation algorithm to compute how much resource is needed to support the requested QoS. Then the admission control module checks whether the required resource can be satisfied. If yes, the connection request is accepted; otherwise, the connection request is rejected. For admitted connections, packets destined to different mobile users are put into separate queues. The scheduler decides, in each frame t, how to schedule packets for transmission, based on the current channel gains g k,n (t) and the amount of resource allocated.
B. QoS Provisioning Schemes 1) Scheduling:
We first explain K&H and RR scheduling separately. In any frame t, the K&H scheduler transmits the data of the user with the largest gain g k,n (t) (k = 1, 2, · · · , K), for each channel n. However, the QoS of a user may be satisfied by using only a fraction of the frame β ≤ 1. Therefore, it is the function of the resource allocation algorithm to allot the minimum required β to the user. This will be described in Section II-B.2. It is clear that K&H scheduling attempts to utilize multiuser diversity to maximize the throughput of each channel. Compared to the K&H scheduling over single channel as described in [4] , the K&H scheduling here achieves higher throughput when delay requirements are loose. This is because, for fixed ratio 1 N/K, as the number of channel N increases, the number of users K increases, resulting in a larger capacity gain, which is approximately
On the other hand, for each channel n, the RR scheduler allots to every user k, a fraction ζ ≤ 1/K of each frame, where ζ again needs to be determined by the resource allocation algorithm. Thus RR scheduling attempts to provide tight QoS guarantees, at the expense of decreased throughput, in contrast to K&H scheduling. Compared to the RR scheduling over single channel as described in [4] , the RR scheduling here utilizes frequency diversity (each user's data simultaneously transmitted over multiple channels), thereby increasing effective capacity when delay requirements are tight.
Our scheduler is a joint K&H/RR scheme, which attempts to maximize the throughput, while yet providing QoS guarantees. In each frame t and for each channel n, its operation is the following. First, find the user k * (n, t) such that it has the largest channel gain among all users, for channel n. Then, schedule user k * (n, t) with β+ζ fraction of frame t in channel n; schedule each of the other users k = k * (n, t) with ζ fraction of frame t in channel n. Thus, for each channel, a fraction β of the frame is used by K&H scheduling, while simultaneously, a total fraction Kζ of the frame is used by RR scheduling. Then, for each channel n, the total usage of the frame is β +Kζ ≤ 1.
2) Admission Control and Resource Allocation : The scheduler described in Section II-B.1 is simple, but it needs the frame fractions {β, ζ} to be computed and reserved. This function is performed at the admission control and resource allocation phase.
Since we only consider the homogeneous case, without loss of generality, denote θ ζ,β (µ) the QoS exponent function (defined in [3] ) of user k = 1 under the joint K&H/RR scheduling (henceforth called 'joint scheduling'), with frame shares ζ and β respectively. Assume that each user has homogeneous QoS requirements, characterized by data rate r s , delay bound D max , and delay-bound violation probability ε. Let ρ = − log e ε/D max . The admission control and resource allocation scheme for users requiring the QoS pair {r s , ρ} is given as below,
The minimization in (2) is to minimize the total frame fraction used. (3) ensures that the QoS pair {r s , ρ} of each user is feasible. See [3] for details on the validity of this test. Furthermore, Eqs. (3)- (5) also serve as an admission control test, to check availability of resources to serve this set of users.
Since we have the relation θ ζ,β (µ) = θ λζ,λβ (λµ) [5] , we only need to measure the θ ζ,β (·) functions for different ratios of ζ/β. To summarize, given N fading channels and QoS of K homogeneous users, we use the following procedure to achieve multiuser/frequency diversity gain with QoS provisioning: 1) Estimate θ ζ,β (µ), directly from the queueing behavior, for various values of {ζ, β} [5] . 2) Determine the optimal {ζ, β} pair that satisfies users' QoS, while minimizing frame usage. 3) Provide the joint scheduler with the optimal ζ and β, for simultaneous RR and K&H scheduling, respectively. It can be seen that the above joint K&H/RR scheduling, admission control and resource allocation schemes utilize both multiuser diversity and frequency diversity. We will show, in Section IV, that such a QoS provisioning achieves higher effective capacity than the one in [4] , which utilizes multiuser diversity only.
On the other hand, we observe that when users' delay requirements are stringent, the joint K&H/RR reduces to the RR scheduling (fixed slot assignment) (see Figure 2) . Then the high capacity gain associated with the K&H scheduling cannot be achieved (see Figure 2) . Can the scheduling be modified, so that even with stringent delay requirements, gains over simple RR scheduling can be achieved? To answer this question, we provide an analogy to diversity techniques used in physical layer designs. The careful reader may notice that the RR scheduler in Section II-B.1 has a flavor similar to equal gain combining used in multichannel receivers [2, page 262], since the RR scheduler equally distributes the traffic of a user over multiple channels in each frame. Since selection combining (choosing the channel with the highest SNR) [2, page 262] achieves better performance than equal gain combining, one could ask whether choosing the best channel for each user to transmit (as opposed to choosing the best user for each channel as in Section II-B.1), would bring about performance gain in the case of tight delay requirements. This is the motivation of designing a reference-channel-based scheduler for tight delay requirements, which we present next.
III. REFERENCE-CHANNEL-BASED SCHEDULING
Section II basically extends the K&H/RR scheduling technique of [4] , to the case with multiple parallel channels. The drawback of this straight-forward extension was that, although the capacity gain is high for loose delay requirements (see Section IV-B), the gain vanishes when delay requirements become stringent. This section therefore proposes a scheduler, which squeezes more out of frequency diversity, to provide capacity gains under stringent delay requirements.
This section is organized as follows. We first formulate the downlink scheduling problem in Section III-A. Then in Section III-B, we propose a reference channel approach to addressing the problem and with this approach we design the scheduler by posing it as a linear program.
A. The Problem of Optimal Scheduling
The scheduling problem is to find, for each frame t, the set of slot lengths {w k,n (t)} that minimizes the time-averaged expected channel usage
where τ is the connection life time), given the QoS constraints, as below,
subject to
The constraint (7) represents statistical QoS constraints, that is, each user k specifies its QoS by a triplet {r
max , ε k }, which means that each user k, transmitting at a fixed data rate r (k) s , requires that the probability of its steady-state packet delay D k (∞) exceeding the delay bound D (k) max , is not greater than ε k . The constraint (8) arises because the total usage of any channel n cannot exceed unity. The intuition of the formulation (6) through (9) is that, the less is the channel usage in supporting QoS for the K users, the more is the bandwidth available for use by other data, such as Best-Effort.
We call any scheduler, which achieves the minimum in (6), as the optimal scheduler. To meet the statistical QoS requirements of the K users, an optimal scheduler needs to keep track of the queue length, for each user, using a state variable. It would make scheduling decisions (i.e., allocation of {w k,n (t)}), based on the current state. Dynamic programming often turns out to be a natural way to solve such an optimization problem. However, the dimensionality of the state variable is typically proportional to the number of users (at least), which results in very high (exponential in number of users) complexity for the associated dynamic programming solution.
This motivates us to seek a simple (sub-optimal) approach, which can enforce the specified QoS constraints explicitly, and yet achieve an efficient channel usage. This idea is elaborated in the next section.
B. 'Reference Channel' Approach to Scheduling
The key idea in the scheduler design is to specify the QoS constraints, using (what we call) the 'Reference Channel' approach. In the original optimal scheduling problem (6), the statistical QoS constraints (7) are specified by triplets {r
max , ε k }. However, we map these constraints into a new form, based on the actual time-varying channel capacities of the K users. To elaborate, we assume that the base station can measure the statistics of the time-varying channel capacities (specifically, the QoS exponent function θ(µ)). Further, it is assumed that an appropriate admission control and resource allocation algorithm (such as that in Section II-B.2), allots a fraction ξ k,n (ξ k,n are real numbers in the interval [0, 1]) of channel n, to user k, for the duration of the connection time. In other words, the key idea of the admission control and resource allocation algorithm is that, if a given user k were allotted the fixed channel assignment {ξ k,n } during the entire connection period, then the time-varying capacity N n=1 ξ k,n c k,n (t), which it would obtain, would be sufficient to fulfill its QoS requirements specified by {r
Thus, our approach shifts the complexity of satisfying the QoS requirements (7), from the scheduler to the admission control algorithm, which needs to ensure that its choice of channel assignment {ξ k,n }, meets the QoS requirements of all the users. Since the QoS constraint (7) is embedded in the channel assignment {ξ k,n }, hence we call our approach to scheduling as a 'Reference Channel' approach. Thus, with the QoS constraints embedded in the {ξ k,n }, the QoS constraint (7) can be replaced by the specific set of constraints,
Note that the channel fractions w k,n (t) and ξ k,n perform different functions. The fractions w k,n (t) are assigned by a scheduler, depending on the channel gains it observes, and they specify the actual fractions of the N channel frames used by different users at time t. Thus, they will (in general) vary with time. On the other hand, the fractions ξ k,n are assigned by an admission control and resource allocation algorithm, and they represent the channel resources reserved for different users, rather than the actual fractions of the N channel frames used by the users. Thus, ξ k,n are fixed during the life time of a connection. Note that setting w k,n (t) = ξ k,n , ∀ t ensures feasibility of (11) under all circumstances. This is simply the RR scheduling of Section II-B.1! However, the enhanced scheduler we propose can satisfy (11), while (hopefully) also provide a capacity gain by minimizing the channel usage
It is clear that (11) ensures that in every frame t, the scheduler will allot each user k a capacity, which is not less than the capacity specified by the ξ k,n . Thus, a scheduler that satisfies (11) is guaranteed to satisfy the QoS requirements of all the K users. However, in the process of replacing the QoS constraint (7), by the constraint (11), we have conceivably tightened the constraints on the scheduler (since the latter constraint needs to be at least as tight as the former), which means that the scheduler we will derive will be sub-optimal, with respect to the optimal scheduler (6) through (9).
To summarize, we derive a sub-optimal scheduler, which we call Reference Channel (RC) scheduler, based on the optimization problem below: for each frame t,
Notice that the cost function in (12) is different from the one in (6), since we have dispensed with the expectation and timeaveraging in (12). This can be done, because the fractions w k,n (t) at time t, can be optimally chosen independent of future channel gains, thanks to the Reference Channel formulation. Thus, interestingly, whereas the optimal scheduler state would need to incorporate the channel states of the N ×K fading channels (if they are correlated between different frames t), our sub-optimal scheduler does not need to do so, since the correlations in the channel fading process have been already accounted for by the admission control algorithm!
IV. SIMULATION RESULTS

A. Simulation Setting
We set the average SNR of each fading channel, fixed at -40 dB. We define r awgn as the capacity of an equivalent AWGN channel, which has the same average SNR, i.e., -40 dB. We set r awgn = 1000 kb/s in all the simulations.
The sample interval (frame length) T s is set to 1 millisecond and each simulation run is 100-second long in all scenarios. Denote h k,n (t) the voltage gain of the n th channel for the k th user. We generate Rayleigh flat-fading voltagegains h k,n (t) by a first-order auto-regressive (AR(1)) model as below:
where u k,n (t) are i.i.d. complex Gaussian variables with zero mean and unity variance per dimension. In all the simulations, we set κ = 0.8.
B. Performance Evaluation
We evaluate the algorithms by two experiments. The first experiment uses the optimum {ζ, β} values specified by the resource allocation algorithm, i.e., Eqs. 40 and N = 4. In Figure 2 , we plot the function θ(µ) achieved by the joint, K&H, and RR schedulers, for a range of source rate µ, when the entire frame of each channel is used (i.e., Kζ + β = 1). The function θ(µ) in the figure is obtained by the estimation scheme described in [3] . In the case of joint scheduling, each point in the curve of θ(µ) corresponds to a specific optimum {ζ, β}, while Kζ = 1 and β = 1 are set for RR and K&H scheduling respectively. The curve of θ(µ) can be directly used to check for feasibility of a QoS pair {r s , ρ}, by checking whether θ(r s ) > ρ is satisfied.
In the second experiment, we change the QoS requirement θ while fixing other source/channel parameters. We fix the data rate r (k) s = 30 kb/s to compare the difference in channel usage achieved by different schedulers. In this scenario, the N channels are not fully allocated by the admission control. 
where the expectation is over g k,n (t). It is noted that for N ≥ 2, the joint K&H/RR scheduler uses less channel resources than the RR scheduler for any θ, and the combination of the joint K&H/RR and the RC scheduler further reduces the channel usage, for large θ. We also observe that 1) for small θ, the K&H scheduler suffices to minimize the channel usage (the RC scheduling does not help since the RC scheduling only improves over the RR scheduling); 2) for large θ, the RC scheduler with fixed channel assignment achieves the minimum channel usage (the K&H scheduler does not help since the K&H scheduler is not applicable for large θ).
V. CONCLUDING REMARKS
In this paper, we examined the problem of providing QoS guarantees to K users over N parallel time-varying channels. We designed simple and efficient admission control, resource allocation, and scheduling algorithms for guaranteeing requested QoS. We developed two sets of scheduling algorithms, namely, joint K&H/RR scheduling and RC scheduling. The joint K&H/RR scheduling utilizes both multiuser diversity and frequency diversity to achieve capacity gain, and is an extension of our previous work [4] . The RC scheduling is formulated as a linear program, which minimizes the channel usage while satisfying users' QoS constraints. The relation between the joint K&H/RR scheduling and the RC scheduling is that 1) if the admission control allocates channel resources to the RR scheduling due to tight delay requirements, then the RC scheduler can be used to minimize channel usage; 2) if the admission control allocates channel resources to the K&H scheduling only, due to loose delay requirements, then there is no need to use the RC scheduler. Simulation results have demonstrated that substantial gain can be achieved by the joint K&H/RR scheduler and the RC scheduler.
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