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n is an easy consequence of the inclusion-exclusion principle.
There is a famous combinatorial identity on the convolution of the central binomial coefficients:
This identity can be immediately proven by squaring both sides of the equality
which is an easy application of Newton's generalized binomial theorem [5, Exercises 1.2.c and 1.4.a]. Combinatorial proofs of the identity also exist, being the first one credited by Paul Erdős to György Hajós, in the thirties of the twentieth century [6] , as well as a number of interesting non-bijective proofs that appeared in the literature from various sources and viewpoints, even quite recently [1, 2] . But we do not know, as to now, of a proof both self-contained and really short of this identity. Yet, in here, we present a short and elementary proof -based on the inclusionexclusion principle-of a generalization of (1) (see [3] for related identities). So, we suggest that, perhaps, we could not see the forest for the trees.
Theorem. For every nonnegative integer numbers i, j and n and every real number ℓ,
Proof. We first prove that, for any value of ℓ and any nonnegative integer p,
Note that it is sufficient to prove the result for the integers ℓ > 2p, since the sum on the left-hand member defines a polynomial (thus constant) in ℓ. Now, consider the collection A of the subsets of {1, . . . , ℓ} with ℓ − p elements and let A j be the set of elements of A that contain j, for j = 1, . . . , p. Then, what (2) says is that {p + 1, . . . , n} ∈ A is the unique element of A that does not contain any integer between 1 and n. In more detail, by the inclusion-exclusion principle,
-and we have (2)-since, for any integers j 1 , . . . , j i such that 1 ≤ j 1 < · · · < j i ≤ p,
Now, by definition, Vandermonde's identity and since 
