An important and fundamental issue in designing structured peer-to-peer 
Introduction
Peer-to-Peer (P2P) systems [1] [2] [3] [4] [5] are a class of distributed systems and applications that employ non-dedicated resources to support a specific function in a decentralized manner. To facilitate the target functions, P2P systems create a logical structure called an overlay network, which may or may not be related to the physical network connecting the peers. We use source to denote the node from which the query begins and destination to denote the node at which the query finishes. The query message travels a sequence of nodes until it arrive destination. The sequence of nodes forms a search path in which each node is called a hop.
An important and fundamental issue in designing structured P2P systems is the tradeoff between the number of logical links (i.e., the number of nodes with which each node must maintain periodic contact) and the number of hops needed to look up from any source to any destination. We conduct an in-depth analysis on this issue for three reasons. First, lowering the node's links will increase the diameter of the network. For a given number of links of each node, how to reduce the diameter as low as possible without seriously degrading other performances is an important issue in topology research. Second, a single logical hop in the overlay network could incur several physical hops in the IP network. It is, therefore, worthwhile to attempt to reduce the number of logic hops between any two hosts. Third, congestion in the network leads to increased response delays. Therefore, lowering the number of messages each query incurs will reduce the overall traffic in the system, which, in turn, leads to a faster rate at which queries are forwarded between two physical hops.
Related work
In Chord [1] , Pastry [3] and Tapestry [4] , each node has O(logn) logical links and the number of hops is bounded by O(logn). Loguinov et al. [9] show that for the same number of links, CAN's distribution of the number of hops incurred in a query is identical with that in Chord despite their apparent difference in topology. Therefore, Chord has been a benchmark system for study of P2P systems.
The Viceroy [6] is the first system that achieves O(logn) hops with a constant number of logical links. Viceroy maps a butterfly topology onto a Chord ring. The expected diameter of Viceroy is about 3logn. However, Viceroy needs to estimate the number of nodes in the system to properly build the overlay topology. Specifically, when a node joins the system, it performs an estimation of the total number of nodes in the system, n. Then, it selects randomly and uniformly a level among [1… logn]. The procedure is also executed when it detects departure of successor. This might cause a topology change, as some nodes have to find new butterfly connections, or re-select their level. logical links with high probability. Unfortunately, both of them require the global knowledge of the number of nodes in the system for building and maintaining, which varies with the evolution of the P2P system. Some papers [6] [12] show that it is possible to estimate the totally number of nodes in the system. But when the number of nodes fluctuates irregularly, the actions of nodes join and departure might cause structural change. Therefore, the performances of Viceroy, Koorde and Ulysses can not be guaranteed in this scenario.
Another problem with these P2P protocols implementing de Bruijn graph and butterflies is that they do not employ greedy algorithm. The greedy algorithm offers many merits for P2P system [10] . In particular, if key identifiers have semantic meaning, the greedy algorithm could be applied to answer range queries. If the difference among key identifiers is proportional to the distance in the IP network, it might reduce the query delay because the logical topology of the P2P system matches its physical topology to some extent.
Outline
The remainder of this paper is organized as follows. Section 2 describes an extension of Chord and analyzes its performance. Section 3 contains experimental results. Conclusion is given in Section 4.
K-Chord
In this section, we will first describe an extension of Chord, called K-Chord [13] . To simplify analysis, we assume that n, the number of nodes, is equal to m, the size of the identifiers' space. KC resolves each query in ) log log log ( n n O hops with each node maintaining ) log log log ( 2 n n O links.
KC Description
In KC, each node x maintains a routing table with p rows with k-1 entries in each row (we will see p=log k n), called finger table. Each entry in the finger table includes both the key identifier and the IP address of the relevant node. We refer to the IP address as finger. The k-1 fingers in the first row of the finger table of a node divide the identifier space into k equal parts, and then the fingers in the second row further divide the nearest part in identifier space recursively until a sub-part only contains one node. With this, at each node, a query can be narrowed down by a factor of k in the remaining distance between the present node and the node containing the target identifier. Each query will require at most log k n hops. Therefore, p= log k n. Let a  b= (a+b) modulo n. The jth entry at the ith row contains the identifier of the first node s that succeeds p by at least i k n j on the identifier circle, i.e., s=successor
The example in Figure 1 shows the finger 
From (1) we also conclude:
From (2) From Theorem 1, we see that D is the maximum number of hops from any source to any destination in the network and is also the number of rows in each node's finger table. In the remaining parts, we refer to it as the diameter of the network. When D=logn, the algorithm is exactly the same as Chord with finger table of size logn in each node, which is optimal. The theorem also implies that in order to resolve a query using KC in ) log log log ( n n O hops, each node must have at least ) log log log (
Bridges et al. [11] propose a well-known Moore bound in designing an optimal-diameter graph of fixed degree. Consider a graph of fixed degree l and diameter D. The maximum number of nodes n that can be packed into any such graph is: . 1
Thus, the minimum diameter is:
. Theorem 1 is different from Moore bound. KC is based on distributed hash tables (DHTs) and provides a greedy routing algorithm in the structured P2P system, while Moore bound provides a lower bound of diameter for given n nodes and fixed degree l in any graph.
In Chord, the expected number of hops is half of the diameter of network, i.e., n log 2
1
. However, there is no analysis showing why this is the case. When k=logn, it is natural to ask whether or not the expected number of hops is also half of the diameter of system, i.e., n n log log log 2
. The following theorem provides the bound of expect number of hops for KC.
Theorem 2:
The average number of hops between two arbitrary nodes in KC by using the greedy routing algorithm is To prove this, let us assume the contrary is true. We suppose that there are two hops of length i distinct nodes in the shortest path. It is easy to see distinctness among nodes since KC is a greedy algorithm, when we are considering which node is the next hop, we choose the node closest to destination according to the finger table of the current node, and there only exists one such closest node. Therefore, the source has only one shortest path to each node, which guarantees the distinctness of nodes. From Theorem 1, we see that any source can reach (n-1) the other nodes at most D hops. Consequently, we have the average number of hops,
Letting j=i-1 and invoking Binomial Theorem, we have 
Experiments
In this section, we use a packet-level, discrete event simulator to evaluate various aspects of KC performance, comparing against Chord. The simulator is written by C++ and executes as a single process. Our Chord implementation is based on the description in [1] . The size of the identifier space in the P2P system is 22 2 .
Our simulation carefully evaluates KC in terms of their performance. In this experiment, the number of nodes in the system is 20 2 . Both source and destination of queries are generated randomly. The value of k is 16. The experimental result is consistent with our theoretical analysis. Figure 2 and 3 show that in this case, both the average and maximum numbers of hops in KC are less than that of Chord. Figure 2 shows the probability distribution of the number of hops for KC and Chord respectively, 
Conclusion
In this paper, we conduct an in-depth analysis on K-Chord, and analyze the performance of KC. It is scalable and can be easily implemented as an overlay network, and offers a good tradeoff between the number of logical links and the number of hops.
