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, $X$ : , $C$ : $X$ , $Y$ : , $P$ : $Y$
, $f$ : $Carrow R,$ $F$ : $C\sim \mathrm{Y}$ .
(P) , :
(P) minimize $f(x)$
subject to $g_{i}(x)\leq 0$ , $i=1,2,$ $\ldots,$ $n$
( , $g_{i}$ : $Carrow R,$ $i=1,2,$ $\ldots,$ $n$ ) , , (P)
(P) .
, (P) . $\text{ }$ ,
(1) (P) (D) .
(2) (P) (D) .
, , – (alternative
theorem) . – , Gordan , Farkas
, , .
, – , , –
.
, (P) (D) .
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(D) maximize $\phi(y^{*})$
subject to $y^{*}\in P^{+}$
, $\phi(y^{*})\equiv$ $\inf$ $\{f(x)+\langle y^{*}, y\rangle\},$ $P^{+}\equiv\{y^{*}\in Y^{*}|\langle y^{*}, y\rangle\geq 0, \forall y\in P\}$ .
$\mathrm{t}^{x},y)\in \mathrm{G}\mathrm{r}\mathrm{a}\mathrm{p}\mathrm{h}(F)$
, .
Proposition 1.1. (Weak Duality)
val(D) $\leq$ val(P).
– , . , ,
.
2. Convexity of Set-Valued Maps and their Relations
, ,
. , . ,
. [4]
Definition 2.1.. Aset-valued map $F:C\sim Y$ is said to be
(i) convex if for every $x_{1},$ $x_{2}\in C,$ $y_{1}\in F(x_{1}),$ $y_{2}\in F(x_{2})$ , and $\lambda\in(0,1)$ , there exists
$y\in F(\lambda x_{1}+(1-\lambda)x_{2})$ such that $y\leq_{P}\lambda y_{1}+(1-\lambda)y_{2;}$
(ii) convexlike if for every $x_{1},$ $x_{2}\in C,$ $y_{1}\in F(x_{1}),$ $y_{2}\in F(x_{2})$ , and $\lambda\in(0,1)$ , there exists
$(x, y)\in \mathrm{G}\mathrm{r}\mathrm{a}_{\mathrm{P}}\mathrm{h}(F)$ such that $y\leq p^{\lambda y_{1}}+(1-\lambda)y_{2;}$
(iii) properly quasiconvex if for every $x_{1},$ $x_{2}\in C,$ $y_{1}\in F(x_{1}),$ $y_{2}\in F(x_{2})$ , and $\lambda\in(0,1)$ ,
there exists $y\in F(\lambda x_{1}+(1-\lambda)x_{2})$ such that either $y\leq_{p^{y_{1}}}$ or $y\leq_{P}y_{2}$ ;
(iv) quasiconvex if for every $x_{1},$ $x_{2}\in C,$ $y_{1}\in F(x_{1}),$ $y_{2}\in F(x_{2})$ , and $\lambda\in(0,1)$ , if $y\in Y$
satisfies $y_{1}\leq_{P}y$ and $y_{2}\leq_{P}y$ , then there exists $y’.\in F(\lambda x_{1}+(1-\lambda)x_{2})$ such that
$y’\leq_{P^{y;}}$
(v) naturally quasiconvex $(\mathrm{c}.\mathrm{f}. [7])$ if for every $x_{1},$ $x_{2}\in C,$ $y_{1}\in F(x_{1}),$ $y_{2}\in F(x_{2})$ , and
$\lambda\in(0,1)$ , there exists $y\in F(\lambda X_{1}+(1-\lambda)X_{2}).\mathrm{a}\mathrm{n}\mathrm{d}$ $\eta\in[0,1]$ such that $y\leq_{p\eta y_{1}+}(1-\eta)y_{2}$ ;
(vi) $*$ -quasiconvex $(\mathrm{c}.\mathrm{f}. [3])$ if for each $y^{*}\in P^{+}$ , function $x-$ inf $\langle y^{*}, y\rangle$ is quasiconvex
$y\in F(x)$
on $C$ .
, $y_{1}\leq_{P}y_{2}\Leftrightarrow y_{2}-y_{1}\in P$ .
, . [4]
Proposition 2.1. The following statements hold:
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(i) $F$ is convex if and only if $\mathrm{c}_{\mathrm{r}\mathrm{a}_{\mathrm{P}}}\mathrm{h}(F)+\{\theta_{X}\}\cross P$ is a convex set;
(ii) $F$ is convexlike if and only if $F(C)+P$ is a convex setj
(iii) $F$ is quasiconvex if and only if for all $y\in Y_{f}$ the set $F^{-1}(y-P)$ is a convex set.
, $F^{-1}(M)\equiv\{x\in C|F(X)\mathrm{n}M\neq\psi_{\};F^{+1}}(M)\equiv\{x\in C|F(x)\subset M\}$.
Proposition 2.2. The following statements hold:
(i) every convex map is also convexlike;
(ii) every convex map is also naturally quasiconvexj
(iii) properly quasiconvex map is also naturally quasiconvexj
(iv) naturally quasiconvex map is also quasiconvex;
(v) naturally quasiconvex map is $also*$ -quasiconvex.
Theorem 2.1. Assume that $Y$ is a locally convex space and $F(x)+P$ is closed convex for
all $x\in C.$ If $Fis*$ -quasiconvex, then $F$ is also naturally quasiconvex.
Theorem 2.2. If We assume that $P$ is closed and $F$ is upper semicontinuous and convex
valued. If $F$ is naturally quasiconvex then it is $convex\iota ik.e$ . .
$.\backslash$. $r^{-}.$.
3. Alternative Theorems for Some Set-Valued Maps
, 2 – . , ,
, . , –
. .... ... $.\mathrm{f}$ :. . .
(A1) $Q\neq\emptyset$ ;
(A2) $Q$ is open;
(A3) $F$ is convexlike,
where $Q\equiv\{y\in Y|\langle y^{*}, y\rangle>0, \forall y^{*}\in P^{+}\backslash \{\theta_{Y}*\}\}$ .
Remark 3.1. It is easy to show that int $P\subset Q_{f}$ and if int $P\neq\emptyset,$ intP $=Q$ . $Also_{f}$ assumption
(A2) is fulfilled when the function $(y^{*},y)\mapsto\langle y^{*}, y\rangle$ is continuous in $\sigma(Y^{*}, Y)\cross \mathcal{O}_{Yf}$ where $\mathcal{O}_{Y}$
is the topology of Y. We recall that this continuity is satisfied if $Y$ is a normed space.
, .
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Theorem 3.1. Under the assumptions (A1), (A2), and (A3), exactly one of the following
statements (i) and (ii) is true :
(i) there exists $x_{0}\in C$ such that $F(x_{0})\cap(-Q)\neq\emptyset_{i}$
(ii) there exists $y_{0}^{*}\in P^{+}\backslash \{\theta_{Y}\cdot\}$ such that for any $(x,y)\in \mathrm{G}\mathrm{r}\mathrm{a}\mathrm{p}\mathrm{h}(F),$ $(y^{*}, y)\geq 0$ .
Remark 3.2. If $F$ is a vector-valued map and int $P\neq\emptyset$ , then Theorem 3.1 becomes Lemma 2.1
of [2].
, 2 – . , ,
.
Definition 3.1. A set-valued map $F:C\sim Y$ is said to $\mathrm{b}\mathrm{e}*$ -lower semicontinuous $(*-1.\mathrm{s}.\mathrm{C}.)$
at $x\in C$ if for any $y^{*}\in P^{+}$ , the function $z \mapsto\inf_{y\in F(z)}(y^{*}, y)$ is lower semicontinuous at
$x$ . $F$ is said to $\mathrm{b}\mathrm{e}*$-lower semicontinuous if and only if it $\mathrm{i}\mathrm{s}*$-lower semicontinuous at every
point of $C$ .
Remark 3.3. Every upper-semicontinuous set-valued map is $also*$ -lower semicontinuous.
(B1) $X$ is a topological vector space;
(B2) $\mathrm{Y}$ is alocally convex space;
(B3) $P^{+}$ has a $\mathrm{w}^{*}$ -compact convex base $D$ ;
(B4) $F\mathrm{i}\mathrm{s}*$ -quasiconvex on $C$ ;
(B5) $F$ is $*$ -lower semicontinuous on $C$ .
Remark 3.4. In (B3), $P^{+}$ has a $w^{*}$ -compact convex base $D$ , means that there exists a $w^{*}-$
compact convex subset $D$ of $Y^{*}$ such that $\theta_{Y^{\mathrm{r}}}\not\in D$ and $P^{+}= \bigcup_{\lambda\geq}0\lambda D$ . Assumption (B3) is
satisfied when int $P\neq\emptyset$ , see [3].
, .
Theorem 3.2. Under the assumptions (B1), (B2), (B3), $(\mathrm{B}4)_{j}$ and (B5), exactly one of
the following statements (i) and (ii) is true:
(i) there exists $x_{0}\in C$ such that for any $y^{*} \in P^{+}\backslash \{\theta_{Y}\cdot\}_{f}\inf_{y\in x_{0})}(y^{*},$ $y\rangle$ $<0$ ;
(ii) there exists $y_{0}^{*}\in P^{+}\backslash \{\theta_{Y}\cdot\}$ such that for any $x \in C,\inf_{y\in Fx)}\langle y_{0}^{*}, y\rangle\geq 0$ .
Remark 3.5. If $F$ is a vector-valued map, then Theorem 3.2 becomes Theorem 2.1 of [3].
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4. Applications to Optimization Problem
, (P) , Theorem 31, Theorem 3.2
, (D) . , 1 Weak Duality
.
Proof of Proposition 1.1. For each $y^{*}\in P^{+}$ ,
val(P) $=$ inf $f(x)$
$x\in F^{-1}(-P)$
$\geq$ $\inf$ $\{f(x)+\langle y^{*}, y\rangle\}$ $(\forall y\in F(x)\cap(-P))$
$x\in F^{-1}\langle-P)$






This completes the proof. $\square$
, (P) , (D) –
. , (P) , Slater condition .
(AS) $F^{-1}(-Q)\neq\emptyset$ ;
$(\mathrm{B}\mathrm{S})$ there exists $x_{0}\in C$ such that for any $y^{*} \in P^{+}\backslash \{\theta_{\mathrm{Y}}\cdot\},\inf_{\in yF\mathrm{t}^{x\mathrm{o})}}\langle y^{*}, y\rangle<.0$ .
Remark 4.1. If $F$ is a vector-valued map, then condition $(\mathrm{B}\mathrm{S})$. becomes the generalized Slater
condition in [3]. Moreover int $P\neq\emptyset$ , then condition (AS) becomes the Slater condition in [2].
(AS) $(\mathrm{B}\mathrm{S})$ , .
Proposition 4.1. For each problem (P),
(i) if (AS) is satisfied, then $(\mathrm{B}\mathrm{S})$ is also $sati_{S}fied_{\mathrm{i}}$
(ii) if $(\mathrm{B}\mathrm{S})$ is satisfied and for each $x\in C,$ $F(x)+P$ is closed convex, then (AS) is also
satisfied;
(iii) if conditions $(\mathrm{B}\mathrm{S})$ , (A1), (A2), and (A3) are $satisfied_{;}$ then (AS) is also satisfiedj
, (A3’), (B4’), (B5’), .
(A3’) $(f, F)$ is convexlike;
(B4’) $(f, F)$ is $*$ -quasiconvex on $C$ ;
(B5’) $(f, F)$ is $*$ -lower semicontinuous on $C$ ,
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where $(f, F)$ is the set-valued map from $C$ to $R\cross Y$ defined by $(f, F)(x)\equiv(\{f(x)\}, F(x))$ for
each $x\in C$ . In this case, we consider $R_{+}\cross P$ as the convex cone in (A3’), and $(R_{+}\cross P)^{+}=$
$R_{+}\cross P^{+}$ as the positive polar cone in (B4’) and (B5’).
, (B6) .
(B6) $F(x)+P$ is closed convex for any $x\in C$ .
Remark 4.2. From Theorem 2.1, we have the following: under assumption (B6), condition
(B4’) holds if and only if $(f, F)$ is naturally quasiconvex on $C$ .
, Theorem 3.1, Theorem 32 , .
Theorem 4.1. For problem $(\mathrm{P})_{J}$ assume that one of the following assumptions:
(i) (AS), (A1), (A2), and (A3’) are satisfied;
(ii) $(\mathrm{B}\mathrm{S})$ , (B1), (B2), (B3), (B4’), (B5’), and (B6) are satisfied.
Then val(P) $=\mathrm{v}\mathrm{a}1(\mathrm{D})_{f}$ and there exists $y_{0}^{*}\in P^{+}$ such that $\phi(y_{0}*)=$ val(D). Moreover, if
there exists $x_{0}\in C$ such that val(P) $=f(X_{0})$ and $x_{0}\in F^{-1}(-P)$ , then $\langle y_{0}^{*}, y\rangle=0$ for all
$y\in F(x\mathrm{o})\mathrm{n}(-P\rangle$ .
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