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Abstract
Let G be a simple graph with vertices 1; 2; : : : ; n and F be a eld. We consider representation
of G by vectors x1; x2; : : : ; xn 2 Fd such that for i 6= j the product xixj = x1i x1j + x2i x2j +   + xdi xdj
is equal to zero if and only if vertices i and j are not adjacent in G. The least dimension d
necessary for such representations is studied as a function of G. c© 2001 Elsevier Science B.V.
All rights reserved.
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1. Introduction
Parsons and Pisanski [4] introduced the concept of vector representation of graphs
as follows.
Let F be a eld and let b(x; y) be a nondegenerate bilinear form on the d-dimensional
vector space Fd over the eld F . Let S; A; B; C be subsets of F , and let n be a positive
integer.
Let G be a nite simple undirected graph with vertices 1; 2; : : : ; n: A vector repre-
sentation of G (relative to the parameters F; d; b(x; y); S; A; B; C) is a list of vectors
x1; x2; : : : ; xn in Fd such that for all i; j satisfying 16i< j6n, the following properties
hold:
(1) the components of each vector xi lie in S,
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(2) b(xi; xi) 2 A,
(3) if (i; j) is an edge of G, then b(xi; xj) 2 B,
(4) if (i; j) is not an edge of G, then b(xi; xj) 2 C.






j +   + xdi xdj and C= f0g
will be called orthogonal.
Vector representations of graphs (relative to appropriately chosen parameters) are
of interest because they allow one to use linear algebra to study properties of graphs
being represented.
For example, orthogonal representations in the real eld R with A = f1g (and S; B
unrestricted) were used by Lovasz [2] in his solution of the Shannon capacity of the
pentagon.
In the present paper we are interested in the least dimension of an orthogonal rep-
resentation of a graph G for xed parameters F; S; A; B. When the parameters are un-
derstood from context, we denote this dimension by d(G), or d(G; F) if we vary F .
Real orthogonal representations with parameters S = A = R and B a subset of the
negative reals have been studied in [4,5]. Parsons and Pisanski observed in [4] that
n=26d(G;R)6n for every graph G on n vertices, and asked whether d(G;R)=d(G;Q)
for every graph. Sinajova has proved in [5] that d(G;R) = d(G;Q), and if G is con-
nected, then d(G;R) = d(G;Q) = n.
A special kind of real orthogonal representations when B is the set of negative
integers and S = f−1; 1g has been studied in [3,4]. Such representations have been
called Hadamard because of their relation to Hadamard matrices. A representation is
called good if jAj = jBj = jCj = 1. For Hadamard representations, it is obvious that
A=fdg. For good Hadamard representations, (with B=f−tg for some positive integer
t), it has been shown in [3] that d(G)6n3. Later this result has been improved in [4]
to d(G)62n2 − 2n.
Real orthogonal representations with parameters S = f0; 1g and A; B prescribed sets
of positive integers may be interpreted as subsets S1; : : : ; Sn of the set f1; 2; : : : ; dg.
We then have for any i< j, i and j are adjacent or not according as Si \ Sj 6= ;
or Si \ Sj = ;. Such representations could be obtained in a trivial manner from the
usual way of representing a graph as an intersection graph. It is known (see, e.g., [1])
that the least dimension of such representation for any graph with n vertices is at
most n2=4.
In the present paper we consider orthogonal representations of graphs in arbitrary
eld F with parameters S = A = F , and B = f1g. We allow vectors of a represen-
tation to be coinciding and zero. Under these conditions, a graph without edges can
be represented by a list of zero vectors in F1. Hence the lower bound for d(G; F)
is 1. Below we study the upper bound for d(G; F), and show that d(G; F)6n− 1 for
any eld F and any graph G with n vertices. The equality holds for the chordless path
Pn. Trying to improve the above bound for some graphs, we show that in a eld of
characteristic 2, d(G; F)6n − 2 for any n-vertex graph G other than Pn. As a nal
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result of the paper, we prove that in the eld of two elements for almost all graphs,
the above bound is asymptotically sharp.
2. On the dimension of orthogonal representations of graphs
Let G be a graph and F be a eld. Along the section, we let A= (ai; j) denote the
adjacency matrix of G, and x1; x2; : : : ; xn, an orthogonal representation of G in the eld
F , and X , the matrix having xi as row i. For orthogonal representations with B= f1g
which are the subject of the present paper, XX T =A+D, where D is a diagonal matrix
with elements in F . From the Sylvester inequality it follows that rank(A+D)6rank(X ).




Theorem 1. For any eld F and any graph G with n vertices;
d(G; F)6n− 1:
Proof. Let us construct a matrix X =(xi; j) with n rows and n− 1 columns as follows.
Set x1;1 = 1, and xi;1 = ai;1 for each i=2; 3; : : : ; n. Further, if the columns 1; 2; : : : ; s− 1
have been constructed, then column s is dened by the following formulas:
xi; s = 0 for i< s;
xs; s = 1;
xi; s = ai; s −
s−1X
t=1
xs; txi; t for i> s:
The product of two rows xi and xj (i< j) of the matrix X is
n−1X
t=1
xi; txj; t =
i−1X
t=1
xi; txj; t + xj; i
i−1X
t=1
xi; txj; t + aj; i −
i−1X
t=1
xi; txj; t = ai; j :
Thus, X is an orthogonal representation of G in matrix form, and the dimension of
this representation is n− 1. Theorem 1 is proved.
Theorem 2. For any eld F;
d(Pn; F) = n− 1;
where Pn is the chordless path on n vertices.
Proof. If vertex n of Pn has degree 1, then rows 1; 2; : : : ; n−1 are linearly independent
in matrix A+D for any diagonal matrix D of order n. Hence, by (1), d(Pn; F)>n−1.
In conjunction with Theorem 1, it proves the theorem.
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Theorem 3. For any eld F of characteristic 2 and any n-vertex graph G (n> 2)
other than Pn;
d(G; F)6n− 2:
Proof. We use the induction on n. The case n= 3 is committed to the reader.
Now let n> 3 and let G be a graph with vertices 1; 2; : : : ; n. In order to realize
the inductive jump, for any k 2 f1; 2; : : : ; ng, dene a graph reduction as follows: the
subgraph induced by the neighbourhood of vertex k of G is replaced by the complement
subgraph, and vertex k is deleted from G. This reduction transforms G into another
graph which will be denoted Gk . By the inductive hypothesis, as Gk has n−1 vertices,
if Gk is not a Pn−1, then d(Gk; F)6n−3. Now let us show that d(G; F)6d(Gk; F)+1
for any eld F of characteristic 2.
For a vector x = (x1; : : : ; xd) 2 Fd and an element a 2 F , denote by xa the vector
in Fd+1 of the form (x1; : : : ; xd; a). Let x1; : : : ; xk−1; xk+1; : : : ; xn be an orthogonal rep-
resentation of the graph Gk of dimension d, and let A= (ai; j) be the adjacency matrix
of G. Set x0j= xjak; j for every j other than k, and x
0
k =0
d1 where 0d is the zero vector
in Fd. Then x0kx
0
j = ak;j for any j 6= k, and x0i x0j = xixj + ak; iak; j for any distinct i; j
other than k. If i or j is not adjacent to k, then x0i x
0
j = xixj. From the construction of
Gk it follows that xixj = ai; j, hence x0i x
0
j = ai; j. If both i and j are adjacent to k, then
x0i x
0




j = 0 if i is adjacent
to j in Gk , and x0i x
0
j = 1 otherwise. Taking into account the construction of G
k , we
conclude that x01; x
0
2; : : : ; x
0
n is an orthogonal representation of G of dimension d + 1.
Hence d(G; F)6d(Gk; F) + 16n− 2.
Now, to complete the proof, it remains to show that any graph G with n> 3 vertices
other than Pn has a vertex k such that Gk is not isomorphic to Pn−1. Denote by U the
set of vertices of degree at least 3 in G.
Assume rst U=;. In that case, if G is connected, then it is a cycle, and consequently
for any vertex k, Gk is also a cycle. If G is disconnected and k is not isolated, then
Gk is also disconnected. Finally, if G is an empty graph, then Gk is also empty for
any k. Thus, for U = ;, the statement is valid.
Now let U 6= ;. If for a vertex j 2 U , there exists a vertex k which is not adjacent
to j in G, then vertex j has degree at least 3 in graph Gk , i.e. Gk is not isomorphic
to Pn−1.
Now we have to examine the case when each vertex of U is dominating in G. If
jU j> 1 and j; k 2 U , then vertex j is isolated in Gk . Finally, let U = fkg. If each
vertex in G, except k, has degree 1, then Gk is a complete graph with n> 2 vertices.
If a vertex j has degree 2, then its neighbour, other than k, is isolated in graph Gj.
Theorem 3 is proved.
Remark. Note that Theorem 3 is not valid in general elds. For example, it is easy
to check that the chordless cycle on four vertices C4 cannot be represented by vectors
of dimension two in the eld of three elements, whose characteristic is three.
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for almost all graphs.
Proof. At rst, let us estimate the number of symmetric binary matrices of order
n and of rank r at most n − k with k 2 f1; 2; : : : ; ng. Any such a matrix has a
submatrix M of order n− k and of rank r dened by rows and columns with indices
i1; i2; : : : ; in−k . Consider submatrix M situated in rows and columns with indices in
f1; 2; : : : ; ng−fi1; i2; : : : ; in−kg. Due to linear dependence, the entries of M are uniquely
determined by the entries outside of M . There are ( nk ) ways to choose i1; i2; : : : ; in−k and
2[(n−k)(n−k+1)]=2+k(n−k) ways (taking into account the symmetry) to specify the entries
outside of M . So the number of symmetric binary matrices of order n and of rank at





According to (1), this expression is also an upper bound for the number of graphs
on n vertices for which d(G)6n − k. Consequently, the ratio of the number of such
graphs to the number of all simple graphs with vertices 1; 2; : : : ; n is at most
nk2n−[k(k+1)]=2:




2, this ratio is tending to zero. Hence for almost all graphs,
d(G)>n− cpn. Theorem 4 is proved.
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