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ABSTRACT
In many applications it is common to observe a response with corresponding potential
explanatory variables or covariates. Regression models using either the frequentist or
Bayesian paradigm for inference are often employed to model such data. To perform
model selection in the frequentist paradigm, step-wise or all-subsets selection based on
the Cp criterion, the Akaike information criterion (AIC), or the Bayesian information
criterion (BIC) are often used. Also, strategies based on cross-validation are available.
In the Bayesian paradigm, the deviance information criterion (DIC) or posterior model
probabilities are the primary tools for model selection. One theme central to these
methods is that they only consider model performance at the observed data. However,
in some applications we wish to predict the response or estimate the mean response
over a distribution of explanatory-variable values that are different from those in the
observed data. We propose a new model selection strategy that focuses on estimation
or prediction over a user-specified distribution of covariate values. The idea is that, if a
model is to be used for inference over a specific portion of the covariate space, that study
goal should be allowed to influence the selection procedure. The new methodology and
its implementation are presented via examples for linear models under the frequentist
and Bayesian paradigms and for generalized linear models under the Bayesian paradigm.
Furthermore, under the Bayesian paradigm, the methodology can be modified to protect
against predictions that are too high or too low. Finally, simulation studies comparing
the predictive ability of the new methodology to some current methods are considered.
xiii
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1CHAPTER 1 INTRODUCTION
1.1 Overview
Regression models are common choices for characterizing the relationship between
multiple explanatory variables (covariates) and a response. Frequently, there is uncer-
tainty about which terms to include. If the model will be used primarily for estimation
(in the frequentist paradigm) or prediction (in the Bayesian paradigm) of the mean re-
sponse, this focus should be reflected in the model building process. In the frequentist
paradigm, maximum likelihood estimation (MLE) (see Shao, 2003, pp. 273–286) and
asymptotic distributions are general tools for inference. In the Bayesian paradigm, pos-
terior distributions of parameters and of functions of parameters (see Gelman et al.,
2004, pp. 6–9) provide the tools for inference. In both paradigms, if unimportant terms
are included in the model, variability will likely be inflated and intervals will be overly
conservative and too wide. In contrast, if important terms are omitted from the model,
key features may be missed and point estimates or predictions may be biased (too high
or low).
Several model selection methods currently exist in both paradigms. Most of these
methods consider only the observed data when selecting a model, which is the primary
difference between the existing methods and those proposed in this dissertation. This
dissertation contains three articles that develop a model selection method for regression
models where the goal is good prediction or estimation over a user-defined portion of
the covariate space. Consider an example from the first article, in which the response
2is a measure of battery system performance, and the available covariates are age and
usage. If the goal of the analysis is estimation of future (ages older than have been
observed) expected battery performance, current popular model selection methods do
not integrate that goal into the selection procedure. The articles in this dissertation
provide a selection methodology that can focus on such a goal. One could be concerned
that this motivating example endorses extrapolation, but that is not so. It simply
recognizes that extrapolation is sometimes necessary, and if it is, the goal of the analysis
should factor into the model selection process. However, the dangers of extrapolation
are well known to statisticians. It should always be done carefully, kept to a minimum,
and when possible based on underlying scientific knowledge of the driving mechanism.
Note however that the proposed methodology is not restricted to extrapolation. It is
useful whenever good prediction or estimation is sought over any user-specified covariate
distribution.
When choosing a model selection methodology, one naturally gravitates to methods
that focus on choosing the correct model. However, if good prediction is the goal of an
analysis, the correct model may not necessarily be the best. Consider an observational
study where two covariates are highly correlated. The correct model may include both
variables. However, for prediction, it may be better to include only one covariate because
the extra variability of including both covariates due to the correlation might overwhelm
the bias due to leaving out an important term. Similarly, if one is interested in predicting
away from the centroid of the observed covariates, a smaller biased model could be
preferred to a larger unbiased one.
When multiple models are under consideration and prediction or estimation of the
mean response is the main focus of the analysis, model averaging is an alternative to
model selection. Model averaging is used in both paradigms, and it naturally incor-
porates model uncertainty into the uncertainty of predictions and estimates. However,
model averaging also has disadvantages. For instance, the ability to interpret regression
3parameters is lost with model averaging. Also, model selection provides a simpler, yet
often quite accurate, description of the data. Finally, using a single model for prediction
or estimation is computationally simpler once the selection phase has been completed,
which can be attractive if predictions or estimates are sought at many locations. In
the next section, some of the vast literature on model selection and variable selection is
reviewed.
1.2 Related Work
In the context of selection of a regression model, two general approaches prevail. The
first involves listing all plausible models, calculating a statistic or criterion for each model
in the list, and choosing a model based on optimizing the criterion. If the list of models
is formed from all subsets of a full model, this approach is called all-subsets selection.
The three articles in this dissertation take a similar approach, but with criteria tailored
to focus on good prediction or estimation of the mean response. An alternate approach
is stepwise regression where terms are added or removed from an initial model based on
some statistic or criterion until a stopping condition is met. This approach streamlines
the model selection, but can sometimes miss the best available model. Many statistics
and criteria have been developed for use in both approaches, and some are reviewed
now.
Mallows (1973) introduces the Cp statistic for discerning between linear regression
models, which for model m is a function of its residual sum of squares. Mallows (1973)
also proposes a less well known extension of the standard Cp statistic called C
∆
p . The
C∆p statistic is applicable when interest is in a region of the covariate space other than
the observed data where ∆ is the expected value of x′x (x represents a covariate vector)
under the weight function that describes the “region of interest”. Mallows (1973) also
proposes a graphic for examining Cp statistics from several models. The Cp and C
∆
p
4statistics are applicable to linear models under the frequentist paradigm.
A more general criterion for comparing models under the frequentist paradigm is
the Akaike information criterion (AIC) (see Akaike, 1974), which is applicable whenever
MLE is used. Thus, the AIC is applicable for both linear and generalized linear models.
The definition of the AIC is AIC = −2LL + 2k where LL is the log-likelihood at the
maximum likelihood (ML) estimate, and k is the number of parameters. Small AIC is
desirable. The derivation of the AIC uses the Kullback-Libeler information (see Kullback
and Leibler, 1951), but since the log likelihood can be thought of as a measure of model
fit to the observed data, AIC can be expressed as a measure of model fit with a penalty
for model complexity.
Hurvich and Tsai (1989) propose a modification of AIC called AICc for linear and
autoregressive models. The AICc for linear models is a function of the AIC where AICc =
AIC + 2(k+1)(k+2)
n−k−2 , k is the number of parameters, and n is the sample size. Hurvich and
Tsai (1989) provide evidence that for fixed n, the AIC becomes a negatively biased
estimate of the expected Kullback-Libeler information as k increases. The additional
term functions as a bias correction. It is clear from the form of the correction that when
k is large relative to n, the correction has the largest impact.
Another information criterion, the Bayesian information criterion (BIC) (see Schwarz,
1978), can be justified as approximating the natural logarithm of the marginal density
of the data, which is the density of the data unconditional on the parameters. Note
that the likelihood is the density of the data conditional on the parameters. The BIC is
defined as BIC = −2LL + k log(n), where LL is the log-likelihood at the ML estimate,
k is the number of parameters, and n is the sample size. While the BIC and AIC arise
from two very different approaches, their interpretations are similar. Specifically, the
BIC, like the AIC, can be interpreted as a measure of model fit plus a penalty for model
complexity. When n > exp{2} the penalty for complexity associated with the BIC is
more severe than the penalty associated with the AIC.
5Another approach to model selection is based on cross-validation. Picard and Cook
(1984) and Shao (1993) consider this approach. Shao (1993) highlights conditions under
which model selection based on cross-validation is consistent for the optimum. Shao
(1993) define the optimal model as the smallest model containing all terms with non-
zero regression coefficients. While it seems that their optimal model is more easily
described as the correct or true model, they avoid such terminology. The algorithm
proposed by both Picard and Cook (1984) and Shao (1993), called MCCV(nv) by Shao
(1993), proceeds as follows. Split the observed data b times into data sets of size nv (the
v subscript stands for validation) and n− nv where n is the sample size. First, fit each
model in a list of models to the data sets of size n − nv. Then, compute the sum of
squared prediction errors for each model with the data sets of size nv. Finally, for each
model, average together the b sums of squared prediction errors. The model that leads
to the lowest average is chosen.
To consider more than just the observed data, the focused information criterion
(FIC) (see Claeskens and Hjort, 2003) is derived by finding an unbiased estimate of
the asymptotic mean squared error (MSE) of a prediction (for instance) from model m.
Since for regression models, the asymptotic MSE is a function of the covariate location,
different models may be preferred at different covariate locations. A basic premise of
this dissertation is that different models may be preferred over different portions of
the covariate space. While the FIC is motivated by a similar premise, when Claeskens
and Hjort (2003) discuss selection of regression models, they consider a single covariate
location. This dissertation focuses on good prediction over a distribution of covariate
locations.
To this point, all of the reviewed methods and criteria are applicable to selection in
the frequentist paradigm. While methods and criteria applicable only to model selection
in the Bayesian paradigm are less numerous, some do exist. The deviance information
criterion (DIC) (see Spiegelhalter et al., 2002) has a similar interpretation to the AIC
6and BIC as a measure of model fit plus a penalty for model complexity. Thus, like the
AIC and BIC, smaller is better. To define the DIC, let D(θ) = −2l(y|θ) represent
–2 times the log-likelihood, E(D) be the expected value of D(θ) under the posterior
distribution of θ, and E(θ) be the expected value of θ under the posterior distribution
of θ. Then, DIC = E(D)+{E(D)−D[E(θ)]}. Note that E(D) can be interpreted as a
measure of model fit, and {E(D)−D[E(θ)]} can be interpreted as a measure of model
complexity. Spiegelhalter et al. (2002) give an approximate decision theoretic argument
to justify this criterion.
Most other model selection strategies in the Bayesian paradigm involve posterior
model probabilities. More specifically, the model is treated as a parameter, given a
prior distribution, and its posterior distribution is calculated directly, sampled from
using standard methods (e.g., transformation of a standard uniform deviate, rejection
sampling, importance sampling, etc.) or Markov chain Monte Carlo (MCMC) methods.
The posterior probability of model m is P (m|data). Barbieri and Berger (2004) provide
conditions under which the median model is optimal for squared error loss. The median
model is defined as the model containing terms whose posterior probability is greater
than or equal to 0.5. The posterior probability of a model term is as follows. Let
Ai = {m|term i is in model m}; then P (term i|data) =
∑
m∈Ai P (m|data).
While the procedures of Barbieri and Berger (2004) provide a way to choose an
optimal model, they do not provide a way to define a collection of good models. Posterior
model probabilities naturally provide such a solution. Just as one can order a collection
of models based on the DIC (smaller is better), models can also be ordered by their
posterior probabilities (larger is better). Thus, another method of model selection in the
Bayesian paradigm is to choose models with large posterior probabilities.
George and McCulloch (1993) propose a method for linear models called stochastic
search variable selection (SSVS). For their method, the prior distribution on the regres-
sion coefficients depends on a vector of discrete indicator variables γ. Suppose position i
7of γ, γi, is 0, then the ith regression coefficient, αi, is a-priori distributed normally with
mean 0 and small variance, and a-priori αi is close to 0 with high probability. If γi = 1,
then αi is a-priori distributed normally with mean 0 and large variance, and little is
known about αi a-priori. The regression parameters are assumed independent a-priori.
The interpretation of γ is that if γi = 0, αi is unimportant to the model, and if γi = 1,
αi is valuable to the model. So γ is assigned a prior distribution, and its posterior dis-
tribution is calculated. The values of γ with the highest posterior probabilities indicate
likely models. This setup allows the construction of a Gibbs algorithm (see Geman and
Geman, 1984) to compute the posterior distribution of γ. Sha et al. (2004) extend these
ideas to multinomial probit regression models.
Since model averaging plays an important role throughout the dissertation, some of
the work in that area is described. In the frequentist setting, Buckland et al. (1997)
construct weights from information criteria such as the AIC and the BIC. They suggest
natural point predictions that are weighted averages of predictions from the models
under consideration; however, the uncertainty associated with that point prediction is
less natural. Buckland et al. (1997) propose an upper bound and a bootstrap (see
Efron, 1979) approach to approximate uncertainty. Hjort and Claeskens (2003) also
consider information criteria such as the AIC and the FIC as weights in model averaging.
However, they take a different approach by considering a modeling framework where the
asymptotic distribution of the weighted average of predictions is analytically tractable.
Thus, their point predictions and uncertainty statements arise from approximations to
that limiting distribution. Note that in the context of regression models, using the FIC
to form weights allows covariate locations to influence the weights.
In the Bayesian setting, model averaging is more common since the framework nat-
urally allows the model to become another parameter. Thus, the posterior distribution
over the model space can be explored. Draper (1995) gives a general treatment of
Bayesian model averaging (BMA), and also provides two examples, predicting the fu-
8ture price of oil and an analysis of the Challenger space accident shuttle data. Raftery
et al. (1997) provide a thorough treatment of BMA for linear models. Their treatment is
particularly useful since it prescribes prior distributions for parameters of a given model.
Such a prescription is important because as Chapter 3 demonstrates, posterior model
probabilities can be sensitive to the choice of prior distributions. For generalized linear
models (GLM’s), Clyde and DeSimone-Sasinowska (1998) consider BMA for Poisson
regression models.
Computational issues are key considerations for BMA. Unless situations are simple
enough that posterior distributions are available in closed form, one must employ a Monte
Carlo procedure, most likely MCMC. For sampling from the posterior distribution over
the joint model and parameter space, some general purpose algorithms are available.
Carlin and Chib (1995) adapt the Gibbs algorithm (Geman and Geman, 1984) to explore
a product space that encompasses the joint model and parameter space. Dellaportas
et al. (1998) improve the Gibbs algorithm efficiency using a Metropolis-Hastings step (see
Metropolis et al., 1953; Hastings, 1970). Green (1995) proposes an overall Metropolis-
Hasting algorithm (see Metropolis et al., 1953; Hastings, 1970) called reversible jump
MCMC to explore joint model and parameter space itself. The method of Green (1995)
is potentially more computationally efficient than the other algorithms, but typically
more difficult to implement.
Finally, some graphical tools for exploring experimental designs are considered since
model comparisons in this dissertation are based on such graphics. Since graphical
comparisons of competing regression models are scarce, with the exception of Mallows
(1973), the design of experiment literature is considered. The main graphical tools are
boxplots and fraction of covariate distribution (FCD) plots, which are similar to fraction
of design space FDS plots (see Zahran et al., 2003) and are introduced in Chapter 2.
Boxplots are used in Anderson-Cook et al. (2009a) to explore the performance of response
surface designs under model misspecification. FDS plots have also been used to compare
9designs for generalized linear models in Ozol-Godfrey et al. (2005).
1.3 Dissertation Organization
The remainder of the dissertation is arranged into four chapters. Each of the next
three chapters is an article that has been or will be submitted to a peer-reviewed statistics
journal. Each article proposes a new model selection methodology for regression models
focusing on good prediction over a user specified portion of the covariate space. The
distinctions among the articles are the model classes and the inference setting (frequentist
or Bayesian). The final chapter is a general discussion of the overall topic with some
general conclusions.
The first article proposes a new model selection methodology for linear regression
models under the frequentist paradigm. It first illustrates the methodology through
a motivating example. Then, a simulation study is considered, which highlights the
conditions under which the proposed methodology leads to improved estimates of the
mean response. The article ends with a real data example and concluding remarks.
The second article proposes a model selection methodology for linear regression mod-
els under the Bayesian paradigm. It follows a similar structure to the first article, but
it highlights where the frequentist and Bayesian approaches diverge. It too illustrates
the methodology through a motivating example and presents the results of a simulation
study. The second article also considers a much larger selection problem for its second
example. In the Bayesian setting, simulation is used to approximate posterior distribu-
tions, so the computational burden becomes larger. A reasonable way to handle this
extra computational burden is illustrated in the second example.
The third article extends the methodology of the second article to Bayesian model
selection for generalized linear models. Again, a motivating example is considered to
illustrate the general methodology. In addition, a method able to distinguish between
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predicting too high or too low is illustrated. The example considers predicting the prob-
ability of disease presence. If the analysis focuses on how much medicine to make/buy,
protecting against a low prediction is likely more critical than overestimating. A simula-
tion study to examine how this strategy protects against low prediction is also presented.
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CHAPTER 2 MODEL SELECTION FOR GOOD
ESTIMATION OF THE EXPECTED RESPONSE OVER A
USER-SPECIFIED COVARIATE DISTRIBUTION FOR
LINEAR MODELS UNDER THE FREQUENTIST
PARADIGM
A paper submitted to Technometrics
Adam Pintar, 1 Christine M. Anderson-Cook, 2 and Huaiqing Wu 3
Abstract
Model selection is an important part of estimation and prediction for linear models
with multiple explanatory variables (covariates). A variety of approaches exist that
focus on estimation of model parameters or the fit of the model where data have been
observed. This article proposes an alternative model selection strategy that selects
models based on the mean squared error for a user-specified distribution of interest over
the covariate space. We discuss numerical and graphical tools for detailed comparisons
among different models. These tools help select a best model based on its ability to
estimate the mean response over covariate locations that are likely to arise from the
distribution of interest, and can be combined with cost for deciding whether to include
1Graduate Student, Department of Statistics, Iowa State University
2Scientist 4, Statistical Sciences Group, Los Alamos National Laboratory
3Associate Professor, Department of Statistics, Iowa State University
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specific covariates. The proposed method is illustrated with a textbook example and a
real example aimed at assessing battery performance. We also present simulation results
demonstrating situations in which the new method produces gains in ability to estimate
the expected response.
KEY WORDS: Akaike information criterion; Correlated variables; Cross validation;
Fraction of design space; Mean squared error
2.1 Introduction
2.1.1 Motivation
When modeling the relationship between a response and multiple explanatory
variables (covariates), it is important to select an appropriate functional form of the
model. Including enough terms to adequately describe the relationship improves model
accuracy by reducing bias, while excluding insignificant terms improves model precision
by reducing variance. Consider the following linear model for estimating the expected
response µi = EYi as a function of xi, a vector of predictors.
Yi ∼ N(µi, σ2),
µi = x
′
iβ. (2.1)
For more discussions of linear models, see Neter et al. (1996). Many methods exist for
model selection in this setting, and so far have all been based on considering the observed
data to balance the trade-off between model accuracy and precision.
Consider a setting where system performance, µ = EY , is assumed to be a function
of X1 = age and X2 = wear (or usage). In this situation it is only possible to observe
system performance up to the present time. However, in some applications we wish
to select a model that estimates µ well for X1 =age primarily at larger values or into
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the future rather than only over the observed range of X1. Thus the goal of model
building here is to estimate performance, µ, across a distribution of possibly unobserved
covariate locations. This motivates us to propose an alternative model selection strategy
that selects models based on the mean squared error for a user-specified distribution over
the covariate space, where the multivariate distribution defines likely covariate locations
at which the selected model will be used for inference. We refer to this distribution over
the covariate space as the covariate distribution of interest or simply the distribution
of interest in the remainder of the article. The terminology surrounding estimation of
the mean response at a given location is somewhat clouded. McCullagh and Nelder
(1989, p. 122) describe this as prediction since it is at a new location, while elsewhere in
the literature this is described as estimation since it is a function of model parameters,
rather than a new observation at that location. In the response surface literature (see
Myers et al., 2009, p. 243), the variance associated with the mean response at a new
location is called prediction variance.
In contrast, standard methods for model selection base their decisions only on ob-
served data. For example, if cross validation is used in model selection, as described in
Section 2.1.2, the observed data are split repeatedly into training and validation data
sets. Then under each model, the average squared prediction error for each validation
data set is calculated. This method selects models that predict well specifically at the
observed covariate points because all the validation data sets are subsets of the original
data. As illustrated in Sections 2.2.4, 2.3 and 2.4, different models may be preferred in
different portions of the covariate space because the variance and bias of estimates of
µ are both functions of the covariate points at which the performance is estimated. It
is thus important to consider not only the observed data, but also the portion of the
covariate space in which the user wishes to use the model for inference.
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2.1.2 Related Work
We first review some of the existing methods for model selection, as well as some
numerical and graphical tools used for comparing designed experiments. These tools are
useful in our methodology for comparing models.
Mallows (1973) introduced a method to compare linear regression models via Mal-
lows’ Cp statistic, which is a function of the number of terms in the model and its residual
sum of squares. Two of the more general criteria are AIC and BIC, which are applicable
to all likelihood settings. The first was introduced by Akaike (1974) and it prefers mod-
els with smaller values of AIC, which Akaike used as an acronym for “an information
theoretic criterion” but later became an acronym for “Akaike information criterion.” A
model’s AIC value is a function of its log-likelihood, that is, AIC= −2(LL)+penaltyAIC,
where LL = log likelihood. A variant of AIC, called “Bayesian information criterion”
(BIC), was introduced by Schwarz (1978), who gave a Bayesian decision-theory justifi-
cation for BIC. It is closely related to AIC, with BIC= −2(LL) + penaltyBIC. Another
model selection method, described by Shao (1993), is based on cross validation. This
method, denoted by MCCV(nv), randomly splits the observed data set b times, each
time into two groups of sizes nc, for model construction, and nv, for model validation.
In each of the b splits, the group of size nc is used to fit each model under consideration,
say model m, and the statistic Γ̂m =
1
nv
∑nv
i=1(yi − ŷi)2 is computed, where yi is from
the group of nv observations, and ŷi is the predicted value of yi based on model m.
This is done for all b splits, and the model that minimizes the average of the b Γ̂m’s is
optimal. Note that all-subsets selection via Mallows’ Cp, AIC, and BIC, and selection
via MCCV(nv) all aim to select models based on their fit to the observed data, with a
penalty for model complexity to account for the fact that more complex models tend to
give better fit to the data. As noted by Shao (1993), MCCV(nv) results in the largest
penalty for model complexity.
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Under the Bayesian approach to building a multiple regression model, George and
McCulloch (1993) developed a procedure called SSVS (stochastic search variable selec-
tion) for selecting promising subsets of predictors, which can be identified as those with
higher posterior probability. However, Barbieri and Berger (2004) argued that, under
the Bayesian approach, the model with the highest posterior probability is not neces-
sarily optimal for future prediction. They showed that the optimal predictive model
among normal linear models is often the median probability model, which they defined
as the model consisting of variables with overall posterior probability ≥ .5 of being in a
model. A condition imposed in their proof is that Q = E[(x∗)(x∗)′] exists and is positive
definite, where x∗ represents a future covariate point at which a prediction is of interest,
and x∗ is assumed to arise according to some distribution.
For simplicity, throughout this article, the variance, bias, and mean squared error
(MSE) of x′iβˆ, where βˆ is an estimate of β, are referred to as the variance, bias, and
MSE, respectively, unless there is potential for confusion. Comparing designed exper-
iment plans using variance is common in the literature on response surface designs
(RSD’s). For example, the G- and V-optimality criteria are concerned with minimiz-
ing the maximum and mean variance respectively in the design space (see Myers et al.,
2009). Borkowski (2003) compared variance-based criteria available in common statisti-
cal software packages. As a trade-off to balance between the variance and bias, Vining
and Myers (1991) used the MSE for comparing RSD’s, and Anderson-Cook et al. (2009a)
used the distribution of the expected MSE to compare RSD’s when the model is mis-
specified. Anderson-Cook et al. (2009b) gave a general discussion on comparing RSD’s
using multiple criteria.
The model selection method described here uses a combination of single-number
summaries and graphical displays of the MSE to compare models. Examples of single-
number summaries include the maximum, 95th percentile, median, and mean of the
MSE, variance, or bias. To avoid extreme cases as described by Anderson-Cook et al.
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(2009a), the 95th percentile may be used in place of the maximum. The main graphical
tools we employ are boxplots and FCD (fraction of covariate distribution) plots, which
are similar to FDS (fraction of design space) plots used in designing experiments (see
Zahran et al., 2003). FDS plots were used to compare designs for generalized linear
models by Ozol-Godfrey et al. (2005), and are readily adaptable for comparing different
linear models. By focusing on the distribution of the MSE imposed by the user-specified
distribution over the covariate space, a richer comparison among models is possible than
if only single-number summaries are used. For those who wish to reduce comparisons to
a single criterion, initially examining the results with graphical tools can help select the
appropriate one to use.
The remainder of this article is organized as follows. Section 2.2 describes how
to implement the four steps in the proposed methodology using a familiar textbook
example. Section 2.3 applies the proposed method to a real application for assessing
battery performance. Section 2.4 reports the results of a simulation study, and Section
2.5 gives concluding remarks.
2.2 Proposed Methodology
The new approach allows the user to specify a distribution over the covariate
space where good estimates are sought. The covariate locations deemed likely by this
distribution can overlap with the observed data, involve extrapolation, or be a combi-
nation of both. Multiple models can then be evaluated for how well we expect them to
perform over this distribution of covariate locations. The model selection procedure we
propose can be described by the following four steps:
1. Select and characterize the user-specified distribution of interest in the covariate
space.
2. Randomly sample covariate points from the distribution of interest.
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3. Estimate the variance, bias, and MSE at each sampled covariate point for all
models to be compared.
4. Compare models numerically and graphically based on the estimated values from
step 3 to select a best model.
We now consider each of these steps in more detail.
2.2.1 Selecting and Characterizing the User-Specified Distribution of In-
terest Over the Covariate Space
Selecting the distribution over the covariate space where we wish to estimate the
mean response is an important first step of our method. This step involves some decision-
making by the user and the application of statistical modeling techniques to identify the
relationships among the covariates. While traditional model selection methods choose
models that perform well at the observed covariate points, the proposed method seeks to
select models that perform well over the distribution of covariate locations for which the
user is interested in estimating the mean response. Such a user-specified distribution of
interest could differ from the set of observed covariate points, which is a key distinction
between this and standard methods. The idea of a user-specified distribution of interest
is also what makes this first step in the proposed method so important. To illustrate,
consider an example.
We consider the chemical shipment example on page 253 of Neter et al. (1996), and
refer to it as Example 1. Here,
Y = the time in minutes to handle a shipment,
X1 = the number of drums in the shipment,
X2 = the total weight of the shipment in hundreds of pounds.
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From the scatter plot in Figure 2.1(a) we see a positive linear relationship between X1
and X2. Thus it may be appropriate to model the relationship between X1 and X2 using
simple linear regression. Now suppose our interest lies in estimating expected handling
time when the number of drums is between 25 and 30 inclusively. This may be of interest
if this warehouse is expecting larger shipments than those that have been seen in the past.
In Figures 2.1(b) and 2.1(c) we see two possible distributions that fit our description.
The o’s represent the observed covariate values, and the x’s represent sampled values
from the distribution of interest. The distribution depicted in Figure 2.1(b) is more
natural, because it follows the pattern of the observed covariates. Properly defining
the distribution of interest is important because the distribution depicted in Figures
2.1(b) and 2.1(c) will not necessarily lead to the same best model. The impact of the
distribution of interest on the chosen model will be illustrated in Sections 2.2.4, 2.3, and
2.4. For Example 1, we define the distribution of interest as follows.
f(x1) =
1
6
, x1 = 25, 26, · · · , 30;
f(x2|x1) = 1√
2pi(3.96)
exp
{ 1
2(3.96)
(x2 + 1.06− 0.85x1)2
}
, x2 ∈ R. (2.2)
We consider this to be the distribution of interest for Example 1 through the remainder
of the article. The values σ2dist = 3.96, α
dist
0 = −1.06, and αdist1 = 0.85 come from the
simple linear regression depicted in Figure 2.1(d).
In general, statistical modeling is needed to identify the relationships among covari-
ates, before defining a distribution of interest. In Example 1, it was sufficient to examine
a scatter plot of the observed covariates to determine that simple linear regression was
an appropriate technique for describing the relationship between the covariates. In
other situations, the modeling techniques for describing the relationships may be more
complex, or may take into account previous knowledge about the relationships among
covariates. For instance, if one knew that the relationship between X1 and X2 followed
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a quadratic trend, we could incorporate that knowledge into our definition of the distri-
bution of interest. Also in this example, we used a linear regression model to describe
an extrapolated distribution of interest. One should be extremely careful in doing so,
because even though the relationship between the covariates is linear over the observed
data range, that may not be the case outside of this range. Accordingly, caution should
be used when extrapolating, and the range of extrapolation should always be kept to
the necessary minimum.
2.2.2 Sampling Covariate Points From the Distribution of Interest
Sampling representative points from the distribution of interest is straightforward
in most situations. Consider, for instance, Example 1 with the distribution of interest
defined in (2.2) and depicted in Figure 2.1(b). To sample from this bivariate distribu-
tion, we first uniformly sample values of X1 from the specified set {25, 26, · · · , 30}. Then
for each sampled value of X1 we generate a value of X2 from the fitted simple linear
regression model, treating the estimates of αdist0 , α
dist
1 , and σ
2
dist as known fixed values.
Because we are characterizing the observed pattern, not constructing a confidence in-
terval or conducting a hypothesis test, it is reasonable to ignore the uncertainty in the
parameter estimates. Figure 2.1(d) illustrates the assumed model form for the sampled
x’s in Figure 2.1(b). The normal curves indicate the distributions of X2 at particular
values of X1.
2.2.3 Estimating the Variance, Bias, and Mean Squared Error
First note that MSEe = E[(µ̂ − µ)2] = E[µ̂ − E(µ̂)]2 + [E(µ̂) − µ]2 = Var(µ̂) +
bias2(µ̂), where µ̂ is the estimated expected response; that is, the MSE can be written as
the sum of the variance and bias2. (In this section, we focus on each particular sampled
covariate point and can thus treat µ as a fixed unknown parameter.) In general, models
with more terms than the true, but unknown, model tend to have larger variances but
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smaller absolute biases; whereas models with fewer terms than the true model tend to
have smaller variances but larger absolute biases. This makes it unlikely to find a model
that minimizes the variance and bias simultaneously. It is thus reasonable to use the
MSE as a trade-off to balance these two criteria.
While MSEe quantifies the ability of µ̂ to estimate µ, MSEp = E[(µ̂−ynew)2] quantifies
the ability of µ̂ to predict ynew, a hypothetical new observation. Note that ynew is
independent of the vector of observed responses, y, which implies MSEp = Var(µ̂)+σ
2 +
[E(µ̂)−µ]2. Since MSEp = MSEe + σ2, good estimation of the mean response and good
prediction of a new observation are closely linked in linear models. In some areas, for
instance response surface methods, the differences between estimation and prediction
are sometimes blurred. Myers et al. (2009, p. 33) refer to our µ̂ as the estimated
mean response. However, on page 294 they refer to the variance of µ̂ as the prediction
variance. While this article uses the terminology estimation, if good predictions over
a user-specified distribution on the covariate space are sought, the methods presented
here should not be overlooked.
To estimate the MSE, we need to estimate the bias, which contains the true expected
response µ, typically (almost always) an unknown quantity. Thus we need a sensible
proxy for µ. There are many possible choices for the proxy, and its selection is key to
a good implementation of the proposed methodology. We recommend using a weighted
average of the estimates from all models under consideration. That is, µ̂ =
∑M
m=1wmµ̂
m,
where µ̂ is our proxy for µ, µ̂m is the estimate of the expected response from model m,
wm is the weight assigned to model m, and M is the total number of models under
consideration. To assign weights, we take advantage of the observed data and existing
methods for model selection. Specifically, we recommend using MCCV(nv), from which
a vector of measures of model performance, γ̂ = (γ̂1, · · · , γ̂M)′, is obtained. In the usual
MCCV(nv) process, we would select the model mchosen = argmin
1≤m≤M
{γ̂m}. We propose to
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calculate weights in the following way. Let
a = min
1≤m≤M
{γ̂m},
b = max
1≤m≤M
{γ̂m},
cm =
γ̂m − a
b− a . (2.3)
This transformation of γ̂m to cm rescales the measures of model performance to the unit
interval, with cm = 0 being the best model, and cm = 1 being the worst model. Then,
we choose weights to be
wm =
exp{−10cm}∑M
i=1 exp{−10ci}
. (2.4)
Using a weighted average of the models under consideration as a proxy for the truth, with
the weights derived from MCCV(nv), has intuitive appeal. First, it is sensible that each
model under consideration should contribute in some way to the proxy. Second, using
the results of MCCV(nv) to calculate the weights is reasonable, because (γ̂1, · · · , γ̂M)
summarizes the information about the appropriateness for prediction of each model
under consideration from the observed data. Finally, this particular form of the weights
(exponential form) has a connection to the posterior probability of model m. More
specifically, Raftery (1995, p. 145) gave the formula
P [m|data] ≈ exp{(−0.5)BICm}∑M
i=1 exp{(−0.5)BICi}
. (2.5)
One could choose a multiplicative constant different from −10, or even a different
form of the transformation of γ̂m to wm. We have chosen the transformation in (2.4),
because it strikes a balance between placing the weights only on the best models as chosen
by MCCV(nv), and spreading the weights evenly among all models under consideration.
Furthermore, this transformation has proven to work well in practice, as illustrated in
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the simulation study. When we examine FCD plots for the current example, we will
further consider how different weighting schemes affect the selection results.
We now estimate the variance, bias, and MSE of the estimated expected response
at each sampled covariate point, for each model under consideration. The estimate of
µ under model m at a sampled point x is µ̂m = x
′
mβ̂m, where β̂m is the ordinary
least squares (OLS) estimator of βm, the vector of regression coefficients under model
m, and xm is the corresponding vector of predictor terms. The variance of µ̂m is then
estimated by V̂arm = V̂ar(µ̂m) = σ̂
2x′m(X
′
mXm)
−1xm, where Xm is the model matrix
that corresponds to model m and σ̂2 is an estimate of σ2. For the examples considered
in this article, all models under consideration are nested within a full model. Thus we
take the approach of Mallows (1973) and use the estimate of σ2 from the full model.
The bias of µ̂m is estimated as b̂iasm = µ̂m − µ̂, where µ̂ is our proxy for µ described
previously. Finally, the MSE of µ̂m is estimated as M̂SE(µ̂m) = V̂arm + (b̂iasm)
2. Note
that if a particular element of the covariate point is not needed for model m, it is ignored
(e.g., in the X1 only model, the other covariate values are ignored).
2.2.4 Comparing Models Numerically and Graphically
After estimating the variance, bias, and MSE at all sampled covariate points for
each model under consideration, we use boxplots to provide a preliminary summary
of the distributions of the MSE implied by the distribution of interest. Note that the
models here are labeled according to a standard factorial structure, as shown in columns
two to four of Table 2.1. The boxplots are similar to those used by Anderson-Cook et al.
(2009a) to compare competing designs. A group of plots for Example 1 is displayed
in Figure 2.2 for models 3 to 8 of the 23 = 8 possible models. (We consider the full
model to contain the two main effects and the single two-factor interaction.) Note that
we make no a priori assumption of effect hierarchy. Models 1 and 2 are omitted from
Figure 2.2 because they are not competitive and their inclusion would alter the y-axis
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in an undesirable way. To create Figure 2.2, N = 1, 000 (X1, X2) points were randomly
sampled according to distribution (2.2). The vertical lines in Figure 2.2 group models
with the same numbers of terms. For example, the boxplots to the left of the first
vertical line represent models with a single term (models 3 and 5). The model ordering
is consistent across the three sets of boxplots of the MSE, bias2, and variance for easy
vertical comparisons. Note that q(1−α)(MSE) 6= q(1−α)(variance) + q(1−α)(bias2), where
q(1−α)(·) represents the (1−α)th quantile function. This is because the (1−α)th quantile
for the MSE, bias, and variance are typically at different covariate points. Also note that
preferable models are those with a large proportion of small MSE values. Hence models
7, 4, and 8 perform the best. While it is not difficult in this situation to distinguish
between these three models (model 7 with terms X1 and X2 is clearly the best), that
may not always be the case.
For further comparison among models 7, 4, and 8, we create FCD plots of the MSEs
and root MSEs, given in Figures 2.3(a) and 2.3(b). While we focus on MSEs throughout
this article, we present FCD curves of root MSEs as well, because practitioners may
prefer to base their final ordering on a statistic that has the same units as the original
data. Note that the orderings of models will be the same for MSEs and root MSEs, but
their relative scaling may be different. The FCD curve of MSEs for a given model is
obtained by plotting the points ( i
Nr
,MSE(i)) for i = 1, . . . , Nr, where MSE(i) is the ith
smallest MSE and Nr is the number of sampled points from the distribution of interest.
The FCD curves of root MSEs are constructed similarly. Note that preferable models
have small MSEs (or root MSEs) over most of the distribution of interest, and thus
the model with X1 and X2 is the best. Here only the smallest 95% of MSEs and root
MSEs are shown in the FCD plots to avoid extending the y-axis scale too much and
compressing the FCD curves. In general, to help extract more detail from the FCD plot,
we recommend using only the smallest (1 − α)100% of the MSE values, with no more
than eight FCD curves per plot. Anderson-Cook et al. (2009a) also considered using
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only the smallest (1− α)100%.
When the best models have nearly identical distributions of the MSE (which is not
the case here), we recommend examining their distributions of the bias2 and variance
separately, but placing more emphasis on the distributions of the bias2. If a model
produces estimates with small variance but large bias, it is essentially estimating the
wrong values precisely. A preliminary examination of the distributions of these statistics
can be made with the boxplots in the bottom two panels of Figure 2.2.
Table 2.1 gives the results of model selection based on all-subsets selection with
the AIC and BIC, and the results of model selection via MCCV(nv). The MCCV(nv)
procedure uses nc = n
0.75 = 200.75 ≈ 9 and b = 200 > 2n = 40, as recommended by
Shao (1993), where n is the number of observations and b is the number of splits. The
results based on the AIC, the BIC, and MCCV(nv) rank models 7 and 8 as the best and
the second best, respectively. These results demonstrate that our methodology is often
similar to the standard methods, since it highlights the same best model as the AIC,
the BIC, and MCCV(nv). The proposed method also emphasizes the importance of the
distribution of interest, because it ranks model 4, with X1 and X1X2, as the second best,
whereas the AIC, the BIC, and MCCV(nv) rank model 8, the full model, as the second
best. Indeed, if the distribution of interest is chosen so that it identifies a region in the
covariate space similar to that outlined by the observed covariate points, we find that
our method ranks models 7 and 8 as the best and the second best, respectively.
Figure 2.4 gives FCD curves of MSEs for models 4 (X2, X1X2), 7 (X1, X2), and
8 (X1, X2, X1X2), where our proxy for the truth is calculated using different weights
transformations from those used for the curves in Figure 2.3(a). The plots labeled
“multiplier = k” use a weighs transformation with −10 replaced by k. The plot labeled
linear weights uses wm =
1−cm∑M
i=1(1−ci)
, where cm is defined in (2.3). From Figure 2.4 we
see that the weights transformations with multipliers of −5, − 15, and −20, and the
linear weights also result in ranking models 7, 4, and 8 as the first, second, and third
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best, respectively. However, using multipliers of −50 and smaller (not shown) results
in ranking models 7, 8, and 4 as the first, second, and third best, respectively. When
the multiplier is 0, that is, when all models receive equal weighting, we see that models
7 and 8 are virtually indistinguishable, and model 4 performs poorly in comparison.
Hence for a wide variety of weights transformations we see that the same best model is
consistently identified, but the relative rankings among the other models depend on how
much emphasis the selected weights transformation places on the best model as selected
by MCCV(nv). In this example, the final results are robust to a wide range of k. Such a
sensitivity analysis should be considered whenever using this methodology because the
robustness of results in different examples will vary.
2.3 Application to Assessing System Performance
We now apply our method to estimating the performances of batteries (Example
2), based on age and a usage characteristic. This usage characteristic is thought to
influence battery performance, but the particular manner in which it does is unknown.
The observed responses are plotted against age (upper left) and usage (upper right) in
Figure 2.5. Because of the proprietary nature of the systems, the actual observations
(responses) have been rescaled.
To characterize the relationship between age = X1 (in months) and usage = X2 (in
hours) in the observed data, consider the scatter plot of X2 versus X1 (lower left) in
Figure 2.5. The plot indicates that X2 tends to increase with X1, and that simple linear
regression is useful for modeling their relationship. Note that the observed X1 values are
in the interval [0.5, 85], but we are interested in estimating the performances of these
batteries for X1 ∈ [84, 90]. The observed covariate points are depicted by o’s and points
sampled from the distribution of interest are depicted by x’s in Figure 2.6. To obtain
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the sample of x’s in Figure 2.6, the following joint distribution was used:
f(x1) =
1
6
, x1 ∈ [84, 90];
f(x2|x1) = 1√
2pi(63.059)
exp
{ 1
2(63.059)
(x2 − 4.449− 1.025x1)2
}
, (2.6)
where the constants αdist0 = 4.449, α
dist
1 = 1.025, and σ
2
dist = 63.059 are obtained by
regressing X2 on X1. Again caution should be used to extrapolate beyond the range
of the observed covariate values, because the fitted model may no longer be adequate
outside that range, unless there exists engineering knowledge to justify such an extrap-
olation. Nevertheless, decisions on the continued use of the population of batteries need
to be made for ages and usage conditions beyond those observed. Whenever possible,
extrapolation should be supported by scientific understanding that the underlying re-
lationship between the response and the covariates when extrapolated does not change
substantially from the assumed model.
To implement steps 2 and 3 of the proposed method, we define the full model to be
the full second-order model, so there are 25 = 32 possible models based on the 5 possible
terms (X1, X2, X
2
1 , X
2
2 , X1X2), with no a priori assumption of effect hierarchy. If in a
different application it was natural to assume a hierarchical model, then just that subset
of models could be considered. We choose the full model to be the full second-order
model here, because Figure 2.5 shows a curvilinear relationship between the response
(battery performance) Y and the predictors X1 and X2 (upper left and right plots). In
step 2, 1,000 (X1, X2) points are sampled according to distribution (2.6). Subsequently,
the variance, bias, and MSE are calculated at each sampled point from the distribution
of interest and for each model under consideration using the same procedure described
in Section 2.2.3.
Because the number of possible models is large here, the first step in comparing
the models is to use a table of summary statistics, such as Table 2.2, to eliminate
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non-contenders. Table 2.2 contains the 95th percentile and mean MSEs for the best
models, sorted by mean MSE for models with the same number of terms. Note that
each column of summary statistics has a corresponding column of ranks to its right.
The rank in parentheses denotes the model’s rank among all models (global rank), while
the rank outside of the parentheses denotes the model’s rank among models with the
same number of terms (local rank). Using different summary statistics puts our focus
on different properties of the distribution of the MSE, just as design criteria G- and V-
optimality focus on different aspects of the variance distribution for choosing designed
experiments.
Based on the results of Table 2.2, we examine boxplots similar to those considered
in Example 1. These boxplots in Figure 2.7 imply that models 18 (X1, X1X2) and 19
(X1, X
2
2 ) perform well over our defined distribution of interest. For further comparison
of these models, we examine the FCD curves of the MSE and root MSE in Figures (a)
and (b), and select model 19 (X1, X
2
2 ) as best.
Another way to compare two competing models is to examine the difference in their
MSEs at each sampled point. The boxplot in Figure 2.9 compares models 18 (X1,
X1X2) and 19 (X1, X
2
2 ) in this manner, summarizing the 1,000 differences in the MSEs
(MSE19−MSE18). We examine models 18 and 19 in more detail here because they are
two competitors for the best model using our proposed method. Note that model 19 is
better than model 18 for large proportions of the distribution of the MSEs, but is worse
for very small and very large MSE quantiles, including the maximum. Figure 2.9 shows
that in terms of the MSEs, model 19 beats model 18 at 70.9% of the sampled covariate
points. However, Figure 2.9 also indicates that the largest difference in favor of model
18 is much larger than the largest difference in favor of model 19, so Figure 2.9 does
not declare either model as obviously superior. Note that we do not recommend using
boxplots of differences in the MSEs as the primary mechanism for selecting a model,
because we should select a model that performs well over the entire distribution of the
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MSEs. Plots such as the one in Figure 2.9 may serve the practical purpose of showing
if a model improves estimation unanimously or only at some covariate points, or as an
additional means of comparison. It might seem that we could determine the proportion
of covariate points at which one model has lower MSEs than another model does based
on Figures 2.7 or 2.8(a), but that is not the case, because these plots compare MSE
quantiles, not the MSEs at individual covariate locations.
In situations where the MSEs do not identify a clear winner, we may wish to consider
other non-statistical criteria, such as cost of future data collection, to help determine the
final ranking. Observing more covariates for additional data typically leads to higher
cost, making it of interest to know what benefits, in terms of the MSEs, are obtained
for the increased cost. For instance, if it were not necessary to collect X2 to fit model
18, and X2 was an expensive covariate to collect, it would be reasonable to select model
18 over model 19, because the latter is not always better, in terms of MSE quantiles or
MSE at each location. However, because both covariates must be collected to fit either
model, and model 19 has a larger proportion of locations with smaller MSEs than model
18 does, we rank model 19 as the best.
The proposed methodology ranks models 19 (X1, X1X2) and 18 (X1, X
2
1 ), as first
and second, respectively. Table 2.3 presents the results from model selection via all-
subsets selection with the AIC and BIC, and via MCCV(nv). From Table 2.3, the AIC
incurs the least penalty for model complexity, while MCCV(nv) incurs the largest, which
was also noted by Shao (1993). While the four methods of model selection do not match
exactly, there is considerable overlap for the good models identified. The AIC and BIC
results match quite closely, which is not too surprising since the AIC and BIC differ only
in their penalty for model complexity.
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2.4 Simulation Study
In this section we report a simulation study to compare the estimation ability of
our methodology and model selection via all-subsets selection with the AIC and BIC,
and via MCCV(nv). The simulation study considered three levels of linear correlation,
0, 0.8, and 0.95, between two predictors X1 and X2. For each correlation level, three
distributions of interest were considered: one lying outside of the observed data range and
two inside of the data range. The nine combinations of correlation level and distribution
of interest are presented in Figure 2.10, where o’s depict the observed covariate points,
and x’s depict sampled points from the distribution of interest. In the remainder of this
section the distributions are referred to as distributions 1, 2, and 3, respectively. In
each of the nine situations, five versions of the true model were considered, and using
the notation of (2.1), they are µi = X1i, µi = 2X1i, µi = X1i + X2i, µi = 2X1i + 2X2i,
and µi = 2X1i +X2i +X1iX2i, and all with σ
2 = 1. Thus 45 simulations (3 correlations
× 3 distributions of interest × 5 true models) were conducted in this study, and in
each simulation there were always 30 observed points and 1,000 sampled points from the
distribution of interest.
Each simulation consisted of N = 2, 000 data sets. The same 30 observed points
and 1,000 sampled covariate locations from the distribution of interest were used in each
iteration. The observed points and the true model were used to generate each data
set. Subsequently, model selection was carried out via all-subsets selection with the AIC
and BIC, via MCCV(nv), and by our proposed method, with the full model containing
both main effects and the two-factor interactions. It would be infeasible to compare
models graphically at each iteration. Thus a summary statistic that attempts to capture
important features of the graphical comparisons was used. In our proposed method, the
MSE was estimated at each sampled point from the distribution of interest for each
model m under consideration. The summary statistic derived from these estimates is
30
Sm =
1
11
∑11
i=1 q(1−αi)(MSEm); α1 = 0.95, α2 = 0.9, α3 = 0.8, · · · , α10 = 0.1, and α11 =
0.05, where q(1−α)(·) represents the (1 − α)th quantile function. This can be thought
of graphically as averaging over 11 points on a possible model’s FCD curve. Thus, if
the FCD curve for model m1 is always above the FCD curve for model m2, we will
have Sm1 > Sm2 . Comparing Sm1 to Sm2 seems to be a reasonable way of automatically
summarizing the information contained in an FCD plot. In fact, before conducting
the full simulation, we examined how selecting models using Sm compared to selecting
models via the procedure described in Section 2.2.4, and they seemed to match well.
However, we do not recommend the summary-statistic approach in regular situations,
because more insight can be gained by graphically comparing distributions of the MSEs
than by comparing single-number summaries. After each model selection strategy was
carried out, the estimation ability of the selected models were assessed.
Since we knew the true mean response at each sampled point, we assessed the estima-
tion ability of model m as Pm =
1
Nr
∑Nr
i=1(µ̂m(xi)− µ(xi))2, where xi is the ith sampled
point from the distribution of interest, µ̂m(xi) is the estimate of µ(xi) from model m,
and Nr = 1, 000 is the number of sampled points. So for each simulated data set, we have
PmAIC
, PmBIC
, PmCV
, and Pmnew, where mAIC, mBIC, mCV, and mnew are the
models selected as the best by AIC, BIC, MCCV(nv), and our proposed method, respec-
tively. Thus, for each of the 45 simulations, we had 2, 000 measures of estimation ability
for each model selection strategy, and our comparison of these strategies was based on
summary statistics, specifically the mean, median, and the 90th and 95th percentiles of
these 2, 000 values. The mean and median represent typical values of the performances
of each strategy, while the 90th and 95th percentiles represent worst-case performances.
We focused on the performances of each strategy in the nine combinations of correlation
level and distribution of interest, averaged over the five true models.
The simulation results are presented in Table 2.4. Each entry in the table is the
average of five summary statistics for the five true models. For instance, the value 0.3175
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in the lower, left corner of Table 2.4 is the average of five 95th percentiles. From Table
2.4 we see that when the correlation level is 0.95, the proposed methodology outperforms
AIC, BIC, and MCCV(nv) for all three distributions, with the smallest mean and 90th
and 95th percentiles. For example, for correlation level 0.95 and the 95th percentile, we
see improvements of 26%, 21%, and 11% over the second best method, for distributions
1, 2, and 3, respectively. The only instance for which our proposed methodology does not
improve over the standard methods when the correlation level is 0.95, is for distribution
1 and the median, for which all-subsets selection with the AIC and BIC produces results
that are 8% and 0.4% better than ours. When the correlation level is reduced to 0.80,
we do not see as pronounced of an improvement with our proposed method. However,
for distribution 1 it still has a systematic improvement in terms of the mean and the
90th and 95th percentiles over the other three procedures. For distributions 2 and 3 at
the correlation level 0.80, the proposed method outperforms all-subsets selection with
the BIC and MCCV(nv), for all summary statistics. However, all-subsets selection with
the AIC is competitive and sometimes better. Based on the results in Table 2.4, when
the covariates are uncorrelated, our proposed methodology does not show improvement
over the other procedures.
The results in Table 2.4 are based on all five true models, one of which is the full
model. In practice, we may expect the full model to be larger than necessary. Table 2.5
presents the simulation results as in Table 2.4, but omitting the scenarios for which the
full model is the true model. Thus, each value in Table 2.5 is the average of four summary
statistics instead of five. From Table 2.5, we see that when the full model is not the
true model, our new method is almost always the best. The only exceptions are for the
0.80 correlation level, where all-subsets selection with the AIC is 3.4% better in the 95th
percentile (for distribution 2) and 3.5% better in the 90th percentile (for distribution
3) than the proposed method. Combining the information from Tables 2.4 and 2.5, we
conclude that when moderate to high correlation exists between covariates, our new
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method is preferred. Furthermore, when reduction from the full model is expected, our
new method is preferred and robust to the correlation level. The results associated
with the mean in Table 2.5 are displayed graphically in Figure 2.11. It shows that
our new method cosistently outperforms all-subsets selection with the AIC and BIC, as
well as MCCV(nv). Figure 2.11 also shows that as the correlation level increases the
improvement in performance of our new method over the standard methods increases,
especially when the distribution of interest lies outside of the data range.
Another interesting observation from the simulation study is how the procedures
differ in their chosen models. Table 2.6 presents the proportion of times each of the
eight possible models is chosen by each selection procedure. The true model here was
model 7 (X1, X2), with β1 = 2 and β2 = 2. The correlation level is 0.95, and the
distribution is 1, which puts mass outside of the data range. All of the procedures select
model 5 (X1) or model 7 (X1 and X2) most of the time. However, our proposed method
selects model 7 68% of the time and model 5 24% of the time. All-subsets selection
with the AIC and BIC, and MCCV(nv) select model 7 39%, 24%, and 14% of the time,
respectively, and they select model 5 36%, 54%, and 62% of the time, respectively. For
different correlation levels and different distributions, there is more consistency between
the methods, especially between the proposed method and MCCV(nv). For instance,
Table 2.7 presents the proportion of times each model is chosen when the true model
is the same as previously, but the correlation level is 0 and the distribution is 2, which
puts mass primarily in the data range. Here the proposed methodology and MCCV(nv)
match up very closely. Note that the new method seems to be selecting the true model
more frequently than all-subsets selection with the AIC and BIC here, giving support
for the proposed methodology.
33
2.5 Concluding Remarks
In this article, we developed a model selection procedure that focuses on estima-
tion of the expected response in a user-specified distribution over the covariate space,
because how a model will be used should influence the selection procedure. As demon-
strated in our examples and simulation study, the best model selected may depend on
the choice of this distribution. It is thus important to appropriately characterize the
relationships among the covariates and select the distribution carefully. Otherwise, the
selected model may not reflect the user’s goals. The advantage of the proposed method
is that it allows the specific need for good estimation of the expected response over
a user-specified distribution of interest to be incorporated into the process of model
selection.
The method can also be used to identify a subset of good models for further com-
parison based on non-statistical measures, such as cost of collecting data. Consider,
for instance, Example 2, where based on the MSE quantiles, model 18 (X1 and X1X2)
outperformed model 19 (X1 and X
2
2 ) over a portion of the lower quantiles, potentially
making a preference unclear. The boxplot in Figure 2.9 compares the models location-
by-location and shows that the largest difference in the MSEs in favor of model 18 is
much larger than the largest difference in the MSEs in favor of model 19. So if it were
unnecessary to collect X2 to fit model 18 (which is not the case), and if it is very expen-
sive to collect X2, we may have some justification for preferring model 18 over model
19.
An artifact of the two examples presented in this article is the direct application of
simple linear regression to characterize the relationship between covariates. One situa-
tion in which simple linear regression is not directly applicable would be if the variability
in usage values increased with the age. In such situations we could examine the square
root or natural logarithm variance-stabilizing transformations, or model the variance in
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usage values as a function of the mean age. Obtaining a good characterization of the
relationship between the covariates, so that we can choose a distribution of interest that
is consistent with the data already observed, is an important aspect of this procedure.
It is also important to identify a good estimate of the true, but unknown, quantity
of interest, such as the battery performance in the real application. Our simulation
study has indicated that a weighted average of the estimates from all the models under
consideration works well, where the weights are based on MCCV(nv).
Finally, in the simulation study, we observe that when multicollinearity exists be-
tween the covariates, our proposed methodology outperforms all-subsets selection with
the AIC and BIC, and selection via MCCV(nv), especially when we are interested in
protecting against the worst-case scenarios. We also see that when multicollinearity does
not exist, our proposed methodology may not improve estimation ability, depending on
the true model. However, when reduction from the full model is expected, our new
method is often the best and is robust to the lack of multicollinearity.
35
Table 2.1 AIC values, BIC values, and MCCV(nv) Γ̂’s for all models under
consideration, where the smallest values are bold, and the second
smallest values are italic.
Terms
Model X1 X2 X1X2 AIC Value BIC Value CV Γ̂
1 0 0 0 154.53 155.52 2370.32
2 0 0 1 103.94 105.93 320.65
3 0 1 0 93.13 95.13 134.26
4 0 1 1 94.39 97.38 205.80
5 1 0 0 99.54 101.53 172.38
6 1 0 1 89.59 92.58 161.45
7 1 1 0 71.79 74.77 49.22
8 1 1 1 73.07 77.05 71.73
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Table 2.2 Summary statistics for carrying out the screening process in Ex-
ample 2.
95th percentile mean
# terms model value rank value rank
0 none (1) 0.0290 1 (32) 0.0232 1 (32)
1 X1 (17) 0.0023 1 (5) 0.0010 1 (4)
1 X2 (9) 0.0038 2 (12) 0.0011 2 (5)
1 X1X2 (2) 0.0069 4 (26) 0.0021 3 (21)
1 X21 (5) 0.0047 3 (18) 0.0023 4 (22)
2 X1, X
2
2 (19) 0.0019 1 (2) 0.0007 1 (1)
2 X1, X1X2 (18) 0.0020 3 (4) 0.0008 2 (2)
2 X1, X2 (25) 0.0019 2 (3) 0.0010 3 (3)
3 X1, X
2
2 , X1X2 (20) 0.0018 1 (1) 0.0014 1 (8)
3 X1, X2, X1X2 (26) 0.0029 4 (9) 0.0016 2 (9)
3 X1, X2, X
2
2 (27) 0.0054 7 (25) 0.0016 3 (10)
3 X1, X
2
1 , X1X2 (22) 0.0027 2 (7) 0.0016 4 (12)
3 X1, X
2
1 , X
2
2 (23) 0.0028 3 (8) 0.0017 5 (14)
4 X1, X
2
1 , X
2
2 , X1X2 (24) 0.0027 1 (6) 0.0016 1 (13)
4 X1, X2, X
2
2 , X1X2 (28) 0.0048 3 (20) 0.0018 2 (16)
4 X1, X2, X
2
1 , X
2
2 (31) 0.0048 2 (19) 0.0020 3 (17)
5 X1, X2, X
2
1 , X
2
2 , X1X2 (32) 0.0053 1 (24) 0.0021 1 (20)
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Table 2.3 The best models based on all-subsets selection with the AIC and
BIC and via MCCV(nv) in Example 2.
model # terms factorial representation terms AIC value
27 3 (1,1,0,1,0) X1, X2, X
2
2 −387.3026
26 3 (1,1,0,0,1) X1, X2, X1X2 −386.9602
21 2 (1,0,1,0,0) X1, X
2
1 −386.0783
18 2 (1,0,0,0,1) X1, X1X2 −385.7923
28 4 (1,1,0,1,1) X1, X2, X
2
2 , X1X2 −385.6040
BIC value
21 2 (1,0,1,0,0) X1, X
2
1 −379.8457
18 2 (1,0,0,0,1) X1, X1X2 −379.5597
27 3 (1,1,0,1,0) X1, X2, X
2
2 −378.9924
26 3 (1,1,0,0,1) X1, X2, X1X2 −378.6501
20 3 (1,0,0,1,1) X1, X
2
2 , X1X2 −376.3882
CVΓ̂
19 1 (1,0,0,1,0) X1, X
2
2 0.00197
17 1 (1,0,0,0,0) X1 0.00198
18 2 (1,0,0,0,1) X1, X1X2 0.00204
25 2 (1,1,0,0,0) X1, X2 0.00216
21 2 (1,0,1,0,0) X1, X
2
1 0.00228
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Table 2.4 Simulation results from the nine combinations of correlation level
and distribution of interest, averaged over the five true models,
where bold values are minimums across rows.
Correlation-0.00; Distribution-1
Proposed Method AIC BIC MCCV(nv)
Mean 0.3071 0.2570 0.2376 0.2341
Median 0.1639 0.1498 0.1290 0.1175
90th Percentile 0.7432 0.6428 0.6030 0.5516
95th Percentile 1.0222 0.8582 0.8273 0.9157
Correlation-0.80; Distribution-1
Mean 0.4363 0.4522 0.4483 0.4547
Median 0.3084 0.2082 0.2556 0.3050
90th Percentile 0.8763 1.1970 1.0269 0.9455
95th Percentile 1.1571 1.7882 1.6084 1.3417
Correlation-0.95; Distribution-1
Mean 0.4285 0.5751 0.5229 0.4944
Median 0.2854 0.2623 0.2841 0.3016
90th Percentile 0.8316 1.5673 1.1211 0.9551
95th Percentile 1.1484 2.3819 2.0452 1.5566
Correlation-0.00; Distribution-2
Mean 0.0936 0.0982 0.0910 0.0908
Median 0.0605 0.0750 0.0655 0.0611
90th Percentile 0.2164 0.2087 0.2031 0.2057
95th Percentile 0.2840 0.2627 0.2598 0.2759
Correlation-0.80; Distribution-2
Mean 0.1158 0.1145 0.1229 0.1308
Median 0.0898 0.0906 0.0936 0.0966
90th Percentile 0.2351 0.2374 0.2612 0.2878
95th Percentile 0.3233 0.3053 0.3390 0.3514
Correlation-0.95; Distribution-2
Mean 0.0916 0.1140 0.1170 0.1179
Median 0.0724 0.0855 0.0827 0.0833
90th Percentile 0.1860 0.2513 0.2613 0.2630
95th Percentile 0.2478 0.3134 0.3234 0.3199
Correlation-0.00; Distribution-3
Mean 0.1468 0.1237 0.1155 0.1148
Median 0.0752 0.0820 0.0667 0.0629
90th Percentile 0.3772 0.2895 0.2815 0.2830
95th Percentile 0.4895 0.3920 0.3846 0.4028
Correlation-0.80; Distribution-3
Mean 0.1298 0.1329 0.1449 0.1553
Median 0.0802 0.0911 0.0919 0.1083
90th Percentile 0.3199 0.3099 0.3416 0.3519
95th Percentile 0.3916 0.3960 0.4226 0.4323
Correlation-0.95; Distribution-3
Mean 0.1016 0.1211 0.1273 0.1296
Median 0.0679 0.0829 0.0829 0.0834
90th Percentile 0.2400 0.2798 0.2929 0.2933
95th Percentile 0.3175 0.3571 0.3733 0.3765
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Table 2.5 Simulation results from the nine combinations of correlation level
and distribution of interest, averaged over the four true mod-
els (excluding the full model), where bold values are minimums
across rows.
Correlation-0.00; Distribution-1
Proposed Method AIC BIC MCCV(nv)
Mean 0.1888 0.2464 0.2206 0.1940
Median 0.0930 0.1364 0.1105 0.0949
90th 0.4437 0.6332 0.5834 0.4748
95th 0.6880 0.8454 0.8062 0.7249
Correlation-0.80; Distribution-1
Mean 0.2459 0.3887 0.3325 0.2892
Median 0.1172 0.1568 0.1371 0.1316
90th 0.5476 1.0442 0.7689 0.6283
95th 0.8090 1.6748 1.3876 1.0214
Correlation-0.95; Distribution-1
Mean 0.2471 0.4946 0.3848 0.3274
Median 0.1094 0.1629 0.1347 0.1303
90th 0.4986 1.4391 0.8574 0.6356
95th 0.7875 2.3569 1.9061 1.2817
Correlation-0.00; Distribution-2
Mean 0.0767 0.0950 0.0857 0.0800
Median 0.0514 0.0715 0.0596 0.0534
90th 0.1701 0.2061 0.1980 0.1846
95th 0.2379 0.2601 0.2524 0.2431
Correlation-0.80; Distribution-2
Mean 0.0942 0.1062 0.1093 0.1128
Median 0.0655 0.0796 0.0749 0.0743
90th 0.2147 0.2310 0.2547 0.2826
95th 0.3105 0.3000 0.3366 0.3453
Correlation-0.95; Distribution-2
Mean 0.0803 0.1088 0.1074 0.1070
Median 0.0633 0.0825 0.0770 0.0768
90th 0.1673 0.2394 0.2396 0.2380
95th 0.2286 0.3037 0.3001 0.2934
Correlation-0.00; Distribution-3
Mean 0.0968 0.1193 0.1083 0.0991
Median 0.0516 0.0787 0.0595 0.0536
90th 0.2369 0.2824 0.2708 0.2473
95th 0.3394 0.3841 0.3703 0.3421
Correlation-0.80; Distribution-3
Mean 0.1186 0.1245 0.1288 0.1326
Median 0.0708 0.0846 0.0777 0.0768
90th 0.3047 0.2941 0.3226 0.3282
95th 0.3778 0.3850 0.4023 0.4076
Correlation-0.95; Distribution-3
Mean 0.0988 0.1180 0.1213 0.1228
Median 0.0649 0.0805 0.0776 0.0774
90th 0.2365 0.2755 0.2832 0.2837
95th 0.3132 0.3495 0.3592 0.3615
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Table 2.6 Proportion of times each model is chosen out of 2,000, when the
true model is 7, with β0 = 0, β1 = 2, β2 = 2, β12 = 0, and σ
2 = 1,
the correlation level is 0.95, and the distribution of interest is 1.
Model Proposed Method AIC BIC MCCV(nv)
none (1) 0.0000 0.0000 0.0000 0.0000
X1X2 (2) 0.0000 0.0000 0.0000 0.0000
X2 (3) 0.0660 0.0625 0.1315 0.1840
X2, X1X2 (4) 0.0015 0.0085 0.0075 0.0070
X1 (5) 0.2445 0.3560 0.5430 0.6225
X1, X1X2 (6) 0.0010 0.0795 0.0550 0.0360
X1, X2 (7) 0.6840 0.3855 0.2355 0.1440
X1, X2, X1X2 (8) 0.0030 0.1080 0.0275 0.0065
Table 2.7 Proportion of times each model is chosen out of 2,000, when the
true model is 7, with β0 = 0, β1 = 2, β2 = 2, β12 = 0, and σ
2 = 1,
the correlation level is 0, and the distribution of interest is 2.
Model Proposed Method AIC BIC MCCV(nv)
none (1) 0.0000 0.0000 0.0000 0.0000
X1X2 (2) 0.0000 0.0000 0.0000 0.0000
X2 (3) 0.0000 0.0000 0.0000 0.0000
X2, X1X2 (4) 0.0000 0.0000 0.0000 0.0000
X1 (5) 0.0000 0.0000 0.0000 0.0000
X1, X1X2 (6) 0.0000 0.0000 0.0000 0.0000
X1, X2 (7) 0.9950 0.8030 0.9065 0.9745
X1, X2, X1X2 (8) 0.0050 0.1970 0.0935 0.0255
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(a) (b)
(c) (d)
Figure 2.1 (a) Scatter plot of X2 versus X1 in Example 1 (Neter et al., 1996,
p. 253). (b) Possible distribution of interest in Example 1, where
x’s represent points sampled from the distribution of interest
and o’s represent the observed covariate points. (c) Possible
distribution of interest in Example 1, where x’s represent points
sampled from the distribution of interest and o’s represent the
observed covariate points. (d) Scatter plot of X2 versus X1 in
Example 1. The solid line is the fitted regression line, and the
broken lines are the fitted regression line ± 1 and 2 standard
deviations. The overlaid normal densities are given by (2.2).
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Figure 2.2 Boxplots of the MSE, Bias2, and Variance in Example 1, omit-
ting models 1 and 2.
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Figure 2.3 (a) FCD curves of the MSEs for the three best models in Ex-
ample 1. (b) FCD curves of the root MSEs for the three best
models in Example 1.
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Figure 2.4 FCD curves of models 4 (X2, X1X2), 7 (X1, X2), and 8
(X1, X2, X1X2) with different weights transformations.
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Figure 2.5 Scatter plots of Y versus X1 (upper left), Y versus X2 (upper
right), and X2 versus X1 (lower left), in Example 2.
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Figure 2.6 Observed covariate points and points sampled from the distri-
bution of interest in Example 2.
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Figure 2.7 Boxplots of the MSE, Bias2, and Variance for the models in
Table 2 in Example 2.
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Figure 2.8 (a) FCD curves of the MSEs for models 18 (X1, X1X2) and 19
(X1, X
2
2 ) in Example 2. (b) FCD curves of the root MSEs for
models 18 and 19 in Example 2.
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Figure 2.9 Location-by-location differences in MSEs between models 18
(X1, X1X2) and 19 (X1, X
2
2 ) in Example 2.
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Figure 2.10 Observed covariate points (o’s) and simulated points (x’s) from
the distribution of interest for the nine combinations of corre-
lation level and distribution of interest.
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Figure 2.11 Graphical display of the simulation results in Table 2.5 for the
mean.
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CHAPTER 3 PREDICTION-BASED MODEL SELECTION
FOR BAYESIAN MULTIPLE REGRESSION MODELS
A paper in preparation for the Journal of Quality Technology
Adam Pintar, 1 Christine M. Anderson-Cook, 2 and Huaiqing Wu 3
Abstract
Model selection is an important part of model building for Bayesian linear models
when the number of possible model terms is large. The most common approaches fo-
cus on posterior model probabilities or the deviance information criterion. This article
proposes an alternative strategy that considers how the model will be used after it is
selected and chooses models based on their predictive ability over a user-specified por-
tion of the covariate space, which is defined by a joint probability distribution called the
distribution of interest. Because it is difficult to summarize the “goodness” of a model
with a single number, we discuss a suite of numerical and graphical tools for detailed
comparisons of different models. These tools help select a best model or a collection
of good models based on their prediction performances over covariate locations likely
to arise from the distribution of interest. The proposed method is illustrated with two
examples. The first example motivates and illustrates the new method while the second
1Graduate Student, Department of Statistics, Iowa State University
2Scientist 4, Statistical Sciences Group, Los Alamos National Laboratory
3Associate Professor, Department of Statistics, Iowa State University
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example considers what to do when comparing thousands of models. We also present
simulation results demonstrating where the new method produces improvements in pre-
diction ability.
KEY WORDS: Variable Selection; Deviance Information Criterion; Posterior Probabil-
ity; Lk Norm; Bayesian Model Averaging; Correlated Variables
3.1 Introduction
Model selection is an important step in the process of building a Bayesian multiple
regression model. If too many predictors are included, the spread of posterior distri-
butions for model parameters or predictions may by unnecessarily large. If too few
predictors are included, the posterior distributions may lead to biased point and inter-
val estimates. This article considers a new model selection methodology for Bayesian
multiple regression models with a focus on obtaining good prediction in a user-specified
portion of the covariate space.
3.1.1 Motivation
We begin by defining the Bayesian multiple regression model, henceforth denoted by
BMRM:
(
yi|βm, σ2m
) indep∼ N [(βm)′xmi , σ2m]; i = 1, 2, · · · , n(
βm, σ2m
) ∼ gm (3.1)
where m = 1, 2, · · · , Nmod indexes the models under consideration. Note that gm serves
generically as the joint prior probability density function (pdf) for βm and σ2m. In Section
3.2, appropriate forms for gm are considered.
Several procedures for model selection exist for BMRM’s, but all of those procedures
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consider only the observed data. If the primary goal of building a BMRM is prediction
at user-specified covariate locations, that goal should factor into the model selection
process. Chapter 2 considers a similar goal for frequentist multiple regression models.
In Section 3.2 we consider an example where the warehouse manager receiving shipments
uses the number of drums and the total weight of the shipment to predict the amount
of time required to process the shipment. If the manager of the warehouse wishes to
predict handling times for larger than typical shipments, the goal is to select a model
that predicts well outside of the observed data range. However, as one would expect, the
number of drums and the total weight of the shipment are correlated. So defining the
(number of drums, total weight) pairs that are larger than typical is not straightforward.
The ability of the new method, the prediction-based model selection method (PBMSM),
to handle such situations distinguishes it from current methods.
The above motivation is based on the need to extrapolate. The dangers in extrapola-
tion are well known and documented by statisticians. However, in practice, extrapolation
is sometimes necessary, and we are not promoting the use of statistical methods for ex-
trapolating except when answering questions of interest that require it. We acknowledge
that when the goal of model building is extrapolation, it should be integrated into the
model selection process. However, the PBMSM is not limited to extrapolation. The
second example considers good prediction throughout the design region from a designed
experiment.
3.1.2 Existing Work
This section reviews current model selection procedures for BMRM’s, methods for
quantifying the discrepancy between functions, and some graphical tools. Discrepancy
measures and graphical tools are related to the new method since they form the basis
of the model comparisons.
This review of model selection procedures for BMRM’s is not meant to be exhaustive,
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but considers selection procedures to which the PBMSM is compared. The deviance
information criterion (DIC) is introduced in Spiegelhalter et al. (2002), and can be
described at a high level as a measure of a model’s fit to the data plus a penalty for
model complexity. In this manner, it is similar to the Akaike information criterion
(AIC) (Akaike, 1974) and Bayesian Information criterion (BIC) (Schwarz, 1978) with
the best models having lower DIC values. The DIC draws a nice connection between
frequentist model selection methods and Bayesian model selection methods. However,
a more natural procedure exists in the Bayesian paradigm.
In the Bayesian paradigm, it is natural to cast the model as another parameter and
calculate its posterior probability. Once posterior model probabilities are calculated,
several approaches exist. One approach is simply to select the model with the highest
posterior probability. Another approach in Barbieri and Berger (2004) is the median
posterior model, henceforth denoted by the MPM, which includes model terms with
posterior probability greater than 0.5. Under certain conditions, Barbieri and Berger
(2004) prove that the MPM is optimal for prediction in BMRM’s.
A third procedure, described in George and McCulloch (1993), assigns each regression
coefficient a prior distribution that depends on model m. If the regression coefficient is
absent from model m, its prior distribution is normal with mean zero and small variance.
If the regression coefficient is present in model m, its prior distribution is normal with
mean zero and larger variance. Then, gm is taken as the product of the marginal prior
distributions. The prior distribution for σ2 does not change with m, but is chosen to
have a convenient form.
Since this article considers the Bayesian paradigm for inference, decisions about
the predictive ability of a model are based on posterior distributions. Consider two
competing models m1 and m2, and let ∆0 be the ideal value of a quantity of interest
common to both m1 and m2. The ideal value, ∆0, represents the actual value of what
we are predicting. In the warehouse example, it is the mean time to process a shipment.
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For m1 and m2, ∆m1 and ∆m2 represent the quantities of interest, respectively. Now,
let Fm1 and Fm2 represent the posterior cumulative distribution functions (cdfs) for ∆m1
and ∆m2 , respectively, and let F represent the posterior cdf of a point mass at ∆0.
Specifically, we choose F to be a step function shifting from 0 to 1 at ∆0. The model
that is best for predicting ∆0 is the one whose posterior cdf most closely approximates
F . To compare the relative performance of models, we propose a distance or discrepancy
measure between the posterior cdfs and F inspired by the Lk distance between functions
(see Athreya and Lahiri, 2006, pages 90–91).
In the PBMSM, two graphical tools are used to compare distributions of discrepancy
measures. Boxplots are effective in making rough comparisons among distributions,
and the fraction of covariate distribution (FCD) plot allows for finer distinctions among
models to be compared. The FCD plot is similar to the fraction of design space (FDS)
plots introduced in Zahran et al. (2003). Chapter 2 uses boxplots and FCD plots to
examine the distributions of prediction mean squared error (MSE). In Ozol-Godfrey
et al. (2005), FDS plots are used to compare prediction in design space among competing
designs for generalized linear models.
The remainder of the article is organized as follows. Section 3.2 describes the PBMSM
with an example. Section 3.3 considers the setup and results of a simulation study, which
aims to compare the PBMSM to existing methods with respect to prediction ability.
Section 3.4 describes a second example with a very large number of candidate models.
Section 3.5 gives some concluding remarks.
3.2 Methodology
The model selection methodology in this article is described generally by a sequence
of four steps:
1. Select and characterize the user-specified distribution of interest over the covariate
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space.
2. Sample points randomly from that distribution.
3. Estimate the amount of discrepancy between the posterior distribution of the quan-
tity being predicted and the ideal value at each point sampled in step 2 for each
model under consideration.
4. Compare models graphically based on the discrepancy estimates to select a best
model or group of models.
These steps match those in Chapter 2, with one important distinction. In the Bayesian
paradigm the notion of prediction MSE, which combines bias and variance, does not
exist, and hence we use a different quantity, which uses the entire posterior distribution
at each location to compare competing models. A discrepancy between the posterior
cdf of the quantity we are predicting for a particular model and the ideal value of that
quantity is proposed.
3.2.1 The Distribution of Interest
The distribution of interest (DI) defines covariate locations at which the user wishes
to make predictions. The DI is one feature of this model selection algorithm that dis-
tinguishes it from standard procedures, which evaluate competing models based only
on the observed data. The DI summarizes where the user wishes to make predictions,
and the new method uses this information to influence the model selection procedure.
Defining the DI is a crucial step in the algorithm because the DI should be chosen to be
consistent with covariate points where the model will be used. Different forms may be
relevant for different DIs, and the choice of a DI is situation specific.
Consider the chemical shipment example on page 253 of Neter et al. (1996) and in
Chapter 2 (called Example 1 throughout). Here,
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Y = the time in minutes to handle a shipment of drums
X1 = the number of drums in the shipment
X2 = the total weight of the shipment in hundreds of pounds.
The collection of models considered is all subsets (23 = 8 models) of a full model, with
two main effects and the single two-factor interaction. Assume that the warehouse man-
ager is expecting larger-than-typical shipments in terms of the number of drums. The
goal is to use the observed data to develop a Bayesian regression model that accurately
predicts the time to handle these new shipments. The new shipments are assumed to
have between 25 and 30 drums, but have unknown weight. To choose a DI, the manager
must define a joint distribution on (X1, X2). A first step in this process is to examine the
empirical relationship between covariates. A scatter plot of X2 versus X1 is presented
in Figure 3.1. The o’s are the observed covariate points, and the line is the least squares
regression line. The scatter plot depicts a positive linear relationship between X1 and
X2. Thus, a simple linear regression model describes plausible values of X2 for a given
value of X1. Specifically, the distribution of X2 conditional on X1 is assumed to be
normal. The line in Figure 3.1 is given by the equation EX2 = −1.06 + 0.85X1, and σ2,
a measure of variability around that line, is 3.96. So
f(x2|x1) = 1√
2pi(3.96)
exp
{ −1
2(3.96)
(x2 + 1.06− 0.85x1)2
}
. (3.2)
Using the assumed size of the new shipments, a natural choice for the marginal distribu-
tion of X1 is the uniform distribution on the integers {25, 26, · · · , 30}, denoted by f(x1).
The joint probability density is the product of f(x2|x1) and f(x1), which defines the DI.
Figure 3.2 depicts a sample from f(x2|x1)f(x1).
To characterize the empirical relationship between X1 and X2 to define the DI, the
method of least squares was used. The use of least squares can be thought of as a
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heuristic method to define the DI. In some situations, the user of the PBMSM may not
need statistical methods to define the DI, as the DI may be naturally defined by the
problem context. Such an example is presented in Section 3.4. Finally, in this shipment
example, the observed relationship between X1 and X2 was assumed to hold outside of
the data range. One should always be cautious with such an assumption, and base it on
underlying science whenever possible. If that assumption is not true, predictions made
at covariate locations are unlikely to match the true process.
3.2.2 Sampling From the Distribution of Interest
The DI defines covariate locations at which predictions are likely to be sought. Be-
cause a model’s ability to predict changes at different locations, the DI actually induces
a distribution of prediction abilities for each model. The goal is to choose a model that
predicts well over the entire DI. To assess a model’s prediction ability over the entire
DI, one must evaluate the prediction ability of each model at many locations. A way
to cover all areas where the DI puts non-trivial mass is randomly sampling from the
DI, which is often straightforward to implement. To sample from the DI in Example
1, a random sample from f(x1) is first drawn. Then, for each sampled X1, a random
draw from f(x2|x1) is taken. The number of samples taken from the DI, Nnew, should
adequately cover the DI, but not be too large to be computationally infeasible.
Another natural DI is a uniform distribution over a non-rectangular region. An
example in two dimensions might be a non-rectangular parallelogram. A rejection algo-
rithm can easily be constructed to sample from such a DI (see Casella and Berger, 2002,
p. 253). To sample uniformly from a non-rectangular parallelogram, first sample from
the smallest rectangle containing the parallelogram, and then keep only points inside
the parallelogram.
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3.2.3 Model Estimation and the Discrepancy Measure
Model estimation and evaluation of the prediction ability via the discrepancy mea-
sure are discussed separately here because they provide their own unique challenges.
For model estimation, the computational intensity of estimating many models can be
challenging. For estimating the discrepancy measure, finding a reasonable surrogate for
the ideal result requires special approaches.
3.2.3.1 Model Estimation
The general form of the BMRM is given in (3.1). Model estimation in the Bayesian
paradigm is concerned with calculating pm(βm, σ2m|y) (the posterior distribution) from
the observed yi’s and (3.1). For some simple forms of g
m, pm is available in closed form,
and one such form of gm is
gm(βm, σ2m) =
1
σ2m
; σ2m ∈ (0,∞); βm ∈ RDm . (3.3)
In (3.3), Dm refers to the dimension of β
m. Gelman et al. (2004) refer to the form
of gm in (3.3) as the standard non-informative prior distribution, and they state that
pm(βm, σ2m|y) is proper under this prior when the model matrix is full rank and the
sample size is larger than Dm. Throughout this paper, it is assumed that g
m is given by
(3.3) since in a model selection context, specific prior information about model parameter
values may not exist. The closed form expression for pm under the prior form in (3.3) is
given by
pm(βm, σ2m|y) = pm(βm|σ2m,y)pm(σ2m|y) (3.4)
where
pm(βm|σ2m,y) = (2piσ2m)−Dm/2|Vm|−1/2 exp
{
1
2σ2m
(βm − β̂m)′V −1m (βm − β̂m)
}
, (3.5)
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and
pm(σ2m|y) =
(νm/2)
(νm/2)
Γ(νm/2)
sνmm (σ
2
m)
−(νm/2+1) exp
{−νms2m
2σ2m
}
. (3.6)
Note that (3.5) is a multivariate normal distribution with mean vector β̂m, and variance-
covariance matrix σ2Vm. Since these quantities define parameters of a posterior distri-
bution, they are functions of the observed data. Specifically,
β̂m = [(Xm)′Xm]−1(Xm)′y, (3.7)
and
Vm = [(X
m)′Xm]−1 (3.8)
where
Xm =

(xm1 )
′
(xm2 )
′
...
(xmn )
′

. (3.9)
We assume the models are parametrized so that [(Xm)′(Xm)] is non-singular. Similarly,
since (3.6), a scaled inverse χ2 distribution, is the marginal posterior distribution of σ2,
its parameters are also functions of the observed data. Specifically,
νm = n−Dm, (3.10)
and
s2m =
1
νm
(y −Xmβ̂m)′(y −Xmβ̂m). (3.11)
Although (3.4) has a convenient closed form, it is still complicated. Thus, quanti-
ties of interest are estimated using Nsamp samples from (3.4). Sampling from (3.4) is
straightforward since (3.5) and (3.6) are multivariate normal and inverse scaled χ2 pdf’s,
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respectively. Markov chain Monte Carlo (MCMC) methods are not required for the prior
form in (3.3). In the model selection setting, non-informative flat priors are generally
applicable. However, the Bayesian approach allows us to incorporate prior knowledge
if such knowledge exists. This prior knowledge can be incorporated without losing the
convenience of a closed form posterior. In the BMRM setting, conjugate priors exist for
βm and σ2m of the form β
m ∼ N(q, σ2mR) and abσ2m ∼ χ
2
a.
In the preceding paragraph, methods for sampling from the posterior distribution
of βm were discussed, but these need to be converted to the important posterior dis-
tribution, µm(xmnew) = E[y(x
m
new)|βm] = (βm)′xmnew. Here, xnew generically refers to a
covariate location sampled from the DI, and xmnew is its form for model m. Note that
a sample from the posterior distribution of βm can be transformed into a sample from
the posterior distribution of µm(xmnew), and that sample can be used to approximate
properties of the posterior distribution of µm(xmnew). Since Nnew covariate locations are
sampled from the DI, Nnew posterior distributions are approximated for all Nmod mod-
els. A single sample of Nsamp β
m’s from (3.4) are used to explore all Nnew posterior
distributions to reduce the computational burden. To ensure that this is reasonable, the
PBMSM was carried out with Nsamp = 5, 000 and Nsamp = 10, 000, respectively. The
dissimilarity between the corresponding results was trivial, as shown in Section 3.2.4.
3.2.3.2 Approximating µ(xnew)
The ideal value, µ(xnew), is the quantity being predicted at the covariate location
xnew. In the shipment example, µ(xnew) is the mean time to process a shipment of x1,new
drums weighing 100∗x2,new pounds. To judge the prediction abilities of the models under
consideration, a reasonable surrogate for the ideal value, µˆ(xnew), is calculated. This is
important because some models may lead to a posterior distributions of µm(xmnew) with
small spreads but large biases, while others may lead to posterior distributions with large
spreads and small biases. The surrogate is necessary to judge the bias of a model. Since
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a priori it is unknown which models under consideration lead to good point estimates
of µ(xnew), Bayesian model averaging (BMA) is used because it combines information
from all models. A point prediction, µˆm(xmnew) (say the posterior mean), is taken from
each model, and all the predictions are combined through weighted averaging. A model’s
weight is chosen to be its posterior probability. Specifically,
µˆ(xnew) =
Nmod∑
i=1
wiµˆ
i(xinew) (3.12)
where
∑Nmod
i=1 wi = 1. In the case that model parameters are assigned proper priors, wi
will be the posterior probability of model i, P (M = i|y). Here, model parameters are
assigned improper priors, so P (M = i|y) is not well defined. The reason for this and a
reasonable substitute is discussed below.
An easily calculated approximation to a model’s posterior probability is given by
Raftery (1995, p. 145);
P (M = m|y) ≈ exp{
−1
2
BICm}∑Nmod
i=1 exp{−12 BICi}
(3.13)
where BICi is the Bayesian information criterion (BIC) for model i (see Schwarz, 1978).
Equation (3.13) assumes that the prior probability of each model is equal. For unequal
priors, it can be generalized to
P (M = m|y) ≈ exp{
−1
2
BICm}pim∑Nmod
i=1 exp{−12 BICi}pii
(3.14)
where pii is the prior probability associated with model i. Since (3.13) and (3.14) are
not functions of the prior distributions of the model parameters, they can be used in our
situation. Approximations (3.13) and (3.14) are derived by approximating the marginal
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pdf of y for model m, say p(y|M = m), as
p(y|M = m) ≈ exp{−1
2
BICm}. (3.15)
This approximation uses the Laplace method for integrals and the asymptotic likelihood
theory. See Raftery (1995) for more details on the derivation.
If model parameters are assigned proper prior distributions, an MCMC algorithm can
be used to sample realizations from the posterior distribution of (βm, σ2m, m). Carlin and
Chib (1995) present a Gibbs algorithm for sampling from the product space A1 =M×
S1×S2×· · ·×SNmod whereM is the model space, and Sm is the space in which (βm, σ2m)
exists. Another algorithm (Dellaportas et al., 1998) mixes the previous algorithm with a
Metropolis-Hastings algorithm for sampling from A1. Green (1995) suggested reversible
jump MCMC, which samples from the space A2 = ∪m∈M [Sm × {m}]. Since A2 is
potentially much smaller than A1, reversible jump MCMC can be more efficient than
either the Gibbs or M-H algorithm. The drawback is that Reversible Jump MCMC is
typically more complicated to implement.
Using any of the three MCMC methods described above to calculate posterior model
probabilities under any prior information is appealing. However, great care should be
taken when incorporating prior information into the calculation of posterior model prob-
abilities. Unlike posterior distributions for parameters conditional on a model, which
are often robust to sensible prior information, posterior model probabilities can be quite
sensitive to prior information. Kass and Raftery (1995, pp. 782–783) discuss the sensi-
tivity of Bayes factors, whose definition is in terms of posterior probabilities (see Carlin
and Louis, 2000, p. 40). Furthermore, using standard improper prior information in the
calculation of posterior model probabilities is inappropriate because posterior probabil-
ities are not well defined in that setting. To see why, let θm = [(βm)′, σ2m]
′ represent
the parameter vector for model m; gm(·|M = m) = cmhm(·), that is gm ∝ hm; and
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Lm(y|θm,M = m) be the likelihood for model m. Then,
P (M = m|y) = c
mpim
∫
Lm(y|θm,M = m)hm(θm)dθm∑Nmod
i=1 c
ipii
∫
Li(y|θi,M = i)hi(θi)dθi .
Thus, cm must be known to calculate the posterior probability of model m. In the case
where
∫
hm(θm)dθm = ∞, for example hm(θm) = 1
σ2m
, cm is not well defined. Hence,
the posterior probability of model m is not well defined. Kass and Raftery (1995, pp.
781–783) and Carlin and Louis (2000, pp. 40–41) discuss this issue for Bayes Factors.
Even the use of proper flat priors that approximate improper flat priors is not
recommended. To see why, consider the situation where a model with a constant
mean is compared to a simple linear regression model, for which θ1 = (β
(1)
0 , σ
2
1)
′ and
θ2 = (β
(2)
0 , β
(2)
1 , σ
2
2)
′. Suppose that all regression parameters a-priori have independent
uniform distributions on (−a, a), and that independent of the regression parameters,
the variance parameters a-priori have uniform distributions on (0, b). This implies
g1(θ1|M = 1) = ( 1
2a
)(1
b
) and g2(θ2|M = 2) = ( 1
2a
)2(1
b
). The posterior odds in favor
of model 1 are then
P (M = 1|y)
P (M = 2|y) = 2a
pi1
∫
L1(y|θ1)dθ1
pi2
∫
L2(y|θ2)dθ2
Thus, if
∫
Li(y|θi)dθi <∞ for i = 1, 2, then a can always be made large enough so that
model 1 is favored because of the extra dimension in the parameter vector of model 2.
The previous observations may lead one to believe that when improper prior distri-
butions are used, only the BIC approximations are appropriate for calculating weights in
the approximation of µ(xnew). However, using posterior model probabilities calculated
by temporarily assigning proper prior distributions to the model parameters can be a
reasonable approach if the prior distributions are chosen appropriately (e.g. proper and
not flat). Raftery et al. (1997) propose appropriate prior information in the BMRM
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setting.
Another MCMC algorithm for computing posterior model probabilities is the Markov
chain Monte Carlo model composition (MC3) algorithm (Madigan and York, 1995).
Raftery et al. (1997) consider the MC3 algorithm in the context of BMRM’s, and also
address the issue of appropriate prior information. Their methodology is implemented
in the MC3.REG function of the BMA package (see Raftery et al., 2010) for the R
statistical computing environment (see R Development Core Team, 2010).
To compare the methodology of Raftery et al. (1997) to the BIC approximation, a
small simulation was done. In the simulation, 100 data sets were generated, each with
30 observations and two covariates, as depicted in Figure 3.3. The observed covariate
points are fixed across data sets, but the observed responses change. Eight models were
compared for each data set. The models represented all subsets of the full model with
the two main effects and their two-factor interaction. Posterior model probabilities were
estimated using the BIC approximation and the methodology described in Raftery et al.
(1997). When the BIC approximation is used, prior distributions for the model param-
eters are not chosen because they are not necessary. When the methodology of Raftery
et al. (1997) is used, their choice of prior distributions are used. The probabilities from
both methods pair up naturally, and the 800 pairs (100 simulations × 8 models) are
depicted in Figure 3.4. The diagonal line is the 45◦ line. If the methods matched per-
fectly, each point would fall exactly on the 45◦ line. From Figure 3.4, it is clear that
the procedures do not match perfectly. Further, there is unequal scatter around the line
with more dispersion in the middle than at the ends. However, a strong positive correla-
tion, 0.94, is present in Figure 3.4. The figure indicates that for high and low posterior
probabilities, the methods match up well. This is intuitive because any sound method-
ology should be able to identify very good and very bad models. The most discrepancy
between the methods is observed for intermediate posterior probabilities. This also is
intuitive because models for which the data are uncertain will be the most sensitive
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methodological differences. Since the BIC approximation and the MC3 methodology
of Raftery et al. (1997) produce consistent results, and the BIC approximation is less
computationally burdensome, the BIC approximation is used in the remainder of the
article.
3.2.3.3 The Discrepancy Measure
Recall that the goal of Section 3.2.3 is to illustrate a measure of prediction ability
upon which to base model comparisons. In Section 3.2.3.1, sampling from the posterior
distribution of µm(xmnew) at each xnew was discussed. In Section 3.2.3.2, approximating
µ(xnew) at each xnew was considered. We now use the results of these sections to
define a measure of prediction ability. For prediction in the Bayesian paradigm, the
optimal scenario occurs when the posterior distribution is a point mass at the ideal
value, µ(xnew), that is, when the posterior distribution provides unbiased predictions
with no uncertainty. So to judge the prediction ability of model m at xnew, the posterior
distribution of µm(xmnew) is compared to a point mass at µˆ(xnew), to determine how
different the posterior distribution of µm(xmnew) is from a point mass at µˆ(xnew). If
model m1 is more similar to a point mass at µˆ(xnew) than model m2, then model m1
has better predictive ability than model m2. The discrepancy measure takes a familiar
form.
Let Fmxmnew denote the posterior cdf associated with µ
m(xmnew) and Fxnew denote the
cdf for a point mass at µˆ(xnew). So Fxnew is a step function jumping from 0 to 1 at
µˆ(xnew). A natural way to compare these cdf’s is by integrating their absolute difference,
which is similar to the L1 distance between two functions (see Athreya and Lahiri, 2006,
p. 90). Let
Dm(x
m
new) =
∫ ∞
−∞
|Fmxmnew(u)− Fxnew(u)|du. (3.16)
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Equation (3.16) generalizes to
Dkm(x
m
new) =
{∫ ∞
−∞
|Fmxmnew(u)− Fxnew(u)|kdu
} 1
k
, (3.17)
which is similar to the Lk distance between two functions for k ∈ [1,∞). One should
note that Dkm(x
m
new) is almost identical to Lk in Athreya and Lahiri (2006, p. 90)
except that
∫ |Fmxmnew(u)|du =∞ and ∫ |Fxnew(u)|du =∞. The definition of Lk requires
that
∫ |Fmxmnew(u)|du < ∞ and ∫ |Fxnew(u)|du < ∞, so finite distance is guaranteed.
However, Dkm(x
m
new) is finite under the minimal condition that the posterior distribution
of µm(xmnew) has finite expected value. A proof of this is given in the appendix.
To help understand the metric, Figure 3.5 graphically depicts Dm under four differ-
ent scenarios where “D” in the legend is the value of Dm, and the gray shading lines
graphically represent Dm. In all four scenarios, the step is at µˆ(xnew) = 0. The upper
left graphic depicts a scenario where the expected value of the posterior distribution
of µm(xmnew) matches µˆ(xnew) = 0 well, and the spread of the posterior distribution of
µm(xmnew) is small. The bottom left graphic depicts a scenario where the expected value
of the posterior distribution of µm(xmnew) is shifted from 0, but the spread is still small.
The upper right graphic depicts a scenario where the expected value of the posterior
distribution of µm(xmnew) matches µˆ(xnew) = 0 well, but the spread is large. The bottom
right graphic depicts a scenario where the expected value of the posterior distribution
of µm(xmnew) is shifted from 0, and the spread is large. Note that an expected value close
to µˆ(xnew) with small spread leads to the smallest value of Dm, and expected value far
from µˆ(xnew) with large spread leads to the largest value of Dm.
Taking k to be small is recommended because as k increases Dkm(x
m
new) tends to either
Fmxmnew [µˆ(xnew)] or 1−Fmxmnew [µˆ(xnew)]. To see why, consider the following argument. Note
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that
lim
k→∞
[∫
R
|Fmxmnew(u)− Fxnew(u)|kdu
] 1
k
= sup
u∈R
{|Fmxmnew(u)− Fxnew(u)|}
=
 F
m
xmnew [µˆ(xnew)] if F
m
xmnew [µˆ(xnew)] ≥ 0.5
1− Fmxmnew [µˆ(xnew)] if Fmxmnew [µˆ(xnew)] < 0.5
since Fxnew is a step function at µˆ(xnew). Thus, D
k
m(x
m
new) reduces to a single property
of Fmxmnew as k increases. Since other important properties of F
m
xmnew are ignored, that
reduction is undesirable. For instance, if Fmxmnew has large spread, the prediction from
Fmxnew has low precision. However, as k increases, the spread is progressively ignored.
For more insight, consider a situation with two competing posterior distributions.
Let F 1x1new
be an N(0, 1) distribution, and let F 2x2new
be an N(0.5, 0.5) distribution. The
N(0, 1) and N(0.5, 0.5) pdf’s are depicted in Figure 3.6. Assume the target, µˆ(xnew),
to be 0.1. Here, D11(x
1
new) = 0.8019, D
1
2(x
2
new) = 0.5202, D
2
1(x
1
new) = 0.4875, and
D22(x
2
new) = 0.4880. So, raising k from 1 to 2 actually changed the relative ranks of the
discrepancy measures. Noting that model 1 is more variable than model 2, it is clear
that k = 1 leads to preferring the less variable distribution function in this situation.
Hence, we use k = 1 in the remainder of this article.
3.2.4 Comparing Models Graphically
The present section assumes Dm(x
m
new) is estimated for m = 1, 2, · · · , Nmod and at
each xnew. The goal is to choose the model with the most desirable distribution of D
1’s.
If we consider only a single location for the DI, accomplishing that goal is easy, and the
model with the smallest D1 is selected. However, for most practical situations where
the DI includes many (likely infinitely many) covariate locations, selecting the most
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desirable distribution of D1’s is not straightforward. Several different aspects of the
distribution of D1’s could be used; one could focus on the average, median, maximum,
or any percentile of the D1’s. However, we recommend a graphical approach so that
many characteristics may be simultaneously examined.
One graphic to consider is a collection of boxplots. Each model will have a corre-
sponding boxplot where the discrepancy measures for each model are used to create the
boxplot. Figure 3.7 contains the set of boxplots for Example 1. It is clear from Figure
3.7 that model 7 (X1 and X2) is the best model since we prefer small values for D
1.
In other model selection scenarios, boxplots may not be sufficient for discerning
among models with similar performances. In these instances, we recommend fraction of
covariate distribution (FCD) plots. FCD plots are also used in Chapter 2, and are similar
to fraction of design space (FDS) plots introduced by Zahran et al. (2003). FCD plots are
made by plotting the ordered discrepancy measures for each model on the vertical axis
and 1
Nmod
, 2
Nmod
, · · · , 1−Nmod
Nmod
, and 1 on the horizontal axis. More specifically, let D1m,(i)
be the ith largest discrepancy measure for model m. Then, the points ( i
Nmod
, D1m,(i)) are
plotted. Figure 3.8 contains the FCD curves for the four most competitive models, 3
(X2 only), 5 (X1 only), 7 (X1 and X2), and 8 (the full model). From Figure 3.8, it is
again clear that model 7 is the best.
Before shifting to the simulation study, we present the results for three other model
selection methods. Two of the methods involve posterior probabilities, and the third
is based on the DIC. The DIC’s and posterior probabilities for all eight models are
presented in Table 3.1. Model 7 (X1 and X2) has the highest posterior probability and
smallest DIC, so those two methods also highlight model 7 as the best. Throughout
the remainder of the article, the model with the highest posterior probability is referred
to as the highest posterior probability Model (HPPM). The third method is referred
to as the median probability model (MPM) in Barbieri and Berger (2004), and is also
derived from the posterior probabilities. The first step in finding the MPM is calculating
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P (term i is in the true model|y) = ∑m∈Bi P (M = m|y), where Bi is the set of models
that contain term i. These probabilities are listed in Table 3.2. Then, each term with
a posterior probability of inclusion over 0.5 is considered to be important. Note that
model 7 is again highlighted as the best.
3.3 Simulation Study
In this section, a simulation study for comparing the new model selection method
to three other methods is presented. The three methods consider model selection based
on the highest posterior probability, the MPM, and the lowest DIC. The study focuses
on a selection method’s prediction ability. More specifically, the distance of a selected
model’s prediction from the true value is evaluated. The term true value, as opposed to
ideal value, is used because the true data generating model is known.
In the simulation study, 45 distinct scenarios are considered. The factors distinguish-
ing the scenarios are correlation level between the predictors, the DI, and the true model.
Each scenario involves two covariates, X1 and X2, and eight models corresponding to all
subsets of a full model with both main effects and the two-factor interaction are consid-
ered. Also for each scenario, 30 data points are observed, and Nnew = 1, 000 covariate
locations are sampled from the DI. Finally, Nsim = 2, 000 data sets are simulated and
analyzed for each scenario.
The different scenarios can be described using experiment design terminology. The
full factorial considers three factors with different numbers of levels: correlation level (3),
DI (3), and true model (5). The three correlation levels are 0, 0.8, and 0.95. The three
DI’s characterize an extrapolated region (labeled DI 1), the entire observed data region
(labeled DI 2), and only a portion of the observed data region (labeled DI 3). These
nine combinations of correlation level and DI are illustrated in Figure 3.9 where the o’s
represent observed covariate points, and the x’s represent sampled locations from the
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DI’s. For all combinations, five true models are examined. Those models are µ(x) = x1,
µ(x) = 2x1, µ(x) = x1 + x2, µ(x) = 2x1 + 2x2, and µ(x) = 2x1 + x2 + x1x2. The “new”
subscript is omitted because the true model applies to both the new locations sampled
from the DI and the observed covariate points. All true models use σ2 = 1.
For each scenario, the simulation uses these steps:
1. Generate a data set from the true model.
2. Perform model selection with each of the following four methods where models
are assumed equally likely a-priori, and the model parameters are assigned the
standard improper priors:
• The new method without graphically comparing models (to be described
shortly);
• Selecting the model with the highest posterior probability;
• Selecting the MPM (Barbieri and Berger, 2004);
• Selecting the model with the lowest DIC (Spiegelhalter et al., 2002).
3. Quantify the prediction error, Em =
1
Nnew
∑Nnew
i=1 [µ̂
m(xmnew,i) − µtrue(xnew,i)]2, of
each selected model where m is one of mPBMSM , mHPPM , mMPM , or mDIC chosen
by its respective model selection algorithm, and µ̂m(xmnew,i) is the mean of the
posterior distribution of µm(xmnew,i) for xnew,i, the ith covariate location sampled
from the DI.
The prediction error, Em, is the average squared distance (over the points sampled from
the DI) from a selected model’s prediction to the true value. Since the goal of the
simulation study is to assess the prediction ability of the four selection algorithms, Em
is a natural metric to use. If a selection algorithm leads to predictions far from the true
value, Em will be large; if a selection algorithm leads to predictions close to the true
73
value, Em will be small. In each of the 45 scenarios, each selection methodology has
Nsim = 2, 000 simulation values, Em’s, which we summarize for each methodology with
the mean, median, and 90th and 95th percentiles.
Since the new model selection procedure is repeated many times across the many
data sets and scenarios, graphical comparisons are impossible. (We still recommend
graphical comparisons for an individual analysis because many considerations can be
factored into the selection decision.) An appropriate automated numerical summary of
{Dm(xmnew,i)|i = 1, 2, · · · , Nnew} is used in the simulation study. Let qα(Dm) be the α
percentile of {Dm(xmnew,i)|i = 1, 2, · · · , Nnew}. Then, the summary of {Dm(xmnew,i)|i =
1, 2, · · · , Nnew} is ζm = 111
∑11
j=1 qαj(Dm) where α1 = 0.05, α2 = 0.1, α3 = 0.2, · · · ,
α10 = 0.9, and α11 = 0.95. The model with the smallest value of ζm is used as the best
for the new method.
Table 3.3 summarizes the results of the simulation study. Consider 0.5605 in the third
row of the first column, which corresponds to the PBMSM. For each of the five models
within the scenarios with DI 1 and correlation 0, the 90th percentile was calculated from
the 2,000 data sets. The value 0.5606 is the average of the five 90th percentiles across
the different true models.
Since smaller entries in Table 3.3 indicate better prediction, the row minimums are
highlighted in bold. In fact, excluding DI 2 and 0.8 correlation and DI 3 and 0.8 cor-
relation, the PBMSM is almost always the best. The most significant improvement can
be seen when the DI is 1 and the correlation between the covariates is 0.95; improve-
ments of 4%, 10%, and 16% over the next best method are observed for the mean, 90th
percentile, and 95th percentile, respectively. While the PBMSM often exhibits the best
prediction ability, Figure 3.10 clearly shows that the most significant improvement is
observed when the DI is 1 and the correlation between the covariates is 0.95. Note that
Figure 3.10 displays the entries of Table 3.3 for the 95th percentile. Also, note that
when the DI is 1 and the correlation between the covariates is 0.95, the PBMSM does
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not show improvement for the median across the 2000 data sets. That artifact is largely
due to the poor performance of the PBMSM when the full model is the true model.
Selecting the PBMSM model when the true model is the full model can lead to less
than optimal prediction ability. That manifests itself in Table 3.3 several times including
when the DI is 1, the correlation between the covariates is 0.95, and the statistic is the
median. Table 3.4 is similar to Table 3.3, but its entries are formed by considering
the four true models excluding the full model. In Table 3.4, when the DI is 1 and
the correlation between the covariates is 0.95, the PBMSM is favored for all statistics.
The percentage improvement over the next best method is 9%, 1%, 16%, and 23% for
the mean, median, 90th percentile, and 95th percentile, respectively. Excluding the
full model from the simulation results in Table 3.4 shows that the PBMSM is almost
unanimously preferred in the nine combinations of DI and correlation level. The only
exception being when the DI is 2 and the correlation between the covariates is 0.8. There,
the mean and median for the PBMSM are preferred, but the 90th and 95th percentiles
are not. Thus, the PBMSM is preferred in terms of typical values of errors, but not in
terms of the worst case of errors. Removing the case when the full model is the true
model from the simulation study makes practical sense because in many scenarios, the
full model is constructed to be larger than necessary.
3.4 An Example Involving a Very Large Number of Potential
Models
In Example 1 and the simulation study, small sets of competing models were con-
sidered. In practice, one often encounters much larger sets of competing models. Thus,
the example in this section considers a far larger collection of competing models, and is
referred to as Example 2 throughout the remainder of the article.
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3.4.1 Introduction
The data set is found in Devore (2009, p. 596) from a designed experiment using a
central composite design (CCD). The design considers four factors:
X1 = percentage of H2O2 by weight of paper,
X2 = percentage of NaOH by weight of paper,
X3 = percentage of silicate by weight of paper,
X4 = process temperature.
The response, Y , is the brightness of finished paper, and the full model is the full
quadratic model, with the collection of competing models taken to be all subsets of
the full model. We assume that the goal of the experiment is to develop a model that
predicts well in the hypercube containing the design region.
3.4.2 Choosing and Sampling from the Distribution of Interest
Since the goal is to predict well in the hypercube surrounding the design region,
the DI is easily constructed as a uniform distribution on the four dimensional hy-
percube, [−2, 2] × [−2, 2] × [−2, 2] × [−2, 2]. Sampling a covariate location, xnew =
(xnew,1, xnew,2, xnew,3, xnew,4)
′, is done by sampling xnew,j for j = 1, 2, 3, 4 independently
from a uniform distribution on [−2, 2].
The relationship between the covariates is one of two major differences between Ex-
amples 1 and 2. In Example 1, a strong positive relationship between the two covariates
existed. Since the goal of the analysis was to predict handling time for larger-than-
normal shipments, simple linear regression was used to extend the relationship between
the observed covariates. Choosing and sampling from the DI in Example 2 is straight-
forward since the data arise from a designed experiment. In general, choosing the DI
is an important step in the PBMSM, and the choice should be influenced by the goal
of the analysis, the observed relationship between the covariates, and the advice from a
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subject matter specialist.
3.4.3 Calculation of Dm
The second major difference between Examples 1 and 2 is the number of competing
models. Example 1 has 8 competing models, and Example 2 has 214 = 16, 384 models
because the full quadratic model in four factors has 14 terms plus the intercept (which we
assume is always included). Sampling from the posterior distribution of all the models
is unnecessary and inefficient because many of them will predict very poorly. To reduce
the number of competing models, only models with high posterior probability relative
to the highest posterior probability are considered. Such a procedure is described by
Raftery (1995). The models in this reduced set are said to belong to Occam’s window,
and by this definition, Occam’s window is said to be symmetric.
To find this reduced set of models, posterior probabilities are first approximated for
all models using (3.14). Let P represent that collection of all approximated posterior
probabilities, and let MP = max(P). Then, the reduced set is OW = {m| MPP (M=m|y) <
ω}. The interpretation of ω is intuitive. If ω = 50 the models not included in OW have
posterior probabilities that are less than 2% of Mp. Taking ω = 50 reduces the number
of models from 16, 384 to 310, and taking ω = 10 reduces the number of models to 53.
Figure 3.11 displays the trade-offs between choosing ω = 10 and ω = 50 where increasing
ω from 10 to 50 includes over 200 extra models in OW ; however, the posterior probability
of any one of those 200 extra models is less than 0.005. The set of models, OW , is
described as Occam’s window in Raftery (1995), which is said to be symmetric but not
strict. Occam’s window is symmetric because models with low posterior probability
relative to the highest posterior probability are excluded. Occam’s window would be
strict if all models that contain nested submodels with higher posterior probability are
excluded.
The procedure just described requires the calculation of BIC for all competing mod-
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els. When there are 16, 384 competing models, the task is not unreasonable. However, if
the full model has 20 terms instead of 14, there are over 1 million competing models. In
such situations, one may wish to use the methods of Raftery et al. (1997) for the task of
identifying promising models. An MCMC algorithm is computationally less daunting in
situations where the number of models is very large because models with trivial posterior
probability are largely ignored. Still, the BIC approximation is computationally faster
when the number of models is moderate to large because the overhead accompanying
MCMC algorithms is non-existent. Examples of such overhead are burn in, thinning to
lower autocorrelation, and a sufficiently long chain.
Once the set of competing models has been reduced, the posterior probabilities are
re-normalized to make the probabilities sum to 1. Then, the calculation of Dm for all
models in the reduced set is carried out just as before. In Example 2, the values of ω,
Nsamp, and Nnew are taken to be 50, 5, 000, and 1, 000, respectively.
3.4.4 Comparing Models
Graphical comparisons of 310 models are not an easy task. So, the reduced set of
310 models is scaled down again before graphical comparisons are made. This further
reduction is accomplished by examining a table of summary statistics of the best models.
Table 3.5 lists the maximum and mean discrepancy measures for the four best models
in each category of model complexity. Some categories have more than four models
because a model with a small maximum discrepancy does not always have a small mean
discrepancy, and vice versa. In Table 3.5 local rank refers to a model’s rank within
a specified number of terms, and global rank refers to a models rank among all 310
models in OW . More than one summary statistic is used because we prefer to judge a
model on its distribution of discrepancy measures, not on a single summary statistic.
The maximum and the mean are not the only possible statistics. One could choose the
95th percentile or the median. Also, one could use more than two summaries. Many
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variations of Table 3.5 are possible, and the user should carefully consider which variation
is appropriate for his or her scenario. Table 3.5 also lists the terms in each model. Since
referring to a model by its terms is daunting here, the models will be referred to by their
numeric names in the remainder of the section.
From Table 3.5, the four best models with respect to maximum or mean discrepancy
are 43, 70, 180, 225, 264, and 291. More than four models appear in this list because
models with small maximum discrepancy do not always have small mean discrepancy,
and vice versa. For instance, model 291 has the smallest maximum discrepancy, but
model 291 is ranked 10th with respect to mean discrepancy. From these six best models,
a winner is chosen using graphical comparison. Figures 3.12 and 3.13 contain boxplots
and FCD plots, respectively, of the discrepancy measures for those six models. Figures
3.12 and 3.13 provide evidence that model 180 is preferred over the others because it
has the smallest mean, median, and 95th percentile. However, the advantage it holds
over the other models is small, and a case could be made for any of the six models.
The PBMSM can identify a set of models that predict well. Then, the user has the
ability to choose from that set of good models using any combination of criteria he or
she chooses. For instance, if the application calls for protecting against the worst case,
the user would focus on the upper tails of the distributions of discrepancy measures. If
the application calls for optimizing typical values of the discrepancy measure, the user
can focus on the center of the distributions of discrepancy measures. The relative cost
of future data collection could also be considered when selecting a best model from this
competitive group.
In comparison to the PBMSM, Table 3.6 displays the four models with the highest
posterior probabilities and the four models with the lowest DIC values. There is consid-
erable overlap since models 180, 264, and 281 appear in both lists. Also, overlap exists
between the PBMSM and these standard methods since models 43, 180, and 264 are also
among the best models according to the PBMSM. The marginal posterior probabilities
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for each of the 14 terms is given in Table 3.7. Based on this, the MPM is model 180,
which is also the best using the PBMSM.
3.5 Concluding Remarks
In this article, we developed a model selection algorithm for Bayesian linear models.
The procedure, PBMSM, focuses on good prediction in a user-specified portion of the
covariate space where that portion is defined by a DI. The PBMSM is generally defined
as a sequence of four steps. The first step is to define the DI. The second step samples
from the DI. The third step calculates the discrepancy measure at each covariate location
sampled from the DI for each model under comparison. The final step is to compare
models graphically and numerically.
Two examples are considered in this article. Example 1, which identifies a model
to predict handling time for a shipment of drums, is used to illustrate the four steps of
the procedure. It provides an instance when the covariates are naturally correlated and
the DI naturally falls outside of the observed data range. So, simple linear regression
is employed to extend the observed relationship of the two covariates. The HPPM, the
MPM, the model with the smallest DIC, and the model selected by the PBMSM all
highlight the same best model.
Example 2 is from a designed experiment, and provides a new challenge of a large
number, 214 = 16, 384, of competing models. It serves to illustrate how a large num-
ber of competing models can be reduced to a smaller set of promising models before
applying the PBMSM. Posterior model probabilities are calculated, and models with
small posterior probabilities are excluded from further investigation. In Example 2, the
HPPM and the model with the smallest DIC are the same, while the MPM and the
model highlighted by the PBMSM are also the same. The two best models are similar
as they differ by a single term.
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A simulation study is also presented. It considers a range of true models, correlation
levels between covariates, and DI’s when two covariates are present. The simulation
study shows that the PBMSM performs well in most of the considered scenarios. The
largest improvement is seen when the DI is outside of the observed data range and the
correlation between the covariates is high. This is expected because in that situation, the
variability of predictions is inflated. Thus, a smaller model with less variable predictions
may be preferred.
The model selection procedure presented in this article focuses on good prediction
in a user-specified portion of the covariate space. Many model selection procedures are
available, and each procedure is developed with particular objectives. Users of model
selection algorithms should consider those objectives when employing them. We have
provided evidence that when good prediction over a specific portion of the covariate
space is the goal, the PBMSM is a good choice.
Appendix
For brevity, some simplifications of notation from the main article are made in this
appendix. The following argument shows that (3.17) is finite when the posterior distri-
bution of µm(xmnew) has finite expectation.
Let G(·) be a continuous cdf, and let F (·) be a step function that steps from 0 to 1
at µ where µ ∈ (−∞,∞) is fixed. Further, let PG[A] represent the probability under G
of the set A ∈ B(R), and let g(·) be the derivative of G. Finally, let
I(·) =
 0 if · is false,1 if · is true.
Suppose
∫∞
−∞ |vg(v)|dv <∞, or in other words, G has finite expectation. Note that∫∞
−∞ |vg(v)|dv <∞ =⇒
∫∞
−∞−|vg(v)|dv > −∞. Let k ≥ 1 be arbitrary, and note that
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{∫∞
−∞ |G(u)− F (u)|kdu
}min{1, 1
k
}
is finite if and only if
∫∞
−∞ |G(u) − F (u)|kdu is finite.
Then,
−∞ <
∫ ∞
−∞
|G(u)− F (u)|kdu
≤
∫ ∞
−∞
|G(u)− F (u)|du
=
∫ µ
−∞
G(u)du+
∫ ∞
µ
[1−G(u)]du
=
∫ µ
−∞
[∫ u
−∞
g(v)dv
]
du+
∫ ∞
µ
[∫ ∞
u
g(v)dv
]
du
=
∫ µ
−∞
[∫ ∞
−∞
g(v)I(v < u)dv
]
du+
∫ ∞
µ
[∫ ∞
−∞
g(v)I(v > u)dv
]
du
and by Tonelli’s Theorem (see Athreya and Lahiri, 2006, p. 152)
=
∫ ∞
−∞
g(v)
[∫ µ
−∞
I(u > v)du
]
dv +
∫ ∞
−∞
g(v)
[∫ ∞
µ
I(u < v)du
]
dv
=
∫ ∞
−∞
g(v)[µ− v]I(v < µ)dv +
∫ ∞
−∞
g(v)[v − µ]I(v > µ)dv
= 2µPG[(−∞, µ)]− µ+
∫ ∞
−∞
vg(v)dv − 2
∫ µ
−∞
vg(v)dv
<∞
because
∣∣∣∣∫ ∞−∞ vg(v)dv
∣∣∣∣ ≤ ∫ ∞−∞ |vg(v)|dv <∞,
and
∣∣∣∣∫ µ−∞ vg(v)dv
∣∣∣∣ ≤ ∫ µ−∞ |vg(v)|dv ≤
∫ ∞
−∞
|vg(v)|dv <∞.
Thus, (3.17) is finite for k ∈ [1,∞) if the posterior distribution of µm(xmnew) has finite
expectation.
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Table 3.1 Posterior probabilities and DIC’s for all eight models in
Example 1.
Model Terms Posterior Probability DIC
1 None 0 213.18
2 X1X2 0 162.77
3 X2 0 151.82
4 X2, X1X2 0 153.37
5 X1 0 158.32
6 X1, X1X2 0 148.58
7 X1, X2 0.76 130.65
8 X1, X2, X1X2 0.24 132.19
Table 3.2 Posterior probabilities of including each term in Example 1.
Term P (inclusion|y)
X1 1
X2 1
X1X2 0.24
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Table 3.3 Summary of results from the simulation study.
PBMSM HPPM MPM DIC
Distribution=1; Correlation=0
mean 0.2322 0.2368 0.2369 0.2578
median 0.1256 0.1315 0.1317 0.1547
90th 0.5605 0.5826 0.5831 0.6357
95th 0.7990 0.8184 0.8164 0.8595
Distribution=1; Correlation=0.80
mean 0.4306 0.4435 0.4407 0.4508
median 0.2714 0.2630 0.2601 0.2261
90th 0.9522 1.0159 1.0118 1.1652
95th 1.3840 1.5152 1.5120 1.6737
Distribution=1; Correlation=0.95
mean 0.4906 0.5159 0.5099 0.5629
median 0.2843 0.2858 0.2741 0.2610
90th 0.9943 1.1082 1.0992 1.4979
95th 1.6208 1.9402 1.9462 2.2610
Distribution=2; Correlation=0
mean 0.0883 0.0906 0.0906 0.0971
median 0.0637 0.0658 0.0659 0.0754
90th 0.1907 0.1978 0.1976 0.2058
95th 0.2533 0.2571 0.2569 0.2641
Distribution=2; Correlation=0.80
mean 0.1227 0.1235 0.1210 0.1169
median 0.0928 0.0941 0.0928 0.0914
90th 0.2613 0.2555 0.2508 0.2424
95th 0.3440 0.3443 0.3420 0.3176
Distribution=2; Correlation=0.95
mean 0.1089 0.1159 0.1108 0.1131
median 0.0800 0.0823 0.0800 0.0835
90th 0.2389 0.2605 0.2459 0.2523
95th 0.3006 0.3195 0.3097 0.3138
Distribution=3; Correlation=0
mean 0.1123 0.1139 0.1136 0.1219
median 0.0657 0.0678 0.0678 0.0805
90th 0.2682 0.2715 0.2707 0.2893
95th 0.3696 0.3716 0.3702 0.3873
Distribution=3; Correlation=0.80
mean 0.1385 0.1430 0.1402 0.1318
median 0.0887 0.0917 0.0896 0.0890
90th 0.3301 0.3395 0.3338 0.3107
95th 0.4068 0.4130 0.4105 0.4010
Distribution=3; Correlation=0.95
mean 0.1197 0.1271 0.1224 0.1216
median 0.0815 0.0856 0.0823 0.0838
90th 0.2711 0.2887 0.2786 0.2793
95th 0.3542 0.3727 0.3654 0.3627
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Table 3.4 Summary of results from the simulation study, not including the
full model.
PBMSM HPPM MPM DIC
Distribution=1; Correlation=0
mean 0.2103 0.2196 0.2197 0.2482
median 0.1073 0.1147 0.1149 0.1436
90th 0.5270 0.5558 0.5565 0.6229
95th 0.7632 0.7958 0.7933 0.8550
Distribution=1; Correlation=0.80
mean 0.2944 0.3205 0.3174 0.3764
median 0.1392 0.1456 0.1419 0.1668
90th 0.6634 0.7484 0.7442 0.9952
95th 1.1000 1.2690 1.2674 1.5217
Distribution=1; Correlation=0.95
mean 0.3355 0.3735 0.3704 0.4720
median 0.1267 0.1371 0.1285 0.1575
90th 0.6749 0.8109 0.8062 1.3437
95th 1.3406 1.7373 1.7483 2.1641
Distribution=2; Correlation=0
mean 0.0821 0.0851 0.0851 0.0936
median 0.0569 0.0595 0.0597 0.0715
90th 0.1839 0.1931 0.1929 0.2036
95th 0.2445 0.2506 0.2504 0.2612
Distribution=2; Correlation=0.80
mean 0.1053 0.1092 0.1061 0.1082
median 0.0721 0.0757 0.0741 0.0805
90th 0.2481 0.2429 0.2372 0.2343
95th 0.3351 0.3374 0.3345 0.3115
Distribution=2; Correlation=0.95
mean 0.1003 0.1070 0.1028 0.1077
median 0.0742 0.0771 0.0747 0.0805
90th 0.2194 0.2394 0.2274 0.2390
95th 0.2796 0.2971 0.2899 0.3005
Distribution=3; Correlation=0
mean 0.1050 0.1077 0.1074 0.1181
median 0.0587 0.0614 0.0614 0.0773
90th 0.2550 0.2602 0.2593 0.2827
95th 0.3549 0.3602 0.3584 0.3804
Distribution=3; Correlation=0.80
mean 0.1235 0.1274 0.1244 0.1235
median 0.0759 0.0793 0.0775 0.0825
90th 0.3108 0.3201 0.3137 0.2939
95th 0.3885 0.3927 0.3897 0.3896
Distribution=3; Correlation=0.95
mean 0.1159 0.1218 0.1182 0.1186
median 0.0777 0.0809 0.0783 0.0814
90th 0.2683 0.2819 0.2741 0.2745
95th 0.3470 0.3622 0.3589 0.3558
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Table 3.7 Marginal posterior probabilities of each term in Example 2.
Term Posterior Probability
X1 1.0000
X2 1.0000
X3 0.6392
X4 0.4269
X21 0.7587
X22 0.1100
X23 0.1100
X24 0.2583
X1X2 0.1018
X1X3 0.1653
X1X4 0.9086
X2X3 0.8561
X2X4 0.7939
X3X4 0.1181
88
Figure 3.1 Scatter plot of X2 versus X1 in Example 1 (Neter et al., 1996,
p. 253).
89
Figure 3.2 The DI in Example 1. The x’s represent a random sample of
points from the DI. The o’s are the observed covariate points,
and the line is the least squares regression line.
90
Figure 3.3 The covariate values used in the simulation comparing the BIC
and MC3 posterior model probability estimation.
91
Figure 3.4 Summary of the results of the simulation comparing the BIC and
the MC3 posterior model probability estimation. The diagonal
line is the 45◦ line.
92
Figure 3.5 Graphical representations of Dm under four circumstances. The
gray diagonal shading lines represent Dm where “D” in the leg-
end is Dm.
93
Figure 3.6 Plot of N(0, 1) and N(0.5, 0.5) pdf’s
94
Figure 3.7 Boxplots of discrepancy measures in Example 1.
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Figure 3.8 FCD plots in Example 1 for models 3 (X2 only), 5 (X1 only), 7
(X1 and X2), and 8 (the full model).
96
Figure 3.9 The nine combinations of correlation level and DI. The o’s repre-
sent the observed covariate points and the x’s represent covariate
locations sampled from the DI.
97
Figure 3.10 Display of entries in Table 3.3 for 95th percentile
98
Figure 3.11 Display of the trade-offs between using ω = 10 and ω = 50 for
defining Occam’s window in Example 2.
99
Figure 3.12 Boxplots of discrepancy measures for the best models in Ex-
ample 2.
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Figure 3.13 FCD plots of discrepancy measures for the best models in Ex-
ample 2.
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CHAPTER 4 PREDICTION-BASED MODEL SELECTION
FOR BAYESIAN GENERALIZED LINEAR MODELS
A paper in preparation for Bayesian Analysis
Adam Pintar, 1 Christine M. Anderson-Cook, 2 and Huaiqing Wu 3
Abstract
Model selection is an important part of model building for Bayesian generalized lin-
ear models when the set of possible model terms is large. Current approaches focus on
posterior model probabilities or the deviance information criterion. This article proposes
an alternative model selection strategy that selects models based on their predictive abil-
ity over a user-specified region of the covariate space. This region is defined by a joint
probability distribution called the distribution of interest. We discuss numerical and
graphical tools for detailed comparisons of different models. These tools help select a
best model or a collection of good models based on their prediction performances over
covariate locations from the distribution of interest. The proposed method is illustrated
with an example. Initially the example motivates and illustrates the new method. It is
then revisited with a different goal, namely good prediction, but with unequal penalties
for missing the ideal value high or low. We also present simulation results demonstrating
1Graduate Student, Department of Statistics, Iowa State University
2Scientist 4, Statistical Sciences Group, Los Alamos National Laboratory
3Associate Professor, Department of Statistics, Iowa State University
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that the penalty mechanism protects against missing low does as is desired.
KEY WORDS: Deviance Information Criterion; Posterior Probability; Lk Distance;
Bayesian Model Averaging; Correlated Variables; Variable Selection
4.1 Introduction
Bayesian generalized linear models (GLM’s) provide a flexible tool for using ex-
planatory variables or covariates to predict the expected value of a response of interest.
However, to employ these models, one must first choose the predictor terms to be in-
cluded in the model. When many terms are potentially important to describing the
physical system, this choice may not be clear. If terms that have little influence on the
expected response are included, the posterior distributions for the expected response will
be unnecessarily diffuse. However, if terms that are important to predicting the expected
response are omitted, the posterior distributions may lead to point and interval estimates
that are far from the ideal value. A natural solution is to allow the data to influence the
choice of linear predictors. For Bayesian GLM’s, several strategies with this goal cur-
rently exist. For instance, one could compute the deviance information criterion (DIC)
(see Spiegelhalter et al., 2002) for each model and select the model with the smallest
DIC. Alternately, a posterior probability for each model could be computed, and those
probabilities could be used to decide which models are the best. With either of these
methods, only the observed data are used to make the decision, and good prediction is
not explicitly considered. That leads to the motivation for this article.
4.1.1 Motivation
First, we introduce the general form of the Bayesian GLM. Let yi be the ith observed
response, for i = 1, 2, · · · , n, and suppose yi arises from a probability density function
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(pdf) or a probability mass function (pmf) of the form
fm(yi|θmi , ηm) = exp
{
yiθ
m
i − b(θmi )
a(ηm)
− c(yi, ηm)
}
, (4.1)
Where the superscript m is a generic reference to model m because we consider model
selection. Thus, fm belongs to an exponential family (see Bickel and Doksum, 2001,
p. 49). The yi’s are assumed to be independent, so their joint pdf or pmf is the
product of the marginals. In some one-parameter distributions such as the binomial
and Poisson distributions, ηm, the dispersion parameter, is unity for all m. To complete
the specification of the Bayesian GLM, the systematic component, link function, and
prior distribution must be specified. Denote Em[yi] by µ
m
i = b
′(θmi ), and Var
m[yi] by
V (µmi , η
m) = b′′(θmi )a(η
m). Let (xmi )
′βm be the systematic component, and g(·) be the
link function. The Bayesian GLM defines
µmi = g[(x
m
i )
′βm]. (4.2)
Common forms of g(·) are g(t) = t, the identity link, in linear regression, g(t) = log( t
1−t)
and g(t) = Φ(t) in logit and probit regression, respectively, and g(t) = log(t) in Poisson
regression. As in any regression setting, the values of xmi are treated as known fixed
values. From (4.1) and (4.2), the model parameters are βm and ηm. Using the Bayesian
paradigm for inference, (βm, ηm) are assigned a prior distribution, generically represented
by pi(βm, ηm). Specific forms of pi(βm, ηm) are considered in examples. See Myers et al.
(2001, pp. 157–194) for more discussion on GLM’s. They use frequentist methods for
inference, and their discussion is applicable except for the choice of the prior distribution.
In Section 4.2, an example with disease prevalence is used to motivate and illus-
trate prediction-based model selection methodology (PBMSM). The response is the
presence/absence of the disease, and covariates, including age, are observed with the
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response. While the age range of the respondents is 1 to 85 years, it is plausible that the
researchers intend to use the final model primarily to predict the probability of disease
presence for a smaller range of ages. If that is the goal of the analysis, the model selec-
tion algorithm used should be tailored to the study goal, because a model that predicts
well over one portion of the covariate space may not necessarily predict as well over
another portion of the covariate space. Before illustrating the PBMSM, some current
model selection methods for Bayesian GLM’s are discussed.
4.1.2 Related Work
Jeffreys (1935, 1961) introduced what is now known as the “Bayes factor” to compare
between two competing models. Let P (m) be the prior probability of model m, and
P (m|y) be the posterior probability of model m. The “Bayes factor” is defined as
P (m1|y)/P (m2|y)
P (m1)/P (m2)
(4.3)
(see Carlin and Louis, 2000, p. 40). While “Bayes factors” do not provide machinery
to directly choose one model from many, the posterior model probabilities are helpful.
Once P (m|y) is calculated for all m = 1, 2, · · · , Nmod, the model with the largest P (m|y)
is a natural choice as the best.
The P (m|y)’s are useful for choosing a best model or a subset of good models, and
also in Bayesian model averaging (BMA) (see Draper, 1995). In fact, BMA is used in
calculating measures of prediction ability, which is one of the steps in the PBMSM. The
basic framework is as follows. As before, let P (m|y) represent the posterior probability
of model m, and let ∆ represent some quantity of interest common to all models. Two
possibilities for ∆ might be Ey or Var(y). If pi(∆|m,y) represents the posterior distri-
bution of ∆ conditional on model m being true, the unconditional posterior distribution
of ∆ is pi(∆|y) = ∑Nmodm=1 pi(∆|m,y)P (m|y).
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Another model selection strategy for Bayesian GLM’s, based on posterior model
probabilities, is called the median posterior model (MPM), introduced by Barbieri and
Berger (2004). They define the MPM as the model containing only the terms with
posterior probability over 0.5. To compute the posterior probability of the term X1, let
A1 = {m : X1 is a term in model m}. Then, P (X1|y) =
∑
m∈A1 P (m|y). The posterior
probabilities of the other terms are computed similarly. Barbieri and Berger (2004)
outline the conditions for which the MPM is optimal for prediction under squared error
loss for Bayesian linear models. One drawback of the MPM is that only one model is
proposed as the best, and a natural mechanism for ranking the models does not exist.
Another model selection strategy for Bayesian GLM’s is based on the deviance
information criterion (DIC). The DIC (Spiegelhalter et al., 2002) is defined as fol-
lows. Let lm(y|θm) refer generically to the log likelihood for model m. Further, let
θ1m, θ
2
m, · · · ,θNsampm represent Nsamp samples based on the posterior distribution of θm,
and let θˆm represent a point estimate of θm from the posterior distribution of θm. Then,
the DIC for model m is
DICm =
{
1
Nsamp
Nsamp∑
i=1
[−2lm(y|θim)]
}
+
{[
1
Nsamp
Nsamp∑
i=1
[−2lm(y|θim)]
]
−
[
−2lm(y|θˆm)
]}
= fitm + penaltym. (4.4)
From (4.4) it can be seen that the DIC for model m can be interpreted as a measure of fit
plus a penalty for the number of parameters. More on this interpretation is provided in
Spiegelhalter et al. (2002). Using this interpretation, the DIC is the Bayesian extension
of the Akaike information criterion (AIC) (Akaike, 1974) and the Bayesian information
criterion (BIC) (Schwarz, 1978).
The essential tools for comparing among competing models in the PBMSM are graph-
ics. Although Mallows (1973) recommends the use of graphics when comparing classical
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linear models with his Cp statistic, their use is relatively sparse in most other literature
on the subject. However, the use of graphics in comparing designed experiment plans
based on variance is common. The main graphical tools we employ are boxplots and
fraction of covariate distribution (FCD) plots, which are similar to fraction of design
space (FDS) plots used to evaluate designed experiments (see Zahran et al., 2003). Box-
plots are used by Anderson-Cook et al. (2009a) to explore the performance of response
surface designs under model misspecification. FDS plots are used to compare designs for
GLM’s in Ozol-Godfrey et al. (2005), and are readily adaptable for comparing different
Bayesian GLM’s.
Comparing distributions of prediction ability for competing models provides the basis
for selecting some models over others. However, as optimal designed experiments focus
on different properties of the prediction variance distribution, the PBMSM focuses on
multiple properties of the distributions of prediction ability. For example, the G- and
V-optimality criteria in optimal designed experiments are concerned with minimizing
the maximum and mean prediction variance in the design space, respectively (see Myers
et al., 2009).
The remainder of this article is organized as follows. Section 4.2 illustrates the
PBMSM with the disease prevalence example. Section 4.3 considers how to modify
the PBMSM so that both the direction (high/low) and magnitude of target miss are
taken into account instead of just magnitude. Section 4.4 presents a simulation study to
evaluate how well the modifications of Section 4.3 control the direction of miss. Section
4.5 gives some concluding remarks.
4.2 Methodology
As in Chapters 2 and 3, the PBMSM can be described as a sequence of four steps.
1. Select and characterize the user-specified distribution of interest (DI) over the
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covariate space.
2. Sample Nnew points randomly from the DI.
3. Calculate a measure of prediction ability for each model at each point sampled in
step 2; in total, Nmod ∗Nnew measures of prediction ability are calculated.
4. Compare models graphically using the measures of prediction ability.
While there is overlap between the methodology presented here and in Chapters 2 and
3, the measures of prediction ability make all three distinct. In Chapter 2, prediction
mean squared error is used, and in Chapter 3, a discrepancy measure similar to the Lk
norm is used to compare posterior cumulative distribution functions (cdf’s) to a point
mass. For Bayesian GLM’s, a modified version of the measure in Chapter 3 will be used.
To facilitate the description of the four steps, an example taken from Neter et al.
(1996, p. 582) is considered. The response is a presence/absence indicator of a disease.
Thus, the distribution of a single observation is assumed to be a binomial distribution;
µi is the probability of disease presence in person i, and the link function is g(·) = Φ(·).
Hence, the model is a probit regression model. Observations on 196 people recorded
presence/absence of the disease, the person’s age, socioeconomic status, city sector, and
savings account status. Age is quantitative, but socioeconomic status, city sector, and
savings account status are qualitative. Socioeconomic status has three categories, upper,
middle, and lower (coded as upper = 1, middle = 2, and lower = 3). City sector has
two categories (coded as sector 1 or 2), and savings account status has two categories
(coded as “have” = 0 and “do not have” = 1). Savings account status is not included
in the analysis of Neter et al. (1996, p. 582), but we consider it here.
Before formally starting the PBMSM process, a list of competing models must be
provided. In this example, that list warrants attention. The list is generated by de-
veloping a full model containing all terms believed to affect the probability of disease
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presence. Then, all subsets of that full model are in the initial list. Finally, all models
not adhering to what Hamada and Wu (1992) call the effect heredity principle (Chipman
(1996) calls this the weak heredity principle) are eliminated from the list. The effect
heredity principle says that if an effect of a given order is in the model, at least one effect
of the next smallest order involving a subset of the included effect’s factors must also
be included. Since the full model is taken to have all main effects, age (X1), socioeco-
nomic status (X2), city sector (X3), and savings account status (X4), and all two-factor
interactions, the effect heredity principle is simple. It says that a model cannot include
a two-factor interaction unless at least one of its associated main effects is also included.
If all subsets of the full model were considered, 210 = 1024 models are possible. The
effect heredity principle reduces that list to 545 models. Note that X2 is a factor of two
degrees of freedom (df), so in the model matrix, its main effect is represented by two
columns. Thus, if the X2 main effect is in the model, both columns are in the model
matrix; otherwise, neither column is included. Interactions involving X2 also require
two columns in the model matrix, and similar rules also apply to them.
4.2.1 Selecting the Distribution of Interest
In this example, four covariates (age, socioeconomic status, city sector, and savings
account status) are available to predict the probability of disease presence. The DI
identifies likely values of these variables for which predictions will be made. To this
end, suppose the purpose of the study is to predict the probability of disease presence in
lower class pre-teens in both sectors of the city without regard to savings account status.
So, a reasonable DI assumes the four covariates to be independent with X1 uniform on
(0, 13), X2 a point mass at 3, X3 uniform on the set {1, 2}, and X4 uniform on the set
{0, 1}. The joint distribution is written mathematically as follows:
f(x1, x2, x3, x4) = f(x1)f(x2)f(x3)f(x4)
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=
(
1
13
)
(1)
(
1
2
)(
1
2
)
; (4.5)
(x1, x2, x3, x4) ∈ (0, 13)× {3} × {1, 2} × {0, 1}.
In this case, the DI is clearly defined by the goal of the study. In other cases,
that is not so. Examples are given in Chapters 2 and 3 where the empirical relationship
between the available covariates must be characterized before a sensible DI can be chosen.
Regardless of how the DI is selected, we emphasize that great care should be taken in
selecting it. If the DI is chosen haphazardly, the PBMSM may focus on selecting a
model that predicts well in a portion of the covariate space that is inconsistent with the
goal of the study. Furthermore, focusing on different portions of the covariate space can
lead to preferring different models. Thus, poor choice of the DI can lead to poor final
predictions.
Sampling from the DI is straightforward given the form of (4.5). Simply draw Nnew
realizations from a uniform distribution on (0, 13), on the set {1, 2}, and on the set
{0, 1}, respectively.
4.2.2 Measure of Prediction Ability
Let xnew represent a point sampled from the DI in step 2 and µ(xnew) represent
the ideal value at xnew. Note that the goal of the model selection process is to identify
models that predict µ(xnew) well for all xnew sampled in step 2. Hence, a measure
of prediction ability is calculated at each xnew sampled from the DI for all models
under consideration. The calculation of the measures is broken into three parts. First,
the posterior distribution of µm(x
m
new) = Φ((β
m)′xmnew) = Em[y(xnew)] is explored via
Markov chain Monte Carlo (MCMC) methods for all models under consideration. Note
that Φ is the standard normal cumulative distribution function, and xmnew is the vector
of covariates for model m. Then, Bayesian model averaging is used to find a surrogate,
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µˆ(xnew), that approximates µ(xnew). Last, a discrepancy measure similar to the Lk
norm (see Athreya and Lahiri, 2006, p. 90) that compares the posterior distribution of
µm(x
m
new) to µˆ(xnew) is used to measure prediction ability. A large discrepancy implies
poor prediction ability.
4.2.2.1 Model Estimation
In the current example, the prior distribution on the regression parameters is taken
to be improper and flat. Thus, the posterior distribution of βm, pi(βm|y), is proportional
to f(y|βm)pi(βm), where
f(y|βm) =
n∏
i=1
[Φ((βm)′xmi )]
yi [1− Φ((βm)′xmi )]1−yi , (4.6)
pi(βm) ∝ 1; βm ∈ Rdm , (4.7)
and dm is the dimension of β
m. The improper flat prior is sensible here because typically
little is known about the regression coefficients when model selection is important to the
model building process. However, if prior information is available, it can and should
be incorporated into the prior distribution. After all, a great strength of the Bayesian
paradigm is the ability to incorporate prior knowledge when it is available.
The posterior distributions of µm(x
m
new) = Φ((β
m)′xmnew) at each xnew for all models
considered are the posterior distributions we need to approximate. If a sample from
pi(βm|y), the posterior distribution of βm, is available for all models under consideration,
that task is trivial. However, in the current probit regression example as with most
generalized linear models, pi(βm|y) cannot be sampled from directly. So MCMC methods
must be used to obtain a sample. Unfortunately, if the list of models considered is large,
the computational burden of using MCMC methods for all models can be tremendous. In
the current example, 545 models are under consideration. Many of these models provide
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very poor descriptions of the observed data, and should be quickly removed as candidate
models. To narrow down the list of competing models, the posterior probability of each
model, P (m|y), is calculated. Then, only models with large posterior probabilities
relative to the largest posterior probability are explored further. More specifically, let
P denote the set of posterior probabilities, and let Mp = max(P). Then, OW ={
m| Mp
P (m|y) ≤ ω
}
is the set of models that provide a reasonable description of the data.
This set of models is described as Occam’s window (Raftery, 1995), which is said to
be symmetric but not strict. Occam’s window is symmetric because models with low
posterior probabilities relative to the highest posterior probability are excluded. For
Occam’s window to be strict, all models that contain nested submodels with higher
posterior probabilities must also be excluded. The interpretation of ω is intuitive. If
ω = 100 the models not included in OW have posterior probabilities that are less than
1% of Mp. Taking ω = 100 in this example reduces the number of competing models
from 545 to 20. Figure 4.1 shows the 100 largest posterior probabilities. Note that
the largest posterior probability is larger than 0.4 with a sharp decline after that. The
horizontal and vertical lines in Figure 4.1 depict OW when ω = 50 and ω = 100. Table
4.1 displays the 20 models in OW with corresponding posterior probabilities and DIC’s.
In Table 4.1, 1 indicates the presence of a term, and 0 indicates the absence of a term.
To implement this strategy for pruning the list of competing models, the posterior
probability of each model must be calculated. However, if improper flat priors are used
for the regression coefficients, the posterior probability of each model is not well defined
(see Chapter 3). Kass and Raftery (1995, pp. 781–783) and Carlin and Louis (2000,
pp. 40–41) discuss the issue for Bayes factors. Recalling that flat improper priors are
used in this example because prior information is not available, a reasonable alternate
strategy must be developed. Two strategies are presented, but only the second strategy
is used in the examples of this article. The first option, which is not used here, is to
temporarily choose informative proper priors for the regression coefficients to calculate
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posterior model probabilities. Implementing this approach requires the construction of
an MCMC algorithm to sample from P (m|y), the posterior probability mass function
(pmf) of the models. Moreover, the sensitivity of the posterior model probabilities to
the informative proper priors should be assessed. This sensitivity is discussed in regard
to Bayes factors by Kass and Raftery (1995, p. 782).
Several MCMC algorithms exist for sampling from P (m|y). Carlin and Chib (1995)
present a Gibbs algorithm. They define what they call a pseudo prior, pi(βj|M 6=
j). Their pseudo prior is used to define pi(β1,β2, · · · ,βNmod ,m|y), the complete joint
posterior distribution, which is necessary for the construction of a Gibbs algorithm. Note
that
P (M = m|y) =
∫ ∫
· · ·
∫
pi(β1,β2, · · · ,βNmod ,m|y)dβNmoddβNmod−1 · · · dβ1.
To implement their algorithm, the specification is required. Dellaportas et al. (1998) im-
prove the efficiency of the method by describing a Metropolis-Hastings (M-H) algorithm
(see Hastings, 1970) for sampling from pi(β1,β2, · · · ,βNmod ,m|y). Another algorithm,
reversible jump MCMC (RJMCMC), is introduced by Green (1995). RJMCMC con-
siders sampling from pi(βm,m|y) instead of pi(β1,β2, · · · ,βNmod ,m|y). Sampling from
pi(βm,m|y) can be more computationally efficient than sampling from pi(β1,β2, · · · ,βNmod ,m|y)
because its support is on ∪m∈{1,2,··· ,Nmod}Rdm×{m} a much smaller space than
∏Nmod
m=1 Rdm×
{1, 2, · · · , Nmod}.
Another strategy for calculating posterior model probabilities is to use the Bayesian
information criterion (BIC) (see Schwarz, 1978) approximation given by Raftery (1995,
p. 145). The approximation when all models are a priori assigned equal probability is
P (M = m|y) ≈ exp{−0.5BICm}∑Nmod
i=1 exp{−0.5BICi}
, (4.8)
113
where BICi is the BIC value for model i. When a priori the models are not assigned
equal probability, (4.8) generalizes to
P (M = m|y) ≈ exp{−0.5BICm}pi(m)∑Nmod
i=1 exp{−0.5BICi}pi(i)
, (4.9)
where pi(i) is the prior probability of model i. The expressions in (4.8) and (4.9) are a
result of approximating the marginal probability of the data conditional on the model,
that is, f(y|m) = ∫ f(y|βm,m)pi(βm|m)dβm, using the Laplace method for integrals
and asymptotic likelihood theory. Note that in general the error of this approximation
is of order O(1) (see Raftery, 1995, p. 132), which means that the error is bounded, but
does not decrease to zero as the sample size tends to ∞. For additional information on
the derivation see Raftery (1995).
In the remainder of this article, the BIC approximation is used in the calculation
of posterior model probabilities because for a moderate number of models, calculating
the BIC for each model is faster than running an MCMC simulation. Since the ap-
proximation of f(y|m) which (4.8) and (4.9) are based on has error of order O(1), one
might feel that the approximation is not sufficiently precise. However, when regression
parameters are assigned flat improper priors, the posterior probability of any model is
not well defined irregardless of the prior model probabilities. Thus, calculating a pos-
terior probability by temporarily using an informative proper prior is an approximation
too. Furthermore, posterior model probabilities are sensitive to the choice of the prior,
so if informative yet reasonably diffuse priors are not thoroughly considered, such an
approximation can be worse than (4.8) or (4.9). In situations where calculating the BIC
for each model is not tractable, temporarily using informative proper priors and one of
the MCMC algorithms described above is recommended. An MCMC algorithm is more
computationally efficient in these situations because only models with relatively large
posterior probabilities are visited by the chain.
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Our discussion on calculating posterior model probabilities has focused on the situ-
ation where regression parameters are assigned flat improper priors. However, in situ-
ations where regression parameters are assigned informative proper priors most of the
discussion is still relevant. The sensitivity analysis for the prior distribution can be omit-
ted if an MCMC algorithm is constructed. However, all discussions about constructing
MCMC algorithms are appropriate. The BIC approximation is relevant regardless of
the prior distribution on the regression parameters. However, the error due to the BIC
approximation is not necessarily trivial, and it should be evaluated.
Once the models that belong to OW are identified, pi(βm|y), the posterior distri-
bution of the regression parameters for model m is explored with an M-H algorithm.
Since the BIC is calculated for every model, maximum likelihood estimates (mle’s) and
standard errors (se’s) of the regression parameters for all models are known. For model
m, let βˆmi and se(βˆ
m
i ) be the mle and se of the ith component of β
m, respectively. Thus,
a good proposal distribution for the regression parameters is readily available to use in
the M-H algorithm. The proposal distribution in the M-H algorithm is the probabil-
ity distribution from which the proposed next state of the Markov chain is generated.
That proposed state is then either accepted or rejected. Since the large sample the-
ory of posterior distributions closely mirrors the large sample theory of mle’s, a normal
distribution with mean βˆmi and standard deviation se(βˆ
m
i ) works well for generating a
candidate for βmi . Letting φ denote the standard normal probability density function
(pdf) and (βm)(t) be the current state of the MCMC chain associated with model m,
the M-H algorithm proceeds as follows:
1. Generate (βmi )
∗ from φ
(
βmi −βˆmi
se(βˆmi )
)
, and let (βm)∗ be (βm)(t) but with its ith com-
ponent replaced by (βmi )
∗.
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2. Set (βm)(t+1) to (βm)∗ with probability
r = min
1, f(y|(β
m)∗)pi((βm)∗)φ
(
(βmi )
(t)−βˆmi
se(βˆmi )
)
f(y|(βm)(t))pi((βm)(t))φ
(
(βmi )
∗−βˆmi
se(βˆmi )
)
 . (4.10)
If the acceptance rates of the algorithm are too high or too low, se(βˆmi ) may be adjusted
up or down, respectively. When acceptance rates are too high, se(βˆmi ) should be raised
so the support of pi(βm|y) can be explored more efficiently. When the acceptance rates
are too low, se(βˆmi ) should be lowered because too many proposals with low posterior
probabilities are being generated.
After the posterior samples of βm are obtained for all models in OW , posterior
samples of µm(xmnew) = (x
m
new)
′βm are easily obtained at each location, xnew, sampled
from the DI for all models in OW . Since many xnew’s are sampled from the DI, one
sample of βm’s is used to get samples of µm(xmnew) at all Nnew xnew’s. To ensure that
this does not affect the final model rankings, one should check that the chains for each
model in OW have converged, and that they have extensively explored the support of
pi(βm|y). Identifying the models in OW and getting posterior samples of µm(xmnew) at
each xnew for all models is the eventual goal of the model estimation stage. The next
stage considers these posterior samples to approximate the ideal target.
4.2.2.2 Approximating the Ideal Value
The ideal value, µ(xnew), is the quantity we are interested in predicting. For this
example, µ(xnew) is the true probability of disease presence at xnew. Because µ(xnew) is
unknown, to judge a model’s ability to predict µ(xnew), a proxy, µˆ(xnew), is needed. The
models in OW provide the most likely descriptions of the observed data, so predictions
from all models in OW are used to calculate the proxy. The steps for calculating µˆ(xnew)
follow.
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1. Re-normalize the posterior model probabilities, P (M = m|y), for the models in
OW , so that
∑
m∈OW P (M = m|y) = 1.
2. Calculate a point estimate (like the posterior mean), µˆm(xmnew), from the posterior
distribution of µm(xmnew) for each model in OW .
3. Combine theOW model estimates to obtain µˆ(xnew) =
∑
m∈OW P (M = m|y)µˆm(xmnew).
The ideal target approximated at each location, µˆ(xnew), is used to calculate the measure
of prediction ability.
4.2.2.3 The Discrepancy Measure
In this section, we use the results from Sections 4.2.2.1 and 4.2.2.2 to construct a
measure of prediction ability. In the Bayesian paradigm, posterior distributions are
used for making predictions. Hence, the ideal predictor at a given covariate location is
a point mass at the ideal value. In this case, unbiased predictions with no uncertainty
can be made. So a discrepancy measure between the posterior distribution of µm(xmnew)
and µˆ(xnew) is a good way to judge prediction ability. Specifically, large discrepancy
indicates poor prediction.
Let Fmxmnew be the posterior cumulative distribution function (cdf) of µ
m(xmnew), and
let Fxnew be the cdf representing a point mass at µˆ(xnew). Specifically, Fxnew steps from
0 to 1 at µˆ(xnew). A natural way to describe the discrepancy between F
m
xmnew and Fxnew
is
Rmk (xnew) =
∫
|Fmxmnew(u)− Fxnew(u)|kdu; k ∈ [1,∞). (4.11)
Note that (4.11) resembles the Lk distance between two functions (see Athreya and
Lahiri, 2006, p. 90) with a subtle distinction. For (4.11) to be considered an Lk dis-
tance, it must satisfy that
∫ |Fmxmnew(u)|du < ∞ and ∫ |Fxnew(u)|du < ∞, which is to
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ensure the finiteness of the Lk distance. However, in (4.11)
∫ |Fmxmnew(u)|du = ∞ and∫ |Fxnew(u)|du = ∞. The non-finiteness has little consequence here because under the
condition that the posterior distribution of µm(xmnew) has finite expectation, (4.11) is
finite (see the Appendix of Chapter 3).
For insight into how Rk behaves in different situations, consider Figure 4.2, which
graphically depicts Rk under four different scenarios. The gray shaded lines depict Rk,
the discrepancy between the individual model cdf’s and the ideal cdf, and the legend
gives the actual value. In all four scenarios, µˆ(xnew) is 0. The top left plot corresponds to
the posterior distribution of µm(xmnew) having a small spread and an expected value that
matches µˆ(xnew) well. The bottom left plot corresponds to the posterior distribution of
µm(xmnew) still having a small spread, but now its expected value does not match µˆ(xnew)
well. The top right plot corresponds to the posterior distribution of µm(xmnew) having
a large spread and an expected value that matches µˆ(xnew) well. The bottom right
plot corresponds to the posterior distribution of µm(xmnew) having a large spread and an
expected value that does not match µˆ(xnew) well. Note that the posterior distribution
of µm(xmnew) having a small spread and an expected value that matches µˆ(xnew) well
leads to the smallest Rk.
One interpretation for Rk is “miss from the target,” and in Chapter 3, Rk is used
as the discrepancy measure or equivalently the measure of prediction ability. When the
focus is on Bayesian linear multiple regression models, a measure of the miss from the
target is an appropriate measure of prediction ability because the variability in the data
is not a function of the target. With GLM’s, the data do not necessarily exhibit constant
variability, so measuring only miss from the target is no longer adequate.
To clarify, the response arises from a Bernoulli distribution. If µ(xnew) is the ideal
probability of disease presence, the variability in the response at that xnew is µ(xnew)[1−
µ(xnew)]. This implies that when µ(xnew) = 0.1 (or µ(xnew) = 0.9), less variability is
expected in the response than when µ(xnew) = 0.5. Consequently, when µ(xnew) = 0.1,
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less miss from the target is expected than when µ(xnew) = 0.5. To compare models, the
prediction ability of each model over all sampled xnew’s must be summarized, graphically
or numerically. However, each xnew corresponds to a different ideal target. So the
summary could be dominated by the relatively large values of Lk for locations where the
ideal targets are near 0.5. To avoid this, the following modification of Rk is used as the
measure of prediction ability:
Dmk (xnew) =

∫
R
∣∣∣∣∣ Fmxmnew(u)− Fxnew(u)√µˆ(xnew)[1− µˆ(xnew)]
∣∣∣∣∣
k
du

min{1, 1
k
}
. (4.12)
Note that large values of Dk imply poor prediction, and small values of Dk imply good
prediction. Furthermore, note thatDmk is a scaled version ofR
m
k , and the scale is the same
for all models because µˆ(xnew) is not a function of m. In general, the denominator of
the integrand in (4.12) is chosen to be
√
V [µˆ(xnew), ηˆ], the estimated standard deviation
of the response at location xnew, where µˆ(xnew) and ηˆ are calculated by BMA. Using
Dk as the measure of prediction ability for Bayesian GLM’s instead of Rk is not an
arbitrary choice. It is inspired by the use of Pearson’s residuals instead of raw residuals
(see McCullagh and Nelder, 1989, p. 37) for GLM’s.
To completely define the measure of prediction ability, the value of k must be chosen.
As in Chapter 3, k = 1 is used in this article because raising k downplays the importance
of spread for Fmxmnew . For a more detailed discussion on how changing k affects Rk, and
thus Dk, see Chapter 3.
4.2.3 Comparing Models
From the previous step, Nnew measures of prediction ability have been calculated
for each model in OW . To compare among models, these measures of prediction abil-
ity must be summarized. Chapter 3 suggests first screening the models in OW us-
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ing numerical summaries like the mean or the maximum, and then further compar-
ing the remaining models with graphical summaries like boxplots and fraction of co-
variate distribution (FCD) plots. Chapter 2 first uses FCD plots, which are closely
related to fraction of design space (FDS) plots introduced by Zahran et al. (2003).
More specifically, let Dm1,(1), D
m
1,(2), · · · , Dm1,(Nnew) represent the ordered (from smallest
to largest) measures of prediction ability defined in (4.12) for model m. The points
(Dm1,(1),
1
Nnew
), (Dm1,(2),
2
Nnew
), · · · , (D1,(Nnew), 1) represent the FCD curve for modelm. FCD
curves are most useful when curves from several models are included on the same plot,
so that direct comparisons can be made.
Since OW contains only twenty models for the example, the screening process with
numerical summaries described in Chapter 3 is bypassed. Instead, initial comparisons
are made with boxplots of the D1’s for each model, shown in Figure 4.3. The boxplots
in Figure 4.3 depict the minimums and maximums, the 95th and 5th percentiles (x’s),
the 75th and 25th percentiles (ends of the box), the median (line through the box), and
the mean (dot). Because small values of D1 are preferred, models in Figure 4.3 with
boxplots closer to zero are preferred. Thus, the best five models are 12 (X1 and X3), 14
(X1, X3, and X1X4), 16 (X1, X3, and X1X3), 17 (X1, X3, X1X3, and X1X4), and 18
(X1, X3, and X4).
It is not difficult to identify the best five models from Figure 4.3; however, choosing
the single best model from the collection is more difficult. FCD curves allow for more
detailed comparisons between models, with Figure 4.4 showing FCD curves for the top
five models. From Figure 4.4 model 12 (X1 and X3) is clearly the best because its FCD
curve stays the flattest and closest to zero.
The deviance information criterion (DIC) (see Spiegelhalter et al., 2002) was also
computed for all the models in OW , which along with posterior probabilities are listed
in Table 4.1. Note that all three selection methods select model 12 (X1 and X3) as the
best, but differ slightly in the next four choices. Table 4.2 shows the marginal posterior
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probabilities for each term. Thus, the MPM as defined by Barbieri and Berger (2004)
is also model 12 (X1 and X3), and all four model selection methods identify model 12
(X1 and X3) as the best.
4.3 Model Selection When the Direction of Error Matters
In this section, we revisit the disease prevalence example when the direction of miss
(high or low) is allowed to influence the measure of prediction ability. This modification
may be relevant because predicting the probability of disease presence lower than the
target may be worse than predicting the probability higher. Previously, the goal was
to predict the probability of disease presence for lower class pre-teens in both sectors
of the city without regard to savings account status. If this analysis factors into the
decision of how much medication to make available, from a humanitarian viewpoint, it
is much worse to predict lower than the ideal value than higher. If disease prevalence is
predicted too high, too much medicine might be produced leading to increased expense
and waste. However, if disease prevalence is predicted too low, a shortage of medicine
could occur leading to potentially serious public health consequences.
We now consider unequal penalties for the direction of miss. The steps in the algo-
rithm proceed mostly the same as before. The one difference is the measure of prediction
ability used. Specifically, Dk in (4.12) is replaced by
Mmk (xnew) =
∫
R
acI[u ≥ µˆ(xnew)]
∣∣∣∣∣ Fmxmnew(u)− Fxnew(u)√µˆ(xnew)[1− µˆ(xnew)]
∣∣∣∣∣
k
+ bcI[u < µˆ(xnew)]
∣∣∣∣∣ Fmxmnew(u)− Fxnew(u)√µˆ(xnew)[1− µˆ(xnew)]
∣∣∣∣∣
k
du

1/k
. (4.13)
The rationale behind (4.13) is in splitting the integrand of (4.12) into two parts, u ≥
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µˆ(xnew) and u < µˆ(xnew) with each part scaled separately. If posterior mass below
µˆ(xnew) is more undesirable, ac is taken to be less than bc.
We do not recommend choosing a single (ac, bc) pair because the robustness of the
PBMSM to (ac, bc) should be considered, and subject matter experts may not agree on
the relative costs of predicting too high or too low. Instead, we recommend considering a
few combinations of (ac, bc) values, and comparing the results from those analyses. In the
initial version of the problem, we considered ac = bc = 1. The results for (ac, bc) = (1, 2)
and (ac, bc) = (1, 3) are now compared. Figure 4.5 displays boxplots of the M1’s for
all twenty models in Table 4.1 (the same twenty as before because ac and bc do not
affect posterior model probabilities) taking (ac, bc) = (1, 2). From Figure 4.5 it is clear
that models 3 (X3 and X1X3), 5 (X3, X4, X1X3), 12 (X1 and X3), 13 (X1, X3, and
X3X4), and 16 (X1, X3, and X1X3) perform relatively well. To compare more closely
the distributions of M1’s for these models, their FCD curves are shown in Figure 4.6.
From Figure 4.6, a clear winner does not emerge because models 3 (X3 and X1X3), 12
(X1 and X3), and 16 (X1, X3, and X1X3) perform similarly to each other, especially in
the upper percentiles. Models 3 (X3 and X1X3), 12 (X1 and X3), and 16 (X1, X3, and
X1X3) outperform models 5 (X3, X4, X1X3) and 13 (X1, X3, and X3X4).
Figure 4.7 displays boxplots of the M1’s for all twenty models in OW taking (ac, bc) =
(1, 3), and shows that models 3 (X3 and X1X3), 5 (X3, X4, and X1X3), and 16 (X1,
X3, and X1X3) perform well with the three smallest maximums and 95th percentiles.
To compare more closely the distributions of M1’s for these models, the FCD curves
are examined in Figure 4.8. It is clear from Figure 4.8 that model 3 (X3 and X1X3) is
preferred because its FCD curve remains the smallest throughout the DI.
When ac = bc = 1, a clear best model is model 12 (X1 andX3). When (ac, bc) = (1, 2),
a single best model does not emerge, but three good models, models 3 (X3 and X1X3),
12 (X1 and X3), and 16 (X1, X3, and X1X3), are highlighted. When (ac, bc) = (1, 3),
a clear winner is model 3 (X3 and X1X3). The results from the PBMSM change as bc
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is increased because bc influences the measure of prediction ability used in comparisons.
A way to think about bc = 2 versus bc = 1 is that deviations of F
m
xmnew from Fxnew
below µˆ(xnew) are penalized twice as much as deviations above µˆ(xnew). To make a
final decision, it is helpful to examine the distribution of point predictions (say posterior
means) that arise from each model across all the covariate locations in the DI. Figure
4.9 contains boxplots of these point predictions for models 3 (X3 and X1X3), 12 (X1 and
X3), and 16 (X1, X3, and X1X3). Figure 4.9 shows that model 3 (X3 and X1X3) leads
to the largest minimum prediction, which makes sense because it is highlighted as the
best by the PBMSM when (ac, bc) = (1, 3), the largest penalty against under prediction
used here. Thus, for this data set, when the study goals are good prediction of the
probability of disease presence, while still protecting against under prediction, model 3
(X3 and X1X3) is the best.
4.4 Simulation Study
This section presents a simulation study focusing on the effects of ac and bc in (4.13)
on the prediction ability of the PBMSM for probit regression models. One interesting
quantity is the proportion of times that the model from the PBMSM leads to point
predictions that are lower than the ideal value. Another interesting quantity is the
proportion of times that the PBMSM model leads to point predictions that are lower
than the point predictions from the HPPM, the model with the lowest DIC, and the
MPM. Proportions are over the covariate points sampled from the DI, xnew. The focus is
on low predictions to match the focus of Example 2. Finally, an interesting quantity that
ignores the direction of miss is the average squared distances of the point predictions
from the PBMSM model, the HPPM, the model with the lowest DIC, and the MPM to
the ideal values. This is useful because the effects of protecting against low predictions
on overall prediction ability should be assessed. Averages are over the covariate points
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sampled from the DI, xnew.
In the study, nine scenarios are considered. In each scenario, three covariates are
available for modeling the response. Furthermore, the same set of 200 points from
a three dimensional standard normal distribution are used as the observed covariate
points in all simulations. Convex hulls around the two dimensional projections of the
observed covariate points are given by the solid lines in Figure 4.10. The DI is a three
dimensional normal distribution with mean vector, m = (−1,−1,−1)′ and variance
covariance matrix Σ = 0.25I where I is the 3 × 3 identity matrix. The same set of
Nnew = 1, 000 points sampled from the DI are used in all simulations. Convex hulls
around the two dimensional projections of the points sampled from the DI are given by
the dotted lines in Figure 4.10. This DI was chosen to be similar to the marginal DI on
age in Examples 1 and 2. The marginal DI on age is uniform on (0, 13); however, no
babies under one year in age are in the observed sample. Thus, the DI in Examples 1
and 2 heavily overlap with the observed covariate points, but some extrapolation is also
present. Finally, the list of competing models is held constant over the nine scenarios,
which is all subsets of a full model that includes the three main effects, the three two-
factor interactions, and the single three-factor interaction. Thus, 27 = 128 models are
considered. The effect heredity principle is not used in the simulation study.
The simulation scenarios differ by the data generating model and the values of bc.
Three data generating models are crossed with three values of bc reflecting the nine
scenarios. The data generating mechanisms are
(1) Φ−1(p) = 0.75X1,
(2) Φ−1(p) = 0.75X1 − 0.2X2, and
(3) Φ−1(p) = 0.75X1 − 0.2X1X2.
The values of bc are 1, 2, and 3.
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The simulation procedure for a fixed data generating model and bc value follows.
1. Generate a data set from the data generating model.
2. Select the PBMSM model, mPBMSM, the model with the lowest DIC, mDIC, the
HPPM, mHPPM, and the MPM, mMPM.
• To identify models in OW , ω = 100 is used.
• Selection of mDIC, mHPPM, and mMPM is exactly as before.
• Selection of mPBMSM is slightly different because graphical comparisons are
not possible.
• A single number summary of the M1’s for each model is used in place of
graphical comparisons.
• mPBMSM is taken to be the model with the smallest average (over xnew’s)
value of M1. Specifically,
mPBMSM = argmin
m
{
1
Nnew
∑
xnew
Mm1 (xnew)
}
.
3. Calculate point predictions, µˆm(xmnew), at each xnew sampled from the DI for each
selected model.
• Posterior means are used.
• Consider mPBMSM. Let µ
mPBMSM(x
mPBMSM
new )(i) be the ith saved state
from the MCMC chain associated with the posterior distribution of
µ
mPBMSM(x
mPBMSM
new ). Let
µˆ
mPBMSM(x
mPBMSM
new ) = 1NMH
∑NMH
i=1 µ
mPBMSM(x
mPBMSM
new )(i), where
NMH is the number of saved states.
• Point predictions for mDIC, mHPPM, and mMPM are similar.
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4. Record the proportion of times (over the sampled xnew’s) that mPBMSM leads
to a lower point prediction than the ideal value given by the data generating
model, mDIC, mHPPM, and mMPM, where
1
Nnew
∑
xnew I[µˆ
mPBMSM(xnew) <
µ(xnew)] is the proportion of times that mPBMSM leads to a lower point prediction
than the ideal value, and 1
Nnew
∑
xnew I[µˆ
mPBMSM(xnew) < µˆ
mDIC(xnew)] is the
proportion of times that mPBMSM leads to a lower point prediction than mDIC.
Formulas for mHPPM and mMPM are similar.
5. Record the average (over the sampled xnew’s) squared distance of the point pre-
dictions from mPBMSM, mDIC, mHPPM, and mMPM to the ideal value given
by the data generating model; for instance,
1
Nnew
∑
xnew [µˆ
mPBMSM(xnew)− µ(xnew)]2.
6. Repeat Nsim = 500 times.
Since only Nsim = 500 data sets are generated in each scenario, the entire simula-
tion study was run twice to ensure that the general conclusions remained consistent.
Table 4.3 summarizes the simulation results for the proportion of times that mPBMSM
leads to lower point predictions than the ideal value. The two columns represent the
two runs of the simulation study. To describe the values in Table 4.3, consider 0.5323,
which corresponds to simulation 1, bc = 1, and the median. When bc = 1 for a given
data generating model, Nsim = 500 values of the proportion of times that mPBMSM
leads to a lower prediction than the ideal value are recorded. One measure of central
tendency of those 500 proportions is their median. However, three data generating mod-
els are paired with bc = 1, so three medians correspond to bc = 1. The value 0.5323
is the simple average of those three medians. The other values in the table are arrived
at similarly. Table 4.3 shows that when bc is increased from 1 to 3, the average and
median proportions decrease. Thus, as bc is increased, the PBMSM chooses models that
often lead to point predictions that are not lower than the ideal value. However, Table
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4.3 also shows that the 90th and 95th percentiles do not substantially decrease as bc is
increased from 1 to 3. So increasing bc tends to lead to point predictions that are not
low, but some worst case scenarios can still occur. Note that simulations 1 and 2 have
the same general pattern.
Table 4.4 summarizes the simulation results for the proportion of times thatmPBMSM
leads to lower point predictions than mHPPM, mDIC, and mMPM. The values in Table
4.4 are calculated in the same way as the values in Table 4.3. With respect to mHPPM
and mMPM, all four statistics decrease as bc increases from 1 to 3. However, the most
noticeable decrease is in the 95th percentile. In simulations 1 and 2 when comparisons
are to mHPPM, the average 95th percentiles are 0.6762 and 0.7722, respectively for
bc = 1. But when bc = 3, the average 95th percentiles are 0.0927 and 0.0990 in sim-
ulations 1 and 2, respectively. Similar results are noticeable when comparisons are to
the mMPM. When comparisons are to mDIC, the results are different. All summary
statistics still decrease as bc increases, but some remain very high. In simulation 1 when
bc = 3, the average 95th percentile is 0.8929. Thus, in comparison to the DIC model,
increasing bc tends to highlight PBMSM models that avoid lower point predictions than
the DIC model, but in some instances, mPBMSM leads to a substantial number of point
predictions that are lower than the point predictions from mDIC.
Table 4.5 summarizes the simulation results for the average squared distance to the
ideal value. The values in Table 4.5 are arrived at in a similar manner to the values in
Tables 4.3 and 4.4. For instance, the value 0.0032, which corresponds to simulation 1,
mPBMSM, and the median, is actually the average of three medians across the three
model scenarios. Since lower average squared errors indicate better prediction ability,
the row minimums for both simulations are highlighted. An immediate observation is
that mPBMSM leads to the row minimums for all summary statistics in both simulations
when bc = 1. Thus, over the three data generating models considered here, the PBMSM
leads to models that give better point predictions than the other methods. However,
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when bc = 2, it is not clear if the PBMSM or the MPM leads to better prediction ability
because the MPM is clearly better in simulation 1, but the PBMSM is clearly better in
simulation 2. When bc = 3, the MPM leads to better point predictions. This is expected
because raising bc changes the goal of model selection from good predictive ability to
protection against low predictions. Note that even though the PBMSM is overtaken by
the MPM when bc = 3, the PBMSM still selects models with better prediction ability
than the DIC. So protecting against low predictions is not a large detriment to the
prediction ability of models selected by the PBMSM.
4.5 Concluding Remarks
In this article, a new model selection methodology for GLM’s is presented, which
focuses on selecting the best model for predicting the mean response over a user-specified
portion of the covariate space. The algorithm is a sequence of four steps. The first step
selects the distribution of interest (DI), which is a portion of the covariate space where
good prediction is sought. The second step randomly samples points from the DI. The
third step calculates a measure of prediction ability for each model under consideration
at each point sampled. To calculate this measure for model m at xnew, we propose first
approximating the ideal target using BMA. Then, the posterior distribution of the mean
response for model m at xnew is compared to the approximation of the ideal target.
Because GLM’s, which allow for non-constant response variability, are considered, the
measure of prediction ability is adjusted to compensate for the response variability. The
fourth step compares models using numerical and graphical summaries of the prediction
measures.
Initially, the disease presence data from Neter et al. (1996) are considered where
the response is a binary presence/absence variable, and four covariates are available.
A probit regression model is used to describe the relationship between the predictor
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terms and the probability of disease presence. The prior distributions on the regression
coefficients for all models are flat and improper. The DI is defined by the goal to select a
model for predicting the probability of disease presence in lower class pre-teens from both
sectors of a city without regard to their savings account status. Initially, 545 models are
considered. These models correspond to all sub-models constrained by effect heredity
of a full model that has four main effects and six two-factor interactions. Only the
models with relatively high posterior probabilities as selected using Occam’s window are
considered. After measures of prediction ability are calculated, and model comparisons
based on those measures are made, the PBMSM highlights model 12 (X1 and X3) as
the best, which is consistent with other standard methods of model selection. There are
some differences between these four selection methods for subsequent rankings.
A second version of the analysis adjusts the methodology to protect against predicting
the probability of disease presence lower than the ideal target. Such protection may
be important if the data analysis influences the amount of medication that is made
available. The majority of the methodology remains unchanged with the sole difference
being the measure of prediction ability. The new measure has the ability to penalize
models with too much posterior mass below the approximated ideal target. In this
version of the analysis, the best PBMSM model changes. It is reasonable to expect such
a change because originally the measure of prediction ability does not consider where
the difference in the cumulative distribution functions is.
In the simulation study, several advantages of the PBMSM are highlighted. First,
in (4.13), fixing ac = 1 and raising bc is effective for protecting against predictions that
are too low. Table 4.3 shows this by comparing point predictions from mPBMSM to
the ideal values. Table 4.4 shows this by comparing point predictions from mPBMSM
to point predictions from mDIC, mHPPM, and mMPM. Furthermore, when ac = 1
and bc = 1, mPBMSM leads to better (in terms of average squared distance to the ideal
value) point predictions than mDIC, mHPPM, and mMPM. This is shown in Table 4.5.
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Table 4.5 also shows that as bc is increased from 1 to 3, the PBMSM may not lead to
the best point predictions. However, relative to the other methods, especially choosing
the model with the smallest DIC, the point predictions from mPBMSM are not too far
from the ideal values.
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Table 4.2 Marginal posterior probabilities for each term in Example 1.
Term Posterior Probability
X1 0.85
X2 0.00
X3 0.79
X4 0.10
X1X2 0.00
X1X3 0.31
X1X4 0.11
X2X3 0.00
X2X4 0.00
X3X4 0.11
Table 4.3 Summary statistics of the proportion of times that the prediction
from the PBMSM is smaller than the true value. The reported
values are averages over the three true models.
Simulation 1 Simulation 2
bc = 1
Average 0.5110 0.5126
Median 0.5323 0.5303
90th Percentile 0.9947 0.9943
95th Percentile 0.9997 0.9993
bc = 2
Average 0.4063 0.4368
Median 0.3193 0.4173
90th Percentile 0.9568 0.9590
95th Percentile 0.9947 0.9944
bc = 3
Average 0.3980 0.3818
Median 0.3127 0.2730
90th Percentile 0.9433 0.9136
95th Percentile 0.9897 0.9745
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Figure 4.1 The 100 largest posterior probabilities from the disease preva-
lence example. The lines depict OW when ω = 50 and ω = 100
135
Figure 4.2 Graphical representations of Rk under four circumstances. The
gray diagonal shading lines represent Rk where “R” in the legend
is Rk.
136
Figure 4.3 Boxplots of the D1’s for each model in OW .
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Figure 4.4 FCD curves for models 12 (X1 and X3), 14 (X1, X3, and X1X4),
16 (X1, X3, and X1X3), 17 (X1, X3, X1X3, and X1X4), and 18
(X1, X3, and X4).
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Figure 4.5 Boxplots of the M1’s for each model in OW with (ac, bc) = (1, 2).
139
0.00 0.19 0.38 0.57 0.76 0.95
0.
30
0.
35
0.
40
0.
45
0.
50
0.
55
0.
60
FCD plot of lower 95% of discrepancy values with k=1
FCD
di
sc
re
pa
nc
y 
w
ith
 k
=1
3
5
12
13
16
Figure 4.6 FCD curves for models 3 (X3 and X1X3), 5 (X3, X4, X1X3),
12 (X1 and X3), 13 (X1, X3, and X3X4), and 16 (X1, X3, and
X1X3) with (ac, bc) = (1, 2).
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Figure 4.7 Boxplots of the M1’s for each model in OW with (ac, bc) = (1, 3).
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Figure 4.8 FCD curves for models 3 (X3 and X1X3), 5 (X3, X4, and X1X3)
and 16 (X1, X3, and X1X3) with (ac, bc) = (1, 3).
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Figure 4.9 Boxplots of predictions over DI for models 3 (X3 and X1X3), 12
(X1 and X3), and 16 (X1, X3, and X1X3).
143
Figure 4.10 Two dimensional convex hulls of the observed covariate points
(solid lines) and the sampled points from the DI (dotted lines)
in the simulation study.
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CHAPTER 5 CONCLUSION
5.1 General Discussion
This dissertation introduces a new model selection methodology for regression models
applicable to either the frequentist or Bayesian paradigm focusing on good prediction
or estimation of the mean response over a user-specified region of the covariate space.
The topic is addressed in three articles, which consider separate inference settings and
model classes. The first article considers linear regression models under the frequentist
paradigm. The second and third articles consider linear and generalized linear models,
respectively, under the Bayesian paradigm.
The possibility of preferring different models in different regions of the covariate
space is a core assumption in each article. A distinction between the right model and
the best model in a specific region is made because in some situations they may not be
the same. For instance, if two observed covariates are highly correlated, the right model
may include both. However, the best model for prediction or estimation of the mean
response may not because including the correlated covariates increases the variability
of predictions and estimates. Likewise, if predictions or estimates of the mean response
are sought far from the centroid of the observed covariates, a model smaller than the
right model may be preferred because the increased bias of the smaller model may be
outweighed by the increased variance of the larger model.
All three articles propose the same basic four-step algorithm; however, the details
of carrying out the steps under the different inference paradigms and model classes
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vary. The first step is choosing the distribution of interest (DI), and its execution does
not change with the inference setting or model class. The DI is a (most likely joint)
probability distribution over the covariate space. It identifies covariate locations where
predictions or estimates of the mean response will likely be sought. In some situations
like the warehouse example of Chapter 2, the study goal and statistical methodologies
are used to precisely define the DI. In others like the disease prevalence example of
Chapter 4, the nature of the problem of interest precisely defines the DI. After the
DI is chosen, step 2 is sampling randomly from the DI, which also does not change
with the inference setting or model class. In many situations, sampling from the DI
is straightforward because a convenient distributional form of the DI can be used. In
cases where a convenient distributional form cannot be used, methods such as rejection
sampling or even Markov chain Monte Carlo are available.
The third step in the algorithm is concerned with calculating measures of prediction
ability. The implementation of this step is the major difference between the three articles.
In Chapter 2, the mean squared error (MSE) is used to judge a model’s ability to estimate
the mean response at a covariate location sampled from the DI. Since MSE is the sum
of variance and the square of bias, it is useful for balancing precision and accuracy, two
qualities that good estimates should possess. In Chapter 3, Bayesian linear models are
considered where the discrepancy between a model’s posterior cumulative distribution
function and a step function at an approximate ideal target is used to judge prediction
ability. The measure of prediction ability changes because the traditional notion of MSE
is not applicable in the Bayesian paradigm and the opportunity to use the whole posterior
distribution instead of only the first two moments is easily exploited. In Chapter 4,
Bayesian generalized linear models are considered. The measure of prediction ability
used in Chapter 4 is a similar but slightly modified version of the measure used in
Chapter 3. The modification is needed to account for the unequal response variability
common in generalized linear models. Chapter 4 also considers a further modification
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of the measure for protection against missing the ideal target too high or too low.
The fourth step is comparing models based on the measures of ability to estimate or
predict the mean response calculated in the third step. We recommend graphical com-
parisons of the entire distributions of the measures instead of comparing single number
summaries. In all three articles, boxplots and fraction of covariate distribution (FCD)
plots are used for this task. When the number of models being compared is initially
too large for effective graphical comparisons, the models under comparison are thinned
using several numerical summaries. The process is illustrated in the second example of
Chapter 2.
In Chapters 2 and 3, simulation studies compare the new methodology to some stan-
dard methods of model selection where the distance between the prediction or estimate
from the selected model and the true value is the basis of comparison. In the studies, the
models considered are all subsets of a full model. The results show that when reduction
from the full model is expected, the new methodology tends to highlight models that
perform better than the other methods under study. Furthermore, the improvement is
most dramatic when the covariates are correlated and the DI involves extrapolation. In
Chapter 4, a simulation study focusing on the direction of miss, high or low, is pre-
sented. It shows the effectiveness of the strategy for protecting against predicting too
low as described in Chapter 4. Thus, when the study goal is prediction over a user-
specified region of the covariate space, protecting against predictions that are too high,
too low, or both, the new methodology should be used.
An alternative to model selection when prediction is the primary goal is model aver-
aging. An advantage of model averaging over model selection is that model uncertainty
is naturally built into the uncertainty of predictions. However, model selection has ad-
vantages over model averaging too. For instance, a single model provides a simpler
description of the data that is often accurate. Second, while prediction or estimation
of the mean response may be the primary goal of an analysis, interpreting regression
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coefficients can be very helpful to understanding and characterizing underlying physical
processes. That ability is lost with model averaging. Finally, if predictions or esti-
mates of the mean response are sought at many locations after the selection phase, the
computational simplicity of a single model is appealing.
5.2 Recommendations for Future Research
The main theme of the three articles in this dissertation is selection of regression
models when the analysis goal is good prediction or estimation of the mean response in a
user-specified region of the covariate space. The articles describe a general methodology
for the frequentist and Bayesian paradigms considering linear and generalized linear
model classes. While developing the methodology for these articles, ideas for other
selection methodologies with similar analysis goals are considered but not fully examined.
In the frequentist paradigm, model selection via cross-validation could be modified
using the user-specified DI idea. The first step in the algorithm would also involve
choosing the DI. Then, a way is chosen to measure distance from an observed covariate
point to the DI. When splitting the data into training and validation sets, each observed
covariate is assigned a weight inversely proportional to its distance from the DI. Then,
instead of selecting the validation data set by equally weighted random sampling, the
new weights would be used. Thus, the data points closer to the DI are more likely to be
in the validation data set. The precise definitions of distance should be explored, and
simulations to judge effectiveness are needed.
In the Bayesian paradigm, the calculation of posterior probabilities could be modified
to incorporate information about the DI. The first step is again choosing the DI. Then, as
in Chapters 2, 3, and 4, the second step is sampling randomly from the DI. The covariate
points sampled from the DI are treated as though their responses are missing data. To
see this more clearly, let xmobs,1, x
m
obs,2, · · · , xmobs,Nobs be the observed covariate vectors for
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model m, and let xmnew,1, x
m
new,2, · · · , xmnew,Nnew be the covariate vectors sampled from the
DI in the second step. The covariate vectors correspond to responses yobs,1, yobs,2, · · · ,
yobs,Nobs and ynew,1, ynew,2, · · · , ynew,Nnew , respectively. However, the yobs,i’s are observed,
but the ynew,i’s are not observed. Let yobs and ynew be the vectors of observed and
missing responses, respectively. Let
Xmobs =

(xmobs,1)
′
(xmobs,2)
′
...
(xmobs,Nobs)
′

and
Xmnew =

(xmnew,1)
′
(xmnew,2)
′
...
(xmnew,Nnew)
′

.
Then, the full likelihood is L(yobs,ynew|Xmobs,Xmnew,θm,M = m), where θm is the vector
of likelihood parameters for model m. Let pim(θm|M = m) be the prior density of θm,
and let P (M = m) be the prior probability of model m. Then the joint posterior
distribution is
f(θm,M = m|yobs,Xobs,Xnew) ∝ (5.1)∫
L(yobs,ynew|Xmobs,Xmnew,θm,M = m)pim(θm|M = m)P (M = m)dynew.
Thus, the ynew,i’s are first integrated out, but the posterior probability of model m
still depends on the covariates sampled from the DI. Note that (5.1) is supported on
A = ∪Nmm=1Rdm×{m}, where dm is the dimension of θm, and Nm is the number of models.
Strategies, such as reversible jump MCMC (Green, 1995), are available for characterizing
149
(5.1).
This procedure does not focus directly on good prediction or estimation of the mean
response, but it does incorporate information about the DI in posterior model proba-
bilities. It could be used directly to choose a best model, or be integrated into the new
methodologies of Chapters 3 and 4. Specifically, in Chapters 3 and 4, posterior model
probabilities are used for approximating the ideal target. The methods for calculating
posterior model probabilities in Chapters 3 and 4 could be replaced by this method.
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