However, beyond these obvious features, a compelling experimental study of intelligent behavior must satisfy two additional criteria: it must have relevance and it must produce insight. I will illustrate these ideas with examples from machine learning, one of the most experimentally oriented subfields within artificial intelligence. Moreover, because AI researchers are often concerned with extending some existing method to improve its behavior, I will focus on this paradigm.
An experimental study of AI methods has relevance if it has implications for problems on which those methods will be used in practice. Researchers can best satisfy this criterion by running their experiments on natural domains from the real world. For example, in the machine-learning community, most papers report experimental results on data sets from the repository at the University of California, Irvine, a collection of files that contain data on a variety of natural classification tasks, such as medical diagnosis. Experiments with natural domains are essential because extensions to existing algorithms, although intuitively plausible, often make little difference in practice. Consider the naive Bayesian classifier, a simple learning method that uses training data to estimate the conditional probabilities of attribute values given the class. Because naive Bayes assumes that each attribute is conditionally independent, given the class, it would seem easy to improve it by using more sophisticated methods. However, experiments run by both Igor Kononenko and myself revealed little or no improvement with extensions to naive Bayes on a number of real-world data sets.(2,3) Those studies, although giving negative results, were relevant in that they tested our intuitions on natural domains.
However, experimental studies on natural domains alone do not satisfy our insight criterion. The machine-learning community, in particular, has come to rely almost exclusively on experiments that compare alternative methods on a variety of standard domains (20 or so data sets from the UCI repository), then conclude that one technique or another is superior because it fares better on most of the domains. Such "bake-offs" tell us very little about the reasons for results, and thus do not provide the understanding about causes that we expect in science.
Researchers can best obtain insight by running experiments on synthetic domains that have been designed to test explicit hypotheses, typically motivated by the intuitions behind the original extension. For example, I have reported experiments on synthetic domains that involve target concepts with disjoint decision regions, which violate another assumption made by naive Bayes.(3) The importance of using synthetic domains is not because they let one generate some new task, but because they let one vary systematically some dimension of interest, and thus test hypotheses about the conditions under which one method will fare better than another. Of course, by themselves, studies with synthetic domains do not ensure relevance; my study found major differences between naive Bayes and its extension on the predicted synthetic domains, but these differences did not carry over to real-world induction tasks.
Thus, truly compelling studies, in machine learning and elsewhere, will include experiments on both natural and synthetic domains, the first to establish relevance and the second to achieve insight. Ideally, they will also relate the findings in the two types of study. For instance, if one finds the same shape of results (say when varying some other factor, such as number of training cases) in a synthetic and natural domain, this suggests that the natural domain has similar characteristics to the synthetic one. This strategy lets one move beyond causal accounts in artificial domains toward reasons for success or failure in natural ones, thus giving relevance and understanding at the same time.
Of course, insights about the sources of an algorithm's power are as important as insights about the effects of domain characteristics. Thus, a well-rounded experimental paper will also include lesion studies, which remove algorithm components to determine their contribution, and studies that examine sensitivity to specific parameter settings. Experiments that systematically vary external resources, such as the number of training cases available for learning, should also play a role in any complete empirical study. These recommendations are not new; Dennis Kibler and I proposed these research strategies in an early paper on the experimental study of learning,(4) and Paul Cohen makes a broader case for their use with any intelligent system. (5) I have drawn my examples from machine learning, but the same basic arguments hold across AI. Research on planning, natural language, diagnosis, perception, and robotics would all benefit from a more balanced mixture of experiments. Although some work along these lines exists, papers in every AI subfield would be more compelling if they included systematic experiments designed with both relevance and insight in mind. I encourage AI researchers to take both of these criteria into account in their experimental evaluations, and thus to speed progress toward the day when our field becomes a true science of the artificial.
