Inherent variability of chemical sensors makes it necessary to calibrate chemical detection systems individually. This shortcoming has traditionally limited usability of systems based on Metal Oxide gas sensor arrays and prevented mass-production for some applications. Here, aiming at exploring calibration transfer between chemical sensor arrays, we exposed five twin 8-sensor detection units to different concentration levels of Ethanol, Ethylene, CO, or Methane. First, we built calibration models using data acquired with a master unit. Second, to explore the transferability of the calibration models, we used Direct Standardization to map the signals of a slave unit to the space of the master unit in calibration. In particular, we evaluated the transferability of the calibration models to other detection units, and within the same unit measuring days apart. Our results show that signals acquired with one unit can be successfully mapped to the space of a reference unit. Hence, calibration models trained with a master unit can be extended to slave units using a reduced number of transfer samples, diminishing thereby calibration costs. Similarly, signals of a sensing unit can be transformed to match sensor behavior in the past to mitigate drift effects. Therefore, the proposed methodology can reduce calibration costs in mass-production and delay recalibrations due to sensor aging. Acquired dataset is made publicly available.
Introduction

10
Unlike sensor drift and robustness, which were studied thoroughly during the last decade tually is equivalent to DS). They found that the latter was the most satisfactory approach. 37 Tomic et al. used five units of a quartz micro balance sensor array [19] . They tested an 38 approach that includes a linear regression to compensate each sensor individually, and a mul- Only recently calibration transfer techniques have been used in regression tasks. In con-54 trast to classification tasks, regression is a more challenging problem, but also offers a more In another study by Deshmukh et Variations in the composition of gas mixtures induce changes in the MOX sensor's con- accurate and reproducible data generation, the system was fully operated by a computerized 149 environment.
150
The gas delivery system was based on three independent fluidic branches, each of them 151 controlled by a Mass Flow Controller (MFC) system. The first fluidic branch was used to 152 control the flow of dry air, whereas the other two branches were free to be connected to any 153 pressurized gas cylinder. The gases were supplied by Airgas Inc. in calibrated pressurized gas 154 cylinders. The three branches met together to obtain the desired gas mixtures. MFC were 155 set to induce the desired concentration levels while keeping the total flow at 400 ml/min.
156
The sensor array was placed in a 60 − ml sealed chamber with 8 openings in its bottom that 157 fit with the standard TO-5 package. Finally, the resulting mixture passed through the mea-158 surement chamber continuously before being collected by the exhaust system. The sensors' 159 conductivities were acquired continuously at 100 Hz throughout the complete experiment. Hence, by means of a set of three MFCs and the acquisition system, the sensor array was 163 exposed to controlled gas conditions, while the sensors' conductivities were recorded. At the 164 end of the measurement, we acquired 8 time-series that were indicative of the presented gas 165 conditions. 166
Experimental protocol
167
The same experimental protocol was followed to measure the response of the 5 chemical 168 detection platforms. Each day, a different unit was tested, which included the presentation 169 of 40 different gas conditions, presented in random order. In particular, the board under test 170 was exposed to 10 concentration levels of Ethanol, Methane, Ethylene, and Carbon Monoxide.
171
The gas mixtures were generated with calibrated gas cylinders at different concentrations:
172 1000 ppm for Carbon Monoxide and Methane, and 500 ppm for Ethylene and Ethanol. Table   173 2 shows the tested concentration levels for each volatile. Moreover, the sensory units were 174 8 tested several times over a period of 22 days (see Table 3 ). Unit 5 18,22
The design of the experiment was the same for the four tested volatiles: First, a constant 176 flow of air (carrier gas) circulated through the sensing chamber for 50 s. This step constitutes 177 a preliminary stabilization phase, which served to measure the baseline of the sensor response.
178
Second, the carrier gas was mixed with the selected volatile at the desired concentration level.
179
The resulting gas mixture circulated during 100 s. Finally, the vapor was purged out from In summary, the acquired dataset, which was generated over the course of 22 days, includes model. The models were trained such that a 5-fold cross-validation error was minimized.
225
The rest of the concentration levels (1,3,5,7, and 9) were set aside to test the performance given by:
where S master and S slave are the response matrices of the transfer samples (also called 
where both, s and β are parameters that depend on the analyte under test and the sensor's 269 operating temperature.
270
Using the ten concentration levels of each compound that we acquired each day for each behavior of the sensors changes across boards and also within the same sensor, since each 278 repetition was measured days apart. 
Signal mapping
280
We collected data with a master unit and compared the acquired data with the signals 281 from a slave unit exposed to the same conditions. Figure 4 shows the captured signals with 282 the master unit and the slave unit when Ethylene at 10 concentration levels was presented. 
Calibration transfer
303
Transfer between devices
304
We built a calibration model selecting a sensing unit as master device and using only cal- only slightly higher than the error obtained measuring the same day with the master: 3.9%, 334 which provides a performance limit for the prediction accuracy of the models.
335
In order to confirm the flexibility of our approach, we evaluated the same methodology Second, we explored the ability of other calibration transfer techniques. In particular,
347
we evaluated PDS, OSC, and GLSW that are already implemented in the P LS T oolbox
348
[36]. Following the same methodology, and using SVR regression, we compared the obtained 349 accuracy to DS. Table 5 shows first/third quartiles of the distribution of errors in ppm for 
355
Transfer within the same device
356
We tested whether DS can be used to alleviate sensor drift. Similarly to results presented 357 in Fig. 6 , we applied the signal transformation to measurements acquired with the same unit 358 but measured days apart. In particular, we built the calibration models with the calibration 359 
364
We also evaluated the feasibility of a transferred calibration model to be transferred again.
365
In other words, we explored whether calibration models can be concatenated in a sequential 
Continuous monitoring applications
378
In the previously explored scenarios, either when calibration transfer was evaluated be- 
