The basic motive of the search engines lies in the fact that, it should be able to retrieve results with utmost accuracy and efficiency. Image search engines are no where exceptional. They should retrieve images from the database which are similar to the query image. Existing image search engines largely depend on the keywords provided by the users for effective search. In this paper, we have discussed the disadvantages of keyword based search as well as the basics of Content Based Image Retrieval (CBIR). In particular, we discuss the pros and cons of CBIR based on Color and Texture properties of the images and suggest a new parameter for search, the entropy.
INTRODUCTION
Content Based Image retrieval has seen so many changes over the last decade. Most of them were based on the combination of color, texture and shape properties of an image. Some of the recently suggested CBIR systems include relevance feedback from the user for filtering the images. Though several changes have been suggested, only a very few parameters, including, the color and texture have been taken into account and the CBIR systems were developed based on them. As a result, the expected outcome is never achieved by the existing systems. Irrelevant images dominate the relevant images. In order to perform better, most of the existing systems expect keywords from the users to go on for a keyword based search. But, keyword based search proves to be inefficient, since, it forces the database admin to name every image manually according to the subject of the image. If the image is named without considering the subject, keyword based subject will fail at the first step itself. Hence, we have suggested a randomness parameter called the entropy to be used along with the basic parameters, namely, the color and the texture. The following section gives a basic introduction about the properties of images, followed by the technical background of the implementation.
ANALYSIS OF THE EXISTING SYSTEMS
The basic steps involved in CBIR are explained in the figure 1. The objective is to enter an image as a query image and the resulting images should be similar to that of the query image.
The basic property used in comparing images is the color combination of the query image. The following sections deal with the intrinsic details of color based image retrieval and texture based image retrieval.
Color based image retrieval
The basic tool in analyzing the colors present in an image is the histogram. They are bar graph like thing, where, the bars are termed as bins. Number of bins is proportional to the number of colors that make up the image file. For example, if the image is composed of Red, Green and Blue alone, there will be 3 bins in the x-axis. The y-axis, on the other hand describes the number of pixels which are of the particular color. For example, refer to the figure 2 shown below. A sample image with its histogram is shown.
Fig 2: Sample Image and its histogram
Based on the histograms, a similarity check is performed. Generally images are of RGB color maps. They are converted into HSV maps for convenience. The steps for image comparisons are follows.

Obtain the query image from the user. Generate the histogram of the image.  Do the above step for every database image.
Fig 1: Basic steps in CBIR


Compute the quadratic distance between the query image and every database image according to the formula [1] ,
Where, d is the measured quadratic distance between the query image (Q) and the database image (I), H Q and H I are the histograms of Q and I respectively, "t" is the transpose operation, and "A" denotes the similarity matrix, which is computed based on the Hue, Saturation and Value of the images being handled. The formula to find the similarity matrix is as follows [1] ,
-----------------(2)
 Based on the value of quadratic distance between the images, the results are prioritized. Lesser the value of"d", greater the possibility of similarity.
A sample query and the retrieval results are shown in figure 3 .
As it can be observed from the figure shown, the color based image retrieval proves to be somewhat efficient. The search result has some irrelevant images too. In order to bring down the irrelevancy rate, one more level of search, filtering the irrelevant images needs to be done. The following section deals with the texture based image retrieval. 
Texture based image retrieval
To improve the retrieval efficiency of CBIR systems, images were analyzed deeply. The objective of this step is to calculate the overall intensity of the images, which can then be used as a measure for comparison. The coarser information about the images is obtained by decomposing the images, using wavelet decomposition method. The following steps are followed for the texture based search.
 Top 6 energies of the image (Query image and every database image) according to the formula [2] ,
Where, "M" and "N" are the row and column size of the decomposed image. For instance, consider the image in the figure 4.
Fig 4: Image to be decomposed
The first step is to decompose the image, using discrete wavelet transformation function dwt2() available in MatLab, the parameters of the function are matrix of pixels of image that is to be decomposed and the type of the wavelet. We preferred Daubechies wavelet; in particular, we tried db10 for testing purposes. Figure 5 shows first level decomposition of the image shown in figure 4.
Fig 5: First Level decomposition
As the above figure shows, the image is decomposed at different frequency bands, where in the energy is concentrated in the low-low sub band It is because of this property, we utilized the lowlow sub band for the further 5 levels of decompositions. At the end of 6 th level of decomposition, we calculated the energy using (3).

The above step is repeated for every image in the database, and finally, we calculated the Euclidean distance between the images using the following formula [2] ,
-------------(4)
Where Di denotes the Euclidean distance between the query image and ith image in the database.
[Note: For every image i in the database, k set of energies have to be calculated. (Y i,k )] X k is the energy level of the query image. Finally we sorted the distance values in the increasing order and displayed the top most images.
 Based on the value of D, we sorted the images in the database in the descending order to provide the most similar images at the top. A sample query and the retrieval results are shown in figure 6.
Fig 6: Sample query and search results
It is evident from the figure 6 that, the search results have been much convincing than that of the color based retrieval. Irrelevant images are filtered to a great extent in texture based retrieval.
RECOMMENDATION
Our test results suggested us that, it is not sufficient to use only the color and texture properties of an image to implement CBIR, since, the efficiency was not as expected. Hence, we made a profound study of image properties that can help us figure out the objective. We have identified a very useful property, namely, the entropy, which seemed to be highly constraining the search results, by completely eliminating the irrelevant images.
Entropy
Entropy is a factor that is used to characterize the randomness of an image. Entropy is a statistical measure of randomness that can be used to characterize the texture of the input image [3] . Entropy can be defined as follows
The "p" in the above term defines the histogram count of the image being processed. Figure 7 shows an image and its entropy value.
Fig 6: Images and their entropy
We are working towards utilizing the entropy value of the query image and the images in the database, in order to compare them. We are on the analysis phase of choosing the right threshold of the entropy difference between the images to minimize the percentage of irrelevance.
Region Of Interest (ROI)
We are planning to further improve the search criterion based on some region of interest chosen by the user. The user will have to choose a region in the query image to insist upon the particular pattern as a symbol of training the system. The system will then have to work on the particular region. The region will be analyzed based on the histogram properties and the entropy properties, to revise the query. After the entropy based search is over, this part of the research will be taken up.
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