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Abstract
We show, for the input vectors (a0, a1, ..., an−1) and (b0, b1, ..., bn−1), where ai’s
and bj ’s are real numbers, after O(n) time processing for each of them, the vector
multiplication (a0, a1, ..., an−1)(b0, b1, ..., bn−1)
T can be converted to the multiplication
of two vectors (a′0, a
′
1, ...a
′
n/c−1) and (b
′
0, b
′
1, ..., b
′
n/c−1), where c > 1 is a constant, here
(a′0, a
′
1, ...a
′
n/c−1) depends on (a0, a1, ..., an−1) only and (b
′
0, b
′
1, ..., b
′
n/c−1) depends on
(b0, b1, ..., bn−1) only. This enables the matrix multiplication of two n × n matrices to
be computed in θ(n2) time.
Keywords: Algorithms, matrix multiplication, efficient algorithms.
1 Introduction
Let nω be the time for matrix multiplication. It is trivial that ω ≤ 3. Strassen first showed
that ω < 2.81 [19]. After Strassen’s result there is a series of work improving the time bound.
Pan [15] showed ω < 2.796. Bini et al. [3] obtained ω < 2.78. Scho¨nhage [17] showed that
ω < 2.522. Romani [16] got ω < 2.517. Coppersmith and Winograd [5] obtained ω < 2.496.
In 1986, Strassen then obtained that ω < 2.479. In 1990 Coppersmith and Winograd [6]
obtained the ω < 2.376 bound that lasted more than twenty years. Only until 2012 Williams
[20] improved the bound to ω < 2.3728642. A weaker improvement is also found by Stothers
[18]. In 2014 Le Gall [11] improved the bound to ω < 2.3728639.
In addition there are works on multiplying rectangular matrices. Coppersmith showed
[7, 8] that an n×n0.294 matrix can be multiplied with an n0.294×n matrix in n2+ǫ time. Huang
and Pan then generalized this to any rectangular matrix multiplication [14]. Gall showed
[12] that an n×n0.30298 matrix can be multiplied with an n0.30298×n matrix in O(n2+ǫ) time.
In 2018 Gall and Urrutia showed [13] that an n× n0.31389 matrix can be multiplied with an
n0.31389 × n matrix in O(n2+ǫ) time.
The algorithms we mentioned before are for real valued matrices. For Boolean ma-
trix multiplication and integer matrix multiplication there are no better algorithm other
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than those algorithms mentioned above. However, the “Four Russians” algorithm by Ar-
lazarov, Dinic, Kronrod, and Faradzhev [1] has time O(n3/ logn) but can be improved to
O(n3/ log2 n) for matrix multiplication, Bansal andWilliams [2] obtained anO(n3(log logn)2/ log9/4 n)
time algorithm for Boolean matrix multiplication, Chan [4] obtained anO(n3(log log n)3/ log3 n)
time algorithm for Boolean matrix multiplication and Yu [21] obtained anO(n3(log log n)c/ log4 n)
time algorithm for Boolean matrix multiplication.
The first portion of this paper will be the version 11 paper with some modifications. The
most important modification is that we use x+1 to replace x−1 in version 11 and this fixed a
bug in version 11. In this portion we assume that the matrix input are nonnegative real num-
bers. And we also have the rule that positive numbers or monomials cannot be added with
negative numbers or monomials, i.e. positive add with positive and negative add with nega-
tive. To extend our algorithm to any real numbers we do (a0, a1, ..., an−1)(b0, b1, ..., bn−1)
T =
((a0, a1, ..., an−1)+N)((b0, b1, ..., bn−1)+N)
T = (a0, a1, ..., an−1)(b0, b1, ..., bn−1)
T−N
∑n−1
i=0 ai−
N
∑n−1
j=0 bj − nN
2, where N is used to bring input numbers to be nonnegative.
The second portion of this paper we present an θ(n2) time algorithm for matrix multipli-
cation. In this portion we show, for the input vectors (a0, a1, ..., an−1) and (b0, b1, ..., bn−1),
where ai’s and bj ’s are real numbers, after O(n) time processing for each of them, the vector
multiplication (a0, a1, ..., an−1)(b0, b1, ..., bn−1)
T can be converted to the multiplication of two
vectors (a′0, a
′
1, ...a
′
n/c−1) and (b
′
0, b
′
1, ..., b
′
n/c−1) where c > 1 is a constant, here (a
′
0, a
′
1, ...a
′
n/c−1)
depends on (a0, a1, ..., an−1) only and (b
′
0, b
′
1, ..., b
′
n/c−1) depends on (b0, b1, ..., bn−1) only. This
enables the matrix multiplication of two n×n matrices to be computed in θ(n2) time. In this
portion we need not use nonnegative input numbers and we do not use the rule of positive
add positive and negative add negative.
The Appendix of this paper gives the details of the basis of our algorithm design for
version 11 and for the first portion of this paper.
2 Compute Matrix Product for Nonnegative
Real Numbers in O˜(n2) Time
Let A = (a0, a1, ..., an−1) and B = (b0, b1, ..., bn−1) be vectors of nonnegative real numbers.
We consider the computation of ABT .
Our algorithm presented in this section only works for nonnegative input numbers. Dur-
ing the computation we can multiply and/or divide between positive number and positive
number, negative number and negative number, positive number and negative number, or
between any two monomial(s) and number(s) (except not divide by 0). 0 can be multiplied
with either positive number or negative number or 0 or any monomial. 0 can be divided by
positive or negative number or any monomial (except 0). However, for addition we can only
add positive number with positive number, and negative number with negative number, pos-
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itive monomial with positive monomial when they have the same power, negative monomial
with negative monomial when they have the same power. 0 can be added to either positive
number or negative number or 0 or any monomial. We cannot add positive number with
negative number and cannot add positive monomial with negative monomial.
We will do:
[1]. {
∑n−1
i=0
∑n−1
j=0 aibj
[2]. ∗ [2x4 logn+7(
∑logn−1
k1=0
((i#k1) + (i#k1)))(
∑logn−1
k2=0
((j#k2) + (j#k2)))
[3]. + (
∑logn−1
k1=0
((i#k1)x
4k1 + (i#k1)x
4k1+2))
∗(
∑logn−1
k2=0
((j#k2)x
−4k2+4 logn+6 + (j#k2)x
−4k2−2+4 logn+6))
[4]. + (
∑logn−1
k1=0
((i#(log n− 1− k1))x
4k1 + (i#(log n− 1− k1))x
4k1+2))
∗(
∑logn−1
k2=0
((j#(log n− 1− k2))x
−4k2+4 logn+6 + (j#(logn− 1− k2))x
−4k2−2+4 logn+6))
[5]. ]e}/(2 ∗ (x+ 1))e mod (x2 − 1)
[6]. = {
∑n−1
i=0
∑n−1
j=0 aibj
[7]. ∗ [x4 logn+7(
∑logn−1
k1=0
((i#k1) + (i#k1)))(
∑logn−1
k2=0
((j#k2) + (j#k2)))
[8]. + (
∑logn−1
k1=0
((i#k1)x
4k1 + (i#k1)x
4k1+2))
∗(
∑logn−1
k2=0
((j#k2)x
−4k2+4 logn+6 + (j#k2)x
−4k2−2+4 logn+6))
[9]. + x4 logn+7(
∑logn−1
k1=0
((i#(log n− 1− k1)) + (i#(log n− 1− k1))))
∗(
∑logn−1
k2=0
((j#(log n− 1− k2)) + (j#(log n− 1− k2))))
[10]. + (
∑logn−1
k1=0
((i#(log n− 1− k1))x
4k1 + (i#(log n− 1− k1))x
4k1+2))
∗(
∑logn−1
k2=0
((j#(log n− 1− k2))x
−4k2+4 logn+6 + (j#(logn− 1− k2))x
−4k2−2+4 logn+6))
[11]. ]e}/(2 ∗ (x+ 1))e mod (x2 − 1) (1)
x is an indeterminate in (1). i#k is the k-th bit of i counting from the least significant bit
starting at 0. i#k = 1 if i#k = 0 and i#k = 0 if i#k = 1. We do not write i#k = 1− (i#k)
because we do not allow positive number to be added with negative number. (i#k)’s and
(i#k)’s are evaluated before the computation of (1) and thus it is alright to use i#k and
i#k. Logarithm are of base 2. In (1) ([2] to [5]) there are 3 multiplications (between A
and B) of polynomials of x before we impose power of e (which is an integer between 1 and
log n). With power of e it expands to
(
e+2
3
)
multiplications of polynomials of x.
The computation of (1) is first to raise ([2] to [5]) to power e and that results in
(
e+2
3
)
multiplications. Then for each multiplication we get the value from A and the value from
B (these are polynomials) and then multiply them together. For example when e = 1, the
first multiplication is [2] and the second multiplication is [3]. For the second multiplication
we do for A:
∑n−1
i=0 (ai(
∑logn−1
k1=0
((i#k1)x
4k1 + (i#k1)x
4k1+2)))
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and for B:
∑n−1
j=0 (bj(
∑logn−1
k2=0
((j#k2)x
−4k2+4 logn+6 + (j#k2)x
−4k2−2+4 logn+6)))
and then used one multiplication to multiply them together.
In (1) we raised ([2] to [4]) to power e to get ([2] to [4])e and then divide it by (2∗(x+1))e.
Our intention is to get (([2] to [4])/(2 ∗ (x + 1)))e as (x + 1) is a factor of ([2] to [4]), and
we will interpret this way. Actually we will interpret ([2] to [5]) as (([2] to [4])/(2 ∗ (x +
1)) mod (x2 − 1))e mod (x2 − 1). When we do mod (x2 − 1) we replace every x2 by 1. Now,
for a pair of indices i in ai and j in bj , the situation of ([7] to [8])/(2 ∗ (x+ 1)) mod (x
2 − 1)
is shown as follows if we ignore the bits values (i#k1)’s and (j#k2)’s:
([7] to [8])/(2 ∗ (x+ 1)) mod (x2 − 1)
= [(x4 logn+7 + x0)
+(x4 logn+7 + x2)
+...+
+(x4 logn+7 + x4 logn+4)
+(x4 logn+7 + x4 logn+6)
+(x4 logn+7 + x4 logn+8)
+...+
+(x4 logn+7 + x8 logn+4)]/(2 ∗ (x+ 1)) mod (x2 − 1)
= 1/2
+1/2
+...+
+1/2
+1/2
+x/2
+...+
+x/2
+c1(1− x)− c2(1− x) (2)
where c1 and c2 are nonnegative numbers and we do not combine them because we do not
add positive number (monomial) and negative number (monomial).
Note that the line
(x4 logn+7 + x4 logn+6)
is the coefficient for the value (which is
∑logn−1
k=0 ((i#k)(j#k)+(i#k)(j#k)) before multiplying
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with ai and bj) we intend to get and values of other lines will be removed later. Also note
here that (x4 logn+7 + x4 logn+6)/(2 ∗ (x+ 1)) mod (x2 − 1) = 1/2.
For a pair of indices i in ai and j in bj , ([9] to [10])/(2 ∗ (x+ 1)) mod (x
2 − 1) is shown
as follows if we ignore the bits values (i#k1)’s and (j#k2)’s:
([9] to [10])/(2 ∗ (x+ 1)) mod (x2 − 1)
= [(x4 logn+7 + x8 logn+4)
+(x4 logn+7 + x8 logn+2)
+...+
+(x4 logn+7 + x4 logn+8)
+(x4 logn+7 + x4 logn+6)
+(x4 logn+7 + x4 logn+4)
+...+
+(x4 logn+7 + x0)]/(2 ∗ (x+ 1)) mod (x2 − 1)
= x/2
x/2
+...+
+x/2
+1/2
+1/2
+...+
+1/2
+c3(1− x)− c4(1− x) (3)
where c3 and c4 are nonnegative numbers and we do not combine them because we do not
add positive number (monomial) and negative number (monomial).
Note that the line
(x4 logn+7 + x4 logn+6)
is the coefficient for the value (which is
∑logn−1
k=0 ((i#k)(j#k)+(i#k)(j#k)) before multiplying
with ai and bj) that we intend to get and values of other lines will be removed later. Also
note here that (x4 logn+7 + x4 logn+6)/(2 ∗ (x+ 1)) mod (x2 − 1) = 1/2.
Thus, for a pair of indices i in ai and j in bj , ([7] to [10])/(2 ∗ (x + 1)) mod (x
2 − 1) is
shown as follows if we ignore the bits values (i#k1)’s and (j#k2)’s:
([7] to [10])/(2 ∗ (x+ 1)) mod (x2 − 1)
=(([7] to [8])/(2 ∗ (x+ 1)) mod (x2 − 1))+(([9] to [10])/(2 ∗ (x+ 1)) mod (x2 − 1))
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= (1 + x)/2
+(1 + x)/2
+...+
+(1 + x)/2
+1
+(1 + x)/2
+...+
+(1 + x)/2
+c5(1− x)− c6(1− x) (4)
where c5 and c6 are nonnegative numbers and we do not combine them because we do not
add positive number and negative number.
Note that the line
+1
is the coefficient for the value (which is
∑logn−1
k=0 ((i#k)(j#k)+(i#k)(j#k)) before multiplying
with ai and bj) that we intend to get and values of other lines will be removed later.
Thus, for a pair of indices i in ai and j in bj , (4) when combined with i#k1 and j#k2
values can be written as
c7 + c8(1 + x)/2 + c9(1− x)/2− c10(1− x)/2 (5)
where c7, c8, c9, c10 are nonnegative numbers. (5) is the result of ([7] to [10]) in (1).
Note that c7 =
∑logn−1
k=0 ((i#k)(j#k)+(i#k)(j#k)) is the value we want to get and other
values will be removed later.
Now we raise (5) to power e mod (x2−1), note that ((1−x)/2)2 = (1−x)/2 mod (x2−1),
((1+x)/2)2 = (1+x)/2 mod (x2−1), ((1+x)/2)((1−x)/2) = (1−x)/4−(1−x)/4 mod (x2−1).
Thus raising (5) to power e mod (x2 − 1) gives us (for a pair of i in ai and j in bj):
c11 + c12(1 + x)/2 + c13(1− x)/2− c14(1− x)/2 (6)
where c11, c12, c13, c14 are nonnegative numbers. (6) is the result of ([7] to [11]) in (1).
Note that c11 = [
∑logn−1
k=0 ((i#k)(j#k) + (i#k)(j#k))]
e is the value we want to get and
other values will be removed later.
After we get (6) we now evaluate (1) and let AeBe be the result of computing (1).
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AeBe = c15 + c16(1 + x)/2 + c17(1− x)/2− c18(1− x)/2 (7)
where c15, c16, c17, c18 are nonnegative numbers. Then we will do AeBe mod (x−1). However,
we are doing this not by replacing x with 1. We are doing this by replacing a positive x and
a negative 1 with 0 and replacing a negative x and a positive 1 with 0. Because in (7) we
have maximum c17/2 negative x’s and we have more than c17/2 positive 1’s so we replace
c17/2 −x’s and c17/2 1’s with 0. We have maximum c18/2 negative 1’s and we have more
than c18/2 positive x’s so we replace c18/2 positive x’s with c18/2 negative 1’s with 0. After
these operations (7) becomes
c15 + c16(1 + x)/2 (8)
The (c16/2)x does not become c16/2 by setting x = 1 because there is no negative 1’s to
be combined with x in (8).
Thus letting x = −1 in (8) we can solve for c15 =
∑n−1
i=0
∑n−1
j=0{aibj [
∑logn−1
k=0 ((i#k)(j#k)+
(i#k)(j#k))]e} = re.
We need to get the c15 value in (8) for e = 1, 2, ..., logn, call them r1, r2, ..., rlogn. These
log n values allow us to solve the Vandermonde system:


1 2 3 ... log n
12 22 32 ... log2 n
... ... ... ... ...
1logn 2logn 3logn ... loglogn n




s1
s2
...
slogn

 = V ∗


s1
s2
...
slogn

 =


r1
r2
...
rlogn

 (9)
Because, for a pair of indices i in ai and j in bj , c11 value for e = 1 in (6) is less than or
equal to log n (it is equal to
∑logn−1
k=0 ((i#k)(j#k) + (i#k)(j#k))). It equals to logn if and
only if i = j. Thus in (9) we need solve for the value of slogn which is the result of the sum
of aibi’s, i = 0, 1, ..., n− 1. Values of aibj ’s for i 6= j have value < log n for c11 with e = 1 in
(6). These values are captured in s1 through slogn−1 (and also s0 which is not shown).
For each value of e, e = 1, 2, ..., logn, we have to prepare or precompute
(
e+2
3
)
polynomi-
als for A and for B. Each polynomial is the summation of n degree logc n polynomials for
a constant c. Thus the precomputation can be done in O˜(n) time. The precomputation is
done independently for A and B. The multiplication of precomputed results of A and B is(
e+2
3
)
multiplications of two logc n degree polynomials and then sum them together. After
we get re, e = 1, 2, ..., logn, then we need to solve the Vandermonde system of (9) which
takes O˜(1) time.
Main Theorem 1: Two n× n matrices can be multiplied in O˜(n2) time.
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Remarks on the Complexity: There are
(
e+2
3
)
multiplications of degree e logn in (1)
for e = 1, 2, ..., logn. This gives a total of O(log4 n) multiplications of degree O(log2 n)
polynomials. Two degree d polynomial can be multiplied in O(d log d) time using Fast
Fourier Transform [9]. Thus the time complexity of our matrix multiplication algorithm is
O(n2 log6 n log log n). We can reduce the complexity by recursively applying our algorithm:
Let V ′ = V −1 and thus V ′V = I. Let v = (v1, v2, ..., vlogn) be the last row (vector) of
V ′. Then vrT = (v1, v2, ..., vlogn)(r1, r2, ..., rlogn)
T = slogn. We know that there are
(
e+2
3
)
multiplications for (1) with value e. Thus we can combine (1) for e = 1, 2, ..., logn into 1
vector multiplication of two vectors A′ and B′ with each A′ and B′ having O(log4 n) elements
and each element is a degree log2 n polynomials.
To recursively apply our algorithm to compute A′B′ we need to adjust the elements of
A′ and B′ to be nonnegative. This can be done by adding N ′ to every element of A′ and B′,
where N ′ is a degree O(log2 n) polynomial and N ′ is chosen to make every element (every
coefficient of every polynomial) of A′ and B′ nonnegative. Directly adding N ′ creates a
problem as, when we return from recursion and subtract N ′, vcrc and vdrd have already be
added together. If vc is positive and vd is negative then we mixed the positive with negative
and this is not allowed by our algorithm. Thus we will use another variable x1 and if vc
is negative we will replace vc by −vcx1. After we return from recursion and subtract N
′
we can then separate positve from negative. We use a new variable y in place of x in our
application of our algorithm to A′B′. The degree of polynomial of y is O((log logn)2). Thus
we convert A′B′ to O((log log n)4) multiplications of polynomials of degree (logn log logn)2
for x and degree (log logn)2 for y. Recursively doing this converts our vector multiplication
to constant number of multiplications of two polynomials of degree O(
∏log∗ n
i=1 (log
(i) n)2i),
where log(1) n = log n, log(i) n = log log(i−1) n and log∗ n = min{i| log(i) n < c}, where
c is a positive constant. Thus our matrix multiplication algorithm has time complexity
O(n2 log log n
∏log∗ n
i=1 (log
(i) n)2i).
Change from x− 1 to x + 1
We explain here why we changed x− 1 in version 11 to x+1. In (1) of version 11 we intend
to do ((([2] to [4])/(2(x− 1)))/(2(x− 1)) mod (x2 − 1))e mod (x2 − 1) but in our algorithm
we are unable to do this. What we can do is ([2] to [4])e/(2(x − 1))e mod (x2 − 1). ([2] to
[4]) has a factor of (x − 1) and thus under normal situations these two ways of computing
will have the same result. However, we have the rule of positive add positive and negative
add negative and under this rule these two ways of computation will bring us different result.
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Example 1: Note that
((x5 − x2 + x5 − x6)/(2(x− 1)) mod (x2 − 1))2 mod (x2 − 1)
= (x2(−x3/2 + x2/2 + x/2 + 1/2) mod (x2 − 1))2 mod (x2 − 1)
= (−x/2 + x/2 + 1)2 mod (x2 − 1)
= (1 + 2 ∗ (x/2− x/2) + x2/4 + x2/4− x2/2) mod (x2 − 1)
= 1 + x− x+ 1/4 + 1/4− 1/2
= 3/2− 1/2 + x− x
This result is what we want, as if according to version 11 we take positive x with 1 away
and −1/2 with −x/2 away then what left is (1 − x)/2. That is the result which is 0 after
setting x = 1.
However,
(x5 − x2 + x5 − x6)2/(2(x− 1))2 mod (x2 − 1)
= (4x10 + x12 + x4 − 4x11 − 4x7 + 2x8)/(4x2 − 8x+ 4) mod (x2 − 1)
= x4(x6/4− x5/2− x4/4 + 3x2/4 + x/2 + 1/4) mod (x2 − 1)
= 1/4− x/2− 1/4 + 3/4 + x/2 + 1/4
= 5/4− 1/4 + x/2− x/2
If according to version 11 we take x/2 with 1/2 away and −1/4 with −x/4 away we get
3/4− x/4 and after setting x = 1 it becomes 1/2 which is incorrect.
It is not very straightforward to overcome this problem.
If we change x− 1 to x+1 and when we do (x5+x2+x5+x6)e/(2(x+1))e mod (x2− 1)
we will not do /(2(x+ 1))e at once. Instead we will first do (x5 + x2 + x5 + x6)e/(2(x+ 1))
and we get the result of f1(x) − f2(x), where f1(x) and f2(x) are positive polynomials (all
coefficients ≥ 0), then we will do f1(x)/(2(x + 1)) = f3(x) − f4(x) and f2(x)/(2(x + 1)) =
f5(x) − f6(x) separately, where f3(x), f4(x), f5(x), f6(x) are positive polynomials. Next we
will do (f3(x) + f5(x))/(2(x + 1)) and (f4(x) + f6(x))/(2(x + 1)). In this way we keep the
rule of positive add positive and negative add negative. Because in essence we want to
do (f ′(x)/(2(x + 1)))(f ′′(x)/(2(x + 1))) = (f ′1(x) − f
′
2(x))(f
′′
1 (x) − f
′′
2 (x)) = (f
′
1(x)f
′′
1 (x) +
f ′2(x)f
′′
2 (x))− (f
′
1(x)f
′′
2 (x) + f
′
2(x)f
′′
1 (x)) which is equal to ((f
′(x)f ′′(x))/(2(x+ 1)))/(2(x+
1)) = (f ′1(x)f
′′(x)/(2(x+1))−f ′2(x)f
′′(x)/(2(x+1)) = f ′1(x)f
′′
1 (x)−f
′
1(x)f
′′
2 (x)−f
′
2(x)f
′′
1 (x)+
f ′2(x)f
′′
2 (x) where we follow the rule of positive add positive and negative add negative, where
f ′(x), f ′′(x), f ′1(x), f
′
2(x), f
′′
1 (x), f
′′
2 (x) are all positive polynomials. This is to say, after we
get the result of f(x) =([1] to [5]) in (1) before doing /(2(x + 1))e mod (x2 − 1) we will
divide f(x) by (2(x+1)) this way to keep the rule of positive add positive and negative add
negative effective. It can be seen that if we use x − 1 instead of x + 1 then it will be not
easy to achieve this effect.
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3 An θ(n2) Time Matrix Multiplication Algorithm
Let A = (a0, a1, ..., an−1) and B = (b0, b1, ..., bn−1) be vectors of real numbers. We consider
the computation of ABT .
We will use O(n) time processing for each of the input vectors A = (a0, a1, ..., an−1) and
B = (b0, b1, ..., bn−1), where ai’s and bj ’s are real numbers, (a0, a1, ..., an−1)(b0, b1, ..., bn−1)
T
can then be converted to the multiplication of two vectors (a′0, a
′
1, ...a
′
n/c−1) and (b
′
0, b
′
1, ..., b
′
n/c−1)
where c > 1 is a constant, here (a′0, a
′
1, ...a
′
n/c−1) depends on (a0, a1, ..., an−1) only and
(b′0, b
′
1, ..., b
′
n/c−1) depends on (b0, b1, ..., bn−1) only.
In the normal sense this is impossible, because if it were possible then we could reduce
the two n × n matrices multiplication to n × n′ matrix multiplied with n′ × n matrix with
n′ < n. However, the resulting product matrix of the n×n′ matrix multiplied with the n′×n
matrix has rank ≤ n′ and the product matrix of two n× n matrices multiplication can have
rank n. This reasoning is provided by an anonymous reviewer for a previous version of my
matrix multiplication paper and I am indebted to him/her.
However, when modulo is used the principle stated in the previous paragraph does not
hold. Because
[
1
x
] [
1 x
]
mod x2 =
[
1 x
x 0
]
(10)
Although the input vectors have rank 1 the result product matrix has rank 2 if we set x = 1
in the resulting product matrix.
We will represent the indices of ai and bj as base 4 integers. An important assumption
we use is that when an index is represented as base 4 numbers i0i1...it−1, t is a multiple of
4 and i4di4d+1i4d+2i4d+3 for any nonnegative integer d is a permutation of 0, 1, 2, 3. It is
called a segment. A segment can have 24 different patterns and therefore can be used for
the multiplication of two vectors of 24 elements each. We can use 2 multiplications for each
digit and this expands to 24 = 16 multiplications for 4 digits (will explain the details in the
following). Thus we can convert every 24 multiplications to 16 multiplications. Repeatedly
applying this we can convert n multiplications to 16 multiplications.
Indices are not used if they do not satisfy the property that i4di4d+1i4d+2i4d+3 is a permu-
tation of 0, 1, 2, 3. An important property of using such indices is that for the multiplication
of ai and bj , the digits i4di4d+1i4d+2i4d+3 and j4dj4d+1j4d+2j4d+3 are cycles of permutations that
contain all of 0, 1, 2, 3.
Example 2: For i = 3102 and j = 1203 the cycles of permutation is 3 → 1 → 2 → 3, and
0 → 0. As another example 2102 and 3201 does not form cycles as 2 → 3 and breaks here.
Another example 2101 and 1201 form cycles of 2 → 1 → 2, 0 → 0, 1 → 1 but these cycles
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do not contain all of 0, 1, 2, 3.
Note that forming cycles containing all 0, 1, 2, 3 can be established by requiring the
number of digits for 0, 1, 2, 3 are equal. The reason we used a more strict formulation of
indices is due to the structure of our algorithm.
Look at the following table in Fig. 1. This shows ai ∗ bj , where i and j are of one
digit. When we fix a cell for i4d and j4d then we can cross out the row and column
for i4d and j4d and look for the next digit in the remaining rows and columns. Thus
M [i4d, j4d],M [i4d+1, j4d+1],M [i4d+2, j4d+2],M [i4d+3, j4d+3] have one of them in each row of
M and one of them in each column of M . The cause for this is that i4di4d+1i4d+2i4d+3 and
j4dj4d+1j4d+2j4d+3 are permutations of 0, 1, 2, 3.
We will use an indeterminate x. We will use modulo x2− x, i.e. we will replace every x2
by x. Thus x2 = x mod (x2−x), (1−x)2 = 1−x mod (x2 = x). x(1−x) = 0 mod (x2− x).
We will use the multiplication table of two multiplications in Fig. 1 for one digit. Note
that the leftmost two columns of data in the table are for A (on the left) and the topmost
two columns of data in the table are for B (on the right).
Example 3: In the table in Fig. 1 when we multiply a1 with b2 we will do a1M [1, 2]b2 =
(−x ∗ a1) ∗ (1 ∗ b2) + (1 ∗ a2)(0 ∗ b2) = a2b2(−x), this is the reason the cell M [1, 2] = −x.
Other cells are filled similarly.
When we multiply two vectors with 2 digit indices we will multiply every ai with every bj
with a factor that is determined by the table shown in Fig. 1. For example for multiplying
a32 with b12 we will do
a32M [3a, 1b]M [2a, 2b]b12
= a32(1a ∗ 0b + 0a ∗ 1b)((1a ∗ 1b) + (−xa ∗ 0b))b12
= a32[(1a ∗ 0b)(1a ∗ 1b) + (1a ∗ 0b)(−xa ∗ 0b) + (0a ∗ 1b)(1a ∗ 1b) + (0a ∗ 1b) ∗ (−xa ∗ 0b)]b12
= (a32(1 ∗ 1))a(b12(0 ∗ 1))b
+(a32(1 ∗ (−x)))a(b12(0 ∗ 0))b
+(a32(0 ∗ 1))a(b12(1 ∗ 1))b
+(a32(0 ∗ (−x)))a(b12(1 ∗ 0))b (11)
where subscript a indicates that it is on the left and subscript b indicates that it is on the
right. Because every ai is going to be multiplied with every bj and thus the two vectors
using 2 digit indices are multiplied together using 4 multiplications. Here we demonstrate
the combining of multiplications. Suppose we do another a11 multiplied with b21 as follows:
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Figure 1: Multiplication Table M.
a11M [1a, 2b]M [1a, 1b]b21
= a11((−xa) ∗ 1b) + 1a ∗ 0b)((−xa) ∗ 0b + 1a ∗ 1b)b21
= (a11(−x)(−x))a ∗ (b21(1 ∗ 0))b
+(a11(−x) ∗ 1))a(b21(1 ∗ 1))b
+(a11(1 ∗ (−x)))a(b21(0 ∗ 0))b
+(a11(1 ∗ 1))a(b21(0 ∗ 1))b (12)
Because a11 will be multiplied with b12 as a11M [1, 1]M [1, 2]b12 (4 multiplications) and
a32 will be multiplied with b21 as a32M [3, 2]M [2, 1]b21 (4 multiplications) and thus these 16
multiplications can be combined into 4 multiplications as
(a32(1 ∗ 1)) + a11(−x)(−x))a(b12(0 ∗ 1) + b21(1 ∗ 0))b
+(a32(1 ∗ (−x)) + a11(−x) ∗ 1))a(b12(0 ∗ 0) + b21(1 ∗ 1))b
+(a32(0 ∗ 1) + a11(1 ∗ (−x)))a(b12(1 ∗ 1) + b21(0 ∗ 0))b
+(a32(0 ∗ (−x)) + a11(1 ∗ 1))a(b12(1 ∗ 0) + b21(0 ∗ 1))b (13)
In fact all multiplications of the two vectors using 2 digit indices each can be converted
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to 4 multiplication because we can combine the 4 multiplications for every pair of ai and bj
together as shown in (13).
Now consider the multiplication of ai0i1i2i3 and bj0j1j2j3 , they are multiplied as
ai0i1i2i3M [i0, j0]M [i1, j1]M [i2, j2]M [i3, j3]bj0j1j2j3 mod (x
2 − x). Because M [ik, jk] has 2 mul-
tiplications and therefore M [i0, j0]M [i1, j1]M [i2, j2]M [i3, j3] has 16 multiplications. Because
we do for every pair of i and j and then the vector multiplication of two vectors of 24 elements
using 4 digits of indices is converted to 16 multiplications.
For t digits we get
ai0i1i2i3...it−1M [i0, j0]M [i1, j1]M [i2, j2]M [i3, j3] · · ·M [it−1, jt−1]bj0j1j2j3...jt−1 mod (x
2 − x).
Now because of the requirements we set for the patterns of digits we use (i4di4d+1i4d+2i4d+3
and j4dj4d+1j4d+2j4d+3 are permutations of 0, 1, 2, 3) we claim:
Lemma 1: M [i0, j0]M [i1, j1]...M [it−1, jt−1] mod (x
2− x) = 1 if i = j, else it is equal to x or
1− x or 0.
Proof: When i = j then M [ik, ik] = 1 and therefore M [i0, j0]M [i1, j1]...M [it−1, jt−1] =
1 mod (x2 − x) = 1. If i4di4d+1i4d+2i4d+3 6= j4dj4d+1j4d+2j4d=3 then they form cycles contain-
ing exactly one 0, 1, 2, 3. There can be these situations:
1. If there is a permutation cycle of 0 → 0 and another permutation cycle of 1 → 1, then
the rows 0 and 1 and columns 0 and 1 of M are crossed out. The remaining is M [2..3, 2..3]
in which the only possibilities for us are either M [2, 3]M [3, 2] or M [3, 2]M [2, 3] because
i0i1i2i3 6= j0j1j2j3. Thus it is 1−x. Once there is a factor of 1−x then when it is multiplied
with other M [ik, jk] which is either 0 or 1 or x (we will explain why it cannot be −x) or
1− x the result is either the 1− x or 0.
2. If there is a permutation cycle of 0 → 0 but no permutation cycle of 1 → 1. Row 0
and column 0 of M are crossed out. In row 1 of M we can either pick M [1, 3] which is 0 and
will result in 0 for M [i0, j0]M [i1, j1]...M [it−1, jt−1] mod (x
2 − x), or pick M [1, 2] = −x. If
we picked M [1, 2] then the row 1 and the column 2 of M are crossed out. In the remaining
of M we can pick either M [2, 1] and M [3, 3] which gives us M [1, 1]M [1, 2]M [2, 1]M [3, 3] =
(−x)(−x) = x mod (x2−x) or M [3, 1] and M [2, 3] which gives us 0. Thus this case gives us
either x or 0 as other M [ik, jk] is either 0, 1, x, 1 − x. Here we showed a case that instead
of getting −x we get x.
3. If there is no cycle of 0 → 0. In this case in the row 0 of M we can pick either
M [0, 1] or M [0, 3] as M [0, 2] will give us 0. If [ we pick M [0, 1] then in the row 1 we can
either ( pick M [1, 0] that will result in 1 − x as we will get M [0, 1]M [1, 0]M [2, 2]M [3, 3] or
M [0.1]M [1, 0]M [2, 3]M [3, 2] ), or ( pick M [1, 2] that will result in remaining picking of either
M [3, 0] and M [2, 3] that will result in x(1 − x) = 0 mod (x2 = x), or M [2, 0] and M [3, 3]
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that result in 0 ∗ 1 = 0 ), or ( pick M [1, 3] that will result in 0 ) ] else [ we pick M [0, 3], then
if we pick M [1, 0] in the row 1 we get M [0, 3]M [1, 0] = x(1 − x) = 0 mod (x2 − x), thus we
can only pick M [1, 2] or M [1, 1]. If we pick M [1, 2] then ( we can only either pick M [2, 1]
and M [3, 0] resulting in M [0, 3]M [1, 2]M [2, 1]M [3, 0] = x mod (x2 − x), or pick M [2, 0] and
M [3, 1] which gives us 0 ) else we pick M [1, 1] then ( we getM [0, 3]M [1, 1]M [2, 2]M [3, 0] = x
or M [0, 3]M [1, 1]M [2, 0]M [3, 2] = 0 ) ].
After we converted 24 multiplications to 16 multiplications and therefore converted
4 ∗ 24 = 96 multiplications to 4 ∗ 16 = 48 multiplications, we can convert the first 24
multiplications to 16 multiplications and the remaining 24 multiplications to another 16
multiplications. Thus We converted 96 multiplications to 32 multiplications. We can re-
peated do this until we converted n multiplications to 16 multiplications.
At first thought one might insist that the conversion of multiplications has to be aligned
meaning that after we convert 24 multiplications to 16 multiplications (therefore 96 multi-
plications to 48 multiplications) in the next stage of conversion (i.e. converting 48 multi-
plications to 32 multiplications) we have to let these 24 indices use the same digit for all
of them. That is the first 4 digits of indices for them is a permutation of 0, 1, 2, 3, the
remaining digits for them are all equal for these 24 indices (same digit is equal for all 24
indices but different digits can have different values). If such alignment has to be followed
then we can only convert n multiplications to 2log 16 logn/ log 24 multiplications and cannot
convert further unless we use another variable y. Thus if alignment has to be followed then
we need to use log log n/ log(log 24/ log 16) different variables to convert n multiplications
to constant number of multiplications. This amounts to use a single variable x with power
2log logn/ log(log 24/ log 16) ≈ (logn)5.1.
As can be verified that the alignment requirement need not be followed and we can
convert every 24 multiplications to 16 multiplications repeatedly and this will allow us to
convert n multiplications to 16 multiplications. After that we change x to 1−x inM and call
the new table as M ′. We then redo the multiplication conversion with M ′. We converted n
multiplications use M to 16 multiplications. We also converted n multiplications use M ′ to
16 multiplications. In both cases we used modulo x2 − x. For ai and bj we have aiM(i, j)bj
where M(i, j) is the factor we get using the repeated conversion with M . We also get
aiM
′(i, j)bj with M
′. Thus if we do aiM(i, j)M
′(i, j)bj then we get aiM(i, j)M
′(i, j)bj = 0
if i 6= j and aiM(i, i)M
′(i, i)bi = aibi.
These 162 multiplications of M(i, j)M ′(i, j) can be further converted to 16 multiplica-
tions.
Theorem 2: Two n× n matrices can be multiplied in θ(n2) time.
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4 Conclusion
Our method provides a new approach to solving the matrix multiplication problem.
Also I have a vague feeling that the matrix multiplication algorithm presented in this
paper may have implications to the NP-complete problems.
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5 Appendix: Algorithm Details
In this appendix we will provide details about our algorithm presented in paper 1612.04208
version 11 on arXiv.org and in the first portion of this paper.
This paper should be version 12 of paper 1612.04208. We modified version 11 by changing
x − 1 to x + 1 and also made a minor modification (explained in the following) and some
typo corrections. The modified version is shown in pages 1 to 9 of this paper. Although we
are citing paper 1612.04208 version 11, readers can instead read pages 1 to 9 of this version.
5.1 Basic Structure
In the vector multiplication AB = (a0, a1, ..., an−1)(b0, b1, ..., bn−1)
T there are n multiplica-
tions and we want to work onA andB independently to reduce them to logc nmultiplications.
We can do
(
∑n−1
i=0 ai)(
∑n−1
j=0 bj)
=
∑n−1
i=0
∑n−1
j=0 aibj (14)
and there is only 1 multiplication in this computation. But in the result there are aibj ’s for
i 6= j mixed in it and we have to find ways to remove them.
Before we delve into it further, we first show the use of inclusive-or operation which we
use ⊙ to denote it. This is a Boolean operation with 0⊙0 = 1⊙1 = 1 and 0⊙1 = 1⊙0 = 0.
The indices i and j for A and B use log n bits each. We define the ⊗ operation as
i⊗ j =
∑logn−1
k=0 ((i#k)⊙ (j#k)) (15)
Here i#k is the k-th bit of i counting from the least significant bit starting from 0.
Note that i ⊗ i = logn and 0 ≤ i ⊗ j < log n when i 6= j. Because we need to keep
aibi’s, i = 0, 1, ..., n − 1, in (14) and remove aibj for i 6= j in (14), (15) provides a way to
discriminate aibi from aibj because i⊗ i = logn and i⊗ j < logn.
Note that for two bits b0 and b1, b0 ⊙ b1 = b0b1 + b0 b1, where b0 = 0 if b0 = 1 and b0 = 1
if b0 = 0. We do not write b0 = 1 − b0 as in our algorithm in paper 1612.04208 version 11
and in the first portion of this paper we do not add positive number with negative number.
Thus
i⊗ j =
∑logn−1
k=0 ((i#k)(j#k) + (i#k)(j#k)) (16)
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We now can include i⊗ j in (14), it becomes:
∑n−1
i=0
∑n−1
j=0 ai(i⊗ j)bj (17)
Thus now the coefficient for aibi is (i⊗ i) = log n and the coefficient for aibj is 0 ≤ (i⊗ j) <
log n for i 6= j.
Now expand (17) by using (16):
∑n−1
i=0
∑n−1
j=0 ai(i⊗ j)bj
=
∑n−1
i=0
∑n−1
j=0 ai(
∑logn−1
k=0 ((i#k)(j#k) + (i#k)(j#k)))bj
=
∑logn−1
k=0 [(
∑n−1
i=0 ai(i#k))(
∑n−1
j=0 bj(j#k))
+(
∑n−1
i=0 ai(i#k))(
∑n−1
j=0 bj(j#k))] (18)
In (18) there are 2 logn multiplications. Although there are ways to reduce the number of
multiplications to less than 2 logn, this is not the focus here.
Notice that (18) can be written as
∑n−1
i=0
∑n−1
j=0 ai(i⊗ j)bj
=
∑logn
k=0
∑
i⊗j=k kaibj (19)
We still have to remove ai(i⊗ j)bj from (17) for i 6= j. The way to do it is to raise (i⊗ j)
to power e (for e = 1, 2, ..., logn) in (17):
∑n−1
i=0
∑n−1
j=0 ai(i⊗ j)
ebj
=
∑logn
k=0
∑
i⊗j=k k
eaibj (according to (19)) (20)
(20) gives us the Vandermonde system:


1 2 3 ... log n
12 22 32 ... log2 n
... ... ... ... ...
1logn 2logn 3logn ... loglogn n




s1
s2
...
slogn

 = V ∗


s1
s2
...
slogn

 =


r1
r2
...
rlogn

 (21)
where re is the value of (20) and se’s are unknowns and se =
∑
i⊗j=e aibj . Vandermonde
matrix V in (21) has rank logn and therefore (21) can be solved.
Thus after solving (21) we get slogn =
∑
i⊗j=logn aibj = (a0, a1, ..., an−1)(b0, b1, ..., bn−1)
T .
The problem is that to compute the value of re, i.e. the value of (20), we need to use
about loge n multiplications. This is because
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∑n−1
i=0
∑n−1
j=0 ai(i⊗ j)
ebj
=
∑n−1
i=0
∑n−1
j=0 ai[
∑logn−1
k=0 ((i#k)(j#k) + (i#k)(j#k))]
ebj (22)
To illustrate the computation of (22), let us assume that n = 4, log n = 2 and e = 2,
then (22) becomes:
∑3
i=0
∑3
j=0(ai(i⊗ j)
2bj)
=
∑3
i=0
∑3
j=0(ai[(i#0)(j#0) + (i#0)(j#0) + (i#1)(j#1) + (i#1)(j#1)]
2bj)
=
∑3
i=0
∑3
j=0(ai[(i#0)
2(j#0)2
+(i#0)2(j#0)2
+(i#1)2(j#1)2
+(i#1)2(j#1)2
+(2(i#0)(i#0))((j#0)(j#0))
+(2(i#0)(i#1))((j#0)(j#1))
+(2(i#0)(i#1))((j#0)(j#1))
+(2(i#0)(i#1))((j#0)(j#1))
+(2(i#0)(i#1))((j#0)(j#1))
+(2(i#1)(i#1))((j#1)(j#1))]bj)
= (
∑3
i=0(ai(i#0)
2))(
∑3
j=0(bj(j#0)
2))
+(
∑3
i=0(ai(i#0)
2))((
∑3
j=0(bj(j#0)
2))
+(
∑3
i=0(ai(i#1)
2))(
∑3
j=0(bj(j#1)
2))
+(
∑3
i=0(ai(i#1)
2))(
∑3
j=0(bj(j#1)
2))
+(
∑3
i=0(ai(2(i#0)(i#0))))(
∑3
j=0(bj((j#0)(j#0))))
+(
∑3
i=0(ai(2(i#0)(i#1))))(
∑3
j=0(bj((j#0)(j#1))))
+(
∑3
i=0(ai(2(i#0)(i#1))))(
∑3
j=0(bj((j#0)(j#1))))
+(
∑3
i=0(ai(2(i#0)(i#1))))(
∑3
j=0(bj((j#0)(j#1))))
+(
∑3
i=0(ai(2(i#0)(i#1))))(
∑3
j=0(bj((j#0)(j#1))))
+(
∑3
i=0(ai(2(i#1)(i#1))))(
∑3
j=0(bj((j#1)(j#1)))) (23)
In (23) there are 10 multiplications. If e = 1 (23) should have 4 multiplications. For e = 2
(23) expands to
(
4+2−1
2
)
= 10 multiplications. In (18),
∑n−1
i=0
∑n−1
j=0 (ai(
∑logn−1
k=0 ((i#k)(j#k) +
(i#k)(j#k)))bj) has 2 logn multiplications. When we raise it to power e as in∑n−1
i=0
∑n−1
j=0 (ai(
∑logn−1
k=0 ((i#k)(j#k) + (i#k)(j#k)))
ebj), it expands to
(
2 logn+e−1
e
)
multipli-
cations. This is because
(
2 logn−1∑
k=0
dkek)
e =
∑
(
∑2 log n−1
f=0
lf )=e
cl0,l1,...,l2 log n−1(
2 logn−1∏
k=0
dlkk e
lk
k ) (25)
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where cl0,l1,...,l2 log n−1 ’s are constants. Thus we have 2 logn buckets and we want to drop e
indistinguishable objects into these 2 logn buckets and
(
2 logn+e−1
e
)
is the number of ways
to drop these e indistinguishable objects. Thus
(
2 logn+e−1
e
)
is the number of multiplications
we will get for (22). By incident in paper 1612.04208 version 11 I mistakenly wrote this as(
2 logn+e−1
e−1
)
which should be corrected to
(
2 logn+e−1
e
)
Thus when e = log n we will get
(
3 logn−1
logn
)
> n multiplications. Thus we described an
approach that works except it does not cut the number of multiplications.
5.2 Using Polynomials
We can reduce the 2 logn multiplications in (18) to 1 multiplication by doing
∑n−1
i=0
∑n−1
j=0 (aibj
∗[(
∑logn−1
k1=0
((i#k1)x
4k1 + (i#k1)x
4k1+2))
∗(
∑logn−1
k2=0
((j#k2)x
−4k2+4 logn+6 + (j#k2)x
−4k2−2+4 logn+6))])
= (
∑n−1
i=0 [ai ∗ (
∑logn−1
k1=0
((i#k1)x
4k1 + (i#k1)x
4k1+2))])
∗(
∑n−1
j=0 [bj ∗ (
∑logn−1
k2=0
((j#k2)x
−4k2+4 logn+6 + (j#k2)x
−4k2−2+4 logn+6))]) (25)
where x is an indeterminate. (25) is basically line [3] in (1). Note that the coefficient of
x4 logn+6 in (25) is (18). That is:
(25)=
∑4 logn+2
m=0 cmx
2m
and (18)=c2 logn+3. We will call cm, m 6= 2 logn + 3, useless terms as they are of no use to
us and we need to remove them.
Also note that there is only 1 multiplication in (25).
However, there will be problem if we raise
f(x) = [(
∑logn−1
k1=0
((i#k1)x
4k1 + (i#k1)x
4k1+2))
∗(
∑logn−1
k2=0
((j#k2)x
−4k2+4 logn+6 + (j#k2)x
−4k2−2+4 logn+6))]
=
∑4 logn+2
m=0 dmx
2m (26)
in (25) to power e. Note here d2 logn+3 = i⊗j. If we are to raise (26) to power e = 2, the term
d2 logn+3x
4 logn+6 will become d22 logn+3x
8 logn+12. However the term d2 logn+3−d′x
4 logn+6−2d′ and
the term d2 logn+3+d′x
4 logn+6+2d′ will be multiplied to become d2 logn+3−d′d2 logn+3+d′x
8 logn+12.
Thus we get useless terms mixed into the term needed by us.
One way to get around this is, instead of doing (f(x))2 we will do f(x)f(y). In f(x)f(y)
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we can retrieve (d2 logn+3)
2. However, if we do this we need to replace (f(x))logn by
∏logn−1
k=0 f(xk),
where xk’s are different variables or indeterminates. We can replace xk by x
(2 logn+1)k to use
1 indeterminate x, but the power of x in f(x(2 logn+1)
log n
) is going to be greater than n.
Thus we can retrieve (d2 logn+3)
logn using 1 multiplication. But this multiplication is the
multiplication of two degree d > n polynomials. Thus this approach does not work.
The method we used to overcome this problem is to use modulo (x2 − 1), i.e. replacing
every x2 by 1, and change f(x) to f ′(x) where
f ′(x) = (c9(1−x)/2−c10(1−x)/2+d2 logn+3+
∑4 logn+2
m=0,m6=2 logn+3 dm(1+x)/2) mod (x
2−1) (27)
where c9 and c10 are nonnegative constants (they are written as c9 and c10 in version 11 of this
paper and in (5) of this paper) and dk’s are from (26) and they are nonnegative constants (we
will explain why they are). We do not write c9(1− x)/2− c10(1− x)/2 = (c9− c10)(1− x)/2
because in our algorithm we do not add positive and negative numbers (positive add positive,
negative add negative are alright).
Note that ((1 + x)/2)2 = (1+ x)/2 mod (x2 − 1), ((1− x)/2)2 = (1− x)/2 mod (x2 − 1),
((1+ x)/2)((1− x)/2) = (1− x)/4− (1− x)/4 mod (x2− 1). Thus if we can reach (27) then
(f ′(x))e mod (x2 − 1) = c12(1 + x)/2 + c13(1− x)/2− c14(1− x)/2 + (d2 logn+3)
e (28)
where c12, c13, c14, d2 logn+3 are nonnegative constants (we will explain why they are).
Thus now
∑n−1
i=0
∑n−1
j=0 (aibj(f
′(x))e) mod (x2 − 1)
= c16(1 + x)/2 + c17(1− x)/2− c18(1− x)/2 +
∑n−1
i=0
∑n−1
j=0 aibj(i⊗ j)
e (29)
where c16, c17, c18 are nonnegative constants (we will explain why they are) and because we
assumed that ai’s and bj ’s are nonnegative because our algorithm in paper 1612.04208 version
11 and in the first portion of this paper are for nonnegative input vectors and matrices,∑n−1
i=0
∑n−1
j=0 aibj(i⊗ j)
e is nonnegative.
Normally the value of
∑n−1
i=0
∑n−1
j=0 aibj(i ⊗ j)
e cannot be resolved from (29). The reason
that we can resolve
∑n−1
i=0
∑n−1
j=0 aibj(i⊗ j)
e from (29) is that we used the fact that c16, c17, c18
and
∑n−1
i=0
∑n−1
j=0 aibj(i ⊗ j)
e are nonnegative. We will do (29) mod (x − 1). However, we
are doing this not by replacing every x by 1. We are doing this by replacing every x
and -1 with 0, and replacing every -x and 1 with 0. In (29) there are maximum c17/2
negative x’s and more than c17/2 positive 1’s so we replace c17/2 negative x’s and c17/2
positive 1’s with 0. There are maximum c18/2 negative 1’s and there are more than c18/2
positive x’s so we replace c18/2 negative 1’s and c18/2 positive x’s with 0. Now (29) becomes
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c16(1 + x)/2 +
∑n−1
i=0
∑n−1
j=0 aibj(i⊗ j)
e and thus we can resolve for
∑n−1
i=0
∑n−1
j=0 aibj(i⊗ j)
e by
letting x = −1.
To get f ′(x) from f(x) we do
[2] [2
∑4 logn+2
m=0 dmx
4 logn+7
[3] + f(x)
[4] + x8 logn+4f(1/x)
[5] ]e/(2(x+ 1))e mod (x2 − 1)
[7] = [
∑4 logn+2
m=0 dmx
4 logn+7
[8] + f(x)
[9] +
∑4 logn+2
m=0 dmx
4 logn+7
[10] + x8 logn+4f(1/x)
[11] ]e/(2(x+ 1))e mod (x2 − 1) (30)
This is exactly what we are doing in (1). The line numbers used in (30) are the same line
numbers used in (1). f ′(x) =([2] to [5]) in (30) with e = 1. Pages 3 to 9 are used to explain
about (1) or (30).
Because we used only 3 multiplications for f ′(x) in (30) or (1) lines ([2] to [4]), thus
(f ′(x))e expands to
(
e+3−1
3
)
multiplications. In paper 1216.04208 version 11 we mistakenly
wrote it as
(
e+3−1
2
)
multiplications which should be corrected.
The reasons that ci’s, di’s, d2 logn+3 are nonnegative are first the input ai’s and bj ’s in A
and B are nonnegative, the conversion form f to f ′ using lines ([2] to [4]) in (1) of paper
1216.04208 version 11 and in (1) of this version will not make them negative. Raising to
power e can make (1−x)/2 change sign because of ((1+x)/2)((1−x)/2), but it will not make
(1+x)/2 change sign in the first portion of this version, nor will it make
∑n−1
i=0
∑n−1
j=0 aibj(i⊗j)
change sign.
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