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ABSTRACT
ROBUST AND SCALABLE DOMAIN DECOMPOSITION
METHODS FOR ELECTROMAGNETIC
COMPUTATIONS
SEPTEMBER 2012
GEORGIOS N. PARASCHOS
B.Sc., DEMOCRITUS UNIVERSITY OF THRACE
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Marinos N. Vouvakis
The Finite Element Tearing and Interconnecting (FETI) and its variants are
probably the most celebrated domain decomposition algorithms for partial differential
equation (PDE) scientific computations. In electromagnetics, such methods have
advanced research frontiers by enabling the full-wave analysis and design of finite
phased array antennas, metamaterials, and other multiscale structures. Recently,
closer scrutiny of these methods have revealed robustness and numerical scalability
problems that prevent the most memory and time efficient variants of FETI from
gaining widespread acceptance. This work introduces a new class of FETI methods
and preconditioners that lead to exponential iterative convergence for a wide class of
problems, are robust and numerically scalable.
First, a two Lagrange multiplier (LM) variant of FETI with impedance trans-
mission conditions, the FETI-2λ, is introduced to facilitate the symmetric treatment
of non-conforming grids while avoiding matrix singularites that occur at the interior
vii
resonance frequencies of the domains. A thorough investigation on the approximabil-
ity and stability of the Lagrange multiplier discrete space is carried over to identify
the correct LM space basis. The resulting method, although accurate and flexible,
exhibits unreliable iterative convergence.
To accelerate the iterative convergence, the Locally Exact Algebraic Precondi-
tioner (LEAP), which is responsible for improving the information transfer between
neighboring domains is introduced. The LEAP was conceived by carefully study-
ing the properties of the Dirichlet-to-Neumann (DtN) map that is involved in the
sub-structuring process of FETI. LEAP proceeds in a hierarchical way and directly
factorizes the signular and near-singular interactions of the DtN map that arise from
domain-face, domain-edge and domain-vertex interactions. For problems with small
number of domains LEAP results in scalable implementations with respect to the
discretization.
On problems with large domain numbers, the numerical scalability can only be ob-
tained through “global” preconditioners that directly convey information to remotely
separated domains at every DDM iteration. The proposed “global” preconditiong
stage is based on the new Multigrid FETI (MG-FETI) method. This method pro-
vides a coarse grid correction mechanism defined in the dual space. Macro-basis
functions, that satisfy the curl−curl equation on each interface are constructed to
reduce the size of the coarse problem, while maintaining a good approximation of the
characteristic field modes.
Numerical results showcase the performance of the proposed method on one-way,
2D and 3D decomposed problems, with structured and unstructured partitioning,
conforming and non-conforming interface triangulations. Finally, challenging, real
life computational examples showcase the true potential of the method.
viii
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CHAPTER 1
INTRODUCTION
1.1 Problem Statement
The evolution of computational electromagnetic (CEM) algorithms closely follows
that of computing architectures. In the 70s and 80s computers with small memory
and computing power, favored methods such as the boundary element method (BEM)
solution of surface integral equations [1], that explicitly reduced the dimension of a
problem from three to two. In the 90s, high-speed CPUs (frequency race region
in Fig. 1.1) favored low-complexity algorithms such as the multilevel fast multipole
method (FMM) [2]. Contrary, today’s computing platforms are becoming increas-
ingly parallel (core race region in Fig. 1.1), e.g. multi/many-core CPUs [3] and cloud
computing [4], favoring scalable parallel algorithms. One of the most promising par-
allel CEM computing paradigms is that of domain decomposition (DD) [5], where
a computational problem is divided into small problems (domains) that are solved
independently in each core or processor and then are iteratively “interconnected” by
solving the underling constraint optimization problem. Although quite successful, the
fundamental research question in DD remains open: are there scalable DD algorithms
for CEM with iterative convergence guarantees?
This dissertation is set to explore this question in the context of finite element
method [6, 7] for time-harmonic Maxwell’s equations, by identifying the root cause
of the unreliable iterative convergence of DDMs, and propose effective and efficient
preconditioning that lead to robust and scalable DD algorhithms for CEM.
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Before further exploring this research question, it would be useful to rigorously
define scalability and robustness. Computational Scalability is a general term that
refers to both numerical and parallel scalability. Numerical scalability is the relative
effectiveness of an algorithm to utilize memory and run-time as the number of un-
knowns in the computational problem increases. High numerical scalability generally
implies low computational complexity (e.g. O(N) , where N is the number or un-
knowns, or even O(1)). Parallel scalability on the other hand refers to the ability
to leverage computing resources such as multiple CPUs or cores to speed-up compu-
tations. More formally, parallel scalability is the relative effectiveness with which a
parallel algorithm can utilize additional processors. Scalable algorithms are highly
desirable because they imply solving larger problems faster.
Figure 1.1. The evolution of the CPU technology and its future trend. Multi-core
architectures are the most prominent candidate for increasing computational power;
(source: Dell Computers).
Computational robustness in the context of this work is related to the persistence of
certain computational characteristics or traits, such as number of iterations in the case
of DDM, over disparate computational models, e.g. models with disparate complexity
geometries, materials and boundary conditions. For example, it is generally desirable
2
the iterative convergence of a computational method to be equally fast on a simple
canonical model such as a sphere, and on a challenging multi-scale one, such as a
printed circuit board.
1.1.1 Challenges
In the CEM area, and more specifically on FEM computations for time-harmonic
Maxwell’s equations, parallel scalability and robustness appear to be mutually ex-
clusive, posing a major technical challenge. This apparent trade-off is depicted in
Fig. 1.2, where three of the most celebrated solvers for FEM solution of Maxwell’s
equations are compared in terms of scalability and robustness. The most robust FEM
solvers are based on direct sparse matrix solvers such as the multi-frontal LU factor-
ization algorithm [8, 9]. These solvers are excellent on small problems and give the
correct solutions regardless of the difficulty of the problem e.g. resonances, muti-
scale features, etc., but they do not scale favorably with the number of unknowns
(O(N1.6)−O(N2.5)), and more importantly can not be parallelized easily, and when
they do their parallel scalability ranges around 50-80% [10]. At the other end of
the spectrum are DDMs that offer excellent parallel performance, often of the or-
der of 90%, but lack robustness. Early DDM solvers in CEM [11–14], even though
very successful on some large scale applications (such as finite phased array analysis),
revealed their limited robustness and their convergence sensitivity on discretization
size, domain shape and size, frequency of operation, field regularity, and partitioning
strategy. A compromise between these two extremes is the multigrid finite element
method (MG-FEM) [15], which is considered the state-of-the-art solver in modern
CEM area. This method utilizes a matrix partitioning approach, based on the over-
lapping Schwarz method (overlapping DDM) and direct solves (complete or incom-
plete). Therefore, it exhibits higher parallel efficiency than multi-frontal method with
moderate robustness sacrifices. Even with these improvements, MG-FEM is difficult
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Figure 1.2. The parallel scalability and robustness trade-off in current computa-
tional technology FEM solvers for time-harmonic EM problems.
to parallelize and when so, it is far from scalable, whereas its iterative convergence
becomes problematic on electrically large or highly complex problems. In conclusion,
the general, robust and highly scalable parallel FEM solver for time-harmonic EM
remains elusive, creating a big research opportunity.
This work aims to fill the void of scalable and robust FEM solvers for time-
harmonic Maxwell equations by providing suitable preconditioning schemes that pro-
vide robustness to DDM without significant sacrifices on its parallel scalability. These
preconditioning schemes are designed to improve the communication between neigh-
boring domains (minimal parallel sacrifices) and provide an efficient yet relatively low
“capacity” information exchange mechanism between remote domains. The precon-
ditioning schemes that are proposed are the Locally Exact Algebraic Preconditioner
(LEAP) , the Dual Overlapping Primal FETI (FETI-DOP) and the Multigrid FETI
(MG-FETI). These schemes aspire to provide the next generation state-of-the-art
solver for time-harmonic electromagnetic computations with FEM.
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1.2 Significance
The domain decomposition methods proposed in this work are general full-wave
EM modeling engines that can be used in any electronic or photonic application
that requires the solution of Maxwell’s equations in arbitrary yet linear media. Full-
wave solvers have been the norm in high-frequency applications such as antennas,
electromagnetic scattering, and RF, microwave and millimeter-wave devices, as shown
in Fig. 1.3. In recent years, a new spectrum of applications related to high-speed
(a) (b) (c)
Figure 1.3. Examples of challenging electromagnetic problems that their solution
requires efficient full-wave 3D solvers. (a) Radiation of a finite phased array antenna;
(b) Signal and power integrity in a PCB hosting high-speed ICs; (c) Radar cross
section of electrically large targets (in this case an unmanned aerial vehicle).
digital and mixed signal systems, has emerged as a major driving force of fast and
efficient full-wave EM solvers [16]. Modern information processing hardware such as
integrated circuits (IC), field programmable gate arrays (FPGAs) and printed circuit
boards (PCB), are now operating at switching speeds that produce signal spectrums
that extend well into multi gigahertz ranges. At these frequencies traditional circuit
[17], distributed element (transmission line) theory [18] or behavioral modeling [19]
reach their limits, and often fail to produce meaningful results.
Even though full-wave EM modeling is in high demand and often necessary for
the application areas described above, it comes at a heavy computational premium
(CPU time and memory) that can quickly overwhelm even the most advanced serial
5
Figure 1.4. A realistic printed circuit board (PCB) example with the portion that
could be modeled efficiently at a commodity workstation with state-of-the-art CEM
solvers.
workstations. For example the full-wave simulation of a small portion of the PCB
shown in Fig. 1.4 requires 6.5 minutes and 2.4 GB RAM with a state-of-the-art FEM
solver to compute a single frequency response. The computation was performed at an
Intel R© Xeon 3.2GHz processor with 8GB RAM. It is evident that modeling the entire
PCB would require an unreasonable amount of time and memory, approximately 35
hours (estimated) and 12 GB of RAM. These slow and memory intensive simulations
significantly impede understanding of the underlying phenomenology and slow down
design cycles. Thus, the limitations of current full-wave EM solvers ultimately hinder
scientific breakthrough, or increase cost and time-to-market for new technologies.
The work of this dissertation will impact the science and engineering in these
areas by enabling the first robust and fully parallel full-wave domain decomposition
solver for EM. Until now, DDMs for EM computations had been plagued by unre-
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liable and slow iterative convergence that negatively impacts parallel performance.
This work will fully leverage the computational power of modern multi-, many-core
and distributed parallel computing architectures by proposing effective and efficient
preconditioning schemes of a specially tailored Finite Element Tearing and Intercon-
necting (FETI) solver for EM. It is estimated that even on commodity multi-core
workstations, the proposed DDM could outperform the current state-of-the art in
terms of speed by almost an order-of-magnitude, with equal or less memory usage.
Assuming that the current trend of increasing the number of cores in CPU architec-
tures continues, the payoff from this work will continue to increase over time. This
trend is highly likely due to excessive heat dissipation in nanometer CMOS [20]. Al-
though this work is not targeting graphical processing units (GPU) architectures due
to the lack of efficient complex sparse matrix libraries, the proposed framework could
be extended to these architectures as well, opening the road for even faster speed-ups.
The proposed robust and scalable DDM framework can be readily applied to both
conforming and non-conforming grids (disjoint mesh across interfaces). This will fa-
cilitate the efficient analysis of a wide variety of problems. The capability to work
with non-conforming grids enables the solution of geometries with moving parts, and
geometric optimization by alleviating the need for global re-meshing for every new
geometry realization. Moreover, when multi-scale geometries are encountered, the
non-conforming DDM approach would mitigate the challenging unstructured meshing
burden by allowing the independent meshing of portions of the problem. In a simi-
lar manner, when structures with translational symmetries (planar meta-materials),
rotational symmetries (cylindrical antenna arrays) or mirror/flip symmetries are en-
countered, they can be solved with very low memory overhead by discretizing and
storing only one or a few instances of the repeating or mirrored “blocks”. Important
examples of such cases are shown in Fig. 1.5(a) where an antenna array is mounted
on an unmanned aerial vehicle (UAV), and Fig. 1.5(b) where an antenna array radi-
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Figure 1.5. Sample multiscale EM problems that can be solved with the proposed
robust non-conforming DDM framework. (a) A phased array antenna mounted on
an unmanned areal vehicle. (b) Ultrawideband (UWB) array radiation through a
frequency selective surface (FSS).
ates in a presence of a frequency selective surface (FSS) or other periodic engineered
material (note that the periodicities of the array and FSS do not have to match).
Last but not least, the preconditioning schemes proposed in this work are quite
general and abstract in nature. They are algebraic preconditioning schemes that
are developed with minimal assumptions on the underlying physics of the specific
application. Therefore, they can readily used in many different computational disci-
pline where linear or nonlinear PDEs or systems of PDEs are solved (CFD, thermal,
acoustics, etc.) via the FEM.
1.3 Background and Related Work
The area of DDMs for PDEs is quite extensive. Even though the following survey
is by no means extensive, it will be representative of the most important work related
to the discrete DDM formulations and various acceleration/preconditioning schemes,
with emphasis in electromagnetics.
8
1.3.1 DDM formulations
The origin of DDM dates back to 1896 and the alternating Schwarz method [5],
an overlapping DDM which exchanges information at the interfaces with Dirichlet
Transmision Conditions (TC) [21, 22]. However, it is the non-overlapping DDM [23]
that has become very appealing due to its inherent parallelism and flexibility. A DDM
is termed overlapping when neighboring domains share a common volume, whereas
in non-overlapping DDM adjacent domains can share only surfaces. This work will
deal with only non-overlapping DDMs, further details on overlapping DDMs could
be found in [24].
1.3.1.1 Transmission Conditions
Another DDM classification arises from the type of continuity constraints, usu-
ally called transmission conditions (TC), used to enforce the field continuity across
domains which ensures the consistency of the decomposed problem with the original
problem. The term consistency implies that both the decomposed and the original
problem yield the same solution. These constraints can be of Dirichlet, Neumann or
Robin type borrowing the terminology from boundary conditions. Dirichlet transmis-
sion conditions restrict the field to be continuous across the interfaces, while Neumann
TCs ensure the continuity of the normal field derivative. These methods, although
succesful for elliptic positive definite PDEs, do not lead to convergent algorithms on
indefinite PDEs arising from the FEM discretization of Helmholtz or Maxwell equa-
tions [25]. Lions [23] was the first to realize that the Robin TCs (enforcing continuity
of a quantity that is a linear combination of the field and its normal derivative) could
lead to improved convergence on definite problems and grant convergence on indef-
inite scalar problems. Despres [26] was the first to successfully use non-overlapping
DDM on Maxwell equation problems. He discovered that a new TC analogous to the
electromagnetic impedance boundary condition [27] was the key to successful conver-
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gence of the method. His method lead to the first convergent DDM for radiation-
dominated EM problems. However, as will be shown later, its convergence is quite
slow and it cannot succeed in non-radiating problems. All these DDMs were used as
stationary iterative solvers, analogous to Gauss-Seidel, Jacobi or Richardson iteration
schemes. When considered as preconditioners to a Krylov type solver, they become
more reliable, even on non-radiating problems, but they still do not have convergence
guarantees.
1.3.1.2 Sub-structuring Methods
DDM schemes with significantly lower memory, and faster iterative convergence
and CPU time can be devised by iterating on a subset of the unknowns, usually related
to domain sub-structures such as interfaces or wire-baskets, leading to substructuring
methods, also known as Schur-complement methods. The proposed method is also
of substructuring type. A table with the most important sub-structuring methods is
provided in Table 1.1 to aid the reader. Sub-structuring methods reduce the DDM
problem into another with smaller dimensionality. For non-overlapping DDM, this
leads to the reduction of a volumetric problem into an interface one. As illustrated
in Table 1.1, sub-structuring methods are commonly categorized into primal, and
dual primal, depending on the type of unknowns they iterate at during the iterative
enforcement of the TC constraints.
Primal Sub-structuring
Primal sub-structing methods iterate on a subset of the original DoFs of the prob-
lem (primal variables, u). This subset is typically the unknowns at an interface,
represented by uΓ. One of the most popular primal methods is the balancing do-
main decomposition (BDD), introduced by Mandel [28], which eliminates the inter-
nal variables of each sub-domain constructing a problem that involves only surfaces.
The BDD method on scalar elliptic problems has a condition number bound that is
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Substructuring Methods
# LM sets primal dual dual-primal
0
BDD [28]
- -
BDDC [29]
1
FETI [30]
FETI-DP [31]-
FETI-2 [32]
2
FETI-H [33]
FETI-“like” [13]
- FETI-2LM [34]
FETI-DPEM [35]
FETI-2λ [proposed]
TC Type red = Dirichlet & blue = EM Robin
Table 1.1. Classification of various substructuring methods outlined in this intro-
duction.
(1 + log(H/h))2 for both 2D and 3D discretizations [36]. This method is equipped
with an additive local preconditioner that relies on solutions of Neumann truncated
sub-domain problems. More importantly the method is accelerated with a special
coarse space of so-called balanced functions. In linear elasticity the Neumann trun-
cated subproblems do not yield a unique solution and the balanced functions can be
used to ensure the solvability of the subproblems. In electromagnetics, this method
is not viable due to the internal resonance [1] problem.
An improved BDD method, the BDD with constraints (BDDC) has also been
proposed by Dohrmann [29]. This method uses an additional coarse problem that
arises from the enforcement of constraints at certain DoFs, e.g. the corners of the
sub-domains, the average of the edges and faces of the interface. Moreover, multi-level
BDDC approaches, that exhibit higher parallel efficiency have also been proposed [37].
Finally the same method has been proposed independently by Fragakis et al. [38], with
the name P-FETI-DP. BDDC method is not suitable for electromagnetic problems
due to the internal resonance problem arising from the domain Dirichlet truncation
as shown in Fig. 1.6(b).
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Dual Sub-structuring
Another sub-structuring category is the dual sub-structuring which uses Lagrange
multipliers (LMs) (dual variables) from the formal constraint optimization theory [39].
In this work LMs are denoted with λ. LMs are functions defined at the interfaces
between neighboring domains as shown in Fig. 1.6(c) and (d), and typically, they rep-
resent field fluxes, ∂u
∂n
. The most celebrated dual substructuring method is the Finite
Element Tearing and Interconnecting (FETI) introduced by Farhat and Roux [30]
for second order, self-adjoint scalar elliptic equations. The methods was designed for
conforming finite elements, utilizing Dirichlet TCs, and the field continuity enforce-
ment is done through one set of LMs at the interface, which represent the jump of the
flux across the interface. The FETI method on scalar two dimensional elliptic prob-
lems has a condition number bound of (1 + log(H/h))2 on decompositions without
cross-points and (1 + log(H/h))3 when applied on general decomposition [40].
FETI has been extended to problems such as plate bending [32, 41] and acoustic
scattering [33, 42], although in the later case internal resonance problems have been
experienced due to the Neumann truncation of the sub-problem. This issue is to be
alleviated in this work through the careful definition of the LMs, and by considering
two sets of LM functions. This approach was proposed from De La Bourdonnaye et
al. [43] for conforming, acoustic problems.
In EM problems the FETI method was introduced by Wolfe et al. in [11], but
this method suffered from the internal resonance problem due to the elimination of
all domain variables (that represents a perfect electric conducting cavity) and the use
of Dirichlet TCs.
Dual-Primal sub-structuring
Hybrid methods that combine the advantages of primal and dual sub-structing
methods have also been developed. As the name implies, in the dual-primal family the
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(a) (b)
(c) (d)
Figure 1.6. Pictorial representation of the dual, the primal and the dual-primal
sub-structuring methods; (a) the original FEM problem before decomposition; (b) the
primal interface problem after the decomposition and primal sub-structuring process;
(c) the dual problem resulting from the dual sub-structuring framework and (d) the
dual-primal problem resulting from the dual sub-structuring framework.
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original space is reduced into a mixed space that involves primal and dual variables.
Characteristic members of this class are the dual-primal FETI (FETI-DP) [31, 35],
which is considered the state-of-the-art in DDM, and the FETI-“like” method [12,13].
FETI-“like” was the first FETI variant for EM that does not suffer from internal
resonances, the method was proposed by Vouvakis et al. [12,13]. FETI-“like” utilizes 2
sets of Lagrange multipliers per interface (one per adjacent sub-domain) and Despres’
EM impedance type transmission conditions. More importantly, in an attempt of
bypassing the internal resonance problem the method iterates on both primal and
dual variables on the surface. The enlarged sub-structuring space leads to increased
memory requirements and parallel communication. FETI-“like” to some extent is a
predecessor of the FETI variant (FETI-2λ) that is proposed in this work.
In 2006, Li et al. [14] proposed a FETI-DP variant suitable for electromag-
netic computations, the FETI-DPEM. FETI-DPEM enforces the tangential conti-
nuity along interfaces through the Dirichlet TCs. The primal subspace is constructed
though the FEM edges of the wire-basket of the decomposition, and it is augmented
with the Dirichlet preconditioner that will be discussed in an upcoming section. In
2007, the FETI-DPEM was extended to FETI-DPEM2 [35], which enforces the tan-
gential continuity through impedance type TCs. This work is of special interest,
because it is a special case of the FETI-2λ, first proposed in [44] and described in
Chapter 3.
1.3.2 DDM Acceleration Methods
Before we continue on the description of various DDM acceleration techniques,
it would be instructive to describe the different error components present during
the iteration of any DDM. According to Fourier theory they are: (a) the highly
oscillating (rough) error components, (b) the slow varying error components and (c)
the characteristic error modes. The highly oscillating error components, are confined
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around domain interfaces, but vary rapidly along them. Due to their local support
these errors will be termed local. Residual errors due to slow varying errors extend
throughout the computational domain, but their spatial frequency is low. Finally,
characteristic mode components are residual errors that also have global support, but
are oscillatory and vary spatially with a frequency dictated by the wavenumber of
the problem. In high-frequency time-harmonic Maxwell problems these components
carry majority of the residual error energy and pose a major technical challenge.
1.3.2.1 Local DDM Acceleration Methods
This section will discuss the most important local acceleration techniques pro-
posed for DDM methods. The term local acceleration refers to mechanisms that
enhance the communication between neighboring domains. Thus, they can improve
the convergence rate of the method without significant sacrifices on the parallel scala-
bility. However, they cannot lead to numerically scalable methods with respect to the
domain count. Two major categories of local accelerators could be recognized, the
physics-based and the algebraic schemes. The physics-based methods are developed
around the analytical solution of canonical problems, while the algebraic methods
are constructed based only on matrix operations and often they do not require any
knowledge of the underlying physics of the problem.
1.3.2.2 Physics-Based Accelerators
The most common physics-based local accelerator is the choice of the TCs, that
enforce the appropriate continuity of the fields and possibly their derivatives between
domains, ultimately facilitating convergence. The simplest convergent TC in electro-
magnetic problems are the impedance type transmission conditions [12]
γ×
(
1
µr
∇× Ei
)
+ αγt (Ei) = −γ×
(
1
µr
∇× Ej
)
+ αγt (Ej) , (1.1)
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where γ×, γt are trace operators defined in Chapter 2 acting on the interface between
domains i and j and E is the electric field. Finally α is a complex constant parameter
that affects the iterative convergence of the DDM scheme. In [12], the optimum choice
of α was examined through a Fourier analysis and a modal TE/TM decomposition.
It was shown that in electromagnetics the choice of =(α) < 0 leads to convergent
TE and TM propagative modes, while <(α) < 0 leads to convergent TE evanescent
modes and <(α) < 0 to convergent TM evanescent modes. This choice of α poses the
TC similar to the impedance boundary condition and represents energy absorption at
one interface side, which is followed with energy generation at the other. On radiation
dominated problems where most of the information is carried through the propagating
modes, the choice of α = −jk (k = ω√µ), was found optimal. These conclusions are
based on stationary iterative schemes (Jacobi, Gauss-Seidel) which may not directly
hold true when the DDM scheme is used as a preconditioner of a Krylov type solver.
These TCs are consistent, upon convergence they enforce the desired tangential field
continuity. Moreover, they result to non-symmetric DDM schemes while retaining
the symmetry of the sub-domain problem.
The Second Order Transmission Conditions (SOTC) have been the most popular
approach in accelerating the iterative convergence of DDM on both Maxwell and
Helmholtz problems [25,45–50]. The core idea of second order transmission conditions
is the enrichment of the constraints with higher order tangential derivatives. This
type of TCs is constructed via analytical (Fourier methods in case of infinite planar
interfaces) solutions of canonical problems.
In 1997, Collino et al. in [48] derived the exact transmission condition on an
infinite planar boundary through a partial Fourier transform approach. In that work,
it was shown that the exact TC of two semi-infinite domains is of the form
(
[ω2µI− curlΓcurlΓ
]
(ei − ej) + jωµT
(
1
µ
(ji + jj)
)
= 0. (1.2)
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where ei and ej are the tangentilal electric traces on domains i and j, respectively
and j is the magnetic field twisted trace. The TC involves a tangential rotational
operator (curlΓcurlΓ) and a global pseudo-differential operator (T ) whose numerical
implementation is prohibitive. Collino showed that an the approximation of this exact
TC would lead to the Despres impedance TC and proposed a localized approximation
of the pseudo-differential operator (T ), to improve convergence. The resulting TC
was shown to improve the iterative convergence of DDM on a stationary iterative
schemes. Stupfel in [49], motivated from the higher order absorbing boundary condi-
tions [51], proposed a class of SOTC suitable for onion-like concentric decompositions
with smooth interfaces for the solution of two dimensional scalar wave problems. This
work was further extended to three dimensional vector wave electromagnetic prob-
lems in [50]. The innovation of this work was on the introduction of an additional
tangential operator (gradΓdivΓ) to play the role of the T in (1.2). However the exis-
tence of a surface divergence required the use of div-conforming basis on the surface
while the rotational operator curl-conforming functions, leading to a serious conflict.
On Helmholtz problems Gander et al. [25] arrived to similar conclusions as Collino.
He showed that the optimal TC on Helmholtz problems involve a non-local square
root pseudo-differential operator and he proposed a localized approximation through
the Taylor expansion, introducing an operator that involves a tangential derivative.
In [52–57], a method which is a special case of (1.2), and similar to [50] was
proposed. The method is based on the form of
Sj(ji) + Se(ei) = Sj(jj) + Se(ej), (1.3)
where the second order surface differential operators Se and Sj are defined as:
 Se = αI + βcurlΓcurlΓSj = I + γgradΓdivΓ (1.4)
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The complex parameters α, β and γ are defined as:
α = −jk, β = j
k + k˜TEz
, γ =
1
k2 + kk˜TMz
, (1.5)
where k is the wavenumber. The parameters k˜TEz and k˜
TM
z reflect the normal to
the interface transverse electric (TE) and transverse magnetic (TM) wavenumbers.
However their optimal choice is problem dependent as mentioned in [55]. The major
innovation of this approach lies on the numerical enforcement of (1.3) into FEM based
DDMs through the introduction of additional auxiliary set of variables ρ = 1
k2
divΓj
that represent charge distributions on the interfaces. This modification alleviated the
need of both div- and curl-conforming surface functions but effectively introduced an
additional set of (scalar) Lagrange multipiers in the constraint optimization problem.
The SOTC approach has shown significant iterative convergence improvement
and numerical scalability with respect to discretization level. However, unlike the
First Order Transmission Conditions (FOTC), it results in non-symmetric sub-domain
matrices as shown
Aiui =
 A
II
i A
IΓ
i 0 0
AΓIi A
ΓΓ
i Tii 0
0 (STii +T
T
ii) Tii Dii
0 0 FTii Gii

 E
I
i
EΓi
ji
ρi
 , (1.6)
where the electric field solution vector Ei of the i
th domain has been partitioned into
volumetric (EI) and surface (EΓ), and the Lagrange multipliers are denoted by j and
ρ. ji and ρi are solution vectors that represent electric current and charge distributions
at the interfaces. Sub-matrices AIIi , A
IΓ
i , A
ΓI
i , and A
ΓΓ
i are the Neumann truncated
FEM sub-matrices of the ith domain, through the volume-surface decomposition. Tii
is a mass matrix (w ·w) defined on the induced triangulation on the domain surface
Γi. The matrices Sii, Dii, Fii and Gii arise from the discretization of the transmission
condition [55]. Specifically Sii is a related to the curlΓcurlΓ operator, the Dii and Fii
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are related with the grad operator and Gii is a scalar mass matrix. The matrices Ai
and Tii are also present in First Order Transmission Conditions (FOTC) sub-domain
matrix
Ai =
 AIIi AIΓi 0AΓIi AΓΓi Tii
0 TTii Tii
 =
 EIiEΓi
ji
 . (1.7)
Comparing (1.6) (1.7) clearly shows the numerical inconveniences of this SOTC
implementation. First, the rank of the SOTC domain matrix is large and the sub-
domain matrix, that needs to be factorized or inverted during the sub-structuring step,
becomes non-symmetric effectively doubling the memory storage and computation
time of sub-structuring.
1.3.2.3 Algebraic Accelerators
A different approach of enhancing the local information transferring mechanism
is the development of algebraic preconditioning schemes. In contrast to the previ-
ously described SOTC, algebraic schemes are formulated independent of the problem
geometry and decomposition.
The Dirichlet Preconditioner
The Dirichlet preconditioner [58, 59] is the most commonly used FETI algebraic
preconditioning scheme. The preconditioner suggests the augmentation of the dual-
substructured problem, through independent solves on the neighboring Dirichlet trun-
cated domains. Consider a FETI linear system of the form
 N∑
i=1
BTi
 AIIi AIΓi
AΓIi A
ΓΓ
i
Bi
λ = g, (1.8)
where, AIIi , A
IΓ
i , A
ΓI
i and A
ΓΓ
i represent sub-matrices of the domain matrix with
interior-surface rearrangement. B is the coupling matrix between primal and dual
variables (λ). The Dirichlet preconditioner is expressed as
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M−1D =
N∑
i=1
BTi
 0 0
0 SΓΓi
Bi (1.9)
where
SΓΓi = A
ΓΓ
i −AΓIi
(
AIIi
)−1
AIΓi . (1.10)
As it is suggested by the name, and seen in (1.10), the Dirichlet preconditioner utilizes
the solution of the interior domain problem (
[
AIIi
]−1
) with Dirichlet BCs at the
interface. Even thought this is an effective preconditioner for elliptic problems and
FETI variants with one set of LMs, in electromagnetic problems it is ineffective due
to internal resonances.
Optimal Discrete Transmission Conditions
Motivated by the work on transmission conditions, Magoules et al. in [34] derived
optimal discrete TCs that rely on the Dirichlet-to-Neumann (DtN) map of all the
domains in the decomposition. The work is restricted to one way (1D) partitioning,
and is guaranteed to converge in N−1 iterations, where N is the number of domains.
Approximate representations of the DtN map that lead to better memory and run
times were also proposed, but at the expense of the convergence guarantees. Even
though Magoule’s optimal discrete TC require computation from all domains, it only
leads to local dense matrices at each interface (even at its exact version), thus the
iterative convergence can not be scalable (constant) with the domain count.
Consider a two domain splitting example, the discrete TCs are expressed as:
λ1 + λ2 − (A1 + A2)e1 = 0,
λ1 + λ2 − (A1 + A2)e2 = 0,
(1.11)
where λi is the LM solution vector that is associated with the i
th domain, ei is the
corresponding primal solution vector and Ai is the matrix that is used to enforce the
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optimal discrete TCs. The Schur-complement matrix is written in the form:
 I I−(A1+A2) [S2+A2]−1
I−(A1+A2) [S1+A1]−1 I

λ1
λ2
=
c1
c2
 , (1.12)
where Si is the Schur-complement condensed matrix of the i
th domain at its primal
interface DoFs. It is easy to see from (1.12) that the choice of A1 = S2 and A2 = S1
leads to an identity matrix. With this we conclude that the optimal augmentation
matrix of the ith domain is the DtN map of the other, (Sj)
−1.
On arbitrarily large one way decompositions two augmentation matrices are needed
for each domain, one for the left interface A−i and another for the right interface A
+
i .
These are the DtN maps of the outside world as it is seen from each interface respec-
tively, (A−i = S
−
i and A
+
i = S
+
i ). On 1D (one-way) decompositions these matrices can
be computed recursively due to the special from of the underling matrix equations,
in a similar fusion to the frontal method of direct solvers, leading to
S+p−1,p−1 = S
(s)
p−1,p−1 − S(s)p−1,p
[
S
(s)
p,p + S+p,p
]−1
S
(s)
p,p−1,
S−p,p = S
(s)
p,p − S(s)p,p−1
[
S−p−1,p−1 + S
(s)
p−1,p−1
]−1
S
(s)
p−1,p.
(1.13)
The superscript (s) denotes the domain index, the subscript p the interface index.
For more information the interested reader could refer to [34].
1.3.3 Global DDM Acceleration Methods
Even the most powerful local preconditioning scheme cannot lead to a DDM that
converges in a constant number of iterations with respect to the number of domains.
This is a direct consequence of the block-wise sparse nature of DDM matrices and lo-
cal preconditiners that propagate the residual error generated by a domain to only its
neighbors every matrix vector multiplication (in a typical Krylov solver each iteration
involves one or a few matrix vector multiplications), thus a decomposition with large
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domain would need many iterations to transfer and reduce this error throughout the
computational domain. For indefinite PDE problems such as time-harmonic Maxwell
equations this problem is exacerbated by the fact that majority of the residual error
energy is concentrated at the characteristic modes (plane waves propagating with dif-
ferent angles and polarizations), that have global support, and are oscillatory. There-
fore, domain scalable DDMs for time-harmonic Maxwell equations must be equipped
with special accelerators that convey information to remote domains at once every
matrix vector multiplication, while being able to cope with computational overheads
associated with the Nyquist sampling bound for oscillatory function approximation.
Wire-basket Methods
The wire-basket approaches [5] were originally developed under the primal sub-
structuring framework and involved global problems with degrees-of-freedom residing
on the collection of all domain edges in the decomposition. The key idea of these
methods is to precondition the primal sub-structuring Schur-complement matrix by
isolating lower dimensional substructures of the already sub-structured (skeleton)
problem. The wire-basket that connects all the interfaces was used as a global precon-
ditioner along with a block diagonal matrix responsible for the local preconditioning
of interfaces.
Let the matrix of a Schur-complement method be written in the form
S =
 SFF SFW
SWF SWW
 , (1.14)
with the subscriptW denote the wire-basket problem. Also, let the block diagonal T
that maps the average of the boundary nodes of each face (the part ofW adjacent to
the face) to the interior nodes of the face. The preconditioner arises after dropping
the coupling between the various faces, and the faces and the wire-basket as shown:
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M−1 =
 I TT
0 I

 S˜−1FF 0
0 S−1WW

 I 0
T I
 . (1.15)
The wire-basket method when applied on scalar elliptic problems yields a condition
number bound of O (1 + log (H
h
))2
on 2D problems, while on 3D it exhibits a worse
performance of O
(
H
h
(
1 + log
(
H
h
))2)
, thus independent of domain count.
The primal wire-basked methods are the predecessors of the 2-level FETI method
(or simply the FETI-2) proposed by Farhat et al. in [32,60], which eventually evolved
to currently the state-of-the-art FETI-DP. The FETI-2 method isolates the dual
duplicate, variables residing on the wire-basket of the decomposition, as shown in
Fig. 1.7(a), and constructs a coarse problem sufficiently small to be solved with a
direct solver. The coarse problem is used as an global accelerator to the remaining
dual problem.
Dual Primal Methods
The dual-primal FETI (FETI-DP) method, originally proposed in [31] for elastic-
ity problems is the evolution of FETI-2. FETI-DP serves as a global preconditioner
similar to the FETI-2 method. However, the coarse problem is not constructed by
isolating the LM variables at cross-points but directly treating them as primal vari-
ables. The inter-domain tangential continuity on the wire-basket is enforced directly
through the FEM basis functions, as shown in Fig. 1.7(b). Therefore, there are not
LM variables assigned along the domain-edges. Also, it has been shown that FETI-
DP has a condition number bound of O (1 + log2 (H
h
))
, [61], when it is applied on
second and forth order 2D elliptic problems. The same bound holds on second order
3D elliptic problems when it is equipped with the Dirichlet preconditioner.
Compared to FETI-2, the FETI-DP method constructs a considerably smaller
coarse sub-space, leading to more efficient implementations (primal variables are
unique across domain-edges). However, the DoFs of the accelerator are defined on
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c(a) (b)
Figure 1.7. The basic principle wire basket methods (2D cuts of 3D examples are
shown). (1) The FETI-2 method, the corner LM DoFs are isolated forming a coarse
auxiliary dual sub-problem. (b) The FETI-DP method, the corner DoFs are treated
as regular FEM unknowns while the rest of the problem is modeled with the dual
sub-structuring framework.
the mesh edges that reside along the domain-edge, therefore the size of the coarse
subspace is directly related to the discretization level of the problem. On heavily
meshed problems with large decompositions, the preconditioner could exhaust the
computational resources and degrade the performance of the solver.
Tosselli in [62] was the fist on retrofit the FETI-DP for edge element problems
arising from the FEM solution of Maxwel equations. The methods construct an
auxiliary primal coarse space whose DoFs are associated with entire domain-edges
of the wire-basket, rather than the fine mesh edges. The primal basis functions are
defined as suitable averages of the fine mesh DoFs along each domain-edge as:
αE(w) =
1
LE
∫
E
w · tEdl. (1.16)
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It was shown that these methods have a condition number bound of O (1 + log (H
h
))4
when applied on 3D electromagnetic problems [62].
A variant of FETI-DP for time-harmonic Maxwell problems was proposed by Le
et al. in [14,35,63], where large scale, realistic EM scattering and radiation problems
were solved. In [14] the tangential continuity was initially enforced through Dirichlet
TCs and in [35] the impedance robin-type TCs were used. The later is similar to
the work presented in the first part of Chapter 5, and is used as a reference of the
state-of-the-art.
Plane Wave Methods
Another global preconditioning category particularly suitable for indefinite prob-
lems arising from the discretization of the time-harmonic Maxwell and Helmholtz
problems is based on plane wave deflation. This preconditioning approach was origi-
nally proposed by Farhat et al. in [33] as a remedy to restore the domain scalability
for FETI-2 on Helmholtz problems. The method is named FETI-H (“H” stands for
Helmholtz) and constructs an auxiliary coarse problem utilizing a plane wave basis
of different directions. Specifically on every node of a particular interface a number
of plane waves traveling along the interface are considered. They are projected to
the interface basis forming a projection matrix Qij for every interface Iij, that is
shared by the ith and jth domains. This matrix Qij is utilized in order to enforce
the orthogonality of the residual vector with the plane wave basis of each particular
interface. The method is able to improve the domain count scalability of DDM when
applied on indefinite problem. The deflation approach was introduced to electromag-
netic problems by Peng et al. in [57] and was applied on a FETI-“like” formulation
with second order TCs that uses three auxiliary set of variables per interface.
25
1.4 Contributions
The cause of slow and unreliable convergence of DDM in CEM has been at-
tributed to the lack of adequate transmission conditions capable of effectively com-
municating information across interfaces, or to the matrix singularities arising from
over-constraint equations at domain cross-edges. In our view, these are mere mani-
festations rather than the sources of the problem, therefore solutions that try to fix
these manifestation are either ineffective or require problem-dependent fine-tuning.
This work, will significantly deviate from prior work by attributing the robustness
problems of DDM in electromagnetics to some of the inherent properties of the DtN
map involved in the computation of every DDM interface matrix equation. The DtN
map is loosely speaking the “numerical Green’s function” of each domain in the de-
composition, therefore it mimics some of the properties of analytic Green’s functions.
Specifically, it exhibits singularities when sources and observers coincide, strong (near-
singular) interactions between close separated source and observer groups, and low-
rank interactions between well separated source and observer groups. These features
of DtN map lead to DD sub-structuring matrices that have condition numbers that
strongly depend on the frequency, the discretization or the domain size, inevitably
leading to slow and unreliable convergence.
Based on these intuitive insights this work offers a systematically and succinct
solution to the robustness and scalability problems of DDM. More specifically this
work introduces:
(a) A formulation of FETI tailored to electromagnetic problems. The FETI-2λ is
a dual sub-sructuring method that uses two sets of Lagrange multipliers per
interface, that are redundant at domain-edges, in order enforce the impedance
type TC. The method is stable for confoming meshes, free of internal resonances
and upon choosing the correct Lagrange multiplier space in leads to optimal ap-
proximation (same error as standard FEM). Although the method is applicable
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to conforming and non-conforming meshes at interfaces, it was found that the
latter is not numerically stable, but for practical discretization sizes it could
lead to fairly accurate and reliable results.
(b) A local preconditioner for the FETI-2λ termed the locally exact algebraic pre-
conditioner (LEAP). The preconditioner is applicable to arbitrary decomposi-
tions and uses exact solves of local sub-structures of the reduced (dual) problem
in a hierarchical way to precondition-out the stong coupling interaction arising
from the DtN operators. At the first level (stage) LEAP preconditions each
interface by directly solving small independent domain-face problems, and then
similarly proceeds to other lower dimensional sub-structures such as domain
edges and vertices. As the level of LEAP increases the size of the independent
problems to be solved become progressively smaller but, larger in number thus
keeping workload balanced. The complexity of the preconditioner is bounded
by N , where N is the number of unknowns, and the iterations of the precon-
ditioned system was found to be practically independent of the frequency and
the discretization, but not the domain number.
(c) A global preconditioner based on multigrid for the FETI-2λ (MG-FETI). The
preconditioner is applicable to arbitrary decompositions with conforming and
non-conforming triangulations its size is keept minimal even for high-frequency
wave dominated problems. The key lies into the intelligent construction of a
global problem that is capable of capturing the characteristic error modes by
using coarse size macro-finite element basis that satisfy the curlΓcurlΓu−γ2u =
0 equation at each interface. Unlike other global preconditioners that use global
(to the computational domain) basis, this approach does not suffer from ill-
conditioning, yet manages to capture the characteristic modes with a relative
small size of coarse unknowns. Since the super FEM (coarse grid) problem has a
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small size, it can be efficiently solved directly without significantly affecting the
parallel scalability. The complexity of the preconditioner is bounded by n, where
n is the number of unknowns. The preconditioned system when combined with
LEAPp was found to be independent of the frequency, the discretization and the
domain count, also mildly independent of the domain size something that can
be corrected by progressively increasing the order of the macro-basis functions.
It is noted that a predecessor of the MG-FETI, the dual overlapping FETI
(FETI-DOP) is also a new method, but the MG-FETI performs significantly
better.
All these methods have been combined together in a parallel DDM solver that has
lead to scalabilites between 70-95%.
1.5 Dissertation Overview
The remaining of this dissertation is organized as follows. Chapter 2 gives some
electromagnetic theory preliminaries, and outlines some functions spaces and nota-
tions. It casts the general EM problem in a form of a boundary value problem (BVP)
ready to be solved with a DDM solver. In addition some relation between the fields
and some important engineering quantities used in the results chapter are given.
Chapter 3 develops the theory of the FETI-2λ method. After describing possible
domain decompositions and their topological hierarchy the electromagnetic BVP is
recast as a decomposed boundary value problem suitable for internal resonance free
computations. The weak and discrete Galerkin problems are formed leading to a
matrix equation solved via a dual sub-structuing approach. The method is analyzed
in therms of the approximability of the spaces and stability, and finally three practical
implementations of the sub-structuring are outlined.
Chapter 4 proposes a new local preconditioning scheme for the FETI-2λ. After de-
scribing an efficient yet non-reliable preconditioner, it introduces the multilevel locally
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exact algebraic preconditioner LEAPp. The preconditioner is developed progressively
for 1D (one way), 2D and 3D decomposition topologies and describes the rationale of
introducing multiple levels that correspond to the partitioning dimensionality. The
effectiveness of the preconditioner is demonstrated by studying the eigen-spectrum
and iteration number of simple computational examples. These results suggest that
FETI-2λ with LEAPp is scalable with respect to discretization.
Chapter 5 introduces two global preconditioning techniques that promise to restore
the numerical scalability of FETI-2λ with respect to the domain count. It begins
with the formulation of the well established FETI-DP method, which is used as a
reference method, and discusses its integration with the newly developed LEAP1
preconditioner. Furthermore, it formulates the proposed FETI-DOP and MG-FETI
global preconditioners, and discusses their effectiveness though eigenvalue studies.
Finally, the numerical scalability, the numerical complexity and the parallel scalability
of the proposed methods are discussed on simple numerical experiments.
Chapter 6 tests the developed methods an preconditioners on realistic and multi-
scale EM problems. The main goal is to test the robustness of the methods and
compare their performance with the state-of-the-art FEMs or other DDM schemes.
Four numerical experiments from different application areas are chosen. First is
the study on waveguide iris band pass filter for standard X-band military satellite
communications. Next, is the signal integrity study of a multi-layer printed circuit
board. This problem is electrical small but very complex. The next example is the
radiation by a finite ultra-wideband (UWB) Vivaldi array housed under a radome.
This is a resonant problem with many large and small features. Finally the scattering
by a mock-up of a drone is considered. This is an electrically large problem where
propagation is the dominant underline phenomenom.
The dissertation ends in Chapter 7 with a summary of the developed computa-
tional technology conclusions and future work.
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CHAPTER 2
PRELIMINARIES
2.1 Notation
Before entering the detailed description of the proposed theory, it would be in-
structive to introduce some notation that will be followed throughout the manuscript.
Boldface capital letters will denote matrices and operators except when it is explicitly
specified otherwise, while lowercase boldface letters denote vectors and vector fields.
Script letters such as E andH will represent real and time varying quantities. Also,
geometrical quantities such as meshes, tetrahedra, interfaces, edges or vertices are
denoted with calligraphy capital letters, specificallyM for meshes, K for tetrahedra,
F for interfaces, E for edges and V for vertices. Volumetric computational domains
are represented with Ω ⊂ R3 and surfaces with Γ ⊂ R2. Unit vectors will designated
with a hat (e.g. nˆ). Dielectric and magnetic materials are characterized through
 = r0 and µ = µrµ0 which represent the material permittivity and permeability
respectively. The subscripts 0 and r are used for free space and relative quantities re-
spectively. The frequency of operation is the f while ω = 2pif is the radial frequency.
The free space wavenumber is denoted with k0 = ω
√
µ00 and the intrinsic free space
impedance is η =
√
µ0/0 ≈ 377Ω. The imaginary unit will be denoted by j. Finally,
the symbols r and r′ denote the observation and source position vectors respectively.
Multidimensional space integrals will be denoted with drp, with p representing the
integral dimensions.
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2.2 Function Spaces, Norms and Traces
In this section some useful space and operator definitions for the development
of the upcoming theory will be provided. The space of the tangentially continuous
functions defined in a volume Ω [64] is
H(curl; Ω) =
u
∣∣∣∣∣∣
∫
Ω
(|∇ × u|2 + |u|2) dr3 <∞
 . (2.1)
This is the space of square integrable vector fields with square integrable rotation.
The subspace of H(curl; Ω) with elements that have zero tangential trace at Dirichlet
surfaces is denoted with
H0(curl; Ω) = {u ∈ H(curl; Ω), nˆ× u = 0 on ΓD} , (2.2)
where ΓD denotes the Dirichlet boundaries (PEC), employed with a unit normal
vector nˆ. From the electromagnetic point of view, this space represents the space of
electric and magnetic fields, including vector fields with finite electromagnetic energy.
Also of interest is the space of normally continuous functions [64],
H(div; Ω) =
u
∣∣∣∣∣∣
∫
Ω
(|∇ · u|2 + |u|2) dr3 <∞
 . (2.3)
which represents the space of fluxes. The inner product between elements of H(curl; Ω)
and H(div; Ω) is defined as [65]
〈u,v〉H(curl;Ω)×H(div;Ω) =
∫
Ω
u · v dr3. (2.4)
The aforementioned spaces share a duality relationship (H(curl; Ω))′ = H(div; Ω),
which means that each of the two spaces consists of all linear functionals of the other.
Of particular importance in this work are the spaces of electric field trace and
electric current:
H
−1/2
⊥ (curlΓ; Γ) =
{
u ∈ H−1/2⊥ (Γ), curlΓu ∈ H−1/2(Γ)
}
(2.5)
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and
H
−1/2
‖ (divΓ; Γ) =
{
u ∈ H−1/2‖ (Γ),divΓu ∈ H−1/2(Γ)
}
. (2.6)
The spaces H
−1/2
⊥ , H
−1/2
‖ and H
−1/2(Γ) are the dual spaces of H1/2⊥ , H
1/2
‖ and H
1/2(Γ).
H
1/2
⊥ and H
1/2
‖ represent trace function spaces with “weak” normal and tangential
continuity respectively across the edges of a faceted surface as shown in Fig. 2.1.
H1/2(Γ) is the space of continuous scalar trace functions. Weak continuity is im-
Γi
Γj
nˆi
nˆjtˆitˆj
tˆij
eij
Figure 2.1. A faceted surface and its associated unit vectors.
portant because it allows for facetted surfaces like the ones arising from a surface
triangulation. The definition of the surface operators divΓ and curlΓ can be found
in [66] and the aforementioned spaces could be found in [64]. For engineering pur-
poses, it is sufficient to say that H
−1/2
⊥ (curlΓ; Γ) represents the space of edge elements
defined on surfaces [66] and H
−1/2
‖ (divΓ; Γ) is the space in electromagnetics of surface
currents [67].
The elements of (2.5) and (2.6) are the tangential surface and twisted surface
traces of the elements in H(curl; Ω), where Γ ⊂ Ω. This relationship is formally
established thought the following operators.
1. The tangential surface trace operator γt : H(curl; Ω) 7→ H−1/2⊥ (curlΓ; Γ),
γt(u) = nˆ× u× nˆ. (2.7)
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2. The twisted surface trace operator γ× : H(curl; Ω) 7→ H−1/2‖ (divΓ; Γ),
γ×(u) = nˆ× u. (2.8)
The vector nˆ is the normal unit vector of Γ.
2.3 Electromagnetic Theory Review
In this section, we will start from the basic electromagnetic theory leading to
the boundary value problem (BVP) statement and extraction of basis engineering
quantities such as the s-parameters, far-field radiation pattern and scattering pattern
will be given. This BVP will be the starting point in this work and will be solved
with the DDMs developed in Chapter 3-5. For further information in electromagnetic
theory the interested reader should refer [27].
2.3.1 Maxwell’s Equations
In this section the Maxwell’s equations will be considered and specialized to the
needs of this work. Electromagnetic problems are sufficiently modeled through the
Maxwell’s system of equations. The electromagnetic field equations are expressed in
terms of six quantities:
E (r; t) ∈ H(curl;R3)⊗ L2(R+), the electric intensity,
H (r; t) ∈ H(curl;R3)⊗ L2(R+), the magnetic intensity,
D (r; t) ∈ H(div;R3)⊗ L2(R+), the electric flux density,
B(r; t) ∈ H(div;R3)⊗ L2(R+), the magnetic flux density,
J (r; t) ∈ H(div;R3)⊗ L2(R+), the electric current density and
qv(r; t) ∈ H(R3)⊗ L2(R+), the electric charge density,
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where L2(R+) is the square integrable space of scalar functions in the positive real
axis (time). These field quantities need to obey the Maxwell’s system of equations
∮
C
E (r; t) · dl = − ∂
∂t
∫
S
B(r; t) · dS,∮
C
H (r; t) · dl = ∂
∂t
∫
S
D (r; t) · dS +
∫
S
J (r; t) · dS,∮
S
B(r; t) · dS = 0,∮
S
D (r; t) · dS =
∫
V
qv(r; t) dv.
(2.9)
The first equation corresponds to the Faraday’s law which states that the electro-
motive force around a closed path C equal to the negative to the temporal rate of
change of the magnetic flux crossing the surface formed by the closed path. The
second equation is the Ampere’s law which relates the magnetomotive force around
a close path C to the displacement, conduction and impressed currents crossing the
surface defined by the closed path. The third and fourth equations are the Gauss’
laws for the magnetic and electric fields respectively which specify the electric and
magnetic fluxes emanating from a closed surface.
The electric flux density D (r; t) and the magnetic flux densityB(r; t) are related
to the electric and magnetic intensities, E (r; t) andH (r; t), through the constitutive
relationships
D (r; t) = ¯ ∗ (r) E (r; t),
B(r; t) = µ¯ ∗ (r) H (r; t).
(2.10)
Here ¯ and µ¯ are permittivity and permeability tensors respectively and ∗ denotes
temporal convolution. The electric current consists of the conduction and impressed
current which through the Ohm’s law takes the formJ (r; t) = σ¯∗E (r; t)+J imp(r; t).
J imp(r; t) denotes the impressed current, while σ¯ is the conductivity tensor of the
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medium. For the rest of the document (r; t) will be omitted in order to shorten the
notation but it will explicitly included on specific cases to avoid confusions.
When the Stokes theorem [68] is applied on the first two equations of (2.9) and
the Divergence theorem [68] on the latter two equations, and after a limiting process
at a point inside a homogeneous medium, leads to the differential (point) form of
Maxwell’s equations:
∇× E = − ∂
∂t
B ,
∇×H = ∂
∂t
D +J ,
∇ ·B = 0,
∇ ·D = qv.
(2.11)
On the other hand the same process at an interface between two homogeneous
media would lead into a set of boundary conditions as follows
γt (E + − E −) = 0,
γt (H + −H −) =Js,
nˆ · (B+ −B−) = 0,
nˆ · (D+ −D−) = qs,
(2.12)
where + and - indicated the fields and fluxes on either sides of the interface, andJ s
and qs are the impressed (or free) surface current and charge densities residign at the
interface. Important special cases of (2.12) are the Perfect Electric Conducting (PEC)
surfaces where the electric field has zero trace γt(E ) = 0 and the Perfect Magnetic
Conducting (PMC) surfaces where the magnetic field has zero trace γt(H ) = 0. Per-
fect electric conducts are able to efficiently and accurately represent metallic objects
with large conductivity, while perfect magnetic conductors is the dual case.
When dealing with unbounded problems the Silver-Mu¨ller radiation condition [66]
lim
|r|→∞
|r|
{
(r×H ) +
(

µ
)1/2
E
}
= 0, (2.13)
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must be enforced at infinity to guaranty a unique solution to the problem. The radi-
atoin condition which states that electromagnetic field at infinity forms an outgoing
wave that is locally TEM and decays as 1/r.
2.3.2 Time Harmonic Maxwell’s Equations
The aforementioned four dimensional (time and space) Maxwell’s system of equa-
tions is beneficial on wide frequency band problems. However, when solutions over
relatively small frequency bands are required, the frequency based formulations are
advantageous due to the multiple but completely independent required solves, each at
a different frequency, of three dimensional problems. The dimensionality reduction
is achieved through the temporal Fourier transform. The time varying solution is
retrieved through the inverse Fourier transform.
The frequency domain representation of the Maxwell’s system of equation is ob-
tained by considering time harmonic fields, as the Fourier transform suggests. There-
fore the electromagnetic field quantities are expressed through the formulas:
A (r; t) =
√
2<{A(r;ω)ejωt} ,
qv(r; t) =
√
2<{qv(r;ω)ejωt} .
(2.14)
Note that the ”engineering” time convention eωt has been adopted. Also the
√
2
factor implies that the time-harmonic quantities are ”effective” (rms) quantities, thus
average power calculations will not involve a 1/2 factor.
The frequency domain (time harmonic) representation of Maxwell’s equations is
∇× E = −jωB,
∇×H = jωD + J,
∇ ·B = 0,
∇ ·D = qv.
(2.15)
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The boundary conditions regarding the PEC surfaces are directly enforced to complex
vector fields as
γt(E) = 0, (2.16)
and on PMC surfaces as
γt(H) = 0. (2.17)
The Silver-Mu¨ller radiation condition in the frequency domain is expressed as
lim
|r|→∞
|r|
{
(r×H) +
(

µ
)1/2
E
}
= 0, (2.18)
2.3.3 Boundary Value Problem
Let the infinite computational domain R3 with all scatterers and sources, the
perfect electric conducting surfaces (PEC, Dirichlet) and its fictitious boundary at
infinity Γ∞ as pictured in Fig. 2.2(a). E is the total complex electric vector field
E = Escat + Einc, (2.19)
that obeys the Maxwell’s system of equations (2.15). Escat is the scattered field while
Einc is the incident field. The incident field Einc could be any arbitrary incident
wave. However, for simplicity and without loss of generality, it is assumed to be a
plane wave traveling in an arbitrary direction kinc,
Einc = E0e
−jkinc·r. (2.20)
In this section we will express the Maxwell’s equations strictly in terms of the total
electric field E and express the boundary value problem that serves as the basis of
the DDM theory which will be developed in the upcoming chapters.
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PEC PEC
(a) (b)
Figure 2.2. A generic model of the open electromagnetic problem concerned in this
work. The picture shows a 2-D (cross section) view of a 3-D model and shows all the
known and unknowns quantities of the problem. (a) The unbounded open problem;
(b) The truncated finite computational domain.
The substitution of Faraday’s law
H = j
1
ωµ
∇× E (2.21)
in Ampere’s law
∇×H = jωD + J, (2.22)
allows for the construction of a partial differential equation strictly expressed in terms
of the electric vector field. The resulting equation is
∇× 1
µr
∇× E− k20rE = −jk0η0J, (2.23)
usually called the curl-curl partial differential equation. The Silver-Mu¨ller radiation
condition is obeyed for the scattered component of the electric field as:
lim
|r|→∞
{∇× (E− Einc)× r− |r|jk (E− Einc)} = 0. (2.24)
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The unknown electric field E resides in the space of tangentially continuous functions
with zero trace at PEC surfaces H0(curl;R3).
For the appropriate modeling of the wave-ports, an additional computational do-
main Ωp is introduced as shown in Fig. 2.2(a). The field in Ωp is denoted with
Ep = E
r
p + E
inc
p and resides in the space H0(curl; Ωp). E
inc
p is the outgoing incident
field and Erp represents the reflected field due to the scatterers of Ω. The domain Ωp
is truncated with PEC boundaries (ΓD) at the side surfaces, at the surface Γ
′
p the
1st order ABC are used in order to absorb the reflected field, while at Γp all field
components are matched as shown
γt(E
inc
p + E
r
p) = γt(E). (2.25)
Summarizing, the boundary value problem reads as:
Given the excitation Jimp and/or Einc at k0,
the geometry Ω, ΓD and materials r, µr,
find E ∈ H0(curl;R3) such that:
∇× 1
µr
∇×E− k20rE = −jkη0Jimp, in R3,
lim
|r|→∞
{∇ × (E− Einc)× r− |r|jk0 (E− Einc)} = 0, on Γ∞,
∇× 1
µr
∇×Erp − k20rErp = 0, in Ωp,
γ×
(∇×Erp)− jkγt (Erp) = 0, on Γ′p⊂R2,
γt
(
Erp − E
)
= γt
(
Eincp
)
, on Γp⊂R2.
(2.26)
The infinite computational domain R3 of (2.26) is truncated to a computational
domain of finite size Ω through the introduction of the equivalent surface currents
j = 1
µr
γ× (∇× Escat) and m = γ× (Escat) at ∂Ω, as shown in Fig. 2.2(b).
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The exact transparent boundary conditions are constructed through the Stratton-
Chu representation formulas [66],
Escat(r) =
∫
∂Ω
j(r′)g(r′|r)dr′ + 1
k2
∇
∫
∂Ω
∇′Γ · j(r′)g(r′|r)dr′
+∇×
∫
∂Ω
m(r′)g(r′|r)dr′,
−jkηHscat(r) = k2
∫
∂Ω
m(r′)g(r′|r)dr′ +∇
∫
∂Ω
∇′Γ ·m(r′)g(r′|r)dr′
+∇×
∫
∂Ω
j(r′)g(r′|r)dr′.
(2.27)
Taking the limit of r on ∂Ω from the exterior area of the domain, the matrix repre-
sentation of the projector is obtained m
j
 =
 12I + R S + 1k2 T
k2S + T 1
2
I + R

 m
j
 . (2.28)
The operators
S : H
−1/2
‖ (divΓ; Γ)→ H−1/2‖ (divΓ; Γ),
R : H
−1/2
‖ (divΓ; Γ)→ H−1/2‖ (divΓ; Γ),
T : H
−1/2
‖ (divΓ; Γ)→ H−1/2‖ (divΓ; Γ),
(2.29)
are employed with the corresponding formulas
S(u) = γ×
∫
Γ
u(r′) g(r|r′) dr′2,
R(u) = γ×−
∫
Γ
u(r′)×∇′g(r|r′) dr′2,
T(u) = γ×∇
∫
Γ
∇′Γ · u(r′) g(r|r′) dr′2.
(2.30)
Where the outgoing fundamental solution of the Helmholtz equation in an homoge-
neous space i
g(r|r′) = e
jk|r−r′|
4pi|r− r| . (2.31)
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The scalar operator 1
2
I arises from the appropriate principal value evaluation of the
hypersingular integral.
The implementation of the exact transparent boundary conditions results in ineffi-
cient solvers due to the dense matrices on the surface that arise from the global nature
of the Green’s function. This problem is exacerbated in high frequency applications.
In order to account for more efficient electromagnetic solvers, approximate localized
truncations are considered. The most popular approaches of this type are the Per-
fectly Matched Layer (PML) [69] and the Absorbing Boundary Conditions [51, 70].
These approximate transparent boundary conditions rely on the fact that the enclos-
ing boundary of the computational domain is sufficiently far from any scatterer. The
usual golden rule is that ∂Ω is more than λ/2 away from the scatterers. This work
for simplicity purposes will employ the 1st order ABC truncation [51]
γ×
{∇× (E− Einc)}− jkγt (E− Einc) = 0. (2.32)
However the proposed theory could be developed with all aforementioned trunca-
tion approaches. With the 1st order ABC truncation approach, the boundary value
problem regarding the finite computational domain Ω is expressed as:
Given the excitation Jimp and/or Einc at frequency k,
the geometry Ω, ΓD and materials r, µr,
find E ∈ H0(curl; Ω) such that:
∇× 1
µr
∇×E− k2rE = −jkη0Jimp, in Ω⊂R3,
γ×(∇×E)− jkγt (E) = γ×(∇×Einc)− jkγt (Einc) , on ∂Ω⊂R2,
∇× 1
µr
∇×Erp − k20rErp = 0, in Ωp,
γ×
(∇×Erp)− jkγt (Erp) = 0, on Γ′p⊂R2,
γt
(
Erp − E
)
= γt
(
Eincp
)
, on Γp⊂R2.
(2.33)
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2.3.4 Engineering Quantities
Solution of the BVP in (1.33) gives the electric field everywere in the computa-
tional domain, but that seldom is the of any engineering interest. For engineering
purposes, the quantities of interest are usually the scattering matrix regarding multi-
port problems, the far-field patterns on radiation problems and the radar cross section
(RCS) on scattering problems.
S-Parameters
The scattering matrix provides a complete discretion of an N-port device as seen
from each port. It relates the voltage waves incident at a port with those reflected
from the ports and it can be measured directly with a vector network analyzer. The
elements of the scattering matrix S are obtained through
Sjk =
V −j
√
Zk0
V +k
√
Zj0
=
(Vj − V +j )
√
Zk0
V +k
√
Zj0
, (2.34)
where the subscripts + and - denote incident and scattered transmission line equiv-
alent voltages at the particular wave-port and Zk0 is the characteristic impedance of
the kth port. Vk is the total voltage and it is calculated through
Vk =
∫
Γk
γt(E)× Jinck dr2, (2.35)
where Jinck is the normalized current mode with unit power.
Far-Field Quantities
Let the equivalent currents induced on the outer boundary of the computational
domain
j = nˆ×H, (2.36)
m = −nˆ× E. (2.37)
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Then the electric field is expressed through the magnetic, F and the electric, A vector
potentials as
E = −jω
[
A +
1
k2
∇(∇ ·A)
]
− 1

∇× F, (2.38)
where the potentials are obtained by integrating over the equivalent currents, induced
on the outer boundary of the computational domain as shown:
A = µ0
∫
∂Ω
j(r′)g(r′|r)dr′ (2.39)
F = 0
∫
∂Ω
m(r′)g(r′|r)dr′. (2.40)
The asymptotic approximation of the Green’s function for large distances is
g(r|r′) ≈ e
jkr
4pir
e−jkrˆ·r
′
. (2.41)
and
∇g(r|r′) =
(
jk − 1
r
)
g(r|r′) r− r
′
|r− r′| ≈ jk
ejkr
4pir
e−jkrˆ·r
′
rˆ. (2.42)
Therefore, the potentials are given by:
AF = µ0
ejkr
4pir
∫
∂Ω
j(r′)e−jkrˆ·r
′
dr′ (2.43)
FF = 0
ejkr
4pir
∫
∂Ω
m(r′)e−jkrˆ·r
′
dr′. (2.44)
In order to simplify the notation we introduce the A¯(rˆ) and F¯(rˆ) such that:
AF =
ejkr
4pir
A¯(rˆ) (2.45)
FF =
ejkr
4pir
F¯(rˆ). (2.46)
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Note that A¯(rˆ) and F¯(rˆ) do not depend on the observation distance r, they are only
functions of angular coordinates. Therefore
(∇ ·AF ) = A¯∇e
jkr
4pir
≈ jkA¯ · rˆe
jkr
4pir
, (2.47)
∇(∇ ·AF ) = jk∇(A¯ · rˆe
jkr
4pir
) ≈ −k2rˆ · A¯ · rˆe
jkr
4pir
, (2.48)
(∇× FF ) = ∇e
jkr
4pir
× F¯ ≈ jkrˆ× F¯e
jkr
4pir
. (2.49)
Summarizing all different components
EF = −jω [AF − rˆ ·AF · rˆ]− 1

jkrˆ× FF . (2.50)
The far-field quantities that are provided in this work are the directivity (D)
regarding radiation problems and the Radar Cross Section (RCS) for scattering prob-
lems. The radiation intensity is defined as
U(rˆ) = lim
r→∞
r2
η
|EF (r, θ, φ)|2, (2.51)
which is directly related to the directivity through
D = 4pi
U
Prad
. (2.52)
The radiated power is calculated through the integral
Prad =
180∫
θ=0
360∫
φ=0
U(θ, φ) sin θ dθ dφ. (2.53)
The RCS is calculated in a similar manner through
σ(rˆ, kˆ) = lim
r→∞
4pir2
|EscatF (r)|2
|Einc(kˆ)|2 [m
2]. (2.54)
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CHAPTER 3
THE FETI-2λ METHOD
This chapter outlines the theory and formulation of a new finite element tearing
and interconnecting with two Langrange multipliers (FETI-2λ), a variant of the FETI
suitable for problems arising from the discretization of the the time-harmonic Maxwell
equations. FETI-2λ is a tangential vector finite element method (TVFEM) based
DDM that utilizes two sets of Lagrange multipliers (LM) and 1st order impedance
transmission conditions in order to enforce the tangential field continuity at interfaces
across domains. This formulation is free of the “internal resonance problem” [1], it
does not destroy the symmetric structure of the domain FEM matrices, and is suit-
able for both conforming and non-conforming triangulations across domains. The
key technical novelty of FETI-2λ is an algebraic change of variable on the Lagrange
multiplier definition [43], that expresses them as a combination of electric and mag-
netic field traces.Various properties of the method such as the choice of the Lagrange
multiplier basis, the numerical stability, the convergence properties and the primal-
variable elimination strategies are studied. This method is the kernel method that
the following chapters build upon.
3.1 Formulation
3.1.1 Decomposition
In any non-overlapping DDM, the original computational domain Ω is first de-
composed into a collection of non-overlapping sub-problems, termed domains. Such
decompositions could be structured, such as in Fig. 3.1(a), or unstructured resulting
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from the mesh partitioning of the problem (e.g. Fig. 3.1(b)), geometrically conform-
ing (e.g. Fig. 3.1(c)) or geometrically non-conforming (e.g. Fig. 3.1(d)) . The DDM
methods in this work do not require any special decomposition, so they are quite
general, but as it will become clear in the sequel, certain decompositions are more
preferable than others. For example structure decompositions lead to larger domain
volume-to-surface ratios and are preferred over unstructured. Moreover, the shape
and electrical size of domains could be arbitrary, but as it will become clear in the
next chapters they affect the iterative convergence properties.
(a) (b)
(c) (d)
Figure 3.1. Pictorial representation of the different partitioning strategies; (a) ge-
ometry based partitioning where the mesh could be conforming or non-conforming
across domains (the later is shown here); (b) mesh based partitioning where the mesh
is conforming across domains; (c) geometrically conforming decomposition, where
the interface count is small and the interface size large; and (d) geometrically non-
conforming partitioning, where small interfaces are present.
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Before getting into the description of the method let us introduce some terminol-
ogy related to decomposition sub-structures. Let Ω be a computational domain and
∂Ω its outer boundary. Ω is decomposed into a collection of N domains such that
Ω =
N∑
i
Ωi. The boolean matrix N ∈ NN×N incorporates the connectivity of the do-
mains where Nij is one only when domains i and j share a portion of their boundary.
For example, in the six domain problem of Fig. 3.2(a) the neighboring operator takes
the form:
N =

0 1 1 0 0 0
1 0 0 1 0 0
1 0 0 1 1 0
0 1 1 0 0 1
0 0 1 0 0 1
0 0 0 1 1 0

. (3.1)
The domains of the decomposition are non-overlapping, therefore:
Ωi ∪ Ωj =

Ωi, if i = j,
∅, if i 6= j and Nij = 0,
Fij, if Nij = 1,
(3.2)
where Fij is the domain-face that couples the ith and jth neighboring domains. The
domain-face Fij is further decomposed in two interfaces Iij and Iji one for the ith
and one for the jth domain respectively, (see Fig. 3.2(b)), such that Fij = Iij ∪ Iji.
The collection of the interfaces of the ith domain gives rise to the interior domain
boundary Γi =
⋃
j
Iij as shown in Fig. 3.2(c), also the domain outer boundary is
defined as ∂Ωi = Ωi ∩ ∂Ω.
The collection of the domain-faces forms the skeleton of the decomposition S =
∪Fij as shown in Fig. 3.2(d). While the intersection of two or more domain-faces
defines the domain-edges Eij,mn,... = Fij ∩ Fmn ∩ . . ., whose collection forms the de-
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composition wire-basket W = ∪Eij,mn. Similarly, the domain-vertices are defined as
the intersection of two or more domain-edges such that Vij,mn,pq,rt = Eij,mn ∩ Epq,rt.
(a) (b)
(c) (d)
Figure 3.2. Schematic representation of the topological quantities arising from the
partitioning of a computational domain. (a) The collection of the domains, Ωi; (b)
the induced interfaces from the neighboring domains, Iij; (c) the interior domain
boundary Γi; and (d) the skeleton of the decomposition S.
Moreover, let us define the restriction operator Rij : C3(S) → C3(Iij) where
uij = Riju. The vector field u is defined on the skeleton S while uij represents its
component on a particular interface Iij. For the simplified decomposition of Fig. 3.3
the restriction operator is defined as follows
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(3.3)
Figure 3.3. Domain decomposition of the computational domain of Fig. 2.2. Six
domains along with their topological entity labels are shown for simplicity.
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3.1.2 J-Based Formulation
The FETI-2λ method is formulated through the general principle of constrained
optimization. The global energy minimization problem defined in the original compu-
tational domain Ω is recasted into a collection of of local energy minimization prob-
lems each one defined on a different domain Ωi, along with a transmission condition
(constraint equation in the language of optimization) that ensures the consistency of
the decomposed problem with the original one. The consistency condition of the de-
composed problem with the original is ensured by explicitly enforcing the tangential
field continuity across interfaces (γt(E∗)|Iij = γt(E∗)|Iij and γt(H∗)|Iij = γt(H∗)|Iij).
The subscript * throughout the document will denote decomposed fields, namely fields
that are tangentially continuous within domains, but discontinuous across them, the
formal definition of the corresponding function space is
V∗ =
N∏
i=1
H0(curl; Ωi). (3.4)
The choice of transmission conditions for the FETI-2λ is the EM Robin TC:
γ×( 1µr∇× E∗)|Iij + αγt(E∗)|Iij = −γ×( 1µr∇× E∗)|Iji + αγt(E∗)|Iji ,
γ×( 1µr∇× E∗)|Iji + αγt(E∗)|Iji = −γ×( 1µr∇× E∗)|Iij + αγt(E∗)|Iij ,
(3.5)
symmetrically enforced from the two sides Iij and Iji of the domain-face Fij. Also
α is a complex parameter which affects the convergence of the method, in [12] it was
shown through a Fourier analysis that the optimum choice is α = −jk.
The decomposed boundary value problem (DBVP) is as shown:
Find (E∗, j) ∈
{
V∗,Λ‖
}
such that:
∇× 1
µr
∇× E∗ − k2rE∗ = −jkη0Jimp, in Ω,
Rij (j + αe) = Rji (−j + αe) , on S, i, j = [1, N ], Nij 6= 0,
γ× (∇× E∗)− jkγt (E∗) = γ×(∇×Einc)− jkγt (Einc) , on ∂Ω.
(3.6)
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where e = γt (E∗) ∈
N∏
i=1
H
− 1
2
⊥ (curlΓ,Γi) and j = γ×
(
1
µr
∇× E∗
)
∈
N∏
i=1
H
− 1
2
‖ (divΓ,Γi)
are the electric field traces and the electric currents on
N⋃
i=1
Γi. It should be noted
here that any vector field u∗ ∈ V∗ could be written in its domain-wise form as
u = [u1u2 . . .uN ]
T .
This formulation was first presented in [12], and it uses two sets of additional
unknowns (Lagrange multipliers) per interface (one for Iij and one for Iji), whose
physical meaning is related to electric current j. Unfortunately, the dual iterative sub-
structuring (e.g. FETI) solution of such BVP leads to interior numerical resonances,
thus it is not suitable for high frequency computations. To alleviate this problem
Vouvakis et al. [13] proposed an alternative iterative sub-structuring strategy, the
FETI-“like”, that leads to increased memory compared to dual sub-structuring meth-
ods since it iterates on both dual and interface primal variables, effectively doubling
the size of the reduced problem.
3.1.3 FETI-2λ Formulation
In this work the internal resonance problem is mitigated by re-defining the La-
grange multiplier variables from j to λ as :
λ = j + αe ∈ Λ. (3.7)
The trace vector field λ is defined at the skeleton S, the appropriate LM space (Λ)
will not be defined yet; an upcoming section is devoted on the correct LM space. This
change of variable idea was originally proposed from De La Bourdonnaye et al. [43]
for acoustic conforming problems and it was extended in electromagnetic problems
in [35,44,71–73].
The Decomposed Boundary Value Problem (DBVP) in terms of λ reads as:
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Find (E∗,λ) ∈ {V∗,Λ} such that:
∇× 1
µr
∇× E∗ − k2rE∗ = −jkη0Jimp, in Ω,
Rijλ + Rjiλ − 2αRjie = 0, on S, i, j = [1, N ], Nij 6= 0,
γ× (∇× E∗)− jkγt (E∗) = γ×(∇×Einc)− jkγt (Einc) , on ∂Ω.
(3.8)
Again the second equation represents the 1st EM Robin TC now defined with respect
to the new Lagrange multiplier variable λ.
3.2 Variational Statement
To construct the variational statement of DBVP (3.8) the residual functional of
the broken partial differential equation
r(E∗) = ∇× 1
µr
∇× E∗ − k2rE∗ + jkη0Jimp ∈
N∏
i=1
H(div; Ωi) (3.9)
is tested with all the elements of its dual space
(
N∏
i=1
H(div; Ωi)
)′
=
N∏
i=1
H(curl; Ωi),
[64] such that
〈v∗, r(E∗)〉H(curl;Ω)×H(div;Ω) = 0, ∀v∗ ∈ V∗. (3.10)
Similarly, the residual functional of the TCs is constructed and tested on skeleton S
as follows:
〈Rijµ,Rijλ + Rjiλ − 2αRjie〉Λ×Λ = 0, ∀µ ∈M, (3.11)
where i, j = [1, N ], Nij 6= 0. The integration by parts and the enforcement of the
ABC lead to the variational statement that reads as:
Find (E∗,λ) ∈ {V∗,Λ} such that: a∗(v∗,E∗) + d(v∗,λ) = f(v∗), ∀v∗ ∈ V∗b(µ,E∗) + t(µ,λ) = 0, ∀µ ∈ Λ.
(3.12)
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The a∗(·, ·) is a sesquilinear form a∗(·, ·) : V∗ ×V∗ → C defined as
a∗(v∗,u∗) =
N∑
i=1
ai(v∗,u∗)− αt∗(v∗,u∗), (3.13)
where ai(·, ·) is the domain FEM sesquilinear form ai(·, ·) : Vi ×Vi → C
ai(v,u) =
∫
Ωi
(
∇× v · 1
µr
∇× u− k2v · ru
)
dr3 + k
∫
∂Ωi
γt(vi) · γt(ui)dr2, (3.14)
and t∗(·, ·) : V∗ × V∗ → C is the regularization bilinear form due to LM change of
variable defined as:
t∗(v∗,u∗) =
∫
S
γt(v∗) · γt(u∗)dr2. (3.15)
The coupling sesquilinear forms d(·, ·) : V∗ × Λ → C and b(·, ·) : Λ × V∗ → C are
defined as
d(v∗,λ) =
∫
S
γt(v∗) · λdr2, (3.16)
and
b(µ,u∗) = −2α
∫
S
µ · γt(u∗)dr2. (3.17)
Finally, the LM sesquilinear form t(·, ·) : Λ ×Λ → C is given by:
t(µ,λ) =
∫
S
µ · λdr2. (3.18)
The excitation functional f(·) : V∗ → C is defined as
f(v∗) = −jkη
N∑
i
〈
vi,J
imp
〉
H(curl;Ωi)×H(div;Ωi)
+
∫
∂Ω
γt(v∗) ·
{
γ×
(∇×Einc)− jkγt (Einc)} dr2 (3.19)
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3.3 Discrete Representation
The discrete representation of the decomposed variational problem, is obtained
by seeking a sequence of increasingly larger finite dimensional subspaces Vh∗ ⊂ V∗,
Λh ⊂ Λ that approach the continuous ones. In doing so the vector fields on these
discrete subspaces can be defined through the projection operators Πh : V∗ 7→ Vh∗
and pih : Λ 7→ Λh. The discrete variational statement is modified as:
Find
(
Eh∗ = Πh(E∗),λ
h = pih(λ)
) ∈ {Vh∗ ,Λh} such that: a∗(v
h
∗ ,E
h
∗) + d(v
h
∗ ,λ
h) = f(v∗), ∀vh∗ ∈ Vh∗
b(µh,Eh∗) + t(µ
h,λh) = 0, ∀µh ∈ Λh.
(3.20)
The discrete spaces Vh∗ and Λ
h will be defined as the appropriate finite element spaces
for the primal and dual unknowns through the definition of the finite element basis
in the following sections.
3.4 The Primal Unknowns Finite Element Space
The construction of the volumetric finite element space Vh∗ starts with the gen-
eration of a mesh Mhi for each domain i. Mhi consists of a set of non-overlapping
conforming tetrahedra Kim (Kj ∪ Kj = ∆ or E or N , where ∆ is a triangle, E is
an edge N is a node) such that Mhi =
⋃
m
Kim ≈ Ωi, where m is the index of each
tetrahedron within domain i. The mesh within each domain has to be conforming,
but it could be non-conforming between domain interfaces [64].
The set of finite element basis functions, {wik, k = 1 · · ·#DoFi}, defined on Mhi
is the p = 2 Nedelec functions of the first kind [64] (hierarchical basis functions with
incomplete order polynomials) that form the space ND2,i(K). These finite elements
are defined through the triplet (K, P , Σ), where K are the tetrahedra defined above,
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P is incomplete polynomials of order 2, and the set of the degrees of freedom are
associated with the edges of the mesh through
Σei (u) =

∫
e
(u · τˆ )qdl, ∀ q ∈ Pp−1(e), ∀ e ∈Mi
 (3.21)
and the faces of the mesh
Σfi (u) =

∫
f
(u · q)dA, ∀ q ∈ (Pp−2(f))2|q · nˆ = 0, ∀ f ∈Mi
 (3.22)
where τˆ is the unit vector of each edge, nˆ the unit normal vector of each face and Pk
complete polynomial of order k. Also q is a scalar polynomial defined along an edge
and q is vector polynomial defined on a triangle. The support supp(w) of the basis
functions is the set of tetrahedra {K} in Mi, which share the edge or face that the
corresponding degree-of-freedom is associated with. The discrete space is expressed
as:
Vh∗ =
N∏
i=1
{wi ∈ H0(curl; Ωi)|wi ∈ ND2,i(K) ∀K ∈Mi} (3.23)
3.5 The Dual Unknown Finite Element Space
The definition of the Lagrange multipliers in (3.7) indeed alleviates internal res-
onance, but it introduces another challenge in selecting the appropriate space they
resides in, due to the combined electric current and electric field nature of λ.
If one restricts the formulation to only conforming problems, this challenge is
altogether bypassed, but directly evaluating the coupling sesquilinear forms (3.16),
(3.17) and (3.18) that degenerate to sparse binary matrices [35]. This implicitly
corresponds to choosing the trial and testing basis functions for Λ to be perfectly
dual to each other (perfect duality in this case implies that the dual pairing of the
trial and testing functions results in Kronenker delta-distribution). The situation
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becomes considerably more complicated for general non-conforming cases where the
basis for Λ must be explicitly constructed. In the sequel three possible choices for the
space Λ will be considered.
Surface Normally Continuous on Domain Boundary
Since λ is a linear combination of j and e, a possibility in approximating Λ is to
assume that one of the two traces is dominant, and use its inherent space to expand
the Lagrange multipliers. In this case we will assume that the electric current space
is dominant as it was done in [12], and use surface normally continuous fields on the
domain boundary. The mathematical definition of the space is:
Λdiv =
N∏
i=1
H
− 1
2
‖ (divΓ; Γi). (3.24)
Here H
− 1
2
‖ (divΓ; Γ) is the space of div-conforming surface vectors with discontinu-
6564=
5653== 3431 35
= 4342 462421=
1312=
(a) (b)
Figure 3.4. The LM space Λdiv. (a) Cross sectional cut of a 3D computational model,
LMs are defined on the internal domain boundary Γi; (b) A possible basis function
for two surface triangles associated with Λdiv. These are the Raviart-Thomas or
RWG [67] basis functions.
ous parallel components. The basis functions used to span Λdiv are defined on the
triangulation of Γi as shown in Fig. 3.4(a) and (b), their DoFs are associated with
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the edges and faces of the triangulation and their shape is the twisted trace of the
corresponding function defined on tetrahedra, w¯ = γ×(w).
With the choice of Λdiv as the space of LMs the sesquilinear forms (3.16), (3.17)
and (3.18) are defined as shown:
d(v∗,λ) =
N∑
i=1
∫
Γi
γt(vi) ·Riλ dr2, (3.25)
b(µ,u∗) = −2α
N∑
i=1
∫
Γi
Riµ · γt(uj) dr2, (3.26)
and
t(µ,λ) =
N∑
i=1
∫
Γi
Riµ ·Riλ dr2 +
N∑
i=1
∫
Γi
Riµ ·Rjλ dr2, (3.27)
where Ri : C3(S) → C3(Γi) is a restriction operator similar to Rij but defined from
the skeleton to the domain boundary rather than the interface.
Surface Tangentially Continuous on Domain Boundary
If the electric field trace space is assumed to be dominant, surface tangentially
continuous functions are used on the domain boundary as shown in Fig. 3.5(a) and
(b). The mathematical definition of this space is
Λcurl =
N∏
i=1
H
− 1
2
⊥ (curlΓ; Γi). (3.28)
The basis functions that span Λcurl are defined similarly to the ones of Λdiv, with
their space being the trace, and not the twisted trace, of the corresponding function
defined on tetrahedra, w¯ = γt(w). With the choice of Λcurl the sesquilinear forms
(3.16), (3.17) and (3.18) follow the formulas of (3.25), (3.26) and (3.27).
To empirically determine if these are suitable spaces for expanding the Lagrange
multipliers, a few simple examples were used to study the error convergence properties
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Figure 3.5. The LM space Λcurl. (a) Cross sectional cut of a 3D computational
model, LMs are defined on the interior domain boundary Γi; (b) A possible basis
function for two surface triangles associated with Λcurl.
of the resulting FETI-2λ methods. The first example is a plane wave propagation
in homogeneous media decomposed in one-way decomposition. The computational
domain is 20 × 20 × 160cm and discretized with 19, 562 tetrahedra. The numerical
error of the computational example is defined through the RCS. The exact solution
of the problem is a perfect plane wave (zero RCS), therefore any calculated non-zero
RCS component is due to numerical errors. This numerical error is given by:
e =
180∫
θ=0
360∫
φ=0
RCS(θ, φ) sin θ dθ dφ. (3.29)
Fig. 3.6(a) compares the numerical error of the two FETI-2λ LM choices with the
FEM error. The problem has been solved with 1st and 2nd order FE and decomposed
with 8 domains. The FETI-2λ error appears identical to that of the FEM on all
frequencies. In Fig. 3.6(b) the same problem is conducted with a decomposition that
involves 32 domains. This case corresponds to particularly small domains, each of
which involves approximately 620 tetrahedra. The FETI-2λ accuracy is shown to be
identical with the FEM accuracy in the 32 domain case as well. It is noted that the
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small discrepancies that appear on distinct frequencies are attributed to errors due
to iterative convergence tolerance ( = 10−3) for both FETI-2λ and FEM solvers.
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Figure 3.6. RCS error vs. frequency for conforming triangulation one-way de-
compositions using surface normally and tangentially continuous LM spaces and the
traditional FEM. (a) Decomposition with 8 domains; (b) Decomposition with 32 do-
mains.
In the next computational example, the decomposition is still one-way but it
involves non-planar (onion-type) interfaces, as shown in Fig. 3.7. The problem is
a plane wave propagation in homogeneous media, and the numerical error level of
FETI-2λ is calculated through the previously discussed approach. The computational
domain is 40 × 40 × 40cm and it is discretized with 36, 584 tetrahedra. In this
computational experiment the domain count is progressively increased, while the
discretization and frequency remain constant (f = 500MHz). Fig. 3.7(a) compares
the numerical error of FETI-2λ with that of the FEM on various decompositions and
1st order elements. The Λdiv choice for the LM space leads to larger numerical error
compared to FEM, which increases furthrmore as the domain count becomes larger.
The additional numerical error is related to the existence of interface corners (non-
flat interfaces). On the other hand, the results from Λcurl space, are identical to the
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FEM numerical error regardless of the number of domains. Fig. 3.7(b) verifies the
previously drawn conclusions on 2nd order FE.
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Figure 3.7. The accuracy of FETI-2λ with surface normally and tangentially con-
tinuous LM space for a conforming mesh decomposition with non-flat domain bound-
aries. (a) 1st order FE; (b) 2nd order FE.
It appears that the choice of Λcurl, behaves favorably on decompositions without
intersecting interfaces (decompositions without “domain edges”). This case will be
tested on the upcoming computational example. The computational domain of the
problem is a cube with 40cm side discretized with 16, 714 tetrahedra and decomposed
with cubic domains in two different realizations, one with 8 domains and another
with 64 conforming mesh domains. In particular, each domain of the 64-domain
decomposition involves approximately 2, 000 2nd order FE variables. The numerical
error of FETI-2λ is calculated and compared to that of the FEM for a frequency band
that ranges from 100MHz to 900MHz. Fig. 3.8(a) compares the FETI-2λ with Λcurl
(blue squares) and FEM (solid black line) RCS error on the 8-domain decomposition
while Fig. 3.8(b) provides the same comparison on the 64-domain decomposition.
The choice of Λcurl in this case leads to larger error that the FEM. More importantly
the error appears to be proportional to the number of domains, dimming this choice
60
impractical. This additional error is due to the over-constrained LM vector traces
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Figure 3.8. The accuracy of FETI-2λ vs. frequency on a decomposition that involves
intersecting interfaces. (a) 8 domain decomposition; (b) 64 domain decomposition.
at domain corners. When multiple domains are incident at the same domain-edge,
the tangential continuity constraint should be enforced on the DoFs of all domains,
rather than each domain boundary separately. This is analogous to the enforcement
of current continuity on a junction. The continuity should be enforced on the total
current and not individual pairs.
Surface Tangentially Continuous on Domain Interfaces
The insights of the previous paragraph suggest the definition of a new LM space
shown in Fig. 3.9(a), given by
Λ∗ =
N∏
i=1
N∏
j = 1
Nij 6=0
H
− 1
2
⊥ (curlΓ; Iij). (3.30)
This is the space of tangentially continuous traces within interfaces alone (not entire
internal domain boundary), allowing for discontinuities between different interfaces.
It is noted that this LM space choice leads to a slightly larger space compared to the
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previous ones. This idea of redundant unknowns at the “corners” of interfaces was
originally proposed in [74] for j-based formulation. Fig. 3.7 shows that the employ-
ment of the space defined in (3.30) as the LM space makes the FETI-2λ as accurate as
FEM regardless of the number domains or interfaces involved in the decomposition,
which implies that this choice leads to consistent formulation, at least for conforming
mesh decompositions. The case of non-conforming decompositions will be studied in
the following sections. With the choice of Λ∗ the sesquilinear forms (3.16), (3.17) and
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(a) (b)
Figure 3.9. The LM space Λ∗ used in FETI-2λ method. (a) Cross sectional cut
of a 3D computational domain. The LM traces have been defined independently on
each interface using duplicate unknowns for the corners. (b) Tangentially continuous
vector function used to expand the LM space.
(3.18) follow the formulas :
d(v∗,λ) =
N∑
i=1

N∑
j = 1
Nij 6=0
∫
Iij
γt(vi) ·Rijλ dr2
 , (3.31)
b(µ,u∗) = −2α
N∑
i=1

N∑
j = 1
Nij 6=0
∫
Iij
Rijµ · γt(uj) dr2
 , (3.32)
and
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t(µ,λ) =
N∑
i=1

N∑
j = 1
Nij 6=0
∫
Iij
Rijµ ·Rijλ dr2
+
N∑
i=1

N∑
j = 1
Nij 6=0
∫
Iij
Rijµ ·Rjiλ dr2
 . (3.33)
All the aforementioned LM space choices provided in (3.24), (3.28) and (3.30) are
tested on the most general decomposition that could be considered. This is an un-
structured decomposition that involves jagged interfaces and domain edges as pictured
in Fig. 3.10(a). Similar to the previous examples, a plane wave propagation in ho-
mogenous media is considered and the error is calculated with the previously discussed
approach. In this example the discretization is progressively increased ([λ/9−λ/32])
while maintaining the same frequency. In Fig. 3.10(b), the convergence of the FETI-
2λ numerical error using Λdiv as the LM space is compared with the FEM error. An
additional error component is observed which is reduced significantly with the choice
of Λcurl as shown in Fig. 3.10(c). The FETI-2λ yields the optimum (O(N
( p
3
)), in case
of 3D FEM) error convergence, which is identical to FEM, with the choice of Λ∗ as
shown Fig. 3.10(d).
The final numerical example regarding the accuracy properties of FETI-2λ involves
a heterogeneous computational domain. This case is a scattering by dielectric sphere
with inner radius of λ/4 and outer radius λ/2. The exact solution is analytically
obtained through the Mie series and the numerical error is defined as:
e =
180∫
θ=0
360∫
φ=0
|RCSnum(θ, φ)−RCSmie(θ, φ)| sin θ dθ dφ
180∫
θ=0
360∫
φ=0
RCSmie(θ, φ) sin θ dθ dφ
. (3.34)
The computational domain is discretized with 16, 714 tetrahedra and decomposed
with 4 different topologies as shown in Fig. 3.11(a).
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Figure 3.10. Error convergence for different choices of LM space. (a) The general
unstructured partitioning topology; (b) Surface normally continuous on internal do-
main boundary, Λdiv; (c) Surface tangentially continuous on internal domain bound-
ary, Λcurl; (d) Surface tangentially continuous on domain interfaces, Λ∗ (redundant
LM unknowns at domain edges).
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1. An onion decomposition, where the dielectric region and the vacuum region are
considered as being different domains. This decomposition involves a non-flat
but smooth interface, which is also the material boundary.
2. A 2-domain decomposition, where only a single flat interface is considered.
3. A 4-domain decomposition, where multiple heterogeneous interfaces that inter-
sect at a domain-edge are considered.
4. A 8-domain decomposition, where the heterogeneous interfaces are incident at
a domain-node.
Fig. 3.11(b) compares the numerical error of FEM and FETI-2λ whose LM space con-
sists of surface continuous functions on interfaces, Λ∗. It is shown that the numerical
error of FETI-2λ on all different decomposition topologies is identical to the FEM
error.
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Figure 3.11. Error comparison of FETI-2λ and FEM on dielectric sphere scattering
versus r, for various decompositions. (a) The different decompositions topologies;
(b) The numerical error comparison of FETI-2λ and FEM.
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Through this group of simple numerical examples, it has been shown that the
appropriate space for the LMs is the Λ∗.
3.6 Matrix Representation
In this section we will expand the trial functions in its basis and we will substitute
that to the discrete variational statement (3.20). Recall the primal basis function
set {{w1k, k = 1 . . . n1} . . . {wNk, k = 1 . . . nN}} ∈ Vh∗ of size
∑N
i=1 ni, where ni is the
primal number of unknowns at the domain i and the set of basis functions that span
the LM space, {w¯i, i = 1 . . . nλ} ∈ Λh∗ , of total size nλ defined on the collection of
interfaces
⋃ Iij. The “broken” electric field is expressed as
Eh∗ =
N∑
i=1
ni∑
k=1
e˜ikwik, (3.35)
where e˜ is the set of unknown coefficients corresponding to the primal solution vector.
For the trial function it holds
vh∗ = span {{w1k, k = 1 . . . n1} . . . {wNk, k = 1 . . . nN}} . (3.36)
The LM trial functions are also expanded as:
λ =
nλ∑
i=1
λ˜iw¯i, (3.37)
where λ˜ is a set of unknown coefficients corresponding to the dual solution vector.
Regarding the testing LM functions, the chosen space is the same as the original LM
space, M = Λ∗, so for the LM testing functions it holds,
µh∗ = span {w¯i, i = 1 . . . nλ} . (3.38)
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The substitution of the expansions (3.35) and (3.37) in the discrete variational
statement (3.20) results to the equations:
a∗(wj`,
N∑
i=1
ni∑
k=1
e˜ikwik) + d(wj`,
nλ∑
i=1
λ˜iw¯i) = f(wj`), ∀` ∈ [1, N ], j ∈ [1, n`],
b(w¯j,
N∑
i=1
ni∑
k=1
e˜ikwik) + t(w¯j,
nλ∑
i=1
λ˜iw¯i) = 0, ∀j = [1, nλ],
(3.39)
which can be written as
N∑
i=1
ni∑
k=1
e˜ik a∗(wj`,wik) +
nλ∑
i=1
λ˜i d(wj`, w¯i) = f(wj`), ∀` ∈ [1, N ], j ∈ [1, n`],
N∑
i=1
ni∑
k=1
e˜ik b(w¯j,wik) +
nλ∑
i=1
λ˜i t(w¯j, w¯i) = 0, ∀µh ∈ j = [1, nλ].
(3.40)
The previous equations lead to the linear system of equations:

Domain #1 :

n1∑
k=1
e˜1k a∗(w11,w1k) +
nλ∑
i=1
λ˜i d(w11, w¯i) = f(w11)
...
n1∑
k=1
e˜1k a∗(w1n1 ,w1k) +
nλ∑
i=1
λ˜i d(w1n1 , w¯i) = f(w1n1)

...
Domain #N :

nN∑
k=1
e˜Nk a∗(wN1,wNk) +
nλ∑
i=1
λ˜i d(wN1, w¯i) = f(wN1)
...
nN∑
k=1
e˜Nk a∗(wNnN ,wNk) +
nλ∑
i=1
λ˜i d(wNnN , w¯i) = f(wNnN )

TCs :

N∑
i=1
ni∑
k=1
e˜ik b(w¯1,wik) +
nλ∑
i=1
λ˜i t(w¯1, w¯i) = 0
...
N∑
i=1
ni∑
k=1
e˜ik b(w¯nλ ,wik) +
nλ∑
i=1
λ˜i t(w¯nλ , w¯i) = 0


(3.41)
The aforementioned linear system of equations could be written in matrix form
as shown:
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
A1 . . . 0 D1
...
. . .
...
...
0 . . . AN DN
B1 . . . BN T


e˜1
...
e˜N
λ

=

f1
...
fN
0

, (3.42)
where
Ai(m,n) = a∗(wim,wjn),
Di(m,n) = d(wim, w¯n),
Bi(m,n) = b(w¯m,win),
T(m,n) = t(w¯m, w¯n).
(3.43)
The formulas for the corresponding sesquilinear forms could be found in (3.13), (3.31),
(3.32) and (3.33) respectivelly. The vectors e˜1, e˜2, . . ., e˜N represent electric field DoFs
on each domain and they are of corresponding size n1, n2, . . ., nN . Each domain is
employed with a right hand side fi ∈ Cni whose values are computed through the
functional (3.19) as fi(m) = f(w
i
m).
Two important remarks can be made due to the matrix form of the linear system
(3.42):
1. The matrix
A =

A1 . . . 0
...
. . .
...
0 . . . AN
 (3.44)
is block diagonal (electric field unknowns of different domains are decoupled)
which gives rise to an efficient and highly parallel factorization process. This
property in conjunction with the alleviation of the numerical internal resonance
problem allows the utilization of the dual sub-structuring solution process that
will be discussed in an upcoming section.
2. The matrices Di, Bi and T are highly sparse and they involve non-zero values
only on sub-matrices that couple DoFs residing on adjacent interfaces, e.g. Iij
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and Iji. In fact, they are block sparse matrices, with sparsity pattern identical
to that of the boolean operator N. The matrix elements of the block sparse
matrix are also sparse due to the finite support of the basis set. Thus, in
practical implementations only interface related sub-matrices are formed which
are implicitly combined during matrix vector multiplications.
3.7 FETI-2λ Stability Study
Numerical stability and approximability are the required and necessary condi-
tions for error convergence of numerical algorithms that are based on the variational
Galerkin method [75]. Loosely speaking, approximability is related to the correct
choice of the discrete trial and testing subspaces, whereas stability describes the ex-
istence of an upper bound for the condition number of the resulting matrix as the
discrete subspaces approach the continuous ones, namely h→ 0. The previous section
described some empirical results that attested to the approximability of the proposed
FETI-2λ, and this section is devoted to its stability properties.
For mixed, non-symmetric and indefinite formulations, like the FETI-2λ, a gen-
eralization of the fundamental Babuska theorem [75] is used in order to establish the
stability condition. The theorem is known as Babuska-Brezzi theorem and is directly
taken from [76].
Theorem 1 (continuous inf-sup)). Consider the problem
α(v, e) + d(v,λ) = 〈v, f〉V∗×V′∗ ,
b(µ, e) + t(µ,λ) = 〈µ,g〉Λ∗×Λ′∗ ,
∀v ∈ V∗,
∀µ ∈ Λ∗.
(3.45)
Then, there is a solution (e,λ) ∈ (V∗×Λ∗) to the problem provided that both sesquilin-
ear forms d(·, ·) and b(·, ·) satisfy the inf-sup condition :
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
sup
λ∈Λ
d(v,λ)
||λ||Λ∗ ≥ k0||v||V∗/KerD, ∀v ∈ V∗
sup
e∈V∗
b(µ,e)
||e||V∗ ≥ k0||e||V∗/KerBT , ∀µ ∈ Λ∗
(3.46)
and the sesquilinear form α(·, ·) satisfy an invertibility condition from KerD on
(KerB)′

inf
e0∈KerD
sup
v0∈KerB
α(v0,e0)
||v0||V∗ ||e0||V∗ ≥ α0,
inf
v0∈KerD
sup
e0∈KerB
α(v0,e0)
||v0||V∗ ||e0||V∗ ≥ α0.
(3.47)
To summarize, the theorem states that the necessary and sufficient conditions
to establish solution existence in the problem (3.45) are the well poseness of the
problem described by α(·, ·) alone, and the satisfaction of an inf-sup condition from
the coupling sesquilinear forms everywhere except the kernel of D and B, where the
D and B are the corresponding operators of the sesquilinear forms d(·, ·) and b(·, ·).
Theorem 1 holds for the continuous spaces, upon discretization the theorem takes
the following form:
Theorem 2 (discrete inf-sup condition). Let
(
eh,λh
)
∈ Vh∗ ×Λh be solution of the
problem

α(vh, eh) + d(vh,λh) =
〈
vh, fh
〉
Vh∗×Vh∗ ,
b(µh, eh) + t(µh,λh) =
〈
µh,λh
〉
Λh×Λh
,
∀vh ∈ Vh∗ ,
∀µh ∈ Λh.
(3.48)
Assume that the discrete inf-sup conditions (LBB):

inf
µh∈Λh
sup
vh∈Vh∗
d(vh,µh)
||vh||
Vh∗
||µh||
Λh/KerDh
T
≥ k0 > 0,
inf
vh∈Vh∗
sup
µh∈Λh
b(µh,vh)
||vh||
Vh∗
||µh||
Λh/KerBh
≥ k0 > 0,
(3.49)
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are satisfied and let α(vh0 , e
h
0) be uniformly coercive on KerD
h and KerBh
T
, that is
there exists a constant α0 > 0 such that
∣∣α(vh0 ,vh0) + C||vh0 ||L2∣∣ ≥ α0||v0h||Vh∗ ,∀vh0 ∈ KerDh ∪KerBhT . (3.50)
Then one has the following error estimate, with a constant c depending on ||a||, ||b||,
k0, α0 but independent of h:
||e−eh||V∗+||λ−λh||Λ/(KerDT∪KerB) ≤ c
(
inf
eh∈Vh∗
||e−eh||V∗+ inf
λh∈Λh
||λ−λh||Λ
)
. (3.51)
The subscript h for the vectors and spaces, denotes the discrete approximations
as they are obtained through the Galerkin process. The theorem is equivalent to
Cea’s Lemma [75] in elliptic positive definite variational problems, and states that if
the coupling sesquilinear forms b(·, ·) and d(·, ·) satisfy the discrete inf-sup condition
and the sesquilinear form α(·, ·) satisfies the Gardin’s inequality in the kernel of the
coupling sesquilinear forms, then the solution of the discrete problem is the best
approximation of the continuous problem inside the discrete space.
The Gardin’s inequality in the matrix form is related to the invertibility of the A
matrix resulting from the bilinear form α(·, ·), while the discrete inf-sup conditions
are related to the generalized singular value problem of the coupling matrices D and
B, namely:  Dvi = µiTqi, ∀vi /∈ KerD
h
BTvi = νiTqi, ∀vi /∈ KerBhT
, (3.52)
where the matrices D , B and T are associated with the bilinear forms d(·, ·), b(·, ·)
and t(·, ·), respectively. In practice, a formulation satisfies the LBB stability condition
if the non-zero generalized singular values of the problems in (3.52) are bounded from
below by a positive constant independent of discretization, as the discretization size
decreases.
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In order to show the V-coersivity (invertibility) of the primal sesquilinear form of
FETI-2λ, we need to show that α(·, ·) ≡ a∗(·, ·) does not suffer from internal reso-
nances (uniqueness) and it does not suffer from low frequency or dense discretization
breakdown [77]. To prove these, lets consider the “worst-case” scenario, that of a loss-
less impenetrable electric or magnetic cavity problem decomposed into N domains.
Note that α(·, ·) does not represent the original cavity problem, but a collection of
independent domain problems. The consistency with the original cavity problem is
enforced through d(·, ·), b(·, ·) and t(·, ·) sesquilinear forms. Therefore, even through
the original problem is resonant, the independent domain problems should not be.
Any continuous linear system defined on α(·, ·) = a∗(·, ·) as
Find u∗ ∈ V∗ such that:
a∗(v∗,u∗) = f(v∗), ∀ v ∈ V∗,
(3.53)
has either a unique solution, or there exist non-trivial solutions for the homogeneous
problem (f = 0) due to Fredholm alternative. Therefore, to prove that (3.53) is
internal resonance free (uniqueness), it is sufficient to prove that its homogeneous so-
lution is necessarily trivial. Let w∗ ∈ V∗ be a non-trivial solution of the homogeneous
problem. From (3.53) with v∗ = w∗∗, where the subscript ∗ denotes conjugation, it
holds
a∗(w∗∗,w∗) = 0. (3.54)
The substitution of (3.13) with α = −jk yields
N∑
i=1
ai(w
∗
∗,w∗) + jkt∗(w
∗
∗,w∗) = 0, (3.55)
which is reduced to
||∇ ×w∗||2L2 − k2||w∗||2L2 = −jk||γt(w∗|⋃ Iij)||2L2 . (3.56)
72
Since the left-hand side of (3.56) is purely real and the right hand side is purely
imaginary, it implies that this can be true only if w = 0. Therefore the homogeneous
problem has only trivial solutions. This establishes the unicity of (3.53), which implies
that FETI-2λ is free from internal resonances.
Now, it remains to show that FETI-2λ does not suffer from low frequency break-
down. Let us define the functional
g(u∗) = a∗(u∗∗,u∗) + C||u∗||L2 . (3.57)
With the choice C = k2 the functional takes the form
g(u∗) = ||∇ × u∗||2L2 + jk||γt(u∗|⋃ Iij)||2L2 . (3.58)
In order to prove that the Gardin’s inequality holds, we need to show that g(u) is
bounded from below for any frequency k.
However, the curl operator has a null space related to irrotational elements of
V∗. Therefore, the Gardin’s inequality can only be satisfied if the null space of
curl operator is extracted. This is possible through the enforcement of the inexact
Helmholtz decomposition
V∗ = V0∗ ⊕∇S, (3.59)
where
S =
N∏
i=1
H10 (Ωi), (3.60)
and
V0∗ = {u∗ ∈ V∗| u∗⊥r∇φ ∀φ ∈ S} . (3.61)
Therefore, u∗ is written as u∗ = u0∗+∇p∗ for some continuous scalar function p, while
the testing function v∗ is written as v∗ = v0∗+∇q∗. The space decomposition implies
the redefinition of the sub-domain sesquilinear form as:
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a¯i(v∗,u∗) =
∫
Ωi
[
∇× v0i ·
1
µr
∇× u0i − k2v0i · ru0i − k2∇qi · r∇pi
]
dr3. (3.62)
In order to obtain this form we took advantage from the orthogonality between ∇S
and V0, namely u⊥r∇φ and the identity ∇ × ∇φ = 0. The “broken” sesquilinear
form is written through (3.62), as:
a¯∗(v∗,u∗) =
N∑
i=1
a¯i(v∗,u∗)− αt∗(v0∗,u0∗). (3.63)
The sesquilinear form t(·., ·) remains identical due to the property ∇φ · nˆ = 0. Finally
a¯∗(·, ·) does not have a null space because u0 is divergence-less [64], and |g(u∗)|, where
g(u∗) = ||∇ × u0∗||2L2 − k2r||∇p||2L2 + jk||γt(u0∗|⋃ Iij)||2L2 > 0, (3.64)
is bounded due to Lax-Milgram theorem. Essentially, the decomposition of (3.59)
replaces the original curl operator with another of smaller dimensionality (acts on a
gradient free sub-space) and it introduces a gradient operator retaining the net DoF
count same. The inexact Helmholtz decomposition has been implemented through
the “Tree-CoTree” splitting approach whose description is out of the scope of this
dissertation. The interested reader is referred to [77] for further information. With
the extraction of the null-space of the curl operator the Gardin’s inequality is satisfied
and the invertibility of the domain sub-problems is established.
Proving the discrete inf-sup condition is quite challenging and out of scope for
an engineering dissertation. For the purpose of this work, it will be sufficient to
use experimental tests and evidence that assert the satisfaction of the discrete inf-sup
condition for the specific b and d’s in the proposed FETI-2λ. This will be examined by
solving the generalized singular problems of (3.52) for two simple, yet representative
numerical examples for conforming and non-conforming mesh decompositions. The
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first example is a two domain problem, that involves a single interface. Whereas the
second example consists of four domains with interfaces that intersect at a domain-
edge. All domains involved in both problems are λ/4 × λ/4 × λ/4 cubes truncated
with PMC boundaries on all outer sides. All problems are progressively discretized,
with the interface meshes shown in Fig. 3.12(a) with matching and non-matching
interface grids.
The generalized singular values of the two domain case with conforming interfaces
are shown in Fig. 3.12 for both 1st and 2nd order FE. In all cases the non-zero singular
values of both coupling problems are bounded from below suggesting the existence of
non-zero inf-sup constant independent of discetization. In Fig. 3.13 the same example
is conducted with non matching interface grids. The generalized singular values that
correspond to the D matrix are bounded from below for all discretizations. However
the smallest singular values of the B matrix tend to zero with finer discretization.
In fact on highly discretized problems there are values ranging uniformly from 1 to
the machine’s accuracy. Therefore, the FETI-2λ for non-conforming decompositions
appears to be unstable. This is a serious deficiency because it would lead into non-
optimal errors, and poor conditioning that would affect the iterative convergence of
FETI-2λ. For most of this thesis FETI-2λ will be used for conforming problems,
except in some non-conforming mesh cases with relative low discretization.
The singular values of the 4-domain problem are shown in Fig. 3.14 and Fig. 3.15
for a conforming and a non-conforming mesh respectively. The observations that
could be drawn in this example are similar to those of the 2-domain case. A clear
bound on the non-zeros regarding the conforming decomposition is easily defined,
however this is not possible on non-conforming decompositions. The subtle difference
between the 2 and 4 domain cases is the existence of the harmless perfectly zero
singular values.
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Figure 3.12. Generalized singular values of the DDM coupling matrices on a 2
domain conforming mesh problem for various discretizations. (a) The interface mesh
with respect to the discretization level; generalized singular values associated with (b)
the D matrix for 1st order FE; (c) the B matrix for 1st order FE; (d) the D matrix
for 2nd order FE; (e) the B matrix for 2nd order FE.
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Figure 3.13. Generalized singular values of the DDM coupling matrices on a 2
domain non-conforming mesh problem for various discretizations. (a) The interface
mesh with respect to the discretization level; generalized singular values associated
with (b) the D matrix for 1st order FE; (c) the B matrix for 1st order FE; (d) the D
matrix for 2nd order FE; (e) the B matrix for 2nd order FE.
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Figure 3.14. Generalized singular values of the DDM coupling matrices on a 4
domain conforming mesh problem for various discretizations. (a) The interface mesh
with respect to the discretization level; generalized singular values associated with (b)
the D matrix for 1st order FE; (c) the B matrix for 1st order FE; (d) the D matrix
for 2nd order FE; (e) the B matrix for 2nd order FE.
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Figure 3.15. Generalized singular values of the DDM coupling matrices on a 4
domain non-conforming mesh problem for various discretizations. (a) The interface
mesh with respect to the discretization level; generalized singular values associated
with (b) the D matrix for 1st order FE; (c) the B matrix for 1st order FE; (d) the D
matrix for 2nd order FE; (e) the B matrix for 2nd order FE.
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3.8 Solution Process
The block diagonal structure of the A matrix shown in (3.44) permits the elim-
ination of the primal unknowns e = [ei e2 . . . eN ]
T leading to a dual sub-structuring
system to be solved via an non-symmetric iterative solver. This process is performed
through the Schur-complement on the LM solution vector, λ. The elimination of
the primal unknowns essentially transforms the original FEM-DD linear system into
a BEM problem with the A−1 being the discrete Green’s function of the domains.
Also it allows for a dimensionality reduction (from volumetric unknowns to surfaces)
which reduces the rank of the discrete space where the iterative solver is seeking for
a solution. Therefore it improves the iterative convergence of the method. Finally,
the reduction in the unknown count improves the parallel scalability of the method.
The FETI-2λ linear system of equations reads as
Fλ = g, (3.65)
where
F = T−
N∑
i=1
BiA
−1
i Di ∈ Cnλ×nλ (3.66)
and
g = −
N∑
i=1
BiA
−1
i fi ∈ Cnλ . (3.67)
The linear system described in (3.65) acts only on the LM space that is related with
the collection of the interfaces
⋃F .
The non-symmetric FETI-2λ linear system in (3.65) is solved iteratively with a
Krylov solver, in particular the BiCGStab(L) [78]. The iterative solver requires 2L
matrix vector products per iteration (one with the F and one with FT ) and the
storage of 2L+ 3 additional vectors. In all upcoming numerical results, the minimal
BiCGStab(1) solver is used, unless it is specified otherwise.
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3.8.1 LU Factorization Based Sub-structuring (FETI-LU)
The most expensive operations involved in the iterative solution of (3.65) are
related with the construction of the partial sums
Ki = BiA
−1
i Di ∈ C(nλ×nλ). (3.68)
These matrices need not be explicitly formed, since in an iterative solver only the
matrix vector multiplication is needed. The factorization of the sparse domain matrix
A−1i involves all volumetric unknowns and is the most time and memory consuming
operation. A widely adopted approach of handling this operation consists of the
factorization of Ai = LiUi, where Li and Ui are the lower and upper triangular factors
for domain i, in a pre-processing step. This is followed by forward and backward
substitutions (y← L−1i y and y← U−1i y) and by sparse matrix vector multiplications
(Diy and Biy) at every iteration. This approach is termed in short FETI-LU, which
requires a relatively small set-up time but slow iterations. The computational set-
up time required for FETI-LU is dominated by the factorization of the sub-domain
matrices Ai, while the memory footprint of the solver is dictated from the storage of
the corresponding factors.
Some important computational statistics of the FETI-LU set-up stage are given
in the third and fouth columns of Tables Table 3.1(b), Table 3.2(b) and Table 3.2(c)
for 1D, 2D and 3D decompositions, respectively. The factors have been computed
through the MUMPS package [10,79] with double complex arithmetics.
3.8.2 Selective Inversion Based Sub-structuring (FETI-Z)
More efficient approaches could be proposed by leveraging the fact that the rank
of the matrices Bi and Di involved in (3.68) is considerably smaller than that of A
−1
i .
Consider the partitioning of the electric field unknown vector of the ith domain such
that ei =
[
eIi e
Γ
i
]T
with eΓi ∈ CnΓi representing the collection of electric field variables
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on the surface of the ith domain and eIi ∈ CnIi the remaining unknowns. The rank of
Ai is equal to the number of the total electric field unknowns, ni = n
I
i + n
Γ
i , while
rank(Bi) = n
Γ
i and rank(Di) = n
Γ
i with n
Γ
i << ni. Pre-computing parts of A
−1
i
could reduce the memory storage and speed-up the iterations, at a possible increase
in set-up time.
The aforementioned decomposition of the primal vector ei =
[
eIi e
Γ
i
]T
leads to the
definition of the surface restriction matrix Ri ∈ Nni×nΓi such that
eΓi = Riei, (3.69)
with
RTi Ri =
 0 0
0 In
Γ
i ×nΓi
 , (3.70)
where In
Γ
i ×nΓi is an identity matrix of size equal to the DoF count at the domain
partition boundary Γi.
Exploiting the reduced rank of B and D and (3.70), the partial sum Ki can be
expressed as
Ki = Bi
(
RTi Ri
)
A−1i
(
RTi Ri
)
Di = (BiR
T
i )(RiA
−1
i R
T
i )(RiDi), (3.71)
where each term in the parenthesis is given by
D˜i = RiDi, B˜i = BiRi, (3.72)
and
Zi =
(
RiA
−1
i R
T
i
)
, (3.73)
which lead to a more compact and insightful representation of Ki
Ki = B˜iZiD˜i. (3.74)
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Zi is a very imporant matrix since it represents the discrete version of the Dirichlet-
to-Neumann (DtN) map of the ith domain. Loosely speaking Zi could be considered
as the numerical (discrete) Green’s function of the domain on it’s boundary. The
efficient computation of Zi is not a straightforward task due to the inverse A
−1
i . This
section will present an efficient strategy of computing the DtN map (Zi) based on the
calculation of select inverse entries of Ai, whereas next section will achieve the same
using a Schur-complement approach.
The product Zi = R
T
i A
−1
i Ri can be computed through the direct computation
of select inverse entries of Ai. The straightforward approach of performing such an
operation is through forward and backward substitutions with identity vectors. An
identity vector em is said to be the vector whose entries are zero except for the m
th
entry which is 1. This process could be summarized in the following operations
y = L−1i em (3.75)
a−1i,nm =
(
U−1i y
)
n
(3.76)
assuming that the factorization of the domain matrix Ai = LiUi is readily available.
It is noted that the factorization of symmetric domain matrices such as the ones
involved in this work, falls into the form of Ai = LiDiL
T
i . However the more general
form of Ai = LiUi is utilized for convenience and generality purposes. The notation
(·)n denotes the nth entry of the vector in parenthesis.
The straightforward calculation of the select inverse entries through (3.75) and
(3.76) would result in a particularly large set-up time. However the efficiency of the
operation could be tremendously improved by leveraging the sparsity of each right
hand side em and solution vector, avoiding computations with zero entries. This
approach is able to provide a speed up from 20× to 50× depending on the size
and sparsity pattern of the matrix Ai and the number of requested inverse entries,
see [80, 81].
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In order to illustrate the process of computing a single inverse entry of a struc-
turally symmetric matrix A some useful definitions and theorems are readily adopted
from [80]. We start with the definition of the elimination tree which represents the
storage and computational requirements of a sparse factorization.
Definition 1. Assume A = LU where A is a sparse structurally symmetric N ×N
matrix. Then, the elimination tree T (A) of A is a tree of N nodes, with the ith
node corresponding to the ith column of L (lij are the elements of L), and the parent
relations are defined as
parent(j) = min {i : i > j and lij 6= 0} for j = 1, . . . , N − 1. (3.77)
A sample elimination tree along with the sparsity of the matrix and the factor-
ization are shown in Fig. 3.16. The algorithm of creating the tree and the additional
factorization entries is out of the scope of this dissertation. The interested reader is
referred to [80,81]. The operation described in (3.75) simply implies the appropriate
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Figure 3.16. A structurally symmetric matrix with the factorization and the corre-
sponding eliminations tree. (a) The sparsity pattern of the matrix, blue dots indicate
matrix values; (a) the sparsity pattern of the factorization, red squares indicate fill-in
factor values; and (c) the associated elimination tree.
traversing of the elimination tree as the following corollary suggests.
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Corollary 1. Assume b is a sparse vector and L is a lower triangular matrix. Then
the indices of the nonzero elements of the solution vector of Lx = b are equal to
the indices of the nodes of the elimination tree that are in the paths from the nodes
corresponding to nonzero entries of b to the root.
The corollary simply implies that if b involves a single nonzero entry, say in it’s
ith component, the equations to be solved are those that correspond to the nodes in
the unique path from the node i to the root. The process described through (3.76)
is also performed by backward traversing the elimination tree as the following lemma
suggests.
Lemma 1. In order to obtain the ith component of the solution Uz = y, that is
zi = (U
−1y)i, one has to solve the equations corresponding to the nodes that are in
the unique path from the highest node in struct(y)∩ancestor(i) to i, where struct(y)
denotes the nodes associated with the nonzero entries of y, and the ancestors(i)
denotes the sets of ancestors of node i in the elimination tree.
The lemma simply states that if the ith entry of solution vector is requested the
equations that need to be solved are those that correspond to the nodes of the elim-
ination tree that lie on the unique path from the root to the ith node. Combining
Corollary 1 and Lemma 1 the efficiency of the computation of a single inverse entry
is established. The computational cost is then dominated by the process of loading
the appropriate L and U factors.
Theorem 3 (Factors to load for computing a particular inverse entry). To compute
a particular entry α−1ij in A
−1, the only factors which have to be loaded are the L
factors on the path from node j up to the root node, and U factors on the path going
back from the root to node i.
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Theorem 3 states that the computational cost of the calculation of a single in-
verse entry α−1ij corresponds to the computational effort devoted on traversing the
elimination tree from the jth node to the root and from the root to the ith node.
Further improvement could be drawn for the case that multiple inverse entries
are concurrently requested. The objective is to partition the input vectors appro-
priately such that same leaves of the tree are traversed minimum times, thus the
corresponding factor loading from memory is minimized.The combinatorial problem
of partitioning the requested entries is an NP-complete problem. The most successful
approach has been shown in [80] to be the construction and concurrent partition of
two different hypergraphs regarding the forward and backward solves. These algo-
rithms are implemented and readily available through MUMPS [10,79] linear algebra
software package.
The computational statistics regarding the set-up time and memory requirements
for the computation of the Zi matrix regarding a single domain are presented in the
fourth and fifth columns of Tables Table 3.1 Table 3.2 and Table 3.3 for 1D, 2D and
3D decompositions, respectively. The partitioning was performed through the METIS
software package [82]. The column “Zi Matrix” summarizes the cost of computing the
select inverse entries assuming that the factors of the Ai matrix are readily available.
It could be concluded that the FETI-Z and FETI-S (next section) approaches are
equally memory efficient, they require the storage of a surface related dense matrix.
However FETI-Z is marginally more efficient regarding the set-up time, due to the
efficient calculation of the select matrix inverse entries.
3.8.3 Schur-complement Based Sub-structuring (FETI-S)
An alternative approach of computing the partial sums in (1.50) is to first form the
Schur-complement on the primal surface unknowns of a domain, and then invert it.
This approach is popular in mathematics community [24] and structural mechanics.
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Consider again the volume-surface rearrangement ei =
[
eIi e
Γ
i
]T
. The vector re-
arrangement leads to the corresponding reordering of the matrix Ai,
Ai =
 AIIi AΓIi
AIΓi A
ΓΓ
i
 (3.78)
where AIIi represents interactions among volumetric domain unknowns, A
ΓΓ
i repre-
sents interactions on the interface and AΓIi and A
IΓ
i are the coupling matrices of the
two unknown sets. Through the LDU factorization the inverse of Ai can be written
as:
A−1i =
(AIIi )−1 + (AIIi )−1AIΓi (SΓΓi )−1 AΓIi (AIIi )−1 −(AIIi )−1AIΓi (SΓΓi )−1
− (SΓΓi )−1 AΓIi (AIIi )−1 (SΓΓi )−1
 (3.79)
where
SΓΓi = A
ΓΓ
i −AΓIi
(
AIIi
)−1
AIΓi (3.80)
Thus the restricted inverse of Ai on the domain surface is Zi = RiA
−1
i R
T
i =
(
SΓΓi
)−1
.
The computation of SΓΓi is available from various direct solver packages (in this work
computations are performed with MUMPS [10,79]).
This approach corresponds to the FETI-S and its advantage lies on the fact that
forward and backward substitutions with the factorization of Si are required during
the iterative solution process, rather than the factors of Ai. Therefore iterations are
significantly faster. In addition, the factors of Ai need not be stored in memory,
leading to a more memory efficient solver that extends the limits of the method to
larger problems. The aforementioned advantages arise with the price of increased
set-up time due to the reduced efficiency of the partial factorization of Ai and the
computation of Si. Moreover an additional time overhead is introduced due to the
required factorization of the dense matrix Si. It is noted here that the actual in-
verse of Si is required for the local preconditioning schemes that will be proposed in
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Section 4, further increasing the set-up time. For comparison purposes the compu-
tational statistics regarding the set-up time and memory requirements arising from
a single domain are provided in Table 3.1 for one-way decompositions, Table 3.2 for
2D decompositions and Table 3.3 for 3D decompositions. The columns “Partial Fac-
tor. + Si” provide the time and memory required from the partial factorization of
Ai and the computation of Si (note that the partial factors are eliminated once Si
is formed). Moreover, the factorization and inverse time of Si are provided in the
column “Si Matrix”. Finally, the memory footprint of the solver is dictated from the
memory required to store the surface related Si matrix.
3.9 Discussion
In this chapter the FETI-2λ method, suitable for time-harmonic electromagnetic
computations, was introduced. FETI-2λ iterates on 2 sets of LMs per domain-face,
it retains the domain matrix symmetry (efficient factorization) and it was shown
that it does not suffer from internal resonances. Moreover, it is consistent when ap-
plied to conforming problems, (enforces the desired tangential continuity) and yields
identical error convergence with the standard FEM method. A stability study on the
method, revealed that it is stable on conforming problems, however when it is applied
on decompositions with non-matching interface trianglulations its stability degrades.
However, on relatively low discretized problems it is still useful and advantageous. Fi-
nally three different sub-structuring approaches, the FETI-LU, FETI-Z and FETI-S
were considered, and it was shown that FETI-Z is more efficient in terms of memory
usage with a significant sacrifice on the time requirement.
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1N
(a)
Volumetric Ai Matrix
# Volumetric # Surface Full Factorization Partial Factor. + Si
Primal DoF Primal DoF Time(sec) Memory(MB) Time(sec) Memory(MB)
12838 640 0.7 33 1.5 72
36236 1280 4.3 143 15 351
81596 2560 19 429 78 1115
175270 5120 108 1488 569 4489
(b)
Surface Matrices
Zi Matrix Si Matrix
# Volumetric # Surface Select Inverse Factorization Inversion
Primal DoF Primal DoF Time(sec) Time(sec) Time(sec) Memory(MB)
12838 640 2 0.07 0.25 3
36236 1280 15 0.5 2.2 13
81596 2560 89 4 18 50
175270 5120 570 32 135 200
(c)
Overall Performance
FETI-LU FETI-Z† FETI-S
Set-Up Iteration Set-Up Iteration Set-Up Iteration
# Volume Time Time Memory Time Time Memory Time Time Memory
DoFs (sec) (sec) (MB) (sec) (sec) (MB) (sec) (sec) (MB)
12838 0.7 0.1 33 2.7 0.02 3 1.82 0.02 3
36236 4.3 0.26 143 19.3 0.042 13 17.7 0.043 13
81596 19 0.55 429 108 0.125 50 100 0.15 50
175270 108 1.6 1488 678 0.24 200 633 0.3 200
†FETI-Z matrices readily available for the preconditioning stage (see next chapter).
(d)
Table 3.1. The computational statistics, related to the sub-structuring process, for
a single domain present in a one-way decomposed problem. (a) The partitioning
topology; (b) the computational statistics regarding the factorization of the sub-
domain Ai matrix; (c) the computational statistics arising from the formation and
factorization of the surface related dense matrices Zi and Si; (d) total memory storage
and time requirements of FETI-LU, FETI-Z and FETI-S, due to single domain and
single iteration.
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(a)
Volumetric Matrix
# Volumetric # Surface Full Factorization Partial Factor. + Si
Primal DoF Primal DoF Time(sec) Memory(MB) Time(sec) Memory(MB)
12806 1248 0.6 32 2 93
35588 2496 4 146 19 468
81558 5056 16 414 145 1819
175112 10112 119 1580 – –
(b)
Surface Matrix
Z Matrix S Matrix
# Volumetric # Surface Select Inverse Factorization Inversion
Primal DoF Primal DoF Time(sec) Time(sec) Time(sec) Memory(MB)
12806 1248 5 0.5 2 12
35588 2496 39 4 16 48
81558 5056 227 31 130 195
175112 10112 1819 – – 780
(c)
Overall Performance
FETI-LU FETI-Z† FETI-S
Set-Up Iteration Set-Up Iteration Set-Up Iteration
# Volume Time Time Memory Time Time Memory Time Time Memory
DoFs (sec) (sec) (MB) (sec) (sec) (MB) (sec) (sec) (MB)
12806 0.6 0.26 32 5.6 0.11 12 4.5 0.11 12
35588 4 0.42 146 43 0.2 48 39 0.2 48
81558 16 0.77 414 243 0.5 195 306 0.5 195
175112 119 1.86 1580 1938 1.64 780 - - 780
†FETI-Z matrices readily available for the preconditioning stage (see next chapter).
(d)
Table 3.2. The computational statistics, related to the sub-structuring process, for
a single domain present in a 2D partitioning topology. (a) The decomposition lay-
out; (b) the computational statistics regarding the factorization of the sub-domain
Ai matrix; and (c) the computational statistics arising from the formation and fac-
torization of the surface related dense matrices Zi and Si; (d) total memory storage
and time requirements of FETI-LU, FETI-Z and FETI-S, due to single domain and
single iteration
.
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(a)
Volumetric Matrix
# Volumetric # Surface Full Factorization Partial Factor. + Si
Primal DoF Primal DoF Time(sec) Memory(MB) Time(sec) Memory(MB)
13478 1920 0.7 33 3 145
36932 3840 4 148 37 769
84182 7680 20 451 266 2989
180360 15360 113 1495 – –
(b)
Surface Matrix
Z Matrix S Matrix
# Volumetric # Surface Select Inverse Factorization Inversion
Primal DoF Primal DoF Time(sec) Time(sec) Time(sec) Memory(MB)
13478 1920 10 1.7 7 28
36932 3840 85 13 57 113
84182 7680 560 108 464 450
180360 15360 4121 – – 1800
(c)
Overall Performance
FETI-LU FETI-Z† FETI-S
Set-Up Iteration Set-Up Iteration Set-Up Iteration
# Volume Time Time Memory Time Time Memory Time Time Memory
DoFs (sec) (sec) (MB) (sec) (sec) (MB) (sec) (sec) (MB)
13478 0.7 0.83 33 10.7 0.66 28 11.7 0.64 28
36932 4 1 148 89 0.95 113 107 0.88 113
84182 20 1.37 451 580 1.77 450 838 1.8 450
180360 113 2.5 1495 4234 5.35 1800 - - 1800
†FETI-Z matrices readily available for the preconditioning stage (see next chapter).
(d)
Table 3.3. The computational statistics, related to the sub-structuring process, for
a single domain present in a 3D partitioning topology. (a) The decomposition lay-
out; (b) the computational statistics regarding the factorization of the sub-domain
Ai matrix; and (c) the computational statistics arising from the formation and fac-
torization of the surface related dense matrices Zi and Si; (d) total memory storage
and time requirements of FETI-LU, FETI-Z and FETI-S, due to single domain and
single iteration
.
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CHAPTER 4
LOCAL ACCELERATION METHODS
A straightforward attempt to iteratively solve the FETI-2λ system (3.65) will
lead to poor and unreliable convergence, especially when decompositions with non-
conforming or jagged interface triangulations or densely discretized interfaces are
considered. This chapter will develop an effective, efficient and highly parallel local
preconditioner for FETI-2λ to improve convergence and make the method scalable
with respect to discretization h.
Successful preconditioning schemes for the FETI-2λ method ought to take into
account both local and global information transferring mechanisms. The local mecha-
nism refers to the information exchange between neighboring domains. Neighbors are
domains that share a domain-face (F), domain-edge (E) or domain-vertex (V). On
the other hand, the global information exchange mechanism describes the information
exchange between remote domains. This mechanism is present on any computational
problem where the Green’s function has global support, and is very important in
indefinite PDE problems that involve wave propagation. This chapter proposes lo-
cal preconditioning schemes that enhance the information exchange of neighboring
domains only. The objective of these local preconditioning schemes is to produce
condition numbers (and iteration counts) that are ideally independent of discretiza-
tion and domain size, without significant sacrifices on the parallel scalability of the
solver. Global preconditioners will be proposed in Chapter 5.
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4.1 The T-based Preconditioner
The T-based preconditioner is the simplest and most efficient preconditioner of
FETI-2λ. It does not degrade the parallel properties of the method and it’s memory
overhead is insignificant, but as it will be revealed it is not effective and robust.
4.1.1 Formulation
The preconditioner is constructed by first ignoring all the dense partial sums of
Ki from the Schur-complement matrix
F = T−
N∑
i=1
Ki, (4.1)
and then keeping only the interface wise block diagonal parts of the T matrix.
Consider the decomposition of a computational domain as shown in Fig. 4.1, and
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Figure 4.1. Cross sectional cut of a 3D computational domain that is decomposed
into four domains.
recall the restriction operator Rij ∈ Nnλij×nλ defined in (3.3), which maps the LM
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solution vector defined at the skeleton, to the LM DoFs assigned at the interface Iij
as shown
λij = Rijλ. (4.2)
The number nλ is the number of LM unknowns at the skeleton, while the nλij represents
the LM number of unknowns at the interface Iij. Also λij is the LM solution vector
defined at the interface Iij. Similar to Rij we define the restriction operator Reij ∈
Nneij×ni , which maps the vector of primal DoFs defined on the boundary of the ith
domain to the primal DoFs at the interface Iij such that:
eij = R
e
ijei, (4.3)
where ei is the primal solution vector on the domain boundary, while eij is the
associated primal solution vector defined at the interface Iij, ni is the number of
volumetric unknown in the domain and neij represents the primal number of unknowns
at the interface Iij.
The restriction matrices (4.2) and (4.3) allow to express the FETI linear system
(3.65) through sub-matrices defined on interfaces. Moreover, a domain-face rearrange-
ment of the solution vector, λ = [λ12 λ21 λ13 λ31 λ23 λ32 λ24 λ42 λ34 λ43 ]
T leads to
the expression for the FETI linear system as shown:

T12 Q12,21 0 0 K12,23 0 K12,24 0 0 0
Q21,12 T21 K21,13 0 0 0 0 0 0 0
0 0 T13 Q13,31 0 K13,32 0 0 K13,34 0
K31,12 0 Q31,13 T31 0 0 0 0 0 0
0 0 0 K23,31 T23 Q23,32 0 0 K23,34 0
0 K32,21 0 0 Q32,23 T32 K32,24 0 0 0
0 0 0 0 0 0 T24 Q24,42 0 K24,43
0 K42,21 0 0 K42,23 0 Q42,24 T42 0 0
0 0 0 0 0 0 0 K34,42 T34 Q34,43
0 0 0 K43,31 0 K43,32 0 0 Q43,34 T43


λ12
λ21
λ13
λ31
λ23
λ32
λ24
λ42
λ34
λ43

=

g12
g21
g13
g31
g23
g32
g24
g42
g34
g43

(4.4)
where
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Tij = RijT Rij,
Tij,ji = RijT Rji,
Qij,ji = Tij,ji + Kij,ji,
Kij,mn = −(RijBiReTji )(RemiZmReTmn)(RemnDmRmn).
(4.5)
where the subscripts follow the interface indexing. The matrices Tij are sparse pos-
itive definite matrices, while the matrices Qij,ji and Kij,mn are dense matrices that
involve operations with parts of the domain DtN map and they represent interactions
within a domain-face and between domain-faces respectively. The T-based precondi-
tioner results from eliminating the cross-interface coupling matrices, as shown:
MT =

T12 0 0 0 0 0 0 0 0 0
0 T21 0 0 0 0 0 0 0 0
0 0 T13 0 0 0 0 0 0 0
0 0 0 T31 0 0 0 0 0 0
0 0 0 0 T23 0 0 0 0 0
0 0 0 0 0 T32 0 0 0 0
0 0 0 0 0 0 T24 0 0 0
0 0 0 0 0 0 0 T42 0 0
0 0 0 0 0 0 0 0 T34 0
0 0 0 0 0 0 0 0 0 T43

. (4.6)
M−1T is applied as a left preconditioner on the FETI-2λ system (3.65), leading to
M−1T Fλ = M
−1
T g. (4.7)
This preconditioner essentially modifies the FETI-2λ linear system, such that it is
identical to the one resulting from the choice of perfect dual LM testing [35]. However,
it is able to handle decompositions with non-conforming interface grids. In terms of
numerical performance, it does not introduce significant time and memory overheads.
This is because it is block-diagonal and requires factorization of sparse matrices arising
from a single interface. More importantly this task is embarrassingly parallel.
95
4.1.2 Eigenspectra
In this section the effectiveness of the T-based preconditioner will be examined
through the eigenspectra of the FETI-2λ method before and after the T precondi-
tioning stage. The computational model is a parallel plate waveguide truncated with
PEC boundaries on the top and bottom and with PMC on the left and right sides.
The front and back sides are truncated with 1st order ABC. The problem is decom-
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Figure 4.2. Eigenspectra of FETI-2λ method with and without the T-based pre-
conditioner on one-way partitioned, parallel plate waveguide. The problem is decom-
posed with 5 cubic domains of 1m size and discretized with 25K primal unknowns.
(a) FETI-2λ @ 100MHz; (b) FETI-2λ with the T-based preconditioner @ 100MHz.
posed in one-way topology with 5 cubic domains of 1m size each. Each domain is
discretized with h = λ/12 at 100MHz, which corresponds to 5K unknowns per do-
main. Fig. 4.2(a), shows the eigenspectra of the un-preconditioned FETI-2λ, while
Fig. 4.2(b) shows the eigenspectra of FETI-2λ augmented with the T-based precon-
ditioner. The preconditioner is able to cluster the eigenvalues of the FETI-2λ within
a unit circle centered at one and achieve a condition number reduction of 3 orders of
magnitude.
Before we test the effectiveness of the preconditioning scheme on more realistic
computational examples let us make some remarks regarding the eigenspectra of the
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FETI-2λ with the T-based preconditioner. Three eigenvalue cluster loci could be
observed in Fig. 4.2(b), these are:
1. A cluster that accumulates around unity, which corresponds to electric field
modes that propagate along the perpendicular direction of the interface, but
represent slow-varying fields on the plane of the interface. It is noted that in this
example the operational frequency is below the TE-TM cut-off frequencies of
the waveguide thus only a TEM wave is present. The count of these eigenvalues
is equal to the domain-face count multiplied with the propagating mode count
(nF × nmodes).
2. A cluster of eigenvalues that accumulates around the unit circle and resides
close to the origin. The corresponding eigenmodes represent rough functions
(high spatial frequency), in the plane of the interface, but are evanescent in the
direction perpendicular to it. This eigenvalue type appears to converge to the
origin as the discretization size h decreases and leads to very large condition
numbers.
3. A cluster of eigenvalues that are anti-symmetric to the second type with respect
to 1 and accumulate around 2. These eigenvalues have one-to-one correspon-
dence with those of the second kind and their existence is attributed to the two
sets of LMs at each interfaces.
4.1.3 Numerical Performance
In this section, the numerical performance of the FETI-2λ augmented with the
T-based preconditioner is tested on simple numerical examples. The first computa-
tional paradigm is similar to that used to conduct the eigenvalue study. Namely, it
is a parallel plate waveguide that consists of 10 cubic domains of 1m size. The prob-
lem is solved @100MHz with progressively increasing discretization level that ranges
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from λ/8 to λ/50. The matrix vector multiplication number required to converge at
a residual tolerance of 10−7 is shown in Fig. 4.3, and it is found to be not scalable
with respect to the discretization even on such a simple problem. On multidimen-
sional decompositions or in the presence of inhomogeneous computational domains
this behavior is even more severe.
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Figure 4.3. Study of the numerical scalability with respect to the discretization
level for the T-based preconditioned FETI-2λ, on a one-way partitioned parallel plate
waveguide, decomposed with 10 domains of 1m size, @100MHz.
The iterative convergence of the T-based preconditioner is further examined on a
general unstructured decomposition as the one shown in the inset of Fig. 4.4. This
computational example is also a plane-wave propagation in homogeneous media. The
computational domain is a cube, of electrical size H = λ/2, discretized to a level
of h = λ/33, truncated with 1st order ABCs and partitioned with 10 domains. In
Fig. 4.4 the convergence history of the method is shown to be rather problematic. In
fact the method stagnates at a relatively high residual approximately equal to 10−3.
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Figure 4.4. Convergence history of BiCGStab(1) solver on the FETI-2λ with the
T-based preconditioner for a 10 domain unstructured partitioning of a homogeneous
cube of size H = λ/2 and a discretized to h = λ/33 which corresponds to 215K
primal unknowns.
4.2 Locally Exact Algebraic Preconditioner
Although, the T-based preconditioner is very efficient and able to improve the
condition number of the FETI-2λ method, it is not effective on problems with high
discretization level and/or high number of domains. More importantly on challenging
industrial-grade problems it leads to convergence stagnation. That can be attributed
to the fact that the K part of the Schur complement matrix F,
K =
N∑
i=1
Ki =
N∑
i=1
BiA
−1
i Di (4.8)
which is responsible for much of the information transferring, since ||K|| > ||T||, is
completely ignored by the T-preconditiong. A deeper insight that can lead to a more
efficient preconditioning of F can be drawn by making a connection to the matrix
form of a second-kind integral equation such as the magnetic field integral equation
(MFIE). The discrete MFIE system is of the form
(
1
2
T−K)x = y, which is similar
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to (T−K)λ = f of (3.65), since K is related to the DtN map of the domains that
touch each skeleton interface. It is well known that an effective preconditiong for the
MFIE should involve the strong interactions in K, arising from the singular nature of
the DtN map (discrete Green’s function). Borrowing from this analogy, the proposed
preconditioning scheme uses carefully selected parts of the Ki matrices to construct
the LEAP preconditioner. These carefully selected parts of the K matrix correspond
to local (isolated) sub-topologies on the skeleton of the decomposition such as domain-
faces, -edges or -vertices. Application of such preconditioner therefore entails in
exactly solving, via direct solvers, these local FETI-2λ sub-problems independently
from each other. To achieve a high parallel scalability and computational efficiency
the application of the preconditioner is performed hierarchically. Local problems
associated with sub-topologies of the same dimensionality, e.g. domain-faces, are
applied in a additive fashion [5], whereas local problems associated with sub-topologies
of different dimensionality, e.g. domain-faces and domain-edges, are applied in a
multiplicative fashion [5]. Therefore if a decomposition has only domain-faces (e.g
1D decompositions) all the local domain-face subproblems are solved in parallel in
one level (stage) leading to LEAP1, as shown in Fig. 4.5. On decompositions that
involve domain-faces and domain-edges (2D decompositions), the preconditioner is
created and applied in two levels (stages). The first involves only the domain-faces,
as shown in Fig. 4.6(a), exactly like LEAP1, while the second involves solving the
domain-edge related sub-problems, as shown in Fig. 4.6(b). This two level scheme
is denoted by LEAP2. In general decompositions with domain-faces, domain-edges
and domain-vertices (3D decompositions), the hierarchy involves three levels, and this
preconditioner will be denoted by LEAP3. These three different stages are shown in
Fig. 4.7(a), (b) and (c) respectively.
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Sub-Problems
Figure 4.5. The local independent sub-problems that constitute the LEAP precon-
ditioner on one-way decomposition.
(a) (b)
Figure 4.6. The local independent sub-problems that form the LEAP2 precondi-
tioner on a 2D decomposition. (a) The domain-face related sub-problems that form
the initial LEAP2 level; (b) The domain-edge local problems that constitute the sec-
ond LEAP2 level.
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(a)
(b) (c)
Figure 4.7. The different levels of LEAP3 on a general 3D decomposition. (a) The
local and independent problems defined on the domain-faces that constitute the initial
level of LEAP3; (b) The local to domain-edges sub-problems that form the second
LEAP3 level; (c) The collection of local problems confined around a domain-vertex
that form the final level of LEAP3.
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4.2.1 LEAP1
This section is devoted to the description of the initial preconditioning level
(LEAP1) that is related with the solution of local independent domain-face prob-
lems. To facilitate the presentation, LEAP1 will be initially presented on a four
domain, 1D decomposition and then it will be generalized to N domains.
4.2.1.1 Formulation
Let us consider the computational domain of Fig. 2.2(b) with the simplest par-
titioning topology. This is a one-way decomposition of 4 domains that form three
domain-faces as shown in Fig. 4.8. The LM solution vector has been rearranged
12
21
23
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34
43
Figure 4.8. Generic 2D representation of a 3D model (cross sectional cut) with a
four domain one-way unstructured partitioning.
domain-face wise as λ = [λ12 λ21 λ23 λ32 λ34 λ43]
T , where the indexing scheme corre-
sponds to the interface numbering Iij introduced in Chapter 3.
Utilizing the restriction operators (4.2) and (4.3) the FETI-2λ linear system of
equations (3.65) is written in the form:
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
T12 Q12,21 K12,23 0 0 0
Q21,12 T21 0 0 0 0
0 0 T23 Q23,32 K23,34 0
0 K32,21 Q32,23 T32 0 0
0 0 0 0 T34 Q34,43
0 0 0 K43,32 Q43,34 T43


λ12
λ21
λ23
λ32
λ34
λ43
=

g12
g21
g23
g32
g34
g43
 . (4.9)
Each matrix-block at the diagonal represents an isolated domain-face problem and the
various Kij,mn matrices provide the coupling mechanism between different domain-
faces. The LEAP1 preconditioner is constructed by eliminating the coupling matrices
Kij,mn, leading to a domain-face wise block diagonal matrix. The preconditioner is
expressed as:
MLEAP 1 = M
F =

T12 Q12,21 0 0 0 0
Q21,12 T21 0 0 0 0
0 0 T23 Q23,32 0 0
0 0 Q32,23 T32 0 0
0 0 0 0 T34 Q34,43
0 0 0 0 Q43,34 T43
 (4.10)
In order to shorten the notation we define the domain-face matrices
MFij =
 Tij Qij,ji
Qji,ij Tji
 (4.11)
which allow the condensed representation of the preconditioner as
MLEAP 1 = M
F =
 MF12 0 00 MF23 0
0 0 MF34
 . (4.12)
At this point, the process of eliminating the Kij,mn matrices appears as an ad-hoc
decision. However, the rational behind it will become clear in an upcoming section.
4.2.1.2 Application of LEAP1
The matrices Qij and Qji are not the transpose of each other, because they involve
the DtN maps of different domains, namely the Zi and the Zj respectively. Therefore,
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a straightforward assembly of the preconditioner would involve the factorization of
the dense non-symmetric MFij . The efficiency of the operation could be improved
leveraging the sparsity of the Tij matrix that appears in the main diagonal of (4.11),
through the LDU factorization of the MFij .
Let a particular domain-face matrix
MFij =
 Tij Qij,ji
Qji,ij Tji
 , (4.13)
be written through the block LDU factorization,
MFij =
 I 0
Qji,ijT
−1
ij I

 Tij 0
0 Wij,ji

 I T−1ij Qij,ji
0 I
 , (4.14)
where
Wij,ji = Tji −Qji,ijT−1ij Qij,ji. (4.15)
The inverse of (4.15) is readily available as:
(MFij)
−1 =
 I −T−1ij Qij
0 I

 T−1ij 0
0 W−1ij,ji

 I 0
−Qji,ijT−1ij I
 . (4.16)
The practical implementation of the LEAP preconditioner requires the explicit as-
sembly and factorization of the non-symmetric dense Wij. However, the size of Wij
corresponds to the DoF count of a single triangulation involved in a domain-face,
and not the DoF count of the entire domain-face. In particular, on a decomposition
that involves non-matching interface grids, the triangulation with the minimum DoF
count be chosen in order to reduce the required computational resources. The storage
of matrices Qij,ji and Qji,ij is not necessary, because only matrix vector multiplica-
tions are performed with these matrices. This assembly process allows for significant
memory and time savings, compared to the direct factorization of MFij .
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4.2.1.3 General LEAP1 Representation
This section will generalize the formulation developed above into arbitrary 1D
decompositions with N domains. Let us define a restriction matrix RFij ∈ Nn
F
ij×nλ ,
where nFij is the DoF count residing on the triangulations of the domain-face Fij. The
restriction matrix isolates the LM variables residing on both adjacent triangulations,
as shown:
λFij = R
F
ijλ. (4.17)
Therefore the LEAP1 preconditioner of each domain-face reads as:
MFij = R
F
ijF
(
RFij
)T
, (4.18)
where F is the Schur-complement matrix of (3.66). The general representation of
LEAP1 takes the form:
(MF)−1 =
∑
ij
(
RFij
)T
(MFij)
−1RFij . (4.19)
Having the general representation formula of the preconditioner, let us examine
the computational complexity of the proposed scheme. The computational complexity
will be discussed on a one-way decomposed problem, where a single preconditioning
level is adequate.
Theorem 4 (LEAP1 Computational Complexity on One-Way Partitioned Problems).
For 1D (one-way) decompositions with well balanced domains, and assuming a scalable
global preconditioner exists (see next chapter), then the computational cost of FETI-
2λ with LEAP1 is O(n).
Proof. Consider a decomposition of a computational domain with n total unknowns,
into N domains of approximately constant size (n0 ≈ n/N unknowns per domain)
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Figure 4.9. One way decomposed problem with relatively constant domain size.
such as the one shown in Fig. 4.9. The unknown count per interface is also approxi-
mately constant and equal to nI ∝ n0 ∝ n/N .
The computational time of the FETI-2λ with LEAP1 is decomposed into
t(n) = tfact. + tz + tF + tit, (4.20)
assuming that the FETI-Z sub-structuring approach is adopted. Where tfact is the
factorization time of the sparse matrices of each domain, tz is the time for computing
the Z matrices at each interface, tF is the time to assemble (MF)−1, and tit the time
required during the iterative solution process.
Let us now examine the complexity of each component individually. The factor-
ization overhead of domains with constant size, ought to be constant. Therefore,
tfact. =
N∑
i=1
tfacti ≈
N∑
i=1
cft , (4.21)
where the constant cft is the time for factorizing one domain. The summation over
constants implies tfact. = O(N) = O(n).
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The required time to compute the Z matrices does not depend only on the size
of the domain but on the size of the domain boundary (Γi). Two different domain
groups with unequal domain boundaries are recognized in Fig. 4.9. The internal
domains which have two interfaces and the outer that have only one. Since the
Z matrices are dense, the computation for the internal domains will be four times
slower than that for the outer domains. However, the count of outer domains remains
constant with increasing domain count. Therefore on large decompositions, the time
overhead of the operation will be dominated from the internal domains and it will
scale linearly with the domain count. From this we conclude that tz = O(N) = O(n).
The time overhead of the LEAP1 preconditioner is constant for every domain-
face due to the assumption of approximately constant interface size. Moreover, the
domain-face count of the decomposition shown in Fig. 4.9 is N − 1. Therefore, it is
easy to see that the computation of LEAP1 scales linearly with the domain count as
well.
Finally, we arrive on the iterative solution process. The FETI-2λ matrix is highly
sparse, because only neighboring domains give rise to non-zero matrices. Therefore,
the required time to perform a matrix vector multiplication scales linearly with the
number of unknowns. Additionally, the numerical scalability assumption (constant
iteration count with increasing) directly implies a linearly scalable iterative solver.
Summarizing all individual components, it is concluded that the time requirements
of a scalable FETI-2λ augmented with LEAP1 scales linearly with respect to the
unknown count t(n) = O(n).
On the memory complexity of the numerical method, the same approach is fol-
lowed. The memory requirement is decomposed into three major parts as shown
m(n) = mz +mF +mit. (4.22)
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The three different components are respectively the storage of the Z matrices, the
memory overhead due to the local preconditioner and the memory requirements of
the iterative solver. The factorization does not involve additional storage because the
factors of each domain are immediately eliminated once the corresponding Z matrix
is computed.
Similar, to the time case, the same two different groups of domains are recognized
regarding the memory storage of the Z matrices. Namely, the inner domains and
the outer domains, with the first introducing four time bigger overheads. However,
the count of the outer domains remains constant with increasing domain count. This
implies that mz = O(N) = O(n).
On the local preconditioner, the memory requirement regarding each domain-face
is constant due to the constant interface size. Moreover, the domain-face count is
N − 1 which immediately implies that the local preconditioner scales linearly with
respect to the domain count and the number of unknowns.
Finally, the iterative solver that is used in this work (BiCGstab(1)) requires the
storage of a constant number of auxiliary vectors whose size is equal to the number
of unknowns, therefore mit = O(n).
From all the above, it is concluded that the memory requirements of the FETI-2λ
preconditioned with LEAP1 scale linearly with the unknown count.
It must be emphasized that this result is based on the assumption that the iter-
ations do not increase with domains, thus a scalable global preconditioner exist (see
Chapter 5 for MG-FETI) and it does not introduce significant time and memory over-
heads. This is true on decompositions of moderate size which are of interest in this
work. However, on large decompositions (N >> 1000) it is the global preconditioner
that will eventually determine the memory and time complexity of the solver.
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4.2.1.4 Why LEAP1 Works?
To gain deeper insighs on the inner workings of LEAP1, and to explain its effi-
ciency, it would be instructive to look at the matrix structures of the DtN map of
a domain. For that let us consider a one-way decomposed problem such as the one
shown in Fig. 4.10 and restrict our consideration on the coupling mechanisms that
involve the LM vector λ32 of interface I32. These coupling mechanisms are facilitated
by the matrices K43,32 and Q23,32 with their explicit form being given in (4.5) and
they involve the B, D, T and Z matrices described in Chapter 3.
The various B, D and T matrices are positive definite, mass matrices (w ·w) that
represent the basis transformation from the LM space to the primal space and vice
versa. In it known that T is symmetric positive definite matrix with bounded (well be-
haved) spectrum when diagonal scaled. In the previous chapter it was shown that they
satisfy the inf − sup condition and B and D have a well defined LBB (Lazodeskaya-
Babuska-Brezzi) constant. Therefore, they are bounded and their bound depends only
on the aspect ratio of the elements on the interface triangulation. The key interaction
is that introduced by the Zij,in matrices which represent the DtN map of the domains
(discrete Green’s function). In particular Q23,32 involves the Z32, while K43,32 the
Z34,32. Both of these matrices are sub-matrices of the DtN map of the domain Ω3,
which is shown in Fig. 4.10. This matrix has been obtained through 1st order FE and
it is shown in logarithmic scale. The matrix Z3 with interface partitioning is written
as:
Z3 =
 Z32 Z32,34
Z34,32 Z32
 . (4.23)
It is observed that the off-diagonal part of Z3 is three orders of magnitude smaller
than the main diagonal. This is attributed to the rank deficient nature of separated
interactions of Green’s function matrices because Zi represents the discrete Green’s
function of the domain. This argument justifies the elimination of the K43,32 from
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the preconditioner and implies that the corresponding approximation on the DtN
map that is in turn used for the preconditioner, is a very good one. In other words,
the resulting approximate matrix Z˜3 remains spectrally equivalent to the original
Z3, ||Z3 − Z˜3|| < 10−3. Therefore, it is able to capture the dominant (singular)
characteristics of the DtN map that is responsible for the reduced numerical scalability
and robustness of the FETI-2λ.
The same observations are drawn when the interfaces are separated by smaller
electrical distance are shown in Fig. 4.11, but as expected the coupling interactions
have become stronger, indicating that for electrically very small domains, LEAP1
may loose some of its efficiency.
4.2.1.5 Eigenspectra of FETI-2λ with LEAP
To demonstrate the effectiveness of the LEAP1 preconditioner on one-way de-
compositions with small count of domains, the eigenspectra of the T-preconditioned
FETI-2λ matrix with and without the LEAP1preconditioner is presented. The test
problem under consideration is a parallel plate waveguide terminated with PEC
boundaries from the top and bottom, with PMC boundaries on the left and right
sides and ABCs on front and back. The waveguide section is 5m long with 1m2
square cross-section. The problem is decomposed into 5 cubical domains and total
primal unknowns of 25K and 67K unknowns, corresponding to discretization sizes
of h = λ/12 and h = λ/18. Even, though the decomposition involves only flat inter-
faces the conclusions that are drawn here have been verified on problems with general
jagged interfaces.
Fig. 4.12(a) shows the eigenspectra of FETI-2λ discretized with 12 elements per
wavelength. Three distinct eigenvalue clusters loci are present which are the same as
the ones discerned in Section 4.1.2. Namely, a group that resides close to unity and
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Figure 4.10. A scaled logarithmic plot (log10), of the Z3 matrix that facilitates
the two coupling mechanisms of interface I32. The ||K43,32|| ∝ ||Z43,32|| and the
||Q32|| ∝ ||Z32|| when the electrical size of the domain Ω3 is H = λ/5.
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Figure 4.11. A scaled logarithmic plot (log10), of the Z3 matrix that facilitates
the two coupling mechanisms of interface I32. The ||K43,32|| ∝ ||Z43,32|| and the
||Q32|| ∝ ||Z32|| when the electrical size of the domain Ω3 is H = λ/10.
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corresponds to propagative electric field modes, and another two groups that reside
on the unit circle and correspond to evanescent electric field modes.
The comparison of the eigenspectra shown in Fig. 4.12(a) and Fig. 4.12(b) reveals
that the LEAP1 causes the immediate elimination of the problematic eigenvalues
of the second and third kind. The corresponding eigenmodes are preconditioned
out resulting in a large reduction in the condition number (κ(MTF) = 53.4 →
κ(MLEAP 1F) = 1.2). The condition number of FETI-2λ appears to increase in
Fig. 4.12(c) compared to that of Fig. 4.12(a) due to the decrease of the operational
frequency (f =100MHz→50MHz, kh=λ/12→λ/24). However the LEAP precondi-
tioner leads to a stable condition number as shown in Fig. 4.12(d), which suggests a
scalable solver with respect to frequency.
The same computational experiment is also conducted on a slightly finer mesh
(kh=λ/12→λ/18 @ f=100MHz) with the resulting eigenspectra shown in Fig. 4.13.
The condition number of the FETI-2λ with the T preconditioner is increased with
increasing discretization level as shown in Fig. 4.13(a), however the LEAP1 precondi-
tioner provides a constant condition number with respect to the discretization, shown
in Fig. 4.13(b). This indicates a numerically scalable algorithm with respect to the
discretization level.
The next computational experiment is used to test the scalability with respect to
the domain count. Here the domains are increased from N = 5 to N = 10, while
maintaining the same discretization level as Fig. 4.12. In the resulting eigenspectra,
shown in Fig. 4.14, the number of eigenvalues in the first eigenvalue group increases
as predicted by the formula nF × nmodes, where nF is the number of interfaces and
nmodes the number of prapagating modes on the waveguide. More importantly the
clustering of these eigenvalues is less confined. For this test example the increase in the
diameter of the cluster is quite small, but in problems with many domains the radius
of this cluster will become larger that 1, effectively making the system indefinite. This
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behavior is due to the lack of a global preconditioner and provides the motivation for
the development of the proposed global accelerator in Chapter 5. As a side-note, the
increase in the radius of the locus of this eigenvalue group is related to the dispersion
error of all PDE based methods, and as expected it increases with the electrical size
(domain size or number). A possible way to decrease this radius is to increase the
discretization as shown in Fig. 4.14(a) and Fig. 4.14(c). The problematic eigenvalues
of the second and third kind after the application of LEAP1 are perfectly clustered
around one as shown in Fig. 4.14(b).
4.2.2 LEAP2
This section will extend the idea of LEAP1 into 2D decompositions. These are par-
titioning topologies that appear when three or more domains intersect on a domain-
edge. The resulting preconditioner is termed LEAP2 and it is comprised on the MF
described in the previous section, and the ME that is related to domain-edges.
4.2.2.1 Formulation
Again to ease the presentation let us consider the simplest possible 2D decompo-
sition of the model problem as shown in Fig. 4.15. The computational domain has
been decomposed into four domains and involves two domain-edges, E123 and E234.
Again, the LM solution vector of Fig. 4.15 is rearranged domain-face wise as shown
λ = [λ12 λ21 λ13 λ31 λ23 λ32 λ24 λ42 λ34 λ43 ]
T , with the indexing scheme correspond-
ing to the interface numbering Iij.
Moreover, we recall the restriction operators Reij ∈ Nn
e
ij×ni and Rij ∈ Nnλij×nλ .
Reij ∈ Nn
e
ij×ni maps the vector of primal DoFs defined at the partition boundary Γi
to the DoFs assigned at Iij. While the Rij ∈ Nnλij×nλ maps the LM solution vector
defined on the skeleton to the DoFs assigned at interface Iij. The FETI-2λ matrix
that arises from the decomposed computational problem of Fig. 4.15 reads as:
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Figure 4.12. Eigenspectra of FETI-2λ method with and without the LEAP pre-
conditioner on one-way partitioned, parallel plate waveguide. The problem is decom-
posed with 5 cubic domains of 1m size and discretized with 25K primal unknowns. (a)
FETI-2λ @ 100MHz; (b) FETI-2λ with LEAP @ 100MHz; (c) FETI-2λ @ 50MHz;
and (d) FETI-2λ with LEAP @ 50MHz.
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Figure 4.13. Eigenspectra of FETI-2λ method with and without the LEAP pre-
conditioner on one-way partitioned, parallel plate waveguide. The problem is decom-
posed with 5 cubic domains of 1m size and discretized with 67K primal unknowns. (a)
FETI-2λ @ 100MHz; (b) FETI-2λ with LEAP @ 100MHz; (c) FETI-2λ @ 50MHz;
and (d) FETI-2λ with LEAP @ 50MHz.
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Figure 4.14. Eigenspectra of FETI-2λ method with and without the LEAP precon-
ditioner on one-way partitioned, parallel plate waveguide. The problem is decomposed
with 10 cubic domains of 1m size and discretized with 50K primal unknowns. (a)
FETI-2λ @ 100MHz; (b) FETI-2λ with LEAP @ 100MHz; (c) FETI-2λ @ 50MHz;
and (d) FETI-2λ with LEAP @ 50MHz.
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Figure 4.15. 2D cross sectional cut of a 3D model decomposed with four domains
in an unstructured, 2D partitioning topology. The partitioning gives rise to two
domain-edges.

T12 Q12,21 0 0 K12,23 0 K12,24 0 0 0
Q21,12 T21 K21,13 0 0 0 0 0 0 0
0 0 T13 Q13,31 0 K13,32 0 0 K13,34 0
K31,12 0 Q31,13 T31 0 0 0 0 0 0
0 0 0 K23,31 T23 Q23,32 0 0 K23,34 0
0 K32,21 0 0 Q32,23 T32 K32,24 0 0 0
0 0 0 0 0 0 T24 Q24,42 0 K24,43
0 K42,21 0 0 K42,23 0 Q42,24 T42 0 0
0 0 0 0 0 0 0 K34,42 T34 Q34,43
0 0 0 K43,31 0 K43,32 0 0 Q43,34 T43


λ12
λ21
λ13
λ31
λ23
λ32
λ24
λ42
λ34
λ43

=

g12
g21
g13
g31
g23
g32
g24
g42
g34
g43

(4.24)
The naming and numbering convention remains the same as LEAP1, and the arrange-
ment of the Lagrange multiplier unknows is with respect to the domain-faces.
The block-diagonal portion of the previous matrix corresponds to the single level
LEAP1 preconditioner. The various Kij,mn matrices facilitate the coupling between
different domain-face problems. The LEAP1 preconditioner would be adequate to pre-
condition this matrix, if the coupling between any two domain-faces, was not strong,
but as it will become clear in an upcoming section the singular and nearly singular
nature of the DtN operator around the domain edge, introduces large entries in var-
ious Kij,mn matrices. Therefore eliminating these Kij,mns would dim this approach
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ineffective. If these Kij,mns are included in the preconditinoner its efficiency would be
reduced dramatically because the problems solved by LEAP are not anymore local,
since these terms couple all the domains together. That would defeat the purpose
of developing the preconditioner. To alleviate this problem only the strong interac-
tions of the “corner” related Kij,jns will be considered in forming the preconditioner.
It turns out that these are interactions that involve Lagrange multipliers that tare
confined in local regions around the domain edge. The imporant by-product of this
observation is that if we define local problems around the edges these problems will
cupture much of the underling physics, and will be independent from other domain
edge problems. To formalize this concept, a cylinder centered around each domain
edge with radius rE (LEAP2 buffer), is used as a “cut-off” distribution. As shown
in Fig. 4.16, every LM whose DoF mesh topological entity is inside this cylinder will
be considered in the local problem. This approach essentially decouples the domain-
edge problems, and allows for the construction of a block-diagonal preconditioner.
The subset of λs that is associated with a particular domain-edge is denoted by λ{in}
where the indices correspond to the indices of the domains that are incident to the
particular domain-edge. The rational of this choice will become clear on an upcoming
section, where the properties of the DtN map of a domain incident to a domain-edge
will be considered.
Let us now introduce a restriction matrix for every domain-edge which isolates
the LMs that are sufficiently close to a domain-edge,
RE{in}({in}) =
 1, |ri − rin| < t
E ,
0, otherwise.
(4.25)
where ri is the center of the i
th mesh edge or the ith mesh triangle and r{in} is the
center of the domain-edge E{in} (defined through the domains with index i1, i2 etc).
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Figure 4.16. 2D cross sectional cut of a 3D model decomposed with four domains
that involves two domain-edges employed with the corresponding buffers.
On the specific example shown in Fig. 4.15 the restriction matrices are the RE123 and
RE234.
The domain-edge wise rearrangement of the LM solution vector leads to the fol-
lowing matrix form for the LEAP2 preconditioner:
ME =
 ME123 0
0 ME234
 . (4.26)
The preconditioner is block diagonal, thus it can be efficiently and in parallel as-
sembled, factorized and applied. The matrix parts of the preconditioner related to
different domain-edge problems are created through
ME123 = R
E
123F
(
RE123
)T
, (4.27)
and
ME234 = R
E
234F
(
RE234
)T
. (4.28)
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4.2.2.2 Application of LEAP2
The proposed preconditioner consists of two independent preconditioning stages,
the application of (MF)−1 and (ME)−1, which are related to domain-face and domain-
edge problems respectively. Two different approaches are available for the application
of a multi-stage preconditioner, the additive and the multiplicative. Their difference is
that for the multiplicative case, the residual vector is updated even between different
levels, much like a Gauss-Seidel versus Jacobi iteration. This results in more effective
preconditioning strategies but with reduced parallel scalability. On the other hand
additive schemes are known to result in unreliable iterative convergence. In this
work, a multiplicative preconditioning strategy between the two levels of LEAP2 will
be preferred, within each level the ME and MF , can be constructed and applied in
parallel.
The application of the LEAP2 preconditioner is summarized to
u ← (MF)−1r, (4.29)
u ← u + (ME)−1 (r− Fu) . (4.30)
Where u is the search vector of a Krylov solver e.g. BiCGStab(1). In closed matrix
form the preconditioner is expressed as
M−1LEAP 2 = (M
F)−1 + (ME)−1 − (ME)−1F(MF)−1. (4.31)
4.2.2.3 General LEAP2 Representation
This section will generalize the formulation developed above into arbitrary 2D
decompositions with N domains. Before proceeding with the general representation
of the LEAP2 preconditioner, let us introduce a notation that will ease the burden
of the large indexing required to denote the different domain-edge related quantities.
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Consider a particular topological quantity T e.g. E or V then we define the set of
numbers
{in} = {in| ∩ Ωin = T } . (4.32)
Let us generalize now, the restriction matrix that was introduced on the specific
2D decomposition with 4 domains to an arbitrary 2D decomposition, that is RE{in} ∈
Nn
E
{in}×nλ , where nE{in} is the LM DoF count residing in the LEAP
2 buffer of domain-
edge E{in}.
Therefore the domain-edge sub-problems are defined as
ME{in} = R
E
{in}F
(
RE{in}
)T
, (4.33)
where F is the Schur-complement matrix of (3.66). Therefore, the general form of
the second level preconditioner is as shown:
(ME)−1 =
∑
{in}
(
RE{in}
)T
(ME{in})
−1RE{in}. (4.34)
Finally we arrive to the complete LEAP2 preconditioner that is
M−1LEAP 2 = (M
E)−1 + (MF)−1 − (ME)−1F (MF)−1. (4.35)
Having the general representation formula of the LEAP2 preconditioner, let us
examine the computational complexity of the proposed scheme.
Theorem 5 (LEAP2 Computational Complexity on 2D Partitioned Problems). For
2D decompositions with well balanced domains, and assuming a scalable global precon-
ditioner exist (see next chapter), then the computational cost of FETI-2λ with LEAP2
is O(n).
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Proof. Consider a decomposition of a computational domain with n total unknowns,
into N domains of approximately constant size (n0 ≈ n/N unknowns per domain)
such as the one shown in Fig. 4.17. The unknown count per interface is also approx-
imately constant and equal to nI ∝ n0 ∝ n/N .
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Figure 4.17. 2D decomposed problem with relatively constant domain size.
The computational time of the FETI-2λ with LEAP2 is decomposed into
t(n) = tfact. + tz + tF + tE + tit, (4.36)
where tfact is the factorization time of the sparse matrices of each domain, tz is
the time for computing the Z matrices at each interface, tF is the time to assemble
(MF)−1, tE is the time to assemble (ME)−1 and tit the time required during the
iterative solution process.
Let us now examine the complexity of each component individually. The factor-
ization time is constant for each domain, due to the approximately constant unknown
count per domain. Therefore it scales linearly with the domain count and the un-
known count.
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On the other hand, the time requirement of the Z matrices is not the same in all
domains. Three domain groups could be recognized in the decomposition of Fig. 4.17.
The domains at the corner of the decomposition, those at the decomposition edges
and the inner domains. All these domain groups have boundaries (Γ) of different sizes,
thus the time required to compute the associated Z matrices is different on each one.
In particular, the Z matrix computation for the edge domains is 9
4
times slower than
that of the corner domains, while for the inner domains this computation is 4 times
slower. However, the count of the corner domains remains constant with respect to
the domain count, the count of the edge domains increases as ∝ N 12 and that of the
inner domains increases linearly. Therefore, the overall time requirement for the Z
computation will be dominated by the inner domains on large decompositions and
will increase linearly with respect to the problem size.
Regarding the preconditioning overhead, the domain-face related problems are of
constant size due to constant interface sizes. Moreover, their count increases linearly
with respect to the domain count. Same hold on domain-edge sub-problems, where the
assumption on a constant LEAP2 buffer implies constant domain-edge sub-problems.
From that we conclude that the time requirement of both preconditioning levels scales
linearly with respect to the domain count and the unknown count.
On the iterative solution, the sparsity of the FETI-2λ matrix and the numerical
scalability of the solver imply linear complexity with respect to the problem size.
Summarizing all individual parts , the FETI-2λ method augmented with LEAP2
ought to scale linearly with the problem size, under the assumption of a well balanced
decomposition and a numerical scalable solver.
On the memory requirements, the same ideas are directly extended. The memory
footprint of the method is decomposed into
m(n) = mz +mF +mE +mit, (4.37)
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where mzi is the memory required to store the Z matrices, m
F and mE are the memory
overheads of the different preconditioning levels and mit is the memory requirements
of the iterative solver. Once again, the factorization of the domains does not introduce
additional storage requirements, because the factors are immediately eliminated once
the Z matrices are computed.
On the Z matrix computation, the same domain groups as in the time case are
observed. The inner domains introduce the larger memory overhead and their count
increases linearly with the domain count Therefore, their storage requirement ought
to scale linearly on large decompositions. The constant domain-face and domain-edge
sizes imply a linearly scalable, in memory, preconditioner. While the employment of
an iterative solver that requires a constant number of auxiliary vectors implies a
linearly scalable iterative solution process.
To conclude, the memory footprint of the FETI-2λ augmented with LEAP2 scales
linearly with respect to the domain count and thus to the unknown count.
4.2.2.4 Why LEAP2 Works?
Before getting to answer the question of the title, let us first answer the question
“why LEAP1 would not work” for 2D decompositions. To answer this let us consider
the domain Ω1 as shown in Fig. 4.18. The two coupling mechanisms which involve
the LM variables residing on the interface I12, are provided from the Q21,12 ∝ Z12
and the K31,12 ∝ Z13,12 matrices (once again we ignore the positive definite coupling
matrices B, T and D).
Both Z12 and Z13,12 are sub-matrices of the DtN map of Ω1
Z1 =
 Z12 Z12,13
Z13,12 Z13
 . (4.38)
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Following the LEAP1 approach the sub-matrix K31,12 would be eliminated implying
an approximation of the DtN map to its block diagonal part as
Z˜1 =
 Z12 0
0 Z13
 . (4.39)
However, as shown in Fig. 4.18, the off-diagonal part of the DtN map involves singular
and nearly singular interactions, between primal DoFs that reside at the domain-
edge or close to the wedge tip formed by the interfaces I12 and I13. Therefore, the
approximated DtN map is not spectrally equivalent to the original, Z1.
On the other hand, the LEAP2 preconditioner works around this problem into two
stages. On the first stage the initial preconditioning level (same as LEAP1) accounts
for the singular interactions due to the block diagonal of the DtN. While the second
stage considers local to domain-edge problems, which involve a DtN map sub-matrix
that involves primal DoFs residing close to a domain corner. The situation is depicted
in Fig. 4.18 where a black square is enclosing the part of the DtN map that is not
eliminated during the second stage preconditioning. The hierarchical application of
the two different preconditioning levels preconditions out all these strong interactions
of the DtN map.
4.2.2.5 Eigenspectra of FETI-2λ with LEAP2
To demonstrate the effectiveness of the LEAP2 on 2D decompositions with small
domain count, the eigenspectra of the FETI-2λ method with the T-based precondi-
tioner, the LEAP1 and the LEAP2 is considered. The test problem is a parallel plate
waveguide that consists of cubic domains similar to those involved in Section 4.2.1.5.
However, a 2D rather than a 1D decomposition is considered. In particular, the
waveguide consists of 9 domains arranged in a 3 × 3 topology. The problem is dis-
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Figure 4.18. A scaled logarithmic plot (log10), of the Z1 matrix that facilitates
the two coupling mechanisms of interface I12. The ||K31,12|| ∝ ||Z13,12|| and the
||Q21,12|| ∝ ||Z12,21|| when the interfaces form an angle of 90◦.
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cretized to a level of h = λ/24, @ 50MHz which corresponds to 46K, 2nd order primal
unknowns. The front and back sides are truncated with 1st order ABCs.
In Fig. 4.19(a) the eigenspectra of the FETI-2λ method is shown. The eigen-
value distribution is similar with those involved in one-way decompositions shown in
Fig. 4.12. A large group of eigenvalues is observed that lie on a unit circle centered at
one, and its anti-symmetric group with one-to-one eigenvalue correspondence. These
eigenvalues correspond to evanescent electric field modes. Moreover, a distinct num-
ber of scattered eigenvalues within the unit circle are present that correspond to
smooth and slowly varying eigenmodes.
The LEAP1 preconditioner, as shown in Fig. 4.19(b) is able to eliminate most of
the problematic eigenvalues reducing significantly the condition number. However,
a group of eigenvalues remains particularly close to the origin. The corresponding
eigenmodes for these are confined on the proximity of the domain-edges. It is the mul-
tiplicative incorporation of the domain-edge related local preconditioner that makes
LEAP2 effective for this type of decompositions, as shown in Fig. 4.19(c). LEAP2 is
able to provide a condition number that is reduced by three orders of magnitude.
4.2.3 LEAP3
The rationale of developing a preconditioning level through the exact solution
of local independent problems defined around sub-structuring topological entities, is
further extended on decompositions that involve domain-vertices. These are points
where two or more domain-edges collide. Domain-vertices introduce nearly singular
interactions that cannot be preconditioned out through LEAP1 and LEAP2. To cure
the problem, local sub-problems around domain-vertices are constructed through the
utilization of spheres with radius rV , centered on each domain-vertex. The LM DoFs
residing in each sphere form a local to domain-vertex problem.
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Figure 4.19. Eigenspectra of FETI, FETI LEAP and FETI LEAP2 on a 2D parti-
tioned, parallel plate waveguide. The problem is decomposed with 9 cubic domains of
1m size and discretized with 46K unknowns, the eigenspectra corresponds to 50MHz.
The eigenspectra of (a) FETI; (b) FETI LEAP; and (c) FETI LEAP2.
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4.2.3.1 General LEAP3 Representation
This section will provide a general representation of the LEAP3 on arbitrary 3D de-
compositions with N domains. Let us define the restriction matrix RV{in} ∈ N
nV{in}×nλ ,
where nV{in} is the LM DoF count residing in the buffer of domain-vertex V{in}.
The sub-problems associated with the domain-vertices are defined as
MV{in} = R
V
{in}F
(
RV{in}
)T
, (4.40)
where F is the Schur-complement matrix of (3.66). Therefore, the general third level
preconditioner is expressed as:
(MV)−1 =
∑
{in}
(
RV{in}
)T
(MV{in})
−1RV{in}. (4.41)
Having the general representation formula of the LEAP2 preconditioner, let us ex-
amine the computational complexity of the proposed scheme. The computational
complexity will be discussed on a 3D decomposed problem, where three LEAP levels
are required.
The computational complexity of the LEAP3 preconditioning scheme is estab-
lished through the following theorem.
Theorem 6 (LEAP3 Computational Complexity on 3D Decomposed Problems). For
3D decompositions with well balanced domains, and assuming a scalable global precon-
ditioner exist (see next chapter), then the computational cost of FETI-2λ with LEAP3
is O(n).
Proof. Consider a decomposition of a computational domain with n total unknowns,
into N domains of approximately constant size (n0 ≈ n/N unknowns per domain).
The unknown count per interface is also approximately constant and equal to nI ∝
n0 ∝ n/N .
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The computational time of the FETI-2λ method with LEAP3 is decomposed to
t(n) = tfact. + tz + tF + tE + tV + tit. (4.42)
Similar to the 1D and 2D decompositions the domain factorization, and the precon-
ditioners impose a computational burden that scales linearly with the problem size.
The difference arising in this decomposition topology is the existence of four differ-
ent domain groups, each of which imposes different computational overhead due to
the Z matrix computation. Namely, these domain groups are the ones on the de-
composition corner, the decomposition edge, the decomposition face and the internal
domains. The largest computational burden is introduced from the internal domains,
which have the largest boundary and their count scales linearly with the domain
count.
These internal domains are the reason for the sub-optimal numerical performance
of the FETI-Z sub-structuring approach on 3D partitioning topologies. However,
since the count of the internal domains increases linearly with the domain count,
the Z matrix computation will scale linearly with the problem size. Therefore, the
FETI-2λ method with the LEAP3 augmentation will scale linearly with respect to
the problem size.
4.2.3.2 Application of LEAP3
The proposed preconditioner consists of three independent preconditioning stages
the (MF)−1, the (ME)−1 and the (MV)−1 which are related to domain-faces, domain-
edges and domain-vertices respectively. Similar to the LEAP2 preconditioner a multi-
level scheme is employed in order to apply the LEAP3 preconditioner. The domain-
vertex sub-problems are introduced as an additional preconditioning level to LEAP2.
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Therefore, the application of the LEAP3 is summarized to
u ← (MF)−1ri, (4.43)
u ← u + (ME)−1 (r− Fu) , (4.44)
u ← u + (MV)−1 (r− Fu) . (4.45)
Where u is the search vector of a Krylov solver .e.g BiCGStab(1). In closed matrix
form the preconditioner is expressed as
M−11 = (M
F)−1 (4.46)
M−12 = (M
E)−1 + M−11 − (ME)−1F M−11 , (4.47)
M−13 = (M
V)−1 + M−12 − (MV)−1F M−12 . (4.48)
4.2.3.3 Eigenspectra of FETI-2λ with LEAP3
In this section we address the effect of the proposed local preconditioning scheme
on the most general partitioning topology, the 3D decomposition paradigm. As in
Section 4.2.2.5 we consider cubic domains with 1m size discretized with h = λ/24 at
50MHz. The computational domain is decomposed with 8 domains (2× 2× 2) in a
3D partitioning topology. The problem has been decomposed with conforming and
planar interfaces, however the conclusions that will be drawn have also been verified
on more general decompositions that include unstructured interfaces or non-matching
interface triangulations.
The eigenspectra of the FETI-2λ method shown in Fig. 4.20(a) falls into the
same structure as of Fig. 4.19(a), with the observations regarding the different local
preconditioning components being very similar to the 2D decomposition case. The
initial level of the preconditioner is able to precondition out most of the problematic
eigenvalues, as shown in Fig. 4.20(b), but not those with eigenmodes confined around
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domain-edges. The second LEAP level preconditions out the majority of the remain-
ing eigenvalues improving significantly the condition number of the FETI-2λ matrix,
see Fig. 4.20(b). However, a group of eigenvalues still remains particularly close to the
origin, as shown Fig. 4.20(c). In this case, the corresponding eigenmodes are confined
close to the domain-vertices. These modes are preconditioned out through the local
solution of the domain-vertex problems resulting in a condition number reduction of
2 orders of magnitude, Fig. 4.20(d).
4.3 Numerical Experiments
In this section we will study the FETI-2λ with the proposed local preconditioner
on various simple numerical examples. The study will be restricted on relatively
small decompositions, where the existence of a global preconditioning scheme is not
of vital importance. The focus of this study will be on the improvement of the
iterative convergence rate due to the proposed local preconditioning scheme as well
as the numerical scalability of the proposed method with respect to the discretization
level. The FETI-2λ method, accelerated with the T-based preconditioner is simply
represented with FETI, and when accelerated with the LEAPp preconditioner, it is
represented with FETI LEAPp. The buffers of all the LEAPp preconditioning levels
are the minimum possible, usually < 10% of the entire interface.
The non-symmetric FETI linear systems are solved with BiCGStab(1) method
which requires 2 matrix vector products per iteration and the storage of 5 additional
vectors during the solution process. However, in all examples the matrix vector
product count has been recorded in order to ease the comparison with the conjugate
gradient (CG) method, suitable for symmetric positive definite matrices. Throughout
this work, the term iterations will immediately denote matrix vector products, unless
it is explicitly specified otherwise. CG is used in the multigrid FEM (MG-FEM)
method [15], which serves as a benchmark to the FETI methods. The iterative
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Figure 4.20. Eigenspectra of FETI, FETI LEAP, FETI LEAP2 and FETI LEAP3
on a 3D partitioned, parallel plate waveguide. The problem is decomposed with 8
cubic domains of 1m size and discretized with 43K unknowns. The eigenspectra @
50MHz of (a) FETI; (b) FETI LEAP; (c) FETI LEAP2; and (d) FETI LEAP3.
135
convergence criteria is defined through:
 =
||M−1 (Ax− b) ||∞
||M−1b||∞ . (4.49)
Double precision arithmetics are used in all operations throughout this work. The in-
finite space of open problems is truncated through 1st order ABC while the waveguide
ports are always terminated with perfectly matched layers (PML). Finally all reported
computational statistics are obtained using a homemade cluster of 10 MacPros with
two 2.8GHz Intel R© Xeon quad-core processors and 32GB of RAM that are connected
through a gigabit ethernet network.
4.3.1 Plane Wave Propagation in Homogeneous Media
In this section the numerical scalability of the proposed method with respect to
discretization will be examined through a simple numerical example, this is a plane
wave propagation in homogeneous media. The computational domain is a parallel
plate waveguide truncated appropriately with PEC and PMC boundaries, while the
open sides are truncated with 1st order ABC. Three different decomposition topologies
are considered as shown in Fig. 4.21:
1. a one-way decomposition that consists of 10 domains,
2. a 2D decomposition with 16 (4× 4) domains,
3. and a 3D decomposition that involves 27 (3× 3× 3) domains.
All domains are cubes of size H = λ/3 and they are progressively discretized with
h = λ/8, h = λ/16, h = λ/30 and h = λ/50. Moreover, problems that involve non-
conforming interface grids are also considered (Fig. 4.21(d) shows an interface sample
mesh of a non-conforming interface).
The computational statistics of the one-way decomposed problem for the FETI
and FETI LEAP are provided in Table 4.1. The memory overhead due to the
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(a) (b)
(c) (d)
Figure 4.21. The partitioning topologies that are widely adopted, namely (a) the
one-way, (b) the 2D; and (c) the 3D decomposition topology. (d) An interface trian-
gulation sample of a non-conforming decomposition.
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LEAP preconditioner is approximately 50% on all different discretization levels. In
Fig. 4.22(a), the numerical scalability with respect to the discretization, of the FETI
method with and without the LEAP preconditioner is shown. The FETI method is
not scalable with respect to discretization, however the LEAP preconditioner is able
to provide a numerically scalable method. Moreover, Fig. 4.22(b) shows that the pro-
posed method has the same numerical scalability properties on decompositions with
conforming and non-conforming interface discretization. The conclusions drawn in
the 1D decomposition problem, directly propagate to 2D and 3D decompositions as
shown in Fig. 4.23 and Fig. 4.24. The computational statistics on these decomposi-
tion topologies are provided in Table 4.2 and Table 4.3. It is shown that the memory
overhead of the LEAP2 preconditioner on the 2D decomposition is 45%, while the
memory overhead of LEAP3 on the 3D decomposition is 38%.
Plane Wave Propagation in Homogeneous Media, One-Way Decomposition with 10 Domains
h Method
# Unknowns Setup Time Iterations Solution Time Peak Memory
Millions (hh:mm:sec) ( = 10−4) (hh:mm:sec) Usage (MB)
λ/8
FETI 0.02 00:00:01 45 00:00:01 1.6
FETI LEAP 0.02 00:00:01 19 00:00:01 2.5
λ/16
FETI 0.13 00:00:17 35 00:00:02 27
FETI LEAP 0.13 00:00:19 25 00:00:02 41
λ/30
FETI 1.02 00:13:20 45 00:00:23 425
FETI LEAP 1.02 00:14:06 32 00:00:32 650
λ/50
FETI 2.9 01:58:55 52 00:01:27 1700
FETI LEAP 2.9 02:02:12 26 00:01:25 2600
Table 4.1. The computational statistics of FETI & FETI LEAP on a 10 domain
one-way partitioned, plane wave propagation problem with progressively increased
discretization level.
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Figure 4.22. The numerical scalability with respect to the discretization of FETI
& FETI LEAP on a plane wave propagation in homogeneous media problem. The
model is decomposed with 10 domains in one-way layout. (a) The scalability of FETI
& FETI LEAP on a conforming decomposition; and (b) a scalability comparison of
LEAP for conforming and non-conforming decomposition.
Plane Wave Propagation in Homogeneous Media, 2D Decomposition with 16 Domains
h Method
# Unknowns Setup Time Iterations Solution Time Peak Memory
Millions (hh:mm:sec) ( = 10−4) (hh:mm:sec) Usage (MB)
λ/8
FETI 0.03 00:00:02 127 00:00:05 7
FETI LEAP2 0.03 00:00:02 12 00:00:01 15
λ/16
FETI 0.22 00:00:47 192 00:00:39 114
FETI LEAP2 0.22 00:00:49 11 00:00:04 175
λ/30
FETI 1.67 00:41:02 245 00:07:54 1,863
FETI LEAP2 1.67 00:42:36 12 00:00:57 2,684
λ/50
FETI 4.69 05:37:02 510 00:57:06 7,451
FETI LEAP2 4.69 a00:59:58 11 a00:00:39 10,698
a distributed over 10 CPUs, with poor load balancing.
Table 4.2. The computational statistics of FETI & FETI LEAP2 on a plane wave
propagation problem with progressively increased discretization level, that is decom-
posed with 16 domains in a 2D topology.
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Figure 4.23. The numerical scalability with respect to the discretization of FETI,
FETI-DP & FETI LEAP2 on a plane wave propagation in homogeneous media prob-
lem. The model is decomposed with 16 domains in 2D layout. (a) The scalability
of FETI, FETI-DP & FETI LEAP2 on a conforming decomposition; and (b) the
scalability of FETI LEAP2 on non-conforming decomposition.
Plane Wave Propagation in Homogeneous Media, 3D Decomposition with 27 Domains
h Method
# Unknowns Setup Time Iterations Solution Time Peak Memory
Millions (hh:mm:sec) ( = 10−4) (hh:mm:sec) Usage (MB)
λ/8
FETI 0.06 00:00:04 324 00:00:32 23
FETI LEAP3 0.06 00:00:04 17 00:00:04 52
λ/16
FETI 0.39 00:01:59 275 00:02:34 355
FETI LEAP3 0.39 00:02:11 20 00:00:31 539
λ/30
FETI 2.9 01:45:03 275 00:51:03 5,654
FETI LEAP3 2.9 01:54:16 16 00:05:15 7,827
λ/50
FETI 8.08 a02:45:03 251 a00:27:32 22,617
FETI LEAP3 8.08 a02:55:44 10 a00:02:08 31,314
a distributed over 10 CPUs, with poor load balancing.
Table 4.3. The computational statistics of FETI & FETI LEAP3 on a plane wave
propagation problem with progressively increased discretization level, that is decom-
posed with 27 domains in a 3D topology.
140
105 106 107
200
400
600
800
1000
1200
1400
1600
λ/30λ/16λ/8(h) λ/50
FETI
FETI LEAP 3
FETI-DP
−7h = var., Freq, H = const., BiCGStab(1), tol. = 10
N
105 106 107
10
20
30
40
50
60
70
80
90
100
H = const., BiCGStab(1), tol. = 10−7
N
# M
atr
ix 
Ve
cto
r M
ult
.
Conforming
Non−Conforming
λ/30λ/16λ/8(h) λ/50
(a) (b)
Figure 4.24. The numerical scalability with respect to the discretization of FETI,
FETI-DP & FETI LEAP3 on a plane wave propagation in homogeneous media prob-
lem. The model is decomposed with 27 domains in 3D layout. (a) The scalability
of FETI, FETI-DP & FETI LEAP3 on a conforming decomposition; and (b) the
scalability of FETI LEAP3 on non-conforming decomposition.
4.3.2 Dielectric Scattering
In this section, the proposed method is further tested on problems that involve
inhomogeneous material distributions. The first problem of interest is a scattering by
dielectric cubic cylinder. The problem is truncated with PEC boundary conditions
from the top and bottom, forming a parallel plate waveguide, while the sides of the
computational domain are truncated with 1st order ABC. The geometry of the prob-
lem is shown in Fig. 4.25(a). The computational domain is decomposed with two
different approaches. In the first approach the computational model is decomposed
before the meshing process is applied. This approach leads to structured decomposi-
tions with flat interfaces as shown in Fig. 4.25(b), however it reduces the robustness
of the meshing schemes. In the second approach, the computational domain is dis-
cretized first and the partitioning is done on the mesh. This approach does not
challenge the robustness of the meshers but it leads to decompositions with jagged
interfaces, as shown in Fig. 4.25(c). This second approach is usually referred to as
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the unstructured decomposition. The computational statistics of the FETI and FETI
LEAP2 methods for both the structured and unstructured partitioning are shown in
Table 4.4. It is evident that the unstructured partitioning increases the DoF counts
on the interfaces of a given decomposition leading to reduced memory efficiency. The
convergence history of the FETI, FETI-DP and FETI LEAP2 methods are shown in
Fig. 4.25(d) for the structured decomposition and Fig. 4.25(e) for the unstructured.
It is shown that the proposed preconditioner is equally effective on both of these
partitioning approaches.
Scattering by Qubic Dielectric Cylinder, 2D decomposition with 25 domains
Partitioning
Method
# Primals # Duals Setup Time Iterations Solution Time Peak Memory
Approach [K] [K] (mm:sec) ( = 10−4) (mm:sec) Usage (MB)
Structured
FETI 900 38 08:05 478 05:19 811
FETI LEAP2 900 38 08:54 14 00:26 1383
Unstruct.
FETI 946 73 20:28 668 20:11 2425
FETI LEAP2 946 73 24:42 16 01:37 4343
Table 4.4. The computational statistics of a dielectric cube scattering problem with
structured and unstructured 2D decomposition.
Next, the computational experiment is further extended to 3D partitioning topolo-
gies. In this case a dielectric cube with relative permittivity r = 7 is considered in
the middle of a vacuum box truncated with 1st order ABC on all sides. A cut of
the geometry of the problem is shown in Fig. 4.26(a). The problem has been decom-
posed in a structured and unstructured fashion with the corresponding computational
statistics given in Table 4.5. Exploded views of the different partitionings are shown
in Fig. 4.26(b) and (c). The convergence history of the FETI LEAP3 method is
shown in Fig. 4.26(d) and (e) for the structured and unstructured decompositions
respectively with the FETI LEAP3 being equally effective on both cases.
The robustness of the proposed method is further challenged on a decomposition
that involves multiple domains incident on a domain-edge. In order to construct
this experiment a dielectric cylinder with r = 12 in a parallel plate waveguide is
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Figure 4.25. Scattering by cubic dielectric cylinder (r = 7), with 2D structured and
unstructured partitioning of 25 domains. (a) The detailed geometry of the problem,
with the partitioning topology; (b) the mesh of the structured decomposition; (c) the
unstructured mesh partitioning; (d) the convergence history of FETI, FETI-DP &
FETI LEAP2 on the structured decomposition; and (e) the corresponding convergence
history on the unstructured decomposition.
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Figure 4.26. Scattering by dielectric cube (r = 7), with 3D structured and un-
structured partitioning of 27 domains. (a) The detailed geometry of the problem,
with the partitioning topology; (b) the mesh of the structured decomposition; (c) the
unstructured mesh partitioning; (d) the convergence history of FETI, FETI-DP &
FETI LEAP3 on the structured decomposition; and (e) the corresponding convergence
history on the unstructured decomposition.
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Scattering by Dielectric Cube, 3D decomposition with 27 domains
Partitioning
Method
# Primals # Duals Setup Time Iterations Solution Time Peak Memory
Approach [K] [K] (mm:sec) ( = 10−4) (mm:sec) Usage (MB)
Structured
FETI 806 72 20:11 257 07:01 2046
FETI LEAP3 806 72 22:22 9 00:45 2804
Unstruct.
FETI 944 101 31:16 841 40:25 3865
FETI LEAP3 944 101 36:29 9 01:25 5883
Table 4.5. The computational statistics of the dielectric cube scattering problem
with structured and unstructured 3D decomposition.
considered. The geometry of the problem is shown in Fig. 4.27, and it has been
discretized with 53, 287 tetrahedra. The computational domain is progressively de-
composed with 4, 8 and 16 domains in a radial topology (pizza slices). Fig. 4.27(b)
shows the numerical scalability of FETI, FETI-DP and FETI LEAP2 method for
the different decomposition topologies. FETI LEAP2 appears nearly scalable with
respect to the domain count and it requires 25 iterations to converge for a relative
residual of  = 10−3 (on the 16 domain decomposition). On the other hand, FETI
and FETI-DP require more than 400 iterations.
Finally, a “weird” material distribution that involves dielectric (r = 12, µr = 1),
magnetic (r = 1, µr = 12) and magneto-dielectric (r = 12, µr = 12) materials is
considered, as shown in Fig. 4.28(a). This geometry involves interfaces on all possible
material combinations. The problem is excited with a plane wave. Fig. 4.28(b) and (c)
show the electric current distribution on the boundary of the computational domain
as calculated through the MG-FEM and the FETI-2λ method, while Fig. 4.28(d)
shows the difference in the solution of the two aforementioned methods. The dif-
ference between the MG-FEM and FETI-2λ method is |JFETI−JFEM |∞|JFEM |∞ ≤ 10−8. In
Fig. 4.28(e) the convergence history of FETI, FETI-DP and FETI LEAP2 is shown.
The FETI LEAP2 method converges exponentially fast with 80 iterations to a con-
vergence tolerance of  = 10−10, unlike FETI and FETI-DP methods that fail to
converge below  = 10−6 with less than 2000 iterations.
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Figure 4.27. Scattering by dielectric cylinder with radial decomposition (multiple
domains incident at domain-edge). (a) The geometry of the problem; and (b) the
numerical scalability with respect to the domain count.
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Figure 4.28. Scattering by weird material distribution with rough material discon-
tinuities decomposed in a radial layout. (a) The geometry of the problem; (b) the
lectric current distribution on the boundary as solved with MG-FEM; (c) the electric
current distribution as solved with FETI-2λ; (d) the difference on the electric current
distribution as calculated through MG-FEM and FETI-2λ; and (e) the convergence
history of FETI, FETI-DP and FETI LEAP2 methods.
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4.4 Discussion
In this chapter local preconditioning schemes that enhance the information ex-
change of neighboring domains only were proposed. After describing the efficient yet
non-reliable T-based preconditioner, the multilevel locally exact algebraic precondi-
tioner LEAPp was introduced. At the first level LEAPp preconditions each domain-
face by directly solving small independent domain-face problems, and then similarly
proceeds to other lower dimensional sub-structures such as domain-edges and domain-
vertices. The preconditioner was developed progressively for 1D (one way), 2D and
3D decomposition topologies. The complexity of the preconditioner was shown to be
bounded by n, where n is the number of unknowns. The effectiveness of the precon-
ditioner was demonstrated by studying the eigen-spectrum and iteration number of
simple computational examples. The results suggested that FETI-2λ with LEAPp
provides condition numbers (and iteration counts) that are independent of the fre-
quency, the partitioning topology and the discretization but not with the domain
count.
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CHAPTER 5
GLOBAL ACCELERATION METHODS
The multi-level LEAPp hierarchy alone can not result in scalable and robust FETI-
2λ domain decomposition methods because it leaves unaffected residuals that have
large (larger that an interface) supports, or otherwise characteristic and low frequency
modes. For that a global preconditioner is needed. An intuitive way to think about
this deficiency of DDM with strictly local preconditioners is to observe the “spread”
of information at each iteration. An un-preconditioned DDM spreads information
only to the neighboring domains at each iteration because the coupling matrices B
and D are local (couple domains that are neighboring). In a local preconditioned
DDM not only the coupling matrices but the preconditioning matrix is local thus in
an N domain problem the number of iteration would be proportional to the N . The
problem is more profound on indefinite problems, such as the ones arising from the
discretization of Maxwell’s equations, due to the strong characteristic modes in the k-
spectrum arising from the wave nature of the Green’s function. In order to develop a
scalable DDM solver, a communication mechanism that allows the direct information
exchange between remote domains at each iteration needs to be incorporated. Fields
generated in a given domain should be able to influence the fields in a remote domain,
as implied from the non-local nature of the Green’s function.
The development of this type of accelerators starts with the definition of an aux-
iliary discrete problem that extends over the entire computational domain, and it is
solved in each iteration. Unfortunately, the global extent of such a problem can easily
lead to large required computational resources. Therefore, the main challenge on the
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construction of global preconditioners is to retain a sufficiently small rank while still
capturing the dominant characteristics of the underlying physics. To make thinks
more difficult, on indefinite systems arising from high-frequency Maxwell’s equations,
the discretization of the auxiliary problem needs to satisfy the Nyquist sampling rate,
effectively placing a lower bound on the size of the global preconditioner. Most global
preconditioners are far from optimal with respect to the Nyquist rate. The state-of-
the-art DDM global preconditioning scheme is the Dual Primal FETI (FETI-DP)
method that will be first among the methods presented in the sequel. The Dual,
Overlapping Primal FETI (FETI-DOP) and the multigrid FETI (MG-FETI) are two
methods proposed by this work that were found to outperform the FETI-DP.
5.1 Dual Primal FETI-2λ
The Dual Primal FETI (FETI-2λ-DP) is a hybrid between the standard FEM
and the FETI-2λ method in solving the sub-structured problem. In the FETI-2λ
the continuity constraints at the sub-structures (interfaces) are enforced through La-
grange multipliers and an iterative scheme (usually Krylov solvers). In FETI-2λ-DP,
field continuity is again enforced with Lagrange Multipliers everywhere except for
select locations in the substructure where the continuity is enforced directly through
standard continuous or tangentially continuous FEM basis, and direct solvers. The
strength of FETI-2λ-DP comes from the fact that the primal problem can be selected
in such a way that it has global support, therefore it acts as a global preconditioner
(coarse problem) for the Lagrane multiplier portion of the method. In electromag-
netics the coarse problem is defined in the wire-basket of the decomposition skeleton.
This choice provides a global problem that is small in size, and eliminates the sin-
gularities associated with the redundant Lagrange multipliers at the locations where
more that three edges (Lagrange multiplier sets) coincide.
150
5.1.1 Formulation
Let the domain Ω of Fig. 2.2(b) be decomposed such that Ω = ΩD ⊕ Ωpi. ΩD
represents a domain with Dirichlet truncation at select portions, while Ωpi has zero
field everywhere else but these select locations. The locations are usually chosen to
be on the wire-basket of the decompositionW = ∪Eij,mn. Therefore, the domain with
Dirichlet truncation is defined as ΩD = Ω \ W and the primal domain as Ωpi = W .
The electric field yields the corresponding decomposition
E = E˜ + E˜pi ∈ V = H0(curl; Ω), (5.1)
where E˜ ∈ V˜ = H0(curl; ΩD) and E˜pi ∈ V˜pi = H0(curl; Ωpi). ΩD is further de-
(a) (b)
Figure 5.1. Computational domain decomposed into 4 domains (Ωi, i = [1, 2, 3, 4])
and the wireframe (W). (a) The original computational domain; and (b) the decom-
posed problem.
composed into N non-overlapping domains (ΩD =
N⋃
i=1
ΩDi ) as shown in Fig. 5.1(b).
The theory described in Chapter 3 is directly applied on ΩD, however the notation
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is slightly modified in order to account for the modified computational domain ΩD.
Specifically, interfaces between neighboring domains that preserve the Dirichlet trun-
cation are denoted with I˜ij = ∂ΩDi
⋂
∂ΩDj ∈ R2, the domain boundary of ΩD is
denoted with Γ˜i = ∂Ω
D
i \ ∂ΩD and the restriction operator that isolates globally de-
fined traces to specific interface components is represented as R˜ij : C3(S)→ C3(I˜ij).
The decomposition of ΩD into non overlapping domains implies the corresponding
decomposition of the electric field
E˜∗ ∈ V˜∗ =
N∏
i=1
H0(curl; Ω
D
i ), (5.2)
where E˜∗ is tangentially discontinuous across interfaces and respects the fictitious
Dirichlet truncation of ΩD. Moreover, the LM vector that enforces the tangential
continuity across interfaces on
⋃
i
ΩDi is
λ˜ = j˜ + αe˜ ∈ Λ˜ =
N∏
i=1
N∏
j = 1
Nij 6=0
H
− 1
2
⊥ (curlΓ; I˜ij). (5.3)
It is noted that the vector field E˜∗ and the vector trace λ˜ are the same as the E∗ and λ
that have been defined in Chapter 3, except from the specific locations that constitute
Ωpi. The vector field E˜pi ∈ V˜pi is globally tangentially continuous by definition.
The boundary value problem reads as:
Find
(
E˜pi, E˜∗, λ˜
)
∈
{
V˜pi, V˜∗, Λ˜
}
such that:
∇× 1
µr
∇×
{
E˜pi + E˜∗
}
− k2r
{
E˜pi + E˜∗
}
= −jkηJimp, in Ω,
R˜ijλ˜ + R˜jiλ˜ − 2αR˜jie˜ = 0 ∀ i ∈ [1, N ], j ∈ {j|Nij 6= 0}
γ×
(
∇×
{
E˜pi + E˜∗
})
− jkγt
({
E˜pi + E˜∗
})
=
= γ× (∇× Einc)− jkγt (Einc) , on ∂Ω.
(5.4)
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5.1.2 Variational Statement
The variational statement of the problem is obtained through the approach de-
scribed in Chapter 3 applied to the decomposed BVP of (5.4). The corresponding
variational statement reads as:
Seek
(
E˜pi, E˜∗, λ˜
)
∈
{
V˜pi, V˜∗, Λ˜
}
such that:
a˜∗(v˜∗, E˜∗) + a˜ipi(v˜∗, E˜pi) + d˜(v˜∗, λ˜) = f˜(v˜∗), ∀v˜∗ ∈ V˜∗
a˜pii(v˜pi, E˜∗) + a˜pi(v˜pi, E˜pi) = 0, ∀v˜pi ∈ Vpi
b˜(µ˜, E˜∗) + t˜(µ˜, λ˜) = 0, ∀µ˜ ∈ Λ˜∗.
(5.5)
Levereging the property V˜∗ ⊂ V∗, V˜pi ⊂ V∗, and Λ˜∗ ⊂ Λ∗ the sesquilinear forms
involved in (5.5) are directly expressed through those of (3.12). The sesquilinear form
a˜∗(·, ·) : V˜∗ × V˜∗ → C is defined through (3.13) as
a˜∗(v˜∗, u˜∗) = a∗(v˜∗, u˜∗). (5.6)
The coupling sesquilinear forms d˜(·, ·) : V˜∗ × Λ˜∗ → C, b˜(·, ·) : Λ˜∗ × V˜∗ → C and
t˜(·, ·) : Λ˜∗ × Λ˜∗ → C are defined through (3.31), (3.32) and (3.33) respectively.
Finally the sesquilinear forms of the primal problem are defined through the do-
main sesquilinear forms. Specifically the forms aipi(·, ·) : V˜∗ × V˜pi → C, apii(·, ·) :
V˜pi × V˜∗ → C and api(·, ·) : V˜pi × V˜pi → C are defined through (3.14) as
a˜ipi(v˜∗, u˜pi) = ai(v˜∗, u˜pi), (5.7)
a˜pii(v˜pi, u˜∗) = aipi(u˜∗, v˜pi), (5.8)
a˜pi(v˜pi, u˜pi) =
N∑
i=1
ai(v˜pi, u˜pi). (5.9)
5.1.3 Discrete Representation
Consider a conforming but unstructured discretization of Ω with a tetrahedral
mesh M such that Ω = ⋃
i
Ki where K ∈ M is a tetrahedra. Let the mesh M
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be decomposed into MD and Mpi, where MD denotes the mesh that respects the
fictitious Dirichlet truncation of ΩD and Mpi the mesh that corresponds to Ωpi. In
particularMpi is the collection of edges that constitute the wire-basketW . The mesh
MD is further decomposed into N parts, which constitute the domains such that
MD =
N⋃
i=1
MDi . For the construction of the discrete subspaces of V˜∗ and V˜pi the
p = 2 first Nedelec family hierarchical finite elements [83] on tetrahedral mesh will
be used and will be denoted by ND(M). Therefore, the discrete primal spaces are
written as
V˜h∗ =
N⋃
i=1
ND(MDi ), (5.10)
V˜hpi = ND(Mpi). (5.11)
On the other hand, the domain discretization MDi induces a triangulation on
each interface I˜ij, denoted by ∆˜ij. For the construction of the discrete counterpart
of Λ˜∗, 2-dimensional hierarchical Nedelec functions (w¯) are used, with shape that
corresponds to the tangential trace of volumetric functions.
Consider a basis set of V˜h∗ expressed as {{w11,w21, . . . ,wn11 } , . . . , {w1N ,w2N , . . .wnNN }},
being a concatenation of the sets associated with different domains and a basis set
of V˜hpi expressed as
{
wpi1 ,w
pi
2 , . . . ,w
pi
npi
}
. Also consider a basis set of Λ˜
h
expressed as
{w¯1, w¯2, . . . , w¯nλ}. The unknown quantities are expressed as:
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E˜h∗ =
N∑
i=1
ni∑
m
emi w
m
i , (5.12)
E˜hpi =
npi∑
m
empi w
pi
m, (5.13)
λ˜
h
=
nλ∑
m
λmw¯m, (5.14)
vh∗ = span {{w1k, k = 1 . . . n1} . . . {wNk, k = 1 . . . nN}} , (5.15)
vhpi = span {wpii , i = 1 . . . npi} , (5.16)
µh = span {w¯i, i = 1 . . . nλ} . (5.17)
Finally, the procedure that has been described in Section 3.6 is applied in here,
leading to the matrix form
A˜1 . . . 0 A˜1pi D˜1
...
. . .
...
...
...
0 . . . A˜N A˜Npi D˜N
A˜T1pi . . . A˜
T
Npi A˜pi 0
B˜1 . . . B˜N 0 T˜


e˜1
...
e˜N
e˜pi
λ˜

=

f˜1
...
f˜N
0
0

, (5.18)
where
A˜i(m,n) = a∗(wim,wjn),
D˜i(m,n) = d(wim, w¯n),
B˜i(m,n) = b(w¯m,win),
T˜(m,n) = t(w¯m, w¯n),
A˜ipi(m,n) = a∗(wim,wpin),
A˜pi(m,n) =
N∑
i=1
ai(w
pi
m,w
pi
n).
(5.19)
The matrix form of (5.18) is structurally similar to the FETI-2λ (3.42) that has been
discussed in Section 3.6 except from an additional row column that represents the
primal problem Ωpi (wire-basket). This problem is coupled with all the domains and
gives rise to global communication. The size of the linear system (5.18) is slightly
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smaller than that of (3.42) because the LM DoFs that reside on the wire-basket (W)
have been eliminated and replaced with the primal DoF set (Ωpi) which is uniquely
represented on adjacent domains. That is to say, multiple domains incident on the
same edge do not introduce multiple primal DoFs.
5.1.4 2-Level Iterative Solver
The solution of the FETI-2λ-DP system in (5.18) is obtained via a 2-stage reduc-
tion process that simultaneously serves as a 2-level preconditioner. In the first stage
the Schur-complement of the primal and LM space (V˜pi ⊗ Λ˜) is formed, resulting in
 F˜pipi F˜piλ
F˜piλ F˜

 e˜pi
λ˜
 =
 f˜pi
g˜
 , (5.20)
where,
F˜pipi = A˜pi −
N∑
i=1
A˜TipiA˜
−1
i A˜ipi,
F˜piλ = −
N∑
i=1
A˜TipiA˜
−1
i D˜i,
F˜λpi = −
N∑
i=1
B˜iA˜
−1
i A˜ipi,
F˜ = T˜−
N∑
i=1
B˜iA˜
−1
i D˜i,
f˜pi = −
N∑
i=1
A˜TipiA˜
−1
i f˜i,
g˜ = −
N∑
i=1
B˜iA˜
−1
i f˜i.
(5.21)
In the second stage another reduction of the primal DoFs through the Schur-complement
on λ˜ is performed resulting in the globally preconditioned system:
F˜dpλ˜ = g˜dp, (5.22)
where
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F˜dp = F˜− F˜λpiF˜−1pipi F˜piλ, (5.23)
g˜dp = g˜ − F˜λpiF˜−1pipi f˜pi. (5.24)
In this stage, the factorization of the global matrix F˜pipi is required. Once the conver-
gence of the reduced system has reached the desired error tolerance, e˜pi is obtained
through forward-backward substitutions on the F˜pipi factorization. The matrix F˜pipi is
the global preconditioner introduced by FETI-2λ-DP.
The first reduction stage implies a dimensionality reduction from volumetric to
surface unknowns (n3 → n2). The preconditioner F˜pipi is obtained with an additional
dimensionality reduction (n2 → n) from the DoF count of the skeleton (S) to the
DoF count of the wire-basketW . Typically the size of the preconditioner is one order
of magnitude smaller than the interface problem.
The size of the preconditioner is directly related to the discretization level and the
domain count of the problem. On the other hand, the effectiveness of the FETI-2λ-DP
depends on the discretization of the primal problem, which at least has to satisfy the
Nyquist sampling rate, and the ratio between the interface periphery and the interface
area. These set a clear limit on the domain size, which implies a corresponding
increase to the domain count. Taking into account that it is a global preconditioner
(needs to interact with all domains) and it has to be directly and accurately factorized
(incomplete schemed cannot be applied), it could result to computationally expensive
schemes with sub-optimal performance and reduced parallel scalability.
5.1.5 Integration with LEAP
On practical implementations of FETI-DP the primal unknowns are assigned on
the rims of the sub-structured problem. Through this approach the exact tangen-
tial continuity is enforced at domain-edges, which are primarily responsible for the
convergence deficiencies of the FETI-2λ methods. The primal DoFs at domain-edges
are eventually eliminated through the 2-level solution process. Therefore, a single
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preconditioning level, defined strictly on domain-face related problems e.g. LEAP1,
is sufficient when integrating FETI-2λ-DP with LEAP.
The LEAP1 preconditioner is now computed through suitable domain-face restric-
tions on the LM Schur-complement matrix F˜ provided in (5.21). The preconditioner
related to the domain-face Fij takes the form:
M˜Fij = R˜
F
ijF˜
(
R˜Fij
)T
. (5.25)
Furthemore, the application of all preconditioning components is done through the
same restriction and prolongation matrices
(
RFij
)T
and RFji and falls into the general
form of
(M˜F)−1F˜dpλ˜ = (M˜F)−1g˜dp, (5.26)
where
(M˜F)−1 =
∑
ij
(
R˜Fij
)T
(M˜Fij)
−1R˜Fij . (5.27)
5.1.6 Eigenspectra of FETI-DP with LEAP
In this section we examine the eigenspectra of the FETI-2λ-DP method with
and without the LEAP preconditioner. As in the eigenspectra studies of Chapter 4
a parallel plate waveguide with 1st order ABC termination on both open sides is
considered. The waveguide consists of cubic domains of 1m size, discretized with 24
elements per wavelength at 50MHz (5K per domain).
Fig. 5.2(a) shows the eigenspectra of the FETI-2λ-DP method on two 2D decom-
positions that involve 4 (2 × 2) and 16 (4 × 4) domains. The groups of eigenvalues
discussed in Chapter 4 are observed herein as well. The LEAP preconditioner as
shown in Fig. 5.2(b) preconditions out the eigenvectors that correspond to the first
two groups of eigenvalues. However, a particularly small group of eigenvalues remains
close to the origin deteriorating the condition number. This problematic eigenvalue
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group has a small negative real part which leads to an indefinite linear system. More-
over, the eigenvalue group is shifted towards the origin with increasing domain count
as shown in Fig. 5.2(d) (the decomposition topology is retained constant). Therefore,
FETI-2λ-DP LEAP is expected to outperform FETI-2λ but not to lead to a scalable
with respect to the domain count method. Closer scrutiny on the count of this par-
ticular eigenvalue group reveals that it is related to the domain-edge count (nE). In
particular the formula 3nE is verified on all considered cases.
A similar experiment has also been conducted on a 3D decomposition with the
corresponding eigenspectra shown in Fig. 5.3. The frequency and the domain dis-
cretization are retained constant. The observations are similar to the 2D decompo-
sition case, with the problematic group of eigenvalues converging to the origin as
the domain count is increased. The count of this group of eigenvalues falls into the
formula 3nE + nV on 3D decompositions for all cases that have been considered (nV
is the domain-vertex count).
Two interesting observations could be drawn through this experiment:
1. The eigenspectra of the FETI-2λ-DP appears structurally similar to that of the
FETI-2λ as it has been shown in the previous chapter. The reason for that
is that FETI-2λ-DP removes eigenvalues associates with DOFs that reside on
the wire-basket (the most problematic), but the domain-face related eigenvalues
remain untreated.
2. The condition number of the FETI-2λ-DP appears to be practically constant
on 2D and 3D decompositions with increasing domain count. That is due to
the fact that the lower eigenvalue bound is set from the domain-face related
eigenvalues, which are related to the discretization level of the problem.
159
−1 −0.5 0 0.5 1 1.5 2 2.5 3−1.5
−1
−0.5
0
0.5
1
1.5
κ(M−1S) = 107
2D Dec., FETI−DP, h = λ/24, N  = 4
ℜ(λ)
ℑ(
λ)
−1 −0.5 0 0.5 1 1.5 2 2.5 3−1.5
−1
−0.5
0
0.5
1
1.5
κ(M−1S) = 18.7
2D Dec., FETI−DP LEAP, h = λ/24, N  = 4
ℜ(λ)
ℑ(
λ)
problematic
eigenvalues
(a) (b)
−1 −0.5 0 0.5 1 1.5 2 2.5 3−1.5
−1
−0.5
0
0.5
1
1.5
κ(M−1S) = 107
2D Dec., FETI−DP, h = λ/24, N = 16
ℜ(λ)
ℑ(
λ)
−1 −0.5 0 0.5 1 1.5 2 2.5 3−1.5
−1
−0.5
0
0.5
1
1.5
κ(M−1S) = 21.8
2D Dec., FETI−DP LEAP, h = λ/24, N = 16
ℜ(λ)
ℑ(
λ)
problematic
eigenvalues
(c) (d)
Figure 5.2. Eigenspectra of FETI-DP and FETI-DP LEAP on a parallel plate
waveguide, that is discretized with h = λ/24 @ 50MHz (5K per domain) and de-
composed in 2D topology with cubic domains of 1m size. The eigenspectra of (a) the
FETI-DP on a decomposition with 4 domains (2×2); (b) the FETI-DP LEAP on the
decomposition with 4 domains (2× 2); (c) the FETI-DP on a decomposition with 16
domains (4× 4) ; and (d) the FETI-DP LEAP on the decomposition with 16 domain
(4× 4).
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Figure 5.3. Eigenspectra of FETI-2λ-DP and FETI-2λ-DP LEAP on a parallel
plate waveguide, that is discretized with h = λ/24 @ 50MHz (5K per domain) and
decomposed in 3D topology with cubic domains of 1m size. The eigenspectra of (a)
the FETI-2λ-DP on a decomposition with 8 domains (2 × 2 × 2); (b) the FETI-2λ-
DP LEAP on the 8 domain decomposition; (c) the FETI-2λ-DP on a decomposition
with 18 domains (2 × 3 × 3) ; and (d) the FETI-2λ-DP LEAP on the 18 domain
decomposition.
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5.2 Dual, Overlapping Primal FETI (FETI-DOP)
The dual, overlapping primal FETI (FETI-DOP) method shares the core FETI-
DP idea of using a global primal space to precondition the interface problem. How-
ever, unlike FETI-DP the primal unknowns are defined over the domain-edges instead
of mesh edges at the wire-basket of the decomposition, and each primal unknown sup-
port extends over the entire domain-face instead of only one mesh element. These
key differences, are responsible for a considerably smaller global problem that could
be discretized well below the Nyquist sampling rate. However, since in DOP the
primal functions do not replace select dual unknowns, e.g. Lagrange multipliers at
domain-edges, the method does not deal with singularities at domain-edges, and also
has higher number of total unknowns.
nˆ
∂Ω
F12 Ω1
Ω2
Ω3
Ω4
Ω5
Ω6
F21
E1
E3
E2
ΩΠ
∂ΩΠ
δ
Figure 5.4. A decomposed computational domain, with an overlapping primal do-
main, Ωpi, used to formulate FETI-DOP.
5.2.1 Formulation
Consider the decomposed computational domain shown in Fig. 3.3, which was used
to develop the FETI-2λ method. To formulate the FETI-DOP method an additional
domain, Ωpi with width δ, extending throughout the decomposition skeleton is used.
This new domain is overlapping to all other domains, and will be used to define the
primal problem. The newly introduced domain suggests the field decomposition
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E = Epi + E∗. (5.28)
E ∈ V = H0(curl; Ω) is the total electric field defined in the computational domain
before the decomposition. E∗ ∈ V∗ =
N∏
i=1
H0(curl; Ωi) is the electric field which
is tangentially discontinuous across interfaces and whose continuity will be enforced
through TCs with the introduction of LMs as has been described in Chapter 3. Epi ∈
Vpi = H0(curl; Ωpi) is the globally tangentially continuous electric field counterpart
confined in Ωpi. Therefore the decomposed BVP of FETI-DOP, reads as:
Find (Epi,E∗,λ) ∈ {Vpi,V∗,Λ} such that:
∇× 1
µr
∇× {Epi + E∗} − k2r {Epi + E∗} = −jkηJimp, in Ω,
Rijλ + Rjiλ − 2αRjie = 0, ∀ i ∈ [1, N ], j ∈ {j|Nij 6= 0}
γ× (∇× {Epi + E∗})− jkγt ({Epi + E∗}) =
= γ× (∇× Einc)− jkγt (Einc) , on ∂Ω.
(5.29)
The first equation of (5.29) is the curl−curl partial differential equation (PDE), the
second equation represents the 1st order impedance transmission condition same as in
(3.8), applied only to the discontinous field E∗ (the Epi is by construction tangentially
continuous across the interfaces), and the third equation is the 1st order absorbing
boundary condition (ABC). The PDE and the ABC need to be satisfied for the total
electric field.
The modified BVP (5.29) is discretized via the Galerkin method and the FEM
basis construction process exactly as in the FETI-2λ method described in Chapter 3.
The newly introduced primal problem is discretized with additional primal basis func-
tions defined as globally tangentially continuous in Ωpi. Since the construction of the
primal basis functions is a key ingredient in FETI-DOP, responsible for the sub-
Nyquist sampling, it would be presented separately in the upcoming section. For the
purpose of this section it is sufficient to state that a basis set {wpi1 ,wpi2 , . . . ,wpinpi} are
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used to expand Vhpi ⊂ Vpi. Following the a similar trial and testing procedure as the
one described in Section 3.6 the matrix form of FETI-DOP is obtained

A1 . . . 0 A1pi D1
...
. . .
...
...
...
0 . . . AN ANpi DN
AT1pi . . . A
T
Npi Api 0
B1 . . . BN 0 T


e1
...
eN
epi
λ

=

f1
...
fN
0
0

. (5.30)
where the matrices Ai ∈ Cni×ni , Di ∈ Cni×nλ , Bi ∈ Cnλ×ni and T ∈ Cnλ×nλ are given
by
Ai(m,n) = a∗(wim,wjn),
Di(m,n) = d(wim, w¯n),
Bi(m,n) = b(w¯m,win),
T(m,n) = t(w¯m, w¯n).
(5.31)
The formulas for the corresponding sesquilinear forms are (3.13), (3.31), (3.32) and
(3.33). The matrices Aipi ∈ Cni×npi and Api ∈ Cnpi×npi are obtained with the same
formulas as FETI-DP
Aipi(m,n) = a∗(wim,wpin), (5.32)
Api(m,n) =
N∑
i=1
ai(w
pi
m,w
pi
n). (5.33)
The linear system (5.30), yields an identical matrix representation as FETI-2λ, ex-
cept for an additional row and column which represent the global problem. Unlike
the FETI-2λ-DP method whose primal variables are extracted from the sub-domain
problems, in FETI-DOP the primal variables are newly introduced. Therefore, FETI-
DOP linear system has larger dimensionality than both FETI-2λ and FETI-2λ-DP.
However, the primal problem of the FETI-DOP is considerably smaller than that of
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FETI-2λ-DP. This is because the primal DoFs of the FETI-DOP are defined on the
domain-edges rather than the FEM edges, therefore the size of the FETI-DOP global
preconditioner does not depend on the discretization level of the problem, but on
the partitioning topology. On average, the size of the global preconditioner of the
FETI-DOP is 10 times smaller than that of the FETI-2λ-DP.
The structural similarities of (5.30) with the FETI-DP matrix of (5.18) suggest
that FETI-2λ-DP solution process can be readily used. Namely the 2-level solution
process is directly employed leading to the linear system:
Fdopλ = gdop, (5.34)
where
Fdop = S− FλpiF−1pipiFpiλ, (5.35)
gdop = g − FλpiF−1pipi fpi. (5.36)
The formulas of the various matrices involded in (5.35) and (5.36) are identical to
those of (5.21).
5.2.2 Construction of Primal Basis
The primal domain Ωpi that is responsible for the global preconditioner Fpipi ∈
Cnpi×npi, must be kept at minimal size while be able to capture the characteristic
fields (fields with spatial variation dictated by the frequency of operations), and lower
frequency fields (slower varying fields that extend over multiple domains). Even-
though, the latter can be easily captured the former ones are more difficult to deal with
under the constraint of small size. In this work, macro-basis functions that satisfy the
wave equation and extend over the entire interface in each domain will be used. These
basis functions are neither global nor local but something in between, their degrees-
of-freedom are associated with domain-edges or -faces thus lead to smaller global
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problem dimension than the FETI-2λ-DP. Moreover, since their support extends over
the entire interface their “energy”, thus their effectiveness, does not diminish with
finer discretization. It is noted that for conforming problems these functions are made
by construction tangentially continuous across the Ωpi, but this is more involved to
accomplish in non-conforming grids.
The construction of these macro-basis functions is illustrated in Fig. 5.5, where a
2-D representation, produced from a cross sectional cut of the actual 3-D problem is
shown. In this example the macro-basis function associated with domain-edge E is
E1
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Figure 5.5. An exploded view of a 2-D scalar representation of the primal basis
function. (a) The support of a primal function associated with a domain-edge; (b)
The shape functions for each interface incident to the domain-edge.
depicted. Each shape function, associated with a particular interface, has a support
that extends on all tetrahedra incident to the particular interface and is expressed
as a linear combination of the FEM basis at the interface. For example the shape
function of the primal basis wpi on the interface Iij is expressed as:
wpi|Iij =
∑
m
bmwim such that supp(wim) ∩ Iij 6= ∅, (5.37)
with supp(w) denoting the support of w. Tangential continuity is enforced on E1
and between both sides of each interface through the basis construction process. In
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particular a shape function of a macro-basis is constructed on one side of an interface
Iij, and then it is projected to the other side Iji. On conforming decompositions,
this process is quite straightforward due to the one-to-one correspondence of the
elements defined on both interfaces. However, on interfaces with non-matching grids,
the tangential continuity of the macro-basis function cannot be “perfect” creating
complications on the numerical scheme.
A general and rigorous approach to compute the macro-basis functions (bm in
(5.37)) is to numerically construct these functions by solving two-dimensional deter-
ministic or eigenvalue FEM problems at each interface. Even though this requires
extra computation, the solution time and memory of these 2D FEM problems is in-
significant, and can be performed embarrassingly parallel. Following the principles
from the construction of higher-order tangential continuous basis function, two types
of macro-basis functions are defined based on the DoF they are associated with: do-
main edge and domain face. The support of edge macro-basis functions are all the
interfaces that are incident to that edge, while for the domain-face macro-basis it is
the interface itself. The construction of the shape functions for each of these basis
type is outlined in the following sections.
5.2.2.1 Domain-Edge Shape Functions
Consider an interface Iij induced from some decomposition of a computational
domain Ω as shown in Fig. 5.6, and an adjacent domain-edge Ek. The shape function
defined on Iij of the macro-basis whose DoF resides on Ek is calculated through the
2D boundary value problem:
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Figure 5.6. Two dimensional computational domain used to compute the shape
function of a domain-edge macro-basis function.
Given interface Iij with PEC trace ΓD and material properties r and µr,
a polynomial q ∈ Pp−1(Ek) and a frequency parameter γ,
find u = γt(w
pi
k |Iij) ∈ H−1/2‖ (curlΓ; Iij) such that:
curlΓµ
−1
r curlu− γ2Γru = 0, in Iij,
tˆD · u = 0, on ΓD,
tˆ · u = 0, on ∂Iij\Ek,
tˆ · u = q(t), on Ek

(5.38)
where tˆ is the unit vector tangential to the outer loop of Iij (∂Iij) and tˆD the
tangential unit vector to the PEC trace ΓD. The optimum choice for the parameter
γ is currently unknown, however in this work the choice of γ = k is employed. The
first equation is the tangential curl − curl partial differential equation, the second
and third are the Dirichlet boundary conditions at PEC traces and at the rim of the
interface, and the third equation is the Dirichlet boundary condition that excites the
problem with the appropriate polynomial. The Dirichlet boundary condition at the
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interface rim is enforced in order to preserve tangential continuity for the macro-basis.
The problem in (5.38) is solved with 2D TVFEMs to produce the set of unknowns
linear cobmination coeficients pi in (5.37). Each shape of the macro-basis is calculated
at a single adjacent interface and projected to its neighboring interface in order to
enforce tangential continuity.
5.2.2.2 Domain-Face Shape Functions
Consider the triangulation of a particular interface Iij induced from a decompo-
sition as shown in Fig. 5.7. The facial shape functions of a prescribed order are the
eigenvectors of the following two dimensional eigenvalue problem:
Figure 5.7. Two dimensional computational domain used to compute the shape
function of a domain-face macro-basis function.
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Given interface Iij, with PEC trace ΓD and material properties r and µr,
find P eigenvectors up = γt(w
pi
k |Iij) ∈ H−1/2‖ (curl; Iij),
and eigenvalues γp ∈ C such that:
curlµ−1r curlup − γ2rup = 0, in Iij,
tˆD · up = 0, on ΓD,
tˆ · up = 0, on ∂Iij,

where p ∈ (1, P ).
(5.39)
where tˆD the tangential unit vector to the PEC trace ΓD. The Dirichlet trunca-
tion of the interface triangulation ensures the tangential continuity on the obtained
basis function. Higher order shapes are obtained directly by accounting for higher
eigenvectors.
5.2.3 Preconditioner Assembly
The FETI-DOP preconditioner is assembled and applied through the restriction
(PTi ∈ Rnpi×ni) and prolongation (Pi ∈ Rni×npi) operators that facilitate the basis
transformation from the domain FEM problems to the coarse primal problem and
vice versa.
Pis result from the column-wise concatenation of the coefficients as shown
Pi = [bi1 bi2 . . . binpi ] , (5.40)
where uik is the k
th macro-basis of the ith domain. Then the primal matrices are
assembled as
Api =
N∑
i=1
PTi AiPi,
Aipi = AiP
T
i .
(5.41)
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5.2.4 Integration with LEAPp
The integration of LEAPp with FETI-DOP is quite straightforward because the
FETI-2λ linear system is a sub-matrix of the FETI-DOP matrix. Therefore depending
on the decomposition topology, the appropriate preconditioner, LEAP1, LEAP2 or
LEAP3, ought be used. This is different from the FETI-DP integration of LEAP
where always LEAP1 is used. As it will be demonstrated in the results section,
this difference has implications on the total memory and run time between the two
approaches as well as the effectiveness of the numerical scheme.
5.2.5 Eigenspectra of FETI-DOP with LEAP
As in all previous eigenspectra studies, the same parallel plate waveguide exam-
ple, is employed in order to examine the eigenvalue distribution of the FETI-DOP
method. All examples consist of cubic domains of constant size (1m) and constant dis-
cretization (λ/24 @ 50MHz). Fig. 5.8(a) shows the eigenspectra of FETI-2λ on a one
way decomposition with 10 domains. The previously discussed eigenvalue groups are
observed here, namely an eigenvalue branch accumulating on the unit circle centered
at one which converges to the origin, the anti-symmetric counterpart of the previous
eigenvalue group with respect to one and a group of scattered eigenvalues within the
unit circe. The first two eigenvalue groups are removed due to the LEAP precon-
ditioner as shown in Fig. 5.8(b). However, two newly considered eigenvalue groups
are observed due to the FETI-DOP operators. A class of “perfect” zero eigenvalues
that does not deteriorate the convergence of the method and a group of scattered
eigenvalues that form a front close to the origin whose count is equal to the number
of domain-faces. The existence of zero eigenvalues is attributed to the linear depen-
dancy of the primal basis with the FEM basis. The perfect zero eigenvalues are of
great concern since they make the matrix singular and thus non-invertable. However,
as the right hand side is kept within the range of the system matrix they have no
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impact on the iterative convergence. As the domain count increases the scattered
eigenvalue group that is unique to FETI-DOP with LEAP approaches the origin as
shown in Fig. 5.8(d). This causes a condition number increase slowly, but suggests a
method which does not scale with respect to domain count.
On multi-dimensional decompositions (2D and 3D) such as the ones involved in
Fig. 5.9, the group of scattered eigenvalues observed for one-way decomposed prob-
lems are confined close to the real axis. Their count is same as the interfaces that touch
the outer boundary of the computational problem and even though it is not shown
here, this eigenvalue group approaches the origin with increasing domain count. How-
ever, the most troublesome group of eigenvalues that appears in multi-dimensional
FETI-DOP implementations, is the group of zeros. This group increases from zero
and forms a spread of eigenvalues whose absolute value extends from the machines
accuracy to ≈ 10−7 on 2D decompositions, as shown in Fig. 5.9(b). The problem is
more severe on 3D decompositions where the eigenvalues raise in a circle of radius
≈ 10−4, as shown in Fig. 5.9(d). This results in extremely large condition number
which often leads to a divergent numerical method and deteriorates the robustness of
FETI-DOP.
5.3 Multigrid FETI
The eigenspectra studies of the FETI-DP and FETI-DOP methods revealed that
the aforementioned approaches improve the numerical scalability with respect to do-
main number, but they are not scalable. In fact, FETI-DOP method is plagued
with serious robustness issues due to the extremely large condition number on multi-
dimensional decompositions. This problem is attributed to the linear dependency of
the primal basis with the FEM basis and the explicit embedding of the FETI-DOP
preconditioner in the linear system. This section proposes yet another global pre-
conditioner that uses macro-basis functions exactly like FETI-DOP, but it is applied
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Figure 5.8. Eigenspectra of FETI and FETI-DOP LEAP on a parallel plate waveg-
uide, that is discretized with h = λ/24 @ 50MHz (5K per domain) and decomposed
in one-way topology with cubic domains of 1m size. The eigenspectra of (a) the
FETI on a decomposition with 10 domains; (b) the FETI-DOP LEAP on the 10
domain decomposition; (c) the FETI on a decomposition with 30 domains; and (d)
the FETI-DOP LEAP on the 30 domain decomposition.
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Figure 5.9. Eigenspectra of FETI and FETI-DOP LEAP on a parallel plate waveg-
uide, that is discretized with h = λ/24 @ 50MHz (5K per domain) and decomposed
in 2D and 3D topology with cubic domains of 1m size. The eigenspectra of (a) the
FETI on the 2D decomposition with 4 domains (2×2); (b) the FETI-DOP LEAP2 on
the 2D decomposition with 4 domains (2×2); (c) the FETI on the 3D decomposition
with 8 domains (2× 2× 2); and (d) the FETI-DOP LEAP on the 3D decomposition
with 8 domains (2× 2× 2).
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directly to the sub-structured system Fλ = b as a left preconditioner. This precondi-
tioner will be termed multigrid FETI (MG-FETI) because it borrows the coarse grid
idea from multigrid theory. In fact the preconditioner could be though as a single-level
agglomeration multigrid, where the agglomerates are interfaces or groups of interfaces
around domain-edges. The preconditioner is applied externally as an additional level
of the multi-level multiplicative scheme that is used for the local accelerators. Being
an external preconditioner, approximate techniques could be used to solve the coarse
grid problem in the MG-FETI scheme.
The construction of MG-FETI is motivated from the simple observation that the
linear system that needs to be solved on FETI-2λ (3.65) has dimensions equal to
the LM DoF count (F ∈ Cnλ×nλ). Therefore, a coarse discretization of the dual
space would lead to a linear system of moderate rank (F ∈ Cnλc×nλc , with nλc << nλ)
that can be solved directly and augment the original FETI-2λ system. That would
come without approximation on the primal (sub-domain) problems. The idea is
illustrated in Fig. 5.10 where the original decomposed computational domain with
fine LM discretization and a modified problem with coarse LM discretization are
shown. An application of the preconditioner, corresponds to a solution of the coarse
grid problem which gives an estimate of the characteristic and slowly varying error
fields to the original fine grid problem.
5.3.1 Preconditioner Assembly
The assembly of a multigrid preconditioner relies on the construction of suitable
restriction (C ∈ Rnλ×nλc ) and prolongation (CT ∈ Rnλc×nλ) matrices. These matrices
project the error of the fine grid to the coarse grid and interpolate back the correction
to the fine grid. In order to assemble C, the coarse LM basis is expressed as a linear
combination of the fine LM basis
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Figure 5.10. A cross sectional cut of a 3D decomposed computational domain after
the sub-structuring process. (a) The accurate problem with fine LM discretization;
and (b) the auxiliary MG problem, with coarse LM discretization.
176
wcm = [c1m, . . . , cnλm]

wf1
...
wf
nλ
 = cTmwf . (5.42)
where m is the index of the coarse basis and i the index of the fine basis. C results
from the column-wise concatenation of the coefficient vectors as
C =
[
c1 . . . cm . . . cnλc
]
. (5.43)
With the restriction-prolongation matrix at hand the coarse grid problem becomes
Fc = C
TFC. (5.44)
The matrix Fc ∈ Cnλ×nλc is explicitly formed because the preconditioner requires the
complete or incomplete factorization
Fc = LcUc. (5.45)
Finally the preconditioner takes the form
(Mc)−1 = (CU−1c )(L
−1
c C
T ). (5.46)
5.3.2 Integration with LEAP
The integration of the MG preconditioner with the multilevel LEAP precondition-
ing scheme is quite straightforward, because as an external preconditioner it is applied
through an additional level of the multi-level multiplicative scheme. Therefore the
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complete preconditioning of the FETI-2λ including the MG and all the levels of the
LEAP preconditioner is expressed as:
u ← (Mc)−1r, (5.47)
u ← u + (MF)−1 (r− F u) , (5.48)
u ← u + (ME)−1 (r− F u) , (5.49)
u ← u + (MV)−1 (r− F u) , (5.50)
where u is the search direction vector of the iterative solver e.g. BiCGStab(1). The
explicit multi-level matrix form of the complete preconditioner is:
M−11 = (M
c)−1, (5.51)
M−12 = (M
F)−1 + M−11 − (MF)−1F M−11 , (5.52)
M−13 = (M
E)−1 + M−12 − (ME)−1F M−12 , (5.53)
M−14 = (M
V)−1 + M−13 − (MV)−1F M−13 . (5.54)
5.3.3 Eigenspectra of MG-FETI with LEAP
Let us consider again our usual parallel plate waveguide example in order to
study the effect of the MG preconditioner on the FETI-2λ matrix. In all cases the
frequency of operation (50MHz) and the discretization (h = λ/24) are kept constant.
Fig. 5.11(a) shows the eigenspectra of the FETI-2λ method on a one way decompo-
sition that involves 10 domains. As it was elaborated in section Section 5.2.5. The
LEAP preconditioner shifts all egienvalues responsible for the local errors (eigenval-
ues around unit-circle rim) to 1, as shown in Fig. 5.11(b), but it has a minor effect
on the global eigenvalues. On the other hand, the MG accelerator of FETI acts on
the remaining eigenvalues, as shown Fig. 5.11(c) leaving the local counterpart of the
eigenspectra untouched. In Fig. 5.11(d) both LEAP and MG accelerators are present,
providing a particularly small condition number.
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The same experiment has been conducted with a 30-domain decomposition in
Fig. 5.12(b). In this case the eigenvalues corresponding to global modes accumulate
around an inner circle whose radius is grater than that of the 10 domain problem,
clearly indicating that FETI and FETI LEAP are not scalable with respect to domain
number. More specifically the FETI-LEAP in Fig. 5.12(b) has a condition number
κ(M−1F) = 4.2, whereas in the 10 domain problem it was κ(M−1F) = 1.5. When
the MG preconditioning of FETI is used all the eigenvalues in the inner circle (global
modes) have been shifted to 1, but none of the local mode eigenvalues is moved, thus
the condition number would not change. When both MG and LEAP are applied the
condition number κ(M−1F) = 1.2, and remains unchanged in both 10 and 30 domain
problems, suggesting a scalable method.
In Fig. 5.13 and Fig. 5.14 the eignespectra of the same problem partitioned in a 2D
and a 3D decomposition are shown, respectively. Overall, the same conclusions can
be drawn as the 1D decompositoins, MG-FETI with LEAP2 and LEAP3 have very
clustered eigenspectra around 1, and appear to be scalable with respect to domains.
5.4 Numerical Experiments
In this section we repeat some of the numerical examples presented in Section 4.3
with exactly the same conditions, in order to study the effectiveness of the global
preconditioning schemes. Moreover, additional experiments are conducted in order
to study the numerical scalability of the proposed methods with respect to domain
count and the size of the domain. Finally, the numerical complexity and parallel
scalability of the proposed method is discussed.
In all examples that involve the global DOP and MG preconditioning schemes,
2nd order interface-global basis functions have been used except if explicitly stated
otherwise, and the minimum LEAPp buffer < 10% of each interface.
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Figure 5.11. Eigenspectra of FETI, FETI LEAP, MG-FETI and MG-FETI LEAP
on a parallel plate waveguide, that is discretized with h = λ/24 @ 50MHz (5K per
domain) and decomposed in one-way topology with 10 cubic domains of 1m size. The
eigenspectra of (a) the FETI; (b) the FETI LEAP; (c) the MG-FETI; and (d) the
MG-FETI LEAP.
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Figure 5.12. Eigenspectra of FETI, FETI LEAP, MG-FETI and MG-FETI LEAP
on a parallel plate waveguide, that is discretized with h = λ/24 @ 50MHz (5K per
domain) and decomposed in one-way topology with 30 cubic domains of 1m size. The
eigenspectra of (a) the FETI; (b) the FETI LEAP; (c) the MG-FETI; and (d) the
MG-FETI LEAP.
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Figure 5.13. Eigenspectra of FETI and MG-FETI LEAP2 on a parallel plate waveg-
uide, that is discretized with h = λ/24 @ 50MHz (5K per domain) and decomposed
in 2D topology with 4 (2 × 2) and 16 (4 × 4) cubic domains of 1m size. The eigen-
spectra of (a) the FETI at the 4 domain decomposition; (b) the MG-FETI LEAP2 at
the 4 domain decomposition; (c) the FETI at the 16 domain decomposition; (d) the
MG-FETI LEAP2 at the 16 domain decomposition.
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Figure 5.14. Eigenspectra of FETI and MG-FETI LEAP3 on a parallel plate waveg-
uide, that is discretized with h = λ/24 @ 50MHz (5K per domain) and decomposed
in 3D topology with 8 (2× 2× 2) cubic domains of 1m size. The eigenspectra of (a)
the FETI at the 8 domain decomposition; and (b) the MG-FETI LEAP2 at the 8
domain decomposition.
5.4.1 Dielectric Scattering
In this section, the FETI-DP LEAP, FETI-DOP LEAPp and MG-FETI LEAPp
methods are tested on multi-dimensional decomposition topologies that involve het-
erogeneous media. The first computational example is on scattering by a dielectric
infinite prism due to an incident monochromatic plane wave. A cross sectional cut
of the computational domain is shown in Fig. 5.15. The computational domain is
truncated with Dirichlet boundary conditions at the top and bottom sides, forming a
parallel plate waveguide structure, while the sides are truncated with 1st order ABC.
The scatterer is λ/2 wide and λ/2 long while the outer boundary of the computa-
tional domain is placed at a distance of λ/2 away from the scatterer. The problem has
been discretized with h = λ/33 which corresponds to 938K electric field unknowns.
The computational domain is decomposed in 25 cubic domains. In Fig. 5.16(a) the
convergence histories of FETI, FETI-DP and FETI-DP LEAP are shown. FETI and
FETI-DP have a rather problematic iterative convergence and they fail to reach an
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Figure 5.15. A cross sectional cut of the dielectric scattering problem geometry,
that is decomposed in a structured 2D layout.
iterative convergence tolerance of  = 10−8 within 2000 iterations. Overall, FETI-DP
is marginally better than FETI. On the other hand, FETI-DP LEAP converges sig-
nificantly faster, with an iteration count of approximately 1/4 than that of FETI-DP,
for a convergence tolerance of  = 10−8. In Fig. 5.16(b) the FETI-DP LEAP is com-
pared to the FETI-2λ preconditioned with the multilevel LEAP2 scheme. It is shown
that, unlike FETI-DP LEAP, FETI LEAP2 has a smooth and exponentially fast con-
vergence rate and it converges with 7 times less iterations. The FETI-DOP LEAP2
method is further compared to the FETI LEAP2 in Fig. 5.16(c). FETI-DOP LEAP2
converges almost identically with FETI LEAP2, until it reaches a relative residual
level of 10−7 where it meets an iterative convergence stagnation. The convergence
stagnation of FETI-DOP LEAP2 is attributed to the raised zero eigenvalues which
pollute the eigenspectra of the FETI-DOP operator on 2D and 3D decomposed prob-
lems. An interesting observation regarding the convergence of FETI-DOP, is that
the stagnation level is the same as the raise level of the eigenvalues, see Fig. 5.9.
Finally, the iterative convergence of MG-FETI LEAP2 is compared to that of FETI
LEAP2 in Fig. 5.16(d). MG-FETI LEAP2 converges extremely fast and it is able to
outperform in terms of iteration count the best convergent method considered so far,
the FETI LEAP2 method. In terms of memory overhead, the MG global precondi-
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Figure 5.16. Convergence history comparison of the proposed globally augmented
methods with the standard FETI and FETI-DP on a dielectric scattering problem
with structured 2D partitioning. (a) The FETI-DP LEAP method is compared to
FETI and FETI-DP; (b) the FETI-DP LEAP method is compared to the FETI
LEAP2; (c) The FETI-DOP LEAP2 is compared with the most successful method so
far, the FETI LEAP2; (d) The MG-FETI LEAP2 outperforms the FETI LEAP2.
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tioning scheme does not introduce a significant amount as shown through the legend
of Fig. 5.16(d).
The same computational experiment is conducted on an unstructured decompo-
sition. This partitioning approach is quite important because it results from the de-
composition of the discretization rather than the decomposition of the computational
geometry. Therefore, it does not impose additional constraints on the discretization
schemes and does not reduce their robustness properties. However, it often results
in decompositions with jagged interfaces which reduce the convergence rate of DDM
methods and increase their time and memory requirements. The convergence history
of all the previously considered methods is compared in Fig. 5.17. All methods except
FETI LEAP2 and MG-FETI LEAP2 have a reduced convergence rate compared to
the structured decomposition of Fig. 5.16, however the main observations propagate
directly.
The previous computational experiment is further extended to 3D decompositions.
In this case, a monochromatic plane-wave is impinged on a dielectric cube of λ/4 size
and relative permittivity r = 7 as shown in Fig. 5.18. Moreover, the dielectric cube
is enclosed in a 3λ/4 vacuum cube. In Fig. 5.19(a), the FETI-DP LEAP method
is shown to converge faster than both FETI and FETI-DP. However, FETI LEAP3
method requires 1/10 iterations in order to convergence at an arbitrary low residual of
r = 10
−10 as shown in Fig. 5.19(b). The FETI-DOP LEAP3 is shown in Fig. 5.19(c)
to stagnate on a relative residual tolerance of  > 10−5. Finally, the MG-FETI LEAP3
method is able to provide the best convergence history as shown in Fig. 5.19(d).
In Fig. 5.20 the same computational problem is considered on a topologically
similar but unstructured decomposition, in the spirit of the computational example
conducted on the 2D partitioning. The conclusions are consistent with the 2D parti-
tioning and the MG-FETI-LEAP3 method is the best among all proposed numerical
methods.
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Figure 5.17. Convergence history comparison of the FETI-DP FETI-DOP LEAP2
and MG-FETI LEAP2 with the standard FETI and FETI-DP on a dielectric scatter-
ing problem with unstructured 2D partitioning. (a) The FETI-DP LEAP method is
compared to FETI and FETI-DP; (b) the FETI-DP LEAP method is compared to
the FETI LEAP2; (c) The FETI-DOP LEAP2 is tested over the the most successful
so far FETI LEAP2; (d) The MG-FETI LEAP2 outperforms the FETI LEAP2.
187
/43
/4
= 7
= 1
= 1
= 1
Figure 5.18. A cross sectional cut of the dielectric scattering cube problem, with
3D structured decomposition.
5.4.2 Wave Propagation in Homogeneous Media
In this section, some simple electromagnetic wave propagation problems in homo-
geneous media are considered in order to study the numerical scalability properties of
the proposed algorithms. The scalability studies with respect to discretization level,
as conducted in Section 5.20, are getting updated here by including the global pre-
conditioning schemes. Moreover, the numerical scalability with respect to the domain
count of the proposed global preconditioning schemes will be tested. The time and
memory numerical complexity of the proposed method will be examined as well as
the parallel scalability of the proposed method.
5.4.2.1 Numerical Scalability Study wrt Discretization
In order to update the numerical scalability study of Section 5.20 with the global
preconditioning schemes, the three distinct decomposed models are reconsidered.
These are a one-way partitioned problem that involves 10 cubic domains, a model
partitioned with 16 domains in a 2D layout and a 3D decomposed model that con-
sists of 27 domains. The corresponding computational statistics of the models can
be found in Table 5.1, Table 5.2 and Table 5.3, updated with the MG-FETI LEAPp
global preconditioner. Fig. 5.21(a) shows the numerical scalability with respect to the
discretization of the FETI-DOP LEAP, the FETI LEAP and the MG-FETI LEAP
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Figure 5.19. Convergence history comparison of all proposed globally augmented
methods on a λ/4 dielectric cube (r = 7) with 3D decomposition. (a) FETI-DP
LEAP is compared to FETI-2λ and FETI-DP; (b) The FETI-DP LEAP is compared
to FETI LEAP3; (c) FETI LEAP3 is compared with FETI-DOP LEAP3; (d) The
MG-FETI LEAP3 is compared with the FETI LEAP3.
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Figure 5.20. Convergence history comparison of the FETI-DP FETI-DOP LEAP2
and MG-FETI LEAP2 with the standard FETI and FETI-DP on a λ/4 dielectric cube
(r = 7) with an unstructured 3D decomposition. (a) FETI-DP LEAP is compared
to FETI-2λ and FETI-DP; (b) The FETI-DP LEAP is compared to FETI LEAP3;
(c) FETI LEAP3 is compared with FETI-DOP LEAP3; (d) The MG-FETI LEAP3 is
compared with the FETI LEAP3.
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methods. The FETI-DP LEAP method has not been included because the prob-
lem involves a one-way decomposition that does not introduce domain-edges. All
three methods appear to be scalable with respect to the discretization, however the
global preconditioners are able to further improve the numerical performance of the
method. In particular the DOP scheme is able to converge 3× faster while the MG
global preconditioner leads to a 12× faster method compared to the FETI LEAP. In
Fig. 5.21(b) the FETI LEAP method and the most successful globally preconditioned
variant are tested on a decomposition that involves non-matching interface trianglu-
lations (non-conforming DDM). The scalability of the numerical methods appears to
be identical regardless of the interface conformity.
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Figure 5.21. The numerical scalability wrt the discretization level conducted on
one-way decomposition with constant domain count. (a) FETI-LEAP is compared
with FETI-DOP LEAP and MG-FETI LEAP; (b) the proposed methods are tested
on decompositions with non-matching interface grids.
In Fig. 5.22(a) the discretization scalability of the FETI LEAP2, the FETI-DP
LEAP and MG-FETI LEAP2 methods are compared on the 2D decomposed prob-
lem. The FETI-DOP LEAP2 method has not been included in this experiment due
to its limited robustness on multi-dimensional partitioning topologies. The FETI-
DP LEAP method does not appear scalable with respect to the discretization. The
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Plane Wave Propagation in Homogeneous Media, One-Way Decomposition with 10 Domains
h Method
# Unknowns Setup Time Iterations Solution Time Peak Memory
Millions (hh:mm:sec) ( = 10−4) (hh:mm:sec) Usage (MB)
λ/8
FETI 0.02 00:00:01 45 00:00:01 1.6
FETI LEAP 0.02 00:00:01 19 00:00:01 2.5
MG-FETI LEAP 0.02 00:00:01 2 00:00:01 3
λ/16
FETI 0.13 00:00:17 35 00:00:02 27
FETI LEAP 0.13 00:00:19 25 00:00:02 41
MG-FETI LEAP 0.13 00:00:20 2 00:00:01 42
λ/30
FETI 1.02 00:13:20 45 00:00:23 425
FETI LEAP 1.02 00:14:06 32 00:00:32 650
MG-FETI LEAP 1.02 00:14:24 2 00:00:05 650
λ/50
FETI 2.9 01:58:55 52 00:01:27 1700
FETI LEAP 2.9 02:02:12 26 00:01:25 2600
MG-FETI LEAP 2.9 02:02:31 2 00:00:23 2600
Table 5.1. Computational statistics on a progressively discretized one way parti-
tioned problem.
FETI LEAP2 method appears to be weakly scalable due to the minor increase on
the iteration count at the discretization level of h = λ/50. On the other hand, the
MG-FETI LEAP2 method yields a convegence rate that is independent to the dis-
cretization level. In Fig. 5.22(b) the most successful numerical schemes, namely the
FETI LEAP2 and the MG-FETI LEAP2 are tested on non-conforming decomposi-
tions and it is shown to have almost identical scalability properties regardless of the
interface conformity.
Fig. 5.23(a) presents the same experiment conducted on a computational problem
that is decomposed in a 3D layout. Again, the discretization scalabilities of the FETI-
DP LEAP, the FETI-LEAP3 and the MG-FETI LEAP3 methods are compared. The
FETI-DP LEAP method does not appear scalable with respect to the discretization
level. On the other hand, both FETI LEAP3 and MG-FETI LEAP3 are scalable with
respect to the discretization. An interesting observation here is that the global MG
preconditioner is able to improve the convergence rate of the numerical method even
on decompositions with moderate domain count. As in both 1D and 2D decomposi-
tion paradigms, the FETI LEAP3 and the MG-FETI LEAP3 methods are tested on
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Figure 5.22. The numerical scalability study with respect to the discretization
level on a 2D partitioned example with constant domain count. (a) FETI-LEAP2 is
compared with FETI-DP LEAP and MG-FETI LEAP2; (b) the proposed methods
are tested on decompositions with non-matching interface grids.
Plane Wave Propagation in Homogeneous Media, 2D Decomposition with 16 Domains
h Method
# Unknowns Setup Time Iterations Solution Time Peak Memory
Millions (hh:mm:sec) ( = 10−4) (hh:mm:sec) Usage (MB)
λ/8
FETI 0.03 00:00:02 127 00:00:05 7
FETI LEAP2 0.03 00:00:02 12 00:00:01 15
MG-FETI LEAP2 0.03 00:00:02 3 00:00:01 17
λ/16
FETI 0.22 00:00:47 192 00:00:39 114
FETI LEAP2 0.22 00:00:49 11 00:00:04 175
MG-FETI LEAP2 0.22 00:00:49 2 00:00:02 177
λ/30
FETI 1.67 00:41:02 245 00:07:54 1,863
FETI LEAP2 1.67 00:42:36 12 00:00:57 2,684
MG-FETI LEAP2 1.67 00:42:52 2 00:00:19 2,676
λ/50
FETI 4.69 05:37:02 510 00:57:06 7,451
FETI LEAP2 4.69 a00:59:58 11 a00:00:39 10,698
MG-FETI LEAP2 4.69 a01:00:52 2 a00:00:15 10,700
a distributed over 10 CPUs, with poor load balancing.
Table 5.2. Computational statistics on a progressively discretized 2D partitioned
problem.
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decompositions with non-matching triangulations and their corresponding scalability
properties are shown in Fig. 5.23(b). Both schemes appear to be numerical scalable
with respect to the discretization regardless of the interface grid conformity.
105 106 107
100
200
300
400
500
600
700
800
900
1000
N
# M
atr
ix 
Ve
cto
r M
ult
.
FETI−DP LEAP
FETI LEAP3
MG−FETI LEAP3
λ/30λ/16λ/8(h) λ/50
−7h = var., Freq, H = const., BiCGStab(1), tol. = 10
105 106 107
10
20
30
40
50
60
70
80
N
# M
atr
ix 
Ve
cto
r M
ult
. FETI LEAP
3
MG−FETI LEAP3
λ/30λ/16λ/8(h) λ/50
−7h = var., Freq, H = const., BiCGStab(1), tol. = 10
Conforming
Non−Conforming
(a) (b)
Figure 5.23. The numerical scalability study with respect to the discretization
level on a 3D partitioned example with constant domain count. (a) FETI-LEAP3 is
compared with FETI-DP LEAP and MG-FETI LEAP3; (b) the proposed methods
are tested on decompositions with non-matching interface grids.
5.4.2.2 Numerical Scalability Study wrt Domain Count
In this section, the numerical scalability with respect to domain count will be
examined on the usual three different decomposition topologies, namely the 1D, the
2D and the 3D. In all cases cubic domains of 1m size are considered, which corresponds
to an electrical length of λ/6 at 50MHz. The discretization level is kept constant
on all problems (h = λ/40) with 30K electric field unknowns per domain. The
computational statistics with all the detailed description on the memory and time
overhead of the proposed methods are provided in Table 5.4 regarding the one-way
partitioned problem, in Table 5.5 for the 2D partitioned case and in Table 5.6 for the
3D decomposed problem.
194
Plane Wave Propagation in Homogeneous Media, 3D Decomposition with 27 domains
h Method
# Unknowns Setup Time Iterations Solution Time Peak Memory
Millions (hh:mm:sec) ( = 10−4) (hh:mm:sec) Usage (MB)
λ/8
FETI 0.06 00:00:04 324 00:00:32 23
FETI LEAP3 0.06 00:00:04 17 00:00:04 52
MG-FETI LEAP3 0.06 00:00:05 8 00:00:03 60
λ/16
FETI 0.39 00:01:59 275 00:02:34 355
FETI LEAP3 0.39 00:02:11 20 00:00:31 539
MG-FETI LEAP3 0.39 00:02:15 5 00:00:13 546
λ/30
FETI 2.9 01:45:03 275 00:51:03 5,654
FETI LEAP3 2.9 01:54:16 16 00:05:15 7,827
MG-FETI LEAP3 2.9 01:53:18 6 00:02:53 7,834
λ/50
FETI 8.08 a02:45:03 251 a00:27:32 22,617
FETI LEAP3 8.08 a02:55:44 10 a00:02:08 31,314
MG-FETI LEAP3 8.08 a02:57:11 5 a00:01:33 31,321
a distributed over 10 CPUs, with poor load balancing.
Table 5.3. Computational statistics on a progressively discretized 3D partitioned
problem.
The one way decomposed problem is a parallel plate waveguide section with the
top and bottom sides truncated with PEC boundary conditions. The left and right
sides are truncated with PMC which allows for plane wave propagation along the
decomposition direction. The computational domain has been decomposed with a
progressively increasing domain count of 3, 5, 10 and 20. In Fig. 5.24 the numerical
scalability with respect to domain count of FETI LEAP, FETI-DOP LEAP and MG-
FETI LEAP methods is shown. The FETI LEAP method is clearly not scalable with
respect to domain count, that was expected due to the lack of a global preconditioning
scheme. The numerical scalability of the FETI-DOP LEAP method is improved
compared to that of the FETI LEAP, however it is far from being a scalable scheme.
On the other hand, the MG-FETI LEAP method appears to be perfectly scalable
with respect to domain count.
The 2D decomposed example is a parallel plate structure with all the lateral
surfaces truncated with 1st order ABC boundaries. A line current source in the
center of the computational domain, which extends from the bottom to the top PEC
surfaces, produces a cylindrical wave which travels along all directions of the x − y
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Figure 5.24. The numerical scalability with respect to the domain count of FETI
LEAP, FETI-DP LEAP and MG-FETI LEAP on a one-way partitioned example with
constant discretization level (h = λ/40).
Plane Wave Propagation in Homogeneous Media, 1D Decomposition, h = λ/40
Domain
Method
# Unknowns Setup Time Iterations Solution Time Peak Memory
Count Thousands (mm:sec) ( = 10−5) (mm:sec) Usage (MB)
3
FETI 109 00:30 22 00:01 19
FETI LEAP 109 00:31 1 00:00 31
MG-FETI LEAP 109 00:32 1 00:00 32
5
FETI 183 01:00 37 00:03 44
FETI LEAP 183 01:02 6 00:02 69
MG-FETI LEAP 183 01:03 2 00:00 70
10
FETI 367 02:18 27 00:05 106
FETI LEAP 367 02:21 27 00:08 162
MG-FETI LEAP 367 02:23 2 00:01 163
20
FETI 736 04:52 134 01:00 232
FETI LEAP 736 05:12 67 00:45 350
MG-FETI LEAP 736 05:26 1 00:02 351
Table 5.4. The computational statistics of the domain count scalability experiment
conducted on a one-way decomposition topology.
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plane. The example considers an increasing domain count from 9 (3×3) to 49 (7×7).
In Fig. 5.25 the numerical scalability of the FETI-DP LEAP, the FETI LEAP2 and the
MG-FETI LEAP2 methods are shown. The FETI-DP LEAP method requires more
than 100 iterations to converge to a tolerance of  = 10−7 and it does not appear to
scale with respect to domain count. The FETI-LEAP2 converges in a much smaller
iteration count than the FETI-DP LEAP method, however it is not scalable with
respect to the domain count either. On the other hand, MG-FETI LEAP2 converges
with a constant iteration count (≈ 10) for all different decomposition layouts.
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Figure 5.25. The numerical scalability with respect to the domain count of FETI
LEAP2, FETI-DP LEAP and MG-FETI LEAP2 on a 2D partitioned example with
constant discretization level (h = λ/40).
The last experiment on the domain count scalability is performed on a 3D parti-
tioning topology. In this case, an open computational domain has been considered,
truncated with 1st order ABC from all sides. An infinitesimal dipole at the center
of the computational domain produces a spherical wave. The computational domain
has been decomposed with 27 (3 × 3 × 3) and 125 (5 × 5 × 5) domains. In Fig. 5.6
the domain count scalability of FETI-LEAP3 and MG-FETI LEAP3 are shown. The
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Cylindrical Wave Due to Line Current Source, 2D Decomposition, h = λ/40
Domain
Method
# Unknowns Setup Time Iterations Solution Time Peak Memory
Count Thousands (mm:sec) ( = 10−5) (mm:sec) Usage (MB)
9
FETI 302 03:26 251 01:24 205
FETI LEAP2 302 03:29 9 00:07 301
MG-FETI LEAP2 302 03:29 3 00:03 302
25
FETI 849 11:30 516 17:42 803
FETI LEAP2 849 11:40 14 00:34 1141
MG-FETI LEAP2 849 11:45 3 00:16 1443
49
FETI 1,671 24:16 373 16:18 1781
FETI LEAP2 1,671 24:34 22 02:05 2505
MG-FETI LEAP2 1,671 24:38 3 00:38 2510
Table 5.5. The computational statistics of the domain count scalability experiment
conducted on a 2D decomposition topology.
FETI-DP LEAP method is not shown here because it requires an enormous amount
of iterations (> 1000) to converge at a tolerance of  = 10−7. The FETI LEAP3
method appears to be weakly scalable with respect to the domain count. However,
the MG-FETI LEAP3 method is able to converge with a constant iteration count
irrespective of the size of the decomposition. Moreover, it is able to converge 3 times
faster than FETI LEAP3.
Spherical Wave Due to Infinitesimal Dipole, 3D Decomposition, h = λ/40
Domain
Method
# Unknowns Setup Time Iterations Solution Time Peak Memory
Count Thousands (hh:mm:sec) ( = 10−5) (hh:mm:sec) Usage (MB)
27
FETI 970 00:18:23 442 00:13:05 1,450
FETI LEAP3 970 00:19:07 23 00:03:35 2,013
MG-FETI LEAP3 970 00:19:17 12 00:01:38 2,020
125
FETI 4,557 01:50:01 494 01:24:15 9,448
FETI LEAP3 4,557 01:56:27 32 00:20:23 12,754
MG-FETI LEAP3 4,557 01:59:33 13 00:10:53 12,829
Table 5.6. Computational statistics of the domain count scalability experiment
conducted on a 3D decomposition topology.
The numerical scalability with respect to the domain count is also performed on
a 3D partitioning topology that involves non-matching interface triangulations. The
experiment is conducted along the lines of the previous example and it is heavily
discretized (h = λ/60) with 60K electric field unknowns per domain. The computa-
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Figure 5.26. The numerical scalability with respect to the domain count of FETI
LEAP3 and MG-FETI LEAP3 on a 3D partitioned example with constant discretiza-
tion level (h = λ/40).
tional domain is progressively decomposed with 27 (3 × 3 × 3), 125 (5 × 5 × 5) and
343 (7×7×7) domains. In Fig. 5.27 the numerical scalability with respect to the do-
main count is shown on the MG-FETI LEAP3 method for a convergence tolerance of
 = 10−10. Both conforming and non-conforming problems are scalable with respect
to domain count and they appear to converge with approximately the same iteration
count.
5.4.2.3 Scalability wrt Domain Electrical Size
In this experiment the effectiveness of the global preconditioner is tested on decom-
positions that involve variable electrical domain size. The consideration is restricted
to the most successful global preconditioning scheme, the MG method. The MG
preconditioner constructs its global auxiliary problem through interface global basis
functions. Therefore, it is expected that the preconditioner will slowly lose its effec-
199
106 107
20
40
60
80
100
N
# M
atr
ix 
Ve
cto
r M
ult
.
MG−FETI LEAP3, Domain Count Scalability
 Conforming
 Non-Conforming
27(N  )d 125 343
Figure 5.27. The numerical scalability with respect to the domain count on non-
conforming 3D decomposed problem solved with MG-FETI LEAP3 with a conver-
gence tolerance of  = 10−10. The problem has been discretized with h = λ/60 which
corresponds to 60K electric field unknowns per domain.
tiveness with progressively increasing electrical domain size, as it approaches or even
exceeds the Nyquist sampling rate.
In order to reveal this behavior the three usual partitioning topologies, one-way,
2D and 3D, are considered. All different computational models represent a parallel
plate waveguide structure with the top and bottom surfaces being PEC truncated,
the left and right side surfaces truncated with PMC boundaries, while the front and
back sides are left open through 1st order ABC. In this experiment the domain count
is retained constant, 10, 16 and 25 for the 1D, the 2D and 3D decomposed problem
respectively. Each domain is discretized to a constant level h = λ/36 @ f = 100MHz.
However, the domain size is progressively increased, H = λ/8, H = λ/4 and H = λ/2
@ f = 100MHz. These correspond to 1.5K, 11K and 84K electric field unknowns
per domain. The examples are also conducted at 300MHz, in order to challenge
the proposed numerical method on decompositions that involve domains with multi-
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wavelength electrical size. In Fig. 5.28(a) the scalability with respect to the electrical
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Figure 5.28. Numerical scalability with respect to domain electrical size (H) with
constant domain count and discretization level on one-way partitioned problem. (a)
H < λ/2 region; and (b) H > λ/2 region.
size of the domains is shown on the one-way partitioned paradigm for sizes that are
smaller than λ/2. The MG-FETI LEAP method is nearly scalable and it requires
< 5 iterations in order to converge to a tolerance of 10−7. When the domain electrical
size ranges to multi-wavelength regions the scalability of the MG-FETI LEAP method
deteriorates fast as shown in Fig. 5.28(b). However, the scalability of MG-FETI LEAP
is improved as the order of the interface-global basis is increased. In Fig. 5.29(a) and
(b) the numerical scalability of MG-FETI LEAP2 with respect to domain size is shown
on a 2D decomposed example. The observations and conclusions are identical to the
one-way decomposed paradigm. Finally, these trends are also verified in Fig. 5.30 on
a 3D decomposed computational domain.
5.4.2.4 Numerical Complexity
A monochromatic plane wave scattering problem from a dielectric cube (r = 3)
is considered in this section in order to examine the numerical complexity of the pro-
posed MG-FETI LEAP3. The problem is decomposed in a structured 3D fashion. In
this computational example the discretization level is retained constant (h = λ/16),
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Figure 5.29. Numerical scalability with respect to domain electrical size (H) with
constant domain count and discretization level on 2D partitioned problem. (a) H <
λ/2 region; and (b) H > λ/2 region.
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Figure 5.30. Numerical scalability with respect to domain electrical size (H) with
constant domain count and discretization level on 3D partitioned problem. (a) H <
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while the size of the problem as well as the domain count are increased concur-
rently such that the electric field unknown count per domain is retained constant
(≈ 30K). Fig. 5.31(a) shows the wall time of MG-FETI LEAP3 versus the number of
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Figure 5.31. Computational complexity of MG-FETI LEAP3 with progressively
increased domain count and constant discretization level. The (a) time; and the (b)
memory complexity.
unknowns. The proposed method is compared to the standard MG-FEM solver [15].
The proposed method appears to scale in time with O1.5 while the complexity of the
MG-FEM is > O2. In Section 4.3, it has been proven that the time complexity of
the proposed method scales linearly if the global preconditioner introduces negligi-
ble time overhead. This statement holds in this case, however the domain count is
not sufficiently large in order to observe a perfect linear complexity. It is expected
that the time complexity of the method will asymptotically converge to a linear on
a sufficiently large (and currently unknown) domain count. Another important ob-
servation is that the proposed method is able to outperform the MG-FEM method
on problems that involve > 1M electric field unknowns, without taking advantage of
parallel processing. In Fig. 5.31(b) the memory complexity of the proposed method
is compared to that of the MG-FEM method. Again, the proposed method’s memory
footprint should asymptotically converge to linear on large domain count. Moreover,
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the proposed method appears less efficient in terms of memory usage when compared
to the MG-FEM.
5.4.2.5 Parallel Scalability Study
The last computational experiment is on the parallel scalability of the MG-FETI
LEAPp method. Once again the usual 3 partitioning topologies (one-way, 2D and 3D)
are considered. The domain count regarding all these 3 cases is retained constant and
equal to 160, with each domain being discretized with 60K electric field unknowns.
In this experiment, the same computational problem has been solved with a progres-
sively increasing number of cores. The parallel scalability is shown separately for
the “set-up” and the “solve” workloads. The first includes all the operations before
the iterative convergence, these are the assembly of the matrix, the sub-structuring
process and the assembly of the preconditioners. The second refers to the iterative
convergence of the method. Moreover, the set-up part is further decomposed on the
sub-structuring process and the assembly of all preconditioning parts. It is noted that
the assembly of the matrix and the global preconditioner pose a relatively small time
overhead and they have a minor effect on the scalability, for that they are not shown
here. All the runs have been conducted on a homemade cluster of 10 MacPro with 2
2.8GHz Xeon quad-core processors and 32GB of RAM that are connected through
gigabit ethernet network.
In Fig. 5.32(a) the parallel scalability of MG-FETI LEAP method is shown on
the one-way decomposed problem. A maximum of 10 cores have been used here,
in order to achieve a close to perfect load balancing. The set-up part of the solver
yields an almost ideal scalability ≈ 99%, the solution part scales better than 90%
and the overall solver scalability is better than 95%. The almost ideal scalability of
the set-up process is attributed to the fact that the sub-structuring process, which
dominates the set-up, is to a large extent an “embarrassingly” parallel process (does
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not involve communication), as shown in Fig. 5.32(b). However, the assembly of
the LEAP preconditioner involves the communication of local dense matrices, which
reduces its parallel scalability by a small fraction. In Fig. 5.33(a), the same problem
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Figure 5.32. Parallel scalability with almost ideal load balance on one-way decom-
posed problem with 160 domain (60K per domain). (a) The two main stages of the
implementation (set-up, iterative solution); (b) the different components of the set-up
workload.
is considered with even larger number of cores. In this case a significant deterioration
on the parallel scalability of the method is observed. This is attributed to the reduced
load balancing of the solver. On FETI-Z sub-structuring paradigm, which is employed
throughout this work, the optimum load balancing is not determined strictly from the
count of the volumetric electric field unknowns per domain, as is done in the most
usually adopted FETI-LU approach. In this case, the ideal load balance requires
the consideration of the electric field unknown count at the domain surface as well.
That is due to the Z matrix calculation process and it has not been considered
in the implementation yet, which leads to reduced parallel scalability as shown in
Fig. 5.33(b). However, the overall parallel scalability of the solver remains sufficiently
high (≈ 80%).
The aforementioned load balance problem is even more severe on multi-dimensional
partitioning topologies. In Fig. 5.34(a) the parallel scalability of the MG-FETI
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Figure 5.33. Parallel scalability a one-way decomposed problem with 160 domains
(60K per domain) with poor load balance, (a) The two main stages of the implemen-
tation (set-up, iterative solution); (b) the different parts of the set-up workload.
LEAP2 solver is shown, while the scalability regarding the different parts of the set-up
process is provided in Fig. 5.34(b). Here, the scalability of the assembly process of
the various LEAP preconditioning levels is particularly small. The reason for this
problematic behavior is the lack of a load balancing scheme that distributes the local
LEAP sub-problems evenly among processors. On the current implementation, it is
highly possible that specific processors are required to assemble the majority of the
local LEAP problems. However, the assembly of the LEAP preconditioner is not able
to reduce the overall parallel scalability of the solver to a catastrophic level.
The aforementioned load balance problems are even more profound in the 3D
decomposed paradigm as shown in Fig. 5.35(a) and (b). More unequal Z matrices
are involved in this case (interior domains compared to boundary domains) which
reduce the theoretically perfect parallel scalability of the sub-structuring process.
Moreover, the existence of domain-vertex related problems that are not distributed
in a balanced fashion, further reduces the parallel scalability of the MG-FETI LEAP3
implementation. The overall scalability is shown to be ≈ 70% in Fig. 5.35(a).
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Figure 5.34. Parallel scalability a 2D decomposed problem with 160 domain (60K
per domain) with poor load balance. (a) The two main stages of the implementation
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5.5 Discussion
This section introduced two global preconditioning techniques to provide numer-
ical scalability with respect to the domain count to FETI-2λ. First the well estab-
lished FETI-DP was integrated with the LEAP1 preconditioner and it was used as a
reference. Then two new preconditioners, the FETI-DOP and the MG-FETI, were
presented and simple eigenvalue studies were used to scrutinize their effectiveness.
Finally, the numerical scalability, the numerical complexity and the parallel scalabil-
ity of the proposed methods were discussed on simple numerical experiments. The
overall conclusions are that the DOP method suffers from unreliable iterative conver-
gence, while the MG method provides an efficient yet effective global preconditioner
that accelerates the convergence of the FETI-2λ method and provides numerical scal-
ability with respect to the domain count. Finally, it was shown that the integration
of the MG method with the LEAPp preconditioner provides a numerical method with
condition number that does not depend on the partitioning topology, the frequency,
the discretization and the domain count.
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CHAPTER 6
NUMERICAL RESULTS
The computational experiments that have been considered so far, have provided
encouraging results for the success of the preconditioned FETI-2λ method. However,
the proposed numerical schemes have not been tested on real-life problems. This
chapter will apply the proposed methods to a group of realistic, industrial grade
problems and it will challenge the limits of the developed methods. In particular,
these are a waveguide filter designed to operate at X-band, a multi-layer printed
circuit board, a 5 × 4 × 2 finite Vivaldi array enclosed with a radome and a generic
drone aircraft.
All computational examples use complex double arithmetics and 2nd order tan-
gential vector finite elements on tetrahedra (20 unknowns per element). All problems
involve conforming structured decompositions and potential geometrical repetitions
or symmetries are not exploited. The BiCGStab(L) [78] iterative solver that requires
2L matrix vector products per iteration is used for the non-symmetric DDM methods,
while the CG (single matrix vector product per iteration) is used for computations
with the pMuS FEM [15]. To facilitate the comparison between the different meth-
ods, the iterative convergence is shown with respect to the matrix vector products.
The convergence criteria is established through the residual of the preconditioned lin-
ear system as shown in (4.49). The computational codes are implemented in object-
oriented C++ using the Intel R© compilers. Moreover, the BLAS library from MKL [84]
has been used on dense matrix operations and the OpenMPI library [85] for the par-
allel implementation. All the runs have been conducted on an in-house cluster of 10
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MacPro with 2 2.8GHz Intel R© Xeon Quad-Core processors (2008 technology) and
32GB of RAM that are connected through a gigabit ethernet network.
6.1 Waveguide Filter
The first computational example is on a X-band waveguide filter, used for high
power SatCom applications. The filter is bandpass and designed to operate at 7.9−
8.4GHz. The geometry with all detailed dimensions are shown in Fig. 6.1(a). The
interior computational problem is 6 wavelengths long for the middle frequency and it
has been discretized with 182, 759 tetrahedra which corresponds to 1.1M primal field
unknowns. For the DDM computations the filter has been partitioned with 8 domains
in a one-way decomposition, as shown in Fig. 6.1(b). This decomposition leads to a
total 7.7K dual unknowns. The proposed methods are compared with the state-of-
the-art multigrid FEM method [15] and the corresponding computational statistics
are shown in Table 6.1. The MG-FEM solver is faster than all FETI-2λ methods,
however FETI-2λ has considerably lower memory footprint. This can be attributed
to the fact that FETI-2λ storage is dominated by the surface related dense matrices
Zi, whose size is kept minimum due to the carefully chosen decomposition. Contrary,
the memory requirement of MG-FEM is determined by the incomplete factorization
of the global sub-matrix related to the 1st order electric field unknowns. The iteration
count required for convergence to a tolerance of  = 10−4 is large for the FETI-2λ
method compared to that of the MG-FEM. However the LEAP preconditioner is
able to improve the iterative convergence of FETI-2λ to a similar iteration count as
MG-FEM. It is noted that even though the FETI-2λ uses the BiCGStab(1) solver (2
matrix vector multiplications per iteration), and the FEM uses CG (1 matrix vector
product per iteration), the comparison is done through the consistent measure of
matrix vector products. Finally, the FETI-2λ method has considerably larger set-up
time as compared to FEM, due to the FETI-Z sub-structuring approach.
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Figure 6.1. Model and decomposition layout of the waveguide filter problem. (a)
The detailed geometry; and (b) the decomposition layout followed by the surface
current distribution at f = 8.2GHz.
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Waveguide Filter problem, 8-domain one-way partitioning
Method
# Unknowns Setup Time # Matrix-Vector Solution Time Memory
Millions (mm:sec) Products ( = 10−4) (mm:sec) (MB)
MG-FEM 1.12 02:50 20† 00:16 1,541
FETI-2λ 1.13 06:38 214‡ 00:07 343
FETI-2λ LEAP 1.13 06:41 28‡ 00:03 376
FETI DOP LEAP 1.13 07:01 16‡ 00:02 377
MG-FETI LEAP 1.13 06:45 4‡ 00:01 377
† solved with CG, ‡ solved with BiCGStab(1).
Table 6.1. The computational statistics of the waveguide filter problem solved with
MG-FEM, and various preconditioned FETI-2λ variants solved at 8.2GHz.
Fig. 6.2(a) shows the accuracy comparison between the MG-FEM result and
the MG-FETI-LEAP for the return loss over the entire frequency band. The MG-
FETI-2λ LEAP solution matches perfectly with the MG-FEM. In Fig. 6.2(b), the
numerical power dissipation defined through the artificial loss coefficient as L =
10log10 (1− |S11|2 − |S22|2), is shown. The numerical loss corresponding to MG-FETI
LEAP and the proposed method are practically identical. The numerical loss level
of −30dB is usually satisfactory for the typical engineering purposes, however lower
error level could be obtained by increasing the discretization level of the problem.
In Fig. 6.3, the iterative convergence history of FETI-2λ method with and without
the LEAP1 is compared with respect to the matrix vector multiplication count and
the wall time, for a sample frequency of 8.2GHz. It is shown in Fig. 6.3(a) that
the FETI-2λ method converges slowly, while the FETI-2λ LEAP1 method converges
exponentially to a tolerance of  = 10−10 with only 32 matrix vector products. In
Fig. 6.3(b) the aforementioned convergence history is shown with respect to the wall
time (including the set-up time). It appears that the set-up time dominates the overall
time requirements of both methods, whereas the time overhead of the preconditioner
assembly appears to be insignificant.
The FETI-2λ LEAP1 method is further compared with the standard MG-FEM
method in terms of convergence rates in Fig. 6.4(a). The MG-FEM converges almost
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Figure 6.2. The accuracy of the FETI-2λ method, compared to the standard MG-
FEM on the waveguide filter problem. (a) The return loss over the entire frequency
band; and (b) comparison of the numerical power dissipation.
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Figure 6.3. Convergence comparison of FETI-2λ and FETI-2λ LEAP1 on the waveg-
uide filter problem. The convergence history of FETI-2λ and FETI-2λ LEAP1 with
respect to (a) the matrix vector multiplication count; and (b) the wall time.
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with a constant slope and requires 90 iterations to reach a target residual of  = 10−10.
On the other hand, the FETI-2λ LEAP1 method appears to have an initial slow
convergence for the first 20 iterations which is followed by an exponential iterative
convergence. The exponential convergence is due to the effectiveness of the local
preconditioning scheme, while the initial slow convergence is attributed to the lack
of a global preconditioning scheme. The set-up time of the MG-FEM is shown in
Fig. 6.4(b) to be smaller than that of FETI-2λ LEAP1. However, FETI-2λ LEAP1 is
able to outperform MG-FEM through parallel processing (4 cores in this case). The
parallelization efficiency of the FETI-2λ LEAP1 method is shown in Fig. 6.5(b) and
is approximately 80%. The problem could not be perfectly balanced due to a small
count of partitions and their highly unequal sizes.
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Figure 6.4. Convergence comparison of FETI-2λ LEAP1 and MG-FEM on the
waveguide filter problem. The convergence history of MG-FEM and FETI-2λ LEAP1
with respect to (a) the matrix vector multiplication count; and (b) the wall time with
parallel processing.
Finally, the global preconditioners are tested on the waveguide example as shown
in Fig. 6.5. In all examples, second order preconditioner domain-face basis (total of 4
basis functions per domain-face) is used for both FETI-DOP and MG-FETI methods.
The convergence history of FETI-DOP LEAP1 is compared to the FETI-2λ LEAP1
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as shown in Fig. 6.5(a). Both methods converge slowly during the early iterations
and exponentially on the second part of the convergence history. However, the early
iteration part of FETI-DOP LEAP1 is smaller (almost half) compared to that of
the FETI-2λ LEAP1. This improvement is attributed to the global component of the
FETI-DOP scheme. Finally, the MG-FETI LEAP1 method is compared to the FETI-
2λ LEAP1 as shown in Fig. 6.5(b). In this case the slow convergence at early iterations
is totally eliminated indicating a more effective global preconditioning scheme than
that of the FETI-DOP method.
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Figure 6.5. The convergence comparison of the MG-FEM with the proposed FETI-
DOP LEAP1 and MG-FETI LEAP1 methods on the waveguide filter problem. (a)
The MG-FEM is compared to the FETI-2λ LEAP1 and the FETI-DOP LEAP1; (b)
the MG-FEM and FETI-2λ LEAP1 are compared to the MG-FETI LEAP1.
6.2 Printed Circuit Board
The next computational example examines the integrity of a signal on a printed
circuit board (PCB) designed to operate at a frequency range of 0.5GHz − 5GHz.
The geometry of the problem is shown in Fig. 6.6. The PCB consists of three different
layers whose metallization is shown in the inset exploded view of Fig. 6.6. Between the
layers, approximately 5, 000 vias are placed which further increases the complexity of
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the structure. The model is 110mm long and 70mm wide and it has been discretized
with 1, 234, 054 tetrahedrons. This corresponds to a discretization level that ranges
with frequency from h = λ/1200 (500MHz) to h = λ/120 (5GHz). Moreover, it is
decomposed into 15 domains as shown in the inset picture of Fig. 6.7(a). The de-
composition corresponds to 7, 110, 100 primal unknowns and 115, 146 dual unknowns
(the total unknown count is 7, 225, 246). Finally, the problem is excited through a
wave-port placed close to the center of the top PCB layer as shown in Fig. 6.6 (Port
1) and the signal is received on a second wave-port placed at the middle PCB layer,
close to the edge of the structure (Port 2).
The MG-FETI LEAP2 uses a buffer that spans the 1/3 of the interface length and
4th order domain-face and domain-edge macro-basis for the global preconditioner.
The method is compared to the state-of-the-art MG-FEM solver [15], with complete
factorization on the 1st order part and incomplete factorization (drop-tolerance of
10−2) on the 2nd order and the FETI-DP. The MG-FETI LEAP2 and FETI-2λ-
DP were solved with 5 CPUs. The set up time of MG-FETI LEAP2 was 2 hours
(sub-structuring and preconditioner assembly) while each matrix vector multiplication
was performed in 8.7 seconds. On the memory requirements of the method, 6.9GB
where required for the storage of the Z-matrices, 2.3GB for the LEAP1, 4.1GB for
LEAP2 and 0.003GB for the global preconditioner. For comparison, the total memory
requirements of the MG-FEM was 12GB while the set-up time 10 minutes. On the
other hand the FETI-2λ-DP required 6.3GB of memory and its set-up time was 1
hour and 50 minutes.
The iterative convergence of MG-FETI LEAP2 is compared to MG-FEM and
FETI-2λ-DP in Fig. 6.2 for a sample frequency 4.5GHz. The BiCGStab(10) iterative
solver, that requires 20 matrix vector products per iteration, was used for the MG-
FETI LEAP2, while the CG was used for the MG-FEM. It is shown that the MG-FETI
LEAP2 is able to converge to a residual tolerance of  = 10−10 with less than 1, 000
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Port 1
Port 2
70mm
110mm
Figure 6.6. The discretized metallic surfaces of the PBC; inset : a close up on a via
and an exploded view of the multiple layers.
217
Port 1Port 2
(a)
(b)
Figure 6.7. The multilayer PCB; (a) the decomposition layout; and (b) the current
districution on the top layer @ 4.5GHz.
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matrix vector products, while the MG-FEM fails to converge with the same matrix
vector product count. It is shown that FETI-2λ-DP fails to converge even though its
iterative convergence appears to be slightly better than MG-FEM. The convergence
of the MG-FETI LEAP2 and FETI-2λ DP, on sample frequencies, over the entire
operational band is shown in Table 6.2. Overall, the method appears to converge
with a relatively stable iteration count, except for the frequency of 1GHz where the
iterative convergence was rather problematic.
In Fig. 6.7 the current distribution on the metallization of the higher layer is
shown in logarithmic scale and a color ratio of 3 orders of magnitude. It is shown
that the current is not at all confined close to the excited trace; rather it leaks on
the entire board. This could be an indication of signal integrity problems. Finally
the transmission and reflection coefficients on various frequency samples are shown
in Fig. 6.9. The transmission appears to be between −5 and −10dB throughout the
operational band.
Printed Circuit Board, BiCGStab(10)
Frequency # Matrix Vector Products
[GHz] ( = 10−3) ( = 10−4) ( = 10−5)
0.50 620 640 720
0.75 940 1040 1140
1.00 2100 - -
1.50 960 980 1660
2.00 780 1220 1240
2.50 1700 1820 2240
3.00 940 1100 1220
3.50 880 1000 1240
4.00 860 1080 1320
4.50 360 460 640
5.00 300 500 660
Table 6.2. Matrix vector multiplication count required for convergence to different
residual tolerances and different frequencies for the MG-FETI LEAP.
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Figure 6.8. Iterative convergence history of MG-FETI LEAP vs. MG-FEM and
FETI-DP.
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Figure 6.9. Transmission and reflection coefficients of the PCB for the entire fre-
quency band.
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6.3 5× 4× 2 Vivaldi Array Enclosed in a Radome
The next computational example is on the radiation from a 5× 4× 2 10:1 Vivaldi
array [86]. The element is 8mm wide and 42.5mm long, and it has been designed to
operate at a frequency band of 1.8− 18GHz. Furthermore the array is enclosed in a
radome, as shown in Fig. 6.10, with 120mm diameter at its base and 62mm height
with dielectric permittivity of r = 2.6 . The geometry is truncated with a curved
bounding box of 168mm diameter at the base and 86mm height. The computational
problem has been discretized with 3, 239, 460 tetrahedrons, which corresponds to a
discretization level of h = λ/12 at 18GHz (the upper limit of the operational band).
Moreover it has been decomposed into 191 conforming domains in a partitioning
topology as shown in the right inset of Fig. 6.10, without taking advantage in memory
savings of the repetitive parts of the geometry. It is highlighted that the elements of
the array are also decomposed as shown in the left inset of Fig. 6.10. The domain
interfaces are right at the center of the radiating elements and they are pierced from
the stripline which excites the array. The discretization of the problem corresponds to
19, 637, 222 electric field unknown, 1, 268, 986 dual unknowns and the total unknown
count is 20, 906, 208. The problem has been solved with MG-FETI LEAP3 with
domain-edge and domain-vertex preconditioner buffers that span less than the 1/10
of the average interface and 2nd order domain edge and face macro-basis for the MG
preconditioner. The computational statistics of the method are shown in Table 6.3.
The problem has been solved with 77 CPUs and it required 1 hours and 37 minutes
for the set-up and 29 seconds for each iteration. The required memory storage was
105GB.
Fig. 6.11 shows the iterative convergence of the MG-FETI LEAP3 for the highest
frequency of the operational band (18GHz). It is shown that the proposed method
is able to converge with 60 matrix vector products to a convergence tolerance of
 = 10−3. This convergence corresponds to a solution time of 14 minutes. Moreover,
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z
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(a) (b)
Figure 6.10. The geometry of the 5× 4× 2 Vivaldi array enclosed in a radome; (a)
the decomposition of the elements; (b) the partitioning topology as seen on the outer
boundary.
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5× 4× 2 Vivaldi Array Enclosed by Radome
Required Computational Resources
Z-Matrix MG-FETI LEAP1 LEAP2 LEAP3 Total
Memory [GB] 81.3 0.4 17.9 5.5 0.1 105.2
Time (hh:mm:ss) 01:26:00 00:03:35 05:26 00:01:36 00:01:01 01:37:46
Table 6.3. Computational resources for the solution of the 20M radiation problem
on the 5× 4× 2 Vivaldi array.
in Fig. 6.11 the radiated fields of the array are shown @ 18GHz along with the currents
induced at the metallic surfaces of the structure. In Fig. 6.13, Fig. 6.14 and Fig. 6.15
the directivity of the array is shown for 2GHz, 10GHz and 18GHz, respectively.
Each figure shows the array radiation with and without radome. It is observed that
for the extreme frequencies (f = 2GHz and f = 18GHz) of the operational band the
radiation characteristics are minimally affected, however for the middle frequency of
the operational band (f = 10GHz) the directivity of the array is reduced by ≈ 2dB.
5× 4× 2 Vivaldi Array Enclosed in a Radome, BiCGStab(1)
Frequency # Matrix Vector Products,  = 10−3
[GHz] FETI-2λ FETI-2λ-DP FETI-2λ-DP LEAP MG-FETI LEAP3
2 - - - 26
10 - 182 116 54
18 - - 184 50
Table 6.4. Matrix vector multiplication count required for convergence for various
methods and frequencies.
6.4 Scattering by Generic Drone Aircraft
The last computational example is on the scattering from a generic drone aircraft
due to a monochromatic incident plane wave from an oblique direction (θ = 45,
φ = 45). The scatterer is 8.3m from nose-to-tail, has 6.3m wingspan and is 2.6m tall.
For the simulations, a bounding box enclosing the drone with approximate dimensions
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Figure 6.11. Iterative convergence of MG-FETI LEAP3 on the 5 × 4 × 2 Vivaldi
array enclosed in a radome @ 18GHz.
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Figure 6.12. The radiated fields from the 5 × 4 × 2 Vivaldi array enclosed in a
radome operating @ 18GHz; middle inset : an isometric view of the radiated fields;
bottom inset : the induced currents at the metallic surfaces of the model.
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Figure 6.13. The directivity of the 5× 4× 2 Vivaldi array operating @ 2GHz in the
presence of the radome and without the radome.
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Figure 6.14. The directivity of the 5 × 4 × 2 Vivaldi array operating @ 10GHz in
the presence of the radome and without the radome.
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Figure 6.15. The directivity of the 5 × 4 × 2 Vivaldi array operating @ 18GHz in
the presence of the radome and without the radome.
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9.8m× 7.3m× 3.2m is used as shown in Fig. 6.16. The problem has been discretized
with 7, 624, 535 tetrahedra which corresponds to 40, 350, 720 primal unknowns and
3, 439, 672 dual. The overall unknown count is 43, 790, 392 million unknowns. The
problem was decomposed into 432 domains. The problem was solved with the MG-
FETI LEAP3 that had domain-edge and vertex LEAP buffers that span 1/10th of the
interface length, and 2nd order MG macro-basis functions. The problem was solved
on 88 CPUs and it required 3 hours for the set-up, 50 seconds for each iteration, and
total of 296GB memory. The detailed memory and time requirements are listed in
Table 6.5. Finally, the load balancing of the parallel solver is pretty poor, mainly due
to the highly unbalanced decomposition.
Scattering by Drone, 40M primal unknowns
Required Computational Resources
Z-Matrix MG-FETI LEAP1 LEAP2 LEAP3 Total
Memory [GB] 228 0.6 46 18 3 296
Time (hh:mm) 02:01 00:04 00:06 00:45 00:08 03:07
Table 6.5. Required computational resources for the solution of the 40M unknown
problem.
The problem has been solved for various frequencies ranging from 100MHz to
1GHz with the corresponding discretization level ranging form h = λ/60 to h = λ/6.
It has been observed that the LEAP3 preconditioner, is of vital importance for heavily
discretized problems, but on coarse discretization (h < λ/6) it does not improve
convergence. To account for that, the MG-FETI LEAP2 is used for frequencies above
800MHz, while the MG-FETI LEAP3 on lower frequencies. The iterative convergence
of the proposed method is further compared to the FETI-2λ method augmented
with the T-based preconditioner as well as the FETI-2λ-DP, as shown in Table 6.6.
FETI-2λ required 228GB of memory while the FETI-2λ-DP 230GB. The iterative
convergence of FETI-2λ was quite poor, it required 2, 000 matrix vector products
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Figure 6.16. The geometry and the surface mesh of the generic drone model; (a) an
isometric and (b) a head on view of the geometry; (c) the partitioning topology.
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to reach residual tolerance of  = 10−5. FETI-2λ-DP stagnated at tolerance of  =
10−2. On the other hand, the proposed method converged to  = 10−10 with 200
matrix vector products. A detail account of the matrix vector multiplication count
for different frequencies and convergence tolerances is given in Table 6.6. The matrix
vector product count of the proposed method increases with increasing frequency.
This is attributed to the constant order of the MG-FETI that has been used at all
frequencies. At 100MHz the interface size is smaller than a quarter-wavelength, while
at large frequencies the interface size is multiple wavelengths.
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Figure 6.17. Convergence history of MG-FETI LEAP2 vs. FETI-2λ and FETI-2λ-
DP for the drone scattering problem at @ 1GHz.
Finally, in Fig. 6.18 and Fig. 6.19 the current distribution induced on the surface
of the scatterer due to the incident plane wave is shown at 100MHz and IGHz
respectively. It is interesting to observe the field singularities formed at the edges of
the inlet cavity and the arm holders, as well as the standing waves that are formed on
the surface and the rim of the wings. Moreover, in Fig. 6.20, Fig. 6.21 and Fig. 6.22
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Scattering by Generic Drone, BiCGStab(1)
Frequency # Matrix Vector Products
[MHz] ( = 10−3) ( = 10−6) ( = 10−10)
100 20 48 68
200 18 40 68
300 18 44 60
400 20 44 34
500 24 40 68
600 40 60 100
800 66 118 180
900 54 108 184
1000 66 114 202
Table 6.6. Matrix vector multiplication count required for convergence for various
residual tolerances and frequencies.
the bistatic radar cross section (RCS) of the drone is shown on the incidence plane
(φ = 45◦).
6.5 Discussion
This section tested the proposed MG-FETI LEAPp method on real life and industrial-
scale problem. Moreover, MG-FETI LEAPp method was compared to FEM and
FETI-2λ-DP with respect to the iterative convergence and the required computa-
tional resources (time and memory). In particular a waveguide filter designed to
operate at X-band, a multi-layer printed circuit board, a 5 × 4 × 2 finite Vivaldi
array enclosed with a radome and a generic drone were considered. It was found
that MG-FETI LEAPp was able to solve all the tested problems with moderate it-
eration counts. Moreover it appeared to be more robust than the well established
state-of-the-art MG-FEM and FETI-2λ-DP methods.
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Figure 6.18. The electric currents induced on the surface of the drone due to an
oblique (θ = 45◦, φ = 45◦) incident plane wave @ 100MHz.
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Figure 6.19. The electric currents induced on the surface of the drone due to an
oblique (θ = 45◦, φ = 45◦) incident plane wave @ 1GHz.
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Figure 6.20. The bistatic RCS of the generic drone aircraft at f = 100MHz on the
incidence plane (φ = 45◦).
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Figure 6.21. The bistatic RCS of the generic drone aircraft at f = 500MHz on the
incidence plane (φ = 45◦).
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Figure 6.22. The bistatic RCS of the generic drone aircraft at f = 1GHz on the
incidence plane (φ = 45◦).
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CHAPTER 7
EPILOGUE
7.1 Summary
In Chapter 1, the motivation and rationale of working with domain decomposition
methods for time-harmonic electromagnetic applications was given. A literature re-
view briefly presents the alternative approaches on improving the numerical behavior
of DDM solvers. The chapter concludes with the contributions of this work. In Chap-
ter 2 the notations and other preliminaries such as spaces, electromagnetic theory,
boundary value problems and the various engineering quanties of interest ware given.
Chapter 3 develops the theory of the FETI-2λ method. The formulation of the
DDM scheme is presented and it is shown through numerical experiments that it is
as accurate as the standard FEM method. The stability properties of FETI-2λ are
also discussed. Finally three different sub-structuring approaches that improve the
numerical efficiency of the method, the FETI-LU, FETI-S and FETI-Z are proposed.
The detailed computational statistics of each of the three are provided at the end of
the chapter. Unfortunately, the robustness and scalability of the un-preconditioned
FETI-2λ is subpar, leading to poor iterative convergence.
Chapter 4 is the core of this dissertation. It describes the rationale and devel-
opment of the local preconditioning scheme, termed Locally Exact Algebraic Pre-
conditioner (LEAP), which is able to improve the robustness and reliability of the
FETI-2λ method. The development of LEAP is presented on simple decompositions
and generalized to arbitrary partitioning topologies. Finally, a study through simple
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1D, 2D and 3D numerical experiments reveals the favorable scalability properties of
the proposed method with respect to discretization.
The numerical performance of the proposed scheme is further improved in Chap-
ter 5 through global acceleration techniques. The objective of these schemes is to
restore the numerical scalability of the proposed method with respect to the domain
count. The the chapter outlines the well established FETI-2λ-DP method (integrated
with the the newly developed LEAP) and introduces the FETI-DOP and MG-FETI
methods. Finally, the chapter examines the numerical behavior of the global schemes
on simple numerical examples. The MG-FETI combined with the LEAP demon-
strated the best performance in terms of robustness and numerical scalability.
In Chapter 6, the most successful preconditioning schemes are tested on real life,
industrial-scale problems. These are a waveguide filter designed to operate at X-band,
a signal integrity problem on a realistic printed circuit board, a small ultra-wideband
Vivaldi array enclosed in a curved radome and the scattering from a generic drone
aircraft.
7.2 Conclusions
This dissertation proposed the FETI-2λ method, suitable for the 3D full-wave
time-harmonic electromagnetic computations, along with two preconditioning schemes:
the LEAPp and the MG-FETI. The overall solver is numerically scalable, reliable and
robust.
Unlike all previously proposed FETI variants for electromagnetic computations,
the FETI-2λ does not suffer internal resonance singularities and can be adopted
to electrically small, large or even multi-scale computational problems. Moreover,
it is stable when applied on decompositions with conforming interface grids, and
practically stable for relatively low discretized non-conforming decompositions. The
accuracy properties of the FETI-2λ are identical with the standard FEM solver. In the
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process of developing efficient sub-structuring schemes, three approaches have been
considered, the FETI-LU, the FETI-S and the FETI-Z. Overall, FETI-LU, compared
to FETI-S and FETI-Z, is more efficient in terms of the set-up time but leads to slow
iterations and significantly larger memory usage on 1D and 2D decompositions. FETI-
S and FETI-Z have identical memory and iteration time requirements but FETI-Z
is significantly more time efficient during the set-up on decompositions that involve
large domains.
In the process of developing the FETI-2λ method serious robustness issues asso-
ciated with the iterative convergence of the method were faced. In an attempt to
cure the problem several local and global accelerators were considered. The T-based
preconditioner was the first among them. This preconditioner is quite inexpensive
in terms of time and memory requirements, and it does not degrade the parallel
scalability of the method. The preconditioner is able to significantly improve the
convergence of the FETI-2λ on simple geometries and decomposition topologies, but
it is not numerically scalable and cannot provide an industrial grade robustness.
To further improve the reliability and robustness of FETI-2λ, the LEAPp pre-
conditioner is introduced. This is a multilevel, multiplicative, algebraic, local pre-
conditioner that utilizes the exact solution of sub-problems defined on the vicinity of
sub-structuring topological quantities. Through numerical experiments is is shown
that LEAPp is scalable with respect to the discretization size, as it has bounded con-
dition number, independent from the discretization level (h). Its memory and time
overhead is of moderate size. In particular on an average problem it introduces a time
overhead ranging from 5% to 10% compared to the set-up time. Its memory over-
head ranges from 20% to 50% compared to the un-preconditioned method. Finally,
the LEAPp preconditioner does not significantly degrade the parallel scalability of
the method (it is a local scheme). However, this aspect has not been fully scrutinized
yet.
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Even though it is very successful on small decompositions, the FETI-2λ method
with the LEAPp preconditioner experiences scalability and reliability problems on
decompositions with large domain numbers or domain electrical sizes. This is due to
the lack of a global scheme that is able to facilitate the direct information exchange
of remote domains. To cure the problem the FETI-DP, the FETI-DOP and the
MG-FETI methods were developed and integrated with LEAPp.
The well established FETI-2λ-DP method when augmented with the LEAP1 pre-
conditioner is able to improve the numerical performance of the FETI-2λ. However
it is weakly scalable with respect to the discretization and non-scalable with respect
to the domain count. Moreover, the global preconditioner of the FETI-2λ-DP is con-
structed through the FEM DoFs residing on the wire-basket, thus its size is discretiza-
tion dependent. Therefore, on heavily discretized problems with large decompositions
it can dominate the memory footprint of the solver and exhaust the computational
resources. To improve the performance of the solver, the FETI-DOP method was
proposed. This approach is structurally similar to the FETI-2λ-DP method, how-
ever it constructs the global preconditioner by assigning macro-basis functions that
satisify the curl − curl equation in each interface, and have DoFs associated with
domain-edges rather than FEM mesh edges. This approach leads to more efficient
implementations in terms of memory usage and parallel scalability. Also, it exhibits
good numerical scalability properties when applied to one-way decompositions. Un-
fortunately, when applied to problems with multi-dimensional decomposition topolo-
gies, it suffers from serious robustness issues even on relatively simple computational
examples.
Closer scrutiny on the robustness deficiencies of the FETI-DOP method revealed
that they are related to zero eigenvalues, due to the linear dependence of the primal
global problem and the original FEM domain basis. To solve the problem a sim-
pler variant of the FETI-DOP method was considered, the MG-FETI method. In
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this approach the auxiliary coarse-grid problem is defined directly on the dual space
(the space of LMs) instead and is integrated with FETI-2λ as a standard left-side
preconditinoer, thus it does not alter the rank of the overall matrix equation. More
importantly, it is able to tightly cluster the scattered eigenvalues due to the propa-
gating modes close to unity, providing a stable condition number with respect to the
domain count. Experiments on simple numerical examples revealed that the MG-
FETI method when combined with the LEAPp method is numerically scalable with
respect to the discretization level and the domain count and frequency (assuming the
number of global basis is chosen carefully).
In summary, this work proposed what is believed to be the new state-of-the-art
in DDM methods for CEM, the MG-FETI LEAPp method. It was shown through
numerical examples that the proposed method is more robust and better scalable
than the state-of-the-art multigrid FEM methods [15], which are the standard sovlers
in commercial full-wave EM software tools. The MG-FETI LEAPp exhibits superior
robustness and scalability compared to other state-of-the-art DDM, such as FETI-
DP. Least, but not last MG-FETI LEAPp being purely algebraic, it can be easily
used in other computational disciplines.
7.3 Future Work
The proposed computational technology has shown great potential, however it is
still a young technology with many unexplored areas. Several of them will be briefly
discussed here.
First, the optimum size of the LEAP2 and LEAP3 buffers is currently unknown.
Large buffers offer better robustness and reliability, but come at large memory and
CPU time overhead. On the other hand the small buffers, even though efficient, lack
robustness at challenging industrial-grade problems like the PCB example. It has been
observed that the optimum size of the preconditioners depends on the discretization,
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the solution regularity and the frequency of operation. A potential research direction
should aim at developing automatic, possibly adaptive algorithms that optimally
chose the size of these buffer.
The load balancing in most of the problems used in the dissertation were far
from optimal thus parallel scalability was only 70-90%. Partitioning approaches that
have better load balancing for MG-FETI LEAPp still remain unexplored. Static or
dynamic load balancing approaches based on geometric and mesh partitioning may
lead to best results. The most commonly used approach to improve balancing is
based on weighted graph partitioning, where the weights are the size of the sub-
problems. However, on the FETI-Z sub-structuring approach, the workload that is
introduced from a sub-problem does not only depend on size but also on the interface
to volume ratio of the particular domain. The problem becomes even more severe if
the balancing of the local preconditioner sub-problems is to be considered.
Based on the results obtained on most problems, the proposed method uses more
memory than state-of-the-art MG-FEM solvers. The FETI-Z sub-structuring ap-
proach improved the memory footprint of the method on 1D and 2D decompositions
but not on general 3D topologies. Furthermore, that memory improvement caused
a corresponding increase on the set-up time. Significant memory savings could be
achieved by compressing the DtN map through rank revealing matrix factorization
approaches, leveraging the rank deficiency of the off-diagonal sub-matrices.
Finally an interesting future research topic will be on extending the methods and
theory developed herein on other computational methods, such as the BEM. The hy-
bridization of the proposed technology with other computational schemes will further
extend its success. The algebraic preconditioning schemes allow for the proposed the-
ory to be easily extended in other computational areas such as thermal or structural
dynamics and it could be further applied on multi-physics problems.
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