A commonly taught scientific method for building mathematical models uses finite computations to approximate the curve of a specified type that best fits the data, without checking whether any such best-fitting curve exists: not every regression objective need have a global unconstrained minimum. One counterexample will confute its theoretical foundation: any triple of points with super-exponential growth does not admit of any unconstrained bestfitting Verhulst logistic curve, regardless of the regression criterion. Moreover, because the set of all such triples is open, there are still no best-fitting Verhulst curves after sufficiently small but arbitrary perturbations of the data. Nevertheless, the present explanations show that through each triple of points with sub-exponential growth passes a unique Verhulst curve. Furthermore, if every triple of data grows sub-exponentially, then for the reciprocal data there exists a median Mitscherlich curve whose reciprocal is a Verhulst curve. Applications range from alchemy to zoology.
INTRODUCTION.
This article reveals and partially fills a gap in the teaching and practice of mathematical modeling in biology. The mathematical folklore occasionally perpetuates a myth that all problems of one kind or another have a solution. For instance, after decades of investigations producing solutions for every specific partial differential equation, Hans Lewy's counterexample without any solution came as a "considerable surprise" [24, 25] . As a second instance, examined in detail here, it has become a common practice to let machines compute the curve that fits the data "best" by minimizing an objective approximately (for instance, with floating-point arithmetic), without investigating the existence of such a "best-fitting" curve. The counterexamples presented here focus on fitting to data a function V of the type
called a Verhulst curve to distinguish it from a logistic curve with K = 1. Indeed, the difficulty lies in fitting the carrying capacity K > 0 [35, p. 58 [46] .
Applications include the identification of parameters of population growth [1] , [11] , [14] , [15] , [16] , [50] and autocatalysis in chemistry and biology [13, pp. 19-20] , [20] , [21] , [22] , [30] , [40] , [41] . The data and the Verhulst curve can also decrease over time, as in the dependence of animal physiology on temperature; reversing time reverts to increasing data and increasing Verhulst curves [12] , [17] .
Many attempts to fit Verhulst curves to data have been made. In 1845, PierreFrançois Verhulst published an exact algebraic formula to find the Verhulst curve that passes through any three data points equally spaced in time with sub-geometric growth [50, pp. 12-13, 18] . In 1920, without any mention of Verhulst, Raymond Pearl and Lowell J. Reed applied the same formula to the growth of the U.S. population [40] . Approximate formulae for a few equally spaced points followed [49, §3, p. 252] , [43, pp. 499-500 ]. Yet not all data sets are equally spaced. For example, measurements by Alpatov and Pearl occurred at 9:00 in the morning and at 5:00 in the afternoon, separated by 8 and 16 hour intervals [2, p. 41] .
Therefore, early investigators merely plotted the data on graph paper and eyeballed ("nach Augenmaß") the carrying capacity, as in Example 1, and then also the line fitted to the data after a logarithmic transformation [15, p. 397] , [16, p. 149] , [17, §II, , [44] . An alternative procedure that is popular in the mathematical classroom, though "only for illustration purposes" [1, p. 92] , consists of first guessing the carrying capacity, and then fitting the initial values and growth rates by least squares or otherwise [29] .
In current practice, investigators may have good reasons to impose bounds on the parameters, which guarantee the existence of a minimum for any continuous regression function. For instance, in autocatalysis, the reaction eventually stabilizes, so that the concentrations of reactants remain constant within the measurement accuracy, which effectively yields a measurement of the carrying capacity [41, p. 399, Table 2 ]. Nevertheless, Examples 27, 29, and 30 in Section 6 of this article show that removing such artificial bounds may yield tighter fits or better predictions.
Algorithms purported to compute the "best" fitting parameters have been published [9] , [35, 36 , 37] and cited [33] , [42] , [51] . Such computations without theoretical support have recently been used for many applications [9] , [23] , including the U.S. pop-However, the implications of this single counterexample are far broader than merely about Verhulst curves: in the absence of any theorem guaranteeing the existence of a best-fitting model, the practice of fitting a mathematical model to data has no theoretical foundations. Consequently, logical inferences based on minimizing the objective fail. For example, maximum likelihood methods cannot be justified, because "the maximizer of the likelihood function is the vector of parameter estimates" [19, p. 1252] . Indeed, maximum likelihood methods depend on the distribution of the parameters of a uniquely identified minimizing curve, for example, the slope and intercept for the ordinary least-squares line [10, §37.2].
Remark 3.
All the regressions just mentioned share the following common features that will preclude the existence of any best-fitting Verhulst curve, as shown in the appendix (Section 8). Experimenters observe and measure a sequence of distinct data points D = (z 1 , . . . , z N ), which are given (to the next scientists). The next scientists, who need not be distinct from the experimenters, specify a class C of curves, such as the class of all straight lines, or the class of all Verhulst curves. For each curve C ∈ C, they identify a sequence of adjusted pointsD = (z 1 , . . . ,z N ) on C. For orthogonal regression, the adjusted pointz j is a point on C closest to the data point z j . For ordinary regression of y vs. t, the adjusted pointz j is a point on C directly above or below the data point z j , whereas for t vs. y, the adjusted pointz j is a point on C directly to the right or left of the data point z j . In all such regressions the adjusted pointz j is a point on C but constrained to lie in an affine subspace U z j containing the data point z j . The scientists also choose an objective function F D :D → F D (D) ∈ R + . For leastsquares regression, the objective F D is the sum of the squared distances, whereas for median regression F D is the sum of the distances; in either case the distance betweeñ z j and z j is defined by some distance d j on the affine subspace U z j . The scientists' goal consists of finding a curve C ∈ C on which the adjusted pointsD minimize the objective F D . Because at this stage the scientists know neither the curve C nor the
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MITSCHERLICH AND VERHULST CURVES adjusted pointsD on it, the domain of the objective F D is the entire Cartesian product 
for all the regressions considered here, which allows for the definition
For each curve C, the map D → F D (C) is a continuous function of the data D. However, to keep the proofs to manageable lengths, for Verhulst curves with increasing data sequences, the discussion is restricted to such regression methods for which the adjusted points are also distinct. Proposition 37 in Section 8 shows that a variety of ordinary and orthogonal regression methods share this feature. Also, for each data sequence D, the map C → F D (C) is a continuous function of the parameters specifying the curve C, such as the slope and intercept for lines, or a, K , and r for Verhulst curves. The issue is that this map may have no unconstrained minimum over the whole space of parameters.
To establish the absence of best-fitting Verhulst curves for any such regression, Section 2 reviews the concepts of sub-linear and sub-exponential growth. Theorem 16 shows that every triple of points on a Verhulst curve grows sub-exponentially. Conversely, Theorem 17 shows that through each sub-exponential triple of data points passes a unique Verhulst curve. Theorem 18 in Section 3 then proves the absence of any best-fitting Verhulst curve relative to any regression method for triples of data points with exponential or super-exponential growth.
Nevertheless, subsequent sections also show partially what might be needed to fill the gap just described. All the data ordinates considered here are positive and remain below the carrying capacity, so that 0 < y < K . Therefore, curves may be fitted to the data z k = (t k , y k ), or to the transformed data 
as done by other authors [18, p. 39] , [45, p. 384] . The goal then consists of fitting to the reciprocal dataẑ j = (t j , q j ) the reciprocal of a Verhulst curve, which, after the change of parameters B := 1/K and A := e a /K , is a Mitscherlich curve M(t) := A · e −r ·t + B. To this end, Section 4 reviews the concepts of median points and lines. In Section 5, Theorem 25 shows that if every triple of reciprocal data points decreases super-exponentially, then there exists a median Mitscherlich curve, which degenerates into a median line as B diverges to ±∞ while r tends to 0. Theorem 26 shows that if every triple of data points grows sub-exponentially, then there exists a median reciprocal Verhulst curve, minimizing the sum of the absolute differences between the reciprocals of the data and the reciprocal of the fitted curve. Section 6 applies the theory to real examples with real data.
VERHULST CURVES THROUGH TWO OR THREE DATA POINTS.
For each data set in general position, some median line passes through two data points, as reviewed in Section 4. Also, some median circle passes through two or three data points [34] . Similary, toward a study of median Mitscherlich and Verhulst curves, this section defines criteria that will determine whether three points lie on a Mitscherlich or Verhulst curve. Such criteria will compare the third point with the line and exponential curve through the first two points.
Exponential curves through two points.
This subsection establishes terminology for the position of three points relative to an exponential curve.
Definition 4.
For all points ζ 1 := (t 1 , η 1 ) and ζ 2 := (t 2 , η 2 ) with t 1 = t 2 , denote by line ζ 1 ,ζ 2 the affine function passing through ζ 1 and ζ 2 . Three points ζ 1 , ζ 2 , and ζ 3 := (t 3 , η 3 ) with t 1 < t 2 < t 3 are, respectively, sub-linear, linear, or super-linear, if 
Moreover, the following conditions for sub-linear triples are mutually equivalent: 
The regression transforms each data point z j : In particular, for all points z 1 := (t 1 , y 1 ) and z 2 := (t 2 , y 2 ) with t 1 = t 2 in H z 2 : the image by E of the line through ζ 1 and ζ 2 , with
Also, L and E preserve order, so that η 1 < η 2 if and only if e η 1 < e η 2 .
Definition 7. For all t 1 = t 2 , with y 1 > 0 and y 2 > 0, denote by exp z 1 ,z 2 the exponential function t → e c+s·t passing through z 1 := (t 1 , y 1 ) and z 2 := (t 2 , y 2 ). Three points z 1 , z 2 , and z 3 := (t 3 , y 3 ) with t 1 < t 2 < t 3 and 0 < y 1 < y 2 < y 3 are, respectively, sub-exponential, exponential, or super-exponential, if y 3 < exp z 1 ,z 2 (t 3 ), or 
The following conditions for sub-exponential triples are mutually equivalent: 
Mitscherlich and Verhulst curves through three points.
This subsection describes the relative positions of lineẑ 1 ,ẑ 2 , expˆz 1 ,ẑ 2 , and Mitscherlich curves through the same distinct pointsẑ 1 = (t 1 , q 1 ) andẑ 2 = (t 2 , q 2 ). Thence will follow the uniqueness of a Mitscherlich curve through three points. [39] , [43] , [49] has the form
Definition 9. A Mitscherlich law
where A, B, r ∈ R.
One way to deal with nonlinear regressions investigates whether fixing one parameter (B) leads to a linear regression with the other parameters (A and r ). Proof. If q 1 > q 2 > B, then the shift q := q − B transforms any Mitscherlich curve throughẑ 1 andẑ 2 with constant B into the unique exponential curve exp z 1 ,z 2 through (t 1 , q 1 ) and (t 2 , q 2 ). Hence formulae (3) and (4) show that A, r > 0 with
Lemma 10. For each constant B ∈ R and for all pointsẑ
If B > q 1 > q 2 , then the shift q † := B − q gives r < 0 also defined by formula (6), with A also defined by formula (7) .
If If also 0 < B < q 2 , then let V K ;z 1 ,z 2 := 1/M B;ẑ 1 ,ẑ 2 be the Verhulst curve through z 1 = (t 1 , y 1 ) and z 2 = (t 2 , y 2 ) with carrying capacity K := 1/B.
One way to deal with nonlinear curves uses the convexity of their logarithm, as in the proof of Lemma 12, which identifies the relative order of two Mitscherlich curves intersecting each other at two common points.
Lemma 12. Suppose thatẑ
Proof. To simplify notation, for any B such that q 2 > B ≥ B 2 we write M B for M B;ẑ 1 ,ẑ 2 . Differentiating the definition (5) shows that M B satisfies the differential equation
For the purposes of a convex analysis, define the transformation
Substituting formula (8) into the derivatives of the transformation (9) gives
By Lemma 10 we have A, r > 0, whence M B < 0 by equation (8), and hence by equation (11) 
. Finally, we note that the transformation (9) preserves order, which completes the proof.
"Degenerate" cases will help establish the existence or lack of best-fitting curves.
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MITSCHERLICH AND VERHULST CURVES Lemma 13. As B diverges to ±∞, the Mitscherlich curve M B;ẑ 1 ,ẑ 2 tends to lineẑ 1 ,ẑ 2 uniformly on each compact subset of the real line.
Also, lim B q
, substituting equation (7) for A yields the formulae
The term q 1 · e −r ·(t−t 1 )
tends to q 1 , because formula (6) for r leads to the limit
With the abbreviation r (B) := r (B;ẑ 1 ,ẑ 2 ), l'Hospital's rule gives
Substituting the limits (14) and (15) into formula (13) yields the convergence
r (B;ẑ 1 ,ẑ 2 ) = ∞ by formula (6), whence lim B q − 2 M B;ẑ 1 ,ẑ 2 (t) = q 2 for t > t 1 and diverges to ∞ for t < t 1 by formula (12) . Also, from B < q 2 follows A > 0 and r > 0 by Lemma 10. Hence q 3 = A · e −r ·t 3 + B > B. By uniqueness, the triple (ẑ 1 ,ẑ 2 ,ẑ 3 ) is exponential if and only if B = 0. If B < q 2 , then Lemma 12 shows that M B;ẑ 1 ,ẑ 2 (t 3 ) increases as B increases. Hence the triple (ẑ 1 ,ẑ 2 ,ẑ 3 ) is respectively sub-exponential or super-exponential according as B < 0 or B > 0.
Definition 15. For all pointsẑ j = (t j , q j ) with t 1 < t 2 < t 3 and q 1 > q 2 > q 3 > lineẑ 1 ,ẑ 2 (t 3 ) let Mẑ 1 ;ẑ 2 ,ẑ 3 be the Mitscherlich curve throughẑ 1 ,ẑ 2 ,ẑ 3 with B < q 2 .
Theorem 16. Every triple of points on a Verhulst curve is sub-exponential.
Proof. If z 1 = (t 1 , y 1 ), z 2 = (t 1 , y 1 ), and z 3 = (t 1 , y 1 ) are on a Verhulst curve V (t) = K /(e a−r ·t + 1), then the transformed pointsẑ j = (t j , q j ) with q j = 1/y j for j ∈ {1, 2, 3} are on the Mitscherlich curve M(t) = A · e −r ·t + B with B = 1/K > 0 and A = e a /K > 0. By Theorem 14, the triple (ẑ 1 ,ẑ 2 ,ẑ 3 ) is then super-exponential, so that the triple (z 1 , z 2 , z 3 ) is sub-exponential.
Theorem 17. Through each sub-exponential triple passes exactly one Verhulst curve.
Proof. If the triple (z 1 , z 2 , z 3 ) is sub-exponential, then the triple (ẑ 1 ,ẑ 2 ,ẑ 3 ) is superexponential. By Theorem 14 there is a unique Mitscherlich curve throughẑ 1 ,ẑ 2 ,ẑ 3 with 0 < B < q 2 and hence A > 0. Its reciprocal is the unique Verhulst curve through z 1 , z 2 , z 3 , which may be denoted by V z 1 ;z 2 ,z 3 .
GENERIC DATA WITHOUT BEST-FITTING VERHULST CURVES.
Theorem 18 shows that for each data set D in the open subspace Y of super-exponential triple of points, there is no best-fitting Verhulst curve for any of the regression methods described in Remark 3.
Theorem 18. For each increasing exponential or super-exponential triple of points D, for each objective F D described in Remark 3, and for each Verhulst curve V , there exists another Verhulst curve S such that F D (S) < F D (V ).
Proof. By the hypotheses on the regression methods in Remark 3, for each Verhulst curve V , and each increasing exponential or super-exponential triple of points D := (z 1 , z 2 , z 3 ), there is a triple of distinct adjusted pointsD := (z 1 ,z 2 ,z 3 ) on V . By Theorem 16, the three adjusted pointsD on V are sub-exponential, and the three exponential or super-exponential points D do not all lie on V . Hence there is at least one nonzero residual z j −z j = 0, whence
By Lemma 8, the set X of sub-exponential triples is open, so X ∩ U is relatively open, and
By Theorem 17, there is a Verhulst curve S passing through all three points
If K is constrained below or at a maximum M, then for each exponential triple D the convergence of Verhulst curves to exponentials in Lemma 13 shows that F D has its minimum at K = M for the "median" regression in Section 5. Proof. This proof shows that for each r ∈ R there exists a data point r n such that
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MEDIAN POINTS AND LINES.
whence there exists at least one data point to the left of r ; in this case, let n := max{ j : r j < r }. Then f (u) = f (r ) > 0 for every u such that r n < u ≤ r , and hence f (r n ) < f (r ).
Similarly, if f (r ) < 0, then there is some r n with r < r n and f (r ) > f (r n ).
If f (r ) = 0, then N − (r ) = N + (r ) = N /2 > 0, whence there is some n such that r n < r < r n+1 ; in that case f (u) = 0 for every u such that r n < u < r n+1 , so that f (r n ) = f (r ).
Thus, if r / ∈ {r 1 , . . . , r N }, then there is a data point r n where f (r n ) ≤ f (r ). The minimum of f on the finite set {r 1 , . . . , r N } is then a global minimum. Proof 
For each j = m define the slope A j := (y j − y m )/(x j − x m ). These not necessarily distinct slopes cut the real line into finitely many disjoint open intervals, with a singleton {A j } at each endpoint, in each of which f is constant: 
Therefore, the minimum of f on the finite set of lines through any two data points is a global minimum. [6] , [48] , [52] , and one can also use Korneenko and Martini's anchored median hyperplane algorithm for orthogonal median regressions [26] , [27] , [28] . The foregoing discussion also holds for weighted medians, with the objective (17) replaced by f (A, B) := N j=1 w j · |A · x j + B − y j |. Each positive weight w j can be adjusted to reflect the accuracy of the jth measurement.
CONDITIONS FOR MEDIAN MITSCHERLICH AND VERHULST CURVES.
With only positive data ordinates (y j ), a nonpositive carrying capacity K ≤ 0 never
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MITSCHERLICH AND VERHULST CURVES gives a best-fitting Verhulst curve, since raising K to y min := min{y 1 , . . . , y N } > 0 decreases all vertical distances to all the data points. Consequently, the search for a median Verhulst curve can focus on positive carrying capacities K > 0. After the reciprocal transformation (2) applied to the data ordinates and the Verhulst curve, a median reciprocal Verhulst curve has parameters K , a, and r minimizing
The change of parameters B := 1/K and A := e a /K changes the objective (19) to
If the data z j = (t j , y j ) increase, then the reciprocal dataẑ j = (t j , q j ) decrease. Subsection 5.1 shows that the search for a minimum of the objective (20) can focus on Mitscherlich curves M B;ẑ m ,ẑ n through two data pointsẑ m = (t m , q m ) andẑ = (t n , q n ) for some B / ∈ [q n , q m ]. The method fixes r and regresses A and B. If the data z j = (t j , y j ) increase sub-exponentially, then the reciprocal dataẑ j = (t j , q j ) decrease super-exponentially. In Subsection 5.2, Theorem 25 shows that the search for a minimum of the objective (20) can be further narrowed to B in a compact interval, whence by continuity and compactness the objective (20) has a global minimum. Moreover, A > 0, B > 0, and r > 0 at such a minimum. The method fixes pairs of data points and varies B. Theorem 26 then points out that the reciprocal of such a Mitscherlich curve is a Verhulst curve.
Though they occur in Examples 28 and 29, monotonicity and sub-exponentiality are not the rule in practice, but no other existence theorems appear known. through (t m , q m ), which passes below every data point (t j , q j ) with j < m, and above every data point (t n , q n ) with n > m. Increasing r from 0 to r > 0 then decreases all the vertical distances to all the data points, until the curve with equation q = q m · e −r ·(t−t m ) passes through a second data point.
Features of median
Lemma 23 shows that the search for a minimum can be restricted to nonzero values of the rate r . For each r = 0, the change of variable p := e −r ·t with p j := e −r ·t j transforms median Mitscherlich curves into median lines with equation q = A · p + B, to which all the concepts and methods of median lines apply.
Lemma 24.
For all real sequences t 1 < · · · < t N and q 1 > · · · > q N > 0 with N ≥ 2, and for each rate r = 0, the objective (20) 
reaches its constrained minimum, with r fixed, at a Mitscherlich curve that passes through at least two data points.
Proof. For each r = 0, minimizing the objective (20) amounts to fitting a median line to the transformed data s k = ( p k , q k ) = (e −r ·t k , 1/y k ). By Theorem 22, the minimum occurs at a line through two distinct transformed data points.
Lemmas 23 and 24 thus confirm that for decreasing positive data, a median Mitscherlich curve must pass through two distinct data pointsẑ m = (t m , q m ) and z = (t n , q n ) with 1 ≤ m < n ≤ N and r = 0. Lemma 10 reveals that such a curve must be of the form M B;ẑ m ,ẑ n for some B / ∈ [q n , q m ]. Consequently, the search for median Mitscherlich curves can be narrowed to curves of the form M B;ẑ m ,ẑ n .
Sufficient conditions for median Mitscherlich and Verhulst curves.
For monotonic positive data increasing sub-exponentially, this subsection proves that there is at least one Verhulst curve minimizing the objective f in equation (19) . Also, at least one such minimizing Verhulst curve passes through at least two data points. The strategy consists of proving that for the super-exponential reciprocal data, there exists a median Mitscherlich curve, minimzing the objective (20) 
By Theorem 14, for each reciprocal data pointẑ i with 1 ≤ i ≤ N but i / ∈ {m, n} there is a unique Mitscherlich curve M B i ;ẑ m ,ẑ n throughẑ m ,ẑ n , andẑ i , with 0 < B i < q n because (a permutation of) the reciprocal triple (ẑ i ,ẑ m ,ẑ n ) decreases superexponentially. Let B min and B max be the minimum and maximum of B i for 1
, then Lemmas 10 and 12 give
for t i / ∈ [t m , t n ], with reverse inequalities for t m < t i < t n , as in Figure 2 . Among the finitely many pairs m and n with 1 ≤ m < n ≤ N , there is a pair m and n with the smallest minimum value g (B m,n ), which is then a global minimum of the objective (21). Also, B m,n > 0, A(B m,n ;ẑ m ,ẑ n ) > 0, r (B m,n ;ẑ m ,ẑ n ) > 0.
Theorem 26. For each finite sequence of positive data, if every triple of data points increases sub-exponentially, then there exists a Verhulst curve minimizing f in (19).
Proof. Theorem 25 yields a median Mitscherlich curve with A > 0, B > 0, and r > 0, the reciprocal of which is a Verhulst curve, with K = 1/B and c = ln(A/B).
CASE STUDIES.
Regressions are used to estimate parameters, identify mechanisms, or make predictions. 2] , showing that the third data point lies below the exponential curve through the first two data points. By Theorem 17, there exists exactly one Verhulst curve through all three data points, computed by Newton's method and displayed in Figure 4 . This curve is also the best-fitting Verhulst curve relative to any regression criterion, because all the residuals vanish. Yet for classroom demonstrations Table 1 shows that software straight out of the box may still need initial values from the user, even for finding an exact fit. 
Examples with and without best-fitting
Population Growth of Schizosaccharomyces kefir Data by Gause, J. Exp. Biol., Exp. 1 Exponential through 1st & 2nd points Exponential through 2nd & 3rd points Exponential through 1st & 3rd points Reciprocal median Mitscherlich curve Hyperbola through 1st & 2nd points Image by Prof. Rosa Aligue Alemany y = 301.6/(e 2.142−0.02277t
6.
2. An example with a median reciprocal Verhulst curve. In chemistry, the type of the fitted curve, rather than the values of its parameters, is "the principal evidence for the postulated mechanisms" of a reaction [13, p. 10] .
Example 29. Figure 5 shows Ostwald's data from the hydrolysis of ethyl acetate with acetic acid [38, p. 481, Table XLIII ]. The units are the volumes of barium hydroxide (Ba(OH) 2 ) necessary to titrate the acetic acid, with time in minutes [38, p. 451, Table  I ]. The concentration is the sum y + 1338 of the measured excess y over the initial concentration 1338. Each triple of data increases sub-exponentially. By Theorem 26, there is a median reciprocal Verhulst curve, computed here as With ]. Yet the initial concentrations are measured as are the other data points and so are only "approximate" ("rund" and "annähernd" [38, pp. 480, 482] ), so that K may also be estimated. Table 2 shows that the Verhulst curve fitted by Matlab's cftool with nonlinear least-squares agrees to three significant digits with the median reciprocal Verhulst curve (22) . The constant term [C] 0 = 1338 in equation (22) could also be estimated, but this is another story for another day. Table 2 . Fitting a Verhulst curve to the data (+) in Figure 5 with Matlab's cftool. A good model not only describes and explains, but also predicts; otherwise modeling is merely a curve-fitting exercise. Model validation is about testing model predictability on a data set not used to estimate the parameters. The most convincing models are those further tested by making a priori predictions that are then borne out by new experiments [19, p. 1252] .
Initial Values
Accordingly, Figure 6 shows several models fitted to the data for 1938-2003 only. The exponential model fitted by logarithmic-linear regression as in Remark 6 is used only for initial values and refined by Matlab's cftool into the model (23):
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Table 3 again shows that software may still benefit from guidance by the user. Table 4 shows that the sums of squared differences between the two models and the 1938-2003 data have the same magnitude. Yet in comparing the predictions for 2004 and 2005 from these models, Table 4 and Figure 6 show how in 2004 and 2005 the population was still growing faster than the nonlinear least-squares Verhulst model but straddles the nonlinear least-squares exponential model with a smaller sum of squared errors in the predicted values. Matlab's cftool also gives the confidence interval 15.6 ≤ K ≤ 1378, reinforcing Allen's statement that "an estimate for K is not known" [1, p. 92] . Nevertheless, reflecting the convergence from Lemma 13, the growth rates of the nonlinear least-squares exponential and Verhulst models agree with each other to the first significant digit (they are both within 0.005 away from 0.045), which suggests that the carrying capacity need not be estimated while the growth rate r can be estimated. That, however, is yet another story for yet another day [31] .
CONCLUSIONS.
The present considerations prove that there exist data that do not admit of any best-fitting curve of a specified type, regardless of perturbations of the data within a specific nonempty open domain. This counterexample demonstrates the necessity of theorems to establish the existence of a best-fitting curve or surface for each situation. For instance, for data with positive ordinates, the present considerations provide such a theorem and method to fit a Verhulst curve to three not necessarily equally spaced points in the plane, another theorem guaranteeing the existence of a median Mitscherlich curve provided that all triples of data decrease super-exponentially, and another theorem guaranteeing the existence of a median reciprocal Verulst curve provided that all triples of data increase sub-exponentially. When no such existential theorems are available, conclusions of studies may have to be based on facts other than a best-fitting curve. More generally, the existence of a best-fitting curve, surface, or model, of specified classes other than Verhulst, such as Lotka-Voltera models, and relative to any metric, such as least absolute deviation or least squares, appears to be an open question.
APPENDIX: GEOMETRIC ADJUSTMENTS OF DATA.
This section sets up a framework for adjustments of data by many types of regression, which share one common feature that suffices to establish the absence of any best-fitting Verhulst curve relative to any such regression, as described in Remark 3: For each curve C of a specified class, and for each sequence of distinct data points D = (z 1 , . . . , z N ), all such regressions identify adjusted pointsD = (z 1 , . . . ,z N ) on C, and then minimize an objective If F D reaches a minimum at an element C ∈ C, then C is called a best-fitting point, curve, surface, manifold, or variety, relative to F D . The regression then consists of identifying such a best-fitting object C ∈ C. For each C ∈ C, through summation, integration, or other aggregation, the objective F D may depend on a measure of discrepancy ρ z (z, C) = ρ z (z,z), called a residual, between each data point z ∈ D and the adjusted pointz ∈ C. Different points z and w may be subject to different residual functions ρ z and ρ w . The choice of F D may arise from features of geometry or statistics that will not matter here: the existence of a best-fitting object C ∈ C depends only on the topological features of the objective F D . The framework just described extends to multiple adjusted points for some data points, provided that the residuals are independent of the choice of the adjusted point. In a common framework accommodating all the foregoing examples, to each point z ∈ U corresponds an affine space U z ⊆ U through z, endowed with a distance d z defined by a norm | | z on U z , which is thus topologically equivalent to the Euclidean norm 2 on U z . Also, each object C ∈ C intersects every subspace U z . Hypothesis 35 specifies the types of regression considered here. Finally, in the particular case of Verhulst curves with exactly three data points (N = 3) growing super-exponentially, the adjusted points are also distinct. 
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Proof. Each adjusted pointz j lies in the subspace U z j ⊆ R 2 , which is a vertical line for ordinary regression of y vs. t, or a horizontal line for ordinary regression of t vs. y. In either case if k = , then U z k ∩ U z = ∅, whencez k =z . For orthogonal regression, U z j = R 2 , but each adjusted pointz j = (t j ,ỹ j ) lies on the normal from z j to V , which has a negative slope −1/V (t j ) < 0. In contrast, the line through any two distinct data points z k and z has a positive slope (y k − y )/(t k − t ) > 0. Consequently, z k ,z k , and z are not collinear, whencez k =z .
In orthogonal regressions, each data point z j lies on the normal to the curve at the adjusted pointsz j only because the Euclidean disc centered at z j and passing through z j is tangent to the curve atz j . Therefore, Proposition 37 can fail for orthogonal regressions relative to Minkowski norms whose unit discs, although convex, might not have anough symmetries.
Some regressions first transform the ambient space by a homeomorphism H : U → that leaves all coordinates but the last invariant and preserves the order of the last coordinate; such regressions then map increasing curves and data to increasing curves and data, minimize an objective of the transformed data := H (D), and map the object fitted in back into U , as in logarithmic-linear regression. If satisfies Hypothesis 35, then so does F D :=
• (H × · · · × H ), because H is an orderpreserving homeomorphism.
