Computational Sophistication at a Single GABAergic Connection  by Pavlov, Ivan et al.
REFERENCES
Alberini, C.M., Ghirardi, M., Metz, R., and Kandel,
E.R. (1994). Cell 76, 1099–1114.
Bartsch, D., Ghirardi, M., Skehel, P.A., Karl, K.A.,
Herder, S.P., Chen, M., Bailey, C.H., and Kandel,
E.R. (1995). Cell 83, 979–992.
Bartsch, D., Casadio, A., Karl, K.A., Serodio, P.,
and Kandel, E.R. (1998). Cell 95, 211–223.
Behm-Ansmant, I., Rehwinkel, J., Doerks, T.,
Stark, A., Bork, P., and Izaurralde, E. (2006). Genes
Dev. 20, 1885–1898.
Chain, D.G., Casadio, A., Schacher, S., Hegde,
A.N., Valbrun, M., Yamamoto, N., Goldberg, A.L.,
Bartsch, D., Kandel, E.R., and Schwartz, J.H.
(1999). Neuron 22, 147–156.
Filipowicz, W., Bhattacharyya, S.N., and Sonen-
berg, N. (2008). Nat. Rev. Genet. 9, 102–114.
Lee, R.C., Feinbaum, R.L., and Ambros, V. (1993).
Cell 75, 843–854.
Makeyev, E.V., Zhang, J., Carrasco, M.A., and
Maniatis, T. (2007). Mol. Cell 27, 435–448.
Martin, K.C., Michael, D., Rose, J.C., Barad, M.,
Casadio, A., Zhu, H., and Kandel, E.R. (1997).
Neuron 18, 899–912.
Meister, G., Landthaler, M., Patkaniowska, A.,
Dorsett, Y., Teng, G., and Tuschl, T. (2004). Mol.
Cell 15, 185–197.
Montarolo, P.G., Goelet, P., Castellucci, V.F.,
Morgan, J., Kandel, E.R., and Schacher, S.
(1986). Science 234, 1249–1254.
Mootz, D., Ho, D.M., and Hunter, C.P. (2004).
Development 131, 3263–3272.
Pillai, R.S., Bhattacharyya, S.N., Artus, C.G.,
Zoller, T., Cougot, N., Basyuk, E., Bertrand, E.,
and Filipowicz, W. (2005). Science 309, 1573–1576.
Rajasethupathy, P., Fiumara, F., Sheridan, R.,
Betel, D., Puthanveettil, S.V., Russo, J.J., Sander,
C., Tuschl, T., and Kandel, E. (2009). Neuron 63,
this issue, 803–817.
Sharma, S.K., Bagnall, M.W., Sutton, M.A., and
Carew, T.J. (2003). Proc. Natl. Acad. Sci. USA
100, 4861–4866.
Neuron
PreviewsComputational Sophistication
at a Single GABAergic Connection
Ivan Pavlov,1 Matthew C. Walker,1 and Dimitri M. Kullmann1,*
1UCL Institute of Neurology, Queen Square, London WC1N 3BG, UK
*Correspondence: d.kullmann@ion.ucl.ac.uk
DOI 10.1016/j.neuron.2009.09.012
Diverse computational roles of GABAergic inhibition are often assumed to reflect heterogeneity in the sour-
ces of GABA and in the receptors sensing the neurotransmitter. New data suggest that distinct effects on
integration of excitatory inputs by cerebellar granule cells might result from different modes of signaling
by individual interneurons.An invaluable insight into the role of inhibi-
tion in a given circuit comes from asking
whether it offsets the excitatory drive
to a neuron or instead alters the gain of
its input-output relationship. An inhibitory
offset effectively removes a certain
amount of excitation, without altering the
shape of the function relating neuronal
firing to excitatory drive. A gain change,
on the other hand, alters the slope of this
relationship. These modes of inhibition
have been termed subtractive and divi-
sive, respectively, reflecting their compu-
tational consequences for information
transfer. Although both forms of inhibition
can be achieved by GABAA receptors,
they are generally assumed to result
from GABA released from different sour-
ces or acting at different sites on neurons.
Indeed, the heterogeneous spatial and
temporal profiles of GABAergic signaling,
and different polarities and magnitudes of716 Neuron 63, September 24, 2009 ª2009GABA receptor-mediated currents arising
in various compartments of neurons,
potentially offer an enormous diversity of
effects on the integration of excitatory
currents and action potential genera-
tion. Unexpectedly, J.J. Crowley and
colleagues in this issue of Neuron (Crow-
ley et al., 2009) propose instead that
a single GABAergic neuron might rela-
tively independently affect either offset
or gain in a single target neuron.
Crowley et al. use patch-clamp record-
ings from cerebellar granule cells to
examine the fine structure of inhibitory
postsynaptic currents (IPSCs) arising
from the activity of individual Golgi cells.
Because these are a relatively homoge-
neous cell type in the afferent pathway
to the cerebellar cortex, it might be
expected that they only mediate a rela-
tively stereotyped form of inhibition. How-
ever, it is known that GABA released fromElsevier Inc.Golgi cells evokes both fast and slow
GABAA receptor-mediated IPSCs in gran-
ule cells. Dendritic cable properties are
unlikely to contribute significantly to
shaping IPSCs, because granule cells
are compact. Instead, the different
kinetics have been interpreted as reflect-
ing either exocytosis at synaptic apposi-
tions between Golgi cell terminals and
granule cell dendrites, or spillover of
GABA within cerebellar glomeruli where
these synapses occur (Rossi and Ha-
mann, 1998). Crowley et al. extend this
work to show that action potentials in a
single Golgi cell evoke IPSCs made up
of variable contributions of fast and slow
components, with a minority of functional
connections apparently exclusively medi-
ating either a fast or a slow IPSC. These
results thus far are in line with previous
studies. Crowley et al. however do not
reproduce the observation by Rossi and
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component is differentially sen-
sitive to the relatively selective
blocker of a6-containing GABAA
receptors. This subunit often
coassembles with the d subunit,
giving rise to receptors with
a high sensitivity to GABA, which
tend not to desensitize, and are
abundant in the extrasynaptic
membrane (Nusser et al., 1998),
thus making them excellent
candidates to mediate spillover-
mediated signaling. The explana-
tion for this discrepancy remains
to be determined.
Although the relative contribu-
tions of slow and fast IPSCs
appear to be relatively stable
from trial to trial at low stimula-
tion frequencies, they exhibit
different dynamics in response
to high-frequency trains. Crow-
ley et al. show that the fast
component runs down while
the slow component gradually
increases. The relative contribu-
tion of fast inhibition to the total
inhibitory charge transferred
thus decreases progressively
over a few hundred milliseconds,
and this attenuation is more
marked with higher stimulation
frequencies (Figure 1A). Crowley
et al. demonstrate this gradual
change with extracellular stimu-
lation, which suffers from the
potential problem that it is diffi-
cult to control the recruitment of
presynaptic axons. They turn to an opto-
genetic approach, relying on lentiviral
transfection with the light-activated cation
channel channelrhodopsin-2 to drive
spiking in individual Golgi cells. The
evidence for a shift from fast to slow
GABAergic signaling is less striking with
this stimulation method. Nevertheless,
it is reasonable to assume that such a
shift does occur with exocytosis from a
single Golgi cell, because synaptic
depression almost ubiquitously accom-
panies sustained high-frequency presyn-
aptic activity (resulting in run-down of
fast signaling). Furthermore, extracellular
GABA gradually accumulating in the
glomerulus is likely to recruit additional
receptors during the stimulus train. This
phenomenon, compounded by the
summation of the tails of long-lasting
IPCSs, is a plausible explanation for
a gradual increase in the slow form of
signaling.
Do these fast and slow IPSCs have
similar computational actions on the inte-
gration of excitatory signals by the post-
synaptic neuron? Experimental and com-
putational studies have previously shown
that fast inhibition principally changes the
threshold of the neuronal input-output
function (although see Carvalho and Buo-
nomano, 2009). However, some forms of
inhibition can also alter the slope of the
input-output curve. The mechanisms
underlying these different forms of
modulation have generated considerable
interest (e.g., Salinas and Thier, 2000),
and there is a long-standing debate on
how various aspects of inhibition
can change the spiking charac-
teristics of a neuron (Cavelier
et al., 2005; Chance et al., 2002;
Holt and Koch, 1997; Mitchell
and Silver, 2003; Prescott and
De Koninck, 2003).
It is not currently feasible to
manipulate separately activity in
Golgi cells and mossy fibers
(the excitatory input to granule
cells) while monitoring postsyn-
aptic action potentials. Instead,
Crowley et al. use dynamic
current clamp to introduce user-
defined conductances in an indi-
vidual granule cell, in order to
mimic the interaction of various
excitatory and inhibitory inputs.
This approach allows the relative
contributions from fast and slow
modes of inhibitory signaling to
be varied, while measuring the
firing rates of individual granule
cells in response to different fre-
quencies of simulated excitatory
synaptic conductances. When
a fast inhibitory conductance
train was delivered simulta-
neously with excitation, and
spikes were counted during the
entire 1 s train, the effect of inhi-
bition was a pure rightward shift
in the threshold of the input-
output curve. When, instead, a
slow inhibitory conductance was
delivered without a fast com-
ponent, the effect was a relative
decrease in gain (Figure 1B).
Why do fast and slow inhibitory con-
ductances have such different effects on
the input-output curve? The subtractive
effect of very brief simulated GABAA
receptor-mediated conductances can be
explained by the fact that such inhibition
primarily hyperpolarizes neurons, thus
producing an approximately constant
voltage offset that cancels part of the
excitatory drive. As for the divisive effect
of the slow simulated inhibitory conduc-
tance, an analogous effect on gain has
previously been reported for tonic inhibi-
tion and has been attributed to the inter-
action of the GABAA receptor-mediated
conductance with membrane voltage fluc-
tuations arising from frequency-depen-
dent changes in input variability (Mitchell
and Silver, 2003).
Figure 1. Differential Effects of Fast and Slow Inhibition on
Mossy Fiber/ Granule Cell Signaling
(A) Action potential trains in an individual Golgi cell can either mediate
a mixture of fast and slow inhibition in an innervated granule cell (left) or
exclusively spillover-mediated slow inhibition in another granule cell
that projects a dendrite to the same glomerulus (right).
(B) Dynamic clamp experiments suggest that fast inhibition, delivered
in isolation, acts to shift the threshold (Q) of the relationship between
granule cell firing and the frequency of simulated mossy fiber action
potentials (left, orange trace and neuron). Slow inhibition, on the other
hand, reduces its gain (right, green). Crowley et al. suggest that a single
Golgi cell could potentially achieve either of these modes of modula-
tion of granule cell integration.Neuron 63, September 24, 2009 ª2009 Elsevier Inc. 717
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slow conductances on the firing during 1 s
long trains are in keeping with previous
studies, the novel proposal made by
Crowley et al. is that a given Golgi cell
might differentially change either offset
or gain in relation to the relative contribu-
tions of the two types of inhibition. The
expectation generated by the evidence
that fast inhibition gradually gives way to
slow inhibition is that, early during the
train, the Golgi cell would primarily
change the threshold of the input-output
curve, and later in the train it would
change its slope. Crowley et al. set out
to test this by injecting a complex conduc-
tance waveform that consists mainly of
fast inhibition at the beginning, and mainly
of slow inhibition at the end. Perhaps
disappointingly, the effect of the simu-
lated inhibitory waveform appears to be
primarily to reduce the gain, whether the
input-output relationship was measured
throughout the train, during the first
100 ms, or only during the last 200 ms.
A preliminary conclusion from these
dynamic current-clamp experiments is
that Golgi cell inhibition reduces the gain
of mossy fiber-granule cell signaling in
all cases except when fast GABAergic
signaling occurs in isolation. However,
simulated trains of isolated fast inhibitory
conductances are of questionable physi-
ological relevance: although some fast
unitary connections tested by Crowley
et al. appeared not to be accompanied
by a slow IPSC when tested at low
frequency, the fast IPSCs always rode
on a slow component when they were eli-
cited at high stimulation frequencies.
Indeed, given our understanding of the718 Neuron 63, September 24, 2009 ª2009entrapment of GABA in the cerebellar
glomerulus, it would be very surprising
if high-frequency exocytosis from Golgi
terminals did not give rise to a slow accu-
mulation of GABA. Thus, it is more rea-
sonable to conclude that Golgi cells can
either signal through ‘‘fast + slow’’ or
‘‘slow’’ modes and that ‘‘fast’’ alone
does not occur. (Of course, that a single
Golgi cell signaling to a granule cell exclu-
sively via GABA spillover [Rossi and
Hamann, 1998] can have a dramatic
effect on its input-output relationship is
remarkable in its own right.)
Clearly, much remains to be done to
determine the full computational richness
of interactions between excitation and
inhibition at this synapse. For a start, the
phase relationship between fast excit-
atory and inhibitory conductances may
hide unexpected effects. Furthermore,
slow inhibition has been shown to modu-
late spiking in unexpected ways: GABA
receptor-mediated shunting of excitatory
currents interact with spike adaptation in
a nonlinear manner in CA1 pyramidal neu-
rons driven by constant excitatory input
(Prescott and De Konick, 2009). Dynamic
clamp experiments may, furthermore,
fail to take into account possible shifts in
the reversal potentials of GABAA recep-
tors with prolonged trains of activity. A
further complication is that the short-
term dynamics of the excitatory input to
the postsynaptic neuron itself can poten-
tiate inhibition-mediated gain modulation
(Rothman et al., 2009). Finally, of course,
the computational interactions explored
with defined stimulus parameters must
be related to physiological modes of firing
of the different afferents to the cerebellarElsevier Inc.cortex. Indeed, it remains to be deter-
mined how Golgi cell firing can contribute
to a switch in the firing pattern of granule
cells from regular to burst spiking, which
may underlie a transition of the circuit
between nonoscillatory and oscillatory
behaviors. Such a change has been
proposed to play a role in cerebellar infor-
mation processing (Hartmann and Bower,
1998).
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