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;/ 
focuses on the precise and 
meaningful measurement of change as it pertains to the urban 
subarea residential housing status. The word "measurement" 
is qualified as meaningful in the sense that the approach 
adopted is of relevance to public policy. Specifically, the 
2 
dissertation is aimed at providing answers to the following 
research questions: First, how can the changes in 
residential housing status in the different parts of an 
urban area be precisely and meaningfully measured? Second, 
what variables are most appropriate for the measurement? 
Third, can these variables be useful for differentiating 
between various parts of the urban area? Fourth, do the 
resul ts of an urban subarea housing classification system 
depend on the specific variables used in the classification? 
Using data drawn mainly from the 1960 and 1970 cen-
suses of housing for Portland, Oregon SMSA, a simple but 
robust methodology is developed for indexing and monitoring 
changes in the urban subarea residential housing status. 
The research borrows appreciably from Fisher and Winnick's, 
and Toulan' s formulations of the filtering process in the 
urban housing market. The variables used in the measurement 
and classification analyses include the changes in the 
following variables: median home value or contract rent, 
median household income relative to the average household 
size, housing quality, percentage of all occupied housing 
units, and percentage of owner occupied housing units. 
Principal component analysis is used for construction 
of composite index of change in urban subarea residential 
housing status. Furthermore, this composite index is used 
in a multivariate linear discriminant analysis for the 
classification of the various subareas (census tracts) in 
Portland, Oregon SMSA. 
3 
The findings validate the variables employed in the 
analyses, and support the hypothesis that the results of an 
urban subarea classification system depend, to some extent, 
on the housing market variables used in the classification. 
The findings from the study show that operationally simple 
but robust systems can be developed for monitoring the 
changes in residential housing status in urban 
neighborhoods, in relation to the general urban area. 
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CHAPTER I 
INTRODUCTION 
There has recently been an increase in interest among 
civic organizations, urban communities, federal, state, and 
local government agencies in the preservation and rehabili-
tation of housing in urban residential areas. This has been 
due to a number of factors directly and indirectly related 
to the urban housing market. First, there is an increasing 
trend in the abandonment of housing in many cities of the 
country despite continuing rise in the need for housing 
(Public Affairs Counseling, 1973). Second, considerable 
evidence has becol<te available concerning deterioration of 
appreciable percentage of housing in many' urban communities. 
Some of those houses include a few which were publicly built 
(Goetze, 1979). Third, the recent analysis of federal 
housing assistance programs have highlighted "the relation-
ship between the need for housing, the potential limits to 
new construction, and the important role of the existing 
inventory" (Public Affairs Counseling, 1973). 
Fourth, a growing awareness of the scarcity of energy 
and other resources, dictates a periodic assessment of 
available resources (Public Affairs Counseling, 1973). It 
has been suggested that it is only by monitoring resources 
(including housing), can problem areas be detected early 
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enough for corrective actions to be taken. 
Housing preservation efforts will necessitate periodic 
assessment of housing conditions in urban areas. This will 
help to show where each part of the urban area stands in. 
relation to the other parts. Obviously, this will entail 
ranking the different parts of the urban area according to 
their housing conditions. 
The need for regular and periodic assessment and 
monitoring of the changes in housing conditions over time 
was articulated by the Housing and Community Development Act 
of 1974. Among other things, the act provided for the 
following: 
The conservation and expansion of the Nation's 
housing stock in order to provide a decent home and 
a suitable living environment for all persons, but 
principally those of low and moderate income ....... . 
the promotion of an increase in the diversity and 
vi tali ty of neighborhoods throu.gh the spatial 
decentralization of housing opportunities for 
persons of lower income and revitalization of 
deteriorating or deteriorated neighborhoods to 
attract persons of higher incomes •••...... 
The Act allowed cities to develop comprehensive 
strategies and programs for dealing with neighborhood 
preservation. Moreover, federal funding was no longer 
limited to specific blighted areas. Preservation of 
existing housing units also qualified for federal funding 
under the Community Development Block Grant program of the 
Act. This was indeed a very significant shift of emphasis 
from previous physically oriented programs which dealt more 
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with the houses, and less with the occupants whose character-
istics, capabilities, and opportunities were critical to the 
success of the programs. 
Essentially, the Housing Assistance Plan, created by 
Congress in 1974 as an integral part of the Community 
Development Block Grant, gave local jurisdictions responsi-
bilities for identifying and defining the housing needs of 
their communities. I~p~ementation of the Housing Assistance 
Plan implicitly and explicitly called for the need for 
development of techniques for monitoring housing situations 
in urban area s . Some municipalities, and researchers have 
already developed techniques that would serve their special 
needs. However, the necessity for standard, generalizable, 
and adequately sensitive techniques has not yet been met. 
This investigation stems from this identified necessity. 
THE SCOPE OF THE DISSERTATION 
This investigation was undertaken with the prime 
objective of developing a methodology for measuring and 
monitoring the relative changes in urban subarea residential 
housing market conditions. It involved development of a 
measuring index or scale, which was useful for classifi-
cation of urban residential areas. It also attempted to 
determine to what extent the results of residential area 
classification depend on the housing market variables used. 
On the basis of the changes in selected variables from 
1960 and 1970 census tract housing data for Portland, Oregon 
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SMSA, principal component statistical analysis was used to 
develop an index for the changes in status of residential 
housing market conditions in the SMSA. Subsequently, those 
changes in housing market conditions were successfully 
classified into three distinct categories (rise, stable, and 
decline) using multivariate linear discriminant analysis. 
The variables used in the development of the index 
were the changes in the key variables which were considered 
necessary for replicating relative changes in urban subarea 
residential housing market conditions. These variables were 
as follows: median home value or contract rent, median 
household income relative to the average size of household, 
housing quality (percentages of deficient, crowded and much 
older housing units), percentage of occupied housing units, 
and percentage of owner occupied housing units. 
Altogether, eight different sets of analyses were 
made, with one or two of the variables excluded from the 
analysis at each of the stages of the investigation. This 
approach was adopted in order to observe the relevance of 
each of the above identified variables in the index 
building and classification processes. It was considered 
that this procedure would give a clear indication of the 
role of each of the variables in effecting housing status 
changes in subareas. Each of the steps in the various 
analyses will be described in detail at the appropriate 
stages in the dissertation. Moreover, the rationale for 
choosing the proxy variables for the changes in the status 
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of residential housing market conditions will be made 
evident. 
The investigation also involved some other variables, 
which were used mainly in multiple linear regression 
analysis to empirically test the characteristics of the 
index of change developed. These variables included the 
following: the percentages of new construction and 
demolitions relative to the total housing units at the 
beginning of the period, the percentage change in year-round 
vacancies, the percentage change in total housing units, and 
the percentage change in the total population in a subarea. 
They also included the percentage changes in the number of 
families in the various income quartiles, the percentage 
change in the number of employed persons, and the percentage 
change in the non-white population in a subarea. 
The characteristics exhibited by the index developed 
in this study conformed with the expected results. The 
expected relationships of the index with selected housing 
m~rket variables were validated. 
The Utility of this Research 
The methodology developed in this research is indeed 
an important improvement on the existing urban area 
classification systems. Many of those existing systems 
contain so much subjective input that their final products 
are far from being objective. Some of those systems have 
usually been designed to serve the particular needs of 
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communities applying for Community Development Block Grant 
money. On the contrary, the methodology which will be fully 
described in this investigation is both objective and 
analytical. 
Moreover, the methodology can be applied in other 
urban areas in the country, since the variables used in the 
various analyses are those for which consistent data can be 
secured. Another advantage of the methodology used in this 
research is that the index developed is a scale which can be 
utilized to accurately determine the extent to which housing 
market conditions in any part of the urban area change in 
relation to the entire urban area. 
Indeed, many organizations will find the methodology 
developed in this research useful. For example, urban 
planning departments will find it an invaluable tool for 
monitoring changes in housing conditions in various 
neighborhoods of the urban area under their jurisdiction. 
Second, federal and state agencies do need a precise and 
reliable technique for assessing housing situations in 
localities applying for housing assistance funds. Moreover, 
urban communities would benefit from a good system for 
monitoring the relative changes in housing market conditions 
in various parts of their urban areas. 
The advantages of using a reliable composite index for 
scaling the changes in the status of the housing market in 
urban subareas are immense. It is pertinent to state that a 
precise and analytical monitoring system will help overcome 
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the problems that often arise when different components of 
t~e housing market profile variables such as horne values or 
contract rents, incomes of housing occupants, housing 
quality, percentages of occupied housing units, and percent-
ages of owner occupied housing units happen to change in 
opposite directions. For example, if the changes in some of 
those variables are in the positive direction, while the 
changes in some of the other variables are in the negative 
direction, it would be difficult to ascertain whether the 
housing market conditions are actually rising or declining. 
However, with the use of an index, it will be quite easy to 
observe the aggregate change in each part of the urban area. 
Essentially, monitoring of housing situations in 
different parts of an urban area will immensely facilitate 
identifying those places that need rehabilitation and 
preservation action. This will surely help to obviate the 
traditional expensive, and dislocative urban renewal 
projects which will otherwise be called for if the general 
housing in the locality becomes dilapidated. 
Additionally, monitoring uf housing conditions can be 
useful for evaluation of the effectiveness of specific 
housing program strategies over any desired period of time. 
This incidentally is an issue which has not been given 
adequate consideration in urban housing programs. Indeed 
one would not fully appreciate the point being made here 
about urban housing programs without some degree of 
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familiarity with them. It is therefore pertinent to briefly 
review those programs. 
HISTORICAL BACKGROUND AND LITERATURE REVIEW 
Urban hous ing programs in the U. S . could be broadly 
categorized into three major phases (Yeates and Garner, 
1976) • These are basically the supply side and urban 
renewal subsidy phase which existed before 1960; the 
modified supply side subsidy phase which was in vogue in the 
1960' Si and the demand side subsidy phase which came into 
effect in the 1970's. 
Although historical evidence shows that Federal 
Government involvment in public housing dates back to the 
late 1930' s, there is some disagreement about the initial 
objective of that involvement. Some experts, such as Yeates 
and Garner, explain that public housing projects were 
actually aimed at stimulating employment and not necessarily 
designed to improve urban housing conditions. Nevertheless, 
the 1937 Housing Act not only provided federal funds for the 
development, acquisition, construction, 
low rent public housing projects 
and management of 
by local housing 
authorities, but also encouraged slum clearance measures. 
Moreover, it established "decent, safe, and sanitary" 
dwellings as a goal of the U.S. Government. Under this Act, 
the Federal Government contributed 100 percent of the 
capital costs for public housing projects, thus enabling 
local housing authorities to set rents at low levels. Rents 
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were, as a result, set to cover operating and maintenance 
costs. 
However, Jones (1970) contends that the Housing Act of 
1937 failed to achieve significant positive results with 
regard to elimination of slums in urban areas. Although 
attempts were made to define what was meant by slum, it was 
a subjective term and the degree to which that section of 
the Act could be applied was subject to the preferences of 
the officials who were to implement it. 
It was indeed the Housing Act of 1949 that gave rise 
to modern urban renewal efforts. The Act provided federal 
loans and grants to local authorities to plan their 
redevelopment through private enterprise. The 1949 Act 
declared as follows: 
The general welfare and security of the nation and 
the health and living standards of its people 
require housing production and related community 
development sufficient to remedy the serious housing 
shortage, the elimination of substandard and other 
inadequate housing through the clearance of slums 
and blighted areas, and the realization as soon as 
feasible of the goal of a decent home and i suitable 
living environment for every American family. 
One of the object.ives of the 1949 Housing Act was 
promotion of new private construction in the older areas of 
the central city. Under Title I of the Act, local public 
redevelopment authorities were allowed to assemble and clear 
sites and sell at a loss to a private developer. Two-thirds 
of the difference between the cost of acquiring, clearing, 
and developing the site and the resale price for the purpose 
of redevelopment was paid by the Federal Government. 
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Another important objective of the Act was the 
improvement of housing conditions. This was to be achieved 
by "removal of slum housing on the one hand, and the 
stimulation of the filtering down process" by construction 
of higher priced housing for new middle- and upper-income 
housholds (Yeates et al, 1976). Unfortunately, however, 
urban renewal and slum clearance resulted in reduction in 
the total supply of housing units. This was because many 
middle and upper income rental and commercial houses were 
constructed on sites in which low income houses had existed. 
Urban renewal was liberalized by the 1954 Housing Act 
through the inclusion of provisions for rehabilitation of 
housing structures, conservation of neighborhoods, as well 
as comprehensive planning and renewal for commercial and 
industrial areas. The Federal Government also required 
communities to develop a "workable program" for community 
improvement as a broad plan of action for combating urban 
blight and slums. 
In a continuing effort to correct the deficiencies in 
the urban renewal programs, the Congress, in the 1956 
Housing Act, provided for relocation payments to families 
and businesses displaced from urban renewal sites. More-
over, the community improvement aspect of urban renewal, as 
introduced in 1954, was reinforced in 1959 through the 
introduction of the Community Renewal Program. 
However, by the 1960's, dissatisfaction with the urban 
renewal and public housing subsidy programs had become so 
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obvious that alternative subsidy programs had to be 
introduced. Although these subsidies were also aimed at 
stimulating new private construction, the connection between 
federal subsidies and slum clearance was severed (Yeates et. 
aI, 1976). Most of the housing legislations of this decade 
reflected a separation of housing subsidy issues from urban 
renewal issues. The only exception was the code enforcement 
legislation, which was introduced in the 1964 Housing Act 
for provision of low-interest housing rehabilitation loans, 
and for protection of sound areas. 
Section 221 (d) 3 of the 1961 Housing Act, which was 
occasionally referred to as "the below market interest 
rate" (BMIR) program, was introduced with the objective of 
reducing rental costs of new, privately constructed units. 
These units intended for middle- and lower-income families 
were built at subsidized below-market interest rates of 
three percent. However, the mortgages for the units were 
purchased from the financial institutions at the current 
interest rates by the Government National Mortgage 
Association (GNMA). This program, which contained subsidies 
to private developp.rs, favored the construction industry. 
Its funding was more generous than the funding for the 
public housing programs. 
However, this program did not have much impact on the 
housing problems of the time. This was because it benefited 
mainly the lower-middle income households which could afford 
the money to avail themselves of that opportunity. As some 
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critics have pointed out, it did not benefit the majority of 
households which were in the low income category. One other 
deficiency of Section 221(d)3 was that it did not benefit 
households whose incomes were too high to qualify them for 
public housing, but too low to benefit from the program. 
In order to correct these deficiencies, a rent 
supplement program was proposed under which the Federal 
Government would pay property owners the difference between 
fair market rent and the share paid by tenants. After 
appreciable modification, this program was finally enacted 
as part of the Housing and Urban Development Act of 1965. 
The Tenant's share of rent was 25 percent of income. 
Moreover, the Congress, in 1965, took a very significant 
step on the issue of urban housing by reinforcing accounta-
bility for program implementations through the creation of 
the Department of Housing and Urban Development. 
Another significant step taken by Congress was the 
broadening of the scope of aid to urban areas through the 
Demonstration Cities and Hetropolitan Development Act of 
1966. This Act authorized the "Model Cities" program to 
rebuild or restore blighted and slum areas by means of well 
coordinated physical and social development programs using 
funds from federal, state, and local governments as well as 
the private organizations. The program provided grants and 
technical assistance to cities which had acceptable 
comprehensive plans for dealing with the social, economic, 
and physical problems of selected neighborhoods. 
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Although the Congress directed attention, in 1966, to 
the problems of selected neighborhoods, it soon focused 
attention again on the issue of subsidized housing. The 
Housing Act of 1968, for example, supplemented the former 
section 221(d)3 with sections 235 and 236. Under section 
236, the tenant paid at least 25 percent of his income in 
rent, whereas, the government paid the smaller of the 
difference between the market rent and the rent that would 
have been incurred if the mortgage rate were only 1 percent. 
The design of the government subsidy built into section 236 
was very much the same as that applicable to section 235. 
The two sections of the 1968 Act differ only in two 
respects: Section 236 was for renters, while section 235 
was for homeowners. Homeowners paid 20 percent of income. 
By 1969, however, the Congress had become seriously 
concerned that far fewer new housing units had been 
constructed compared to the large number of low income 
housing units that were demolished under the slum clearance 
and urban renewal programs. This awareness led to the 
enactment of the 1969 Housing and Urban Development Act 
which introduced a requirement for one-to-one replacement of 
housing eliminated by urban renewal, and which had been 
occupied by low and moderate income families prior to urban 
renewal projects. 
The subsequent years of the 1970 decade witnessed some 
reappraisal and reorganization of the array of urban housing 
programs which had been created during the previous decades. 
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In 1973 for example, the Nixon administration placed a 
moratorium on all public housing programs, while in the 
process of evolving alternative approaches for dealing with 
urban housing problems. 
This was because new construction subsidy programs, 
especially sections 235 and 236 programs were heavily 
criticized. Moreover, the existing programs did not have 
appreciable impacts on the housing conditions of lower 
income households. The new construction under section 235 
actually also facilitated the exodus of middle income people 
to the suburbs, thus reducing the fiscal opportunities of 
the inner city. This reflected the feeling of the 
government early in the 1970's. It was no wonder that the 
later programs that evolved eventually resulted in a 
significant shift from supply side subsidy programs of the 
previous decades to the demand side subsidy programs. 
In 1974, the Housing and Community Development Act was 
enacted. Under this Act, the following titles were created: 
Title I - which consolidated several existing programs 
into a Block Grants Program; 
Title II - which authorized the leasing of new and reha-
bilitated private housing (outside the slum 
areas) to low income families; 
Title III - which raised FHA single family home mortgage 
limits; 
Title IV - which provided funds for comprehensive plan-
ning by communities for determination of 
housing needs; 
Title V - which liberalized the rural housing law; 
Title VI - which established construction safeguards and 
Title VII 
Title VIII 
enforcement of safety standards for mobile 
horne manufacturers; 
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which raised loan limits for federal savings 
and loans, and revised the real estate lend-
ing authority of national banks; 
- which among other things, authorized an ex-
perimental housing allowance program. 
The Housing and Community Development Act of 1974 in 
many respects liberalized the conditions for aiding urban 
areas by the introduction of Community Development Block 
Grants. Federal funding was no longer restricted to 
blighted or urban renewal areas, but could be available for 
preservation of existing housing in neighborhoods. This Act 
has indeed given great impetus to the planning of neighbor-
hood housing to the present day. Apart from its impact on 
urban development planning, the Community Development Act of 
1974 has in many respects broadened the scope of the efforts 
for improvements of urban housing conditions. As the 
historical review had shown, several of the past urban 
housing programs had both implicitly and explicitly indi-
cated concern for improvement of urban housing conditions. 
In some instances, emphasis was placed on improving the 
welfare of individual households by reducing their expendi-
tures on housing. In some other instances, the emphasis 
clearly indicated concern for improvement of urban housing 
conditions. 
However, the concern for urban housing conditions was 
not only evident in governmental programs. The concern also 
manifested itself in extensive research efforts directed 
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toward finding the answer to the question of how best to 
improve urhan housing conditions. Researchers in the area 
of urban housing have published a wide range of papers on 
individual housing units and neighborhood housing. Some 
researchers have referred to changes in neighborhood housing 
condi tions as "neighborhood filtering" (U. S. Department of 
Housing and Urban Development, 1977). The term "filtering" 
as was actually first used by Richard Ratcliff in 1949 
referred to individual housing units (Ratcliff, 1949). The 
concept is very much associated with the urban residential 
housing market, and is of significant importance in this 
research. This is because it was hoped that the process 
could be used to achieve one objective of the housing 
policies initiated in 1949. This objective was improvement 
of urban housing conditions by construction of new higher 
priced houses for the middle- and upper-income groups 
instead of targeting low quality new housing directly to the 
low income groups. 
houses will be of 
It was considered that the higher priced 
higher quality. Hence higher income 
groups, who could afford to purchase or rent new higher 
quali ty housing units would vacate their current standard 
housing units for the lower income groups, who would other-
wise not have been able to acquire them. 
The rationale for the concept was that high quality 
individual housing units would result in high quality 
neighborhoods. To this extent, filtering of individual 
housing units would be closely associated with filtering of 
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neighborhoods or urban subareas in which those individual 
housing units are located. 
It is, therefore, pertinent to review the different 
formulations of the filtering phenomenon which have emerged 
during the past three decades. 
The Filtering Process 
The term filtering was defined by Ratcliff as: 
changing of occupancy as the housing that is 
occupied by one income group becomes available to 
the next lower income group as a result of decline 
in market price, i.e., in sales price or rent value 
(Ratcliff, 1949). 
Ratcliff's definition invariably incorporated change 
of occupancy as necessary element of the filtering process. 
However, there is no strong reason to believe that filtering 
is always accompanied by change of occupancy_ There is also 
no valid reason for limiting the filtering process to only 
cases of downward filtering. Upward filtering is also a 
reality. 
Later definitions of the filtering process by other 
researchers have not only differed from Ratcliff's original 
definition but have differed from one another. Indeed 
literature review points up the fact that the differences in 
the definitions and formulations of the filtering phenomenon 
were due mainly to attempts by different researchers to 
adapt their formulations to varying empirical and analytical 
measurement requirements available to them at the time 
(Grigsby, 1963). 
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Fisher and Winnick (1951) for example, defined 
the process as: 
a change over time in the position of a given 
dwelling unit or group of dwelling units within the 
distribution of housing prices and rents in the 
community as a whole. 
Fisher and Winnick argued that any housing unit whose 
rating with respect to the rest of the housing in the 
community has improved, has, in fact, filtered up. Their 
definition, therefore, allowed for the possibility of both 
downward and upward filtering. Moreover, this definition 
ignored the change of occupancy aspect of Ratcliff's 
original definition. 
However, total disregard of the income element of the 
fil tering process as stated by Ratcliff seems to divert 
attention from the meaning and purpose of filtering. 
According to Fisher and Winnick's definition, a housing unit 
formerly occupied by a higher income group is not considered 
as having filtered up if it is taken over by a lower income 
group at the previous price level. Moreover, if the same 
housing unit is taken over by a higher income group at a 
depreciated price or value, Fisher and Winnick's formulation 
will indicate that downward filtering has taken place, even 
though this signals a worsening trend in housing conditions. 
This may have been caused by shortages in the supply of 
housing and increased demand by housing consumers. But this 
trend is contrary to what Ratcliff (1949) had referred to as 
filtering (in a downward sense). For downward filtering to 
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have taken place under Ratcliff's definition, the subsequent 
occupant of the housing unit has to be of a lower income 
group, and the price or rent level of the unit should 
somehow be less than before. The end product of filtering 
is supposed to be better housing for all income groups, and 
at affordable levels. 
Nevertheless, Fisher and Winnick's definition of the 
filtering concept has some positive aspects. First, by 
measuring the phenomenon as movement of housing prices or 
rents within the frequency distribution of all housing 
prices or rents in a community, the whole problem is reduced 
to a straightforward statistical exercise. The authors 
claim that this is a major merit of their formulation of 
filtering. Secondly, this formulation of filtering will be 
very useful in small sections of urban areas where household 
income differentials are either minimal or not very 
significant. For example, it was the only approach that 
indicated a downward movement of housing units or rents in 
New York's Lower East Side from the beginning of the century 
to 1940, when the area was experiencing a visible decline 
(Grigsby, 1963). The area was obviously experiencing an 
influx of low income groups. 
Besides Fisher and Winnick, a few other subsequent 
researchers have formulated the filtering process using only 
rents or values of housing. Lowry (1960), for example, 
defined filtering as: "change in price or rent of a house 
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in constant dollar units with respect to prices generally." 
This definition relates the process to costs of all 
goods and services - a standard outside the housing market. 
It might be realistic to relate the filtering process to the 
general prices since the expenditure that can be allocated 
to housing depends on technology, landuse controls, union 
scales, taxes, and personal expenditure patterns that are 
components of general prices. 
Although this definition of filtering is much closer 
to Ratcliff's definition, it is inconsistent with the 
original purpose of using filtering to improve housing 
conditions. Disregard for the important issue of matching 
housing units to their occupants (using such household 
characteristics like income) limits it to mere price 
depreciation to constant dollar units 
would, therefore, not matter whether 
occupied by a higher income group 
(Grigsby, 1963). It 
a house which was 
depreciated slightly 
in price, but is still unaffordable to a lower income group. 
Filtering will be said to have taken place as long as prices 
or values keep swinging up and down. 
A definition which broadened the scope of variables 
used by Fisher and Winnick, as well as by Lowry, to define 
the filtering process was postulated by Toulan (1960). He 
not only incorporated income as an important element of the 
filtering process, but also included the physical structure 
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of the housing units under consideration. Toulan defined 
filtering as: 
a process of homogeneous and relatively propor-
tional change, through time in the position of rent 
or price, income of occupants, and physical condi-
tion of the structure on the frequency distribution 
of rents or prices, incomes of occupants, and the 
physical condition of the structures (Toulan, 1960). 
This definition of filtering is particularly relevant 
for relating the process to urban housing policies. 
However, because of the number of variables directly or 
indirectly involved in the measurement of filtering as 
defined above, it does appear that this formulation will 
involve some index problems if the variables happen to 
change in opposite directions. with the increased 
availability of standard statistical procedures, this index 
problem is no longer insurmountable. Nevertheless, the 
above definition of filtering has considerable merit in the 
sense that it does identify an adequate r~nge of variables 
for replicating the process. In particular, it reintroduces 
the income element as originally stated by Ratcliff (1949). 
Changes in housing values and contract rents alone are 
inadequate for explaining or formulating the filtering 
phenomenon. Al though it might be argued that a housing 
unit, which has been renovated, can appreciate in value, and 
could thus lead to the conclusion that value (or rent) can 
serve as perfect surrogate for the quality of the housing, 
it is doubtful whether this assumption is always valid. 
There is no doubt that the basic function of the housing 
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market is to match households with the existing stock of 
housing. Therefore, since income is one of the major 
determinants of housing demand, and is about the most 
important household characteristic related to housing, 
matching of households with existing stock is equivalent to 
matching up a distribution of households differentiated by 
income with a distribution of housing units differentiated 
by cost (Yeates et aI, 1976). Moreover, empirical evidence 
has shown that there is a strong relationship between income 
on the one hand, and housing quality on the other hand 
(Mu th, 1969). 
Grigsby (1963) seemed to agree with the broader and 
social notion of the filtering process. He stated as 
follows: 
filtering (changes in house prices and rents) must 
be measured while holding income, quality and space 
per room constant, or in more relaxed forni, that 
filtering occurs only when value declines more 
rapidly than quality so that families can obtain 
higher quality and more space at the same price, or 
the same quality and space at a lower price than 
formerly. 
However, he empirically studied the process only in 
relation to residential housing prices and rents as well as 
consumer incomes. His theoretical discussions were focused 
on the relationship of these variables with consumer prices. 
In a later attempt at modeling the filtering process, 
Smith (1964), devised an assignment model based on simple 
matrix of prices bid by different families for houses of 
different qualities. 
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He used a demand matrix to show the 
changes in housing assignment to households (represented by 
income) resulting from new construction. The fundamental 
assumptions of this assignment model are that rent offers 
increase with housing quality, and that rent offers also 
rise with income; since higher income households are more 
likely able to offer greater premium for housing quality 
than lower income households are willing to offer. There is 
thus a basic assumption of strong relationship between 
housing rent or value, housing quality and income of a 
housing occupant. Smith's model (Smith 1964) is difficult 
to test empirically and cannot be adapted to practical use. 
However, the logic of the formulation appears to be quite 
sound. 
Edel (1972) commenting on Smith's model called 
attention to the role of decentralization and fragmentation 
of housing ownership in the filtering process, and stressed 
the need to incorporate those characteristics in a model of 
the process. He also noted that the construction of 
housing, and the maintenance of rental housing are, with a 
few exceptions, undertaken by many small businesses and not 
by giant private corporations nor the public housing 
authorities. 
Nourse and Guy (1970) in their time series study of 
the filtering process in selected neighborhoods in Kankakee, 
Illinois, and Webster Groves, Missouri, based their formula-
tion on comparison of assumed (proxy) income levels of a 
succession of occupants in the same housing units. 
stated as follows: 
filtering down is said to occur if the income of 
the person moving out is higher than the income of 
the person moving into the same house. Filtering 
up, of course, would occur if the income of the 
person moving out is less than the income of the 
person moving into the same house (Nourse et aI, 
1970) • 
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They 
Because income values of housing occupants were not 
available to Nourse and Guy! they used occupational rankings 
of those housing occupants as proxy for income ranking. 
This they did by converting occupational information to 
estimates of income ranks, using values of decile rankings 
for all occupations as contained in the Bureau of the Census 
data for the periods studied. The basic assumption in this 
procedure is that occupation is a highly reliable function 
of income. However, household income does not necessarily 
corne from wages or salaries alone. There are indeed some 
households whose major incomes corne from sources other than 
wages. Al though Nourse et al (1970) included values of 
possible non-wage income in the annual income for each 
occupation, there is still a wide latitude for error in this 
approach. 
The second problem with this approach is the 
assumption that change of occupancy is a necessary condition 
for filtering to occur. But it is obvious that a household 
whose income has declined relative to the incomes of all 
households in the area will be spending a higher percentage 
of its income on housing than those other households. In 
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effect, the household's housing has become comparatively 
more expensive. 
The third problem with the above approach is the 
assumption that each worker would have to necessarily be 
located near the median earnings for his or her occupation. 
This is implied from the sets of data used in converting 
occupational rankings to income rankings. However, it is 
known that as the differential between occupations narrows 
down, the possibility of error in the rankings increases. 
Also the degree of error will increase with increase in the 
dispersion of earnings within occupational categories. 
Fourth, despite the considerable emphasis placed on housing 
~8nt or value in most of the earlier formulations of 
filtering, the above definition rarely made mention of any 
of these two variables. 
Nevertheless, this study marked another significant 
step in the operationalization of filtering. The model was 
empirically tested, and found by the investigators to be 
somewhat satisfactory, although only estimated income 
rankings were used in the analysis. 
While Nourse and Guy (1970) used income ranking 
proxies to replicate the filtering process, some other 
researchers (Ohls, 1975; Partridge, 1971; Rothenberg, 1972; 
Sweeney, 1974) defined the process on the basis of housing 
prices (or rents), and housing quality. It was pertinent to 
note that those two major groups when considered together 
have used the three variables (income, rent, or value and 
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quality of housing) which were used by Toulan (1960) to 
define filtering. 
Another broad group of researchers, such as: 
Firestone (1951) in Canada, Kristof (1965, 1966) in the 
United States, Lansing et al (1969), Watson (1974) in 
Scotland, and Murie et al (1976) in Northern Ireland based 
their formulations on the impact of new construction and 
changes of occupancy resulting from subsequent chain 
reactions. There is an inherent assumption in these 
formulations of filtering that higher income groups change 
occupancy because they feel their current housing is 
'obsolescent', due perhaps to changing technology, and 
tastes. 
In much more recent years, another trend in the 
investigation of the filtering theory has been the use of 
vacancy chains instead of the four variables (rent or value 
of housing, quality of housing, income of housing occupants, 
and change of occupancy) \'lhich had been commonly used in the 
past. Among this more recent group of investigators, is 
Harrison ~\Thite (1971), who used a Harkov probably model to 
evaluate the filtering process. White examined the 
'careers' of housing vacancies as they moved through the 
housing system. The vacancies resulting from construction 
of new dwelling units were carefully traced so as to see 
whether vacancies remained local and thus moved to less 
expensive units or to other units of the same costs, or 
whether they entirely moved out of the local market. 
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Following the example of White (1971), Gary Sands 
(1979), defined the filtering process using the first order 
Markov probability model. Sands used data from a vacancy 
chain study conducted by Southeast Michigan Council of 
Governments for his investigation. These included a 
clustered random sample of new residential construction. 
Sands observed as follows: 
new units at all cost levels have a substantial 
impact on the availability of moderate- and low-cost 
housing opportunities. This result generally 
supports reliance on indirect strategies. However, 
the greatest number of moderate-cost turnover 
vacancies result from construction of new 
moderate-cost units. A similar situation exists 
with respect to low-cost units. It would appear, if 
the aim of public policy is to ensure an adequate 
supply of low- or moderate-cost housing opportun-
ities, this end would be best served by direct 
rather than indirect strategies (Sands, 1979). 
The controversy over the correct definition of 
filtering is far from resolution. With the passage of time, 
researchers have tended to add more ideas and variables to 
the original concept of filtering as defined by Ratcliff 
(1949), while dropping some others. 
The controversy over the formulation of filtering 
not-withstanding, the concept has, indeed, had far reaching 
implications in urban neighborhood (or other small area) 
residential housing planning. The term 'neighborhood 
filtering', which is now a common word in housing and urban 
planning literature is an obvious extension of the broader 
definition of filtering, and is surely of immense signifi-
cance for urban development planning. Its formulation will 
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be useful for detecting urban suba:J.(~:as that need special 
attention. 
Moreover, the problems of individual housing units can 
neither be adequately understood nor solved in isolation 
from the larger context of the locality in which the units 
are located. It will surely be more profitable to take a 
broader approach in dealing with the problems of the urban 
residential housing market. Little (1976) and Leven et al 
(1976) had validly stated that the housing market should not 
be viewed as a market for a single commodity, but one for 
housing bundles. These bundles include not only the 
attributes of the housing units but also the physical and 
socioeconomic environment as well as the public sector 
aspect of the neighborhood in which the units are located. 
Indeed a macro-analytic approach is both valid and 
appropriate for dealing with the filtering process since the 
neighborhood context is an important part of the issue. It 
is for this reason that the next chapter of this disserta-
tion has been devoted to the discussion of neighborhood 
fil tering and neighborhood dynamics. These concepts form 
the basis for the methodology developed in this dissertation 
for monitoring the changes in the status of the residential 
housing market in different parts of the urban area. 
CHAPTER II 
NEIGHBORHOOD FILTERING AND NEIGHBORHOOD DYNAMICS 
One of the very sparse published works on neighborhood 
filtering was done by Little (1976). Little defined it as 
"a change in the ordering of neighborhoods as reflected in a 
change in relative housing prices among neighborhoods." 
This definition was an obvious extension of Fisher and 
Winnick's definition of the filtering concept (Fisher and 
Winnick, 1951). Just as Fisher and Winnick related prices 
and rents of individual housing units to the prices and 
rents of all the housing units in an urban area, Little 
related the prices of houses in individual neighborhoods to 
the prices of houses in all the neighborhoods in an urban 
area. 
The basic subject or unit of the study was the census 
tract which he defined as a neighborhood. His rationale for 
the definition was that the socioeconomic characteristics of 
census tracts are a close approximation of the socioeconomic 
characters of neighborhoods in which housing units are 
located. He explained that neighborhood filtering derived 
from the fact that all units in a neighborhood would change 
in the same direction as a result of changes in the socio-
economic character of the neighborhood. Neighborhood 
filtering was, therefore, measured as the changes in 
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rankings of neighborhoods based on sales prices of houses in 
those neighborhoods. He explained that the sales prices 
were standardized for differences in their structural 
characteristics using multiple linear regression techniques. 
Altogether 32 neighborhoods in the inner ring of 
suburbs surrounding the city of St. Louis, and adjacent city 
tracts were used in the analysis. These were census tracts 
which had shown considerable racial change during the study 
period (1961 to 1971). Little used the mean of all the 
standardized prices for each neighborhood (census tract) and 
for any particular year to create an index for that 
neighborhood. There was considerable variation in both the 
size and other characteristics of the census tracts. 
However, in spite of the large variation among the areas in 
terms of socioeconomic and racial change, the rankings 
developed were relatively stable over time. Only a few of 
the neighborhoods showed any significant changes in rank. 
As this was not quite expected, he went on to carry out an 
alternative set of analysis. 
Li ttle assumed that the differential in standardized 
price for any two neighborhoods would be linearly related to 
the racial composition f income level, and characteristics of 
the housing stock in both neighborhoods. He therefore, 
tested the relationship between socioeconomic change and 
neighborhood filtering. Strangely enough, his results 
showed insignificant relationship between the initial income 
rank measures and neighborhood filtering. Nevertheless, the 
results showed 
filtering and 
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some relationship between neighborhood 
both the initial relative proportions of 
nonwhites and relative change in the proportions of 
nonwhites. 
He concluded that the finding might be correct in the 
short run, and then argued that in the long run, neighbor-
hood income would be more important than racial composition 
in affecting neighborhood filtering. He stated that it 
appeared that racial change would provide the initial 
impetus for neighborhood filtering. However, this conclu-
sion seemed to have stemmed from his previous research on 
the subject. 
The problem with this empirical study was very much 
evident from the results obtained. The conclusion arrived 
at did not derive completely from the analysis. It also 
derived from the author I s previous studies. It should be 
expected that neighborhood filtering, if properly measured, 
would be strongly related to the initial income rank 
measures also. A reasonable explanation 
insensi tivi ty of the index developed by Little 
for the 
(1976), is 
that changes in the average sales prices of houses in a 
neighborhood are inadequate for measuring the neighborhood 
filtering phenomenon. Although he had clearly identified 
the multidimensional nature of the neighborhood housing 
bundles, his empirical investigation did not reflect this. 
However, his broad perspective of housing as a bundle of 
attributes sheds considerable light on the understanding of 
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neighborhood filtering and neighborhood change. 
Li ttle' s perspective of housing is quite consistent 
wi th the views expressed by Leven et al (1976). Leven et 
al. stated that the housing market should be viewed in the 
neighbcrhood context rather than just in terms of the 
physical characteristics of housing units. 
They defined neighborhood filtering as follows: 
Neighborhood A filters down relative to neighbor-
hood B, if, over time, the differential price of A 
over B, standardized for differences in the physical 
characteristics of the units involved, changes from 
a premium to a discount. Intuitively then, A 
fil ters relative to B if the same house that once 
sold for more in neighborhood A now sells for more 
in neighborhood B (Leven et aI, 1976). 
Leven et al argued that neighborhood filtering is a 
two way proces s • In other words, if neighborhood A hC1.S 
filtered down relative to neighborhood B, then neighborhood 
B has filtered up relative to A. At the same time, house-
holds that lived in neighborhood A both before and after the 
changes in housing prices would experience downward 
filtering. On the other hand, households in neighborhood B 
would experience upward filterj.ng. 
The above definition of neighborhood filtering by 
Leven et al was an extension of their conceptualization of 
filtering in terms of household preferences. They differ-
entiated between active filtering (involving change of 
occupancy) and passive filtering (which does not involve 
change of occupancy). However, it is not quite clear why 
the authors associated neighborhood filtering much more with 
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passive filtering. One would have expected that 
neighborhood filtering, as an extension of the filtering of 
individual housing units, should be equally associated with 
both active and passive filtering. Moreover, neighborhood 
fil tering as defined by Leven et al (1976) was actually 
based on the prices of housing units in the nej,ghborhoods. 
This again seemed to be a reduction in the number of housing 
attributes they had identified. The logical conclusion 
would be that they held all other attributes of the housing 
market constant. 
However, the U. S. Department of Housing and Urban 
Development (1977) defined neighborhood filtering rather 
much more comprehensively as "the process of change in the 
use of housing resources in a neighborhood". In all, five 
variables were identified for representing housing 
resources. These include: The average rent or value per 
housing unit in a neighborhood, median family income, 
housing conditions, percentage of owner occupied housing 
units, and percentage of occupied housing units. HUD's 
definition reflects the multidimensional nature of the 
housing market. An adequate representation of the housing 
market as a bundle of attributes should include the physical 
and socioeconomic environment as well as the public sector 
aspect of the neighborhood in which the housing units are 
located. The basic assumption in this case, however, is 
that there are no major differentials in the levels of 
public services provided. 
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Another group of researchers that stressed the 
importance of the neighborhood context in determining the 
housing decisions of households were Nourse, and Phares 
(1974) . In their study of the filtering process in the 
inner city suburbs, they related the phenomenon to neighbor-
hood transition process. In effect, the role of the 
neighborhood was explicitly stated. Among the various 
factors which were identified as major contributors to 
neighborhood effects were race and socioeconomic status. 
The racial transition in the inner suburbs was strongly 
related to the whole process of change in those 
neighborhoods. 
Perhaps the most extensive and indeed intensive 
discussions on the neighborhood context of the housing 
market behavior to date were those made by Goetze (1976, 
1977, and 1979). Although he did not focus his studies 
directly on neighborhood filtering, Goetze emphasized that 
housing decisions of households should be considered in the 
light of neighborhood housing dynamics. He noted that 
abandoned homes have sometimes been restored when neighbor-
hoods in which they were located became attractive again. 
This might be due to location of such desirable facilities 
like entertainment centers and parks. Goetze argued that 
the neighborhood context strongly influences participants in 
the housing market, and consequently affects home prices and 
rents. Therefore, a proper understanding of neighborhood 
filtering in the housing market calls for adequate knowledge 
of urban neighborhood change and succession. 
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Most 
researchers would agree with the views expressed by Goetze. 
It is indeed pertinent and useful to understand how neigh-
borhood filtering relates to ne1ghborhood dynamics, which is 
defined as "the process of periodic and successive changes 
in urban neighborhoods." 
THE DYNAMIC CHARACTERISTICS OF NEIGHBORHOOD CHANGE 
In spite of the differences among various investi-
gators about the definition of the neighborhood filtering 
process, literature review shows that the housing market 
conditions in neighborhoods are in continuous flux and 
change. It is therefore, evident that no neighborhoods are 
ever in a static position. Nevertheless, neighborhoods in 
which changes in housing market conditions are negligible 
(on the basis of some specified criteria) are considered to 
be stable. 
Although change is a general term, a specific usage of 
it can have a def ini te meaning. Specifically, it can be 
used to describe movements in the housing market. It can 
also be used to describe shifts in social, economic, and 
racial composition of residents in a neighborhood. The 
later usage of change is what is referred to as neighborhood 
succession. For example, Little (1977) defined neighborhood 
succession as "change in a neighborhood's socioeconomic 
composition". He, 
could be correctly 
however, explained that the phenomenon 
perceived as a manifestation of the 
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changes in the housing market. In effect, the two types of 
changes are very closely interwoven. 
Little, et al (1975) have described an intuitive 
process which they referred to as arbitrage model of 
neighborhood succession. This model was based on two basic 
postulates. First, it was postulated that household utility 
is positively related to incomes of residents in a 
neighborhood, and negatively related to the proportion of 
nonwhi tes in the neighborhood. Second, it was postulated 
that rapid changes in prices and occupancy in any neighbor-
hood are as a result of the market response to significant 
changes in the rankings of housing units located in that 
particular neighborhood. These assertions have been 
empirically tested by Little who did confirm that household 
decisions with respect to the housing market are not only 
related to age and physical characteristics of housing 
uni ts, but also to the neighborhood, the available public 
services and the socioeconomic compositions of the neighbor-
hoods. The logical questions to ask at this juncture are as 
follows: How do neighborhoods undergo changes, and what are 
the causes of these changes? 
Causes of Neighborhood Change and Succession 
A neighborhood which was once a high income area, may 
over a long time witness a significant downward change in 
status. Some of the high income households may have moved 
out and are replaced by households of lower socioeconomic 
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status. High income households remaining behind would 
usually dislike the idea that households of lower socio-
economic status are moving into their high prestige 
neighborhood. They would take this as a symptom that their 
neighborhood is about to decline. They, therefore, are 
likely to sell their homes and move out of the neighborhood. 
The long term effect of these movements may lead to a 
complete succession of the neighborhood to households of a 
lower socioeconomic status. 
The process thus described mayor may not continue in 
the same direction. The neighborhood may not even experi-
ence any further significant changes for a considerable 
length of time. When this is the case, the neighborhood is 
said to be stable. In this situation, the neighborhood 
tends to retain the same cha:racteristics for a long time. 
Residents tend to organize themselves toward maintenance of 
the characteristics of their neighborhood. They also tend 
to be concerned about the quality of the homes in their 
neighborhood. 
However, a once stable neighborhood may begin to 
experience significant changes. Such changes may be either 
significant rise or decline in the housing submarket. 
Housing market conditions in the neighborhood can be on the 
rise for a number of reasons: For example, higher income 
households can become attracted to a lower income 
neighborhood either because of location of such attractive 
facilities as parks and entertainment centers in the 
neighborhood, or 
through grants. 
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renovation of lower income housing units 
Whatever may have resulted in the 
attraction of higher income households to the neighborhood, 
the consequence of their influx is rapid rise in prices of 
housing in the locality as housing seekers compete for 
available units. A neighborhood housing submarket which 
experiences such rapid rise in home values and socioeconomic 
status is said to have risen. A few central city 
neighborhoods have shown increases in housing prices and 
rents due to the influx of middle income households (Goetze, 
1979) . Fichter (1977) reported an appreciable ev~dence of 
young professionals returning to the inner city neighbor-
hoods in Boston. 
Although a rising housing market is usually very 
profitable to real estate brokers and builders, it has often 
led to displacement of lower income households who are 
usually unable to compete with higher income households. 
This type of neighborhood succession, which is referred to 
in housing literature as gentrification, is generally 
considered undesirable. Goetze (1979) has argued that the 
gentrification aspect of rising housing market makes it a 
less desirable situation than a stable housing market. This 
is because it encourages inflation in the housing market. 
However, neighborhood change is not a one-way process. 
The housing market conditions in a neighborhood can actually 
decline. Some households in the neighborhood may be unable 
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to maintain their homes. Moreover, many low income house-
holds may have moved into the neighborhood. Since some of 
the low income households cannot afford the costs of home 
maintenance, the general housing condi tions in the 
neighborhood may decline. Homes which were owner occupied 
may now become renter occupied, thus increasing the 
percentage of absentee landlords, who are usually less 
committed to rental housing maintenance. 
There are indeed other reasons why neighborhoods 
decline. HUD (1977) has identified five other causes of 
neighborhood decline: One of these is incompatible land 
use. Residential units located near industries in the inner 
city neighborhoods are usually undesirable since they can be 
overtly exposed to pollutions of all types. Moreover, 
most of these inner city neighborhoods have become 
considerably congested. With the improved transportation 
system in most urban areas of the country, there has been 
considerable exodus of the middle income households from the 
inner city areas to the suburbs. This has had deleterious 
effects on the inner city neighborhoods to which the loss of 
the middle class meant erosion of their essential tax base. 
Another cause of neighborhood decline is discrimina-
tion in housing. Discriminatory practices in housing are 
caused by overt consciousness among households about class 
and racial differences between them and some other house-
holds. It has been argued that since a greater percentage 
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of the nonwhite population belongs to the low income groups, 
it is quite difficult to separate class discrimination from 
racial discrimination (HUD, 1977). Moreover, there are as 
yet very low proportions of middle income nonwhites in most 
urban areas to be used in empirical te_ J of the assump-
tion that nonwhites are being discriminated against mainly 
because they belong to lower socioeconomic status (Leven et 
aI, 1976). 
Another cause of neighborhood decline is availability 
of new construction at the urban fringes. Newly constructed 
housing units at the urban fringes have usually attracted 
the middle income households. These households desire to 
relocate partly because of lack of satisfaction with their 
neighborhood environment, and partly because their current 
housing units have become prone to obsolescence. The fact, 
however, is that the mass exodus of the middle class to the 
suburbs has enhanced the decline of the inner city areas 
from where they moved. 
Apart from the above causes of neighborhood decline, 
the aging of a large number of housing units in a 
neighborhood adds to the decline of such a neighborhood. 
Although aging may not necessarily affect the quality of a 
house, it is orten the older units that are more expensive 
to maintain. Moreover, older housing units are most 
susceptible to functional obsolescence -- a major factor why 
higher income households decide to buy new and modern homes. 
41 
Finally, it is often stated that lenders and rea.] 
estate brokers have been instrumental to the incidence of 
neighborhood decline. Lenders and real estate brokers have 
often facilitated housing investments in certain preferred 
neighborhoods, while at the same time discouraging 
investment in many low income and low yield neighborhoods. 
Lenders, for example, are prone to denying loans meant for 
investments in some neighborhoods simply because of the 
perceived risks in such investments. This practice, which 
is referred to as redlining, contributes immensely to the 
decline of several residential low income neighborhoods 
especially in the older cities of the country. 
SOME CONCLUDING RE~ffiRKS ON NEIGHBORHOOD 
FILTERING AND NEIGHBORHOOD DYNAMICS 
Some experts have argued that neighborhood filtering 
and dynamics are inevitable processes for adjusting both the 
changing needs of the population and fluctuating economic 
conditions (HUD, 1977). However, in the absence of public 
intervention, downward neighborhood filtering and changes 
could lead to continued abandonment of residential housing 
units in urban neighborhoods. Furthermore, as Goetze (1979) 
has indicated, large sca~e housing abandonment in neighbor-
hoods often leads to increased cases of arson and associated 
crimes. These are indicators of urban decay. It is for 
this reason that many urban communities and individuals 
around the nation have shown some interest in developing 
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mechanisms for early detection of changes in neighborhoods. 
An attempt is made in the next chapter of this dissertation 
to discuss some efforts which have been made to date at 
monitoring changes in urban neighborhoods and housing. 
CHAPTER III 
MONITORING URBAN RESIDENTIAL HOUSING MARKET STATUS 
Given the array of factors which are related to 
housing decline in urban areas, it is obvious that local 
governmental agencies or researchers interested in good 
quality housing will need reliable measures for assessment 
and monitoring of neighborhood housing situations. Of 
primary importance is the capability of identifying where 
"given neighborhoods stand" in relation to the rest of the 
community, and where such neighborhoods might be expected to 
be in subsequent years (HUD, 1977). The approaches adopted 
in the monitoring process have been numerous and diverse. 
However, the most significant approaches have involved 
development of urban neighborhood classification techniques. 
It is, therefore, pertinent to discuss the major neighbor-
hood classification efforts. 
URBAN NEIGHBORHOOD HOUSING CLASSIFICATION EFFORTS 
A number of neighborhood classification systems have 
been developed within the last decade for some urban areas 
around the country. Host of these systems were basically 
targeted at the Community Development Block Grant, and wel:e 
consequently developed with the prime objective of attract-
ing as much federal assistance as possible. In most cases, 
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some degree of objectivity have been sacrificed. Moreover, 
some private research organizations have been involved in 
neighborhood monitoring efforts. Some of the more sophisti-
cated systems have been developed by researchers in this 
group. Generally, neighborhood classification systems have 
been quite substantial in number. However, the system that 
appeared to have sparked off subsequent classification 
efforts was the five-stage classification system developed 
by the Real Estate Corporation. 
The Five-Stage Classification Systems by Real Estate 
Research Corporation 
The Real Estate Research Corporation has developed a 
five-stage neighborhood classification system which was 
tested in 66 cities throughout the country (Real Estate 
Research Corporation, 1975) . The system was mainly 
descriptive and reflected the conditions of individual 
residential areas which were in the process of neighborhood 
change. This classification system was based on observa-
tions made during field visits to the neighborhoods by the 
research analysts from the Real Estate Research Corporation. 
It reflected neither the perceptions of neighborhood 
residents nor those of the local government officials. The 
Real Estate Corporation I s analysts aimed at ensuring that 
they obtained a classification system that was consistent 
for all the studied neighborhoods throughout the country. 
Moreover, selected data from 1970 census of housing and 
population were used. Some of the variables utilized 
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reflected both housing and population characteristics of the 
neighborhoods. These were as follows: Age of dwellings, 
type of dwellings, vacancy rates, 1969 housing values, 
racial characteristics of neighborhoods, 1969 family income, 
residential tenure, household type, age composition, 
education, and employment. 
The five general stages in neighborhood change 
presented in this classification system can be summarized as 
follows: the first was described as the healthy and viable 
stage. Neighborhoods in this category are relatively new 
and thriving, or relatively old and stable. Property values 
in these neighborhoods are generally on the rise, and there 
are no symptoms of decline. The second was described as the 
incipient decline stage. Neighborhoods in this category are 
experiencing a small degree of functional obsolescence. 
Houses in neighborhoods experiencing incipient decline have 
minor deficiencies and characterized by increasing 
densities. Property values are either stable or increasing 
gradually. The level of public services is also on the 
decline. The third was described as the clear decline 
stage. Neighborhoods in this category have more serious 
kinds of housing problems referred to in the second stage 
above. The percentage of renters would have increased 
tremendously with increase in conversions to higher density 
use. Traces of housing abandonment have begun to appear. 
The fourth stage was described as the heavy decline stage. 
Neighborhoods in this category have become highly 
46 
dilapidated. Most of the houses would require major 
repairs. The neighborhood is now occupied by the lowest 
income groups. The last was described as the unhealthy and 
nonviable stage. Neighborhoods in this category certainly 
have reached terminal points at which massive abandonment 
occurs. 
The major problem with the above classification 
developed by the Real Estate Research Corporation is that it 
suggests that once a neighborhood is no longer stable and 
viable, it can only be in a declining stage. However, many 
neighborhood rehabilitation and preservation programs have 
resulted in significant improvements of those neighborhoods. 
In fact, the process of neighborhood succession is not 
usually a continuous one, rather it is a harmonic process 
that occurs in waves. The phenomenon can be considered as 
essential for adjustment of housing conditions to the ever 
changing needs of the population as well as the fluctuating 
economic conditions (HUD, 1977). Moreover, some of the 
stages are not easily distinguishable. For example, stages 
2 (incipient decline), and 3 (clear decline) are very 
similar. 
Rolf Goetze's Two-Dimensional Conceptual Neighborhood 
Classification Matrix 
A two-dimensional conceptual neighborhood classifi-
cation matrix was developed by Rolf Goetze (1976). Goetze 
referred to this system as "universal neighborhood classifi-
cation matrix". On one dimension four types of housing 
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conditions were considered. Housing conditions were 
measured by the amount of resources needed to bring housing 
units up to the minimum code standards required by the city. 
Basically, the four categories of housing conditions were 
subjectively assigned. Housing units in good condition were 
classified as group A housing. Units that required minor 
repairs were classified into group B. Units which required 
moderate repairs were classified as group C housing. Group 
D represented poor housing units. These were units that 
required major repairs. 
On the second dimension, market perception was repre-
sented. Four types of market perception were identified. 
These were as follows: rising, stable, declining, and 
rapidly declining categories. Goetze admitted that measure-
ment of market perception was difficult and sometimes 
intuitive. He noted that the ranking of neighborhood market 
perception 
declining 
as rising, stable or declining or rapidly 
depended on the subjective judgment of the 
Research and Planning staffs of the Boston Redevelopment 
Authority who took part in t.lll'=! study. Some of the data on 
the market perception were collected by interviewing long 
term residents of neighborhoods, real estate brokers, and 
bank officials. They were asked to provide information 
about the situations in the neighborhoods both in the past 
and at the time of the survey. 
Data were collected from various sources including, 
the police records, voter listings, sales records, tax data, 
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fire department, and Boston Redevelopment .A.uthori ty. The 
information collected and used in the classification 
included changes in turnover rates, sales prices of houses, 
percent of down payments, owner occupants, renters, ages and 
occupations of household heads, property taxes, frequency of 
fire alarms, fire incident locations, types of home 
insurance, and physical appearance of houses. 
Although the author argued that this classification 
system was very revealing, it contained considerable 
subjective input. For example, there was no objective 
measure for physical appearance of housing units. Moreover, 
there was too much reliance on the ability of long term 
residents to recall what happended in their neighborhood 
some years back. 
R.L. Polk's Neighborhood Situation Ratings System (NSR's) 
A Neighborhood 5i tuation Ratings (NSR' s) System was 
developed by the urban statistical division of R.L. Polk 
Company. This classification system, which was designed for 
census tracts, was based on a combination of more than 
twelve factors. Relative to the rest of the census tracts 
in the city, each census tract was grouped into one of four 
classes (A to D) on the basis of a composite of eight 
variables considered to be proxy variables for neighborhood 
change. The eight variables included the following: 
residential units recently vacated or newly completed, 
residential units found vacant at each of two surveys, 
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vacant commercial units, occupied housing units with a 
change of household, jobless heads of household, female 
heads of household with children, low income households, 
household money income. The grouping of census tracts as 
indicated above actually constituted a condition rating 
step. To obtain neighborhood change ratings, twelve factors 
from two consecutive periods were combined to show changes 
within the periods. The changes in the twelve factors were 
combined into a single weighted index of change. Depending 
on its index value, each neighborhood was assigned to one of 
the following four categories: strongly positive, 
moderately positive, negative (or mixed), and strongly 
negative. 
In spite of the sophisticated nature of this system, 
it was surprising that neither the values of homes nor rents 
paid by households were included in the analysis. Yet these 
have always appeared as key variables in the neighborhood 
filtering phenomenon. Moreover, although the authors 
explained that the variables used in the classification were 
combined by using a complex weighting function, it would 
have been much better to have used a technique that would 
allow the matrix of the equations to endogeneously weight 
the variables. 
The Pittsburgh Neighborhood Atlas Project 
In Pittsburgh, a group of social scientists and 
neighborhood leaders succeeded in delineating the Pittsburgh 
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urban area into seventy-eight distinct neighborhoods using 
economic, demographic, and other social indicators. Also 
included was input from residents of the different areas of 
Pittsburgh concerning their perceptions of their neighbor-
hoods. The product of this effort included an atlas for 
each neighborhood of the city. This atlas contained the 
following: neighborhood description; neighborhood map 
depicting actual street boundaries; neighborhood satis-
faction indicator; neighborhood problems; level of satis-
faction with public services; crime rate; characteristics of 
neighborhood population; neighborhood income; public 
assistance data; housing characteristics; real estate and 
mortgage loan data; and voter registration data. 
This classification system as actually designed, only 
differentiated between neighborhoods at the same point in 
time. It has not yet been developed to measure changes 
between different periods. 
The Community Analysis f.lodel 
Birch et al (1977) of the MIT and Harvard Joint Center 
for Urban Studies have developed a community analysis model 
which monitors changes on a number of socioeconomic 
variables on an annual basis. Basically, the behaviors of 
households, homeowners, landlords, builders, insurers, 
lenders, employers, and individuals whose decisions affect 
urban neighborhoods are monitored. 
Among the major determinants of the model are 
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potential housing demand by homeowners in relation to 
available units, housing preferences of homeowners, ages of 
housing units, neighborhood housing conditions, potential 
demand by landlords relative to available units, character-
istics of tenants including age, education, and ethnicity, 
ethnic composition of neighborhoods, vacancy rates, avail-
ability of land, availability of credit, absorption rates in 
submarkets, zoning restrictions and others. 
Although the system has been tested in six cities, its 
complicated nature greatly inhibits its general acceptance 
and application. Moreover, some experts regard it as an 
over ambitious project (Goetze, 1979). 
Milwaukee Neighborhood Classification System 
Cannon et al (1977) classified neighborhoods in 
Milwaukee, Wisconsin into six categories using aggregated 
values of those variables. According to the authors, all 
the data items, except values for percent of units 
considered to be deteriorating units, derived from the 1970 
census of housing. Values for deteriorating units derived 
from a 1969 city of Milwaukee survey of structural 
conditions. Cannon et al identified 10 varieties which they 
felt could be used to measure relative residential status. 
These variables were as follows: median horne value, median 
contract rent, percent of homes valued at $20,000 or more, 
percent of homes valued at less than $10,000, percent of 
rental units renting at least $150 per month, percent of 
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rental units renting for less than $60 per month, percent of 
units occupied by owners, percent of persons living in the 
same unit in 1965, percent of overcrowding (more than one 
person per room), and percent of units considered to be 
deteriorating. 
The above stated variables were subjectively grouped 
into three major characteristics, as follows: housing 
quality was represented by median home value, median 
contract rent, percent of homes valued at $20,000 or more, 
and percent of units renting for more than $150 per month. 
Neighborhood stability was represented by percent of units 
occupied by owners, and percent of units occupied by 
renters. Deterioration potential was represented by 
overcrowding, percent of homes valued at under $10,000, 
percent of rental units renting at less than $60 per month, 
and percent of units considered to be deteriorating. 
Because the various variables used in the study were 
in different measurement units, Cannon et al normalized them 
by their respective means and standard deviations. The mean 
of each variable was reduced to zero, while the corres-
ponding standard deviation was reduced to unity. The 
authors them computed an average value for the standard 
scores of the variables in each of the assumed dimensions. 
These averages were again standardized by their respective 
means and standard deviations. The net effect was that each 
of the census tracts was described by the three standardized 
variables, one for each dimension or characteristics as 
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explained above. 
Canon et al then averaged the three standardized 
composite scores for each census tract. A single score was 
consequently obtained for each of the census tracts. 
~urthermore, each of the scores was standardized. In 
effect, a single measure which included the contribution of 
each of the original 10 variables was obtained. Finally, 
the authors classified the census tracts in the city of 
Milwaukee into six categories. This was done by plotting 
the single composite score and observing the location of the 
score for each tract in the resulting clusters. 
The above methodology used by Cannon et al has some 
major problems. The first problem concerns the identifi-
cation of both the basis dimensions or characteristics and 
groupings of the initial 10 variables used in the study. 
The initial groupings of the variables were subjective. For 
example, there was actually no valid reason for including 
variables that have very identical characteristics in two 
different dimensions. The variables used to describe 
housing quality and deterioration potential are very 
similar, when viewed in the context of the broader urban 
area. A variable such as overcrowding, which was one of the 
variables used to describe deterioration potential, could 
also be included among the variables that describe housing 
quality. 
Moreover, as Mark (1980) pointed out, the dimensions 
which were assumed by Cannon et a1 (1977) might not actually 
be those that could be deciphered from the data. 
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It is 
possible that there were other dimensions which the analysis 
ignored. In addition, the authors should have not weighted 
the variables equally. THey ought to have allowed the 
weighting to be endogenously derived from the matrix of the 
data set which essentially contained the coefficients of the 
variables. Also, it is statistically wrong to repetitively 
aggregate and standardize the variables at different stages 
in the analysis. 
Prince George's County Neighborhood Classification System 
A classification system has been developed for Prince 
George's County. This county is a partially built-up area 
east of the District of Columbia. Like many neighborhood 
classification systems developed by municipalities, this 
model was designed for Community Development Block Grant 
money. Changes in socioeconomic and housing market 
variables available to the authors were utilized in the 
classification. The system was basically the product of a 
combination of objective and subjective factors. 
The authors explained that both ,:urrent and antici-
pated future changes in neighborhoods were explicitly 
stated. Moreover, the ratings of the neighborhoods in the 
county were carefully designed to avoid objections from 
neighborhood residents. 
Neighborhood Classification System for Memphis 
A monitoring system has been developed in Memphis, 
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Tennessee. Changes in several socioeconomic and housing 
market variables were included in the development of this 
system. The sole objective was to target Community 
Development Grant money. The model acted as an information 
system which indicated when housing rehabilitation action 
was needed in pertinent neighborhoods. The nature of the 
system necessitated that neighborhoods had active 
associations. Residents of declining and unorganized 
neighborhoods were informed to organize and apply for aid. 
Neighborhood Classification System for Indianapolis, Indiana 
A five-stage classification system has also been 
developed in Indianapolis, Indiana. This classification was 
essentially targeted toward Community Development Block 
Grand assistance. For example, each of the five identified 
types of neighborhoods was correlated to a particular 
housing assistance program. Consequently, several socio-
economic variables were factored into the neighborhood 
housing analysis. As in many other municipal classification 
systems, all available information was included in the 
classification. This system seemed to possess some of the 
features of the five-stage classification system originated 
by the Real Estate Research Corporation. 
Annual Neighborhood Information Profiles for Portland, 
Oregon 
Annual neighborhood information profiles have been in 
use in Portland, Oregon since 1979. The profiles which 
cover the 72 neighborhoods 
Port land inc 1 ude data on the 
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within the city limits of 
following variables: demo-
graphic characteristics, housing, land, neighborhood needs, 
crime, fire services, parks, sewers, street conditions, 
street lighting, traffic, parking, arts activities, and 
nuisance control. The data set is compiled from information 
obtained from city bureaus. However, data types which are 
usually unavailable in city bureau offices are obtained by 
conducting telephone surveys and visual inspections. 
A limited set of data on housing is available from 
ci ty bureaus, and from visual inspections. Housing data 
collected from city bureaus include total housing units for 
single and multi-families, total residential care facili-
ties, vacant houses in relation to total complaints, number 
of single family permits, values of new residential units, 
commercial units, and conversions. Data on housing quality 
are obtained mainly from visual inspection. The profiles do 
not contain information on incomes, and owner occupied 
housing units. 
Indeed, Portland's annual neighborhood information 
profiles do mark a major step toward obtaining a more 
comprehensive set of data for all the neighborhoods in the 
SMSA. It will be useful to expand the coverage of the 
profiles to include the rest of Portland SMSA. This is 
because the behaviors of some of the variables on which 
information is currently collected are better understood and 
interpreted in the context of the entire metropolitan area. 
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Portland's housing market, for example, should include data 
on all housing submarkets in the SMSA. Moreover, it will be 
useful to incorporate data on incomes in the neighborhood 
information profiles. As Little (1976), and Leven et al 
(1976) have stressed, neighborhood income constitutes the 
most significant determinant of neighborhood change and 
conditions. 
It is pertinent to mention that prior to the 
introduction of the current neighborhood information 
profiles, there had been a proposal for a computer-based 
neighborhood management information system for Portland 
SMSA. The system was to serve many agencies and users in 
Portland metropolitan area. It was aimed at facilitating 
access to census and labor data to be used in periodic 
updating and provision of employment and other types of 
data. However, that mUlti-purpose system did not 
materialize partly because of the exorbitant costs involved, 
and partly because of the issue of administrative responsi-
bility for its implementation. 
GENERAL REMARKS ON EXISTING URBAN NEIGHBORHOOD 
CLASSIFICATION SYSTEMS 
There are some problems with most of the existing 
urban neighborhood classification systems. First, the 
designers have incorporated so many variables that their 
products are too complex to accurately interpret without 
considerable subjective input. For example, school district 
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and crime data have often been included in the analysis 
while some key housing market variables have been left out. 
In fact it becomes quite unclear what is actually being 
monitored or classified when any available variable is 
included in the systems. 
that the interpretation 
It is not surprising, therefore, 
of such results leaves room for 
errors. It surely would have been much more beneficial to 
use only se'ts of variables that are related to definite, and 
clearly defined phenomena. Second, some of the systems 
discussed have either ignored the quality aspect of changes 
in housing market conditions, or have for the sake of 
convenience, used economic variables as proxy for housing 
quality. They thus imply that quality of housing units in 
neighborhoods is always depicted by the prices or rents paid 
for those units. 
Third, many of the neighborhood monitoring system have 
ranged from ad hoc techniques to very complicated models of 
the type developed by Birch et al (1977). On the one end of 
the spectrum, therefore one finds systems that are not much 
better than visual subjective observations, while on the 
other end of the spectrum one finds systems that are not 
only very complicated, but are too difficult to be easily 
usable in many local planning agencies. There are as yet no 
systems that are both simple and statistically robust. Yet 
many housing agencies require a simple but reliable system 
that can be used by most planning staff with minimum effort. 
This dissertation stems from the need to develop a 
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system that will meet the dual objective of practicality and 
robustness. The methodology used in the development of this 
system is explained in the next chapter, to which attention 
should now be directed. 
CHAPTER IV 
l'-1ETHODOLOGY 
In the light of the problems identified in the 
literature review on neighborhood filtering and dynamics as 
well as neighborhood monitoring, it is obvious that many 
issues concerning changes in residential housing status have 
remained unresolved. In particular, definitive answers to 
the following research questions are useful: first, how can 
the changes in residential housing status in parts of the 
urban area be reliably measured, and what variables are 
appropriate for the measurement? Second, can these 
variables be useful for differentiating between the types of 
changes taking place in various parts of the urban residen-
tial housing market? Third, do the results yielded by a 
classification system depend on the specific variables used 
in the classification? 
The answers to the above questions provided the basic 
framework for this dissertation. The dissertation among 
other things centered on precise and meaningful measurement 
and monitoring of change as it relates to the residential 
housing market. The study borrowed appreciably from the 
definitions of the filtering process by Fisher and Winnick 
(1951), and Toulan (1960). The following hypotheses were 
postulated and investigated: 
61 
Hypothesis 1 
The changes in the residential housing status of parts 
of urban areas can be precisely and meaningfully measured 
and indexed using the changes in their ordering (ranking) as 
reflected by the changes in a few of their pertinent housing 
market variables. These include: h0m(~ value or contract 
rent; household income relative to household size; housing 
quality; and proportions of all occupied and owner occupied 
housing units. 
Hypothesis 2 
Urban residential subareas can be adequately classi-
fied using the changes in their ordering as reflected by the 
changes in home values or contract rents; household incomes 
relative to household sizes; housing quality; and propor-
tions of all occupied and owner occupied housing units. 
Hypothesis 3 
The products of an urban area residential housing 
classification system will depend on the housing market 
variables used in the classification. 
Hypothesis 4 
The change in an urban subarea residential housing 
status is positively related to the other housing market 
variables not considered pertinent for replicating the 
change. 
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Hypothesis 5 
The change in an urban subarea residential housing 
status is positively related to the change in the proportion 
of families in different income groups, and to the change in 
the proportion of employed persons~ but is negatively 
related to the changes in the proportion of nonwhite popu-
lation in the subarea. 
OPERATIONALIZING AND VALIDATING THE VARIABLES 
For the purpose of testing the first. and second 
hypotheses of this dissertation, the five identified housing 
market variables were explicitly operationalized as 
indicated below. Home values and contract rents in the 
urban subarea were operationalized with median home value 
and median contract rent in the subarea. Household incomes 
relative to sizes of households in the subarea were 
represented with median household income relative to the 
average household size in the subarea. Housing quality was 
operationalized as percentages of deficient, crowded, and 
much older housing units. Proportion of all occupied 
housing units was defined as percentage of all occupied 
housing units in relation to all housing units. Proportion 
of owner occupied housing units was defined as the 
percentage of owner occupied housing units in relation to 
all housing units in the subarea. The reasons for the 
identification of the above variables are elaborated upon 
in the succeeding paragraphs. 
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Median Horne Value and Contract Rent 
It is quite appropriate to assume that horne values and 
contract rents in parts of urban areas are indicative of the 
desirabili ty of housing in such subareas. For example, 
highly desirable neighborhoods are usually associated with 
higher horne values and contract rents, while deteriorating 
neighborhoods are characterized by low horne values and 
rents. In this investigation, median horne values and 
contract rents were used because they represented better 
measures of central tendencies for horne values and contract 
rents than 
Moreover, the 
rents ensured 
analysis. 
average horne values and 
use of contract rents as 
that utility costs were 
contract rents. 
opposed to gross 
excluded from the 
Median Household Income Relative to Average Household Size 
Higher income neighborhoods benefit considerably from 
high concentrations of households that are not only willing 
but are capable of maintaining their homes. On the other 
hand, neighborhoods in which the majority of the residents 
are low income households are immensely constrained on the 
amount of money available to them for horne maintenance. In 
effect, the conditions of housing in urban neighborhoods are 
related. to the incomes of the households resident. in the 
neighborhoods. In this investigation, median household 
income has been related to average household size. This was 
because it was recognized that sizes of households affect 
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the effective incomes of households. For example, neighbor-
hoods in which household incomes have increased only 
slightly in comparison to disproportionately high increases 
in household sizes, have actually become worse off. On the 
contrary, neighborhoods with rising incomes accompanied by 
decreasing sizes of households will really indicate higher 
increases in effective incomes. 
Percentages of Deficient, Crowded, and Much Older Housing 
units 
Deficient, crowded, and much older housing units are 
used as proxy for housing quality. They are symptomatic of 
poor housing conditions in a neighborhood. Therefore, 
neighborhoods with increasing percentages of these problems 
are considered to be on the decline, while neighborhoods 
with little or no traces of these problems are considered to 
be either stable or on the rise. In effect, information 
about the percentage of deficient, crowded, and much older 
housing units is useful for detecting the status of a 
neighborhood. 
For the purpose of this investigation, the term 
"deficient" was used to describe percentages of housing 
units lacking plumbing facilities or such conventional 
heating facilities as, built-in electric or gas equipment, 
furnace, hot water or steam equipment. However the term is 
general enough that it could also be used to describe many 
of the housing quality indicator variables usually included 
in the Annual Housing Survey data. These include data on 
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broken windows, ceilings, and floors, as well as frequency 
of breakdowns in housing equipment. Since these variables 
that describe deficient housing units are actually highly 
correlated, it was not considered essential that they all be 
included in the analysis. 1 It was quite appropriate to use 
one or two dominant variables as proxy for the rest. In 
this respect, plumbing information (which also implies 
provision for water facilities), and heating information are 
most basic and essential for describing deficient housing 
units. They are indeed much more important than data on 
broken windows and frequency of breakdowns of housing 
facilities. In fact, a housing unit could hardly be 
occupied without ensuring that it contains these most basic 
facilities. 
The term "crowded" was used to describe percentage of 
housing units with more thnn 1.0 person per room. Housing 
units built before 1940 were regarded as much older units. 
Although not all older housing units are of low quality, a 
great majority of these units are susceptible to obso1es-
cence and aging (HUD,1977). Moreover, older housing units 
not only require frequent repairs, but also cost a lot more 
to maintain. 
1A principal component analysis done by this 
investigator with data on deficient housing units resulted 
in a single factor. The results confirmed that the 
variables were highly correlated. 
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Percentage of All Occupied Housing Units 
The percentage of occupied housing units in a neigh-
borhood reflects the extent to which the housing stock in 
the neighborhood is utilized. This in effect, indicates the 
extent to which a neighborhood's housing submarket is 
competitive and attractive. Neighborhoods with higher 
percentages of occupied housing units are generally more 
desirable and stable. On the other hand, neighborhoods with 
low percentages of occupied housing units are usually 
rapidly declining areas with not only decreasing horne values 
and rents, but also deteriorating housing conditions (HUD, 
1977) . Therefore, the percentage of all occupied housing 
uni ts is a good indicator of housing situations in neigh-
borhoods. 
Percentage of Owner Occupied Housing Units 
The percentage of owner occupied housing units is also 
considered a good indicator of housing situations in neigh-
borhoods. This is because owner occupants are not only less 
mobile than renters, but have their equity at stake in their 
neighborhoods. On the contrary, most renters do not live 
for a long time in the same neighborhoods. Moreover, like 
absentee landlords, renters do not have long run interests 
in their neighborhoods. Essentially, a high percentage of 
owner occupied housing units is indicative of stability of 
neighborhoods. This is true of both condominium and single 
family housing ownership. 
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The Other Research Variables 
For the purpose of testing the fourth hypothesis of 
this investigation, the composite index of changes in 
residential housing status which was developed during the 
test of the first hypothesis was used as the dependent 
variable. Some housing market variables which were not 
included in the indexing of the changes in residential 
housing status were used as independent variables. These 
were as follows: the percentages of new construction and 
demolitions relative to the total housing stock at the 
beginning of the study period; the percentage change in 
year-round vacancies relative to the total housing stock at 
the beginning of the period; and the percentage change in 
the total housing units relative to the number at the 
beginning of the period, and the percentage change in the 
total population in a subarea. These were used mainly for 
validation purposes. 
In order to test the fifth hypothesis, the composite 
index of change in residential housing status was used as 
the dependent variable. The following socioeconomic 
variables were used as the independent variables: the 
percentage of change in the number of families in the first, 
second and fourth income quartiles; the percentage change in 
the number of employed persons; and the percentage change in 
the number of nonwhite population in a sub-area. As in the 
fourth hypothesis, these variables were used for further 
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validation of the composite index of change in residential 
housing status. 
DATE TYPES AND DATA SOURCES 
All the data items used in this investigation were 
metric (interval scale) data. This meant that they were 
data that had measurable values which meaningfully conform 
to mathematical operation laws. They were, therefore, 
amenable to most types of mathematical computations. 
Sources of Data 
The major source of data for this investigation was 
the 1960 and 1970 U.S. Census of Population and Housing. In 
order to ensure that the same subarea units were studied 
within the two decennial census years, the 1960 census 
tracts which were split before the 1970 census were 
re-aggregated to the original 1960 units. Moreover, groups 
of census tracts whose parts had been moved into other 
census tracts, or which had been affected by boundary 
changes were all aggregated 
Altogether 188 distinct census 
tracts were obtained. 
to their original units. 
tracts and groups of census 
Supplemental data were obtained from the Building 
Permit Statistics for construction activity in Portland SMSA 
during the period from April, 1960 to ~arch, 1970. These 
were published by the Metropolitan Service District 
(1960-1970), Portland. The source provided supplemental 
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information on permits for demolitions and new construction 
for the study period. It was assumed that the houses for 
which permits were issued were actually built. In view of 
the fact that prospective house owners are usually given 
fixed times during which they have to complete their 
buildings, that assumption was considered a good 
approximation. 
It is recognized that R. L. Polk's Profile of Change 
was a probable source of data for this investigation. This 
source contains information on housing and businesses in 
census tracts. The Polk's Company also has information on 
tapes for some housing units within the city limits. 
However, these data sets were not considered sui table for 
this research because they do not contain information on 
housing units outside the city limits. Moreover, the data 
do not contain suitable measures of housing quality. 
A complete set of valuable data could have been 
obtained from the 1975 and 1979 Annual Housing Surveys for 
Portland SMSA. However, the spatial locations of housing 
units in the data set are not usually available. These were 
therefore considered unsuitable for this research, which 
required explicit identification of the various residential 
areas in the SMSA. 
TESTING THE RESEARCH HYPOTHESES 
Hypothesis No.1 
The statement of the first hypothesis was such that 
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there was no distinction between the variables in terms of 
being dependent (predicted) or 
variables. What was implied by 
independent (predictor) 
the hypothesis was the 
capability for development of a meaningful measure (in terms 
of public policy) or composite index for changes in the 
urban residential housing status, using the five identified 
housing market variables. An increasingly important 
statistical technique which was used to test the validity of 
the hypothesis is principal component analysis. This 
technique is briefly discussed in the succeeding section. 
The Nature of Principal Component Analysis 
Principal component analysis is a technique used to 
determine the minimum number of independent characteristics 
(dimensions) which account for most of the variance in a set 
of variables (Rummel, 1970). In more general terms, it is a 
technique which can be used to reduce several variables to a 
lesser number of characteristics which represent the 
original variables as much as possible (Davies, 1979). 
Principal component analysis is based on the assumption that 
variables (such as rent, income, and housing quality) are 
appreciably correlated. When the constituent variables are 
correlated, they tend to portray the same characteristics. 
The variables can be reduced to just one composite variable 
which reflects those characteristics. Reducing several 
variables to fewer sets of variables with principal com-
ponent analysis is similar to combining separate maps of 
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those variables into a fewer set of maps which are easier to 
compare visually. 
which are similar 
In the fewer set of maps, characteristics 
in all the maps (and variables) are 
combined into one, whereas characteristics which are 
dissimilar are represented separately 
Principal component analysis identifies 
istics, and shows how the variables are 
(Yeates, 1974). 
those character-
associated with 
them. On the basis of the characteristics (components), and 
the strength of the association of the factors with the 
variables, the data units are given scores. The scores are 
usually in interval scale units, and can be positive or 
negative depending on whether they positively or negatively 
reflect a characteristic or phenomenon. 
If both correlated and uncorrelated sets of variables 
are included in a principal component analysis, all the 
variables which are highly correlated will load heavily on 
the same component. Consequently, all the data units 
(subareas) which have high values of these variables will 
have high scores on that component. On the contrary, all 
the data units with low values of those variables will have 
low scores on that component. In effect, the variables 
included in a principal component analysis may reflect 
different characteristics. The variables involved in the 
first hypothesis do, in fact, belong to the general category 
of correlated and uncorrelated variables. This will be 
evident from the discussion of the research results in the 
next chapter. 
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Analytically, each of the variables can be expressed 
in terms of the principal components (factors) as follows: 
Zl = a11F1 + a 12F 2 + 
Z2 = a 21 F 1 + a 22 F 2 + 
Zm = am1F1 + a m2 F 2 + 
+ a 1 F n n 
+ a 2 F n n 
+ amnFn 
(1) 
• ••••• , Zn are the original 
variables in standardized 
form 
• ••••• ,F n 
.... ,a
mn 
are the principal 
components 
are the correlation 
coefficients of the 
factor loadings on the 
variables 
(See Rozeboom, 1966). 
Using the original variables, and factor score 
coefficients, factor scores can be computed for each data 
unit (residential area) • The pertinent mathematical 
relationship is as follows: 
Sl = b11Z 1 
S2 = b 2 Z1 
Sm = b m1Z1 
+ b 12 Z2 
+ b 22 Z2 
+ b 
m2 Z2 
+ 
+ 
+ 
+ b 1 Z n n 
+ n 2 Z n n 
+ b Z 
mn n 
· ....• , Sn are the factor scores on 
a data unit 
Zl' Z2' .•...• ,Zn are the original 
variables in standardized 
form 
b 11 , b 12 , •... ,b1m are factor score 
coefficients in 
standardized form 
The products of the principal component analysis also 
include the communality and eigenvalues among others. A 
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communality value is a measure of the variability in a 
variable held among the significant principal components. 
It is the percentage variance in a variable explained by the 
significant principal components, and is evaluated as the 
sum of the squares of the loadings across each component. 
Kerlinger (1964) described the cornmunali ty value as the 
validity component of a measure. 
The eigenvalue is the measure of the variability of a 
principal component between the variables. It is computed 
by squaring and summing the principal component loadings 
across the variables. Harris (1975) showed that the 
variance of a principal component is equal to the eigenvalue 
associated with that component. He also showed that the 
variances of principal components are additive. 
Although principal component analysis has not had 
significant application in housing research, Little (1976) 
has used the technique to reduce 20 housing market variables 
(rents, values, lot sizes, et cetera) and socioeconomic 
variables into 5 components. These components were assumed 
to be representative of the original twenty variables. 
Brian Berry has convincingly used the principal component 
analysis technique to reduce socioeconomic variables into 
much fewer dimensions. These include a study of the basic 
dimensions of economic development (Berry, 1960), and 
mUltivariate regional classification (Berry, 1961). Berry 
(1963) determined the various roles played by unplanned 
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nucleations in the commercial structure of Chicago. Moser 
and Scott (1961) used the principal component technique to 
extract the factors that enabled them to group populations 
with similar combinations of characteristics for towns in 
Great Britain. Davies (1979) computed trends in households, 
population, and other characteristics for towns of 50,000 
and over in England and Wales between 1951 and 1971, using 
the principal component analysis technique. Cloke (1977) 
used the technique to develop an index of rurality for 
England and Wales" All the above mentioned references do 
validate the appropriateness of the use of principal 
component analysis in this research. 
Hypothesis No.2 
The test of the second hypothesis of this research 
basically required a classification technique. This 
hypothesis was tested with a rarely used by powerful 
classification technique called multivariate discriminant 
analysis. Three groups of data units (residential areas) 
were identified apriori. The discriminant analysis 
statistical technique was then used to determine the most 
probable limits of the groups. 
The Nature of Discriminant Analysis 
Discriminant analysis is essentially a technique used 
to classify objects, by a set of independent variables, into 
one of two or more categories, which are mutually exclusive 
and exhaustive (Morrison, 1969). For example, on the basis 
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of home value, income, housing quality, tenure and occupied 
units,2 it is possible to determine whether a residential 
area is st.able, improving or declining. Another possible 
application of discriminant analysis is in classification of 
industries as losing or gaining employment or as stable, on 
the basis of unionization data, capital investment, and 
other relevant variables. Discriminant analysis is 
essentially both a classification and prediction technique. 
Wi th two or fewer number of independent variables, it is 
very similar to multiple linear regression (Kerlinger, 
1964). 
Discriminant analysis combines a set of variables (for 
example, the five housing market variables identified in 
this hypothesis) in a linear manner so that the variance 
between differing data units (residential areas) is made as 
large as possible. This is achieved by the use of 
discriminant functions. These discriminant functions are 
linear combinations of the original variables and can be 
symbolically expressed as follows: 
D1 = d 11 Z1 + d 12 Z2 + 
D2 = d 21 Z1 + d 22 Z2 + 
Dm = d
m1 Z1 + dm2 Z2 + 
+ d 1 Z n n 
+ d 2 Z n n 
+ d Z 
mn n 
2 
where D1 , D2 , ...•... ,D are the scores on the 
m discriminant functions 
d 11 , d 12 , .•... ,d are the weighting mn coefficients 
See pages 62 to 66 for the discussions on the 
justification for the use of these variables. 
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Zl' Z2' .•....• 'zn are standardized values 
of n discriminating 
variables 
Classification of cases (residential areas) is 
achieved through the use of a series of classification 
functions, one for each group. The equation for any 
particular group can be symbolically expressed as shown by 
the following set of equations: 
Cl = cllXl + c 12X2 + 
C2 = c 21 Xl + c 22 X2 + 
C
m 
= c
m1 X1 + cm2 X2 + 
+ clnXn + c 10 
+ c 2nXn + c 20 
+ c X + C 
mn n mo 
____ (4) 
.•..... , em are the classification 
scores for the groups 
..... ,en are the classification 
coefficients for the 
groups 
Xl' X2 , •.••.•. 'Xn are the raw scores on the discriminating 
variables 
The products of the multivariate linear discriminant 
analysis include the discriminant function, the relative 
percentage variance, the chi-square with the associated 
degrees of freedom, the significance ratio and the 
percentage of "grouped" cases correctly classified. 
Although discriminant analysis has not been used in social 
science research for operational (practical) classification 
purposes, the technique has been utilized for hypothesis 
testing (Morrison, 1969). 
Hypothesis No.3 
The test of the third hypothesis required no different 
techniques 
hypotheses. 
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from those used in testing the first two 
The implication of this hypothesis is that the 
variables used in the classification of urban residential 
areas determine the results of such a classification. In 
order to test the hypothesis, the procedures adopted in 
testing the first two hypotheses were repeated for different 
combinations of the original variables, and by excluding one 
or more of the variables in each analysis. Each combination 
was used in principal component analysis to develop an index 
of change in the residential housing status. The index 
resulting from each principal component analysis was used as 
the dependent variable while the constituent variables were 
used as the independent variables. Among other things, the 
various sets of analysis yielded the most probable 
classifications of the residential areas. Altogether, eight 
different sets of analysis were made, each set comprising of 
a sequential run of principal component analysis and 
discriminant analysis. The variables involved in the 
various sets of analyses are indicated below. 
Analysis Set 1. The first set of analyses included 
three independent variables which were appreciably 
correlated. These were the median home value or contract 
rent; median household income relative to the average 
household size; and housing quality. The percentages of all 
occupied housing units, and owner occupied housing units 
were excluded from this set of analyses. 
78 
Analysis Set 2. All the five variables were included 
in the second set of analyses. These were: the median horne 
value or contract rent; median household income relative to 
the average household size; housing quality; percentage of 
all occupied housing units and percentage of owner occupied 
housing units. Since this set was exactly the same uS the 
analyses of the first and second hypotheses, it was not 
actually repeated. 
Analysis Set 3. For the third set of analyses, the 
median horne value or contract rent was excluded. Only the 
following variables were included: median household income 
relative to the average household size; housing quality; the 
percentage of all occupied housing units, and the percentage 
of owner occupied housing units. 
Analysis Set 4. For the fourth set of tests, median 
household income relative to the average household size was 
excluded from the analyses. The independent variables 
included in the analyses were median horne value or contract 
rent; housing quality; the percentage of all occupied 
housing units; and the percentage of owner occupied housing 
units. 
Analysis Set 5. For the fifth set of tests, housing 
quali ty was excluded from the analyses. The independent 
variables included in the analyses were median horne value or 
contract rent; median household income relative to the 
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average household size: the percentage of all occupied 
housing units: and the percentage of owner occupied housing 
units. 
Analysis Set 6. The sixth set of analyses included 
the following: median home value or contract rent: median 
household income relative to the average household size; 
housing quality; and the percentage of owner occupied 
housing units. The percentage of all occupied housing units 
was excluded from the analyses. 
Analysis Set 7. The seventh set of analyses included 
the median home value or contract rent: median household 
income relative to the average household size; housing 
quality: and the percentage of all occupied housing units. 
The percentage of owner occupied housing units was excluded 
from the analyses. 
only 
Analysis Set 8. 
two independen t 
The eighth set of analyses included 
variables. These were: the median 
home value or contract rent, and the percentage of owner 
occupied housing units. These two variables were selected 
on the basis of a pre-test principal component analysis 
which showed them to have the highest factor loadings in the 
two main groups of correlated variables which were observed. 
The first group of correlated variables were as follows: 
median home value or contract rent, median household income 
relative to average household size, and housing quality. 
80 
Among this group, median home value or contract rent 
(housing cost) had the highest factor loading. The second 
group of correlated variables included the percentage of all 
occupied housing units, and the percentage of owner occupied 
housing units. The percentage of owner occupied housing 
units had the highest factor loading among this group. 
On the whole, the procedure adopted in testing the 
third hypothesis of this research was basically a parsimony 
approach. This approach was taken because it was considered 
useful to observe what differences might show up in the 
classification results when each of the five variables was 
excluded from the analyses. 
The products of these analyses are the same or similar 
to those obtained for hypotheses numbers 1 and 2" 
Hypothesis No.4 
The fourth hypothesis of this investigation postulated 
a positive relationship between the index of change in the 
relative residential housing status and some other housing 
market variables not used in the development of the index. 
Multiple linear regression (MLR) analysis was used in 
testing this hypothesis. The factor scores which were 
produced from the principal component analyses were used as 
the dependent variable, while the variables identified in 
the hypothesis were used as the independent set. 
The hypothesized relationship could be symbolically 
expressed as follows: 
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____ (S) 
where y is the index of change in urban 
subarea residential housing status 
a is the constant of the regression 
equation 
Xl is the percentage of new construction 
relative to the total housing stock 
in a residential area at the 
beginning of the period 
b l is the coefficient of Xl 
X2 is the percentage of demolitions 
relative to the total housing stock 
in a residential area at the 
beginning of the period 
b 2 is the coefficient of X2 
X3 is the percentage change in the year 
round vacancies relative to the total 
housing stock in a residential area 
at the beginning of the period. 
b 3 is the coefficient of X3 
X4 is the percentage change in the total housing stock relative to the number 
in residential area at the beginning 
of the period. 
b 4 is the coefficient of X4 
Xs is the percentage change in the total 
population relative to the total 
population in the residential area at 
the beginning of the period. 
b S is the coefficient of Xs 
The products of this analysis included R2, regression 
coefficients, F ratios and the degrees of freedom. 
Hypothesis No. S 
Multiple linear regression analysis was used for the 
test of the fifth hypothesis which postulated varying 
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relationships of the change in relative residential housing 
status to selected socioeconomic variables. These were the 
percentage changes in proportions of families in different 
income groups; the percentage change in the number of 
employed persons; and the percentage change in the nonwhite 
population in a residential area. 
The symbolic representation of this hypothesis could 
be expressed as follows: 
_______ (6) 
where y is the index of change in residential 
housing status 
a is the constant of the regression 
equation 
Xl is the percentage change in the 
number of families in the highest 
income quartile 
a l is the coefficient of Xl 
X2 is the percentage change in the 
number of families in the next 
highest income quartile 
a 2 is the coefficient of X2 
X3 is the percentage change in the 
number of families in the lowest 
income quartile 
a 3 is the coefficient of X3 
X4 is the percentage change in the 
number of employed persons in a 
residential area 
a 4 is the coefficient of X4 
Xs is the percentage of change in the 
nonwhite population in a residential 
area 
as is the coefficient of X5 
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The relationship of the index to the percentage change 
in the number of families in the third income quartile was 
not tested. This was because of collinearity problems which 
would arise if the percentage of changes in the number of 
families in each of the four income quartiles were included 
as independent variables in the multiple regression 
analysis. 
The products of this 
regression coefficients, F 
freedom. 
analysis included R2, 
ratios and the degrees 
the 
of 
CHAPTER V 
DATA ANALYSIS AND RESUI.TS 
Hypothesis No.1 
The results of the analyses lent support to the first 
hypothesis of this investigation. It was hypothesized that 
the changes in the residential housing status of parts of an 
urban area can be precisely and meaningfully measured and 
indexed using the changes in their ordering as reflected by 
the changes in a few pertinent housing market variables. 
These included home value or contract rent, household income 
relative to household size, housing quality, and proportions 
of all occupied, and owner occupied housing units. 
The principal component analysis technique which was 
used to test this hypothesis yielded two sets of components 
as shown in Table I. The results reported in t~is table, in 
addition to those reported in Table III, do validate the 
first hypothesis. It is easily observed from Table I that 
the relative changes in home value or contract rent; house-
hold income per capita; and housing quality loaded heavily 
on the first component (with values of .85215, .83659, and 
.79133 respectively), but very low on the second component 
(with values of .16241, .15804, and .04802 respectively). 
On the other hand, the relative changes in the percentages 
of all occupied housing units and owner occupied housing 
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units loaded high on the second component (with values of 
.88882 and .91105 respectively), but low on the first factor 
(with values of .19322 and .07053 respectively). 
TABLE I 
VARH1AX ROTATED FACTOR MATRIX FOR THE RELATIVE CHANGES 
IN THE RESIDENTIAL AREAS AS REFLECTED BY THE RELATIVE 
CHANGES IN ALL THE FIVE KEY STUDY VARIABLES 
VARIABLE 
Change in home value 
or contract rent 
~hange in hous7hold 
~ncome per cap~ta 
Change in housing 
quality 
Change in percent all 
occupied housing units 
Change in percent 
owner occupied units 
EIGENVALUE 
PRINCIPAL 
COMPONENT 
I 
.85215 
.83659 
.79133 
.19322 
.07053 
2.09455 
PRINCIPAL COMMUNALITY 
COMPONENT 
II 
.16241 .75254 
.15804 .72486 
.04802 .62852 
.88882 .82734 
.91105 .83499 
1.67367 
The patterns and magnitudes of the loadings of the 
variables on the two components strongly suggest that they 
depict definite characteristics. For example, the first 
component in which home value, household incomes, and 
housing quality were heavily loaded seemed to depict a 
demand-side component of change in the residential housing 
status. Moreover, it reflected the neighborhood filtering 
IHousehold income per capita. is used in this context 
for household income relative to the average household size. 
phenomenon in the housing market. 
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On the other hand, the 
second component in which the percentages of all occupied 
and owner occupied housing units were heavily loaded seemed 
to depict a supply-side component of change in the 
residential housing status. This second factor also 
reflected the stability component of the residential areas. 
Table I shows the communality values for all the five 
variables. For example, the relative change in housing cost 
had a communality value of .75254 which implied that over 75 
percent of the variance in this variable was held among the 
significant principal components. Moreover, the 
communality value of .83499 computed for the percentage 
change in owner occupied housing units implied that over 83 
percent of the variance in this variable was held among the 
two significant principal components. 
values obtained for all the five 
confirmation of the validity of 
appropriate measures of changes in 
status. 
?he high communality 
variables were a 
those variables as 
residential housing 
The eigenvalues for the first and second 
components were 2.09455 and 1.67367 respectively. 
principal 
Table III 
shows the composite indexes (factor scores) for a represen-
tative sample of census tracts. These scores were a measure 
of the changes in the status of urban residential areas on 
the basis of the changes in the identified housing market 
variables. The composite scores were the aggregate values 
of the two sets of factor scores which resulted from 
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the principal component analysis. The factor scores were 
aggregated using, as weights, the variances of their 
respective principal components relative to the total 
variance explained by the two principal components. 
It will be observed that some census tracts showed 
appreciably large negative scores, while some other tracts 
showed large positive scores. The other census tracts 
showed smaller negative and positive scores (magnitudes 
a.pproximately between -.33 and +.30). The census tracts 
that scored large negative values were those mostly located 
in the inner city areas of Portland, Oregon and Vancouver, 
Washington (See Figures 1 and 2). Prominent among the 
tracts that had large negative scores ,.,ere numbers: 15, 
16.01, 16.02, 17.02, 24.01, 30, 31, 32, 33.02, 34.01, 35.01, 
38.02, 38.03, 39.02, 49, 83, and 84, mainly in the Portland 
City/Mu1tnomah County areas; tract numbers 219 in Clackamas 
County, 307 in Washington County, and tract numbers 421 and 
425 in Vancouver City /C1ark County areas. These results 
were quite consistent with the actual trends in the region 
during the study period as these were the older built-up 
areas in the respective areas of the region. 
On the other hand, those census tracts which had large 
positive scores were mainly located in the suburbs of 
Portland and Vancouver. Conspicuous among these census 
tracts were numbers 95 and 99 in the Portland City/Multnomah 
County areas; and tract numbers 204, 215, 218, 222, and most 
of the other census tracts in Clackamas County; tract 
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numbers 308, 315, 317, 319, 321, 323, 324, 327, 328, 329, 
334, and 335 in Washington County areas; tract numbers 401, 
402, 404, 405.01, 407, and 409 in Vancouver City/Clark 
County areas of Washington State. Again, the results were 
quite as expected since these census tracts were the areas 
that experienced major new housing construction and 
metropolitan expansion during the decade of the sixties. In 
fact, housing development has continued to expand to this 
day. 
The census tracts that did not show large scores 
(positive or negative) were fairly distributed around the 
SMSA, but mostly located in the older suburban areas. 
Conspicuous 
9.02, 25.02, 
among these 
29.01, 52, 
tracts 
59, 
were 
61, 
numbers 
and 62 
3.01, 7.02, 
in Portland 
City/Hultnomah County areas; numbers 202, 213, and 214 in 
Clackamas County; tract numbers 302, 303, 320, 326, 331, and 
332 in Washington County areas; and tract number 424 in 
Vancouver City/Clark County areas. 
Hypothesis No.2 
The results of the analyses also lent support to the 
second hypothesis of this investigation. It was postulated 
that urban residential areas can be adequately classified 
using the changes in their ordering as reflected by the 
changes in home values or contract rents; household incomes 
relative to household size; housing quality; and the 
proportions of all occupied and owner occupied housing units 
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in the subareas. The multivariate discriminant analysis 
which was used to test this analysis yielded two discrim-
inant functions, the products of which are reported in Table 
II. These products do validate the second hypothesis of 
this research. For example, the table shows that 80.21 
percent of the cases were correctly grouped (classified) 
initially before being input to the multivariate discrim-
inant analysis. The table also shows that the first 
discriminant function accounted for 98.55 percent of the 
variance in the variables. 
TABLE II 
THE DISCRIMINANT FUNCTIONS AND THEIR RELATIVE PERCENTAGE 
VARIANCES, CHI-SQUARE VALUES, SIGNIFICANCE 
RATIOS AND THE PERCENTAGE OF "GROUPED" 
CASES CORRECTLY CLASSIFIED 
Discriminant Relative Chi-Square Significance Percentage 
Function Percent- Ratio Cases 
age Correctly 
Variance Classified 
1 98.55 238.97 0.0000 80.21 
2 1. 45 6.77 0.1483 
Moreover I Table II shows that a chi-square value of 
238.97 was obtained for the first discriminant function, and 
that the test was validated at 0.0000 significance level. 
Besides the results in Table II, the output shown in 
Table III confirms that the classification was satis-
factorily made, judging from the situation in the census 
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tracts studied. Table III shows a representative sample of 
the census tracts and the scores they recorded on the basis 
of the relative changes in their residential housing 
situations. The table also shows the types of relative 
changes that took place in housing situations in the 
respective census tracts during the study period. 
TABLE III 
A REP~ESENTATIVE SAMPLE OF THE CENSUS TRACTS IN PORTLAND 
SMSA SHOWING THEIR CLASSIFICATION RESULTS ON THE BASIS 
OF THE CHANGES IN THEIR RELATIVE RESIDENTIAL HOUSING 
STATUS DURING THE 1960-1970 PERIOD 
CENSUS COHPOSITE 3 CLASSIFICATION 
TRACT INDEX CATEGORY 
1 -.45 decline 
3.01 .06 stable 
5.02 -.38 decline 
7.01 -1.04 decline 
7.02 -.33 stable 
9.02 -.20 stable 
10 -.35 decline 
14 -.74 declj_ne 
15 -.86 decline 
16.01 -.56 decline 
16.02 -.77 decline 
2Continued on the following 3 pages. 
3composite indexes less than -0.33 indicate a decline 
in status. Composite indexes greater than or equal to -0.33 
but less than or equal to 0.30 indicate a stable status. 
Composite indexes greater than 0.30 indicate a rise in 
status. 
93 
TABLE III (CONTINUED) 
CENSUS COMPOSITE CLASSIFICATION 
TRACT INDEX CATEGORY 
17.02 -.69 decline 
19 -.35 decline 
24.01 -1. 08 decline 
25.02 -.07 stable 
29.01 -.30 stable 
30 -.63 decline 
31 -1.05 decline 
32 -1. 43 decline 
33.02 -.73 decline 
34.01 -1. 01 decline 
35.01 -.80 decline 
38.02 -.99 decline 
38.03 -1. 00 decline 
39.02 -.79 decline 
49 -1. 03 decline 
52 -.16 stable 
59 -.26 stable 
61 .03 stable 
62 -.24 stable 
83 -.87 decline 
84 -.89 decline 
84 -.89 decline 
85 -.39 decline 
95 1. 20 rise 
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TABLE III (CONTINUED) 
CENSUS COMPOSITE CLASSIFICATION 
TRACT INDEX CATEGORY 
99 1.16 rise 
202 -.25 stable 
204 .70 rise 
212 -.34 decline 
213 .00 stable 
214 .24 stable 
215 1.56 rise 
218 .93 rise 
219 -.76 decline 
222 .58 rise 
227 1.16 rise 
243 .92 rise 
301 -.20 stable 
302 .15 stable 
303 .12 stable 
307 -.75 decline 
308 .52 rise 
315 1. 01 rise 
317 .76 rise 
319 1. 36 rise 
320 .11 stable 
321 .81 rise 
323 .92 rise 
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TABLE III (CONTINUED) 
CENSUS COMPOSITE CLASSIFICATION 
TRACT INDEX CATEGORY 
324 .42 rise 
326 .19 stable 
327 1. 20 rise 
328 .86 rise 
329 .87 rise 
331 -.21 stable 
332 .24 stable 
334 1. 27 rise 
335 .65 rise 
401 .60 rise 
402 .92 rise 
404 .82 rise 
405.01 1.13 rise 
407 .55 rise 
409 1. 61 rise 
421 -.75 decline 
424 -.24 stable 
425 -.70 decline 
It will be observed that the census tracts which had high 
negative scores were those that showed a decline in 
residential housing status. Similarly, the census tracts 
which had high positive scores were those that showed a rise 
in residential housing status. Moreover, the census tracts 
which had small and insignificant scores were those 
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that 
It indicated stable residential housing status. 
is pertinent to mention that the classification results 
obtained in this analysis were based on the housing market 
variables used. 
The census tracts in which residential housing status 
showed a decline were those located in the inner city areas 
of Portland, and Vancouver (See Figures 1 and 2). Some of 
the tracts were numbers 15, 16.01, 16.02, 17.02, 24.01, 30, 
31, 32, 33.02, 34.01, 35.01, 38.02, 38.03, 39.02, 49, 83, 
and 84. These were mainly in the city of Portland, and 
t-lultnomah County. They also included census tract number 
219 in Clackamas County, number 307 in Washington County, 
and tract numbers 421 and 425 in Vancouver City and Clark 
County. As already indicated, these were the older built up 
areas in Portland SMSA and were in fact part of the areas 
that showed considerable decline between 1960 and 1970. For 
example, census tracts 33.02, 34.01, and 35.01 situated in 
the Albina district of Portland, Oregon have been part of a 
conspicuously declined area of Portland, and have continued 
to be the same to this day. The Albina area is located at 
the northern part of Portland. This area was actually a 
separate city until 1893 when it became annexed into the 
city of Portland. It was already built up before World War 
I, and by the 1950's had started to show appreciable signs 
of deterioration (Portland City Club, 1971). This general 
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area had experienced both socioeconomic and racial transi-
tions which culminated in downward neighborhood filtering 
and succession. This area still contains a high percentage 
of the low income households and nonwhite population in 
Portland SMSA. 
On the other hand, the census tracts in which the 
residential housing status had risen during the study period 
were mostly those located in the suburbs of metropolitan 
Portland. These were census tract numbers 95 and 99 in the 
city of Portland, and Multnomah County. They also included 
census tract numbers 204, 215, 218, 222, and the majority of 
the census tracts in Clackamas County; tract numbers 308, 
315, 317, 319, 321, 323, 324, 327, 328, 329, 334, and 335 in 
Washington County; tract numbers 401, 402, 404, 405.01, 407, 
and 409 in Vancouver City and Clark County areas. These 
were essentially the parts of Metropolitan Portland in which 
considerable new construction took place during the study 
period. Moreover, as had been stated earlier, .that area has 
continued to have the largest share of new construction. 
Most of the eastern part of Washington County and a 
significant part of Clackamas County belong to this 
category. These areas of Portland SMSA are where the higher 
and middle income households reside. Although the 
neighborhoods in these areas had not experienced significant 
succession, it was obvious that considerable upward 
filtering had taken place. 
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In contrast to the two different situations considered 
above, it will be observed that the census tracts, which 
were indicated as being stable, were those mainly located at 
the older suburban and some inner city areas of Portland 
SMSA. Among these census tracts were the following: 
numbers 3.01, 7.02, 9.02, 25.02, 29.01, 52, 59, 61, and 6 2. 
These were located in the city of Portland and Mul tnomah 
County. Also included among these were census tract numbers 
202, 213, and 214 in Clackamas County; numbers 302, 303, 
320, 326, 331, and 332 in Washington County; and number 424 
in the city of Vancouver and Clark County. The census 
tracts in this category were basically those in the areas 
wi th a good mix of older and newer housing units. These 
areas experienced neither appreciable neighborhood filtering 
nor neighborhood succession. They were mainly populated by 
some lower middle income and blue collar workers. 
The classification results described above strongly 
confirm that the second hypothesis of this dissertation was 
validated. In addition to the analysis aspect of this 
second hypothesis, which was validated by the products of 
the discriminant function, the results of the classification 
satisfactorily depicted the change in the status of the 
residential areas during the study period. 
Hypothesis No.3 
The results of the analyses did lend some support to 
the hypothesis that the products of an urban area 
99 
residential housing classification system will depend on the 
housing market variable used in the classification. They 
shed light on the issue of why researchers do not always 
agree on the choice of variables for residential housing 
market analysis. The principal component analysis 
technique, which was used to index the change in the urban 
residential housing status yielded a varying number of 
components (factors) for the eight different sets of 
analyses (See Table IV). Each of the analysis sets 2, 3, 4, 
and 5 yielded two components or characteristics, implying 
that the variables used in those analyses were indicative of 
two different types of phenomena. 
On the other hand, each of the analysis sets 1, 6, 7, 
and 8 yielded a single component or characteristic, implying 
that the variables used in those analyses were indicative of 
one phenomenon. If in fact, analyses sets 1, 6, and 7 are 
indicative of only one characteristic or phenomenon, they 
obviously ignore the other characteristic which was clearly 
indicated by analysis sets 2, 3, 4, and 5. 
This statement is substantiated by the fact that 
analysis sets 6 and 7 had very low communality values for 
the change due to percentage of owner occupied housing 
units, and for the change due to percentage of all occupied 
housing units respectively. The communality value for the 
change due to percentage of owner occupied housing units in 
analysis set 6 was .14188. This was the analysis that did 
not include the change due to percentage of all occupied 
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housing units (See Table IV). Since the other three of the 
four variables included in this analysis were correlated, 
they loaded heavily on one component. However, the change 
due to percentage of owner occupied housing units also 
loaded, but rather low, on this component since it had no 
other variable to pair up with. It did not really belong to 
this lone component, but was surely a part of another 
component that was not represented by the four variables 
included in analysis set 6. 
For a similar reason, the change due to percentage of 
all occupied housing units loaded low on the lone component 
that resulted from analysis set 7. Table IV shows that the 
communality value for the variable in this particular 
analysis was .26048. This variable actually did not belong 
to that component, but was associated with another component 
that was not represented by the four variables included in 
analysis set 7. 
With the exception of the low communality values 
obtained for the changes due to the percentage of owner 
occupied housing units, and the percentage of all occupied 
housing units in analysis sets 6 and 7 respectively, Table 
IV shows that all the variables showed high communality 
values in the other analyses. For example, in analysis set 
1, communality values of .75374, .72974, and .61676 were 
obtained for changes due to horne value or contract rent, 
household income per capita, and housing quality respec-
tively. In analysis set 2, communality values of .75254, 
TABLE IV 
PRINCIPAL COMPONENT MATRICES FROM THE EIGHT SETS OF PRINCIPAL COMPONENT ANALYSIS 
ANALYSIS 
SET NUMBER 
1 
2 
3 
VARIABLES 
Home Value or Contract Rent 
Household Income Per Capita 
Housing Quality 
EIGENVALUE 
Home Value or Contract Rent 
Household Income Per Capita 
Housing Quality 
Percent Occupied Units 
Percent Owner Occupied Units 
EIGENVALUE 
Household Income Per Capita 
Housing Quality 
Percent Occupied Units 
Percent Owner Occupied Units 
EIGENVALUE 
PRINCIPAL 
COMPONENT 
I 
-.86818 
-.85425 
-.78534 
2.10024 
.85215 
.83659 
.79133 
.19322 
.07053 
2.09455 
.17785 
.05357 
.89696 
.90882 
1.66499 
PRINCIPAL 
COMPONENT 
II 
.16241 
.15804 
.04802 
.88882 
.91105 
1.67367 
.83819 
.86975 
.15927 
.08101 
1. 49096 
COM.r.1UNAL I TY 
.75374 
.72974 
.61676 
.75254 
.72486 
.62852 
.82734 
.83499 
.73420 
.75933 
.82990 
.83252 
I-' 
,0 
I-' 
ANALYSIS 
SET NUMBER 
4 
5 
6 
TABLE IV (CONTINUED) 
VARIABLES 
Home Value or Contract Rent 
Housing Quality 
Percent Occupied Units 
Percent Owner Occupied Units 
EIGENVALUE 
Home Value or Contract Rent 
Household Income Per Capita 
Percent Occupied Units 
Percent Owner Occupied Units 
EIGENVALUE 
Home Value or Contract Rent 
Household Income Per Capita 
Housing Quality 
Percent Owner Occupied Units 
EIGENVALUE 
PRINCIPAL 
COMPONENT 
I 
.18303 
.05020 
.89321 
.90966 
1.66133 
.89628 
.89485 
.22623 
.05606 
1.65840 
.85445 
.84487 
.77246 
.37667 
2.18246 
PRINCIPAL 
COMPONENT 
II 
.84891 
.87626 
.17794 
.06341 
1.52416 
.13768 
.12873 
.87901 
.91918 
1. 65308 
COMMUNALITY 
.75415 
.77036 
.82949 
.83151 
.82227 
.81733 
.82384 
.84803 
.73008 
.71380 
.59669 
.14188 
~ 
o 
t·) 
ANALYSIS 
SET NUMBER 
7 
8 
TABLE IV (CONTINUED) 
VARIABLES 
Horne Value or Contract Rent 
Household Income Per Capita 
Housing Quality 
Percent Occupied Units 
EIGENVALUE 
Horne Value or Contract Rent 
Percent Owner Occupied Units 
EIGENVALUE 
PRINCIPAL 
COMPONENT 
I 
.86097 
.84038 
.74571 
.51037 
2.26406 
.76813 
.76813 
1.18005 
PRINCIPAL 
COMPONENT 
II 
COMMUNALITY 
.74127 
.70623 
.55608 
.26048 
.59003 
.59003 
..... 
o 
w 
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.72486, .62852, .82734, and .83499 were obtained for changes 
due to home value or contract rent, household income per 
capita, housing quality, the percentage of occupied housing 
uni ts, and the percentage of owner occupied housing units 
respectively. In analysis set 4, communality values of 
.74515, .77036, .82949, and .83151 were obtained for changes 
due to home value or contract rent, housing quality, the 
percentage of occupied housing units, and the percentage of 
owner occupied housing units respectively. 
~oreover, the analyses showed that the variance 
accounted for by each of the eight different sets of 
analyses varied quite appreciably. For analysis set 1, the 
total variance accounted for by the single principal com-
ponent (that is the eigenvalue) was 2.1004. Analysis set 2 
yielded eigenvalues of 2.09455 and 1.67367 for the first and 
second principal components respectively, giving the total 
variance of 3.76822. Analysis set 4 yielded eigenvalues of 
1.66133 and 1.52416 for the first and second principal 
components respectively, giving a total variance of 3.18549. 
However, the products of the discriminant functions 
showed that the different sets of analyses yielded only 
slight differences in both the precision and pattern of the 
classification of the census tracts. The products of the 
discriminant functions showed that all the eight sets of 
analyses were satisfactory. The chi-square tests of the 
first discriminant functions showed that they were signi-
ficant at 0.0000 percent level (See Table V). In fact, the 
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least percentage of apriori "grouped" cases correctly 
classified was 79.68, which was obtained for analysis set 4 
(chi-square, 235.40; degrees of freedom, 8). This was the 
analysis which excluded the change in the ordering of the 
census tracts due to household income per capita. In 
effect; the slightly lower percentage of "grouped" cases 
correctly classified could be attributed to the exclusion of 
the income variable from the analysis. This is substanti-
ated by the fact that when none of the five independent 
variables was excluded from the analysis, the percentage of 
apriori "grouped" cases correctly classified was 80.21 (See 
the results of analysis set 2 in Table V). 
Obviously the products of the discriminant functions 
showed that the precision of the results of the analysis was 
only slightly affected by the exclusion of any of the five 
key variables. However, the grouping (c lassification) of 
the census tracts clearly pointed at the ultimate effects. 
Table VI shows that there were several instances in which a 
particular census tract was classified into different 
categories by various groups of variables. For example, 
census tract number 1 was classified into a stable category 
by the variable groupings used in analysis sets 1, 6, 7, and 
8. However, analysis sets 2, 3, 4, and 5 classified it into 
the group that declined during the study period. 
Moreover, census tract number 5.02 was classified in 
TABLE V 
THE DISCRIMINANT FUNCTIONS, AND THE ASSOCIATED PRODUCTS 
FROM DISCRIMINANT ANALYSIS OF THE RELATIVE CHANGES 
IN RESIDENTIAL HOUSING STATUS AS REFLECTED BY 
THE CHANGES IN DIFFERENT GROUPINGS OF 
THE FIVE KEY RESEARCH VARIABLES 
ANALYSIS VARIABLES DISCRI- RELATIVE CHI- DEG. SIG. PERCENT 
SET NO. MINANT PERCENT SQUARE OF RATIO "GROUPED" 
FUNCTION 'vARIANCE VALUE FREE- CASES 
DOM CORRECTLY 
CLASSIFIED 
1 Home Value or Cont. Rent ) I 97.93 249.57 6 0.0000 88.71 
Household Income Per Cap. ) II 2.07 10.17 2 0.0062 
Housing Quality ) 
2 Home Value or Cont. Rent ) I 98.55 238.97 10 0.0000 80.21 
Household Income Per Cap. ) II 1. 45 6.77 4 0.1483 
Housing Quality ) 
Percent all Occup. Units ) 
Percent Owner Occup. Units) 
3 Household Income Per Cap. ) I 99.69 239.43 8 0.0000 82.98 
Housing Quality ) II 0.31 1. 52 3 0.6776 
Percent all Occup. Units ) 
Percent Owner Occup. Units) 
4 Home Value or Cont. Rent ) I 99.35 235.40 8 0.0000 79.68 
Housing Quality ) II 0.65 3.06 3 0.3818 
Percent all Occup. Units ) 
Percent Owner Occup. Units) 
..... 
0 
0'1 
TABLE v (CONTINUED) 
ANALYSIS VARIABLES DISCRI- RELATIVE 
SET NO. MINANT PERCENT 
FUNCTION VARIANCE 
5 Home Value or Cont. Rent ) I 99.05 
Household Income Per Cap. ) II 0.95 
Percent All Occup. Units ) 
Percent Owner Occup. Units) 
6 Home Value or Cont. Rent ) I 97.96 
Household Income Per Cap. ) II 2.04 
Housing Quality ) 
Percent Owner Occup. Units) 
7 Home Value or Cant. Rent ) I 98.69 
Household Income Per Cap. ) II 1. 31 
Housing Quality ) 
Percent all Occup. Units ) 
8 Home Value or Cont. Rent ) I 98.57 
Percent Owner Occup. Units) II 1. 43 
CHI- DEG. 
SQUARE OF 
VALUE FREE-
DOM 
240.64 8 
4.60 3 
265.14 8 
11.12 3 
274.72 8 
7.86 3 
302.03 4 
10.14 1 
SIG. 
RATIO 
0.0000 
0.2032 
0.0000 
0.0111 
0.0000 
0.0490 
0.0000 
0.0015 
PERCENT 
"GROUPED" 
CASES 
CORRECTLY 
CLASSIFIED 
82.26 
85.56 
91. 98 
87.17 
...... 
o 
-..J 
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analysis sets 1, 3, 5, 6, and 7 as having been stable during 
the same period. This same census tract was classified in 
analysis sets 2, 4, and 8 as having declined during the same 
period. It is useful to recall that analysis set 8 was 
carried out with the group of variables that included only 
the median home value or contract rent, and the percentage 
of owner occupied housing units. Furthermore, census tract 
number 301 was classified as having improved (risen) in 
analysis set 1. On the contrary, analysis sets 3, 4, and 8 
classified it as having declined, whereas analysis set 2, 5, 
6, and 7 did classify this same census tract as having besn 
stable during that period. Obviously, these results are 
very contradictory. 
The above examples 
cases. They have only 
are not the only 
been highlighted 
contradictory 
in order to 
demonstrate the effect of using different combinations of 
variables in urban area housing classification. Some of the 
other census tracts with conflicting classifications 
included numbers 19, 85, 219, and 308. The differences in 
the classifications occurred in over 55 percent of the 
census tracts (or groups of census tracts) in the study 
area. A close inspection of appendix A will make this 
evident. Although, most of the differences were slight in 
that a census tract was classified into an adjacent category 
(decline instead of stable, or stable instead of rise), 
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TABLE VI 
A REPRESENTATIVE SAMPLE OF THE CLASSIFICATION 
RESULTS FOR THE SUBAREAS (CENSUS TRACTS) OF 
PORTLAND, OREGON SMSA ON THE BASIS OF 
RELATIVE CHANGES IN THE RESIDENTIAL 
HOUSING MARKET STATUS 
CENSUS 
TRACT NO. 
NO. OF DWELLING 
UNITS BY YEAR 
CLASSIFICATION CATEGOR~ES BY 
ANALYSIS NUMBERS 
1960 1970 1 2 3 4 5 6 7 
1 2184 2358 S D D D D S S 
5.02 1345 1400 S D S D S S S 
7.02 1509 1612 S S S S S D S 
10 2342 2360 S D S S S S s 
15 1347 13?8 D D D D D D D 
16.02 1645 1623 D D D D D D D 
19 1959 2028 S D S D S S S 
25.02 1583 1927 S S S S S S S 
30 1869 1878 D D S D D D D 
32 1674 1656 D D D D D D D 
8 
S 
D 
D 
S 
D 
D 
D 
S 
D 
D 
4Refers to the different analyses made with various 
groups of variables. Explanations of code nurr~ers follow: 
1 - Analysis using the changes in median housing cost, 
median household income, and housing quality. 
2 
3 -
4 
5 -
6 
7 -
8 
Analysis including 
Analysis excluding 
rent. 
Analysis excluding 
income/cap. 
Analysis excluding 
Analysis excluding 
Analysis excluding 
Analysis made with 
contract rent, and 
all five variables. 
change in median home value or con. 
change in median household 
change in housing quality. 
change in percent occupied units. 
change in percent owner occ. units 
changes in median horne value or 
percent owner occupied units. 
D indicates a decline in status; S indicates a stable 
condition; and R indicates a rise in status. 
CENSUS 
TRACT NO. 
34.01 
38.02 
39.02 
48 
52 
61 
83 
85 
99 
204 
213 
215 
21~ 
227 
301 
303 
306 
308 
317 
320 
323 
326 
328 
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TABLE VI (CONTINUED) 
NO. OF DWELLING 
UNITS BY YEAR 
1960 1970 
1489 1436 
1405 1249 
1254 1234 
2297 2242 
3085 3046 
567 663 
1951 2255 
849 1150 
749 1076 
1156 2264 
1115 1549 
388 753 
701 919 
811 1296 
682 1537 
1236 1660 
796 1072 
563 1737 
805 1451 
492 668 
495 591 
1944 2757 
313 373 
CLASSIFICATION CATEGORIES BY 
ANALYSIS NUMBERS 
1 2 3 4 5 6 7 8 
D D D D D D D D 
D D D D D D D D 
D D D D D D D D 
D D D D D D D D 
S S s S s S S D 
S s s s S S S S 
S D D D D D D D 
S D D D S S S S 
R R R R R R R R 
R R R R R R R R 
S s s s S S S S 
R R R R R R R R 
S D D D D S D D 
R R R R R R R R 
R s D D S S S D 
S s s s R S S S 
S s s s R S S S 
R R R R S R R S 
R R R R R R R R 
S s s s R S S R 
R R R R R R R R 
S s s s S S S S 
S R R R R S R R 
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TABLE VI (CONTINUED) 
CENSUS NO. OF DWELLING CLASSIFICATION CATEGORIES BY 
TRACT NO. UNITS BY YEAR ANALYSIS NUMBERS 
1960 1970 1 2 3 4 5 6 7 8 
331 1271 1444 S S S S S S S S 
334 503 432 S R R R R R R R 
401 874 836 S R R R R R S R 
404 1670 2269 R R R R R R R R 
407 886 1468 R R R R R R R R 
421 875 943 D D D D D D D D 
424 964 634 S S S S S S S D 
427 517 738 R R S R S R R S 
there were some instances in which a particular census tract 
was classified into all three categories (decline, stable, 
and rise) by different sets of variables. About 2 percent 
of the census tracts or groups of census tracts fell into 
this category (See Appendix A) . 
On the basis of the above findings, it is 
obvious that the housing market variables included in the 
classification of the census tracts affected the results of 
the classification. Although the differences were not very 
large, they were indeed significant. This is because it 
does make a great difference to neighborhood residents when 
they hear that their residential housing status has declined 
when it is, in fact, stable. Indeed, further empirical 
study is required, especially using data from some older 
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eastern seaboard and midwestern cities. Such studies will 
shed further light on this issue of proper choice of 
variables for indexing and cl~ssifying urban residential 
housing status. 
Hypothesis No.4 
The results of the investigation lent support to the 
hypothesis that the change in urban residential housing 
status is positively related to the percentage of new 
construction, and to the percent change in year round 
vacancies in a locality 2 (R =.52). The hypothesized 
relati.onships of the change in urban residential housing 
status to the percentage of housing demolitions, and to the 
percentage change in the total housing stock were not 
validated. The stated relationship of the change in the 
residential housing status to the percentage change in 
population in a locality was not investigated further wh~n 
it was observed that the percentage change in population was 
correlated with the percentage change in housing stock 
(r-.97) in the locality. Inclusion of the former variable 
would have caused collinearity problems. The detailed 
descriptions of the analyses are given in the following 
sections. 
Relationship of the Change in Residential Housing 
Status to the Percentage of New Construction 
The change in the residential housing status was 
found to be positively related to the logarithmic value of 
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the percentage of volume of new construction (significance 
level, .01) added to the housing stock in a subarea during 
the study period (See Table VII). The values for the 
percentage of new construction had to be transformed into 
the logarithmic form. This was because the much higher 
correlation coefficients obtained for the logarithmic values 
showed that the relationship was curvilinear. 
TABLE VII 
RELATIONSHIPS OF THE CHANGE IN RESIDENTIAL 
HOUSING STATUS TO SELECTED HOUSING 
MARKET PROFILE VARIABLES 
VARIABLE 
Log Percent of New Construction 
Percent Demolitions 
Percent Change in Year-Round Vacancies 
Percent Change in Total Housing Units 
Regression Constant 
Degrees of Freedom 
R2 
COEFFICIENTS 
1.03141 
(53.880) 
-1.37205 
(0.903) 
5.03236 
(13.432) 
0.19874 
(2.138) 
0.57798 
5.166 
0.522 
Note: F values are shown in brackets 
F, 3.13 significant at 0.01 
F, 2.27 significant at 0.05 
This finding was not unexpected, given the fact that 
new construction increases the housing opportunities of 
households that can afford to buy or rent new homes. The 
logarithmic functional relationship obtained for new 
construction suggests that for every tenfold increase in new 
114 
construction, the residential housing status increased by 
about 1.03 percent. Although this relationship might appear 
considerably strong, the results were quite consistent with 
findings in a number of studies in the United States 
(Grigsby, 1963; Kristof, 1965; 1966). They were also 
consistent with the findings in Great Britain (Watson, 1971; 
Murie, 1976), and in Canada (Firestone, 1951). However, 
like Grigsby (1963) has observed, most of the new 
construction was in the suburbs where most of the middle 
income households did migrate to during the study period. 
In effect, new construction 
prevent the decline of inner 
has 
city 
areas that showed the most decline. 
facilitated rather than 
areas. These were the 
Relationship to the Percentage of Demolitions 
The multiple linear regression tests also showed that 
the change in the relative residential housing status was 
not related to the percentage of home demolitions during the 
study period (based on .05 level of significance). This was 
probably because demolitions were not necessarily confined 
to the low quality houses. Some of the homes were those 
that had to be demolished so as to create space for 
al ternative land uses. For example, some standard homes 
were demolished during the construction of the Stadium 
Freeway. Moreover, a good number of standard houses were 
demolished in downtown Portland during the study period in 
order to give way to urban renewal projects. During this 
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period, some residential houses were converted to non-
residential use. The change in the relative residential 
status was not related to the percentage of demolitions 
partly because many of the homes that were demolished had 
characteristics which were close to the SMSA average. Their 
removal from the housing stock did not therefore affect the 
general housing situation significantly. Moreover, the 
level of demolitions in many of the census tracts was low. 
However, a separate study may be needed to specifically 
address this issue. 
Relationship to the Percentage 
Change in the Year Round Vacancies 
The change in the relative residential housing status 
was observed to be positively related to the percentage 
change in the year round vacancies in an urban subarea 
during the study period (significance level, .01). This 
result was quite consistent with the normal trend in urban 
subareas. Goetze (1979) and Grigsby (1975) did explain that 
vacancy figures reflect the extent to which there is balance 
between supply and demand for housing in a locality. In 
fact, many real estate investors usually regard vacancy 
information as indicative of the housing market status. 
Relationship to the Percentage Change 
in the Total Housing Stock in a Subarea 
The multiple linear regression analysis did not 
validate the hypothesized relationship between the change in 
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relative residential housing status and the percentage 
change in the total housing stock in an urban subarea (based 
on F test at .05 significance level). This finding was 
probably due to the fact that the net changes in the total 
housing units through new construction were appreciably 
counterbalanced by losses through demolitions and 
conversions from residential to commercial use. 
Hypothesis No.5 
The results of the investigation supported the 
hypothesis that the change in urban residential housing 
status is posi ti vely related to the percentage change in 
the number of families in the highest income quartile. The 
hypothesized relationship to the percentage change in the 
number of families in the lowest income quartile was not 
supported. The relationship to the percentage change in the 
nonwhite population was not validated. The percentage 
change in the number of families in the next highest income 
quartile, and the percentage change in the number of 
employed persons in a subarea were highly correlated (r=.9) 
with the percentage change in the number of families in the 
highest income quartile. The former two variables were, 
therefore not included in the multiple linear regression, 
since their inclusion would have resulted in collineari ty 
problems. However, simple linear regressions run with the 
change in the residential housing status as dependent 
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variable, and each of those two variables as independent 
variable showed that they were positively related. The 
detailed information about the multiple linear regression 
analysis is given in the succeeding sections. 
Relationship to the Percentage Change in the 
Number of Families in the Highest Income Quartile 
The observed relationship of the change in the 
relative residential housing status to the percentage change 
in the number of families in the highest income quartile ~as 
validated (significant at .01 level). It fairly reflected 
the situation in Portland SMSA during the study period. 
Many higher income families had migrated to the suburbs at 
the time - a trend which had continued from the end of the 
World War II. This outward intra-urban migration trend 
might have been instrumental to the strong relationship 
between the change in the residential housing status, and 
the percentage change in the number of families in the 
highest income quartile. However, this would need to be 
separately hypothesized and tested before any causality 
assumption could be confirmed. 
Relationship to the Percentage Change in the Number 
of Families in Lowest Income Quartile 
The change in the residential housing status was found 
to be unrelated to the percentage change in the number of 
families in the lowest income quartile during the study 
period (based on F-test at .05 significance level). This 
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group of families mainly comprised those which were below 
the poverty level. Even if they had wished to migrate from 
the inner city areas to the suburbs, they would not have 
been able to afford the expenses involved. Moreover, they 
were unlikely to have had the funds needed for effecting any 
major repairs on their homes. 
Relationship to the Percentage Change 
in the Nonwhite Population 
The change in the residential housing status was 
observed to be unrelated to the percentage change in the 
number of nonwhite population in a subarea (based on F-test 
at .05 significance level). That was probably due to the 
very small proportion of nonwhites in the SMSA at that 
period. For example, by 1970, the percentage of the 
nonwhi te population in the SMSA had barely risen to 3.79 
(U.S. Bureau of the Census, 1960 and 1970). That was quite 
a different trend from what would have been expected in the 
northeastern seaboard and midwestern cities of the country 
at the time. 
GENERAL REMARKS ON THE RESULTS OF THE TESTS 
In general, the foregoing empirical tests have yielded 
results which were consistent with what was the situation in 
Portland, Oregon SMSA during the study period. In effect, 
they have validated both the measures and the techniques 
used in developing the index of change in urban residential 
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housing status. In particular, the system described in 
these tests, which includes a sequence of procedures and 
techniques, has been shown to be both satisfactory and 
operationally feasible. 
CHAPTER VI 
CONCLUSIONS AND THE IMPLICATIONS OF THE STUDY 
An operational and meaningful system (in terms of 
public policy) for monitoring and analyzing change in urban 
subarea residential housing status provides a great poten-
tial for better understanding of housing situations in urban 
areas. Moreover, it enhances the predictability of the 
consequences of intervention and remedial actions in the 
urban residential housing market. The maj or cause of the 
continuation of unsuccessful intervention strategies is the 
absence of effective, operational, and sensitive mechanisms 
for monitoring the effects of such strategies. 
Indexing the Changes in Urban Residential Housing Status 
In addition to shedding some light on the above 
important issue, this dissertation has provided a statisti-
cally sound system for indexing the changes in residential 
housing status in urban subareas. The system is operational 
and can be used by any agency concerned with the monitoring 
of housing situations in urban areas. The products have 
shown that the following variables were adequate for repli-
cating the changes in urban subarea residential housing 
market status: median horne value or contract rent; median 
household income per capita; housing quality 
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(operation-
alized as the percentages of deficient, crowded and much 
older housing units); percentage of occupied housing units; 
and percentage of owner occupied housing units. 
Other housing market variables appear superfluous for 
replication of changes in urban subarea residential housing 
status. For example, inclusion of the number of units that 
are vacant does not add anything to what has already been 
extracted from knowledge of the number of occupied housing 
units. Moreover, inclusion of non-residential housing 
market variables among the proxy variables that replicate 
residential housing market conditions confuses the situation 
considerably. It also leads to complicated outcomes. For 
example, inclusion of information on commercial units which 
are not usually occupied by households is likely to result 
in misleading interpretations. Even worse than this is 
inclusion of data on crimes, schools, and other facilities. 
There is no doubt that changes in urban subarea 
housing market conditions must be assessed with variables 
that are broader in context than just housing prices and 
rents. Changes in supply and demand for housing, and some 
key variables indicating the socioeconomic characteristics 
of households who occupy the housing units, as well as the 
quality of the units must be part of the assessment. 
However, while it may appear rational to include all known 
housing market and several socioeconomic variables in an 
assessment of changes in the residential housing market, 
122 
such an analysis may yield complex sets of results in which 
the desired result is only a part. 
A research of this nature usually must be explicit on 
definitions. The variables used in the research must in 
turn reflect the given definitions. While analytically 
powerful, and statistically sound techniques can yield 
accurately determined dimensions or characteristics of some 
phenomena, accuracy in the interpretation of the results 
could be inhibited by human subjective inputs. This is very 
much pronounced when the results of the analysis are com-
plex. Examples of this type of situation are very common in 
principal component analysis (or factor analysis) in which 
many factors may be identifiable within the data set (this 
statistical technique has the capability of identifying all 
the phenomena portrayed by the data set). It is most reas-
suring, however f when as was the case in this investigation, 
one or two principal components (factors) are identified. 
The results of the first hypothesis of this research 
showed that a composite index can be developed for monitor-
ing the changes in urban residential housing status. The 
technique utilized has a great potential for practical 
application in the area of housing market analysis. 
Classification of Urban Subareas on the Basis of Changes ln 
Housing Market Conditions 
This investigation showed that a satisfactory and 
objective classification system for changes in urban subarea 
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residential housing market conditions can be obtained by 
carefully identifying the number, as well as the boundaries 
of differentiated groups in the local data set. Factor 
scores which were input to multivariate linear discriminant 
analyses yielded classification patterns based on the scores 
on the discriminant functions. In effect, the 
classification patterns were analytically derived instead of 
being intuitively obtained. Classification patterns, which 
are analytically derived, are not only objective, but also 
do immensely reduce the chances of erroneous and subjective 
classifications. In this research, changes in residential 
housing in the individual census tracts (subareas) were 
related to the changes in residential housing in the rest of 
the SHSA. It was therefore possible to observe how any 
individual subarea's housing situation changed in relation 
to other subareas. 
The Importance of Choice of Variables used in the 
Classification of Residential Housing Status. 
This investigation did show that the results of an 
urban subarea classification system will, to some extent, 
depend on the housing market variables used in the 
classification. This does indeed imply that both 
researchers and government agencies involved in housing 
policy decisions need ensure that housing information 
systems do contain as many as possible, or preferably all of 
the five key variables identified for assessing changes in 
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residential housing situations. This has not always been 
the case. Real estate entrepreneurs have often subjectively 
formed opinions on neighborhoods by simply observing the 
trend on such a single variable as horne value. Some also 
have only used vacancy rates in assessing the need for 
housing. 
The Relationship of the Changes in Urban Subarea Residential 
Housi."dg Status to Selected Housing Market Variables 
The study showed that the changes in the residential 
housing status were positively related to the percentage of 
new construction in Portland SMSA during the study period. 
The observed relationship was appreciable. However, the 
negative classification ratings obtained for the inner-city 
areas as opposed to the positive results recorded for the 
suburbs were indicative of the fact that the nature of the 
relationships of the changes in residential housing status 
to the percentage of new construction was very much varied. 
While new construction enhanced the development of the 
suburbs, it also fac~litated the decline of the inner-city 
areas. 
The changes in the residential housing status we-:-e 
also found to be related to the percentage change in the 
year-round vacancies in residential homes in the Portland 
SMSA during the study period. This finding was not 
unexpected. Although vacancy figures do not actually give a 
complete picture of the residential housing market behavior, 
they often reflect the nature of the interplay of housing 
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supply and demand in an urban area. 
The changes in the urban subarea residential housing 
status were found to be unrelated to either the percentage 
of residential housing demolitions or the percentage change 
in the total housing stock in the S!1SA during the study 
period. The residential housing demolitions and the total 
housing stock did not change appreciably in percentage terms 
during the study period. However, a study specifically 
addressed to these variables may shed further light on the 
findings. 
The Relationship to Selected Socioeconomic Variables 
The investigation also showed that the changes in the 
residential housing status were positively related to the 
percentage change in the number of families in the highest 
income quartile, but were not related to the percentage 
change in the number of families in the lowest income 
quartile. This finding did fairly reflect the true 
situation in Portland SMSA not only during the decade of the 
sixties, but also during the earlier decade or two. The 
outward migration of the higher income families from the 
inner-city areas to the suburbs had considerable effect on 
the status of housing both in the inner-city areas and the 
suburbs. 
On the other hand, the families in the lowest income 
quartile were less mobile than those in other income 
quartiles in terms of change of residential location between 
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the inner-city areas and the suburbs. The families in the 
lowest income quartile were basically people below the 
poverty level during the period. Moreover, the percentage 
of families in the lowest income quartile did not change 
appreciably in the SMSA during the decade of the sixties. 
It is, therefore, not surprising that it did not show any 
significant relationship to the change in the residential 
housing situation during the period. 
Similarly, the percentage change in the number of 
nonwhite population in the SMSA was not significantly 
related to the change in the residential housing status 
during the study period. This result was not unexpected. 
The great maj ori ty of the nonwhite population belonged to 
families in the lowest income quartile. It was this same 
group whose population and spatial distribution did not 
change appreciably during the decade studied. 
Limitations of the Study 
The major limitation of this study is the time 
interval wi thin the study period. This was due to the 
dependence on the decennial census tract housing data sets 
for 1960 and 1970. 1 Data sets currently published on an 
annual basis do not contain the complete set of information 
1The 1980 census tract housing data were not yet 
available at the time of this investigation. However, their 
availability would not have made any difference in terms of 
the methodology used. They would, however, have given a 
picture of the general housing situation in a different 
decade, 
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usually available in the censuses of housing. In parti-
cular, reliable data on incomes could hardly be obtained 
from local sources on an annual basis. In effect, the 
reason for the use of the census tract level housing data 
was that they provided the most complete sets of information 
needed for the analysis. 
In spite of the issue of time interval between the 
decennial censuses, the methodology can be applied to any 
suitable annual data set. Even then, decennial monitoring 
of changes in housing market conditions can be more useful 
than annual monitoring under certain circumstances. There 
are some urban subareas which do not show significant or 
measurable changes in some housing market profile variables 
within a year or two. For example, changes in many housing 
quali ty component variables do not show up on an annual 
basis. One might argue that the census data do not contain 
detailed information on external and visual physical 
features of dwellings which contribute to housing quality. 
However, the fact is that these external features of 
dwellings are secondary to the most basic issues of avail-
abili ty of very essential facilities such as plumbing and 
heating. The occupancy of a dwelling is dependent on the 
availabili ty of these basic facilities. Room crowding is 
also very basic to housing quality. 
Advocates of annual change monitoring systems need 
remember that decennial monitoring systems are as useful as 
annual monitoring systems. Moreover, critics of census data 
do not seem to realize 
valuable, national, and 
that the 
uniformly 
censuses provide 
collected data 
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very 
sets 
obtained from respondents at the same period of time. These 
census data sets have provided reliable data benchmarks for 
all governmental agencies and organizations around the 
country. 
Apart from the issue of data set, it was realized that 
it would have been useful to investigate the re~ationships 
of the changes in urban subarea residential housing status 
to other characteristics of household heads such as sex, 
occupation, education, and age. However, this study was not 
intended to be an exhaustive investigation of relationships 
between changes in urban subarea residential housing condi-
tions and socioeconomic characteristics of households. What 
was intended was adequate evidence to establish a double 
validation of the composite measure developed in the study. 
This measure had initially been validated by observing the 
compatibili ty of the results obtained with what actually 
existed in the subareas during the study period. Moreover, 
cost and time limitations did not permit investigation of 
many detailed relationships. This investigator hopes, 
however, to explore those "terrains" in the future. 
The Merits of the Study 
The methodology developed in this study for measuring 
and monitoring relative changes in urban 
market conditions is standard and robust, 
subarea housing 
and yet easy to 
apply. 
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It can be easily used by the planning staffs of 
urban development commissions as well as other planning 
agencies. The methodology can also be adapted to meet the 
local needs of communities. 
Second, the variables used in developing the composite 
index for changes in urban subarea residential housing 
situations do depict the concepts of neighborhood filtering 
and neighborhood stability. ~hey are, therefore, useful for 
identifying subareas that need attention and those that do 
not. In particular, 
useful input for 
the composite index can serve as very 
classification of urban residential 
subareas. This was amply demonstrated in the investigation. 
Third, the composite index included housing quality as an 
important determinant of the changes in residential housing 
market status. This component has not been adequately 
represented in previous research. Yet housing quality has 
usually been one of the most important concerns in urban 
renewal and community development programs. 
Apart from its potential use for identification of 
problem subareas, the system developed in this research can 
be used for evaluation of specific program outcomes. This 
investigation did show that with data available in the 
censuses of housing, urban communi ties can develop 
operational and valuable systems for monitoring the changes 
in the status of housing in urban residential subareas for 
any desired time interval. 
130 
Data collected on an annual basis can also be used 
for monitoring housing situations without modifications of 
the methodology. Moreover, data on individual housing units 
can be processed using the appropriate variables. Finally, 
the methodology developed in this research can be used to 
test the existing definitions of the filtering process. In 
fact, it might well give a clue to the resolution of the 
controversy over the definition and formulation of the 
phenomenon. 
Applications in Other Areas 
The methodology developed in this research is ge~2ral, 
and therefore, can also be used for monitoring changes in 
other socioeconomic activities. For example, it can be 
utilized in the study of changes in the spatial distribution 
of populations and Gemographic groups. Although a few 
classification schemes had in the past incorporated school 
district data and crime data in neighborhood housing 
monitoring systems, this methodology can be easily adapted 
to specifically 
distinct issues. 
address those issues as separate 
Moreover, it could be useful 
and 
for 
monitoring changes in consumer preferences for specific 
goods and services among different socioeconomic groups. 
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APPENDIX A 
CLASSIFICATION OF SUBAREAS (CENSUS TRACTS) OF PORTLAND, 
OREGON SMSA ON THE BASIS OF RELATIVE CHANGES IN THE 
RESIDENTIAL HOUSING MARKET CONDITIONS 
CENSUS NO. OF DWELLING CLASSIFICATION CATEGOiIES BY 
TRACT NO. UNITS BY YEAR ANALYSIS NUMBERS 
1960 1970 1 2 3 4 5 6 7 8 
1 2184 2358 S D D D D S S S 
2 1898 2502 S D D D D S S D 
3.01 810 1004 S S S S S S S S 
4.02 1144 1286 S D D D S S S S 
5.01 125'2 1342 D D D D D D D D 
5.02 1345 1400 S D S D S S S D 
6.01 1479 1633 S D D D S D S D 
7.01 1366 1646 D D D D D D D D 
7.02 1509 1612 S S S S S D S D 
8.01 1763 1876 D D D D D D D D 
8.02 1440 1820 S S D S D S S S 
1 The numbers refer to the sets of analysis used in 
testing hypothesis no. 3 
1 - Analysis set 1 
2 - Analysis set 2 
3 - Analysis set 3 
4 - Ana.lysis set 4 
5 - Analysis set 5 
6 - Analysis set 6 
7 - Analysis set 7 
8 - Analysis set 8 
D - indicates a decline in residential housing status 
S - indicates a stable residential housing status 
R - indicates a rise in residential housing status 
CENSUS 
TRACT NO. 
9.01 
9.02 
10 
11. 01 
11. 02 
12.01 
12.02 
14 
15 
16.01 
16.02 
17.02 
19 
20 
23.01 
24.01 
24.02 
25.01 
25.02 
26 
27.01 
27.02 
28.01 
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APPENDIX A (CONTINUED) 
NO. OF DWELLING 
UNITS BY YEAR 
1960 1970 
1650 1782 
1176 1456 
2342 2360 
1479 1508 
1024 890 
2143 2397 
1394 1383 
2083 2147 
1347 1328 
1845 2071 
1645 1623 
1009 1257 
1959 2028 
2871 3046 
1268 982 
1176 1137 
1151 1611 
1726 1760 
1583 1927 
1132 1112 
1228 1209 
930 1323 
1270 1278 
CLASSIFICATION CATEGORIES BY 
ANALYSIS NUMBERS 
1 2 3 4 5 6 7 8 
D D D D D D D S 
S S S S S S S S 
S D S S S S S S 
D D D D D D D D 
DDS S D D D D 
D DDS D D D S 
D D D D D D D D 
D D D D D D D S 
D D D D D D D D 
D D DDS D D D 
D D D D D D D D 
S D D D D D D D 
S D S D S S S D 
D D D D D D D D 
DDS D D D D D 
D D D D D D D D 
S S R S S S S D 
DDS D D D D D 
S S S S S S S S 
D D D D D D D D 
DDS D D D D D 
S D S S D S S D 
D D D D D D D D 
CENSUS 
TRACT NO. 
28.02 
29.01 
30 
31 
32 
33.01 
33.02 
34.01 
34.02 
35.01 
35.02 
38.02 
38.03 
39.02 
40.02 
41. 02 
42 
48 
49 
50 
51 
52 
53 
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APPENDIX A (CONTINUED) 
NO. OF DWELLING 
UNITS BY YEAR 
1960 1970 
1206 1332 
1838 1883 
1869 1878 
1842 1754 
1674 1656 
1111 1110 
1177 1063 
1489 1436 
1317 1141 
1576 1535 
1145 937 
1405 1249 
1691 1590 
1254 1234 
1610 1659 
1537 1762 
933 1180 
2297 2242 
2249 2309 
665 549 
1613 744 
3085 3046 
1847 1838 
1 
D 
S 
D 
D 
D 
D 
D 
D 
D 
D 
D 
D 
D 
D 
D 
S 
D 
D 
D 
D 
D 
S 
D 
CLASSIFICATION CATEGORIES BY 
ANALYSIS NUMBERS 
2 3 4 5 6 7 8 
D S D D D D D 
S S D S S S D 
D S D D D D D 
D D D D D D D 
D D D D D D D 
D D D D D D D 
D D D D D D D 
D D D D D D D 
D S D D D D D 
D D D D D D D 
D S D S D D D 
D D D D D D D 
D D D D D D D 
D D D D D D D 
D D D D D D D 
D D D D D D D 
D D D D D D S 
D D D D D D D 
D D S D D D D 
D S D D D D D 
D D D D D D D 
S S S S S S D 
D D D D D D D 
CENSUS 
TRACT NO. 
54 
55 
57 
59 
61 
62 
63 
64 
74 
75 
76 
77 
79 
81 
83 
84 
85 
86 
90 
91 
93 
94 
95 
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APPENDIX A (CONTINUED) 
NO. OF DWELLING 
UNITS BY YEAR 
1960 1970 
1194 527 
1321 767 
1757 681 
1245 1321 
567 663 
912 990 
954 1168 
1202 1564 
681 916 
1469 1551 
1149 1320 
793 696 
1162 1574 
1804 2473 
1951 2255 
735 890 
849 1150 
1032 1165 
1127 1449 
1051 1557 
1396 2100 
1133 1687 
153 1198 
1 
D 
D 
R 
S 
S 
S 
S 
S 
S 
D 
D 
S 
S 
S 
S 
S 
s 
D 
S 
s 
R 
s 
R 
CLASSIFICATION CATEGORIES BY 
ANALYSIS NUMBERS 
2 3 4 5 6 7 8 
D s D SOD D 
o D S D D D S 
R R R R R R R 
s S S S S S S 
s S S S S S S 
S S S S S S S 
S S S S S S S 
o o D S S S S 
s S S S S S S 
o D ODD D S 
o o D DOD D 
S D S R S S R 
S S D S S S D 
o D DDS S D 
o o D DOD D 
o o D DOD o 
D o D S S S S 
o D D SOD D 
S S DDS S D 
S S S S S S S 
S S S S S R D 
R R R R S R S 
R R R R R R R 
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APPENDIX A (CONTINUED) 
CENSUS NO. OF DWELLING CLASSIFICATION CATEGORIES BY 
TRACT NO. UNITS BY YEAR ANALYSIS NUMBERS 
1960 1970 1 2 3 4 5 6 7 8 
99 749 1076 R R R R R R R R 
105 823 878 R R R S R R R R 
* 199.01 3547 3788 S S S S S S S S 
* 199.02 2815 2911 D D D D D D D D 
*' 199.03 2493 2665 S S S S S S S S 
* 199.04 2937 2858 D D D D D D D D 
* 199.05 4940 5568 S S S S S S S D 
* 199.06 4309 3224 S D S D S S S D 
* 199.07 4557 4716 D D S D S D D D 
* 199.08 13422 14633 D D D D D D D D 
* 199.09 1589 1434 S S R S R S S S 
* 199.10 7387 7635 S S S S R S S S 
* 199.11 4943 3910 S S S R S S S S 
* 199.12 963 1151 S S S S R S S S 
* 199.13 1874 2260 S S S S S S S S 
* 199.14 1506 2180 D D D D D D S D 
* 199.15 1274 2377 S S D D S S S D 
* 199.16 849 1543 S S D S S S S D 
* 199.17 1771 2200 S S S S S S S D 
* 199.18 2232 2618 S S S S S S S D 
* 199.19 2049 2950 R S S S S S R D 
* Grouped census tracts; see Appendix B 
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APPENDIX A (CONTINUED) 
CENSUS NO. OF DWELLING CLASSIFICATION CATEGORIES BY 
TRACT NO. UNITS BY YEAR ANALYSIS NUMBERS 
1960 1970 1 2 3 4 5 6 7 8 
* 199.20 1547 3253 R S S S S R R S 
* 199.21 1973 3285 S R R S S S R D 
* 199.22 5259 8881 R R R R R R R R 
201 986 1328 S S D D S S S S 
202 1373 1680 S S D S S S S S 
203 681 1189 S S S S S S S S 
204 1156 2264 R R R R R R R R 
208 1012 1380 R S S S S R R S 
209 1102 1418 S S S S S S S D 
210 932 1412 S S R S S S R S 
211 1055 1542 S S R S R S R S 
212 1060 1511 S D D S D S S S 
213 1115 1549 S S S S S S S S 
214 814 1071 S S S S S S S S 
215 388 753 R R R R R R R R 
216 1469 2302 R R S R R R R S 
217 1040 1537 S R R R R R R R 
218 752 1613 R R R R R R R R 
219 701 919 S D D D D S D D 
222 1102 1724 S R R R R R R R 
227 811 1296 R R R R R R R R 
* Grouped census tracts; see Appendix B 
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APPENDIX A (CONTINUED) 
CENSUS NO. OF DWELLING CLASSIFICATION CATEGORIES BY 
TRACT NO. UNITS BY YEAR ANALYSIS NUMBERS 
1960 1970 1 2 3 4 5 6 7 8 
230 418 734 R R R R R R R R 
231 543 771 R R R R R R R R 
232 610 948 R R R R R R R R 
233 708 941 R R R R R R R R 
234 1536 1582 R R R R R R R R 
235 609 835 S R R R R R R R 
236 462 515 S R R R R R R R 
237 605 753 S R R R R S R R 
238 1139 1259 S R R R R R R R 
239 982 1166 S R R R R S S R 
243 2655 1469 R R R R R R R R 
* 299.23 2403 3356 R R R R R R R R 
* 299.24 2212 3322 R R R R R R R R 
* 299.25 4209 5182 S R R R R S S S 
* 299.26 1528 2101 R R R R R R R R 
* 299.27 1864 2182 S R R R R S S R 
301 682 1537 R S D D S S S D 
302 1054 2061 S S S S S S S S 
303 1236 1660 S S S S R S S S 
304 879 2318 S S D S S S S S 
305 1022 1766 R R R R R R R S 
* Grouped census tracts; see Appendix B 
CENSUS 
TRACT NO. 
306 
307 
308 
309 
310 
311 
312 
313 
315 
316 
317 
318 
319 
320 
321 
323 
324 
325 
326 
327 
328 
329 
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APPENDIX A (CONTINUED) 
NO. OF DWELLING 
UNITS BY YEAR 
1960 1970 
796 1072 
327 626 
563 1737 
559 1385 
594 2442 
776 886 
756 1962 
935 1559 
795 2703 
1121 1635 
805 1451 
620 965 
858 2580 
492 668 
799 1143 
495 591 
1198 2322 
1107 1298 
1944 2757 
965 771 
313 373 
669 1265 
1 
S 
S 
R 
R 
R 
S 
R 
S 
R 
R 
R 
R 
R 
S 
R 
R 
R 
S 
S 
s 
s 
R 
CLASSIFICATION CATEGORIES BY 
ANALYSIS NUMBERS 
2 3 4 5 6 7 8 
s s s R S S S 
D D D D S S D 
R R R S R R S 
s D s D R S D 
s s s S R R S 
s s s S S S S 
s s s S R R S 
D D D D S S S 
R R R R R R R 
R s R R R R R 
R R R R R R R 
s s S S R R S 
R R R R R R R 
s s S R S S R 
R R R R R R R 
R R R R R R R 
R s S R R R R 
R R R R S S S 
s s S S S S S 
R R R R R R R 
R R R R S R R 
R R R R R R R 
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APPENDIX A (CONTINUED) 
CENSUS NO. OF DWELLING CLASSIFICATION CATEGORIES BY 
TRACT NO. UNITS BY YEAR ANALYSIS NUMBERS 
1960 1970 1 2 3 4 5 6 7 8 
331 1271 1444 S S S S S S S S 
332 624 767 S S S R S S S S 
333 926 1261 S S S R S S S S 
334 503 432 S R R R R R R R 
335 505 532 S R R R R R R R 
336 524 521 S R R R R R S R 
* 399.28 1820 3733 S S S S S 8 S S 
* 399.29 1463 1784 R 
401 874 836 S R R R R R S R 
402 869 1065 R R R R R R R R 
403 768 841 S R R R R S S R 
404 1670 2269 R R R R R R R R 
405.01 490 546 S R R R R R R R 
407 886 1468 R R R R R R R R 
408 1100 1817 S S S R S S S S 
409 100l 1~5q R R R R R R R R 
421 875 943 D r D D D D D D 
423 1312 1223 D D D D D D D D 
424 964 634 S S S S S S S D 
425 904 818 D D D D D D D D 
427 517 738 R R S R S R R S 
* Grouped census tracts; see Appendix B 
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APPENDIX A (CONTINUED) 
CENSUS NO. OF DWELLING CLASSIFICATION CATEGORIES BY 
TRACT NO. UNITS BY YEAR ANALYSIS NUMBERS 
1960 1970 1 2 3 4 5 6 7 8 
* 499.30 4938 5451 S S R S S S S S 
* 499.31 14047 22223 S S S S S S S S 
* Grouped census tracts; see Appendix B 
APPENDIX B 
GROUPED CENSUS TRACTS 
CENSUS TRACT IDENTIFICATION BY YEAR ASSIGNED GROUP NO. 
1960 1970 
3-B 3.02 
88 88 199.01 
4-A 4.01 
87 87 199.02 
6-B 6.02 
89 89 199.03 
13 13.01 
13.02 199.04 
17-A 17.01 
18 18.01 199.05 
18.02 
21 21 
22-A 22.01 
22-B 22.02 199.06 
23-B 23.02 
44 44 
29-B 29.02 
29-C 29.03 199.07 
78 78 
36-A 36.01 
36-B 36.02 
37 37.01 
37.02 
38-A 38.01 199.08 
39-A 39.01 
40-A 40.01 
41-A 41.01 
72 72 
36-C 36.03 
73 73 199.09 
43 43 
45 45 199.10 
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APPENDIX B (CONTINUED) 
CENSUS TRACT IDENTIFICATION BY YEAR ASSIGNED GROUP NO. 
1960 1970 
103 103 
104 104.01 199.22 
104.02 
C-0005 205 
C-0006 206 299.23 
C-0007 207 
C-0020 220 
C-0021 221 299.24 
C-0023 223 
C-0024 224 
C-0025 225 299.25 
C-0026 226 
C-0028 228 
C-0029 229 299.26 
C-0040 240 
C-0041 241 299.27 
C-0042 242 
W-0014 314.01 
314.02 399.28 
W-0022 322 
W-0030 330 399.29 
N-0005B 405.02 
405.03 
N-0006 406 499.30 
N-0014 414 
N-0015 415 
N-0010 410.01 
410.02 
N-0011 411.01 
411.02 
N-0012 412 
N-0013 413 499.31 
N-0016 416 
N-0017 417 
N-0018 418 
N-0019 419 
CENSUS TRACT 
1960 
N-0020 
N-0022 
N-0026 
N-0028 
N-0029 
N-0030 
N-0031 
APPENDIX B (CONTINUED) 
IDENTIFICATION BY YEAR 
1970 
420 
422 
426 
428 
429 
430 
431 
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ASSIGNED GROUP NO. 
499.31 
