Abstract. Let (X, d X , µ) be a metric measure space where X is locally compact and separable and µ is a Borel regular measure such that 0 < µ(B(x, r)) < ∞ for every ball B(x, r) with center x ∈ X and radius r > 0. We define X to be the set of all positive, finite non-zero regular Borel measures with compact support in X which are dominated by µ, and M = X ∪ {0}. By introducing a kind of mass transport metric d M on this set we provide a new approach to first order Sobolev spaces on metric measure spaces, first by introducing such for functions F : X → R, and then for functions f : X → [−∞, ∞] by identifying them with the unique element F f : X → R defined by the mean-value integral:
Introduction
Suppose (X, d X , µ) is a metric measure space and 1 ≤ p < ∞. If we want to introduce a first order Sobolev-type space, analogous to the classical Sobolev spaces H 1,p (X) when X is an open subset of R n , d X the Euclidean distance and µ the Lebesgue measure, then there is by now a few approaches available, most notably that based on upper gradients, which were introduced by Heinonen and Koskela [8] , such as first studied by Shanmugalingam in [11] . By now there are (at-least) two good books which treat this approach in detail, first [2] by Björn and Björn and very recently [10] by Heinonen, Koskela, Shanmugalingam and Tyson. Apart from the Newtonian spaces there are alternative definitions of Sobolev spaces on metric measure spaces worth mentioning. The first approach is due to Haj lasz in [5] . Other approaches can be found in [3] by Cheeger and [12] by Shvartsman. There has also been some axiomatic treatments (see e.g. [4, 13] ). The survey articles [6, 9] are also worth mentioning as well as the book [7] which treats weighted Sobolev spaces on R n . The idea of upper gradients is based on the well-known formula (1) |u(γ(s)) − u(γ(0))| ≤ s 0 g(γ(t)) dt which holds for every smooth function in R n and every rectifiable curve γ parametrized by arc-length, in case we put g = |∇u|. In a metric space we do not have a direct substitute for ∇u, but one then says that a Borel measurable function g is an upper gradient of u if the above formula holds for all curves. In case g ∈ L p (X) one says that g is a p-upper gradient of u. If u ∈ L p (X) has an upper gradient which also belongs to L p (X), then one says that u belongs to the Newtonian space N 1,p (X), and give it the norm u N 1,p (X) = |u| p dµ + inf
where the infimum is taken over all upper gradients g of u.
For many questions it is desirable to have a minimal upper gradientg u of u such that the above infimum is attained. As it turns out however such a minimal upper gradient does not always exist, and we are forced to introduce the somewhat technical concept of curve modulus to introduce weak upper gradients which satisfies inequality (1) for "almost every" curve, which is given a precise meaning thorough the concept of curve modulus. It turns out that there is a unique, as an element in L p , p-weak upper gradientg u of u, if u has an upper gradient in L p . The aim of this paper is to look at an alternative approach. We do not know in general how these spaces are related to the Newtonian ones, but at the very least we do indeed get the classical Sobolev spaces in case X is an open subset of R n with Lebesgue measure (which in turn are equivalent to the Newtonian spaces in this setting).
To outline the approach assume that (X, d X , µ) is a metric measure space, where X is separable and locally compact, and 0 < µ(B) < ∞ for every ball B ⊂ X. Let M denote the set of all (non-negative Radon) measures on X which are dominated by µ and have compact support, and let X = M \ {0}. In Section 4 we introduce a metric d M on the set M, and we give X the induced metric. The idea is to first look at real-valued functions F on X, and to relate functions f on X to such by the mean-value integral as follows. If η ∈ X and f is a locally integrable function on X, then we define
where η = dη is the total variation of η. It is worthwhile to remark that if f is a locally integrable function on X, then point values are not really well defined (in the sense that we may have several representatives which are equal almost everywhere), but the value of F f on elements in X is always well defined and finite. So the elements of X have a similar role to test functions. This is perhaps the major motivation for this type of approach. In some sense L p -functions are more natural to think of as certain type of functions on X rather than X, and hence it seems natural to see to what extent one can carry the calculus to this set in a natural way.
In Section 5 we introduce a norm · L p (X) on the set of extended real-valued functions on X, and we let L p (X) denote the set of such functions for which this expression is finite. In case f ∈ L p (X), then F f L p (X) = f L p (X) . It is also worthwhile to remark that the definition of the norm · L p (X) does not depend on the metric d M .
In Section 6 we introduce upper gradients r F : X → [0, ∞] for real-valued functions F : X → R. This definition is a pointwise (in X) local definition, and this definition does not depend on an integrability exponent, unlike the definition of minimal p-weak upper gradients (it seems however to be an open question to what extentg u actually depends on the exponent p in general). After we prove some basic properties of these upper gradients we introduce the Sobolev-type spaces and norms S 1,p (X) and · S 1,p (X) respectively in Section 7. Then, in Section 8, we also introduce the space S 1,p (X) as those functions f ∈ L p (X) such that F f belongs to S 1,p (X). These will be our analogues of Sobolev spaces on X. Although a-priori the upper gradient r F is just a mapping from X to [0, ∞] it turns out that in case f ∈ S 1,p (X), then indeed there is a unique element g f ∈ L p (X) such that r F f = F g f , and these are our analogues of minimal upper gradients in this setting.
In Section 9 we prove that in case X is an open subset of R n , d X is the usual Euclidean metric and µ is the Lebesgue measure, then the classical Sobolev space H 1,p (X) and the space S 1,p (X) coincides, and the norms are the same. Indeed we have g f = |∇f | for such functions.
We end the article with some final remarks about the particular choices made in the article and also mention questions for future research.
It is also worthwhile already here to point out that the development of the theory over X depends only on some basic properties of rectifiable curves in that space, and not directly of the underlying space X, and even the spaces S 1,p (X) has an analogue S 1,p (X) defined on X in a way that need not make reference to X either. Although the above is not emphasised in this article, these facts opens up the possibility to develop a theory which is point-free such as in pointless topology for instance.
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List of notation

Some special sets
• R: the set of real (finite) numbers, Some notation related to metric measure spaces Below (X, d X , µ) will always denote a metric measure space. More precisely, (X, d X ) is a metric space, and µ is assumed to be a Borel regular measure such that 0 < µ(B(x, r)) < ∞ for every ball B(x, r) ⊂ X. The space X is furthermore assumed to be locally compact and separable.
• L p (X): p-th power integrable functions on X with respect to µ, where
• P : all non-negative finite Borel measures with compact support in X, • If η ∈ P then η = dη denotes the total variation of η,
If ν, η ∈ M and ε, δ > 0 then
M is at most countable,
is a measure in M, and it turns out that every such curve satisfies that
For a fixed p ∈ [1, ∞) and a function F : X → [−∞, ∞] we introduce the norm
•
Notation related to upper gradients For a function F : X → R and a number ε > 0 we introduce:
and then we define
For any element η ∈ R(X) we have
In case f ∈ L 1 loc (X), and r F f ∈ L 1 loc (X), then there is an a.e. unique function
Preliminaries
Given a metric space (Y, d Y ) we denote by B(y, r) the ball with center y and radius r (where the space Y should be understood from the context). For a set A ⊂ Y and ε ≥ 0 we also introduce
It is clear that A ε is closed, A 0 = A and (A ε ) δ ⊂ A ε+δ . Furthermore we note that in case ε n decreases to ε as n → ∞, then A εn decreases to A ε as n → ∞. Finally we also have for A ⊂ C and ε ≤ δ that A ⊂ A ε ⊂ C ε ⊂ C δ .
A rectifiable curve γ is a map γ : [a, b] → Y where −∞ < a ≤ b < ∞ such that the length l γ < ∞, where the length is defined by
We say that a rectifiable curve γ is subparametrized by arc-length if the map γ is 1-Lipschitz, i.e. if for every a ≤ s ≤ s + t ≤ b we have
In particular, if γ is subparametrized by arc-length then for every a ≤ s ≤ s + t ≤ b have
(that is, the length of the curve γ| [s,s+t] is at most t). We let R(Y ) denote the set of rectifiable curves subparametrized by arc-length. Unless otherwise stated we assume in this case that a = 0 and b = b γ ≥ 0 in the sequel.
A rectifiable curve may always be parametrized by arc-length in the sense that there is an increasing function r : [0, l γ ] → [a, b] such that for every pair of nonnegative real numbers s, t such that 0 ≤ s ≤ s + t ≤ l γ we have
In case a = 0, b = l γ and r(x) = x for each x, then we say that γ is parametrized by arc-length. We denote the set of all rectifiable curves parametrized by arc-length by R(Y ). For reasons that will be made clear later we will mainly work with the set R(Y ) rather than R(Y ) in this article.
Remark 3.1. If γ ∈ R(Y ), then we write lγ 0 f (γ(s)) ds for the path integral of the function f over γ.
We should also warn the reader already here that the points in our spaces will typically later be measures, so the notation f dγ will not be used for path integrals since this can be misunderstood.
Indeed in this context f dγ(s) would denote the integral of f with respect to the measure γ(s).
From now on by a curve we will always mean a rectifiable curve unless otherwise stated. 
The above no doubt well-known fact will be extensively used, and in particular it will be important when we study function restrictions to rectifiable curves. Some more terminology associated with (rectifiable) curves are as follows.
Given a function f : Y → R we introduce the upper semicontinuous regularization over curvesf of f as
Note that for any δ > 0 and ε > 0 there are a curve γ and r ∈ [0, δ) such that
Indeed we even have the following result Proof. In casef (y) = f (y), then we may simply let ν be the constant curve with value y. Otherwise we may by definition inductively choose sequences δ n and ε n decreasing to zero and curves ν n ∈ R(Y ) such that
Finally put ν(t) = γ(b − t). It is easy to verify that ν ∈ R(Y ) (γ simply consists of rectifiable curves subparametrized by arc-length going back to forth from y and then patched together). If we define
Hence we get
Throughout the article we let (X, d X , µ) be a fixed metric measure space such that 0 < µ(B(x, r)) < ∞ for all balls B(x, r) of radius r and center x, X is locally compact, X is separable.
(Actually the last part is a consequence of the first two assumptions since X = supp(µ).)
For p ∈ [1, ∞] we use the notation
to denote the class of all Borel measurable extended real-valued functions f such that
The spaces L p loc (X) are also defined as usual. If Y is a set and f, g : Y → R then we introduce the following lattice notation:
which makes the set of all such functions into a lattice (if we restrict attention to real-valued functions these forms a vector lattice).
A measure η on X will always refer to a non-negative Borel measure such that η(B(x, r)) < ∞ for all balls B(x, r). For any measure η we also let η denote its total variation. These measures on X also carries a natural partial order, and it is well-known to be a lattice. For any Borel measures η, ν on X we denote their least upper bound and greatest lower bound by η ∨ ν and η ∧ ν respectively.
We let P denote the set of all measures with compact support in X. We note that if we let M = {ν ∈ P : 0 ≤ ν ≤ µ}, then M is locally closed for the weak * -topology in the sense that any sequence η i ∈ M such that η i ⇀ η in P and
Lemma 3.5. Suppose K(t) ⊂ X is compact for each t ∈ [0, T ]. Suppose furthermore that for any s, t ∈ [0, T ] we have with ε = |s − t|
there is a sequence s n converging to some s in [0, T ] such that f (s n ) → 0 as n → ∞. But if we put δ = f (s)/4 > 0, then for |s n − s| < δ we get
which by definition is compact. Hence we get a contradiction, and we see that indeed c > 0. But now we get
where nc ≤ T < (n + 1)c. The right hand side is compact, so it only remains to show that t∈[0,T ] K(t) is closed. So suppose that x ∈ t∈[0,T ] K(t). Then by definition there is for each n a point x n ∈ t∈[0,T ] K(t) such that d X (x n , x) ≤ 1/n, and then there are t n ∈ [0, T ] such that x n ∈ K(t n ). We may assume, by passing to a subsequence, that t n converges to t as n → ∞. If ε > 0, then for every n so large that |t − t n | + 1/n < ε we have
Since ε > 0 was arbitrary it follows that x ∈ K(t) ⊂ t∈[0,T ] K(t).
The space
We let M = {ν ∈ P : 0 ≤ ν ≤ µ}. In particular 0 ∈ M.
We will now introduce a metric d M on M. To do this we first fix a strictly increasing continuous function h :
One example of h is h(ε) = ε s for any fixed s ∈ (1, ∞). The construction of the metric depends on decompositions of measures, and it will be convenient to introduce for η and ν in M and ε, δ > 0
We also introduce Γ ε (ν, η) = Γ ε,h(ε) (ν, η). To make the notation less cumbersome we will e.g. write (ν i , η i ) ∈ Γ ε (ν, η) instead of ({ν i : i ∈ N}, {η i : i ∈ N}) ∈ Γ ε (η, ν).
Remark 4.1. Of-course we could in the definition above have worked with only N instead of a general set M, but this is for convenience later, since we often will have for instance double subscripts, and we wish to avoid the need to relabel these.
We now introduce a metric on M as follows:
Remark 4.2. Note that if we put η 1 = η, ν 1 = ν and η i = ν i = 0 for i = 1, and simply choose ε > 0 large enough such that η − ν < h(ε) (which is possible
Remark 4.3. It is easy to see that we could just as well have restricted ourselves to finite sums rather than countable ones in the definition of Γ ε,δ without altering the metric d M , but allowing countable sums makes it easier to work with. The particular choice of h will not be very important to us, because we will work mainly with rectifiable curves, and the role of h then just becomes to force the total variation of the measures along such a curve to be constant, as we will see below.
Here are some simple consequences of the definition:
Proof. Suppose δ < ε. Then by definition there is an element (ν i , η i ) ∈ Γ ε (ν, η), and by definition this means that
By continuity of h we get that
Now let I denote the set of all i such that ν i = 0 above. Then it is clear that supp
Again by continuity of h and the fact that (
as n → ∞ we get the desired estimate.
Proof. Suppose (ν i , η i ) ∈ Γ ε,δ−||γν +γη || (ν, η). Now cover the support of γ ν + γ η by finitely many balls B 1 , B 2 , . . . , B k of radius at most ε/2, let
and
Then it is straightforward to show that (ν
The following lemma will be first of all used to prove the triangle inequality for d M .
Lemma 4.6. Suppose η, ν belong to M, ε, δ > 0 and that (ν
with the additional property that for each i ∈ N
. and then we get
∞ j=1 δ j < δ, and we will now divide each ν ′ j into pieces ν i,j such that
and then verify that these measures satisfies the other required properties of the lemma.
Let I = {j ∈ N : η ′ j = 0}. If j ∈ I then we have η i,j = 0 as well for all i, and we simply let ν 1,j = ν ′ j and ν i,j = 0 for i > 1. In case j ∈ N \ I then put
Since for any i, j ∈ N we have supp(
For j ∈ N \ I we have
Hence we see that
The second statement also follows trivially by definition from the above statement about the supports of the measures. To prove the final claim we have
Proof. To prove that d M (η, η) = 0 for every η ∈ M let ε > 0 and cover supp(η) by finitely many balls
with radius at most ε/2, put
Then we may by assumption choose (ν i , η i ) ∈ Γ δ (ν, η) and we get with
is obvious, so it remains to prove the triangle inequality. Suppose therefore that ρ, ξ, τ ∈ M with
By the definition of the metric d M there are
Now we may apply Lemma 4.6 again, but this time for each i applied to Lemma 4.6 gives us, if we put ρ i,j = ν j (where ν j is as in the last part of the lemma), that
Furthermore by construction for every i, j such that ξ i,j = 0 we have
If we let I = {i, j : ξ i,j = 0} then we get i,j∈I
From this it follows from Lemma 4.5 that indeed d M (ρ, τ ) < ε 1 + ε 2 , so we have proved the triangle inequality.
Proposition 4.8. Suppose K ⊂ X is compact, and that the measures η i , η ∈ M where all η i have support in K. Then η i → η in M if and only if η i ⇀ η weak * . In particular the set
Remark 4.9. In particular, in case X is compact then so is M, and in hence it is complete. In case X is not compact, then the space (M, d M ) is not even complete. To explain why let 0 ≤ φ(x) ≤ 1 for all x ∈ X and φ dµ < ∞, but such that φ does not have compact support. Then we may define dη n = φdµ| B(0,n) . Each η n belongs to M, and it is easy to see that it is a Cauchy sequence in M. But of-course it does not converge to an element in M. This is in a sense the price we pay to require that all our elements in M should have compact support. However as we will see in the next section this is not a major issue for rectifiable curves, and hence this will not be an actual problem for us.
Proof. Assume that η i converges to η = η ∞ in the weak * -topology. We will now prove that η i converges to the measure η ∞ in d M . Given ε > 0 we may cover K by finitely many balls B(x 1 , ε/2), B(x 2 , ε/2), . . . , B(x k , ε/2). Choose a partition of unity f 1 , f 2 , . . . , f k of continuous functions such that
Now we define for each i, j the measures η i,j = f j η i , and conclude that
and since the first factor goes to zero as i → ∞ we get the statement.
In case
, and hence η(K c ) = 0. So supp(η) ⊂ K. Furthermore, by the above argument, if a subsequence converges in the weak * topology, then the limit must be η, and hence we also get the opposite direction.
where each γ r i ∈ M. Then there are measures γ
Remark 4.11. In case N = 2 and we have strict inequalities this is a special case of Lemma 4.6.
Proof. It is enough to prove this for the case N = 2, since then we may simply iterate this result. By symmetry in this case we can also without loss assume that r = 1. Let n ∈ N and choose
If we do this for each n we get a sequence of measures, and since the measures γ 2 1 (n) and ν 2 (n) all have support in the compact set supp(η 2 ) it follows that there is a sequence n 1 , n 2 , . . . such that both γ
It is clear that we still have γ 2 1 + ν 2 = η 2 , and that by construction
In the next step we may apply the same construction to the measures ν 1 and ν 2 , but this time within the class Γ ε1,δ (ν
, to get our measure γ 
i is an element in M with total variation not bigger than h(ε 1 ). In case it is not zero, we may by Lemma 4.5 simply add it to any of the measures, say γ 2 1 , and we get the required measures.
An important principle for us will be how one can estimate distances in M in case one measure is given from another one trough a measure preserving map as follows.
Theorem 4.12. Suppose the map H : X → X is a homeomorphism such that for any compact subset K of X we have µ(K) = cµ(H −1 (K)) where c ∈ (0, 1] is fixed, and that there is a number t ≥ 0 such that
Suppose furthermore that φ :
Remark 4.13. Obviously (since H is a homeomorphism) the condition
Proof. Let ε > 0 and choose δ ∈ (0, ε) such that
We may write supp(φ) = A 1 ∪ A 2 ∪ · · · ∪ A k , where the sets A i are disjoint and measurable with diameter at most δ. Let
Since it follows from the assumptions on H that
. Since ε > 0 was arbitrary the result follows.
The next theorem will not really be useful to us since it concerns non-rectifiable curves, but it explains a bit of the nature of the metric space M. (In particular we should note that a very natural type of curve will typically be non-rectifiable with our metric d M .)
Hence M is also path-wise locally connected.
If we apply the definition of the metric to these decompositions of the measures we see that indeed the diameters of the unions of the supports are unchanged, and
Hence we see that d M (ν, (1−t)ν+tη) < ε. Now we may also do a similar argument to
it follows that the curve is continuous as stated.
Rectifiable curves in M.
Rectifiable curves will play a crucial role for us in our construction of Sobolev type spaces. Both of the results in the first theorem are rather direct consequences of our definitions, but they will be important to us later. 
(2): Let t be fixed. It is enough to consider the case s = 0, ε = t (by time reversal and/or translation if necessary). To do so let A = supp(η(0)) and we will prove that for any given N ∈ N and any k ∈ {1, 2, . . . , N } we have that
From this the result follows, since then
which by the assumption on h goes to zero as N → ∞. The case k = 1 is simply by definition since d M (η(0), η(t/N )) ≤ t/N . Assume now that formula (3) is true for all k < k 0 + 1. Then we may write
where
We may then according to Proposition 4.10 write η(
and since
, and the proof is done.
The following is a fundamental adaptation of Proposition 4.10 to rectifiable curves.
Remark 4.18. Note that the curves η i has length at most b η but there are certainly situations where, for a particular i, the curve may have strictly smaller length even if η ∈ R(M). For example, suppose η 1 ∈ R(M) and η 2 ∈ M are such that the supports of η 1 (s) and η 2 are separated from each other for all s, and define η(s) = η 1 (s) + η 2 , then with γ 1 = η 1 (0) and γ 2 = η 2 it is clear that the construction will simply give us back the maps η 1 (s) and η 2 (s) = η 2 . It is mainly for this reason that we prefer to work with R(M) rather than R(M).
Proof. First of all we note that according to Theorem 4.15 the set
is compact. So below all measures belongs to
which we know is a compact subset of M. Furthermore it is easy to get the general statement from the case t = 0 and M = N, which we assume below. If b η = 0, then there is nothing to prove, so we therefore now assume that b η > 0. For each n we may divide [0, b η ] into dyadic pieces
there is a number k such that s = kb η /2 n },
Clearly D n increases with n and D is countable and dense in [0,
For each N we may now apply Proposition 4.10 to the measures η(s), s ∈ D N and our γ i to get decompositions of the form
Now we define
Then we have by definition
Note that if we iterate this we actually have for every n ≤ N (F 2 (1) ) (defined for all n larger than the smallest n for which F 2 (1) belongs to D n ) which converges to some γ F1(1) (F 2 (1) ). From the subsequence γ n1 F1(2) (F 2 (2) ), γ n2 F1(2) (F 2 (2) ), . . . we can now pick out a convergent subsequence which converges to some γ F1(2) (F 2 (2) ). If we proceed this way we hence end up with a family of measures γ i (s) for each i ∈ N and each s ∈ D.
First of all we note that for every N ∈ N we still have
This is so simply because by definition of γ i ((k+1)b η /2 N ) and γ i (kb η /2 N ) there will be a subsequence m 1 , m 2 , . . .of N such that γ
Since the corresponding inequality holds for γ mj i the statement follows. This however implies that the maps γ i : D → K are 1-Lipschitz, and hence we may uniquely extend them to such maps defined on [0, b η ]. These are the required curves.
Assume furthermore that 0 ≤ t 0 < t 1 < . . . < t m ≤ b η . Then there are curves ν j ∈ R(M), j ∈ N such that • for each j ∈ N and k ∈ {0, 1, . . . , m} there is i k ∈ M such that
Proof. If m = 0, then we may apply Proposition 4.17 to the measures γ i = η(t 0 )∧µ i and the statement follows. Now we proceed by induction. Suppose the statement holds up to m − 1. Then there are curves ν
Now we apply Proposition 4.17 again but to each of the curves ν ′ j , t = t m and
and also for every j ∈ N there is (i,
Proof. Let ε > 0. We mimic the construction from the proof of Theorem 4.12, and define the measures
where supp(φ) is a disjoint union of the sets A 1 , A 2 , . . . , A k which are measurable with diameter at most δ ∈ (0, ε) such that
Then, as in the proof of Theorem 4.12, we see that η i (s) is constant, and that
Since ε > 0 is arbitrary we see that η : [0, T ] → M is 1-Lipschitz, which proves the statement.
Example 4.21. Our most important example will be when X is an open subset of R n , d X is the usual Euclidean norm and µ denotes the Lebesgue measure. The most important type of curve for us will be given by translation. Suppose e is a unit vector in R n and 0 ≤ φ ≤ 1 where φ is a Borel measurable function with compact support in X. If we put η(t) = φ(· + te)µ, Then it follows from Theorem 4.20 above that η(t) ∈ R(M) defined for t ∈ [0, b η ] such that t∈[0,bη] supp(φ(· + te)) is a compact subset of X, and in particular d M (η(s), η(t)) = |s − t|.
It is also
and it is easily seen to be a rectifiable curve in X ′ , with the metric
, and we give this set the induced metric d M .
For any function F :
We also introduce the space L p (X) to consist of all F :
Remark 5.1. Although obvious it is worthwhile to note that there are no measureability assumptions on the functions F . Any function defined for all elements in X would do. In particular we do not need to worry about such issues when we do constructions like the upper semicontinuous regularization along curvesF for instance.
Lemma 5.2. L p (X) is a vector space, and · L p (X) is a norm on this space.
. Finally to prove the triangle inequality we have
where we in the last step simply applied Minkowski's inequality for the counting measure.
Hence we see that F +G and aF also belongs to L p (X), and the proof is done.
Lemma 5.3. Suppose F j : X → R, 1 ≤ j < ∞ and F, G : X → R. Then the following holds
Proof. Statement (1) is obvious. To prove (2) we need to show that for any η i ∈ X,
Given ε > 0 we may choose J such that for all j ≥ J and each i ∈ {1, 2, . . . , k} we have
and from this it is easy to see that the statement follows.
(3) follows from (1) − (2) together with the (finite) triangle inequality since
(4) follows from the fact that ||F (η)| − |G(η)|| ≤ |F (η) − G(η)|, because we then get
(5) is an immediate consequence of (4).
Theorem 5.4 (Hölder's inequality)
. Suppose 1 ≤ p, q ≤ ∞ and
where we, to get the first inequality, applied Hölder's inequality for the counting measure.
Theorem 5.5. L p (X) is a Banach space.
Proof. Suppose F j is a Cauchy sequence in L p (X), and assume without loss of generality that F j+1 − F j L p (X) < 2 −j . For any η ∈ X we have
Hence we see that F j (η) forms a Cauchy sequence in R for each η ∈ X, and hence
and hence we see that
We will mainly be interested in those F which in a natural sense corresponds to functions f on X. To do so we first of all introduce for f ∈ L 1 loc (X) the function
It is easy to see that f → F f is a linear operation, and also that if F f (η) = F g (η) for all η then f = g µ-a.e. Also note that the map
has a natural extension to M if we define G F f (0) = 0. Suppose now F : X → R, then we introduce the function G F : M → R by
and look at the conditions:
F is of the form F f for some f ∈ L 1 loc (X) if and only if G F satisfies (5) and (6) . To see this we note that for any fixed compact set K ⊂ X the map
defined for all Borel sets A ⊂ K by assumption satisfies γ K (A) = 0 for all A ⊂ X such that µ(A) = 0,
But if K 1 and K 2 are two different compact sets, then since γ K1 (A) = γ K2 (A) for all Borel sets A ⊂ K 1 ∩ K 2 we see that f K1 = f K2 on this intersection a.e. From this we may easily conclude that there is some f ∈ L 1 loc (X) such that γ K = f µ| K for any compact subset K of X. But this means in particular that
for any compact set K in X. Together with (5) and (6) this is easily seen to imply that
We may now introduce (5) and (6)}.
, and in particular forms a Banach space itself with the same norm. To see this suppose F n ∈ L p (X) and F n → F in L p (X). Then G Fn → G F pointwise on X, so to prove that (5) holds we simply note that
To prove that (6) holds we note first of all that for any η i ∈ X such that
Furthermore by Hölder's inequality
Since there is a bound on the supports of η i we have (
Hence we see that also
Proof. We need to prove that
From Jensen's inequality we get
In case we have F fn L p (X) = f n L p (X) , then it would follow from the above that
It is therefore enough to prove the statement for a dense subset of L p (X). It is however easy to verify the statement in case f is continuous with compact support, and hence we get the result.
Proof. Let η ∈ R(X). We know that K = s∈[0,bη ] supp(η(s)) is compact. Given ε > 0 we may choose g ∈ C c (X) such that K |f − g| dµ < ε. Now, using that η(s) is constant we get
Since the last integral goes to zero as s → 0 we get the statement.
To prove the opposite inequality it is enough to show that
Since the η i have disjoint compact supports there is ε > 0 which is smaller than the distance between all these as elements in M. For any such ε we may hence choose curves η i (s) such that
for instance. By construction, and an application of Theorem 4.15, we see that the measures η ′ i = η i (s i ) have disjoint supports and we get
Since ε > 0 is arbitrary we get the result.
5.1.
The space L p loc (X). It will be convenient to also have local spaces, and they are defined in essentially the obvious way. Suppose K ⊂ X is compact, and let
We may then regard (K, d X , µ| K ) as our space, and we define L p (K) as above for each such K. We then say that F : X → R belongs to L p loc (X) if the restriction to K belongs to L p (K) for each compact subset K of X, and similarly for the spaces L p loc (X). Note that the natural analogue of Theorem 5.6 still holds in this situation in the following sense:
Upper gradients
Let F : X → R and η ∈ M. We introduce the R(X)-upper gradients as follows. If ε > 0 then we put
Since r ε F decreases as ε decreases this is well defined. Note in particular that for any ν ∈ R(X) and 0 < |s − t| < ε we have
and since this holds for any ε > 0 it also holds for ε = 0. It is also clear that lim
Remark 6.1. Suppose for a given η ∈ X that r F (η) < ∞. Then by definition there is some ε > 0 such that r ε F (η) < ∞. In case ν ∈ R(M) is such that ν(0) = η, then it follows more or less immediately from the definition, since
Remark 6.2. It is easy to see that the definition would not change if we replaced R(X) by R(X) since if we reparametrize a curve in R(X) so it becomes parametrized by arc-length, then the corresponding map r : [0,
The only reason we choose to work with R(X) instead is that it behaves better when we decompose curves such as in Proposition 4.17. Lemma 6.3. If F : X → R and η ∈ X, then there is a curve ν in R(X) such that ν(0) = η and
Proof. This proof is more or less analogous to that of Lemma 3.4, but we give the details for completeness. By definition either r F (η) = 0, in which case the result is trivial, or for each ε > 0 we have
(actually this hold in any case, since we can always define the curve ν(s) = η for all s, and even if for instance we only have constant curves, the fact that we work in R(X) makes it possible to study only the case b ν > 0). Assume now that 0 < r F (η) < ∞. Then we may by definition inductively choose sequences δ n , ε n , decreasing to zero and curves ν n ∈ R(X) such that
Also put
Finally put ν(t) = γ(b − t). It is easy to verify that ν ∈ R(X) (γ simply consists of rectifiable curves subparametrized by arclength going back to forth from η and then patched together). If we put
Also note that lim n→∞ δ n r n = 1.
Hence we get lim sup
The case r F (η) = ∞ is treated similarly but replacing (3) above by
Furthermore, if η ∈ X and g :
,
for every curve ν ∈ R(X) with ν(0) = η, then
Proof. The first part is more or less a direct consequence of Lemma 3.2, if we define f (s) = F (ν(s)) and put a = b ν . By assumption we have
and since r F (ν(t)) ≤ȓ F (ν(t)) the first part is proved. For the second part we apply Lemma 6.3 to get that there is a curve ν ∈ R(X) such that ν(0) = η and
But since
.
, and, by an application of Lemma 3.4, the proof is done.
Remark 6.5. Note that, according to the proof above, in case g : X → [0, ∞) is upper semicontinuous along curves, and
holds for every η ∈ R(X), thenȓ F ≤ g. Theorem 6.6. Suppose F, G : X → R.
(1) If a = 0 this is self-evident. Otherwise it follows for ε > 0 since
That (1) and (2) also holds for the value ε = 0 follows directly by just taking limits.
(4) follows from (3) by taking the limit ε → 0.
Proof. (1)-(4) follows more or less immediately from the previous theorem. (5) Since this implies that F (η(s)) is continuous at s = 0, for s close to 0 we always
so r F (η) ≤ȓ |F | (η) and r |F | (η) ≤ȓ F (η). From this it follows by definition that r F (η) =ȓ |F | (η).
An important property of these upper gradients, which in particular will be used to prove completeness of our Sobolev-type spaces below, is as follows:
Proof. For ε > 0, η ∈ R(X) and s < ε ∧ b η we have
As for the second part we note that
Theorem 6.9. Suppose F : X → R, ν ∈ X, r F (ν) < ∞ and that f is continuously differentiable in some neighborhood of F (ν). Then
Proof. We know that |f (x) − f (y)| ≤ sup t∈[0,1] |f ′ (tx + (1 − t)y)| · |x − y| for any points x, y ∈ R. Hence for any curve η such that η(0) = ν we have
But as s → 0 this implies that r f •F (η(0)) ≤ |f ′ (F (η(0))|r F (η(0)). If f ′ (F (η(0)) = 0 this must be an equality. Otherwise f is invertible in some neighborhood of F (η(0)), and if we apply the formula to f
and since (f
the opposite inequality also follows. The statement about the upper semicontinuous regularizations follows immediately by definition.
Remark 6.11. Note that the second formula above has ∧ in the left hand side, but ∨ on the right hand side. It is certainly not possible to replace ∨ with ∧ here (for instance, if F ≤ G and G is constant, thenȓ F ∧G =ȓ F , butȓ F ∧ȓ G = 0).
Proof. Let η ∈ R(X). In case either of r F ((η(0) ) or r G (η(0)) is infinite the inequalities holds trivially, so we may assume that both of these are finite. According to Remark 6.1 we know that this implies that F (η(s)) and G(η(s)) as functions of s are continuous at 0. Suppose F (η(0)) > G(η(0)), then F (η(s)) > G(η(s)) for s close to 0 as-well, and hence
A similar estimate holds also in case G(η(0)) > F (η(0)).
If on the other hand F (η(0)) = G(η(0)) then it is easy to see that
The case of F ∧ G is treated similarly.
6.1. Upper gradients of functions on X. A problem with the upper gradients r F is that they are not functions on X a-priori even if F is of the form F f for some f ∈ L 1 loc (X). Our first objective is to prove that there is a natural function on X which represents this gradient in case
Before we prove this, we start by proving the monotonicity of r
Proof. Suppose ν ∈ R(X) with ν(0) = η, and let t ∈ (0, 1], then tν ∈ R(X) and we have
Hence it follows that r ε F f (tη) = r ε F f (η) for all t ∈ (0, 1], and ε > 0. Passing to the limit gives also r F f (η) = r F f (tη). It also follows immediately by definition that we haveȓ F f (tη) =ȓ F f (η).
Suppose now that ν 1 ∈ R(X) with ν 1 (0) = η 1 , and let η 2 = η − η 1 . It is straightforward to see that the curve ν(s) = 1 2 (ν 1 (s) + η 2 ) belongs to R(X), ν(0) = η/2 and that it satisfies d M (ν(s), ν(0)) ≤ s for each s (note that we can not expect any improvement on this, since the distance d M typically is controlled by the relation between the supports of the measures rather than the total masses). Hence we get if ε > 0 and s < ε ∧ b ν1 :
This proves the statement for ε > 0. The rest of the statements follows directly by taking the limit as ε → 0 and the definition of the upper semicontinuous regularization.
, then r F f is continuous along curves, and hence r F f =ȓ F f . Remark 6.14. A consequence of this is that r
p (X), and the norms are the same. Also note that g f then satisfies for every η ∈ R(X) and s ∈ [0,
loc (X) is a necessary condition is self-evident considering Theorem 5.9. If this is satisfied however, then the map r F f is finite valued and we need to prove that the function G rF f satisfies (5) and (6) .
To prove that it satsifies (5) we simply note that G rF f (tη) = tη r F f (tη) = t η r F f (η) = tG rF f (η), where we used the result r F f (tη) = r F f (η) for 0 < t ≤ 1 as we saw in the previous proof. For t = 0 there is nothing to prove.
To prove (6) we do it in two steps. Since for each i we have that r
To prove the opposite inequality we appeal to Proposition 4.17. Using the notation from that proposition we get for any ε > 0 and
(Note that for some ε > 0 the value r ε F f (η(0)) is finite, since otherwise r F f (η(0)) would also be infinite, and hence have infinite L p (X)-norm.) Therefore we have for all ε > 0 small enough that
If we simply let ε → 0 on both sides we see that this also holds for ε = 0, and this is exactly the statement
Remark 6.16. Hence g f is µ-a.e. the smallest such function g that satisfies the above estimate. Also note that if (7) holds for all η ∈ R(X), then it also holds for all η ∈ R(M) since the only curve in R(M) that does not belong to R(X) is identically zero for which the statement trivially is true.
Proof. This is more or less immediate from the definitions, since this implies that r F f ≤ F g .
Proposition 6.17. Suppose f is Lipschitz continuous with Lipschitz constant C, then g f ≤ C.
Proof. If η ∈ R(X), and we decompose η(t) = ∞ i=1 ν i (t) in such a way that the diameter of supp(ν i (s)) ∪ supp(ν i (0)) is at most (1 + ε)s say where ε > 0, then
Since ε > 0 is arbitrary the statement follows from Proposition 6.15.
loc (X) and a ∈ R. Then the following holds
Proof. This follows more or less immediately from the definitions and Theorem 6.6, since the map f → F f is linear.
loc (X) and f : R → R has a bounded and Lipschitz continuous derivative. Then
Proof. Assume that C > 0 is such that |f ′ (x)| ≤ C and |f
It is enough to prove that for any given η ∈ R(X) with b η > 0 we have lim sup
To do so, for s ∈ (0, b η ] fixed introduce the sets
and the measure µ i = µ| Ai , i ∈ Z. So that on each A i the oscillation of k is at most s 2 , and furthermore this partitions X (up to a set of measure zero where k is ±∞). In particular µ = i∈Z µ i .
If we apply Corollary 4.19 to η, t 0 = 0, t 1 = s and M = Z with µ i as above we get that there are curves ν j ∈ R(X) such that
So on carriers for the measures ν j (0) and ν j (s) we have that the oscillation of k is no more than s 2 , and hence differs from its mean value with respect to these measures by at most s 2 . (Also note that we do not make any claims of this nature for the values between 0 and s, but only for these end-points).
Let I = {j : ν j = 0}. Now we get for suitable τ j,t (x) between k(x) and F k (ν j (t)) and θ j,s between F k (ν j (s)) and
It is now clear in the last expression that the first term converges to |f ′ (k(·))|g k dη(0) and the second and third term goes to zero as s → 0, and hence we get the statement.
Proof. To prove the inequalities
it is easy to see that we may without loss assume c = 0 and that we look at the case k + = k ∨ 0. For each ε > 0 we may introduce the functions
Applying the previous lemma we get
Since the left hand side converges to
and the right hand side to
we get the desired estimate. However we also have
but g c = 0 trivially, and therefore we get from the inequalities (8)
or which amounts to the same thing
Similarly we get g k∧c ≥ g k χ {k<c} .
Proof. We first of all reduce the problem to the case when f and h are bounded. To do so suppose the statement is true for bounded functions. Then we have (using Theorem 6.20
Since we may then take the limit as first c 2 goes to infinity and then c 1 goes to minus infinity and use monotone convergence we hence get the statement we need for general f, h. So from now on we assume that there is a constant C such that |f | ≤ C, |h| ≤ C everywhere.
Let η ∈ R(X) with b η > 0 and assume that all the supports of the measures η(s) are contained in the compact set K. Cover K by finitely many balls B 1 , B 2 , . . . , B m with radii at most s 2 . Now we partition X (up to a set of measure zero) as follows. Let M = {i, j, r : i, j ∈ Z and r ∈ {1, 2, . . . , m}}.
For s fixed and i, j, r ∈ M we let
and define µ i,j,r = µ| Ai,j,r .
Let s ∈ (0, b η ]. If we apply Corollary 4.19 to this decomposition of µ we see that there are curves ν k ∈ R(X) such that η = ∞ k=1 ν k and for each k there are i 0 , j 0 , r 0 , i s , j s , r s such that ν k (0) ≤ µ i0,j0,r0 and ν k (s) ≤ µ is,js,rs . So on carriers for the measures ν i (0) and ν i (s) respectively the oscillation of both f and h are at most s 2 . Furthermore the supports of all of the measures ν i (0) and ν i (s) has diameter at most 2s
2 . Let I = {i : ν i = 0}. Now we get (using that ||ν i || and ||η|| are constant)
Let ε > 0 and choose non-negative continuous functionsg f andg h such that
Then we get lim sup
From our assumptions we get that lim sup
To handle the term lim sup
let δ = ε/(sup Kgh + sup Kgf ) and choose a non-negative Lipschitz continuous functionf , with Lipschitz constant D such that K |f − |f || dµ < δ. Then
Above we used that
together with the fact that
holds for all x ∈ supp(ν i (t)) and any t ∈ [0, s] simply because the supports have diameter at most 2s 2 and we have a distance of at most s between the supports of the measures ν i (t) and ν i (s). Hence we get lim sup
Choosingh accordingly we may similarly treat the term lim sup
and summing up we get lim sup
Since this can be made as close to
as we wish we hence get the statement.
7. The space S 1,p (X)
We now define
It is easily verified that · S 1,p (X) is a norm on S 1,p (X).
Remark 7.1. In case F ∈ S 1,p (X), then by assumption r F ∈ L p (X), and henceȓ F ∈ L p (X) with the same norm. In particularȓ F (η) is finite for every η ∈ M. Moreover if
, and hence F (η(s)) is Lipschitz continuous in s.
Proof. Suppose F j ∈ S 1,p (X) is a Cauchy sequence. By passing to a subsequence we may assume that
and, since |r Fj − r Fi | ≤ r (Fj −Fi) according to Theorem 6.6,
In particular F j is a Cauchy sequence in L p (X), and hence converges in this space to some F ∈ L p (X). For any k ∈ N we have
so according to Theorem 6.8 we know that
If we add all this together we see that indeed F k converges to F and r F k converges to r F in S 1,p (X) as k → ∞.
. By Lemma 6.10 we get thatȓ F ∨G ,ȓ F ∧G ∈ L p (X), and hence the theorem follows.
8. The spaces S 1,p (X) and S 1,p (X)
We let
In the latter case we as usual identify elements which are equal a.e., and we also define the norm on this space
so the stated inequality holds. To prove the opposite inequality suppose η ∈ R(X). Let s > 0. We may cover X by a countable disjoint family of Borel sets A j , j = 1, 2, . . . such that each has diameter at most s 2 and such that the oscillation of f over such a set is at most s 2 (similarly to the construction made in the proof of Proposition 6.21). If we define η j (0) = η(0)| Aj we may according to Proposition 4.17 get a decomposition of η(t) = ∞ j=1 η j (t) valid for t ∈ [0, b η ], where each η j ∈ R(M). Now we get if we fix x j ∈ A j (using that |x − x j | ≤ s 2 if x ∈ supp(η j (0)), and |x −
Since this last expression is not dependent on the particular decomposition and we see that we also have g f ≤ |∇f | according to Proposition 6.15.
Theorem 9.2. Assume that 1 ≤ p < ∞. Then S 1,p (X) = H 1,p (X) and the norms are the same. Furthermore g f = |∇f | for every f ∈ H 1,p (X).
Proof. Assume that f ∈ H 1,p (X), and choose a sequence f n ∈ C ∞ (X) such that f n converges to f in H 1,p (X). Then from Lemma 9.1 we get
Hence we see that f n is a Cauchy sequence in S 1,p (X), and since it converges to f in L p (X) it follows that f ∈ S 1,p (X). Furthermore we get for any η ∈ R(M) and n ∈ N f n dη(s) − f n dη(0) ≤ Hence g f ≤ |∇f |.
Conversely, suppose f ∈ S 1,p (X), φ is Lipschitz continuous with compact support in X and 0 ≤ φ ≤ 1. Then for a unit vector e we know that η(t) = φ(· + te)µ In particular this implies that we have, for all φ which are Lipschitz continuous with compact support in X, f ∂ e φ dµ ≤ g f |φ| dµ.
Therefore we see that the distribution ∂ e f has order zero, it is absolutely continuous with respect to µ, and it has a Radon-Nikodym derivative whose absolute value is dominated by g f . Hence ∂ e f has a representative which belongs to L p (X) for each e, and also this representative satisfies |∂ e f | ≤ g f µ-a.e. Hence |∇f | ≤ g f and the proof is done.
Some final remarks
In this section we wish to make some remarks concerning certain choices and open questions related to this article.
Choice of assumptions on (X, d X , µ): First of all, the choices in this article has mainly been to be fairly general but still simple enough to be convenient. In particular when it comes to the assumption that X is locally compact it could probably be relaxed quite a bit. In particular, if we for instance let X = R \ Q with Lebesgue measure, then of-course the set M is not changed, and neither is the metric d M . I.e. these spaces does not see the zero set, whereas the Newtonian spaces suffers from the fact that there will be no non-constant rectifiable curves at all in X.
Choice of space X and metric d M : It is not self-evident that the choice of metric and space X are optimal for this type of construction. For instance one could have considered instead of the bound dν/dµ ≤ 1 perhaps that we should only have a bounded Radon-Nikodym derivative with respect to µ. We wanted also to have a theory where the space and upper gradients did not depend on the integrability exponent p. Otherwise one could perhaps consider spaces which depends on p, and perhaps also relax the condition to have compact support of the mesures (e.g. simply assuming that the RadonNikodym derivative lies in L q (X) where q is the dual exponent). So this is one possible area that could be worth investigating.
Remark 10.1 (Relation to the Wasserstein metric). It would in many respects be natural to look at X = {η/ η : η ∈ X} rather than X itself, in particular considering the formula for F f . Then X is a space of probability measures, and one could introduce a metric on this set. Let us for an element η ∈ X define η = 1 η η ∈ X. We recall that the Wasserstein 1-metric W 1 can be defined as follows:
This is in some sense the classical mass transport metric, and our metric will somehow be a type of mass transport metric on X.
It is clear from Proposition 6.17 that along a curve η ∈ R(X) we have d M (η(s), η(t)) = |s − t| ≥ W 1 ( η(s), η(t)).
A couple of properties of d M that we use extensively is first that in case η and ν are close in the metric d M then so are their total variations (in X of-course all measures are probability measures, but we need control of the size compared to µ for our construction). The point is that if η = ν then
It may be worthwhile to note that if we for instance work with X = R and µ Lebesgue measure, and we were to use a metric such that η(t) = µ| [0,1+t] belonged to R(X), then for any continuous function f we would have This sort of phenomenon is obviously something we need to avoid, and hence some kind of control of the total variations of η compared to µ seems necessary. Furthermore the decomposition results such as that in Proposition 4.17 was also crucial to us. Let us here compare the situation with W 1 by studying some curves on the real line. So let X = R with Lebesgue measure µ. If we start by studying η(t) = η(t) = µ| [t,1+t] , then it is easy to see that indeed d M (η(t), η(0)) = W 1 ( η(t), η(0)) = t.
If we instead look at ν(t) = ν(t) = µ| [0,1/2] + µ |1/2+t,1+t] , then d M (η(t), η(0)) = t, but W 1 ( η(s), η(0)) = t/2. It certainly would be very interesting to investigate if it is possible to develop this theory in some similar way on X instead (apart form the obvious way by identifying η with η and lifting all the structure to X), and see which metrics one could use. In particular considering that the Wasserstein metric comes up (but for very different reasons) in certain recent developments in connection with analysis in metric measure spaces, such as for instance in [1] .
Possibly there is a simpler description of the metric d M (or some similar metric for which the above type of construction also work), which could have been easier to handle than the hands-on definition that was used in this article.
Future developments:
The first challenge that needs to be investigated for these spaces seems to be in which situations there are plenty of curves in X so that a reasonable theory can be expected. From the results in this paper it is more or less clear that we do have plenty of curves in the following situations:
• weighted R n for weight functions which locally are bounded from below by some positive constant, • weighted R n for continuous weight functions, • Riemannian manifolds.
However even for more difficult weight functions on R n it is not self-evident how many curves exists.
Another obvious challenge is to see how these spaces are related to other types of Sobolev spaces such as the Newtonian ones in other settings than merely R n . If the spaces seems to be of sufficient interest it is then also possible to look at finer properties of functions in them, Poincarée inequalities and to develop potential theory in this setting.
Finally it would be interesting to develop the theory in a point-free way, axiomatising the set X in a suitable manner.
