While complex behavior can be generated through simple systems, as in chaotic and nonlinear systems, complex systems are found where a systems study contains multiple physical objects and interactions. Through the use of hierarchy, we are able to simplify and organize the complex system. Every level within
the hierarchy may be refined into another level. System abstraction involves simplification through structural system representation as well as through behavioral approximations of executed model structure. There has been little work on creating a unified taxonomy for model abstraction.
We present such a taxonomy and define two major sub-fields of model abstraction, while illustrating both sub-fields through detailed examples.
The introduction of this taxonomy provides system and simulation researchers with a way in which to view and manage complex systems.
INTRODUCTION
Real world dynamic systems involve a large number of variables and interconnections.
Abstraction is a technique of suppressing details and dealing instead with the generalized, idealized model of a system. The need of abstract models and traversing levels of abstractions are essential as complex models are used in practice.
Computational efficiency and representational economy are main reasons of using abstract models in simulation (Fishwick 1987; Fishwick 1989; Zeigler 1972) and well as in programming languages (Berzins et al. 1986; Booth 1991) .
Although many diverse areas employ abstraction methods, no agreed-upon taxonomy has been developed to categorize and structure them with underlying characterization of a general approach. Our goal is to clarify how abstraction methods relate to each other under a uniform taxonomy.
We define system abstraction to be one of two types: behavioral or structural.
In most cases, one should explore both of these methods when constructing systems. For instance, when a system is first being designed, one should construct it hierarchically, with simple system types at first, graduating to more complex model types later.
Structural abstraction corresponds to this iterative procedure (Fishwick and Lee 1996; Fishwick 1996a; Fishwick 1996c) . After creating the hierarchy, we may want to isolate abstraction levels, so a level can be executed apart from the rest of hierarchy with no detailed internal structure. This is where the behavioral approaches are employed.
In depth discussions of each abstraction technique follow in the subsequent sections.
Our contribution is the formulation of a taxonomy capturing two types of abstraction, which have generally been overviewed in separate disciplines. (Fishwick 1991; Fishwiclc and Zeigler 1992; Fishwick 1993; Fishwick et al. 19!14) , wlich provides a way of structuring a heterogeneous and homogeneous set of model types together so that each type performs its part, and the behavior is preserved as levels are mapped (Fishwick 1988; Zeigler 1972; Zeigler 1990 ). Heterogeneous-structural abstraction is equivalent to multimodeling in the sense that we abstract a system structurally using homomorphic relationships of one level to another, providing multiple level abstractions.
While the multimodal alpproach is sound for well-structured models defined in terms of state space functions and set-theoretic components, selecting system components in each level are dependent on the next-lowest level. ThhI implies that we are unable to run each level independently.
It is possible, to obtain output for any abstraction level but, nevertheless, the system model must be executed at the lowest levels of the hierarchy.
A new definition and methodology are needed to better handle abstraction of systems and components. Behavioral abstraction is where a system is abstracted by its behavior.
We replace a system component with something more generic that approximates, to some degree of accuracy, the behavior of the system component at its refined levels. Therefore, discarding the refined levels that define a system component will still result in a complete behavioral description of a system (Fishwick and Lee 1996) . By incorporating behavioral abstraction approaches into nmltimodeling allows each level to be understood independently of the others. This is why we put multimodeling on the top of our taxonomy.
We have two approaches of specifying system behavior: that behavior predicted by the model coincides with measurements from the real system. Parameter estimation procedure provides a search through parameter space, effectively, to achieve a close-to optimal The input reflects the state of the knob, which serves to specify external events for the system.
The output defines the temperature of the water over time. Newton's law of cooling states that Rqh = AT = T1 -Tz where T1 is the temperature of the source (heating element), and T2 is the temperature of the water. qh is heat flow. Since T2 is our state variable we let T = T2 for convenience. By combining Newton's law with the capacitance law, and using the law of capacitors in series, we arrive at:
The structural approach to system abstraction for the boiling water is defined in a recent text (Fishwick 1995) where the boiling water is included as a sub-system within a system of two flasks and a human operator who mixes the flasks once the liquids are boiling.
In the structural abstraction approach to systems, we first need to define our levels of abstraction and then choose which models types to use at each level. We show part of the multimodal in In the static approach, we're interested only in the final (i.e., steady state) temperature of the water. Our two inputs are: (1) total amount of elapsed time for the input trajectory and (2) integral value of the input trajectory integrated over time.
The output is the temperature of the water at the elapsed time. A graph of elapsed time versus temperature is shown in Figure 5 . This information is obtained directly from the underlying simulation of the boiling water system.
We chose a subset of all possible input time trajectories in such a way that some nonlinearity was introduced into the graph in Figure 5 . This was done to challenge the behavioral parameter estimation methods in creating a good fit. This explains why Figure 5 contains a small area of discontinuity yin the region between steady state temperature values of 20 and 40.
We will use linear regression to exemplify the static approach. In general, a polynomial fit to data in vectors x and y is a function p of the form: 
. +dn~q-nd
The numbers nb, nc, nd and nf are the orders of the respective polynomials and q is the shift operator.
The number nk is the number of delays from input to output. ters. For example, too large a value for a parameter results in computational difficulties to generate~(t), while too small a value results in a rough estimation. We often had to tune parameters by hand in order to get a good approximation.
EXAMPLE II: HEMATOPOIESIS MODEL
Though the abstraction methods discussed so far were good at linear system abstraction, non-linear system abstraction involves more complex behavior mapping. In this section, we show how these abstraction methods perform under non-lineax conditions.
Our model deals with the regulation of hematopoiesis, the formation of blood cell elements in the body. Hematopoiesis is the process of blood creation in the body. White and red blood cells are produced in bone marrow. From the marrow they enter the blood circulatory system. As the oxygen level decreases in the body, there is a feedback back to the bone marrowwhich produces more cells. (1) with a discrete model of the form where f is a nonlinear function to be estimated with order na: P(t) = j(P(t -1), . ...P(t -na)) Small sampling period for the discretization makes the order of the discrete model very high due to the long dependence of P(t) on P(t -20), which results in numericaJ difficulties to compute the optimal function of~. Therefore, increasing sampling period is needed as long as the discretization is not too The ADALINE neural network for the hematopoiesis model performs abstraction aa shown in Figure 11. An ADALINE neural network takes initial weights and biases, an input signal and a target signal, and then filters the signal adaptively based on 
CONCLUSIONS
We have presented a new taxonomy for model abstractions in dynamic systems. The taxonomy of abstraction types, with multimodeling at the top level, is constructed by model engineering perspective: when.. a system is first being developed, one should use structural abstraction to organize the whole system hierarchically with simple system types, and then graduate to more complex model types. Below the structural abstraction, each component is black-box with no detailed internal structure. Behavioral abstraction is used to represent those black-boxes by approximating the behavior of the system components. By combining structural and behavioral abstraction together, each level of abstraction is independent from the lower abstraction levels, so a level can be executed apart from the rest of the hierarchy. These two concepts: structural and behavioral abstraction are blended together to form a comprehensive taxonomy.
In addition to the taxonomy, we discussed several abstraction methods according to the categories they belong to and showed how they perform in linear and nonlinear system abstractions.
We felt it important to provide both linear and nonlinear models since one technique may fare well for one type of system and then poorly on the other.
Given that we have developed this taxonomy, a good question is "What to do with it?" We are developing a system called MOOSE (Fishwick 1996b), standing for multimodeling object oriented simulation environment, in which the taxonomy is to be applied. MOOSE models are constructed using a graphical user interface which begins with the user specifying an object oriented class hierarchy.
This procedure takes advantage of structural abstraction. For exploiting behavioral model abstraction, our current plans are to provide two or three basic techniques and allow the user to choose which they would like. Moreover, we are developing a semi-automated approach to developing behavioral abstractions of multimodal components which can benefit most from the computational gain afforded by not having to simulate at the lowest level.
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