Abstract-Random Number Generators play a critical role in a number of important applications. In practice, statistical testing is employed to gather evidence that a generator indeed produces numbers that appear to be random. In this paper, we reports on the studies that were conducted on the compressed data using 8 compression algorithms or compressors. The test results suggest that the output of compression algorithms or compressors has bad randomness, the compression algorithms or compressors are not suitable as random number generator. We also found that, for the same compression algorithm, there exists positive correlation relationship between compression ratio and randomness, increasing the compression ratio increases randomness of compressed data. As time permits, additional randomness testing efforts will be conducted.
INTRODUCTION
andom number generators are an important primitive widely used in simulation and cryptography. Generating good random numbers is therefore of critical importance for scientific software environments.
There are many different ways to test for randomness, but all of them, in essence, boil down to computing a mathematical metric from the data stream being tested and comparing the result with the expectation value for an infinite sequence of genuinely random data. Output from well-designed pseudo-random number generators should pass assorted statistical tests probing for nonrandomness.
This paper describes how the output for each of the lossless data compressors was collected and then evaluated for randomness. It discusses what was learned utilizing the NIST statistical and the Diehard tests and offers an interpretation of the empirical results. In Section 2, the randomness testing experimental setup is defined and described. In Section 3, the empirical results compiled to date are discussed and the interpretation of the test results is presented. Lastly, a summary of lessons learned is presented.
METHODOLOGY

Test files
We carried out random tests on the contents of five corpora: the Calgary Corpus [1] , the Canterbury Corpus [1, 2] , the Maximum Compression Corpus, the 100MB file enwik8, and the HitIct corpus.
Two well-known data sets, the Calgary corpus and the Canterbury Corpus, are used by researchers in the universal lossless data compression field. Over the years of using of these two corpora some observations have proven their important disadvantages. The most important in our opinion are: the lack of large files and an overrepresentation of English-language texts. In order to avoid the two disadvantages, we introduced three other data sets: the Maximum Compression Corpus, the 100MB file enwik8, and the HitIct corpus.
The Maximum Compression benchmark [3] is a website maintained by Werner Bergmans. It uses two data sets, one public and one private. The Maximum Compression Corpus is the public data set of MaximumCompression, which consists of about 55 MiB in 10 files with a variety of types: text in various formats, executable data, and images. The enwik8 [4] is the first 100,000,000 characters of a specific version of English Wikipedia. The HitIct corpus [5] is a Chinese Corpus which consists of 10 files derived from the application of Chinese.
Four basic compression algorithms and four popular compressors were tested, namely Huffman coding, arithmetic coding, LZSS and LZW which adapted from the related codes of the data compression book [6] , PPMVC [7] , WinZip 12.1, WinRAR 3.90 and WinRK 3.12.
We harnessed and analyzed the five different sets of data (compressed using different algorithms/compressors) for each of these algorithms.
Randomness tests
Randomness is a probabilistic property; the properties of a random sequence are characterized and described in terms of probability. There are an infinite number of possible statistical tests, each assessing the presence or absence of a pattern which, if detected, would indicate that the sequence is non-random. Because there are so many tests for judging whether a sequence is random or not, no specific finite set of tests is deemed complete. In this pa- per, we will focus on the NIST 800-22 statistical test suite and the Diehard test suite.
The NIST Statistical Test-Suite
NIST has developed a suite of 15 tests to test the randomness of binary sequences produced by either hardware or software based cryptographic random or pseudorandom number generators. The tests have been documented in NIST Special Publication (SP) 800-22, " A Statistical Test Suite for Random and Pseudorandom Number Generators for Cryptographic Applications" [8] .
These tests focus on a variety of different types of nonrandomness that could exist in a sequence. The publication and the associated tests are intended for individuals who are responsible for the testing and evaluation of random and pseudorandom number generators, including (P)RNG developers and testers. SP 800-22 provides a high-level description and examples for each of the 15 tests, along with the mathematical background for each test. The 15 tests are listed in Table 1 [14] . 
Random Excursions Test
Deviation from the distribution of the number of visits of a random walk to a certain state.
Random Excursions Variant Test
Deviation from the distribution of the total number of visits (across many random walks) to a certain state.
Serial Test
Non-uniform distribution of m-length words. Similar to Approximate Entropy.
Linear Complexity Test
Deviation from the distribution of the linear complexity for finite length (sub)strings.
The NIST framework is based on hypothesis testing. A hypothesis test is a procedure for determining if an assertion about a characteristic of a population is reasonable. In this case, the test involves determining whether or not a specific sequence of zeroes and ones is random.
For each statistical test, a set of P-values is produced. The P-value is the probability of obtaining a test statistic as large or larger than the one observed if the sequence is random. Hence, small values are interpreted as evidence that a sequence is unlikely to be random. The decision rule in this case states that "for a fixed significance value α, a sequence fails the statistical test if it's P-value < α." A sequence passes a statistical test whenever the P-value ≥ α and fails otherwise. If the significance level α of a test of H 0 (which is that a given binary sequence was produced by a random bit generator.) is too high, then the test may reject sequences that were, in fact, produced by a random bit generator (Type I error). On the other hand, if the significance level α of a test of H 0 is too low, then there is the danger that the test may accept sequences even though they were not produced by a random bit generator (Type II error). It is, therefore, important that the test be carefully designed to have a significance level that appropriate for the purpose at hand. However, the calculation of the Type II error is more difficult than the calculation of α because many possible types of non-randomness may exist. Therefore, NIST statistical test suite adopts two further analyses in order to minimize the probability of accepting a sequence being produced by a good generator when the generator was actually bad. First, For each test, a set of sequences from output is subjected to the test, and the proportion of sequences whose corresponding Pvalue satisfies P-value ≥ α is calculated. If the proportion of success-sequences falls outside of following acceptable interval (confidence interval), there is evidence that the data is non-random.
(1) where = 1 -, k = 3 is the number of standards deviations, and n is the sample size. If the proportion falls outside of this interval, then there is evidence that the data is non-random.
Second, the distribution of P-values is calculated for each test. If the test sequences are truly random, P-value is expected to appear uniform in [0, 1). NIST recommends to χ 2 test by interval between 0 and 1 is divided into 10 sub-intervals. This is the test of uniformity of P-value. The degree of freedom is 9 in this case. Define F i as number of occurrence of P-value in i th interval, s is the number of sequences, then χ 2 statistics is given as bellow.
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The P-value of P-values is calculated such that P-value = igamc (9/2, χ 2 /2), where igamc is the incomplete gamma function. If P-value ≥ 0.0001, i.e., the acceptance region of statistics is χ 2 ≤ 33.72, and then the set of P-values can be considered to be uniformly distributed.
The Diehard Test-Suite
The Diehard tests are a battery of statistical tests for measuring the quality of a set of random numbers. They were developed by Professor George Marsaglia of Florida State University over several years and first published in 1995 on a CD-ROM of random numbers. The DIEHARD suite of statistical tests [9] consists of 18 tests. These tests are exquisitely sensitive to subtle departures from randomness, and their results can all be expressed as the probability the results obtained would be observed in a genuinely random sequence. Probability values close to zero or one indicate potential problems, while probabilities in the middle of the range are expected for random sequences.
EMPIRICAL RESULTS & ANALYSIS
In this section, we show the results of statistical test for the 5 corpora. Randomness can be defined only statistically over a long sequence, it is impossible to comment the randomness of a bit sequence with a single bit sample, so we performed the above two tests many times. We constructed five other test files as follows: encoded all the test files using different compression algorithms or compressors, since many compression techniques add a somewhat predictable preface to their output stream, we skip the 1024 bytes of the beginning of the compressed sequence, and then concatenated them into one file. For each statistical test, further analyses are conducted. Table  2 highlights these categories of data. Constructed by merge all files in five corpora compressed using eight different algorithms / compressors.
*Except the random excursion (variant) test
Tests with the NIST Statistical Test Suite
The NIST Statistical Test Suite consists of 15 core statistical tests that, under different parameter inputs, can be viewed as 189 statistical tests. Each P-value corresponds to the application of an individual statistical test on a single binary sequence. Randomness testing was performed using the following strategy: Input parameters such as the sequence length and significance level were set at 2 20 bits and 0.01, respectively. For each binary sequence and each statistical test, a Pvalue was reported and a success/failure assessment was made based on whether or not it exceeded or fell below the pre-selected significance level. For each statistical test and each test file, two evaluations were made. First, the proportion of binary sequences in a test file that passed the statistical test was calculated. Second, an additional Pvalue was calculated, based on a χ 2 test applied to the Pvalues in the entire sample to ensure uniformity. For both measures described above, an assessment was made. A sample was considered to have passed a statistical test if it satisfied both the proportion and uniformity assessments.
Frequency (Monobit) Test
For a truly random sequence, any value in a given random sequence has an equal chance of occurring, and various other patterns in the data should be also distributed equiprobably, i.e. have a uniform distribution. The focus of the Monobit test is the proportion of zeroes and ones for the entire sequence. The purpose of this test is to determine whether the number of ones and zeros in a sequence are approximately the same as would be expected for a truly random sequence.
NIST recommends that the Monobit test should be applied first, since this supplies the most basic evidence for the existence of non-randomness in a sequence, specifically, non-uniformity. All subsequent tests depend on passing this test. If the results of this test support the null hypothesis, then the user may proceed to apply other statistical tests.
For this test, the zeros and ones of the input sequences are converted to values of -1 and +1 and are added together to produce: S n = X 1 + X 2 + … + X n where X i = 2* *i -1. Fox example, if = 1100101101, then n = 10 and S n = 1 + 1 + (-1) + (-1) + 1 + (-1) + 1 + 1 + (-1) + 1 = 2. Table 3 shows the results of NIST Monobit test for eight test files. All eight files are failed. However, the test files generated by arithmetic algorithm (PPMVC use arithmetic coding to encode the actual selected symbol) have higher success rates (0.7380 for arithmetic coding and 0.7817 for PPMVC respectively). The minimum pass rate is approximately = 0.980356 for a sample size = 958 binary sequences. The minimum pass rate is approximately = 0.976885 for a sample size = 518 binary sequences. The minimum pass rate is approximately = 0.973155 for a sample size = 314 binary sequences. It can be seen from figure 1, for all the compression algorithms/compressors, the number of ones and zeros in their output are not uniform. We also notice from figure 1 that the output of the WinZip, WinRAR, PPMVC and WinRK is much closer to uniform than other algorithms. As can be seen from figure 2 that WinZip, WinRAR, PPMVC and WinRK have a lower standard deviation than arithmetic coding, Huffman, LZW and LZSS, it indicates that the their proportion differences tend to be very close to the mean (close to zero), whereas the proportion differences of the arithmetic coding, Huffman, LZW and LZSS are spread out over a large range of values. It seems that the distribution of zeros and ones is much more close to uniform with the increase of the compression ratio. Table 4 shows the results of eight test files. For every test file, the first column shows the P-value's uniformity of each test, the second column shows the passing ratio of each test. All eight test files do not pass the NIST test suite. The two test file pmv and winrk pass 4 tests of all 15 NIST tests, and they seem to be more random than other test files. It is also noted that all 15 tests are not passed for the two test files huff (the output of Huffman Coding) and lzwj (the output of LZW). The reason will be explained later.
More NIST Test Results
TABLE 4. NIST TEST RESULTS OF EIGHT TEST FILES (THE √ SYMBOL DENOTES PASS, 'BLANK' DENOTES FAIL)
Test Name ari huff lzssj lzwj zip rar pmv winrk
Information included in data stream at least has 4 features: statistical, syntax or grammar (the arrangement of symbols to form a message and the structural relationships between these symbols.), semantics (which is to do with the range of possible meanings of symbols, dependent on their context the content specify, i.e. its meaning), pragmatics (The context wherein the symbols are used. Different contexts can result in different meanings for the same symbols.).
There are two kinds of redundancy contained in the data stream: statistics redundancy and non-statistics redundancy. The non-statistics redundancy includes redundancy derived from syntax, semantics and pragmatics. Order-1 statistics-based compressors compress the statistics redundancy, higher order statistics-based and dictionary-based compression algorithms exploit the statistics redundancy and the non-statistics redundancy. For example, the strong dependency between adjacent symbols of normal text is usually expressed as a Markov model, with the probability of the occurrence of a particular symbol being expressed as a function of the preceding n symbols.
Huffman coding uses a variable-length code table to encode a symbol where the variable-length code table has been derived in a particular way based on the estimated probability of occurrence for each possible value of the symbol. Huffman coding only reduce coding redundancy, it has nothing to do with information redundancy but with the representation of information, i.e., coding itself. Although the binary digits of Huffman coding's output are nearly evenly distributed it still maintains the statistical characteristics of the original data at symbol level, that is, the symbol probability distribution between the variable-length coded symbols of compressed data and the fixed-length coded symbols of original data is identical.
Arithmetic coding is a form of variable-length entropy encoding that converts a string into another representation that represents frequently used characters using fewer bits and infrequently used characters using more bits, with the goal of using fewer bits in total. As opposed to other entropy encoding techniques that separate the input message into its component symbols and replace each symbol with a code word, arithmetic coding encodes the entire message into a single number, a fraction n where (0.0≤ n < 1.0). Arithmetic coders produce near-optimal output for a given set of symbols and probabilities. Compression algorithms that use arithmetic coding (such as PPM, BWT) start by determining a model of the databasically a prediction of what patterns will be found in the symbols of the message. The model is a prediction algorithm which maintains a statistical model of the data stream. The Huffman coding or the Arithmetic coding is merely a coding scheme, its compression ratio depends on the modeling approach used. The more accurate this prediction is, the closer to optimality the output will be. It can be seen from our experimental results, for Huffman coding and Arithmetic coding, that there is no correlation between their compression ratio and the randomness of their output.
In LZSS, the encoded file consists of a sequence of items, each of which is either a single character (literal) or a pointer of the form (index, length), the probability distribution of index values is near uniform. LZSS undermines the statistical characteristics contained by the original data stream. However, LZSS can produce new statistical characteristics for the compressed data. The literal values have the characteristics of uneven probability distribution which is different from original data, and so do the length values.
LZW builds a string translation table from the text being compressed. The string translation table maps fixedlength codes to strings. LZW replaces strings of characters with single codes. Under LZW, the compressor never outputs single characters, only phrases. LZW altered the statistical characteristics held by the original data stream. However, by the characteristics of original data, which include data locality and semantic or syntactic attribute, the compressed data produces new statistical characteristics and KCC attribute stemmed from the original data stream.
Altogether, it can be concluded from the experimental results that the output from all the lossless compression algorithms/compressors has bad randomness and increasing the compression ratio can increase the randomness of compressed data.
Tests with the Diehard Test-Suite
The DIEHARD has 18 tests and each test has some Pvalue. The Diehard test suite was run on a file of at least 80 million bits, so we split our test files into pieces of 11,468,800 bytes. The column of number of pieces in table 2 highlights the split results. There are 220 P-value in a set of DIEHARD so that total number of P-Value is 56 × 220 = 12320 because we test 56 times (The 8 test files split into 56 pieces).
Although the Diehard test suite is one of the most comprehensive publically available sets of randomness tests, unfortunately passing the Diehard tests is not very well defined since Dr. Marsaglia does not provide concrete criteria. Intel [10] assumed that a test is considered failed if it produces a P-value less than or equal to 0.0001 or greater than or equal to 0.9999. It results in a 95% confidence interval of P-values between 0.0001 and 0.9999. This method was used for our testing. The Diehard test results are summarized in Table 6 . If multiple P-values are in those results, the worst case value is presented. We can see from table 6 above, the test file huff, lzwj, lzssj, ari and zip only pass 1 to 3 tests of the 18 Diehard tests, i.e., the output of Huffman coding (Winzip is a combination of LZ77 and Huffman coding), Arithmetic Coding, LZSS and LZW is non-random. This is consistent with the NIST test. The test file rar, winrk and pmv pass most of the tests in Diehard. In order to further investigate their randomness, we must consider the distribution of the P-value.
As far as the P-value is concerned, the central limit theorem does not apply, and large samples do not converge in probability. For a good random number generator, P-values from tests will be uniformly distributed. The distribution of the P-values from the Diehard suite of tests is shown below. Uniformity may also be determined via an application of a χ2 test. Table 8 shows the valuation of P-value's uniformity of the 3 test files, the statistics is given by equation (2). Each Diehard test produces one or more P-values. A Pvalue can be considered good, bad, or suspect. To investigate the randomness of different test files some kind of overall quality metric is needed to convert the sets of Pvalues produced by test batteries into a single measure, allowing relative comparisons. Meysenburg et al [11, 12, 13] proposed a scheme which assigns a score to a P-value as follows: if p 0.998 or p 0.002 then it is classified as bad, if 0.95 p < 0.998 or 0. 002 p < 0.05 then it is classified as suspect. All other P-values are classified as good. The formula used to calculate scores is:
Observed
For each test file, the scores for each test were summed, and the total for each test file is the sum of all the test scores for that test file. Using this scheme, high scores indicate a poor randomness and low scores indicate a good randomness. The results for each test are given in table 9 . If the test file is split into multiple pieces, the worst piece is presented. 
Test Name
Max Score huff ari lzwj lzssj zip rar pmv winrk
