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1. Introduction
Branching-Markov Processes (BMP) were introduced by Hwang and Basawa [15]. A BMP is a tree-indexed process where
the tree-index is generated by a branching process {Zt , t = 0, 1, 2, . . .} with Zt denoting the tth generation size. Let
Xt(j), j = 1, 2, . . . , Zt and t = 0, 1, 2, . . . denote a (k×1) vector of observations on the jth individual in the tth generation.
The process {Xt(j)} is a BMP provided it satisfies a certain Markovity and conditional independence conditions. See [15],
abbreviated as HB, hereafter, for details. When Zt = 2t , the index reduces to a deterministic binary tree, and the process
{Xt(j)} then reduces to a bifurcatingmodel. Refer to, among others, Cowan and Staudte [6], Basawa and Zhou [3], Guyon [12]
and Bercu et al. [4] with references therein for comprehensive treatments on bifurcating processes.
The main goal of this paper is to study asymptotic optimal estimators and tests for the model parameters. Martingale
estimating functions are used as a basic framework for inference. It will be shown that the BMP belongs to the local
asymptotic mixed normal (LAMN) family. See [2] for a review of LAMN processes and related asymptotic inference. HB have
discussed a law of large numbers and a central limit theorem for univariate BMP. These limit results and their multivariate
extensions are used in this paper to derive efficient estimators and tests. The limit distributions of the estimators turn out
to bemixtures of normals rather than normal. The likelihood ratio test, for instance, has a mixture of non-central chi-square
distributions under the alternative hypothesis. Since the limiting Fisher information matrix for the BMP is random, the
efficiency criteria for both estimators and tests need to be modified.
Multivariate BMP is introduced with some motivating examples in Section 2. In Section 3, asymptotic properties of
martingale estimating functions for the BMP are established. It is shown that the score function provides estimates having
‘‘minimum asymptotic variance’’ among martingale estimating functions. Section 4 is concerned with the LAMN property
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Fig. 1. A bivariate (k = 2) BMP.
for the BMP class and related efficient tests. It is also verified from the LAMN property that the classical tests such as the
Score test, Wald test and likelihood ratio test have a mixture of non-central chi-square distributions under a sequence of
local alternatives. Section 5 deals with the case of composite hypotheses and two related examples: a test for conditional
independence and a test for interaction (or feedback) between components in Xt(j) are illustrated. Concluding remarks are
presented in Section 6.
2. Multivariate branching-Markov processes and some examples
This section reviews the definition and some useful examples of BMP, and then collects preliminary results which will be
needed later. Here, multivariate version will be presented while only univariate BMP class is discussed in HB. Let Zt denote
the generation size of the tth generation (t = 0, 1, 2, . . .) with Z0 = 1. Suppose that {Zt} follows a standard super-critical
Galton–Watson (G–W) branching process for which E(Z1) = m > 1 and Var(Z1) = σ 2 > 0 where m and σ 2 are the
offspring mean and variance respectively. Assume further that P(Z1 = 0) = 0 so that {Zt} does not become extinct. It then
follows that there exists a random variable W to which Zn/mn converges almost surely as n → ∞, and P(W > 0) = 1
(cf. Proposition 2.1 in HB). Refer to, e.g., [11] for a comprehensive treatment on branching processes. Define a sequence of
constants δn given by
δn = mn+1/(m− 1), m > 1. (2.1)
Proposition 1. As n goes to infinity, there exists a random variable W such that
(i) Zn/mn
a.s.−→ W satisfying P(W > 0) = 1, E(W ) = 1 and Var(W ) = σ 2/m(m− 1).
(ii) δ−1n
∑n
t=1 Zt
a.s.−→ W.
Note that (ii) can be verified from (i) via Toeplitz’s Lemma. Here and in what follows standard notations (a.s.),
a.s.→, d→ and
p→ denote respectively ‘‘with probability one’’, ‘‘almost sure convergence’’, ‘‘convergence in distribution’’ and ‘‘convergence in
probability’’.
Let Xt(j) denote a k-variate vector of random variables on the jth individual belonging to the tth generation for which
t = 1, 2, . . . and j = 1, 2, . . . , Zt . In the notation Xt(j), the subscript t indicates the tth generation. It is assumed that {Xt(j)}
and {Zt} are mutually independent. The observation process is given by
{(Zt , Xt(j)); t = 1, 2, . . . , j = 1, 2, . . . , Zt}
with initial observation X0(1) on Z0 = 1. Denote the σ -field generated by observations up to generation t by Ft defined by
Ft = σ {(Zs, Xs(1), . . . , Xs(Zs)), s = 1, 2, . . . , t}.
Fig. 1 shows an example of a bivariate (k = 2) BMP where Xti(j) represents the ith component of the bivariate vector
Xt(j), i = 1, 2. For example, (Xt1(j), Xt2(j))may have (blood pressure, cholesterol level), (dose of a drug, time to response)
and (lifetime, protein content) of a cell and (height, weight) etc.
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We shall use Xt−1(t(j)) to denote the observation vector on the immediate parent of the jth individual at tth generation.
It is noted that Xt−1(t(j)) is an observation vector made in (t − 1)th generation. As an illustration, in Fig. 1, note that
Z1 = 2, Z2 = 5, Z3 = 8; x2(3(8)) = x2(5), x1(2(3)) = x1(1).
Let pθ (·|·) denote a conditional density indexed by a p × 1 vector of parameter θ . To formulate the model, certain
assumptions will be made throughout, viz., Markovity and Conditional Independence.
(M) Markovity: The conditional density of Xt(j), given Ft−1 and Zt , depends only through the immediate parent observation
Xt−1(t(j)), i.e.,
pθ (xt(j)|Ft−1, Zt) = pθ (xt(j)|xt−1(t(j))), j = 1, 2, . . . , Zt . (2.2)
(CI) Conditional independence: Conditionally on Ft−1 and Zt , observation vectors on tth generation ; {Xt(j), j = 1, 2, . . . , Zt}
are independent.
A concept of ‘‘pathwise-stationarity’’ needs to be introduced for the BMP. A multivariate BMP is said to be pathwise-
stationary if (k×1vector-valued)Markovprocess alongwith arbitrarily chosen ancestral path of the BMP is strictly stationary
and ergodic, and the stationary distribution continues to be the same as for all ancestral paths. Refer to HB for the case of
univariate BMP. Markovity assumption (M) ensures that any ancestral path of the BMP constitutes a Markov process with
homogeneous transition density pθ (·|·) defined in (M). It will be assumed throughout that
(PS) Pathwise-stationarity: The BMP {Xt(j)} is pathwise-stationary in the sense above, and hereafter probabilistic statements
such as E(·) and Var(·) are made under the stationary distribution.
Remarks. A strictly stationary process is called ergodic if every invariant event has probability zero or one (cf. e.g.,
[5, p. 119]). Thus, ergodic strictly stationary process enables us to apply the ergodic theorem to the process. Let Xt−i(t(j))
denote the ith ancestor of Xt(j) so that {Xt−i(t(j)), i = 1, 2, . . . , t} constitutes ancestral path of the Xt(j). Fix l = 1, 2, . . . .
It then follows from (PS) that for any t, s, j and u
(Xt−1(t(j)), . . . , Xt−l(t(j)))
d= (Xs−1(s(u)), . . . , Xs−l(s(u)))
where d= represents ‘‘equals in distribution’’. The equality in distribution above holds conditionally on the underlying
branching process and in turn it continues to be valid unconditionally. Refer to Lemma 2.1 in HB. For BMP, ergodicity issue
may be important since we usually have large sample size while having relatively small number of generations. It will be
desirable for the Markov process from a particular path of the BMP to have a good rate of ergodicity. If it is geometrically
ergodic, then it admits a unique stationary distribution and the Markov process is indeed strictly stationary when it starts
with the stationary distribution. On the other hand, if the Markov process has the initial non-stationary distribution or the
initial value is a fixed constant (this is often the case we encounter with Markov processes), the process is asymptotically
strictly stationary (cf. [5, Section 7.2]) so that the ergodic theorem continues to be valid regardless of the initial value with a
good rate of convergence under geometric ergodicity of the Markov process (cf. [8] in the context of Markovian time series).
We refer to, for instance, [21] for a unified approach for proving geometric ergodicity in time series. Some useful models
belonging to the multivariate BMP class are illustrated below. Refer to HB for examples of univariate BMP (k = 1).
Example 1 (Multivariate Branching-Autoregressive Processes). Consider the k-variate process {Xt(j)} defined by
Xt(j) = φ0 + ΦXt−1(t(j))+ ϵt(j) (2.3)
where {ϵt(j), t = 1, 2, . . . and j = 1, 2, . . .} are i.i.d. k variate normal random vectors with mean zero and covariance
matrix given byΣϵ of dimension k× k. Here φ0 is a constant vector of size k and Φ denotes k× kmatrix of constants. The
model (2.3) may be referred to as a multivariate branching-autoregression (B-AR). Regarding assumptions, (M) is satisfied
due to i.i.d. property of {ϵt(j)} and the defining Eq. (2.3). It is noted that the corresponding transition density is given by a k
variate normal density with mean vector φ0+Φxt−1(t(j)) and the covariance matrixΣϵ . The (CI) assumption is immediate
from the i.i.d. property of {ϵt(j)}. For (PS), it is required that all k eigenvalues of Φ are less than one in modulus. See, e.g.,
[25, p. 352]. Then, the (pathwise) stationary distribution is seen to be normal with mean (I−Φ)−1φ0 and covariance matrix
given by Σϵ +∑∞i=1Φ iΣϵ(Φ i)T where I is an identity matrix and T is for denoting the transpose of a matrix. In particular
when Zt = 2t and k = 1, (2.3) reduces to a bifurcating autoregression (BAR, cf., [6]). To illustrate, consider k = 2 case with
φ0 = 0. Denoting the ith component of the vector Xt(j) by Xt,i(j), (2.3) reduces to
Xt,1(j)
Xt,2(j)

=

φ11 φ12
φ21 φ22

Xt−1,1(t(j))
Xt−1,2(t(j))

+

ϵt,1(j)
ϵt,2(j)

.
It is noted that there is no interaction (i.e., feedback) between the two components (or, traits) Xt,1(j) and Xt,2(j) in Xt(j) if
and only if φ12 = φ21 = 0. One then may be interested in testing
H : φ12 = φ21 = 0.
We will discuss asymptotically optimal tests for H in Section 5.
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Example 2 (Multivariate Branching Conditionally Heteroscedastic Autoregression). Let {Xt(j)} be generated by the equation
Xt(j) = Ht(j)1/2et(j) (2.4)
where {et(j), t = 1, 2, . . . and j = 1, 2, . . .} denote i.i.d. random vectors (k variate) with zero mean vector and identity
matrix as a covariance matrix. Also, Ht(j) represents conditional covariance matrix, that is, Ht(j) = Var(Xt(j)|Xt−1(t(j))) :
k × k, and Ht(j) = Ht(j)1/2Ht(j)1/2 where Ht(j)1/2 denotes the (symmetric) half matrix of Ht(j). The ith diagonal element
(i.e., conditional variance) ht,ii(j) of Ht(j) is formulated by ARCH (autoregressive conditional heteroscedastic) specification
(see [7])
ht,ii(j) = wi + αiX2t−1,i(t(j)), i = 1, 2, . . . , k (2.5)
where wi > 0 and αi ≥ 0. The off-diagonal element ht,uv(j), u ≠ v, of Ht(j) denotes conditional covariance of Xt,u(j) and
Xt,v(j), which is given by
ht,uv(j) = ρuv

ht,uu(j)

ht,vv(j) (2.6)
where −1 < ρuv < 1 is a constant which is free from t and j. Note that the conditional covariance ht,uv(j) is proportional
to the product of the corresponding conditional standard deviations and the proportionality parameter (given by ρuv) is
just a conditional correlation which is constant with respect to t and j. The formulation (2.6) is analogous to CCC (constant
conditional correlation) model which is frequently employed in the field of multivariate heteroscedastic time series (cf. [25,
Ch. 10]). The process {Xt(j)} defined by (2.4) and (2.5) can be referred to as a multivariate branching-ARCH model. Further
simplification in modeling ht,uv(j) can be made by setting ρuv = ρ for all u ≠ v. In this case the conditional correlation
matrix is positive definite if and only if−(k− 1)−1 < ρ < 1. For instance, tri-variate (k = 3) case requires a restriction of
−1/2 < ρ < 1. Then, conditional independence between the components in Xt(j)may be tested through
H : ρ = 0.
The test for conditional independence H : ρ = 0 will be discussed in Section 5.
Example 3 (Multivariate Branching Conditionally Linear Autoregressive Processes). Consider the multivariate B-AR in (2.3) for
which {ϵt(j)} is not necessarily Gaussian. It is noted that
E(Xt(j)|Ft−1) = φ0 + ΦXt−1(t(j)). (2.7)
Here, we do not require the autoregression specification (2.3) and this class of models is defined only through conditionally
linear mean specification (2.7), enlarging the class of models under consideration. For the univariate version, refer to HB.
See also [10] for various examples belonging to this family in the univariate time series context. For multivariate extension,
consider the following multivariate random coefficient branching-autoregressive process defined by
Xt(j) = φ0 + (Φ + Φt)Xt−1(t(j))+ ϵt(j) (2.8)
where Φ and {ϵt(j)} are defined as in Example 1 and {Φt} denotes i.i.d. zero mean sequence of k × k random coefficient
matrices which are independent of {ϵt(j)}. It is then obvious that (2.8) satisfies the conditionally linear mean specification
(2.7). To identify conditional covariance, define k2×k2 matrixΣΦ = E[Φt⊗Φt ]where⊗ stands for the Kronecker’s product
of two matrices. Since
Var(Xt(j)|Xt−1(t(j))) = E[ΦtXt−1(t(j))XTt−1(t(j))ΦTt |Xt−1(t(j))] +Σϵ
it follows that
vec[Var(Xt(j)|Xt−1(t(j)))] = vec[E[ΦtXt−1(t(j))XTt−1(t(j))ΦTt |Xt−1(t(j))]] + vec[Σϵ]
= ΣΦvec[Xt−1(t(j))XTt−1(t(j))] + vec[Σϵ] : k2 × 1 vector
where vec[A] stands for the column-vectorization operator of matrix A (cf. [23, Ch. 1], for the definition of vec operator).
Consequently, the conditional covariance is heteroscedastic, contrary to the multivariate B-AR in Example 1 for which
Var(Xt(j)|Xt−1(t(j))) = Σϵ .
Example 4 (Multivariate Thinning Model). Let Xti(j) denote the ith component of the vector Xt(j), i = 1, 2, . . . , k. Consider
the standard binomial thinning branching integer-valued AR(1) model defined by, for each i = 1, 2, . . . , k
Xti(j) =
X(t−1)i(t(j))
u=1
ξui(j)+ Zti(j) (2.9)
where {ξui(j)} is an i.i.d. Bernoulli random variables with success probability φi. We can introduce dependence between
the k components of Xt(j) via dependence among the innovations {Zti(j)}. Suppose that innovation vectors Zti(j) = (Zt1(j),
. . . , Ztk(j))T are i.i.d. k variate Poisson random vectors which are independent of the Bernoulli random variables {ξui(j)}.
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For instance, with k = 2, one may consider bivariate Poisson defined by
P(Zt1(j) = u, Zt2(j) = v) = e−(θ1+θ2+θ3)
min(u,v)−
i=0
θu−i1 θ
v−i
2 θ
i
3
(u− i)!(v − i)!i!
where u, v = 0, 1, 2, . . . and θ1, θ2, θ3 > 0. The marginal distributions of Zt1(j) and Zt2(j) are then Poisson with means
θ1 + θ3 and θ2 + θ3 respectively. Also, the covariance between Zt1(j) and Zt2(j) is given by θ3. Refer to, for instance, [3].
Example 5 (Multivariate Conditional Exponential Family). Consider the following (multivariate) conditional exponential
family defined through
pθ (xt(j)|xt−1(t(j))) = K(xt(j), xt−1(t(j))) exp[θ TU(xt(j), xt−1(t(j)))− β(θ, xt−1(t(j)))]
where U is a p× 1 vector of functions of xt(j) and xt−1(t(j)) for which there is no linear relationship between the elements
of U to ensure identifiability of the model (cf., e.g., [20, Ch. 1]). This class is rich enough to include conditional (multivariate)
normal, multinomial, Poisson, Gamma and exponential models (cf. [17] for various multivariate distributions). Refer to, for
instance, [18] for a comprehensive treatment on conditional exponential family. It is noted that compared to the earlier
Examples 1–4, this class does not require any AR-type specifications such as in (2.3), (2.4), (2.8) and (2.9).
3. Martingale estimating functions: asymptotic properties
We begin this section by discussing a broad class of martingale estimating functions that embrace various estimation
methods including least squares, quasi-likelihood, maximum likelihood and generalized method of moments. See for
instance [9,14] on various examples on martingale estimating functions. To develop asymptotics for the martingale
estimating functions, certain types of law of large numbers and central limit theorem essentially due to HB will be needed.
Although univariate versions are only presented in HB, those can be extended to cover multivariate BMP with minor
modifications and therefore limiting results related tomultivariate BMP classwill be stated omitting the proofs. Analogously
to univariate BMP, by imposing the same condition as (C.2) of HB, we will rule out the weird case where a single individual
asymptotically dominates the next generation. Thus, it will be assumed throughout that Eq. (3.6) in (C.2) of HB holds with
probability one.
Consider a real-valued function ft(j) which is a function of Xt(j) and its immediate parent observation vector Xt−1(t(j)).
Let us denote µ(f ) = E(ft(j))which is free from t and j due to pathwise-stationarity.
Lemma 3.1 (A strong law of large numbers for BMP). Under the finite second moment condition, i.e., E[ft(j)2] <∞, we have as
n goes to infinity
n−
t=1
Zt
−1 n−
t=1
Zt−
j=1
ft(j)
a.s.−→ µ(f ).
Let Dt(j) denote a (p× 1, say) vector of Xt(j) and Xt−1(t(j))which constitutes a martingale difference vector in the sense
of E(Dt(j)|Xt−1(t(j))) = 0. Some examples of Dt(j)will be discussed shortly.
Lemma 3.2 (A Central Limit Theorem for BMP). If the covariance matrixΣD of Dt(j) exists, i.e.,ΣD = E[Dt(j)Dt(j)T ] <∞, then
as n goes to infinity
n−
t=1
Zt
−1/2 n−
t=1
Zt−
j=1
Dt(j)
d−→ N(0,ΣD)
where T denotes ‘‘transpose’’.
Let ut(j) be a p × 1 vector of Xt(j), its immediate parent observation Xt−1(t(j)) and the parameter θ taking values in
p-dimensional Euclidean space. For instance,
ut(j) =
[
∂µt(j)
∂θ
]T
V−1t (j)(Xt(j)− µt(j)) (3.1)
where and in the followingµt(j) andVt(j) represent conditionalmean vector and conditional covariancematrix respectively,
viz.,
µt(j) = E(Xt(j)|Xt−1(t(j))) : k× 1 (3.2)
and
Vt(j) = Var(Xt(j)|Xt−1(t(j))) : k× k. (3.3)
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Notice that µt(j) and Vt(j) are Ft−1-measurable. Another example is
ut(j) =
[
∂µt(j)
∂θ
]T
(Xt(j)− µt(j)). (3.4)
Note that ut(j) in (3.1) corresponds to a quasi-likelihood score function (cf. [14]) and (3.4) is related to a conditional least
squares estimation. One may consider the likelihood score function by choosing ut(j) = lt(j) defined as
lt(j) = ∂ ln pθ (xt(j)|xt−1(t(j)))
∂θ
: p× 1. (3.5)
Note that E(lt(j)|Ft−1) = E(lt(j)|Xt−1(t(j))) = 0.
Consider a broad class of martingale estimating functions Un(θ) given by
Un(θ) =
n−
t=1
Zt−
j=1
ut(j) (3.6)
for which it will be assumed that E(ut(j)|Ft−1) = E(ut(j)|Xt−1(t(j))) = 0 which is fulfilled for (3.1), (3.4) and (3.5). In
particular when ut(j) = lt(j),Un(θ) reduces to the likelihood score function denoted by
Sn(θ) =
n−
t=1
Zt−
j=1
lt(j) (3.7)
where lt(j) is the derivative of the log-conditional density defined in (3.5). In what follows, the double summation∑n
t=1
∑Zt
j=1 will be shortened as
∑∑
for simplicity. Also,
∑
Zt represents
∑n
t=1 Zt .
Define p× pmatrices At(j), Bt(j) and Ct(j) as (it will be assumed throughout that At(j), Bt(j) and Ct(j) are finite)
At(j) = E(ut(j)lTt (j)|Ft−1) = E(−∂ut(j)/∂θ |Ft−1) (3.8)
Bt(j) = E(ut(j)uTt (j)|Ft−1) (3.9)
Ct(j) = E(lt(j)lTt (j)|Ft−1) = E(−∂ lt(j)/∂θ |Ft−1). (3.10)
Note that At(j) is possibly non-symmetric while Bt(j) and Ct(j) are symmetric matrices. It readily follows from the law of
large numbers in Lemma 3.1 that there exist matrices A, B and C as (a.s.) limits of
∑
Zt
−1∑∑ At(j), (∑ Zt)−1∑∑ Bt(j)
and
∑
Zt
−1∑∑ Ct(j) respectively. It is assumed that A, B and C are non-singular.
The joint limit distribution of the martingale estimating function Un(θ) and the likelihood score function Sn(θ) is now
identified.
Theorem 3.1. As n goes to infinity, we have
n−
t=1
Zt
−1/2 
Un(θ)
Sn(θ)

d−→ N

0
0

,

B A
AT C

.
Proof. The proof is via the Cramer–Wold device. Let a = (aT1, aT2)T be non-zero constant vector of size 2p× 1. Both a1 and
a2 are p× 1. One may express
aT

Un(θ)
Sn(θ)

=
−−
[aT1ut(j)+ aT2 lt(j)]
and let Dt(j) = aT1ut(j)+ aT2 lt(j) in Lemma 3.2 which produces
ΣD = E[Dt(j)Dt(j)T ] = aT

B A
AT C

a
completing the proof. 
Let θˆn and θˆML denote consistent solutions of Un(θ) = 0 and Sn(θ) = 0 so that θˆn and θˆML can be referred respectively to
as martingale equation estimator (MEE) and maximum likelihood estimator (MLE) of θ . Often, θˆn and θˆML may be the usual
one-step solutions of Un(θ) = 0 and Sn(θ) = 0 when the estimating equation is difficult to solve explicitly. For instance,
the one-step solution θˆn of Un(θ) = 0 can be obtained via
θˆn = θ˜n − [∂Un(θ˜n)/∂θ ]−1Un(θ˜n)
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where θ˜n is a preliminary consistent estimator of θ . To avoid technical triviality, we assume throughout that Un(θ) (and
hence Sn(θ)) is smooth in the sense that, for any consistent estimator θ˜n of θ , as n goes to infinity−
Zt
−1 ‖∂Un(θ˜n)/∂θ − ∂Un(θ)/∂θ‖ p−→ 0 (S)
where ‖ · ‖ denotes a matrix norm. The smoothness condition (S) can be verified using standard Cramer-type conditions
(cf. [1]). A verification of (S) may require the existence of higher order (e.g., third order or fourth order) moments. For B-AR
Example 1 and B-ARCH Example 2, refer to, for instance, Theorem2.2 of [22] for a set of sufficient conditions for the existence
of higher order moments. See also [16].
Theorem 3.2. We conclude, as n goes to infinity,

n−
t=1
Zt
1/2
(θˆn − θ)
n−
t=1
Zt
−1/2
Sn(θ)
 d−→ N

0
0

,

(ATB−1A)−1 Ip
Ip C

where Ip stands for the identity matrix of order p.
Proof. By a Taylor expansion of Un(θ) about θ = θˆn, we have−
Zt
−1/2
Un(θ) =
[
−
−
Zt
−1
∂Un(θ∗)/∂θ
]
·
[−
Zt
1/2
(θˆn − θ)
]
where |θ∗ − θ | ≤ |θˆn − θ |. It can then be expressed as, due to (S),−
Zt
1/2
(θˆn − θ) =
[
−
−
Zt
−1
∂Un(θ)/∂θ
]−1
·
−
Zt
−1/2
Un(θ)+ op(1) (3.11)
where op(1) denotes a term converging to zero in probability. It follows from Lemma 3.1 and (3.8) that the square bracket
in the right of (3.11) is A−1 + op(1). Consequently,− Zt1/2 (θˆn − θ)−
Zt
−1/2
Sn(θ)
 = A−1 00 Ip
−
Zt
−1/2 Un(θ)
Sn(θ)

+ op(1). (3.12)
Theorem 3.1 readily yields that the first term in the right of (3.12) converges in distribution to a multivariate normal
distribution with mean zero and covariance matrix given by
A−1 0
0 Ip

B A
AT C

A−1 0
0 Ip
T
=

(ATB−1A)−1 Ip
Ip C

which gives the theorem. 
The limiting distribution of MEE θˆn is obtained as a direct consequence of Theorem 3.2.−
Zt
1/2
(θˆn − θ) d−→ N(0, (ATB−1A)−1) (3.13)
or equivalently,
δn(θˆn − θ) d−→ W−1/2 · N(0, (ATB−1A)−1). (3.14)
Note that the limit distribution in (3.14) using non-random norm δn is a mixture of multivariate normals. In particular when
ut(j) = lt(j),Un(θ) reduces to Sn(θ) and thus A = B = C holds. Therefore we have the following result for the MLE θˆML:−
Zt
1/2
(θˆML − θ) d−→ N(0, C−1) (3.15)
and 
δn(θˆML − θ) d−→ W−1/2 · N(0, C−1).
The following theorem provides us with more than (3.13) regarding asymptotics for MEE θˆn.
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Theorem 3.3 (Convolution Theorem). The limiting distribution of
∑
Zt
1/2
(θˆn − θ) can be written as a sum of two inde-
pendent random variables N1(θ) and N2(θ) where N1(θ) has N(0, (ATB−1A)−1 − C−1) and N2(θ) has N(0, C−1).
Remarks. It follows from the Convolution Theorem that (ATB−1A)−1 ≥ C−1 (in the sense that the difference is non-negative
definite) because covariance matrix of N1(θ) is non-negative definite. Accordingly, θˆML is asymptotically efficient in a broad
class of estimators θˆn obtained by solving Un(θ) = 0 from martingale estimating functions. It is however noted that θˆML
requires the full likelihood function for implementation while martingale estimating functions, in general, are useful (in
diverse applications) even when the likelihood is not known and/or the model is partially specified via only first two
conditional moments: conditional mean and conditional covariances.
Proof. Split−
Zt
1/2
(θˆn − θ) = N1n(θ)+ N2n(θ)
where
N1n(θ) =
−
Zt
1/2
(θˆn − θ)− C−1
−
Zt
−1/2
Sn(θ)
and
N2n(θ) = C−1
−
Zt
−1/2
Sn(θ).
Equivalently, in terms of a matrix notation, we have

N1n(θ)
N2n(θ)

=

Ip −C−1
0 C−1


n−
t=1
Zt
1/2
(θˆn − θ)
n−
t=1
Zt
−1/2
Sn(θ)
 .
Then, using Theorem 3.2, (NT1n(θ),N
T
2n(θ))
T is asymptotically normal with mean zero and covariance matrix of the form
Ip −C−1
0 C−1

(ATB−1A)−1 Ip
Ip C

Ip 0
−C−1 C−1

=

(ATB−1A)−1 − C−1 0
0 C−1

. (3.16)
Consequently, N1n(θ) and N2n(θ) are asymptotically N1(θ) and N2(θ) following N(0, (ATB−1A)−1 − C−1) and N(0, C−1)
distributions respectively. Independence of N1(θ) and N2(θ) is readily obtained from zero covariance matrix in (3.16). 
By presenting the Convolution Theorem for multivariate BMP, we have identified limiting distributions of martingale
estimating functions and estimators derived therefrom. It is also verified that the maximum likelihood estimator is
asymptotically optimal in the sense of having the ‘‘smallest’’ covariance matrix in a class of estimators θˆn obtained from
martingale estimating functions. In the next section, we will show that the BMP class possesses the local asymptotic mixed
normality (LAMN, cf. [2]) property in the log-likelihood ratio and in turn certain asymptotic optimal tests will be discussed
as a consequence of LAMN property.
4. Local asymptotic mixed normality (LAMN) for BMP
Based on the data {(Zt , Xt(j)); t = 1, 2, . . . , n; j = 1, 2, . . . , Zt} from amultivariate BMP, let Ln(θ) denote the likelihood
function. It can then be shown that
Ln(θ) = p(x0(1))
n∏
t=1

p(zt |zt−1)
zt∏
j=1
pθ (xt(j)|xt−1(t(j)))

.
Recall the likelihood score function Sn(θ);
Sn(θ) =
n−
t=1
Zt−
j=1
lt(j)
where
lt(j) = ∂ ln pθ (xt(j)|xt−1(t(j)))
∂θ
: p× 1.
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Define minus the p× pmatrix of second order derivatives by Jn(θ) = −∂Sn(θ)/∂θ . As is noted in Section 3, it is seen that−
Zt
−1/2
Sn(θ)
d−→ N(0, C), (4.1)
and −
Zt
−1
Jn(θ)
p−→ C . (4.2)
Consider the testing problem H : θ = θ0 against a sequence of local alternatives
Kn : θ = θn, with θn = θ0 + h/

δn, (4.3)
where h is a p× 1 vector of constants and δn = mn+1/(m− 1) as in (2.1). Note that θn converges to θ0 as n goes to infinity.
The log-likelihood ratio
Λn(θn, θ0) = ln[Ln(θ)/Ln(θ0)],
for testing H : θ = θ0 against Kn : θ = θn plays a central role in discussing asymptotic optimal tests. In the next theorem
the limiting distribution of Λn(θn, θ0) is shown to be a mixture of normals rather than normal, indicating that BMP class
belongs to the locally asymptotically mixed normal (LAMN) family. We refer to [2] for comprehensive discussions on LAMN.
From now on, the true parameter value is given by θ0 specified in H , and all the probabilistic statements will be made under
θ0 unless otherwise stated. In addition, whenever necessary, use A = A(θ0), B = B(θ0) and C = C(θ0) in order to emphasize
dependency on θ0.
Theorem 4.1. For the BMP class, following asymptotic expansion is valid under H : θ = θ0.
Λn(θn, θ0) = hT∆n(θ0)− 12h
T Fn(θ0)h+ op(1), (4.4)
where the ‘‘score’’ ∆n(θ0) and the ‘‘sample Fisher information’’ Fn(θ0) satisfy
∆n(θ0)
d−→ √W · N(0, C(θ0)), (4.5)
and
Fn(θ0)
p−→ WC(θ0). (4.6)
Therefore,Λn(θn, θ0) is asymptotically mixed normal, viz.,
Λn(θn, θ0)
d−→ √W · hTN(0, C(θ0))− 12Wh
TC(θ0)h, (4.7)
where p× 1 normal vector N(0, C(θ0)) is independent of W.
Remarks. When {Zt} is deterministic as for the bifurcating autoregressive processes for which Zt = 2t ,W reduces to 1
(a.s.) and therefore the above theorem reduces to the standard local asymptotic normality (LAN) for Λn(θn, θ0). See for
instance [19,13] for background on LAN. The LAMN of the log-likelihood ratioΛn(θn, θ0) is characterized by the properties
that the linear term (with respect to h) hT∆n(θ0) has a limiting mixture of normals and the quadratic term is approximated
by a positive random variable (rather than constant). Refer to (4.4).
Proof. Using Taylor’s expansion, one may obtain
Λn(θn, θ0) = δ−1/2n hT Sn(θ0)−
1
2
δ−1n h
T Jn(θ0)h+ op(1).
Define
∆n(θ0) = δ−1/2n Sn(θ0) and Fn(θ0) = δ−1n Jn(θ0). (4.8)
Then (4.5) and (4.6) follow from (4.1) and (4.2) by noting δ−1n
∑n
t=1 Zt
a.s.→ W . More precisely, following joint distributional
convergence can be verified.
δ−1n
−
Zt ,
−
Zt
−1/2
hT Sn(θ0)

d−→ (W , hTN(0, C(θ0))).
To do this, consider a sequence of integers z1, z2, . . . , zn and define an event En
En = {Z1 = z1, Z2 = z2, . . . , Zn = zn}.
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Following arguments as in Lemma 4.1 of HB, it can be shown that conditionally on En−
Zt
−1/2
Sn(θ0)
d−→ N(0, C(θ0)),
and δ−1n
∑
Zt reduces to δ−1n
∑
zt which is a constant on En. Consequently, δ−1n
∑
Zt and
∑
Zt
−1/2 Sn(θ0) is conditionally
independent on En. Thus, for fixed constants x1 and x2
P

δ−1n
−
Zt ≤ x1,
−
Zt
−1/2
hT Sn(θ0) ≤ x2|En

= P

δ−1n
−
Zt ≤ x1|En

· P
−
Zt
−1/2
hT Sn(θ0) ≤ x2|En

converges (as n goes to infinity) to I[w ≤ x1]G(x2) where w is the limit of δ−1n
∑
zt ,G(·) denotes the distribution function
of N(0, hTC(θ0)h) and I[·] is used for indicator function. Thus, by taking expectation on the conditional probability above,
via bounded convergence theorem, we have, as n goes to infinity,
P

δ−1n
−
Zt ≤ x1,
−
Zt
−1/2
hT Sn(θ0) ≤ x2

converges to P(W ≤ x1)G(x2),
and therefore the desired joint distributional convergence is obtained, giving (4.7). This completes the proof. 
The LAMN implies contiguity of two probability measures associated with H : θ = θ0 and Kn : θ = θn, denoted respec-
tively by Pθ0 and Pθn . Thus, for any Fn-measurable random function Tn, if Tn = op(1) under Pθ0 then Tn = op(1) under Pθn . The
concept of contiguity of probability measures will be useful especially for the calculation of limiting probabilities under Pθn .
Refer to, e.g., [24, Ch. 2] for further discussions on contiguity of probability measures. For a quick reference later, we collect
following results valid under Pθn .
Lemma 4.1. We have, under Pθn
(i) For θˆn (MEE) and θˆML (MLE)−
Zt
1/2
(θˆn − θ) d−→ N(0, (ATB−1A)−1)+
√
Wh (4.9)−
Zt
1/2
(θˆML − θ) d−→ N(0, C−1)+
√
Wh.
(ii) For Sn(θ0) and∆n(θ0),−
Zt
−1/2
Sn(θ0)
d−→ N(0, C)+√WCh (4.10)
∆n(θ0)
d−→ √W · N(0, C)+WCh (4.11)
where A = A(θ0), B = B(θ0) and C = C(θ0).
Remarks. Setting h = 0, (i) and (ii) in the lemma reduce to earlier results valid under Pθ0 .
Proof. Write−
Zt
1/2
(θˆn − θ) =
−
Zt
1/2
(θˆn − θn)+
−
Zt
1/2
(θn − θ)
where (under Pθn ) the first term converges to N(0, (A
TB−1A)−1) by contiguity and (3.13), and the second term goes to
√
Wh
(a.s.), yielding (4.9). The limiting distribution of θˆML under Pθn is a special case of (4.9) and is obtained by letting A = B = C .
To verify (ii), Taylor’s expansion gives, due to (S),−
Zt
−1/2
Sn(θ0) =
−
Zt
−1/2
Sn(θn)−
−
Zt
−1/2 ∂Sn(θn)
∂θ
h/

δn + op(1). (4.12)
Via contiguity, it follows from (4.1) and (4.2) that the first term in the right of (4.12) converges to N(0, C) in distribution
and the second term converges to
√
WCh in probability. This gives (ii), and (4.11) is easily obtained from the relationship
∆n(θ0) = δ−1/2n Sn(θ0). 
First, consider the problem of testing a simple hypothesis H : θ = θ0 against a sequence of simple alternatives Kn :
θ = θn. Define a random variableΛ as
Λ = √W · N(0, τ 2)− 1
2
τ 2W ,
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where a random variable following N(0, τ 2) is independent ofW and τ = hTC(θ0)h so thatΛn(θn, θ0) d→ Λ as stated in
(4.7). Denote the distribution function of Λ by Ψ (·). It is noted that Λ is a mixture of normals and Ψ (·) reduces to that of
N(0, τ 2)− τ 2/2 whenW is degenerate at one. Consider the following Neyman–Pearson limiting size α test Tn defined by
Tn = I[Λn ≥ Ψ−1(1− α)], 0 < α < 1,
where I[·] stands for the indicator function. An asymptotic optimality of Tn is addressed next.
Theorem 4.2. The limiting power of Tn under Kn : θ = θn is given by
E[1− Ψ (Ψ−1(1− α)−Wτ 2)] (4.13)
and the limiting power of any other limiting size test dose not exceed (4.13). That is, Tn is the asymptotically most powerful test
among limiting size α tests. In particular whenW = 1 (a.s.), (4.13) reduces to 1−Φ(Φ−1(1−α)−τ)whereΦ is the distribution
function of N(0, 1).
Proof. Via contiguity of Pθ0 and Pθn , it can be verified from Lemma 4.1 that
Λn
d−→ √W · N(0, τ 2)+ 1
2
τ 2W , under Kn : θ = θn. (4.14)
The limiting power of Tn can then be expressed as
Pθn(Λn ≥ Ψ−1(1− α)) = EθnPθn(Λn ≥ Ψ−1(1− α)|W )
= EθnPθn [Λn −Wτ 2 ≥ Ψ−1(1− α)−Wτ 2|W ] (4.15)
where Eθn indicates expectation under Pθn and it readily follows from (4.14) thatΛn −Wτ 2 → Λ under Pθn and hence the
conditional probability in (4.15) is evaluated in limit as 1−Ψ (Ψ−1(1−α)−Wτ 2)which in turn yields (4.13). The assertion
regarding Tn being the most powerful test follows from Neyman–Pearson’s lemma. Next, consider the special case when
W = 1 (a.s.). Since then Ψ reduces to the distribution function of N(0, τ 2)− τ 2/2, it is easily obtained that
Ψ−1(1− α) = τΦ−1(1− α)− τ 2/2. (4.16)
Using (4.14) with W = 1, under Kn, we have Λn d→ N(0, τ 2) + (1/2)τ 2 and therefore the limiting power of Tn, i.e.,
Pθn(Λn ≥ Ψ−1(1− α)) converges to
P(N(0, τ 2)+ (1/2)τ 2 ≥ Ψ−1(1− α)) = P(τ · N(0, 1) ≥ Ψ−1(1− α)− (1/2)τ 2)
which reduces via (4.16) to P(N(0, 1) ≥ Φ−1(1− α)− τ) = 1− Φ(Φ−1(1− α)− τ). This completes the proof. 
For testing a simple hypothesis H : θ = θ0 against K : θ ≠ θ0, we first consider the test based on the likelihood score
function Sn(θ). In view of the LAMN expression (4.4)–(4.6), the usual score test is defined by
Q ∗1 = W−1∆Tn(θ0)C−1(θ0)∆n(θ0), (4.17)
which is asymptotically chi-squared distributed underH . BecauseW is unobservable, substituting δ−1n
∑
Zt forW in Q ∗1 , we
have
Q1 =
−
Zt
−1
STn (θ0)C
−1(θ0)Sn(θ0), (4.18)
which we shall refer to as the Score test for testing H : θ = θ0. It can be verified that Q ∗1 and Q1 share the same limiting
distribution and the common limit distribution is chi-square with p-degrees of freedom under H . Note that the random
norm
∑
Zt (rather than a constant norm) is used in Q1. Similarly, we define the Wald statistic Q2 as
Q2 =
−
Zt

(θˆML − θ0)TC(θ0)(θˆML − θ0). (4.19)
The likelihood ratio (LR) test for H : θ = θ0 is defined by
Q3 = 2Λn(θˆML, θ0). (4.20)
Note that θˆML is needed for constructing Q2 and Q3 whereas the Score test Q1 does not require any estimator. It is not
difficult to verify that the above three statistics are asymptotically equivalent in the sense that the differences of any of the
two statistics are op(1), i.e., under H : θ = θ0 (i, j = 1, 2, 3)
Qi − Qj = op(1). (4.21)
Details are omitted.Weproceed to discuss the limit distributions of the three statistics under the local alternativesKn : θ=θn.
It will be verified that the limiting distributions of the three statistics under Kn : θ = θn are the same and the common
distribution has a mixture of non-central chi-square distributions.
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Theorem 4.3. We have under Kn : θ = θn, for i = 1, 2, 3
Qi
d−→ [N(0, Ip)+
√
WC1/2(θ0)h]T [N(0, Ip)+
√
WC1/2(θ0)h]. (4.22)
Remarks. The common limiting distribution of the three statistics conditionally onW = w > 0 is seen to be a non-central
chi-square distribution with p-degrees of freedom. It is noted that the non-centrality parameter δ(W ) is random, given by
δ(W ) = WhTC(θ0)h = τ 2W . (4.23)
Thus, one may view the unconditional distribution as a mixture of non-central chi-square distributions with p-degrees of
freedom.
Proof. For Q1, it is obvious from Lemma 4.1 that−
Zt
−1/2
C−1/2(θ0)Sn(θ0)
d−→ N(0, Ip)+
√
WC1/2(θ0)h, under Kn
which readily gives (4.22) for i = 1. Again, contiguity combined with (4.21) yields (4.22) for i = 2, 3. 
Taking h = 0 in the theorem, the three statistics, under H : θ = θ0, are asymptotically chi-squared distributed with
p-degrees of freedom. Due to (4.22), the rejection region for testing H : θ = θ0 is given by Qi ≥ χ2α(p)where χ2α(p) denotes
upper α-percentile of the chi-square distribution with p-degrees of freedom. To address an asymptotic optimality property
ofQi (i = 1, 2, 3), consider a restricted class ζ of chi-squared quadratic form tests (cf. [13], for the definition) whose limiting
size under H : θ = θ0 is given by α. Conditionally on W = w > 0, due to LAMN, it follows basically from similar lines to
those in the proof of Theorem 4 of [13] that Qi (i = 1, 2, 3) provides a maximum (non-random) non-centrality parameter
δ(W ) among the class ζ of chi-squared quadratic form tests. Thus, unconditionally, each Qi is asymptotically optimal among
ζ in the sense that it has a maximum (random) non-centrality parameter δ(W ) specified in (4.23), and hence providing
maximum limiting power under Kn : θ = θn among ζ . Extensions to composite hypotheses regarding θ are discussed in the
next section.
5. Composite hypotheses and some examples
The tests and related asymptotic optimal properties discussed in the previous section can be extended to cover composite
hypotheses. Split θ T = (θ T1 , θ T2 ) where θ1: parameters of interest and θ2 : nuisance parameters are q × 1 and (p − q) × 1
vectors respectively. Consider the following composite hypothesis
H˜ : θ = θ0 = (θ T10, θ T2 )T vs. K˜ : θ = θn = θ + θ0 + h/

δn, (5.1)
where θ10 is a specified vector of constants and θ2 is treated as (p− q)× 1 vector of unknown nuisance parameters. Split in
conformity with θ T = (θ T1 , θ T2 )
hT = (hT1, hT2); STn (θ) = (ST1 (θ), ST2 (θ))
and
C(θ) =

C11(θ) C12(θ)
C21(θ) C22(θ)

.
For testing the composite hypothesis (5.1), the three statistics Q1,Q2 and Q3 can be defined in analogy with those for simple
hypothesis. The (unrestricted) MLE θˆML is also partitioned as θˆ TML = (θˆ T1 , θˆ T2 ). The MLE of θ2 restricted to the null hypothesis
θ1 = θ10 is denoted by θˆ20 and write θˆ TH = (θ T10, θˆ T20).
The Score test is defined by
Q˜1 =
−
Zt
−1
ST1 (θˆH)C
11(θˆH)S1(θˆH), (5.2)
where C11(θ) is the partitioned inverse of C(θ) corresponding to θ1, i.e.,
C11(θ) = (C11(θ)− C12(θ)C−122 (θ)C21(θ))−1. (5.3)
The Wald statistic is given by
Q˜2 =
−
Zt

(θˆ1 − θ10)T [C11(θˆML)]−1(θˆ1 − θ10). (5.4)
The likelihood ratio test is defined as
Q˜3 = 2Λn(θˆML, θˆH). (5.5)
It is noted that the score test Q˜1 requires, for implementation, the restricted MLE θˆH only while both θˆML and θˆH are needed
for the likelihood ratio test Q˜3.
The limiting power under K˜n is now addressed in the following theorem.
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Theorem 5.1. We have under K˜n, for i = 1, 2, 3
Q˜i
d−→ [N(0, Iq)+
√
W (C11(θ0))−1/2h1]T [N(0, Iq)+
√
W (C11(θ0))−1/2h1],
where θ T0 = (θ T10, θ T2 ) with unspecified θ2, h1 is a q× 1 vector in hT = (hT1, hT2) and C11 is q× q as defined in (5.3).
Proof. First, consider Q˜2. Express−
Zt
1/2
(θˆ1 − θ10) =
−
Zt
1/2 [θˆ1 − (θ10 + h1/δn)] + − Zt1/2 h1/δn.
It follows from contiguity that−
Zt
1/2 [θˆ1 − (θ10 + h1/δn)] d−→ N(0, C11(θ0)) under K˜n,
and in turn gives, using δ−1n
∑n
t=1 Zt
a.s.→ W , under K˜n−
Zt
1/2 [C11(θ0)]−1/2(θˆ1 − θ10) d−→ N(0, Iq)+√W (C11(θ0))−1/2h1.
Consequently, we conclude the assertion for Q˜2. Regarding Q˜1 and Q˜3, following the arguments in Theorem 3 of Hall and
Mathiason [13], it can be verified that
Q˜i − Q˜j = op(1), under H˜, i, j = 1, 2, 3.
Hence, Q˜i − Q˜j = op(1) continues to be valid under K˜n due to contiguity of two probability measures associated with H˜ and
K˜n, completing the proof. 
By letting h1 = 0 in Theorem 5.1, the three statistics have, under H˜ , a chi-square limit distribution with q-degrees
of freedom. The non-null distribution (under K˜n) is a non-central chi-square distribution with non-centrality parameter
WhT1[C11(θ0)]−1h1 which is random. Rejection region for testing H˜ is given by Q˜i ≥ χ2α(q).
Test for interaction (feedback) between components in Xt(j);
To illustrate, recall the bivariate (k = 2) branching-autoregressive processes discussed in Example 1.
Xt,1(j)
Xt,2(j)

=

φ11 φ12
φ21 φ22

Xt−1,1(t(j))
Xt−1,2(t(j))

+

ϵt,1(j)
ϵt,2(j)

,
where ϵt(j) = (ϵt,1(j), ϵt,2(j))T are i.i.d. bivariate normal random errors with zero mean vector and covariance matrix
Σϵ =

σ11 σ12
σ21 σ22

.
Let θ1 = (φ12, φ21)T and θ2 = (φ11, φ22, σ11, σ22, σ12)T so that q = 2 and p = 7. A test for interaction between the two
components corresponds to
H˜ : θ1 = 0 vs. K˜n : θ1 = h1/

δn (with θ2 unspecified)
where h1 is 2 × 1 vector of constants. The Wald statistic Q˜2 (for which θ10 = 0) may be simple to use. It is noted
that C(θ) and (unrestricted) MLE θˆ TML = (θˆ T1 , θˆ T2 ) can be easily obtained via bivariate normal likelihood. Thus, if Q˜2 =∑
Zt

θˆ T1 [C11(θˆML)]−1θˆ1 exceeds the value of χ2α(2), H˜ is rejected.
Test for conditional independence;
Consider the following (multivariate) branching-ARCH model explained in Example 2.
Xt(j) = Ht(j)1/2et(j)
where et(j) and heteroscedastic conditional covariance matrix Ht(j) are the same as in Example 2. Assume further that et(j)
is Gaussian, following N(0, Ik). The constant conditional correlation (CCC) model is defined by
Ht(j) = Γt(j)RΓt(j) : k× kmatrix
where Γt(j) = Diag(

ht,11(j), . . . ,

ht,kk(j))with ht,ii(j) is specified as in (2.5) and
R =

1 ρ · · · ρ
ρ 1 · · · ρ
...
...
. . .
...
ρ ρ · · · 1
 .
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Note that k-components in Xt(j) are conditionally independent if and only if ρ = 0. Set θ1 = ρ and θ2 = (w1, . . . , wk,
α1, . . . , αk) : 2k× 1 and thus we are interested in
H˜ : θ1 = 0 vs. K˜n : θ1 = h1/

δn (with θ2 unspecified)
where h1 is a given constant. Here, q = 1 and p = 2k + 1. Under H˜, k-components in Xt(j) are conditionally independent
and hence the nuisance parameters: wi and αi can be readily estimated using standard computer package in the ARCH
methodology. The vector of resulting estimates is denoted by θˆ20 which is the restricted MLE of θ2 under H˜ . We then have
the score test Q˜1 = C11(θˆH)[S1(θˆH)]2/
∑
Zt

where θˆH = (0, θˆ20)T and the rejection region is given by Q˜1 ≥ χ2α(1).
6. Concluding remarks
This paper presents results on asymptotic optimal inference for the parameters of multivariate branching-Markov
processes (BMP). We have used martingale estimating functions as a unifying framework to study large sample properties
of estimators and tests. The models discussed in this paper belong to the local asymptotic mixed normal (LAMN) family.
The limiting distributions of estimators and tests are non-standard. The asymptotic optimality properties of estimators and
tests are established within the appropriate classes of martingale estimating functions.
Several specific examples of BMP are presented, including branching-autoregression, branching-ARCH and multivariate
thinning models. A law of large numbers and a central limit theorem for multivariate BMP are discussed and then used
to derive limit distributions of martingale estimating functions. A ‘‘Convolution Theorem’’ is established which leads to
the optimality of the maximum likelihood estimators. Large sample tests for both simple and composite hypotheses are
discussed, using martingale estimating functions as a basis for constructing the test statistics. Specific examples of tests:
(i) a test for interaction between components of a bivariate branching-autoregressive process, and (ii) a test for conditional
independence in a branching-ARCH model are also included.
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