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Opis:
Simuliranje poteka košarkarske tekme med poljubnima nasprotnikoma lahko
izvedemo s pomočjo dveh modelov. Prvi model ocenjuje verjetnostno po-
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(vključno z zmogljivostmi ekip). Drugi model ocenjuje pretok igralnega časa
na podlagi opisa trenutne situacije in naslednjega dogodka. Simulacijo po-
teka tekme dobimo z verižnim vzorčenjem napovedi obeh modelov. Zaradi
stohastičnosti procesa po navadi generiramo veliko simulacij iste tekme, nato
iz dobljenih rezultatov izračunamo različne statistične kazalce, kot je na pri-
mer verjetnost zmage domačina. Naloga je uporabiti podatke play-by-play
za modeliranje poteka košarkarske tekme ter preizkusiti in analizirati rezul-
tate dobljenih simulacij z uporabo različnih arhitektur nevronskih mrež in
različnih načinov kodiranja vhodnih podatkov s poudarkom na vektorskih
vložitvah.
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CA classification accuracy klasifikacijska točnost
BS Brier score Brierjeva mera
NN Neural network Nevronska mreža




3PM Number of three points made Število zadetih metov za tri
točke
FGM Number of field goals made Število zadetih metov iz igre
FTM Number of free throw made Število zadetih prostih metov
HOM Homogeneous model Homogeni model
HOMA Advanced homogeneous model Napredni homogeni model
EVT Event Dogodek
DUR Duration Trajanje
RNG Random number generator Generator naključnih števil

Povzetek
Z napredkom strojnega učenja se je velik preboj naredil na področju
športnega modeliranja. Podatkov play-by-play (podatki iz zapisnika) za eno
sezono je več kot 400.000, kar je primerno za modeliranje košarkarske tekme z
uporabo umetnih nevronskih mrež. Košarkarska tekma se modelira z dvema
korakoma. Prvi je napoved naslednjega dogodka na tekmi, drugi pa je napo-
ved časa med dvema dogodkoma. Algoritem prejme na vhodu vse preǰsnje
dogodke, kontekst tekme ter zmogljivosti ekip, vrne pa verjetnostno porazde-
litev za naslednji dogodek. Slednja se nato vzorči in vrne naslednji dogodek
na tekmi. Nato iz vseh dogodkov zgradimo verigo vseh dogodkov in dobimo
vsak dogodek na tekmi, iz česar lahko izračunamo, kolikokrat se je vsak dogo-
dek ponovil. Čas med dvema dogodkoma se modelira s homogenim modelom,
ki na podlagi trenutnega časa vzorči vsa možna nadaljevanja. V naših posku-
sih se je za najbolǰsi model izkazal model, ki za upodobitev ekip uporablja
kombinacijo ratinga SRS in štirih faktorjev. Logiko vektorske vložitve smo
preverjali z algoritmom TSNE. Ugotovili smo, da se algoritem nauči nekaj o
ekipah, saj je venomer našel vsaj eno povezavo bodisi s številom točk, bodisi
s katerim drugim atributom. Skladno s preteklimi študijami se je stavnica
izkazala za najbolǰso napovedovalko zmagovalcev košarkarskih tekem.
Ključne besede: globoko učenje, globoke nevronske mreže, modeliranje
košarkarskih tekem, modeliranje play-by-play podatkov.

Abstract
Title: Play-by-play modelling for basketball matches using vector embed-
ding
In recent years there has been a big breakout in sport modelling due to the
improvement of machine learning. There are more than 400.000 play-by-play
data for one season, which is appropriate for modelling of basketball match
with neural networks. Basketball match is modelled with two steps. First
is the forecast of the next event, second is the forecast of time between two
events. As input the algorithm receives all previous events, the match context
and characteristics of the teams and returns the probability distribution for
the next event. The latter is then sampled and returns the next event. Then
we build a chain of events and we get every event of the match with which
we can calculate how many times each event is repeated. Time between two
events is modelled with homogeneous model. It samples the next time based
on the current time. In our experiments the best model was the one that
used rating SRS and four factors as input for team’s characteristics. We
checked the logic of the vector embedding with algorithm TSNE. We found
out that the algorithm finds some knowledge for teams because it finds at
least one connection with number of points or some other attribute. Based
on previous research, the betting shop is the best for forecasting basketball
victories.





Košarka je športna panoga, ki vsako leto združuje na tisoče košarkarskih
navdušencev na tekmah njihovih ljubljencev. Gre za igro z žogo, kjer vsaka
ekipa v omejenem času poskuša doseči večje število točk z uspešno izvedenimi
meti na koš. Kot vsaka športna disciplina ima tudi košarka svoja pravila, ka-
terih se morajo igralci držati. Z namenom, da bi tekme potekale bolj pošteno
in v skladu s pravili, so na tekme dodali tudi sodnike. Na ta način so iz-
polnili vse predpogoje za pošteno tekmovanje in posledično tudi za nastanek
profesionalnih lig. Ena od profesionalnih lig, ki je še dandanes zelo prilju-
bljena po celem svetu, je liga NBA (National Basketball Asociation). Liga
NBA je nastala leta 1946 v Združenih državah Amerike [13]. Sestavlja jo 30
ekip. V rednem delu sezone vsaka od ekip odigra 82 tekem, najbolǰsih 8 ekip
iz vzhodne ter zahodne konference pa po zaključku rednega dela odigra še
končnico, ki da odgovor o tem, kdo bo končni zmagovalec.
Z nastankom lige NBA so začeli voditi tudi statistične podatke za vsako
tekmo. Podatki, ki služijo kot osnova za računanje naprednih statistik in
števcev dogodkov, so podatki iz zapisnika (podatki play-by-play). V zapi-
sniku so shranjeni vsi pomembni dogodki, ki so se zgodili na tekmi [21].
Takšni dogodki so na primer domače moštvo doseže koš za 2 točki, gostujoče
moštvo je dobilo obrambni skok, domače moštvo je naredilo osebno napako
v obrambi, gostujoče moštvo je doseglo prvega izmed dveh prostih metov
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itd. Na tekmi so za zapisnik zadolženi ljudje, ki sedijo za zapisnikarsko mizo
in katerih naloga je, da skrbno in natančno zapisujejo vse dogodke, ki so se
zgodili.
Želeli smo, da bi se model dobro naučil prepoznati, kakšen je potek tekem,
kako močne so ekipe in kako se razlikujejo med seboj po različnih karakteri-
stikah. Z dobrim modelom bi profesionalnim klubom pomagali prepoznati,
kje so njihove prednosti in slabosti ter kje se nahajajo vrzeli v njihovi igri,
ki jih je potrebno še zapolniti. Na primer, če bi ugotovili, da ima ekipa za
naslednjo sezono napovedan bistveno manǰsi delež napadalnih skokov ter s
tem posledično ne dobiva več priložnosti v napadu, bi športnemu direktorju
svetovali nakup visokega igralca, ki bo pobral kakšen skok več. Če bi ugo-
tovili, da bo ekipa imela zelo slab odstotek zadetih metov za tri točke, bi
klubu svetovali nakup ostrostrelca z dobrim odstotkom meta iz igre. Če bi
našli vzorec, ki bi kazal na to, da ekipa v tretji četrtini izgubi vso prednost,
ki si jo je nabrala v prvem polčasu, bi trenerju svetovali, naj izbolǰsajo igro
v obrambi ob začetku drugega polčasa.
Hkrati nas je zanimalo, ali bo izbrani pristop dobro napovedal zmago-
valca tekme. Napovedovanje zmagovalca je že od nekdaj bila tema številnih
debat med športnimi navdušenci. Zaenkrat nekatere pretekle študije kažejo
na to, da imajo stavnice največjo napovedno natančnost za napoved zmago-
valca [18, 20, 22, 21]. V razdelku 5.1 smo preverili, kakšne so naše napovedi
zmagovalca v primerjavi s stavnicami. Stavnice imajo na voljo podatek o
trenutnem položaju na lestvici in podatke, kateri igralci manjkajo (zaradi
različnih razlogov) ter kako njihova odsotnost vpliva na moč ekipe. Na pod-
lagi tega prilagodijo kvote oziroma napovedane verjetnosti za zmago, ki so
občutno bolj natančne, kot če tega znanja ne bi imeli. V finalu v sezoni
2018/19 so stavnice po odsotnosti Kevina Duranta in Klaya Thompsona
spremenile verjetnost za zmago ekipe Golden State proti Toronto Raptor-
sem na naslednji tekmi iz verjetnosti 0.70 na verjetnost 0.50. Toronto je na
koncu to tekmo dobil, brez Duranta in Thompsona pa so Warriorsi izgubili
še naslednjo tekmo in morali priznati premoč ekipi Raptorsev, ki je na koncu
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dvignila pokal Larryja O’Briana [1].
Z napredkom različnih metod strojnega učenja se je v zdaǰsnjem času
takšna naloga zdela primerna za uporabo nevronskih mrež, saj imamo na
voljo dovolj podatkov (ena sezona vsebuje približno več kot 500.000 dogod-
kov) [22]. Nekatere raziskave trdijo, da nevronske mreže poskušajo posnemati
delovanje možganov [4, 15]. Glavna lastnost nevronske mreže je, da ima spo-
sobnost učenja in da je zmožna samostojno najti povezavo med vhodnimi in
izhodnimi podatki [4].
Eden od ciljev naloge je dobiti čim bolǰso upodobitev ekip v vektorskem
prostoru. V ta namen potrebujemo vektorske vložitve. Vektorska vložitev je
preslikava iz diskretne entitete v številski vektor (nizkodimenzionalni prostor)
[22]. Ključna ideja je, da uporabimo zvezen nizkodimenzionalen vektor za
vsako entiteto. Ena od pogostih tehnik je uporaba eničnega kodiranja, ki je
bolje opisana v 3.1. Vektorske vložitve se uporabljajo na področju obdelave
naravnega jezika [11] ter na področju proteinov [5]. Logika vektorske vložitve
se vidi v upodobitvi ekip v skritem prostoru, ki je bolj jasno opisana v 5.3.
V poglavju 2 smo pogledali, kakšna so pretekla dela raziskovalcev na po-
dročju napovedovanja zmagovalca tekem ter na področju modeliranja nasle-
dnjega dogodka in časa med dvema dogodkoma. V poglavju 3 smo predstavili
podatke, ki so bili uporabljeni. Predstavljeni so bili enični indikatorji ter ek-
spertne značilke. V poglavju 4 smo predstavili uporabljene tehnologije in
metodologijo, ki smo jo dobili in je povzeta po [21]. V poglavju 5 smo izvedli
eksperimentalno evalvacijo. Slednja predstavlja jedro te naloge in naš prispe-
vek k tej nalogi. Naš prispevek je bil pri preizkušanju različnih parametrov
in s preizkušanjem različnih načinov kodiranja in združevanja vhodnih po-





V tem poglavju povzemamo pretekla dela raziskovalcev, ki so se ukvarjali z
modeliranjem poteka košarkarskih tekem.
2.1 Modeliranje košarkarskih tekem
Zaradi hitrih prehodov iz dogodka v dogodek ter zaradi velikega števila do-
godkov na tekmi (ena tekma ima približno 400 do 500 dogodkov), je košarka
primerna izbira za modeliranje [20].
Shirley je modeliral potek košarkarskih tekem kot sosledje prehodov med
diskretnimi stanji. Uporabil je model z Markovsko verigo, ki določa verje-
tnostno porazdelitev naslednjega dogodka glede na pretekli dogodek. Stanja
v markovski verigi so definirana kot trije faktorji. Prvi faktor je podatek
o tem, ali ima žogo v posesti domača ali gostujoča ekipa. Drugi faktor je
podatek, ki določa, kako je ekipa prǐsla do posesti. Ekipa lahko pride do
posesti s podajo iz črte, ki označuje konec igrǐsča, z ukradeno žogo, z na-
padalnim skokom, z obrambnim skokom ali pa z izvajanjem prostih metov.
Tretji faktor določa, koliko točk je ekipa dosegla v preǰsnjem napadu. Ekipa
lahko v enem napadu doseže 0, 1, 2 ali 3 točke. Teoretično je torej možnih
40 stanj (2x5x4) vendar je zaradi pravil in omejitev igre dejansko možnih le
30 stanj. Izkazalo se je, da model natančno napoveduje zmagovalca tekme
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proti povprečnemu nasprotniku [17].
Štrumbelj in Vračar [18] sta Shirleyev model nadgradila tako, da sta
razširila prostor stanj z atributi, ki opisujejo lastnosti ekip. Na ta način
sta v simulator dodala podatek o tem, kako močna je ekipa. Posledično sta s
spremenjeno matriko prehodov stanj pridobila splošen model za simuliranje
med poljubnima nasprotnika. Za opisovanje moči ekip sta uporabila eksper-
tne statistike na podlagi štirih faktorjev [14]. Simulacijo tekme je možno
generirati z naključnim sprehodom po prostoru stanj. Izkazalo se je, da je
model pripisuje previsoke verjetnosti za zmago slabšim ekipam in prenizke
verjetnosti bolǰsim ekipam. Kljub temu pa daje globlji vpogled v dogajanje
na tekmi in je primerljiv z nekaterimi drugimi statističnimi pristopi.
2.2 Napovedovanje zmagovalca
Napovedovanje zmagovalca ni zanimiva le za ljubitelje športa temveč tudi za
raziskovalce, ki so v preteklih letih poskušali izbolǰsati napovedno moč svojih
modelov.
Hans Manner je izbolǰsal svoj model, ko je k vhodnim podatkom do-
dal kvote stavnic [8]. Miljković, Gajić, Kovačević, Konjović so napovedova-
nje zmagovalca definirali kot klasifikacijski problem, katerega so modelirali z
metodo naivnega Bayesa. Model so testirali na podlagi 778 tekem iz sezone
2008/2009. Dosegel je 67% napovedno točnost [12].
Cheng, Zhang, Kyebambe in Kimbugwe so za klasifikacijski problem upo-
rabili princip maksimalne entropije, ki je kot vhodne podatke prejel diskretne
statistike tekem, napovedal pa izzid tekme. Model je dosegel 74% napove-
dno točnost, kar je bolje od drugih primerjanih pristopov strojnega učenja,
ki dosegajo do 70% natačnost [7].
Thabtah in Zhang sta za napovedovanje zmagovalca uporabljala različne
algoritme strojnega učenja, kot so na primer odločitveno drevo, naivni Ba-
yes in umetne nevronske mreže. Opazovala sta, kateri atributi so tisti, ki
izbolǰsajo napovedno moč modela. Izkazalo se je, da je delež obrambnih
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skokov najbolj pomemben atribut, ki največ doda k napovedni moči. Z do-
datkom deleža zadetih trojk, števila prostih metov, števila vseh skokov sta
izbolǰsala napovedno moč modelov še za dodatnih 2 do 4% [19].
Caliwagand, Aragon, Castillo, Reynaldo, Colantes so uporabili kombina-
cijo različnih modelov, kot so na primer naivni Bayes, analiza štirih faktorjev
ter algoritme kodraste logike. Na podlagi te kombinacije so dosegli točnost
med 69 ter 70% [6].
Zimmermann, Shi, Moorthy so ugotovili, da najbolǰso napovedno moč
doseže kombinacija štirih faktorjev, upoštevanja prednosti domačega terena
ter prilagojenih obrambnih ter napadalnih statistk. Z nevronsko mrežo z
večplastnimi perceptroni so dosegli 74% natančnost [16].
Kravanja [9] je z uporabo logistične regresije dosegel točnost napovedi
zmagovalca 0.69, z uporabo algoritma SVM pa 0.70. Pri tem je izpustil
prvih dvanajst tekem sezone. Po dvanajstih tekmah so značilke že zgrajene




Podatke smo razdelili na tri sklope:
• preǰsnji in naslednji dogodki na tekmi
• kontekst tekme
• lastnosti domačih in gostujočih ekip
3.1 Preǰsnji in naslednji dogodki
Preǰsnji in naslednji dogodki so predstavljeni kot enični indikatorji (angl.
one-hot indikatorji). Na mestu, ki pripada dogodku, postavimo 1, na vseh
preostalih mestih pa postavimo 0. Tabela 3.1 prikazuje primer eničnega
kodiranja za preǰsnjo akcijo, ki predstavlja met za dve točki domače ekipe
ter naslednji dogodek, ki predstavlja uspešno zadet met za 2 točki domače
ekipe. S tremi pikami smo označili vse preostale dogodke, ki imajo vrednost
0.
PREV H2PA PREV H2PM ... NEXT H2PA NEXT H2PM ...
1 0 0 0 1 0




Slika 3.1: Množica vseh možnih dogodkov na košarkarski tekmi. Vir slike:
[22].
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Vsi dogodki so na razpolago na sliki 3.1. Skupno je 19 dogodkov za
domačo ekipo in 19 dogodkov za gostujočo ekipo. Vseh možnih dogodkov
je torej 38. V učni množici hranimo 19 binarnih indikatorjev za preǰsnje
dogodke ter 19 binarnih indikatorjev za naslednje dogodke. Problem tega
pristopa je v prostorski potratnosti, saj vsaka vrstica v učni množici zavzema
38 atributov oziroma stolpcev.
Ena izmed izbolǰsav bi namesto eničnega kodiranja uporabila številčno
kodiranje od 1-19 za preǰsnje dogodke ter za naslednje dogodke. S takšnim
pristopom bi dobili namesto devetnajstih stolpcev zgolj enega, s čimer bi
prihranili na prostoru. Problema tega pristopa sta dva. Eden od teh je, da
moramo številke od 1-19 pretvoriti v interval [0,1], drugi problem pa je, da se
ravno zaradi skrčitve intervala lahko zgodi, da nekateri dogodki dobijo večje
uteži, nekateri pa manǰse uteži. Posledično lahko pride do večjih napak pri
napovedovanju naslednjega dogodka na tekmi.
Naslednja možnost za predstavitev dogodkov je binarna. Ker je dogodkov
19, jih lahko predstavimo s petimi biti. S petimi biti namreč lahko pred-
stavimo 32 različnih števil. Prednost tega pristopa je v manǰsi prostorski
potratnosti, slabost pa je v tem, da lahko nekatere ničle in enice zavzamejo
prevelike ali premajhne uteži in posledično poslabšajo napovedi naslednjega
dogodka na tekmi.
3.2 Kontekst tekme
Naslednji, ki sledi dogodkom v podatkih učne množice, je kontekst tekme.
Med kontekst tekme spadajo čas do izteka tekme, trenutna četrtina, trenutna
razlika v rezultatu in trajanje preǰsnje akcije. Preǰsnje raziskave so pokazale,
da kontekst dobro vpliva na napoved naslednjega dogodka, ker zajema tre-
nutno dogajanje na košarkarskem parketu [20, 21, 22]. Za vsako izmed štirih
vrednosti za kontekst tekme moramo določiti interval tako, da bo najmanǰsi
podatek imel vrednost 0, največji podatek pa vrednost 1. Pri tem moramo
biti pazljivi, da je izbrani interval enak za učno in za testno množico.
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3.3 Karakteristike domačih in gostujočih ekip
Na koncu so ostale še lastnosti oziroma karakteristike domačih in go-
stujočih ekipe. Njihove vrednosti med samo tekmo ostanejo enake in se za
razliko od konteksta tekme ter preǰsnjih dogodkov ne spreminjajo. Pri tem
imamo različne možnosti kako predstaviti ekipe.
3.3.1 Rating SRS
Ena od teh možnosti je z uporabo ratinga SRS (angl. Simple Rating Sy-
stem). Značilka je vsota povprečne koš razlike do sedaj ter povprečnega
ratinga njihovih nasprotnikov do sedaj. Pred vsako prvo domačo in prvo
gostujočo tekmo ima značilka vrednost 0, ker o ekipi nimamo nikakršnega
znanja, zato takšne tekme odstranimo iz učne in testne množice. Odstra-
nimo tudi neodločene tekme. Možen je tudi primer, kjer ena ekipa že odigra
npr. tri domače tekme, gostujoča pa ni odigrala niti ene. V tem primeru
takšne tekme ne upoštevamo. Primer je prikazan v tabeli 3.2. Ker je ekipa
SAS že odigrala domačo tekmo, ekipa PHX pa je odigrala gostujočo tekmo,
je par med SAS in PHX veljaven. Po drugi strani je tekma med POR in SAS
neveljavna, ker ekipa SAS še ni odigrala niti ene gostujoče tekme. Vǐsji kot
je rating SRS, bolǰsa je ekipa. Razlika v ratingu SRS kaže na to, koliko se
ekipi dejansko razlikujeta.





Tabela 3.2: Veljavnost parov za vključitev v učno množico. Prečrtani pari
niso veljavni.
Prednost značilke SRS je, da poudari razliko med močno in slabšo ekipo,
saj upošteva povprečno koš razliko. Dobre ekipe v povprečju visoko prema-
Diplomska naloga 13
gujejo svoje tekmece, slabše ekipe pa izgubljajo za večje število točk. Pri
tem značilka upošteva še razpored, ki ga ima vsaka ekipa. Prvi problem te
značilke je, da ne prepozna, kdaj prihaja do presenečenj (ekipa z nižjim ra-
tingom premaga ekipo v vǐsjim ratingom). Drugi problem je, da značilka pri
prvih tekmah v sezoni pri napovedi rada zgreši, ko se zgodi, da ekipa prvo
tekmo dobi z razliko +10, naslednjo tekmo pa izgubi z -7. Torej, značilka
potrebuje nekaj časa, da iz podatkov nabere več znanja.
3.3.2 Štiri faktorji
Druga možnost za predstavitev ekip je s t.i. štirimi faktorji, ki jih je
prvič definiral Oliver [14]. Predvidel je, da se s temi štirimi faktorji dobro
opǐse karakteristike ekip in da so uporabni pri napovedovanju zmagovalca
[14, 20]. Kot pri ratingu SRS računamo značilke samo na tekmah do sedaj
odigrane tekme. Opis s štirimi faktorji smo še nekoliko razširili, zato je bilo
skupno število faktorjev 8 [20]. Pri štirih faktorjih veljajo enaka pravila za
vključitev tekem v učno in testno množico kot pri ratingu SRS. Upoštevamo
samo odigrane tekme do sedaj za domačo in gostujočo ekipo ter izločimo
neodločene tekme. Vrednosti atributov so izračunane kot povprečja opisanih
kazalcev iz do tega trenutka odigranih tekem. Atributi za domačo in atributi
za gostujočo ekipo se računajo ločeno. Med štiri faktorje spadajo:
• Učinkovitost meta iz igre.
eFG% =
FGM + 0.5 ∗ 3PM
FGA
(3.1)
Učinkovitost meta iz igre prikaže delež vseh zadetih metov iz igre. Pove
nam, katera ekipa je bila bolj natančna pri vseh metih iz igre. FGM
predstavlja število zadetih metov za 2 točki, 3PM predstavlja število
zadetih trojk, FGA pa predstavlja število vseh metov. Večji kot je delež
učinkovitosti, bolj natančna je bila ekipa pri metih iz igre.
• Delež izgubljenih žog na 100 posesti.
TOV% =
TOV
FGA+ TOV + 0.44 ∗ FTA
(3.2)
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Ta značilka predstavlja, katera ekipa je na 100 posesti izgubila več žog.
FGA pomeni skupno število metov, TOV pomeni število izgubljenih
žog, FTA pa predstavlja število vseh prostih metov. Manǰsi kot je
odstotek, bolǰsa je ekipa, saj na 100 posesti v povprečju izgubi manj
žog.





Ta značilka predstavlja delež dobljenih skokov v napadu. HORB pred-
stavlja število skokov v napadu domače ekipe, ADRB pa število skokov
v obrambi gostujoče ekipe. Bolǰse ekipe imajo večji odstotek dobljenih
skokov v napadu, saj imajo z njimi še eno priložnost za nov napad.





Ta značilka predstavlja delež dobljenih skokov v obrambi. Bolǰse ekipe
imajo večji delež skokov v obrambi. To jim omogoča lažjo organizacijo
novega napada in hkrati preprečitev nasprotniku nove priložnosti za
napad.





S to značilko lahko predstavimo delež zadetih prostih metov. Oznaka
FTM predstavlja število zadetih prostih metov, oznaka FTA pa pred-
stavlja število vseh prostih metov. Bolǰsa kot je ekipa, večji delež pro-
stih metov je zadela.
Obstaja še nekaj značilk za opis nasprotnikov. S tem dobimo informacijo,
kako dobra je ekipa v obrambi oziroma kaj dopušča nasprotnemu moštvu.
Te značilke so:
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• Nasprotnikova učinkovitost meta iz igre.
oFG% =
oFGM + 0.5 ∗ o3PM
oFGA
(3.6)
Učinkovitost iz igre nasprotnika izračunamo po enaki formuli, le da
upoštevamo podatke za nasprotnika, ki imajo pred sabo predpono ’o’.
• Nasprotnikov delež izgubljenih žog.
oTOV% =
oTOV
oFGA+ oTOV + 0.44 ∗ oFTA
(3.7)
Tudi tukaj izračunamo nasprotnikov delež po enaki formuli, le da računamo
podatke za nasprotnika.





Za zgornjo enačbo velja enako pravilo pri enačbi 3.6 in enačbi 3.7.
Edina razlika je, da sedaj računamo podatke za nasprotnika. Druga
možnost za izračun bi bila, da v imenovalcu uporabimo število vseh
metov iz igre.
3.3.3 Verjetnosti za zmago domače in gostujoče ekipe
Tretji način za predstavitev ekip so verjetnosti za zmago gostujoče in
domače ekipe. Motivacija za takšen eksperiment je bila v tem, da želimo
preveriti, ali bo simulator dobro napovedoval zmage in generiral pestre in
smiselne simulacije zgolj z eno značilko. Verjetnosti za zmago dobimo iz
kvot stavnic na podlagi formule: V erjetnost za zmago = 1
kvota za zmago
.
Vsaka domača ekipa je torej predstavljena z eno značilko in sicer z verje-
tnostjo za zmago. Za gostujočo ekipo je predstavitev enaka, le da da v tem
primeru vstavimo verjetnost za zmago gostujoče ekipe. Takšen pristop nam
pričakovano da dober rezultat za napoved zmagovalca, saj stavnice za vsako
ekipo vedo, kdaj igra dobro in kdaj slabo ter kateri igralci bodo manjkali
in na podlagi tega spreminjajo kvote. Povrhu tega lahko tudi potrdimo, da
zgolj z eno značilko dobimo verodostojne simulacije.
16 Žiga Kolar
3.3.4 Števci osnovnih dogodkov
Zadnji način za predstavitev ekip je s števci osnovnih dogodkov. Teh je
19 za domačo ekipo in 19 za gostujočo ekipo. Prikazani so na sliki 3.1. Tudi
pri tem pristopu veljajo enaka pravila kot pri pristopu s štirimi faktorji in
ratingom SRS. Tekme z neodločenim izzidom izločimo. Prav tako izločimo
tekme, kjer gostujoča ali domača ekipa nista odigrali niti ene tekme. Vse
značilke pri štirih faktorjih, ratingu SRS in števce osnovnih dogodkov vedno
računamo samo na do sedaj odigranih tekmah. Tekoče tekme ne upoštevamo.
Vrednosti atributov so izračunane kot povprečja opisanih kazalcev iz do tega




V tem poglavju predstavimo delovanje umetne nevronske mreže, uporabljeno
tehnologijo ter različne že obstoječe modele, ki smo jih uporabljali. Ob-
stoječa arhitektura (glej razdelek 4.5), modeli za napovedovanji naslednjega
dogodka (glej razdelek 4.3) in časa med dvema dogodkoma (glej razdelek
4.4) ter simulator tekem (glej razdelek 4.6) so povzeti po [21]. Simulator
vedno uporablja dva modela - enega za napovedovanje naslednjega dogodka
ter drugega za napovedovanje časa med dogodki. Potek tekme se generira
z zaporednim vzorčenjem iz napovedi enega in drugega modela. Naš glavni
prispevek je bil v preizkušanju različnih parametrov, v preizkušanju različnih
načinov kodiranja in v združevanju vhodnih podatkov.
4.1 Delovanje umetne nevronske mreže
Prvi element umetnega nevrona je množica povezav na vhodu, ki ima vsaka
svojo utež. Povezava je lahko pozitivna (vzbujajoča) ali negativna (zavi-
rajoča). Drugi element nevrona je seštevalnik, kjer se seštejejo vsi produkti
vhodnih signalov in uteži od nevrona. Tretji element nevrona je aktivacij-
ska funkcija z izhodom. Bistveno pri modelu je, kako se bo izhod nevrona
prožil prek aktivacijske funkcije glede na vhodne signale [4]. Primer nevrona
je prikazan na sliki 4.1. Uteži vhodov posameznih nevronov, povezave med
17
18 Žiga Kolar
nevroni ter prag, pri katerem nevron na izhodu odda signal, se oblikujejo
z učenjem. To pomeni, da se navedeni parametri nevronske mreže spremi-
njajo toliko časa, dokler ni nevronska mreža zmožna zadovoljivo rešiti nekega
problema [2, 4].
V tej nalogi so vsi sloji so polnopovezani. Pri vseh slojih (razen na za-
dnjem izhodnem sloju) uporabljamo ReLu aktivacijsko funkcijo. Definirana
je kot: f(x) = max(0, x). Če je vsota, ki pride na vhod, večja kot 0, se
nevron aktivira in vrne vrednost 1, sicer pa se ne aktivira in vrne vrednost 0.
Uporabljamo tudi aktivacijsko funkcijo softmax. Uporabljena je kot zadnja
aktivacijska funkcija in spremeni K realnih števil v verjetnostno porazdelitev






kjer je z = (zi, ...zK),za i = 1,...K
Po uporabi softmax aktivacijske funkcije bodo vse komponente vektorja z
v intervalu (0,1), seštele pa se bodo v 1. Posledično bo večjim komponentam
vektorja z pripadala večja verjetnost. To je uporabno, če imamo problem
večrazredne klasifikacije.
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Slika 4.1: Primer nevrona z s vhodi, aktivacijsko funkcijo ϕ in enim izho-
dnim signalom yk. Vrednosti povezav, ki služijo kot vhod v seštevalnik, se
izračunajo kot produkt uteži wki in pripadajoče vhodne vrednosti xi. Vhod v
aktivacijsko funkcijo je seštevek vrednosti vseh povezav. Vir slike: https://
studentski.net/gradivo/ulj_fel_el1_ins_sno_nevronske_mreze_02.
4.2 Uporabljena tehnologija
• Programski jezik R
Programski jezik R je odprtokodni jezik, ki je uporabljen za statistične
metode ter grafiko. Deluje na različnih UNIX platformah ter Win-
dowsih in macOSu. Slabost jezika je, da objekte shranjuje v pomnilnik
in porabi več spomina za delovanje. Prednost jezika je, da je dobro
opremljen za različne statistične izračune in da ima na voljo ogromno
število paketov, ki so uporabljeni za različne namene.
• Tensorflow
Tensorflow je odprtokodna knjižnica za strojno učenje. Poudarek daje
na učenje globokih nevronskih mrež, kjer uporablja Keras za zaledni
del. Deluje tako na CPEju kot tudi na GPEju. V nalogi uporabljamo




Keras je odprtokodna knjižnica, ki zagotovi Pythonov vmesnik za glo-
boke nevronske mreže. Keras deluje kot vmesnik za knjižnico Ten-
sorflow. Vsebuje veliko slojev, aktivacijskih funkcij, objektov, ki so
potrebni pri delu z nevronskimi mrežami.
• Google Sheets
Z orodjem Google Sheets smo izdelali številne grafe. Omogoča dobro
delo s tabelami ter risanje grafov. Slabost Sheetsov je, da slabše dela
z ogromno bazo podatkov, saj so težje obvladljivi.
• Datoteka .csv
Datoteka csv (angl. comma-separated values) predstavlja datoteko,
kjer so podatki ločeni z ’,’. Vsak posamezen stolpec je ločen z ’,’.
Podatke, ki so nas zanimali, smo zložili ločene z ’,’ v datoteko .csv in
jo vložili v orodje Google Sheets, kjer smo iz podatkov narisali graf ali
naredili še kakšen dodaten izračun.
4.3 Modeliranje naslednjega dogodka na tekmi
Modeliranje naslednjega dogodka (z modelom MEvt) si lahko predstavljamo
kot 38-razredno klasifikacijo. Toliko je namreč vseh možnih dogodkov na
tekmi. Predstavljeni so na sliki 3.1. Kot rezultat dobimo verjetnostno po-
razdelitev vseh 38 dogodkov. Vse verjetnosti razredov se morajo sešteti v 1.
Naslednji dogodek je odvisen samo od preǰsnjega dogodka. To nadgradimo
tako, da dodamo še kontekst tekme, ki na nek način predstavlja zgodovino
tekme ter karakteristike ekip, ki v model prinesejo pristranskost [22]. Ka-
rakteristike ekip ostanejo čez celo tekmo enake, medtem ko se kontekst in
preǰsnji in naslednji dogodki med tekmo stalno spreminjajo. Neupoštevanje
konteksta lahko vodi v generiranje slabih, nerealističnih simulacij [21, 22].
Vsak naslednji dogodek se dobi z vzorčenjem verjetnostne porazdelitve, ki
jo vrne model. V naključni generator števil so vstavljene verjetnosti za vsa-
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kega od dogodkov. Večja kot je verjetnost, več možnosti je, da bo generator
naključnih števil izbral dogodek. Naslednji dogodek = RNG(v1, v2, ..., v38),
kjer je vi verjetnost, da generator naključnih števil izbere i-ti dogodek iz
množice dogodkov. Iz tega zgradimo verigo dogodkov, od samega začetka do
njenega konca. Pri tem obstajajo omejitve. Za prvi dogodek na tekmi RNG
vedno določi, katera ekipa bo dobila skok za žogo. Na podlagi tega moramo
za vsako naslednjo četrtino nastaviti, kako se začne. Če je npr. domača
ekipa dobila skok za žogo na začetku tekme, žoga na začetku 2. četrtine pri-
pada gostujoči ekipi. Ker imamo dostop do vsakega dogodka na tekmi, lahko
na koncu tekme dogodke istega tipa seštejemo (npr. število zadetih pro-
stih metov) in izvedemo evalvacijo na podlagi seštetih vrednosti. Na podlagi
skupnega števila točk domačina in gosta lahko napovemo tudi zmagovalca
tekme.
4.4 Modeliranja časa med dvema dogodkoma
Napovedovanje časa je klasifikacijski problem, kjer imamo 25 različnih vre-
dnosti (od 0 do 24) [22]. 24 sekund ima namreč ena od ekip na voljo za napad.
Motivacija za tak pristop izvira iz dejstva, da lahko z njim generiramo bolj
pestre simulacije [21]. Razviti so bili trije modeli. Prvi je model HOMDur,
ki na podlagi trenutnega časa vzorči vsa možna nadaljevanja. Naslednji čas
= RNG(f1, f2, ..., f24), kjer je fi števec i-tega možnega nadaljevanja. RNG
nato izbere enega izmed možnih časov in tega določi kot naslednika.
Drugi model HOMADur je podoben preǰsnjemu, le da drugače modelira
končnico tekme (zadnjih 60 sekund). V izdihljajih tekme se tekma odvija
drugače kot sicer [22].
Tretji model MDur deluje na podoben način kot model za napovedovanje
naslednjega dogodka na tekmi, s to razliko, da imamo namesto 38 razredov
sedaj 25 razredov za napovedi.
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4.5 Obstoječa arhitektura mreže
Slika 4.2: Slika obstoječe kaskadne arhitekture. Vir slike: [22].
Na sliki 4.2 vidimo kaskadno arhitero modela EventNN . Arhitektura mo-
dela je povzeta po [22]. Najprej se mreža nauči sosledij dogodkov, nato se
nauči sosledij dogodkov skupaj s kontekstom, v zadnjem koraku pa se nauči
vse skupaj (sosledja dogodkov, kontekst in karakteristike ekip). V drugem
koraku dobi mreža na vhodu izhodne vrednosti naučene v prvem koraku ter
kontekst tekme. Tako dobimo model, ki poleg dogodkov upošteva še kontekst
tekme. V tretjem koraku dobi mreža na vhodu izhodne vrednosti iz prvega
(H1) in drugega (H2) nivoja ter karakteristike ekip. Vhodi v I3 in I4 predsta-
vljajo karakteristike domačih in gostujočih ekip. Ločeni so, ker s tem želimo
upoštevati prednost domačega terena. Lahko so enično kodirani indikatorji
ali pa števci osnovnih dogodkov ali ekspertne značilke (npr. ratings SRS,
štiri faktorji, ipd.). Pri pristopu, kjer zmogljivosti ekip opǐsemo z enično ko-
diranimi indikatorji, moramo naučen model dodatno posodabljati in učiti na
tekmah naslednje sezone. To storimo, ker želimo model dodatno izbolǰsati,
saj enični indikatorji le sledijo ekipam in jim ne merijo moči. Po končanem
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učenju mreže vektorsko vložitev domače oziroma gostujoče ekipe predsta-
vljajo uteži na povezavah med sloji I3 in H3 ter I4 in H4 [22]. Pri pristopu z
ekspertnimi značilkami (angl. boxscore statistike) je zgodba drugačna. Pri
že znanih statistikah natančno vemo, kdaj in kako katera od ekip igra, zato
zadostuje model, ki se na nauči za eno sezono, za tekme naslednje sezone pa
se isti model samo uporablja.
Na vhodu I2 so predstavljeni četrtina (Qtr), čas do konca tekme (Time),
trenutna koš razlika (PtsDiff) in čas trajanja preǰsnje akcije (PrevDur). Na
vhodu I1 so predstavljeni preǰsnji dogodki. Vsi skriti nivoji so polno povezani
in imajo stopničasto aktivacijsko funkcijo ReLu (angl. Rectified Linear Unit)
[22]. Izhodni sloj O1 uporablja softmax aktivacijsko funkcijo in vrača ver-
jetnostno porazdelitev naslednjega dogodka na tekmi. Slabost obstoječega
pristopa, ki uporablja enične indikatorje za upodobitev ekip, je v njihovi
statičnosti. Če bi želeli zajeti spremembe pri karakteristikah ekip, bi mo-
rali modele dodatno učiti, kar pa je časovno zamudno. Pri tem je potrebno
fiksirati sloja H1 in H2, da zagotovimo dodatno robustnost modela [22].
4.6 Simulator tekem
Simulator tekem prejme na vhodu opis trenutnega stanja (preǰsnji dogodki in
kontekst) ter zmogljivosti ekip, uporabi model za napovedovanje naslednjega
dogodka ter sestavi verigo dogodkov. Pri tem velja omeniti, da simulator
tekem hkrati simulira vse tekme, ki so na voljo v tistem igralnem dnevu.
Najprej simulira vse prve dogodke, nato vse druge dogodke, nato vse tretje





Pri eksperimentalni evalvaciji smo ovrednotili simulirane tekme. Slednje so
se napovedovale s pomočjo dveh modelov (MEvt in MDur). Prvi model je
napovedoval verjetnostno porazdelitev naslednjega dogodka na tekmi (glej
razdelek 4.3), drugi model pa verjetnostno porazdelitev časa med dvema
dogodkoma (glej razdelek 4.4). Ker je pri obeh modelih možnih več različic,
smo preverili, kako dobro delujejo različne kombinacije modelov. S pomočjo
omenjenih dveh modelov so bile tekme simulirane od začetka prve četrtine
do konca zadnje četrtine. Po zaključku so bili podatki o tem, kolikokrat se je
kateri izmed dogodkov zgodil ter kdaj se je zgodil, shranjeni in pripravljeni
za evalvacijo. Na ta način smo za vsako ekipo na koncu tekme dobili števce
vseh dogodkov, ki so se na tekmi zgodili.
Ker so se števci dogodkov za isto tekmo razlikovali, se nam je pojavilo
vprašanje, kolikokrat bi bilo vsako tekmo smiselno ponovno simulirati. Ali je
ena simulacija za tekmo dovolj ali je potrebno simulirati eno tekmo večkrat?
Odgovor na to vprašanje smo naslovili v razdelku 5.2.
Preverili smo, ali simulacije pravilno zajamejo lastnosti napadalnih in
obrambnih ekip. Te lastnosti so na primer število izgubljenih žog, število
osebnih napak na tekmo, število doseženih točk na tekmo, delež dobljenih
skokov v napadu. S podatki o zadetih metih iz igre (število zadetih metov
za dve točki in število zadetih metov za tri točke) ter zadetih prostih metih
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smo izračunali napovedano število točk domačina in gosta. Posledično smo
na podlagi tega lahko napovedali zmagovalca tekme. S štetjem zmag vsake
ekipe smo naredili vrednotenje po deležu zmag in preverili, ali so ekipe enako
močne, kot so sicer. Eden od ciljev, ki smo si ga zadali, je bil, da bi generirane
simulacije izražale lastnosti ekip v takšni meri, da bi dobro napovedale tudi
zmage ekip. Poskušali smo se čim bolj približati stavnicam, ki po nekaterih
študijah veljajo za najbolj zanesljive napovedovalce [20].
5.1 Napovedovanje zmagovalca
Zmagovalca tekme smo določili na podlagi razlike med številom točk domače
in številom točk gostujoče ekipe. Število točk je bilo potrebno izračunati iz
uspešno zadetih metov na tekmi: Število točk = FG∗2+3PM+FTM . Če je
bila razlika točk med domačo ekipo ter gostujočo ekipo večja kot nič, je zma-
gala domača ekipa. Če je razlika znašala manj kot nič, je to pomenilo zmago
gostujoče ekipe. Neodločen rezultat smo dobili, če je bila razlika enaka nič.
Če smo eno tekmo simulirali večkrat, smo za zmago domačina določili verje-
tnost, ki jo je predstavljal količnik med številom zmag domačina in številom
simulacij. Verjetnost za zmago domačina, ki je večja kot 0.50, predstavlja
zmago domačina. Ker se morajo verjetnosti sešteti v ena, smo verjetnost za
zmago gostujoče ekipe dobili tako, da smo od 1 odšteli verjetnosti za zmago
domačina in verjetnost za neodločen rezultat.
Točnost napovedanih verjetnosti smo merili z Brierjevo mero [21]. Brier-






(pi − ri)2 (5.1)
kjer N predstavlja število odigranih tekem ekipe, pi predstavlja napovedano
verjetnost za zmago domačina, ri pa označuje binarni indikator za dejan-
sko zmago domačina. Binarni indikator ima vrednost 1, če je domača ekipa
dejansko zmagala in 0, v kolikor je domača ekipa izgubila. V košarki ni
neodločenih tekem. Če se regularni del tekme zaključi brez zmagovalca, se
Diplomska naloga 27
igrajo podalǰski, dokler ena izmed ekip ne zmaga. Pri generiranju poteka
tekme bi lahko simulirali tudi podalǰske, a bi najbrž bilo potrebno doda-
tno modelirati to fazo igre. Upoštevati bi morali še utrujenost igralcev, na-
kopičene osebne napake, ipd. Zato smo se odločili ignorirati tekme, ki se ne
zaključijo v regularnem delu. Pri izračunu verjetnosti zmage domačina se
upoštevajo samo tekme, kjer dobimo zmagovalca v rednem delu.
Nižja kot je Brierova mera, bolj natančne so napovedi verjetnosti [8]. Ob
Brierjevi meri je potrebno omeniti še klasifikacijsko točnost. Slednja je
definira kot količnik med številom točnih napovedi domače ekipe ter številom
vseh tekem.
Vsaka ekipa je v sezoni odigrala 82 tekem (41 v domači dvorani in 41
v gostujoči dvorani). Ker je ekip natanko 30, je vseh tekem v vsaki sezoni
1230. Upoštevati moramo, da so se nekatere tekme po rednem delu končale
neodločeno. Ker nas zanimajo samo zmage in porazi, smo takšne tekme pri
izračunu Brierjeve mere prezrli.
V tabeli 5.1 sta za različne pare modelov prikazana klasifikacijska točnost
in Brierjeva mera.
Model FFEvt uporablja za predstavitev ekip štiri faktorje (glej podrazde-
lek 3.3.2). Pri sestavi učnih in testnih podatkov smo morali biti pozorni na
to, da smo izpustili prvo domačo in prvo gostujočo tekmo za vsako izmed tri-
desetih ekip. V nasprotnem primeru smo za predstavitev ekipe dobili ničle,
ki ne ponazarjajo, kako močna je posamezna ekipa, temveč predpostavljajo,
da so ekipe enakovredne. Na primer, za sezono 2015/16 je veljavnih tekem
natanko 1113.
Za napovedovanje zmag je bil izdelan tudi samostojen model, ki upora-
blja naključni gozd in napoveduje zgolj rezultat (1 za zmago in 0 za poraz
domačega moštva). Vhodni podatki za naključni gozd so sestavljeni tako, da
ena vrstica predstavlja podatke za eno tekmo. Kot atribute smo uporabili
štiri faktorje. Za vsako tekmo smo izračunali povprečja do trenutno odigrane
tekme. Trenutno odigrane tekme nismo upoštevali. Tako kot v preǰsnjem pri-
stopu, neodločenih tekem nismo upoštevali. Klasifikacijska točnost za sezono
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Število nevronov med H3 in H4 Model Točnost Brierjeva mera
2 FFEvt-HOMADur 0.61 0.2326
4 FFEvt-HOMADur 0.58 0.2387
6 FFEvt-HOMADur 0.65 0.2255
8 FFEvt-HOMADur 0.60 0.2334
4 SRSEvt-HOMADur 0.64 0.2215
6 SRSFFEvt-HOMADur 0.66 0.2159
1 BETEvt-HOMADur 0.67 0.2053
8 EV ENTEvt-HOMADur 0.60 0.2414
10 EV ENTEvt-HOMADur 0.59 0.2349
10 EXTRAEV TEvt-HOMADur 0.56 0.2439
6 FFEvt-NNDur 0.64 0.2250
/ Trivialni model 0.59 0.2420
8 ONEHOT8Evt-NNDur 0.65 0.2176
6 ONEHOT6Evt-NNDur 0.62 0.2278
4 ONEHOT4Evt-NNDur 0.63 0.2244
2 ONEHOT2Evt-NNDur 0.60 0.2365
Tabela 5.1: Brierjeva mera in klasifikacijska točnost za napovedano verjetnost
zmage domače ekipe za sezono 2015/16 pri različnem številu nevronov med
nivojema H3 in H4.
2015/16 je znašala 0.62, Brierjeva mera pa 0.2271.
Model SRSEvt uporablja za upodobitev ekip ekspertno značiko SRS (glej
podrazdelek 3.3.1).
Model SRSFFEvt uporablja za predstavitev ekip ekspertno značilko SRS
in štiri faktorje skupaj (glej podrazdelka 3.3.1 in 3.3.2).
Model BETEvt je model, ki za karakteristike ekip uporablja kvote stavnic
oziroma napovedano verjetnost za zmago ekipe (glej podrazdelek 3.3.3). Pri
tem modelu smo lahko simulirali vse tekme v sezoni, saj smo pred tekmo
vedeli, kakšne so njihove zmogljivosti.
Model EV ENTEvt uporablja za predstavitev ekip števce vseh dogodkov
na že odigranih tekmah (glej podrazdelek 3.3.4).
Model EXTRAEV TEvt uporablja za predstavitev ekip števce vseh do-
godkov na že odigranih tekmah in ima med H3 in H4 en dodatni nivo. Ta
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model nima deljenih uteži.
FFEvt-NNDur je model, ki za predstavitev ekip uporablja štiri faktorje,
čas pa modelira z nevronskimi mrežami, ki imajo kot vhode enične indikatorji.
Trivialni model je model, ki vedno napove zmago domačina v skladu z
opaženim deležem domačih zmag.
ONEHOTXEvt-NNDur je model, ki za predstavitev ekip uporalja enične
indikatorje. X predstavlja število nevronov na skritih nivojih H3 in H4 in
zavzema vrednosti 2,4,6 in 8.
Vsi zgoraj navedeni modeli razen modelov ONEHOTXEvt-NNDur, mo-
dela EXTRAEV TEvt in trivialnega modela imajo pred slojema H3 in H4 še
eno združeno plast, ki ima enako število nevronov. S tem smo zagotovili, da
so uteži med slojema H3 in H4 enake.
Za najbolǰsega napovedovalca zmagovalca so se izkazale stavnice,
kar potrjujejo tudi nekatere preǰsnje študije [10, 20, 21]. Na primer,
pri napovedovanju zmage domačega moštva je stavnica Betfair v se-
zoni 2015/16 dosegla točnost 0.71 in Brierjevo mero 0.19. Podatke
smo pridobili iz spletne strani, ki hrani podatke o kvotah za stavnico
Bovada: https://sportsbookreviewsonline.com/scoresoddsarchives/
nba/nbaoddsarchives.htm
V nadaljevanju smo pogledali, koliko simulacij na tekmo zadostuje za
optimalne rezultate.
5.2 100 ali 1000 simulacij na tekmo?
Tekom izdelave diplomske naloge smo se večkrat vprašali, ali je 100 simulacij
na tekmo že dovolj, da bi lahko delali le z njimi. 1000 simulacij na tekmo
namreč porabi več časa za generiranje napovedanih rezultatov. Opravljen je
bil eksperiment, ki je uporabljal standardno napako za razlikovanje med 100





kjer je σ standardni odklon vzorca, n pa je velikost vzorca.
Izdelana je bil slika za prikaz standardne napake statistik naključnih 40
tekem sezone 2015/16. Tekme so se namenoma izbirale v širokem intervalu
(od konca oktobra/začetka novembra 2015 do aprila 2016), zato, da opazova-
nje ni bilo zgolj na določeno obdobje v sezoni. Slika 5.1 prikazuje standardno
napako povprečnega števila točk za tekme v sezoni 2015/16. V prilogi A.1
in prilogi A.2 sta prikazani še sliki za standardno napako števila metov in
izgubljenih žog. Uporabljena je bila kombinacija modelov MEvt-HomaDur.
Učenje je potekalo v sezoni 2015/16, simulacije pa so tudi potekale na isti
sezoni. Na osi x je format sledeč: domača ekipa: gostujoča ekipa. Opaziti
je, da je pri vseh tekmah standardni odklon pri 1000 simulacijah precej nižji
kot je standardni odklon stotih simulacij. Obenem lahko opazimo, da se pri
1000 simulacijah standardna napaka ne razlikuje za veliko pri tekmah, temveč
ostaja konstantna. Iz tega razloga smo se odločili, da bomo uporabljali samo
1000 simulacij na tekmo, kljub temu, da je to časovno bolj potratno.

































































































































































Standardna napaka stotih simulacij Standardna napaka tisočih simulacij
Slika 5.1: Standardna napaka povprečnega števila točk za sezono 2015/16
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5.3 Primerjava modelov po napovedanih sta-
tistikah
V tem razdelku primerjamo med sabo različne modele po napovedanih sta-







kjer je N število vseh primerov v vzorcu, pi je napovedana vrednost statistike
in ri dejanska vrednost statistike, ki jo opazujemo. Uporabljali smo tudi
navadno napako (pi - ri) kot tudi kvadratno napako (pi - ri)
2.
Najprej smo primerjali modele SRSEvt, SRSFFEvt in EV ENTEvt. Sta-
tistike, ki smo jih primerjali med sabo, so delež zmag, število doseženih
točk, število osebnih napak ter število prostih metov. V tabeli 5.2 lahko
vidimo mero RMSE za delež zmag, število doseženih točk, število prekrškov
ter število prostih metov za sezono 2015/16. Nižja kot je mera RMSE, manǰsa
je napaka v napovedi. Najbolǰsa mera RMSE za delež zmag ter število
doseženih točk pripada modelu SRSFFEvt-HOMADur. Slednji je najbolǰsi
pri napovedi zmagovalca, kar se kaže tudi na meri RMSE pri deležu zmag ter
točkah. Točke so posredno povezane z zmagami, saj s točkami dobimo poda-
tek o tem, ali je ekipa zmagala ali izgubila. Model EV ENTEvt-HOMADur je
najbolǰsi pri meri RMSE za število prostih metov. Gre namreč za model, ki
ima kot vhode vse števce osnovnih dogodkov, med katere spadajo tudi prosti
meti. Modela SRSFFEvt-HOMADur in SRSEvt-HOMADur sta slabša pri
napovedi prostih metov, ker vhodi ne predstavljajo prostih metov temveč
le, kako močna je posamična ekipa. Modeli ONEHOTXEvt-HOMADur (X
je število nevronov na nivojih H3 in H4 in zavzema vrednost 2,4,6 ali 8)
imajo od modelov SRSFFEvt-HOMADur in SRSEvt-HOMADur nižjo mero
RMSE pri številu osebnih napak in število prostih metov. Po drugi strani
pa imajo modeli ONEHOTXEvt-HOMADur slabšo mero RMSE za delež
zmag in število doseženih točk. Oboji so dobri napovedovalci zmagovalca,
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kar potrjuje nizka Brierjeva mera.
RMSE RMSE RMSE RMSE
Model Delež zmag Število doseženih točk Število osebnih napak Število prostih metov
SRSEvt-HOMADur 0.1267 3.22 2.06 2.00
SRSFFEvt-HOMADur 0.1249 2.98 1.62 1.75
EV ENTEvt-HOMADur 0.1889 3.41 1.67 1.45
ONEHOT8Evt-HOMADur 0.1449 3.35 1.35 1.54
ONEHOT6Evt-HOMADur 0.1433 3.61 1.40 1.46
ONEHOT4Evt-HOMADur 0.1433 3.51 1.32 1.58
ONEHOT2Evt-HOMADur 0.1549 3.77 1.38 1.53
Tabela 5.2: Mera RMSE za delež zmag, število doseženih točk, število
prekrškov ter število prostih metov za sezono 2015/16.
Pri pregledu standardne in kvadratne napake smo ugotovili, da model
SRSEvt-HOMADur precenjuje slabše ekipe in podcenjuje bolǰse ekipe. To
prikazuje slika 5.3. Ekipe so od leve proti desni razvrščene po dejanskem
število točk. To pomeni, da ima GSW največje dejansko število točk na
tekmo, UTA pa najmanǰse dejansko število točk na tekmo. Razločno je pri-
kazano, da model podcenjuje bolǰse in precenjujejo slabše ekipe, saj ekipam
z večjim dejanskim število točk napoveduje manǰse število točk in obratno.
Edina izjema je ekipa UTA, ki dosega manj točk vendar ima večji dejanski
delež zmag. Enako potrjuje tudi slika kvadratne napake A.3. Na sliki 5.2
opazimo, da model ONEHOT8Evt-HOMADur napadalnim ekipam kot so
GSW, SAC, OKC, HOU napove premalo število točk.
Model SRSFFEvt-HOMADur povprečno število točk malce uravnoteži.
To prikazuje slika 5.4. Model SRSFFEvt-HOMADur ima nižjo mero RMSE
za število točk, kar se pozna tudi na sliki. Na modelu ni več tako razločno,
da model podcenjuje bolǰse ekipe in precenjuje slabše ekipe.
Ravno obratno je opaziti pri deležu zmag. Modela SRSFFEvt-HOMADur
in SRSEvt-HOMADur podcenjujeta slabše ekipe in precenjujeta bolǰse ekipe.
Sliki 5.6, A.4 potrjujejo zgornjo trditev. Model ONEHOT4Evt-HOMADur
kljub nižji Brierjevi meri slabo napove delež zmag. Na prvi pogled model































































































Slika 5.2: Navadna napaka povprečnega števila točk na tekmo za sezono



























































































Slika 5.3: Navadna napaka povprečnega števila točk na tekmo za sezono




























































































Slika 5.4: Navadna napaka povprečnega števila točk na tekmo za sezono
































































































































































































Slika 5.6: Navadna napaka deleža zmag za sezono 2015/16 za model
SRSFFEvt-HOMADur.
so urejene od desne proti levi po dejanskem deležu zmag padajoče, zato, da
lažje ločimo razliko pri napovedi. Opazimo, da imajo pri vseh modelih razen
pri ONEHOT4Evt-HOMADur ekipe na levi polovici napovedan večji delež
zmag kot ga imajo sicer, ekipe na desni polovici pa imajo nižji delež zmag kot
ga imajo sicer. Enako je tudi pri modelu SRSEvt-HOMADur, kar potrjuje
slika A.4 v prilogi A.4. Najbolǰsi RMSE za delež zmag in število doseženih
točk dobimo z modelom BETEvt-HOMADur. RMSE za delež zmag znaša
0.1236, RMSE za število doseženih točk pa 2.93.
Pri prostih metih in pri osebnih napakah so napovedi bistveno manǰse od
dejanskih vrednostih, kar kažejo slike 5.7, 5.8 in 5.9. Podobna slika je tudi
za zadete proste mete vendar smo jih zaradi podobnosti izpustili. Modela
napovesta premalo prostih metov, kar najverjetneje pomeni, da so nekateri
drugi atributi napovedani prepogosto.
Izdelana je bila tudi vizualizacija za vhodne uteži med I3 in H3 ter med
I4 in H4. Slednje služijo kot vektorska vložitev v danem prostoru [22]. Na
sliki 5.10 lahko vidimo, da imata TUR in OTUR največje vrednosti uteži,






















































































































































































































































































Slika 5.9: Navadna napaka osebnih napak za sezono 2015/16 za model
ONEHOT4Evt-HOMADur.
na prebrano literaturo [14]. Ker je nevronov 6 imamo za vsakega svojo črto
in ker je vhodnih podatkov 9, imamo skupno 54 vrednosti vhodnih uteži. Za
števce osnovnih dogodkov je bilo nevronov kar 10, zato je bilo nemogoče na
berljiv način prikazati vhodne uteži.
Za razliko od vhodnih uteži pa smo za števce osnovnih dogodkov nare-
dili vizualizacijo za upodobitev ekip v skritem prostoru, ki nam pokaže logiko
vektorske vložitve. To nam je uspelo z algoritmom TSNE (angl. t-distributed
stochastic neighbor embedding) [3]. Gre za preslikavo več dimenzionalnega
prostora (npr. 5-d) v manj dimenzionalni prostor (tipično 2 ali 3-d prostor).
Vsak večdimenzionalni objekt je modeliran z 2-dimenzionalno točko tako, da
so podobni objekti modelirani s točkami blizu njih, različni objekti pa so
modelirani s točkami daleč stran od njih in z visoko verjetnostjo [3]. Karak-
teristik, ki smo jih preučevali, je bilo 5 (število točk, število zadetih metov
iz igre, število vseh metov iz igre, število izgubljenih žog, število osebnih
napak). Če damo te karakteristike skupaj, dobimo 5-d prostor, ki je težko
predstavljiv. Iz tega razloga smo se odločili za uporabo algoritma TSNE,





















Slika 5.10: Vrednosti vhodnih uteži za sezono 2015/16 za model SRSFFEV T -
HOMADur.
predstavljiv. Rezultat algoritma TSNE je viden na sliki 5.11. Ekipe, ki so
dosegale manj točk in imajo več osebnih napak (npr. UTA, MEM, LAL) so
v prostoru bolj skupaj. Podobno velja za ekipe, ki so dosegale več točk in
imele veliko število metov iz igre (npr. HOU in SAC). Ekipe, ki so podobne
v številu točk, številu zadetih metov iz igre, številu izgubljenih žog, so v
prostoru bolj skupaj (npr. GSW, CLE in SAS). BKN in MIN sta dosegala
nižje število točk, zato sta v prostoru bolj skupaj. Pri drugih ekipah nismo
našli povezave.
Enako smo storili tudi z modeli SRSFFEV T -HOMADur,SRS-
HOMADur, ONEHOT4EV T -HOMADur in ONEHOT6EV T -HOMADur.
Na slikah A.5 in A.6 v prilogah A.5 in A.6 je upodobitev ekip v skritem
prostoru za modela SRSFFEV T -HOMADur in SRSEV T -HOMADur. Pri
modelu SRSEV T -HOMADur lahko opazimo, da sta ekipi GSW in SAS sku-
paj predvsem zaradi velikega števila doseženih točk in nizkega števila izgu-
bljenih žog. Ekipe, ki so dosegle manǰse število točk, so v prostoru skupaj
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Slika 5.11: Upodobitev ekip v skritem prostoru za sezono 2015/16 za model
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Slika 5.13: Upodobitev ekip v skritem prostoru za sezono 2015/16 za model
ONEHOT6EV T -HOMADur.
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številom doseženih točk so bolj skupaj (SAC, WAS in HOU). Pri ostalih eki-
pah nismo našli nobenih povezav. Pri modelu ONEHOT4EV T -HOMADur
na sliki 5.12 lahko opazimo, da so najbolǰse ekipe, ki so dosegale veliko število
točk skupaj v prostoru (GSW, CLE in SAS). Prav tako to velja za ekipe, ki
so dosegale nižje število točk (NYK, LAL, MEM). Pri preostalih ekipah ni-
smo našli nobene povezave. Pri modelu ONEHOT6EV T -HOMADur na sliki
lahko opazimo, da so v prostoru skupaj ekipe, ki so dosegale nižje število
točk (BKN, LAL, MEM, NYK). BOS, PHX in HOU so skupaj, saj so imele
podobno število doseženih točk ter podobno število metov iz igre. Ostalih
povezav pri pregledu slike nismo našli. K atributom smo dodali še skupno





































Slika 5.14: Upodobitev ekip v skritem prostoru za sezono 2015/16 za model
ONEHOT2EV T -HOMADur z dodanim atributom število vseh skokov.
Opazimo, da so ekipe, ki so dosegale visoko število točk skupaj (GSW,
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LAC, HOU) v prostoru bolj skupaj. Enako velja za ekipe, ki so dosegale nižje
število točk (LAL, NYK, BKN). Ekipe, ki so dobro skakale, so v prostoru
bližje (ATL, CHI, DAL, MIA). Ekipa SAS se je zaradi dodanega atributa po-
tegnila bližje ekipi POR, saj imata podobno število skokov. Ostalih povezav
pri modelu nismo našli.
Preverili smo še, kako se obnesejo atributi, ki predstavljajo štiri fak-
torje (učinkovitost meta iz igre, delež izgubljenih žog na 100 posest, delež
obrambnih skokov, delež napadalnih skokov ter delež zadetih prostih me-
tov). Na sliki 5.15 lahko vidimo upodobitev ekip v skritem prostoru za model
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Slika 5.15: Upodobitev ekip v skritem prostoru za sezono 2015/16 za model
ONEHOT6EV T -HOMADur za štiri faktorje.
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Ekipe, ki so bile manj učinkovite pri metu iz igre, so v prostoru prika-
zane bolj skupaj (LAL, WAS, BKN). Ekipe UTA, GSW, DEN so bile bolj
učinkovite pri metu in imajo podoben delež izgubljenih žog na 100 posesti,
zato so prikazane skupaj. Ekipe, ki imajo uravnoteženo učinkovitost meta iz
igre, delež izgubljenih žog na 100 posesti in delež skokov, so prikazane skupaj
(DET, CLE, ATL, BOS). Ostalih povezav med atributi nismo našli.
Naslednji eksperiment, ki smo ga naredili, je bil povezan s povprečno koš
razliko. Za vsak dogodek na tekmi smo izmerili povprečno koš razliko. Na
ta način bi lahko prepoznali, v kateri fazi tekme ekipa igra dobro ter kdaj
popusti. Ker je vsaka tekma bila simulirana 1000-krat, ima en dogodek 1000
različnih situacij oziroma koš razlik, zato smo morali vzeti povprečje 1000
dogodkov za posamezno povprečno koš razliko. Negativna koš razlika po-
meni prednost gostujoče ekipe, pozitivna pa prednost domače ekipe. Na sliki
5.16 vidimo, da gostujoče moštvo do 450. dogodka na tekmi (to je v zadnji
četrtini) narekuje ritem in povečuje prednost. Od 450. dogodka naprej se je
domače moštvo prebudilo ter zaigralo bolje in začelo zmanǰsevati zaostanek.
Vseeno pa je bil njihov zaostanek prevelik in ga do konca tekme niso mogli
nadoknaditi. Dogodke od 500 naprej lahko ignoriramo, ker vsaka tekma iz-
med tisočih ni imela 500 dogodkov in tako koš razlika ni kredibilna, saj niso
bile deljene s številom simulacij (1000) temveč s številom, ki je bilo nižje
od tega. To pojasni špice od 520. dogodka naprej, ki jih lahko izpustimo.
Zelena črta predstavlja gibanje dejanskega rezultata. Vseh dogodkov, ki so
se zgodili, je 494. Opazimo, da se pri dejanskemu gibanju rezultata ekipi
večkrat zamenjata v vodstvu kot pri simuliranemu poteku rezultata. Med
črtama ni večjih podobnosti.
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Slika 5.16: Potek rezultata med ATL ter CHA (30.10.2015) za model




Zaenkrat smo naredili primerjavo med 100 in 1000 simulacijami in ugoto-
vili, da je bolje uporabljati 1000 simulacij, saj je standardna napaka nižja.
Izračunali smo tudi Brierjevo mero ter klasifikacijsko točnost za vse modele.
Sledil je izračun mere RMSE za delež zmag, število doseženih točk, število
osebnih napak in število prostih metov. Prikazali smo tudi vrednost vhodnih
uteži za model SRSFFEV T -HOMADur. Sledile so slike upodobitve ekip v
skritem prostoru s pomočjo algoritma TSNE.
Pri eksperimentalni evalvaciji smo ugotovili, da je najbolǰsi par modelov
za napoved deleža zmag ter za napoved števila doseženih točk SRSFFEV T -
HOMADur. Modela, ki uporablja kvote stavnic, tukaj nismo upoštevali.
Najbolǰsi par modelov za napoved števila osebnih napak je ONEHOT4EV T -
HOMADur, za napoved števila prostih metov pa je EV ENTEV T -HOMADur.
Skupno gledano je najbolǰsi model SRSFFEV T -HOMADur, saj ima poleg
najnižje Brierjeve mere in točnosti najmanǰso mero RMSE pri deležu zmag
in številu točk. Slike, ki smo jih dobili za upodobitev ekip v skritem prostoru,
so pokazale, da modeli generirajo dovolj dobre simulacije. Pri vsaki sliki se je
namreč dalo najti vsaj eno povezavo bodisi s številom točk, bodisi s katerim
drugim atributom. Nižja Brierjeva mera ne zagotavlja, da bodo generirane
simulacije tudi bolj točne. Pri modelu, ki doseže najnižjo Brierjevo mero
(SRSFFEV T -HOMADur), se je izkazalo, da ne generira najbolj točnih simu-
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lacij, vsaj kar se tiče prostih metov in osebnih napak. Pri modelu z visoko
Brierjevo mero (EV ENTEV T -HOMADur) smo pokazali, da lahko generira
tudi dobre simulacije za število prostih metov. Prednost pristopov, ki upo-
rabljajo boxscore statistike, je v tem, da že vemo, kako bo posamezna ekipa
igrala, zato je upodobitev skritega prostora odvečna. Pri pristopu z eničnim
indikatorjem pa ekipam sledimo, model je potrebno tudi dodatno učiti za
vsak igralni krog posebej, kar je bolj zamudno. Pri pristopu z eničnimi in-
dikatorji smo pokazali, da se s spremembo števila nevronov pri H3 in H4 da
spreminjati tudi Brierjevo mero in točnost.
Glavna slabost te diplomske naloge je, da je bilo potrebno na rezultate
evalvacije čakati 24 do 36 ur. Najpogosteje smo uporabljali 1000 simulacij za
eno tekmo. Vsega skupaj je torej bilo 1000 simulacij ene tekme, ena tekma
vsebuje 400-550 dogodkov, tekem v sezoni pa je 2460. Skupno dobimo več
kot 1.230.000.000 podatkov, kar je problematično tudi iz prostorskega vidika.
Z dodatkom trenerjev bi lahko izbolǰsali obstoječo mrežo. Nekateri tre-
nerji (npr. Mike D’Antoni) so izrazito napadalno naravnani in preferirajo
mete za 3 točke in hitre ter enostavne napade. Radi bi, da se mreža tega
nauči. To bi storili bodisi z vključitvijo trenerjev v obstoječ model bodisi
pa bi zgradili samostojen model. Slednjega bi potem združili z rezultatom,
ki ga vrne obstoječi model. Trenerje bi lahko zakodirali z eničnimi indika-
torji ter jih učili skupaj z naslednjimi dogodki, kontekstom ter zmogljivostmi
ekip. Podobno bi storili lahko tudi s sodniki. Sodniki vplivajo na dosojene
prekrške ter na to, komu pripada napad. S sodniki bi lahko storili podobno
kot s trenerji ter jih predstavili z one-hot indikatorji in jih učili z drugimi
značilkami.
Ena izmed izbolǰsav bi lahko bila, da bi za zmogljivosti ekip uporabili
povprečja zadnjih treh ali štirih tekem. S tem bi zajeli, kakšna je trenutna
forma ekip. Problem tega pristopa je, da ne vemo, kako bi predstavili prve tri
tekme, za katere še nimamo znanja. Ena od rešitev bi lahko bila, da prve tri
tekme enostavno ignoriramo in da začnemo tekme evalvirati od tretje tekme
naprej.
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Naslednja izbolǰsava predpostavlja dodatek igralcev. Dodali bi samo
igralce prve peterke. Radi bi, da se mreža nauči, kako odsotnost ali pri-
sotnost igralca vpliva na igro ekipe. Igralce bi v prvi peterki predstavili
bodisi z eničnimi indikatorji bodisi s številkami. Slabost eničnih indikatorjev
bi bila ogromna prostorska zahtevnost, saj je igralcev več kot 150. Problem
je tudi v tem, ker prve peterke niso statične temveč se spreminjajo zaradi
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Slika A.3: Kvadratna napaka povprečnega števila točk na tekmo za sezono
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