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ABSTRACT
This dissertation presents three research projects on novel methods in computational bio-
physics. Each of these projects introduces methodologies to extend the capabilities of molec-
ular dynamics simulations in one way or another. In the first chapter, molecular dynamics
simulations and the central role they play in the field of structural biology is introduced to
give the reader some background on the common basis of the projects. The second chapter
describes the first of these projects, where the molecular dynamics flexible fitting method for
refining molecular structures of macromolecules using experimental electron density data is
extended to be able to handle high-resolution density data, which are becoming increasingly
commonplace. The third chapter focuses on adaptive multilevel splitting, a replica-based
sampling technique that was employed in molecular dynamics simulations to measure the
rate of drug molecule dissociation, a process that occurs on the order of milliseconds and
above, which is out of the reach of typical molecular dynamics simulations. In the final chap-
ter, a kinetic model of diffusion is introduced. This model allows simulation of the diffusion
of small molecules in arbitrary potentials, for example, those that characterize the space
around and within a membrane protein channel. The adaptive discretization scheme allows
simulations between the micro- to millisecond time scales, which are typical of diffusive pro-
cesses. This collection of projects is a snapshot of the diversity and versatility of current
problems in structural biology that can be addressed by molecular dynamics simulations. I
hope to instil in the reader a sense of how method development in molecular dynamics will
expand the contributions of the field to both scientific and practical pursuits in biology.
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CHAPTER 1
INTRODUCTION
Molecular dynamics (MD) is, by far, the most realistic classical simulation model of molecular
systems. From its humble beginnings as simulations of elastic hard spheres [1, 2], and actual
physical models made of rubber balls and rods [3], MD has come a long way since the late
1950s. Its numerous successes culminated in the 2013 Nobel Prize in Chemistry awarded
to Karplus, Levitt, and Warshel [4] “for the development of multiscale models for complex
chemical systems”. Nevertheless, MD continues to face difficult methodological challenges
that are actively being tackled by many to this day.
MD’s claim to realism stems from the fact that it represents systems at the level of
individual atoms. Coarse-grained variants do exist where clumps of atoms are aggregated
into large particles or the solvent is represented as a continuum, but it remains a fact that
the emphasis is on replicating empirical molecular behavior, which is the domain of force
field development [5, 6, 7, 8, 9, 10, 11]. The sheer level of complexity of MD simulations
challenges the technology and resources required to run such simulations, as well as the
ability to obtain good initial models of the simulated systems, since a simulation beginning
in an physiologically irrelevant state may not find its way to a relevant one within the course
of the simulation.
The work presented in this thesis addresses a few challenges in the field of MD, namely,
the accurate inference of macromolecular structure from imaging data, and the simulation
of processes that occur on time scales beyond the typical reach of MD simulations. The
structures of macromolecules in simulations are not commonly deduced ab initio. Typi-
cally, the majority of a structure is obtained from experiments that make use of established
techniques like X-ray crystallography, nuclear magnetic resonance (NMR) spectroscopy,
or cryo-electron microscopy (EM) to obtain an image, or map, of the molecule. Often-
times, the map does not have sufficient resolution to immediately specify the locations
of individual atoms. Fortunately, there is an abundance of structure refinement tech-
niques [12, 13, 14, 15, 16, 17, 18, 19, 20, 21], to find a “best fit” structure for a given
low-resolution map.
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Traditionally, the gold standard for precision has been X-ray crystallography, for which
structures can typically be unambiguously resolved to less than 3 A˚. EM has for the most
part stayed in the > 5-A˚ resolution range, but advances in technology in recent years driven
the limit down to as low as 1.8 A˚ [22]. EM also has the advantages over crystallography
of not requiring the difficult process of crystallizing the macromolecule, and being able to
image the macromolecule in a physiological state (as opposed to a crystalline state). With
the rise of high-resolution EM, structure refinement techniques have also had to adapt to
the new maps. Chapter 3 deals with the modification of the well-known molecular dynamics
flexible fitting (MDFF) algorithm to fit macromolecular structures into a high-resolution EM
map, a task which it was previously able to consistently succeed at only with low-resolution
maps. The modified techniques, called cascade MDFF and resolution-exchange MDFF, are
described in detail, and validated using exemplary biological cases. In addition, this thesis
also proposes the use of local fluctuations during an MDFF simulation to evaluate not only
how well the structure fits the map, but also how well-resolved the map is around particular
regions of the structure.
Another challenge is the simulation of long-time-scale processes. In particular, unbinding
processes commonly exhibit time scales of seconds, minutes, or even hours. Chapter 4
describes the application of adaptive multilevel splitting (AMS) [23, 24], a sampling technique
previously employed in Monte Carlo simulations, to simulate rare events. Existing methods
for simulating such processes typically require the application of artificial forces or potentials
to overcome potential barriers [25, 26, 27, 28], which introduces undesirable bias in the
dynamics of the system, or the use of prior knowledge to guide the algorithm, for example
by setting milestones along the reaction coordinate [29, 30, 31]. AMS utilizes a replica-based
paradigm and a scheme to minimize simulation of non-reactive trajectories (trajectories that
do not lead to the occurrence of the rare event being studied), to simulate the process in the
absence of external forces (in the sense of selectively applying forces to a subset of atoms
in the system) without the need for prior knowledge of reaction milestones. A biological
test case, the separation of benzamidine from trypsin, was simulated using AMS and the
dissociation rate was shown to be in closer agreement with the experimentally determined
rate than in other computational efforts to calculate the same rate.
Single-molecule rare events are not the only processes that challenge the time scale of MD
simulations. Bulk diffusive processes, such as ion permeation through a membrane channel,
can occur on the micro- to millisecond time scale. Such processes typically come under
the purview of Brownian dynamics [32, 33, 34, 35], Monte Carlo methods [36], and Green’s
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function reaction dynamics [37, 38, 39]. Apart from few exceptions [40], most of these meth-
ods do not include a detailed, atomistic description of the diffusion environment, lacking
either a particular description of the diffusing species or assuming that diffusion occurs in
a constant, or simple potential. Chapter 5 introduces a finite-difference kinetic model of
diffusion that allows simulation of diffusion particle trajectories across a grid representing
the system, under the influence of an arbitrary atomistically-detailed potential map over the
grid derived from a prior MD simulation, with dynamics described by the discretized Smolu-
chowski equation. This method allows simulations spanning microseconds to be performed
within hours of clocktime in a serial implementation. A continuum version of the model
was applied to investigate the dynamics of nascent chain insertion into the membrane in
the SecY translocon, while a single-particle version was applied to small molecule diffusion
through the E. coli mechanosensitive channel of small conductance (ecMscS) and shown to
reproduce the rates of glutamate and potassium ion conductance obtained from a reference
study of the same system.
This thesis represents an incremental effort to improve the accuracy of and extend the
capabilities of MD to a greater variety of systems and biological processes. The methods
presented, although applied to specific test cases, can be generalized to different systems.
AMS can be used for the simulation of any rare event, as long as the event can be character-
ized by transition between well-defined states along some reaction coordinate. The kinetic
diffusion model can be employed beyond bulk permeation processes through membrane chan-
nel, as shown in the SecY application. As advances in hardware capabilities and accessibility
continue to be made, MD will increasingly become a mainstay in the field of structural biol-
ogy. Methods such as those presented here will help to generalize the application of MD to
a wider variety of problems, many of which are of biomedical significance.
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CHAPTER 2
MOLECULAR DYNAMICS PRIMER
The work presented in this thesis is centered around molecular dynamics (MD) [1, 41, 42]
simulations. The objective of such simulations is to mimic the dynamics of biomolecules
in their physiological environments and on the right time scales as realistically as possible.
This chapter provides a brief sketch of the basic concepts underlying MD.
In a typical MD simulation, every atom in a system is represented explicitly. There are
variants of MD where groups of atoms are aggregated into coarse-grained particles [43, 44,
45, 46, 47, 48, 49], or solvent atoms are represented implicitly [50, 51, 52, 53, 54, 55] for the
sake of reducing computational complexity, but these variants will not be discussed here. In
the basic MD algorithm, the dynamics of each atom in the system is described by Newton’s
Second Law:
mαr¨α = − ∂
∂rα
Utotal(r1, r2, . . . , rN) , (2.1)
where mα and rα are the mass and position, respectively, of atom α, α = 1, 2, . . . , N , and
N is the total number of atoms in the system. The total potential Utotal consists of several
components responsible for the forces acting on each atom.
In an unbiased simulation, Utotal is given by the following:
Utotal = Ubond + Uangle + UUB + Udihedral + Uimproper + UvdW + UCoulomb . (2.2)
The first five terms describe bonded interactions using, with the exception of Udihedral, har-
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monic functions:
Ubond =
∑
i∈{bonds}
kbondi (li − l0i)2 (2.3)
Uangle =
∑
i∈{angles}
kanglei (θi − θ0i)2 (2.4)
UUB =
∑
i∈{UB 3-atoms}
kUBi (r
(13)
i − r(13)0i )2 (2.5)
Udihedral =
∑
i∈{dihedrals}
kdihei (1 + cos(niφi − φ0i)) (2.6)
Uimproper =
∑
i∈{impropers}
kimpri (ξi − ξ0i)2 , (2.7)
In order of the expressions listed above, these terms respectively model bond stretching,
angle-bending, the Urey-Bradley force, torsional angle rotation, and improper angle rotation.
The Urey-Bradley force is included only in certain force fields (see below), such as the
CHARMM force field [56]. Note that in some conventions, each term is multiplied by a
factor of 1
2
, but here we have absorbed it into the force constants.
The Urey-Bradley force and improper dihedral terms were introduced to render simulations
consistent with experimentally determined vibrational frequencies [56]. The Urey-Bradley
force term controls the 1,3-distance r(13), the distance between the first and third atoms in
a bonded series of three atoms, while the improper dihedral term applies to a pyramidal
configuration of atoms through the angle ξ between two planes - one containing the three
pyramidal base atoms and the other containing two base atoms and the apex atom. The
other quantities used in the potentials include the force constants k, the lengths of bonds,
l, angles between bonds, θ, dihedral angles, φ, and multiplicities of minima in dihedral
potentials, n, and their respective constant parameters labelled by a ‘0’ in the subscript.
The remaining terms in Utotal, the non-bonded interactions, are given by
UvdW =
∑
i , j>i
4ij
[(
σij
rij
)12
−
(
σij
rij
)6]
(2.8)
UCoulomb =
∑
i , j>i
qiqj
4pi0rij
, (2.9)
representing van der Waal’s forces through the Lennard-Jones potential [57] and electrostatic
forces. Here, i and j are atom labels, σ’s are parameters determined empirically, and q’s are
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the partial charges of the atoms.
The values of all the parameters listed are contained in self-consistent force fields and
determined from ab initio calculations or fitting to experimental data, depending on the
force field being used. The simulations presented in this thesis employ the CHARMM force
field [56, 58]. Other popular force fields used in computational biophysics include AM-
BER [59] and GROMOS [60].
A MD simulation proceeds through numerical integration of Eq. 2.1, and can be performed
using either an NVE (constant energy), NVT (constant volume) or NPT (constant pressure)
setup. The choice of setup depends on the system to be simulated. For example, a single
water droplet containing a small protein can be approximated as a closed system, making
NVE a suitable setup. For a large protein requiring a large volume of water, periodic
boundary conditions are typically used to approximate an infinite system. To model such a
system realistically one would hold the temperature and pressure constant, so that an NPT
setup is required. However, controlling both pressure and temperature can sometimes lead to
instabilities, especially when the initial state of the system is not within a potential minimum.
Thus, it is common practice to equilibrate the system in the more stable NVT setup, prior to
performing a production simulation in NPT. Details of the integrator, electrostatics scheme,
as well as the thermostat and barostat algorithms used to control temperature and pressure
are beyond the scope of this primer.
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CHAPTER 3
MDFF FOR HIGH-RESOLUTION
CRYO-ELECTRON MICROSCOPY MAPS1
Molecular Dynamics Flexible Fitting (MDFF) is a well-established technique for refining
atomic models of macromolecules. The refinement is performed by fitting the atomic struc-
ture of a macromolecule to a corresponding density map, obtained usually from cryo-electron
microscopy (EM) or low-resolution X-ray crystallography experiments, while staying within
the constraints of molecular dynamics force fields. As recent advances in EM techniques
dramatically increased the resolution of experimental data, it became necessary for MDFF
to adapt to continue providing well-fitted structures. This study describes cascade MDFF
(cMDFF) and resolution exchange MDFF (ReMDFF), two modified MDFF procedures to
meet the challenge posed by high-resolution structures, as well as a novel fluctuation-based
protocol for evaluating the quality of fit and quality of model.
3.1 Introduction
Structural biology is built upon the foundation of biomolecular structures that specify the
position of every atom within a given biomolecule. These structures are usually obtained ex-
perimentally through imaging techniques applied to samples of biomolecules, producing 3D
density maps reflecting the positions of atoms within the biomolecules. The most common
imaging techniques include X-ray crystallography, nuclear magnetic resonance spectroscopy,
and cryo-electron microscopy (EM). The structure of a given biomolecule can be elucidated
directly if the corresponding map is of a sufficiently high resolution, as is often the case with
X-ray crystallography. While cryo-EM is typically lower in resolution than X-ray crystal-
lography, it does not suffer from a few difficulties associated with crystallography, namely,
the arduous task of preparing well-ordered crystals of macromolecules [61], and the more
fundamental problem of capturing these molecules in unphysiological states as a result of
1The presented in this chapter has been published in A. Singharoy, I. Teo, R. McGreevy (equal credits
to preceding authors), J. E. Stone, J. Zhao, and K. Schulten, eLIFE, 5 (2016), e16105. .
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crystal contacts [62].
Historically, computational methods were required to bridge the resolution gap between
crystallography and cryo-EM to produce atomic-resolution models of biomolecular com-
plexes. Various real-space refinement methods that combine crystallographic structures and
cryo-EM densities for structure determination have been developed, including DireX [14],
Flex-EM [15], Rosetta [20], FRODA [16], Phenix real space refinement [17], and the family
of flexible fitting methods [12, 13, 63, 64, 15, 65, 18, 19], including Molecular Dynamics
Flexible Fitting (MDFF) [66, 67, 21].
MDFF, in particular, has proven to be an extremely successful refinement method as
evidenced by its numerous applications [68, 21] ranging from the intricate ribosomal ma-
chinery [69, 70, 71, 72] to a host of non-enveloped viruses [73]. So far this success has
been limited to structure determination from typically low-resolution cryo-EM maps in the
7− 25 A˚ range which, indeed, represented the state-of-the-art at the time of MDFF’s incep-
tion [66]. However, seminal advances in detection hardware and programs over the past three
years [74, 75] have enabled now the routine availability of high-resolution (< 5 A˚) EM maps
for a range of biological systems including ion channels [76], enzymes [77, 78], membrane
fusion machinery [79] and key functional components of the ribosome [80, 81].
In MDFF, an initial atomic structure, obtained either through de novo modelling or an-
other imaging technique, is simulated using molecular dynamics (MD) with its atoms coupled
to forces derived from gradients within the corresponding density map. The overall effect is to
pull the molecule’s atoms into regions of high density within the map, so that the molecule as
a whole conforms to the shape of the high-density regions. Although more computationally
expensive in comparison to other strategies such as de novo modelling [82, 83, 20], MDFF
has the advantage of being able to fit the atomic structure while obeying the geometrical
constraints imposed by the MD force field, so that structural anomalies are minimized.
MDFF can be thought of as a gradient descent on the sum of the usual MD interaction
energy terms and the coupling of atoms to map gradients through the MDFF potential. Like
gradient descent, MDFF is prone to being trapped in local minima if the objective function,
as in the case of total energy, is non-convex. However, the problem of local minima can
be avoided if the starting structure is good, i.e. close enough to the “correct” structure,
or if the local minima are shallow enough that temperature-induced fluctuations can push
the system out of them. However, in the case of high-resolution maps [76, 77], the level of
detail allows even individual side chains to be resolved, giving rise to narrow and steep local
minima. Under such conditions, traditional MDFF can result in badly fitted structures. Ob-
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taining optimal structures would require extremely precise structure building and validation
protocols [20].
In order to address the challenge posed by high-resolution maps, a modification of the
direct MDFF method [66, 67, 21], called cascade MDFF (cMDFF), is proposed. Given a
starting structure and a high-resolution map for fitting, Gaussian blurring is first applied to
the map to obtain a series of maps of different and lower resolutions than the original map.
MDFF is then employed to sequentially fit the structure to each map, starting with the map
of lowest resolution, and progressing to higher resolutions and ending with the original map.
This approach allows the system to escape from local minima early in the fitting process
when the minima are still wide and shallow. A second modified protocol inspired by the
replica exchange method, resolution exchange MDFF (ReMDFF), achieves the same effect
as cMDFF but with a shorter amount of compute time and greater degree of automation.
In ReMDFF, an ensemble of starting structures is initialized, with each replica being fitted
initially to a map of different resolution. At regular intervals, replicas may exchange maps
with each other with a probability depending on the difference in total energy between the
two replicas. It should be noted that the concept of using multi-resolution maps for fitting
has previously been used successfully for crystallographic data [84].
Another issue raised by the advent of high-resolution density maps is the need for local
measures of fit. Traditionally, the quality of fit between an atomic structure and a density
map is reflected in a cross-correlation coefficient aggregated over the entire structure. How-
ever, as maps become more finely detailed, one can begin to ask how much local uncertainty
is associated with particular portions of the molecule. The use of a local cross-correlation
coefficient may address this issue in terms of quality of fit. On the other hand, quality of
fit may be misleading in the case of a map with heterogeneous resolutions. A high local
correlation coefficient of a molecule segment within a map region can be as indicative of
low local map resolution as it is of good placement of the residue. In the present study, a
multitude of fit and quality metrics will be employed for a robust evaluation of the outcomes
of cMDFF and ReMDFF.
In the following sections, the direct MDFF method will be introduced in detail, before the
cMDFF and ReMDFF methods are described. The next section will describe applications
of cMDFF and ReMDFF to fit available structures to 3.2-A˚ and 3.4-A˚ resolution maps of
β-galactosidase [77] and the TRPV1 channel [76], respectively. The resulting fits were found
to be of accuracy greater than that of direct MDFF and comparable to that of Rosetta, even
with poor choices of initial structures. The accuracy is evaluated in terms of the quality of
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fit comprehensively measured through global and local cross-correlations (GCC and LCC),
integrated Fourier shell coefficients (iFSC), and EMRinger scores [85], as well as in terms of
quality of model measures like MolProbity [86].
The second part of this chapter proposes the use of spatial fluctuations during simulation,
specifically the local root mean square fluctuation (RMSF), to simultaneously evaluate the
goodness of fit of the atomic structure and the quality of the map. In particular, it will
be demonstrated that for a given structure-map pair, local RMSF values during MDFF
simulation correlate with local cross-correlation between the fitted structure and the map.
In addition, local RMSF values during an unbiased MD simulation are shown to correlate
with the local resolutions of the map regions containing the corresponding residues in the
structure. From these observations, RMSF can be interpreted as a conformational ensemble-
based indicator of map quality and of structure fit quality.
3.2 Direct MDFF
The basic MDFF method, direct MDFF, requires for input an initial structure and the EM
density map that the structure will be fitted to. An MDFF potential map is generated
by inverting and scaling the density map, and is subsequently applied to selected atoms
within the initial structure in an MD simulation. The structure thus “feels” the EM-derived
potential while simultaneously undergoing structural dynamics as described by the usual
MD force field.
Let the density associated with the EM map be Φ(r). Then the MDFF potential map is
given by
VEM(r) =
ζ
(
Φ(r)−Φthr
Φmax−Φthr
)
if Φ(r) ≥ Φthr ,
ζ if Φ(r) < Φthr .
(3.1)
where ζ is a scaling factor that controls the strength of the coupling of atoms to the MDFF
potential, Φthr is a threshold for disregarding noise, and Φmax = max(Φ(r)). The potential
energy contribution from the MDFF forces is then
UEM =
∑
i
wiVEM(ri) , (3.2)
where i labels the atoms in the structure that are coupled to the MDFF potential and wi is
an atom type-dependent weight, usually the atomic mass.
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During the simulation, the total potential acting on the system is given by
Utotal = UMD + UEM + USS (3.3)
where UMD is the MD potential energy as provided by MD force fields, e.g., CHARMM,
and USS is a secondary structure restraint potential (see section on Restraints below) that
prevents warping of the secondary structure by the potentially strong forces due to UEM. A
detailed description of the potentials arising in Eq. 3.3 is given in Trabuco et al [66, 67].
After the MDFF and restraint potentials are created through the MDFF plugin of VMD [87],
the initial structure is rigid-body docked, e.g., with Situs [88], into the density map. Prior
to simulation, MDFF-specific parameters can be modified and include ζ and the subset of
atoms to be coupled to the MDFF potential. The latter typically consists of all non-hydrogen
atoms or backbone atoms and ζ is usually set to 0.3. MDFF can be performed in various
simulated conditions, including different temperatures and vacuum, membrane, explicit or
implicit [55] solvent environments. The choice of parameters and conditions depends on the
requirements of each specific case. For example, a highly polar molecule would be more
accurately simulated in explicit solvent rather than in vacuum, but the computational cost
would be much higher in this case. A check for correct stereoisomeric orientations is also
performed on the structure, as described in the following section, so that any structural
errors found can be corrected prior to simulation. The MDFF simulation is run until the
system has reached stationarity, as determined by RMSD; typical run times range between
1 to 5 nanoseconds.
3.3 Strategies for High Resolution Density Maps
Flexible fitting methods have facilitated structure determination from low-resolution EM
maps for more than a decade [12, 13, 63, 64, 15, 65, 18, 19] and continue to be the methods
of choice for resolving molecular systems with atomic resolution. MDFF, in particular, has
been a front-runner among methods that have facilitated the discovery of some of the most
complicated structures in modern day structural biology [89, 90, 91, 71, 73, 72].
The advent of high-resolution EM maps presents a new challenge to MDFF. In an MDFF
simulation, the molecule is allowed to reach equilibrium while under the influence of both
the MD and the guiding MDFF potentials. Ideally, the equilibrium structure obtained in
the simulation represents a global minimum in the total energy, which is dominated by
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the MDFF potential map VEM. For maps in the low resolution range (6 to 15 A˚), this
global minimum is broad, accommodating an ensemble of conformations defined by the
overall shape of the molecule [66, 70]. In contrast, at the mid-resolution range of 4 to 6 A˚,
densities corresponding to the backbones become discernible, and at sub-4 A˚ resolutions,
even sidechains can be resolved. At such high resolutions, VEM features multiple proximal
local minima which correspond to recurring spatial patterns within a macromolecule, such as
helices aligned in parallel or strands in a β-sheet. The energy barriers separating these local
minima are typically about twice as high as those in the case of low-resolution maps. The
existence of such potential minima in high-resolution maps exposes MDFF to a long-known
weakness of traditional MD-based algorithms, namely entrapment of the fitted structure
within undesired local minima instead of reaching the global minimum of VEM. As a result,
direct MDFF yields structurally poor or functionally irrelevant models with high-resolution
EM maps (Fig. 3.1) [20].
Figure 3.1: Global cross-correlation as a measure of fit. The blue and red structures represent
the same region of a segment of TRPV1 that have been fitted differently into the density
map shown. The global cross-correlations of the structural region shown in each case are
0.728 (red) and 0.723 (blue). However, the blue structure is clearly better fitted than the red
structure, as reflected in RMSDs from the published structure of 6.2 A˚ (red) and 2.3 A˚ (blue).
Although the case described is an extreme one, it shows that global cross-correlation, as a
measure of fit, can be misleading, particularly in regards to local correspondence of residues
to the map.
The new variants of MDFF, cMDFF and ReMDFF, were designed to overcome the limi-
tation resulting from local minima, allowing accurate fitting of molecular structures within
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sub-5 A˚ EM maps. These new methods extend the radius of convergence of MDFF to at
least 25 A˚, fitting models to maps of resolutions as high as 3.2 A˚. This radius of convergence
is at least twice that reported for Rosetta refinements of the 20S proteasome [20]. Such a
broad radius of convergence will allow refinement of extremely poorly guessed initial models
with MDFF, as demonstrated in the cases of β-galactosidase and TRPV1 discussed in this
chapter.
ReMDFF simulations involving the so-called replica-exchange molecular dynamics method
converge quickly using a small number of replicas and are thus amenable to cloud comput-
ing applications. Running ReMDFF on the cloud greatly lowers the barrier to usage of
the method providing a cost-effective and practical solution to fitting structures to high-
resolution cryo-EM densities for researchers who neither own nor can administer their own
advanced computer hardware.
3.3.1 Cascade MDFF
In cascade MDFF (cMDFF), the initial structure is sequentially fitted to a series of potential
maps of successively higher resolution, with the final potential map being the original one
derived from the EM map. Starting with i = 1, the ith map in the series is obtained by
applying a Gaussian blur of width σi ≥ 0 A˚ to the original potential map, such that σi
decreases as the structure is fitted in the sequence i = 1, 2, . . . , L, where L is the total
number of maps in the series, so that σL = 0 A˚. One can intuitively understand cMDFF as
fitting the simulated structure to an initially large and ergodic conformational space that is
shrinking over the course of the simulation towards the highly corrugated space described
by the original MDFF potential map.
The gradual increase in map resolution over the course of the simulations allows the
structure to explore a greater conformational space than in direct MDFF. The structure
thus avoids entrapment within local minima of the MDFF potential and is accurately fitted
to the near-atomic density features of the experimental map.
To mathematically illustrate the cMDFF concept, begin by describing the Gaussian blur
process, which produces a potential map Vσ from the potential map VEM through convolution
with a normalized Gaussian of specified width σ:
Vσ(r) =
∫
dr′G(r ; r′, σ)VEM(r′) , (3.4)
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where G(r ; r′, σ) denotes a normalized Gaussian of width σ centered at r′ and evaluated at
r given by
G(r ; r′, σ) = A(σ) exp
(
−||r− r
′||2
2σ2
)
, (3.5)
A(σ) =
1
(2piσ2)3/2
. (3.6)
One can characterize the resolution of VEM(r) explicitly by assuming that it can be written
as a sum of Gaussians.
VEM(r) =
∑
n
cnG(r ; r
′
n, σ
′
n) , (3.7)
where cn are weighting factors, r
′
n and σ
′
n are, respectively, the centers and widths of the
component Gaussians. Substituting the above expression into Eq. (3.4) yields
Vσ(r) =
∫
dr′G(r ; r′, σ)
∑
n
cnG(r
′ ; r′n, σ
′
n) (3.8)
=
∑
n
cnA(σ)A
′
n(σ
′
n)
∫
dr′ exp
(
−||r− r
′||2
2σ2
− ||r
′ − r′n||2
2σ′2n
)
, (3.9)
where A(σ) and A′n(σ
′
n) are the normalizing factors for G(r ; r
′, σ) and G(r ; r′n, σ
′
n), respec-
tively. Evaluation of the above expression gives
Vσ(r) =
∑
n
Cn exp
(
− ||r− r
′
n||2
2(σ2 + σ′2n)
)
, (3.10)
Cn = cnA(σ)A
′
n(σ
′
n)(2pi)
3/2
(
σσ′n√
σ2 + σ′2n
)3
(3.11)
= cn
[
2pi(σ2 + σ′2n)
]−3/2
. (3.12)
Note that setting σ = 0 A˚ in Eqs. (3.10-3.12) recovers the expression for the initial map
in Eq. (3.7), i.e. V0(r) = V (r). On the other hand, increasing σ results in an increase in
the widths of the component Gaussians, and leads in turn to an increase in the range of the
MDFF force Fσ(r), where
Fσ(r) = −∇Vσ(r) (3.13)
=
∑
n
Cn
σ2 + σ′2n
exp
(
− ||r− r
′
n||2
2(σ2 + σ′2n)
)
(r− r′n) . (3.14)
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Hence, at each stage i of the cMDFF process, the associated map half-width σi allows
one to tune the characteristic width of the potential map through the half-widths of its
component Gaussians
√
σ′2n + σ
2
i . The initial fitting starts with a large σ1, corresponding
to a diffuse potential which allows much structural mobility, and proceeds along decreasing
values of σi, corresponding to narrower potentials with steeper gradients, so that the structure
is gradually settled into the original potential map, characterized by σL = 0 A˚.
In practice, the series of cMDFF maps is generated from the original potential map using
VMD’s volutil Gaussian blur tool. Optimal values for the first half-width σ1 and the change
in σi from one map to the next are case-dependent. Values used in the present study were
obtained through trial-and-error. In general, structures far from the ideal conformation
benefit from a large σ1 (> 5 A˚) so as to explore a large conformation space. On the other
hand, if the original map has a high resolution, small changes in σi (< 1 A˚) would allow
a gradual convergence required to avoid being trapped in local potential minima. In our
simulations, the change in σi is initially 1 A˚. A concrete example is σ1 = 5 A˚, σ2 = 4 A˚,
σ3 = 3 A˚, σ4 = 2 A˚, σ5 = 1 A˚, σ6 = 0 A˚. A second trial using changes of 0.5 A˚ was performed
(σ1 = 5 A˚, σ2 = 4.5 A˚, σ3 = 4 A˚,. . ., σ10 = 0.5 A˚, σ11 = 0 A˚), and if the resulting structure
of the second trial presented a better fit, then the first trial was discarded.
3.3.2 Resolution Exchange MDFF
ReMDFF increases the degree of automation in the cMDFF method. The discussion of
the ReMDFF method here is preceded by a description of Replica Exchange MD (ReMD),
from which ReMDFF was inspired. ReMD is an advanced sampling method that explores
conformational phase space in search of conformational intermediates, which are separated
by energy barriers too high to be overcome readily by fixed temperature simulations. In-
stead of working with a single, fixed MD simulation, ReMD carries out many simulations in
parallel, but at different temperatures T1 < T2 < T3 < . . . where the lowest temperature
T1 is the temperature of actual interest, typically, room temperature. The simulations of
several copies of the system, or replicas, run mainly independently, such that ReMD can
be easily parallelized over multiple processors, but at regular time points the instantaneous
conformations of replicas of neighboring temperatures are compared in terms of energy and
the exchange of temperature values between replicas are permitted according to a Metropo-
lis criterion [92]. Under this scheme, the highest temperature replicas overcome the energy
barriers between conformational intermediates while the lower temperature replicas seek out
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the most favorable local minima. The application of the Metropolis criterion in the protocol
guarantees that the conformations of the T1 replica are Boltzmann-distributed.
ReMDFF extends the concept of ReMD to MDFF by exchanging the resolutions of MDFF
potential maps between replicas instead of temperatures as in the case of ReMD. In the
ReMDFF method, the replicas are run at the same temperature, but fitted to maps of
varying half-widths. At fixed time intervals, the replicas i and j, characterized by atom
coordinates xi and xj and fitting maps of blur widths σi and σj, are compared energetically
and exchanged with Metropolis acceptance probability
p(xi, σi,xj, σj) = min
(
1 , exp
(−E(xi, σj)− E(xj, σi) + E(xi, σi) + E(xj, σj)
kBT
))
,
(3.15)
where kB is the Boltzmann constant, E(x, σ) is the instantaneous total energy of the con-
figuration x within a fitting potential map of blur width σ.
A replica that is stuck within a bad local minimum in a high-resolution map can then
escape after exchanging with a replica being fitted to a low-resolution map. On the other
hand, a replica within a low-resolution map can be more precisely fitted after exchanging with
a replica being fitted to a high-resolution map. The parallelization capabilities of NAMD
implemented for ReMD [93] are easily extended to ReMDFF, so that the enhanced sampling
achieved translates into extremely fast MDFF convergence.
3.4 Methods
In a proof-of-principle case, various MDFF simulations were applied to carbon dioxide de-
hydrogenase to illustrate conceptually the advantages of cMDFF and ReMDFF over direct
MDFF. Details are presented in MDFF Results. Following which, two test cases were used
to evaluate the performance of cMDFF and ReMDFF relative to direct MDFF. Both cases
are well-known pioneer instances of high-resolution EM maps - β-galactosidase and TRPV1.
The former is a glycoside hydrolase enzyme in solution and the latter is a temperature-
sensing membrane channel. Both macromolecules are homotetramers with available atomic
structures inferred de novo from their respective EM maps. These structures were used as
benchmarks for comparison with the results of fitting, and also as precursors for the initial
structures for the simulations. The following sections detail the protocols used in the direct
MDFF, cMDFF and ReMDFF refinements of the macromolecules in the two test cases.
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3.4.1 MD Simulation Setup
Unless otherwise stated, all simulations reported in the present study used the following MD
parameters. MDFF simulations were run in vacuum, maintained at 300 K via a Langevin
thermostat and employed a time step of 1 fs. Secondary structure restraints were imposed
using NAMD’s Extra Bonds function to prevent loss of secondary structure due to strong
MDFF guiding forces.
MD simulations were prepared using CHARMM-GUI [94] and run under NPT conditions,
maintained at 303.15 K temperature and 1 atm pressure using a Langevin thermostat and
barostat. All systems were parameterized using the CHARMM36 force field [95, 58]. Struc-
tures were solvated in explicit water (TIP3P model) boxes, with at least 15 A˚ separation
between structure and water box boundaries. Particle-mesh Ewald electrostatics was used
and the time step was 2 fs. For simulations of the reported structures of β-galactosidase,
backbone atoms were held fixed while a minimization over 1000 time steps was performed,
followed by 32-ns and 40-ns equilibration for the 3.2-A˚ and 2.2-A˚ structures, respectively.
Following the equilibration step, production runs of 30 ns were performed for both structures.
In the case of TRPV1, the channel was embedded in a membrane of standard lipid com-
position POPE, POPC, POPG at ratio 2:1:1. Initial runs involved minimization over 1000
steps and 1-ns equilibration of the lipid tails, with all other atoms fixed. In the following
MD run, minimization was performed over 5000 steps and equilibration was performed for
3 ns, with protein backbone atoms held fixed. Finally, the entire system was equilibrated for
a further 6.4 ns. During the equilibration, C-terminal residues 752 to 762 were harmonically
restrained because a substantial C-terminal segment was missing in the structure.
3.4.2 Fourier Shell Coefficients
Fourier Shell Coefficients (FSCs) can be used as a means of evaluating quality of fit by
comparing the degree of similarity between the original map and a simulated map derived
from the structure to be evaluated, using the simulated map feature of VMD’s MDFF pack-
age [66, 67] and the same voxel size as the original map.
In the present study, FSC curves for fitted TRPV1 and β-galactosidase structures were
calculated via the FSC operation in SPIDER [96], using a shell width of 0.5 reciprocal space
units, and resolution cutoff of half the voxel size. In the case of TRPV1, both the full
structure and MDFF-fitted region were evaluated. The latter was obtained by applying a
mask of the region around residues 199 to 430 in the fitted structure to the simulated map,
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and in the reported structure to the original map.
As a means of summarizing comparisons by FSC, other studies have used “integrated
FSCs”, a numerical measure obtained by integrating under the FSC plot within a predefined
resolution interval. Two integrated FSC measures, corresponding to the intervals 3.4 A˚ to
10 A˚ and 5 A˚ to 10 A˚, were obtained in the present study and tabulated in Table 3.1, and
Tables 3.5 and 3.7.
3.4.3 Preparation of initial test structures
The first initial structure of β-galactosidase was obtained by subjecting the reported struc-
ture [77] to a 4-ns equilibrium MD simulation at a temperature of 300 K. Trajectory frames
recorded at 2-ps intervals were evaluated for backbone RMSDs with respect to the reported
structure. A frame with an RMSD value of 7.6 A˚ (Fig. 3.2a) and lowest global cross-
correlation with respect to the reported map was picked to be the initial test structure. The
structural quality measure of this model is provided in Table 3.2. A second initial structure
was prepared by repeating the same protocol but at 1000 K. This structure is also charac-
terized by an RMSD of 7.6 A˚ but now features a more distorted local structure as measured
in terms of increased rotamer and Ramachandran outliers (Table 3.4).
The initial test structure of TRPV1 was also derived from a reported structure [76]. In
order to render the disjointed reported structure contiguous for correct structural dynamics
during simulation, the missing loop region (residues 503 to 506) was added by hand. Addi-
tionally, the substantial ankyrin repeat region (residues 111 to 198) was removed because the
corresponding density was missing from the map. For the purpose of testing the robustness
of cMDFF and contrasting its performance with that of direct MDFF, the structure was
distorted (see Fig. 3.2b) during an interactive MD [97, 98] simulation, subjecting residues
199 to 430 in one subunit’s extramembrane domain to a series of transformations, consisting
roughly of a polar angle change of 15◦ toward the cytoplasmic pole followed by an azimuthal
rotation of 30◦, so that the backbone RMSD of the transformed region was about 22 A˚
relative to the original structure.
3.4.4 Direct MDFF.
In order to provide a basis for comparison with cMDFF and ReMDFF, direct MDFF sim-
ulations were performed for both β-galactosidase and TRPV1. For β-galactosidase, an EM
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map of 3.2-A˚ resolution (EMD-5995 [77]) is available with corresponding de novo structure
listed as PDB entry 3J7H. Two initial structures were used for fitting. The first was obtained
by simulating the de novo structure at equilibrium for 4 ns and selecting a trajectory frame
in which the backbone RMSD was at a maximum value of 7.6 A˚ relative to the de novo
structure, while the second was obtained through a high temperature equilibration simula-
tion and had the same RMSD but poorer secondary structure quality as measured by the
proportion of Ramachandran outliers.
Figure 3.2: Comparison of initial models to target (published) models. For the purpose of
testing cMDFF on (a) β-galactosidase and (b) TRPV1, the published models (blue) were
distorted to provide the initial models (red) for fitting. In the case of TRPV1, the distortion
was applied to only one subunit.
For TRPV1, the published EM map has a resolution of 3.4 A˚ (EMD-5778 [76]) and cor-
responding de novo structure listed as PDB entry 3J5P. The latter structure contained a
missing loop region (residues 503 to 506) which had to be filled in by hand. Addition-
ally, the substantial ankyrin repeat region (residues 111 to 198) was removed because the
corresponding density was missing from the map. To obtain the initial structure for the
fitting simulations, the de novo structure was distorted (see Fig. 3.2b) during an interactive
MD [97, 98] simulation, subjecting residues 199 to 430 in one subunit’s extramembrane do-
main to a series of transformations, consisting roughly of a polar angle change of 15◦ toward
the cytoplasmic pole followed by an azimuthal rotation of 30◦, so that the backbone RMSD of
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the transformed region was about 22 A˚ relative to the de novo structure. Further details on
initial structure preparation for both β-galactosidase and TRPV1 are given in Section 3.4.3.
The initial structures of β-galactosidase and TRPV1 were first minimized over 1000 time
steps. Scale factors ζ (Eq. (3.1)) of values 1.0 and 0.3 were employed for β-galactosidase
and TRPV1, respectively, to couple all backbone atoms to the respective maps. All other
simulation parameters are listed in Section 3.4.1. The resulting structure from each MDFF
simulation was then subjected to a final re-refinement step - fitting with a scale factor of 1.0
while the temperature was ramped down from 300 K to 0 K over 30 ps and held at 0 K for an
additional 1 ns. This final refinement step was found to improve the fitting of sidechains [99].
With the exception of the ζ values, the pre- and post-MDFF procedures described here were
also applied to the cMDFF and ReMDFF simulations.
3.4.5 cMDFF
The cMDFF protocol consists of a series of consecutive MDFF simulations, starting with
the map of the lowest resolution, progressing through maps of successively higher resolution,
and ending with the map of the original resolution. The duration of each run was long
enough (70 ps for β-galactosidase, 100 ps for TRPV1) for the structure to equilibrate within
the MDFF potential. To take advantage of the stochastic nature of MDFF simulations, 10
independent cMDFF simulations were performed for each system to be fitted, generating an
ensemble of fitted structures. From the ensemble, the best structure was determined by the
various quality indicators described in MDFF Results. This structure was then subjected to
the final re-refinement step to allow for accurate resolution of sidechains.
For β-galactosidase, cMDFF was initiated with a map blurred with half-width σ1 = 5 A˚.
The subsequent maps were blurred with half-widths decreasing in steps of 0.5 A˚, giving
L = 11 maps in total, including the original. In another set of simulations, we observed
that using a larger step size of 1 A˚ caused the structure to converge to a less well-fitted
configuration. For TRPV1, Gaussian blurred maps were generated starting with a half-
width of σ1 = 5 A˚, and decreasing by 1 A˚ for each subsequent map, thus yielding a series of
L = 6 maps, including the original.
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3.4.6 ReMDFF
ReMDFF was performed on both β-galactosidase and TRPV1 using the same initial struc-
tures, simulation parameters and maps as in the cMDFF simulations. 11 and 6 replicas were
employed for β-galactosidase and TRPV1 respectively with an exchange trial interval of 1 ps.
In each case, the total energy of each replica was monitored and the simulation was run until
the energies reached a stationary level. The ReMDFF simulation was found to converge in
0.1 ns for the β-galactosidase refinement, and in 0.02 ns for that of TRPV1. Finally, similar
to direct MDFF and cMDFF, the re-refinement step was performed to improve sidechain
geometry.
3.4.7 Cross-validation of MDFF-fitted Structures
To demonstrate that the over-fitting does not occur during cMDFF refinements, which is
also fairly representative of ReMDFF refinements, the reported de novo structures of β-
galactosidase and TRPV1 were each fitted to two half-maps (labelled 1 and 2) of the cor-
responding reported EM map, [77] for β-galactosidase and [76] for TRPV1. Subsequently,
simulated maps were created from the fitted structures using VMD’s MDFF plugin and res-
olution settings equivalent to the reported maps. In total, there were two simulated maps,
also with labels 1 and 2 corresponding to the half-map from which the fits were obtained, for
each protein. FSC plots describing the direct comparison of simulated maps with the corre-
sponding half-maps (e.g. simulated map 1 with half-map 1) as well as the cross comparison
of simulated maps with the non-corresponding half-maps (e.g. simulated map 1 with half-
map 2) were created. The high degree of similarity between the cross comparisons as well as
between cross comparisons and direct comparisons indicate a very low degree of over-fitting.
In fact, iFSC values calculated for the plots (see Fig. 3.3) are practically uniform. EMRinger
scores for the same sets of comparisons were also calculated. For β-galactosidase, the EM-
Ringer scores were 3.25 for simulated map 1 against half-map 1, 2.97 for simulated map 2
against half-map 2, 2.92 for simulated map 1 against half-map 2, and 2.81 for simulated map
2 against half-map 1; these numbers are fairly comparable to the EMRinger scores with the
full maps as presented in Table 3.1. For TRPV1 again, the EMRinger scores were 1.43 for
all comparisons. The high degree of similarity between EMRinger scores for the different
comparisons corroborate the favorable conclusion drawn from the FSC calculations.
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Figure 3.3: FSC cross-validation plots. The reported structures for (a) β-galactosidase and
(b) TRPV1 were each fitted by direct MDFF against two half-maps, labelled 1 and 2, from
their respective EM data. Simulated maps were generated from the resulting structures, with
labels corresponding to the half-maps used in the fitting. FSC plots of the simulated maps
against the half-maps are so similar that they superimpose on one another. In addition,
the differences in iFSCs between the various plots are negligible. These results demonstrate
that the MDFF method, with the parameters used in the present study, do not overfit the
structure.
3.5 MDFF Results
Results from the direct MDFF, cMDFF, and ReMDFF simulations are described in this
section. The first section describes a proof-of-principle test case involving a simple molecule
and idealized EM map, performed prior to the more realistic cases of β-galactosidase and
TRPV1. Results for the latter cases are described thereafter, including both structural
evaluations of the refined structures using established methods in the cryo-EM field and
efficiency of the ReMDFF protocol on Amazon’s cloud computing platform.
3.5.1 Proof of principle: carbon monoxide dehydrogenase
In an initial proof-of-principle computation, direct MDFF, cMDFF and ReMDFF were ap-
plied to fit a structure of carbon monoxide dehydrogenase to maps of varying resolutions
(see columns 2 and 3 of Fig. 3.4), obtained by Gaussian blurring of a 3-A˚ synthetic density
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map using half-widths (σ) ranging from 5 to 0 A˚ at constant decrements of 1 A˚. Carbon
monoxide dehydrogenase exhibits a closed and an open conformation [100]. Both of these
conformations have been crystallized, and are reported respectively in chains C and D of the
PDB entry 1OAO. For the present demonstration, the closed conformation (1OAO:chain C)
was used as the initial structure, while the open one (1OAO:chain D) was the target.
The 3-A˚ resolution synthetic density map was constructed in Phenix [101], employing
phases from the 1OAO structure and the associated diffraction data truncated at 3 A˚. This
map was then masked about chain D to yield a high-resolution envelope characterizing
the open conformation. Assuming that the crystallographic model provides an accurate
benchmark, the corresponding map for chain D determined here represents the best possible
density data at 3 A˚ resolution that is experimentally attainable for the open conformation.
Accuracy of the fitting protocols was evaluated by comparing the fitted chain C structures
with the crystallographically reported target chain D model. Each row in Fig. 3.4 corresponds
to a direct MDFF fit to the map of the stated σ value in the first column. Note that Gaussian
blurring of the map lowers potential barriers within the map, as observed in the map cross-
sections in the third column of Fig 3.4, so that convergence in RMSD is faster with greater
blur half-widths (last column in Fig 3.4). Direct MDFF of the 3 A˚ synthetic map performed
for 2 ns converged to a structure with an RMSD of 7 A˚ relative to the target model. In
sharp contrast, the cMDFF- and ReMDFF-generated structures are within 1.7 A˚ and 1 A˚
RMSD of the target (see the inset of Fig. 3.4). Also, note that fitting to the blurred maps
produced structures that are around 2 A˚ RMSD, and subsequent fitting to high-resolution
maps, equivalent to the cMDFF protocol, brought the RMSD down to 1.0 A˚.
The results demonstrate that the new protocols are capable of attaining well-fit structures
where direct MDFF does not. In particular, one can think of the new protocols as extending
the radius of convergence to at least 7 A˚, rendering the fitting procedures less dependent on
the initial configuration of the starting structure.
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Figure 3.4: Visual summary of advanced MDFF methodology. A graphic table illustrating
MDFF refinement of carbon monoxide dehydrogenase using maps of varying resolutions.
The maps represent an open conformation while the initial structure was obtained through
crystallography of a closed conformation. This initial structure was independently fitted,
using direct MDFF, to individual maps, each obtained by applying a Gaussian blur of a
different half-width (σ, first column) to the original map. These maps are visualized as
isopotential surfaces and cross-sections in the second and third columns, respectively. As σ
increases, the amount of contiguous high-density regions increases and the VEM barriers go
from high (red) to low (blue). The overall effect is greater freedom for the structure to explore
conformational space during fitting. The structure after 500 ps of fitting, shown in red, is
superimposed on the known target structure, shown in blue, in the fourth column. The time
evolution of RMSD with respect to the target during fitting is shown in the fifth column.
Direct fitting to lower resolution maps requires fewer time steps to reach convergence. In
particular, RMSD never drops appreciably during fitting to the original map. The inset
shows refinements of the same structure by cMDFF and ReMDFF employing the same set
of maps. A clear improvement in fit over direct MDFF is apparent, with convergence to
within 1.7 A˚ and 1.0 A˚ of the target achieved within 1000 and 100 ps for cMDFF and
ReMDFF respectively.
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3.5.2 A note on fitting metrics
The cross-correlation coefficient calculated over an entire structure, termed global cross-
correlation coefficient (GCC), has been a popular indicator of goodness-of-fit of a structure
to a corresponding EM density map. However, averaging over the entire structure smears
out potentially useful local structure information and in some cases, can be misleading (see
Fig. 3.1), since GCC cannot distinguish between correct and wrong assignments of residues
to a given map region as long as the residues are equally well fitted.
Local measures of fit allow one to assess every part of the structure individually. In
the present study, local cross-correlation coefficients (LCCs) [102] were tracked over the
course of the simulations of β-galactosidase and TRPV1 (Fig. 3.5). The improvement in
LCC of the majority of residues in each case lends greater confidence in the fitting result.
At the same time, residues that have relatively lower LCCs can be identified for further
treatment [102, 21].
Figure 3.5: Local cross-correlations during cMDFF. Local cross-correlations of residues
within the fitted regions of (a) β-galactosidase and (b) TRPV1 plotted over the course
of the cMDFF fitting show improvement over the successive MDFF refinement steps.
In addition to LCC, analysis of the structures obtained through simulations included
RMSD to the de novo structure (it is assumed that the de novo structures for β-galactosidase
and TRPV1 are close to the “true” conformational state represented by the EM maps),
EMRinger [85] scores, MolProbity [86] scores, and integrated FSCs [20].
EMRinger scores are based on whether the rotation of Cγ atoms of each residue in the
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tested structure about the backbone axis produces the expected rotameric density profile
in the EM map [85], and can be interpreted as a measure of both structure quality and fit.
MolProbity is a measure of structure quality, rather than fit, taking into account the numbers
of steric clashes, rotameric outliers, and Ramachandran outliers present in the structure [86].
It should be noted that a smaller MolProbity score indicates a better structure. Fourier shell
coefficients (FSCs) are typically used to compare two maps, and is obtained, for a given
radius, by calculating the correlation between the structure factors of the two maps evaluated
at the given radius [20]. Typically, the degree of similarity between the two compared maps is
determined by examination of the FSC profile across radii (see Section 3.4.2 for more details
on FSC calculation), however one can also integrate the FSC (iFSC) between 0 A˚ and a
pre-determined cutoff to obtain a single number indicating the degree of similarity. In the
present study, iFSCs are employed as a measure of fit of a structure to a map, by constructing
a simulated map of the structure, and calculating the iFSC between the simulated map and
fitted map. Besides MolProbity score, other key structural metrics of a given structure can
also be calculated by the MolProbity server at http://molprobity.biochem.duke.edu/.
These metrics are also reported, but in a separate table from the fit metrics for each test
case.
The purpose of employing a multitude of fitting and structure metrics is to demonstrate
the robustness of cMDFF and ReMDFF to different measures of fit and structure quality.
In the results presented below, cMDFF and ReMDFF are revealed to produce structures
that improve over the initial ones in all the discussed measures, except for percentage of
Ramachandran outliers.
3.5.3 Refinement of β-galactosidase
In the case of β−galactosidase, two initial structures were fitted to a 3.2-A˚ map [77] employ-
ing direct MDFF, cMDFF and ReMDFF. Since the radius of convergence of the proposed
MDFF protocols was at least 7 A˚ for the proof-of-principle case, the initial structures were
prepared with an RMSD of 7 A˚ from the reported structure, using the procedures described
in Section 3.4.3. The first initial structure was obtained from an equilibration at room tem-
perature. The second structure was obtained through a high temperature equilibration, and
suffered from a lower local secondary structure quality. Fig. 3.2a shows the first structure
superimposed on the original structure. In the Cartoon representation shown, the second
structure bears a similar appearance to the first.
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Figure 3.6: Convergence of cMDFF, ReMDFF, and direct MDFF simulations. RMSD over
simulation time is plotted for the cMDFF, ReMDFF and direct MDFF simulations of (a)
β-galactosidase and (b) TRPV1 monomer. RMSD is calculated with respect to the pub-
lished structures (PDB 3J7H for 3.2-A˚ resolution and PDB 5A1A for 2.2-A˚ resolution). For
ReMDFF, the plot contains data from a single, best-fit, replica. (inset) same as (b) but
for the TRPV1 tetramer. For both β-galactosidase and TRPV1, cMDFF and ReMDFF
outperformed direct MDFF in both efficiency and fit, as reflected in Tables 3.1 and 3.5.
Figure 3.7: Local cross-correlations during direct MDFF to refine de novo structures. Local
cross-correlations of residues within the fitted regions of (a) β-galactosidase and (b) TRPV1
show little change over the course of direct MDFF. The large-scale initial structures were
already well-fitted within the maps. Increases in fit and structure quality of the refined de
novo structures over the initial structures are due to local, sporadic improvements.
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Fitting results for the first initial structure are summarized in Table 3.1 and show that
cMDFF and ReMDFF produce final structures of higher fit and structure quality than that
obtained by direct MDFF. In particular, (i) RMSD of the fitted structure with respect to
the reported de novo model is 0.7 A˚ and 0.9 A˚ for cMDFF and ReMDFF respectively, much
lower than the 3.7 A˚ RMSD attained with direct MDFF (Fig. 3.6 a); (ii) EMRinger scores for
cMDFF and ReMDFF are 3.16 and 3.45 respectively, higher than the 1.91 obtained for direct
MDFF, implying accurate fitting of sidechains into the density; (iii) MolProbity scores are
consistently small for all the flexible fitting techniques in part due to fewer, less severe steric
clashes and fewer Ramachandran outliers (further detailed in Table 3.2); (iv) integrated FSC
(iFSC2, corresponding to the range 3.4-10 A˚ on the FSC plot obtained as per Section 3.4.2),
considered a more stringent measure of model quality than CC [20], attained higher values
of 5.22 A˚ and 4.66 A˚ for cMDFF and ReMDFF, respectively, than 2.74 A˚ for direct MDFF.
iFSC1, evaluated at the lower resolution range of 5-10 A˚ improves from 2.11 A˚ for direct
MDFF to 4.22 A˚ and 3.76 A˚ for cMDFF and ReMDFF, respectively, showing a trend similar
to that of iFSC2 corresponding to the high resolution range; and (v) GCCs improved from
an initial value of 0.48 to 0.56, 0.67 and 0.67 for direct, cMDFF, and ReMDFF protocols
respectively. Similarly, typical residue LCC values improved from about 0 to greater than
0.80 (Figs. 3.5a and 3.7).
Table 3.1: β-galactosidase MDFF results for initial structure prepared at room
temperature. cMDFF and ReMDFF provide better fitted structures than direct MDFF
according to various criteria. It is noteworthy that all structures refined by any form of
MDFF display an improved MolProbity [86] score compared to the original de novo structure.
Structure RMSD(A˚) EMRinger iFSC1(A˚) iFSC2(A˚) MolProb. GCC
de novo [77] 0.0 2.25 4.03 5.00 3.14 0.67
Refined de novo 0.6 4.23 4.19 5.20 1.23 0.68
Initial 7.7 0.24 0.14 0.15 1.49 0.48
Direct MDFF 3.7 2.31 2.11 2.74 1.38 0.56
cMDFF 0.7 3.16 4.22 5.22 1.37 0.67
ReMDFF 0.9 3.45 3.76 4.66 1.13 0.67
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Table 3.2: Structure quality indicators for β-galactosidase structures from initial structure
prepared at room temperature. β-galactosidase structures investigated in the present study
were uploaded to the MolProbity server (http://molprobity.biochem.duke.edu) to ex-
tract the quantities presented below. The results show that the cMDFF- and ReMDFF-
refined structures not only exhibit good measures of fit, but also improve the clash score
and rotamer geometries, relative to the de novo and initial structures, while incurring only
a small expense in Ramachandran statistics, bad angles, and Cβ deviations.
de novo
[77]
Refined
de novo
Initial Direct
MDFF
cMDFF ReMDFF
Clashscore 53.7 0.0 0.0 0.0 0.0 0.0
Poor rotamers (%) 11.6 3.8 4.2 3.0 4.4 1.37
Favored rotamers (%) 67.4 90.8 87.8 92.1 89.8 95.3
Ramachandran outliers (%) 0.2 0.7 2.7 3.0 1.6 2.7
Ramachandran favored (%) 97.4 95.8 91.1 91.1 94.4 90.9
MolProbity 3.14 1.23 1.49 1.38 1.37 1.13
Cβ deviations (%) 0.0 0.05 4.92 0.18 0.29 0.39
Bad bonds (%) 0.09 0.04 3.61 0.02 0.01 0.03
Bad angles (%) 0.03 0.60 3.98 0.63 0.49 0.37
RMS distance (A˚) 0.007
(0.025%)
0.019
(0%)
0.035
(0.237%)
0.022
(0%)
0.019
(0%)
0.021
(0%)
RMS angle (degrees) 1.1
(0.009%)
2.2
(0.009%)
3.6
(1.177%)
2.4
(0.103%)
2.1
(0.018%)
2.3
(0.085%)
Cis prolines (%) 8.06 8.06 6.45 6.45 6.45 8.06
Cis non-prolines (%) 1.15 1.15 0.0 0.0 1.15 0.0
Overall, cMDFF and ReMDFF refinements produce structures that fit the 3.2-A˚ β-galactosidase
map much more accurately than direct MDFF does. Fig. 3.8a visualizes the difference be-
tween the cMDFF-derived structure and the direct MDFF one in terms of fit. In judging the
RMSD values to the target model the reader is reminded that equilibrium MD simulations of
a single structure at room temperature typically exhibit RMSD values relative to the initial
structure or the average structure of about 3 A˚; the same is true for β-galactosidase. Con-
sequently, an RMSD of 0.7 A˚ of the cMDFF/ReMDFF-fitted model relative to the target
implies a high-quality refinement. The high quality of this refinement is further supported
by visualizations of accurate sidechain placements within the density, shown in Fig. 3.9.
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Figure 3.8: Comparison between cMDFF and direct MDFF fitted models. Models of (a) β-
galactosidase and (b) TRPV1, obtained from cMDFF (blue) and direct MDFF (red) fitting
simulations are superimposed. The cMDFF-fitted models fit well into the high resolution
maps (grey) of each molecule, whereas the direct MDFF models have become trapped in
local minima that result in portions of the models protruding from the maps. ReMDFF-
fitted models are almost identical to those from cMDFF and are therefore not shown.
The cMDFF- and ReMDFF-refined structures were found to be comparable in every qual-
ity measure to the reported de novo structure [77]; in fact, the overall Molprobity and EM-
Ringer scores are significantly better for cMDFF and ReMDFF. However, a closer look at the
Molprobity score (Table 3.2) reveals that even though cMDFF vastly improves clash score
and poor rotamers, it marginally increases the percentage of Ramachandran outliers and
Cβ deviations relative to the de novo structure. Nonetheless, both cMDFF and ReMDFF
improved structural statistics with respect to the initial model (Table 3.1, third row) which
was intentionally chosen to have a large deviation (RMSD of 7.6 A˚) from the the de novo
structure.
In addition to simulations performed on the first initial structure, a cMDFF simulation was
also performed on the de novo modelled structure itself, as a more realistic case comparison
to the former structure. The simulation, labeled ‘refined de novo’ in Table 3.1, yielded
a structure that was superior in all the quality measures considered in comparison to the
de novo structure as well as to the structures obtained from the various MDFF fittings
of the other, 7.6 A˚-deviated initial model. Table 3.2 shows that not only are clash score
and percentage of poor rotamers vastly improved, but the percentages of Ramachandran
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Figure 3.9: Residues of β-galactosidase fitted within density map. Several examples of
residue segments, consisting of residues (a) 50-55, (b) 179-189, (c) 310-320, and (d) 413-420,
are shown within the corresponding map regions. In general, both backbone and sidechains
were found to have fitted well after MDFF refinement.
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outliers and Cβ deviations were only slightly higher than those of the de novo structure
itself. The small increase in the latter two measures suggest that local secondary structure
quality of the obtained structure is not improved by MDFF and can be controlled instead
only through the quality of the initial structure. This observation was investigated in a
similar set of simulations performed on the second initial structure, which had suffered from
significant secondary structure distortions introduced by the high temperature procedure
used to generate it (compare Initial columns of Tables 3.2 and 3.4).
Table 3.3: Measures of fit for MDFF refinements of β-galactosidase from initial structure
prepared at 1000 K.
Structure RMSD EMRinger iFSC1 iFSC2 MolProb. GCC
de novo [77] 0.0 2.25 4.03 5.00 2.33 0.67
Initial 7.6 0.26 0.10 0.09 1.16 0.25
Direct MDFF 6.2 1.91 2.11 2.73 1.21 0.47
cMDFF 3.2 2.88 3.17 3.96 1.19 0.63
ReMDFF 3.0 2.89 3.34 4.15 1.21 0.64
Table 3.4: Structural quality indicators for MDFF-refined β-galactosidase from initial struc-
ture prepared at 1000 K.
de
novo [77]
Initial Direct
MDFF
cMDFF ReMDFF
Clashscore 53.7 0.0 0.0 0.0 0.0
Poor rotamers (%) 11.6 24.8 7.6 5.4 6.7
Favored rotamers (%) 67.4 53.7 81.4 85.0 85.4
Ramachandran outliers (%) 0.2 5.0 8.7 7.8 8.5
Ramachandran favored (%) 97.4 84.7 81.9 83.4 81.6
MolProbity 3.14 2.22 1.88 1.74 1.84
Cβ deviations (%) 0.0 20.6 0.8 0.7 3.7
Bad bonds (%) 0.09 15.4 0.03 0.02 0.02
Bad angles (%) 0.03 18.71 1.38 1.20 1.40
Cis prolines (%) 8.06 8.06 8.06 8.06 8.06
Cis non-prolines (%) 1.15 1.15 1.15 1.15 1.15
Structural statistics for the refinements of the low quality structure are provided in Ta-
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ble 3.4. Relative to the initial structure, MDFF improved all measures except for the per-
centage of Ramachandran outliers, which has only increased despite secondary structure
restraints being used. Thus, using an initial structure with a low percentage of Ramachan-
dran outliers is crucial to maintaining the local secondary structure quality of the refined
structure during any MDFF procedure. Another insight that can be gleaned from this
observation is that aggregate measures of map-model validation, including RMSD (to the
reported structure), GCC, and iFSC values, are insensitive to to discrepancies in local sec-
ondary structure. Despite having similar RMSD, GCC, and iFSC values, the refined de
novo structure and MDFF refinements using the two different initial structures exhibit very
different percentages of Ramachandran outliers.
In terms of efficiency, the ReMDFF protocol exhibits the quickest convergence, arriving
at steady state within 0.1 ns of simulation, whereas cMDFF requires around 0.8 ns. Both
methods employed eleven maps with Gaussian blurs starting from a width of 5 A˚ decreasing
in steps of 0.5 A˚ towards the original reported map. To ensure that the cMDFF procedure did
not over-fit the structures, cross-validation using EMRinger and FSC analysis was performed
using half-maps from the EMD-5995 entry. iFSC and EMRinger values were found to be
almost identical in both direct and cross comparisons. Details are provided in Section 3.4.7.
Beyond the simulations reported in Table 3.1, further simulations were performed to ex-
plore the performance of MDFF within the contexts of further types of analyses. The first of
these simulations was a direct MDFF simulation of the reported β-galactosidase structure,
fitting only backbone atoms to the 3.2-A˚ map. The fitted structure was compared to the
“refined de novo” structure. It was found that EMRinger scores were lower (better) at 2.35
when only backbone atoms were fitted, compared to 4.23 when non-hydrogen atoms were
fitted. This result suggests that even if the backbone is correctly placed, the MD force fields
alone, i.e., CHARMM36 [58] here, are incapable of providing sidechain geometries consis-
tent with the map. Refinement of the sidechains will therefore require explicit fitting to the
density, above and beyond the orientations captured by the force fields alone.
In the second simulation, the resulting structure of the cMDFF simulation of the good
initial structure was subjected to an equilibrium MD simulation in explicit solvent. As shown
in Fig. 3.10, the equilibrium RMSD fluctuations during this simulation ranged between 3.0 A˚
to 3.4 A˚ of the starting structure. It is worth noting that these RMSD values agree well
with the 3.2 A˚ resolution limit of the β-galactosidase map. Thus, the result indicates that
uncertainties of the map resolution reflects quantitatively the structural variations of the
cMDFF-fitted β-galactosidase model at the room temperature. Consequently, this model is
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representative of the thermodynamic ensemble that the EM map characterizes.
Figure 3.10: Equilibration of cMDFF-refined model of β-galactosidase. The model resulting
from a cMDFF fitting of β-galactosidase to the 3.2-A˚ map is subject to an equilibration MD
simulation. The RMSD plot of the structure shows that it converges within 10 ns to an
RMSD value of 3 A˚.
The third set of simulations takes advantage of a unique opportunity, presented by the
availability of two different maps of the same structure, at resolutions of 3.2 A˚ and 2.2 A˚, to
compare the results of fitting β-galactosidase to maps of different resolutions. The reported
structures were subjected to direct MDFF simulation for 0.7 and 1 ns for the 3.2-A˚ and
2.2-A˚ models, respectively. The RMSF for each residue is calculated over consecutive 10-
ps windows during the fitting. The RMSF values for all residues, including those for the
PETG binding pockets [78], are plotted in Fig. 3.11, reflecting smaller fluctuations during
the fitting to the 2.2-A˚ map than in the 3.2-A˚ one. The relationship between fluctuation
and map quality is examined in greater detail in Results, and imply that the RMSF of the
fitted structure correlates negatively with the resolution of the corresponding map.
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Figure 3.11: RMSF values of individual residues during direct MDFF of published β-
galactosidase models. Published models corresponding to the 2.2-A˚ and 3.2-A˚ maps of
β-galactosidase are fitted to their respective maps using direct MDFF. The RMSF values of
all the residues along the protein sequence are plotted showing those from the 2.2-A˚ map
are lesser than those from 3.2-A˚ map.
3.5.4 Refinement of TRPV1
The initial structure for TRPV1 was fitted using direct MDFF, cMDFF, and ReMDFF
protocols to the reported 3.4-A˚ map [76]. To obtain this initial structure, an interactive
MD procedure was used to distort one subunit of the de novo structure, as described in
Section 3.4.3, such that the total deviation of the initial structure from the de novo structure
was 10 A˚ in RMSD, and that of the distorted subunit was 25 A˚. The latter degree of deviation
is in the ballpark of the lowest resolutions of usable EM maps and, therefore, represents the
upper limit of uncertainty between an initial structure and the fitted structure that MDFF
can still reconcile. Thus the present example represents an extreme test case for evaluating
the radius of convergence of the proposed MDFF methods.
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Table 3.5: TRPV1 MDFF Results. Similarly to the simulations of β-galactosidase (Ta-
ble 3.1), cMDFF and ReMDFF refinement of TRPV1 produce the best fitted models as
analysed by various metrics. The models obtained through both cMDFF and ReMDFF are
better or equal to the de novo structure in every analysis. Numbers in parentheses are rep-
resentative of the whole structure (tetramer) while the main entries refer only to the single
monomer that was fit.
Structure RMSD EMRinger iFSC1 iFSC2 MolProb. GCC
de novo 0.0 0.83 2.33
(3.48)
2.62
(4.33)
3.80 0.53
(0.72)
Refined de novo 1.1 1.75 1.90
(3.52)
2.13
(4.42)
1.52 0.54
(0.73)
Initial 24.1 0.62 0.67
(2.96)
0.77
(3.81)
3.79 0.16
(0.67)
Direct MDFF 7.9 1.51 1.61
(3.68)
1.79
(4.47)
1.71 0.50
(0.72)
cMDFF 2.4 1.68 2.37
(3.66)
2.62
(4.43)
1.60 0.54
(0.72)
ReMDFF 2.5 1.99 2.41
(3.68)
2.75
(4.50)
1.47 0.53
(0.73)
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Table 3.6: Structure quality indicators for TRPV1 structures. TRPV1 struc-
tures investigated in the present study were uploaded to the MolProbity server
(http://molprobity.biochem.duke.edu) to extract the quantities presented below. As
in the case of β-galactosidase, the overall MolProbity score has been improved, relative to
the de novo and initial structures, by cMDFF and ReMDFF at the expense of a small
increase in Ramachandran outliers and Cβ deviations.
de
novo [76]
Refined
de novo
Initial Direct
MDFF
cMDFF ReMDFF
Clashscore 92.8 0.0 91.6 0.0 0.0 0.0
Poor rotamers (%) 28.8 3.1 28.8 2.4 2.8 4.4
Favored rotamers (%) 53.8 90.5 53.8 92.8 91.4 87.6
Ramachandran outliers (%) 1.0 3.4 1.0 3.5 3.5 3.4
Ramachandran favored (%) 94.5 92.3 94.5 90.8 91.1 92.3
MolProbity 3.92 1.34 3.91 1.32 1.36 1.47
Cβ deviations (%) 0.0 0.53 0.0 0.26 0.32 1.01
Bad bonds (%) 0.72 0.0 0.77 0.0 0.0 0.0
Bad angles (%) 0.52 0.42 0.51 0.41 0.37 0.50
RMS distance (A˚) 0.019
(0%)
0.019
(0%)
0.017
(0%)
0.019
(0%)
0.019
(0%)
0.019
(0%)
RMS angle (degrees) 1.9
(0.018)
1.9
(0.018%)
2.0
(0.240%)
1.9
(0.014%)
1.9
(0.014%)
1.9
(0.032%)
Cis prolines (%) 15.38 15.38 15.38 15.38 15.38 15.38
Cis non-prolines (%) 0.62 0.62 0.62 0.62 0.62 0.62
Fitting results for TRPV1, as shown in Table 3.5, were significantly better for cMDFF and
ReMDFF than for direct MDFF. Fig. 3.8b illustrates the contrast in fit between the cMDFF
and direct MDFF-derived structures. In addition to the simulations applied to the distorted
initial structure, a cMDFF simulation of the de novo structure, labelled as ‘refined de novo’,
was also performed to represent a realistic scenario where starting structures typically do not
stray as far from the map as the present distorted structure does. In summary, (i) RMSD of
the fitted structure with respect to the reported de novo structure is 7.9 A˚ for direct MDFF,
higher than the 2.4 A˚ and 2.5 A˚ RMSD values for cMDFF and ReMDFF, respectively
(Fig. 3.6 b); (ii) EMRinger scores for cMDFF and ReMDFF are 1.68 and 1.99 respectively,
higher than the 1.51 score obtained for direct MDFF; (iii) MolProbity scores [86] are 2.4
and 2.5 for cMDFF and ReMDFF, smaller than the 7.9 score for direct MDFF, implying
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fewer, less severe steric clashes and fewer poor rotamers in the former than in the latter;
(iv) integrated FSC (iFSC2, for the range 3.4-10 A˚ obtained as described in Section 3.4.2),
attains higher values of 2.62 and 2.75 for cMDFF and ReMDFF respectively, than the 1.79
value for direct MDFF. iFSC1, corresponding to the lower resolution range of 5-10 A˚ was
found to behave similarly to iFSC2; and (v) GCCs improved from an initial value of 0.16
to 0.50, 0.54 and 0.53 for direct, cMDFF, and ReMDFF protocols, respectively. Similarly,
typical residue LCC values improve from 0 to 0.5 or higher, as shown in Fig. 3.5 b.
Measures of structural quality for the above fits are tabulated in Supplementary file 3.6.
As the table shows, the percentage of Ramachandran outliers remained low across all sim-
ulations for TRPV1, primarily because the initial structure did not suffer from significant
local secondary structure defects. Cross-validation with half-maps was also performed on
the cMDFF structure to ensure that it was not over-fitted. As in the case of β-galactosidase,
iFSC and EMRinger scores for direct and cross comparisons were similar. FSC analysis
results are described in Section 3.4.7.
Like in the case of β-galactosidase, the ReMDFF protocol exhibited the quickest conver-
gence, arriving at steady state within 0.02 ns of simulation, whereas cMDFF required around
0.27 ns. It is worth repeating at this point that the TRPV1 set of simulations demonstrate
the large radius of convergence of 25 A˚ of cMDFF and ReMDFF.
A separate set of model validation analyses was performed on the well-resolved trans-
membrane (TM) portion (residues 381 to 695) of TRPV1 to allow direct comparison of a
MDFF-refined model with one from Rosetta [85]. The TM region had previously been re-
fined employing Rosetta tools [103], providing an opportunity for comparison. Two MDFF
simulations were performed, the first with only non-hydrogen sidechain atoms coupled to
the density and harmonic restraints holding backbone atoms in the configuration of the re-
ported structure [76], and another with all non-hydrogen atoms coupled to the density and
the backbone restraints removed.
MDFF characteristics for fitting the isolated TM region of TRPV1 are summarized in
Table 3.7. Quality of fit measures, namely EMRinger and iFSC, for the backbone-restrained
simulations were lower than those of the Rosetta-derived structure. However, MolProbity
scores for the MDFF-derived structures are better than those of Rosetta. Allowing the back-
bone to be fitted into the map without restraints from the reported structure substantially
improved the quality of fit measures so that they are comparable to those of Rosetta’s, while
maintaining a lower MolProbity score.
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Table 3.7: MDFF for the TRPV1 TM region. Three MDFF refinements of the TRPV1
TM region were performed under different conditions. Measures of quality of the resulting
structures are compared with those for the published structure and for the structure obtained
from the Rosetta software. The tabulated results show that MDFF with backbone atoms
free to move fared as well or better than Rosetta in terms of the measures considered.
Structure RMSD EMRinger iFSC1 iFSC2 MolProb. GCC
de novo 0.0 1.05 3.20 4.28 4.02 0.63
Rosetta 1.2 2.57 3.55 4.60 1.55 0.63
Backbone restrained 1.8 2.34 3.59 4.71 1.08 0.63
Backbone free 1.2 2.51 3.80 4.85 1.37 0.64
3.5.5 MDFF Protocol Efficiency
The rate of convergence to a final structure for cMDFF and ReMDFF are compared against
direct MDFF for the TRPV1 and β-galactosidase cases. Fig. 3.6 shows the time evolution
of RMSD relative to the de novo structure for cMDFF, ReMDFF, and direct MDFF for the
two proteins. It should be noted that the plots do not include the final refinement step,
which is the same across all three protocols.
cMDFF and ReMDFF reach similar RMSD levels, outperforming direct MDFF. ReMDFF
converges more quickly than cMDFF in both examples. Of the 6 replicas employed for the
ReMDFF of TRPV1, two resulted in poorly fitted structures, having become trapped in
density minima even after exchanging with the lowest-resolution map, i.e. σ = 5 A˚. All
replicas are monitored during simulation and poorly fitted ones can be discarded by a user.
It is also worth noting that the region of the TRPV1 map to which both cMDFF and
ReMDFF successfully fitted the structure (residues 199 to 430) is characterized by a diverse
range of local resolutions from 4 A˚ to 6 A˚ and poses a challenge to the conformational
sampling capability of any flexible fitting technique. For the same reason, this region was
avoided during Rosetta refinements of TRPV1 [20], but is addressed now via MDFF.
3.6 RMSF Analysis
An EM density map represents a thermodynamic ensemble of atomic conformations [14,
104, 105]. Conventionally, however, only a single structure representing a best fit to the
map is reported, begging the question of how statistically representative a single model can
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be. To quantify the deviation of a fitted structure from the rest of a simulated ensemble of
molecules, root mean square fluctuation (RMSF) of the structure relative to the ensemble-
averaged structure was computed during an MDFF refinement simulation.
In this section, the RMSF of a structure being fitted is first shown to be complementary
to other metrics in evaluating the quality of fit of the model, as well as to represent the
degree of natural conformational variation within the thermodynamic ensemble underlying
the map. Second, the RMSF values are found to correlate both locally and globally with the
resolution of an EM map, providing an interpretation of map quality based on the inherent
(i.e., natural) dynamics of the macromolecule under observation. Finally, RMSF values are
also employed to identify optimal B-factor values for the sharpening of a map. Altogether,
the results of the present study demonstrate that RMSF of a fitted structure during an
MDFF refinement provides valuable information on the structure.
RMSF analysis is performed as follows. The local resolutions of a density map can be
computed with ResMap [106] and used within VMD to select the atoms of a structure that
are contained in a range of resolutions found by the ResMap analysis. The average local
RMSF of each selection can then be calculated over an MDFF simulation, after the structure
has stabilized. In principle any criteria for atom selection can be used for RMSF analysis,
though we use local resolution of the EM density here to illustrate the correlation between the
two measurements. Additionally, we compute a global average RMSF of the entire structure.
The ensemble-based nature of the RMSF analysis means that the quality metric is not
dependent on a single structure, but instead a large family of structures can be employed
as a better representative of the data. Ensemble-based analyses are a natural and powerful
benefit of the MD-based nature of MDFF. RMSF analysis does not, however, require MDFF
to be used as the method of refinement. In principle, any refinement method can be used
to obtain the fitted model, before a subsequent short MDFF simulation of the fitted model
is performed to obtain the data necessary for the RMSF analysis. For the present study,
the output consists of an average RMSF value over each atom selection in the structure
representing a given range of local resolutions in the corresponding EM map. Fig. 3.12
shows the correspondence between average RMSF values and local resolutions in the β-
galactosidase and TRPV1 structures.
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Figure 3.12: Models colored by local resolution, square of RMSF, and B-factor. The pub-
lished structures of (a) β-galactosidase (PDB 5A1A) and (b) TRPV1 (PDB 3J5P) are
colored by the local EM map resolutions, the per-residue mean square fluctuations (RMSF2)
during MDFF simulation, and published B-factors. Comparison of these figures show qualita-
tive agreement between local resolution, RMSF2, and B-factor. In fact, the local resolutions
and B-factors correlate linearly with RMSF2 of a fitted model both in the presence as well
as absence of the EM map.
3.6.1 RMSF and Quality of Fit
RMSF analysis was applied to the cMDFF refinement of β-galactosidase. The RMSF of
each residue was tracked over the course of the simulation and shown in the color plot
in Fig. 3.13. The high RMSF values at the beginning of the simulation reflects a diverse
ensemble of poorly fit structures, exemplified by the initial structure (see “Initial” row in
Table 3.1). The structure explores this ensemble in the early phase of the fitting, before
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Figure 3.13: Per-residue RMSFs over β-galactosidase cMDFF fitting. Residue RMSFs as
a function of progress of cMDFF fitting show a general trend of decrease as the structure
becomes better fit.
converging to a smaller ensemble, characterized by low RMSF values, within the confines of
the map as the simulation progresses.
The initial conformation is a poor fit of the map, characterized by low values of GCC, LCC
and iFSC (the row containing ‘initial’ structure in Table 3.1). Such conformations belong to
a diverse ensemble of poorly fit structures, explored by the structure in the early phase of
the fitting, that gives rise to high initial RMSF values shown in Fig. 3.13.
The results suggest that low RMSF values indicate (i) the structure has been modelled
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unambiguously within the map, and (ii) the structure can be regarded as representative of
the ensemble underlying the 3.2-A˚ β-galactosidase map. Conversely, high local RMSF values
would indicate that the residues are outside the map potential and hence poorly fitted, or
that the local map region has a low resolution.
3.6.2 RMSF and Quality of Map
Apart from representing the quality of fit, RMSF values during an MDFF simulation correlate
closely with the overall and local resolution of an EM map. Even for high-resolution cryo-
EM data, resolution is not always uniform throughout a map. For example, Fig. 3.12 shows
the variation in local resolution of map regions, coded as colors of the residues in the β-
galactosidase and TRPV1 structures. Conformational flexibility can cause heterogeneity in
the cryo-EM data [107], producing local resolutions lower than that of the overall map.
Local resolution analysis [106] can be especially important for determining the parts of
a high-resolution map that realistically contain side chain information and the parts that
do not, preventing over-interpretation of the latter. MDFF protocols can be adjusted to
account for such local variations and better inform the process of model validation. For
example, where side chains are not fully resolved, the side chain atoms can be decoupled
from the MDFF potential during fitting. One may also weight the contributions of atoms
in low-resolution regions less than in high-resolution regions when calculating the overall
cross-correlation. These suggestions have not been implemented in the present study, but
even as a simple tool by itself, local resolution analysis can provide a gauge of the spatial
uncertainty in different regions of a fitted structure by virtue of the local map resolution.
To demonstrate the RMSF-resolution correlation, MDFF simulations of several test molecules
were performed, including TRPV1 (PDB 3J5P) , β-galactosidase modelled from the 2.2-A˚
map (PDB 5A1A), γ-secretase (PDB 5A63 and 4UPC), and the T20S Proteasome (PDB
3J9I). It was found that the lower the overall resolution of the map, the higher the corre-
sponding overall RMSF during MDFF simulations. For example, the overall RMSF during
MDFF of the 4.5-A˚ γ-secretase model and map is greater than that of the 3.4-A˚ model and
map which, in turn, is greater than that of the 2.2-A˚ model and map of β-galactosidase (see
RMSF labels on the upper column of Fig. 3.14). The correlation between map resolution
and model RMSF extends to local features within the density. In Fig. 3.14 (upper row)
and Fig. 3.15 (for the proteasome case), RMSFs of atoms are linearly correlated with local
resolutions of the corresponding map regions.
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Figure 3.14: RMSF vs. local resolution plots for various simulations. For each test case shown, atoms in the MDFF-
refined structure are grouped by local resolution of the map regions they are fitted into. The average RMSF value of
atoms (during MDFF simulation) in each resolution bin is calculated and plotted against the local resolution in the cases
of (a) β-galactosidase (β-gal) at 2.2 A˚,(b) TRPV1 at 3.4 A˚, γ-secretase (γ-sec) at (c) 3.4 A˚ and (d) 4.5 A˚ resolution, and
proteasome (see Fig. 3.15). The numbers of atoms in the resolution bins are displayed as a histogram (in red) spanning
a system-specific range of resolutions. The lowest resolution bins contained low (< 20) populations and visual inspection
consistently revealed the atoms to be on the edges of the density, and were therefore ignored during further analysis. A
clear linear correlation between RMSF and local resolution can be found in each case. Applying a linear fit produces
the high R2 value shown in each graph heading. Also displayed in each heading is an overall RMSF, averaged over all
atoms in the system. The overall RMSF reflects the conformational variety of structures that fit within the map, and is
found to correspond to the map resolution such that higher resolutions produce lower RMSFs. The second row of plots
show that the RMSF during MDFF simulation also linearly correlates with RMSF during unbiased MD simulations of
(e) β-galactosidase, (f) TRPV1 and (g,h) γ-secretase, establishing that fluctuations during MDFF reflect the inherent
flexibility of a system.
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Figure 3.15: Average RMSF vs. local resolution during MDFF simulation of proteasome. In
the proteasome test case, the average RMSF of atoms corresponding to each local resolution,
determined by ResMap, correlates linearly with the resolution. The same correlation was
observed in all test cases considered (see Results).
The linear correlation between RMSF and local resolution persists even for unbiased MD
simulations (Fig. 3.14, bottom row). In the absence of the MDFF potential, the local RMSF
value can be attributed to the flexibility of the corresponding region on the structure [42].
Taken together with the RMSF-resolution correlation in the MDFF simulations, this obser-
vation suggests that flexibility of the molecule during the imaging process is a key contributor
to the resolution of the resulting image.
In summary of the results presented so far, the present study establishes that RMSF,
together with GCC, LCC, EMRinger [85], and iFSC, provide a comprehensive set of criteria
for evaluating model and map quality on both global and local levels. The added value of
RMSF is particularly evident on the local level, where the other measures may not perform
as consistently. For example, a high LCC may be the result of a highly flexible structure
fitting to a low-resolution region of the map, and not necessarily of a good representation
of the local structure. As a result, although multiple low-resolution regions of the model
in Fig. 3.16 a possess similar LCCs, disparate RMSFs of the same regions clearly indicate
differences in local quality of the model. Likewise, EMRinger scoring, when applied to small
groups of residues, does not correlate with local resolution (Fig. 3.16 b), and, therefore, is
incapable of distinguishing between regions of small numbers of atoms of varying local model
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quality. In contrast, RMSF clearly resolves the local resolution and thus, resolves the map
and model quality of regions even with as few as 100 atoms.
Figure 3.16: EMRinger score and LCC do not predict local resolution in TRPV1. (a)
Local cross-correlation and (b) EMRinger scores obtained from residues of a fitted model of
TRPV1 do not exhibit one-to-one correspondence to local map resolutions.
3.7 Conclusion
The new MDFF variants, cMDFF and ReMDFF, have been shown to ameliorate direct
MDFF’s shortcomings in cases where a high-resolution (sub-5 A˚) map is used for fitting. In
addition, cMDFF and ReMDFF also increase the radius of convergence to at least 25 A˚,
which is at least twice that reported for Rosetta refinements of the 20S proteasome [20].
These capabilities are exemplified in the cases of β-galactosidase and TRPV1 reported in
this chapter.
ReMDFF is related to cMDFF through its use of multiple maps of different resolutions.
However, the replica-exchange mechanism used by ReMDFF enables a higher degree of
automation than in cMDFF - users are not required to track the progress at each step of the
fitting, allowing fast and hands-off fitting. Furthermore, the ReMDFF algorithm is amenable
to parallel implementation, particularly on a cloud computing platform such as Amazon Web
Services [108], and is thus accessible to researchers who do not have adequate computing
resources or access to their own infrastructure.
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In the course of the present study, fitted structures were evaluated using multiple metrics
that reflect both the quality of fit and quality of the structure. Furthermore, the argument
was made for including in structure evaluation locally evaluated metrics, e.g. LCC, since
global metrics may fail to identify local fitting errors, which occur more frequently in the
case of high-resolution maps.
Finally, the present study proposes RMSF as an addition to the list of metrics for eval-
uating fitted structures. RMSF offers several advantages over the other metrics, including
recognition local segments in the structure that contain more uncertainty in position, dis-
tinction between map quality and fit quality as a source of uncertainty, and robustness as a
result of being a measure of an ensemble rather than a single structure.
While there are few high-resolution cryo-EM maps reported to date, these maps are ex-
pected to become more commonplace as cryo-EM and even other technologies such as X-ray
free-electron lasers [109] mature. The proposed methods and techniques in this study will
pave the way for the combination of MD and high-resolution maps to extract finely detailed
information on macromolecular structure and dynamics.
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CHAPTER 4
ADAPTIVE MULTILEVEL SPLITTING IN
SIMULATIONS OF DRUG DISSOCIATION1
Adaptive Multilevel Summation (AMS) is a rare event sampling method that requires min-
imal parameter tuning and that allows unbiased sampling of transition pathways of a given
rare event. Here, AMS is applied to molecular dynamics (MD) simulations to measure the
rates of events that occur on far longer time scales than traditional MD is able to access.
This chapter describes the implementation of AMS in NAMD, validation of the algorithm
using a simple idealized system and subsequently an actual biological test case, and finally
the insights drawn from the study that are instructive for future development.
4.1 Introduction
The difficulty of simulating systems over long time scales is arguably the greatest limitation
of MD. Fortunately, this limitation can be overcome in many cases with the use of advanced
sampling techniques. For example, free energy methods, such as umbrella sampling [25],
free energy perturbation [110, 111, 112, 27], metadynamics [113, 26], and adaptive biasing
force [114, 28], and variants thereof [115, 116, 117, 118, 119, 120], apply external forces on
the system to expedite exploration of the regions of interest in the free energy landscape of
the system. However, the external forces applied to the system may result in states that are
not representative of the dynamics of the processes being studied (see Kopelevich 2013 [121]
for an example).
Another class of techniques directly sample reaction paths, rather than the distribution
of intermediate states. These techniques involve the setting up of branching points along a
chosen reaction coordinate, at which trajectories are initialized. At each branching point,
the sampling method builds upon the reference prior probability of the branching point and
1The research presented in this chapter has been published in D. Aristoff, T. Lelie`vre, C. G. Mayne, and
I. Teo, ESAIM Proc. Surv., 48 (2015), p. 215–225, and I. Teo, C. G. Mayne, K. Schulten, and T. Lelie`vre,
J. Chem. Theor. Comp., 12(6) (2016), p. 2983–2989.
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focuses on sampling the posterior probabilities of trajectories emanating from the branching
point to the next branching point, thus avoiding the difficulty of sampling a very small overall
unconditional probability of the event. Members of this class of techniques include transition
interface sampling [122, 30], forward flux sampling [123, 31], and multilevel splitting [29].
Adaptive Multilevel Splitting (AMS) [23, 24] is a variant of multilevel splitting, designed
to minimize the need for prior knowledge, such as good choices of reference probabilities in
importance sampling or branching locations and frequencies in transition interface sampling,
forward flux sampling and multilevel splitting, by adaptively determining the branching
points during the simulation. In contrast to most other rare event sampling methods, AMS
does not require prior definition of branching point locations and frequencies, thus enabling
easy implementation to a potentially high degree of automation even for processes that are
highly complex and/or for which little information apart from the initial and final states is
available.
This chapter presents a proof-of-principle of the applicability of AMS to MD simulations.
The first set of validation simulations measured the rate of escape of a single particle from
a potential well. The measured rate was in excellent agreement with both direct measure-
ment using traditional MD and calculations using solutions of the Smoluchowski equation.
Subsequently, AMS was applied to an actual biological system - the benzamidine-trypsin
complex, where the AMS-measured rate of dissociation of benzamidine from trypsin was
found to agree with the experimentally-determined rate.
The benzamidine-trypsin study is motivated by the wider context of drug efficacy predic-
tion in silico. In particular, the drug residence time is increasingly being seen as a major
determinant of potency [124, 125]. As such, there have been efforts to develop different
techniques to measure drug residence times, or equivalently, the dissociation rate, through
MD simulations [126, 127, 128, 129].
The complexity of unbinding processes underlies the difficulty of obtaining dissociation
rates. In the case of benzamidine-trypsin, previous computational studies [127, 128, 129]
have identified multiple dissociation pathways and utilized Markov State Models [130, 131]
to characterize the entire dissociation process and obtain estimates of the overall dissociation
rate. In the present study, AMS is applied along a simple reaction coordinate to estimate
the dissociation rate. In contrast to the other computational studies, prior determination
of pathways and specific metastable states was not required in the AMS calculation, but it
is noted that such knowledge may be helpful in obtaining better convergence of results. It
should also be noted that the retrospective reconstruction of pathways and metastabilities
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is possible through the reactive pathways obtained in the AMS algorithm [24], but has not
been undertaken in the present study.
4.2 Adaptive Multilevel Splitting
This section describes the basic AMS formulation and the implementation of the algorithm
in NAMD.
4.2.1 Basic Algorithm
The output of AMS is the committor probability, defined as the probability that a system,
after leaving a given initial state, reaches the given final state before returning to the initial
state. Following the formulation by Ce´rou and Guyader [23], let {Zt} be a Markov process
along some continuous reaction coordinate z, with Z0 = z0. Let an event be defined by
Zt = zmax for some zmax > z0. Define also the committor probability p that a given realization
of {Zt} exceeds zmax before returning to z0 for t > 0, given that Zt>0 ≥ z0. The event is rare
if p is small, namely, p < 10−9.
The AMS algorithm begins with the initialization of N replica trajectory segments {Znt },
n = 1, . . . , N . Simulate the replicas until all of them have returned to z0 (Fig. 4.1a). Any of
these replicas may also exceed zmax, at which point the replica is stopped, but the probability
is presumably negligible for such an event to occur within N replicas. Obtain the farthest
point along z attained by each replica,
S1n = sup(Z
n
t ) , (4.1)
and identify the minimum of these points,
q1 = min
n
(S1n) . (4.2)
Note that at the kth iteration, the proportion of surviving replicas, 1− 1/N , provides an
estimate pˆk of the conditional probability that a process starting at z0 attains a supremum
S > qk, given that its supremum is greater than qk−1, i.e. P (S > qk|S > qk−1). In the first
iteration, pˆ1 = 1 − 1/N estimates simply the probability P (S > q1). The probability that
a process starting at z0 exceeds zmax before returning to z0 is by definition the committor
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Figure 4.1: Schematic of basic AMS algorithm for a dissociation process of a ligand in an
initially bound state from a binding site (blue-green). In this case, N = 3 replicas are
used and the reaction coordinate is defined as the radius about the initial state. In (a), an
initial trajectory segment is generated for each replica. The suprema of the segments are
compared, and the replica with the segment of lowest supremum (red) is killed, as shown
in (b). Subsequently in (c), a surviving replica is randomly picked (green in this case); its
trajectory segment up to the supremum of the killed replica is cloned into the killed replica
and simulation is restarted until the trajectory returns to the initial state. Once again, the
replica which has the least progress along the reaction coordinate (blue) is identified and
killed, as shown in (d). The process is repeated until all replicas have surpassed zmax (not
shown).
probability p, given by
p = P (S > zmax) = P (S > q1)
M−1∏
k=2
P (S > qk|S > qk−1) , (4.3)
where M is the number of iterations taken by the AMS algorithm to reach completion.
It can be shown that the product pˆ of estimators pˆk of P (S > qk|S > qk−1) is itself an
estimator of the committor probability p [23], achieving equality in the N →∞ limit, where
pˆ =
∏
k
pˆk =
(
1− 1
N
)M
. (4.4)
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The algorithm is here presented for continuous time diffusion process. Slight modifications
have to be made for discrete time processes where it is possible for more than one replica to
reach the same supremum level [132].
In an idealized setting (namely when the chosen reaction coordinate is the committor
function associated with the two sets A = {z ; z < z0} and B = {z ; z > zmax}), it can be
shown that the asymptotic variance as N →∞ is [133, 134]:
Var(pˆ) =
−p2 log p
N
(4.5)
which can be estimated in practice using −pˆ
2logpˆ
N
, the square root of which provides an estimate
of the uncertainty in pˆ. This estimate should be used with care since it is an asymptotic
result and since, in practice, the reaction coordinate is not the committor function. However,
it can be used to get a lower bound on the variance. We will discuss in the next paragraph
another way to get a safer estimate of the variance.
In the interest of improving efficiency via parallelism, a few variations can be made to
the original algorithm described above. Regardless of the choice of N , the mean of pˆ is
p [132], so that instead of a single AMS simulation with large N , several smaller simulations
can be run in parallel to obtain pˆ to a similar degree of accuracy through simple averages.
Additionally, obtaining multiple estimates of pˆ allows for a safe estimation of the variance,
by treating pˆ itself as a random variable, without having to rely on the need for a large
number of replicas through Eq. 4.5. Parallelism may also be incorporated into the algorithm
itself, by re-initializing the (k/N)th quantile at each iteration, killing and restarting k > 1
replicas [23, 135]. Nevertheless, it should be noted although the number of iterations can be
reduced by using a larger quantile, the variance on the estimator of the probability p will also
be larger, and it has been suggested that killing only one replica is the best compromise [136].
4.2.2 Practical Application
The AMS simulations described in the present study run on two different time steps, namely
the conventional MD time step and the interval between reaction coordinate measurements,
which we term the AMS time step. The MD platform used in the present study, NAMD [137]
, does not perform on-the-fly evaluation and comparisons of reaction coordinate values or
replica kill-and-restart operations without incurring a large computational overhead. In-
stead, reaction coordinate evaluation, as well as inter-replica communication and decisions,
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are performed at regular time intervals larger than the MD time step in the interest of com-
putational efficiency. This modification does not affect the reliability of the AMS algorithm,
which is therefore applied to the subsampled process considered at multiples of the AMS
time step. Indeed, as shown Brehier et al [132], the AMS algorithm is unbiased for a discrete-
in-time process. A detailed description of the AMS implementation in NAMD is furnished
in Section 4.7.
It is also important to note that for physical systems, the initial condition is typically a
collection of initial states occupying a continuum on the reaction coordinate, rather than a
single value. In a scheme adapted from Ce´rou et al [24], instead of starting the simulation at
z = z0, the replicas are initialized and allowed to reach quasi-equilibrium within the defined
subspace A of initial states (hereafter called the initial metastable state), assumed to be
characterized by the condition z < z0. A value, zmin > z0, is chosen as discussed below, and
the replicas are then evolved in time until every replica has reached zmin, so as to obtain
a representative distribution of trajectories up to the z = zmin hyperplane in configuration
space. Thence, the AMS algorithm described above can proceed as shown in Fig. 4.2b. The
final state B is similarly defined to be the subspace characterized by z > zmax, but this
definition does not affect the present implementation of the algorithm.
Figure 4.2: Modification of AMS algorithm for efficient simulation. To avoid the difficulty
of estimating an extremely small probability, the first step of the original algorithm, shown
in (a), is altered to incorporate a starting point zmin, shown in (b), a small distance away
from z0. Replica trajectory segments now begin at zmin, but still terminate at z0.
The reason for using initial conditions with a reaction coordinate value greater than z0 is
to avoid the situation where the replicas have a very small probability of reaching B before
A, leading to a small estimated committor probability that is typically difficult to estimate
accurately. For this reason, zmin should not be chosen too close to z0. Suitable choices of z0
and zmin can be determined heuristically from a quasi-equilibrium distribution of the system,
such that z0 and zmin are far enough from each other that the average trajectory from zmin
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to z0 is resolvable given the AMS time step. Note that zmin is also bounded above by the
requirement that direct simulation can adequately sample trajectory times to and from z0
to zmin within reasonable computational time.
4.2.3 Calculation of mean first passage time and determination of AMS
parameters
The committor probability obtained from AMS provides a means of estimating the mean
first passage time from the initial state A to the final state B. For this purpose, model as
a geometric distribution the number of non-reactive A-to-A trajectory segments that the
system undergoes before a reactive A-to-B trajectory. Thus, the mean of this number can
be estimated by the inverse of the measured committor probability, 1/pˆ. To make precise
the notion of trajectory loops, define t1 to be the time taken for a trajectory starting at z0 to
reach zmin and t2 to be the time taken for a non-reactive trajectory starting at zmin to reach
z0. The expectation of the time taken for one loop is then T¯ = E(t1+t2). Additionally, define
t3 to be the time taken by a reactive trajectory, that is one starting at zmin and reaching
zmax without first returning to zmin. The expected time for a reactive path is then E(t1 + t3).
The total time spent by the system in non-reactive trajectory loops is obtained by multi-
plying the number of trajectory loops by the average time per segment, T¯ . The time taken
for the single reactive trajectory segment at the end then added to the time spent in the the
non-reactive loops to produce the AMS estimate of the mean first passage time
τˆ =
T¯
pˆ
+ E(t1 + t3) . (4.6)
An equilibrium simulation, separate from the AMS simulation, is performed to estimate
T¯ . The distribution of loop times is obtained from a projection of the trajectory on the
reaction coordinate z, thus providing an estimate of the average loop time and the associated
uncertainty. Conveniently, the trajectory also provides the quasi-equilibrium distribution
within the initial metastable state, from which the initial AMS replica states can be drawn
and suitable values for the parameters z0 and zmin can be chosen. zmax is chosen by other
means, depending on the process being studied. In the present study, a steered MD pulling
simulation was employed to obtain a suitable value.
The average time of a reactive trajectory segment, E(t1 + t3) can be obtained from a
reconstruction of reactive paths by piecing together the successive trajectory segments tra-
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versed by each replica. The resulting collection of paths represent an unbiased distribution
of reactive paths, from which the average reactive path time can be obtained. However, it is
expected that the mean reactive path time is small compared to the time spent in unreactive
loops. This assumption is retrospectively confirmed by the final AMS estimate of the mean
first passage time being in at least the millisecond time scale, as compared to the sum of
AMS trajectory times, which is in microseconds.
4.3 Simple Validation Test Case
The test system consists of a 50 A˚ × 50 A˚ × 50 A˚ box of explicit water with 0.15 M
potassium chloride in solution such that the net charge is zero. One particular K+ ion is
chosen and positioned initially at the origin. Henceforth, the discussion will refer only to
this ion. The objective is to evaluate through AMS the characteristic time taken for the ion
to migrate from a point of distance zA from the origin to a point zB away from the origin,
under the influence of a harmonic well potential centered on the origin. For this purpose,
the reaction coordinate z is defined to be the distance from the origin r.
CHARMM parameters for ion interactions were taken from Roux and coworkers [138]
while the water molecules were characterized by the TIP3P water model [139]. Simulations
were run with 1-fs time steps. Long range electrostatic forces were calculated using the
particle mesh-Ewald (PME) method with a mesh density of about 1.5 A˚
−3
. Van der Waals
forces were calculated using a 12 A˚ cutoff and a switching function starting at 10 A˚. Force
evaluations were performed at every time step. Periodic boundary conditions were imposed
on the faces of the water box and Langevin dynamics was simulated with a temperature
of 300 K and damping coefficient of 1 ps−1. Pressure was maintained at 1 atm using a
Nose´-Hoover Langevin piston with a damping timescale of 50 fs and a period of 200 fs.
The simulations were carried out in a series of steps. First, the system was energy-
minimized over 1000 time steps before being equilibrated for 5 ns with the ion fixed at the
origin. Next, N = 100 replicas of the system were initialized and run independently, with
the ion free to diffuse but under the influence of a spherical harmonic potential U(r) =
1
2
kr2. Each replica is run until the ion reaches zmin and returns to zA. This procedure was
performed for three different values of k – 0.01 kcal mol−1A˚
−2
, 0.02 kcal mol−1A˚
−2
, and
0.08 kcal mol−1A˚
−2
. After the preparation steps above, the resulting states of the replicas
were then fed into three sets of simulations.
The first set of simulations follows the AMS algorithm described above. The committor
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Table 4.1: Parameters and results of AMS simulations.
k (kcal mol−1A˚
−2
) zA(A˚) zmin(A˚) zB(A˚) M pˆ
0.01 8 10 22 253 0.079± 0.013
0.02 8 12 18 202 0.13± 0.02
0.08 5 9 15 474 (4.5± 1.2)× 10−4
probability p estimated by the AMS simulation corresponds to that of the ion, initially at
zmin, diffusing to zB without first visiting the sphere A = {r : r < zA}. The simulation
parameters, number of AMS iterative steps M , and the corresponding pˆ values with error
estimates given by the square root of the variance are tabulated in Table 4.1.
The second set of simulations consisted of direct 10-ns equilibrium runs on each of the
100 replicas. The long sampling time allowed us to measure the times t1, t2, and t3 by
averaging over the times taken for the ion to travel between zA and zmin and from zmin to
zB. These time values are required to calculate the AMS prediction of τ as per Eq. 4.6. The
trajectories obtained also provided direct measurements of τ and p, denoted as τˆsim and pˆsim,
respectively. τˆsim is the average of the measured times taken for the ion starting at zA to
reach zB in the direct simulations. pˆsim is measured using the formula pˆsim =
n(success)
n(success)+n(fail)
where n(success) and n(fail) are, respectively, the number of trajectories starting from zmin
that reach zB before zA, and the number of trajectories starting from zmin that reach zA
before zB. With the exception of (*), the aforementioned quantities, listed in Table 4.2, were
obtained through direct simulation. (*) was measured from reconstructions of the reactive
trajectories generated by the AMS algorithm. In the cases where these direct measurements
were possible, the measured p and τ values were compared with those obtained from the
AMS runs; however, insufficient “success” events for the k = 0.08 kcal mol−1A˚
−2
case were
sampled. Fortunately, an analytic solution is available (see Section 4.4) for comparison in
each case, and in particular the latter one.
The analytic model requires the diffusion coefficient of the ion in water, D, to be specified.
In the third set of simulations, the local diffusion coefficient was measured at various points
in the system for the case k = 0.08 kcal mol−1A˚
−2
, through an existing method, which is
described together with the results in Section 4.5. In the analytic calculation in Section 4.4,
the resulting value of the local diffusion coefficient calculation, D = 254 ± 12 A˚2/ns, was
assumed to be constant in space and valid for the other values of k. The uncertainty in
τanalytic is due to the uncertainty in D being carried forward.
Theoretical values, panalytic and τanalytic, for p and τ , respectively, were calculated from the
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Table 4.2: Direct measurement of variables required for AMS, with the exception of t3
for k = 0.08 kcal mol−1A˚
−2
. The latter was calculated by reconstructing the reactive path
trajectories obtained from the AMS algorithm itself. Unexpectedly, it was found for the
smallest k value that T2 < T1 by a small margin. This anomaly is probably due to statistical
fluctuations, since the potential in the region z < zmin is almost flat in the small k limit.
k (kcal mol−1A˚
−2
) psim t1 (fs) t2 (fs) t3 (fs) τsim (fs)
0.01 0.092± 0.009 35± 5 51± 8 140± 10 940± 90
0.02 0.13± 0.01 130± 10 46± 4 60± 5 1000± 100
0.08 - 340± 30 21± 1 540± 50* -
Table 4.3: Comparison of p values obtained from AMS, direct simulation, and analytic
calculations.
k (kcal mol−1A˚
−2
) pˆ pˆsim panalytic
0.01 0.079± 0.013 0.092± 0.009 0.084
0.02 0.13± 0.02 0.13± 0.01 0.13
0.08 (4.5± 1.2)× 10−4 - 3.7× 10−4
analytic derivation given in Section 4.4. The estimates from the AMS calculation τˆ of τ were
also obtained, using Eq. 4.6 with values for t1, t2 and t3 from Table 4.2. Tables 4.3 and 4.4
list the results from the AMS calculation, direct simulations, and theoretical calculations for
comparison.
Tables 4.3 and 4.4 show that the AMS results compare favorably with those of direct
simulation and analytic calculation. Values for p agreed within the error bounds. Minor
discrepancies were found in the values of τ , suggesting that the error bounds have been
underestimated.
Table 4.4: Comparison of τ values obtained from AMS, direct simulation, and analytic
calculations.
k (kcal mol−1A˚
−2
) τˆ (ns) τˆsim (ns) τanalytic (ns)
0.01 1.3± 0.3 0.94± 0.09 0.99± 0.05
0.02 1.5± 0.2 1.0± 0.1 1.17± 0.06
0.08 800± 200 - 1040± 50
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4.4 Analytic derivation of mean first passage time in AMS
ion-in-a-well test case
In this section, analytic expressions for p and τ in the ion-in-a-well AMS test case are derived.
To recapitulate, the ion is placed in a water box and under the influence of a harmonic well
potential of force constant k centered on the origin. Let the time evolution of the ion’s
position relative to the origin be represented by the stochastic process Xt, with realizations
x ∈ R3, obeying
γ dXt = −kXt dt+
√
2γβ−1 dWt . (4.7)
Thus, the process is governed by zero-mass Langevin dynamics with the friction coefficient γ
and harmonic potential energy V (x) = −k||x||2/2. dWt denotes a stationary Gaussian pro-
cess. Recall also that the initial and final states are characterized by the reaction coordinate
levels zA, at the phase space surface ∂A, and zB, at the phase space surface ∂B, respectively.
Furthermore, let L be the generator of the process Xt, defined for suitable functions f by
Lf(x) = −kγ−1x · ∇f(x) + (γβ)−1∆f(x). (4.8)
An analytic formula for τ is given as follows. Let u0(r) be the average time for the process
Xt to reach the level zB, starting at the level r. Then,
u0(r) = D
−1
∫ zB
r
s−2eβks
2/2
(∫ s
0
t2e−βkt
2/2 dt
)
ds , (4.9)
where D is the diffusion coefficient, given by
D = (γβ)−1. (4.10)
In particular,
u0(zA) = τ, (4.11)
where τ is the average time for the process to go from ∂A to B.
The proof of the above formula for τ proceeds as follows. Pick z ∈ (0, zB), and let the
process Xt be reflected at the level z and absorbed at the level zB. Define uz(x) as the
average time for Xt to be absorbed, given that X0 = x and z < ||x|| ≤ zB. It is known [140]
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that uz(x) is the solution to:
Luz(x) = −1, if z < ||x|| < zB
∇uz(x) · x = 0, if ||x|| = z
uz(x) = 0, if ||x|| = zB
(4.12)
Putting this equation in spherical coordinates, applying spherical symmetry and using D =
(γβ)−1, we get −Dβkru′z(r) +Dr−2 ddr (r2u′z(r)) = −1, if z < r < zBu′z(z) = 0, uz(zB) = 1 (4.13)
where now uz has been re-defined as a function of r. Re-writing the above expression gives(−βkr + 2r−1)u′z(r) + u′′z(r) = −D−1. (4.14)
Using the integrating factor r2 exp(−βkr2) and the reflective boundary condition we get
u′z(r) = r
−2eβkr
2/2
∫ z
r
D−1s2e−βks
2/2 ds. (4.15)
Integrating again, using the absorptive boundary condition and finally letting z → 0, we
obtain
u0(r) = D
−1
∫ zB
r
s−2eβks
2/2
(∫ s
0
t2e−βkt
2/2 dt
)
ds.
Next, an analytic expression for p is given. Let v(r) be the probability that the process
Xt reaches the level zB before zA, starting at the level r. Then
v(r) =
(∫ zB
zA
s−2eβks
2/2 ds
)−1 ∫ r
zA
s−2eβks
2/2 ds. (4.16)
In particular,
v(zmin) = p, (4.17)
where p is the probability for the process to reach B before A, starting at the level zmin.
The proof of the above formula for p proceeds as follows. Let v(x) be the probability for
the process Xt to hit the level zB before zA, given that X0 = x and zA ≤ ||x|| ≤ zB. It is
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well known that v is the solution to
Lv(x) = 0, if zA < ||x|| < zB
v(x) = 0, if ||x|| = zA
v(x) = 1, if ||x|| = zB
(4.18)
Using spherical coordinates as above we can re-express the above equations as
−krv′(r) + β−1r−2 d
dr
(r2v′(r)) = 0, if zA < r < zB
v(zA) = 0, if r = zA
v(zB) = 1, if r = zB
(4.19)
Thus, through rearrangement of the equation for the case zA < r < zB,
(βkr − 2r−1)v′(r) = v′′(r) , (4.20)
which can be integrated to give
log v′(r) = βkr2/2− 2 log r + C1 , (4.21)
with C1 a constant. Finally, we integrate again to obtain
v(r) = C2
∫ r
0
s−2eβks
2/2 ds+ C3 , (4.22)
with C2, C3 as constants. Using the boundary conditions to determine C2 and C3, we obtain
v(r) =
(∫ zB
zA
s−2eβks
2/2 ds
)−1 ∫ r
zA
s−2eβks
2/2 ds. (4.23)
4.5 Determination of Diffusion Coefficient D for Analytic Model
The analytic model requires the local diffusion coefficient D as one of two parameters. D
was measured using a formula due to Woolf and Roux [141] and simplified by Hummer [142],
given as follows:
D(X = 〈X〉) = 1
3
(〈δX(t) · δX(t)〉)2∫∞
0
〈δX(t) · δX(0)〉 dt , (4.24)
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where X is the Cartesian coordinates of the ion, 〈. . . 〉 denotes ensemble average (in practice
the quantity measured as an average over time) and D is the local diffusion coefficient at
position 〈X〉.
In accordance with the procedure described in Hummer [142], a potassium ion was al-
lowed to diffuse in the system under the influence of both the harmonic well potential of
constant k = 0.08 kcal/mol, and an additional restraining harmonic potential with constant
kr centered at points of radius r0 = 0, 10, 20 A˚ away from the origin. It is later found that
D does not depend on the local potential gradient, hence it is assumed that the value of
D obtained is also valid for other k values. Starting from a state with the ion near r0, the
system was run at equilibrium for 10 ns with data taken every 10-fs interval. Eq. 4.24 was
then used to calculate the value of D at the respective points. The runs were repeated for
kr = 0.1, 0.3, 0.6 kcal/mol A˚
2
. The results are as follows:
Table 4.5: Calculation of diffusion coefficient for various physical parameter values.
kr (kcal mol
−1A˚
−2
) r0 (A˚) D (A˚
2
/ns)
0.1 0 256
0.1 10 246
0.1 20 245
0.3 0 272
0.3 10 269
0.3 20 256
0.6 0 247
0.6 10 234
0.6 20 258
Taking the mean and standard deviation gives D = 254± 12 A˚2/ns.
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4.6 Biological Test Case: Benzamidine-Trypsin
4.6.1 The Benzamidine-Trypsin System
Figure 4.3: Trypsin with various orientations of benzamidine. Trypsin (light blue) and
benzamidine in a randomly picked equilibration frame at reaction coordinate zeq (red), AMS
initial (yellow) bound states, and AMS final unbound state (purple). The reaction coordinate
z is defined as the center-of-mass distance between non-hydrogen benzamidine atoms and
the Cα atoms of 16 residues near the binding site (blue spheres). AMS initial and final state
structures were extracted from trajectory frames during AMS simulation.
Trypsin is a protease found in many vertebrate species. The complex of trypsin and compet-
itive inhibitor benzamidine is a well studied exemplar of molecular binding and unbinding
kinetics [143, 144, 130, 127, 128, 129]. In particular, the rate of dissociation of the bound
complex has been measured both experimentally [145] and computationally [127, 128, 129].
The benzamidine-trypsin complex was set up and pre-equilibrated for MD simulation as
described in Section S1 of the Supporting Information.
For the AMS simulation, the reaction coordinate z was defined as the center-of-mass dis-
tance between Cαs of residues proximal to the binding site (D171, S172, C173, Q174, G175,
D176, S177, V191, S192, W193, G194, G196, C197, A198, G204, V205) and benzamidine.
The initial (bound) state is characterized by z < z0 = 1.6 A˚. zmin and zmax were chosen to
be 1.7 A˚ and 15 A˚ respectively, as described in the following section. Fig. 4.3 provides visual
examples of benzamidine conformations corresponding to the defined AMS levels, with the
structure from a randomly picked equilibration frame displayed for reference.
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4.6.2 Determination of AMS Parameters
A 148-ns equilibrium MD simulation of the benzamidine-trypsin complex was performed,
with trajectory frames recorded at 0.1-ps time intervals. The projection of the trajectory
on z and the normalized distributions of z values are shown in the inset and main figure of
Fig. 4.4 respectively.
Parameters for the AMS simulation were chosen as follows. z0 was set at 1.6 A˚, so that
the initial state includes the apex of the distribution of the initial bound state, but not too
far out so that loop times within the state are kept small and easily sampled. zmin was set
at 1.7 A˚, close to the value of z0, but far enough such that the committor probability to
be measured was not so small that accuracy is compromised. Initial configurations for the
AMS replicas were obtained by randomly drawing frames from the equilibrium simulation
that satisfied z < z0.
Figure 4.4: Distribution of z values over the course of a 148-ns equilibration. Initial condi-
tions characterizing the bound state, namely the z0 and zmin levels shown in dashed lines,
were chosen such that most of the distribution is included. Shown in the inset is the time
series of the z values, from which the distribution was built.
To obtain a suitable value for zmax, a constant velocity steered MD simulation [146] was
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performed. The average pulling force profile, shown in Fig. 4.5 provides a qualitative survey
of the potential of mean force along the reaction coordinate. The force drops to zero at
around z = 13 A˚, thus providing a range at which benzamidine can be considered to have
completely dissociated. The endpoint of the simulation, zmax = 15 A˚, is thus justified.
Figure 4.5: SMD force profile. Benzamidine is gradually pulled away from trypsin (details
in Section S1 of the Supporting Information). The force profile height reflects the amount
of resistance against the pulling force, which drops to near zero when benzamidine is far
enough to escape the influence of trypsin. While being a crude measurement of the potential
of mean force, this calculation adequately serves as a quick and simple means of locating
the unbound state along the reaction coordinate. Note the correspondence of the force peak
around z = 2 A˚ to the potential of mean force barrier of the initial metastable state.
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4.6.3 Determination of average loop times
Figure 4.6: Distribution of loop times over a 148-ns equilibration. The average loop time is
extracted from the distribution, by fitting to a generalized extreme value distribution, as a
necessary step in calculating the dissociation rate. Inset: Autocorrelation function of loop
times. Note that the autocorrelation does not fall to zero, indicating that the loop process
is not memoryless, as assumed in the AMS derivation. The implications of this non-zero
autocorrelation is not clear at this time.
Apart from guiding the choice of starting AMS parameters, the equilibrium simulation was
also utilized to estimate the average time taken for the trajectory to loop from zmin to z0 and
back to zmin, or equivalently, t1 + t2. Loop times recorded during the simulation produced
the distribution shown in Fig. 4.6, across 36,823 loops.
Fig. 4.6 shows that the distribution has a long tail. To estimate the mean and associ-
ated uncertainty, the distribution was fitted to a generalized extreme value (GEV) distribu-
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tion [147, 148], yielding maximum likelihood estimates of the parameters
µ = 1.20± 0.01 ps , (4.25)
σ = 0.88± 0.01 ps , (4.26)
ξ = 0.71± 0.01 , (4.27)
where µ, σ, and ξ are the location, scale, and shape parameters respectively, and the un-
certainties are given by the 95% confidence interval for each parameter. The corresponding
estimate of the mean is then
T¯ = 3.78± 0.15 ps . (4.28)
4.6.4 AMS Results
Figure 4.7: Distribution of trajectory starting points. AMS trajectories are histogrammed
by branching point z coordinates. Displayed with a logarithmic scale in the y axis, the
histogram clearly shows a large concentration of loops about the initial metastable state.
Shown in Fig. 4.7 is a histogram of z-coordinates of branching points during the AMS
simulation. A total of 20,376 branching points were required for the 1000 replicas to run to
completion. The total simulation time over all replicas was about 2.1 µs. Eqs. 4.4 and 4.5
yield the committor probability estimate pˆ = (5.2 ± 0.8) × 10−10, where the uncertainty is
just the root of the variance estimate, given by Eq. 4.5.
66
Peaks observed at approximately z = 2.8, 3.7, and 5.4 A˚ likely correspond to intermediate
metastable states. These states can be problematic, since loops entering these states may
linger in them, giving rise to long loop times and consequently the long tail in the loop time
distribution. As a result, MD may not be able to sample the loop times adequately. Thus it
is recommended that future studies of systems with multiple metastable states apply AMS
piecewise between metastable states to extract transition rates for a Markov state model.
Nevertheless, it is noted below that the statistical impact from these metastable states is
unlikely to be significant in the present case.
Referring again to Fig. 4.7, of all the branching points, 12,579 fell within the range 0 A˚
to 2.7 A˚, roughly corresponding to the primary metastable state. Eq. 4.4 can again be
applied to obtain the committor probability of the particle exceeding the heuristic boundary
z = 2.7 A˚ of the primary state. This committor probability was found to be pˆ′ = 3.4× 10−6.
In other words, any loop, on condition that it begins at zmin, has only a small probability pˆ′
of leaving the primary metastable state. Denoting the average loop time of loops originating
outside the primary metastable state by Tˆhi and that of loops originating within the primary
metastable state by Tˆlo, the overall average loop time is given by
T¯ = pˆ′Tˆhi + (1− pˆ′)Tˆlo . (4.29)
Tˆhi is roughly estimated by measuring the mean loop time of all loops that ventured above
z = 2.7 A˚ during the equilibration simulation, and was found to be around 250 ps. Assigning
Tˆlo the value measured previously in Eq. 4.28, we find that the second term on the left hand
side of Eq. 4.29 dominates, so that
T¯ ≈ (1− pˆ′)Tˆlo = (3.78± 0.15) ps . (4.30)
The dissociation time estimate is then obtained by applying pˆ and T¯ to Eq. 4.6 while
assuming that the contribution from E(t1 + t3) is negligible. The dissociation time estimate
thus obtained is τˆ = 0.0075 ± 0.0014 s. The corresponding estimated dissociation rates,
given by the reciprocal of the estimated dissociation time, is koff = 140 ± 30 s−1, within
the same order of magnitude as the experimentally measured rate of 600 ± 300 s−1 [145].
The overall simulation time taken, summed over all 1000 replicas, was 2.1 µs (2.3 µs after
including direct MD and steered MD simulations), which is over three orders of magnitude
shorter than the estimated dissociation time of one event.
The dissociation rate estimates obtained in other computational studies of benzamidine-
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trypsin [127, 129, 128] differ from the experimental measurement and the present study by
between one to two orders of magnitude. However, it should be noted that these studies
treated the dissociation process more comprehensively, incorporating multiple distinct bound
states that were not considered in the present study. The additional bound states could not
have been sampled in the initial equilibration within the AMS initial state, which was shorter
than the average transition times between the crystallographic state and the other bound
states, reported to be on the order of microseconds [127, 129, 128]. In the same spirit, it
should also be noted that the difference in results between the present and reference studies
may be due in part to the use of the CHARMM36 [149, 150] force field in the present study,
in contrast to the AMBER force fields employed in the other studies.
4.7 Software Implementation
The AMS test cases were simulated using a prototype implementation of the AMS algorithm
on NAMD. The main issues addressed in this implementation were simulation scalability,
data management, and method parallelization. A general outline of the AMS implementation
and organization is shown schematically in Fig. 4.8. Under this scheme, the AMS control
code works in conjunction with NAMD to set up, run, and analyze each simulation step. A
pool of NAMD instances utilize a shared file system to allow cross-process communication,
enabling dynamic initialization and termination of simulations as guided by the AMS control
logic.
As the centerpiece of the described implementation, the NAMD software package [137] was
chosen for its highly efficient, scalable, and feature-rich MD engine that can run on a variety of
platforms and is maintained at most supercomputing centers around the world. Two NAMD
features of primary importance to AMS are the native “Colvars” implementation [151] and
the embedded Tcl interpreter. The colvars module is leveraged to define and monitor the
AMS reaction coordinate using the built-in collective variables, which are easily defined
and can be combined to describe complex reaction coordinates. Access to the Tcl scripting
interface, a feature unique to NAMD, allows a great deal of flexibility to rapidly develop and
debug the AMS control code without requiring detailed knowledge of the internal workings
of NAMD. Separating the AMS control from the NAMD “black box” requires only minor
modifications to the NAMD source code–adding mechanisms for reading/writing of restart
data and sequential trajectory files. Although these features were added specifically to enable
the AMS method as described herein, they are of general utility to NAMD users and have
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been included in NAMD since the version 2.10 software release.
Figure 4.8: Schematic of AMS implementation. The AMS control logic running within
each NAMD instance monitors global progress using a shared file system to communicate
information between processes. Upon selecting a system replica for restart, the associated
positional, velocity, and periodic cell data is loaded into an available NAMD instance and
the simulation is launched. During the course of each simulation, NAMD continually saves
the simulation trajectory to disk and updates multiple elements of shared data used to drive
the AMS control logic.
From the outset, coupling the AMS methodology to MD simulations raised significant
concerns regarding data management; MD is data-intensive (generates large positional tra-
jectories and restart files), while AMS is highly duplicative (reactive trajectories are “copied”
up to the branch point). Accordingly, the storage requirements of an AMS run are miti-
gated using two concurrent approaches. The first approach is centered on minimizing the
number of simulation restart files that are stored. As described in the Branching Step of
the algorithm, simulations are restarted at the first crossing of a particular level of the re-
action coordinate. In practical terms, this specification restricts potential restarts to frames
in which the z-value is a new maximum observed value, as shown in Fig. 4.9. Each set of
restart data (position, velocity, periodic cell) is stored using the frame number, preserving
the timing information of the simulation. The largest reduction in storage requirements can
be realized by suppressing the positional trajectory output (DCD files) without compromis-
ing the calculation of p and τ , albeit at the loss of continuity in the atomic detail for each
reactive trajectory.
The second approach employs reference counting, a computer science framework for man-
aging objects in memory, to curate the simulation data. As implied in Fig. 4.8, the simula-
tion data (trajectories, restart data) are stored and manipulated as a collection of individual
files. Each system replica maintains an ordered list of references to frames within a particular
simulation file that, when stitched together, defines the reactive trajectory. The number of
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references to each file are maintained as part of the shared data, and reference counts are
incremented or decremented as trajectories are duplicated or discarded, respectively. When
the reference count for a particular file reaches zero, the data is no longer relevant to any
of the surviving reactive trajectories, and therefore, deleted from the file system. Using this
framework, duplicate data is minimized and simulation data that is no longer relevant to the
remaining reactive trajectories is immediately discarded.
Figure 4.9: Illustration of a typical simulation trajectory. Each circle represents a point at
which the reaction coordinate z is measured. In the interest to data economy, restart data
is only written to memory when the measured reaction coordinate achieves a new global
maximum (filled circles), representing a valid restart point for subsequent simulations.
Finally, a critical component of the present implementation is the “pseudo-parallelization”
of the AMS method. In the basic description of the AMS algorithm, while one replica runs,
the AMS system waits for the current simulation to reach a termination criterion (return to
state A or advance to state B) before starting a new replica (as in Step 6 of the algorithm). In
the present implementation, we instead start a new replica as soon as the smallest maximum
level among all running replicas surpasses the smallest maximum level among all stopped
replicas. Thus, many replicas can be running concurrently in parallel. Fig. 4.10 depicts
this strategy in which the least advanced trajectory, shown in green, represents a currently
running replica. Once this replica has surpassed the threshold demarcated by the orange
line, the least-progressed stopped replica (blue), can be restarted. Although the degree
of parallelism and replica start times are unpredictable (an outcome of the stochastic MD
process), this design allows for significant parallelization in two key areas: as simulations
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rapidly progress along the reaction coordinate in areas of low energy, and when simulations
make any degree of progress along the reaction coordinate (e.g., high energy) but require a
non-trivial amount of time to return to state A.
Figure 4.10: Illustration of “pseudo-parallelization” using a chart of maximum z attained
in an example AMS simulation with seven replicas. The letters “R” and “S” label running
and stopped replicas, respectively. When all running simulations have surpassed the level of
the least-progressed stopped replica (shown in blue), an event denoted by the green replica
crossing the orange threshold, the blue-colored replica can begin running even before any
running replicas terminate.
4.8 Conclusion
The results of the present study demonstrate the potential of AMS in problems involving rare
event sampling in MD. In the simple idealized test cases and benzamidine-trypsin dissociation
problem studied here, AMS was used successfully to estimate the committor probabilities
and the mean first passage times of the processes studied, achieving agreement with direct
MD simulation and theoretical calculations in the simple test cases, and order-of-magnitude
agreement of koff with experiment in the case of benzamidine-trypsin. For comparison, other
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methods to calculate the benzamidine-trypsin dissociation rate through MD [127, 129, 128]
have produced results that were between 2 to 4 orders of magnitude off.
Despite the success of AMS demonstrated so far, significant sources of error exist in the
methodology, especially in the benzamidine-trypsin test case. Thus it cannot be ruled out
that the agreement of koff with the experimental value is due to a serendipitous cancellation
of errors. For example, the duration of a given loop is not completely independent of the
loop that came before it, or even to loops that occurred several instances before, as shown
by the inset of Fig. 4.6. The impact of this memory effect has not been quantified, but
is currently under investigation. Other sources of error originate from the complexity of
the system being studied. One such source of error was the omission of alternative initial
bound states, as discussed in Results and Discussion. A related problem is the existence
of intermediate metastable states which, although detected during the AMS run, were not
extensively sampled. Although it was argued that the impact of the overlap was small,
measures to prevent such overlaps should nevertheless be undertaken in future AMS studies
of complex systems. These problems were not present in the simple test cases, and might
explain why better agreement with the benchmarks was achieved for them than in the
benzamidine-trypsin case. Before AMS can be adopted for mainstream use, the problems
described above have to be addressed. A number of remedies are prescribed below for this
purpose.
One solution is to choose a reaction coordinate and initial state z value that would en-
capsulate all metastable states, if they are close enough to one another. For this purpose,
visual inspection of the equilibrium simulation is recommended as a good practice for AMS
methodology. In cases where the metastable bound states can be characterized, detailed
information about the system can be obtained by applying AMS piecewise to determine
transition rates between the various states of the system in a Markov state model, in similar
fashion to the other studies referenced [127, 129, 128].
It should also be noted that unaccounted-for sources of error, inherent in MD-based meth-
ods, were not incorporated into the uncertainty of the dissociation rate estimate. In partic-
ular, the use of non-polarizable force fields may significantly affect the interaction strength
between ligand and substrate. Tiwary et al [128] suggest that the use of a non-polarizable
force field results in an overestimate of the dissociation time. Polarizable force fields such as
the Drude model [152, 153] may be used to obtain more accurate descriptions of dissociation
dynamics where solvation and other polarization-dependent effects can be foreseen to play a
major role.
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Nonetheless, the favorable results reported in the present study merit further develop-
mental effort to address the present inadequacies and improve the technique; experimen-
tal evidence suggests that significant variation in drug efficacy occur with within-order-of-
magnitude differences in residence times. For example, a study of a set of inhibitor com-
pounds of the FabI enoyl reductase in mice infected with Francisella tularensis showed an
approximate 1.2% increase in survival rate for each 1-min increase in residence time in the
range of 20 to 140 mins [154]. In a study of A2A receptor agonists, an almost twofold increase
in efficacy was found for each increase in order of magnitude of residence time over the 1-
to 100-minute range. [155] In order to further test the applicability of AMS in this respect,
future efforts are required to address the challenges of initial state definition and loop time
sampling encountered in the present study, as well as to validate AMS in other molecular
systems. Various technical issues also need to be resolved, such as improving time resolu-
tion by enabling more frequent reaction coordinate queries, efficient communication between
replicas, and increased parallelism of the algorithm.
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CHAPTER 5
KINETIC MODEL OF MOLECULAR DIFFUSION1
In this chapter, an algorithm for the simulation of molecular solutes in complex, highly de-
tailed environments is proposed. The biological context of the problem is in biomolecular
transport processes, which often involve solute dynamics in the vicinity of macromolecules,
like membrane channels, as well as diffusive approach of solutes to the macromolecules.
The latter occur on length scales of between 10 to 100 nm, and is influenced by a highly
particular environment, constituted of macromolecular geometry and the surrounding elec-
trostatic field. The proposed algorithm describes solute energetics and mobility in such an
environment through a kinetic model of diffusion based on a Markov state model framework.
Prerequisite input data consist of diffusion coefficient and potential of mean force maps
generated from extensive molecular dynamics simulations of proteins and their environment
that sample multi-nanosecond durations. The suggested diffusion model can describe trans-
port processes beyond microsecond duration, relevant for biological function and beyond the
realm of molecular dynamics simulation. The system being simulated is represented by a
discrete set of states corresponding to cells in a Voronoi tessellation of the system, distributed
according to a density function that resolves intricate regions of the diffusion space to a suf-
ficient level of detail. Each state is specified by the position, volume, and surface elements of
the corresponding Voronoi cell. Simple validation test cases demonstrate that the model and
the associated Brownian motion algorithm are viable over a large range of parameter values
such as time step, diffusion coefficient, and grid density. Two biological applications are
also described. The first application is the translocation of a nascent protein chain from the
translocon interior to the exterior lipid environment, and the second is ion diffusion around
and through the Eschericia coli mechanosensitive channel of small conductance ecMscS.
1The research presented in this chapter has been published in I. Teo and K. Schulten, J. Chem. Phys.,
139 (2013), 121929, and J. C. Gumbart, I. Teo, B. Roux, and K. Schulten, J. Am. Chem. Soc., 135(6)
(2013), p. 2291–2297. .
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5.1 Introduction
Diffusion is a mainstay of biological systems across many time and length scales. On the
biological cell level, many phenomena have been framed as diffusion-controlled processes,
from transport processes [156, 157, 158], ligand binding [159, 160, 161, 162, 163] and signal
transduction within the cell [164, 165, 166, 167], to cell-to-cell signaling [168, 169, 167]. These
processes can depend on molecular-level detail in regard to the geometry of the diffusion
space, energetics and local variation of diffusivity. Experimental investigations of molecular-
scale transport are often unfeasible. Fortunately, observations can be complemented by
computer simulations. In fact, diffusion theory [157, 170, 161] is well-established, making
diffusion-controlled processes amenable to computer simulation. However, most applications
of diffusion theory in the past have glossed over the molecular-scale variation of geometries,
energetics, and mobilities of transported solutes.
Biophysics has made great progress in understanding the regulation of transport at the
intra-protein level, particularly in the case of membrane channels. However the intra-protein
steps are preceded by diffusive approach and control of access to the relevant surface open-
ings of channel proteins, in particular, since the relevant overall diffusion space is often
highly intricate in regard to local geometry as well as solute energetics and mobility. Spatial
and time scales for the diffusive approach are typically 10-100 nm and 1 ms, respectively.
In the present study we suggest and test a flexible computational scheme to describe the
initial diffusive approach step of biological transport. This scheme is based on extensive
prior sampling through nanosecond molecular dynamics (MD) simulations and a subsequent
application of diffusion theory that furnishes extremely realistic microsecond to millisecond
descriptions at molecular resolution.
A diverse set of simulation techniques are already routinely employed to model diffusion
on the spatial and temporal scales relevant for cellular transport mechanisms. Programs
such as Smoldyn [171], MCell [172] and VCell [173] have been used successfully for reaction-
diffusion simulations. but on a larger scale than considered in the present study, namely on
the scale of whole cells. Another approach commonly used to describe biological diffusion
processes is that of Green function reaction dynamics [37, 38, 39], which solves the diffusion
equation for one particle or two particles and uses the resulting Green function solution to
propagate particle positions in time. Until now, the aforementioned computational tools
assume free diffusion or the presence of a simple potential, typically arising from a few inter-
particle interactions, and in this case are able to describe large systems well. On the much
smaller molecular scale, however, inter-molecular interactions with the environment need to
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be accounted for through detailed, complex potentials that require descriptions based on ad-
vanced numerical techniques. Of these techniques, MD remains the most detailed, but also
the computationally most expensive technique, the expense placing limits on spatial and
temporal scales that can actually be covered [174, 175, 176]. To overcome such limitations,
MD must often be supplemented by sampling techniques and parallelization schemes [177].
Brownian dynamics (BD) [32], which sacrifices some level of detail by treating solvents as
implicit and large molecules as reflective barriers without internal degrees of freedom, has
been successfully used to simulate larger systems [33, 34, 35]. Efforts to extend the reach of
molecular-level simulations to greater length and time scales include diffusion Monte Carlo
algorithms, such as that implemented in BioMOCA [36], and mean field descriptions of dif-
fusion, commonly implemented through a finite element approach [169, 165, 166]. However,
particulate detail may be required in certain cases, such as high proximity interactions in
the narrow diffusion space within ion channels.
In any computational investigation of a diffusive process, the limitations of existing simu-
lation methods described above necessitates a careful choice of method, guided by the scale
of the system, knowledge of the process to be studied, and the availability of computational
resources. The latter two factors, together with the need to be familiar with multiple simula-
tion methods, present a hurdle to cross during early-stage investigations. Obtaining enough
sampling of diffusive processes on relevant time scales presents a challenge to atomistic meth-
ods like MD and BD. In the particular case of MD, one may not observe an expected phe-
nomenon even after extensive sampling. On the other hand, coarse-grained simulations may
not be adequately detailed to reproduce diffusive motions influenced by intricate environ-
mental effects. Thus, there is a motivation to interface MD calculations with coarse-grained
diffusion algorithms to take advantage of the atomic detail obtained by the former and the
long time scales accessible to the latter. One such approach is atomic-resolution BD, a vari-
ant of BD that uses MD-derived potentials of mean force (PMF) and diffusivities to describe
interactions of diffusing particles with each other and with surfaces [40]. These PMF and
diffusivity maps are obtained from relatively short all-atom MD simulations using advanced
sampling techniques. Atomic-resolution BD has been shown to reproduce the results of MD
simulations and has been used successfully in a number of applications [178, 179, 40].
The proposed algorithm capitalizes on the finite element methodology, which has the
ability to describe arbitrary potential fields and local mobilities, as in the case of atomic-
resolution BD. The method offers the flexibility of a multi-resolution grid and permits de-
scriptions afforded by the MSM protocol [131] to develop a versatile particle-based method
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that is valid and computationally viable over a wider range of length and time scales as
compared to other diffusion methods, without compromising the level of detail in describing
the potential field. Through the MSM scheme, one can divide the computational effort in an
extremely useful manner between a sampling step that gathers the physical characteristics
of the diffusion model and a diffusion execution step that describes the actual transport
between cell environment and protein channel. This division allows the description of diffu-
sion within an arbitrary potential field, extending earlier methods applicable in case of large
systems only to free diffusion.
The need for detail in large systems is motivated by the aim of describing the diffusive
approach of solutes in simulations of membrane channels, as discussed further in Section 5.6.
Our algorithm models the system at varying levels of detail and optimizes computational
efficiency through adjustment to the level of detail required for the system’s description. Our
method allows also the use of large time steps, extending thereby the reach of simulations
to time scales longer than those of other molecular-scale methods.
In our algorithm, diffusion is implemented through a kinetic model of particles transition-
ing between pre-defined states. The rates of transition between states are specified by a
rate matrix. Given the size of a time step, one can obtain the respective probabilities of the
particle transitioning from its current state to each of the other states within the span of a
time step by solving for the eigenvalues and eigenvectors of the rate matrix.
The set of states is characterized by positions in the system, namely the centers of cells in
an irregular grid of varying resolution overlaid on the system. The rate matrix is calculated
from the discretized Smoluchowski equation, using pre-obtained input parameters, namely
the diffusion coefficient and a potential of mean force (PMF) map of the system for the
diffusing species. Solving the eigenproblem of the rate matrix then gives the transition
matrix, which propagates a particle’s position through time. Key to the method is the use
of prior MD simulations to extract the diffusion coefficient and PMF map of the system.
The cells are obtained by adapting the distribution of a set of points to an input density
function which attributes a higher density to regions of the system of more intricate geom-
etry, such as near the surface of a macromolecule, and performing a subsequent Voronoi
tessellation. Each cell is geometrically defined through position, volume, as well as number
and sizes of surface elements shared with neighboring cells. As stated in the previous para-
graph, the physical characteristics of the cells, namely the PMF and diffusion coefficient, are
gathered through extensive MD simulation.
The implementation of the finite difference scheme for diffusion calculations has been
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carried out at this point in Matlab [180]. The subroutines used and specified below were
taken from existing Matlab libraries.
For the purpose of validation, the proposed algorithm has been used to reproduce the
expected statistical behavior in simple systems for which analytic descriptions are known.
It was found that, to the extent of the values of parameters tested (namely time step and
diffusion coefficient), the accuracy of the scheme is limited by the resolution of the grid
used to discretize the system. The model is subsequently applied to realistic cases, the
first involving diffusion of a nascent protein chain in the 2-dimensional plane of a lipid
membrane out of a translocon, and the second involving ion diffusion through the Eschericia
coli mechanosensitive channel of small conductance (ecMscS).
5.2 Model Building and Simulation Algorithm
Actual use of the methodology suggested in the present study begins with MD simulations
sampling solute energetics and diffusion coefficient maps. These maps serve as input into the
diffusion algorithm. However, the diffusion algorithm will be presented first in this section,
and subsequently applied to test cases that do not require MD simulation input. In the
biological applications (Sections 5.5 and 5.6), MD simulations will be used to derive the
required inputs prior to running the diffusion algorithm. The reader should note that in real
use cases, the MD simulations are always carried out first.
Upon the premise that the MD simulations have been run and the relevant data obtained,
we describe the derivation of the algorithms involved in the diffusion model. The algorithms
employed in setting up the geometrical and physical details of the diffusion space are de-
scribed first. The following section will formulate the discrete form of the Smoluchowski
equation governing transport processes on time scales of picoseconds or longer, i.e., in the
strong friction regime. Finally, the numerical solution employed for the BD simulation is
described.
5.2.1 Setting Up a Discrete Representation of the System
The efficiency of the diffusion algorithm is dependent on the choice of grid used to discretize
the system. In this regard, one should choose a grid density profile suited to the local level
of detail in the description of the system, while minimizing the error arising naturally from
approximating a continuous space with a discrete one. Our approach employs for this purpose
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a topology-conforming self-organizing map [181, 182, 183] that distributes cell centers and
determines then the respective Voronoi tessellation.
Let X, a subset of Rn, represent the diffusion space. Typically, X is a subset of the three-
dimensional space R3. U(x) and p(x, t) are, respectively, the underlying potential felt by a
particle at x ∈ X and the probability distribution of diffusing particles at x and time t. Our
aim is to divide the otherwise continuous system up into a discrete collection of regions. For
this purpose, a set of N points {wi ∈ X | i = 1, 2, . . . , N} are selected at random. These
points represent the centers of cells in the Voronoi tessellation grid I of X. Formally, I is
defined through
I =
{
Ii ⊂ X
∣∣∣∣ ⋃
i
Ii = X and Ii ∩ Ij = ∅ ∀ i 6= j , x ∈ Ii ⇐⇒ ||x−wi|| <
||x−wj|| ∀ i 6= j , i = 1, 2, . . . , N
}
. (5.1)
Before constructing I, we adapt the positions {wi} to conform topologically to the pre-
defined distribution ρ(x). The resulting grid will have two desirable properties.
First, the density of cells is locally homogeneous, i.e., the property holds
r → rρ(x) =⇒ ρw(Sr(x))→ ρ(x) , (5.2)
where ρw(Sr(x)) is the density of cell centers wi, and thus of cells, within a sphere Sr(x) of
radius r centered on x, and rρ(x) is the length scale associated with ρ(x), so that rρ(x) ∼
ρ(x)−1/3. Thus the local diffusive behavior of particles will be subject to minimal error
arising from local grid density deviations from ρ(x).
Second, I is a centroidal Voronoi tessellation (CVT) [184]. In other words, each wi coincides
with the centroid of cell Ii. The CVT property minimizes the mean square deviation of
position (MSD) within Ii, given by
MSD(i)x =
(∫
Ii
dx ||x−wi||2
)/∫
Ii
dx . (5.3)
Under the assumption that p(x)|Ii is, on average, locally monotonic with respect to ||x−wi||,
the chosen discretization scheme also minimizes the global mean square error in p, given by
N∑
i=1
MSD(i)p =
N∑
i=1
(∫
Ii
dx |p(x)− p(wi)|2
)/∫
Ii
dx . (5.4)
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A topology-conforming distribution of {wi} can be constructed using an iterative proce-
dure, due to Martinetz, Berkovich and Schulten [182], comprised of the following four steps:
1. Begin with any random distribution of {wi} over X.
2. From the reference distribution ρ(x), draw a test point v ∈ X.
3. Rank {wi} according to each respective element’s distance from v. According to this
order, assign a rank integer k(v,wi) = 0, 1, 2, . . . , N − 1 to each wi, increasing from the
nearest to the farthest.
4. Update each wi as follows:
wi(s+ 1) = wi(s) + (s)(v(s)−wi(s))e[−k(v(s),wi(s))/λ(s)] , (5.5)
where s labels the adaptation step,  and λ control, respectively, the magnitude of the change
and the extent of the area of influence around v. Each adaptation step s comprises steps 2
to 4. The prescription [182] calls for a gradual decrease of  and λ, such that for each s,
(s) = initial
(
final
initial
)s/S
, (5.6)
λ(s) = λinitial
(
λfinal
λinitial
)s/S
, (5.7)
where S is the total number of adaptation steps chosen by the user. Thence, set wi ≡ wi(S).
The parameters initial, final, λinitial, λfinal and S must be tuned through trial-and-error to
achieve convergence to the desired distribution of wi. Convergence may be characterized
using the mean square deviation of the grid or of some subset of cells J in the grid, namely∑
i∈J MSD
(i)
x .
Having determined wi, the Matlab subroutine DelaunayTri is employed to extract the
Delaunay triangulation. The latter is obtained by connecting lines between pairs of nearest
neighbor wi’s. The Voronoi tessellation is calculated from the Delaunay triangulation by
means of the Matlab subroutine voronoiDiagram. The tessellation is specified by the vertices
of each cell Ii, from which the cell volumes and interfacial cell surface areas needed for the
discretization of the diffusion equation can be calculated.
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5.2.2 Discretization of the Smoluchowski equation
In the presence of a potential U(x), diffusion is described by the Smoluchowski equation in
continuous space:
p˙(x, t) = ∇ ·D(x)e−βU(x)∇eβU(x)p(x, t) , (5.8)
where D(x) is the local diffusion coefficient and β = (kBT )
−1. This equation had been used
extensively to describe diffusion outside and inside of the ecMscS cytoplasmic domain [158].
In order to choose D(x) and U(x), a MD simulation under equilibrium conditions can be
used to calculate the diffusion coefficient and generate a PMF map, which is subsequently
interpolated to provide an associated potential value for every grid cell. Such analysis is
demonstrated for MscS in Section 5.6.1. In case that simplified models for D(x) and U(x)
suffice, the two quantities can be obtained by some other means, e.g., as in a recent study of
SecY [185], where the potential map within a protein channel was obtained by calculating
the potential along a specific radial direction and generalizing the result by assuming radial
symmetry.
With the required data in hand, we discretize Eq. (5.8) in space by integrating over a
generic cell Ii resulting in∫
Ii
dx p˙(x, t) =
∫
Ii
dx ∇ ·D(x)e−βU(x)∇eβU(x)p(x, t) (5.9a)
=
∫
∂Ii
dσ nˆ(x) ·D(x)e−βU(x)∇eβU(x)p(x, t) (5.9b)
=
∫
∂Ii
dσ D(x)e−βU(x)
∂
∂nˆ
eβU(x)p(x, t) . (5.9c)
Here Gauss’ theorem has been applied in the second line to obtain an integral over the
surface ∂Ii of cell Ii with nˆ(x) representing the unit surface normal. The dot product in the
second line is then converted to a directional differential in the third line.
Next, we make the approximation that the quantities p(x, t), U(x) and D(x) are uniformly
valued in the interior of each cell i with center wi resulting in
p(x, t) ≈ p(wi, t) ∀ x ∈ Ii\∂Ii , (5.10)
U(x) ≈ U(wi) ∀ x ∈ Ii\∂Ii , (5.11)
D(x) ≈ D(wi) ∀ x ∈ Ii\∂Ii . (5.12)
Furthermore, we set the values of variables at each cell interface to be the average of the
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values in the two cells, namely
De−βU(x)
∂
∂nˆ
eβU(x)p(x, t)
∣∣∣∣
∂Iij
≈ D(wi) +D(wj)
2
e−β[U(wi)+U(wj)]/2 ×
eβU(wj)p(wj, t)− eβU(wi)p(wi, t)
||wj −wi|| , (5.13)
where ∂Iij is the interface between Ii and Ij. Putting Eqs. (5.12,5.13) into Eq. (5.9c) gives
Vi p˙(wi, t) =
∑
j 6=i
Aij
D(wi) +D(wj)
2
e−β[U(wi)+U(wj)]/2 ×
eβU(wj)p(wj, t)− eβU(wi)p(wi, t)
||wj −wi|| , (5.14)
where Vi is the volume of cell Ii and Aij is the interfacial area between Ii and Ij. In order
to be consistent in the use of extensive quantities in the model, we rewrite the probability
density p in terms of total probability in a cell P , such that
p(wi, t) = Pi(t)/Vi . (5.15)
Substituting the above into Eq. (5.14) gives
P˙i(t) =
∑
j 6=i
Aij
D(wi) +D(wj)
2
e−β[U(wi)+U(wj)]/2
eβU(wj)Pj(t)/Vj − eβU(wi)Pi(t)/Vi
||wj −wi|| (5.16a)
=
∑
j 6=i
{
Aij
D(wi) +D(wj)
2
· exp [−
β
2
(U(wi)− U(wj))]
Vj||wj −wi|| Pj(t)
}
−
{∑
j 6=i
Aij
D(wi) +D(wj)
2
· exp [−
β
2
(U(wj)− U(wi))]
Vi||wj −wi||
}
Pi(t) . (5.16b)
This equation is key to our discretization scheme as it expresses the Smoluchowski equation
through the values of D and U at the centers of the Voronoi cells as well as through the
cell volumes, areas of the connecting faces and center-center distances between cells. The
equation obeys detailed balance such that it ensures the existence of an equilibrium state
given by the Boltzmann distribution. The equation is of great value as it provides the
simplest possible account for the geometry of the Voronoi cells in the context of a discretized
diffusion model reproducing the Smoluchowski equation in the limit of vanishingly small
cells.
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Finally, we define the coefficents of Pj(t) and Pi(t) to be Rij and Rii respectively, such
that Eq. (5.16b) reads
P˙i(t) =
∑
j 6=i
RijPj(t) +RiiPi(t) , (5.17)
which can be written as a linear kinetic equation
P˙(t) = R ·P(t) . (5.18)
The rate matrix R arising in Eq. (5.18) has three important properties.
1. RijPj(t) is the rate of probability inflow from Ij to Ii and RiiPi(t) is the rate of outflow
from Ii to its nearest neighbors. By observing the terms in Eq. (5.16b), one will find that
the total flow rate to other cells from Ii, given by
∑
i 6=j RjiPi(t), is equal to RiiPi(t), the
outflow rate from Ii, thus ensuring particle conservation.
2. The solution of (5.18) relaxes to a stationary, i.e., equilibrium, distribution P0, which is
given by the Boltzmann distribution
P 0i ≡ Z−1Vi e−βU(wi) , (5.19)
where Z is the partition function. By construction, the principle of detailed balance is
obeyed:
RijP
0
j =
{
Aij
D(wi) +D(wj)
2
· exp [−
β
2
(U(wi)− U(wj))]
Vj||wj −wi||
}
Z−1Vj e−βU(wj) (5.20a)
=
Aij
2Z
[D(wi) +D(wj)]
exp [−β
2
(U(wi) + U(wj))]
||wj −wi|| (5.20b)
=
{
Aji
D(wi) +D(wj)
2
· exp [−
β
2
(U(wj)− U(wi))]
Vi||wj −wi||
}
Z−1Vi e−βU(wi) (5.20c)
=RjiP
0
i . (5.20d)
3. Reflective or absorptive boundary conditions can be imposed on any cell. If Ii is reflective,
then the rates of inflow to and outflow from Ii are zero. Hence, we set
Rij = Rji = 0 ∀ j = 1, 2, . . . , N , j 6= i . (5.21)
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If instead Ii is absorptive, then probability may flow in, but not out of Ii, whence
Rji = 0 ∀ j = 1, 2, . . . , N , j 6= i . (5.22)
5.2.3 Solution of the Rate Equation
The next step is to solve Eq. (5.18), given the initial distribution P(0). The approach
adopted here is to solve for the eigenvalues and eigenvectors of R, which yield, together with
the initial condition, an exact solution of Eq. (5.18). Thus, the only source of error due to
time discretization is the assumption that a particle begins each time step being completely
equilibrated within its current cell [131].
Depending on the number of cells N in I, solving for the entire matrix R at once can
be computationally expensive. We briefly discuss the complexity involved in Section 5.3.
A better alternative is to solve for the diffusive behavior locally, as done in the framework
of the Brownian dynamics algorithm [32, 157, 186], as well as in the MSM [131]. For this
purpose, we make use of the fact that for a particle initially in Ii, the extent of diffusion is
effectively limited to a region characterized by the radius r∆t =
√
2nD∆t about wi in time
step ∆t, where n is the number of spatial dimensions, ignoring presently a possible drift of
probability due to the non-zero local force −∇U(x).
For each Ii, we consider the cell centers contained within some radius rrestrict of wi and
construct a restriction R(i) of R to these cells. For our purposes, we set rrestrict to 2r∆t.
R(i) is comprised of only elements of R associated with probability transfers between cells
within the 2r∆t radius (see Fig. 5.1a for an illustration in the 2D case). For the purpose of
the local computation, we index the matrix elements of R(i) differently from those of R such
that in general holds R
(i)
jk 6= Rjk. For the sake of bookkeeping, we henceforth use the local
index notation lmn for local elements of R(i) while we continue to employ ijk for the global
indices. We also introduce the permutation σ(i) that maps the global index k of a cell to the
corresponding local index n specific to the restricted region centered on cell Ii, namely
σ(i)(k) = n , (5.23)
so that by construction holds
R
(i)
σ(i)(j) , σ(i)(k)
= Rjk . (5.24)
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Figure 5.1: Discretization scheme for the case of two-dimensional diffusion. (a) Rate matrix
components Rij and Rji give the rates of probability flow between cells Ii and its nearest
neighbors, indexed by j, and are dependent on geometric properties such as the inter-cell
distance ||wi − wj||, the interfacial area Aij and the cell volumes Vi and Vj (not shown in
diagram). (b) Illustration of local probability flow from cell Ii to other cells (indexed by
j) in its neighborhood (encircled area). In the deterministic approach, TjiPi(t) gives the
amount of probability that flows from cell Ii to cell Ij between times t and t + ∆t. In the
stochastic approach, Tji gives the probability that a particle in cell Ii at time t hops to cell
Ij between times t and t+ ∆t.
In order to preserve particle conservation, reflective boundary conditions are applied to
the bordering cells of each restricted neighborhood, and R
(i)
ll ’s are re-calculated so that the
sum over elements in any column of R(i) equals zero.
The problem to be solved then is
P˙(i)(t) = R(i) ·P(i)(t) , (5.25)
where P(i)(t) is the vector with components representing the probability in each locally
indexed cell. Henceforth the superscript (i) will denote quantities that have been re-indexed
locally. The eig Matlab subroutine is used to calculate the eigenvalues λ
(i)
n and corresponding
eigenvectors ν
(i)
n of R(i), where n = 1, 2, . . . , dim(R(i)). The solution of Eq. (5.25) is then
P(i)(t) =
∑
n
α(i)n exp(λ
(i)
n t)ν
(i)
n , (5.26)
where {α(i)n } are scalar constants to be determined. The initial distribution defines the
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coefficients α
(i)
n through
P(i)(0) =
∑
n
α(i)n ν
(i)
n . (5.27)
In case that the particle is initially in cell i, holds
P (i)n (0) = δσ(i)(i) , n . (5.28)
Since R(i) is not symmetric in general, {ν(i)n } is not expected to be an orthogonal set of
vectors. However, R(i) is similar to a symmetric matrix R˜(i) under the transformation
R˜(i) = (M(i))−1R(i)M(i) , (5.29)
where M(i) is specified by M
(i)
lm = δlm[V
(i)
l exp(−βU(w(i)l )) ]1/2. Thence,
R˜
(i)
lm = (M
(i))−1ll R
(i)
lmM
(i)
mm (5.30a)
= [V
(i)
l exp(βU(w
(i)
l )) ]
1/2 (5.30b){
A
(i)
lm
D(w
(i)
l ) +D(w
(i)
m )
2
· exp [−
β
2
(U(w
(i)
l )− U(w(i)m ))]
V
(i)
m ||w(i)m −w(i)l ||
}
(5.30c)
[V (i)m exp(−βU(w(i)m )) ]1/2 (5.30d)
= A
(i)
lm
D(w
(i)
l ) +D(w
(i)
m )
2
√
V
(i)
l V
(i)
m ||w(i)l −w(i)m ||
(5.30e)
= R˜
(i)
ml . (5.30f)
Thus, R˜(i) is symmetric, so that its eigenvectors {ν˜(i)n } are orthogonal. To find ν˜(i)n , one
observes that from the definition R(i)ν
(i)
n = λ
(i)
n ν
(i)
n follows
R˜(i)( (M(i) )−1ν(i)n ) = ( (M
(i))−1R(i)M(i) )( (M(i))−1ν(i)n ) (5.31a)
= (M(i))−1R(i)ν(i)n (5.31b)
= λ(i)n ( (M
(i))−1ν(i)n ) . (5.31c)
Hence, ν˜
(i)
n = (M(i))−1ν
(i)
n is an eigenvector of R˜(i) with eigenvalue λ
(i)
n . The orthogonality
condition of the eigenvectors {ν˜(i)n } reads
ν˜
(i)
l · ν˜(i)m
|ν˜(i)l | · |ν˜(i)m |
= δlm . (5.32)
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Putting Eq. (5.32) into Eq. (5.27) gives
( (M(i))−1P(i)(0) ) · ν˜(i)l
|ν˜(i)l |2
=(M(i))−1
∑
n
α(i)n ν
(i)
n ·
ν˜
(i)
l
|ν˜(i)l |2
(5.33a)
=
∑
n
α(i)n
ν˜
(i)
n · ν˜(i)l
|ν˜(i)l |2
(5.33b)
=
∑
n
α(i)n δln (5.33c)
=α
(i)
l . (5.33d)
On condition that the particle is initially in cell Ii, we calculate the coefficients α
(i)
l by
putting Eq. (5.28) into Eq. (5.33) and obtaining
α
(i)
l =
∑
m
∑
n
(M (i))−1mn δσ(i)(i) ,n
(ν˜
(i)
l )m
|ν˜(i)l |2
(5.34)
=
∑
m
(M (i))−1mm δσ(i)(i) ,m
(ν˜
(i)
l )m
|ν˜(i)l |2
(5.35)
=
(M (i))−1
σ(i)(i) , σ(i)(i)
(ν˜
(i)
l )σ(i)(i)
|ν˜(i)l |2
. (5.36)
Setting t = ∆t, we thus obtain for the probability distribution in the neighborhood of the
initial position after one time step
P(i)(∆t) =
∑
n
α(i)n exp(λ
(i)
n ∆t)ν
(i)
n . (5.37)
Using the local transition probabilities given by the elements ofP(i) for every i ∈ {1, 2, . . . , N},
we construct the transition matrix T, where each element Tji is the transition probability of
a particle moving from cell Ii to cell Ij (see Fig. 5.1b), given by
Tji = P
(i)
σ(i)(j)
(∆t) . (5.38)
The framework developed thus far can be used for both deterministic and stochastic simu-
lations. In the deterministic case, one uses the transition matrix to propagate a probability
distribution in time:
P(t+ ∆t) = T ·P(t) . (5.39)
87
The deterministic approach was employed in the biological case involving two-dimensional
diffusion of a nascent peptide chain within the SecY channel [185], as described in Section 5.5.
In the stochastic case, a random number generator iterates the position of each diffusing
particle based on the relevant probabilities given by T. At a given time t, suppose a given
particle is in cell Ii. The position of the particle at the next time step t+∆t is chosen, through
the use of the rand random number generator rand, to be Ij with probability Tji. Subsequent
iterations of these algorithmic steps propagate the particle along its trajectory during the
simulation. This method is closely related to the Brownian dynamics method [157, 186].
5.3 Computational Efficiency
The simulation process applied in our numerical solutions can be divided into three major
phases according to computational expense: discretization of the system, calculation and
solution of the rate matrix, and Brownian motion algorithm for the diffusive displacement
of particles. In the discretization phase, the most expensive task to be performed is the
adaptation of cell centers, which requires updating N positions in S adaptation steps. Hence,
the complexity for the first phase goes as O(N · S).
In the second phase, the bottleneck occurs during the solution of the rate matrix, more
specifically during the calculation of eigenvectors and eigenvalues for the neighborhood within
radius rrestrict = 2r∆t of each cell center wi. Given the average density ρ, the approximate
number of cells within each neighborhood is 4
3
pi(2r∆t)
3ρ = 32
3
piρ(6D∆t)3/2. A modest ball-
park estimate for the complexity of eigenvector expansion is O(n3). For N cells, this estimate
gives O(Nρ3(D∆t)9/2) complexity for the eigenvector expansion phase. By this estimate, we
justify the algorithmic step of solving restricted matrices as opposed to solving the entire
rate matrix: depending on the characteristics of the system and grid chosen, it is often the
case that the O(N3) complexity of solving the entire matrix overshadows that of solving the
restricted matrices. In the final phase, given particle number M and a total simulation time
ttotal, the complexity is O(M · ttotal/∆t).
The computationally most expensive phase is typically the second one. Fortunately, the
calculations for each cell neighborhood can be performed independently of those for other
neighborhoods, and, thus, are amenable to parallelization. Furthermore, eigenvector expan-
sion algorithms themselves can sometimes be parallelized. Hence, there is much potential
for the reduction of the overall computation time needed.
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5.4 Simple Validation Test Cases
Three series of simulations of simple systems were performed for the purpose of validation.
Each series corresponded to a different simulated system, and consisted of multiple simulation
sets, with each set consisting of simulations in which a particular simulation parameter was
varied. The analytic behavior for each system simulated is available for comparison with the
simulation results.
In Series 1 of the validation trials, the model was tested for the bulk diffusive behavior of
particles. Particles were initialized at the center of a spherically symmetric system of large
enough radius that no particle reached the boundary throughout the duration of each trial.
Each particle was allowed to freely diffuse (corresponding to a potential U(x) = 0) as its
displacement was recorded over time. The mean square displacement of all the particles
was then calculated as a function of time. The mean square displacement of a 3D diffusing
particle from its initial position (t = 0) to its position at time t is < ∆x2(t) >= 6Dt.
Figure 5.2: Results for Series 1 tests. Except for dt = 0.0003/A˚ in (c), graphs in each test
set are almost identical and obscure each other as a result. (a) Mean square displacement
for varying time steps. (b) Mean square displacement for varying diffusion coefficients. (c)
Mean square displacement for varying grid densities.
In Set 1A, each trial had a sample size of 104 particles. The diffusion coefficient was set
to D = 10 A˚
2
/ns, the grid resolution was ρ1 = 0.03 /A˚
3
within radius 25 A˚ of the center,
scaled linearly from 25 A˚ to 35 A˚ down to ρ2 = 0.003 /A˚
3
at which the density remains
fixed up to the reflective system boundary at 60 A˚. The time step was varied across values
dt = 0.0001, 0.001, 0.01, 0.1 ns. As seen in Fig. 5.2(a), the simulation agrees well with theory
regardless of the time step used. A 104-particle sample size was also used for Set 1B, in
which case the grid resolution was as in Set 1A, ρ1 = 0.03 /A˚
3
and ρ2 = 0.003 /A˚
3
, the
time step was set to dt = 0.1 ns, while the diffusion coefficient was varied across values
D = 1.25, 5, 10, 40 A˚
2
/ns. The results presented in Fig. 5.2(b) show that the simulation is
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also accurate across different values of the diffusion coefficient. In Set 1C, the parameters
used were a sample size of 104, D = 10 A˚
2
/ns, dt = 0.1 ns, ρ2 = 0.0003 /A˚
3
while the
variable parameter was ρ1 = 0.0003, 0.003, 0.03 /A˚
3
. The results shown in Fig. 5.2(c) show
that the simulated behavior of bulk diffusion was robust over a wide range of grid resolutions,
breaking down only at low grid densities on the order of 10−4 /A˚
3
or less.
In Series 2, absorptive and reflective boundary conditions were imposed: cells within the
spherical shell of radius r1 = 10 A˚ were set to be absorptive while cells outside the shell of
radius r2 = 30 A˚ were set to be reflective. Figure 5.3(c) shows the geometry of the system.
Particles were initialized in cells with centers within 0.5 A˚ of the shell of radius ri = 20 A˚, and
then allowed to diffuse until all particles had left the system. The particle count was tracked
as a function of time and compared against the theoretical behavior, given by Eq. (5.65c)
derived in Section 5.4.1, and found in Carslaw and Jaeger [187] (second edition, Eqs. (12-15)
on p. 367).
Figure 5.3: Results for Series 2 tests. Graphs in each test set are almost identical and
obscure each other as a result. (a) Particle number for varying time steps. (b) Particle
number for varying grid densities. (c) (top) Schematic of system used for Series 2; (bottom)
radial profile of grid density used to model the system.
In Set 2A, the sample size was 104 for each trial, the diffusion coefficient D = 150 A˚
2
/ns,
the grid density ρ1 = 0.5 /A˚
3
within radius 15 A˚ of the center and ρ2 = 0.25 /A˚
3
from 20 A˚ to
the system boundary at 35 A˚, with the value scaling down linearly between 15 A˚ and 20 A˚; the
time step was varied across values dt = 0.0002, 0.002, 0.02 ns. The results shown in Fig. 5.3
closely approximate the results from the analytical solutions with differences in time step
size resulting in negligible differences in results on the time evolution of particle number.
In Set 2B, the sample size was 104, D = 150 A˚
2
/ns, dt = 0.02 ns, and grid density was
varied across values {ρ1, ρ2} = {0.1 /A˚3, 0.05 /A˚3}, {0.1 /A˚3, 0.25 /A˚3}, {0.5 /A˚3, 0.05 /A˚3},
{0.5 /A˚3, 0.25 /A˚3}.
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In a final series of trials, the system and parameters used in Sets 3A and 3B were the same
as those in Sets 2A and 2B. However, a linear potential U(x) = α||x|| was imposed, where
α = 0.2 kBT/A˚. The results for the respective sets are shown in Fig. 5.4 and compared
with the results from the analytic solution, given by Eq. (5.66) in Section 5.4.2. Again, the
numerical results are accurate over the range of values of parameters tested.
Figure 5.4: Results for Series 3 tests. Graphs in each test set are almost identical and obscure
each other as a result. (a) Particle number for varying time steps. (b) Particle number for
varying grid densities.
The time step-independence of the results in Figs. 5.2-5.4 is not unexpected, since the
solution (5.37) of the restricted matrix is exact. In theory, the accuracy of the MSM de-
scription decreases with a decrease in the size of the time step [131] because of the implicit
assumption that the equilibration time of the particle within the cell at the beginning of
each time step is negligible. The implication for our model is that accuracy is independent
of time step size above a certain minimum time step size, subject to other parameter values,
in particular the radius of the restricted region rrestrict, which must be set large enough that
the particle’s movement is not significantly hindered by its boundaries. The other source of
inaccuracy is error due to discretization as one assumes a uniform distribution in the grid
cells. This error may be detected by varying either the rate at which particles move from
cell to cell or by varying the grid resolution. In this regard, the results of Set 1C suggest
that boundary interactions are a more significant source of discretization error than is bulk
diffusion.
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5.4.1 Analytical solution for validation Sets 2A and 2B
Here we provide the solution of the diffusion problem for test set 2. The solution is available
from Carslaw and Jaeger [187] (second edition, Eqs. (12-15) on page 367), but rather than
explaining the terms and constants in the complex solution expression stated by the authors,
we derive the solution here as an optimal means of communication to the reader not versed
in diffusion theory.
The system is spherically symmetric, with particles diffusing in the space between two
concentric spheres of radii r1 and r2, as shown in Fig. 5.3(c). At time t = 0, particles are
uniformly distributed on a spherical surface of radius ri, with r1 < ri < r2. The diffusion
coefficient D is taken to be constant.
The free diffusion equation is given by
(∇2 −D−1∂t)p(r, t) = 0 . (5.40)
Using the ansatz
p(r, t) = eωtY ml (θ, φ)R(r) , (5.41)
one obtains for the radial dependence[
∂2r +
2
r
∂r − l(l + 1)
r2
− ω
D
]
R(r) = 0 . (5.42)
The above equation is known as the spherical Bessel equation, the solutions of which are of
the form
p(r, t) =
∑
k,m,l
eωtY ml (θ, φ)(Akljl(kr) +Bklnl(kr)) , (5.43)
where jl and nl are the spherical Bessel functions, k is defined through k
2 = −ω
D
, Y ml (θ, φ)
represents a set of functions called the spherical harmonics, and Akl and Bkl are constants.
Due to spherical symmetry, only the l = 0 term contributes to the solution, so that
p(r, t) =
∑
k
eω(k)tRk(r) , (5.44)
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where
Rk(r) = Akj0(kr) +Bkn0(kr) , (5.45)
j0(kr) =
sin(kr)
kr
, (5.46)
n0(kr) = − cos(kr)
kr
, (5.47)
and Ak, Bk are constants to be determined.
In our description we assume Dirichlet and Neumann boundary conditions at r = r1 and
r = r2, respectively. At r = r1 holds
Rk(r1) = 0 . (5.48)
For the convenience of calculation, a constant phase may be introduced without loss of
generality:
sin(kr)→ sin[k(r − r1)] , (5.49)
cos(kr)→ cos[k(r − r1)] . (5.50)
Then, Eq. (5.48) implies that Bk = 0 ∀ k ∈ R. Thus it holds
Rk(r) = Ak
sin[k(r − r1)]
kr
. (5.51)
At r = r2 the Neumann boundary condition is assumed
∂rRk(r)|r=r2 = 0 . (5.52)
This condition reads
−sin[k(r2 − r1)]
kr22
+
cos[k(r2 − r1)]
r2
= 0 , (5.53)
or
tan[k(r2 − r1)] = kr2 . (5.54)
The numerical solution of Eq. (5.54) gives a countably infinite set of values of k. For the sake
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of clear notation, let n index these values. Accordingly, we re-index the following terms:
Rk(r)→ Rn(r) , (5.55)
ω(k)→ ωn , (5.56)
Ak → An . (5.57)
Defining the inner product in solution space as
< Rn1|Rn2 > =
∫ r2
r1
r2Rn1(r)Rn2(r)dr , (5.58)
it can be verified that {Rn |n ∈ Z} is an orthogonal set. The normalization factor is obtained
by evaluating
A−2n < Rn|Rn > = (kn)−2
∫ r2
r1
sin2[kn(r − r1)]dr (5.59a)
=
1
2k2
(
−r1 + k
2
nr
3
2
1 + k2nr
2
2
)
. (5.59b)
Hence, the inner product can be explicitly written
< Rn1|Rn > = A2n
δn1,n
2k2
(
−r1 + k
2
nr
3
2
1 + k2nr
2
2
)
. (5.60)
The complete solution is then
p(r, t) =
∑
n
eωntRn(r) , (5.61)
where ωn = −k2nD.
In the case of the assumed initial condition p0(r) = (4pir
2
i )
−1δ(r − ri) follows∑
n
Rn(r) = (4pir
2
i )
−1δ(r − ri) . (5.62)
Taking the inner product gives
< Rm|Rm > = (4pir2i )−1
∫ r2
r1
r2Rm(r)δ(r − ri)dr , (5.63)
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from which follows
Am = Am(4pi < Rm|Rm >)−1Rm(ri) (5.64a)
=
k2m
2pi
(
−r1 + k
2
mr
3
2
1 + k2mr
2
2
)−1
sin[km(ri − r1)]
kmri
. (5.64b)
Finally, the expression of the number of surviving particles as a function of time is
Σ(t) =
∫ r2
r1
dr 4pir2p(r, t) (5.65a)
= 4pi
∫ r2
r1
dr
∑
n
Anre
−k2nDt sin[kn(r − r1)]
kn
(5.65b)
= 4pi
∑
n
e−k
2
nDt
Anr1
k2n
. (5.65c)
5.4.2 Numerical mean first passage time description for validation sets 3A
and 3B
In the case of a linear potential U(r) = αr, a closed-form analytic solution for the time-
dependent diffusion probability does not exist. Instead, the time dependence of the prob-
ability distribution was captured for the test purpose by the mean first passage time ap-
proximation [140]. In this approximation, the normalized surviving particle count is given
by
Σ(t) = e−t/τ(ri) , (5.66)
where τ(ri) is the mean first passage time given by the expression
τ(ri) =
∫ ri
r1
dr (Dr2)−1eαr
∫ r2
r
dr′ r′2e−αr
′
. (5.67)
τ(ri) is evaluated through numerical integration.
The mean passage time description through Eqs. (5.67,5.66) is known to be a good ap-
proximation to the decay of the total probability of still unreacted particles [140] and, hence,
Eqs. (5.67,5.66) can serve as a test of the numerical scheme suggested in the present study.
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5.5 Biological Application 1: Membrane Insertion of Nascent
Peptide Chains through SecY Translocon
Membrane proteins are hardly ever inserted directly into the lipid bilayer. During translation,
a nascent peptide chain enters the translocon channel, SecY, which either provides passage
to the other side of the bilayer or inserts the chain into the bilayer itself.
Figure 5.5: Simulated system used for MD simulations. SecY is shown in grey, SecE in
orange, and the retained portion of the ribosome in light blue. The lipid tails are in cyan
with selected phosphorus, nitrogen, and oxygen atoms of the head groups displayed as brown,
blue, and red spheres, respectively. The water box for the periodic system is in light grey.
There has been much speculation over the mechanism that determines which path a given
peptide sequence will take. It is known that the process of translocation between the in-
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terior of SecY and the membrane is controlled in significant part by the hydrophobicity
of the residues in the chain, with the apparent free energy of transfer between translocon
and the membrane characterized by a so-called “biological hydrophobicity scale” [188, 189].
However, the free energy for all 20 amino acids fall in a narrow range of around -1 to
3 kcal/mol, as compared to a scale based on partitioning directly between water and hy-
drophobic solvent[190, 191], which ranged from -5 to 15 kcal/mol [192]. The relative order
of the amino acids are largely the same in both scales.
The difference in apparent free energy range between the two scales has been attributed
to the different molecular environment that each scale corresponds to [193]. However, the
molecular states corresponding to the biological hydrophobicity scale are not known, making
this hypothesis difficult to confirm. Another view is that kinetic factors come into play,
specifically, that translocation in the SecY case is a non-equilibrium process and that the
measured free energies do not reflect the actual thermodynamic equilibrium [194, 195].
The present study proposes a model that characterizes the membrane insertion process,
based on both energetic and kinetic considerations, that is consistent with experimental
data obtained so far. PMF calculations along the path from the center of the channel to
the exterior of the channel gate were used in conjunction with a 2D diffusion simulation to
describe the dynamics of the nascent chain in the membrane plane. From the simulations,
a two-state scheme was formulated, whereby the nascent chain transitions from being inside
the channel to being in the membrane with a probability corresponding to the apparent
free energy of translocation. Furthermore, as a result of interplay between energetic and
kinetic factors, the compression of the apparent free energy of translocation relative to the
free energy difference between the two states in the potential of mean force was observed.
5.5.1 Molecular Dynamics Simulations
For construction of the simulation model, the starting structure was taken from Frauenfeld et
al. [71] (PDB: 3J00/3J01), consisting of SecYE bound to a ribosome (see Fig. 5.5), together
with a nascent chain which includes the signal anchor (SA). For computational economy,
portions of the ribosome 20 A˚ away from SecY were removed, since the region of interest is
in the membrane around SecY itself. Atoms around the loose ends of the truncated ribosome
were harmonically restrained during simulation. Next, nascent chain residues that were not
part of the SA were removed. The channel was then embedded in a 75%/25% POPE/POPG
membrane containing 200 lipids. Altogether, the system consisted of around 120,000 atoms.
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Equilibration of the system was performed with NAMD [137], using the CHARMM22 force
field with CMAP corrections [56] for proteins and CHARMM36 force field for lipids [95].
The temperature was 325 K. The integration time step was 2 fs, while short- and long-range
non-bonded interactions (separated by a cutoff of 12 A˚) were evaluated every 1 and 3 time
steps, respectively. The particle-mesh Ewald method was employed for calculating long-range
electrostatics. Equilibration was performed at NPT with a pressure of 1 atm. Subsequent
MD simulations are performed at NVT and different temperatures (when stated) in some
cases, but otherwise employ the same parameters as the equilibration.
Long-time simulations on Anton proceed from the equilibrated structure obtained via
NAMD. Force field and time-stepping procedure were the same as in the NAMD simula-
tions. Simulations were run in NVT using the Berendsen coupling scheme, with long-range
electrostatics calculations handled by the k-Gaussian Split Ewald method on a 64× 64× 64
grid. The cutoff was determined independently for each simulation, but typically was around
13 A˚. The total time of all Anton simulations was about 30 µs.
MD simulations of the models were used to investigate several hypotheses on the mech-
anism of translocation. In summary, the MD simulations support the view that membrane
insertion of a helix from within SecY is dependent on hydrophobicity of the helix, but this
dependence is mediated by lipid contact by the helix rather than by hydrophobicity-induced
opening of the gate as previously suggested [196]. The simulations also showed that gate
opening is instead correlated with binding of a ribosome to SecY, and that the qualitative
behavior of helices of various hydrophobicities is consistent with a two-state thermodynamic
model of the system. Crucial to appreciating the findings of the present study, these simu-
lations and their results are described in detail in Section 5.5.2.
The constructed model was also used for umbrella sampling calculations to quantitatively
describe the energetics of membrane insertion of the helix from SecY. The umbrella sampling
calculations were performed for the SA, polyLeu, and polyGln helices. These calculations
utilized the colvars module of NAMD [197], with 26 windows spaced about 1 A˚ apart,
beginning at the center of SecY and ending in the membrane. For each helix, the total
simulation time was 250 ns, so that 750 ns was spent altogether on umbrella sampling.
PMFs were extracted from the resulting histograms using WHAM [198], and are shown in
Fig. 5.6B. As expected, the hydrophobic helices SA and polyLeu favor insertion into the
membrane by 1-2 and 4-5 kcal/mol, respectively, while the polyGln helix favors remaining
in the channel by more than 10 kcal/mol. Furthermore, the magnitudes of the free energies
correspond to the hydrophobicity order of the helices. It should be noted that these free
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energies likely do not represent the apparent free energies of membrane insertion, ∆Gapp,
since the latter is measured experimentally in a more complex environment where the nascent
chain is longer and attached to the ribosome, and translation and translocation occur in
tandem with membrane insertion.
Figure 5.6: Potential of mean force for helix exit from SecY into the membrane. (A) SecY is
shown from the cytoplasmic side in gray and orange with the membrane in blue. A substrate
helix is shown in red at different positions along its exit, although only one helix was present
at any given time. The green dotted lines are at r = 12 A˚ and r = 25 A˚. (B) PMFs for the
SA (black), polyLeu (green), and polyGln (red) helices as a function of distance from the
channel center. The gray dashed lines show, in order of decreasing dash size, the restraining
potential used in the diffusion calculations at times t = 1 s, 10 s, and 25 s.
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5.5.2 Molecular Dynamics Simulation Results
A set of MD simulations of the translocon system was performed to test the hypothesis
that the opening and closing of SecY’s lateral gate, which provides entry to the membrane,
is controlled by the hydrophobicity of the nascent chain [196]. Thus, one would expect
hydrophobic chains to open the gate and hydrophilic ones to close it. For this purpose, the
system was simulated with nascent chains of different hydrophobicities in SecY, as well as
with none. The chains chosen were the SA, polyLeu, polySer, and polyGln. Each chain
was simulated for different initial states of the lateral gate, namely closed, partially open,
and fully open. The state of the SecY gate was characterized by the distance between Cα
atoms of Ser87 on TM2b and Phe286 on TM7 (see Fig. 5.7); the closed, partially open and
fully open states corresponded to distances of 7-10 A˚, 14 A˚, and 27 A˚, respectively. The
simulations were run for durations between 0.5 to 2 µs.
Fluctuations in the gate opening was monitored during the simulations and plotted in
Fig. 5.8. For all three initial gate opening states, no correlation was observed between the
gate distance and the hydrophobicity of the nascent chain. In the same simulations, contact
between the nascent chain and lipids in the membrane was also measured. Here, correlation
was observed, with the hydrophobic chains (the SA and polyLeu) increasing interaction area
with lipids and the hydrophilic ones (polySer and polyGln) decreasing the area (see Fig. 5.9).
It was further observed that contact with lipids was not mediated through opening of the
lateral gate, but rather by incursion of lipids into the channel (see Fig. 5.10). The results
suggest that lipid interactions play a bigger role than gate opening and closing in deciding
which peptide chains are inserted in to the membrane.
It has also been hypothesized that the binding of the ribosome to SecY predisposes the
gate towards being open [199]. This suggestion is supported by numerous experimental
findings, including structures that show partially-open SecY channels bound to different
substrates [200, 201, 202] and electrophysiology measurements indicating persistent perme-
ability of the ribosome-SecY complex to ions and small molecules after the nascent chain
was removed [203, 204, 205]. 10-ns simulations have also demonstrated a slight bias towards
opening when the closed SecY structure was bound to a ribosome [206]. Here, simulations
were run with the ribosome present and absent, with both initially open and closed gates.
For the closed gate simulations, ribosome binding was found to slightly increase gate separa-
tion (see Fig. 5.8D). For the open gate simulations, the unbound SecY was observed to start
closing. These findings support the role that ribosome-binding plays in determining biasing
the gate towards an open state.
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In the case of a thermodynamic 2-state model, it is predicted that energetics would favor
a spontaneous transition of a transmembrane helix from the SecY interior to the mem-
brane [207]. This view is supported by the Frauenfeld et al. crystal structure showing
the SA in proximity to the gate [71]. To further probe this model, 2.5 µs simulations of
the ribosome-bound SecY containing the SA, polyLeu, polyGln, and the isolated KvAP S4
transmembrane segment, localized to the crystal structure position, were run. The latter was
included because it is just above the threshold for membrane insertion [208]. Simulations
were run at an elevated temperature of 353 K to accelerate movements into or out of SecY.
As in previous simulations, the hydrophobic helices, the SA and polyLeu, were drawn by
lipid interactions 4-5 A˚ out of SecY. It was also observed that the lateral gate closed behind
the outgoing helix and the pore ring of SecY shrunk, thus preventing re-entry of the helix
into the channel. In contrast, the S4 and polyGln helices pulled away from the gate, moving
5-7 A˚ towards the interior of the channel, which is predominantly hydrophilic [209, 91]. The
behavior of the nascent chains in these simulations qualitatively support the thermodynamic
2-state model.
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Figure 5.7: Lateral gate opening: SecYE shown in gray (SecY) and orange (SecE), with
lateral gate helices TM2b and TM7 highlighted in green and residues Ser87 and Phe286
shown as red spheres. (A) Closed state of the gate (Ser87-Phe286 distance of 7.3 A˚) [210].
(B) Open state from a membrane-protein-insertion intermediate structure [71].
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Figure 5.8: Plots of Ser87-Phe286 distance over time with different nascent helical TM
segments embedded in SecY’s central pore. (A) Initially closed SecY. Gate opening for
hydrophobic helices (polyLeu and SA) are shown in black and red, respectively, with hy-
drophilic ones (polySer and polyGln) in green and blue. (B) Initial intermediate opening
with polyLeu (black) and polyGln (red) inside. (C) Initially open, colored the same as in
(A). (D) Empty SecY started in a closed state (red/black) and in a state of intermediate
gate opening (blue/green), with and without the ribosome bound.
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Figure 5.9: Interaction between lipids and a tested helix as a fraction of its total surface
area. Lipid-interaction area for helices embedded in the center of the channel, corresponding
to (A) Initially closed SecY. (B) SecY with an intermediate opening initially. (C) Initially
open SecY. (D) Change in interaction area for helices initially positioned near the lateral
gate. Helices are colored as in (A), except for polySer, which is replaced by the S4 helix
here.
104
Figure 5.10: Incursion of a lipid into the closed channel after ∼0.5 µs. SecY is shown in
grey, SecE in orange, and the lateral gate helices in green. The nascent SA helix (red) is
still within the predominantly closed channel, indicated by the proximity of residues Ser87
and Phe286 (yellow spheres). A lipid contacting the SA across the otherwise closed gate is
shown in a blue space-filling representation.
5.5.3 Diffusion Simulations
One kinetic factor that may contribute to the apparent free energy is the tethering of the
nascent chain to the ribosome as it is being translocated. More specifically, the diffusion range
of the nascent chain in the plane of the membrane is limited by the length of the chain between
the ribosome and the SecY channel. Such a scenario could correspond, for example, to the
case where the presence of a stop-transfer sequence in SecY halts translocation, allowing the
nascent chain to accumulate outside SecY as translation proceeds [211].
A 2D deterministic model of diffusion in the plane of the membrane was constructed to
explore the effect of tethering on membrane insertion probability. For this purpose, 2D
Voronoi grid representing a circular membrane patch of radius 200 A˚ was constructed, with
a region of constant high grid density within 20 A˚ of the origin, representing the interior
of SecY (see Fig. 5.11), where a high level of detail is required to describe the geometry of
the environment. The density falls linearly with distance from the center of the channel,
at radii greater than 20 A˚, so that the grid becomes coarse further away from SecY. An
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occupancy map of SecY atoms was generated from the all-atom model, and a cross-section
of the map was taken and overlaid on the grid. Grid cells that were occupied by SecY atoms
were designated as having reflective boundary conditions applied to their surfaces, so as to
create excluded volumes corresponding to SecY’s geometry.
Figure 5.11: Voronoi tessellation of membrane plane segment, enlarged to show SecY cross-
section (in blue). The density of cells is higher within the channel so as to describe diffusive
behavior inside the channel in greater detail.
The helix is represented as a time-evolving probability density on the grid, under the
influence of a 2D PMF obtained by extrapolating the 1D PMFs, obtained either by umbrella
sampling or a linear approximation, radially about the center of the channel and adding a
time dependent hard-shell potential that limits diffusion to within a circular region about
SecY’s center but gradually expands, mimicking the effect of extension of the nascent helix
during translation. The ribosome-to-SecY portion of the helix is modelled as a freely jointed
chain, so that the diffusion range is given by the average end-to-end distance, proportional to
the square root of the number of residues between the ribosome and SecY. The rate of range
expansion is then the rate of translation, which varies between 0.5 to 20 residues/s [212, 213,
211].
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In production runs, the spatial distribution of the helix was initially confined to a cell
approximately located at the center of SecY. The distribution is propagated in time, over
a duration of typically 50 s. The helix was simulated by calculating the Boltzmann distri-
bution over the diffusion space at each time-step. This Boltzmann model is justified by a
validation test demonstrating with the deterministic kinetic diffusion model that the proba-
bility distribution of the helix reaches equilibrium within one time step (see Section 5.5.4).
The Boltzmann model was favored over the kinetic diffusion model during production runs
for computational expediency.
5.5.4 Algorithm Validation
The diffusion coefficient of each helix was assumed to be 250 A˚2/µs, as roughly estimated
from the umbrella sampling simulations, and the time step used was 2 s. The first set of
validation cases tested the ability of the deterministic kinetic diffusion model to reproduce
diffusive behavior predicted by theory. Specifically, a probability distribution, initially con-
fined to a cell near the origin, was propagated over time and the probability fraction falling
outside a given radius R was tracked. Simulation parameters used were identical to those of
production runs, except that a flat potential was used and the excluded region representing
SecY was absent. The theoretically expected behavior can thus be calculated by solving
the Einstein free diffusion equation. The results for various values of R, shown in Fig. 5.12,
indicate agreement between the kinetic diffusion simulation and theory.
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Figure 5.12: Results for free diffusion in two dimensions with system radius 200 nm; 5000
Voronoi cells in the distribution with a density of ρ(r | r < 20 A˚) = constant, ρ(r | r >
20 A˚) ∝ (r − 15 A˚)−1, and diffusion coefficient 250 A˚2/µs. Proportion of particles outside
radius rcutoff were calculated for rcutoff = 10 A˚, 15 A˚, and 20 A˚.
The next validation test compared the outputs of the kinetic diffusion model and the
Boltzmann model. Like the production runs, a linear radial PMF and a gradually expanding
hard-shell limit on the diffusion range were used, in addition to the excluded region repre-
senting the SecY channel. The probability fraction outside a cutoff radius was monitored
over time. The results, displayed in Fig. 5.13, show that the Boltzmann model closely tracks
the kinetic diffusion model, indicating that the time step considered was sufficiently large
for the system to be completely equilibrated each time the hard-shell limit was expanded.
Owing to the computational ease of computing the Boltzmann distribution at each time
step, the Boltzmann model was almost 12 times as fast as the kinetic diffusion model. Thus,
the use of the Boltzmann model for production runs is justified.
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Figure 5.13: Results of Smoluchowski and Boltzmann simulations in a system of radius
2000 A˚ centered on the pore axis of the SecY channel. The parameters used include a
time step 2 s, a PMF update time step 20 s for the Smoluchowski model, and a diffusion
coefficient of 250 A˚2/µs. The potential of mean force used is U(r, t) = (0.1kcal mol−1A˚
−1
) r+
(0.0619kcal s mol−1A˚
−2
) r2 / t. The graph displays the proportion of particles found outside
radius rcutoff = 15 A˚.
Finally, it is expected that below a certain local grid resolution threshold, the geometry of
the system would no longer be accurately described and simulation results would begin to
diverge. To ensure that a suitable grid resolution is used in the production runs, two sets of
test simulations were performed using the Boltzmann model. In the first set, the number of
grid cells was kept constant, but the grid distribution function was varied. Here, it was found
that the grid distribution function used in the production runs produced the same behavior
as the other density functions tested (see Fig. 5.14A). In the next set of simulations, the grid
distribution was kept constant, but the total number of grid cells was varied. It was found
that simulation results began to diverge when the total number of cells fell below 1000 (see
Fig. 5.14B), which is significantly smaller than the 5000 used in production runs.
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Figure 5.14: (A) Comparison of results using grid densities of the form ρ(r | r < R) =
ρ0, ρ(r | r > R) ∝ (r3/4R)−1 for R=15, 20, 25 A˚ while keeping ρ0 constant. This comparison
tests for sensitivity to grid density gradients. (B) Comparison of results using R=20 A˚ and
varying numbers of cells N . This comparison determines the threshold resolution beyond
which results begin to diverge.
5.5.5 Results and Discussion
The first set of production runs investigated the effect of varying different parameters over
typical values as determined by experiment. For each case, the instantaneous insertion
probability was calculated as the fraction of the spatial probability distribution of the helix
that lay outside a given cutoff radius from the center of SecY. Except for cases testing the
effect of varying the cutoff, this radius is set to 15 A˚ to coincide with the gate opening.
The results are shown in Fig. 5.15. In particular, note the strong influence of translation
rate on the instantaneous insertion probability in the typical range of rates from 0.5 to
20 residues/s [212, 213, 211]. A slower rate of translation would hold the helix close to
the center of SecY for a longer period of time, thereby slowing down membrane insertion.
However, experiments found that the overall insertion probability was unchanged across the
same range of translation rates [213], which can happen if, for example, if the translocation
rate were coupled to the translation rate. Decreasing the translocation rate, which is equiv-
alent to increasing the commitment time , increases the membrane-insertion probability, in
agreement with experiment [214].
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Figure 5.15: Probability of membrane insertion. The baseline parameters used are a trans-
lation rate of 1 res/s, a gate opening of 15 A˚, and rcutoff =12 A˚. The results reflect insertion
of SA as a function of (A) translation rate, (B) gate opening, and (C) rcutoff =12 . (D)
Insertion of SA compared to the polyLeu and polyGln helices. The ranges of parameter
values tested cover typical values as determined empirically. Note that size of the SecY gate
opening in B and threshold location in C have small effects on the insertion probability,
which is more strongly affected by rate of polypeptide chain lengthening and hydrophobicity
of the polypeptide helix.
The next set of production runs investigated the effect of hydrophobicity on insertion
probability. For this purpose, a set of 5 idealized linear PMFs (inset of Fig. 5.16) were
employed. The slopes of the idealized PMFs were approximated from the realistic cases
of the SA, polyLeu, and polyGln, but cover a wider hydrophobicity range. The effect of
the smoothness of the idealized PMFs on the insertion probability is not expected to be
significant. Note that the probability curves obtained from the first set of runs (Fig. 5.15)
were smooth despite the noisiness of the PMFs of the SA, polyLeu and polyGln in Fig. 5.6B.
The resulting time-dependent insertion probability curves are shown in Fig. 5.16A.
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Figure 5.16: Membrane-insertion probability based on simplified PMFs. (A) Insertion prob-
ability as a function of time is plotted for linear PMFs of varying slope, shown in the inset
plot. The corresponding ∆G(SecY → mem.) values using a reference point 15 A˚ into the
membrane are given to the right of each curve. (B) Insertion probability as a function of
∆G(SecY → mem.) for commitment times, from left to right, of t = 5, 10, 20, 30, 40, and
50 s. (C) Relationship between ∆Gapp and ∆G(SecY → mem.) for the same commitment
times as in part (B).
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The interplay of kinetics due to tethering and membrane insertion dynamics was elucidated
through the matching of each of the resulting probability curve in Fig. 5.16A to a calculated
free energy of insertion, denoted ∆G(SecY → mem.) and defined as the difference in PMF
between the radii of 5 and 15 A˚. Interestingly, the range of insertion probabilities is broadest
around ∆G(SecY → mem.) = 0; in other words, the difference in insertion probability
between, e.g., -1.5 and 1.5 kcal/mol is much greater than that between 3 and 6 kcal/mol.
This enhanced range explains the observed sensitivity of marginally hydrophobic helices
to a myriad of factors. For example, slowing translocation through the channel enhances
membrane integration for mildly hydrophobic TM segments [214].
By reading along each value of time in Fig. 5.16A, a plot of insertion probability against
∆G(SecY → mem.) can be constructed. Plots for 6 values of time - 5, 10, 20, 30, 40,
50 s are shown in Fig. 5.16B. These curves should be interpreted as the dependence of
insertion probability on the commitment time t, i.e. the time available to the helix to insert
into the membrane before it is ejected out to the periplasm. Except for the 5-s curve, all
curves are sigmoidal, similar to experimental insertion probabilities from which the biological
hydrophobicity scale was determined [188]. In addition, the curves show asymptotic behavior
towards t = 50 s, corresponding to the synthesis of 50 residues at the assumed 1 residue/s
translation rate in the model. This number matches experiments demonstrating that stop-
transfer efficiency plateaus at lengths greater than 40-50 residues [213].
Finally, for each curve in Fig. 5.16B, an apparent insertion free energy can be calculated
by the definition
∆Gapp = −kBT ln[pins(t)/psec(t)] , (5.68)
where kB is the Boltzmann constant, T is temperature, and pins and psec are the probabilities
of insertion and secretion (into the periplasm) at time t, respectively. ∆Gapp is plotted as
a function of ∆G(SecY→ mem.) in Fig. 5.16C. Note that the relationship is roughly linear
in each case, with a slope of about 0.65. Hence, the apparent insertion-free-energy scale is
compressed with respect to the SecY-to-membrane transfer free energy, which is itself already
compressed with respect to the water-to-membrane transfer free energy. Hence, there are
multiple factors contributing to the compression of the biological hydrophobicity scale with
respect to other scales [192]. Furthermore, note that increasing the commitment time does
not alter the slope of a line, but instead shifts its intercept to a lower value, thus decreasing
the threshold for membrane insertion, as also observed experimentally [214].
Taken together, these simulations suggest that membrane insertion of polypeptide chains
through SecY is governed not by thermodynamics alone, but in conjunction with kinetic
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factors like the lengthening of the tethered chain during translation. It should be noted
that these results are not intended to be interpreted as a complete representation of the
real biological system, but to simply suggest qualitative trends in the membrane insertion
probabilities. Among the biological features not accounted for in the diffusion model are
movement of the helix from the channel into the periplasm, backsliding, retention of the
helix near the channel due to interactions with from other channel substrate proteins, and
opening and closing of the gate.
5.6 Biological Application 2: Ion Diffusion Through the
Mechanosensitive Channel of Small Conductance
Mechanosensitive channels of small conductance (MscS) are a class of membrane channels
that are gated by membrane tension. One such channel in Eschericia coli (ecMscS) is part
of the bacterium’s coping mechanism against osmotic stress. The increased tension in the
membrane during osmotic stress activates ecMscS, allowing the passive eﬄux of cytoplasmic
solutes, thereby mitigating a potentially fatal buildup of osmotic pressure [158].
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Figure 5.17: Three ecMscS channels embedded in a membrane. ecMscS is composed of seven
identical subunits (each shown in a different color). ecMscS (shown in shades of green) has
a transmembrane domain (faintly visible in the membrane in case of the ecMscS closest to
the viewer), forming a channel that opens and closes in the presence or absence of significant
osmotic pressure across the cell membrane. ecMscS also has a large extra-membrane domain
pointing into the cell interior, the cytoplasm. This domain of ecMscS is called the cytoplasmic
domain and is prominently visible in the figure for all three ecMscS proteins. The membrane
is a bilayer of lipids; lipids are composed of head groups (shown as orange and blue spheres)
and tails (shown as white lines). Ions (positive ions shown as blue spheres, negative ions
as red spheres) diffuse through the bulk solvent, the cytoplasm, as seen here below the
membrane. Ions enter the ecMscS cytoplasmic domains through the side openings into the
domain interior and, in case of osmotic stress having induced an opening of the ecMscS
trans-membrane channel, pass through the channel towards the space outside of the cell, the
periplasm. The intricate geometry of the cytoplasmic domain, a roughly spherical interior
connected to the cytosol through seven narrow openings, plays a determining role in the
manner in which ions leave an osmotically challenged cell. The labels shown on the figure
correspond to: 1. Periplasm; 2. cytoplasm; 3. membrane; 4. cytoplasmic domain of ecMscS;
5. side openings; 6. ions. Figure adapted from Ref. 3.
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ecMscS, shown in Fig. 5.17, is a homoheptamer, consisting of a transmembrane domain
and a cytoplasmic domain (CD). The CD is shaped like a balloon with seven lateral openings
corresponding to its sevenfold symmetry. The lateral openings are just large enough for ions,
the key osmolytes in E. coli cells, to pass through. The prevalent positive ions in E. coli
cells are K+ and Na+, while the main negative ion is actually the amino acid glutamate,
Glu− [158]. An additional opening exists on the end of the CD distal to the membrane, but
this opening is too narrow and hydrophobic for ions to pass through.
The function of the ecMscS CD is not well-understood despite its considerable size and
large fraction of protein mass that goes into it. It is worth noting that CDs are a ubiquitous
feature of ion channels, present in both Kv [215, 216, 217] and Kir [218, 219, 220] classes
of potassium channels, some members of the family of voltage-gated sodium channels [221],
the sodium-potassium pump [222], the ClC chloride channel [223], the nicotinic acetylcholine
receptor and its homologs [224, 225], and the family of mechanosensitive channels [226, 227].
In most of these channels, the role of the CD has only in recent years become the subject
of many investigative efforts [228, 229, 230, 231, 232, 233, 234, 158], as the importance of
the respective CDs’ roles in channel function become more evident. In particular, CDs are
believed to play a role in regulating the diffusion of ions through the pores of certain channels.
In the case of ecMscS, one postulate is that the CD plays a role in gating and in this case
would necessarily undergo a large conformational change between the open and closed states
of the channel [235, 236, 237]. It has also been suggested that the CD stabilizes the structure
of the channel [238, 239]. Another postulate is that the CD acts as a molecular filter that
minimizes the loss of Glu− solutes [227]. Such a filter may also encourage the eﬄux of cations
and anions in pairs such that the eﬄux is electrically neutral, so as to maintain the cellular
membrane potential. More recent studies compared ecMscS with channels with a similar CD
structure, namely bacterial cyclic nucleotide-gated (bCNG) channels, MscS-Like proteins
of Arabidopsis thaliana (MSL10) and Thermoanaerobacter tengcongensis MscS (TtMscS).
bCNG channels display slight or no mechanosensitive gating response [240], suggesting that
the CD plays at most a limited role in channel gating; the fact that MSL10 [241] and
TtMscS [242] are highly anion-selective casts doubt on the view that the CD enforces current
neutrality.
Previous attempts to simulate MscS function using MD and Monte Carlo methods showed
high selectivity for anions [176]. These simulation results run counter to experimental mea-
surements that indicate a much lower selectivity [243, 244, 245]. Barring inaccuracies associ-
ated with the simulation method, the results of experiment and simulation may be reconciled
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if collective inter-ion interactions occur over time scales beyond the reach of the previous
simulation methods used (∼ 10 µs), that compensate for the channel’s bias towards anions.
Apart from such interactions, diffusive approach of the ions to the channel may also play an
important role in the description of ion eﬄux, for example, if the time scale of the diffusive
approach is larger than the time scale of passage through the channel. Simulated ion channel
systems are typically not large enough to take into account the diffusive approach, which
occurs over length scales of 10 - 100 nm. Addressing the needs for such long time and large
length scales requires the simulation of ecMscS in a large box and necessitates the present
method. We note that one can use a lower grid density to describe the large regions further
away from the channel and a higher grid density for the channel and its vicinity.
However, since the proposed algorithm treats particles independently, the question of
ion-ion interactions cannot yet be addressed. Rather, this simulation of ecMscS serves as a
demonstration of the implementation of the kinetic diffusion algorithm, and to show that the
results obtained are consistent with previous studies of the same system using the BioMOCA
software and MD [176].
5.6.1 Setup of Molecular Dynamics Simulation
Figure 5.18: All-atom system used in the present study. (a) ecMscS (1) embedded in a
membrane (2) and submerged in a waterbox (3). The highlighted circle represents a locus of
70 A˚ about the origin, in which a high grid density is used to model ion diffusion in detail
near ecMscS. (b) Cells from the resulting grid that are associated with high PMF values
and, hence, modelled as reflective barriers.
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The system is described through an all-atom MD simulation with ecMscS embedded in the
center of a 320 A˚ × 320 A˚ POPC membrane patch (see Fig. 5.18, immersed in a waterbox
of dimension 316 A˚ × 317 A˚ × 230 A˚. Ions are placed in the solvent in numbers according
to physiological ion strengths [K+], [Glu−] and [Cl−], such that the system is electrically
neutral. The system is minimized and equilibrated in the presence of an electric field as
described before [176] so as to widen the ecMscS pore relative to the opening seen in the
crystal structure [227]. Full details of the all-atom system setup and simulation parameters
are furnished in Section 5.6.2.
PMF maps of the system for both K+ and Glu− were extracted from a 240-ns equili-
bration run. Cross-sections of these maps are shown in Fig. 5.19. For the extraction the
backbone of ecMscS was harmonically restrained. The distributions of K+ and Glu− ions
were averaged over the entire course of the run. For the purpose of visualizing the PMF,
regions where the distribution went to zero were assigned a minimal non-zero probability
value, in order to prevent singularities from occurring when taking logarithms in the next
step: the logarithm of the averaged distribution map, after normalization, gives the PMF
map in units of kBT . However, the assignment of non-zero probabilities was not used in the
actual simulation, whereby grid cells corresponding to regions where the distribution is zero
were simply excluded, i.e. no particles may transition into these cells.
Figure 5.19: (a) Cross-section of potential of mean force maps for K+ ions. (b) Cross-section
of potential of mean force maps for Glu− ions. The energy landscape for ions exhibit higher,
more unfavorable values for positive ions inside the cytoplasmic domain and, conversely,
lower, more favorable values for negative ions. Indeed, in the molecular dynamics simulations
anions congregated in the cytoplasmic domain and sterically hindered the passage of cations.
The diffusion coefficients of K+ and Glu− were assumed to be constant in space. The
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average value of each coefficient was obtained from trajectories arising from the MD simula-
tion described above. The trajectories were divided into 0.02 ns intervals. In each interval,
the mean square displacement of each ionic species between the beginning and the end of
the interval was measured. The mean square displacement values were then averaged over
all intervals. Thus, the diffusion coefficient D for each ionic species was calculated from
the relation < ∆x2(t) >= 6Dt. The diffusion coefficients were found to assume the values
DK = 200 A˚
2
/ns and DGlu = 75 A˚
2
/ns, which are in close agreement with the experimentally
determined values [246, 247] of DexptK = 196 A˚
2
/ns and DexptGlu = 75 A˚
2
/ns (both measured in
bulk solvent), respectively.
A grid representing the discretized system was built, with density ρ1 = 0.05 /A˚
3
within
a radius of 70 A˚ (large enough to encapsulate the ecMscS, such that the center of the CD
coincides with the center of the grid) and ρ2 = 0.01 /A˚
3
outside of a radius of 80 A˚ with
the center of the CD being characterized through zero radius. The density was adapted
linearly with the radius between 70 A˚ and 80 A˚. The PMF map, obtained as values on
a Cartesian grid, was cubic-interpolated to assign a PMF value to each cell center. Grid
cells with the maximum PMF value, corresponding to regions where the ion distribution
is zero, were designated as reflective boundaries. Consequently, these cells were excluded
from the rate matrix calculation and solution, thus reducing the total computational cost;
correspondingly, cells on the boundary of the system were assigned reflective surfaces. For a
time step of dt = 0.002 ns, the rate and transition matrices were calculated, as outlined in
Section 5.2.3.
5.6.2 Specifications for MD Simulation of ecMscS System
Model construction was performed using VMD [87]. The structure of ecMscS, solved through
X-ray crystallography [227], was taken from PDB entry 1MXM. Asp, Glu, Lys and Arg were
modeled as charged residues. The structure was then embedded in a 320 A˚ × 320 A˚ POPC
membrane patch. Subsequently, protein-embedded membrane was immersed in a waterbox
of dimension 316 A˚ × 317 A˚ × 230 A˚ and K+ and Cl− ions were placed in the solvent, such
that the concentration of each ion was 200 mM, the physiological concentration of K+ in the
E. coli cytosol. The physiological concentration of Cl− is on the order of 10 mM [248], while
that of Glu− has been reported to vary over a wide range of values [249]. Hence, enough
Cl− ions were kept in the system to give 10 mM concentration while the rest were switched
with Glu− zwitterions. Since ecMscS has a net charge of +28e, 28 K+ ions were deleted to
119
neutralize the system. Due to Glu− being larger in size than Cl−, it was necessary to delete
water molecules that overlapped with the Glu− zwitterions. The final system contained
610,961 water molecules, 2997 lipids, 2307 K+ ions, 100 Cl− ions and 2235 Glu− zwitterions.
The total atom count of the system was 2,304,943.
MD simulations were run with NAMD 2.9 [137], using the TIP3P water model [139], and
with the CHARMM36 [95] and CMAP-corrected CHARMM22 [56] force field for lipids and
non-lipids, respectively. The time step was set to 2 fs. The particle mesh-Ewald method
was used to calculate long-range electrostatic forces, with a mesh density of 1/A˚
3
. Van der
Waals forces were calculated with a cut-off of 12 A˚ and a switching function starting at 10 A˚.
Periodic boundary conditions were imposed in all MD runs. Temperature was held at 300 K
via Langevin dynamics with a damping coefficient of 1 ps−1. Pressure was held at 1 atm
using the Nose´-Hoover Langevin piston method with damping time of 50 fs and period of
200 fs.
The system was minimized over 3.4×105 steps. All atoms, except for those of the lipid tails,
were fixed during the subsequent 4.6 ns equilibration to allow the lipid tails to melt. Lipid
head group constraints were then released and equilibration continued for another 10 ns, to
allow the membrane to form a watertight seal around the ecMscS pore. The system was then
put through 10 cycles of alternating runs, the first being un-constrained equilibration with
voltage 0.6 V across the membrane (measured from the cytoplasmic side), and the other
runs being equilibration, with no applied voltage, and with ecMscS backbone atoms being
harmonically constrained with spring constant 2 kcal/mol/A˚
2
to their last positions in the
previous run. The runs with applied voltage induced widening of the ecMscS pore [176]
while the runs with constraints on the ecMscS backbone allowed the membrane to relax
back to a stable state so that the strong voltage did not break up the membrane before
the ecMscS pore widened. The resulting structure was used for the production run, during
which protein backbone atoms were again put under harmonic restraint with spring constant
2 kcal/mol/A˚
2
, in order to maintain the widened pore width in the absence of an applied
voltage.
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Figure 5.20: Root mean square deviation of the sampled PMF from the final map in a
84 A˚ × 84 A˚ × 120 A˚ box enclosing the ecMscS channel.
MD runs for sampling the PMF and other properties were carried out for 240 ns, ensuring
adequate sampling as shown in the plot of the convergence metric used in Fig. 5.20. The
convergence metric is defined as the root mean square deviation of the potential map at
20-ns intervals from the final map during the run. Since the interior of ecMscS is the least
accessible, and hence the least sampled, region of the system, we confine the convergence
metric calculation to a box which just encloses the protein.
5.6.3 Simulation Procedure and Results
Particles were initialized in randomly chosen cells on the cytoplasmic side. The random
selection was performed with weights proportional to the volume of each cell, so that the
particles were initially uniformly distributed. The particles were then allowed to diffuse.
When a particle crosses via ecMscS from the cytoplasmic side to the periplasmic side of the
membrane, it is assumed to diffuse away from the membrane and, accordingly, is removed
from the system. For the purpose of assessing the effect of transmembrane potential biases,
the prior MD simulations were performed with positive, negative, and zero biases. The
strengths of the voltage biases followed the study of Sotomayor et al [250], which is used as
a reference for comparison of results. For each voltage bias, an MD simulation was carried
out to obtain the requisite PMF map. The PMF maps were each applied to the present
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method as described below.
The simulation procedure was repeated for six runs - two ion species, each with bias volt-
ages 0 mV, +100 mV, −100 mV (measured from the cytoplasmic side). For each simulation,
the initial particle count was 5000, and the total simulation time was 4 µs. The number of
conduction events for each run is listed in Table 5.2, which shows the results of the present
study, scaled to match the initial particle concentration and simulation time of the refer-
ence study, together with the results for two putative open conformations of ecMscS in the
reference study [250].
In agreement with the reference study, there were few conduction events for K+ with bias
voltages 0 mV and −100 mV. For Glu−, the numbers of events were much smaller than in
the reference study where actually Cl− ions were used.
Table 5.1: Number of conduction events for each ion for different biasing voltages.
Ion 0 mV +100 mV -100 mV
K+ 222 1992 34
Glu− 217 54 20
Table 5.2: Comparison between present and reference study. Values for the present study
have been scaled to account for the different initial particle concentration and simulation time
in the reference study. The present study employed Glu− ions, whereas the reference study
employed Cl− ions. The reference study employed two distinct putative open conformations
of the channel. For each respective ion and bias, the results for both conformations are
presented, separated by a comma.
Present Reference
Ion 0 mV +100 mV -100 mV 0 mV +100 mV -100 mV
K+ 2 20 0 2 , 5 13 , 23 3 , 0
Glu− 2 0 0 22 , 40 6 , 17 53 , 72
5.7 Discussion of Results
The results for K+ in the present study agree with those of the reference study, while those
of Glu− differ significantly. The significantly lower event count for the anion is attributed
to the fact that the present study employed bulky Glu− ions as compared to the Cl− ions
employed in the reference study. Glu− ions are actually the prevalent negative ions in E.
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coli, which is why they have been employed here. During the MD calculations, not only
would the bulk diffusion coefficient of the anion be lower in the present study than in the
reference one as reported [251] (the diffusion coefficient of Cl− is similar to that of K+), but
also the resulting steric exclusion in narrow regions around ecMscS results in higher potential
barriers in the Glu− PMF maps.
Other factors contribute to the discrepancies between the results of the present study and
the reference study. An examination of the PMF maps shown in Fig. 5.19 reveals potential
wells in the vicinity of the ecMscS structure. Ions congregating in these wells present an
obstacle to other ions that would otherwise also enter the wells. However, in the absence of
inter-ionic interactions, the lack of steric exclusion and local electrostatic interactions in the
present version of the kinetic model allows the ions to all linger in the wells, substantially
increasing the time taken to reach their designated targets. Such an effect would have been
avoided in the reference study because inter-ionic interactions were included in the respective
simulations.
The absence of steric effects in the kinetic simulation illustrates the issues arising from the
absence of inter-ionic interactions in simulations, especially in regions where ions come into
close proximity of one another, such as in the channel interior. Adding inter-ionic interactions
in a manner that is both physically sensible and computationally feasible is difficult because
such interactions are modulated by environmental factors as well as by the presence of more
than two particles within interaction range.
In light of the challenging nature of an account of ion-ion interactions, we propose as a
first step a naive solution. One starts by identifying local regions in the system with roughly
similar environments. One such region might be the interior of the ecMscS structure, namely
the interior of the pore and the CD, and a second might be everywhere outside it. For each
region, one determines then the pair correlation function g(r) for the various ion pairs,
K+ − K+, Glu− − Glu− and K+ − Glu−, from the MD trajectories used for the PMF
extraction. g(r) can then be used to modulate the transition matrix probabilities of particles
that move within a pre-set interaction range of each other.
Another issue of concern is the handling of diffusion coefficients. The assumption in the
present study is that the diffusion coefficient for each ion species is constant throughout the
system. This assumption was made for the sake of simplicity. However, one expects that
the diffusion coefficient of glutamate in the crowded interior of the CD is very different from
that in bulk solvent outside of the CD. The proposed remedy is to average over diffusion
lengths of ions in local regions of the systems throughout the MD trajectories and from these
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lengths obtain the local diffusion coefficient in each grid cell.
It would also behoove us to ensure that the constant-value approximation of the diffusion
coefficient, and other quantities for that matter, within each grid cell is valid. For that
purpose, one could either interpolate the PMF and diffusion coefficient maps within the cell,
or use a sufficiently fine grid to describe regions in which the maps vary sharply. The former
would be difficult to implement within the present framework due to the complexity of the
additional computation required. The latter can conceivably be a future addition to the
algorithm that calculates, for each region, the grid density that resolves the local gradient of
maps such that the error between the approximation and the actual quantities fall below a
pre-set threshold. Since the PMF map describes the geometry of the system, such a scheme
would also be a natural means of quantifying the suitability of grid density to the geometric
intricacy of the system.
Since the utility of the present method relies greatly on its computational efficiency, it
would be useful to consider alternative ways of solving the rate equation (5.18). In particular,
one could consider employing a Chebyshev expansion [252] to approximate the solution
P(t) = eRt . (5.69)
Incorporating such a scheme into the solution of either the rate equation directly or of the
local rate matrices one can compare the resulting efficiency with the present method.
5.8 Conclusion
The kinetic model of diffusion described in the present study is a feasible means of simulating
diffusion in cellular systems over a wide range of length and time scales. Results from
validation tests show robust agreement with analytic descriptions over time step sizes and
diffusion coefficients typical of biomolecular systems. Furthermore, the method is adaptable
to a wide range of scientific needs and computational capabilities, through the adjustment
of simulation parameters. The method can be made more efficient through parallelization of
the algorithm and is viable for both deterministic and stochastic calculations.
Algorithmic benefits of the method include accuracy that increases with time step and the
restriction of calculations to a local region around each state. These benefits were brought to
bear in the ecMscS example, where a simulation on the length scale of hundreds of A˚ngstroms
and a time scale of 1 µs was run serially and completed in two days. The ecMscS example
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produced agreement with the reference study in the case of K+. The examples presented
also illustrate the weaknesses of our method, which serve as pointers for future development,
namely the inclusion of dielectric effects, the use of position-dependent diffusion coefficients
and the inclusion of inter-ion interactions.
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