Due to their distributed parallel and data-driven nature, control systems can easily be modeled according to a data ow approach. Control systems are very often real-time systems therefore a formalism able to capture timing is required. In this paper we i n troduce a data ow model that includes time and priority for specifying real-time control systems and we give its formal semantics. The control system is speci ed by a data ow network which, beside the controller, may include the model of the plant at some abstraction level. Time is associated to any computational activity and time accounting is made directly in the model and not as a separate issue. Priorities allow to deal with events, as alarm signals, which cannot be delayed. A general framework for the indirect evaluation of the model is introduced, and a data ow network to timed Petri net transformation is de ned allowing the utilization of the automatic tools of Petri nets for analyzing the temporal properties of the data ow network. The approach is illustrated by an example in which, after the application of the transformation, selected performance measures are computed.
Introduction
A control system is made up of a plant with sensors and actuators, a controller and the interface towards an operator. The controller continuously interacts with the plant through control signals and with the operator. The controller ? A preliminary version of this paper appeared in the 12th IFAC W orkshop on Distributed Computer Control Systems, executes the control algorithm processing the parameters of the environment sent as signals by the sensors and sends signals to the actuators to intervene in the environment. In simple systems the software realizing the functions of the controller is usually organized as a cycle of instructions executed sequentially. However, this approach does not scale well to more complex systems where i such an ordered cycle may take too long for the real-time requirements to be satis ed, ii many of the controller instructions are independent and iii the asynchronous nature of the system implies that very few activities described in the cycle actually take place at each round. Thus asynchronous models, being able to describe as high degree of parallelism as is admitted by the requirements of the application, should be used to specify and design such systems.
Among others, the data ow approach has been considered to model asynchronous control systems 19 . Following the data ow paradigm, a system design is represented by a network of nodes which execute concurrently and exchange data by asynchronous message-passing. Each node is associated with a set of possible activities. A given activity of a node starts upon receipt of a pre-de ned set of messages, executes a computation and terminates with the output of messages toward other nodes. Although the control engineer's speci cation may be a direct representation of an abstract analog computer, or of hard-wired logic, i.e. of time-continuous functions, it is easily mapped into a data ow net with nodes that accept input messages and produce output messages, to be executed cyclically at some appropriately high repetition rate 5 . Data ow models have the advantages of a simple graphical representation data ow networks, compactness and expressiveness of the parallelism inherent in the modeled system 4,27 .
Early timing analysis plays an important role in the development process of control systems, contributing at the validation to be performed as early as possible in the design process itself. In case of real-time systems, where response time of the system is constrained by the speci cation, the temporal analysis of the system is essential for determining the satisfaction of the requirements. The maximum execution and or response time must be provided. A temporal analysis is nevertheless very important also for systems that are not required to satisfy real-time requirements. A designer, especially in the early stage of the development, would like to know which is the expected time performance of the design, being prepared to accept also rather rough measures. The average response time, the average execution time and the steady state analysis are of interest.
To model control systems, we h a ve extended the traditional data ow paradigm, showing how it can be used in the early phases of the system design for speci cation and veri cation purposes. To analyze the design, we propose an indirect technique, by transforming the data ow model into an equivalent representation which can be analyzed directly. A t this extent, a transformation is introduced from data ow networks toward timed Petri nets. The transformation is proved to generate a Petri net which permits the indirect timing analysis of the data ow model. The idea of using Petri nets in the eld of performance evaluation of data ow networks was rst applied in 20 , in which only a subset of data ow networks has been considered, composed of a few types of di erent data ow nodes.
The rest of the paper is organized as follows. In Section 2, we justify the data ow approach and compare it with other approaches, then formally de ne our model. In section 3 the example we use throughout the paper is introduced and described using our formalism. In Section 4 we brie y describe a class of timed Petri nets and the transformation from the data ow model to this class of Petri nets. The relation of the data ow model and the corresponding Petri net is discussed. In Section 5 the transformation is applied to the example and an analysis of the average and worst case temporal behavior and the schedulability of the simple control system introduced in Section 3 is performed. Section 6 discusses the limits of this kind of modeling and evaluations.
Data ow design of control systems
Following the data ow design approach, the controller is modeled by a data ow network that interacts with the external environment. Sometimes, the external environment, both the plant and the operator, may be modeled together with the controller to obtain a closed network. Generally, the plant is speci ed at a very high abstraction level, by considering the load of the controlled system and generating the input output signals accordingly.
We focus on event triggered control systems 22 , systems in which activities start as a reaction to asynchronous events as they occur in the external environment. An alternative i s time triggered systems 21 , represented by systems which periodically observe the state of the external environment. Event triggered control systems are tailored for a wider set of load hypotheses and o er better e ciency, although not allowing an easy validation as time triggered ones. Moreover, in a broad class of control systems, the computation is driven by the change of the state of signals, which are often on o signals. This allows us to restrict to uninterpreted data ow nets: data items are not distinguished from each other, they are represented by tokens. A transition of a signal is represented by an item in the corresponding channel of the data ow net.
2.1 Data-ow design environment E orts undertaken to support the design of control systems aim at providing integrated environments in which the composition of the model, simulation based examination of its behavior as well as formal analysis of the properties are possible, moreover, the production of prototypes is supported by automatic synthesis tools. These environments are either based on a single modeling formalism with a consistent semantics or seek to systematically combine disjoint semantics which t to di erent modules or phases of the design.
In the literature, various system description techniques and formalisms are known, with di erent goals and application areas. Among others, we can mention Hatley-Pirbhai 13 and Ward-Mellor 30 diagrams as general techniques for structured development of real-time systems or SDL 6 as a standard description language for communication systems. To model asynchronous, event triggered systems, mostly the wide family of Petri nets is proposed. In particular, the application of plain Petri nets has the main advantage that a widely accepted semantics and sophisticated tools are available. However, it results in very large and complex models, not always well dominated by the designer. Using hierarchical nets 16 , a more compact model can be provided, but the analysis techniques are usually based on the mapping of the hierarchical model to a plain one. Coloured Petri nets 15 have the advantage that, beside providing a compact model, data dependent control ow and computation can be modeled. Safety properties can be analyzed using sophisticated tools, but the tools for timing analysis are now in the early phases of development.
The data ow paradigm is also received some attention and it is generally considered as an appropriate basis of integrated design environments. The most noticeable tools are Ptolemy 7 used for hardware-software co-design and the design of control systems, some commercial frameworks for signal processing applications and tool sets based on synchronous data ow languages Signal 11 , Lustre 12 . Data ow approach has been also considered as appropriate means of modeling asynchronous control systems 19 and real-time processing 25, 29 . Data ow models proved to be especially useful in designing embedded control systems where hardware as well as software elements decomposed in further steps of model re nement have to be modeled and analyzed together. Namely, data ow nodes can be considered either as high-level abstractions of software modules containing several tasks with well-de ned interfaces to the other ones, or as hardware modules describing activities which can be implemented e.g. by nite state machines. Although research on data ow is less visible and obtained not such amount o f results as that e.g. on the family of Petri nets, this paradigm still has potentials that justify its investigation.
In particular, a data ow network is usually very close to the intuitive representation of the speci cation of a system, as conceived by a control engineer. It is easy to understand and ts to the designers' way of thinking, therefore time to construct and understand the model can be reduced the support of the re-use of nodes and subnetworks also contributes in it. As the automatic analysis and synthesis tools become more and more powerful and the design time is dominated by the model construction phase, it can result in signi cant speed-up in the design process. The hierarchical representation and the expressive p o wer of nodes result in a more compact model which highlights the structure and helps the designer to focus on given subsystems and activities.
Beside the intuitive description, the possibility to assign well-de ned semantics enables the formal veri cation of data ow modeled systems. Many proposals of data ow formalisms are known, which t to di erent application areas 17,18 . However, a disadvantage of the data ow paradigm originates from this variety, as the lack of a single, widely accepted model results in the shortage of evaluation tools. However, the lack of automatical tools can be resolved by applying the same approach as in the case of other high level formalisms: the model can be evaluated indirectly, providing transformations towards underlying simpler formalisms that can be analyzed by existing, sophisticated packages.
Following this approach, the data ow model can be used e ciently as an expressive, high level common representation of the design environment. The indirect analysis resolves the lack of direct tools and also enables a more extensive analysis of the model since it allows to combine the results related to di erent aspects which could not be obtained by a single simpler formalism. Since the transformation of the model and the back annotation of the results into the original environment is automatical, the designer does not have to deal with the particular formalisms and interfaces used in the underlying packages. Integration of new tools can be solved by providing the necessary model transformation and remapping, without having the designers to learn the new tool itself.
To analyze di erent properties of the design, di erent underlying formalisms and tools can be selected. As two examples, let us consider safety and timing analysis dependability analysis techniques were also extended to be used in data ow modeled systems 10 . Safety analysis of the model can be solved by transformation of the data ow model either to a process algebra speci cation or to Petri nets. Using the process algebra formalism, equivalence relations and logic checking tools are provided to check the satisfaction of requirements 2 . Petri nets are also suitable to analyze safety when the set of states reachable by the execution of the system can be obtained. To derive the timing properties of the model, the Petri net based analysis ts best 9 , since a wide range of sophisticated tools are available.
According to the above considerations, our design environment is structured as follows. A graphical data ow editor allows the designer to develop the model in a quick and convenient w ay b y supporting hierarchical composition of nodes and sub-networks, utilization of application-speci c libraries and also automatic tools to get prede ned connection schemes e.g. redundant structures 8 . The basis of model analysis, i.e. the common representation of the design environment is a plain network of data ow nodes, which is assigned a well-de ned semantics allowing to de ne various, theoretically well-grounded transformations toward other representations. The designer does not have t o deal with this plain net, as it is provided by the data ow editor resolving the subnetworks and library elements automatically. According to the analysis method requested by the designer, the common representation is transformed to the formalism of the underlying tool that can perform the analysis. The tool is then invoked and the results are propagated back i n to the environment in the terms of the original design.
In the current paper we focus on a sub-problem of the design environment, the timing analysis of the design. After introducing the plain data ow net used as the common internal representation of the environment and its formal semantics, we de ne the transformation toward timed transition Petri nets and prove that it preserves the timing properties. This way w e are allowed to use it for the indirect timing analysis of the model.
Timed data ow networks
To model dataless, event-triggered, asynchronous control systems we had to extend the traditional formalism of data ow nodes. To study the statedependent behavior of the modeled system, we h a ve i n troduced states of the nodes. Each node can execute various activities, referred to as rings. Accordingly, a particular state is the working state: a node is in the working state during the time in which it is executing a ring. Firings are executed sequentially, one at a time. The selection of the ring to be executed depends on the state of the node and on the availability of tokens over the input channels of the node. To manage situations when activities are enabled together, but some priority constraint exists between them, priorities are assigned to the rings of the nodes. Additionally, to be able to investigate the timing properties, the rings are associated with a timing parameter. The timing parameter denotes a delay for the execution of the activity. When the plant is modeled in the design, time may be associated also with the activities of the plant. Our approach, since within the nodes of the network there is a nite state machine like representation of states and state transitions, allows to express data driven parallel computing as well as state-dependent response of the system.
De nition 1 node A n o de n is a tuple n = I n ; O n ; S n ; R n where:
I n -set of input channels O n -set of output channels S n -set of states; sw n is the working state of the node R n -set of rings where r 2 R n is a tuple r = s; X in ; s 0 ; X out ; ; s; s 0 2 S n n f sw n g -states before and after the ring, respectively X in c 7 ! IN , for each c 2 I n -number of tokens removed from each input channel X out c 7 ! IN , for each c 2 O n -number of tokens put on each output channel gives the delay for the execution of the ring is the priority of the ring. A ring r = s; X in ; s 0 ; X out ; ; i s enabled if and only if the node is in the state s and each input channel c 2 I n contains at least X in c tokens. If a ring is enabled then it may be executed. A ring is rable if it is at the highest priority level among the enabled ones.
If there are more enabled rings at the highest priority level then the rable one is selected randomly. If a node is in a non-working state and none of its ring is enabled then the node is idle.
A ring r = s; X in ; s 0 ; X out ; ; o f a n o d e n is executed during the interval of time delimited b y t wo instantaneous events:
a Start-event denoted by sr in which 8c 2 I n ; X in c tokens are removed from the input channel c of the node, and the state of the node changes from s to the working state. Moreover a delay is sampled according to . a n End-event denoted by er which occurs when the sampled delay expires. With this event, 8c 2 O n ; X out c tokens are deposited into the output channel c of the node, and the state of the node changes from the working state sw n to s 0 .
The input channels of the node n in Figure 1a are a and b I n = fa; bg, while c is the output channel of n O p = fcg. If a ring r exists with initial state s, nal state s 0 , time of the execution of the ring 0 , priority 0 and such that it removes i tokens from a, j tokens from b and outputs k tokens on the channel c X in a = i; X in b = j and X out c = k the notation for the ring is the following: r = s; a ! i; b ! j ; s 0 ; c ! k ; 0 ; 0 . If the number of tokens put or removed by the ring is zero, then it is not included in the notation.
De nition 2 network A data ow network DFN consists of a set of nodes, on condition that each channel occurs at most once as input and at most once as output channel of a node. Given a network, it is denoted by a tuple DFN = N; C; R; The environment can be modeled in two di erent w ays:
i The input and output of tokens is simulated by adding dummy nodes to the network, graphically represented by dotted boxes as depicted in Figure 1c . The activity of an input dummy node is to deposit tokens on an input channel of the network, while an output node removes tokens from an output channel. ii The input and output of tokens is modeled with another data ow network representing the environment. The composition of the two networks results in a closed net, as shown in Figure 1d .
We apply the following policy in the network for the execution of rings:
If there are rable rings in the network then one of them is selected randomly. Note that rable rings belong to di erent nodes. Then the Startevent of the selected ring is executed and the corresponding node enters the working state by sampling a delay. This step is repeated until rable rings exist, the system time is not increased. If there are no rable rings then the End-event of the ring which has the minimum remaining delay is executed. If two or more rings sampled the same minimum delay then the selection is random, the ring that is not chosen will have a zero remaining delay in the next iteration. The system time is increased with .
To a void to record each small state change, we are interested in selecting a subset of the states encountered during a computation such that it is still representative of the computation itself and that allows to maintain all the relevant information for studying the timing behavior of the system. Consider that the execution of End-events represents the output of tokens towards nodes and the system time may be increased only during the execution of an Endevent, while the execution of a Start-event never increases the system time. Therefore we abstract from states in which Start-events are executed and characterize computations by recording only those states in which an Endevent is executed. For doing this we i n troduce the concept of vanishing and tangible state of the network, similar to vanishing and tangible states of Petri nets 24 . A state is called vanishing if there is at least one rable ring in the net, otherwise it is called tangible.
Note that after execution of the End-event of a ring the state of the net may be tangible or vanishing. Let consider the case of a vanishing state. By de nition, the rable rings belong to di erent nodes. Since rings of di erent nodes are independent from each other by de nition of the network, the execution of the Start-events of these rings in any order results in the same tangible state of the net. Since in a node the selection among enabled rings being at the same highest priority level is random, di erent sets of rable rings can be taken into account i n a v anishing state. To eliminate this inner nondeterminism, each ring of a node should have an unique priority.
We de ne the computation of the net as a series of tangible states. Since the initial state of the network may b e v anishing or tangible, we h a ve to distinguish two cases.
De nition 3 computation A c omputation of the network is a nite or in nite sequence 0 e 0 ;F 0 e ; 0 
The train set example
In this section we consider the train set example described in 28 , where trains move unidirectionally along a circuit divided into sections Figure 2 . With the assumption that the train's length is less than each section's length, a safety criterion for the movement of trains requires that there must be at least one free section between the head of any t wo trains in order to avoid collision.
A reservation system can be used to this purpose: a train reserves always two sections for itself. One section is occupied by the head of the train and a second one is reserved behind the rst. Moreover, to be allowed to move forward, a train has to reserve the next section, so, for limited time intervals, it has three sections reserved.
The system is divided into two subparts, the plant and the controller. We modeled the plant as a data ow network, thus obtaining a closed network Figure 3 for 6 sections. Section SECT i is responsible for sending sensor signals to the controller and for receiving actuator signals from the controller. When a train enters a section the sensor sends an es signal to inform the controller. After receiving the ls signal by the controller the actuator lets the train proceed to the next section. At the same time a signal sn is sent t o the next section to model the movement of the train. The rst part of the controller, nodes CNT i , where CNT i is associated to SECT i , releases section i 2 signal rel and tries to reserve section i1 signal res and denote the modulo n addition and subtraction, respectively, where n is the number of the sections. If the reservation is successful then CNT i sends the ls signal to the section. The second part of the controller, nodes RES i , k eeps track the reserved and free sections. Receiving a rel signal it releases the section, receiving a res signal it reserves the section by sending the ok signal to the CNT i node. Of course if a given section is reserved for a train it can not be reserved for another one. The timing variables of the example are reported in Table 1 . 
Analyzing timed data ow networks
To analyze temporal properties of data ow networks, we use Timed Transition Petri nets TTPN, which are Petri nets in which random execution delays are associated with transitions 3 . This formalism has been accepted and widely used for performance evaluation, resulting in the availability of a set of automatic tools.
We de ne the transformation from data ow networks to TTPN so that no restrictions are put on the distribution of the ring delay of our DFN. In order to take advantage of the availability of automatic tools here we focus on the Deterministic and Stochastic Petri Nets DSPN, 24 , a subclass of TTPN. DSPN permits the association of deterministic and exponentially distributed execution delays of transitions. The exponential distribution, due to its memoryless property, leads to an isomorphism between DSPN and continuous-time Markov c hains, which highly simpli es the model analysis. Thus, DFNs restricted to either deterministic or exponentially distributed ring delays may be analytically evaluated, while DFNs including other distributions must be analyzed resorting to simulation. It is worth mentioning that there is active research on analytical models and methods for coping with non-exponential ring delays 14 . Hopefully this will result in the production of new tools able to deal with non-exponential distributions. These tools can be directly used by applying our transformation and will allow t o e v aluate more general networks analytically.
In the following, we rst recall the usual de nition of DSPN introducing some new de nitions used in our environment details on the semantics and ring policy can be found in in 24 , then we de ne our transformation and examine the relation of the two nets. A timed transition t is rable if it is continuously enabled during its whole execution time, sampled according to ,t. An immediate transition is rable if it is at the highest priority level among the transitions being enabled.
The ring policy of the net is race with enabling memory 24 . In a vanishing marking, enabled transitions being at the highest priority level are found and one of them is selected on the basis of the random switches. It is red and this way a new marking is reached, the system time is not increased. When a new tangible marking is entered, each enabled timed transition samples a delay. The sampled distributions are the remaining time to re, counting the time for which the transition was enabled since it has last become enabled. The minimum sampled delay determines both the transition t that will be executed and the sojourn time in the marking. The system time is increased by this minimum delay and t is red, thus reaching a new marking. If multiple transitions sampled the same minimum delay then one of them is selected randomly. The others will sample zero delay in the next tangible marking.
In de ning a computation of the DSPN, we abstract from vanishing markings concentrating on the sequence of tangible markings. i Places Let P = P C P S P W , where P C are the places corresponding to channels, P S the places corresponding to normal states and P W the places corresponding to working states obtained by the following rules: each c hannel is mapped to a di erent single place with the name equal to the name of the channel 8x 2 C : T x = x 2 P C ; for each node, any normal state is mapped to a di erent single place with the same name of the state; 8x 2 S n2N S n n f sw n g : T x = x 2 P S ; for each n o d e n, the working state is mapped onto a set of places; more precisely a place is associated with each ring of the node and the name of the place is sw r n ; r 2 R n ; 8n 2 N : T sw n = fsw r n ; r 2 R n g. T h us S n T sw n = P W ;
ii Transitions, priority and time parameter , the Start-event of each ring r is mapped to an immediate transition with the same name of the event and priority inherited from the ring. Since in this case , denotes a random switch, it is set to 1 for all immediate transitions to have equal probability for the execution of transitions with the same priority: 8r 2 R : T sr = sr 2 T with sr a n i m m ediate transition; sr = , where is the priority associated to r; , sr = 1 ; the End-event of each ring r is mapped to a timed transition with the same name of the event and zero priority and the time function inherited from the ring: 8r 2 R : T er = er 2 T with er a timed transition; er = 0; ,er = .
iii Flow relation Figure 4 , where the Petri net corresponding to the data ow n o d e CNT 1 is shown. Places are represented by circles with the name of the place inscribed inside; moreover, the places in P W P S are represented by dotted circles. Transitions are represented by boxes; moreover, immediate transitions are represented by shadowed boxes. The name of the transition is inscribed inside the box. The weight associated to an arc is represented graphically as a number located near the arc we omit the number when it is equal to 1. The mapping is unambiguous, since exactly one of the places of a node in P S P W contains a token by the construction of the net. A state of the DFN corresponds to a set of markings of the DSPN which di er in the distribution of tokens in the places of P W . The reason is that there is a single working state of a node in the DFN, but there is a place corresponding to the working state of a node for each ring of the node in the DSPN.
Properties of the transformation
The de ned transformation provides the DSPN in its initial marking corresponding to the initial state of the DFN. In this section we prove that reachability and timing analysis problems of the DFN can be solved using the DSPN model. It has to be shown that each computation of the DSPN can be uniquely mapped to an existing computation of the DFN, and then that each computation of the DFN corresponds to an existing computation of the DSPN. Here only the sketch of the proof is outlined, the detailed description is found in 26 .
Theorem 7 The DFN model is isomorphic with the DSPN model in the fol- by ring an enabled timed transition t and let e be the End-event such that T e = t. Then, the state 0 reached f r om n,1
by executing e is the state corresponding to M 0 .
In the following, we distinguish two cases: a If M 0 is tangible, then 0 is tangible as well, in this way a new tangible marking and a new tangible state are r eached, the induction proves the Theorem as The sets of rable transitions that can lead to a new tangible state are exactly the sets of transitions which can be derived b y t r ansforming the sets of Start-events leading to a new tangible state in the DFN. Additionally, the probability that transitions of a given set are r ed e ach after the other, according to the ring policy of the DSPN is equal to the probability that in the DFN the Start-events of the corresponding set are executed. If the transitions of a given set are r ed then the reached tangible marking M 00 is such that: when executing the corresponding set of Start-events leads to 00 in the DFN, it is exactly the state corresponding to M 00 . The induction proves the Theorem as M n = M 00 , n = 00 .
Applying the above statements, point 1 of the Theorem can be p r oved for each possible computation of the DSPN. A similar reasoning can be applied t o p r ove point 2. 2
In the proof of Theorem 7 the type of the distribution of the ring delays distributions is not utilized; the Theorem is valid for a DFN and a corresponding Petri net with generally distributed ring times, using the semantics and ring policy de ned in Section 2.2 and in Section 4.1. Additionally, the stochastic behavior of the two models are equivalent in the sense that in a computation of a DSPN, for each tangible marking, the probability that the model evolves to a given successor tangible marking is the same as the probability that in the corresponding computation the DFN evolves to the corresponding next tangible state. Theorem 7 and its consequences assure that reachability analysis focussed on tangible states as well as steady-state and transient timing analysis of the DFN can be performed using the corresponding DSPN model. One can investigate e.g. existence or absence of given states, how m uch time is needed to reach a given tangible state, what are the computations leading to a given state, what is the probability of a state or execution rate of a ring if a steady state exists.
Finally we note that in the Petri net given by the transformation, the timed transitions are not in con ict with each other, so the policy of the net for resolving con icting timed transitions is irrelevant. Tools and simulators which use race with age memory ring policy are also suitable for the analysis of temporal properties of the data ow network.
Timing analysis of the train set example
The train set example is used to highlight the usefulness both of the data ow design approach and of the indirect analysis. Instead of performing the complete analysis of the train set controller which is not the main concern of this work, we report a few examples to show the kind of analysis that can be done on the design. Among various timing characteristics interesting for a designer, and choosing the default values of the timing parameters exponential distribution as reported in Table 2 , we show the following evaluations:
The average cycle time of trains: this is a performance indicator and will be computed using analytical solutions for the Petri net. The maximum cycle time of trains: this quantity needs to be computed in order to verify if timing requirements are satis ed; it will be derived by simulation using stochastic variables with exponential distribution implies that each transition can experiment an in nite worst case time. The probability that a train has to wait at the end of a section for the signal of the controller: this is a reactive parameter that will be computed again using analytical solutions for the Petri net. S c hedulability analysis: in the DFN model the nodes execute parallel, but further steps of the model re nement require to deal with the supporting hardware architecture. The activities of the nodes have to be associated with processes which are allocated and scheduled on processors. It is important to analyze as early as possible the expected timing behavior of the system when the parallel execution is constrained. Simulations were performed using the SimNet Petri net simulator, while SPNP 23 accuracy is better than 10 ,10 has been used for the analytical solutions. We summarize the cost of the analysis at the end of the section.
The Petri Net Equivalent to the Data Flow Net
The Petri net derived by applying the transformation to the train set data ow design is shown in Figure 5 . To k eep the Figure as simple as possible, each couple of immediate transition and timed transition associated to each ring of a data ow n o d e b y the transformation is replaced by a single timed transition.
In our design environment, the Petri net equivalent of the model is generated automatically 1 . The DFN is composed using a graphical data ow editor 8 , where the nodes of identical type are used as modules, although a simple textual editor could be used directly. Note that also the representation using our low level data ow formalism 18 nodes is simpler than the corresponding Petri net which consists of 84 transitions 42 immediate and 42 timed ones and 120 places. Generally, if the number of section is s then the number of places in the Petri net is 20s, the number of transitions is 14s. It would be more di cult to manually derive and maintain the Petri net model even in this very simple example. The data ow model is more compact and easy to survey, expresses the natural structure of the problem.
Average Execution Time
To compute the average time a train needs to cover the whole circuit steadystate analysis was performed. The results of steady-state analysis provide the average number of tokens in places and the average throughput of transitions. From these values the cycle time is computed in the following way: the average throughput of ring f 0 which denotes the sending of a sensor signal when a train has entered section 0 gives the number of sensor messages sent in unit time from section SECT 0 to the controller, that is the frequency trains enter SECT 0 . Since i the number of trains is xed and ii the safety rule imposes that trains can not overtake each other, in one cycle f 0 will re once for each train. Therefore the cycle time is: cycle = n=throughputf 0 where n is the number of trains. Since the plant is a ring the same result can be obtained xing the observation point at the entrance of any section.
The rst analysis performed aims at verifying that, when the time necessary to trains to cross sections cross is several orders of magnitude larger than the time necessary for the controller, the cycle time remains almost constant and close to the time trains need to cross a circuit of the same length without the controller. sen has been selected to range between 1000 and 0.01 1 seconds that covers not only plausible values but also unrealistic ones. This choice allows to measure the impact of the delay of the controller and to nd for The numerical results for one and two trains and 6 sections are given in Table 3 .
As long as sen is much smaller up to three orders of magnitude than cross , the time spent b y the controller can be neglected. When sen is closer to cross , the time used by the controller may become signi cant, thus impacting the cycle time. From Table 3 it also appears that two trains running in the circuit interfere each other: one train 'locks' the other by forcing it to wait for a section to become free. With six sections, the interference among the two trains increases the cycle time with respect to one train of about 20 25.
The degree of interference seems to depend on the number of sections of a circuit or, conversely, on the number of trains in a given circuit. Thus we computed the cycle time at varying number of sections with two trains Table 4 , and at varying number of trains with 11 sections Table 5 . Table 4 reports the optimal values of the cycle time; i.e., considering 1 train on the circuit. It can be seen that the overhead of the measured cycle time with respect to the optimal is decreasing starting from 33.31 for 5 sections to 9.98 for 12. In Table 5 , it should be noted that, with increasing number of trains, the dependency makes the cycle time increase over linearly. 
Maximum execution time
Using stochastic variables with exponential distribution implies that each transition can experiment an in nite worst case time. Therefore for each path on the net, the worst response time is in nite. In this case, it is interesting to evaluate the time within which the train completes a cycle with a given probability, or, conversely, the probability a cycle will be completed within a given time threshold. Focusing on the former measure, we h a ve derived by simulation the cumulative distribution function of the cycle time, which allows us to compute the time within which the train completes a cycle with 90, 95, and 98 probabilities. The distribution functions were represented graphically and the time values corresponding to the given values of the distribution were derived. 1000 measurements were performed and to increase the accuracy, the cycle time was computed at the beginning of each section and then averaged. In this way, for 95 con dence level, 5 con dence interval of the results was assured. The time necessary for a train to complete a cycle with 90, 95, and 98 probabilities has been computed as a function of three di erent parameters, namely the speed of the controller, the number of sections and the number of trains. Here for space limitations we show just the results for the rst case with 6 sections and 2 trains Table 6 . The results of the measurements are rather regular and consistent with the average times, the maximum time increases in all the three cases with slower sensors, increasing number of sections and increasing number of trains.
Probability a train has to wait
The system engineer might b e i n terested in the probability that a train has to stop at the end of a section and has to wait for the signal of the controller. By steady state analysis, we computed the distribution of response time of the controller and from it we extracted the probability that a train has to stop at the end of a section and has to wait for the signal of the controller. As before, we considered three di erent parameters: the speed of controller, the number of sections and the number of trains. The results show a regular behavior and we observed that the probability a train has to wait is more sensitive to the interference among trains than to the other parameters. Thus, the impact of the number of trains is presented in Table 7 with 11 sections and sen = 50. Increasing the number of trains, the probability increases overlinearly, which is in agreement with the overlinear increasing of the cycle time in Table 5 . 
Schedulability analysis
All the evaluations shown so far refer to a DFN model in which all the nodes execute possibly in parallel. This way the 'logic' of the design is analyzed and the collected information represents an upper bound of parallelism intrinsic to the design itself. Obviously, to complete the design of a system further steps are required to deal with the supporting hardware architecture. In both cases, when a given architecture is already provided and its usage constitutes a requirement for system development, or a proper hardware architecture must be identi ed, the activities of the nodes must be associated with processes which m a y be allocated and scheduled on processors. These steps of design must be analyzed as early as possible to compute the expected timing behavior of the system when the parallel execution is constrained. It may be used, for example, to understand how many processors are necessary such that the response time of the system does not degrade with respect to the ideal case of unlimited parallelism, or to quantify the degradation of the timing behavior of the system, if a given number of processors are available.
Schedulability properties can be easily analyzed in the data ow model. In general, concurrency of data ow nodes can be restricted by i n troducing the model of a resource pool", which consists of a channel containing initial tokens representing the resources and two additional nodes collecting and dispatching these tokens. In the case of processor resources, the latter node implements the scheduler. It has the same number of rings as the number of rings of the nodes participated in the scheduling. Assigning priorities to these rings, a non-preemptive, priority based scheduling can be modeled. In nodes which represent activities to be scheduled, additional channels are inserted, to request, get and release resources. A ring of a node, to be enabled, needs the additional availability of a resource processor. Allocation problems can be examined by assigning the nodes to distinguished resource pools to a set of processors. The integration of the additional nodes and the corresponding modi cation of the net can be performed automatically.
In our example, the activities of the controller, represented by the rings of CNT i and RES i nodes, can be scheduled on one or more processors the nodes SECT i represent the environment of the controller, i.e. trains, sensors and actuators. Thus, we measured the average time needed by the controller after receiving the sensor signal to activate the actuator signal of a section let a given train move to the next section. To do this, the controller was analyzed modeling the arrival of sensor signals and the movement of trains by immediate rings. The measurement results for 9 sections and cnt = res = rel = 500 corresponding to the previously used sen = 5 0 v alue are presented in Table 8 . In case of 1 train, the reservation of a section and the release of the other one left by the train can be done in parallel, this way the application of two processors can speed up the controller. In case of 2 or 3 trains, 3 processors are needed to avoid considerable time overhead. If 4 trains are in the system, there are few parallel activities of the controller because the trains have t o wait for each other, thus the response time does not depend on the number of processors.
Cost of the analysis
The time and hardware resources needed for the measurements consist of those necessary for the transformation and those required by the simulation and analysis tools. The automatical data ow network to Petri net transformation is a linear algorithm with respect to the number of rings in the DFN model, and it can be performed considerably fast even on common PCs in about a few seconds for the networks analyzed here. Considering the simulation and analytical solution of the resulting Petri nets, we utilized by the transformation well known analysis and simulation packages, and did not introduce new techniques. Thus, the required resources and limitations are that of the underlying tools.
The analytical solution of the Petri net by the SPNP tool includes the generation of the reachability graph RG of the model, resulting in extensive memory allocation, which restricts the analysis to workstations with paging and virtual memory capabilities. The size of the RG can not be expressed in terms of the number of nodes in the network, and in our examples depends also on the number of trains. In our experiments the average size was of few megabytes with a maximum of about 20 megabytes. Even in this case the generation of the RG and the solution of the net required less than 10 minutes on a Sun Sparc 10 workstation.
Using simulation tools, the main requirement is the time needed to perform the simulation. The SimNet package running on a 66MHz PC needed about 15 minutes to perform 1000 measurements on the largest net 11 sections, 5 trains. More sophisticated simulation tools running on fast workstations can reduce this time signi cantly.
Concluding remarks
In this paper we h a ve de ned a formal model of asynchronous uninterpreted data ow networks to be used as a framework for the design process of those control systems that rely for their behavior just on the presence or absence of signals. To represent the state-dependent behavior of the system, we h a ve introduced states of the nodes. To represent priority constraints, priorities are assigned to the activities of the nodes. Additionally, to be able to investigate the timing properties, the activities are associated with a timing parameter that denotes a delay for the execution of the activity.
A data ow network is usually very close to the intuitive representation of the speci cation of a control system, as conceived by a control engineer and, tting the designers' way of thinking, allows to reduce the time to construct the model. Due to the extensions introduced, our approach uni es the advantages of strict data ow models and FSM description techniques. Beside the intuitive description, the possibility to assign formal semantics enables the formal veri cation of data ow modeled systems.
The lack of a widely accepted model of data ow networks resulted in the shortage of automatic tools which could support the evaluation of the model. To be able to analyze the properties of the design, we h a ve followed a rather common approach used for almost all high level formalisms such as high level Petri nets. In these formalisms an indirect evaluation is made possible by resorting to the tools available for lower level representations as most of the analysis on Petri nets are performed through Markov models. Our formalism, as well as high level and hierarchical Petri nets, resort to plain Petri net tools for analysis. Automatic model transformations and the back annotation of the results into the original model will hide the speci c representations and tools required for the validation.
In this work we de ned a transformation towards Timed Transition Petri nets and proved that it preserves the timing properties of the data ow network. This transformation can be performed automatically and enables the use of simulation and analytical tools available for TTPN.
The application of this method to an example, even though a simple one, has been conducted referring to the DSPN subclass of TTPN and allowing to appreciate the kind of analysis which can be automatically performed. The choice of DSPN allows to obtain analytical solutions of the network restricted to deterministic and exponentially distributed ring delays, still admitting simulation for more general cases. However, it has to be emphasized that the transformation is valid for the entire TTPN class, thus including all data ow networks whose timing variables follow di erent distributions. As soon as new tools dealing with non-exponential distributions will be available they can be directly used by applying our transformation.
