Closed-loop Reference Models for Output-Feedback Adaptive Systems by Gibson, Travis E. et al.
ar
X
iv
:1
21
0.
82
20
v2
  [
ma
th.
OC
]  
28
 N
ov
 20
12
1
Closed–loop Reference Models for
Output–Feedback Adaptive Systems
Travis E. Gibson, Anuradha M. Annaswamy, and Eugene Lavretsky,
Abstract—Closed–loop reference models have recently been
proposed for states accessible adaptive systems. They have been
shown to have improved transient response over their open
loop counter parts. The results in the states accessible case are
extended to single input single output plants of arbitrary relative
degree.
I. INTRODUCTION
Recently a class of adaptive controllers with Closed–loop
Reference Models (CRM) for states accessible control has
been proposed [1]–[4]. The main feature of this class is the
inclusion of a Luenberger gain which feeds back the tracking
error into the reference model. Without the Luenberger gain
the CRM reduces to the Open–loop Reference Model (ORM)
which is used in classical adaptive control [5], [6]. Reference
[1] introduces the concept of the CRM. In references [2]–
[4] the stability and robustness properties of the CRM based
adaptive system, and more importantly, an improved transient
response were established for the case when state variables
are accessible. The transient response was quantified through
the use of L2 norms of the model following error as well as
the rate of control input. In [2]–[4], it was shown that the
extra design freedom in the adaptive system in the form of
the Luenberger gain allowed this improvement. Others recent
works on states accessible CRM adaptive control can be found
in [7], [8].
This paper addresses the next step in the design of adaptive
systems, which is the case when only outputs are available
for measurement rather than the entire state. It is shown that
even with output feedback, the resulting CRM–based adaptive
systems are first and foremost stable, and exhibit an improved
transient response. As in the case when states are accessible, it
is shown that this improvement is possible due to the suitable
choice of the Luenberger gain. Unlike the approach in [9],
the classical model reference adaptive control structure is used
here. Also, our focus here is only on single-input single-output
systems.
Using CRMs has two advantages over ORMs: 1) The
reference model need not be Strictly Positive Real (SPR) for
CRM systems, and need only have the same number of poles
and zeros as its ORM counter part; 2) In CRM systems the
reference model, filters and Luenberger gain can be chosen so
that the error transfer function used in the update law is SPR
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and has arbitrarily fast poles and zeros. While the stability and
performance bounds are given for arbitrary reference models,
we show in Examples 1 and 2 how one can explicitly obtain
error transfer functions of the form
k
sm−1 + b1s
m−2 + · · · bm−1
sm + a1sm−1 + · · ·+ am , kW
′(s) (1)
where m is the relative degree of the plant to be controlled, s is
the differential operator, k is the high–frequency gain which
is unknown but with known sign, and the ai, bi are free to
choose so long as W ′(s) is SPR.
Another contribution of this work comes by way of the per-
formance analysis technique used. When studying the stability
of output feedback adaptive systems non–minimal state space
representations of the model following error are constructed so
that it can be shown that all signals in the system are bounded.
After stability is obtained, the performance analysis comes by
way of studying the behavior of a minimal representation of
the adaptive system. The analysis is no longer hindered by
the unknown eigenvalues of the non–observable states in the
error equation. It is precisely this technique that allows us
to extend the results of transient response analysis from the
states accessible case to the output feedback case, where we
will show that we have complete control over the location of
the eigenvalues of the minimal system.
This paper is organized as follows. Section II contains the
notation. In Section III the control problem is defined. Section
IV contains the analysis of the ORM (classical) relative degree
1 case. Section V and VI contain the analysis of the CRM
relative degree 1 and 2 cases respectively. Section VII analysis
the arbitrary relative degree case, and Section VIII closes with
our conclusions.
II. NOTATION
All norms unless otherwise stated are the Euclidean norm
and enduced Euclidean norm. Let PC[0,∞) denote the set of
all bounded piecewiese continuous signal.
Definition 1: Let x, y ∈ PC[0,∞). The big O–
notation, y(t) = O[x(t)] is equivalent to the existence
of constants M1,M2 > 0 and t0 ∈ R+ such that
|y(t)| ≤M1|x(t)|+M1 ∀t ≥ t0.
Definition 2: Let x, y ∈ PC[0,∞). The small o–notaion,
y(t) = o[x(t)] is equivalent to the existence of constants
β(t) ∈ PC[0,∞) and t0 ∈ R+ such that |y(t)| = β(t)x(t) ∀t ≥
t0 and limt→∞ β(t) = 0.
Definition 3: Let x, y ∈ PC[0,∞). If y(t) = O[x(t)] and
x(t) = O[y(t)]. Then x and y are said to be equivalent and
denoted as x(t) ∼ y(t).
2Definition 4: Let x, y ∈ PC[0,∞). x and y are said to grow
at the same rate if supt≤τ |x(τ)| ∼ supt≤τ |y(τ)|.
Definition 5: The prime notation is an operator that re-
moves the high frequency gain from a transfer function
W(s) , k s
m−1 + b1s
m−2 + · · · bm−1
sm + a1sm−1 + · · ·+ am .
so that
W ′(s) , W(s)
k
,
Just as was done in (1).
III. THE CONTROL PROBLEM
Consider the Single Input Single Output (SISO) system of
equations
y(t) = W (s)u(t) (2)
where u ∈ R is the input, y ∈ R is the measurable output, and
s the differential operator. The transfer function of the plant
is parameterized as
W (s) , kp
Z(s)
P (s)
, kpW
′(s) (3)
where kp is a scalar, and Z(s) and P (s) are monic polynomials
with deg(Z(s)) < deg(P (s)). The following assumptions will
be made throughout.
Assumption 1: W (s) is minimum phase.
Assumption 2: The sign of kp is known.
Assumption 3: The relative degree of W (s) is known.
IV. CLASSICAL n∗ = 1 CASE (ORM n∗ = 1)
The goal is to design a control input u so that the output y
in (2) tracks the output ym of the reference system
ym(t) = Wm(s)r(t) , km
Zm(s)
Pm(s)
r(t) (4)
where km is a scalar and Zm(s) and Pm(s) are monic
polynomials with Wm(s) relative degree 1. Just as before we
use the prime notation from Definition 5
kmW
′
m(s) = Wm(s). (5)
Assumption 4: W ′m(s) is Strictly Positive Real (SPR).
The previous assumption can be relaxed by using pre–filters
in the adaptive law, similar to what will be done in the relative
degree 2 controller. This increased generalization though is not
necessary for our discussion.
The structure of the adaptive controller is now presented:
ω˙1(t) = Λω1 + bλu(t) (6)
ω˙2(t) = Λω2 + bλy(t) (7)
ω(t) , [r(t), ωT1 (t), y(t), ω
T
2 (t)]
T (8)
θ(t) , [k(t), θT1 (t), θ0(t), θ
T
2 (t)]
T (9)
u = θT (t)ω (10)
where Λ ∈ R(n−1)×(n−1) is Hurwitzx, bλ ∈ Rn−1, kˆ ∈ R,
ω1, ω2 ∈ Rn−1, and θ ∈ R2n is adaptive gain vector with
k(t) ∈ R, θ1(t) ∈ Rn−1, θ2(t) ∈ Rn−1 and θ0(t) ∈ R. The
update law for the adaptive parameter is then defined as
θ˙(t) = −γsign(kp)eyω, (11)
where ey = y − ym.
Before stability is proved, a discussion on parameter match-
ing is needed. Let θc , [kc, θT1c, θ0c, θT2c]T be a constant
vector. When θ(t) = θc the forward loop and feedback loop
take the form
λ(s)
λ(s) − C(θc; s) and
D(θc; s)
λ(s)
.
For simplicity we choose λ(s) = Zm(s), but note that this is
not necessary and the stability of the adaptive system will still
hold. The closed loop system is now of the form
y(t) = Wcl(θc; s)r(t)
with
Wcl(θc; s) ,
kckpZ(s)Zm(s)
(Zm(s)− C(θc; s))P (s)− kpZ(s)D(θc; s) .
From the Bezout Identity, a θ∗T , [k∗, θ∗T1 , θ∗0 , θ∗T2 ]T exists
such that Wcl(θ∗; s) = Wm(s).
Therefore,
y(t) = kpW
′
m(s)(φ
T (t)ω(t) + k∗r(t)) (12)
and
ey(t) = kpW
′
m(s)φ(t)ω(t), (13)
where φ(t) = θ(t) − θ∗(t) and k∗ = km/kp.
A. Stability for n∗ = 1
The plant in (3) can be represented by the unknown quadru-
ple, (Ap, bp, cp, kp)
x˙ = Apx+ bpu; y = kpc
T
p x (14)
where
kpc
T
p (sI −Ap)bp = W (s).
In general one does not need to keep the high frequency
gain as a separate variable when writing the transfer function
dynamics in state space form. In the context of adaptive control
however, the sign of kp is important in proving stability and
is therefore always singled out from the rest of the dynamics.
Using (14), the dynamics in (12) can be represented as
x˙ = Amnx+ bmn(φ
T (t)ω + k∗r); y = kpc
T
mnx (15)
where
Amn =

Ap + bpθ∗0kpcTp bpθ∗T1 bpθ∗T2bλθ∗0kpcTp Λ + bλθ∗T1 bλθ∗T2
bλkpc
T
p 0 Λ


bmn =

bpbλ
0

 , cmn =

cp0
0

 and x ,

xpω1
ω2


with the reference model having an equivalent non–minimal
representation
x˙mn = Amnxmn + bmnk
∗r; ym = kpc
T
mnx
3with the property that
kpc
T
mn(sI −Amn)bmn = kpW ′m(s).
The non–minimal error vector is defined as emn = x− xmn
and satisfies the following dynamics
e˙mn = Amnemn + bmnφ
Tω; ey = kpc
T
mnemn. (16)
Theorem 1: Following Assumptions 1-4, the plant in (2)
with the reference model in (4), controller in (10) and the
update law in (11) are globally stable with the model following
error asymptotically converging to zero.
Proof: See [5, §5.3].
V. CRM n∗ = 1
In the case of ORM adaptive control, the reference model
only receives one input and is unaffected by the plant state
trajectory. In order to facilitate the use of a Luenbereger
feedback gain ℓ into the reference model, the reference model
is chosen as
x˙m = Amxm + bmkmr + ℓ(y − ym), ym = cTmxm (17)
where (Am, bm, cTm) is an m dimensional system in observer
canonical form with cTm = [0 . . . 0 1] and satisfying
cTm(sI −Am)bmkm = Wm(s).
ym(t) is now related to the reference command r(t) and model
following error ey(t) as
ym(t) = Wm(s)r(t) +Wℓ(s)(y(t) − ym(t)) (18)
where
Wℓ(s) , kℓ
Zℓ(s)
Pm(s)
, (19)
and kℓ ∈ R along with the m − 1 order monic polynomial
Zℓ(s) are a function of ℓ and free to choose. Subtracting (18)
from (12) results in the following differential relation
ey = kpW
′
e(s)φ
Tω (20)
where
W ′e(s) ,
Zm(s)
Pm(s)− kℓZℓ(s) . (21)
Lemma 2: An ℓ can be chosen such that W ′e(s) is SPR for
any n∗ = 1 and minimum phase transfer function W ′m(s).
Proof: The product kℓZℓ(s) a polynomial of order n− 1
with n− 1 degrees of freedom through ℓ. Pm(s) is a monic
polynomial of degree n. Therefore, Pm(s)− kℓZℓ(s) is a
monic polynomial of order n with n− 1 degrees of freedom
determined by ℓ. Thus for any Zm(s) the roots of W ′e(s) can
be placed freely in the closed left–half plane such that W ′e(s)
is SPR.
Let
Ae = Amn +Gℓkpc
T
mn (22)
where G transforms xm to the controllable subspace in xmn,
which always exist [10]. The non–minimal error dynamics
therefore take the form
e˙mn(t) = Aeemn(t) + bmnφ(t)ω(t). (23)
Remark 1: It is worth noting that in the construction of the
minimal and non–minimal systems the location of the gains kp
and km switch from being located at the input to the output.
The non–minimal systems is never created and thus need not
be realized. Therefore, the influence of kp whether it be on the
input or output matrix of the state space does not matter. For
the case of the minimal reference model in (17) it is critical
however that km appears at the input of the system. This is
done on purpose so that given the canonical form of cm the
ℓ in (17) completely determines the zeros and high frequency
gain of Wℓ(s) in (19).
Theorem 3: Following Assumptions 1-3 and ℓ chosen as in
Lemma 2, the plant in (2) with the reference model in (17),
controller in (10) and the update law in (11) are globally stable
with the model following error asymptotically converging to
zero.
Proof: Given that W ′e(s) is SPR, there exists a
Pe = P
T
e > 0 such that
ATe Pe + PeAe = −Qe and Pebmn = cmn. (24)
where Qe = QTe > 0. Thus
V = eTmnPeemn +
φTφ
γ|kp| (25)
is a Lyapunov function with derivative V˙ = −eTmnQeemn.
Barbalat Lemma ensures the asymptotic convergence of emn
to zero.
A. Performance
Now that we have proved stability we can return to a
minimal representation of the error dynamics in (20) which
is
e˙m = Aℓem + bmkpφ
Tω, ey = c
T
mem; (26)
where the all the eigen–values of Aℓ are the roots to
Pm(s)− kℓZℓ(s), as can be seen from (21). Recall the An-
derson version of KY Lemma;
ATℓ P + PAℓ = −ggT − 2µP ; Pbm = cm (27)
where
µ , min
i
|λi(Aℓ)| , i = 1 to m. (28)
The following performance function
Vp = e
T
mPem +
φTφ
γ|kp| (29)
has a time derivative
V˙p ≤ −2µeTmPem. (30)
From (30) it directly follows that
‖ey(t)‖2L2 ≤
1
2µ
(
λmax(P )
λmin(P )
‖e(0)‖2 + 1
γ|kp|
‖φ(0)‖2
λmin(P )
)
.
(31)
Example 1: The transfer function W ′e(s) must be SPR,
therefore, the poles of W ′e(s) are limited by the location of its
4zeros. The order of Am however is free to choose so long as
m ≥ 1, thus we can choose m = 1. Therefore making
Wm(s) = km
1
s+ am
where bm = km and Am = −am. The closed loop reference
model transfer function therefore is
We(s) = km
1
s+ am + l
(32)
where ℓ = −l, l > 0. From (32), it is clear that there are no
zeros limiting the location of the closed loop pole.
Further more, the Anderson Lemma reduces to the trivial
solution of P = 1, g = 0, and µ = am+ l. Since there are no
zeros to worry about W ′e(s) is SPR for all l. Therefore, µ can
can be chosen arbitrarily. The bound in (31) for this example
simplifies to
‖ey(t)‖L2 ≤
1
2(am + l)
(
‖e(0)‖2 + ‖φ(0)‖
2
γ|kp|
)
. (33)
Remark 2: The use of CRMs has two advantages compared
to the use of ORMs. The first is that the reference model need
not be SPR a priori, but only needs to be of appropriate relative
degree. There are several methods of dealing with non–SPR
reference models for n∗ = 1, but these methods require the
use of pre–filters [11], or augmented error approaches (see
[5], and Section VII).
The second advantage is illustrated in Example 1. Using
this approach, a reference model can be chosen such that it
has no zeros. When this is done and a CRM is used, the
location of the slowest pole of the error model dynamics
is free to choose. When using ORMs, the location of the
slowest eigenvalue of the closed–loop error model is not free
to choose, as speeding up the reference model eigenvalues
without the use of CRMs will require the use of high–gain
feedback which is equivalent to ‖θ∗‖ being large if the open–
loop plant has slow eigenvalues.
VI. CRM SISO n∗ = 2
Consider the dynamics in (2) where the relative degree of
the transfer function in (3) is now 2 instead of 1 and the
reference to be followed is the CRM in (17). The control input
in (10) will no longer lead to stable adaptation and must be
adjusted as
u(t) =θ˙T (t)ζ(t) + θT (t)ω(t) (34)
θ˙(t) =− sign(kp)ey(t)ζ(t)T (35)
where ζ(t) is a filtered version of the regressor vector ω and
defined as
ζ(t) = A−1(s)ω(t) where A(s) = s+ a. (36)
Using the same reference model as in (17), the error ey(t)
now takes the form
ey(t) = kpW
′
e(s)A(s)φ
T (t)ζ(t). (37)
With ℓ and A(s) chosen such that the transfer function
W ′e(s)A(s) is SPR the CRM adaptive controller for n∗ = 2
is stable.
A. Performance
The same analysis performed in the previous section can
be used to analyze the n∗ = 2 case. The minimum eigenvalue
of W ′e(s)A(s) in (37) along with γ control the L2 norm of
ey. As in the previous example, a reference model with no
zeros that is relative degree 2 can be chosen. Then, the zeros
of W ′e(s)A(s) are completely determined by A(s) and the
poles are freely placed with ℓ. Thus any SPR transfer function
of order 2 can be created with an arbitrarily fast slowest
eigenvalue.
VII. CRM ARBITRARY n∗
The adaptive controller for n∗ = 2 is special given that we
have access to θ˙(t). Instead, for higher relative degrees it is
common to use an augmented error approach, where by the
original model following error ey is not used to adjust the
adaptive parameter, but an augmented error signal which does
satisfy the SPR conditions needed for stability. The augmented
error method used in this result is Error Model 2 as presented
in [5, §5.4], with some changes to the notation.
For ease of exposition and clarity in presentation we present
the kp known and kp unknown presentation in two sections.
A. Stability for known high frequency gain
We begin by replacing Assumption 2 with:
Assumption 2′: kp is known.
Without loss of generality we choose km = kp = 1 and the
control input for the generic relative degree case reduces to
u(t) = r(t) + sθT (t)sω(t) (38)
where Ď(·) denotes the vectors,
sω(t) , [ωT1 (t), y(t), ω
T
2 (t)]
T (39)
sθ(t) , [θT1 (t), θ0(t), θ
T
2 (t)]
T . (40)
A feedforward time varying adaptive gain k(t) is no longer
needed and thus r(t) has been removed from the regressor
vector do to the fact that kp = km = 1. The model following
error then, satisfies the following differential relation
ey = W
′
e(s)
sφT sω (41)
where the reader is reminded that the prime notation removes
the high frequency gain from transfer functions, and since
km = kp = 1, W
′
e(s) = We(s). Similar to the use of A(s)
in (36) for the relative degree 2 case, a stable minimally
realized filter F (s) with no zeros is used to generate the
filtered regressor
sζ = F (s)Isω (42)
where I is the 2n−1 by 2n−1 identity matrix, F (s) designed
with unity high frequency gain, and F (s) and ℓ chosen so that
W ′f (s) , W
′
e(s)F
−1(s) (43)
is SPR.
Lemma 4: For any stable F (s) an ℓ can be chosen such
that W ′f (s) is SPR.
Proof: The proof follows the same arguments as in
Lemma 2.
5The tuning law for the arbitrary relative degree case uses
an augmented error ea, which is generated from the model
following error ey and an auxiliary error eχ. Using the CRM
in (17), the augmented and auxiliary error are defined as:
ea , ey +W
′
f (s)
(
eχ − easζT sζ
) (44)
eχ , sθ
T sζ − F (s)sθT sω. (45)
A stable tuning law for the system is then defined as
s˙θ = −γeaζ¯. (46)
Theorem 5: Following Assumptions 1, 2′ and 3, with ℓ
chosen such that W ′f (s) is SPR, the plant in (2) with the
reference model in (17), controller in (38) and update law
in (46) are globally stable with the model following error ey
asymptotically converging to zero.
Proof: The proof proceeds in 4 steps. First it is shown that
sθ(t) and ea are bounded and that ea, s˙θ ∈ L2. Second, treating
sθ(t) as a bounded time–varying signal, then all signals in the
adaptive system can grow at most exponentially. Third, if it is
assumed that the signals grow in an unbounded fashion, then
it can be shown that y, ω1 ω2, sω, sζ and u grow at the same
rate. Finally, from the fact that s˙θ ∈ L2 it is shown that ω2 and
sω do not grow at the same rate. This results in a contradiction
and therefore, all signals are bounded and furthermore, ey(t)
asymptotically converges to zero. Steps 1 and 4 are detailed
below. Steps 1-3 follow directly from [5, §5.5] with little
changes. Step 4 does involve a modification to the analysis
which is addressed in detail next.
Step 1: Expanding the error dynamics in (44) and canceling
like terms of W ′e(s)sθTω we have
ea = −W ′e(s)sθ∗T sω +W ′f (s)
(
sθT sζ − easζT sζ
)
.
Adding and subtracting W ′f (s)sθ∗T sζ the equation becomes
ea = W
′
f (s)
(
sφT sζ − easζT sζ
)
+ δ(t) (47)
where δ(t) is an exponentially decaying term do to initial
conditions and defined as
δ(t) = W ′f (s)
(
sθ∗T sζ(t)− F (s)sθ∗T sω(t)) . (48)
Breaking apart sζ from its definition in (42) and noting that sθ∗
now commutes with F (s) we have that
δ(t) = W ′f (s)
(
sθ∗T (F (s)− F (s)) Isω) . (49)
Therefore, if the filter F (s) is chosen to have the same initial
conditions when constructing sζ and eχ then, δ = 0 for all time.
For this reason we ignore the affect of choosing different filter
initial conditions. The interested reader can see how one can
prove stability in augmented error approaches where δ(0) 6= 0
[5, pg. 213], with the addition of an extra term in the Lyapunov
function.
A non–minimal representation of ea is given as
e˙an = Aeean + ban
(
sφT sζ − easζT sζ
)
, ea = c
T
anean (50)
where
cTan(sI −Ae)−1ban , W ′f (s). (51)
Given that Wf (s) is SPR, there exists a Pa = PTa > 0 such
that
ATe Pa + PaAe = −Qa and Paban = can. (52)
where Qa = QTa > 0.
Consider the Lyapunov candidate
V = eTanPaean +
φTφ
γ
(53)
Differentiating along the system dynamics in (50) and substi-
tution of the tuning law from (46) results in
V˙ ≤ −eTanQaean − 2e2asζT sζ. (54)
Therefore, ean, sθ ∈ L∞ and ean, s˙θ ∈ L2
Step 2: The plant dynamics can be expressed as
x˙ = Amnx+ bmn(sφ
T (t)ω + r); y = cTmnx (55)
where with an appropriate choice of a C can be expressed as
x˙ =
(
Amn + bmnsφ
T (t)C
)
x+ bmnr (56)
From Step 1 it is known that sφ is bounded, and therefore
x grows at most exponentially. Futhermore, for r piecewise
continuous, x and sζ are both piecewise continuous as well.
Step 3: If it is assumed that all signals grow in an un-
bounded fashion then it can be shown that
sup
τ≤t
|y(τ)| ∼ sup
τ≤t
‖ω1(τ)‖ ∼ sup
τ≤t
‖ω2(τ)‖ . . .
∼ sup
τ≤t
‖sω‖ ∼ sup
τ≤t
‖sζ‖ ∼ sup
τ≤t
|u(τ)| (57)
[5, §5.5]
Step 4: Rewinting (45) in terms of sω we have that
eχ , sθ
TF (s)Isω − F (s)sθT sω (58)
and given that s˙θ ∈ L2 and F (s) is stable the following holds
eχ(t) = o
[
sup
τ≤t
‖sω(τ)‖
]
. (59)
The above bound follows from the Swapping Lemma [5,
Lemma 2.11]. From (46) and the fact that s˙θ ∈ L2 we have
that easζ ∈ L2. Given that W ′f (s) is asymptotically stable, [5,
Lemma 2.9] can be applied and it follows that
W ′f (s)
(
(easζ)
T sζ
)
= o
[
sup
τ≤t
‖sζ(τ)‖
]
(60)
The plant output can be written in terms of the reference model
and model following error as
y(t) =ym(t) + ey(t)
=W ′m(s)r(t) + (1 +W
′
ℓ(s)) ey(t).
Using (44), ey(t) = ea −W ′f (s)
(
eχ − easζT sζ
)
and the above
equation expands as
y(t) =W ′m(s)r(t) + (1 +W
′
ℓ(s)) ea
− (1 +W ′ℓ(s))W ′f (s)
(
eχ − easζT sζ
)
.
6Using (59) (60) and noting that 1 +W ′ℓ(s) is asymptotically
stable [5, Lemma 2.9] can be applied again and
y(t) =W ′m(s)r(t) + (1 +W
′
ℓ(s)) ea
+ o
[
sup
τ≤t
‖sζ(τ)‖
]
+ o
[
sup
τ≤t
‖sω(τ)‖
]
.
Given that r and ea are piecewise continuous and bounded we
finally have that
y(t) = o
[
sup
τ≤t
‖sω(τ)‖
]
. (61)
This contradicts (57) and therefore all signals are bounded.
Furthermore, from (50) it now follows that e˙an is bounded and
given that ean ∈ L2, from Step 1, it follows that ean asymp-
totically converges to zero and therefore limt→∞ ea(t) = 0.
From (59) it follows that eχ asymptotically converges to zero.
Therefore, limt→∞ ey(t) = 0. The above analysis differs from
the analysis for the ORM output feedback adaptive control do
to the fact that one can not a priori assume that ym(t) is
bounded, do to the feedback of ey into the reference model.
B. Performance when kp known
Just as in the n∗ = 1 case, with stability proved a Lyapunov
performance function can be studied that uses a minimal
representation of the dynamics. That being said, consider the
minimal representation of the dynamics in (47)
e˙am = Aℓeam + bam
(
sφT sζ − easζT sζ
)
, ey = c
T
ameam (62)
in observer canonical form so that cTam = [0 . . . 0 1] and
cTam(sI −Aℓ)−1bam , W ′f (s)
Recall the Anderson version of KY Lemma;
ATℓ Pp + PpAℓ = −ggT − 2µPp; Ppbam = cam (63)
where µ is defined in (28). The following performance func-
tion
Vp = e
T
amPpeam +
sφT sφ
γ
(64)
has a time derivative
V˙p ≤ −2µeTamPpeam − 2e2asζT sζ. (65)
From (65) it directly follows that
‖ea(t)‖2L2 ≤
1
2µ
(
λmax(Pp)
λmin(Pp)
‖e(0)‖2 + 1
γ
‖sφ(0)‖2
λmin(Pp)
)
(66)
and
‖s˙θ(t)‖2L2 ≤
1
2
(
γ2λmax(Pp)‖e(0)‖2 + γ‖sφ(0)‖2
)
. (67)
Ultimately we would like to compute the L2 norm of eχ
and ey . Given that these norms will depend explicitly on the
specific values of the filter and reference model, we perform
that analysis in the following example.
Example 2: In this example we consider a relative degree
2 plant. The reference model is chosen as
Wm(s) =
1
s2 + b1s+ b2
(68)
and the filter is chosen as
F (s) =
1
s+ f1
. (69)
The reference model gain is expanded as
ℓ =
[−l1 −l2]T . (70)
Then
We(s) =
1
s2 + (b1 + l1)s+ (b2 + l2)
(71)
and
Wf (s) =
s+ f1
s2 + (b1 + l1)s+ (b2 + l2)
. (72)
Since, kp = km = 1, then Wm(s) = W ′m(s), We(s) = W ′e(s)
and Wf (s) = W ′f (s). For stability to hold W ′f (s) must be SPR
and from (72) it is clear that the SPR condition can be satisfied
by choosing ℓ and f1 appropriately. More importantly though,
we see that the slowest eignvalue of Wf (s) can be arbitrarily
placed and thus the µ in (28) can be arbitrarily increased.
‖eχ(t)‖2L2 ≤ 3
(
e2χ(0)
2f1
+
(
e2χ(0)
4f21
+
‖sω(t)‖2∞
f31
)
‖ ˙¯θ(t)‖2L2
)
(73)
A detailed proof of this expression is given in Appendix A.
Furthermore, we have the following bound for the model
following error
‖ey(t)‖2L2 ≤ 2‖ea(t)‖2L2 + 2‖eζ(t)‖2L2 (74)
where
eζ(t) , Wf (s)eχ(t) (75)
can be bounded as
‖eζ‖2L2 ≤ 3m2
(
e2ζ(0)
2µ
+
(
eχ(0)
2
4µf1
+
‖sω(t)‖2∞
µf21
)
‖ ˙¯θ(t)‖2L2
)
.
(76)
The bound in (76) is given in Appendix B.
Remark 3: Now we compare the norms in (73) and (76) for
an ORM and CRM system and note that increasing both f1
and µ decreases the two norms. For the ORM system ℓ = 0,
therefore µ is solely a function of b1 and b2 in (72). The
coefficients b1 and b2 can not be arbitrarily changed without
affecting the matching parameter vector θ¯∗. In the presence
of persistence of excitation, θ¯(t) → θ¯∗ and large θ¯∗ will
directly imply a large control input. Furthermore, one can not
arbitrarily change the reference model poles, as the reference
model is a target behavior for the plant, in which case the
control engineer may not want to track a reference system
with arbitrarily fast poles. Therefore, given that b1 and b2 are
not completely free to choose this also limits the value of f1
as Wf (s) must always be SPR. In the CRM case b1 and b2 can
be held fixed and l1, l2 and f1 can be adjusted so that the poles
of Wf (s) are arbitrarily fast and Wf (s) is still SPR.Therefore,
the added degree of freedom through ℓ in the CRM adaptive
systems allows more flexibility in decreasing the L2 norm of
ey.
Remark 4: In the above, we have derived bounds on the L2
norm of the tracking error. That the same error has finite L∞
7bounds is easily shown using Lyapunov function arguments
and the fact that projection algorithms ensure exponential
convergence of the error to a compact set, similar to the
analysis in [2]–[4].
C. Stability in the case of unknown high frequency gain
When kp is unknown but with known sign as in Assumption
2, the control structure must include k(t) into the adaptive
vector as well as including r(t) back into the regressor vector.
Therefore, the controller take the form of (10), repeated here
in for clarity,
u(t) = θT (t)ω(t).
The reference model is chosen as in (17) where Wm(s) has
the same relative degree as the plant to be controlled and thus
the output error is the same as in (??) but repeated for clarity
ey(t) = kpW
′
e(s)φ
T (t)ω(t)
where We(s) is of the same relative degree as the plant. A
complete filtered regressor vector then is defined as
ζ = F (s)Iω (77)
where I is the 2n by 2n identity matrix, the high frequency
gain of F (s) is unity, and F (s) and ℓ chosen so that
W ′f (s) , W
′
e(s)F (s)
−1 (78)
is SPR and Wf (s) = kmW ′f (s). In addition to the adaptive
parameters in the control law however another adaptive pa-
rameter kχ(t) is included whose parameter error is defined as
ψ , kχ(t)− kp (79)
with an update law shortly to be defined. The error equations
for this system then are constructed as
ea , ey +W
′
f (s)
(
kχeχ − eaζT ζ
) (80)
eχ , θ
T ζ − F (s)θTω. (81)
The update law for the adaptive parameters is then chosen as
θ˙(t) =− γsign(kp)eaζ (82)
k˙χ(t) =− γeaeχ. (83)
Theorem 6: Following Assumptions 1, 2 and 3, with ℓ
chosen such that W ′f (s) is SPR, the plant in (2) with the
reference model in (17), controller in (10) and update law in
(82)–(83) are globally stable with the model following error
ey asymptotically converging to zero.
Proof: The entire proof would come in 4 parts just as in
the proof of Theorem 5. We however only present a detailed
proof of step 1 and then briefly present the other 3 steps.
Step 1: The boundedness of ea, φ and ψ are now addressed.
First consider the representation of (80)
ea =W
′
e(s)kpφ
Tω +W ′f (s)
(
kχeχ − eaζT ζ
)
+W ′f (s)(kpeχ − kpeχ)
where kpeχ has been added and subtracted from. Expanding
kpeχ, W
′
f (s) and φ we have
ea =W
′
e(s)kp(θ − θ∗)Tω +W ′f (s)
(
ψeχ − eaζT ζ
)
+W ′e(s)kpF (s)
−1
(
θT ζ − F (s)θTω) .
Canceling like terms in θTω, and adding and subtracting the
term W ′f (s)θ
∗T ζ the expression reduces to
ea = W
′
f (s)
(
kpφ
T ζ + ψeχ − eaζT ζ
)
+ δ(t) (84)
where δ is an exponentially decaying term defined as
δ(t) = W ′f (s)kp
(
sθ∗T (F (s)− F (s)) Isω) .
Therefore, if the filter F (s) is chosen to have the same initial
conditions when constructing ζ and eχ, then δ = 0 for all time.
For this reason we ignore the affect of choosing different filter
initial conditions. The interested reader can see how one can
prove stability in augmented error approaches where δ(0) 6= 0
[5, pg. 213], with the addition of an extra term in the Lyapunov
function. Given that θ∗ is constant and the following holds.
Now consider a non–minimal representation of ea from (84)
as
e˙an = Aeean + ban
(
kpφ
T ζ + ψeχ − eaζT ζ
)
ea = c
T
anean
(85)
where
cTan(sI −Ae)−1ban , W ′f (s). (86)
Given that W ′f (s) is SPR, there exists a Pa = PTa > 0 such
that
ATe Pa + PaAe = −Qa and Paban = can. (87)
where Qa = QTa > 0.
Consider the Lyapunov candidate
V = eTanPaean +
φTφ
γ|kp| +
ψ2
γ
(88)
Differentiating along the system dynamics in (50) and substi-
tution of the tuning law from (46) results in
V˙ ≤ −eTanQaean − 2e2aζT ζ. (89)
Therefore, ean, θ, kχ ∈ L∞ and ean, θ˙ ∈ L2.
Step 2: Given that φ is bounded, then (15) can grow at most
exponentially.
Step 3: The only difference between the kp known and
unknown case is the addition of k(t) in the feedforward loop
and kχ(t) in the augmented error. Then, if we assume that
signals in the system grow in an unbounded fashion and using
the results from (57) it immediately follows that
sup
τ≤t
|y(τ)| ∼ sup
τ≤t
‖ω1(τ)‖ ∼ sup
τ≤t
‖ω2(τ)‖ . . .
∼ sup
τ≤t
‖sω‖ ∼ sup
τ≤t
‖sζ‖ ∼ sup
τ≤t
‖ω‖ . . .
∼ sup
τ≤t
‖ζ‖ ∼ sup
τ≤t
|u(τ)|
(90)
where sζ and sω are defined in (42) and (39) respectively.
8Step 4: Given that s˙θ ∈ L2 and F (s) is stable the following
holds
eχ(t) = o
[
sup
τ≤t
‖ω(τ)‖
]
. (91)
Then, following the same steps as in Step 4 from the proof of
Theorem 5 we can conclude that
y(t) = o
[
sup
τ≤t
‖ω(τ)‖
]
. (92)
This contradicts (90) and therefore all signals are bounded.
Furthermore, from (85) it now follows that e˙an is bounded and
given that ean ∈ L2, from Step 1, it follows that ean asymp-
totically converges to zero and therefore limt→∞ ea(t) = 0.
From (91) it follows that eχ asymptotically converges to zero.
Therefore, limt→∞ ey(t) = 0.
VIII. CONCLUSION
This work shows that with the introduction of CRMs the
adaptive system can have improved transient performance in
terms of reduction of the L2 norm of the model following
error. Similar to previous work in [2], bounds on derivatives
of key signals in the system, and trade–off between transients
and learning remain to be addressed and is the subject of on–
going investigation.
ACKNOWLEDGMENT
This work was supported by the Boeing Strategic University
Initiative.
REFERENCES
[1] E. Lavretsky, R. Gadient, and I. M. Gregory, “Predictor–based model
reference adaptive control,” AIAA JGCD, 2010.
[2] T. E. Gibson, A. M. Annaswamy, and E. Lavretsky, “Closed–loop
reference model adaptive control: Stability, performance and robust-
ness,” IEEE Trans. Automat. Contr., (submitted) 2012 ArXiv:1201.4897
http://arxiv.org/abs/1201.4897.
[3] ——, “Closed–loop Reference Model Adaptive Control, Part I: Transient
Performance,” in American Control Conference (submitted), 2013.
[4] ——, “Closed–loop Reference Model Adaptive Control, Part II: Com-
posite control and Observer Feedback,” in America Control Conference
(submitted), 2013.
[5] K. S. Narendra and A. M. Annaswamy, Stable Adaptive Systems. Dover,
2005.
[6] P. Ioannou and J. Sun, Robust Adaptive Control. Prentice Hall, 1996.
[7] V. Stepanyan and K. Krishnakumar, “Mrac revisited: guaranteed per-
foramance with reference model modification,” in American Control
Conference, 2010.
[8] ——, “M–mrac for nonlinear systems with bounded disturbances,” in
Conference on Decision and Control, 2011.
[9] E. Lavretsky, “Adaptive output feedback design using asymptotic prop-
erties of lqg/ltr controllers,” IEEE Trans. Automat. Contr., vol. 57, no. 6,
2012.
[10] R. E. Kalman, “Mathematical description of linear dynamical systems,”
J.S.I.A.M. Control, vol. 1, no. 2, 1963.
[11] A. Krupadanam, A. M. Annaswamy, and R. Mangoubi, “A viable multi-
variable adaptive controller with application to autonomous helicopters,”
AIAA Journal of Guidance Control and Dynamics, 2002.
APPENDIX A
NORM OF eχ(t)
In this Appendix we compute the L2 norm of eχ(t). The
expression in (58) is equivalent to studying the equation
eχ(t) =
[
sθT (t)− F (s)sθT (t)F (s)−1]F (s)Isω(t) (93)
Given the definition of F (s) in (69) we have that
F (s)sθT (t)F (s)−1 = sθT (t)− 1
s+ f1
˙¯θT (t). (94)
This allows (93) to be rewritten as
eχ(t) =
1
s+ f1
˙¯θT (t)
1
s+ f1
Isω(t). (95)
This is analyzed in 3 parts
|eχ(t)| ≤ χ1(t) + χ2(t) + χ3(t) (96)
where
χ1(t) =eχ(0)Φf (t, 0) (97)
χ2(t) =
∫ t
0
‖ ˙¯θ(τ)‖Φf (t, τ)eχ(0)Φf (τ, 0)dτ (98)
χ3(t) =
∫ t
0
‖ ˙¯θ(τ)‖Φf (t, τ)
∫ τ
0
Φf (τ, z)‖sω(z)‖dzdτ (99)
and
Φf (t, τ) = exp (−f1(t− τ)). (100)
Then the L2 norm of eχ(t) is obtained as
‖eχ(t)‖2L2 ≤ 3
3∑
i=1
∫ ∞
0
χ2i (τ)dτ. (101)
Squaring and integrating (97) we have that∫ ∞
0
χ21(τ)dτ ≤
e2χ(0)
2f1
. (102)
Notice that Φf (t, 0) = Φf (t, τ)Φf (τ, 0) is not a function of τ
and therefore can be pulled out of the integral in (98) resulting
in
χ2(t) ≤ eχ(0)Φf (t, 0)
∫ t
0
‖ ˙¯θ(τ)‖dτ. (103)
Using Youngs inequality∫ t
0
‖ ˙¯θ(τ)‖dτ ≤
(∫ t
0
12dτ
)1/2(∫ t
0
‖ ˙¯θ(τ)‖2dτ
)1/2
and therefore
χ2(t) ≤ eχ(0)
√
tΦf (t, 0)‖ ˙¯θ(τ)‖L2 . (104)
Squaring the result above and integrating we have that∫ ∞
0
χ22(τ)dτ ≤
eχ(0)
2
4f21
‖ ˙¯θ(τ)‖2L2 (105)
Integrating the inner integral in (99) we have that
χ3(t) ≤ ‖sω(t)‖∞
f1
∫ t
0
‖ ˙¯θ(τ)‖Φf (t, τ)(1−Φf (τ, 0))dτ. (106)
9Noting that [1− Φf (t, 0)] ≤ 1 for all t the above simplifies to
χ3(t) ≤ ‖sω(t)‖∞
f1
∫ t
0
‖ ˙¯θ(τ)‖Φf (t, τ)dτ. (107)
Using Young’s Inequality we have that∫ t
0
‖ ˙¯θ(τ)‖Φf (t, τ)dτ ≤
(∫ t
0
Φf (t, τ)dτ
)1/2
·
(∫ t
0
Φf (t, τ)‖ ˙¯θ(τ)‖2dτ
)1/2
(108)
and bounding the first integral term we have that∫ t
0
‖ ˙¯θ(τ)‖Φf (t, τ)dτ ≤ 1√
f1
(∫ t
0
Φf (t, τ)‖ ˙¯θ(τ)‖2dτ
)1/2
.
(109)
Substitution of (109) into (107), squaring and integrating we
have that ∫ ∞
0
χ23(τ)dτ ≤
‖sω(t)‖2∞
f31
‖ ˙¯θ(t)‖2L2 . (110)
APPENDIX B
NORM OF ea(t)
Noting that a1+b ≤ a for all a, b ≥ 0, ey in (44) can be
bounded as
|ey(t)| ≤ |ea(t)|+ |Wf (s)eχ(t)|. (111)
From (95) and the definition of Wf (s) in (72) the filtered error
state eζ from (75) satisfies the following equality
eζ(t) = We(s)
˙¯θT (t)
1
s+ f1
Isω(t). (112)
We will also make use of the fact that there exist an m ≥ 1
such that
exp (Aℓt) ≤ m exp (−µt). (113)
eζ is analyzed in 3 parts just as we did with eχ
|eζ(t)| ≤ ζ1(t) + ζ2(t) + ζ3(t) (114)
where
ζ1(t) =eζ(0)mΦµ(t, 0) (115)
ζ2(t) =eχ(0)m
∫ t
0
‖ ˙¯θ(τ)‖Φµ(t, τ)Φf (τ, 0)dτ (116)
ζ3(t) =m
∫ t
0
‖ ˙¯θ(τ)‖Φµ(t, τ)
∫ τ
0
Φf (τ, z)‖sω(z)‖dzdτ
(117)
and then the L2 norm of eζ(t) is obtained as
‖eζ(t)‖2L2 ≤ 3
3∑
i=1
∫ ∞
0
ζ2i (τ)dτ. (118)
Squaring and integrating (115) we have that∫ ∞
0
ζ21 (τ)dτ ≤
m2e2ζ(0)
2µ
. (119)
Using Young’s inequality the integral in (116) can be up-
per bounded by
(∫ t
0 Φ
2
µ(t, τ)Φ
2
f (τ, 0)dτ
)1/2
‖ ˙¯θ(t)‖L2 and
after computing the integral in the first term reduces to(
Φf (2t,0)−Φµ(2t,0)
2(µ−f1)
)1/2
‖ ˙¯θ(t)‖L2 . Using this, squaring and in-
tegrating (116) we have that∫ ∞
0
ζ22 (τ)dτ ≤
m2eχ(0)
2
4µf1
‖ ˙¯θ(τ)‖2L2 (120)
Integrating the inner integral in (117) we have that
ζ3(t) ≤ m‖sω(t)‖∞
f1
∫ t
0
‖ ˙¯θ(τ)‖Φµ(t, τ)(1 − Φf (τ, 0))dτ.
(121)
Noting that [1− Φf (t, 0)] ≤ 1 for all t the above simplifies to
ζ3(t) ≤ m‖sω(t)‖∞
f1
∫ t
0
‖ ˙¯θ(τ)‖Φµ(t, τ)dτ. (122)
Using Young’s Inequality we have that∫ t
0
‖ ˙¯θ(τ)‖Φµ(t, τ)dτ ≤
(∫ t
0
Φµ(t, τ)dτ
)1/2
·
(∫ t
0
Φµ(t, τ)‖ ˙¯θ(τ)‖2dτ
)1/2
(123)
and bounding the first integral term we have that∫ t
0
‖ ˙¯θ(τ)‖Φf (t, τ)dτ ≤ 1√
µ
(∫ t
0
Φµ(t, τ)‖ ˙¯θ(τ)‖2dτ
)1/2
.
(124)
Substitution of (124) into (122), squaring and integrating we
have that ∫ ∞
0
ζ23 (τ)dτ ≤
m2‖sω(t)‖2∞
µf21
‖ ˙¯θ(t)‖2L2 . (125)
