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Re´aliser des audio-confe´rences de qualite´ sur Internet est une taˆche complexe. En effet, l’he´te´roge´ne´ite´ des terminaux
mobiles et la dynamique du re´seau doivent eˆtre prises en compte par les syste`mes MVoIP (Multiparty VoIP) afin d’assurer
une qualite´ d’expe´rience suffisante aux utilisateurs. Dans cette contribution, nous pre´sentons un nouveau syste`me MVoIP
tirant partie de la technologie SDN. Notre syste`me effectue une distribution multipoint ainsi qu’une adaptation des de´bits
des diffe´rents flux audio afin d’optimiser la qualite´ d’appel pour chaque participant. Notre proposition repose sur des arbres
couvrant les participants dont la construction peut eˆtre re´alise´e selon deux strate´gies distinctes : chemins minimise´s ou
plus courts chemins. Les simulations que nous avons mene´es montrent qu’un compromis existe entre la latence ge´ne´re´e et
la bande passante consomme´e par ces deux approches. Ainsi, lorsque le nombre de participants augmente, notre syste`me
utilise beaucoup moins de bande passante qu’un syste`me MVoIP classique au prix d’une tre`s le´ge`re augmentation de la
latence.
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1 Introduction
Les confe´rences te´le´phoniques en VoIP (aussi appele´es Multiparty VoIP calls (MVoIP)) sont devenues tre`s
populaires depuis l’ave`nement d’Internet, permettant de re´duire significativement les couˆts en comparaison
de la mise en place d’une infrastructure de communication prive´e. Ne´anmoins les proprie´te´s de connexion
(e.g. bande passante, de´lai) des utilisateurs n’e´tant ge´ne´ralement pas homoge`nes, il est ne´cessaire de recourir
a` un certain nombre de me´canismes particuliers afin d’assurer une qualite´ d’expe´rience (QoE) suffisante a`
l’ensemble des participants a` une telle confe´rence. Par exemple, certains codecs audio tels qu’Opus [VVT12]
permettent d’adapter dynamiquement la qualite´ des flux en fonction des caracte´ristiques de la connexion de
chaque utilisateur. Cette adaptation n’est ne´anmoins possible que sur les terminaux utilisateurs et non dans
le cœur du re´seau. Or, une augmentation du nombre de participants requiert d’effectuer ces adaptations sur
les nœuds du cœur du re´seau ou` sont ope´re´es les duplications des flux. Afin de re´soudre ce proble`me, nous
proposons un nouvel algorithme centralise´, ope´rant dans un controˆleur SDN, qui permet la construction de
sessions MVoIP en tenant compte de la bande passante de re´ception de chaque utilisateur tout en minimisant
le volume du trafic global ge´ne´re´ dans le re´seau. A` notre connaissance, aucune e´tude n’a pour le moment e´te´
mene´e sur l’optimisation des applications MVoIP en s’appuyant sur un re´seau SDN.
2 Algorithme de construction d’une session multipoint MVoIP
Une session MVoIP est une confe´rence VoIP entre plus de deux clients appele´s participants ; chacun d’entre
eux e´tant a` la fois e´metteur et re´cepteur de flux audio. Par souci de re´alisme, nous supposons que chaque
participant utilise un terminal mobile connecte´ en 3G, les bandes passantes e´tant ainsi limite´es. Le cœur du
re´seau repose sur un ensemble de commutateurs OpenFlow [MAB+08] connecte´s a` un controˆleur SDN. Les
flux audio peuvent eˆtre encode´s selon diffe´rents de´bits, ge´ne´ralement compris entre 8 et 64 kbps. Dans la
mesure ou` une faible variation de ces de´bits n’a pas d’effet significatif sur la qualite´ audio, les de´bits possibles
sont le plus souvent cantonne´s a` quelques valeurs pre´de´termine´es. Les connexions sans fils e´tant sensibles aux
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perturbations (e.g. interfe´rences), nous conside´rons que la bande passante de chaque utilisateur est limite´e, ne
permettant ainsi pas la transmission ou la re´ception de flux dont l’encodage est trop e´leve´. Une solution a` ce
proble`me est d’utiliser un encodage correspondant au client ayant la plus petite bande passante en re´ception.
Cette strate´gie nuit ne´anmoins a` la QoE des utilisateurs dont la bande passante est suffisante pour pouvoir
supporter des de´bits plus e´leve´s. Une autre solution consiste a` e´tablir une connexion individuelle (i.e. unicast)
entre chaque participant permettant ainsi de faire correspondre au mieux de´bits du codec et bande passante.
Cette solution ge´ne`re ne´anmoins un volume de trafic excessif dans le cœur du re´seau.
Notre proposition repose sur la construction d’arbres multipoints (i.e. multicast) afin de concilier les be´ne´fices
des deux strate´gies de´crites ci-dessus. Chaque participant diffuse ainsi son flux audio avec l’encodage maximal
autorise´ par sa bande passante en e´mission. Il favorise ainsi les clients dont la bande passante en re´ception est
importante tandis que les autres participants recevront une version de´grade´e du meˆme flux. Cette adaptation
du de´bit du codec a` la vole´e (appele´ transcodage) est ope´re´e au cœur du re´seau, l’emplacement des nœuds
transcodeurs e´tant l’objet de l’algorithme pre´sente´ dans le paragraphe suivant. Nous conside´rons que chaque
commutateur OpenFlow pre´sent dans le cœur du re´seau est relie´ a` une machine permettant d’effectuer ce trans-
codage. Le controˆleur SDN permet quant a` lui d’activer et de parame´trer les diffe´rentes re`gles de transcodage.
L’algorithme de construction des sessions MVoIP, de´crit en figure 1, construit un arbre multipoint oriente´ par
participant e´metteur. Pour chacun de ces arbres, la racine repre´sente le nœud e´metteur et les feuilles, les autres
participants. Cet algorithme impose un certain nombre de contraintes (qui pourront e´voluer dans nos futurs
travaux) :
— les proprie´te´s de connexion de chaque participant sont statiques durant la dure´e de la session ;
— la bande passante des liens au cœur du re´seau est suppose´e suffisante ;
— le controˆleur SDN a` connaissance de la topologie comple`te du re´seau ;
— nous ne re´alisons pas de mixage audio, nous n’effectuons que du transcodage ;
— chaque commutateur OpenFlow dispose d’un transcodeur capable de traiter simultane´ment plusieurs
flux ;
— nous n’autorisons qu’un seul transcodage par flux entre un e´metteur et un re´cepteur ; une ope´ration
de transcodage ayant un impact sur la latence, cette contrainte nous permet de limiter l’effet de cette
dernie`re.
La premie`re e´tape de l’algorithme consiste a` re´cupe´rer la bande passante de re´ception de chaque participant,
cette information est fournie par les commutateurs sur lesquels sont branche´s les utilisateurs (ligne 1). Dans la
seconde e´tape, le controˆleur calcule le de´bit maximal de re´ception de chaque participant. Ce de´bit est obtenu
en divisant la bande passante de re´ception de ce dernier par le nombre total de participants (en s’excluant lui
meˆme). Le plus haut de´bit d’encodage infe´rieur ou e´gal au de´bit calcule´ correspond a` l’encodage maximum des
flux que pourra recevoir le participant (ligne 2). Chaque re´cepteur s’attend donc a` recevoir des flux dont l’enco-
dage correspond a` la valeur choisie. Le de´bit d’e´mission correspond au de´bit maximal de re´ception des autres
participants note´ Bl (ligne 3). Lors de la troisie`me e´tape, un arbre multipoint est cre´e´ inde´pendamment pour
chaque participant conside´re´ alors comme e´metteur (ligne 4). Les de´bits d’encodage sont classe´s dans l’ordre
de´croissant, i.e. de B1 jusqu’a` Bm (ligne 6). Les re´cepteurs R j sont e´galement classe´s dans l’ordre de´croissant
en fonction de leur de´bit de re´ception. Pour un meˆme de´bit de re´ception, le classement des re´cepteurs est ef-
fectue´ de fac¸on croissante en fonction de la distance en sauts les se´parant de la source (ligne 7). Un plus court
chemin est cre´e´ de l’e´metteur vers le re´cepteur le plus proche ayant le plus haut de´bit de re´ception (ligne 12).
Pour les autres re´cepteurs partageant ce meˆme de´bit, deux modes distincts sont de´finis afin de les connecter a`
l’e´metteur. Le premier mode, appele´ MST (Minimizing Spanning Tree), construit le chemin le plus court vers
le nœud le plus proche du re´cepteur concerne´ faisant de´ja` partie de l’arbre (ligne 15). Cette strate´gie revient a`
construire un arbre en essayant, de fac¸on simple, de minimiser le nombre total d’areˆtes, limitant ainsi le volume
de trafic ge´ne´re´ au cœur du re´seau. Le second mode, appele´ SPT (Shortest Path Tree), construit le plus court
chemin entre le re´cepteur concerne´ et l’e´metteur du flux (ligne 17). Ce mode permet potentiellement d’obtenir
des chemins plus courts et donc de re´duire la latence partiellement lie´e au nombre de sauts mais il augmente
aussi la taille de l’arbre et donc sa consommation en bande passante. Pour ces deux modes, le flux est duplique´
par chaque commutateur dont l’arite´ est supe´rieure a` 1 (ligne 18). Lorsque tous les re´cepteurs posse´dant le plus
haut de´bit de re´ception sont connecte´s a` l’e´metteur, on obtient un arbre oriente´ Ti = Fi,l . L’ope´ration est re´pe´te´e
pour chacun des re´cepteurs restants posse´dant un de´bit d’encodage moins e´leve´. Le classement est toujours
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effectue´ en fonction du de´bit de re´ception puis en fonction de la distance a` l’e´metteur. Dans la mesure ou` nous
fixons le nombre de transcodages maximum a` 1 entre un e´metteur Si et un re´cepteur R j, les re´cepteurs ayant
pour de´bit d’encodage k ne peuvent eˆtre connecte´s qu’a` un commutateur distribuant un flux d’encodage Bk ou
Bl . En effet, un encodage infe´rieur a` Bk bride la qualite´ sonore de re´ception tandis qu’un encodage entre Bk et
Bl implique qu’un transcodage a de´ja` e´te´ ope´re´, augmentant ainsi la latence.
BuildMVoIPSession()
1 SC collects all Di
2 SC computes all di = max
1≤k≤m
(Bk) |Bk ≤ Di/(n−1)
3 SC computes all ui = max
1≤i≤n
(di) = Bl
4 foreach Si, i ∈ J1,nK do
5 Ti←{0}
6 foreach Bk ,k ∈ Jl,mK | ∀0 < k < m,Bk > Bk+1 do
7 foreach R j , j ∈ J1,nK |R j 6= Si ∧d j = Bk
∧dist(R j ,Si)≤ dist(R j′ ,Si)∀ j′ > j do
8 Pj ←{0}
9 N←{0}
10 if Bk = Bl then
11 if j = 1 then
12 Pj ← BuildShortestPath(R j ,Si)
13 else
14 if mode = MST then
15 Pj ←BuildShortestPath(R j ,
N ∈ Ti)
16 else if mode = SPT then
17 Pj ←BuildShortestPath(R j ,Si)
stopping at N ∈ Ti
18 Set N to duplicate Bl
19 else
20 if mode = MST then
21 Pj ←BuildShortestPath(R j ,
N ∈ Fi,l ∪Fi,k)
22 else if mode = SPT then
23 Pj ←BuildShortestPath(R j ,Si)
stopping at N ∈ Fi,l ∪Fi,k
24 if N ∈ Fi,l then
25 Set N to transcode Bl → Bk
26 Set N to duplicate Bk
27 Ti = Ti ∪Pj
Variable De´finition
Bk De´bit d’encodage k ∈ J1,mK
Si E´metteur i ∈ J1,nK
Ui Bande passante d’e´mission de Si
ui De´bit d’e´mission de Si (ui = Bl )
Ti Arbre ayant pour source Si
Fi,k Sous-arbre de Ti ou` les liens ont un de´bit de k
R j Re´cepteur j ∈ J1,nK
D j Bande passante de re´ception de R j
d j De´bit de re´ception R j
N Commutateur re´seau et transcodeur associe´
Pj Chemin de R j vers Si ou vers Ti
SC Controˆleur SDN
FIGURE 1: Algorithme de construction de sessions MVoIP
3 Re´sultats de simulation et conclusion
Les sessions MVoIP peuvent eˆtre construites sur la base d’un arbre oriente´ selon deux modes ope´ratoires
(i.e. STP et MST) ou bien en utilisant de simples liens individuels (i.e. unicast) entre chaque couple e´metteur-
re´cepteur (cas de la majorite´ des applications existantes). Cette section vise a` e´valuer ces trois approches en
termes de bande passante totale ge´ne´re´e dans le re´seau ainsi qu’en latence maximale induite sur l’ensemble des
flux. La bande passante de chaque participant est choisie ale´atoirement entre 144 kbps et 384 kbps en re´ception
et fixe´e a` 64 kbps en e´mission ; ces valeurs e´tant commune´ment observe´es sur les re´seaux 3G UTMS [GHS07].
Comme e´voque´ dans la section pre´ce´dente, nous conside´rons que la capacite´ des liens au cœur du re´seau est
suffisante ; la limitation de la charge induite au cœur du re´seau fera l’objet d’une prochaine e´tude. Les de´lais
des liens sans-fils sont fixe´s a` 30 ms et ceux des liens dans le cœur du re´seau a` 10 ms ; ces valeurs correspon-
dant e´galement a` des observations re´elles [LSR12]. Nous avons ge´ne´re´ ale´atoirement 10 topologies re´seaux
diffe´rentes et 100 sessions sur chacune d’entre elles ; nous avons donc simule´ en tout 1000 configurations dis-
tinctes. La figure 2a montre l’impact du nombre de participants sur la bande passante totale ge´ne´re´e par une
session en moyenne. Nous pouvons constater que l’approche MST est la plus e´conome en terme de bande
passante, suivie de pre`s par l’approche STP. Pour ces deux strate´gies, la consommation de bande passante aug-
mente line´airement avec le nombre de participants. L’approche unicast consomme quant a` elle plus de bande
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passante en e´voluant de fac¸on polynomiale avec le nombre total de participants. Ce phe´nome`ne est principa-
lement duˆ a` la duplication des flux inhe´rent a` cette approche. Ainsi, lorsque pour 8 participants, les strate´gies
STP et MST consomment 60% de la bande passante ne´cessaire a` l’approche unicast, ce ratio passe a` 43% avec
16 participants. La latence maximale, i.e la latence la plus importante mesure´e parmi tous les couples e´metteur-
re´cepteur d’une meˆme session, est pre´sente´e en figure 2b. Nous constatons que la latence maximale augmente
line´airement avec le nombre de participants pour les trois strate´gies. Les approches STP et unicast produisent
des re´sultats similaires dans la mesure ou` elles reposent sur la construction du plus court chemin entre la source
d’un flux et chaque re´cepteur. L’approche MST implique des latences maximales jusqu’a` 32% plus importantes
dans le cas d’une confe´rences a` 16 participants ; cette latence restant ne´anmoins en dessous de 180 ms, ce qui
est une valeur acceptable pour une audio-confe´rence. Ce phe´nome`ne est principalement duˆ a` la construction de
l’arbre multipoint qui ne repose pas sur une strate´gie de plus court chemin entre e´metteur et re´cepteur.
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FIGURE 2: Re´sultats de simulation
Dans cette contribution, nous avons pre´sente´ un nouveau syste`me MVoIP s’appuyant sur un re´seau SDN afin
d’adapter les de´bits d’encodage en fonction de la bande passante de chaque participant. Notre approche s’appuie
sur la mise en place d’un arbre multipoint oriente´ construit selon deux strate´gies distinctes. Nous avons montre´
au travers de simulations que notre solution permet d’optimiser la consommation globale de bande passante tout
en limitant l’impact sur la latence. Plus spe´cifiquement, l’approche STP permet d’optimiser la bande passante
tout en conservant les latences obtenues avec une strate´gie classique (i.e. unicast). L’approche MST permet
quant a` elle de re´duire encore davantage le volume de trafic ge´ne´re´ au prix d’une latence le´ge`rement plus e´leve´e.
Dans nos futurs travaux, nous pre´voyons d’ame´liorer notre syste`me en prenant en compte plusieurs sessions
simultane´es dans la construction de l’arbre multipoint. Nous souhaitons e´galement valider notre approche sur
des re´seaux dont les proprie´te´s de connexion des participants e´volueraient durant la session.
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