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1. INTRODUCTION 
In recent years, there has been much interest in reaction-diffusion 
systems, partly because they arise frequently in modelling chemical and 
biological processes, and also because the theory itself is rich and only 
beginning to be explored. Our interest began with work [4] of Conway, 
Hoff, and Smaller, in which the parabolic system 
;= Ddu + i A,(“~, u) 2 +.l‘(u) 
,= I ‘, / 
(1.1) 
is considered. Here (x, t) E 52 x R +, where 52 is a bounded domain in KY’, 
u = (u,, u* )..., urn) is an m-tuple of functions, D is a constant positive 
definite matrix, and the A, are continuous matrix-valued functions. In [4] 
it is shown that if this system admits a bounded invariant region in R” and 
a certain quantity 0 is positive, then the solution of the initial-boundary 
value problem, with initial condition u(x, 0) = u,,(x) and homogeneous 
Neumann boundary condition, will converge to its own spatial average 
exponentially in L* or L" as t + co. This result implies that when the dif- 
fusion is sufficiently strong, any spatially nonconstant steady-state solution 
of the parabolic system above is unstable. 
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There are other instability results which do not require the dominance of 
the diffusion term. Consider the simple case ((x, t) E Q x R + ) 
24, = ClAu + uM(u, II), 
u, = fiAu + oN( u, v). (1.2) 
These equations have been used to model the three classical ecological 
interactions of two living species: competition, symbiosis, and 
predator-prey, where the different modes of interaction are determined by 
the sign of dh4/& and 8N/&. In the predator-prey case they are opposite, 
while in the other two cases they are both positive (symbiosis) or both 
negative (competition). The imposition of the homogeneous Neumann 
boundary condition merely states that no migration of species across the 
boundary of G? is allowed (an isolated environment; see [ 10, Chap. 141, for 
details). There are a number of instability results for the spatially non- 
constant steady-state solutions of (1.2) when Q is convex. These results can 
be found in [7] (see, also, references therein), in which instability is proved 
for the case of symbiosis (also, equivalently, competition) when c( > 0 and 
/I > 0, and in [S] for the predator-prey case. Some stability results are also 
known when Q is not convex or through bifurcation theory. 
A common feature of these instability results, and the theory in general, 
is the spatial homogeneity of the reaction term f(u), that is, its lack of 
dependence on XEL?. Therefore, an important problem in studying these 
models is to find and investigate the stability of steady-state solutions of 
equations which reflect a heterogeneous environment. 
In this paper, we prove the existence of a positive steady-state solution of 
the system ((x, t) E Q x R + ) 
u, = Au + uM(x, u, u) 
ti, = Au + uN(x, u, u). (1.3) 
in the predator-prey case. In [ 131, steady-state solutions are constructed 
for (1.3) in the competition and symbiosis cases. All three cases are con- 
sidered in [9], in which solutions are constructed for the full time-depen- 
dent problem. However, the monotone-iteration scheme used in both these 
works requires the existence of upper and lower solutions, and we have 
been unable to adapt this method to the predator-prey case. Our method, 
on the other hand, employs the variatonal approach. 
Note that, besides the trivial solution pair u = 0, u = 0, one can set either 
u = 0 or v = 0 separately in (1.3) and obtain a single equation with respect 
to the other variable. The likelihood is that many non-trivial solutions 
exist, and one can then try to determine to which steady-state solution a 
solution of the full parabolic system will approach, for given initial data. 
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This work is organized as follows. Section 2 contains the full hypotheses 
and details the properties of certain functionals whose extrema are weak 
solutions of a scalar elliptic equation. The existence result for the system of 
equations, which utilizes the results of Section 2 and the Schauder fixed- 
point theorem, is presented in Section 3. Section 4 describes some exam- 
ples, and the regularity theory used in the paper is summarized in the 
Appendix. 
2. PRELIMINARIES 
Let Q be a bounded open region in R”, n > 2, with boundary smooth 
enough for the regularity theory of elliptic partial differential equations to 
hold. (The case of dimension 2 occasionally requires separate con- 
siderations which we omit for brevity.) We consider the homogeneous 
Neumann problem 
in 52, 
on 852. 
(2.la) 
(2.lb) 
(2.2a) 
(2.2b) 
The nonlinear terms f, and f; are assumed to satisfy the following con- 
ditions: 
(Hl) f,,fi~C’(~xX(WxX+), f,(x,O,u,)=O and ,fi(x,u,,O)=O. 
Writing 
we impose the following conditions: 
(H2) 8M,/&, ~0, 8M,/&,<O, for all XE~, ur, u,>O. 
(H3) 8M2/&r >O, aM,/&,<O, for all XE~, u,, u,>O. 
(H4) There exist 0 </I, < fl< cc, and functions I-, < r2 such that r, 
is positive on [0, /I,), r,(b,)=O, rz is positive on [0, p), r,(24) =0 for 
u>fi, and for all XEG: 
(a) M,(x,ul,~d>O, forO<u,<p,,u,<r,(u,), 
(b) M,(x> u ,,u2)<0, for u,>O, u~>~,(u,). 
The reader is referred to Fig. 1. Observe that by (H2), r, and Tz can be 
chosen to be decreasing. 
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FIGURE 1 
(H5) There exist 0 < LY < /?, and a function fj such that T,(U) > 0 for 
u > u and the number y = T,(a) has the following properties, for all x E 0: 
(a) M,(x, ul, u,)>O, for uI >a, u2<r3(u1). 
(b) M,(x, uI, u2) < 0, for 0 < u1 -C fi, u2 > y. 
The reader is referred to Fig. 2. Observe that by (H3), f, can be chosen to 
be increasing. 
LEMMA 2.1. Let u, , u2 E C(a) be positive on Q: 
(a) Zf u, is a C2-solution of (2.1 a), (2.2a), then u1 6 /I. If, in addition, 
uz<y, then u, >a. 
a 
FIGURE 2 
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(b) rfu, <a and u2 is a C2-solution of (2.lb), (2.2b), then u2 6 y. 
(c) Jfu,, u2 is a C2-solution pair of (2.1), (2.2), then c( d u, d 8, and 
u2 6 y. 
ProojY By (H4), if 
then f,(x,, u,(x,), u,(x,)) < 0. Applying the “maximum principle” leads to 
a contradiction. Therefore U,(X) < p in Q. The rest of (a) and (b) are 
similarly proved. Part (c) is proved by combining (a) and (b). 
For upcoming purposes, we make the following definitions: 
j-,(x, UI, u2)=0 if U, CO, 
.I;(& Ul> u2)=0 if u2 < 0. 
Also, because of Lemma 2.1, we can redefine f, and f2 as follows. Let 
O<c<4/(n-2). For u, >b and O<u,<y, we put 
.fi(.~,~I,~2)=fi(x,B,~2)-(~l-~P)’+’.. 
For 06u,d/? and u,>y, we put 
fi(-C ut > u2 )=.f;(x, w+(u,-li)‘+i. 
Note that the newly defined functions are Holder continuous on their 
respective domains. 
We next denote 
FAX, ~1, ~2) = ;2,f2(x, ~1, s) ds, J^ 
and introduce a pair of functionals. 
DEFINITION 2.1. For a given function ZQ, 0 < u2 d y, let 
For a given function uI, 0 6 uI f fl, let 
JzC~l=J+,,C~l=~ {~IVu12--2(x,u,,u)}dx. R 
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Remarks. 1. By the Sobolev inequality and the conditions on fi,fi, J, 
and J, are C’ functionals on H’~*(Q). Furthermore, J, [0] = 0 = J,[O]. 
2. A critical point UE H’**(Q) of J1 (and, analogously, J2) is a weak 
solution of problem (2.la), (2.2a) in the sense that for any 
f#J EC’(0) n C(Q), 
J^ {VU-P -f,( x, u, u,)d} dx=O. R 
3. If u is any function and i7 = max{u, 0}, then by our previous 
definition off, , J1 [ii] 6 J1 [u], and likewise for Jz. Since we are interested 
in minimizing these functions, this shows that it suffices to minimize over 
nonnegative functions. Henceforth, all the functions we consider will be 
nonnegative unless otherwise specified. 
LEMMA 2.2. (a) Let 0 < u2 < y. Then there exist constants c,, c’, > 0 
such that 
J,Cul24 IWII;z+ Il4”,2(c, ll4lEL2-4) 
,for all u E H’,2(8), where c,, c’, are independent of u and u2. 
(b) Let 0 G u1 </I. Then there exist constants c2, c; > 0 such that 
J,[Iul 3 f IlVu II:2 + II u IIt2 (~2 II u II”,2 - 41, 
for all u E H’,*(Q), where c2, c; are independent of u and u,. 
Here, E is defined immediately after the proof of Lemma 2.1. 
Proof: We prove just (a), the proof of (b) being similar. By our 
redefinitions, there exist constants 2, and lb2 such that for O< u,<y and 
u 3 0, 
f,(x, u, u2)61,u-Eb2u’+“. 
Therefore, 
A 
A2 F,(x, 24, u*)+--u 2+.5 
2+& ’ 
and we have 
J,[u]>; llV~ll:2-~ l/4:2+&-/ u2+’ d.x. 
n 
409/M/2-2 
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The latter integral exists by the Sobolev inequality, and it can be bounded 
below by & I( u I( 2,2f &. Therefore, choosing 
Cl = &UV + El, c; = I-,/2, 
the statement of (a) follows. 
COROLLARY 2.3. (a) J,,,,[u] is bounded below uniformly for 0 6 u2 6 y 
and J2+, [ u] is bounded below uniformly for 0 d u, d 8. 
(b) There exists K > 0 such that wheneuer 0 d u2 < y, 0 < u, 6 B, we 
have 
IIull,~~3K~J,[ul>O and JzCul > 0. 
Proof (a) This follows from Lemma 2.2 and the fact that 
x2(cx”-c’)> -(c;/c,)~‘~c,, for all x>O. 
(b) If IIuII~I,I=(IIuI/~~+ I(VUII~~)“~>K, theneither IluII,~>K/fior 
II vu II L? 2 K/$. If K is so large that K2/4 - (c’,/c~)~’ c, 2 0, then applying 
Lemma 2.2(a), we see that II Vu /I Lo 3 K/$ implies J, [u] 2 0. If K is also 
large enough that cI( K/a)‘: - c’, 20, then we see as before that 
II u 11 Lo 2 K/&’ implies J, [u] 2 0. Similar remarks hold for J,. The proof is 
complete. 
LEMMA 2.4. Let 0~ u2 <y. Then, for u= 6 B 0 sufliciently small, 
J,,,,[u] < 0. A similar result holds .for J,,,, , where u d u, < b. 
Proof: For any constant function u, 
J,.,,[ul = - j, f’,(x, u, ~2) dx. 
Referring to Figs. 1 and 2 of (H4), (H5), we see that if 6 > 0 is sufficiently 
small, 
.f,(x, 6,ud = dM,(x, 6, u2) > 0 
for all x E 52. Therefore, 
F,(x, 4 ~2) = j-;.f,b, s, ~2) ds > 0, 
and the result follows. A similar proof works for J,,,,. 
By virtue of Corollary 2.3, we may make the following definition 
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DEFINITION 2.2. Fix 0 d u2 6 y and c1< u1 6 /I. Then we define 
i, = inf {Ji+,[u] 124 E H’,‘(C?)}, 
i2 = inf{J,,,,[u] I UE H1,2(SZ)}. 
We see from Lemma 2.4 that i, and i2 are both negative. In particular, 
the zero function is not a minimizer for either functional. We now prove 
the existence of a (necessarily nontrivial) minimizer. 
LEMMA 2.5. Let i, = J, [uO] jar some function a,, E IIZ’~~(Q). Then there 
exists 6 > 0 such that 
0 < 6 d uo(x) d 8, 
for almost every x E R. Similarly, if i, = J,[u,], then 
for almost every x E 4. 
Proof: By (H4) and the restriction 06 u2 < y, f,(x, U, u2) > 0 for all 
0 < u 6 6, for 6 > 0 suitably small. Therefore, -I;,(x, U, u2) is strictly 
decreasing in u, for each x and u2. 
Let a0 be a minimizer and suppose the set Q, = {xl u,Jx) <S} has 
positive measure. Define 
u(x) = max { u,(x), 6). 
By Lemma 7.6 of [6], u E H1,2(Q), and 
In addition, 
-j F,(x, u, u,)dx< - s F,(x, uo, ~2) dx Ql QI 
and 
-.I F,(x, a, u2) dx = - s F,b, uo, ~2) dx. Q\RI Q\Ql 
Therefore 
JI Cul <J, Cuol, 
contradicting the assumption that u. is a minimizer. 
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To see that uO(x) 6 j, a.e. x, we apply the same argument to U(X) = 
min {u,(x), /?I, using (H4). The statement for i, is proved similarly. 
THEOREM 2.6. Let 0 d u2 d y. Then i, is achieved by a positive function 
u,, E H’,‘(Q). In addition, if u2 E H1.‘(sZ), r > n, then ug E C2+ “(Q) ,for some 
0 < ;1< 1. The same result holds for i,, where a 6 u, 6 /I. 
Proof: Let { vk}~=, , where 0 < 6 6 vk d fl (see proof of Lemma 2.5) be 
such that lim,,, J, [vk] = i,. Since i, < 0, we know by Lemma 2.3 that 
/I vk IIH~.z < K for large k. Choosing a subsequence and relabelling if 
necessary, we can assume that {uk} converges weakly in H’,‘(Q) to some 
USE H’.2(Q). By Rellich’s lemma, (vk} has a subsequence which converges 
strongly in L’(Q). Again by relabelling, we may assume that u,Jx) -+ uO(x) 
almost everywhere in Sz. Thus F,(x, v,(x), u*(x)) -+ F,(x, u,(x), u2(x)) a.e., 
as k+ co. By the L” bound on {uk}, F,( x, vk(s), u2(x)) is bounded with 
respect o x E 52 and k. Therefore, by the dominated convergence theorem, 
i F,(x, vk, ~2) dx -+ i‘ F,(x, u,,, ~2) d,u. n R 
Now, it is well known [ 12, Sect. 5, Theorem 1 ] that since (vk} converges 
weakly to u. in H’,‘(Q), 
II u0 // H~.~ d lim inf II uk 11 Hi,?. 
k - 7 
From the preceding, we also have lim,,, I/ vk ljL2 = I/u0 II Lo, and so 
11 Vu, I/ Lo < lim inf,, I II Vu, /I [*z. We calculate from this 
6liminf s $IVv/,12d~~- lim I f-,(4 vk, 4 dx k-x k-+m’ Q 
= i,. 
Therefore u. is a minimizer for J,. The existence part of the proof is com- 
plete. The proof of regularity is deferred to the Appendix (Theorem A. 1). 
THEOREM 2.7. Under all the hypotheses of Theorem 2.6, let u. E C2(fi) be 
a minimizer for J,,Uz. Then u. is unique. Similarly, any C2 minimizer for J2,Ul 
is unique. 
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Proof Suppose uo, u. E C*(a) are two minimizers. 
Case 1. For all x E 0, assume Q(X) 3 uo(x) (the case u. < u. is similar). 
Then 
= s R (UOflb, uo, ~2) - uofik uo, ~2)) dx 
= 
! uouo(M,k uo> ~2) - M,k uo, ~2)) dx R 
d 0, 
by the hypothesis dM,/&, < 0 of (H2) and the positivity of u. and uo. The 
only way equality can hold is when u. = uo. This completes the first case. 
Case 2. Assume Q, = {xc SZI uo(x) > uo(x)} and Q\Q, both have 
positive measure. Define w E H’,‘(Q) as follows. If 
{~IV~oI*-~,(x, uo, ~2,) dx6 s w~o12-mx~ 00, u2) R, s QI 
then set 
1 dx, 
w(x) = 
i 
u,(x), XEQ,, 
uo(xh XEQ\Q,, 
so that w > u. in Q. Otherwise, set 
so that w ,< u. in 0. In either instance, we have J, [w] < ii, so that w is a 
minimizer for J,. By Theorem 2.6, w E C2(fi). Case 1 then implies that 
w = uo. Therefore, u. = uo, and the proof for J, is complete. The proof for 
J2 is similar. 
COROLLARY 2.8. Under the full hypotheses of Theorem 2.6, any mini- 
mizing sequence {uk} must converge to the minimizer u. strongly in H’*‘(Q). 
Proof: Suppose, on the contrary, that {uk,} is bounded away from u. in 
H’%*(Q). Since it is a minimizing sequence, the proof of Theorem 2.6 and 
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Theorem 2.7 imply that some subsequence of { uk,} converges to u0 weakly 
in H’,‘(Q), strongly in L’(Q), and almost everywhere. Consequently, 
(see [12, Sect. 5, Theorem 81). But I/ u0 II ,-z = lim,,, /I uk, // L2 implies that 
II VU, I/ Lo < lim inf,, x II Vu, II L2. Hence, 
J, [uO] < lim J, [u,,] = i, , 
, - ‘X 
contradicting the definition of i, . The proof is complete. 
3. EXISTENCE OF A STEADY STATE 
We begin this section by defining the spaces and the maps between them. 
Fix r, n<r< co, and let 
where a > 0 will be chosen in Proposition 3.1. Observe that 9, and 9JZ are 
closed, bounded convex subsets of H’-‘(Q). 
We define a map T, on 9, by 
T,(u) = uo, 
where u. is the minimizer of J,,, , and a map T2 on & by 
where u. is the minimizer of J,,,. By Theorem 2.6, the images of T, and T, 
are contained in C2 + ’ fi ( ), and therefore by Theorem 2.7 the maps are well 
defined. Furthermore, for any u E 9,) we have a 6 T,(u) 6 p, and for any 
u E gZ2, we have 0 < T,(u) < y. This follows from Lemmas 2.5 and 2.1. Note 
also that u E H’,‘(Q) implies u E C(Q). 
PROPOSITION 3.1. For a suitable choice of a > 0, T, : 9, -+ S2 and 
T2:L&+9,. 
Proof: All we have left to show is that, for suitable a, the images of T, 
and T, are contained in a ball of radius a in H’,‘(Q). Choose A4 > 0 so that 
for all (u,, 4 E Cm, 81 x CO, ~1, 
If,(X, UI> %)I <M and If*(X,~I~~*)/<~~ 
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For u E H’,‘(Q) such that a 6 u 6 /I, consider u = T,(U). By a result of 
Agmon, Douglis, and Nirenberg [2, Theorem 15.21 and the bound on the 
solution u. we have 
Similarly, for u E H’-‘(0) such that 0 < u 6 y, if u = T,(U), then 
Choosing a = C 1 .Q ]lir (M + y + j) completes the proof. 
PROPOSITION 3.2. T, and T, are continuous with respect to the HI-’ 
norm. 
ProoJ: We consider T,, the proof for T2 being analogous. Let { uk} be a 
sequence in $8, which converges in H’,’ to some u, E 9,. We show then 
that uk = T,(u,) converges to U, = T,(u,) in H’,‘. First, let us show that 
uk --f U, strongly in H’,2. We have 
~JbkChl + s * {F,( x, uk, uk)-F,(x, uk, &,} dx. 
By the boundedness of uk, u,, uk, u,, 
I IF,k urn, u,)--~(x, urn, uk)i dx R 
= IdF,l~u,(x,~, wk)i’lu,--kI dx 
which implies that J,,,,[u,] -+ Jr,“, [u,] as k + co. Similarly, 
I IF~(x,“krUk)-F,(X,~k,~,)ldx~CII/u,--k~lL~. R 
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But that makes {uk} a minimizing sequence for Jl,“,. By Corollary 2.8, 
{uk} converges to u, in H’,*(Q). That this implies {uk) converges to U, in 
H’,‘(Q) is a consequence of Theorem A.2 in the Appendix. This completes 
the proof. 
We now define T: 9J2 -+ g2 by 
T(u) = T, 0 T,(u). 
Observe that T is a continuous map from the closed, bounded convex set 
9Z c H’,‘(R) to itself, and that a fixed point ur of T, together with 
U? = T2( U, ), provides a solution to system (2.1), (2.2). 
LEMMA 3.3. T: g2 + .g2 is compact. 
Proof By the proof of Proposition 3.1, the image of T is bounded in 
H*,‘(Q), and hence is bounded in Ham”. By Theorem 6.2 of [l], H*,“(sZ) 
is compactly imbedded in H’,Y(Q) for all 1 <q < co; in particular, H2X”(s2) 
is compactly imbedded in H’,“(Q). This proves the statement of the lemma. 
Applying these results and the Schauder fixed-point theorem, we arrive 
at the main result. 
THEOREM 3.4. There exists a classical solution to system (2.1) (2.2) 
satisfying cI d u < p, 0 < v < y. 
4. EXAMPLES 
EXAMPLE 1. Consider 
f,(x, UI> u,)=u,(K-6u,-&U*)=UIM,, (4.la) 
fz(x7 Ml 9 u*) = u*( - L + (241 -r/u*) = U*M*, (4.lb) 
where the coefficients K, L >O are constants and 6, E, i, q are smooth, 
strictly positive functions on 0. In the special case where all the coefficients 
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K/E 
FIGURE 3 
are constant and L/c <K/6, Figs. 1 and 2 combine into Fig. 3. The curves 
rr and r2 (cf. Fig. 1) coincide with the line M, =O, and f, (cf. Fig. 2) coin- 
cides with the line M, =O. We choose tl such that L/c <a < j?. Then 
y = (K-&.)/E. The condition in (H.5) that M, < 0 whenever 0 < U, < /I and 
u2 > y simplifies to M#, y) < 0, from which it is not hard to show that 
S/E > c/q. This condition, which states that the line M, = 0 is less steep than 
M, = 0, is both necessary and sufficient for the region {(u,, uZ)( a 6 ur 6 /$ 
0~ u2 < y} to be an invariant rectangle for (2.1) in the sense of [ 10, 
p.p. 202ff]. We note that the point (6,) U2) in Fig. 3 is a possible solution 
obtained by the method of this paper. 
EXAMPLE 2. The first example can be generalized to allow 6, E, {, and q 
to depend on XE .C?. Referring to Figs. 1 and 2, put PI = K/max 6, 
p = K/min 6, c( > L/min [. We require that L/min i < K/max 6, and that 
y = T,(a)> max.,,Q (W-L/v) (see Fk.4). 
LlminC Klmaxb K/mind 
FIGURE 4 
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FIGURE 5 
EXAMPLE 3. Consider the following generalization of the model of Con- 
way [3]. Let 
fl(xt Ul> U,)=f‘(~~, u,)-d(x, UI? 4, 
.fA-% u1,u2)=g(.~,u*)+~(,~,uItu2), 
where f(x, 0) = g(x, 0) = 0. The function f(.x, u)/u is strictly decreasing as 
u 3 0 increases until it vanishes at some point u E (p, , fl) (see Fig. 5), where 
/II and fl are constants. Also, g(x, U) = -Lu + n(x, u), where n(x, U) ,< 0, 
and n(x, u)= O(u’) as u-,0. We assume (predator-prey case) that 
@lJu, > 0, wiau, > 0, that 4(x, 0, u2) =4(x, uI, 0) = Ii/(x, 0, u2) = 
rj(x, u,, 0) = 0, and that there exist positive constants C,, Cz, cl, c2 such 
that 
FIGURE 6 
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FIGURE 7 
for all x E .C? Under these assumptions, one can construct f,, r,, r3 with 
L/c, < ci < fl, . We omit the details. We also assume ~?f/jau, < 0 and 
;?f,/au, < 0 to satisfy (H2) and (H3) of Section 2. 
EXAMPLE 4. Often, the phase diagrams for the constant coefficient 
predator-prey equations appear as in Fig. 6 (see [ 10, p. 2181). In this case, 
M, = -L + [u, - vu* and M, is quadratic in u, , say 
We assume (see Fig. 6) that the point of intersection of the line ui = L/c 
with the curve M, = 0 has u,-coordinate y such that M&I, y) < 0, so that 
[L/c, 81 x [0, r] is an invariant rectangle. 
We now suppose that it is possible to modify M, for u, <L/c so that the 
new function ff, together with Mz satisfy the hypotheses of Section 2 (see 
Fig. 7). Then we obtain solutions (u,, uz), where L/c < uI 6 /I, 0 < u2 6 y. 
The fact that fi, = M, when ui > L/c means that (u,, Z.Q) satisfies the 
original equation. In the case of variable coefficients, we require that the 
point of intersection of the line u, = L/min [ with the curves M, = 0 with 
minimal u,-coordinate y satisfy M,(x, /J, y) < 0 for all x E Q. 
APPENDIX 
We complete the proof of Theorem 2.6 and Proposition 3.2 here. 
THEOREM A.l. Let 0 < u2 d y be fixed and let u1 E H’,*(Q) be a bounded 
weak solution of (2.la), (2.2a). Then u, E H2*p for all p < co and hence 
u, E C’+(o) for all 0 <p < 1. Moreover, if u2 E H’*‘(Q) for some r > n, then 
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u, E H3,‘(f2), in which case u, E C*+(~) for some 0 < p < I. The same con- 
clusions hold ,for solutions of (2.1 b), (2.2b), where c1 d u, $ p. 
ProoJ: We use Lemma 19.3 of [S], which says that for any p > 1, A > 0, 
the operator d - 3., with domain D the closure in H2,“(sZ) of 
JUE C’(fz)\ au/&z =0 on X?), satisfies Range(d -n) = LP(Q), and there is 
the attendant elliptic estimate 
For a fixed il > 0, consider the problem 
(A-jb)u= -.fi(x,u,,u2)-Au, in 52, 
au/an=0 on asz. (A.1) 
The right-hand side of (A.1 ) is essentially bounded, and hence belongs to 
LP( Q) for all 1 < p 6 co. Fixing 2 < p < cc, we find a weak solution of (A. 1 ), 
M’ E H**“(Q) c H’,2(Q). Since problem (A.1) is coercive in H’,*(Q) (see [ 11, 
Sect 37.la]) and 1.4, is already known to be a weak solution, we have U, = w 
and hence U, E H2.p(Q), for all p < c;o. To see that u1 E C’.#, simply choose p 
so large that 1 -n/p 3~ and use the embedding I!@(Q) c C’+(G) 
(Theorem 5.4 of [ 1 ] ). 
Now assume u:, E H’,‘(Q) for some r >n. From the chain rule and the 
boundedness of U, , u2 and the fact that U, E H’,‘(O), we see that the right- 
hand side of 
Au, = -fib, u,(x), u2b)) 
belongs to H’,r(Q). Therefore, U, E H3x’(Q) c C2,“(Q), where p < 1 -n/r [ 1, 
Theorem 5.41. The proof is complete. 
THEOREM A.2. Let 2 d r < 00 and suppose u,, v, E C’(Q) satisfy 
Au, = -.f,(x, u,(x), u,(x)), 
Au, = -f,k u,(x), I,), 
where u2, v2 E H’,‘(Q). Then, for all 8 > 0, there exists 6 > 0 such that 
whenever II u, - v, /( H~.2, 11 u2 - u2 11 H~.r < 6 we haoe II u, - ul I/ w < E. 
Proof. We reproduce the standard bootstrap argument here for com- 
pleteness. By the elliptic estimate in the preceding proof, we have 
)( u, - v, I/ +Z d 1,6, where the constant I,, because of the boundedness of all 
the functions involved, is independent of u, , u2, u,, v2. By the Sobolev 
inequality, we find that 
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where l/q, = l/2- l/n and lz is independent of ur, u2, ur, u2. If q1 3r, the 
proof is complete. Otherwise, we apply the elliptic estimate again and get 
/I U, - U, (IHZ.Y, 6 I,& where once again the constant I, is independent of all 
the functions involved. If q, 2 n, then by Theorem 5.4 of [ 11, the proof is 
complete. Otherwise, we apply the Sobolev inequality again and get 
where l/q, = l/q, - ljrz = l/2 - 2/ n, and 1, is a universal constant. If q2 2 r 
the proof is complete. Otherwise, we use the elliptic estimate. The process 
repeats with l/q,+, = l/q, - I/n = l/2 -j/n. Let m be the first integer such 
that 0 < l/q, < l/n, that is, qm >, n. A final application of the Sobolev 
inequality gives 
11 u, - u, /I H1,r < c I/ u, - 0, I/ H2.‘l, 6 const. 6, 
where the constant is independent of all the functions involved. The proof 
of the theorem is complete. 
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