In this paper we investigate the use of wearable accelerometers and wireless home sensors for the detection of early morning daily activities to assist people with cognitive impairments. In particular we focus on the detection of brushing, washing face and shaving activities by using a wireless accelerometer sensor attached to the right wrist of the subjects to collect the hand movement data. We extracted time and frequency domain features of the accelerometer data for activity recognition. In order to compare the efficiency of different frequency domain features, we used fast Fourier transform and autoregressive modeling. The extracted time and frequency domain features are input to an ensemble of Gaussian mixture models (GMM) which represent individual activities we focus on. Finally, they are post processed by a finite state machine for classification. We show promising experimental results from 7 subjects while completing washing face, shaving and brushing activities. The proposed system achieved 93.5%, 92.5% and 95.6% classification accuracy in the recognition of these three tasks respectively.
INTRODUCTION
There is a growing need to deliver healthcare services in home setting due to the growing portion of elderly and cognitively disabled people. Traumatic Brain Injury (TBI) is one of the leading injuries in the United States (US) which usually causes loss of higher cognitive functions [1] . Therefore, TBI patients have difficulties with attention/concentration, planning, memory, execution and completion of activities.
Initial treatment is given at hospitals but in the late recovery stage patients are moved to their home. Wellness monitoring of the patients becomes very important at this point. Unfortunately, with the shortage of care givers and rise in the number of TBI cases, it is becoming increasingly difficult to provide the required level assistance. Therefore development of new technologies in assisting TBI patients in their activities of daily living (ADL) is crucial.
To assist TBI patients in their ADL, several reminder/ scheduleroriented systems have been developed. These systems aim to provide simple instructions to help TBI patient to memorize, initiate and complete a specific task. In general these systems are based on hand-held devices that deliver messages to the patient in an "openloop manner" [2] . The monitoring of an execution of a delivered message or reminder can only be obtained by user feedback based on continuous interaction with the hand-held computer. And also such a system requires that the hand-held PC always be carried by the individual which can be cumbersome. Therefore, a flexible and accurate reminder/scheduler system is highly dependent upon the automatic detection of the person's activities without any intrusion. This information can be obtained from wearable wireless sensors. For this purpose, to collect and classify ADL data, we recently developed an in-home data acquisition system which integrates two wireless sensors systems [3, 4] . The first sensor system is a collection of fixed wireless home sensors. The second system relies on wearable sensors that provide data to complement the data collected by the first system.
The main purpose of this paper is to focus on the problem of detecting early morning bathroom activities such as washing face, brushing teeth and shaving to provide evidence to an intelligent reminder/planner algorithm by using the in-home sensor data. We evaluate the efficiency of the extracted time and frequency domain features in classification. In particular we compare the autoregressive model parameters and frequency band features of accelerometer data in combination with time domain features for activity recognition. The system uses Gaussian Mixture Models (GMM) and a finite state machine-based decision module to classify the extracted features.
WIRELESS SENSOR NETWORKS FOR ACTIVITY MONITORING
The proposed system uses a combination of fixed and wearable wireless sensors [3] . The fixed sensors are used to locate the subject at home, activate the proper wearable sensors and track daily activities at a coarse level. Finally, the data collected from both sensor networks is processed by intelligent algorithms and directed to a reminder/planner system to give dynamic feedback to the user if and when it is needed [4] . The reader is referred to [3, 4] for detailed description of wireless data acquisition system.
Data collection
In this paper, we focus in particular on the classification of 3 ADLs. These are washing face, brushing teeth and shaving face. It is difficult to record data from TBI patients but it is known that physical abilities are normal for TBI patients. Thus, for initial analysis, data was recorded from 7 healthy subjects with the system described above in which a single mote kit is attached to the wrist to record hand movements [4] . Since users did not want their audio and video data to be recorded during the experiment, we conducted a single trial based recording paradigm. In their own home environment, subjects freely executed one of the three activities and the data was labeled manually after each recording. In addition to the 3 distinct tasks, the subjects are also asked to record data related to activities that have no specific purpose or do not correspond to the 3 tasks listed above and are categorized under Other-Activity (OAct). Although we attempted to record a single task, many brush and shave recordings included a short duration of washing tasks before or after the brushing or shaving tasks. Therefore, in our final decision evaluation, we ignored the washing outputs when they are observed just before and after the brush and shave activities.
Feature extraction
There are several ways for generating activity state models and ADL classification methods. In this study we use a combination of GMM and a finite state machine based decision module (DM) as shown in Fig.1 . In the lower level we use GMM to model the activities such as brushing teeth, washing face and shaving. As an input, we extract time domain (TD) and frequency domain (FD) features from the 2-axis accelerometer data. The TD features are extracted from raw data and we believe that it reflects the hand position in detail. The TD features, consist of the mean, root mean square and the number of zero crossing features of 64 time sample windows. The FD features are extracted from the AC component. After applying a first order high pass Butterworth filter, we calculate the FD features on the AC component of the acceleration signal. The Fourier transform of the accelerometer data is calculated from the same 64 sample windows that are used to extract the TD features for each axis. The windows are shifted with 50% overlap across the signal. In each segment, we calculate the energy in five dyadic frequency bands. As an alternative to Fourier Transform we use the autoregressive model parameters of the accelerometer signal to describe the dynamic spectrum of the AC component. We use an AR model order of six for each accelerometer channel. The FD features are then combined with TD features related to the same time segment. This resulting feature vector has a dimension D=16 for BP and TD combination and a dimension of D=18 for AR and TD feature combination in each segment. These combined feature sets are input to the GMM bank and decision module for final classification.
Post processing and final decision
The posterior probabilities of GMM outputs a class label for each time point which corresponds to the continuous classification of streaming data. Since subjects freely recorded the data, we noticed that the arm movements during each task contain many subsegments where the activity is not locally related to the task being executed. In addition, as we emphasized before, a single task executed involves many segments that involve the 3 activities we focus on. For example, a shaving task may start with face washing, then applying cream to the face, shaving with the razor and at the end again washing the face. Therefore the GMM outputs give many local outputs that cause a high false positive recognition rate. In our previous work we have utilized a fixed window majority voter procedure to remove local errors [4] . The MV used 16 points (≅10s) windows to decide whether the observation sequence is related to any of the tasks of interest. Although several time points were used for voting, we noticed that the classifier performed poorly during the state transitions. We also noticed that the execution durations of the three tasks that we are studying are quite different. Thus, a fixed window size does not provide flexibility. We used this information to modify the decision module to improve the classification accuracy.
In this particular study, we used a decision module that acts as a finite state machine (FSM). The classification algorithm works as follows. Instead of calculating the posterior probabilities for each feature vector on the GMM outputs, we first evaluate the output probabilities over an 8 point time window with a naive Bayesian classifier to smooth the GMM outputs. Similarly, we compute 
We calculate the posterior probabilities of each naïve Bayesian classifier and then convert them to discrete symbols V prior to entering the DM. We remove observations which have low posterior probability at the input stage of the DM, that is we use
where N k post is the naïve Bayesian classifier posterior probability of Brush=1, Wash=2, Shave=3 and OAct=4 nodes, Pr L is the prior probability of each task and V is the input label to the DM. Equation (4) filters out the outputs with low probabilities that occur at the beginning and end of each task, since these correspond to execution steps where uncertainty is high. This stage also converts the continuous input sequence in discrete labels such as {B=1, W=2, S=3, OA=4 and No Surviving Activity-NoAct=0}. These discrete inputs from wash, brush, shave and OA nodes are evaluated in the decision module as indicated in Fig.1 (b) . The decision module essentially tracks the states by counting the labels in the input sequence and deciding whether the resulting sequence is related to one of the 4 tasks that we study. If not, it provides a NoActivity (NoAct) output. The DM provides a state tracking capability and flexibility with the task specific selection of the processing window size. Since we do not know where the real activity starts and ends, the DM provides great flexibility to account for the temporal variability in the data. In a similar study, a Hidden Markov model (HMM) based approach has been used for activity modeling [5] .
The authors have used a fixed size time window HMM and shifted along the signal to get classification outputs. In our study the DM works without any window size limitation on the observed sequence. The windows sizes for a particular activity can be adjusted to its nature.
RESULTS
In order to evaluate the efficacy of the extracted TD, FD features and their combination in classification, we conducted "leave one subject out" (LOSO) experiments. In particular, with 7 subjects, we used the data from one of the subjects for testing and the remaining subjects' data for training the system. This procedure is repeated for all 7 subjects to obtain classification performance and was averaged to obtain overall classification accuracy. The classification results obtained with the LOSO method provides information about the subject generalization capability of the proposed system. The Table. 1 provides classification results for TD features, FD features, and their combination.
The combination of TD and BP features yields better classification performance than using TD and AR. In addition when only TD features are used the classification accuracy is quite poor. This suggests that the acceleration and the arm's tilt data carry significant information for activity recognition. The confusion matrix related to the TD+BP approach is given in Table 2 . Note that mostly the wash and shave activities are recognized as brushing activity due to the similarities in hand movements. This overlap is caused by circular hand movements while applying shaving cream and putting soap on the face. Further research is needed to distinguish between these atomic activities embedded in each main task.
CONCLUSION
In this paper we showed experimental results from 7 subjects engaged in washing face, shaving and brushing activities. We observed that the combination of the TD features with frequency domain features provides large improvements in activity classification. In particular we report that the sub band energy features provides higher recognition accuracies than AR model based approach. The results obtained are promising. The integration of the activity detection algorithms with the reminder and planner modules may allow TBI patients to freely continue their individual life in the future.
