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Modeling Non-Reversible Molecular Internal Conversion Using the Time-dependent
Variational Approach with sD2 Ansatz
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2Faculty of Mathematics and Physics, Charles University, Ke Karlovu 5, 121 16 Prague, Czech Republic
Effects of non-linear coupling between the system and the bath vibrational modes on the system
internal conversion dynamics are investigated using the Dirac-Frenkel variational approach with the
defined sD2 ansatz. It explicitly accounts for the entangled system electron-vibrational wavepacket
states, while the bath quantum harmonic oscillator (QHO) states are expanded in a superposition of
coherent states (CS). Using a non-adiabatically coupled three-level model, we show that quadratic
system-bath coupling induces non-reversible internal conversion when the bath QHO wavepacket
representation is highly non-Gaussian. The quadratic coupling results in a broadened and asym-
metrically squeezed bath QHO wavepackets in the coordinate-momentum phase space. Additionally,
we found that computational effort can be reduced using degenerate CSs to represent the initial bath
wavepackets.
I. INTRODUCTION
Function of many biological molecular systems is
tightly connected to the process of energy relaxation in
their electronic or vibrational (or both) manifolds. The
problem of unraveling photo-excitation energy relaxation
pathways is relevant on a wide range of molecular spa-
tial scales: from the smallest molecular aggregates, con-
sisting of just a couple of molecules [1–4], to photosyn-
thetic complexes involving tens or hundreds of pigments
[5–7]. Generally, due to a high number of degrees of
freedom (DOF) involved, brute-force numerical simula-
tions of even the smallest systems are challenging. The
standard approach to overcome this challenge is to ap-
ply the reduced (density operator) description within the
theory of open quantum systems [8–10]. In this descrip-
tion the most relevant electronic and vibrational DOFs
of the problem constitute the observable system, while
all the rest of DOFs are treated as a part of the fluctuat-
ing thermal reservoir, the bath. When such a distinction
is associated with a small parameter characterizing the
interaction strength between the system and the bath,
relatively simple perturbative approaches are sufficient to
describe energy relaxation phenomena. In a more general
case, division into the system and its bath is only formal,
as electronic states may be strongly coupled to both the
vibrational states of the system and those of the bath. As
a result, excitation energy exchange mechanisms between
different states have to be modeled non-perturbatively.
Dynamics of open quantum systems can be obtained
by a broad range techniques. In recent years, formally
exact, but relatively expensive, approach of the Hier-
archical equations of motion [11–14] has gained popu-
larity. Among the perturbative methods, various forms
of the Redfield theory [15, 16] of the weak system-bath
coupling, and the Förster type of methods [17–20] for
the weak resonance coupling limit, still play an essential
role in understanding biologically relevant energy trans-
fer and relaxation processes. Among the phenomenologi-
cal approaches, the Lindblad equations [10, 21] with their
convenient formal properties provide basis for cheap and
reliable modelling. All the above mentioned techniques
are based on the density operator description, however,
for the same purposes one can also directly treat the
wavefunction itself, i.e., to expand electronic and vibra-
tional states of the model in a chosen electron-vibrational
state basis. One family of formally exact wavefunction
approaches are based on the multi-configuration time-
dependent Hartree method (MCTDH) [22, 23] and in-
clude its multi-layer [24, 25], Gaussian-based [26, 27]
extensions. Additionally, methods of coupled coherent
states [28, 29], its generalization to non-adiabatic dy-
namics – multiconfigurational Ehrenfest [30, 31], varia-
tional multiconfigurational Gaussians [32, 33], iterative
real-time path integral [34, 35] are also available.
Wavefunction technique utilizing the time-dependent
Dirac-Frenkel variational principle with a trial wavefunc-
tion (ansatz ) based on the Davydov D2 ansatz for the
molecular chain soliton theory [36, 37] is also being de-
veloped. It models dynamics of both the system and the
bath vibrational DOFs approximatelly by representing
vibrational states using coherent states (CSs). Accuracy
of the technique have been shown to improve by consid-
ering more general variants of the Davydov D2 ansatz,
i.e., D1 ansatz [38] or by using intermediatelly complex
D1.5 ansatz [39]. Still, the greatest improvement came by
considering a trial wavefunction made of a linear super-
position of Davydov D2 ansatz (multi-D2) and its more
complex multi-D1 variant [40–42]. Simulations of exciton
and polaron dynamics and non-linear optical spectra of
molecular aggregates [43, 44], light harvesting complexes
[45], also, dynamics of a simplified pyrazene excitation
relaxation through conical intersection [46], have proven
the technique to be a potent and flexible tool for simu-
lating open quantum system excitation energy relaxation
dynamics and both the linear and non-linear spectra.
In the present work, we extend this approach by con-
sidering non-linear system-bath coupling terms to al-
2low for vibrational energy exchange between the sys-
tem and the bath vibrational DOFs within the normal
mode description, using the modified multi-D2 ansatz
within Born-Oppenheimer approximation (BOA). Entan-
gled system electron-vibrational states were included for-
mally exactly using coordinate representation, while the
bath vibrational states were represented by a superpo-
sition of coherent states. We show that non-reversible
internal conversion requires highly non-Gaussian bath
wavepacket representation, for the system vibrational
mode energy dissipation to bath to occur, and that non-
linear system-bath coupling results in a broadened and
asymmetrically squeezed bath QHO wavepackets along
its coordinate and momentum axes.
The rest of the paper is structured as follows: In Sec-
tion (II) we specify a general interacting system-bath
model and give a brief overview of the Dirac-Frenkel
variational principle, while the derivation of model equa-
tions of motion are presented in Supplementary Informa-
tion. In Section (III) we present dynamics of a simulated
excitation relaxation between non-adiabatically coupled
three-level model with anharmonic potential energy sur-
faces (PES) and non-linear vibrational-bath coupling.
We also investigate effects of the initially degenerate CSs
representation on the dynamics convergence and discuss
the relevance of our approach. Conclusions are provided
in Section (IV).
II. THEORY
We consider a simple quantum system consisting of
electronic and vibrational DOFs. Electronic states and
specific internal vibrational DOFs constitute the observ-
able system (a molecule). This system is coupled to a
fluctuating bath, composed of a large number of external
vibrational DOFs of molecule environment, e.g., vibra-
tions of polymeric matrix, proteins, solvent molecules,
etc. Here, and throughout the paper, for the internal
and external vibrational manifold we will use dimension-
less coordinates x, χ and momenta p, ρ, respectivelly,
and also set the reduced Planck constant equal to one
(~ = 1).
The Hamiltonian operator Hˆ of the described quantum
system can be written as a sum of the system operator
HˆS, the bath operator HˆB, electronic-bath interaction
operator HˆE-B and internal vibrational-bath interaction
operator HˆV-B
Hˆ = HˆS + HˆB + HˆE-B + HˆV-B . (1)
The system consists of N electronic states
|n〉 (n = 0, 1, . . . , N), with εn representing the ground-
excited state transition (|0〉 → |n〉) energies. Each
electronic state |n〉 is attached to Q internal vibrational
modes. Vibrational modes q = 1, 2, . . . , Q are character-
ized by the generalized Q-dimensional PES V (x), where
x = (x1, x2, . . . , xQ) is a Q-dimensional space point.
PESs attached to different electronic states may differ,
thus, the surface associated with the state |n〉 will be
labeled as a diagonal term Vnn (x).
To represent quantum states of a vibrational mode q,
we use the coordinate representation for which the action
of coordinate operator xˆq on coordinate state |xq〉 has
the eigenvalue xq: xˆq|xq〉 = xq|xq〉. For each mode q we
consider coordinate states with eigenvalues from the in-
terval xq ∈
[
xminq , x
max
q
]
with equidistant spacing δxq be-
tween the states. States |xq〉 form a Q-dimensional space
states |x〉 ≡ |x1〉|x2〉 . . . |xQ〉 with orthonormality condi-
tion 〈xq|xq′ 〉 = δq,q′δ
(
xq − xq′
)
, where δa,b and δ (c) are
Kronecker and Dirac delta functions, respectively. We
will refer to the generalized system electronic-vibrational
states
|n,x〉 ≡ |n〉|x1〉|x2〉 . . . |xQ〉 , (2)
as vibronic states.
It is well established that the PESs Vnn (x) of different
molecular electronic states can get close to each other
in their energies (the avoided crossing region) or even
cross each other (the conical intersection) [47], allowing
for non-radiative excitation relaxation between different
electronic states. Such a transition is called the internal
conversion. During the internal conversion, the molecule
traverses to the lower energy electronic state |n〉 → |m <
n〉 with the excess energy εn − εm > 0 being converted
into the molecular vibrational energy (reverse transition
is also possible). Such a process is facilitated by the non-
adiabatic interaction between PESs of electronic state |n〉
and |m〉, i. e., by Q-dimensional off-diagonal PES term
Vnm (x) = Vmn (x).
The complete Hamiltonian of the system therefore is
defined as
HˆS =
∑
n
εn|n〉〈n|+
∑
q
ωq
2
pˆ2q +
∑
n,m
Vˆnm (x) |n〉〈m| ,
(3)
where pˆq = −i ∂∂xq is the system-related momentum op-
erator. The Hamiltonian operator of the bath is simply
that of QHOs
HˆB =
∑
p
wp
2
(
ρˆ2p + χˆ
2
p
)
. (4)
We assume that before an external excitation, the sys-
tem is in its electronic ground state |0〉 and both the
system and bath vibrational DOFs are in a state of ther-
modynamic equilibrium. All system-bath coupling terms
will be defined with respect to this pre-excitation equi-
librium state, therefore, system in its ground state is sta-
tionary (i.e. it is effectively not influenced by the bath
DOFs in any way).
System-bath interactions will be modelled via two
mechanisms. First, the excited electronic states ener-
gies are to be modulated by the bath fluctuations. This
will be modeled using the shifted PES model [18], i.e.,
3surfaces Vnn (x) are shifted along the bath oscillator re-
action coordinates χp by snp, relative to the minimum of
the V00 (x). For convenience, we choose displacements to
be directed in the positive χp axis. In the regime of linear
electronic-bath interaction, the coupling is described by
the Hamiltonian operator
HˆE-B =
∑
n,p
wp
(
1
2
s2np − snpχˆp
)
|n〉〈n| , (5)
where the first term represents a shift of the electronic
state |n〉 excitation energy, while the second term in-
duces dynamical electronic state |n〉 energy modulation
via fluctuating bath coordinate χp. This additional exci-
tation energy shift of |n〉 state is usually termed the bath
reorganization energy Λbathn , and it is often merged with
the εn. We keep them separate in this work.
Second, to allow vibrational energy relaxation in the
system (vibrational energy exchange between the system
and the bath), we include interaction terms between vi-
brational system coordinates and the bath modes up to
a second order. Then the corresponding vibrational-bath
interaction Hamiltonian reads as
HˆV-B =
∑
n,q,p
(
k(1,1)nqp xˆqχˆp + k
(1,2)
nqp xˆqχˆ
2
p + k
(2,1)
nqp xˆ
2
qχˆp
)
|n〉〈n| ,
(6)
where matrices k
(1,1)
nqp , k
(1,2)
nqp , k
(2,1)
nqp define interaction
strengths between vibrational mode q and p when sys-
tem is in electronic state |n〉 for different order coupling
terms, indicated by the supercript.
Statistical properties of the bath can be defined for
a single specific system-bath coupling term. For exam-
ple, according to Eq. (5), the excited electronic state |n〉
energy modulation by the bath fluctuations can be char-
acterized by the spectral density function C′′n (w) [8–10],
which can be defined in terms of Vnn (x) displacements
snp as
C′′n (v) =
pi
2
∑
p
s2npw
2
p (δ (v − wp)− δ (v + wp)) . (7)
Here v is the parameter of the spectral density function
−∞ < v < ∞, while wp > 0. Notice, that this form
leads to C′′n (v) = −C′′n (−v). The corresponding bath
reorganization energy is then given by
Λbathn =
∫ ∞
0
dv
pi
C′′n (v)
v
≡ 1
2
∑
p
s2npwp. (8)
The constant pi comes from normalization of the Fourier
transform. Combining Eq. (7) and (8), the bath oscilla-
tor displacement absolute values |snp| can be expressed
as
|snp| = 1
wp
√
2C′′n (wp) dv
pi
, (9)
where dv is the discretization step size.
To define other system-bath coupling matrices, we fur-
ther assume for simplicity that both electronic and vi-
brational DOFs of the system interact with the same
DOFs of the bath (the same external vibrational modes),
the interaction strength matrix k
(β)
nqp elements, with β =
{1, 1} , {1, 2} , {2, 1}, will then be expressed in terms of
displacements snp (see Ref. [48])
k(β)nqp = γ
(β)wp |snp|√
2
, (10)
for all q, where γ(β) is a dimensionless vibrational-bath
interaction strength scaling factor. This implies that all
intramolecular vibrational modes will have the same ca-
pacity for relaxation.
Equations of the model dynamics are obtained by
applying the time-dependent Dirac-Frenkel variational
method [49]. The main idea behind Dirac-Frenkel varia-
tional method is that a parametrized trial wavefunction
|Ψ(ξ (t))〉 is varied so that the model Lagrangian L (t)
is maintained at maxima (or minima). For this purpose,
the time evolution of every free parameter ξi (t) is de-
duced using the Euler-Lagrange equation
d
dt
(
∂L (t)
∂ξ˙i
⋆
(t)
)
− ∂L (t)
∂ξ⋆i (t)
= 0 , (11)
where ξ˙i is the time derivative of ξi and Lagrangian L (t)
of the model is given by
L (t) = i
2
(
〈Ψ(ξ (t)) |Ψ˙ (ξ (t))〉 − 〈Ψ˙ (ξ (t)) |Ψ(ξ (t))〉
)
− 〈Ψ(ξ (t)) |Hˆ|Ψ(ξ (t))〉 . (12)
The procedure results in a system of time-dependent
equations for parameters ξ (t), which minimize the devi-
ation of |Ψ(ξ (t))〉 from the solution of the corresponding
Schrödinger equation.
For this work, we define a Davydov D2 ansatz super-
position (sD2) wavefunction
|ΨsD2 (t)〉 =
N∑
n
∫
x
max
x
min
dxΦn (x, t) |n,x〉
×
M∑
α
θα (t)
P∏
p
|λαp (t)〉 . (13)
The first product term of sD2 defines all possible vi-
bronic states of the system with complex amplitudes
Φn (x, t). The sum over index n represents a superpo-
sition of electronic states, while Q-dimensional integral
represents coordinate basis states of internal vibrational
modes. Representation of the internal vibronic states
spans the whole space of the system states, and it can
be used to calculate dynamics of the system to an arbi-
trary precision. The second product term defines pos-
sible states of the bath QHO modes. Each mode p of
the bath is represented by a superposition of M coherent
4states |λαp (t)〉 (α = 1, 2, . . . ,M) with CS displacements
λαp (t), while each superposition term α is parameter-
ized by a complex amplitude θα (t). In general, a sin-
gle CS is an eigenstate of QHO annihilation operator
aˆ|λ (t)〉 = λ (t) |λ (t)〉, whose displacement λ (t) uniquely
defines properties of the oscillator wavepacket [50]. In-
terpretation of CS displacement is especially straightfor-
ward in the coordinate and momentum (χ, ρ) phase space
with respective operator expectation values being equal
to
χ (t) =
√
2Reλ (t) , (14)
ρ (t) =
√
2Imλ (t) . (15)
Per definition, the single CS wavepacket always remains
Gaussian and is centered in (χ (t) , ρ (t)) phase space
point at time t, thus, it follows trajectory defined solely
by the λ (t). By considering superposition of CSs, we al-
low for the wavepacket of each mode p to be composed
of M interfering Gaussian wavepackets. As such, the su-
perposition can represent non-Gaussian wavefunctions of
the excited QHO states. For the superposition length
of M = 1, representation of the bath vibrational mode
states by the sD2 wavefunction is reduced to the stan-
dard D2 ansatz - single CS wavepacket representation.
The sD2 parameter M allows to incrementally increase
accuracy of the bath modeling. Alternatively, combin-
ing amplitudes of the system and the bath into a single
amplitude, Φn (x, t) × θα (t) → Υnα (x, t) would remove
BOA, giving the most general and, presumably, the most
accurate ansatz at a cost of significantly increased com-
putational effort [40–42].
With the superposition given by sD2 wave-
function (13), normalization of the wavefunction
〈ΨsD2 (t) |ΨsD2 (t)〉 = 1 imposes∑
n
∫
dxΦ⋆n (x, t)Φn (x, t) = 1 , (16)∑
α,β
θ⋆α (t) θβ (t)Sαβ (t) = 1 , (17)
conditions, where Sαβ (t) =
∏
k〈λαk (t) |λβk (t)〉 is an
overlap of α and β CS product superposition terms.
Applying the Dirac-Frenkel variational method to sD2
wavefunction (13) with the Hamiltonian operator (1), we
derived model equations of motion in a form of a sys-
tem of implicit differential equations, see Supplementary
Information for the details.
III. RESULTS AND DISCUSSION
In this section, the approach described above is used
to investigate excitation energy relaxation dynamics be-
tween two excited electronic states |1〉, |2〉 attached to
PES in an avoided crossing configuration. The electronic
ground state |0〉 is included solely to account for the sys-
tem before an external excitation. The electronic states
are attached to a single internal vibrational mode Q = 1
(therefore, we drop index q) with Morse PES V11 (x) for
|1〉 and harmonic PESs V00 (x) and V22 (x) for |0〉 and |2〉
states, respecitvely
V00 (x) =
ω
2
x2 , (18)
V11 (x) = D0
(
1− e−
(x−d1)√
2D0
)2
, (19)
V22 (x) =
ω
2
(x− d2)2 , (20)
with dissociation energy D0 and frequency ω. The PES
equilibrium points are displaced by d1 = −1.35 and
d2 = 1.35. Excited state PESs are coupled by a linear
non-adiabatic coupling V12 (x) =
ω
10x, often refered to as
a vibronic coupling. Throughout the paper we will use
dimensionless energy units by normalizing energies to ω.
In this scale, we set electronic state energies to ε1 = 0,
ε2 = 5, PES V00 (x) and V22 (x) frequencies to ω = 1, and
dissociation energy to D0 = 40. In the limit of D0 →∞,
V11 (x) approaches harmonic PES shape with frequency
ω = 1. The coordinate x space was discretized in the
interval from xmin = −10 to xmax = 12 with equidistant
step size of δx = 0.25. The selected width of x space
is large enough to include all non-negligible electron-
vibrational wavepacket amplitudes during its time evo-
lution.
We base these parameters on the typical energy scales
found in organic compounds present in Nature. Setting
internal mode frequency to an approximate frequency of
carbon C=C bond vibration ω = 1500 cm−1, then the
|2〉 → |1〉 internal conversion transition energy gap is
∆ε21 = ε2 − ε1 = 5ω, which corresponds to an optical
gap. Internal conversion energy gap varies widely be-
tween molecular pigments, e. g., chlorophyll-A Qx-Qy
energy gap is ≈ 1.3ω [51], while S2-S1 energy gap in
carotenoids range from ≈ 1ω to ≈ 5ω depending on the
carotenoid length [52]. Rest of the model parameters are
kept quite arbitrary, since concrete parametrization of
both the chlorophyll and the carotenoid PESs are lacking.
Note that the ground electronic state does not couple to
excited state manifold via vibronic coupling and, thus,
will be left out of the analysis. The resulting avoided
crossing PES configuration is shown in Fig. (1).
Statistical properties of the bath fluctuations are rep-
resented by the Ohmic spectral density function
C′′n (w) =
ws
ws−1c
exp (−w/wc) , (21)
with parameter s = 3, cutoff frequency wc = 0.1 and
the bath reorganization energy Λbathn = 0.2 for each
n. The frequency range of the bath vibrational modes
w ∈ [0.05, 2] was uniformly covered by 40 modes with
discretization step size of dw = 0.05. This setup is suf-
ficiently dense to produce the convergent dynamics and
the interval of frequencies is wide enough to cover all
relevant resonances of the system-bath interactions.
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Figure 1. Avoided crossing configuration of the first and sec-
ond excited electronic states |1〉, |2〉 attached to Morse V11 (x)
and harmonic V22 (x) potential energy surfaces, respectively.
Ground state potential surface is not shown, while it is cen-
tered at zero. Circle and square markers indicate considered
coordinate states |x〉 of the intramolecular vibrations. Opti-
cal excitation from the ground state |0〉 to electronic state |2〉
results in Gaussian vibrational wavepacket centered at x = 0
on V22 (x) with variance σ2x = 1.
The system and the bath interact via electronic-bath
coupling (Eq. 5) and one single vibrational-bath coupling
term k
(1,2)
nqp xˆqχˆ
2
p (see Eq. 6). I .e., for simplicity we set
scaling factors to γ(1,2) = 1 and γ(1,1) = γ(2,1) = 0.
Condition γ(1,1) = 0 guarantees that the bath vibrational
modes are retained as the normal modes, while γ(2,1) = 0
implies that the double vibrational quanta absorption by
the system is not included.
Initial condition of the system and the bath are taken
to correspond to the lowest energy states. Assuming that
either transition |0〉 → |1〉 is optically forbidden or is
off-resonant, the optical excitation by an external field
is modeled using the Franck-Condon ground |0〉 to ex-
cited |2〉 state electronic transition. This corresponds
to the projection of the system ground state wavepacket
into the 2-nd excited state potential surface, setting
Φ2 (x, 0) =
1√
2π
e−
x2
2 and Φ1 (x, 0) = 0. Wavepackets
of the bath are Gaussian as well, and they can be exactly
represented by a single CS. Correspondingly, we choose
to set initial amplitudes to θ1 (0) = 1, θ2...M (0) = 0 and
CS displacements to λαp (0) = 0 for every combination
of α, p indices: at t = 0 there are M degenerate CSs,
while only the first α = 1 CS amplitude is non-zero,
and all QHO wavepackets are centered in their respec-
tive coordinate-momentum phase space (χp = 0, ρp = 0).
Notice, that when M > 1, the same bath initial con-
dition can be achieved by parametrizing coherent states
differently, we will look at it later in this work.
A. Following system energy and dissipation
To track excitation energy relaxation within the sys-
tem itself and energy exchange between the system and
the bath, we look at dynamics of system electronic, vi-
Figure 2. Time dependence of (a) system electronic energy εel
and electronic state |2〉 population P2, (b) system vibrational
energy εvibr and (c) bath vibrational energy εbath calculated
with no bath and superposition length M = 1, . . . , 6.
brational energies εel (t), εvibr (t) and bath vibrational
energy εbath (t) defined as
εel (t) =
∑
n
εnPn (t) , (22)
εvibr (t) =
∑
n
∫
dxΦ⋆n (x, t)
(
Vnn (x)− ω
2
∂2
∂x2
)
Φn (x, t)
+
n6=m∑
n,m
∫
dxΦ⋆n (x, t)Vnm (x)Φm (x, t) (23)
εbath (t) =
∑
α,β,p
θ⋆α (t) θβ (t)λ
⋆
αp (t)λβp (t)Sαβ (t) , (24)
with Pn (t) =
∫
dx |Φn (x, t)|2 being the n-th electronic
state population. For consistency with the system
Hamiltonian (Eq. 3), we include non-adiabatic coupling
Vnm (x) energy in the definition of εvibr (t), also, for sim-
plicity, we exclude QHO zero-point energy from the bath
energy εbath (t).
In Fig. (2) we present time dependence of the sys-
6tem, bath energies and initially occupied electronic state
|2〉 population P2 calculated with superposition length
M = 1, . . . , 6. For reference we also plot system energy
dynamics of an isolated system. Notice that, because
excitation energy of the state |1〉 is ε1 = 0, the total
electronic energy is a function of just |2〉 electronic state
population, εel (t) = ε2P2 (t).
In the case of an isolated system, non-trivial oscil-
lations between the system electronic and vibrational
energy are observed (internal conversion due to non-
adiabiatic PES coupling V12 (x)), however, only about
25% of the electronic state |2〉 population P2 transfers to
|1〉 state and a large amount of the transfered population
from the state |1〉 is then repeatedly transfered back to
|2〉 state – internal conversion is reversible. Now, let us
also include the bath and couple it to the system. In the
case of the bath wavefunction representation by M = 1
superposition terms, character of the system energy oscil-
lations changes: it now displays harmonic, reversible be-
havior with a period of τIC ≈ 15ωt. Additionally, εel and
εvibr are also modulated with a period of τIV ≈ ωt, yet,
with a smaller modulation amplitude. Also, no apprecia-
ble vibrational energy exchange between the system and
bath modes is observed, the slight increase in the bath
energy is solely due to the electron-bath coupling induced
bath reorganization. By increasing superposition length
to M = 2, system electronic and vibrational energies no
longer simpy oscillate, but some of the electronic energy
is irreversibly converted into the system vibrational en-
ergy. Still, no significant energy dissipation to the bath
occurs. Taking M = 3, non-negligible energy exchange
between the system and the bath vibrational modes be-
gins. Considering even more superposition terms, non-
reversible internal conversion and dissipation effects be-
come further pronounced and converge at M = 5. The
convergent non-reversible internal conversion occurs on
a time scale of τIC with 60% of the initially occupied |2〉
state population relaxed to the |1〉 state, which is followed
by the system vibrational energy dissipation to the bath.
The drastic change in the behavior of the εel and
εvibr energies, when the system becomes coupled to
the bath, is induced by the bath vibrational mode ac-
tion on the evolution of the system electron-vibrational
wavepacket due to the vibrational-bath coupling term
∝ k(1,2)nqp xˆqχˆ2p. For an isolated system, internal con-
version dynamics are decided solely by the free evolu-
tion and mixing of the electron-vibration wavepackets on
V11 (x) and V22 (x) PES. By coupling the system to the
bath, electron-vibrational wavepacket evolution becomes
influed by the motion of the bath vibrational modes. By
looking at the visualization of the electron-vibrational
wavepacket evolution, presented in Supplementary In-
formation, we found that vibrational-bath coupling ef-
fectivelly reduces oscillation amplitude of the electron-
vibrational wavepacket on V22 (x), making it harder to
reach the avoided crossing area (x ≈ 4) between the
V11 (x) and V22 (x), however, on each oscillation of the
V22 (x) PES electron-vibrational wavepacket with a pe-
riod of τIV, a small amount of wavepacket is still trans-
fered to V11 (x). In the case of M = 1, for the first
1
2τIC
after excitation, we observe a gradual population trans-
fer from the |2〉 state to the |1〉 state with the reversed
process occuring for the following 12τIC. In the conver-
gent case of M = 5, for roughly the full period of τIC we
observe analogous population transfer from the |2〉 state
to |1〉, however, now the generated system vibrational en-
ergy is non-reversibly dissipated to the bath, instead of
being converted back into the electronic |2〉 state energy.
The total lack of vibrational energy exchange between
the system and the bath vibrational modes at M = 1
suggests that the simple D2 ansatz is incapable of repre-
senting any QHO states necessary to absorb vibrational
energy due to quadratic vibrational-bath coupling term
∝ k(1,2)nqp xˆqχˆ2p. Meanwhile, superposition of CSs allows for
the formation of QHO non-zero vibrational energy state
wavepackets and to absorb vibrational energy from the
system.
To evaluate characteristics of the bath wavepackets,
we have computed coordinate, momentum variances and
their arithmetic average for a selected set of bath vibra-
tional modes
σ2χp (t) = χ
2
p (t)− χp (t)
2
, (25)
σ2ρp (t) = ρ
2
p (t)− ρp (t)
2
, (26)〈
σ2χp,ρp
〉
(t) =
1
2
(
σ2χp (t) + σ
2
ρp
(t)
)
, (27)
where Op (t) = 〈ΨsD2 (x, t) |Oˆp|ΨsD2 (x, t)〉 is an expec-
tation value of operator Oˆp. We have chosen to look at
two modes with frequencies close to half of the electronic
energy gap, wp ≈ ω2 , as it is the frequency of the expected
resonance band created by the quadratic vibrational-bath
coupling. Time dependence of frequency wp = 0.5 and
wp = 0.6 bath vibrational modes variances calculated
with M = 1, . . . , 6 are shown in Fig. (3).
In the case of M = 1, both coordinate and momen-
tum variances are equal to 0.5 and, as expected, they
do not change in time, because the wavepacket of each
mode remains strictly Gaussian. Taking M = 2, the
coordinate and momentum variances of the mode with
wp = 0.5 oscillate almost harmonically, indicating that
the wavepacket remains almost Gaussian, but it is suc-
cessively squeezed along χp and ρp axes (behavior char-
acteristic of the squeezed coherent states); no significant
variance change for wp = 0.6 is observed. Considering
M = 3, variance oscillations of the mode with wp = 0.5
are no longer harmonic, i.e., oscillation amplitude maxi-
mum of σ2χp exceeds that of σ
2
ρp
, implying, that Gaussian
wavepacket is asymmetrically squeezed; mode wp = 0.6
variances oscillate are now also observed. Including more
superposition terms, pattern of the variance oscillations
continue to change, and, in accordance with energy dy-
namics, superposition of M = 5 provide convergent dy-
namics, with both modes displaying anharmonic variance
oscillations.
7Figure 3. Time dependence of frequency ωp = 0.5 (left col-
umn) and ωp = 0.6 (right column) bath vibrational mode co-
ordinate σ2χ (t), momentum σ
2
ρ (t) variances and their arith-
metic average σ2χ,ρ (t) calculated with superposition length
M = 1, . . . , 6.
Variance oscillation amplitudes of wp = 0.6 mode is
about 5 times greater than that of wp = 0.5 mode, sug-
gesting, that the former mode must lie in an effective
resonance band for considered vibrational-bath coupling
and it is responsible for absorbing the major part of vi-
brational energy dissipated from the system to the bath.
The latter mode is off-resonant and contributes less to
the vibrational energy absorption. Also, variance oscil-
lation pattern of wp = 0.6 mode closely resembles that
of εbath (t) in Fig. (2), further providing evidence, that
this mode is the main absorber of the system vibrational
energy.
Additionally, the variance averages
〈
σ2χ,ρ
〉
of both
modes are not static and exceed variance average of the
initially prepared Gaussian wavepacket, implying, that
wavepackets broaden. This is in accordance to uncou-
pled QHO variance analytical solution, which states that〈
σ2χ,ρ
〉
= 1+2k2 is linearly proportional to QHO eigen-
state occupation number k. In our case, bath QHO high
occupation number states are accessed by absorbing vi-
brational energy from the system.
B. Lifting coherent state degeneracy
In a previous section the initial bath state, correspond-
ing to the lowest energy QHO states, was represented by
degenerate CSs, i.e., all vibrational mode p CS displace-
ments were the same λαp (t = 0) = 0. However, because
we set only the first superposition term amplitude to be
non-zero θ1 (0) = 1, θ2...M (0) = 0 we can choose any
initial displacement λα≥2,p (0) value, without actually
changing the bath initial condition. Therefore, now we
investigate the effects of setting λα≥2,p (0) 6= λα=1,p (0),
which will lift initial CS degeneracy, on the model dy-
namics and convergence.
With our choice of θα (0), displacement λα=1,p (0) de-
fine initial p-th vibrational mode Gaussian wavepacket
position in the coordinate-momentum phase space
(χp, ρp), see Eqs. (14), (15), while displacements
λα≥2,p (0) define additional Gaussian wavepacket states
of p-th vibrational mode in phase space, though, they
carry zero amplitudes initially. Ideally, we would like to
cover as much of phase space as possible with additional
states, yet, keep them close enough to each other for their
wavepackets to overlap, and centered around the initially
populated state α = 1. Therefore, we chose to arrange
initial CS displacements λαp (0) in a cross-like pattern,
see Fig. (4), while keeping λα=1,p (0) = 0 centered in
phase space. Displacement pattern is reproduced by an
expression
λαp (0) =
δλ√
2
(
1 +
⌊
α− 2
4
⌋)(
(−1)⌊α2 ⌋+α+1 + i (−1)α
)
,
(28)
where ⌊O⌋ is a floor function of O, and the parameter δλ
determines the separation between the nearest Gaussian
wavepacket states α, allowing to control their overlap.
Separation of δλ = 0 reproduces initial bath state basis
used in Section. III A.
In Fig. (5) we display the time dependence of the sys-
tem electronic energy εel (t) calculated with superposi-
tion length M = 1, . . . , 6 and separation δλ = 0, . . . , 1.
In the case of M = 2, state separations in the range of
δλ = 0.25, . . . , 0.75 provide identical and already semi-
convergent result, as compared to the M = 5 case, while
the degenerate state δλ = 0 case only slightly differs
from the M = 1. Large separation of δλ = 1 performs
the worst and do not differ from the M = 1 case at
all, suggesting, that the CS wavepackets no longer suf-
ficiently overlap to allow formation of necessary QHO
state wavepackets. By further increasing the number
8Figure 4. Scheme of coherent state displacement λαp (t = 0)
arrangement of α = 1, . . . , 9 states for all p. Free parame-
ter δλ determines separation between the nearest Gaussian
wavepacket states α.
of superposition terms M , the dynamics calculated with
δλ = 0.25, . . . , 0.75 separations provide similar results (at
the same M), suggesting, that a small initial state sep-
aration does not drastically change long term dynamics.
Eventually, by considering M = 6 terms, dynamics with
no δλ = 0 and small δλ = 0.25, . . . , 0.75 separations pro-
vide identical convergent result. On the other hand, if
separation is too large δλ = 1, dynamics do not converge
at all, independent of a number of M terms considered.
C. Discussion
To model vibrational energy exchange between the sys-
tem (q) and the bath (p) vibrational modes, we have in-
cluded vibrational-bath coupling term HˆV-B ∝ xˆqχˆ2p. It
is the simplest coupling term that still maintains vibra-
tional modes as normal modes, since the bilinear coupling
term HˆV-B ∝ xˆqχˆp would only redistribute oscillation
amplitudes among vibrational modes and by performing
a unitary transformation we would obtain uncoupled nor-
mal modes.
Effects of quadratic electronic-phonon coupling term
HˆE-B ∝ χˆ2p on time-resolved fluorescence of a single
absorber have been investigated by Chorošajev, et al.
[53]. They represented bath QHO states by a single
squeezed coherent state (SCS) and were able to account
for spectral signatures of absorption from the hot ground
state, and the breaking of the absorption and relaxed
fluorescence mirror symmetry, i.e., the effects lacking in
CS representation. SCS approach was also applied to
model Morse vibrational modes and was shown to lead
to wavepacket reorganization due to PES anharmonic-
ity [54]. The ability of a single SCS to represent QHO
wavepackets is greater than a single CS, as it allows to
model symmetric σ2χ and σ
2
ρ variance oscillations, yet, it
Figure 5. Time dependence of the system electronic energy
εel (t) calculated with superposition length M = 1 . . . 6 and
separation δλ = 0 . . . 1 between the nearest coherent states.
is still limited to just Gaussian wavepackets. Our more
general approach revealed, that quadratic vibrational-
bath coupling not only induces assymetric QHO variance
oscillations, but also broadens wavepacket in coordinate
and momentum phase space. Correct representation of
both of these effect by a single SCS is inherently im-
possible. We believe that these effects would also be
present in models with quadratic electronic-phonon cou-
pling term. Interestingly, superposition of M = 2 terms
produced rather symmetric σ2χ and σ
2
ρ variance oscilla-
tions and could perhaps be an alternative to using SCS
for other applications. Additionally, we found that solely
linear electron-bath coupling model does not induce bath
vibrational mode wavepacket variance changes, thus, the
bath state representation by a single CS is sufficient (not
shown).
Although the considered CSs are dynamical, i.e., CS
displacements λαp (0) evolve in time, choosing more ap-
propriate CSs could perhaps better accomodate QHO
9wavepacket at early times, leading to faster convergence
and less computational effort. We found that the small
and medium separations δλ = 0, . . . , 0.75 between the
nearest states provided semi-convergend dynamics at su-
perposition of just M = 2 terms, however, M = 5 terms
were required to obtain a fully convergent result, inde-
pendent of the separation. Interestingly, if initial sep-
aration is too large δλ = 1, it stays too large at all
times, indicated by identical dynamics obtained with
M = 1, . . . , 6 terms. As for computational effort, while
keeping the sameM , zero separation case δλ = 0 required
the least computational effort and increasing separation
only slowed down calculations (not shown).
Regarding the form of the wavefunction, multi-D2
ansatz does not use BOA and represents both system
and bath vibrational mode states using CSs. By increas-
ing superposition length of multi-D2, representation ac-
curacy (and numerical effort) of both the system and
the bath vibrational states increases equally. Lipeng,
et al. have simulated pyrazene electron-vibrational
wavepacket relaxation through conical intersection using
the multi-D2 ansatz [46] by considering two-level system
with 4 internal vibrational modes, 20 bath modes were
linearly coupled to electronic states [55]. Dynamics, ob-
tained by including more than 40 multi-D2 superposition
terms, agreed well with those obtained using the state-of-
the-art MCTDH method. It is well known that modeling
of internal conversion requires non-BOA representation
of the entangled system electron-vibrational wavepacket,
for which multi-D2 is well suited, however, question re-
mains of whether one can apply BOA to separate system
and bath wavefunctions, and have non-reversible internal
conversion, and whether representation of the separated
bath wavefunction need to be more complex than just a
single CS.
The sD2 ansatz defined here is of BOA structure, how-
ever, the most important DOFs for internal conversion,
i.e., entangled system electronic states and internal vi-
brational modes, are treated formally exactly. Using
the sD2 ansatz, we found that it is capable of modeling
non-reversible internal conversion in an avoided crossing
configuration and that internal conversion induced dy-
namics of the system electron-vibrational wavepacket is
highly dependent on the complexity of the bath wave-
function representation. The simplest approach of Davy-
dov D2 ansatz with CS (M = 1), or even SCS (simillar to
M = 2), is not sufficient, because of their limited ability
in repersenting complex QHO wavepackets. To obtain
convergent non-reversible internal conversion dynamics
of a model molecule with electronic state energy gap in
an optical band, we had to include superposition of at
least M = 5 CS terms. Non-reversibility is induced by
the system vibrational energy dissipation to the bath vi-
brational modes. The full ab initio model of pyrazene [56]
suggests an alternative excitation relaxation pathway via
conical intersection between the optically dark Au (npi
⋆)
state and pyrazene ground state, theoretical description
of which requires treatement of quadratic and higher or-
der vibronic coupling, in the form of Eq. (6). Therefore,
results of this work could be of interest.
We considered 0 K temperature limit. Stochastic ex-
tensions of the Dirac-Frenkel variational method have
been developed to account for the temperature of the
bath when using both single [57] and multi [58] vari-
ants of Davydov D2 ansatz. These extensions average
initial CS displacement realizations by sampling QHO
canonical ensemble density matrix. This correctly ac-
counts for initial canonical ensemble statistics, however,
QHO wavepackets of each realization is represented by
a Gaussian, irrespective of the temperature. This is fine
in the linear system-bath coupling regime, as only the
coordinate averages of QHOs are of interest, meanwhile,
when considering higher order coupling terms, one would
have to correctly account for the initially non-Gaussian
wavepacket for each realization.
IV. CONCLUSION
In summary, the presented theory allows to investi-
gate non-reversible molecular internal conversion dynam-
ics with simultaneous system thermal energy dissipation
to the bath. We defined sD2 ansatz, which represents
the most essential states for internal conversion, i.e., en-
tangled electron-vibrational wavepacket states, formally
exactly, while bath quantum harmonic oscillator states
were expanded in a superposition of coherent states.
To have thermal energy dissipation to the bath, we in-
cluded non-linear coupling term HˆV-B ∝ xˆqχˆ2p between
the system and the bath vibrational modes. Using non-
adiabatically coupled three-site model, we showed that
non-linear system-bath coupling induced non-reversible
internal conversion requires highly non-Gaussian bath
quantum harmonic oscillator wavepacket representation,
as well as, that non-linear coupling results in a broad-
ened and asymmetrically squeezed wavepacket. We ar-
gue that these effects are, per definition, not possible to
model with simple Davydov D2 ansatz, while squeezed
coherent state representation is insufficient. Also, that
coupling terms linearly proportional to bath vibrational
mode coordinate Hˆ ∝ χˆp does not induce wavepacket
changes, thus, bath state representation by a single co-
herent state is sufficient. Additionally, we compared
model dynamics and convergence with degenerate and
non-degenerate initial coherent states and found that the
degenerate case provided the same convergent result as
the non-degenerate situation, however, required less com-
putational effort. The presented approach is general and
could be used to model effects of other types of non-linear
system-bath couplings.
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