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ABSTRACT 
Many modern engineering systems are being evaluated with prognostics and health 
management (PHM) tools. The goal of PHM is to evaluate and predict the state of a system or 
product during its service life. PHM aims to predict failure in order to alleviate system risks. 
Many different industries, including wind energy use PHM systems. In wind power generation, 
PHM aims to reduce maintenance costs and extend the availability periods for each turbine. With 
large technological advancements, the upcoming generation of reliability field data will be 
abundant with valuable information to help predict future failures of many systems including 
wind turbines. Sensors and tools such as synchrophasors (PMUs), accelerometers, programmable 
logical controllers (PLCs), and so on help monitor variables such as vibration, use rate, 
environmental variables, and much more. Such sensors and tools provide information about 
component or system use, load, and operating environment over time. Such multivariate time 
series data are referred to as system operating/environmental data (SOE data). Wind turbines 
collect these data through supervisory control acquisition data (SCADA) systems. Such data, 
along with failure data can be used to build models that can be used to predict the remaining life 
of individual wind turbines. Throughout the model building process: statistical, probabilistic, and 
model uncertainties should be assessed to properly determine the accuracy of all predictions 
calculated. In this thesis, three real application problems are presented. In Chapter 2, we focus on 
reliability small wind turbine (SWT) reliability issues and look at recurrence data from 21 
individual 100kW wind turbines. We outline a nonhomogenous Poisson process (NHPP) model 
with a Bayesian hierarchical power law structure in discrete-time that allows for inclusion of 
time-varying covariates. Data used in Chapter 2 was provided by a power systems company in the 
United States. In Chapter 3, we focus on developing a repairable systems simulation tool in R to 
assist in maintenance decisions for wind turbine owners and operators. In Chapter 4 we introduce 
a nonparametric algorithm for predicting future part consumption in systems that fail from 
multiple failure types. Chapter 5 summarizes the work in this thesis and discusses the future of 
these research areas.  
 
 
 
 
 
1CHAPTER 1. INTRODUCTION
1.1 Background
Due to the expanding global e↵ort to reduce carbon emissions, today’s wind energy industry
need to develop new, higher technology wind turbines with improved reliability and productivity.
Wind turbine manufacturers of reliable turbines can have a competitive advantage in the market,
as wind turbine operations and maintenance costs can make up a large portion of the overall costs
of a wind turbine. Industry and others have recognized the financial implications of improving
turbine reliability and continue to expand the e↵orts for better technologies, as turbines are often
sited in hostile environments according to Hill, Stinebaugh, and Briand (2008). Condra defines
reliability as “quality over time.” Achieving high reliability in the wind energy industry requires a
better understanding of maintenance schedules, failure-time distributions, and dynamic covariates
associated with multiple failure modes. With access to this kind of information, one can develop
methodologies to predict important quantities such as system downtime, reliability, and costs. The
predictions can be used to inform decision making to help minimize the financial operations and
maintenance burden that is consistently troubling the wind energy industry.
With prediction as the focus, extrapolation is necessary, as it is in most applications. While
parametric models are often used, non-parametric models are sometimes used when problems have
complicated structures. In all statistical analysis, it is important to quantify statistical uncertainty
in predictions with use of prediction intervals, which can be calibrated to attain a desired coverage
probability.
1.1.1 Wind Energy Data Sources
Wind turbine reliability data consist of failure times for wind turbines that experience a failure
and service times for wind turbines that undergo preventive maintenance activities (i.e., inspecting
2oil). These data are highly proprietary and often require a nondisclosure agreement for outside use.
Bertling and Wennerhag (2012) summarize the type of studies and data that are often used within
the wind energy industry.
1.1.2 Complex Field and Dynamic Covariate Data
Wind turbine failure data becomes complex due to censoring, truncation, and multiple failure
modes. In addition, older wind farms are starting to experience non-homogeneity issues, as newly
installed turbines do not share the same characteristics as the older turbines. The dynamic covariate
data that are logged by supervisory control and data acquisition (SCADA) systems provide great
potential for characterizing individual di↵erences among a turbine fleet. Some industry examples
using such data can be seen in Sajid and Hossam (2013), Matthews and Godwin (2013), and Al-Tubi
et al. (2015).
1.1.2.1 Censoring and Truncation
Right-censoring occurs when units that have not failed at the time that the data is being
analyzed. For example, a wind turbine could be operational for some entire period, causing it to be
right-censored. Another example of censoring is multiple censoring, which is a function of staggered
entry into a fleet. For example, a new turbine can be installed on an existing wind farm. Methods
to analyze such data are described in Meeker and Escobar (1998).
Truncation occurs when failure times are observed only when they take on values in a certain
range. Observations that fall outside of the observation period are unknown, making the sample
size unknown. Methods for dealing with truncation are described in Meeker and Escobar (1998).
1.1.2.2 Population non-homogeneity
In studies that include field data for extended periods, staggered entries or existing product
evolvement can occur. For example, a wind turbine might experience a gearbox failure, leading to
the installation of a new gearbox with a di↵erent design. In this case, the population would be non-
3homogenous. It is important to consider population non-homogeneity through use of techniques
such as stratification.
1.2 Motivation
The main purpose of this research is to develop prediction methods and R tools for repairable
systems, such as wind turbines. The research is motivated by real applications in the field of
wind energy, but the methods are generic and can be adapted to other applications. This section
describes the motivation for the three projects in the body of this dissertation.
1.2.1 Predicting the Future Downtime Costs for Small-Scale Wind Turbines
Small-scale wind turbine (SWT) installations saw a dramatic increase between 2008 and 2012.
Unfortunately, downtime events raise concerns about the reliability and availability of SWTs, which
are repairable systems that return to an operational state after a failure or other downtime events.
The prediction of future downtime, which leads to lost revenue, can be based on historical lifetime
data and any meaningful covariates tracked by the individual turbine’s SCADA systems.
In this project, we explored recurring service events and the associated cost for each event. The
data were obtained from a United States power company, where the questions at hand included,
given a population of wind turbines, can we predict the future downtime costs for a new wind
turbine? The power company sent SCADA logs and associated service event logs from the beginning
of each turbines life through the Fall of 2016. We have information on the installation dates, use
rates, vibration signals, and alarm logs. We do not, however, have any information on why the
turbines actually failed, only that they were serviced at a particular time.
We present a statistical procedure for predicting the future amount of downtime for existing and
new turbines. The general methodology is outlined and describes issues that can arise from trunca-
tion, censoring, and population non-homogeneity. A prediction interval methodology is described
to quantify the uncertainty in our predictions.
41.2.2 Evaluating Maintenance Policies with Repairable System Simulation
A repairable system’s behavior over time is dependent on operational conditions, system makeup,
etc. To better understand how a repairable system will operate over time, a simulation-based
method can be used to evaluate and compare di↵erent maintenance policies.
This project was motivated by the data sources in Section 1.1.1, which provide more of a
summary than a detailed analysis on how wind turbines operate overtime. In addition, a limited
number of maintenance-based simulation software currently exists (i.e., JMP and BlockSim). An
R tool was developed to extend the capabilities of commercial products and applied to data within
the wind energy industry. Data were obtained from Tretton et al. (2011) and were used within
an R tool called RSimmer. We study the properties of three di↵erent failure processes: renewal
process, trend renewal process, and non-homogenous Poisson process, within two di↵erent models
(component and subsystem). Results show that the higher/less detailed model (subsystem) provides
a good approximation to the component-level model. We present an analysis and apply both models
based on the Tretton et al. (2011) data.
1.2.3 Prediction of Spare Part Requirements Based on Recurrent-Event Maintenance
Data
In this project, we have data from a fleet of engineering assets, which are repairable systems.
The part consumption of each asset is tracked over a two year period, that does not necessarily
start at the beginning of each assets lifetime. We use historical data to answer the question: “given
the part consumption history for the individual assets, can we predict part consumption orders on
a week-to-week basis for the fleet?”
The data have staggered entries and multiple failure modes. Upon exploratory analysis, we
found that the time series structures for part consumption had complex joint distributions and
therefore took a nonparametric approach. An algorithm for predicting future part consumption for
each combination of week and part type is presented and applied to our dataset. In addition, we
compare our approach to a simpler approach and highlight the benefits of the developed algorithm.
51.3 Dissertation Organization
This dissertation consists of three main chapters, preceded by the general introduction and
followed by a general conclusion. Each of these main chapters corresponds to a journal article.
Chapter 2 presents a small-scale wind turbine recurrence and cost modeling problem that is a
function of operational covariates from supervisory control and data acquisition systems. Chapter
3 develops a repairable systems software tool that o↵ers two models (subsystem and component)
and showcases an application of wind turbine maintenance. Chapter 4 describes a prediction
algorithm for computing future part consumption needs with multiple failure causes and part types
for complicated recurrence data.
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Abstract
Small-scale wind turbine (SWT) installations saw a dramatic increase between 2008 and 2012.
Recently, the trend within industry has shifted towards installing larger wind turbines, leaving
little attention for installed SWT reliability. Unfortunately, downtime events raise concerns about
the reliability and availability of the large number of installed SWTs. SWTs are repairable systems
that return to an operational state after a failure and repair or other downtime events. Multiple
events over time, on a single observational unit (e.g., a wind turbine) are known as recurrent events.
In this paper, the reliability of a fleet of SWTs is examined based on recurrent event data from
21 individual 100 kW wind turbines. Supervisory control and data acquisition (SCADA) systems
periodically record SWT dynamic covariate data in the form of a vector time series. One type of
event experienced by SWTs is known as a “service event,” which is a time when an SWT is put
into service mode for a repair (or due to a false alarm). We explore recurring service events and
the associated cost of each “service event” and propose methodologies to link dynamic covariate
data to downtime costs to assist in quantifying the variation of downtime across wind turbines.
8We use a nonhomogeneous Poisson process (NHPP) model with a Bayesian hierarchical power law
structure to describe the counting process and an autoregressive time series use rate model with
a Bayesian framework to describe cumulative downtime that results from SWT “service events.”
Using the posterior distribution of the parameters of the hierarchical NHPP model, we develop
conditional and unconditional methods to predict downtime mean cumulative functions (MCFs)
for wind turbines.
Key Words: SCADA; power law; recurrent events.
2.1 Introduction
2.1.1 Background
Enhancing the reliability of wind turbines has been a collaborative e↵ort between industry,
federal government laboratories, and academia for the past two decades. Recently, the Department
of Energy (DOE) has stated their vision for achieving higher wind turbine reliability with a five-
part plan that includes a well-developed database on wind farm operations under normal operating
conditions. Gould (2014) summarizes DOE’s Wind Vision report and outlines the goals set forth
by the DOE, which include developing a world-class database, ensuring reliable operation in severe
operating environments, and developing and documenting the best practices in the wind industry to
improve reliability and increase service life. Bertling and Wennerhag (2012) provide an international
perspective in contrast to the US-centric DOE reports, with a compilation of reports that survey
the development and research needs for wind turbine operation and maintenance across Europe.
Reports within this survey include component-specific reliability reports, maintenance strategy
reports based on reliability modeling results, and database development needs for future work.
Limited work in applying reliability-based statistical methodologies to wind farm reliability
data has appeared in the literature and can potentially assist in the DOE’s e↵ort. The Reliawind
study by Wilkinson et al. (2011) identifies critical failure modes, summarizes the potential of
SCADA systems, and highlights the benefits of having access to service records and alarm logs.
Arifujjaman (2013) conducts a component-specific reliability analysis of grid-connected permanent
9magnet generator-based wind turbines and establishes a method to relate wind speed and power
losses to the reliability of power electronic converters. Fischer, Besnard, and Bertling (2011) present
results on a reliability-centered maintenance (RCM) study that utilizes failure data and industry
expert opinions to improve the reliability, availability, and profitability of wind turbines.
There is an abundant number of wind turbine component-specific papers that implement sta-
tistical methodologies that are not reliability-based, but can be useful for future reliability work as
they convey the benefits of SCADA data. For example, Sajid and Hossam (2013) focus on predict-
ing gearbox health using a nonlinear autoregressive model with exogenous inputs. Al-Tubi et al.
(2015) investigate the probabilistic risk of gear flank micropitting risk with the use of SCADA data.
Matthews and Godwin (2013) develop classification methods to detect wind turbine pitch faults
using SCADA data.
2.1.2 Big Data in the Wind Energy Industry
Wind turbines are commonly outfitted with many sensors to assist in tracking operational and
environmental conditions. According to Kashyap (2014), a typical wind turbine can have 125 to 200
sensors that generate data at a rate of approximately 2000 observations per minute. At this rate, a
single wind turbine can generate upwards of one terabyte of data in one week. Table 1 provides an
example of types of data that SCADA systems capture from wind turbines. These time series data
are generally values averaged over 10-minute intervals with an attached chronological timestamp.
Ciang, Lee, and Bang (2008) and Faulkner, Cutter, and Owens (Faulkner2012) describe the use of
such sensor data for system health monitoring. Tautz-Weinert and Watson (2016) provide a review
of using SCADA data for wind turbine condition monitoring. Analysts in industry and academia
have made progress in the prognostic realm of wind energy with advances in condition monitoring
techniques, wind turbine sensor placement, and communication capabilities (e.g., allowing wind
turbines to use an IP address to send a live feed of data to a centralized location). Saxena et al.
(2008) summarize di↵erent prognostic techniques that are being used across industries and highlight
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the benefits of having historical covariate data in correspondence with life data. We use such data
for SWT recurrent event analysis in this paper.
SCADA data contains information on the state of individual wind turbines. We focus on a state
that indicates when a wind turbine is in service mode. Programmable logical controllers (PLCs)
continuously log state data and when a component of the wind turbine exhibits unusual behavior
(i.e, when values exceed predefined tolerances), the wind turbine will change states to let an owner
or operator know of the event via an alarm. Such alarms or state changes may serve as a precursor
to failure events and are of interest to owners and operators to minimize financial burdens that are
experienced because of unplanned maintenance or catastrophic failures.
Table 2.1 Examples of data logged by SCADA systems.
Subsytem Data Collected
Rotor and Blades Pitch angle and ro-
tor speed.
Gearbox Oil, bearing, and
hydraulic temper-
atures. Vibration,
force, and rota-
tional speed.
Generator Stator and ro-
tor voltages and
currents. Power
factors, rotor and
grid frequencies,
cabinet tempera-
ture, and generator
speed.
Nacelle Position, frame
temperature, etc.
2.1.3 Operations and Maintenance Costs and Availability
According to Morthorst and Awerbuch (2009), operations and maintenance (O&M) costs typi-
cally account for 20 to 25% of a wind turbine’s total levelized cost of energy (LCOE). O&M costs
have gone down drastically in the last 30 years due to advances in engineering, condition monitoring
11
approaches, and preventive maintenance strategies. The International Renewable Energy Agency
reports that O&M costs are not uniform across wind farms, suggesting that factors such as wind
turbine manufacturer and turbine model influence the number and cost of downtime events. One
must consider that a wind turbine’s O&M costs will also change over time. The rate of occurrence
of failures typically increases with age, making failures more likely to occur outside of warranty
periods, which increases the cost to return wind turbines to operational status after a downtime
event. See Gielen (2012) for more information on O&M costs for wind turbines.
One key O&M metric is wind turbine availability, which helps compare turbine-to-turbine per-
formance. Wind turbine availability is usually defined as
AT ime =
TOperation
TTotal
(2.1)
where TOperation is the time that a wind turbine is operating (i.e., generating power) and TTotal is
the total time that a wind turbine could have been operating (if the turbine never went into service
mode).
Maintenance events to be considered in (2.1) include preventive maintenance, corrective mainte-
nance, and scheduled shutdowns. These are examples of events that lower AT ime, because TOperation
decreases when such maintenance events occur. Throughout this paper, we will discuss a collection
of these events and provide an illustrative example of the associated cost for such events.
2.1.4 Overview
The rest of the paper is organized as follows. Section 2.2 introduces the wind turbine dataset
as a motivating example. Section 2.3 introduces notation for a nonhomogeneous Poisson process
(NHPP) with a power law intensity function and a model to estimate the cumulative number
of events for a single wind turbine and multiple wind turbines, based on draws from posterior
parameter distributions. Section 2.4 develops an autoregressive (AR) time series model for use
rate for the turbines. Section 2.5 gives methods to predict the cumulative number of service-
time events using results from the previous sections and provides results from a simulation study.
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Section 2.6 first discusses unconditional prediction and then shows how this leads to the more useful
conditional prediction intervals for the number of service-time events. We also show the value of
updating posterior distributions with prior information. Section 2.7 discusses the economic benefits
associated with hierarchical modeling and mentions areas for future work.
2.2 Data
2.2.1 Data from a US Power Company
The illustrative application is based on 21 wind turbines in di↵erent locations throughout the
US. Data used in this work was provided from a US power systems company. The data were
collected over a four-year period from 2012 through 2016. The 21 wind turbines all have the
same model designation, with a generating capacity of 100 kW. All 21 wind turbines have unique
starting times (install dates), but have a common data freeze date (DFD) in October 2016. During
the observation period, each wind turbine had a SCADA system automatically record operational
and environmental dynamic covariate data (e.g., wind speed, ambient temperature, etc.) as 10-
minute averages for each variable. From the time of installation until the DFD, there is an entire
covariate history. Each wind turbine’s state information was also periodically recorded over the
observation period, where a state code corresponds to a wind turbine’s operational status during
each 10-minute time interval. Because di↵erent manufacturers use di↵erent systems of state codes
and because the exact coding method could be sensitive, we refer to states by name instead of code.
We focus on the “service mode” state. Being in this state implies that the wind turbine was
being treated for preventive maintenance, correcting a failure event, or subject to a false alarm.
Service events are recurring events that result in downtime, for which cost accrues over time. Due
to the proprietary nature of the data used in this paper, di↵erent kinds of service events were
combined, even though di↵erent failure modes and event types exist. For more information on
state codes, see Kusiak and Verma (2010) .
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Figure 2.1 Cumulative events versus time (days since installation) for each of the 21 wind
turbines.
2.3 Service Event and Cost Model
2.3.1 A Nonparametric View of the Cost and Count Data
With access to the entire life history up until the DFD, there were nj observed service events
for wind turbine j. The process for each turbine is time censored, where the end of observation
time is denoted by tcj , which is computed from the real time of the DFD. Refer to Dai and Wang
(2017) for more information on time censoring of recurrent data processes. The observed service
events that occur for wind turbine j are 0 < tj1 < tj2 < ... < tcj . Figure 2.1 is a plot of cumulative
recurrences over time for each wind turbine. Chapter 4 of Nelson (2003) and Chapter 16 of Meeker
and Escobar (1998) provide an algorithm to compute the mean cumulative function (MCF) from
such data and standard errors that allow one to compute pointwise approximate confidence intervals
for the population MCF.
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2.3.2 Nonhomogeneous Poisson Process with a Power Law Intensity Function
Parametric statistical models for recurrent events have been studied, for example, by Bain and
Engelhardt (1991) and Rigdon and Basu (2000). With minimal repair maintenance (as opposed
to system renewal), the nonhomogeneous Poisson process (NHPP) model is often appropriate. An
NHPP model allows for a nonconstant recurrence rate ⌫(t). Adapting methods used in Ryan,
Hamada, and Reese (2011), we consider an NHPP with a power law intensity rate function
⌫(t; , ⌘) =
 
⌘
✓
t
⌘
◆  1
,  > 0, ⌘ > 0 (2.2)
with a mean cumulative function (MCF)
 (t) = E
⇥
N(t)
⇤
=
R t
0 ⌫(u)du =
✓
t
⌘
◆ 
.
The likelihood function corresponding to (2.2) for turbine j is
L(DATAj) =
⇣
 j
⌘j
⌘r ⇥Qri=1 t j 1ji ⇥ exp     i 
where  i
 
tcj ; j , ⌘j
 
=
 
tcj/⌘j
  j is the expected number of service events up to time tcj and r is
the number of service events for turbine j. For more information on NHPP estimation procedures
see Chapter 16 of Meeker and Escobar (1998) and Rigdon and Basu (2000).
2.3.3 Motivating a Bayesian Approach
For this paper, we use a Bayesian approach for modeling and estimation. Gelman (2006)
summarize the four basic components of a Bayesian analysis:
1. The prior distribution reflects any prior knowledge about the values of parameters.
2. The data are the observed values from the subjects within the study.
3. The model relates data to the parameters.
4. The posterior distribution reflects the updated belief in the parameter values given the
data and the model.
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The prior distribution component is important, as Bayesian inference combines any new wind
turbine data with what we know about the NHPP parameters from previously observed turbines.
An important benefit of the Bayesian approach is posterior distributions can constantly be updated
as new data become available. Added information has the potential to decrease the variability in
posterior distributions, which can result in narrower confidence intervals.
Bayesian approaches have been utilized previously within the wind energy industry. Courtney,
Lynch, and Sweeny (2013) use Bayesian model averaging to improve high-resolution forecasting
techniques for ensemble prediction systems. Sobolewski (2015) presents probabilistic models that
quantify wind farm reliability taking multiple factors into account using Bayesian networks. Wu
et al. (2017) develop a novel Bayesian hierarchical modeling framework to predict time-to-failure
distributions for a small wind turbine using fatigue and reliability analysis.
2.3.4 Model for a Single Wind Turbine
To provide parameters with a clearer interpretation for turbine j, we replace the parameter ⌘j
with  j =  
 
tcj
 
=
 
⌘j/cj
   j , which is the mean number of service events up to time tcj . To move
between two parameterizations for turbine j we use
⌘j = cj 
 1/ j
j .
The development of a single wind turbine model is the first step toward the multiple turbine
model that is necessary to describe the J = 21 wind turbine datasets of interest. The form of the
likelihood function L(DATAj |✓j) for the time-censored data design is given in Ryan, Hamada, and
Reese (2011).
Following Ryan, Hamada, and Reese (2011), direct use of Bayes’ theorem results in independent
posterior distributions for ✓j for turbine j that are proportional to
L(DATAj |✓j)⇡(✓j), (2.3)
where ✓j is the parameter vector and ⇡j(✓j) is the prior distribution for ✓j . Because there is little or
no prior information about ✓ we use di↵use prior distributions. The posterior distribution in (2.3)
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provides an update of information on the parameters based on the observed data. In particular,
we assume no prior knowledge of the parameters and use a Je↵ereys prior distribution (which tend
to be di↵use) for the parameters where
⇡( j , j) / 1 j j j = 1, ..., J .
See Kass and Wasserman (1996) for more information on di↵use prior distributions.
2.3.5 Application to a Single Wind Turbine
As an example, consider Turbine 1 which experienced six service events during its 2000 days
of observed service. Three separate chains were run with three di↵erent sets of starting values for
the parameters, using RJAGS to implement the Gibbs sampler. Each chain produced 9,000 draws
from the joint posterior distribution and the first 500 (i.e., burn-in samples) were discarded. We
used time series plots of the parameter draws to determine that the chain mixed well.
As an example, Figure 2.2 displays the resulting 25,500 draws from the joint posterior distri-
bution for  1 and  1. Figure 2.3 displays the marginal posterior densities for  1 and  1. Table 2.2
summarizes the Bayesian estimation results for Turbine 1.
Table 2.2 NHPP parameter estimates and credible intervals based on the joint distribution
for Turbine 1
Parameter Median 95% Credible interval
 1 5.87 [4.95, 7.08]
 1 1.11 [0.90, 1.41]
2.3.6 Multiple Wind Turbine Hierarchical Model
We now consider combining the service event data from multiple wind turbines. Similar to
Ryan, Hamada, and Reese (2011), we use a hierarchical model based on an NHPP power law
process for multiple repairable systems (wind turbines in our application) and simple posterior
inference methods for time-truncated designs by taking the cost of service events into consideration
and incorporating dynamic covariate information into the model.
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Figure 2.2 Sample draws from the NHPP joint posterior distribution for a single turbine,
where the contours represent the areas with the most density from inside to
out.
We start by considering the J wind turbines, which have unique install times and are observed
through the time tcj , j = 1, ...J . We assume that the vector service event times from wind
turbine j follow an intensity given in (2) and have parameters  j and  j . We consider a hierarchical
model to allow data from all of the wind turbines to be partially pooled, and allow each of the
wind turbines to have its own intensity parameters. That is, instead of estimating the 21 pairs
of parameters independently, we describe variability in the parameters with a joint distribution
and estimate the hyperparameters of that distribution The statistical notion of partially pooling
data is commonly known as “borrowing strength” and is outlined, for example in Draper et al.
(1992). This notion assists in describing relationships involving the observed data and unobserved
parameters of interest.
To help choose the distribution of the parameters in the hierarchical model we first fit separate
NHPPmodels to each of the wind turbines and compare the empirical distribution of those estimates
to several distributions. Figure 2.4 displays a scatterplot of the NHPP point estimates (median
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Figure 2.3 Marginal posterior distributions for the NHPP parameters.
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Figure 2.4 Scatterplot of the NHPP point estimates.
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Figure 2.5 Probability plots for   from four di↵erent assumed distributions.
of the respective marginal posterior distributions). Figures 2.5 and 2.6 display probability plots
for the   and   parameters respectively for each of four selected distributions. Tables 2.3 and 2.4
summarize the goodness of fit for   and   respectively for each distribution. The results indicate
that the Gamma distribution provides a reasonable description of the data for both parameters.
We will use Gamma distributions here because they provide a good description of the parameter
distributions and they will simplify computations.
Thus let the distributions for   and   be independent and identically distributed (iid) Gamma
distributions denoted by
 j ⇠ Gamma
 
↵ ,  
 
(2.4)
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Figure 2.6 Probability plots for   from four di↵erent assumed distributions.
 j ⇠ Gamma
 
↵ ,  
 
(2.5)
for j = 1, 2, ...J = 21. Because there is no prior information about the hyperparameters in (2.4)
and (2.5), we propose
↵  ⇠ Gamma
 
0.001, 0.001
 
,    ⇠ Gamma
 
0.001, 0.001
 
↵  ⇠ Gamma
 
0.001, 0.001
 
,    ⇠ Gamma
 
0.001, 0.001
 
for ↵ ,   , ↵ , and   . This choice of prior distributions guarantees that the parameters are positive
and that the prior distributions are di↵use, allowing inferences about the J = 21 wind turbines to
be data-driven.
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Table 2.3 Goodness of fit for the distribution of  
Distribution AIC BIC
Lognormal 30.44 32.53
Gamma 30.85 32.93
Weibull 32.30 34.39
Loglogistic 34.93 37.02
Table 2.4 Goodness of fit for the distribution of  
Distribution AIC BIC
Lognormal 92.83 94.92
Gamma 93.52 95.61
Weibull 96.02 98.11
Loglogistic 97.18 99.27
Because the NHPP parameters vary from turbine-to-turbine, estimates based on the fully-
pooled data are subject to large bias. If there is no pooling, we expect less bias, but an increased
variance in the parameter estimates. The hierarchical model allows for a useful compromise between
a completely pooled analysis and an individual turbine analysis, generally resulting in improved
estimation performance Gelman (2006).
A fully specified likelihood and prior distribution for the multiple systems model can be seen
in Ryan, Hamada, and Reese (2011), followed by a description of a multiple-system Metropolis-
Hastings within Gibbs sampler. We use the JAGS software Depaoli, Clifton, and Cobb (2016) to
generate draws from the joint posterior distribution and the RJAGS interface to R Su and Yajima
(2009).
2.4 Cost and Use Rate Model
2.4.1 SCADA Data and Cost Relationship
After developing models for service event counts and corresponding costs, we are now interested
in relating operating conditions to the amount of cost that results from each event. The use rate,
which is defined to be a two-week average amount of use immediately before a service event, is
22
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
● ●
●
●
●
●
●
●
●●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●●
●
●
●
●
0 10 20 30 40 50
−6
−4
−2
0
2
Log Downtime vs. Use Rate Linear Fit
Use rate (rpm)
Lo
g 
Do
wn
tim
e 
(d
ay
s)
Use rate (rpm)
0 10 20 30 40 50
L
og
 c
os
t (
da
ys
)
-6
-4
-2
0
2
Figure 2.7 Log cost vs. use rate for N = 121 service events in the turbine fleet.
measured in the number of rotations per minute (rpm). We use a model that implies that there is
a linear relationship between log(cost) and the use rate. Figure 2.7 is a plot of the costs (measured
in days of cost on a log axis) for the N = 121 service events versus the corresponding use rates.
The assumed relationship between cost and use rates can be expressed as
Zi =  0 +  1 ⇥ Ui + ✏i
where Zi is the log of the cost, Ui is the corresponding use rate, and  0 and  1 are parameters that
are estimated from the data, using least squares regression.
Using standard graphical regression diagnostic checking of the usual linear model assumptions
(i.e., constant variance of residuals, independence of residuals, normally distributed residuals, and a
linear relationship between the explanatory and response variables) we found no evidence of serious
departures. Also, we note that there is a correlation of 0.51 between Zi and Ui. Using the data,
the fitted simple linear regression model is
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zˆi =  2.31 + 0.11⇥ ui (2.6)
where zˆi is the predicted log cost, ui is an observed use rate for event i. Predictions of the use
rate of future service events are needed to predict the corresponding costs for each event. The next
section develops a time series model that will provide predictions for future use rates.
2.4.2 Autoregressive Model for Use Rate
We explore the time series structure of use rates for the J = 21 wind turbines. After considering
alternative models we found that an AR(2) model provides an adequate description of the use rate
data with parameters
 
 1,  2, ⌧2
 
where
Ut =  1Ut 1 +  2Ut 2 + ✏t, ✏t ⇠ N
 
0, ⌧2
 
. (2.7)
We centered the data by subtracting the sample mean to remove the need for an intercept term.
We notice no significant turbine-to-turbine di↵erences in the use rate distributions.
2.4.3 AR Model in JAGS via Bayesian Analysis
Similar to Section 2.3, we use a Bayesian approach by using a likelihood and prior distribution
to obtain posterior distributions for the parameters of interest
⇡
 
⌧2,  1,  2|U1, U2, ..., Ut
 
= f
 
U1, U2, ..., Ut|⌧2,  1,  2
 
⇡
 
⌧2
 
⇡
 
 1,  2
 
where the likelihood function for (2.7) is
f
 
U1, U2, ..., Ut
 
= f
 
U1
 Qt
k=2 f
 
Uk|U1, ...Uk 1
 
.
We use noninformative uniform prior distributions for  1 and  2. Because ⌧ > 0, we use a gamma
prior distribution with shape and scale parameters of 0.001 and 0.001 respectively. This di↵use prior
distribution lets the data from empirical observations dictate the shape of the posterior distribution.
For more information on prior distributions for variance parameters, see Gelman (2006).
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Figure 2.8 Marginal densities from use rate AR(2) model based on N = 10, 000 draws.
We use again JAGS to compute draws from the joint posterior distribution of the parameters of
the AR(2) model. Table 2.5 and Figure 2.8 provide summaries of the posterior output from JAGS.
Table 2.5 Use rate AR(2) parameter estimates
Parameter Median 95% Credible interval
 1 1.25 [1.12, 1.38]
 2  0.26 [ 0.40,  0.14]
⌧ 5.06 [4.59, 5.61]
2.5 Predicting the Behavior of a New Wind Turbine
2.5.1 Assumptions
Suppose that a potential customer is considering the installation of a new wind turbine of the
same type and environment populations as those under study here. In this section we use the
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fitted model for the 21 available wind turbines to predict the future cost of this new turbine to be
installed in the future. We call this Turbine 22.
The assumptions we use to make the cumulative cost prediction are
1. The relationship between use rates and costs in (2.6) holds for Turbine 22.
2. Recurrence rates are independent of cost parameters.
3. Turbine 22 comes from the same population as the originally observed wind turbines.
In the remainder of this section and in Section 6, we do the following. First we make predictions
under the (unrealistic) “conditional” assumption that we know the event intensity function for
Turbine 22. Then we make similar predictions under the “unconditional” assumption that we
know nothing about those parameters, resulting in considerably wider prediction intervals. Then,
in Section 6 we show how prediction precision is improved over time as operational information
about Turbine 22 is accumulated.
2.5.2 Simulating Draws from Posterior Predictive Distributions
In this section we present an approach to simulate from the posterior distributions in Section
2.3.5 and 2.4.3 to generate predictions and prediction intervals for the cost as a function of time for
a new wind turbine. Consider di↵erent methods: a conditional approach and an unconditional
approach. For the conditional approach we fix the values of  22 and  22, specify the end of
observation time tc22 , and
1. Draw the fixed values of  22 and  22 from the joint posterior distribution.
2. Draw a realization of  1,  2, and ⌧ from an AR(2) process.
3. Simulate a sequence of NHPP events until tc22 resulting in n22 events
4. For each event simulate costs z1, ..., zn22 using (2.6).
5. Compute the MCF and accumulate
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6. Repeat steps 2 - 5 B times and save the results
7. For each sequence of closely-spaced times between 0 and tc22 obtain the 0.025, 0.5, and 0.975
quantiles of the predictive distribution, giving a point prediction and 95% prediction intervals
for each point in time.
The unconditional approach is similar, but we would change step 6 to Repeat steps 1 - 5 B times
(i.e., draw a new pair  22, 22 from the joint posterior distribution of ( , ) for each iteration).
2.5.3 MCF Cost Function Results
After following the steps in Section 2.5.2, with B = 10000, we obtain a cost MCF prediction
with prediction intervals. Figure 2.9 shows an example of MCF prediction results, where the solid
line is the median of the draws obtained in part (g) and the values of the model parameters were
 22 = 1.05 and  22 = 6.31. We notice that distance between the upper bound and MCF prediction
increases rapidly with age due to the right skew in the distribution of costs. In Figure 2.9 the
observation period is 0 < t < tc22 = 2000 days.
The conditional distribution assumes we know the MCF parameters of Turbine 22 (which is
not realistic). Unconditionally, we expect to see wider prediction intervals because the NHPP pa-
rameters vary in the unconditional algorithm (i.e., with no advanced knowledge of the turbine’s
reliability, there is much uncertainty in the predictions). Figure 2.10 displays the MCF cost pre-
diction using the unconditional approach.
2.6 Value of Updating
2.6.1 A Compromise Between Conditional and Unconditional Approaches
Before we have any information about the parameters for Turbine 22, the MCF cost prediction
must be dealt with unconditionally. Once Turbine 22 begins to operate, however, we can use
available data to obtain a joint posterior distribution for  22 and  22 to get higher precision in our
27
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Figure 2.9 Predicted cost MCF with 95% prediction intervals, conditional on  22 = 1.05
and  22 = 6.31.
MCF predictions. We can continually update the joint posterior distributions as more information
is obtained.
2.6.2 Benefits of Linking Covariate Data to Event Data
Technological advancements, including SCADA systems, have the capability to reduce the un-
certainty in predictions of reliability characteristics for wind turbines. It is desirable to have accu-
rate reliability predictions in variable environments, such as wind farms, which are subject to various
environmental and operational conditions. Having access to individual wind turbine SCADA data,
in addition to lifetime data, can be extremely useful for maintenance optimization and economic
planning purposes.
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Figure 2.10 Unconditional predicted cost MCF with 95% prediction intervals.
2.6.3 Updating the Posterior Distribution
In the unconditional approach we have no specific information on the   and   parameters for a
new turbine, so using the hierarchical approach we can sample from the joint posterior distribution
during each iteration outlined in Section 2.5.2. When following this approach, predictions are made
based only on the data from the 21 turbines used in developing the hierarchal model. If we were
able to instead observe a new wind turbine for some period of its life starting at the beginning
of operation, then we would have some information about its specific NHPP parameters. Longer
periods of observation results in more prior information, which is expected to improve future cost
predictions.
To see how accumulating data from the new turbine improves future cost predictions, we do
evaluations at several times over a 2000 day period. In particular, we consider data accumulated
after 0, 800, 1200, and 1600 days, where 0 days of operation is equivalent to an unconditional
approach because we know nothing about a new turbine’s parameters without having observed any
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data. The unconditional posterior distribution for a new wind turbine’s service event parameters
is
L DATADay=0|✓ ⇡ ✓ .
Consider observing a new wind turbine from day 0 to 800 days. After observing a new wind turbine
for 800 days of service, the posterior distributions can be updated by including the observed data
into (3) and obtaining
L DATADay=800|✓ ⇡ ✓ ,
The algorithm to make predictions about the future cost with an event history up to 800 days
becomes
1. Observe nDay=800 events up to 800 days.
2. For each event observe costs z1, ..., znDay=800 .
3. Update the joint posterior distribution using information from steps 1 and 2.
4. Draw  22 and  22 from the updated joint posterior distribution.
5. Draw a realization of  1,  2, and ⌧ from an AR(2) process.
6. Simulate NHPP events until tc22 resulting in n22 additional events after tDay=800.
7. For each event generate costs znDay=800+1, ..., znDay=800+n22 using (6).
8. Compute the MCF and accumulate.
9. Repeat steps steps 4 - 8 B times and save the results.
10. For a sequence of closely-spaced times between 0 and tc22 obtain the 0.025, 0.5, and 0.975
quantiles of the predictive distribution, giving a point prediction and 95% prediction intervals
for each point in time.
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Figure 2.11 Predicted cost MCF with 95% prediction intervals after observing events at
387 and 765 days of operation, where the prediction is made after 800 days of
observing the turbine.
This updated algorithm can be adjusted for any amount of previous observation time, where longer
periods of observation are expected to narrow the future prediction bounds.
Figure 2.11 provides an example of using the updating algorithm to generate prediction intervals
for the future cost of a wind turbine after 800 hours of operation. The vertical dashed line marks
the point where we stop observing the new turbine. We notice in this illustration that up to t800
the turbine experiences two service events which result in an approximate 10 days of cost. We
follow steps (d) through (j) in the updating algorithm to produce the prediction intervals, which
are indicated by the horizontal dashed lines.
2.6.4 Prediction Results Using Early Observation Time
Using the updating algorithm in Section 2.6.3 for each of the new-turbine observation periods,
we can produce figures similar to Figure 2.11. To see the benefits of incorporating early-observation
information into the prediction process, consider 2000 days after the beginning of operation. We
run the algorithm with B2 = 10000 for several early-observation periods and obtain 95% prediction
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intervals for the cumulative cost at 2000 days for each scenario, which di↵er only by the number
of days of observed data prior to making each prediction. Table 2.6 displays the results. In Figure
2.12 we display the same results from 0 to 2000 days during each early-observation scenario.
Table 2.6 Cumulative cost prediction at 2000 days with 95% prediction intervals after
di↵erent amounts of system operation
0 days 800 days 1200 days 1600 days
95% Lower 10.06 14.59 16.64 19.45
Prediction 25.23 20.78 20.11 20.75
95% Upper 84.94 49.46 42.26 38.08
Width 74.88 34.87 25.62 18.63
In Table 2.6, we notice that the width of the 95% prediction interval width decreases by 40
days of cost when incorporating 800 days of early-observation time into the algorithm. With 1200
days of early-observation, the prediction interval width decreases by an additional 9.25 days. The
di↵erence in in the widths of the prediction intervals for cost after 1200 days of operation and 1600
days of operation is about five days. Overall, the ability to predict future cumulative costs was
improved using the hierarchical approach and updating the algorithm.
2.6.5 Fleet-level Predictions
Suppose we are going to install five new wind turbines on a small farm and want to make cost
predictions for the fleet. Similar to previous sections, we could generate posterior distributions for
the NHPP parameters and run through the algorithm in Section 2.6.3 to update information as
time passes.
We introduce service events from the fleet over time. We run the algorithm B = 10,000 times
for each prior update and obtain 95% prediction intervals for the cumulative cost at 2000 days
for the fleet (similar to Section 2.6.4). We display fleet level predictions in Table 2.7. Figure 2.13
displays predicted cost MCFs with 95% prediction intervals for the unconditional case and for cases
where data are accumulated for di↵erent amounts of time for five new wind turbines.
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Figure 2.12 Predicted cost MCF with 95% prediction intervals for unconditional and early
observation scenarios. For the unconditional (top left), we have 0 days of
observation for the new wind turbine. For the early observation scenarios, we
observe the turbine behavior for 800 (top right), 1200 (bottom left), and 1600
(bottom right) days before making the predictions.
In Table 2.7, we notice that 800 days of early-observation information decreases the width of the
prediction interval by over 160 days. Again, the hierarchical approach and updating algorithm
improved the ability to predict future costs.
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Table 2.7 Prediction for cumulative cost at 2000 days with 95% prediction intervals for a
fleet of five turbines.
0 days 800 days 1200 days 1600 days
95% Lower 24.04 52.54 73.94 93.85
Prediction 60.90 65.96 81.17 96.32
95% Upper 233.47 96.43 101.61 109.56
Width 209.43 43.89 27.67 15.71
2.7 Discussion and Areas for Future Work
2.7.1 Economic Implications
According to Moloney (2014) SWTs are not popular because of their high upfront cost, but
are still economically feasible in the United States because of federal tax credits. AWEA estimates
that SWTs cost between $3,000 and $8,000 per kilowatt to install.
To understand how cumulative cost a↵ects SWTs economically, one should first consider the
power output from each turbine. Recall the power rating for SWTs in this paper is 100 kW. Typical
generation percentages are between 25% and 35% of the year. To calculate the power output over
a period of time we can use
Output = C ⇥  PR⇥Days⇥ 24 hours  (2.8)
where Output is measured in MWh, C is the capacity factor, and PR is the power rating measured
in MW. For example, if a 100 kW turbine with a 30% capacity factor operated over a 2000 day
period we would expect
1440 MWh= 0.30⇥  0.1MW⇥2000⇥ 24 
that a turbine with such characteristics would generate 1440 MWh of power over a 2000 day period.
We consider the cost predictions from Table 2.6 and use (2.8) to calculate expected power losses
that result from service-event downtime after 2000 days of operation for three separate capacity
factor scenarios. To gain a sense of the economic losses, we assume one could sell power for
$0.10/kWh.
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Figure 2.13 Predicted cost MCF with 95% prediction intervals for unconditional and early
observation scenarios for a fleet of five wind turbines. For the unconditional
(top left), we have 0 days of observation for the new wind turbine. For the early
observation scenarios we observe the turbine behavior for 800 (top right), 1200
(bottom left), and 1600 (bottom right) days before making the predictions.
In Figure 2.14 we provide an example of a new wind turbine that is operating over a 2000-day
period. This example assumes that the turbine has a possible capacity factors of 0.25, 0.30, 0.35
and power can be sold for $0.10/kWh. On the x-axis we introduce historical information before
predicting the lost revenue due to service event costs 2000 days after installation. The use of
historical information provides improved predictions.
We notice the decrease in width of each prediction interval as more information is accumulated
about the individual turbine. For example, with no information about the individual turbine, and
a capacity factor of 0.25, a 95% prediction interval for economic losses resulting from service event
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Figure 2.14 Predicted loss in revenue from unscheduled downtime after 2000 days of op-
eration for di↵erent amounts of early observation.
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cost after 2000 days of operation is [$604, $5096]. When the information based on 800 days of
information is used to update the posterior distributions the prediction interval becomes [$875,
$2968], which is a substantial decrease in width when one considers the potential of predicting
losses for a fleet of turbines.
2.7.2 Fleet-level versus Turbine-level Predictions
Predictions in Section 2.6.4 are specific to an individual turbine, whereas Section 2.6.5 is for a
small fleet of turbines. Overall one would prefer to have information at the individual unit level
when possible. In this paper we considered an individual turbine (in Section 6.4) and a small
fleet (in Section 6.5). We noticed improvements in predictions for both of the scenarios using
early-observation data and the updating algorithms.
2.7.3 Limitations and Improvements
In this paper, we did not have access information about the cause of the service events, only
whether or not a turbine was shut down for service. If one has access to component-specific data,
the analyses could be separated, allowing one to make predictions for individual event types. Also,
the number of turbines used to develop the hierarchical model in this paper was small. Having
data from a large fleet would reduce statistical uncertainty.
With limited SCADA data, we were only able to find one covariate to link to the recurrence
data. Improvements in such predictions would be possible if modeling were done conditional on
additional dynamic covariate history relating to service events and it would be possible to enhance
the modeling of the rate of occurrence of failures for individual wind turbines.
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Abstract
Repairable system simulation can be useful for evaluating maintenance policies. Depending on
system makeup, varying amounts of information may be needed to obtain a reasonable idea of
how systems will perform over time. In this paper, we develop a repairable systems software tool
that o↵ers two models to understand such behavior, a subsystem-level and component-level model.
Multiple algorithms are presented to assist with failure time generation with the use of the renewal
process, nonhomogeneous Poisson process, and trend renewal process models. The subsystem and
component-level models are applied to a moderate sized wind farm. Di↵erent parts of the software
including plotting tools and summary statistics are shown within the wind farm application.
Key Words: repairable systems, trend renewal process, failure time.
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3.1 Introduction and Motivation
3.1.1 Background
Studying engineering system failures is as old as engineering systems themselves. A successful
engineering design is one that avoids failures and understanding such failures can help one avoid
taking on burdens including increased future maintenance costs.
One example of engineering systems that are at the forefront of maintenance-based research are
wind turbines. El-Thalji and Liyange (2012) report that maintenance operations make up 20-25%
of the total levelized (a levelized cost is the net present value of the unit-cost of electricity over the
lifetime of a generating asset) cost per kilowatt-hour (kWh) of wind turbines, making research in
this area a worthwhile endeavor. Due to the large number of wind turbines in a wind farm, owners
and operators are usually interested in the profitability of the entire wind farm as opposed to the
prioritized reliability of individual wind turbines. This di↵ers from conventional power systems,
which impose redundancies to eliminate the risks of an asset failure.
A successful maintenance policy relies on accurate failure information, generally based on:
historical failures, manufacturing specifications, and engineering expertise on the turbine type and
make. Tretton et al. (2011) released a report that shares these types of information, which we use
to develop a simulation-based software to predict future failures of engineering fleets. We use the
software with the Tretton et al. (2011) data as an illustrative example.
3.1.2 Related work
According to Yildrim, Gebraell, and Sun (2017), current approaches to wind farm maintenance
policy making include two main lines of research:
• Opportunistic maintenance methods that do no use sensor information.
• Sensor-driven methods that focus on single turbine systems.
In the first point, maintenance and operational models for wind farms rely on reactive policies
and fixed time-based periodic schedules without using sensor information. There has been strong
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research on time-based maintenance scheduling of wind farms. Ding and Tian (2012) develop
simulation methods to evaluate opportunistic maintenance methods defined by component’s age
threshold values. On the second point, wind turbine maintenance scheduling uses condition moni-
toring information, but focuses on individual wind turbines. Yildrim, Gebraell, and Sun (2017) use
sensor information to capture the interdependencies between turbines to propose a maintenance
scheduling policy that integrates stochastic degradation methodologies driven by sensor informa-
tion.
3.1.3 Problem formulation
This research demonstrates the importance of reliability data and the value of choosing a main-
tenance strategy to operate a complex system such as a wind farm. Using simulation, one can
learn about the implications of maintenance decisions, for example, what will the mean cost of
maintenance be for a fleet of systems? To answer this question in a generic setting, we develop a
software tool in R that assists in simulating repairable systems over time.
3.1.4 Overview
The remainder of this paper is organized as follows. Section 3.2 describes repairable system
models and outlines examples within the wind energy industry. Section 3.3 outlines the necessary
inputs used in the simulation-based software developed in the remainder of the paper. Section
3.4 develops the framework for simulating discrete events with the repairable systems tool used in
the application-based parts of this paper. Section 3.5 develops a high-level (i.e., subsystem-based)
algorithm for simulating repairable systems. Section 3.6 develops a low-level (i.e., component-
based) algorithm for simulating repairable systems. Section 3.7 uses the high-level and low-level
models and applies the software to a moderately-sized wind farm. We compare these models in
Section 3.8 and discuss areas for future research.
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3.2 Repairable System Models
3.2.1 System structure
A system is a collection of interconnected components that performs some task. Systems such as
wind turbines that are maintained and/or repaired after failure are known as repairable systems. We
outline a few simple system structures that can be used to assess system (or subsystem) reliability.
System structure defines the relationship between system state (operational or not) and the system’s
components’ states. An example is the relationship between a wind turbine and the wind turbine’s
gearbox. If the gearbox is non-operational, the wind turbine cannot operate.
A high-level model describes repairable system reliability/availability performance as a function
of subsystem reliabilities. A more complicated hierarchical model describes the relationship between
system and subsystem operational state and subsystem reliability as a function of component
reliabilities. We will illustrate and compare both of the approaches to repairable system modeling.
3.2.1.1 Series systems
A series system with s components works if and only if all s components work. Examples of series
systems include cell phones, wind turbines, and most laptop computers. Suppose each component
in a new system has a cumulative distribution function (cdf) that is denoted by Fi = Fi(t; ✓i) for
component i in the system, where ✓i is a parameter vector and Ri = 1   Fi is the component
reliability. A series system with s independent components has a cdf for the time to the first failure
of the system is FT (t) = 1 
Qs
i=1(1  Fi) and the reliability of the system is RT =
Qs
i=1Ri.
Example 1: Personal computer
Consider a personal computer, that has four main components: the power supply, motherboard,
hard drive, and keyboard. This system is arranged in a series configuration, where all components
must be operational for the computer to perform properly. Figure 3.1 displays a four-component
series system. Suppose the components have the following reliabilities over a five year period.
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1. Power supply R1 = 0.985.
2. Motherboard R2 = 0.998.
3. Hard Drive R3 = 0.975.
4. Keyboard R4 = 0.997.
Assuming that the components fail independently, the reliability of the computer (the proba-
bility that is will survive five years without a failure) is calculated as
RComputer = R1 ⇥R2 ⇥R3 ⇥R4
= 0.985⇥ 0.998⇥ 0.975⇥ 0.997
= 0.9556.
Figure 3.1 A four-component series system example.
3.2.1.2 Systems with redundancy
Sometimes redundancy can be introduced in a system if there is a weak link or a critical
component (like a hard drive in a personal computer). Consider Example 3.1 and in particular the
hard drive. A second hard drive can add component-redundancy to increase the reliability of the
personal computer. For example, we add a parallel set with two parts to “3” in Figure 3.1. In
Figure 3.2 we show the added redundancy to the hard drive. We assume the reliability of “3.1”
and “3.2” are both 0.975. The reliability of the redundant hard drive subsystem is
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RRaid = FT (t)
= 1 
2Y
j=1
(1  Fj)
= 1  ⇥(1  0.975)⇥ (1  0.975)⇤
= 0.999375.
The updated reliability for the personal computer becomes
RComputer = 0.985⇥ 0.998⇥ 0.999375⇥ 0.997
= 0.9795.
Adding redundancy to the hard drive improves the computer’s reliability.
Figure 3.2 A four-component series system example with redundancy in the hard drive
subsystem.
3.2.1.3 Other system structures
We will not use other system structures in this paper because they are not common in wind
turbines. More details on system-level and component-level redundancy and other subsystem con-
figurations can be found, for example, in Rausand and Hoyland (2004).
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3.2.2 Repair and scheduled maintenance models
Many systems are maintained or repaired after failure. For such repairable systems, one may
be interested in finding a set of operational/maintenance policies that will maximize availability
(the fraction of time that a system is available for use) subject to a cost constraint or to minimize
cost (subject to an availability constraint). This leads one to consider maintainability of a system,
which is improving operational e ciency through scheduled maintenance (also known as preventive
maintenance) techniques. Improvements in maintainability and repairability (the distribution of
time to do a repair) can increase the availability of a system.
3.2.2.1 Routine maintenance
Routine maintenance includes a set of tasks that will be performed, usually periodically, re-
gardless of the system state. An example is periodic oil change and lubrication of a vehicle or
machine.
Example 2: Maintenance in the wind energy industry
Wind turbine maintenance costs can be broken into several categories. The operations costs are
mostly fixed each year and include land use royalties, taxes, labor, training, and insurances. Sched-
uled maintenance costs are largely dependent on the maintenance policy set forth by the turbine or
farm owners and operators. Corrective maintenance costs are more variable because costs are driven
by failures of turbine subsystems that cannot be predicted precisely. Section 3 of Hill, Stinebaugh,
and Briand (2008) summarizes costs of O&M within the wind energy industry.
3.2.2.2 Safe life replacement
Some components are automatically replaced when they reach a certain age, so that the chance
of failure is minimized. An example is the replacement of an automobile timing belt after 60 or 80
thousand miles.
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Example 3: Wind turbine maintenance action examples
During the first 2–5 years of a new turbine’s life, it is usually under warranty from the original
equipment manufacturer (OEM) and has an annual maintenance schedule. At the larger-scale (i.e.,
a wind farm), a “two-technician crew” is typically available to maintain a wind farm. The first crew
is permanently on site to provide O&M services and the second crew is assigned from a local service
center. During scheduled maintenance, the crews go through a detailed checklist that includes
• Inspection of mechanical and electrical systems
• Bolt tightening
• Check oil, grease, connections, etc.
3.2.2.3 Industry maintenance strategies
Depending on the application, industry experts plan scheduled maintenance actions in di↵erent
ways. Some common strategies include
• Time-based: Schedule a maintenance task every N time units.
• Meter-based (Amount): Schedule a maintenance task when a meter increases or decreases
by a certain amount (i.e., changing tires every 40 to 60 thousand miles).
• Meter-based (Batch): Schedule a maintenance task every time a machine produces/processes
a certain number of units.
• Relative to other maintenance: Schedule a new maintenance task when an earlier task
is completed.
Example 4: Siemens safe-life repair strategies
After 500 hours of use Siemens assigns technicians to conduct the first scheduled maintenance.
After that initial scheduled maintenance, annual scheduled maintenance actions are performed.
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The actual actions at these maintenance events vary. For example, some particular maintenance
actions may not be required every year. Siemens is paid an annual fee per turbine that covers this
yearly maintenance.
Siemens and other companies have a permanent data connection that goes to their monitor-
ing centers where technicians or engineers constantly monitor the wind turbines. Approximately
75-80 percent of all turbine-trouble issues can be diagnosed from the monitoring centers. More
information on Siemens maintenance strategies can be found in Trabish (2010).
It is important to note that the OEM providing maintenance is not the only option for turbine
owners. The three main options are the OEM services, independent service providers, and owners
who self-provide needed services.
3.2.3 Repairable system and component failure models
We note that the system cdfs derived from the RBD’s like those illustrated in Figures 3.1 and
3.2 only reflect the distribution of time to first failure. For a repairable system, one must consider
the intensity functions for stochastic processes describing recurring failures over time for particular
components. We consider several failure models to describe the intensity functions. For each of the
models considered, the times between failures or maintenance events are denoted by ⌧j = Tj Tj 1,
where T0 = 0.
3.2.3.1 Renewal process
When a component of a system is replaced by a new component that has the same cdf after
each failure, a renewal process model is appropriate. A renewal process generates a sequence of
recurrences at system ages T1, T2, ... with interrecurrence times that are assumed to be independent
and identically distributed (iid). Figure 3.3 shows the conditional intensity function (the intensity
at time t depends on the time of the most recent replacement) for a Weibull renewal process
corresponding to
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Figure 3.3 Renewal process intensity function.
F (t) = 1  exp( t/ )↵ (3.1)
and ⌫(t) is the Weibull hazard where ↵ is the Weibull shape parameter and  is the Weibull scale
parameter After each replacement, the hazard function returns to 0. Because of this repair behavior
in a renewal process is said to make the repaired unit “good as new.” For more information about
renewal processes see Section 2.3 of Cook and Lawless (2007).
3.2.3.2 Nonhomogeneous Poisson process
A nonhomogeneous Poisson process (NHPP) model has a non-constant recurrence rate ⌫(t).
Under the NHPP model, the number of events in any interval of time has a Poisson distribution
and the number of events occurring in any two non-overlapping intervals will be independent (known
as independent increments). Figure 4 shows the intensity function for a particular NHPP model.
The NHPP intensity function di↵ers dramatically from that of the renewal process. In particular,
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Figure 3.4 NHPP intensity function and two event times.
as shown in Figure 3.4, after each repair or other event, the intensity has the same level as just
before the event occurred. For this reason, the NHPP process is referred to as “minimal repair” or
“bad as old.” A commonly used parametric form of ⌫(t) is power law process
⌫(t) =  (t) =
 
⌘
✓
t
⌘
◆  1
. (3.2)
Further information about the Poisson process is given in Section 2.2 of Cook and Lawless (2007).
For information on specifying ⌫(t) and the NHPP in general, refer to Section 16.4.3 of Meeker and
Escobar (1998).
3.2.3.3 Trend renewal process
The trend renewal process (TRP) model was introduced by Lindqvist, Elvebakk, and Heggland
(2003). The TRP model describes situations that are in-between the NHPP and renewal processes.
Similar to a renewal process, each failure/repair or other maintenance action the intensity function
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changes. The nature of the change to the intensity function depends on a trend function and the
renewal hazard function.
Let T1, T2, ... denote events from a TRP. To define the TRP process we let  (t) be a nonneg-
ative trend function defined for t   0 and let ⇤(t) = R t0  (u)du. The process T1, T2, ... is called
TRP(F, (.)) if the transformed process ⇤(T1),⇤(T2), ... is a renewal process with distribution F .
Thus, ⇤(Ti)   ⇤(Ti 1), i = 1, 2, ..., are i.i.d. with distribution function F . The function  (.) is
called the trend function, while F is called the renewal distribution. The conditional event inten-
sity function is ⌫(t|Ht ) = h{⇤(t) ⇤[TN(t )]} (t) where Ht  is the history of the process up until
just before time t and h is the hazard function corresponding to the distribution F . Under the
TRP model when there is a refurbished repair at time t, the conditional intensity function goes
down to the trend value  (t). For example, consider the TRP(F, (.)) which is characterized by
the power law
 (t; ⌘, ) = ⌘ t  1, ⌘ > 0,  > 0. (3.3)
for the trend function and Weibull distribution in (3.1) for the renewal function. Figure 3.5 exhibits
this TRP intensity function over time. More information on the TRP model can be found in Chapter
5.2.2 of Cook and Lawless (2007).
The renewal and NHPP models are special cases of the TRP model. When F is an exponential
distribution with mean 1, the NHPP is obtained and when  (t) is constant the renewal process is
obtained.
3.3 Repairable System Model Specification
To explore the reliability or availability within a repairable system, one generally starts by
outlining the system structure. After the system structure (product design) is established, we can
define particular characteristics about the system that will allow us to simulate system performance
over time. The goal of simulating a repairable system or fleet of repairable systems is to develop
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Figure 3.5 TRP intensity function and two event times.
economical maintenance policies to extend the useful life of the system and its costly components,
maximize system output, and maximize profits.
3.3.1 Repairable system input definitions
Inputs needed to quantify a repairable system’s operational characteristics include
• System structure, as described in Section 2.1.
• The failure-time distribution or intensity function specifications for each component.
• Parameters for the failure-time distribution or intensity function for each component.
• Specification of di↵erent types of events that will a↵ect system operation and state.
• Specification of the distribution shape and parameters for each component repair-time distri-
bution.
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When assigning component reliability information (repair-time distributions, intensity functions,
or other information), one must consider types of maintenance actions that are being done (e.g.,
“replace with new” or “minimal repair”).
3.3.2 Operational costs
Operational cost considerations for a repairable system simulation include
• Component replacement costs.
• Labor and other repair costs.
• Lost profit from downtime costs.
3.3.3 Other inputs
Other inputs for a repairable system simulation include
• Simulation duration (e.g., how many years the system is expected to be in operation).
• Simulation time unit (i.e., hours).
• Number of simulations. A larger number of simulations will reduce Monte Carlo error.
• A random seed to allow one to reproduce results.
3.4 Repairable System Simulation
In order to make maintenance decisions with respect to cost and availability, we first need to
present a method to simulate discrete events over a period of time to gain an understanding of
system behavior. In this section we describe an R package that was developed to simulate discrete
events for a system at the subsystem and component levels. In addition, we present some tools
to perform analysis of the simulated events to help guide decisions about maintenance actions and
examples to illustrate the use of the tools.
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3.4.1 Simulating discrete events
Brailsford, Churilov, and Dangerfield (2014) state that discrete event simulation (DES) tech-
niques are based upon the foundation of Monte Carlo methods and were originally developed to
improve the design and operation of manufacturing plants. These DES techniques aim to model
complex systems, such as wind turbine maintenance, which experience events at the subsystem and
component levels. To model the behavior of a system that consists of discrete state changes we
consider:
• System State: All of the information that describes the state of a system at a certain point
in time.
• Event: An indicator that calls for action due to a state change.
• Process: A sequence of events associated with a simulation.
The DES framework is represented by entities that flow through networks of queues and activities.
Brailsford, Churilov, and Dangerfield (2014) describe the fundamental building blocks of a DES
model as:
• Entities: Individual items that flow through the system, for example, orders in a supply chain.
In RSS, applications the entities are the failure events for specific subsystems/components.
• Queues: Areas where entities wait to be worked on, for example, inventory or waiting lists.
In RSS, the queues can be thought of as a running list of work orders that are updated as
failures (failure times are generally stochastic) occur or times for scheduled maintenance arise.
• Activities: Performance of work on entities, for example servicing a repairable system to return
it to operational status. In RSS, the activities include equipment checks, partial or complete
overhauls at specified points in time, oil changes, lubrication and so on. In addition, workers
can record equipment deterioration so they know to replace or repair worn parts before they
cause system failure.
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• Resources: Required to be present to complete activities, for example, crew members on a
maintenance team.
In Sections 3.5 and 3.6, DES modeling will focus on individual entities that flow through trajectories
which consist of queues, activities, and actions. We will focus on the points in time where state
changes occur. To do this, we will define an event as a discrete point in time at which the system
state changes. Events often occur at irregular intervals and are followed by actions that are similar
to those defined in Section 3.2.2. For more information on DES frameworks such as time handling
and random sampling, see Chapter 2 of Brailsford, Churilov, and Dangerfield (2014) and Bangsow
(2012).
3.4.2 Repairable system metrics
When simulating a repairable system or fleet of repairable systems, one may be interested in
measuring particular system characteristics to assist in influencing future decisions (i.e., mainte-
nance actions). Metrics that will be used in our work include:
1. Availability : The amount of time that a system is able to perform its intended function
divided by the total amount of time in a period.
2. Cumulative cost : The cumulative amount of money that it takes to maintain a system over
time.
3. Waiting time: The time it takes for a maintenance crew to reach the system to start per-
forming maintenance actions.
4. Resource utilization: The proportion of time that the maintenance crew or crews are working
during a given period.
3.4.3 RSimmer
Ucar and Smeets (2018) developed a process-oriented and trajectory-based DES package for the
R statistical software. This R package is known as RSimmer. Using the framework of RSimmer,
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we develop an extension of this package to handle RSS applications. Information on RSimmer’s
capabilities can be reviewed in Ucar and Smeets (2018).
3.4.4 SimmerRSS: An R tool for repairable systems
We have developed an R package SimmerRSS, building on RSimmer capabilities, to do re-
pairable system simulation. The input to SimmerRSS is a file that defines the system to be
simulated, di↵erent kinds of reliability-related events, and associated probability models and dis-
tributions, including parameters. For simplicity in this research, we focus on series systems with
independent components and subsystems. Figure 3.6 displays the information that is sent from the
input file to the R functions being created for repairable systems.
SimmerRSS
Figure 3.6 User-defined inputs for SimmerRSS functions.
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3.5 Illustrative Application: A Subsystem-level Model of a Wind Turbine
3.5.1 Data
Wind turbines are repairable systems that fail and are repaired over time. Data on how fre-
quently wind turbines fail and the corresponding costs are generally considered to be highly propri-
etary. A report by Tretton et al. (2011), however, provides detailed maintenance information for
a fleet of 1.5 MW turbines over a 20 year period. We use the information in this report to develop
illustrative examples for SimmerRSS.
3.5.2 Wind turbine subsystems
A wind turbine is generally comprised of seven subsystems. Figure 3.7 describes the seven
subsystems being used in the high-level model for our example. The numbers inside each block
correspond to the number of major components in each subsystem. We assume that the subsystems
fail independently (e.g., the condition of one subsystem does not a↵ect the condition of another).
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Figure 3.7 Subsystems in a 1.5 MW wind turbine.
3.5.3 Developing trajectories
RSimmer uses the concept of a trajectory tool, which is a common path in a DES model for
entities (i.e., subsystems) of the same type. Trajectories are comprised of a list of actions that
define some cycle of an equivalent process. For example, one could use a trajectory to define a list
of actions that take place when a subsystem failure occurs in a system.
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Example 5: Developing wind turbine subsystem trajectories
We begin by assigning each wind turbine subsystem a trajectory with a unique name, for example,
“Rotor Path,” which tells us the state of the rotor over time after it experiences a failure. All
trajectories will send a message saying “the subsystem has failed.” Within each trajectory, the
subsystem failure time is recorded, as is the progress in the search for a maintenance crew (i.e.,
a resource) to come repair the subsystem. For resource deployment, SimmerRSS selects the first
available maintenance team.
Once a maintenance crew is notified, the trajectory for the failed subsystem sends the message
“Crew is Notified” and a delay time distribution is used to generate a time to arrival for the crew.
When the maintenance crew arrives the trajectory sends the message “Crew Arrives, Begin Repair.”
A repair time distribution is used to generate a time to repair for the given subsystem and once
complete the software displays the message “Repaired.” Figure 3.8 displays a trajectory assigned
to a wind turbine subsystem after a particular event. The various messages from SimmerRSS are
saved in a file and can be inspected for checking and debugging.
3.5.4 Generating failure times at the subsystem level
At the subsystem level we will consider two di↵erent types of repairs, “Minimal Repair,” which
leads to an NHPP model and “refurbished,” corresponding to a TRP model. Section 2.3.2 defines
the failure intensity function for subsystem i to be the well-known power law model
 i(t) =
 i
⌘i
✓
t
⌘i
◆ i 1
. (3.4)
We use a simple algorithm from Chapter 16.7 of Meeker and Escobar (1998) to generate NHPP
failure times recursively for each of the I subsystems. An explicit formula for this algorithm using
the intensity in (3.4) is
tj =

t ij 1   ⌘ ii ⇥ log
 
Uj
  1/ i
(3.5)
where t0 = 0 and Uj , j = 1, ... is a pseudorandom sample from a UNIF(0,1).
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Figure 3.8 Subsystem failure/repair trajectory example.
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Using the result from (3.5), we develop an algorithm that generates a sequence of failure times
for subsystems that have either NHPP or TRP failure intensities (depending on the subsystem’s
cost, failure rate, and application), where the TRP renewal distribution is defined as 1   exp⇥  
( (1 + 1/ )x) 
⇤
,   > 0 (see Lindqvist et al. 2003). Next, we describe an algorithm for simulating
the failures and repairs for a single subsystem over the period of the simulation. We first define
the terms in the algorithm:
• ⌧ik is the time of refurbished repair k for subsystem i and ⌧i0 = 0.
• ⇣ik is the cumulative number of repairs (minimal and refurbished) at the time of refurbished
repair k for subsystem i and ⇣i0 = 0.
• toli is the intensity tolerance for subsystem i. When a subsystem failure occurs at a time t
where  i(t) > toli, a refurbished repair is performed on subsystem i and if a failure occurs at
a time t where  i(t) < toli, a minimal repair is performed.
• bk is the number minimal repairs between times ⌧i,k 1 and ⌧ik.
• Wi` represents the random repair time for failure ` for subsystem i.
• !i` represents the sum of Wi` values prior to failure ` of subsystem i.
For subsystem i = 1, ..., I,
1. Recursively generate NHPP failure times using (3.5) until  i(t) > toli.
2. Denote the ordered times from Step 1 by t1+⇣ik , ..., tbk+⇣ik . The repairs at t1+⇣ik , ..., tbk 1+⇣ik+
!bk 1+⇣ik are times of “minimal repair” and tbk+⇣ik + !bk+⇣ik is a “refurbished” repair time.
For each failure, we adjust the vector of ordered times by adding the cumulative repair times
up until the time of the most recent failure.
3. When a refurbished repair occurs, the failed subsystem’s intensity returns to the trend value
at  i(tbk+⇣ik + !bk+⇣ik ; ⌘i, i) where TRP (F, (.)) is defined in (3.3).
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4. After a refurbished repair is e↵ected, set the cumulative number of repairs to ⇣ik = ⇣i,k 1+ bk
and record the time of the kth refurbished repair as ⌧ik = ⌧i,k 1 + tbk+⇣ik .
5. Repeat Steps 1 through 4 until ⌧ik +!bk+⇣ik > SIMTIME, where SIMTIME is the length
of the simulation.
After
PI
i=1 ⇣ik failure times are generated for the I subsystems, they are ordered and then sent to
their respective trajectories where each subsystem failure is treated based on the unique subsystem
trajectories defined by the user.
3.5.5 Single turbine simulation (subsystem-level model)
As an example of using trajectories and generated NHPP times, we run a 20-year simulation
for a single turbine using the trajectory from Figure 3.8 for all of the subsystems in the overall
system. The subsystem intensity function parameters for the power rule model were obtained from
Tretton et al. (2011) and are given in Table 3.1.
Table 3.1 Subsystem power rule intensity parameters (⌘i and  i) and lognormal repair–
time parameters (µi and  i).
Subsystem i ⌘i  i µi  i
Rotor 1 6.4 2.6 3.7 0.3
Gearbox 2 10.1 2.7 3.4 0.7
Generator 3 5.4 1.8 2.7 0.6
Brakes 4 4.8 2.4 1.6 0.2
Yaw 5 4 1.9 2.1 0.4
Control 6 7.4 2 1.6 0.4
Grid 7 14.5 2 1.9 0.3
Under the subsystem-level model, we fix crew costs by taking a weighted average of crew costs
within each subsystem from the observed failures for the 100 turbines over 20 years, given in Tretton
et al. (2011). Because there is a lot of variability in part costs within subsystems (i.e., a rotor pitch
gear that costs $7,000 compared to a structural blade repair that can cost upwards of $200,000) we
sample part costs from subsystem-specific lognormal distributions. For the repair times for each
failure, we sample from a lognormal distribution with parameters µi and  i (mean and standard
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deviation of the log repair times, respectively) for each of the I subsystems. Parameters for µi
and  i for this simulation were selected by observing the empirical distributions of repair times
from each subsystem in Tretton et al. (2011). During each simulation, an internal list of events is
maintained. Table 3.2 displays the first 10 lines of internal logging from our software for a single
turbine simulation at the subsystem level.
The user can inspect line-by-line actions throughout the simulation for debugging purposes. We
provide the line-by-line logging for line 1 of Table 3.2. For each subsystem failure, the user can see
the times (in years) at which each part of the trajectory takes place. The messages saved for each
subsystem failure are:
• 6.35307: Turbine 1 has experienced a yaw failure 1: Subsystem has failed.
• 6.35307: Turbine 1 yaw failure 1: Crew is Notified.
• 6.35381: Turbine 1 yaw failure 1: Crew Arrives.
• 6.35381: Turbine 1 yaw failure 1: Begin Repair.
• 6.35445: Turbine 1 yaw failure 1: Repaired.
• 6.35448: Turbine 1 yaw failure 1: System is Operating.
Table 3.2 Example output from a subsystem-model simulation.
Failure Start End Repair Time Crew Cost Part Cost
(years) (years) (hours) (USD) (USD)
Yaw 1 6.353 6.355 12.03 800 11901
Brakes 1 6.371 6.372 17.42 551 3313
Brakes 2 7.243 7.245 18.96 551 2528
Yaw 2 7.355 7.357 17.42 800 1445
Yaw 3 7.373 7.376 23.27 800 1168
Yaw 4 7.468 7.472 29.67 800 1655
Yaw 5 7.474 7.480 50.53 800 1054
Rotor 1 7.851 7.853 19.48 1253 8402
Generator 1 7.934 7.938 35.43 585 2541
Yaw 6 8.185 8.186 12.14 800 1120
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These raw event logs are used to summarize the output from each simulation.
3.5.6 Crane consideration at the subsystem level
According to Vachon (2006), the major needs for cranes during wind turbine maintenance are
• Nacelle lift or removal.
• Gearbox replacement (note that high-speed bearings can be replaced without the need for a
crane).
• Structural blade damage.
• Generator replacement (note that generator bearings can often be replaced without the need
for a crane).
• Tower damage (rare).
Crane costs are one of the biggest financial burdens in wind turbine maintenance and if possi-
ble, one should try to repair without using a crane. Vachon (2006) reports that crane mobiliza-
tion/demobilization costs range between $50,000 to $100,000 and a typical four days of use of a
crane would range between $130,000 and $200,000.
For simplicity, assume that if a crane is needed for a subsystem repair it will have a fixed cost
of $150,000. We consider the data from Tretton et al. (2011) and notice that the three subsystems
that experienced crane events were the rotor, gearbox, and generator failure.
Within each trajectory, we sample from a Bernoulli distribution with a given p to determine
whether a crane is needed or not. The crane-need probabilities for each subsystem are obtained
by taking the observed number of crane events within each subsystem and dividing by the total
number of events in the same subsystem. These observed events were reported for a fleet of 100
wind turbines over a 20–year period in Tretton et al. (2011). The estimated p’s are
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pˆRotor =
15+13
15+60+547+13+142+468 = 0.0225
pˆGearbox =
10+5+35
10+39+5+35+35+294+195 = 0.0816
pˆGenerator =
10
10+184+117+98+235 = 0.0155
We note that pˆBrakes = pˆY aw = pˆControl = pˆGrid = 0 because failures in the corresponding subsys-
tems never require a crane. Using the updated trajectories that include crane considerations, we
can now run more detailed simulations.
3.5.7 Results from the subsystem model with crane considerations
After a simulation has been completed, plots are provided for the user to asses metrics such as
availability and cumulative cost over time, where availability is calculated by taking the di↵erence
of the total time and cumulative downtime and dividing that quantity by the total time.
Availability =
time  downtime
downtime
(3.6)
Example 6: Illustration using one turbine for 20 years
Using the data from Table 3.1 in Section 3.5.5, Figure 3.9 displays an example of a single run over 20
years for one turbine. The vertical lines denote points where a crane was used for a given repair. In
the top of Figure 3.9 the availability is decreasing over time due to the wearing of each subsystem.
Such behavior is typical in wind turbines of this size (i.e., 1.5 MW). We note that the four crane
events in Figure 3.9 make up a large portion of the cumulative costs over time. Subsequently, we
will consider a small fleet of turbines to develop sensible maintenance decisions to lower crane costs
over time.
Example 7: Illustration of multiple realizations for one turbine over 20 years
Similar to Example 6, the availability of a single turbine with data from Table 3.1 is considered.
Instead of a single realization (i.e., Figure 3.9), the process is simulated over and over. The results
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Figure 3.9 Availability (top) and cumulative costs (bottom) over 20 years for a single
turbine where the vertical lines indicate crane events.
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allow one to visualize the uncertainty. Figure 3.10 displays the median availability from 2000
realizations over a 20 year period, with a corresponding 95% prediction interval that is generated
by taking the 0.025 and 0.975 quantiles of the results.
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Figure 3.10 Predicted availability, (total time - downtime)/total time, from a single tur-
bine with model parameters given in Table 3.1 (on top). The solid line repre-
sents the median availability and the dashed lines represent a 95% prediction
interval. The plot on the bottom gives the cost of operation in thousands of
USD.
3.6 Illustrative Application: Component-level Model of a Wind Turbine
In this section, we develop a component-level model of a wind turbine, which adds a higher
level of detail to the system. Once again, the data for the components within each of the seven
subsystems were obtained from Tretton et al. (2011).
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3.6.1 Wind turbine components
For the component level structure, we expand Figure 3.7 into a lower-level model as input to
the simulation software. Figure 3.11 displays the component level structure inside the 1.5 MW
turbine used as an example in this paper. We note that the triangle symbols indicate components
that require a crane for repair.
Example 7: Developing component trajectories
Similar to Section 3.5.3, we assign a trajectory to each of the c = 1, ...C components being used
in this project. Tretton et al. (2011) provide data on C = 88 components that we use for the
component level-modeling. The trajectories work in a manner that is similar to the subsystems,
except now we have detailed information that is expected to provide more realistic behavior than
the high-level model.
3.6.2 Component-level intensity functions
Unlike the subsystem-level failure times that were generated, component-level failure times that
cross a specified intensity tolerance will not necessarily be treated as refurbishments, but instead
as renewals. We propose an algorithm similar to that given in Section 3.5.4 at the component level
after a brief example to motivate components with di↵erent intensity functions.
Example 8: Wind turbine component intensities
To motivate a component-level algorithm, consider four of the components in the Gearbox/Drivetrain
subsystem and their corresponding intensity function parameters. Parameters for the Main Bearing,
Fan Motor, Lube Pump, and High-Speed Gears are:
1. Main Bearing: The power law intensity function parameters are   = 3.5 and ⌘ = 39.
2. Fan Motor A: The power law intensity function parameters are   = 2.1 and ⌘ = 16.
3. Lube Pump A: The power law intensity function parameters are   = 2 and ⌘ = 18.
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Figure 3.11 Component-level overview where the triangle symbols indicate components
that may require a crane for repair.
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4. High-Speed Gears: The power law intensity function parameters are   = 3.5 and ⌘ = 26.
Figure 3.12 displays the individual intensity functions versus time over 20 years for these four
components. Notice how a component like “Lube Pump A” exhibits a linear increasing behavior in
its intensity, whereas the “High-Speed Gear” plot exhibits an exponentially increasing shape. It is
clear that these di↵erences need to be taken into consideration with respect to maintenance actions
over time.
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Figure 3.12 Intensity plots of four components within the Gearbox/Drivetrain subsystem.
3.6.3 Generating component failure times
We now describe an algorithm for generating failure times at the component-level. The purpose
of this algorithm is to keep performing “minimal repairs” until the intensity level becomes too large
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(failures are occurring too frequently) at which time a “renewal” is performed. There are practical
implications of performing a “minimal repair” instead of a “renewal.” A minimal repair could be
thought of as doing something to get the system running with minimal cost, whereas a “renewal”
completely replaces the component of interest. Recall that performing a “minimal repair” leaves
the intensity unchanged, whereas a renewal returns the intensity to 0. We first define the following
terms in the algorithm:
• ⌧ck is the time of renewal repair l for component c and ⌧c0 = 0.
• ⇣cl is the cumulative number of repairs (minimal and renewals) at the time of renewal repair
l for component c and ⇣c0 = 0.
• tolc is the intensity tolerance for component c. When a component failure occurs at a time t
where  c(t) > tolc, a renewal repair is performed on component c and if a failure occurs at a
time t where  c(t) < tolc, a minimal repair is performed.
• bl is the number of minimal repairs between times ⌧c,l 1 and ⌧cl.
• Vc` represents the random amount of time needed to e↵ect the repair for failure ` for compo-
nent c.
• !` represents the sum of Vc` values prior to failure ` of component c.
For component c = 1, ..., C,
1. Starting at t0 = 0, recursively generate NHPP failure times using (3.5) until  c(t) > tolc.
2. Denote the ordered times from Step 1 by t1+⇣cl , ..., tbl+⇣cl . The repairs at t1+⇣cl , ..., tbl 1+⇣cl +
!bl 1+⇣cl are times of “minimal repair” and tbl+⇣cl + !bl+⇣cl is a “renewal” repair time.
3. When a “renewal” repair occurs, components with a renewal intensity return 0.
4. After a renewal repair is e↵ected, set ⇣cl = ⇣c,l 1 + bl and
⌧cl = ⌧c,l 1 + tbl+⇣cl .
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5. Repeat Steps 1 through 4 until ⌧cl + !bl+⇣cl > SIMTIME, where SIMTIME is the length
of the simulation.
After
PC
c=1 ⇣cl failure times are generated for the C components, they are ordered and then sent to
their respective trajectories where each component failure is treated based on the unique component
trajectories defined by the user.
Example 9: Single turbine simulation (component-level model)
Before using our component-level model for maintenance decision making at the fleet level, we will
demonstrate how the component-level model works for a single wind turbine.
Simulating the need for a crane is more straightforward in the component-level simulation be-
cause Tretton et al. (2011) specify which components require cranes. Moreover, the crew and parts
costs will now be treated as fixed, based on the data in Tretton et al. (2011).
Case 1: Low-intensity tolerance
Using the component-level information corresponding to inputs defined in Figure 3.6 gives the
parameters that are needed to run a single turbine simulation. For the sake of simplicity, we define
all of the C = 88 intensity tolerances from the algorithm in Section 3.6.3 to be equal to 0.05. A
second variable of interest that can be controlled by the owners and operators is a “minimum repair
cost ratio,” which is the fraction of the cost that a minimal repair costs compared to a renewal.
This can be controlled through spare part inventory, quality of part replacement, and cost of labor.
The maintenance-action policy choices for of the simulation set up are
• A “minimum repair cost ratio” of 0.20.
• tolc = 0.05 (both for true renewals and TRP model “renewal” components that return the
intensity to the trend line).
We run a 20-year simulation with these two choices and display the availability and cumulative
costs in the left side of Figure 3.13.
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Case 2: High-intensity tolerance
Similar to the left side of Figure 3.13, we run another 20-year simulation. For this simulation, we
change the tolerance to now be tolc = 0.10, while holding the “minimal repair” costs ratio to 0.20,
as in Case 1. The results of this single simulation are on the right side of Figure 3.13
Case 1 vs. Case 2
As shown in Figure 3.13 the low-intensity tolerance yields better results for both availability and
cumulative costs. It is important to note that the low-intensity case is essentially trying to choose
the best time to renew, whereas the high-intensity case is fixing the issue quickly and avoiding the
cost of a renewal. It is clear in this small example that the cost of many “minimal repairs” can add
up quickly. Later in the paper, we will choose di↵erent tolc values for each component to increase
the availability and decrease cumulative costs as much as possible over multiple simulations.
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Figure 3.13 One realization of a 20-year simulation for low (left) and high (right) inten-
sity tolerances, where the top and bottom graphs plot the availability and
cumulative maintenance costs (in thousands of USD) over time respectively.
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Multiple realizations for the availability in Case 1 vs. Case 2
Similar to Case 1 vs. Case 2, the availability of a single turbine with low and high intensities are
considered. Instead of a single realization (i.e., Figure 3.13), the process is simulated over and over.
The results allow one to visualize the uncertainty. For each intensity case, Figure 3.14 displays
the median availability from 2000 realizations over a 20 year period, with a corresponding 95%
prediction interval that is generated by taking the 0.025 and 0.975 quantiles of the results.
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Figure 3.14 Predicted availability over time from a turbine with low (left) and high (right)
intensity tolerances. The solid lines represent the median availability and the
dashed lines represent 95% prediction intervals, generated by taking the 0.025
and 0.975 quantiles from the 2000 simulations.
3.7 Illustrative Application: Simulation of a Small Wind Farm
In this section, we compare the subsystem-level (Section 3.5) and component-level (Section 3.6)
models from Sections 3.5 and 3.6 by applying them to a moderate-sized wind farm. Consider a
wind farm with the following characteristics:
• The number of turbines on the farm is NTurbines = 40.
• All NTurbines have the same features as those described in Tretton et al. (2011).
• The intensity tolerance for all subsystems and components are equal in each case that we
present..
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• At the subsystem level, the cost of a minimal repair for subsystem i is CMini = B/(Refurbish Cost),
where B is a constant that ranges from 0 to 1. As B goes to 1, minimal repair costs approach
renewal costs. We will refer to this as the cost scale.
3.7.1 Repairable system simulation using a subsystem-level model
This subsection illustrates the use of a repairable system simulation using subsystem-level in-
formation. Suppose that the wind farm operator has two maintenance policy decisions, intensity
tolerance and cost scale, that can be controlled over the course of the first 20 years of turbine
operation. We study how changing the intensity tolerance and cost scale over multiple simula-
tions a↵ects the mean availability and mean cumulative cost of a 40-turbine wind farm using the
subsystem-level model from Section 3.5. The simulation set-up includes:
• I = 7 subsystems for each of the 1.5 MW turbines on the farm.
• The subsystem intensity tolerances tol1 = ..., tol40 are held equal across the 40 wind turbines.
• Separate simulations were run at each point in a 10 ⇥ 10 grid for cost ratios ranging from 0
to 1 and intensity tolerances ranging between 0 to 0.20 respectively.
• For each combination of cost ratio and intensity tolerance, 1000 20-year simulations of wind
turbine operations were run for the fleet of 40 turbines.
Figure 3.15 displays the mean availability over the 10⇥ 10 grid. In the grid, the contours show
• The mean availability decreases as the intensity tolerance increases. When minimal repairs
are performed, there is an increased number of failures, causing the availability to decrease.
• As expected, the availability is constant as the cost scale increases.
Figure 3.16 shows the mean cumulative cost after 20-years in hundreds of thousands of USD. The
contours show
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Figure 3.15 Mean availability over a 20-year period using the subsystem-level model for
NTurbines = 40, with corresponding contours over the 10 ⇥ 10 cost scale by
intensity tolerance grid.
• The mean cumulative cost increases as the intensity tolerance increases.
• The mean cumulative cost increases as the cost scale increases.
Intuitively, Figure 3.16 makes sense because increasing the cost of minimal repairs will have a
direct e↵ect on raising the overall turbine costs over the 20-year period. Additionally, increasing
the intensity tolerance increases the cumulative cost average because more failures occur as the
tolerance increases.
Figures 3.15 and 3.16 can be used to help make decisions related to wind farm maintenance
policies. In this example, two inputs (cost scale and intensity tolerance) can be controlled by the
owner/operator. By varying these two factors in the simulation experiment it is possible to study
the e↵ect that these variables have on availability and cumulative cost. The plots can help guide
decisions such as, what combination of tolerances will keep the turbines above some availability
threshold? This is a prevalent question in industry, as maintenance contracts generally contain an
availability threshold that turbines must operate above during particular periods. Corresponding
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cumulative costs can help owners and operators plan budgets and comparing preventive mainte-
nance options that could save them money in the long run.
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Figure 3.16 Mean cost over a 20-year period using the subsystem-level model for
NTurbines = 40, with corresponding contours over the 10 ⇥ 10 cost scale by
intensity tolerance grid.
3.7.2 Repairable system simulation using a component-level model
A repairable system simulation using the component-level model can be used to visualize the
changes in mean availability and cumulative costs over a 20-year period. Recall, the component-
level model uses more information, with individual failure rate parameters for each component.
Here, we use the same simulation set-up used in Section 3.7.1, but use the component-level
model in place of the subsystem-level model. Figure 3.17 displays the mean availability over the
10⇥ 10 grid. In the grid, the contours show
• The availability decreases as the intensity tolerance increases. When minimal repairs are
performed, there is an increased number of failures, causing the availability to decrease.
• As expected, the availability is constant as the cost scale increases.
• The availability is slightly lower than the subsystem-level model results.
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Figure 3.17 Simulated mean availability over a 20-year period using the component-level
model for NTurbines = 40, with corresponding contours over the 10 ⇥ 10 cost
scale by intensity tolerance grid.
In Figure 3.18, the results using the component-level model for the mean cumulative cost after
20-years is displayed in hundreds of thousands of USD. The contours show
• The mean cumulative cost increases as the intensity tolerance increases.
• The mean cumulative cost increases as the cost scale increases.
• The mean cumulative costs are slightly higher than the subsystem-level model results.
3.7.3 Comparing the results from the subsystem-level and component-level models
The results from Sections 3.7.1 and 3.7.2 are similar, but have some interesting di↵erences
for this application. First, we notice the di↵erence in mean availability and mean cumulative
cost between the subsystem-level and component-level models. This di↵erence is more than likely
driven by the crane events. Recall, crane events are estimated by a Bernoulli distribution at the
subsystem-level and occur conditional on particular component failures within the component-level
model.
79
Figure 3.18 Simulated mean cost over a 20-year period using the component-level model
for NTurbines = 40, with corresponding contours over the 10⇥ 10 cost scale by
intensity tolerance grid.
Another di↵erence is the number of events that occur using each model. Recall the subsystem
model simulates downtimes based on individual lognormal distributions, since some components
within the subsystem take longer to repair than others. For that reason, we see fewer events, that
have downtimes which have less variability per event than that of the component-level model.
Overall, the simpler subsystem-level model serves as a good approximation to the component-
level model. To decide between models, one should consider the application. For example, if one
chooses to assign all system components to have the same intensity tolerance, then the component-
level model will not provide much additional information about the availability changes over times.
Additionally, if one chooses to assign di↵erent cost scales to each component, the component-level
model would be appropriate to better understand that these di↵erent cost scales will have on the
expected cumulative costs over time.
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3.7.4 Implementing a crane policy using the component-level model
Similar to Section 3.7.2, the component level-model is now used to make an important policy-
based decision on a wind farm: when to deploy a crane. Recall, crane rentals and daily usage rates
contribute substantially to the overall operation and maintenance costs on a wind farm.
How many turbines should require a crane before a crane is deployed to a wind farm? To
answer this turbine downtime must be taken into consideration, as lost revenues from letting a
failed turbine remain non-operational can add up quickly. According to the Electricity Information
Administration, the average cost to generate electricity in 2017 was 5.72 cents per kilowatt-hour
(kWh) and according to Pacificorp (annual reports), the average revenue is 7.2 cents/kWh. The
cost for transmission is not considered in this paper.
To quantify downtime costs we use a formula provided by the National Renewable Energy Lab
(NREL), starting with the cost to generate power from a turbine or wind farm:
Pgen =
⇥
(FCR⇥ IC)/AEP ⇤+ ⇥(LRC +O&M + LLC)/AEP ⇤ (3.7)
where:
• FCR is a fixed charge rate (i.e., the fraction of total installed cost that must be set aside
each year to retire capital costs).
• IC is the initial capital expenditure in USD.
• AEP is the net annual energy production in kWh.
• LRC is the levelized replacement cost, which captures the anticipated costs of replacing major
components over the project lifetime, in USD.
• O&M is the cost for operations in maintenance (turbine maintenance, USD over the project
lifetime).
• LLC is the land lease cost in USD over the project lifetime.
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Annual profit, Pa, can be calculated by using the result from (3.7) where
Pa = (Pselling   Pgen)⇥AEP
Using the component-level model, multiple scenarios are considered where the variables input to
each simulation include:
1. Pa = Pselling   Pgen = 0.02, 0.03, 0.04, 0.05, which are assumed profits in dollars per kilowatt
hour.
2. CapFac = 0.30, 0.32, 0.34, 0.36, 0.38, 0.40, which are capacity factors (the average power gen-
erated divided by the rated peak power) that directly a↵ect the AEP .
3. tolc = 0.13, 0.14, 0.15, 0.16, which are intensity tolerances for the components of each wind
turbine.
4. Nturb = 1, 2, 3, 4, 5, which is number of turbines that require a crane before a crane is deployed.
The 480 possible combinations of these variables are input into the component model simulation
to assess the median crane cost and median downtime cost over 20 years for the wind farm. As an
example, Figure 3.19 displays the results from the following combination:
• Pselling = 0.03 USD.
• CapFac = 0.34.
• tolc = 0.13.
In Figure 3.19, the results show that the best option is to deploy a crane when two turbines
require a crane. This policy-based graphic can help plan for future crane events and implement
future preventive maintenance strategies to guard against crane events in general.
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Figure 3.19 Output from the component-level model where the dashed line represents
crane costs, dotted line represents downtime costs, and solid line represents
the total costs accrued from crane-based events. In this example, two cranes
minimize the median cost over 2,000 component model simulations.
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3.8 Concluding Remarks and Areas for Future Research
3.8.1 Key takeaways
3.8.1.1 Using the repairable systems simulation results
Figures 3.15, 3.16, 3.17, and 3.18 can assist in decision making across di↵erent industries. Having
insight to the e↵ects inputs that are controlled by an owner/operator can guide maintenance-based
decisions. For example, in the wind energy industry availability contracts generally call for wind
turbine availability to stay above some level over some period of time. Owners and operators
can run simulations to better understand how a variable like intensity threshold e↵ects turbine
availability.
3.8.1.2 The cost scale of spare parts
In this paper, we presented a useful tool for evaluating maintenance policies with repairable
system simulation. The simulation tool allows users to better understand how the cost of “minimal
repairs” will a↵ect the cumulative costs for a fleet of systems. What is a minimal repair? Consider
spare part inventory, where a spare part costs money to purchase and store. The overall cost of a
spare part will cost some fraction of completely replacing a component with a new part. If one is
able to estimate these costs, the overall budget for a fleet of systems can be estimated with more
accuracy.
3.8.1.3 Availability contracts
Specific to the wind energy industry, methods to analyze the decrease in availability over time
for a fleet of systems were developed in this paper. Being able to predict (and perhaps mitigate)
the decrease in availability is important for wind turbines, as contracts generally guarantee a
sustained level of availability over some initial period of each turbine’s life. Having these availability
predictions can help owners and operators implement preventive maintenance strategies that target
components that are significantly a↵ecting the availability decrease.
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3.8.2 Concluding remarks
Repairable systems simulation is an important tool used in the reliability discipline. Advance-
ments in technology will provide important opportunities for statisticians to collaborate with engi-
neers and policy makers to make important contributions in the field of engineering.
3.8.3 Future research
Models that use rate/environmental data have the potential to explain much more variability
in failure processes that a↵ect availability and cumulative costs. This information can be used
to predict future turbine lifetimes at the individual unit level, leading to maintenance policies
structured around increasing the remaining useful life of each unit.
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Abstract
When a repairable system fails during operation, part replacement(s) are required to return the
system to operational status. Part consumption data provide a useful resource for obtaining infor-
mation on support activities such as financing, storage and supply of spare parts, and maintenance
activities. It is common nowadays to dynamically record part consumption data at the individual
system level. In this paper, we introduce a nonparametric algorithm for predicting future part
consumption in systems that fail from multiple failure types. We use a nonhomogenous Poisson
process model to describe each failure process for the failure types. Using historical data, point
estimates of the shape and scale parameters for each failure model are used to generate future
failure times. We describe the prediction algorithm for computing future part consumption needs
for multiple part types. The proposed methods are illustrated with an application for predicting
part consumption needs for a fleet of systems with three failure types and 24 unique part types.
Key Words: repairable systems, nonhomogenous Poisson process, nonparametric, part con-
sumption data.
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4.1 Introduction and Motivation
4.1.1 Background
In large fleets of repairable systems, parts often need to be replaced when failures occur. Having
the ability to predict the parts needed for future repairs can benefit operational strategies developed
by the owners/operators. Characteristics that influence the part types and the number of parts
needed for system repairs include the system makeup, operational environment, maintenance policy,
etc. However, minimal work has been done developing methods for predicting individual part
demand when both limited field information is available and the predictions occur during the
middle of a system’s life.
4.1.2 Motivation
Complex repairable systems with di↵erent failure modes and with di↵erent kinds of parts that
can fail present di culties in predicting the number of spare parts that will be needed for future
repairs. With the need to e↵ect timely repairs, the availability of spare parts becomes a critical
component of maintenance operations. Being able to predict the demand for specific part types
can assist in optimizing the management of spare parts for a fleet of systems. We consider several
models for predicting spare part needs.
Recurring events can be observed over a monitoring period and at each event the number of
parts and type of parts used for the repair are recorded. Part number prediction for corrective
maintenance (CM) actions that result from failures are di cult to plan for when competing causes
drive the failures. A generalized reliability analysis procedure that takes multiple failure causes
and part counts into account is needed. This paper develops a procedure to predict part demand
for e↵ecting repairs for a fleet of similar systems.
4.1.3 System failures
The focus of this paper is on failures that require corrective maintenance (CM) actions. When
systems operate over time they are subject to failures that require maintenance to return the system
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to an operational status. Such systems are known as repairable systems. Di↵erent subsystem failures
could require di↵erent part types for the necessary maintenance actions, depending on what caused
the failure.
4.1.4 Related work
Barabadi, Barabday, and Markeset (2014) present a case study where they apply reliability
models with covariates to make predictions for spare part needs. Qian et al. (2017) analyze
factors such as financing and storage of spare parts and develops a prediction model for spare parts
consumption under small sample conditions using an engineering analysis method that is comprised
of: failure mode analysis, frequency ratio analysis, and unit failure rate calculations.
4.1.5 Overview
The rest of this paper is organized as follows. Section 4.2 introduces the a part consumption
dataset and describes a simple time series prediction method. Section 4.3 outlines a general ap-
proach to predictions and provides examples of applying such methods to predicting future part
consumption. Section 4.4 fits our model across di↵erent training cases. Section 4.5 presents an error
analysis and explores the sensitivity of changing the length of the training period. Last, Section
4.6 discusses alternative approaches and highlights key takeaways from this research.
4.2 Data
4.2.1 The part consumption data
System repairs frequently require part replacements. Such parts could be as minor as nuts and
bolts and as major as large bearings in wind turbine gearboxes. Being able to predict the number of
parts and part types of a future period has the potential to benefit owners and operators of systems
(or fleets of systems), as one can use such information to plan future inventory and budgets.
The dataset used in our study contains 4,717 events corresponding to corrective maintenance
actions, triggered by a system failure, for a fleet of 1213 systems during 24 months of operation.
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There were 24 unique part types used for three failure types in this dataset. Details about the
system are proprietary. For each system failure, the data records contain the
• System ID
• Time of failure
• Failure type, and
• Part Number and quantity of each part number needed for each repair.
Table 4.1 An example of the data for four system failures for system ID A000204.
System ID System failure time (days) System failure cause Part ID Part quantity
A000204 167 R193 P169319 5
A000204 167 R193 P991287 1
A000204 171 R193 P573388 1
A000204 196 R193 P991287 1
A000204 276 R193 P097048 1
A000204 276 R193 P168211 1
A000204 276 R193 P169319 1
A000204 276 R193 P610186 1
A000204 276 R193 P843990 3
A000204 276 R193 P953340 3
Table 4.1 shows the data for four failures for system ID A000204. The first two rows of Table
4.1 represent a single failure, where each row identifies the quantity of a unique part ID needed for
the repair. The last column of Table 4.1 displays the number of parts needed for the failure event.
Forecasting the quantity of parts needed in the future is of interest.
Although there are 24 months of data for the fleet of systems, we will initially do our modeling
and prediction using the first 18 months of data so that we can use the last 6 months of data to
assess the accuracy of our predictions.
4.2.2 Multiple failure causes in repairable systems
To better describe the dataset, consider a system where failures are classified into J di↵erent
types. Suppose that a continuous process where after each failure time a system is repaired. For each
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failure, a failure cause, the number of part types, and the part counts for each part type needed to
e↵ect the repair are recorded. Also suppose that the repair times are negligible, such that a failed
system is restarted immediately after a maintenance action is performed. Modern maintenance
databases generally contain failure times and other additional information. For example, there
may be information on the identity of a failed component, failure cause, repair cost, part types
used for the repair, etc. Thus we shall more generally assume that observations from repairable
systems are represented as marked point processes where each mark label represents a type of
event. For example, the marks may represent three failure causes and other information about
the failure/repair. In this research, the data (T1, C1), (T2, C2), ..., is referred to as a marked point
process with successive failure times 0 < T1 < T2 < ... and marks Cj in 1, .., J , where J is the
number of failure types.
4.2.3 Exploratory analysis and mean cumulative functions for multiple failure causes
When initially observing failure data, non-parametric methods are useful for obtaining a graph-
ical representation of the number of recurrences for a fleet of systems and/or individual units versus
the time in service (i.e., weeks). In this paper, the model used to describe failures for the popu-
lation of systems is based on a mean cumulative function (MCF) as a function of system age t.
Nonparametric MCF estimation requires no assumptions about the form of the individual system
event recurrence rates. MCF graphs provide a summary of recurrent-event data, where trends and
unusual behavior can be identified. When a fleet of systems has di↵erent failure causes, multiple
MCFs can be estimated. For each failure cause, the MCF method assumes that the time that
observation of a system is terminated does not depend on the system’s history. An algorithm in
Chapter 16.1 of Meeker and Escobar (1998) is outlined and can be used to estimate MCFs for each
failure type. Further information also can be found in Nelson (2003).
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4.2.3.1 Example 1: Mean cumulative function for multiple failure types using the
part consumption data
Three failure causes that recur for the fleet of systems in the part consumption data are observed
during an 18-month window of system operation. We compute the sample MCF for each failure
type along with the standard errors that allow us to compute pointwise approximate confidence
intervals for the population MCFs. Figure 4.1 displays the MCFs for each failure type during an
18-month window of operation. Characteristics observed in the sample MCF plot include:
• R193 and R446 MCF function are increasing approximately at a constant rate.
• R364 MCF functions are increasing at an increasing rate.
Having information on the rate of recurrence by failure type can provide a better understanding of
the part consumption data, as some parts may be used more frequently for particular failure types.
A resampling model can be used to assist in modeling part-specific information for each system
failure.
4.2.4 Prediction with a simple time series model
A time sequence of observations is a time series. Figure 4.2 displays the time series for the
quantity of each part number needed during 80 weeks of operation. In this case, the part counts for
each part type appear to be independent and identically distributed (iid) over time. In particular,
there is no evidence of trend or autocorrelation in the time series data. Thus the model is simple
and can be described by a sample mean and standard deviation. For each part, we can let the part
predictions be represented by the historical part count mean and standard deviation. For example,
if we let the historical data for part type p = 1, ..., P be denoted by yp,1, ..., yp,T , then we can write
the forecasts as
yˆp = y¯p = (yp,1 + ...+ yp,T )/n
where yˆp is an estimate of future values of yp given the history for part p. For a normal distribution,
Meeker, Hahn, and Escobar (2018) show the two-sided 100(1 ↵)% prediction interval for a single
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Figure 4.1 Sample MCFs and 95% pointwise confidence intervals for the three di↵erent
failure causes.
future, independently and randomly selected observation, based upon the results of a previous
independent random sample of sample size n from the same normal distribution to be
y¯p ± t(1 ↵/2;n 1)
✓
1 +
1
n
◆1/2
sp (4.1)
where sp is the sample standard deviation of part p and t(1 ↵/2;n 1) is the (1   ↵) quantile of a
student’s t distribution with n  1 degrees of freedom. Because n is large in the part consumption
data, a good approximation to the exact prediction interval is
y¯p ± z(1 ↵/2)sp (4.2)
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Figure 4.2 Part requirement quantities time series (by week) for all 24 parts used for the
fleet of systems.
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where z(1 ↵/2) is the 1   ↵/2 quantile of the standard normal distribution and the choice of ↵
depends on the desired coverage probability.
4.2.4.1 Example 2: Predicting parts by using the sample mean
Suppose that for part number 1 we want to predict the number of parts needed for the fleet of
systems in the next six months, given 18 months of data. The sample mean and standard deviation
from the historical data are y¯1 = 5.32 and s1 = 1.34 respectively. A 95% prediction interval for
Part 1 quantity predictions is constructed in Figure 4.3 by substituting these values into (4.2) and
setting z(1 ↵/2) = 1.96, resulting in
5.32± 1.96 · 1.34 = [2.69, 7.95].
4.3 Alternative Statistical Methods for Predicting Future Part Consumption
4.3.1 A general approach to prediction
As an alternative to the simple time series model for part consumption forecasts, we now suggest
a nonparametric method to predict part consumption. With the goal of prediction, it is necessary
to have a probability model for the random variable of interest. A point prediction for the random
variable can be generated by using the mean or median of the probability distribution. Then an
approximate 100(1   ↵)% prediction interval can be obtained by using the ↵/2 and the 1   ↵/2
quantiles of this distribution.
4.3.2 An application of the general approach to predicting future part consumption
Recalling the general approach from Section 4.3.1, we start by defining the random variable
of interest in our application as the number of parts needed for each part type in a given week.
Because there is a complicated joint distribution for the number of parts needed for each week/part
number combination for the fleet in our application, it would be di cult to obtain an analytical
form for the needed marginal probability distributions because of the non-stationarity in the time
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Figure 4.3 Simple time series model for predicting part quantity for part number 1 with
95% prediction intervals.
series structure, in addition to the dependencies on part type combinations used for particular
repair types.
As an alternative, we can use a simulation-based method to obtain the number of parts probabil-
ity distributions for each part type/week combination. To do this, the entire part demand process
can be simulated over and over again, where a single run of the simulation for a given part type/week
combination represents the number of a specific part needed for a given week across all systems in
the fleet. Prediction intervals for the number of parts needed in each week can be generated with
the method discussed in Section 4.3.1, based on the simulated empirical distributions.
96
4.3.3 Notation
We use the following indices and other notations:
• j = 1, .., J indexes the failure types, where J = 3 is the number of failure types for the part
consumption data.
• p = 1, ..P indexes the unique part types used to repair the systems, where P = 24 is the
number of part types for the part consumption data.
• n = 1, ..N indexes the events in the part consumption data frame, where N = 4, 717 is the
number of events for the part consumption data.
4.3.4 Modeling and simulation of failure times for the di↵erent failure types
We use a nonhomogenous Poisson process (NHPP) model to describe intensity functions for
each independent failure type. An NHPP model has a non-constant recurrence rate ⌫(t). Further
information about the Poisson process is given in Section 2.2 of Cook and Lawless (2007). For each
failure type, we define the intensity function to be the well-known power law model
 (t) =
 
⌘
✓
t
⌘
◆  1
(4.3)
where   and ⌘ need to be estimated for each failure type, based on the observed failure times.
Once the parameters in (4.3) are estimated, a simple algorithm from Section 16.7 of Meeker and
Escobar (1998) can be used to generate a sequence of failure times for each failure type recursively.
An explicit formula for this algorithm using the intensity in (4.3) is
Ti =

T  i 1   ⌘  ⇥ log
 
Ui
  1/ 
(4.4)
where t0 = 0 and Ui, i = 1, ..., is a pseudorandom sample from a UNIF(0, 1) distribution. This
algorithm is used for each failure type independently, where ( 1, ⌘1), ( 2, ⌘2), and ( 3, ⌘3) represent
the NHPP parameters for R193, R364, and R446 failures, respectively.
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4.3.5 Using a sampling structure to model the part consumption for each failure
conditional on failure type
A second level of the model is needed to generate the part quantities and types needed to e↵ect
each repair in the simulation. To generate a single realization of the future-failure/repair process,
we first merge and reorder the failure times from all failure types that were generated as described
in Section 4.3.4. Then for each generated failure time, we sample an observed event from the
original dataset conditional on the failure type.
Let Z represent a random vector listing all parts needed for a simulated repair time conditional
on failure type. For example, for each simulated failure, one can sample a random vector Z from
the historical data.
4.3.5.1 Example 3: Sampling a vector of parts conditional on failure type
Recall the example data presented in Table 4.1. Suppose that an R193 failure occurred and we
wanted to generate a realization for the parts needed to complete the repair. We would sample,
with replacement, a failure event from all of the previously observed R193 failures. For example,
suppose our sampled Z selected the R193 event where System ID A000204 failed at time 167, then
the realized value of Z would be a vector with the following elements
Z =
2666666666666664
P169319
P169319
P169319
P169319
P169319
P991287
3777777777777775
.
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4.3.6 Motivating an empirical distribution matrix
Once part-need realizations are made over the entire period of interest, it is necessary to bin the
part-need counts into categories corresponding to part number and time intervals and to aggregate
over all systems. With observed random variables for each part number, a prediction can be made
for the total number of parts needed on a week-to-week basis.
To do this we generate a matrix, where the rows and columns are represented by weeks and
part numbers respectively. We call this matrix Q, where Qp,w represents a single value from the
empirical distribution of total part p’s needed during week w. In the next subsection, we present
an algorithm to simulate multiple Q matrices to obtain the empirical distributions of part counts
for each part type during each future week of interest.
4.3.7 Structure of the resampling prediction algorithm
In summary, the prediction method suggested in this section is implemented by doing the
following:
1. Simulate failure times for each failure type over the period of prediction.
2. Combine and reorder the failure times from Step 1.
3. For each failure time, sample a part vector for each simulated failure by sampling, conditional
on failure type, a failure from the available data.
4. Accumulate part counts for each combination of week and part type to generate the proba-
bility distributions of interest on a week-to-week basis. Save these results as qw,p,`, where `
indicates the draw number from the empirical distribution.
5. Repeat Steps 1 through 4 B (e.g., 2000) times to generate the accumulated part distributions
each week (i.e., generate qp,w,1, ...qp,w,B).
6. Calculate the medians from each probability distribution of accumulated parts each week to
be used as point predictions.
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7. Calculate 0.025 and 0.975 quantiles for each week and part type combination to provide 95%
prediction intervals.
4.4 Applying the Part Consumption Prediction Resampling Algorithm
This section applies the resampling prediction algorithm from Section 4.3.7 to the part con-
sumption data and analyzes the algorithm’s predictive accuracy with di↵erent amounts of historical
information. In Step 1, failure times for three di↵erent failure types need to be simulated. Given
that the power-law parameters for each failure type are estimated from the observed history, we
consider the implications of having di↵erent amounts of information prior to using the part con-
sumption resampling prediction algorithm outlined in Section 4.3.7. More information is expected
to enhance the algorithm’s accuracy because an increased amount of historical data will reveal
part combinations that might exist given a particular failure type. For that reason, we apply the
resampling prediction algorithm to di↵erent amounts of training data to compare the predictive
ability of the procedure as a function of the amount of training data.
4.4.1 Defining the training and testing data
4.4.1.1 Train-test split
We start by splitting the dataset into training and testing subsets, where the prediction method
is based on the training set and predictions are evaluated on the testing set. Split points in the
ordered list of observations in the part consumption data (equivalent to points in time) are selected
as a cuto↵ to create two datasets.
4.4.1.2 Splitting the data
Recall the system-repair dataset has 104 weeks of data and we want to create four splits. A
proposed first split could be the part consumption from the first 78 weeks being used to predict the
part consumption for the next 26 weeks for each part type/week combination. A second split can
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be calculated by using the part consumption from weeks 26 to 78 to predict the part consumption
for the next 26 weeks for each part type/week combination.
Notice that the testing data stays the same. Then the performance statistics calculated on the
predictions for each split will be consistent and can be compared. Here, the number of records used
in the resampling prediction algorithm for each split is di↵erent, o↵ering a larger and larger history
to sample from in the simulation that generates the probability distributions of interests.
4.4.1.3 Example 3: Splitting the part consumption data
The system-repair dataset has 104 weeks of data. The following splits will be used to evaluate
the validity of the resampling prediction algorithm:
• Split 1: weeks 66 - 78 (train), weeks 79 - 104 (test).
• Split 2: weeks 53 - 78 (train), weeks 79 - 104 (test).
• Split 3: weeks 27 -78 (train), weeks 79 - 104 (test)
• Split 4: weeks 1 - 78 (train), , weeks 79 - 104 (test)
Using di↵erent splits within the resampling prediction algorithm allows one to assess the perfor-
mance in comparison to a historical mean with di↵erent amounts of information. One would expect
that the predictive ability of smaller splits will yield poor estimates of the number of parts for each
part type/week combination probability distribution in comparison to larger splits because limited
information to estimate the NHPP parameters and because fewer part combinations are observed.
4.4.2 Forecasting future recurrences for each failure type
Separate estimates of the parameters used in the power law process defined in (4.3) are calculated
for each split. Future failure times are simulated for each split case across all three failure causes.
Table 4.2 shows the estimated power-law parameters for each split case in Example 3.
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Table 4.2 Power-law parameter estimates for each split case.
Split
(weeks)  ˆR193  ˆR364  ˆR446 ⌘ˆR193 ⌘ˆR364 ⌘ˆR446
66-78 0.970 1.104 0.885 286.55 861.39 992.22
53-78 0.960 1.003 0.838 306.14 880.49 981.40
27-78 0.952 1.349 0.867 277.44 824.15 977.42
1-78 0.933 1.517 0.884 290.42 858.77 985.81
4.4.3 Applying the algorithm to obtain part quantity forecasts
The methods outlined in Section 4.3.7 are used to generate accumulated part distributions for
each part type/week combination and to predict the median number of parts needed each week
for all part types. Given the stochastic framework in Sections 4.3.4 and 4.3.5, we implement the
iterative simulation approach to generate part count predictions. We run the simulation B = 2000
times on each split case and use the results to predict the vectors of parts needed for all failures.
4.4.3.1 Example 4: Illustrating part predictions for a single part for each split
As an example, consider the demand for Part ID 6 during each split case. Over each period, the
fleet experiences failures, some of which need one or more of Part ID 6 to complete the repair. In
Figure 4.4, predictions (i.e., medians from the part/week probability distribution) for the quantity
of Part ID 6’s needed in the next 26 weeks are displayed with a solid line. Corresponding 95%
predictions intervals are displayed as well, in addition to the historical mean (horizontal solid line).
The vertical dashed line represents the right endpoint of the split used within the simulation. Note,
in this case the prediction for each week from the algorithm can be denoted as yˆ6,w and computed
as the median of (q6,w,1, ..., q6,w,2000). A 95% prediction interval is generated by using the 0.025
and 0.975 quantiles of the distribution to obtain [y
⇠
,
⇠
y ].
4.5 Results
In this section, we present the results for predicting the cumulative number of parts needed for
the fleet of systems for each part type/week combination.
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Figure 4.4 Results from the part consumption resampling prediction algorithm for each
split case for part type ID 6 probability distributions across 26 testing weeks.
The dashed lines represent the median number of part ID 6’s needed in each
week and the dotted lines represent corresponding 0.025 and 0.975 quantiles.
The vertical line represents the right end point of each split. The horizontal
solid line represents the historical mean.
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4.5.1 Computing sample means and predictions from the part consumption algorithm
Similar to Example 4, predictions for each qp,w, combination are made for each split, where all
splits include parts p = 1, ..., 24. Table 4.3 shows the start and end times for four separate splits,
where the train times indicate the period of observations, test times indicate the prediction period,
and Ns represents the number of weeks in each prediction period.
Table 4.3 Training and testing periods for each split.
Split Train start Train end Test start Test end Ns
(week) (week) (week) (week)
1 66 78 79 104 26
2 53 78 79 104 26
3 27 78 79 104 26
4 1 78 79 104 26
The prediction yˆp for each part/week probability distribution is computed as the median of
M(qp,w,1, ..., qp,w,2000). These medians result in Ni = 26 predictions for each split. Similarly, a
historical mean is calculated for each split and is used as a prediction for each qp,w combination
where:
• Split 1 historical mean for part p: y¯p1 =
P78
w=66
qp,w
13
• Split 2 historical mean for part p: y¯p2 =
P78
w=53
qp,w
26
• Split 3 historical mean for part p: y¯p3 =
P78
w=27
qp,w
52
• Split 4 historical mean for part p: y¯p4 =
P78
w=1
qp,w
78 .
4.5.2 Comparing the resampling prediction algorithm to a historical mean
This section compares the performance of the two di↵erent prediction methods: the resampling
prediction algorithm and a historical mean. To assess how well each prediction method performs,
the root mean squared error for each can be calculated to assess predictive accuracy. For part p
and split i, where i = 1, ..., 4, the root mean squared error for the simple sample mean method and
the resampling algorithm are defined, respectively, as:
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SMRMSEip =
vuuut tsendiX
w=tsstarti
(qp,w   y¯i,p)2/Ns (4.5)
RSRMSEip =
vuuut tsendiX
w=tsstarti
(qp,w   yˆp,w)2/Ns (4.6)
where qp,w represents the observed number of parts for a given part type and week combination
and yˆp,w is the predicted number of parts for a given part type/week combination.
The RMSE for each split can be calculated using the prediction algorithm and historical mean.
The results can be summarized by calculating the percent change in RMSE for parts p = 1, ..., 24
for each split case, where the percent change in RMSE for part p and split i across the entire
prediction can be calculated by
PCi = 100
✓
RMSEsm  RMSErs
RMSEsm
◆
(4.7)
where RMSEsm represents the RMSE using the historical mean and RMSErs represents the RMSE
using the resampling algorithm. Below, the number of parts which saw a reduction in RMSE using
the resampling algorithm are summarized:
• Split 1: 14 out of 24 parts saw a reduction in RMSE when using the prediction algorithm.
• Split 2: 18 out of 24 parts saw a reduction in RMSE when using the prediction algorithm.
• Split 3: 19 out of 24 parts saw a reduction in RMSE when using the prediction algorithm.
• Split 4: 20 out of 24 parts saw a reduction in RMSE when using the prediction algorithm.
Figure 4.5 displays the results using (4.7). A five-number summary of the percent change results can
be seen in Table 4.4. This information can be used to assess whether more historical information
assists in reducing the RMSE for each part number. In addition, one can use Figure 4.5 as an
exploratory tool to analyze the shapes of each RMSE distribution.
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Table 4.4 A five number summary for the percent change part number MSEs.
Split Min. Q1 Median Mean Q3 Max.
1 -32.31 -11.23 6.14 6.14 26.01 41.47
2 -39.18 -2.33 3.90 3.40 11.56 54.51
3 -38.36 -9.13 6.05 7.26 22.01 56.30
4 -25.37 3.92 13.83 20.17 41.79 69.92
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Figure 4.5 The percent change in RMSE in each part type for splits 1-4. Positive per-
cent changes indicate that the prediction algorithm performed better than the
historical mean. The solid vertical lines represent the point of no di↵erence
between the historical mean and prediction algorithm.
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4.5.3 Evaluating prediction interval performance
To assess the accuracy of the prediction intervals for the historical mean and resampling algo-
rithm methods, we calculate how often each interval captures the truth within each split/week/part
combination. For each split, prediction intervals were generated for 24 parts in each of the 26 re-
spective testing weeks, resulting in 624 intervals for each split. Table 4.5 and Figure 4.6 summarize
how often the prediction intervals capture the truth across the 624 cases in each each of the four
splits. Supplementary plots illustrate lower bounds for the prediction intervals for the resampling
algorithm never going below 0, a major benefit of the resampling algorithm (i.e., lower bounds for
the historical mean can go below 0).
One can use Figure 4.6 and Table 4.5 to assess how frequently the percent of observations
captured falls above or below the nominal coverage probability. In addition, the percent di↵erence
between each method can be calculated at each split, to assist in understanding why one method
does better in a particular split.
Table 4.5 Percentage of holdout observations captured by 95% prediction intervals across
each split
Split Resampling Historical mean
1 94.71 92.47
2 96.31 95.35
3 96.47 95.83
4 98.56 97.44
4.6 Discussion
In this paper, we developed a generic statistical part-demand prediction algorithm for the part
consumption prediction problem. This method can be used with complicated distributions that do
not have a closed form.
In our data analyses, we found that some systems experienced particular failure types more often
than others. With limited information on the system makeup, high failure rates might suggest that
there are subsystems with defective components or being operated in harsher operating conditions.
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Figure 4.6 The percentage of observations captured using 95% prediction intervals in each
split using the historical mean (dashed line with circular points) and resampling
algorithm (solid line with triangular points). A dotted horizontal reference line
is plotted at 95%.
Although the prediction intervals for the individual part type/week combinations are often too
wide to be directly useful in determining the number a specific part type in a given week for a
fleet of systems, the quantitative information does provide a useful ranking for setting priorities in
maintenance scheduling and for ordering spare parts for the systems that need more frequent part
replacements. The prediction intervals for the cumulative number of parts over time for the fleet
of systems is useful for capital planning.
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4.6.1 Alternate approaches: individual system predictions
The prediction intervals for individual systems tend to be wide. If usage and/or environmental
information for the individual systems were available (e.g., load or ambient temperature history),
it would be possible to build a better predictive algorithm that would more accurately predict indi-
vidual part consumption needs. Models in Nelson (2001) and Duchense (2005) use such methods.
Hong, Meeker, and McCalley (2009) state that further developments would, however, be needed to
develop appropriate prediction interval procedures.
4.6.2 Improvements and limitations
The proprietary nature of the data used in this paper restricts the ability of to use engineering
knowledge for building the predictive model. With engineering or problem-specific knowledge,
information about parameters used in the prediction algorithm could be used within a Bayesian
approach to take advantage of the prior information to narrow the width of the prediction intervals.
This parametric approach would add interpretability in comparison to the algorithm used in this
paper, but would require additional modeling assumptions.
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CHAPTER 5. SUMMARY AND CONCLUSIONS
In this dissertation, we developed general statistical methodology for real problems facing the
wind energy industry.
In Chapter 2, we developed a generic statistical procedure using a Bayesian hierarchical structure
for a downtime prediction problem that can be used with truncated data. The methods were applied
to a fleet of wind turbines, using data that was provided from a United States power company.
The hierarchical modeling of the fleet of turbines as related but distinct made sense from
a practical standpoint. We showed the ability to predict future downtime through simulation
and borrowing strength properties of a hierarchical model, which proved to have an advantage in
comparison to modeling each turbine separately. After a service event, the power law process was
considered to be “as-bad-as-old” because its intensity is approximately constant during small time
intervals. One could argue that the plausibility of “as-bad-as-old” due to the multiple failure modes
associated with wind turbines. Checking this assumption requires additional research.
In Chapter 3, we developed a repairable systems R tool that o↵ers multiple models to understand
how engineering assets perform over time. The R tool was applied to data from a publicly available
technical report to highlight the maintenance decision benefits that result from predicting system
behavior at the subsystem and component levels.
We showed the ability to predict system behavior under both component and subsystem level
models. The developed R tools were used to better understand how specific inputs (i.e. intensity
threshold) a↵ect wind turbine availability. We also found that the simulation tool allows users to
better understand how the cost of “minimal repairs” will a↵ect the cumulative costs for a fleet of
systems. Finally, we presented a prediction method for wind turbines, which is a valuable tool in
the wind energy industry since contracts generally guarantee a sustained level of availability over
some initial period of each turbine’s life. The availability predictions are expected to assist owners
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and operators in implementing preventive maintenance strategies that target components that are
significantly driving down turbine availability.
In Chapter 4, we developed models and methods to incorporate part consumption data that is
dynamically logged in the field . A nonparametric algorithm for predicting future part consumption
in systems that fail from multiple failure types was presented to deal with problems that have
complicated time series structures. The methods were illustrated with an application for predicting
part consumption needs for a fleet of systems with three failure types and 24 unique part types.
With limited information on the system makeup in this research, we concluded that high failure
rates might suggest that there were subsystems with defective components or experienced a harsher
operating environment. The prediction intervals were wide, but we suggest that they can be useful
for ranking the assets with respect to maintenance scheduling and for ordering spare parts for the
systems that need more frequent part replacements. Finally, we concluded that with engineering
or problem-specific knowledge, we could have used a Bayesian approach to take advantage of prior
information to narrow the width of the prediction intervals. Such a parametric approach would
add interpretability in comparison to the algorithm developed in Chapter 4, but would require
additional modeling assumptions.
