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Cap´ıtulo 1
Introduccio´n
Este proyecto de fin de carrera se encuadra en el a´rea de la Inteligencia Artificial.
Este te´rmino cobro´ importancia y fue definido en las conferencias de Dartmouth en
1956, donde se establecieron los objetos de estudio de la disciplina a partir de una
premisa ba´sica, que se recoge en la propuesta de la conferencia:
Proponemos la realizacio´n de un estudio de 10 hombres durante dos meses
del verano de 1956, en la universidad de Dartmouth en Hanover, New
Hampshire. El estudio partira´ de la conjetura de que el aprendizaje, o
cualquier otro aspecto de la inteligencia, puede en principio ser descrito
de una manera suficientemente precisa como para ser simulado en una
ma´quina. Se investigara´ la posibilidad de hacer que las ma´quinas usen
lenguaje, formen abstracciones y conceptos, resuelvan problemas hasta
ahora reservados a los humanos, y puedan mejorarse a s´ı mismas. Pen-
samos que un avance significativo puede hacerse en uno o varios de estos
problemas si un grupo selecto de cient´ıficos trabaja juntos en ello durante
un verano.
Esta propuesta fue llevada a cabo por cuatro ingenieros y cient´ıficos muy impor-
tantes para el desarrollo de la informa´tica: Claude E. Shannon (fundador de la teor´ıa
de la informacio´n y el disen˜o de circuitos digitales), Marvin Minsky (matema´tico e
inventor, premio Turing en el an˜o 1969), N. Rochester (creador del primer ensam-
blador) y J. McCarthy (inventor del lenguaje LISP y ganador del premio Turing en
1971 por sus contribuciones a la Inteligencia Artificial).
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En la propuesta anterior puede observarse como a partir de ese momento ya se
realiza un divisio´n de las distintas ramas o problemas que comprende el campo, cuyo
nu´mero se ha ampliado a lo largo de los an˜os por la divisio´n de algu´n a´rea en otras
ma´s especializadas y por la adicio´n de otras nuevas que lidian con problemas que no
se contemplaron con la suficiente importancia durante los primeros an˜os. As´ı, entre
las a´reas ma´s relevantes se pueden nombrar la representacio´n del conocimiento, que
tiene como objetivo el desarrollo de formalismos para representar simbo´licamente un
dominio y facilitar la inferencia; la planificacio´n automa´tica, que investiga los mecan-
ismos para la creacio´n de planes que consigan objetivos determinados; la percepcio´n
automa´tica, que desarrolla algoritmos para el ana´lisis de informacio´n proveniente de
distintos tipos de sensores; y otros.
Este proyecto entra en el a´rea del aprendizaje automa´tico, que definiremos ma´s
expl´ıcitamente de la siguiente manera [9]: El campo del aprendizaje automa´tico se pre-
ocupa del problema de la construccio´n de programas que mejoren automa´ticamente
mediante la experiencia. Aunque durante los primeros an˜os de la Inteligencia Artifi-
cial se realizaron diversos esfuerzos en esta a´rea, e´sta quedo relegada por otras como
la resolucio´n de problemas y la representacio´n del conocimiento. La principal etapa
de desarrollo de esta disciplina comenzo´ en los an˜os 80, y actualmente tiene una gran
relevancia a nivel acade´mico e industrial.
Dentro del aprendizaje automa´tico tambie´n existen a´reas diferentes, cada una con
un propo´sito distinto. Una de las posibles clasificaciones divide el campo en tres a´reas
distintas, segu´n el problema que se intenta resolver: aprendizaje por refuerzo, donde
se pretende aprender una estrategia o pol´ıtica para la consecucio´n de un fin a partir
de recompensas asociadas a las posibles acciones; aprendizaje supervisado, donde el
objetivo es aprender una relacio´n entre entrada y salida, a partir de ejemplos para
los que se conocen estos valores; y por u´ltimo, aprendizaje no supervisado, donde el
objetivo es estructurar u organizar un conjunto de datos, y descubrir informacio´n no
expl´ıcitamente dada en e´stos.
Este proyecto se encuadra dentro del aprendizaje supervisado, espec´ıficamente
en el problema de la clasificacio´n. En este caso la relacio´n que desea aprenderse
consiste en la asignacio´n de una etiqueta (o clase) a nuevas observaciones en funcio´n
de observaciones anteriores para las cuales se conocen las etiquetas asociadas.
Existen varios tipos de algoritmos y modelos de clasificacio´n, con caracter´ısticas
muy diferentes. Los ma´s relevantes incluyen: los a´rboles de decisio´n, estructuras de
datos inducidas a partir de observaciones anteriores que infieren la clase de un ejemplo
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a partir de una serie de preguntas sobre la observacio´n a clasificar; las redes de
neuronas artificiales, modelos nume´ricos que intentan imitar el comportamiento de
las redes de neuronas biolo´gicas; las ma´quinas de vector soporte, que realizan la
clasificacio´n de observaciones a partir del ca´lculo de hiperplanos discriminantes que
dividen el conjunto de datos entre las distintas clases; los basados en el teorema de
Bayes, como Naive Bayes o las redes bayesianas, que estiman la probabilidad de la
pertenencia de una observacio´n a una clase a partir de estimaciones calculadas sobre
los datos de entrada; y por u´ltimo los algoritmos basados en distancias, que utilizan
una medida de distancia para determinar la diferencia entre dos observaciones, y
clasificar un ejemplo en funcio´n de su similitud con otros ejemplos conocidos.
Al igual que en otros campos de la Inteligencia Artificial, la representacio´n del
dominio del problema que desea resolverse es un aspecto muy importante. La rep-
resentacio´n ma´s estudiada en clasificacio´n es la basada en pares atributo-valor, o
proposicional, donde las observaciones se representan como tuplas en una tabla. El
inconveniente de esta representacio´n es que existen dominios cuya representacio´n
proposicional es muy complicada, ineficiente, o directamente imposible. Ejemplos de
dominios donde se da esta dificultad son aquellos que describen compuestos qu´ımi-
cos, estructuras gramaticales, estados de un dominio de planificacio´n, y en general
cualquier dominio donde la estructura de cada observacio´n sea variable.
Por lo tanto, en estos dominios se requiere de un lenguaje de representacio´n ma´s
expresivo, que puede conseguirse mediante un tipo de representacio´n basada en lo´gica
de primer orden, o relacional. El aprendizaje relacional es el a´rea del aprendizaje
automa´tico que estudia los problemas que requieren de este tipo de representacio´n,
siendo el algoritmo descrito en este proyecto uno de ellos.
En las siguientes secciones de este cap´ıtulo se especifican de manera detallada la
motivacio´n y los objetivos de este proyecto.
1.1. Motivacio´n
En las aproximaciones de aprendizaje supervisado basado en instancias la asig-
nacio´n de pesos a las caracter´ısticas que describen el dominio, con el propo´sito de
mejorar alguna medida de calidad de los resultados, es un me´todo bien conocido y
aplicado en diversos algoritmos.
La asignacio´n de estos pesos puede hacerse manualmente o a trave´s de alguna
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te´cnica que establezca el valor de cada peso en funcio´n de los datos de entrada
del algoritmo. Esta asignacio´n de pesos puede ser global, donde cada caracter´ıstica
tiene un peso asociado independientemente de las instancias particulares que se este´n
comparando, o local, donde el valor del peso asociado a cada caracter´ıstica depende
de las instancias concretas que se comparen.
En aprendizaje relacional existen varias medidas de distancias que utilizan pesos
asociados a las caracter´ısticas del dominio. Los principales inconvenientes en estos
casos es que normalmente los pesos se establecen a mano (dependiendo del conoci-
miento del dominio del usuario), y que esta ponderacio´n es global.
Existen algoritmos en aprendizaje proposicional que realizan automa´ticamente es-
ta ponderacio´n. En este proyecto los algoritmos de referencia son LFW-NPC (Local
Feature Weighting Relational Nearest Prototype Classifier), un modelo proposicional
de clasificacio´n supervisada que actualiza localmente los pesos asociados a los atribu-
tos, y que es una ampliacio´n de ENPC (Evolutionnary Nearest Prototype Classifier),
un algoritmo de clasificacio´n evolutivo. Tambie´n consideraremos el algoritmo RNPC
(Relational Nearest Prototype Classifier) un algoritmo de clasificacio´n supervisada
para dominios relacionales.
Por lo tanto parece razonable establecer la hipo´tesis de que la consecucio´n de
una ponderacio´n automa´tica de caracter´ısticas (dependiente de los datos de entrada)
local (adaptada a cada regio´n del espacio de instancias) pueda mejorar de alguna
manera las aproximaciones anteriores de ponderacio´n de atributos en algoritmos de
aprendizaje relacional basados en distancias.
Para probar la hipo´tesis anterior presentamos el algoritmo LFW-RNPC (Local
Feature Weighting Relational Nearest Prototype Classifier), que actualiza localmente
los pesos asociados a los atributos de un dominio relacional.
Para ello utilizaremos la plataforma Weka, que implementa varios algoritmos de
aprendizaje automa´tico, y Relational Weka, una extensio´n de la plataforma que define
formatos de representacio´n relacional y varias medidas de distancia relacionales.
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1.2. Objetivos del proyecto
En este apartado se describen y enumeran los principales objetivos y subobjetivos
que definen el alcance del proyecto.
1. Disen˜o e implementacio´n del algoritmo LFW-RNPC
a) Estado de la cuestio´n
En esta fase deben revisarse los algoritmos ma´s relevantes para este proyec-
to, lo que comprende la lectura y comprensio´n de la literatura (art´ıculos
y libros) que cubra el aprendizaje basado en instancias, aprendizaje rela-
cional y los algoritmos ENPC, RNPC y LFW-NPC.
b) Estudio de las APIs de Weka y Relational Weka, y de la implementacio´n
del algoritmo RNPC
Ya que el desarrollo del proyecto se basara´ en los servicios proporciona-
dos por la herramienta Relational Weka para la representacio´n de domin-
ios relacionales de aprendizaje automa´tico, se necesita estudiar las APIs
ofertadas en este paquete de software y establecer que componentes se
necesita implementar y cua´les pueden reutilizarse. Tambie´n se estudia la
implementacio´n existente del algoritmo RNPC.
c) Disen˜o de la medida de distancia relacional
Estudio de las diversas medidas de distancias relacionales en la literatura,
y disen˜o de la distancia o distancias que utilizaremos en la versio´n final
del algoritmo.
d) Disen˜o y eleccio´n del me´todo de actualizacio´n de pesos
Estudio de la te´cnica de actualizacio´n de pesos y adaptacio´n a las medida
de distancia utilizada.
e) Disen˜o de componentes
Estructuracio´n y divisio´n de las clases que utiliza el algoritmo para gestio´n
de los datos de entrada y de las clases propias de la ejecucio´n del algo-
ritmo, as´ı como la determinacio´n de los me´todos algor´ıtmicos utilizados
para resolver las tareas particulares requeridas en el flujo de ejecucio´n del
algoritmo.
f ) Implementacio´n del algoritmo
Implementacio´n del sistema software de acuerdo la estructura definida en
el disen˜o de los componentes del algoritmo.
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g) Validacio´n y verificacio´n del algoritmo
Comprobacio´n de la correccio´n del co´digo implementado.
2. Experimentacio´n y evaluacio´n de LFW-RNPC
a) Definicio´n y seleccio´n de dominios de experimentacio´n
Creacio´n de dominios de prueba propios para observar la diferencia de
resultados respecto a la versio´n con pesos y la versio´n sin pesos. Eleccio´n
de dominios existentes para la comparativa de resultados.
b) Experimentacio´n
Ejecucio´n del algoritmo con distintos grados de actualizacio´n de pesos en
los dominios seleccionados.
c) Ana´lisis de los resultados
Conclusiones sobre los resultados obtenidos en la experimentacio´n, y re-
flexiones sobre el trabajo futuro.
3. Redaccio´n de la memoria del proyecto
Plasmar en un documento el trabajo realizado.
1.3. Organizacio´n del documento
Esta memoria se organiza de la siguiente manera. En el segundo cap´ıtulo se pre-
senta el estado de la cuestio´n, donde se definen los conceptos fundamentales para
este proyecto y se describen los algoritmos fundamentales basados en distancias apli-
cados a dominios relacionales. En el tercer cap´ıtulo se presenta el algoritmo LFW-
RNPC, explicando las decisiones de disen˜o y las diferencias con otros algoritmos. En
el cuarto cap´ıtulo se describe el me´todo de experimentacio´n, se muestran los resul-
tados obtenidos y se resumen las conclusiones de e´stos. En el quinto cap´ıtulo se dan
las conclusiones finales sobre el trabajo realizado en el proyecto, y se comentan las
posibles l´ıneas de trabajo futuro. Por u´ltimo en los anexos se adjuntan detalles del
proyecto no contemplados en otros cap´ıtulos de la memoria.
Cap´ıtulo 2
Estado de la cuestio´n
En este cap´ıtulo se resumen conceptos fundamentales del aprendizaje automa´tico,
y se describen los principales algoritmos relacionados con este proyecto.
En la primera seccio´n se amplian los fundamentos de aprendizaje automa´tico que
se dieron en el primer cap´ıtulo, clasificando las distintas aproximaciones existentes y
describiendo las ma´s relevantes para este proyecto. En la segunda seccio´n se explica
el algoritmo ENPC, que es la base para del algoritmo LFW-NPC, que incorpora la
ponderacio´n de carater´ısticas que este proyecto desarrolla para el caso relacional, y
que se explica en la tercera seccio´n. En la cuarta seccio´n se comentan los aspectos ma´s
relevantes del aprendizaje relacional. En la seccio´n quinta se explica la adaptacio´n de
ENPC al caso relacional, RNPC. En la seccio´n 6 se describen la platafora WEKA y
su extensio´n Relational WEKA. Por u´ltimo, en la seccio´n 7, se explican los me´todos
habituales de evaluacio´n de resultados en problemas de clasificacio´n.
2.1. Aprendizaje Automa´tico
Como se comento´ en el primer cap´ıtulo el objetivo del aprendizaje automa´tico es
la creacio´n de programas que sean capaces de mejorar con la experiencia. De acuerdo
a co´mo sea la experiencia de la que se aprende, el objetivo y la representacio´n utilizada
pueden clasificarse de distintas maneras los algoritmos existentes.
La experiencia de la que se va a aprender puede consistir en una serie de observa-
ciones previas o en la observacio´n directa del entorno. Si se aprende de un conjunto de
observaciones previas, entonces el aprendizaje es offline. Si el aprendizaje se realiza
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mediante el procesado continuo de observaciones individuales entonces es online.
Respecto al objetivo del aprendizaje, las categor´ıas ma´s relevantes incluyen el
aprendizaje supervisado (donde se dispone de alguna informacio´n previa para com-
probar el e´xito del algoritmo y se pretende averiguar una relacio´n entre las instancias
de aprendizaje y un valor discreto o continuo concreto), aprendizaje no supervisado
(do´nde no se dispone informacio´n suficiente para contrastar los resultados del algo-
ritmo y el objetivo es descubrir informacio´n no expl´ıcita en los datos de entrada) y
aprendizaje por refuerzo (donde el aprendizaje se basa en la observacio´n del entorno,
y en la retroalimentacio´n obtenida en respuesta a una accio´n).
Otro criterio importante para clasificar un algoritmo de aprendizaje automa´tico es
el modo de representacio´n que utiliza para describir el dominio del problema. Cuando
el dominio se compone de una u´nica relacio´n, donde cada instancia se corresponde
con un vector de valores, decimos que es un dominio proposicional. En cambio si para
la representacio´n de cada instancias es necesario utilizar varios predicados, los cuales
pueden hacer referencia a otros predicados, decimos que es un dominio relacional.
Esta diferencia de representacio´n es muy importante, ya que existen varios dominios
en los cuales es necesario utilizar una representacio´n relacional. El paso de un modo de
representacio´n a otro no es trivial, y actualmente existen varias l´ıneas de investigacio´n
que estudian exclusivamente el aprendizaje relacional y los problemas que plantea
respecto al aprendizaje proposicional.
Respecto a los criterios anteriores el algoritmo presentado en este proyecto (LFW-
RNPC) es un algoritmo offline, supervisado y relacional.
2.1.1. Aprendizaje Supervisado
En el aprendizaje supervisado se posee informacio´n para contrastar el e´xito del
algoritmo en la asignacio´n de un valor determinado a cada instancia del dominio.
Los problemas asociados al aprendizaje supervisado son dos, principalmente: clasifi-
cacio´n, donde se debe asignar una etiqueta de un conjunto discreto y finito a cada
instancia, y regresio´n donde se asigna un valor nume´rico (generalmente un nu´mero
real). A continuacio´n se enumeran las principales aproximaciones al aprendizaje su-
pervisado:
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Basados en a´rboles de decisio´n: estos algoritmos analizan un conjunto de datos
para construir un a´rbol de clasificacio´n o regresio´n. Una vez construido el a´rbol,
cuando se evalu´a un ejemplo, se recorren las ramas del a´rbol, donde cada rama
representa una condicio´n sobre alguna de las caracter´ısticas que describen cada
instancia. En la hoja del a´rbol se encuentra la clase asignada a la instancia en
el caso de la clasificacio´n, o alguna fo´rmula que determine el valor nume´rico
asociado en el caso de la regresio´n. Los algoritmos actuales ma´s relevantes para
el aprendizaje de a´rboles de decisio´n son J48 y C4.5.
Basados en redes de neuronas: en estos algoritmos se aprende un conjunto
de pesos que describe la arquitectura de una red de neuronas. Cada neurona
individual tiene asociada una funcio´n de activacio´n, que determina el valor
de su salida hacia otras neuronas en funcio´n de su entrada. Los modelos ma´s
relevantes en aprendizaje supervisado son los perceptrones multicapa y las redes
de neuronas de base radial.
Basados en ma´quinas de vectores de soporte: en estos algoritmos los datos
de entrada son vistos como vectores de nu´meros de tantas dimensiones como
caracter´ısticas existan en el dominio. La separacio´n en categor´ıas se realiza
mediante la construccio´n de un hiperplano que separa de forma o´ptima los
datos segu´n algu´n criterio de calidad.
Basados en el teorema de Bayes: esta aproximacio´n se basa en el ca´lculo de la
probabilidad de la pertenencia de un ejemplo a una clase, mediante inferencia
bayesiana. Existen dos aproximaciones principales: Naive Bayes, que asume la
independencia mutua de todas las caracter´ısticas que describen el dominio, y
calcula las posibilidades a prioiri necesarias para hacer la inferencia a partir de
los datos de entrada; y las redes bayesianas, grafos que expresan distribuciones
conjuntas de probabilidad de una manera compacta.
Basados en instancias: estas aproximaciones se basan en una comparacio´n con
instancias conocidas anteriormente para la clasificacio´n.
El algoritmo presentado en este proyecto se encuentra dentro de la u´ltima
categor´ıa, por lo que esta aproximacio´n se explica en ma´s detalle en el siguiente
apartado.
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2.1.2. Algoritmos basados en instancias
Los algoritmos basados en instancias se basan en la comparacio´n entre instancias
conocidas y las nuevas instancias a clasificar, a diferencia de otros algoritmos que
contruyen un modelo a partir de los ejemplos de entrenamiento, y consultan el modelo
construido con las caracter´ısticas de la nueva instancia para clasificarla.
Para hacer la comparacio´n entre instancias conocidas y desconocidas debe es-
tablecerse alguna medida de similitud, que suele basarse en una relacio´n de distancia,
definida en funcio´n de las caracter´ısticas del dominio. Los algoritmos basados en in-
stancias ma´s conocidos son K-NN (K Nearest Neighbours, o K vecinos ma´s cercanos),
K-medias y LVQ.
K vecinos ma´s cercanos
Este es el algoritmo ma´s sencillo de los basados en instancias. En la fase de
entrenamiento almacena todos los ejemplos de entrada, y clasifica nuevas instancias
encontrando los k vecinos ma´s cercanos (los k ejemplos conocidos que minimizan
la distancia al nuevo ejemplo). Asigna la clase de salida como una combinacio´n de
las clases de estos vecinos (asignando la clase mayoritaria, o ponderando de alguna
manera la importancia de cada vecino).
La eleccio´n de la medida de distancia es un aspecto muy importante. Esta eleccio´n
suele hacerse en funcio´n del conjunto de datos que vaya a analizarse. Entre las ma´s
utilizadas se encuentran:
Distancia de bloque: esta distancia considera la diferencia absoluta entre valo-
res.
d(~x, ~y) =
∑
|x[i]− y[i]| (2.1)
Distancia eucl´ıdea: esta es la distancia ma´s conocida. Mide la distancia entre
2 puntos en un espacio eucl´ıdeo.
d(~x, ~y) =
√∑
i
|x[i]− y[i]|2 (2.2)
Distancia eucl´ıdea ponderada: ca´lcula la distancia eucl´ıdea asignando a cada
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dimensio´n una importancia relativa a un peso w[i].
d(~x, ~y) =
√∑
i
w[i]|x[i]− y[i]|2 (2.3)
Distancia de Chebysev: mide la ma´xima diferencia en alguna de las dimensiones.
d(~x, ~y) = max
i
(|~x[i]− ~y[i]|) (2.4)
Distancia de Minkowski: las distacias de bloque (p = 1), eucl´ıdea (p = 2) y de
Chebysev(p =∞) son casos particulares de esta distancia:
d(~x, ~y) = p
√∑
|x[i]− y[i]|p (2.5)
Distancia de Mahalanobis: esta me´trica es muy utilizada en estad´ıstica. S es
una matriz de covarianzas, que permite modificar la importancia relativa de
cada dimensio´n en el resultado.
d(~x, ~y) =
√
(~x− ~y)TS(~x− ~y) (2.6)
Como puede observarse en los ejemplos anteriores, cada distancia se define respec-
to a dos vectores de nu´meros reales, pero en la aplicacio´n de me´tricas de distancia a
problemas de aprendizaje automa´tico deben definirse adema´s medidas de diferencia
entre valores no nume´ricos, ya que es posible que la descripcio´n del dominio contenga
caracter´ısticas que no puedan describirse nume´ricamente. Por ejemplo, es frecuente
que en la descripcio´n de dominios existan atributos que so´lo admiten valores de un
conjunto discreto finito de posibilidades (nominales). A menos de que se disponga de
conocimiento del dominio que permita establecer alguna similitud entre los valores
normalmente so´lo se tiene en cuenta si estos son distintos o no:
a, b ∈ V, |V | ∈ N, d(a, b) =
{
1 si a 6= b
0 si a = b
Tambie´n existen varios criterios de diferencia para cadenas de caracteres y listas,
desde el nu´mero de caracteres distintos, comparacio´n entre el valor o cara´cter en la
misma posicio´n, o el nu´mero de operaciones para convertir una cadena o lista en
otra [13].
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Se presenta una ejemplo gra´fico en la figura 2.1, donde se desea clasificar instancia
en un dominio con 2 clases (A y B) con k = 5. La cruz central representa la instancia
que se va a clasificar, mientras los c´ırculos representan instancias conocidas de la clase
B y los cuadrados instancias conocidas de la clase A. Si asumimos que el modo de
asignar la clase se basa en el voto mayoritario de los vecinos, se asignar´ıa la clase A,
ya que existen ma´s ejemplos de la clase A que de la clase B.
Figura 2.1: Clasificacio´n en k-NN
Un inconveniente importante del algoritmo es que los resultados obtenidos son
muy sensibles a la eleccio´n del para´metro k y de la medida de distancia utilizada.
La diferencia en la clasificacio´n se muestra gra´ficamente en la figura 2.2. En este
ejemplo para un k = 3 la clase asignada es A, mientras que para k = 5 la clase
asignada es B.
Generalmente el valor de k se elige mediante mediante la comparacio´n de los
resultados obtenidos con distintos valores, ya que el mejor valor posible depende del
conjunto de datos que se este´ utilizando.
Otro inconveniente de este algoritmo es que tiene un coste muy alto en memoria
y en tiempo de clasificacio´n para conjuntos de datos grandes, ya que es necesario
almacenar todas las instancias de entrenamiento, y cuando se va a clasificar una
nueva instancia deben compararse todas las instancias con la nueva, para encontrar
los vecinos ma´s cercanos.
Los algoritmos basados en prototipos resuelven algunos de los problemas plantea-
dos en en k-NN. Este tipo de algoritmos genera un conjunto reducido de instancias
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Figura 2.2: Clasificacio´n en K-NN con k = 3 y k = 5
(los prototipos) que se utilizan para comparar las nuevas instancias, asignando a cada
nueva instancia la clase del prototipo ma´s cercano.
K-Medias
K-medias no es un algoritmo de clasificacio´n, si no un algoritmo de agrupamiento
o clustering, pero es importante para explicar los algoritmos de clasificacio´n basados
en prototipos.
A partir de un para´metro k, el algoritmo agrupara´ los datos de entrada en k
grupos o clusters, alrededor de k medias, definiendo una regio´n de Voronoi propia
cada una de ellas.
Un diagrama de Voronoi es una descomposicio´n de un espacio respecto a un
conjunto discreto de puntos. Cada regio´n de Voronoi es el subconjunto de puntos ma´s
cercanos a uno de los puntos de entrada, o centroides. En la figura 2.3 se muestra un
diagrama de Voronoi de 3 regiones.
El algoritmo sigue los siguientes pasos:
1. Las medias se posicionan en la misma posicio´n de k ejemplos conocidos, aleato-
riamente seleccionados.
2. Se calculan las regiones de Voronoi asociadas a cada prototipo.
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Figura 2.3: Diagrama de Voronoi de 3 regiones
3. Cada media se situ´a en el centroide de su regio´n (el punto equidistante a todos
los puntos contenidos en la regio´n).
4. Se comprueba el criterio de finalizacio´n, y en caso de que no se cumpla se vuelve
al paso 2.
Como criterio de finalizacio´n es frecuente utilizar alguna medida de estabilidad de
la posicio´n de los prototipos (por ejemplo la diferencia de posicio´n entre iteraciones).
En este algoritmo normalmente el establecimiento del para´metro k se realiza
mediante prueba y error, probando distintas configuraciones con un mismo conjunto
de datos y comparando los resultados, ya que no se puede saber a priori el nu´mero
de clusters, o grupos, ma´s adecuado para el problema.
Learning Vector Quantization
Learning Vector Quantization [15] (LVQ) es un algoritmo de clasificacio´n super-
visada basado en mapas autoorganizativos. El algoritmo determina un conjunto de
prototipos para clasificar un conjunto de datos de entrada etiquetados en las distintas
clases.
El algoritmo parte de una poblacio´n inicial de prototipos (cuyo nu´mero se fija
como para´metro). Cada prototipo define una regio´n de Voronoi propia, y su clase es la
mayoritaria entre las instancias comprendidas en e´sta. A lo largo de las iteraciones del
algoritmo estos prototipos se resitu´an en el espacio de los datos de entrada (ajustando
un vector de pesos asociado a cada prototipo), hasta que se llega a una determinada
estabilidad de la poblacio´n de prototipos.
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En la figura 2.4 se muestra un ejemplo de la configuracio´n de clasificadores pro-
ducida por LVQ. En la figura se pueden observar los vecinos de cada prototipo (unidos
por una l´ınea discontinua), las fronteras de las regiones de Voronoi (las l´ıneas con-
tinuas delgadas) y la frontera de decisio´n entre clases (las l´ıneas continuas oscuras).
Figura 2.4: Ejemplo de poblacio´n de prototipos en LVQ
2.2. Evolutionnary Nearest Prototype Classifier
ENPC [2] es un algoritmo proposicional de clasificacio´n supervisada, basado en
prototipos. Se inspira en un ecosistema donde varios seres vivos cohabitan, se repro-
ducen, se alimentan, luchan entre s´ı y mueren.
En este algoritmo evolutivo, los individuos de la problacio´n son los prototipos que
componen el clasificador. Cada prototipo define una regio´n (un conjunto de instancias
asociadas) y es caracterizado por un conjunto de atributos que definen su calidad:
1. Expectacio´n: esta caracter´ıstica mide la proporcio´n de instancias de la misma
clase del prototipo que se esperan que clasifique correctamente. En la siguiente
ecuacio´n ||Sj|| representa el total de instancias de la clase del prototipo en los
datos de entrada y regiones(sj) representa el nu´mero de regiones o prototipos
existentes de su misma clase en la poblacio´n actual.
expectacion(pi) =
||Sj||
regiones(sj)
(2.7)
2. Precisio´n: es la relacio´n entre el nu´mero de instancias de la misma clase del
prototipo(Vij), respecto al total de instancias de su regio´n(Ti).
precision(pi) =
Vij
Ti
(2.8)
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3. Aportacio´n: esta caracter´ıstica representa la proporcio´n de instancias de la clase
cubiertas por el prototipo (Vij).
aportacion(pi) =
Vij
expectacion(pi)
2
(2.9)
4. Calidad: la calidad de la clase se calcula teniendo en cuenta la precisio´n y la
aportacio´n del prototipo.
calidad(pi) = min(1, precision(pi) ∗ aportacion(pi)) (2.10)
La entrada del algoritmo consiste en los ejemplos de entrenamiento clasificados,
y la salida consistira´ en un conjunto de prototipos, a partir de los cua´les se podra´n
clasificar nuevas instancias mediante la asignacio´n de la clase del prototipo ma´s
cercano.
A continuacio´n se describen los pasos que sigue el algoritmo:
Figura 2.5: Diagrama de flujo del algoritmo ENPC
1. Inicializacio´n:
A diferencia de otros algoritmos, ENPC no necesita que se especifiquen para´-
metros. El prototipo inicial se elige aleatoriamente entre todas las instancias de
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entrenamiento. La regio´n de este primer prototipo contiene a todas las instan-
cias de entrenamiento. A partir de los operadores que se describen a continua-
cio´n se determinara´ la creacio´n y eliminacio´n de nuevos prototipos, as´ı como
el traspaso de instancias entre diferentes regiones. El nu´mero de prototipos se
regula automa´ticamente en funcio´n de las caracter´ısticas del clasificador.
2. Actualizacio´n de informacio´n:
En este paso se calculan las caracter´ısticas de todos los prototipos presentadas
anteriormente. Adema´s se reasignan las instancias de cada regio´n, situando
cada una en la regio´n del prototipo ma´s cercano.
3. Mutacio´n:
El objetivo de este operador es etiquetar a cada clasificador con la clase may-
oritaria de su regio´n, como se puede observar en la figura 2.6. El prototipo de
la clase 2 se convierte a la clase 1, ya que existen ma´s instancias de la clase 1
que de la clase 2 en su regio´n.
Figura 2.6: Mutacio´n del prototipo
4. Reproduccio´n
El objetivo de este operador la creacio´n de nuevos prototipos, de tal manera que
el prototipo que se reproduce pueda aumentar su caldidad. As´ı, la probabilidad
de que cada prototipo se reproduzca es dependiente de su calidad:
Preproduccion(pi) =
1− precision(pi)
2
(2.11)
En la figura 2.7 se muestra un ejemplo de reproduccio´n. Un prototipo de la
clase 1 engendra un prototipo de la clase 2, ya que el nu´mero de instancias de
esta clase es muy alta, y esto afecta a su precisio´n.
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Figura 2.7: Ejemplo de reproduccio´n
5. Lucha
En esta fase los prototipos luchan entre ellos para traspasar instancias de una
regio´n a otra. Cada prototipo decide si lucha o no con alguno de sus vecinos.
Los vecinos de los prototipos se asignan durante la asignacio´n de instancias y
son aquellos prototipos con la segunda menor distancia a cualquier instancia
de la regio´n. Cada prototipo decide si lucha o no con algu´n vecino en funcio´n
de la diferencia de calidad que haya entre los dos:
Plucha(pi, pj) = |calidad(pi)− calidad(pj)| (2.12)
Si hay lucha pueden darse dos casos distintos, dependiendo de si los prototipos
son de la misma clase o de clase distinta:
a) Cooperacio´n:
En este caso simplemente el prototipo que inicio´ la lucha recibe las instan-
cias de la regio´n del oponente que sean de su misma clase. En la figura
2.8 se muestra un ejemplo gra´fico de este operador. Un prototipo de la
clase 1 lucha con otro de la clase 2. Como son de clase distinta, el primer
prototipo cede instancias de la clase 2 al otro prototipo.
b) Competicio´n:
Cuando los prototipos son de la misma clase. En este caso la regio´n a la
que se transfieren unos prototipos depende de quie´n sea el ganador de la
lucha. El ganador se decide utilizando una ruleta con dos porciones, cada
una proporcional a la calidad de cada prototipo. Adema´s el nu´mero de
instancias que se transpasan depende de una probabilidad proporcional a
la calidad de ambos prototipos. En la figura 2.9 se muestra un ejemplo de
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Figura 2.8: Ejemplo de lucha cooperativa
competicio´n. El prototipo de la regio´n 1 gana al prototipo de la regio´n 2,
y por eso instancias de este u´ltimo se traspasan al primero.
Figura 2.9: Ejemplo de lucha competitiva
6. Movimiento
En esta fase cada prototipo se recoloca como centroide de su regio´n. En la
figura 2.10 se muestra como cada prototipo se resitu´a en el centro de su regio´n.
7. Muerte
La probabilidad de morir de cada prototipo depende de su calidad, y se rige
segu´n la siguiente fo´rmula:
Pmorir(pi) =
{
0, si calidad(pi) > 0,5
1− 2 ∗ calidad(pi) si calidad(pi) < 0,5
(2.13)
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Figura 2.10: Ejemplo de movimiento
El propo´sito de este operador es eliminar prototipos inu´tiles de la poblacio´n
(aquellos con poco e´xito de clasificacio´n).
8. Condicio´n de finalizacio´n
El algoritmo acepta varios criterios de finalizacio´n, en funcio´n del criterio de
optimalidad que se utilice. El criterio ma´s usual para un clasificador basado
en prototipos se basa en la obtencio´n de un e´xito de clasificacio´n alto con el
menor nu´mero posible de prototipos. Normalmente diferentes ejecuciones del
algoritmo evolucionara´n hasta converger a un nu´mero similar de prototipos y
un e´xito de clasificacio´n similar, as´ı que el critero de parada puede ser variable.
A continuacio´n se enumeran algunos de estos criterios:
a) Nu´mero de iteraciones.
b) E´xito de clasificacio´n deseado.
c) E´xito de clasificacio´n deseado y nu´mero de iteraciones.
d) Convergencia a un nu´mero de prototipos.
e) Convergencia a un e´xito de clasificacio´n determinado.
f ) Cualquier combinacio´n de los anteriores.
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2.3. Local feature weighting in Nearest Prototype
Classification
LFW-NPC [3] es una extensio´n del algoritmo ENPC, que incorpora la pon-
deracio´n de pesos locales a cada caracter´ısticas de la relacio´n, dependientes del pro-
totipo.
2.3.1. Ponderacio´n local de caracter´ısticas
En las aproximaciones basadas en la ponderacio´n global de caracter´ısticas se
aplica normalmente una distancia eucl´ıdea ponderada:
d~w(~x, ~y) =
√√√√i<K∑
i=0
(~x[i]− ~y[i])2 ∗ ~w[i] (2.14)
donde K es la dimensio´n del conjunto de datos, x e y son los ejemplos entre los
que se calcula la distancia. En este caso el vector w es igual para todo el espacio de
instancias.
En LFW-NPC se utiliza un vector de pesos ~w distinto para cada prototipo. La
nueva funcio´n de distancia se define en la siguiente ecuacio´n:
d ~w(p)(~x, ~p) =
√√√√i<K∑
i=0
(~x[i]− ~p[i])2 ∗ ~wp[i] (2.15)
Esta nueva medida de distancia tiene la ventaja de que las fronteras entre las
regiones de Voronoi definas por las regiones de los prototipos son no lineales.
2.3.2. Ca´lculo de la distorsio´n y pesos asociados a cada regio´n
El ca´lculo de los pesos de cada regio´n consiste en una normalizacio´n local de los
datos. Esta normalizacio´n se basa en la varianza de la localizacio´n de las instancias
de cada regio´n respecto al centroide de la regio´n. El propo´sito de esta normalizacio´n
es que todas las caracter´ısticas tengan la misma contribucio´n a la distorsio´n total.
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La distorsio´n media de una regio´n se define de la siguiente manera:
Dri =
1
||Ri||
∑
∀~xi∈Ri
d2~wi(~x, ~pi) (2.16)
Donde ||Ri|| es el nu´mero de instancias de la regio´n i y pi es el prototipo de la
regio´n. La distorsio´n de la regio´n calcula la distancia media de las instancias de la
regio´n al representante. Cada atributo contribuira´ una determinada cantidad segu´n
la varianza de los valores de las instancias de la regio´n respecto a los valores asociados
al representante.
El objetivo de la normalizacio´n local es que todos los atributos tengan el mismo
valor de distorsio´n:
~Dri [1] =
~Dri [2] = ... =
~Dri [K] (2.17)
Para conseguir que esto se impone un peso asociado localmente a cada atributo
que aparece en la ecuacio´n (2.14).
A partir de esta igualdad podemos calcular la actualizacio´n de los pesos que se
realiza en cada iteracio´n.
∑
~x∈Ri
(~x[0]− ~p[0])2 ∗ ~w[0] =
∑
~x∈Ri
(~x[1]− ~p[1])2 ∗ ~w[1] (2.18)
Para asegurar que se cumpla la igualdad podemos an˜adir un factor de modifi-
cacio´n, como se define en la ecuacio´n 2.19.
∑
~x∈Ri
(~x[0]− ~p[0])2 ∗ ~w[0] =
∑
~x∈Ri
(~x[1]− ~p[1])2 ∗ (~w[1] + ∆~w[1]) (2.19)
Si despejamos ∆~w[1] en la ecuacio´n 2.19, obtenemos la ecuacio´n 2.20:
∆~w[1] =
∑
~x∈Ri(~x[0]− ~p[0])2 ∗ ~w[0]∑
~x∈Ri(~x[1]− ~p[1])2
− ~w[1] (2.20)
La generalizacio´n para K dimensiones se define en la ecuacio´n 2.21. El primer
componente (~x[0]) se toma arbitrariamente como referencia (podr´ıa haberse tomado
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cualquier otro).
∆~w[j] =
∑
~x∈Ri(~x[0]− ~p[0])2 ∗ ~w[0]∑
~x∈Ri(~x[j]− ~p[j])2
− ~w[j] (2.21)
Ya que el primer componente se ha tomado como referencia podemos fijar el peso
asociado a este componente a un valor fijo, por ejemplo ~w[0] = 1. As´ı la ecuacio´n
previa puede simplificarse a la ecuacio´n 2.22.
∆~w[j] =
∑
~x∈Ri(~x[0]− ~p[0])2∑
~x∈Ri(~x[j]− ~p[j])2
− ~w[j] (2.22)
Ahora se pueden calcular los nuevos pesos de un prototipo utilzando la fo´rmula
2.23.
En la fo´rmula se incluye un para´metro z ∈ [0, 1] para ajustar la intensidad del
cambio de los pesos en cada iteracio´n.
~w[j]t+1 =
{
~w[j]t, si j=0
~w[j]t + z ∗∆~w[j], en otro caso (2.23)
2.4. Aprendizaje Relacional
El aprendizaje relacional se distingue de otras a´reas del aprendizaje automa´tico
por el tipo de representacio´n del dominio que utiliza. En lugar de utilizar una u´nica
relacio´n, como se hace en el aprendizaje proposicional, donde cada observacio´n se
describe mediante una tupla, una conjuncio´n de pares atributo-valor, se utiliza un
conjunto de relaciones, donde una observacio´n puede ser descrita mediante conjuntos
de tuplas en distintas relaciones, equivalente a una representacio´n en lo´gica de primer
orden. Por esta razo´n los algoritmos de aprendizaje relacional deben afrontar una
serie de dificultades que no esta´n presentes en los algoritmos proposicionales.
La principal ventaja de la representacio´n relacional respecto a la proposcional
es que se dispone de una mayor expresividad, que permite aprender en dominios
con una estructura cuya complejidad har´ıa imposible manejar en una representacio´n
proposicional.
Entre las principales aplicaciones de aprendizaje relacional, enumerados en [1], se
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encuentran varias en biolog´ıa y medicina, principalmente en el disen˜o de fa´rmacos y
en la prediccio´n de aparicio´n de enfermedades; en ingenier´ıa meca´nica; en procesado
de lenguaje natural; y en ana´lisis de informacio´n empresarial.
2.4.1. Representacio´n relacional de dominios
En aprendizaje relacional el formato de representacio´n es un factor importante,
ya que no es tan trivial como suele serlo en aprendizaje proposicional, donde es
suficiente representar cada ejemplo como una tupla individual en una tabla, si no
que debe representarse cada instancia en funcio´n de las tuplas asociadas a ella en
cada relacio´n del dominio.
Existen dos maneras de representacio´n principales. En la primera se describe un
dominio como un conjunto de hechos, definidos a partir de una serie de predicados.
Esta manera de representar el dominio es la ma´s utilizada en Programacio´n Lo´gica
Inductiva (ILP). Cada instancia relacional se describe impl´ıcitamente A continuacio´n
se muesta un ejemplo de esta representacio´n:
persona(Juan, 22, Cuenca).
coche(Juan, Fiat, M-534534).
coche(Juan, Ford, M-342234).
multa(M-342234, 100).
multa(M-342234, 500).
casa(Juan,Cuenca).
persona(Helena, 32, Toledo).
casa(Helena,Toledo).
casa(Helena,Madrid).
hijo(Helena,Maria).
persona(Maria,8,Toledo).
En este ejemplo se representa informacio´n sobre un conjunto de personas, sus
posesiones (coches y casas) e hijos. Cuando se define un dominio de esta manera
se dispone de un conjunto de objetos que se relacionan en cada instanciacio´n de
una relacio´n. Para cada relacio´n se definira´ el tipo de cada objeto, por ejemplo en la
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relacio´n persona se podr´ıa fijar que el primer objeto se debe representar mediante una
cadena de caracteres, el segundo por un nu´mero entero y el tercero por otra cadena.
Tambie´n se establecera´n las referencias de un objeto en una relacio´n, por ejemplo, en
la relacio´n coche, el primer objeto debe ser una persona, un objeto que debe aparecer
en primer lugar en alguna instanciacio´n existente de la relacio´n persona.
En este ejemplo cada hecho persona se corresponde con una instancia relacional. A
partir de ese hecho, sabiendo el nombre de la persona, la descripcio´n de la instancia se
completa con los hechos que se refieren a la misma persona, los hechos que se refieran
a alguna de los objetos que aparezcan en alguno de esos hechos, y as´ı sucesivamente.
Por ejemplo Juan es un hombre de 22 an˜os que vive en Cuenca, tiene dos coches
(uno de ellos con dos multas), y una casa en Cuenca. Esta instancia relacional puede
entenderse como un a´rbol (como se muestra en la figura 2.11).
Figura 2.11: Ejemplo de instancia relacional
La segunda aproximacio´n se basa en la definicio´n de un esquema relacional, donde
se describe independientemente cada relacio´n y la dependencia entre relaciones se
describe mediante el uso de claves ajenas. Una clave ajena es una caracter´ıstica de
una relacio´n a la que se impone la restriccio´n de que todos sus valores deben aparecer
en una caracter´ıstica de otra relacio´n. A partir de este mecanismo se pueden definir
una instancia relacional mediante una tupla en una relacio´n ra´ız, que se identifica
mediante una clave un´ıvoca, y cuya descripcio´n se distribuye en tuplas de varias
relaciones relacionadas entre s´ı mediante claves ajenas. Este tipo de representacio´n
es predominante en las bases de datos relacionales.
Si considerasemos el ejemplo anterior representado de esta manera, obtendr´ıamos
5 relaciones, y cada instanciacio´n de la relacio´n constituir´ıa una tupla de la relacio´n.
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La correspondencia entre objetos se representan ahora como claves ajenas que asocian
tuplas con tuplas de otra relacio´n.
Persona
Nombre Edad Ciudad
Juan 22 Cuenca
Helena 32 Toledo
Mar´ıa 8 Toledo
Coche
Propietario Marca Matr´ıcula
Juan Fiat M-534534
Juan Ford M-342234
Casa
Propietario Ciudad
Juan Cuenca
Helena Toledo
Helena Madrid
Multa
Matr´ıcula Importe
M-342234 100
M-342234 500
Hijo
Padre Hijo
Helena Mar´ıa
Figura 2.12: Relaciones del esquema de izquierda a derecha, y de arriba a abajo:
Persona, Coche, Casa, Multa, Hijo
2.4.2. Aproximaciones al aprendizaje automa´tico relacional
Podemos considerar tres aproximaciones principales para resolver problemas de
aprendizaje automa´tico que requieran una representacio´n relacional.
La primera manera es intentar evitar la representacio´n relacional y realizar una
proposicionalizacio´n del dominio, para poder aplicar directamente algoritmos de
aprendizaje proposicional. El principal inconveniente de esta aproximacio´n (expli-
cado en [10]) es que existen dominios donde la proposicionalizacio´n no es posible
(por que requieren la recursio´n, por ejemplo), o el nu´mero de caracter´ısticas puede
crecer exponencialmente respecto al problema original.
Otra manera de utilizar la representacio´n relacional es aprovechar la expresividad
de la lo´gica de primer orden para construir una teor´ıa que describa un determinado
concepto. Esto se conoce como ILP (Inductive Logic Programming o Programacio´n
Lo´gica Inductiva). Generalmente el resultado de un algoritmo de ILP consistira´ en
un conjunto de reglas (que normalmente sera´n cla´usulas de Horn) o un programa
lo´gico (utilizando el lenguaje de programacio´n Prolog). Los algoritmos de induccio´n
de programas lo´gicos han sido estudiados, principalmente, desde principios de los
an˜os noventa y han tenido bastantes aplicaciones relevantes en el campo de la bi-
2.4. APRENDIZAJE RELACIONAL 27
olog´ıa (sobre todo en bioinforma´tica). Los sistemas actuales de ILP ma´s destacables
incluyen Aleph 1 y Tilde [18].
La tercera manera de realizar aprendizaje automa´tico en dominios relacionales es
adaptar las te´cnicas conocidas en aprendizaje proposicional, para hacerlas aplicables
a dominios relacionales. As´ı, varios de los algoritmos ma´s conocidos en aprendizaje
proposicional tienen una versio´n relacional.
En este u´ltimo caso es destacable la facilidad de adaptacio´n que presentan los
algoritmos basados en instancias. Ya que estos algoritmos se basan en la asuncio´n
de que es posible medir nume´ricamente el grado de diferencia entre dos ejemplos a
partir de una cierta distancia, si conseguimos definir una distancia que admita el
caso relacional, podr´ıamos aplicar los algoritmos sin modificaciones importantes.
2.4.3. Aproximaciones relacionales basadas en instancias
El algoritmo de referencia en clasificacio´n supervisada basada en instancias es
RIBL (Relational Instance Based Learning), que adapta el algortimo k-NN al caso
relacional [1].
Dentro de clustering tambie´n existen varias aproximaciones basadas en distancias
relacionales. Por ejemplo, el algoritmo FORC [1] es una adaptacio´n al caso relacional
del algoritmo K-Medias, explicado anteriormente.
La definicio´n de la me´trica de distancia utilizada en un algoritmo basado en
instancias es vital, porque la precisio´n de las comparaciones en las que se base el
modelo creado por el algoritmo depende de como se mida la similitud o diferencia
entre instancias.
Como se comento´ anteriormente, una instancia relacional se diferencia de una
instancia proposicional, en que se compone de distintas tuplas relacionadas entre s´ı,
siendo el nu´mero de e´stas variable.
Cuando se define una medida de distancia relacional se debe tener en cuenta un
caso especial, la distancia entre claves ajenas distintas. Por esta razo´n las medidas de
distancias relacionales deben ampliar la definicio´n de las distancias proposicionales
para definir la distancia entre conjuntos de tuplas a partir de las tuplas individuales
que componen estos conjuntos.
1http://www.comlab.ox.ac.uk/activities/machinelearning/Aleph/aleph.html
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Generalmente, para considerar la distancia entre tuplas individuales se mantiene
alguna de las definidas en el punto 2.1.3, y la diferencia entre distancias relacionales
se encuentra en la manera en que miden la distancia entre conjuntos de tuplas.
A continuacio´n se describen algunas de las medidas de distancia relacional ma´s
relevantes [12]. Para definir formalmente las distancias se consideran dos conjuntos
A = {ai|ai ∈ A, i ∈ [1, |A|]} y B = {bj|bj ∈ B, j ∈ [1, |B|]}. D define la distancia
entre conjuntos y d la distancia entre elementos del conjunto.
Las principales distancias entre conjuntos son las siguientes:
Single Linkage: es igual a la mı´nima distancia entre cualquier miembro de A
con cualquier mienbro de B.
D(A,B) = min
i,j
(d(ai, bj)) (2.24)
Complete Linkage: es igual a la ma´xima distancia entre cualquier miembro de
A con cualquier mienbro de B.
D(A,B) = max
i,j
(d(ai, bj)) (2.25)
Average Linkage: considera la distancia media entre todos los posibles pares.
D(A,B) =
∑
i,j(d(ai, bj))
|A||B| (2.26)
Suma de las distancias mı´nimas: media de las distancias mı´nimas entre todos
los posibles pares.
D(A,B) =
1
2
(
∑
ai
min
i,j
(d(ai, bj)) +
∑
bi
min
i,j
(d(bi, aj))) (2.27)
RIBL: esta es la distancia propuesta en [11].
D(A,B) =

∑
ai
minbj(d(ai, bj))/|B| si |A| < |B|∑
bi
minaj(d(ai, bj))/|A| si |A| ≥ |B|
(2.28)
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Haussdorf:
D(A,B) = max(max
ai
(min
bj
(d(ai, bj),max
bi
(min
aj
(d(bi, aj)) (2.29)
Tanimoto: esta distancia se utiliza cuando no se dispone de una distancia entre
los elementos de los conjuntos.
D(A,B) =
|A|+ |B| − 2|A ∪B|
|A|+ |B| − |A ∪B| (2.30)
2.5. Relational Nearest Prototype Classifier
RNPC [4] es una extensio´n de ENPC para dominios relacionales. La principal
diferencia respecto a ENPC es que en la fase de movimiento cada prototipo se co-
rresponde con la instancia que minimiza la distancia al resto de la regio´n, es decir,
es el medoide de la regio´n, y no con el centroide, que se corresponde con la instancia
que se encuentra en el centro de la regio´n. La razo´n de esta diferencia es que el uso
del centroide suele implicar la s´ıntesis de sus caracter´ısticas respecto a los valores
de otras instancias. En el caso proposicional esta asignacio´n de valores se basa en
la media aritme´tica de los atributos nume´ricos, y los valores ma´s frecuentes para
los atributos nominales, pero en el caso relacional la asignacio´n de valores a las di-
ferentes caracter´ısticas de cada relacio´n debe tener en cuenta que en cada relacio´n
pueden aparecer distintas tuplas que se refieren a tuplas de una relacio´n distinta, lo
que implica adema´s, que este ca´lculo sea ma´s costoso que en el caso proposicional.
En el algoritmo ENPC, el representante de cada regio´n es el centroide de la regio´n
(el punto en el espacio que minimiza la distancia media a los dema´s puntos de la
regio´n). Este punto puede no correspondenderse con ninguna instancia de la regio´n.
El problema en el caso relacional es que cada instancia se describe, no como un
vector de valores, sino como conjuntos de tuplas pertenecientes a relaciones distintas.
El problema se ilustra con un ejemplo:
Si definimos la siguiente regio´n con tres instancias en un dominio con una u´nica
relacio´n:
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a1 a2 a3 a4
13 0.2 4 a
22 0.18 7 b
16 0.12 7 a
Podemos definir una instancia representante de esta regio´n como una tupla
con la media geome´trica (esta media podr´ıa ser ponderada si considera´semos
los pesos asociados a cada atributo, pero suponemos que se utiliza la distancia
eucl´ıdea para simplificar) de cada atributo nume´rico, y el valor mayoritario en
caso de que el atributo sea nominal:
centroide =< 17, 0,16, 6, a >
En cambio, si definimos la siguiente regio´n de tres instancias en un dominio
con tres relaciones y el siguiente esquema relacional:
A(nom,num,num)
|_____
|
B(clave,nom,num)
|________
|
C(clave,,num)
y las siguientes instancias (los sub´ındices distinguen tuplas de una misma
relacio´n):
A(val1,12,17)
B(val1,a,12)
B(val1,b,2)
C(b,12)
A(val2,13,14)
B(val2,a,12)
A(val3,6,1)
B(val3,d,12)
C(d,12)
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En este caso deber´ıamos seleccionar el nu´mero de tuplas de cada relacio´n que
tendra´ el medoide, aparte de asignar valores a cada una de ellas. Por lo tanto
en este caso la seleccio´n del centroide es problema´tica.
Aunque se ha estudiado la definicio´n del centroide en dominios relacionales, la
solucio´n que suele tomarse en los algoritmos relacionales basados en distancias es
la eleccio´n del medoide en vez del centroide. El medoide es el punto perteneciente
al conjunto de puntos que definen la regio´n que minimiza la distancia al resto. En
el ejemplo anterior el medoide se corresponder´ıa con alguna de las instancias de la
regio´n (la que minimizase la distancia a las otras dos, dependiendo de la medida de
distancia elegida).
La diferencia puede observarse gra´ficamente en la figura 2.13.
Figura 2.13: : representante de la regio´n, ©: instancia de la regio´n
2.6. Weka y Relational Weka
El desarrollo de este proyecto se basa en la plataforma de miner´ıa de datos Weka
(Waikato Environment for Knowledge Analysis, Entorno para Ana´lisis del Conoci-
miento de la Universidad de Waikato) [17], un conocido software para aprendizaje
automa´tico y miner´ıa de datos escrito en Java y desarrollado en la Universidad de
Waikato. Weka es un software libre distribuido bajo licencia GNU-GPL, que oferta
un API para la reutilizacio´n del co´digo de la plataforma y la automatizacio´n de su
uso.
Weka implementa diversos algoritmos de aprendizaje proposicional. Para rep-
resentar un conjunto de ejemplos utliza el formato ARFF (Attribute-Relation File
Format, Formato de archivo atributo-relacio´n). En un archivo ARFF se define una
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relacio´n mediante la enumeracio´n de sus atributos, y las tuplas que representan los
ejemplos. Para cada atributo se define su tipo (nume´rico, nominal, o cadena de texto),
y, en caso de que sea nominal, el conjunto de valores que puede tomar.
A continuacio´n se muestra el ejemplo de dos archivos ARFF diferentes:
@relation relacion1
@attribute at1 numeric
@attribute at2 {a,b,c}
@DATA
12,a
15,c
17,b
@relation relacion2
@attribute at1 {a,b,c}
@attribute at2 string
@attribute at3 string
@DATA
a,cad1,12.5
a,cad2,-10.01
b,cad3,14.1
c,cad4,2.2
c,cad5,1.2
c,cad6,-7.2
Relational Weka 2 es una extensio´n de Weka, que incorpora algoritmos de apren-
dizaje relacional basado en instancias. Esta extensio´n incorpora diversos algoritmos
basados en distancias, e implementa varias medidas basadas en distancias. Para rep-
resentar conjuntos de ejemplos relaciones utiliza el formato MTARFF.
MTARFF (Multi-Table Attribute-Relation File Format, Formato de archivo mul-
titabla atributo-relacio´n) es un formato que permite la representacio´n de esquemas
relacionales en dominios de aprendizaje automa´tico. Este formato se define como una
extensio´n del formato ARFF.
2http://cui.unige.ch/ woznica/rel weka
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La principal diferencia entre ARFF y MTARFF es que este u´ltimo permite definir
dependencias entre distintas relaciones, mediante el uso de claves ajenas. Una relacio´n
que haga referencia a otra, debe contener un atributo cuyos valores se correspondan
con los valores de la relacio´n referenciada.
Las relaciones que componen el dominio y las referencias de unas a otras se
definen en un archivo con extesio´n MTARFF, mientras que cada una de las relaciones
individuales se define en un archivo ARFF separado.
Por ejemplo, el siguiente aechivo representar´ıa un esquema relacional compuesto
por las dos relaciones presentadas anteriormente:
relation relacion1
file relacion1.arff
class clase
relation relacion2
file relacion2.arff
foreign:at1:relacion1:at2
Figura 2.14: Dependencia entre relacion1 y relacion2
La dependencia se muestra gra´ficamente en la figura 2.14. Como el atributo at2
en la primera relacio´n es clave ajena del atributo at1 de la segunda, el valor de este
atributo en cada tupla de la segunda relacio´n se corresponde con uno de los valores
que aparecen en la primera relacio´n. As´ı, se puede considerar cada tupla de la primera
relacio´n como la ra´ız de una instancia relacional.
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Aunque el formato MTARFF presenta algunas deficiencias (como el que la defini-
cio´n de claves ajenas so´lo permita utilizar un atributo y no conjuntos de atributos),
permite definir conjuntos de datos relacionales de una manera sencilla.
2.7. Evaluacio´n de resultados
Los resultados obtenidos en los algoritmos de aprendizaje deben evaluarse de
alguna manera para conocer co´mo es capaz de generalizar sus predicciones el modelo
creado, ya que las hipo´tesis obtenidas podr´ıan ajustarse demasiado a los datos de
entrenamiento y realizar predicciones erro´neas en ejemplos que no este´n presentes en
los datos de entrada (este hecho se conoce como sobreadecuacio´n u overfitting).
Las principales te´cnicas de validacio´n para algoritmos de clasificacio´n se basan
en la medicio´n de la precisio´n del modelo obtenido con un conjunto de ejemplos no
contenido en los datos de entrenamiento. La manera ma´s sencilla de hacer esto es
reservar un porcentaje del total de datos disponibles para la evaluacio´n, entrenando
con los ejemplos restantes. Aunque este te´cnica es sencilla presenta el problema de la
seleccio´n del porcentaje de evaluacio´n y la posibilidad de que el resultado obtenido
tenga un sesgo debido a la manera de seleccionar las instancias para cada conjunto.
Seguramente la te´cnica ma´s frecuente de evaluacio´n para algoritmos de apren-
dizaje supervisado es la validacio´n cruzada. Este me´todo de validacio´n consiste en
la divisio´n del conjunto total de datos en un nu´mero de particiones determinado (o
cubetas). Se realizan tantas iteraciones del algoritmo como nu´mero de estas parti-
ciones. En cada iteracio´n se utilizara´ una particio´n determinada como conjunto de
validacio´n y el resto de cubetas como conjunto de entrenamiento. Un ejemplo de este
proceso se muestra en la figura 2.15.
Finalmente los resultados del algoritmo se evalu´an mediante la media aritme´tica
del e´xito de clasificacio´n obtenido en cada cubeta:
acierto =
∑k
cubeta=1 acierto(cubeta)
k
(2.31)
Ya que el acierto obtenido en los 10 cubetas puede considerarse como una variable
aleatoria, ya que cada una de las particiones se ha formado a partir de una seleccio´n de
ejemplos al azar, es necesario conocer la desviacio´n esta´ndar. Esta medida permite
saber cua´n representativo es el resultado obtenido en la validacio´n. La desviacio´n
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CUBETA 1
CUBETA 2
CUBETA 3
…
CUBETA K
ENTRENAMIENTO
CLASIFICADOR
EVALUACIÓN RESULTADOS
K-ésima ITERACIÓN
Figura 2.15: Iteracio´n k de una validacio´n cruzada
esta´ndar para k observaciones se define mediante la siguiente ecuacio´n:
σ =
√√√√1
k
∗
k∑
i=1
(aciertoi − µ)2 (2.32)
donde µ es la media de todas las observaciones.
Los principales inconvenientes que pueden observarse es que se requiere realizar
tantas ejecuciones del algoritmo como nu´mero de cubetas, lo cual puede requerir
mucho tiempo en algunos casos, y que debe seleccionarse en nu´mero de cubetas.
Generalmente el nu´mero de cubetas utilizado es 10 [8].
Un caso especial de la validacio´n cruzada es el conocido como Leave one out.
En este me´todo se eligen tantas cubetas como ejemplos disponibles. De esta manera
el algoritmo es evaluado con modelos muy similares (ya que so´lo eliminamos una
instancia del conjunto de entrenamiento). En este caso el tiempo puede ser excesivo,
y adema´s el me´todo puede presentar otro tipo de desventajas [14].
Tambie´n debemos tener en cuenta que en los algoritmos con una componente
estoca´stica, es necesario realizar distintas ejecuciones con una misma configuracio´n
de para´metros para poder evaluar los resultados medios en un conjunto de datos
particular, puesto que distintas ejecuciones, sobre los mismos datos, y con los mismos
para´metros pueden producir resultados distintos.
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Cap´ıtulo 3
Local Feature Weighting
Relational Nearest Prototype
Classifier
En este cap´ıtulo se presentan y explican los principales componentes del algorit-
mo Local Feature Weighting Relational Nearest Prototype Classifier (LFW-RNPC).
LFW-RNPC es un algoritmo de clasifiacio´n supervisada para dominios relacionales
basado en prototipos, que realiza una ponderacio´n local de caracter´ısticas automa´ti-
ca.
En la seccio´n 3.1 se comentan los distintos pasos de la ejecucio´n del algoritmo,
destacando las diferencias respecto a otros algoritmos, descritos en la secciones 2.3
(ENPC) y 2.4 (LFW-NPC), para relacionar los pasos entre s´ı. En la seccio´n 3.2 se
describe formalmente el ca´lculo del representante de cada de cada regio´n, el medoide,
que representa un prototipo de la poblacio´n. En la seccio´n 3.3 se describe la medida
de distancia propuesta para incorporar la ponderacio´n de caracter´ısticas a la me´trica
relacional, explicando descisiones de disen˜o y modificaciones sobre otras distancias
relacionales, y co´mo afecta la ponderacio´n de caracter´ısticas al ca´lculo de la distancia.
El ca´lculo de la distorsio´n y de la actualizacio´n de los pesos locales asociados a la
medida de distancia explicada en el punto anterior se explica en la seccio´n 3.4. Por
u´ltimo, en la seccio´n 3.5 se enumeran los para´metros de entrada del algoritmo y se
comentan sus efectos sobre la ejecucio´n del algoritmo.
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3.1. Flujo de ejecucio´n
Ba´sicamente el algoritmo sigue el flujo de ejecucio´n del algoritmo RNPC y EN-
PC, a lo que se an˜aden las fases de actualizacio´n de pesos. Ya que varias de las
fases son similares a las fases del algoritmo ENPC (punto 2.3), so´lo se explicara´n en
detalle aquellas donde se haya producido algu´n cambio significativo, y se recordara´
el propo´sito de algunas de ellas.
En la figura 3.1 se describen los pasos que sigue el algoritmo:
Figura 3.1: Diagrama de flujo de LFW-RNPC
1. Inicializacio´n:
En esta fase se elige el prototipo inicial aleatoriamente entre todas las instancias
de entrada. El prototipo representa a la regio´n que comprende a todas las
instancias de aprendizaje del algoritmo en una u´nica regio´n, y con unos pesos
inicializados a 1.
2. Mutacio´n:
Cada prototipo toma la clase mayoritaria en su regio´n (este paso es igual al
explicado en el apartado 2.3).
3. Reproduccio´n:
El objetivo de este operador es la creacio´n de nuevos prototipos, de tal manera
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que el prototipo que se reproduce pueda aumentar su calidad (este paso es igual
al explicado en la seccio´n 2.3).
4. Lucha:
En esta fase los prototipos se traspasan instancias cooperando (cediendo instan-
cias de clases ajenas) o compitiendo (quitando instancias de la propia clase).
Esta fase es similar a la explicada en el punto 2.3, con la variacio´n de que ahora
los prototipos so´lo deciden luchar con prototipos con menor calidad a la suya.
5. Movimiento:
En este paso se selecciona el representante de la regio´n. El co´mputo de este
representante se basa en la bu´squeda del medoide del conjunto de instancias
que forman parte de la regio´n, como se explica en el punto 3.2.
6. Muerte:
El propo´sito de este operador es eliminar a prototipos inu´tiles en el clasificador
(este paso es igual a la explicada en la seccio´n 2.3).
7. Actualizacio´n de pesos:
En esta fase para cada prototipo se calcula la distorsio´n asociada a cada atrib-
uto en cada regio´n, y se actualizan los pesos asociados a todos los atributos de
todas las relaciones del esquema como se describe en el punto 3.3.
8. Asignacio´n de instancias:
En esta fase se reasignan las instancias a sus prototipos ma´s cercanos. En caso
de que algu´n prototipo quede sin instancias asociadas a su regio´n se elimina de
la poblacio´n. Adema´s de calcular el prototipo ma´s cercano a cada instancia, en
esta fase se calculan los vecinos de cada prototipo. Los vecinos de un prototpo
son los segundos prototipos ma´s cercanos a alguna instancia de su regio´n (se
recuerda que los vecinos de un prototipo son aquellos con los que un prototipo
puede luchar).
9. Evaluacio´n de la iteracio´n:
En este paso se evalu´a el clasificador compuesto por la poblacio´n de prototipos
resultante tras la iteracio´n. El clasificador se evalu´a respecto a un conjunto de
instancias seleccionadas al azar de entre las instancias de entrada del algoritmo.
El porcentaje de instancias seleccionadas para esta evaluacio´n es un para´metro
del algoritmo. En caso de que el e´xito de clasificacio´n en la evaluacio´n de
esta iteracio´n sea mejor que el alcanzado en iteraciones anteriores se guarda la
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poblacio´n actual de prototipos. Si el e´xito de clasificacio´n es igual que el mejor
hasta el momento pero el nu´mero de prototipos de la poblacio´n actual es menor
tambie´n se registra el clasificador como el mejor hasta el momento.
10. Condicio´n de finalizacio´n:
En nuestra implementacio´n se ha elegido el nu´mero de iteraciones como criterio
de finalizacio´n. Se ha establecido este criterio porque su sencillez permite obser-
var mejor el desarrollo de la poblacio´n de prototipos frente a criterios basados
en la estabilidad de la poblacio´n o la variacio´n de pesos.
El algoritmo devuelve el mejor clasificador (poblacio´n de prototipos) registrado
en las evaluaciones de las distintas iteraciones del algoritmo.
3.2. Ca´lculo del medoide
El medoide de un conjunto de puntos es aquel punto del conjunto que minimiza
la distancia a todos los dema´s. En el algoritmo LFW-RNPC el representante de cada
regio´n es el medoide del conjunto de puntos. Se eligio´ utilizar el medoide en lugar
del centroide porque no se encontro´ ninguna manera en la literatura de sintetizar un
centroide relacional.
A diferencia del centroide proposicional que puede calcularse en tiempo lineal
(O(n)) en funcio´n del nu´mero de dimensiones, calculando una media de la caracte-
r´ısticas en caso de que sean nume´ricas, o contando el valor mayoritario en caso de
que sean nominales:
Para 1..R hacer
x = instacia[R]
Para 1..n hacer
si x[n] es numero centroide[n] = centroide[n] + x[n]
si x[n] es nominal contar(x[n])
Fin Para
Fin Para
Para 1..n hacer
si x[n] es numero centroide[n] = centroide[n] / R
si x[n] es nominal maximo(x[n])
Fin Para
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En LFW-RNPC se ha utilizado un algoritmo de fuerza bruta para calcular el
medoide. A pesar de que en la literatura existen me´todos que mejoran la eficiencia
de este ca´lculo no se han podido utilizar, porque utilizan algu´n ca´lculo de la media,
por lo tanto se tendr´ıa el mismo problema de s´ıntesis del centroide relacional, o
porque se basa en la organizacio´n de puntos en un plano euc´ıdeo que no es aplicable
al caso relacional.
Para calcular el medoide se calcula la matriz de distancias entre instancias de
la regio´n. Como asumimos que la relacio´n de distancia es sime´trica la matriz sera´
sime´trica tambie´n, y se puede calcular so´lo la mitad de la matriz y consultar la
posicio´n inversa cuando quiere conocerse la distancia entre dos puntos que no ha
sido calculada. Adema´s, como la distancia entre una instancia consigo misma debe
ser 0 (condicio´n necesaria para ser una me´trica) tambie´n se sabe que la diagonal de
la matriz debe ser 0.  0 −1 3−1 0 4
3 4 0

Figura 3.2: Ejemplo de matriz de distancias de la regio´n
Otro motivo importante para calcular la matriz de distancias, es que informacio´n
de esta fase puede reutilizarse en la fase de la actualizacio´n de pesos, donde se necesita
conocer la distancia asociada a cada atributo del dominio entre cada instancia del
regio´n y el representate.
Para optimizar el ca´lculo de la matriz se opto´ por paralelizar el ca´lculo de esta
matriz. La paralelizacio´n de este ca´lculo se explica en el anexo A.
Una vez calculada la matriz se suma cada fila y se busca la instancia que minimiza
esta suma. Esa instancia es el medoide de la regio´n.
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3.3. Medida de distancia
A continuacio´n se presenta la medida de distancia propuesta en este proyecto.
Para explicar la medida de distancia se utilizara´ un ejemplo, basado en el siguiente
esquema relacional:
rel1
a1 a2 a3
12 a val1
2 b val2
rel2
a4 a5
12 val1
9 val2
1 val2
5 val2
Figura 3.3: Ejemplo de esquema relacional
La relacio´n rel2 se enlaza con la primera relacio´n rel1 mediante el atributo a5,
que referencia valores del atributo a3.
Como puede observarse en la relacio´n ra´ız existen dos tuplas que son referenciadas
por las tuplas de la segunda relacio´n. Por lo tanto existen dos instancias relacionales
en total.
3.3.1. RIBL
La medida de distancia utilizada en este proyecto es similar a la distancia RIBL.
Se ha elegido esta distancia por su relevancia en la literatura y por la superioridad
de esta medida de distancia respecto a otras cuando se ha utilizado en RNPC [4]. La
distancia RIBL se define de la siguiente manera:
D(A,B) =

∑
ai
minbj (d(ai,bj))
|B| si |A| < |B|∑
bi
minaj (d(ai,bj))
|A| si |A| ≥ |B|
(3.1)
Donde D indica una distancia entre conjuntos, y d una distancia entre elemen-
tos del conjunto. En nuestro caso se utilizara´ d para definir la distancia entre tuplas
individuales. Para calcular la distancia entre instancias relacionales se comienza com-
parando la tuplas correspondientes a cada instancia relacional en la relacio´n ra´ız (en
esta relacio´n so´lo habra´ una tupla por cada instancia relacional).
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La medida d define co´mo contribuye cada atributo, segu´n su tipo, a la distancia
entre las dos tuplas. A continuacio´n se define la distancia asociada a cada atributo a,
da, en funcio´n del tipo de cada atributo (v1 y v2 son valores del atributo) en RIBL:
Atributo nominal: se utiliza una diferencia simple.
da(v1, v2) =
{
1 si v1 6= v2
0 si v1 = v2
(3.2)
Atributo nume´rico: se calcula la diferencia al cuadrado entre valores, como
en la distancia eucl´ıdea, normalizando la diferencia entre el ma´ximo valor del
atributo:
da(v1, v2) = (
v1 − v2
max(a)
)2 (3.3)
Clave ajena: en este caso se aplica la diferencia entre conjuntos con las tuplas
que utilizan alguno de los valores como clave ajena. La funcio´n s(h, a, v) define
el conjunto de tuplas de la relacio´n h que referencian al valor v en la clave
ajena a. En este caso D es la distancia descrita en la ecuacio´n (3.1).
da(v1, v2) =
∑
h∈H D(s(h, a, v1), s(h, a, v2))
|H| (3.4)
Hay que destacar que las claves ajenas pueden referirse reflexivamente a una
relacio´n, o que una de las relaciones subordinadas vuelvan a referirse a rela-
ciones que ya han aparecido, es decir, definir recursivamente una instancia. Por
esto es necesario limitar este paso recursivo mediante un para´metro p, que limi-
ta la profundidad del ca´lculo de la distancia. Cuando se llega al l´ımite de esta
profundidad en el ca´lculo entre dos tuplas la distancia entre claves se calcula
como si fuesen atributos nominales, utilizando la ecuacio´n (3.2). Tambie´n se
debe considerar el caso en que en una relacio´n existan tuplas que referencien
un valor, pero no existan tuplas que se refieran al otro. En ese caso se asume
un distancia 1, al igual que en el caso nominal.
Cuando se calcula la distancia de la clave ajena se da el paso recursivo para
calcular la distancia de las claves ajenas, donde se consideran las tuplas asociadas a
cada instancia relacional.
Una vez calculada la distancia de todos los atributos, la distancia entre tuplas
se combinan de manera similar a la distancia eucl´ıdea (I(a) se refiere al valor del
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atributo a en la tupla I, siendo Ah el conjunto de los atributos de la relacio´n h):
d(I1, I2) =
√∑
a∈Ah
da(I1(a), I2(a)) (3.5)
Si se utiliza´ra esta distancia para calcular la distancia entre las instancias del
ejemplo se obtendr´ıa el siguiente resultado:
1. d(I1, I2) =
√∑
a∈Ah da(I1(a), I2(a)) =
√
da1(12, 2) + da2(a, b) + da3(val1, val2)
Para calcular la distancia entre las tuplas primero se calculan la diferencia entre
los valores de cada atributo de la relacio´n.
2. da1(12, 2) = (
(12−2)
12
)2 = 25/36
3. da2(a, b) = 1
4. En el caso del atributo a3 hay que calcular la distancia entre las tuplas de
las relaciones que referencian ese atributo como clave ajena. Como en este
ejemplo so´lo existe una relacio´n se ca´lcula la distancia entre los conjuntos de
tuplas que se refieran a cada valor segu´n la ecuacio´n (3.1): da3(val1, val2) =
D(s(rel2, cl, val1), s(rel2, cl, val2)
s(rel2, cl, val1) = {(12, val1)}
s(rel2, cl, val2) = {(9, val2), (1, val2), (5, val2)}
max{|s(rel2, cl, val1)|, |s(rel2, cl, val2)|} = |s(rel2, cl, val2)| = 3
D(s(rel2, cl, val1), s(rel2, cl, val2) = min{da4(12, 9), da4(12, 1), da4(12, 5)}/3
= min{(12−9
12
)2, (12−1
12
)2, (12−4
12
)2}/3 = 1/24
5. El u´ltimo paso consiste en combinar los valores asociados a todos los atributos:
d(I1, I2) =
√
25/36 + 1 + 1/24 =
√
125/72 = 1,3176
3.3.2. Distancia LFW-RNPC
Para incorporar la ponderacio´n de caracter´ısticas a la distancia, se deben consid-
erar los pesos asociados a los atributos de las relaciones que componen el esquema
relacional. Ya que estos pesos son locales cada prototipo de la poblacio´n tendra´ su
conjunto de pesos propio: Wp = {~wp,h ∈ <|Ah||h ∈ H}.
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Si se aplicase directamente esta ponderacio´n a la distancia RIBL so´lo tendr´ıa que
multiplicarse el peso asociado a cada atributo en el ca´lculo de distancia entre tuplas.
d(I1, I2) =
√∑
a∈Ah
wp,a ∗ da(I1(a), I2(a)) (3.6)
Sin embargo se ha decidido cambiar la medida RIBL en varios aspectos para
incorporar la ponderacio´n:
1. Normalizacio´n de atributos nume´ricos
Para realizar una comparacio´n de valores nume´ricos relativa al rango de cada
atributo RIBL normaliza estos valores en la comparacio´n. La normalizacio´n se
realiza dividiendo la diferencia de los valores entre el ma´ximo valor posible del
atributo presenta conflictos respecto al peso asignado al atributo en el ca´lculo
de la distorsio´n de la regio´n. Ya que el peso asociado al atributo ponderara´
el valor de la diferencia se ha omitido la normalizacio´n de la diferencia de
atributos nume´ricos.
2. Elevacio´n al cuadrado de la diferencia nume´rica entre atributos
En la distancia presentada anteriormente la diferencia entre los valores de cada
atributo es elevada al cuadrado. Si se obvia la normalizacio´n en el ca´lculo de la
diferencia entre valores nume´ricos, como sen˜alamos en el punto 1, esto puede
implicar un problema en el ca´lculo de la distancia, ya que si la diferencia entre
valores es muy grade, el peso asociado al atributo es irrelevante en el ca´lculo
de la distancia. A continuacio´n se muestra un ejemplo:
Si se tienen los siguientes pesos
W = {(10−10, 10)}
Comparando las siguientes instancias, que pertencen a un esquema rela-
cional con una sola relacio´n de dos atributos nume´ricos:
a1 a2
1010 2
0 2
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Y se calcula la distancia ponderada:
d(I1, I2) =
√
(1010 − 0)2 ∗ 10−10 + (2− 2) ∗ 10 =√
(1010)2 ∗ 10−10 =
√
1020 ∗ 10−10 = 105
Un atributo muy poco significativo para la comparacio´n entre distancias
ha provocado que haya una diferencia entre dos instancias que tienen el
mismo valor en un atributo relevante. Sin embargo si se utilizan diferencias
absolutas:
d(I1, I2) = |(1010 − 0) ∗ 10−10|+ |(2− 2) ∗ 10| =
|1010 ∗ 10−10| = 1
El anterior es un resultado ma´s razonable si se interpretan los pesos como
medidas de normalizacio´n, o importancia de un atributo en la similitud
entre las instancias de una misma regio´n.
3. Pesos asociados a claves ajenas
El aporte a la distancia total entre dos instancias por estos atributos al final se
resuelve en los atributos de la relacio´n a la que referencia que s´ı tienen valor, y
ya esta´n ponderados. Por lo tanto asociar un peso a una clave ajena ponderar´ıa
lo ya ponderado. Por esta razo´n se decidio´ mantener el peso asignado a las claves
ajenas constante e igual a 1.0.
A continuacio´n se define la funcio´n de distancia propuesta en el proyecto.
Se mantienen las diferencias para atributos nominales y claves ajenas de RIBL,
pero en los atributos nume´ricos se calcula la diferencia absoluta entre valores:
da(v1, v2) = |v1 − v2| (3.7)
En la distancia entre tuplas ahora se incorporan los pesos asociados a los atribu-
tos:
d(I1, I2) =
∑
a∈Ah wa ∗ da(I1(a), I2(a))
|Ah| (3.8)
Ahora se calcula la distancia para el ejemplo del principio de esta seccio´n con
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la me´trica propuesta, suponiendo que el prototipo de la regio´n tenga los siguientes
pesos asociados:
Wp = {wrel1 , wrel2}
wrel1 = (0,3, 0,4, 1,0)
wrel2 = (5,0, 1,0)
1. Ahora la fo´rmula para combinar los valores asociados a los atributos de la
relacio´n, omitiendo la ra´ız cuadrada y considerando los pesos asociados a los
atributos:
d(I1, I2) =
∑
a∈Ah wh,a ∗ da(I1(a), I2(a))
|Ah| =
wh,a1 ∗ da1(12, 2) + wh,a2 ∗ da2(a, b) + wh,a3 ∗ da3(val1, val2)
3
2. En el atributo nume´rico ahora se considera la diferencia absoluta:
da1(a, b) = |12− 2| = 10
3. da2(a, b) = 1
4. La distancia entre tuplas es igual, pero al considerar las distancias entre tuplas
se considera el peso de cada atributo, al igual que en la relacio´n ra´ız:
s(rel2, cl, val1) = {(12, val1)}
s(rel2, cl, val2) = {(9, val2), (1, val2), (5, val2)}
max{|s(rel2, cl, val1d)|, |s(rel2, cl, val2)|} = |s(rel2, cl, val2)| = 3
da3(val1, val2) = D(s(rel2, cl, val1), s(rel2, cl, val2) =
min{wa4 ∗ da4(12, 9), wa4 ∗ da4(12, 1), wa4 ∗ da4(12, 5)}/3
= min{5,0 ∗ |12− 9|, 5,0 ∗ |12− 1|, 5,0 ∗ |12− 4|}/3 = 5,0
5. d(I1, I2) =
0,3∗10+0,4∗1+1,0∗5,0
3
= 19
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3.4. Ca´lculo de distorsio´n y actualizacio´n de pesos
En esta seccio´n se explica co´mo se calculan los pesos aplicados en la medida de
distancia definida en la seccio´n anterior. Este ca´lculo se basa en la adaptacio´n del
ca´lculo de la distorsio´n explicado en el punto 2.3.2 al caso relacional.
Como se explico´ anteriormente la distorsio´n de un atributo en una regio´n repre-
senta la desviacio´n media del valor de ese atributo de las instancias de la regio´n
respecto al valor de su representante.
Tras incorporar la ponderacio´n del atributo, la distorsio´n asociada a e´ste es:
Da =
1
||Ri||
∑
I∈Ri
da(I, pi)wpi,a (3.9)
Donde ||Ri|| es el nu´mero de instancias en la regio´n del prototipo i, pi, que tiene
asociado un conjunto de pesos Wpi , donde wpi,a indica el peso de este prototipo
asociado al atributo a.
El objetivo de la ponderacio´n es la equiparacio´n de la distorsio´n de todos los atrib-
utos que contribuyan a la distancia. En este caso se ha introducido una modificacio´n
respecto al ca´lculo de la distorsio´n de LFW-NPC, donde se igualan las distorsiones
asociadas a todos los atributos a la distorsio´n del primero de ellos. Ahora se refor-
mula esta ecualizacio´n, igualando las distorsiones al valor 1, para todos los atributos
(a ∈ Ah) de todas las relaciones del esquema (h ∈ H):
∀h ∈ H,∀a ∈ Ah, Da = 1 (3.10)
A partir de esta igualdad podemos calcular el valor del peso que debe asociarse
a una atributo para igualar su distorsio´n a 1:
Da =
1
||Ri||
∑
I∈Ri
da(I, pi) ∗ wpi,a (3.11)
Da ∗ ||Ri||∑
I∈Ri da(I, pi)
= wpi,a (3.12)
El ca´lculo del valor del peso se deriva de la sustitucio´n de la ecuacio´n (3.10) en
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la ecuacio´n (3.12):
wpi,a =
||Ri||∑
I∈Ri d(I, pi)
(3.13)
Ya que la evolucio´n de la poblacio´n de prototipos causa que las regiones var´ıen,
debido al traspaso de instancias entre unas y otras en la aplicacio´n de los operadores
del algoritmo, se calcula el diferencial del peso para actualizar su valor y mantener
la ecualizacio´n de la distorsio´n en cada iteracio´n:
∆wpi,a =
||Ri||∑
I∈Ri da(I, pi)
− wpi,a (3.14)
En la actualizacio´n del valor del peso se incorpora un para´metro z ∈ [0, 1], que
regula el grado de actualizacio´n entre iteraciones, lo que proporciona la fo´rmula de
actualizacio´n de pesos utilizada en LFW-RNPC, como se muestra en la figura 3.1:
wt+1pi,a = w
t
pi,a
+ z ∗∆wt+1pi,a (3.15)
3.5. Para´metros
Se detallan los para´metros de entrada del algoritmo, y co´mo afectan a su ejecu-
cio´n.
Nu´mero de iteraciones: limita el tiempo de ejecucio´n del algoritmo.
Profundidad: indica el nivel de profundidad ma´ximo que limita el nu´mero de
pasos recursivos que deben realizarse en el ca´lculo de distancia entre dos in-
stancias relacionales.
Factor de actualizacio´n (z): indica cua´nto debe actualizarse el peso de cada
atributo respecto a la variacio´n de la distorsio´n en cada iteracio´n. En caso
de que este para´metro sea igual a 0 el algoritmo se comportara´ de la misma
manera que el algoritmo RNPC. Si es igual a 1 entonces la configuracio´n de
pesos de cada regio´n dependendera´ u´nicamente de la distorsio´n del conjunto
de instancias en la iteracio´n actual.
Porcentaje de test: este valor indica cuantas instancias deben reservarse para
evaluar el clasificador obtenido en cada iteracio´n. Estas instancias son selec-
cionadas al azar de entre las instancias de entrada. Al final de cada iteracio´n
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se mide el e´xito de clasificacio´n en este porcentaje de instancias. Esta medida
sirve para seleccionar el clasificador resultante al final del algortimo.
Cap´ıtulo 4
Experimentacio´n
En este cap´ıtulo se exponen la metodolog´ıa y resultados obtenidos en la exper-
imentacio´n con el algoritmo LFW-RNPC. En la seccio´n 4.1 se explica co´mo se ha
realizado la evaluacio´n, y en la 4.2 la configuracio´n de los experimentos. En la sec-
cio´n 4.3 se describen los resultados experimentales obtenidos en dominios artificiales,
creados expresamente para comprobar la eficacia del algoritmo. En la seccio´n 4.4 se
muestran los resultados obtenidos en dominios relacionales existentes. En la seccio´n
4.5 se muestran resultados en dominios de planificacio´n, utilizados para observar
los resultados obtenidos en dominios con una estructura distinta a los de secciones
anteriores. Por u´ltimo, en la seccio´n 4.6 se hace un resumen de los resultados.
4.1. Me´todo de evaluacio´n
El algoritmo se ha evaluado mediante validacio´n cruzada de 10 cubetas. Debido
a la componente estoca´stica del algoritmo es necesario ejecutarlo varias veces ya que
cada ejecucio´n tendra´ unos resultados distintos. En este caso se decide realizar 4
validaciones cruzadas para cada valor de z. Los resultados que pueden observarse en
las tablas de las siguientes secciones se corresponden con las medias aritme´ticas de
las 4 ejecuciones. El resultado de cada iteracio´n de la validacio´n cruzada se obtiene
mediante la evaluacio´n del clasificador resultante obtenido tras la ejecucio´n del al-
goritmo sobre los ejemplos reservados para validacio´n (los correspondientes a cada
cubeta).
Las pruebas se han realizado en un ordenador MacBook, con un procesador Intel
Core 2 Duo a 2.4 GHz y 2 GB de RAM, DDR2 a 667 MHz.
51
52 CAP´ITULO 4. EXPERIMENTACIO´N
4.2. Configuracio´n de los experimentos
Se comparan los resultados del algoritmo para distintos valores del para´metro z, el
para´metro que determina cuanto se actualizan los pesos asociados a cada atributo en
funcio´n de la distorsio´n asociada. Para z = 0 el algoritmo es equivalente al algoritmo
sin actualizacio´n de pesos (RNPC). Los valores elegidos para las pruebas se corres-
ponden a los elegidos en [2] para la experimentacio´n con el algoritmo LFW-NPC. En
todos los casos se ha establecido un l´ımite de 200 iteraciones por ejecucio´n.
El porcentaje de test seleccionado para la eleccio´n del clasificador que se de-
vuelve como salida del algoritmo es del 20 %. Este para´metro se ha mantenido para
igualar la configuracio´n del algoritmo de RNPC, que mantiene este mismo valor en
los resultados expuestos en [4].
En cada tabla de resultados se muestran las siguientes columnas (entre pare´ntesis
se muestra la variacio´n esta´ndar de cada valor):
Entrenamiento(Entr): En este caso se muestra el porcentaje de instancias de
entrenamiento correctamente clasificadas por el clasificador final. Ya que el
criterio de seleccio´n del clasificador final no es el porcentaje de precisio´n de
entrenamiento en las instancias de entrenamiento.
Test: En esta columna se muestra el porcentaje de e´xito obtenido por el clasi-
ficador final en el conjunto de test. Como se ha comentado anteriormente, este
conjunto se selecciona aleatoriamente de entre el conjunto de instancias de
entrada del algoritmo.
Validacio´n(Val): En esta columna se muestra el porcentaje de e´xito obtenido
en el conjunto de validacio´n.
Nu´mero de prototipos(Prots): Aqu´ı se muestra el nu´mero de prototipos que
compone el clasificador de salida.
Tiempo: En esta columna se muestra el tiempo en milisegundos de cada ejecu-
cio´n de una ejecucio´n del algoritmo (ya que se ha utilizado evaluacio´n cruzada,
este timepo se corresponde con una iteracio´n de la evaluacio´n).
Adema´s de la tabla con los resultados obtenidos en cada dominio, se muestran 3
gra´ficas para mostrar la diferencia en la evolucio´n de la ejecucio´n del algoritmo para
distintos valores de z.
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4.3. Dominios artificiales
En primer lugar se decidio´ experimentar con dominios artificiales creados a propo´si-
to para comprobar el efecto de la ponderacio´n de caracter´ısticas. Adema´s la experi-
mentacio´n en estos dominios tiene la funcio´n de validacio´n y verificacio´n del algorit-
mo, ya que estos dominios no son tan complejos como los dominios experimentales
que se utilizan en la seccio´n siguiente.
4.3.1. Dominio 1
Este dominio se crea a propo´sito para comprobar el efecto de la actualizacio´n de
pesos en la clasificacio´n. Se intento´ simplificar esta relacio´n lo ma´ximo posible, por
eso so´lo se definieron 2 atributos relavantes para la clasificacio´n, cuya importancia y
rango de valores se alternan para cada regio´n:
id: Un identificador de cada instancia.
a1: Un atributo nominal con dos valores posibles: a y b.
num1: Un atributo nume´rico. Este atributo toma valores entre 1 y 1000.
clase: La clase del atributo. Existen dos clases distintas (0 y 1).
El algoritmo so´lo toma en cuenta los atributos a1 y num1, ya que id se define
como identificador en la definicio´n del esquema.
Se ha generado un conjunto de datos donde para cada instancia el valor a del
atributo nominal a1 se corresponde con la clase 0 y el valor b con la clase 1. Los
valores del atributo nume´rico se han generado aleatoriamente entre 1 y 1000. Por
lo tanto esperamos que en la actualizacio´n de pesos, se asigne un peso pequen˜o al
atributo num1, ya que al estar sus valores distribuidos aleatoriamente deber´ıa tener
una distorsio´n alta en cada regio´n, mientras que el atributo a1 deber´ıa tener un valor
mayor.
A continuacio´n se muestran ejemplos de la evolucio´n de una ejecucio´n del algo-
ritmo LFW-RNPC en funcio´n del nu´mero de prototipos y de la calidad de entre-
namiento y test obtenida en cada iteracio´n (figuras 4.1, 4.2 y 4.3).
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Figura 4.1: Evolucio´n de precisio´n y nu´mero de prototipos con z = 0,0 en Dominio 1
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  20  40  60  80  100  120  140  160  180  200
Pr
ec
is
ió
n
Iteración
Precisión Entrenamiento Precisión Test
 0
 20
 40
 60
 80
 100
 0  20  40  60  80  100  120  140  160  180  200
Pr
ot
ot
ip
os
Iteración
Número de prototipos
Figura 4.2: Evolucio´n de precisio´n y nu´mero de prototipos con z = 0,5 en Dominio 1
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Figura 4.3: Evolucio´n de precisio´n y nu´mero de prototipos con z = 1,0 en Dominio 1
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z Entr (σ) Test (σ) Val (σ) Prots (σ) Tiempo (σ)
0,00 75,56 (3,72) 68,75 (0,97) 53,63 (1,13) 41,18 (5,74) 2084,40 (143,25)
0,10 69,65 (2,29) 65,14 (0,14) 51,50 (3,50) 27,45 (1,85) 3957,05 (387,75)
0,30 72,50 (2,15) 66,94 (0,28) 53,00 (0,50) 29,10 (1,50) 4241,30 (983,80)
0,50 78,61 (2,15) 66,39 (0,00) 57,75 (2,25) 39,45 (2,15) 4043,30 (881,00)
0,70 72,15 (1,87) 65,00 (1,67) 56,00 (1,00) 28,60 (3,10) 4065,00 (1073,20)
0,90 77,60 (0,31) 68,33 (0,28) 56,50 (1,00) 39,00 (0,50) 3401,15 (423,55)
1,00 83,96 (2,92) 83,89 (0,28) 75,00 (4,00) 22,10 (3,40) 3350,65 (336,15)
Tabla 4.1: Resultados en Dominio 1
En la tabla 4.1 puede observarse una mejora importante para el caso z = 1,0.
Para este valor de z pueden encontrarse configuraciones de prototipos que optimizan
el nu´mero de prototipos respecto al porcentaje de e´xito en test, aunque no se da
una convergencia hacia estas poblaciones, porque la configuracio´n de pesos cambia
completamente en cada iteracio´n, porque solo se toma en cuenta la distorsio´n de la
poblacio´n actual en la actualizacio´n de pesos. Los resultados tan bajos en el e´xito
en validacio´n (en torno al 55 %) pueden darse principalmente por ruido causado por
el atributo num1, ya que es posible que, al ser sus valores generados aleatoriamente,
se hayan generado rangos nume´ricos asociados a una clase, ofuscando el modelo ma´s
simple.
Examinando los resultados puede obervarse que en varios casos el algoritmo es
capaz de obtener un clasificador con dos prototipos, por ejemplo en una de las itera-
ciones con z = 1 (y en varias iteraciones con valores altos se han obtenido prototipos
similares):
Prototipo 0:
 Medoide: i1, a, 161, 0
 Peso en el atributo a1: 2.03
 Peso en el atributo num1: 0.0026
 Clase del prototipo: 0
Prototipo 1:
 Medoide: i128, b, 631, 1
 Peso en el atributo a1: 1.0
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 Peso en el atributo num1: 0.004
 Clase del prototipo: 1
4.3.2. Dominio 2
El propo´sito de este dominio es probar la actualizacio´n de pesos en el caso de las
claves externas. El esquema de este dominio se compone de 2 relaciones:
relacion1: Esta es la relacio´n ra´ız, y contiene 200 instancias. En esta relacio´n
existen tres atributos:
 id: el identificador de cada instancia relacional.
 a1: es una tributo nominal, que puede tener uno de los siguientes valores:
a, b, c, d, e, f, g.
 clase: la clase de la instancia, de entre dos valores posibles (0 y 1).
relacion2: Esta relacio´n tiene 297 tuplas y contiene 2 atributos:
 id2: referencia a la clave ajena id de la relacio´n 1. Por cada tupla de
relacio´n 1 existen entre 1 y 2 tuplas de esta relacio´n que la referencian.
 num1: es un valor nume´rico entre 0 y 10.000.
En este dominio se definen tres regiones distintas. El objetivo de estas regiones
es comprobar si se puede obtener una configuracio´n de pesos que consiga determinar
la importancia de atributos en distintas relaciones del esquema, y para comprobar la
ponderacio´n de atributos cuando se debe utilizar una distancia entre conjuntos:
La primera regio´n se corresponde con la clase 0. En esta regio´n todas las in-
stancias tienen un valor aleatorio en el atributo a1 de relacion1 ra´ız y un valor
entre 0 y 4 en el atributo num1 de relacion2.
La segunda regio´n se corresponde tambie´n con la clase 0. En esta regio´n todas
las instancias tienen un valor aleatorio en el atributo a1 de la relacio´n ra´ız y
un valor cercano a 1000 en el atributo num1 en la relacio´n 2.
La tercera regio´n se corresponde con la clase 1. En esta regio´n todos el valor
del atributo a1 es siempre b y el valor de las tuplas de la relacio´n 2 es un valor
aleatorio entre 1 y 10000.
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En este dominio la solucio´n o´ptima ser´ıa un clasificador que constase de 3 pro-
totipos. En las figuras 4.4, 4.5 y 4.6 se muestran ejemplos de evolucio´n del algoritmo
en este dominio.
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Figura 4.4: Evolucio´n de precisio´n y nu´mero de prototipos con z = 0,0 en Dominio 2
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Figura 4.5: Evolucio´n de precisio´n y nu´mero de prototipos con z = 0,5 en Dominio 2
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Figura 4.6: Evolucio´n de precisio´n y nu´mero de prototipos con z = 1,0 en Dominio 2
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z Entr (σ) Test (σ) Val (σ) Prots (σ) Tiempo (σ)
0,00 91,50 (0,45) 90,43 (0,49) 89,83 (0,56) 10,40 (0,53) 7509,60 (291,80)
0,10 93,47 (0,83) 96,02 (1,36) 92,50 (0,33) 7,50 (0,87) 6901,20 (402,47)
0,30 94,10 (0,60) 97,04 (0,80) 92,67 (1,11) 7,10 (0,60) 7553,43 (652,78)
0,50 94,77 (0,49) 96,20 (1,05) 92,33 (1,22) 9,53 (0,98) 6798,97 (364,11)
0,70 93,52 (0,90) 96,39 (0,56) 94,50 (0,33) 8,33 (0,89) 6679,50 (170,13)
0,90 93,26 (0,46) 96,20 (0,99) 92,67 (1,11) 6,93 (0,98) 6973,47 (182,58)
1,00 91,30 (1,88) 94,10 (1,42) 88,25 (2,50) 7,10 (1,90) 5765,12 (2002,19)
Tabla 4.2: Resultados en Dominio 2
En la tabla 4.2 puede observarse como mejoran los resultados y el nu´mero de
prototipos disminuye en cuanto se activa la ponderacio´n de pesos (excepto cuando
z = 1,0). Cuando z = 1,0 aumenta la desviacio´n asociada a las distintas mediciones,
obteniendo unos resultados similares a la configuracio´n sin pesos.
En algunas ejecuciones con la ponderacio´n de pesos se obtiene una configuracio´n
de 3 prototipos correspondientes a las 3 regiones:
Prototipo 0
 Medoide
relacion1: i45,b,0
relacion2: i45,j66,2
 Clase del prototipo : 0
 Pesos
relacion1
a1 1.1288951447895283
relacion2
num1 1.2482283335757798
Prototipo 1
 Medoide
relacion1: i56,f,0
relacion2: i56,j85,1002
 Clase 0
 Pesos
relacion1: a1 1.288702246451345
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relacion2: num1 6.056202443911426
Prototipo 2
 Medoide
relacion1: i73,b,0
relacion2: i73,j109,1003
 Clase 1
 Pesos
relacion1: a1 4.370485065680423
relacion2: num1 0.038427793723616155
4.3.3. Dominio 3
El propo´sito de este dominio fue probar la ponderacio´n de pesos con un nu´mero
de regiones mayor que en dominios anteriores, y un nu´mero de tuplas mayor. El
dominio se compone de 2 relaciones:
relacion 1: La primera relacio´n es la relacio´n ra´ız. Esta relacio´n contiene tres
atributos:
 id: Un identificador de cada instancia relacional.
 color: Un atributo discreto que puede tener 4 valores: rojo, azul, verde o
amarillo.
 clase: La clase de la instancia relacional, que puede tomar 2 valores: a o
b.
relacion 2: Es una relacio´n subordinada a la relacio´n 1. Cada instancia de la
relacio´n 1 tiene entre 3 y 4 tuplas relacionadas en esta relacio´n.
 id: el identificador que hace referencia a una instancia de la relacio´n 1.
 num: este es un atributo nume´rico que toma valores entre 0 y 100.
En este dominio definimos 8 regiones distintas en funcio´n de cada cambinacio´n
de color y valor nume´ricos de las tuplas asociadas en la relacio´n 2, por lo tanto la
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configuracio´n o´ptima de protipos deber´ıa tener 8 prototipos. En las figuras 4.7, 4.9
y 4.8 se muestra el cambio en la evolucio´n de la poblacio´n respecto al para´metro z.
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Figura 4.7: Evolucio´n de precisio´n y nu´mero de prototipos con z = 0,0 en Dominio 3
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Figura 4.8: Evolucio´n de precisio´n y nu´mero de prototipos con z = 0,5 en Dominio 3
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  20  40  60  80  100  120  140  160  180  200
Pr
ec
is
ió
n
Iteración
Precisión Entrenamiento Precisión Test
 0
 5
 10
 15
 20
 25
 30
 35
 40
 0  20  40  60  80  100  120  140  160  180  200
Pr
ot
ot
ip
os
Iteración
Número de prototipos
Figura 4.9: Evolucio´n de precisio´n y nu´mero de prototipos con z = 1,0 en Dominio 3
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z Entr (σ) Test (σ) Val (σ) Prots (σ) Tiempo (σ)
0,00 96,66 (0,53) 95,54 (0,56) 93,06 (1,19) 33,12 (2,54) 48139,55 (21240,45)
0,10 99,14 (0,13) 99,61 (0,15) 98,54 (0,61) 10,20 (0,33) 71411,00 (31665,00)
0,30 99,13 (0,19) 99,19 (0,34) 97,92 (0,78) 8,60 (0,27) 84412,20 (20204,93)
0,50 99,13 (0,03) 99,21 (0,25) 97,58 (1,22) 9,03 (0,18) 81843,73 (19461,56)
0,70 99,20 (0,14) 99,19 (0,12) 98,29 (1,36) 8,97 (0,49) 84419,97 (19555,69)
0,90 99,54 (0,11) 99,83 (0,03) 99,44 (0,19) 9,15 (0,15) 99034,80 (14784,20)
1,00 93,15 (6,87) 93,40 (6,06) 92,53 (6,72) 14,42 (2,98) 50218,58 (23685,61)
Tabla 4.3: Resultados en Dominio 3
En la tabla 4.3 podemos observar los resultados en este dominio. En los casos
donde se activa la ponderacio´n de pesos la media del taman˜o de la poblacio´n se
acerca a la configuracio´n o´ptima, mientras que en la primera configuracio´n el taman˜o
de la poblacio´n es mucho ma´s grande, y sus resultados son peores. Tambie´n se puede
observar el efecto de considerar so´lo la distorsio´n actual para la actualizacio´n de los
pesos de la regio´n (z = 1,0), donde los resultados obtenidos en media son peores
que los obtenidos sin la ponderacio´n, aunque siga disminuye´ndose el nu´mero de
prototipos.
En varios casos en los resultados con la ponderacio´n de pesos se consiguen con-
figuraciones de 8 prototipos que se corresponden con las regiones del dominio.
4.4. Dominios Experimentales
Para probar la efectividad real del algoritmo ahora se utilizan dominios de prob-
lemas ma´s complejos, utilizados para probar distintos algoritmos relacionales en la
literatura.
4.4.1. Musk
El objetivo en este dominio es predecir la fuerza de mole´culas Musk (Muscle
Specific Kinase) sinte´ticas. Los ejemplos de este dominio se dividen en dos clases
(musk o no musk), y contiene 47 moleculas musk, y 45 que no lo son. Cada ejemplo se
describe como un conjunto de tuplas, por lo tanto en la relacio´n ra´ız cada tupla define
la clase de cada ejemplo y su clave externa, mientras que en la relacio´n subordinada
se encuentran los conjuntos de tuplas asociados a cada uno de estos ejemplos. La
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cardinalidad de cada uno de estos conjuntos var´ıa, mayoritariamente, entre dos y
diez, con un ma´ximo de 40 y una media de 4. Cada tupla contiene 166 atributos.
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Figura 4.10: Evolucio´n de precisio´n y nu´mero de prototipos con z = 0,0 en Musk
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Figura 4.11: Evolucio´n de precisio´n y nu´mero de prototipos con z = 0,5 en Musk
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Figura 4.12: Evolucio´n de precisio´n y nu´mero de prototipos con z = 1,0 en Musk
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z Entr (σ) Test (σ) Val (σ) Prots (σ) Tiempo (σ)
0,00 54,28 (1,63) 62,71 (0,69) 53,33 (5,19) 3,23 (0,11) 160632,17 (7560,49)
0,10 52,89 (1,66) 60,21 (3,89) 43,70 (5,68) 2,27 (0,31) 155199,70 (5957,00)
0,30 50,71 (1,16) 62,03 (2,58) 51,39 (4,72) 2,65 (0,40) 162897,70 (7628,10)
0,50 55,92 (3,71) 63,75 (2,50) 55,93 (3,95) 4,90 (2,07) 214009,63 (71831,24)
0,70 58,01 (2,62) 63,12 (2,08) 50,37 (7,16) 4,67 (1,36) 215406,87 (76449,42)
0,90 56,42 (1,42) 65,78 (3,59) 51,67 (6,67) 5,35 (1,65) 183157,67 (67268,21)
1,00 62,95 (2,85) 72,81 (1,25) 53,06 (4,31) 10,67 (1,28) 196183,02 (64284,59)
Tabla 4.4: Resultados en Musk
Como puede observarse en la tabla 4.4 y en las figuras 4.10, 4.11 y 4.12, ninguna
de las configuraciones del algoritmo obtiene buenos resultados, ya que el porcentaje
de e´xito en validacio´n se acerca al porcentaje de la clase mayoritaria (cerca del 50 %).
A pesar de esto es destacable que observar el cambio en la variacio´n que se produce
en las versiones con pesos incorporados, que es capaz de obtener mejores resultados
en Test, pero esto seguramente porque el aumento en el nu´mero de prototipos, que
se debe a un sobreentrenamiento ya que esta mejora no se refleja en los resultados
de validacio´n.
4.4.2. Diterpenes
El objetivo de este dominio es identificar el tipo del compuesto de esqueletos
compuestos diterpenoides segu´n el resultados de la prueba espectrosco´pica 13-NMR.
Cada ejemplo consta de un conjunto de puntos, cada uno de los cuales se describe
mediante su multiplicidad y frecuencia. Es un problema de comparacio´n entre con-
juntos. Tiene 1503 instancias y 23 clases. Cada instancias se compone de 20 tuplas.
Como puede observarse en la tabla 4.5, la incorporacio´n de la ponderacio´n de ca-
racter´ısticas disminuye la precisio´n del clasificador obtenido, disminuyendo el nu´mero
de prototipos. Hay que destacar que esto puede darse porque el nu´mero de prototi-
pos no sea lo suficientemente grande, y ya que en en este dominio existe un nu´mero
grande de clases, seguramente aquellas que no tengan un nu´mero suficiente de in-
stancias no este´n bien representadas en el clasificador resultante. Cuando z = 1,0 se
llega a la mı´nima precisio´n, pero disminuyendo tambie´n la varianza, a diferencia de
otros dominios donde la varianza para este valor de z aumenta. Seguramente esto
pase porque la poblacio´n no puede crecer de un modo estable y se llegue a la ma´xima
precisio´n posible con ese nu´mero de prototipos.
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Figura 4.13: Evolucio´n de precisio´n y nu´mero de prototipos con z = 0,0 en Diterpenes
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Figura 4.14: Evolucio´n de precisio´n y nu´mero de prototipos con z = 0,5 en Diterpenes
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Figura 4.15: Evolucio´n de precisio´n y nu´mero de prototipos con z = 1,0 en Diterpenes
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z Entr (σ) Test (σ) Val (σ) Prots (σ) Tiempo (σ)
0,00 96,47 (0,30) 89,47 (0,33) 87,69 (0,65) 195,80 (0,93) 4558256,03 (1189326,51)
0,10 87,84 (1,88) 83,10 (1,59) 80,48 (0,76) 124,68 (22,06) 3268751,00 (1094921,16)
0,30 87,65 (3,49) 83,40 (2,13) 81,53 (1,71) 125,74 (35,47) 3876482,68 (1785251,38)
0,50 85,76 (2,40) 81,62 (1,75) 80,33 (1,65) 113,56 (21,13) 3844251,90 (1697785,28)
0,70 80,93 (0,87) 78,74 (0,74) 76,71 (0,52) 89,07 (8,82) 4182044,87 (1229578,02)
0,90 75,53 (0,55) 74,22 (0,59) 72,40 (1,42) 68,67 (14,82) 3545451,13 (1713133,98)
1,00 60,82 (0,42) 61,29 (0,75) 61,02 (0,78) 23,08 (1,04) 2406357,65 (892091,75)
Tabla 4.5: Resultados en Diterpenes
4.4.3. Mutagenesis
En este dominio se pretende predecir la presencia de mutacio´n en un conjunto
de 188 compuestos aroma´ticos. El dominio se divide en 3 relaciones. En la relacio´n
principal cada tupla describe un compuesto distinto (cada uno tiene un identificador
u´nico). En la segunda relacio´n se describen los a´tomos que componenen cada com-
puesto (entre 1 y 25 a´tomos por cada compuesto) y en la tercera se describen como
esta´n enlazados los a´tomos entre s´ı.
z Entr (σ) Test (σ) Val (σ) Prots (σ) Tiempo (σ)
0,00 80,15 (1,80) 84,04 (1,54) 78,06 (1,53) 9,15 (1,50) 2192538,10 (305440,25)
0,10 81,15 (2,42) 83,14 (1,83) 78,15 (1,36) 13,00 (2,07) 2998425,60 (251336,27)
0,30 80,59 (1,67) 85,78 (1,44) 76,11 (2,59) 10,13 (1,82) 2613710,10 (654329,87)
0,50 82,08 (1,01) 81,76 (0,98) 77,04 (1,73) 11,67 (1,62) 2939287,70 (277782,53)
0,70 79,46 (1,29) 85,29 (0,98) 76,85 (2,47) 9,60 (1,80) 2336203,10 (493953,40)
0,90 81,27 (0,60) 82,45 (0,65) 75,00 (1,85) 10,93 (0,71) 2844057,27 (265680,56)
1,00 80,34 (1,45) 87,25 (0,85) 77,04 (1,98) 12,63 (3,71) 2644832,57 (315536,36)
Tabla 4.6: Resultados en Mutagenesis
Como se observa en la tabla 4.6los resultados son similares para todos los valores
de z. En el segundo caso (z = 0,1) se observa una ligera mejor´ıa en los resultados de
validacio´n, pero en general las diferencias son insignificantes.
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Figura 4.16: Evolucio´n de precisio´n y nu´mero de prototipos con z = 0,0 en Mutage-
nesis
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Figura 4.17: Evolucio´n de precisio´n y nu´mero de prototipos con z = 0,5 en Mutage-
nesis
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Figura 4.18: Evolucio´n de precisio´n y nu´mero de prototipos con z = 1,0 en Mutage-
nesis
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4.5. Dominios de planificacio´n
La planificacio´n automa´tica consiste en la resolucio´n de problemas a partir de la
especificacio´n de un dominio. El objetivo del aprendizaje en estos casos es descubrir
cua´l es la accio´n a aplicar en cada estado para derivar una pol´ıtica que ayude a un
planificador a encontrar un plan (clasificar cada estado para saber que accio´n es la
ma´s adecuada). Los datos se han obtenido a partir de problemas de planificacio´n
resueltos por el planificador Sayphi [16]. Para cada plan que resuelve un problema
se extraen todos los estados por los que se pasa en el plan y las metas a conseguir
en el problema, junto con la accio´n aplicada. As´ı cada ejemplo se compone de la
descripcio´n relacional del estado y las metas del problema, y la clase asociada es la
accio´n que se aplico´.
4.5.1. Blocksworld
Blockworld es un dominio cla´sico en la investigacio´n en planificacio´n automa´tica.
En los problemas de este dominio se pretende llegar a una configuracio´n determinada
de la disposicio´n de los bloques. Cada instancia del dominio (un estado del problema)
se describe mediante las siguientes relaciones:
BLOCKSWORLD: la relacio´n principal que describe cada estado y la accio´n a
aplicar.
ON: describe si un bloque esta´ sobre otro bloque.
ON TABLE: los bloques que esta´n sobre la mesa.
ARM EMPTY: si el brazo esta´ libre.
CLEAR: si un bloque no tiene nigu´n otro encima.
ON goal: si en el estado meta un bloque debe estar encima de otro.
ON TABLE goal : si en estado meta un bloque debe estar encima de la mesa.
ARM EMPTY goal : si en el estado meta el brazo debe esta libre.
CLEAR goal: si en el estado meta un bloque no debe estar debajo de otro.
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Figura 4.19: Evolucio´n de precisio´n y nu´mero de prototipos con z = 0,0 en
Blocksworld
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Figura 4.20: Evolucio´n de precisio´n y nu´mero de prototipos con z = 0,5 en
Blocksworld
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Figura 4.21: Evolucio´n de precisio´n y nu´mero de prototipos con z = 1,0 en
Blocksworld
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z Entr (σ) Test (σ) Val (σ) Prots (σ) Tiempo (σ)
0,00 83,78 (0,08) 82,30 (0,40) 81,43 (0,15) 107,80 (6,50) 467542,18 (21702,92)
0,10 83,69 (0,27) 82,91 (0,18) 81,83 (0,76) 105,73 (3,07) 450189,70 (22837,95)
0,30 84,10 (0,34) 83,28 (0,67) 81,75 (0,60) 116,58 (6,72) 483731,88 (21569,08)
0,50 83,91 (0,44) 82,53 (0,44) 81,83 (0,33) 106,08 (9,82) 442364,10 (21025,95)
0,70 84,07 (0,66) 82,82 (0,16) 81,92 (0,34) 111,52 (11,71) 455794,08 (31741,32)
0,90 84,12 (0,35) 82,81 (0,05) 81,56 (0,35) 115,22 (4,23) 449238,80 (16105,60)
1,00 83,84 (0,27) 82,19 (0,24) 81,41 (0,35) 109,35 (7,25) 442810,00 (7141,80)
Tabla 4.7: Resultados en Blocksworld
En la tabla 4.7 se observa como la aplicacio´n de pesos no es eficaz en este dominio.
Esto se puede explicar porque la ponderacio´n de las tuplas se basa en la diferencia de
valores de atributos en las tuplas, pero en estos dominios ejemplos distintos pueden
compartir los mismos valores en ciertos atributos, ya que estos valores son identi-
ficadores de objetos en el estado de planificacio´n, y que sean iguales en distintos
ejemplos no indica que los ejemplos se parezcan ma´s o menos. Por ejemplo si quer-
emos definir un estado en este dominio, donde existe un bloque encima de la mesa
podr´ıa hacerse utilizando distintos identificadores para el bloque, y seguir´ıa siendo
el mismo estado, por ejemplo los dos estados, o instancias relacionales: ON TABLE
bloque1, ON bloque1 bloque2 y ON TABLE bloque3, ON bloque3 bloque2; son iguales,
aunque los identificadores de los objetos sean distintos.
4.5.2. Zenotravel
En este dominio se busca resolver problemas de log´ıstica. Se dispone de veh´ıculos
que pueden transportar paquetes entre distintas localizaciones, y, a partir de una
serie de localizaciones entre las que los veh´ıculos pueden transitar, el objetivo es
que una serie de que cada mercanc´ıa se encuentre en una de estas localizaciones. La
descripcio´n de cada caso se divide en las siguientes relaciones:
ZENOTRAVEL: es la relacio´n principal, donde cada instancias se describe
mediante un iterador y la accio´n asociada.
AT : describe donde esta un objeto en el estado actual.
FUEL-LEVEL: describe el nivel de combustible de un veh´ıculo.
IN: describe dentro de do´nde se encuentra un paquete que hay que entregar.
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AT goal: describe do´nde debe estar un objeto en el estado final (en que lugar
debe entregarse).
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Figura 4.22: Evolucio´n de precisio´n y nu´mero de prototipos con z = 0,0 en Zenotravel
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  20  40  60  80  100  120  140  160  180  200
Pr
ec
is
ió
n
Iteración
Precisión Entrenamiento Precisión Test
 0
 5
 10
 15
 20
 25
 0  20  40  60  80  100  120  140  160  180  200
Pr
ot
ot
ip
os
Iteración
Número de prototipos
Figura 4.23: Evolucio´n de precisio´n y nu´mero de prototipos con z = 0,5 en Zenotravel
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Figura 4.24: Evolucio´n de precisio´n y nu´mero de prototipos con z = 1,0 en Zenotravel
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z Entr (σ) Test (σ) Val (σ) Prots (σ) Tiempo (σ)
0,00 63,81 (0,52) 60,77 (0,25) 58,66 (0,68) 14,82 (0,66) 31389,20 (5948,48)
0,10 63,73 (0,61) 61,28 (1,11) 58,03 (0,75) 16,20 (1,10) 35618,38 (1481,34)
0,30 63,77 (0,29) 60,86 (0,89) 58,33 (0,46) 14,48 (0,12) 36061,22 (1514,98)
0,50 63,93 (0,33) 61,39 (0,87) 58,76 (0,68) 15,56 (0,49) 32546,94 (6764,07)
0,70 64,00 (0,63) 60,91 (0,51) 59,13 (0,58) 14,80 (1,30) 35927,80 (2547,40)
0,90 63,17 (0,39) 60,30 (0,40) 58,01 (0,39) 15,05 (0,70) 35408,12 (2211,21)
1,00 63,73 (0,55) 60,49 (0,80) 58,72 (0,72) 14,18 (0,74) 31774,14 (5698,43)
Tabla 4.8: Resultados en Zenotravel
Al igual que en el dominio Blocksworld en este caso no existen diferencias para
distintas configuraciones de pesos. Adema´s de los inconvenientes comentados en ese
caso en este caso es muy dif´ıcil poder aprender un clasificador de los datos de entrada,
ya que la mayoria de las instancias comparten tuplas ide´nticas en varias relaciones.
4.6. Resumen de resultados
En esta seccio´n se resumen de los resultados obtenidos a lo largo de las pruebas
y conclusiones sobre e´stos.
A la luz de los resultados obtenidos se pueden establecer las siguientes conclu-
siones:
En algunos casos utilizar u´nicamente la distorsio´n de las regiones asociadas a la
iteracio´n actual (z = 1,0) puede hacer que se consigan clasificadores con gran
calidad en pocas iteraciones, aunque afecte notablemente a la convergencia de
la poblacio´n.
La actualizacio´n de pesos tiende en algunos casos a reducir el nu´mero de pro-
tipos. Esto puede suponer que el algoritmo generalice mejor en algunos casos
(como en el dominio 3), y puede ser perjudicial en otros, como en el dominio
Diterpenes.
El tiempo consumido por el algoritmo es muy elevado. La necesidad de recal-
cular todas las distancias y el valor de la distorsio´n en cada nueva iteracio´n y
el alto coste del ca´lculo de la distancia son las principales razones. En este caso
la reduccio´n de prototipos es ventajosa, pero nunca lo suficiente como para que
compense en tiempo de co´mputo.
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La diferencia entre los dominios artificiales y los dominios reales es grande.
Aunque estructuralmente son parecidos (ninguno tiene muchas relaciones, y
generalmente cada clave ajena se corresponde con una u´nica relacio´n). Obvi-
amente los dominios artificiales estan disen˜ados para probar la eficacia de la
ponderacio´n de la distancia. Seguramente los dominios reales no mantienen una
estructura de regiones tan clara como la creada para los dominios artificiales.
En los dominios de planificacio´n la ineficacia del algoritmo se puede explicar
por otras razones. La principal es que la ponderacio´n de las tuplas se basa en
la diferencia de valores de atributos en las tuplas que componen cada instan-
cia. Sin embargo, los valores de los atributos en estas relaciones no indican
una similitud en las tuplas, ya que son indentificadores de objetos, elegidos
arbitrariamente.
La ponderacio´n de pesos es capaz de asignar pesos a los atributos para discrim-
nar en las distintas regiones, llegando en algunas ejecuciones a la configuracio´n
o´ptima de prototipos.
En el inicio del proyecto se establecio´ la hipo´tesis de que la incorporacio´n de
pesos podr´ıa ser efectiva sobre todo en dominios donde la diferencia entre el
porcentaje de e´xito en entrenamiento y validacio´n fuese grande en RNPC. Esta
diferencia se consiguio´ reducir para los dominios 2 y 3.
En la tabla 4.9 se muestra un resumen de los resultaos para todos los domini-
nos. En negrita se resaltan los mayores valores para las medidas de e´xito de
clasificacio´n en entrenamiento (En), e´xito de clasificacio´n en test(Te) y e´xito de
clasificacio´n en validacio´n(Val), adema´s de los menores nu´meros de prototipos
conseguidos para cada clasificador (Pr).
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Cap´ıtulo 5
Conclusiones y trabajo futuro
5.1. Conclusiones sobre los objetivos iniciales del
proyecto
En este punto se enumeran y explican cua´les fueron los principales requisitos y
esfuerzo dedicado en el desarrollo de los objetivos impuestos en el proyecto.
En el anexo B se puede observar el trabajo y coste invertido en cada uno de estos
objetivos.
1. Disen˜o e implementacio´n del algoritmo LFW-RNPC
a) Estado de la cuestio´n
La literatura examinada para este trabajo se considero´ suficiente, y las
fuentes de informacio´n para la resolucio´n de dudas fueron fa´ciles de encon-
trar. La dificultad del material no era grande aunque en varias ocasiones
se debio´ consultar a expertos en el campo, para asegurar la compresio´n
de varios conceptos.
b) Estudio de las APIs de Weka y Relational Weka, y de la implementacio´n
del algoritmo RNPC
En esta fase se detectaron varias deficiencias en la plataforma Relational
Weka, que determinaron la ampliacio´n del trabajo de desarrollo que se
realizo´. Adema´s tuvo que replanterase el alcance del proyecto, debido a
que la carga en la parte de desarrollo deb´ıa ser mayor a la esperada en un
principio.
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c) Disen˜o de la medida de distancia relacional
Tras la lectura de la literatura, este objetivo implico´ la toma de varias
decisiones de disen˜o en la medida de distancia propuesta. La dificultad es
que la justificacio´n de estas decisiones no se pudo realizar con dominios
reales, sino con casos de prueba.
d) Disen˜o y eleccio´n del me´todo de actualizacio´n de pesos
La adaptacio´n de la medida de la distorsio´n implico´ una decisio´n impor-
tante para los resultados (la omisio´n de pesos en claves ajenas). Para
incorporar la actualizacio´n de pesos fue muy importante el repaso de la
literatura.
e) Disen˜o de componentes
Este objetivo no tuvo complicaciones especiales, excepto alguna modifi-
cacio´n en el disen˜o realizada en el comienzo de la implementacio´n.
f ) Implementacio´n del algoritmo
A pesar de la complicacio´n de algunos pasos del algoritmo y de la com-
plicacio´n te´cnica de algunos componentes, este objetivo no supuso una
dificultad excesiva respecto a otros. Esta fase estuvo continuamente liga-
da con la fase de validacio´n y verificacio´n.
g) Validacio´n y verificacio´n del algoritmo
Este objetivo fue bastante costoso, debido a que varios errores del algo-
ritmo se detectaron en la ejecucio´n de los dominios ma´s grandes, lo que
incremento´ el tiempo hasta asegurar la correccio´n del sistema implemen-
tado.
2. Experimentacio´n y evaluacio´n de LFW-RNPC
a) Definicio´n y seleccio´n de los dominios
Como se explico´ en el punto 4, se requirio´ la creacio´n a de varios dominios
artificiales, para la comprobacio´n de la validez del algoritmo. No pudieron
encontrarse muchos conjuntos de datos reales relacionales que pudiesen
utilizarse, debido a que en algunos era infactible la experimentacio´n, por
el tiempo, y otros ten´ıan una estructura relacional demasiado compleja
para ser procesados por los componentes especificados en el disen˜o.
b) Experimentacio´n
Cabe destacar que esta fue la fase ma´s larga del proyecto. El tiempo
invertido se debio´ principalmente al tiempo de ejecucio´n de LFW-RNPC.
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Las principales dificultades que surgieron para completar este objetivo,
fueron los errores del algoritmo que se detectaron en esta fase.
c) Ana´lisis de los resultados
El examen de los resultados, comprendio´ una etapa muy larga del proyec-
to. Esto es as´ı porque esta fase se acoplo´ en cierta medida con la validacio´n
del algoritmo, al constrastar los resultados esperados en los dominios ar-
tificiales con los resultados obtenidos.
3. Redaccio´n de la memoria del proyecto
La principal dificultad se encontro´ en el resu´men de la literatura previa, y en
la muestra y explicacio´n de los resultados.
5.2. Conclusiones sobre la ponderacio´n de pesos
en dominios relacionales
Tras el ana´lisis a posteriori de los resultados experimentales se llego´ a dos con-
clusiones principales. La primera conclusio´n tiene que ver con la actualizacio´n de los
pesos asociados a las claves ajenas. La decisio´n de mantener estos pesos constantes
(como se explica en la seccio´n 3.3) cobro´ relevancia en los dominios de planificacio´n
(los resultados obtenidos en estos dominios se muestran en la seccio´n 4.5). En estos
dominios podr´ıa ser importante saber si una instancia tiene tuplas asociadas en una
relacio´n o no. En la medida de distancia propuesta so´lo se tiene en cuenta si existen
o no.
La segunda conclusio´n es que el uso del medoide como representante de la regio´n
con la inclusio´n de la ponderacio´n de pesos dificulta la convergencia. La hipo´tesis
considerada para explicar este hecho es que el medoide de la regio´n puede desplazarse
mucho entre iteraciones, lo que dificulta que la configuracio´n de pesos asociados a
una regio´n se estabilice.
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5.3. Conclusiones sobre los resultados experimen-
tales
Segu´n los resultados explicados el el cap´ıtulo 4, la adicio´n de la ponderacio´n local
tal y como se ha planteado, no aporta un mejora relevante a los resultados obtenidos
en dominios experimentales.
Ya que el efecto s´ı es notable en los dominios artificiales creados a propo´sito
para estudiar el efecto obtenido en la ponderacio´n, debe considerarse que´ diferencias
existen entre los dominios artificiales y los experimentales.
Los dominios artificiales se crearon para estimar la capacidad del algoritmo para
asignar prototipos a las diferentes regiones, definiendo cada regio´n a partir de unos
atributos relevantes con unos valores determinados. En estos casos se demostro´ que
LFW-RNPC pod´ıa mejorar la aproximacio´n que no ten´ıa en cuenta la ponderacio´n.
Sobre los resultados experimentales obtenidos en los dominios experimentales
pueden an˜adirse las siguientes conclusiones:
Las aproximaciones basadas en instancias no funcionan en el dominio, por lo
tanto la incorporacio´n de la ponderacio´n local tampoco puede aportar una
mejora sustancial (esto es lo que se observa en los resultados obtenidos en el
dominio MUSK, que se exponen en la seccio´n 4.4.1).
La incorporacio´n de la ponderacio´n de pesos tiende a reducir el nu´mero de
prototipos en algunos dominios. Por lo tanto si un dominio tiene muchas clases
o una distribucio´n de ejemplos que haga dif´ıcil que la seleccio´n de instancias de
entrada sea lo suficientemente representativa como para que grupos pequen˜os
de clases minoritarias puedan tener un prototipo propio. Esto se deduce de los
resultados obtenidos en el dominio Diterpenes (seccio´n 4.4.2).
La decisio´n de mantener constante el peso asociado a claves ajenas hace que el
desarrollo del algoritmo con la ponderacio´n local de caracter´ısticas sea igual al
caso sin ponderacio´n de pesos. Este es el caso de los dominios de planificacio´n,
los cuales son dominios con varias relaciones, pero donde el nu´mero de atributos
que no son claves ajenas en cada relacio´n no es muy grande. Adema´s en estos
dominios, ya que los valores de cada tupla son identificadores que designan
objetos del problema y no valores descriptivos de la instancia, el peso asociado
a cada atributo en realidad es irrelevante.
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5.4. Trabajo futuro
5.4.1. Distancia y ca´lculo de la distorsio´n
La principal opcio´n en este apartado es estudiar variaciones en la medida de
distancia. Debido al tiempo que hubiera requerido comparar varias medidas entre s´ı,
en este proyecto se opto´ por concentrarse en una u´nica medida de distancia.
Entre las variaciones posibles en la medida de distancia propuesta se encuentran:
Cambio de la medida de distancia entre conjuntos: se opto´ por la distancia entre
conjuntos de RIBL, pero podr´ıan realizarse experimentos con otras distancias
entre conjuntos de entre las explicadas en el punto 2.2.3.
Cambio de distancia entre tuplas: en este punto podr´ıa considarse el efecto de
la normalizacio´n sobre atributos nume´ricos.
Otro elemento importante en la definicio´n de la funcio´n de distancia es la
definicio´n de la distorsio´n asociada a las caractr´ısticas que son referenciadas
por claves ajenas.
En cuanto al ca´lculo de la distorsio´n tambie´n ser´ıa posible considerar caracte-
r´ısticas distintas a la distancia media en la regio´n, por ejemplo podr´ıa considerarse
la desviacio´n esta´ndar de la distancia media al representante de la regio´n, ya que
seguramente un atributo con una desviacio´n muy grande sea poco relevante en una
regio´n, lo que podr´ıa reflejarse de alguna manera en su peso asociado.
5.4.2. Representante de la regio´n
Como se explico´ en el cap´ıtulo 3, el representante de la regio´n en este algoritmo
es el medoide de la regio´n. Segu´n las conclusiones sobre los experimentos, el uso del
medoide puede ser una de las razones que afecten negativamente a los resultados del
algoritmo.
Un posible v´ıa futura consistir´ıa en el cambio del representante de la regio´n de
un medoide por un centroide. Esto implicar´ıa proponer un nuevo me´todo para la
seleccio´n del centroide relacional.
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5.4.3. Optimizacio´n del algoritmo
Como se ha sen˜alado anteriormente uno de los principales inconvenientes que
ha habido en el desarrollo del proyecto ha sido el tiempo de ejecucio´n que requiere
LFW-RNPC. A pesar de que este tiempo se ha intentado mejorar en la medida de
lo posible (paralelizando varias fases del algoritmo como se muestra en el anexo A).
Entre las principales opciones para esto se proponen el cacheo de distancias entre
iteraciones consecutivas (obtener un pol´ıtica de cacheo para no tener que recalcular
las distancias de una regio´n en caso de que no haya habido un transpaso de instancias
entre esa regio´n y otra, por ejemplo).
Como se ha comentado en el punto anterior, quiza´ utilizar un centroide como
representante pudiera ser menos costoso, dependiedo del algoritmo que se utilice
para ello.
5.4.4. Flujo de ejecucio´n
En este apartado se podr´ıan estudiar criterios de finalizacio´n distintos al nu´mero
de iteraciones. Por ejemplo podr´ıa estudiarse alguna medida de variacio´n de las
regiones entre iteraciones, o a la variacio´n de los pesos asociados a la poblacio´n.
5.5. Conclusiones generales
El principal inconveniente en el desarrollo del proyecto ha sido que la necesidad
de centrarse en aspectos te´cnicos ha limitado la dedicacio´n al desarrollo de la parte de
la investigacio´n. Una de las principales razones por las que no han podido obtenerse
unos resultados mejores en la experimentacio´n es que el trabajo y tiempo requerido
para ello en te´rminos de experimentacio´n ser´ıa inabarcable dentro de este proyecto.
A pesar de los inconvenientes se ha conseguido desarrollar un sistema de pon-
deracio´n local de pesos para dominios relacionales, no conocie´ndose aproximaciones
similares relevantes en el estado del arte. Adema´s el software desarrollado y las ideas
propuestas en este proyecto, asientan una base sobre la que podr´ıa basarse un trabajo
futuro, que pudiese conseguir resultados ma´s satisfactorios que los obtenidos en el
presente trabajo.
Anexo A
Disen˜o y desarrollo
En este anexo se comentan aspectos te´cnicos del desarrollo del proyecto. Debido
a que se considera que la parte central de este proyecto se encuentra en la parte de
investigacio´n, no se expondra´n detalladamente los requisitos y soluciones te´cnicas
propuestas.
A.1. Requisitos de la implementacio´n
A continuacio´n se enumeran informalmente los requisitos que debe cumplir la
implementacio´n del sistema que permita la experimentacio´n con el algoritmo LFW-
RNPC.
A.1.1. Seleccio´n de tecnolog´ıa para el desarrollo
Debido a que el proyecto parte de los servicios ofrecidos por las plataformas Weka
y Relational Weka, que esta´n implementadas en JAVA, se ha elegido este lenguaje
para facilitar el uso de las APIs ofertadas por estas plataformas. Adema´s se ha
utilizado el entorno de desarrollo Eclipse, en su versio´n Europa.
La memoria se redacto´ con el sistema Latex (pdfTeX 3.1415926-1.40.10-2.2), las
gra´ficas de resultados se generaron con el programa GNUPlot (versio´n 4.2), los di-
agramas UML, que aparecen en la segunda seccio´n de este anexo, se generaron con
el programa ArgoUMLv0.30.2, y el diagrama de Gantt del anexo B se genero´ con el
programa OpenProject.
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La generacio´n de los dominios artificiales y parseo de los dominios de planificacio´n
se realizo´ mediante scripts en lenguaje Ruby.
A.1.2. Generacio´n y obtencio´n de dominios
En el caso de los dominios artificiales que se explican en el cap´ıtulo 4, la generacio´n
se realizo´ definiendo los esquemas manualmente y luego generando un nu´mero de
instancias de acuerdo a las regiones que quer´ıan definirse.
Los dominios Musk, Diterpenes y Mutagenesis fueron descargados de la pa´gina
de Relational Weka 1.
Los dominios de planificacio´n fueron transformados a archivos ARFF a trave´s de
ejemplos resultantes de la solucio´n de esos problemas con el planificador Sayphi [16].
La transformacio´n de los archivos se realizo´ mediante scripts en Ruby.
A.1.3. Gestio´n de ejemplos
Como se describio´ en el cap´ıtulo 3, LFW-RNPC necesita recalcular las distancias
en funcio´n de los pesos asociados a cada prototipo en cada iteracio´n. Esto requiere
que se acceda a los ejemplos en la fase del ca´lculo de distancias y la actualizacio´n de
pesos. Este hecho implica que no se pueda reutilizar la gestio´n de ejemplos que se
realiza en Relational Weka por los siguientes motivos:
Relational Weka implementa algoritmos relacionales basados en instancias, que
utilizan medidas de distancias que no var´ıan durante la ejecucio´n del algoritmo.
Para optimizar el tiempo de ejecucio´n, cuando se ejecuta un algoritmo basado
en instancias relacional primero se precalcula un matriz de distancias que se
almacena en memoria y es consultada durante la ejecucio´n.
So´lo se consultan los valores de las tuplas de las distintas relaciones cuando se
calcula la matriz de distancias. La bu´squeda de tuplas en funcio´n de la clave
de una relacio´n es lineal (recorre todas las tuplas de una relacio´n comparando
el valor de cada tupla el valor buscado).
Si se utilizase este modelo de gestio´n de ejemplos el tiempo de cada ejecucio´n
de LFW-RNPC ser´ıa muy grande, ya que es imposible almacenar las distancias
1http://cui.unige.ch/ woznica/rel weka
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debido a que los pesos asociados a cada regio´n var´ıan, y a que la regio´n a la que
pertence cada instancia var´ıa entre iteraciones. Por esto es necesario recalcular
la matriz de distancia entre iteraciones.
En LFW-RNPC se realiza una fase de preprocesado del esquema relacional donde
se indizan las instancias de cada relacio´n por los valores de sus claves ajenas, de tal
manera que el acceso a las tuplas en cada relacio´n que corresponden a una instancia
relacional es constante. As´ı, para cada valor de una clave ajena se conocen las tuplas
de la relacio´n que tienen ese valor en el atributo que es clave ajena. Este paso mejora
sustancialmente el tiempo de ca´lculo de la distancia entre atributos que son claves
ajenas (la que se describe en la fo´rmula (3.1) del cap´ıtulo 3).
A.1.4. RNPC
En el inicio del proyecto se espero´ poder reutilizar el flujo de ejecucio´n del algo-
ritmo en una implementacio´n de RNPC. El problema principal es que esta imple-
mentacio´n precalculaba la matriz de distancias, y no incorporaba los componentes
necesarios para la gestio´n de los prototipos.
Tras examinar el co´digo existente se llego´ a la conclusio´n de que su reutilizacio´n
ser´ıa muy costosa y se decidio´ reimplementar los componentes de RNPC necesarios
para LFW-RNPC.
A.1.5. Optimizacio´n del tiempo de ejecucio´n
Como se ha sen˜alado anteriormente la ejecucio´n de LFW-RNPC consume una
gran cantidad de tiempo respecto a otros algoritmos. Por lo tanto se han intentado
optimizar la ejecucio´n del algoritmo mediante la paralelizacio´n de dos fases: el ca´lculo
del medioide que se realiza en la fase de seleccio´n del representante de cada regio´n, y el
ca´lculo del prototipo ma´s cercano a cada instancia que se hace en la fase de asignacio´n
de instancias. Ya que en la ma´quina en la que se realizaron los experimentos se
dispon´ıa de dos hilos de ejecucio´n simulta´neos, para cada fase se definio´ un esquema
de reparto de carga, para equilibrar el trabajo realizado por cada hilo:
En el ca´lculo del medoide se requer´ıa calcular una matriz sime´trica y de diagonal
nula, donde se recogiesen todas las distancias entre pares de instancias de la
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regio´n. En este caso el esquema de reparto de carga es bastante sencillo. Como
la matriz es sime´trica, en cada fila se ca´lcula una posicio´n menos que en la
anterior (en la primera se calculan n− 1 posiciones en la siguiente n− 2, hasta
la penu´ltima, donde so´lo se calcula una).
En la bu´squeda del prototipo ma´s cercano se tiene que calcular la distancia
entre cada instancia y cada prototipo. Para realizar este ca´lculo se dividen las
instancias en dos conjuntos disjuntos, y para cada uno de ellos un hilo distinto
calcula el protipo ma´s cercano a cada instancia.
A.1.6. Evaluacio´n de resultados
Se ha implementado un sistema de validacio´n propio, ya que utilizar los sistemas
de validacio´n implementados en RelationalWeka hubiera requerido cambios impor-
tantes en la implementacio´n de los sistemas de gestio´n de ejemplos y de consulta de
distancias respecto a un clasificador.
Por lo tanto se implemento´ una clase que llevase a cabo las siguientes tareas:
Divisio´n de ejemplos: debe realizarse la distribucio´n de todas los ejemplos de en-
trada en un nu´mero de cubetas igual a un nu´mero determinado por para´metro.
Cada cubeta esta´ compuesta por ejemplos seleccionados al azar, hasta llegar a
un nu´mero determinado.
Validacio´n: Cuando se obtiene el clasificador de cada iteracio´n de la validacio´n
cruzada debe validarse respecto a la cubeta correspondiente.
A.1.7. Registro de resultados
Para el ana´lisis de los resultados y para la validacio´n y verificacio´n del sistema
debe conocerse cierta informacio´n de la ejecucio´n, que es la siguiente:
Traza de la ejecucio´n: esta informacio´n comprende una serie de caracter´ısticas
que definen cada iteracio´n. Estas caracter´ısticas son:
 Tiempo de ejecucio´n (en milisegundos).
 Taman˜o de la poblacio´n al final de la iteracio´n.
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 Precisio´n obtenida en el conjunto de entrenamiento.
 Precisio´n obtenida en el conjunto de test.
 Nu´mero de prototipos que han muerto.
 Nu´mero de reproducciones.
 Nu´mero de luchas.
Clasificador: necesita registrarse el clasificador resultante de la ejecucio´n. Se
decidio´ utilizar dos tipos de registro:
 Registro textual: donde cada prototipo de la poblacio´n se representa como
texto, y donde para cada uno se puede observar su medoide, el nu´mero
de instancias de entrenamiento de cada clase contenidas en su regio´n y el
peso asociado a cada atributo de cada relacio´n.
 Registro binario: donde se guardan los objetos correspondientes a los pro-
totipos de la poblacio´n para cargarlos ma´s fa´cilmente desde un programa
JAVA.
Resultados de la validacio´n: para cada validacio´n se almacena un resumen de
los resultados obtenidos en cada cubeta y los para´metros con los que se inicio´
la ejecucio´n del algoritmo.
A.1.8. Gestio´n de para´metros del algoritmo
Debido al nu´mero de para´metros del sistema (los del algoritmo propiamente,
y otros referidos a gestio´n de rutas, registros de resultados, etc) era relativamente
grande, se decidio´ que la entrada de configuracio´n se encontrase en un archivo de
texto. Este archivo se encuentra formateado en pares clave : valor, fa´cilmente legible
desde un programa en JAVA.
A continuacio´n se incluye un ejemplo:
#cargar Algoritmo, 1 = SI, 0 o nada = NULL
cargar = 0
#nombre del archivo del algoritmo que va a cargarse
archivoAlgoritmo =
#numero de iteraciones entre cada guardado del algoritmo
#si es menor a 1 no se guarda
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iteracionesGuardado = -1
#maximo de prototipos (-1 -> sin limite) ,
maxPrototipos = -1
#iteraciones del algoritmo [1,..]
iteraciones = 200
#profundidad maxima de la distancia [1,..]
profundidad = 5
#numero de folds para la validacion [1,..]
folds = 10
#Porcentaje de instancias del total de
#instancias de entrenamiento para la validacion en el algoritmo
validacionAlgoritmo = 20
#factor de mdificacion para la actualizacion de los pesos [0,1]
fMod = 1.0
#fichero mtarff del que se carga el dominio
mtarff = raiz.mtarff
#fichero .matriz del que se cargan las distancias
#(en el caso de que se precalculen)
matriz = matrices/mutagenesis_v1.matrix
#indica si se quiere actualizar lso pesos o no (si/no)
actualizarPesos = si
#indica si se quiere cargar los pesos (si/no)
cargarPrototipos = no
#indica el archivo del que se cargan los prototipos,
#en caso de que estuviese activa la opcion
archivoPrototipo = prototipos
#Indica si se quiere guardar la traza o no
traza = si
#Archivo de resultados. Imprime los resultados de cada cubeta.
archivoResultados = resultados.txt
#Directorio donde se guardan los clasificadores y los resultados
dirGuardado = resultados3
#Si se activa este parametro la distancia entre instancias se
#normaliza entre la suma de los pesos
normalizarSumaPesos = si
#Si se activa este parametro la distancia entre instancias se
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#normaliza entre el numero de atributos de la relacion
normalizarAtributos = no
#Si se activa este parametro la distorsion de un prototipo solo se calcula
#con las instancias en su region que sean de la misma clase
distorsionRegionClase = no
#nombre del archivo de log, si el campo es vacio no se guarda ningun log
archivoLog = log.txt
#nombre del archivo donde se imprime la traza
archivoTraza = "traza"
#nombre de la clase de la medida de distancia
distancia = DistanciaRNPC
A.2. Disen˜o
A continuacio´n se presenta un el disen˜o derivado de los requisitos definidos en la
seccio´n anterior.
A.2.1. Disen˜o de componentes
El sistema se basa en tres componentes distintos, las relaciones entre estos com-
ponentes pueden observarse en el diagrama que aparece en la figura A.1.
Figura A.1: Diagrama de componentes
EsquemaRelacional:
Este componente implementa las operaciones de gestio´n del esquema relacional,
indizacio´n de instancias relacionales, de relaciones y de atributos.
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Principal:
Este componente implementa las operaciones de entrada-salida (impresio´n de
trazas, almacenado de ficheros de resultados, creacio´n de folds para la evalua-
cio´n y lectura de para´metros).
LFW-RNPC:
Dentro de este componente se encuentran las clases que implementan propia-
mente el algoritmo.
A.2.2. Disen˜o de clases
A continuacio´n se exponen las clases de cada componente.
Componente EsquemaRelacional
Figura A.2: Clases del componente EsquemaRelacional
Esquema: Esta clase gestiona la informacio´n sobre el esquema relacional que
define el dominio de aprendizaje. En la inicializacio´n se componen todas las
instancias relacionales, indizando las tuplas de las relaciones en funcio´n de los
valores de las claves que referencian. Tambie´n se indizan los atributos de cada
relacio´n por tipo.
A.2. DISEN˜O 89
Instancia: Este interfaz abstrae las operaciones.
Instancia Relacional: Esta clase implementa las operaciones para el acceso a
las tuplas de cada relacio´n que componen cada instancia relacional.
Componente LFW-RNPC
Figura A.3: Clases del componente LFW-RNPC
Algoritmo: Esta clase implementa el algoritmo propiamente, incluyendo cada
uno de los pasos descritos en la seccio´n 3.1.
Prototipo: Esta clase implementa las operaciones de gestio´n de instancias de la
regio´n, eleccio´n de representantes y ca´lculo de caracter´ısticas de cada prototipo.
Pesos: Esta interfaz abstrae las operaciones de obtencio´n y actualizacio´n de los
pesos asociados a cada atributo de cada relacio´n del dominio, ocultando las
estructuras de datos para almacenar y modificar estos pesos.
PesosHash: Esta clase implementa los servicios de actualizacio´n y gestio´n de
los pesos. Utiliza tablas Hash para acceder a los pesos de una regio´n.
Distancia: Este interfaz abstrae el ca´lculo de instancias. Este interfaz se ha
an˜adido para facilitar el cambio de la distancia utilizada en el algoritmo.
DistanciaLFW-RNPC: Esta clase implementa la distancia descrita en la seccio´n
3.2.
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HiloMovimiento: Esta clase implementa el hilo de ejecucio´n el ca´lculo del rep-
resentante de cada regio´n.
HiloDistancias: Esta clase implementa el hilo de ejecucio´n para el ca´lculo de
los prototipos ma´s cercanos.
Componente Principal
cmcm
Figura A.4: Clases del componente principal
Main: Esta clase engloba las operaciones para ejecucio´n del algortimo y coor-
dinacio´n de las operaciones de entrada y salida.
ValidacionCruzada: Esta clase implementa la divisio´n de instancias en cubetas
para la validacio´n cruzada.
Para´metros: Esta clase gestiona la lectura de para´metros y su verificacio´n.
Resultados: Gestiona el guardado y procesado de los resultados obtenidos en
cada ejecucio´n.
Anexo B
Gestio´n del proyecto
B.1. Planificacio´n
A continuacio´n se muestra el diagrama de Gantt que comprende la planificacio´n
de la consecucio´n de las distintas fases del proyecto determinadas por los objetivos
descritos en la seccio´n 1.3.
Entre los participantes se cuenta con un Jefe de Proyecto (JP), un Analista (AN),
un investigador (IN) y un programador (PR). El tiempo de cada tarea (T) se cuenta
en semanas dedicadas.
Tarea Inicio Fin T Participantes
Disen˜o e implementacio´n de LFW-RNPC 01/09/09 27/01/10 20 JP,AN,IN,PR
Estado de la cuestio´n 01/09/09 29/10/09 8 JP,AN,IN,PR
Estudio de Weka, RelWEKA,RNPC 21/09/09 16/10/09 3 JP,AN,IN,PR
Disen˜o de distancia 12/10/09 18/10/09 5 JP,IN
Disen˜o de actualizacio´n de pesos 19/10/09 18/10/09 4 JP,IN
Disen˜o de componentes y clases 19/10/09 23/10/09 5 JP, AN
Implementacio´n 09/10/09 27/01/10 9 JP,PR
Validacio´n y verificacio´n 9/10/09 23/03/10 16 JP, IN,PR
Experimentacio´n y evaluacio´n 9/10/09 18/06/10 23 JP,AN,IN
Definicio´n y seleccio´n de prueba 9/10/09 16/01/10 10 JP,IN
Experimentacio´n 8/02/10 14/06/10 12 JP,IN
Ana´lisis de resultados 15/03/10 18/06/10 9 JP,IN
Redaccio´n de la memoria 24/05/10 10/09/10 11 JP,AN,IN
Tabla B.1: Tareas del proyecto
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B.2. Recursos Humanos
A continuacio´n se describen los costes asociados al personal participante en el
proyecto de acuerdo a las tarifas estipuladas en el BOE 063, de 13/03/2008, seccio´n
3, pa´ginas 15242 a 15243. Se considera el importe bruto para cada participante.
Participante Horas C/Hora Total
JP 70 35 2450
AN 130 33 4290
IN 250 33 8250
PR 240 29 6960
Total 21950
Tabla B.2: Recursos Humanos
B.3. Recursos materiales
Se enumeran los rescursos materiales consumidos en el desarollo del proyecto,
teniendo en cuenta la devaluacio´n e impuestos pertinentes sobre los precios que se
muestran. Adema´s se sen˜ala directamente el coste total que ha supuesto cada art´ıculo
al proyecto, es decir, se han tenido en cuenta todas la unidades requeridas:
Recurso Precio final (C)
Ordenador para experimentacio´n 1100
Memoria USB 10
Material de oficina 15
Impresora de inyeccio´n 30
Cartuchos de tinta 20
Total 1175
Tabla B.3: Recursos materiales
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