The estimation of the semantic similarity between terms provides a valuable tool to enable the understanding of textual resources. Many semantic similarity computation paradigms have been proposed both as general-purpose solutions or framed in concrete fields such as biomedicine. In particular, ontology-based approaches have been very successful due to their efficiency, scalability, lack of constraints and thanks to the availability of large and consensus ontologies (like WordNet or those in the UMLS). These measures, however, are hampered by the fact that only one ontology is exploited and, hence, their recall depends on the ontological detail and coverage. In recent years, some authors have extended some of the existing methodologies to support multiple ontologies. The problem of integrating heterogeneous knowledge sources is tackled by means of simple terminological matchings between ontological concepts. In this paper, we aim to improve these methods by analysing the similarity between the modelled taxonomical knowledge and the structure of different ontologies As a result, we are able to better discover the commonalities between different ontologies and hence, improve the accuracy of the similarity estimation. Two methods are proposed to tackle this task. They have been evaluated and compared with related works by means of several widely-used benchmarks of biomedical terms using two standard ontologies (WordNet and MeSH). Results show that our methods correlate better, compared to related works, with the similarity assessments provided by experts in biomedicine.
another one covered by a different ontology. As stated above, similarity estimation relies on the commonalities between terms. In a multi-ontology scenario, this implies the discovery of common taxonomical ancestors for the compared terms among several ontologies. Related works rely on terminological matchings between taxonomical ancestors of different ontologies (i.e. ancestors with identical labels are matched) [1, 10] . These approaches are hampered by the fact that ontologies rarely model concepts in the same way or refer to them using the same label (due to synonymy). Hence, in many situations, it is not possible to discover equivalent ancestors or the selected ones may not be the most adequate.
In this paper, we propose two methods that overcome the limitations of a strict terminological matching of taxonomical ancestors. The first one, relying on the principles of knowledge representation, considers explicit knowledge modelled in the ontology to estimate the semantic overlapping between taxonomical ancestors of different ontologies. The second one exploits, additionally, the net of semantic links and the structural similarities between several ontologies as an indication of implicit semantics. Both methods aim to quantify the chance that terminologically-different ancestors are equivalent. And thus, they allow discovering more adequate common ancestors for the compared terms among different ontologies and enabling more accurate similarity estimations. Both methods have been evaluated by means of several widely-used benchmarks (consisting of biomedical term pairs) adapted to the multi-ontology scenario. The similarity estimation accuracy obtained for several ontology-based measures shows a noticeable improvement when using our methods instead of those of related works.
The rest of the paper is organised as follows. Section 2 introduces ontology-based methods for semantic similarity assessment. Section 3 reviews strategies proposed by related works to enable the similarity assessment across different ontologies, while section 4 discusses their main limitations. Section 5 presents our approach. It describes how ontologies are semantically and structurally analysed and formalises two methods to enable the similarity assessment across different ontologies. Section 6 presents the evaluation scenario and the results obtained for several benchmarks of biomedical terms. Section 7 discusses the results in comparison with related works. The final section contains the conclusions and some lines of future research.
Ontology-based semantic similarity
Ontology-based measures analyse the knowledge modelled in an ontology to assess the similarity between terms (which are mapped to ontological concepts by matching their labels).
Several approaches can be distinguished.
Information Content-based approaches assess the similarity between concepts as a function of the Information Content (IC) that both concepts have in common. The common information between two concepts is represented by the IC of their Least Common Subsumer (LCS) (i.e. the most specific taxonomical ancestor that the two concepts have in common in the ontology) [14] [15] [16] . The IC of a concept can be either computed from its probability of occurrence in a corpus (i.e. the more frequent a concept appears in a corpus, the lower its IC will be) [14] , or from its degree of taxonomical specialisation in the background ontology (i.e. the larger the number of hyponyms of a concept, the more general its meaning will be and the lower its IC will be) [12, 17, 18] . As stated in the introduction, pure ontology-based approaches, like the latter one, are preferred to corpora-based ones due to their higher scalability.
Feature-based measures estimate the similarity of concepts by analysing the amount of common and non-common knowledge features found in the ontology. Taxonomic and non-taxonomic relationships as well as concept descriptions (i.e. glosses) retrieved from dictionaries are features commonly considered in the assessment of similarity [11, 13, 19] . In these approaches, term commonality (i.e. similarity) is computed as a function of the amount of terminological overlapping between concept features (i.e. related concepts and/or glosses). The main drawback of these measures is that they rely on features such as non-taxonomical relationships or term descriptions which are rarely found in ontologies [20] .
Finally, edge-counting measures rely on the structural model defined by the taxonomical relationships modelled in the ontology. These measures base the similarity assessment on the length of the shortest path separating two concepts, defined by going through taxonomical generalisations modelled in an ontology [4] . Note that the shortest taxonomical path between two concepts is the one that goes through their LCS that, again, represents their commonality.
Thanks to their simplicity, edge-counting measures have been widely used in the past in many contexts [8] .
In [4] , Rada proposed a simple edge-counting measure which quantifies the semantic distance (i.e. the inverse to similarity) of two concepts c 1 and c 2 as the sum of the number of links of c 1 and c 2 to their LCS (LCS(c 1 ,c 2 )) (i.e. their minimum taxonomical path) (1). Because the above measure produces absolute values that are difficult to compare when they are computed from different ontologies, Leacock and Chodorow [21] (L&C) normalised the value by the maximum depth D of the taxonomy, evaluating the path length in a non-linear fashion (2).
In addition to the path length, Wu and Palmer [22] (W&P) also took into consideration that the similarity between a concept pair in an upper level of the taxonomy should be lower than the similarity for a pair in a lower level (because the meaning of the latter one is more specialised and, hence, less differentiated). For this reason, they consider the relative depth of the LCS of the concept pairs in the taxonomy as an indication of similarity (3).
where and N 3 is the number of is-a relations from the LCS to the root of the ontology. Note that, because the measure is normalised, it ranges from 1 (for identical concepts) to 0.
Note that most ontology-based measures completely rely on evaluating the LCS of the compared concepts as the evidence of commonality on which the similarity assessment is based.
Hence, in a multi-ontology scenario (discussed in the next section), in which c 1 and c 2 belong to different ontologies, the discovery of a suitable LCS between ontologies is mandatory to enable similarity estimations.
Semantic similarity from multiple ontologies
As noted in [11] , when dealing with multiple knowledge sources, the classical approach has been to map/align [23] concepts of different ontologies into a single one [24] . However, the construction of an integrated ontology for similarity estimation is costly if not impractical.
Moreover, the integrated ontology may be also hampered by the difficulties of coherently map all ontological concepts due to inconsistencies and mismatches among ontologies. For this reason, more recent related works on semantic similarity estimation from multiple ontologies tackle the problem from a different perspective: they only evaluate the ontological knowledge related to the evaluated concepts to find the commonalities that enable the similarity assessment.
On one hand, this minimises the amount of incosistences resulting from a complete integration process, due to only partial and closely related knowledge sctructures are analysed; on the other hand, it provides an scalable solution from the semantic similarity perspective, compared to a complete integration of large ontologies.
To enable the similarity estimation across several ontologies, once the compared terms are individually linked to concepts of each ontology (by matching their labels), ontologies should be connected in a way that the commonality between the concepts corresponding to the compared terms can be evaluated.
The most basic approaches create an imaginary root node that subsumes the root nodes of different ontologies [11, 13] . Then, the similarity is computed from the resulting knowledge structure. Concretely, in [11] , Rodriguez and Egenhofer compute the similarity of terms as the weighted sum of the similarity of three features of their corresponding concepts: the degree of overlapping between synonym sets, conceptual features (e.g. meronyms, attributes, etc.) and neighbour concepts (i.e. those whose path distance to the evaluated concept is lower than or equal to a natural number r) [19] . The computation of each of these three components is based on the feature-based similarity measure defined by Tversky [19] , which considers the relative importance between common and non-common characteristics. In this approach, two concepts are equivalent if they share the same textual label. The shortest path from each concept to the imaginary root (i.e. depth) is used to give less importance to non-common features, following the idea that individuals pay more attention to similar than to different features during the similarity assessment [19] .
Petrakis et al. [13] extended the previous approach relying on the matching between synonym sets and concept glosses extracted from WordNet (i.e. words extracted by parsing concept definitions) or scope notes extracted from MeSH. Once each term to compare is individually matched to a concept of each ontology, they are considered similar if their synonyms (i.e. different labels corresponding to a single ontological concept) and glosses, and those of the concepts in their neighbourhood are lexically similar. The similarity is computed taking the maximum similarity value obtained by comparing synonyms and glosses per separate using the Jaccard coefficient [25] .
Other more recent approaches look for terminologically-equivalent concepts between different ontologies. In Saruladha et al. [1] , authors compute semantic similarity among biomedical ontologies based on an information-theoretic perspective of the Tversky's measure [19] . intrinsic manner from the knowledge modelled in the ontology, in order to avoid depending on corpora availability [12] . The depth of both concepts in the ontology is computed in the same manner as Rodriguez and Egenhofer [11] .
Al-Mubaid and Nguyen [10] also propose a method for assessing similarity of concepts between multiple biomedical ontologies. It compares term pairs using a similarity measure defined in [26] , which combines the path length and common specificity of the corresponding ontological concepts. The common specificity of two concepts is calculated by subtracting the depth of their LCS from the depth of the taxonomic branch to which they belong. Because the path length provides absolute values, the method relies on the selection of a predefined primary ontology (the rest are considered as secondary) to which similarity values are normalised. A disadvantage of this methodology is the fact that a primary ontology must be selected a priori by the user. The differentiation between primary and secondary ontologies makes it necessary to consider a complex casuistic during the similarity assessment. be compared. Authors propose a method to scale the part of the path and the common specificity computed from the secondary ontology to the primary ontology. The scaling factor is the difference in the taxonomical depth of the secondary ontology compared to the primary one.
Formally, the path length and the common specificity (CSpec) are computed as stated in (4) and (5) respectively. 
where D 1 and D 2 are the depths of the primary and secondary ontologies respectively.
Limitations of related works
The main limitation of the works discussed above is the fact that only terminologicallyequivalent ancestors of different ontologies are matched to obtain the LCS. In some cases, it is not possible to find equivalent ancestors for the compared concepts, so that ontologies can only be joined through the root nodes. In other cases, even though a pair of equivalent subsumers is found, another one (more specific), would be more appropriate, but it is omitted because the labels used to refer to subsumers are different (e.g. cancer/neoplasms). In both cases, the similarity computed from the terminologically-matched ancestors is lower than the real one. In some cases, authors rely on synonyms sets to improve the precision of the matching process.
Terminological matchings are also hampered by the fact that different ontologies very rarely model knowledge in the same way. In fact, as acknowledged by other authors [23] , the alignment or merging of different ontologies is a difficult task, because the knowledge representation process is heavily affected by the knowledge engineer point of view, the application in which the ontology will be used, and the distributed nature of the ontology development process.
When trying to discover the LCS of a pair of concepts in different ontologies, we observe that the heterogeneous nature of ontologies hampers related works. On one hand, when modelling large sets of concrete concepts, knowledge engineers progressively group them by introducing common ancestors according to their common characteristics [27] . The level of detail, branching factor and the granularity of the inner taxonomical structure are variables decided by the knowledge expert. Hence, ontologies modelling the same knowledge typically result in very different taxonomical structures. On the other hand, because the knowledge modelling process evolves in a bottom-up fashion, in many situations, ad-hoc abstractions (e.g. physical entity, abstract entity, thing in WordNet) are introduced at the higher levels of the taxonomy. Unlike concrete concepts (e.g. disease names), these ad-hoc abstractions have not been created by consensus and, hence, they are difficult to match. Even though both concepts are semantically similar, we observe notorious differences in the granularities of the taxonomical trees. In addition, we realise that subsumers in WordNet tend to present a higher level of abstraction. This is because WordNet has a general scope, whereas
MeSH is focused on the biomedical field.
As a result, a terminological matching will not find an equivalent LCS and, hence, both terms will be assessed as maximally distant (i.e. joined by the root nodes). This is the result of comparing heterogeneous taxonomical structures created by knowledge engineers with different points of view. Even though no identical subsumers are available, one realises that some subsumer pairs are semantically similar (e.g. heart and cardiac muscle or body part and 14 anatomy) and hence, they could be used as evidence of the sematic commonality between the compared terms (i.e. their LCS). A terminological matching will be able to select the equivalent subsumer pair drug as the LCS.
However, as above, another subsumer pair below would be a more adequate LCS (e.g.
bactericide and anti-bacterial agents).
Proposed method
In order to overcome the problems discussed in the previous section, our approach aims to discover semantically similar subsumers (but not necessarily terminologically identical), 15 enabling a more accurate assessment of the similarity between the compared terms. Instead of relying solely on the terminological matching between subsumer labels, our approach complements this method by i) an assessment of the semantic overlapping between subsumer pairs and ii) an evaluation of their structural similarities analysing the ontologies to which they belong. Both dimensions, considered as explicit and implicit evidences of semantic similarity, are used to quantify the probability of subsumer pairs being equivalent. As a result, two methods for LCS discovery among different ontologies are proposed. 
Basic Definitions
Definition 1. Let C be the set of concepts of an ontology O. We define concept subsumption (< n ) as a parameterised binary relation < n :C×C, where n is the interlink distance between a concept and its ancestors. Hence, having two concepts c i and c j , c i < n c j implies that c j is the n Note that when using the <* operator, the concept c is included both in the subsumer and hyponym sets.
Analysing the semantic overlapping between subsumers
The first aspect considered when comparing subsumer pairs of different ontologies is their degree of semantic overlapping. Similarly to approaches that compute the IC of a concept from an ontology in an intrinsic manner [17, 28] (introduced in section 2), we assess the semantic content of a concept according to its taxonomical specialisations (i.e. hyponyms). This is based on the principle of cognitive saliency [29] : concepts are specialised when they must be differentiated from other ones. Hence, the set hyponyms of a concept summarises and bounds its meaning, differentiating it from other concepts. For example, the meaning of the concept body part is the result of the sum of all its specialisations (i.e. anatomical entities). Interpreting this principle in an inverse manner, the fact that two subsumers (each one modelled in a different ontology) share a certain amount of hyponyms, gives us an evidence of semantic similarity. As a result, comparing the set of hyponyms of two subsumers of different ontologies, we are able to quantify their semantic overlapping and, hence, measure the degree of semantic equivalence of two subsumers. Hyponym sets are compared by means of terminological matchings between their labels. The matching of hyponyms, however, is more effective than that of subsumers, thanks to the higher dimensionality of hyponym sets (especially when dealing with abstract subsumers), and due to the fact that hyponyms refer to more concrete concepts, being less ambiguous, less affected by synonymy and usually labelled with consensus words (e.g. concrete disease names). It is important to note that, even though the terminological matching between hyponyms sets underestimates the real semantic commonalities between subsumer pairs, all of them will be evaluated in the same way, enabling an objective quantification of the most similar pair.
After applying this terminological matching, the degree of overlapping between the sets of hyponyms is quantified using a similarity coefficient. Many coefficients have been proposed to evaluate set representations [25, [30] [31] [32] [33] (some of the most commonly used ones are shown in Table I ). All of them quantify the level of commonality between sets (i.e. intersection) whereas their main difference is the normalising factor. Jaccard's coefficient divides the intersection by union of the compared sets. The coefficients of Dice, Ochiai, Simpson and Braun-Blanquet use an averaging operator to weight the contribution of both sets (arithmetic mean, geometric mean, minimum and maximum size, respectively). In our approach, we opted for the Ochiai coefficient due to the geometric mean, while considering the size of both sets, tends to be lower than the arithmetic or absolute sum when one of the sets is small. This results in higher similarity values and, hence, in a prioritisation of the commonalities of subsumers at a lower level of the hierarchy, which, obviously, will present less hyponyms than those at a higher level. This strategy implicitly considers the relative depth of subsumers in the hierarchy (as a function of the hyponym set size), a dimension that, as discussed in section 2, is desirable for similarity assessment. 
where the intersection (∩) between both sets of hyponyms is defined as the set of concepts that are terminologically-equivalent (i.e. their labels or the labels of their synonyms, if available, are identical).
Evaluating the structural similarity between subsumers
Considering that ontological structures provide implicit evidences concept semantics [4] , in this section, we present a measure that, inspired by graph-matching theory, aims to quantify the structural similarities between concept subsumers of different ontologies. Coherent with the knowledge representation principles, the measure assumes that if two subsumers are equivalent their related ancestors and hyponyms should be semantically similar. Analogously to section 22 5.2, this measure will contribute to the discovery of more suitable subsumers for the compared concepts.
Relying on the graph theory, the knowledge structure defined by the semantic relationships modelled in ontologies can be represented by means of attributed graphs, where nodes of the graph are concepts and relations between nodes are semantic relations (in our case, focused on taxonomic links). Using a graph representation, graph matching algorithms can be applied to find equivalences between ontologies according to their structural similarities. These algorithms aim to find a bijection between nodes of two graphs considering nodes (i.e. concepts) and relations jointly. A large number of solutions exist [34] [35] [36] , some of them being specifically applied to the ontology matching problem [37, 38] .
The discovery of bijections between graphs is closely related to the discovery of the LCS of a pair of concepts among different ontologies. Inspired by the graph matching methods proposed in [34] or in [39] , which were applied to attributed graphs, we propose evaluating the structural similarity between subsumer pairs according to the degree of matching of their adjacent nodes (i.e. those that related them with their direct subsumers and direct hyponyms, as formalised in Definition 4 and 7). Additional levels of adjacency could be considered to potentially obtain a more precise assessment (e.g. those edges ending at However, the computational complexity to evaluate how similar two subsumers are increases in a non-polynomial way with respect the levels of adjacency considered. Consequently, for scalability reasons, and considering the size of widely-used ontologies like WordNet or those in the UMLS repository, we have limited the analysis to direct incident edges.
It is important to note that ingoing relations (i.e. those relating a subsumer with its direct subsumers) and outgoing relations (i.e. those relating a subsumer with its direct hyponyms) are considered separately. This differentiation is mandatory because directionality of edges must be preserved to properly evaluate the modelled semantics.
The degree of matching of a relation pair (each one of a different subsumer, s i , s j ) is measured as a function of the similarity between the nodes at the end of the relation (i.e. direct_sub(s i ) vs direct_sub(s j ) and direct_hypo(s i ) vs direct_hypo(s j )). In order to provide a semanticallygrounded assessment, this is measured according to degree of semantic overlapping (eq. 6) between nodes (i.e. concepts), as proposed in section 5.2.
When comparing outgoing or ingoing relation sets of a subsumer s i (in an ontology) to those of another subsumer s j (in a different ontology), we do not rely on the cardinality of these sets (e.g. the fact that the first subsumer has 3 direct hyponyms whereas the other one has only 2). We believe that the consideration of cardinalities is inconsistent due to variations in the levels of detail of different ontologies, which result in different granularities and branching factors of taxonomical structures (even modelling the same knowledge). As discussed in section 4, this is again related to the fact of comparing heterogeneously constructed sources, and due to the subjectivity inherent to manual knowledge modelling. On the contrary, in our proposal, the degree of matching of each edge of s i to those of s j is computed as the maximum degree of matching to any edge of s j (considering the directionality of the relations).
To illustrate this process, let us evaluate the structural similarities for the term rheumatoid arthritis (in WordNet) and lupus (in MeSH) as presented in Example 3. Figure 5 shows an extract of the adjacent ontological structures for both concepts. MeSH) will be assessed as the maximum degree of matching of the former to any of the latter.
As stated above, this is computed as the degree of semantic overlapping between nodes at the end of the compared relations. Hence, when evaluating the relation (rheumatoid arthritisautoimmune disorder) of WordNet, the semantic overlapping between concept pairs (autoimmune disorder, connective tissue diseases) and (autoimmune disorder, autoimmune diseases) will be computed; the maximum value is taken as the degree of matching of the relation (rheumatoid arthritis-autoimmune disorder).
After that, when all relation pairs (both ingoing and outgoing) have been assessed, the structural similarity for s i compared to s j is computed as the average of the degree of matching of the relations of s i in O 1 to the relations of s j in O 2 . Formally: 
Selecting the LCS
Once we are able to quantify both the semantic (i.e. explicit) and structural (i.e. implicit) similarity between subsumer pairs of different ontologies, we can select the most suitable one as the LCS. In this section, we present two methods to discover it: the first one, based solely on semantic overlapping, and the second one, which also considers structural similarity. In the following, the common steps to both methods are detailed. After that, the different strategies implemented by each method are detailed in sections 5.4.1 and 5.4.2 respectively.
First, both methods apply the terminological matching used by related works [1, 10] . Subsumers of the compared concepts (each one belonging to a different ontology) with identical labels are matched. If no terminologically-equivalent pairs are found, the root nodes of both ontologies are matched; otherwise, if one or more pairs are identical, the most concrete pair of equivalent ancestors is selected. We consider the most concrete pair of subsumers is the one that minimises the path length between the compared terms. As a result a pair of terminologically-matched subsumers (each one belonging to a different ontology) is obtained. Formally: Then, by means of the semantic and structural measures proposed in section 5.2 and 5.3, we are able to assess the degree of similarity of the subsumer pair (ms 1 , ms 2 ). This value is taken as baseline to find a more adequate subsumer pair below them (in their respective taxonomical trees) and above the compared concepts with a higher resemblance. As discussed in section 4, this indicates the presence of other subsumer pairs that, even though they have no identical labels, are better suited to act as the LCS. Formally: Definition 10. For each c i in {c 1 ,c 2 }, the subset of subsumers to be semantically and/or structurally compared in order to select a more suitable LCS are those below their matched subsumer pair (ms 1 , ms 2 ) and each concept:
Note that, according to the subsumption relation (Definition 1), both the concept itself (c i ) and the matched subsumer (ms i ) are contained in the set and, hence, are candidates for being LCS.
In Example 3, the candidate_LCS MeSH (lupus)={lupus, connective tissue diseases, autoimmune diseases, skin and connective tissue diseases, immune diseases, disease}, whereas the candidate_LCS WordNet (rheumatoid arthritis)={rheumatoid arthritis, arthritis, inflammatory
disease, autoimmune disorder, disease}.
Selecting the LCS considering semantic information
The first method considers the explicit degree of semantic overlapping between subsumer pairs to select the LCS. The pair with the maximum overlapping is taken as the final LCS: Because only subsumer sets are evaluated in this method (around a dozen of elements in large ontologies like WordNet), its computational complexity is low, resulting in a highly scalable method for large dataset and ontologies.
Selecting the LCS considering structural and semantic information
The second method complements the semantic overlapping with the structural similarity. Again, the Cartesian product between candidate LCS is evaluated. Each subsumer pair is compared both from a structural and semantic perspective (eq. (6) and (8), respectively). The average of both scores is taken (11):
pairwise struc sim cs cs sem overlap cs cs subsumer similarity cs cs
Then, in order to prioritise subsumer pairs located at a lower level of the taxonomical tree (which, due to their higher level of specialisation tend to be less semantically distant, as discussed in section 2), we normalise the value by the path length resulting from going from c 1 to c 2 through the evaluated subsumer pair (cs 1i , cs 2j ). Again, this implicitly considers the taxonomical depth of concepts as an important dimension of the semantic assessment.
As in section 5.4.1, the final LCS is the pair which maximises the resulting score (12) (12) where N 1 and N 2 are the minimum number of taxonomical links from c 1 to cs i and from c 2 to cs j , respectively.
As it is shown in the results section, the evaluation of both semantic and structural features improves, in most cases, the LCS selection and hence the similarity assessments. This method, however, requires the evaluation of a higher number of ontological concepts (i.e. subsumers and concepts in their direct adjacency) than the first method.
Results
The evaluation of similarity measures is usually performed by comparing (i.e. computing the degree of correlation) the automatically obtained similarity values with those provided by human experts [9, 10, 13] . To allow the reproducibility of the evaluation experiments, several authors proposed different benchmarks [40, 41] consisting of word pairs whose similarity have been evaluated by a group of experts.
In the biomedical field, we can find the benchmark of Pedersen et al. [9] (by far, the most used one [18] ) and the one by Hliaoutakis et al. [42] . The first one consists of 30 pairs of medical terms whose similarity was assessed by experts of the Mayo Clinic. A total of 3 physicians and 9 medical coders evaluated each word pair. After a normalisation process, the average similarity values provided by both sets of experts in a scale from 1 (non-similar) to 4 (identical) were obtained. The second benchmark is composed of a set of 36 medical terms extracted from the MeSH repository. The similarity between each pair was assessed by 8 medical experts from 0 (non-similar) to 1 (identical).
Unfortunately, standard evaluation benchmarks focused on multi-ontology similarity methods have not been proposed [13] . Related works commonly use two considerably different ontologies (e.g. WordNet and MeSH), take some of the benchmarks of word pairs mentioned above and assess their similarity considering that each of the two terms of each pair belongs to an unique ontology (ignoring the fact that it could be found in both ontologies) [13, 43] ; results are compared to similarity ratings provided by human experts.
We carried out an experiment similar to the one proposed in [13] . Two ontologies are used as background knowledge: WordNet and MeSH. WordNet [7] is a lexical database that describes and structures more than 100,000 general concepts, which are semantically structured in an ontological way. WordNet contains English words (nouns, verbs, adjectives and adverbs) that are linked to sets of cognitive synonyms (synsets), each one expressing a distinct concept.
Synsets are linked by means of conceptual-semantic and lexical relations such as synonymy, hypernymy (subclass-of), meronymy (part-of), etc. We used WordNet version 2 in our tests as it is the most common version used in the related works. The Medical Subject Headings (MeSH) [44] contains a hierarchy of medical and biological terms defined by the U.S National Library of Medicine. This classification was initially created to catalogue books and other library materials, and to index articles for inclusion in health-related databases including MEDLINE. In
MeSH tree, there are 16 basic categories, with more than 22,000 concepts. We used the latest 2011 MeSH XML files available for download i .
The reason for combining a general-purpose ontology like WordNet with a domain-specific one, such as MeSH, (as done in [13] ) is to consider a least favourable evaluation scenario. Recall that both ontologies have been designed with significantly different scopes. Hence, the modelled subsumers and taxonomical trees tend to be significantly different for a pair of similar terms hand, we considered only those pairs that can be found in both ontologies in order to compare the similarity accuracy obtained when using a unique (and semantically coherent) knowledge source with the more challenging multi-ontology scenario. In fact, the mono-ontology similarity accuracies give us an idea about the ground truth precision that one can expect from the knowledge sources, and helps to contextualise the results when both ontologies are combined.
On the other hand, to evaluate the multi-ontology scenario, one of the two terms of each pair is considered to be in WordNet (regardless it can also be found in MeSH), whereas the second term is considered to be in MeSH (regardless being found in WordNet), as done in [13] . In this manner, a suitable LCS between the two ontologies must be discovered to enable the similarity assessment. Tables II and III show which terms of each benchmark were evaluated in which ontology. Table II . Medical term pairs with averaged similarity scores of experts extracted from the benchmark of Pedersen et al. [9] . In addition to compare the accuracy of our methods with the (most favourable) mono-ontology setting, we also compared them against the strategies used by related works in the multiontology scenario. To do so, four strategies to select the LCS have been implemented for the multi-ontology scenario:
WordNet term MeSH term Physician ratings Coder ratings
-S1: The root nodes of the two ontologies are joined and considered as the LCS, following the strategy proposed in [11, 13] .
-S2: The most specific (i.e. deepest) pair of subsumers for the compared concepts that are terminologically-equivalent (considering synonyms) among the two ontologies are taken as the LCS, as in [1, 10] .
The LCS is selected based on our first method proposed in section 5.4.1, relaying on the semantic knowledge modelled in the taxonomy.
-S4: The LCS is selected based on our second method proposed in section 5.4.2, also considering additional structural evidences. Ideally, in the multi-ontology scenario (in which a term of each pair is evaluated in WordNet, the other term in MeSH and a common LCS is discovered), one would expect a correlation value in a range between the correlations provided when using the two ontologies individually.
The closer to the MeSH correlation (which is the highest in the mono-ontology setting), the normalised by the path length resulting from going through them, we are able to strengthen the confidence on those subsumer pairs that maximise the similarity between the compared concepts. Hence, as we are capturing more explicit and implicit knowledge, we are able to better quantify their commonalities. Obviously, our second method (S4) requires the analysis of a larger set of ontological concepts (around a few hundreds in these tests) than our first one (S1)
(around a few dozens in these tests), which provides a high scalability at the expense of lower accuracy.
Differences between correlation values for ratings provided by coders and physicians for the Pedersen et al. benchmark are also worth noting. As stated by the authors [9] , during the construction of the benchmark, medical coders were asked to reproduce the classic Rubenstein and Goodenough [41] and Miller and Charles [40] tests to ensure that they understood the notion of similarity. Physicians, however, rated concept pairs without pre-training. As a consequence, medical coders, who were trained and more used to the definition of hierarchical classifications, provided ratings that seem to better reproduce the concept of taxonomic similarity [18] . Therefore, because our methods rely on taxonomical evidences (both semantic and structural), it is coherent that our results correlate better with coders than with physicians. 
Conclusions
Semantic similarity estimation contributes to the better understanding of textual resources. It has been successfully applied in many areas such as word sense disambiguation [45] , synonym detection [16] , automatic spelling error detection and correction [46] , automatic language translation [47] , information extraction [48, 49] , document categorisation or clustering [47] , semantic annotation [50] and ontology learning [51] [52] [53] . In the biomedical field, due to the importance of information, much of which is presented in a textual form, semantic similarity measures have been of great interest [54] . These measures help to classify medical data [55, 56] , organise medical literature [57] , integrate of heterogeneous clinical data [58] , or improve information retrieval tasks [9, 59] .
Among the different approaches proposed for similarity estimation, ontology-based ones have proven to be one of the most effective [8, 17, 18] . Most of these approaches, however, are limited by the fact that a unique ontology is exploited. Hence, they rely completely on the coverage and completeness of the input ontology. The exploitation of multiple ontologies for similarity assessment may be necessary, for example, in semantic information retrieval from biomedical sources, in which the similarity between queries and document terms should be assessed [1, 9, 10] . On one hand, medical ontologies (e.g. those in the UMLS) are created with different scopes and purposes (e.g. MeSH aims to index and catalogue medical literature, whereas SNOMED CT is meant to bring structure to diseases, clinical findings, procedures, etc.), offering partial views of the same domain. On the other hand, terms contained in documents or queries may refer to general concepts that can only be found in general repositories such as WordNet. In both cases, it is needed to assess the semantic similarity across different ontologies. In fact, the ability to detect similar concepts (e.g. identical concepts referred with synonym terms) across different ontologies is also interesting when aiming to exploit or even integrate heterogeneous data sources (e.g. electronic health care records, medical databases, etc.). In the context of semantic information retrieval, this can be useful to detect or propose equivalent query formulations that can be useful to improve the retrieval recall in tasks, such as patient cohort identification [9] .
In this paper, a general approach to enable the similarity assessment across multiple ontologies is presented. Because most ontology-based measures focus the similarity estimation on the LCS of the compared terms, our methods (the first one focused on high scalability and the second one centred on high accuracy) aim to discover a LCS among several ontologies that accurately represents the commonalities between terms. Our approach is based on explicit (semantic) and implicit (structural) evidences observed in the background ontologies. The evaluation, based on well-known benchmarks of biomedical terms and widely used ontologies, has shown an increase in the similarity accuracy when the LCS is assessed by our methods, in comparison with related works. As a result, the accuracies obtained in the multi-ontology scenario almost rivalled (but rarely surpassed) those obtained in an ideal mono-ontology setting, even though we considered heterogeneous sources with different scopes (WordNet and MeSH). Hence, our methods would be useful when dealing with multi-ontology similarity scenarios (concepts belonging to distinct ontologies), even though mono-ontology similarity would be preferred by its accuracy, simplicity and efficiency when both concepts appears in the same ontology.
In the future, we plan to evaluate other ontology-based similarity measures in the multiontology scenario by applying our methods. For measures based on more complex principles than edge-counting ones, non-trivial modifications should be introduced. For IC-based measures, the estimation of the IC of a concept across several ontologies should be normalised in a way that individual values could be compared and coherently integrated. Feature-based measures, moreover, would require more than a unique matched subsumer pair, because they rely on the whole set of common features observed for the compared terms (instead of a unique LCS). In this case, specific graph-matching algorithms should be applied in order to obtain multiple bijections between ontologies. Moreover, due to our methods have been designed in a generic way, so that they can be applied to any structure offering a taxonomical backbone, we plan to evaluate them in other domains [52] . Finally, the ability to discover equivalent or similar concepts across different ontologies could be also exploited as a first step in ontology integration [11] .
Appendix A
This appendix includes individual similarity results for the two evaluation benchmarks and the Rada measure (results are inverted by changing the sing to convert them to similarity values), under the monoontology and multi-ontology scenarios considered in the evaluation (section 6). 
