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• We develop a phase reduction theory for oscillatory convection with a spatial mode.
• The theory can be considered as a phase description method for limit-torus solutions.
• We derive phase sensitivity functions for spatial and temporal phases of convection.
• We can quantify spatiotemporal phase responses of convection to weak perturbations.
• We can analyze spatiotemporal phase synchronization between weakly coupled systems.
a r t i c l e i n f o
Article history:
Received 20 November 2013
Received in revised form
26 October 2014
Accepted 17 December 2014
Available online 26 December 2014
Communicated by J. Dawes
Keywords:
Synchronization
Spatiotemporal phases
Limit torus
Phase description method
Phase reduction theory
Oscillatory convection
a b s t r a c t
We formulate a theory for the phase description of oscillatory convection in a cylindrical Hele–Shaw cell
that is laterally periodic. This system possesses spatial translational symmetry in the lateral direction
owing to the cylindrical shape as well as temporal translational symmetry. Oscillatory convection in
this system is described by a limit-torus solution that possesses two phase modes; one is a spatial
phase and the other is a temporal phase. The spatial and temporal phases indicate the ‘‘position’’ and
‘‘oscillation’’ of the convection, respectively. The theory developed in this paper can be considered as
a phase reduction method for limit-torus solutions in infinite-dimensional dynamical systems, namely,
limit-torus solutions to partial differential equations representing oscillatory convection with a spatially
translational mode. We derive the phase sensitivity functions for spatial and temporal phases; these
functions quantify the phase responses of the oscillatory convection toweak perturbations applied at each
spatial point. Using the phase sensitivity functions, we characterize the spatiotemporal phase responses
of oscillatory convection to weak spatial stimuli and analyze the spatiotemporal phase synchronization
between weakly coupled systems of oscillatory convection.
© 2014 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
Nature provides abundant examples of rhythmic systems and
synchronization phenomena [1–5]. Each rhythmic system is typi-
cally described by an ordinary differential equation that possesses
a limit-cycle solution. The phase reduction method for ordinary
limit-cycle oscillators has been well established and successfully
applied to analyze the synchronization properties of the oscilla-
∗ Corresponding author at: Department of Mathematical Science and Advanced
Technology, Japan Agency for Marine-Earth Science and Technology, Yokohama
236-0001, Japan.
E-mail address: ykawamura@jamstec.go.jp (Y. Kawamura).
http://dx.doi.org/10.1016/j.physd.2014.12.007
0167-2789/© 2014 The Authors. Published by Elsevier B.V. This is an open access artictors [1–3,6–10]. There also exist rhythmic spatiotemporal patterns
described by limit-cycle solutions to partial differential equations
[11–18].
We recently developed a phase description method for limit-
cycle solutions to the following partial differential equations: the
nonlinear Fokker–Planck equations that represent the collective
dynamics of globally coupled noisy dynamical elements [19], the
fluid equations that represent the dynamics of the temperature
field in ordinary Hele–Shaw cells [20], and the reaction–diffusion
equations that represent rhythmic spatiotemporal patterns in
chemical and biological systems [21]. However, there are also
examples of spatiotemporal rhythms in systems that further
possess spatial translational symmetry; these spatiotemporal
rhythms cannot be described by limit-cycle solutions.
le under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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rotational symmetry, i.e., continuously translational symmetry in
the rotating direction [17,18,22,23]. Consequently, the emergence
of spatiotemporal rhythms in such systems brings up two
phase modes, i.e., a spatial phase and a temporal phase. Such
spatiotemporal rhythms are described by limit-torus solutions.
Synchronization of spatiotemporal rhythmswith twophasemodes
has been experimentally investigated using systems of rotating
fluid annuli that exhibit traveling and oscillating convection
(i.e., amplitude vacillation [18]),which is analogous to atmospheric
circulation [24,25]. Therefore, a phase description method for
limit-torus solutions to partial differential equations is desirable.
In this paper, as the first step, we consider oscillatory convec-
tion in a cylindrical Hele–Shaw cell that is laterally periodic. An
ordinary Hele–Shaw cell is a rectangular cavity where the gap
between two vertical walls is much smaller than the extent of
the other two spatial dimensions, and the fluid in the cavity ex-
hibits oscillatory convection under the appropriate parameter con-
ditions (see Refs. [26,27] and references therein). The cylindrical
Hele–Shaw cell is a cylindrical version of the ordinary Hele–Shaw
cell that possesses spatial translational symmetry in the lateral di-
rection owing to the cylindrical shape. Oscillatory convection in the
cylindrical Hele–Shaw cell is therefore described by a limit-torus
solution that possesses both spatial and temporal phases.
Here, we formulate a theory for the phase description of
oscillatory convection in the cylindrical Hele–Shaw cell. The theory
can be considered as a phase reduction method for limit-torus
solutions to partial differential equations. The theory can also be
considered as a generalization of our phase descriptionmethod for
limit-cycle solutions to partial differential equations such as the
nonlinear Fokker–Planck equations [19], fluid equations [20], and
reaction–diffusion equations [21]. The phase reductionmethod for
limit-torus solutions enables us to describe the dynamics of the
oscillatory convection by two phases (i.e., spatial and temporal
phases), and facilitates theoretical analysis of the spatiotemporal
phase synchronization properties of the oscillatory convection. On
the basis of phase reduction, we characterize the spatiotemporal
phase responses of oscillatory convection to weak impulses
and analyze the spatiotemporal phase synchronization between
weakly coupled systems exhibiting oscillatory convection.
This paper is organized as follows. In Section 2, we formulate
a theory for the phase description of oscillatory convection with
a spatially translational mode; supplemental information of the
theory is given in Appendices A and B. In Section 3, we illustrate
the theory using a numerical analysis of the oscillatory convection.
In Section 4, wemake a comparison between the theory and direct
numerical simulations. Concluding remarks are given in Section 5.
2. Phase description of oscillatory convection
In this section, we formulate a theory for the phase description
of oscillatory convection in a cylindrical Hele–Shaw cell that is
laterally periodic. The theory can be considered as an extension
of our phase description method for oscillatory convection in the
ordinary Hele–Shaw cell [20] to that in the cylindrical Hele–Shaw
cell.
2.1. Dimensionless form of the governing equations
The dynamics of the temperature field T (x, y, t) in the cylin-
drical Hele–Shaw cell is described by the following dimensionless
form (see Ref. [26] and references therein):
∂
∂t
T (x, y, t) = ∇2T + J(ψ, T ). (1)The Laplacian and Jacobian are respectively given by
∇2T =

∂2
∂x2
+ ∂
2
∂y2

T , (2)
J(ψ, T ) = ∂ψ
∂x
∂T
∂y
− ∂ψ
∂y
∂T
∂x
, (3)
where we assumed that the curvature effects due to the cylindrical
shape are negligible (see Refs. [28,29] for curvature effects,
although the subject of these references is not thermal convection
but viscous fingering). The first and second terms on the right-
hand side of Eq. (1) represent diffusion and advection, respectively.
The stream functionψ(x, y, t) is determined from the temperature
field T (x, y, t) as follows:
∇2ψ(x, y, t) = −Ra∂T
∂x
, (4)
where the Rayleigh number is denoted by Ra. The stream function
ψ(x, y, t) also gives the fluid velocity field v(x, y, t), i.e.,
v(x, y, t) =

∂ψ
∂y
, −∂ψ
∂x

. (5)
Fig. 1 shows a schematic diagram of the cylindrical Hele–Shaw cell.
The system is defined in the following rectangular region: x ∈
[0, 2] and y ∈ [0, 1]. Because this Hele–Shaw cell has a cylindrical
shape, the system possesses a 2-periodicity with respect to x. The
boundary conditions for the temperature field T (x, y, t) are given
by
T (x+ 2, y, t) = T (x, y, t), (6)
T (x, y, t)

y=0
= 1, T (x, y, t)

y=1
= 0, (7)
where the temperature at the bottom (y = 0) is higher than that
at the top (y = 1). The stream function ψ(x, y, t) satisfies the
periodic boundary condition on x and the Dirichlet zero boundary
condition on y, i.e.,
ψ(x+ 2, y, t) = ψ(x, y, t), (8)
ψ(x, y, t)

y=0
= ψ(x, y, t)

y=1
= 0. (9)
Owing to the homogeneity of Eqs. (1) (4) and the periodic
boundary condition on x, given in Eqs. (6) (8), this systempossesses
continuous spatial translational symmetry with respect to x. We
also note that no conserved quantity exists in this system.
There also exists spatial reflection symmetry in this system,
i.e., Eqs. (1) and (4) are invariant under the simultaneous transfor-
mation of (x, y)→ (−x, y) and (ψ, T )→ (−ψ, T ); however, the
theory formulated below does not require this reflection symme-
try.
2.2. Convective components of the temperature field
To simplify the boundary conditions in Eq. (7), we consider the
convective component X(x, y, t) of the temperature field T (x, y, t)
as follows:
T (x, y, t) = (1− y)+ X(x, y, t). (10)
Substituting Eq. (10) into Eqs. (1) and (4), we derive the following
equations:
∂
∂t
X(x, y, t) = ∇2X + J(ψ, X)− ∂ψ
∂x
, (11)
and
∇2ψ(x, y, t) = −Ra∂X
∂x
. (12)
Y. Kawamura, H. Nakao / Physica D 295–296 (2015) 11–29 13Fig. 1. (Color online) Schematic diagram of the cylindrical Hele–Shaw cell that is
laterally periodic. Curvature effects due to the cylindrical shape are assumed to be
negligible. The temperature at the bottom (y = 0) is higher than at the top (y = 1).
Applying Eq. (10) to Eqs. (6) (7), we obtain the following boundary
conditions for the convective component X(x, y, t):
X(x+ 2, y, t) = X(x, y, t), (13)
X(x, y, t)

y=0
= X(x, y, t)

y=1
= 0. (14)
That is, the convective component X(x, y, t) satisfies the periodic
boundary condition on x and the Dirichlet zero boundary condition
on y.
In the derivation below, it should be noted that Eq. (12) can also
be written in the following form:
ψ(x, y, t) =
 2
0
dx′
 1
0
dy′ G(x, y, x′, y′)
∂
∂x′
X(x′, y′, t), (15)
where the Green function G(x, y, x′, y′) is the solution to
∇2G(x, y, x′, y′) = −Ra δ(x− x′) δ(y− y′), (16)
under the periodic boundary condition on x and the Dirichlet
zero boundary condition on y. From the translational symmetry
with respect to x, the Green function G(x, y, x′, y′) possesses the
following property: G(x, y, x′, y′) = G(x − x′, y, 0, y′). In the
following two subsections, we analyze the dynamical Eq. (11) with
Eq. (12) or Eq. (15) under the boundary conditions given by Eqs.
(13) (14) and Eqs. (8) (9).
2.3. Limit-torus solution and its Floquet-type system
In general, a stable limit-torus solution to Eq. (11), which
represents oscillatory convection in the cylindrical Hele–Shaw cell,
can be described by (e.g., see Fig. 5 in Section 3)
X(x, y, t) = X0

x− Φ(t), y,Θ(t), Φ˙(t) = c, Θ˙(t) = ω. (17)
The spatial phase and traveling velocity are denoted by Φ and
c , respectively; the temporal phase and oscillation frequency are
denoted by Θ and ω, respectively. The spatial and temporalFig. 2. (Color online) Schematic diagramof the limit-torus solutionX0(x−Φ, y,Θ).
The spatial phase Φ and temporal phase Θ are represented by the toroidal
coordinate and poloidal coordinate, respectively.
phases indicate the ‘‘position’’ and ‘‘oscillation’’ of the convection,
respectively. The traveling velocity and oscillation frequency are
constant. Fig. 2 shows a schematic diagram of the limit-torus
solution X0(x−Φ, y,Θ). The limit-torus solution X0(x−Φ, y,Θ)
satisfies the 2-periodicitywith respect toΦ and the 2π-periodicity
with respect toΘ , i.e.,
X0(x− Φ + 2, y,Θ) = X0(x− Φ, y,Θ), (18)
X0(x− Φ, y,Θ + 2π) = X0(x− Φ, y,Θ). (19)
Substituting Eq. (17) into Eqs. (11) (12), we find that the limit-torus
solution X0(x− Φ, y,Θ) satisfies the following equation:
−c ∂
∂x
+ ω ∂
∂Θ

X0(x− Φ, y,Θ)
= ∇2X0 + J(ψ0, X0)− ∂ψ0
∂x
, (20)
where the stream function ψ0(x − Φ, y,Θ) is determined by
(e.g., see Fig. 6 in Section 3)
∇2ψ0(x− Φ, y,Θ) = −Ra∂X0
∂x
. (21)
From Eq. (10), the corresponding temperature field T0(x−Φ, y,Θ)
is given by (e.g., see Fig. 6 in Section 3)
T0(x− Φ, y,Θ) = (1− y)+ X0(x− Φ, y,Θ). (22)
Let u(x−Φ, y,Θ, t) represent a small disturbance to the limit-
torus solution X0(x − Φ, y,Θ), and consider a slightly perturbed
solution
X(x, y, t) = X0

x− Φ(t), y,Θ(t)+ ux− Φ(t), y,Θ(t), t. (23)
Eq. (11) is then linearized with respect to u(x − Φ, y,Θ, t) as
follows:
∂
∂t
u(x− Φ, y,Θ, t) = L(x− Φ, y,Θ)u(x− Φ, y,Θ, t). (24)
Here, the linear operatorL(x− Φ, y,Θ) is explicitly given by
L(x− Φ, y,Θ)u(x− Φ, y,Θ)
=

L(x− Φ, y,Θ)+ c ∂
∂x
− ω ∂
∂Θ

u(x− Φ, y,Θ), (25)
where
L(x− Φ, y,Θ)u(x− Φ, y,Θ)
= ∇2u+ J(ψ0, u)+ J(ψu, X0)− ∂ψu
∂x
. (26)
In Eq. (25), we omitted the t-dependence of the function u(x −
Φ, y,Θ, t) and denoted it as u(x − Φ, y,Θ) because we consider
only the eigenvalue problem of the linear operatorL(x−Φ, y,Θ)
and thus the t-dependence of the function u does not appear
hereafter. Similarly to the limit-torus solution X0(x − Φ, y,Θ),
the function u(x − Φ, y,Θ) satisfies the periodic boundary
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2π-periodicity with respect to Θ . In Eq. (26), the function ψu(x −
Φ, y,Θ) is the solution to
∇2ψu(x− Φ, y,Θ) = −Ra∂u
∂x
, (27)
under the periodic boundary condition on x and the Dirichlet zero
boundary condition on y. Note that the linear operator L(x −
Φ, y,Θ) is periodic with respect to both Φ and Θ . Therefore,
Eq. (24) is a Floquet-type system with two zero eigenvalues;
one is associated with spatial translational symmetry breaking
and the other is associated with temporal translational symmetry
breaking.
Defining the inner product of two functions as
u∗(x− Φ, y,Θ), u(x− Φ, y,Θ)

= 1
2π
 2π
0
dΘ
 2
0
dx
 1
0
dy
× u∗(x− Φ, y,Θ)u(x− Φ, y,Θ), (28)
we introduce the adjoint operator of the linear operator L(x −
Φ, y,Θ) by
u∗(x− Φ, y,Θ), L(x− Φ, y,Θ)u(x− Φ, y,Θ)

=

L∗(x− Φ, y,Θ)u∗(x− Φ, y,Θ), u(x− Φ, y,Θ)

. (29)
By partial integration, the adjoint operator L∗(x − Φ, y,Θ) is
explicitly given by
L∗(x− Φ, y,Θ)u∗(x− Φ, y,Θ)
=

L∗(x− Φ, y,Θ)− c ∂
∂x
+ ω ∂
∂Θ

u∗(x− Φ, y,Θ), (30)
where
L∗(x− Φ, y,Θ)u∗(x− Φ, y,Θ)
= ∇2u∗ + ∂
∂x

u∗
∂ψ0
∂y

− ∂
∂y

u∗
∂ψ0
∂x

+ ∂
∂x

ψ∗u,x − ψ∗u,y

. (31)
Similarly to u(x − Φ, y,Θ), the function u∗(x − Φ, y,Θ) also
satisfies the periodic boundary condition on x, the Dirichlet zero
boundary condition on y, and the 2π-periodicitywith respect toΘ .
In Eq. (31), the two functions, i.e., ψ∗u,x(x − Φ, y,Θ) and ψ∗u,y(x −
Φ, y,Θ), are the solutions to
∇2ψ∗u,x(x− Φ, y,Θ) = −Ra
∂
∂x

u∗

∂X0
∂y
− 1

, (32)
∇2ψ∗u,y(x− Φ, y,Θ) = −Ra
∂
∂y

u∗
∂X0
∂x

, (33)
under the periodic boundary condition on x and the Dirichlet zero
boundary condition on y, respectively. Details of the derivation of
the adjoint operatorL∗(x− Φ, y,Θ) are given in Appendix A.
2.4. Floquet zero eigenfunctions
In the calculation below, we utilize the Floquet eigenfunctions
associated with the two zero eigenvalues of L(x − Φ, y,Θ) and
L∗(x− Φ, y,Θ); these eigenfunctions satisfy
L(x− Φ, y,Θ)Us(x− Φ, y,Θ)
=

L(x− Φ, y,Θ)+ c ∂
∂x
− ω ∂
∂Θ

Us(x− Φ, y,Θ) = 0, (34)L(x− Φ, y,Θ)Ut(x− Φ, y,Θ)
=

L(x− Φ, y,Θ)+ c ∂
∂x
− ω ∂
∂Θ

Ut(x− Φ, y,Θ) = 0, (35)
L∗(x− Φ, y,Θ)U∗s (x− Φ, y,Θ)
=

L∗(x− Φ, y,Θ)− c ∂
∂x
+ ω ∂
∂Θ

×U∗s (x− Φ, y,Θ) = 0, (36)
L∗(x− Φ, y,Θ)U∗t (x− Φ, y,Θ)
=

L∗(x− Φ, y,Θ)− c ∂
∂x
+ ω ∂
∂Θ

×U∗t (x− Φ, y,Θ) = 0. (37)
Note that the two right zero eigenfunctions, i.e., Us(x − Φ, y,Θ)
for the spatial phaseΦ and Ut(x−Φ, y,Θ) for the temporal phase
Θ , can be chosen as (e.g., see Fig. 8 in Section 3)
Us(x− Φ, y,Θ) = ∂
∂x
X0(x− Φ, y,Θ), (38)
Ut(x− Φ, y,Θ) = ∂
∂Θ
X0(x− Φ, y,Θ), (39)
which are confirmed by differentiating Eq. (20) with respect to
Φ and Θ , respectively. For the inner product (28) with the two
right zero eigenfunctions (38) (39), the corresponding two left zero
eigenfunctions, i.e., U∗s (x − Φ, y,Θ) and U∗t (x − Φ, y,Θ), are
orthonormalized as
U∗p (x− Φ, y,Θ), Uq(x− Φ, y,Θ)

= 1
2π
 2π
0
dΘ
 2
0
dx
 1
0
dy
×U∗p (x− Φ, y,Θ)Uq(x− Φ, y,Θ) = δpq, (40)
for p, q = s, t. Here, we note that the following equation holds (see
also Refs. [6,19,20]):
∂
∂Θ
 2
0
dx
 1
0
dy U∗p (x− Φ, y,Θ)Uq(x− Φ, y,Θ)

=
 2
0
dx
 1
0
dy

U∗p (x− Φ, y,Θ)
∂
∂Θ
Uq(x− Φ, y,Θ)
+ Uq(x− Φ, y,Θ) ∂
∂Θ
U∗p (x− Φ, y,Θ)

= 1
ω
 2
0
dx
 1
0
dy

U∗p (x− Φ, y,Θ)
×

L(x− Φ, y,Θ)+ c ∂
∂x

Uq(x− Φ, y,Θ)
−Uq(x− Φ, y,Θ)

L∗(x− Φ, y,Θ)− c ∂
∂x

×U∗p (x− Φ, y,Θ)

= 0. (41)
Therefore, the following orthonormalization condition is indepen-
dently satisfied for eachΘ: 2
0
dx
 1
0
dy U∗p (x− Φ, y,Θ)Uq(x− Φ, y,Θ) = δpq. (42)
Here, we describe a numerical method for obtaining the
left zero eigenfunctions. From Eqs. (36) (37), the left zero
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ω
∂
∂Θ
U∗p (x− Φ, y,Θ)
= −

L∗(x− Φ, y,Θ)− c ∂
∂x

U∗p (x− Φ, y,Θ), (43)
for p = s, t, which can be transformed into
∂
∂s
U∗p (x− Φ, y,−ωs)
=

L∗(x− Φ, y,−ωs)− c ∂
∂x

U∗p (x− Φ, y,−ωs), (44)
by substituting Θ = −ωs. A relaxation method using Eq. (44),
which can also be called the adjoint method (see Refs. [6–10]
for limit-cycle solutions to ordinary differential equations and
Refs. [19–21] for limit-cycle solutions to partial differential equa-
tions), is convenient to obtain the left zero eigenfunctions for the
limit-torus solution. In the following two subsections, we derive a
set of phase equations for oscillatory convection in the cylindrical
Hele–Shaw cell using the limit-torus solution and its Floquet zero
eigenfunctions.
2.5. Oscillatory convection with weak perturbations
In this subsection, we consider oscillatory cylindrical-Hele–
Shaw convection with a weak perturbation to the temperature
field T (x, y, t) described by the following equation:
∂
∂t
T (x, y, t) = ∇2T + J(ψ, T )+ ϵp(x, y, t). (45)
The weak perturbation is denoted by ϵp(x, y, t). Substituting
Eq. (10) into Eq. (45), we obtain the following equation for the con-
vective component X(x, y, t):
∂
∂t
X(x, y, t) = ∇2X + J(ψ, X)− ∂ψ
∂x
+ ϵp(x, y, t). (46)
Using the idea of phase reduction [2], we derive a set of phase
equations from the perturbed equation (46). That is, using the left
zero eigenfunctions, i.e., U∗s (x−Φ, y,Θ) and U∗t (x−Φ, y,Θ), we
project the dynamics of the perturbed equation (46) onto the un-
perturbed limit-torus solution with respect to the spatial and tem-
poral phases as follows:
− Φ˙(t) =
 2
0
dx
 1
0
dy U∗s (x− Φ, y,Θ)

∂
∂t
X(x, y, t)

=
 2
0
dx
 1
0
dy U∗s (x− Φ, y,Θ)
×

∇2X + J(ψ, X)− ∂ψ
∂x
+ ϵp(x, y, t)

≃
 2
0
dx
 1
0
dy U∗s (x− Φ, y,Θ)
×

∇2X0 + J(ψ0, X0)− ∂ψ0
∂x
+ ϵp(x, y, t)

=
 2
0
dx
 1
0
dy U∗s (x− Φ, y,Θ)
×

−c ∂X0
∂x
+ ω∂X0
∂Θ
+ ϵp(x, y, t)

=
 2
0
dx
 1
0
dy U∗s (x− Φ, y,Θ)×

−cUs(x− Φ, y,Θ)
+ωUt(x− Φ, y,Θ)+ ϵp(x, y, t)

= −c + ϵ
 2
0
dx
 1
0
dy U∗s (x− Φ, y,Θ)p(x, y, t), (47)
and
Θ˙(t) =
 2
0
dx
 1
0
dy U∗t (x− Φ, y,Θ)

∂
∂t
X(x, y, t)

=
 2
0
dx
 1
0
dy U∗t (x− Φ, y,Θ)
×

∇2X + J(ψ, X)− ∂ψ
∂x
+ ϵp(x, y, t)

≃
 2
0
dx
 1
0
dy U∗t (x− Φ, y,Θ)
×

∇2X0 + J(ψ0, X0)− ∂ψ0
∂x
+ ϵp(x, y, t)

=
 2
0
dx
 1
0
dy U∗t (x− Φ, y,Θ)
×

−c ∂X0
∂x
+ ω∂X0
∂Θ
+ ϵp(x, y, t)

=
 2
0
dx
 1
0
dy U∗t (x− Φ, y,Θ)
×

−cUs(x− Φ, y,Θ)
+ωUt(x− Φ, y,Θ)+ ϵp(x, y, t)

= ω + ϵ
 2
0
dx
 1
0
dy U∗t (x− Φ, y,Θ)p(x, y, t), (48)
where we approximated X(x, y, t) by the unperturbed limit-torus
solution X0(x−Φ, y,Θ) in Eqs. (47) (48). Therefore, the two phase
equations describing the oscillatory cylindrical-Hele–Shaw con-
vection with weak perturbation are approximately obtained in the
following forms:
Φ˙(t) = c + ϵ
 2
0
dx
 1
0
dy Zs(x− Φ, y,Θ)p(x, y, t), (49)
Θ˙(t) = ω + ϵ
 2
0
dx
 1
0
dy Zt(x− Φ, y,Θ)p(x, y, t), (50)
where the phase sensitivity functions for the spatial and temporal
phases are defined as (e.g., see Fig. 9 in Section 3)
Zs(x− Φ, y,Θ) = −U∗s (x− Φ, y,Θ), (51)
Zt(x− Φ, y,Θ) = U∗t (x− Φ, y,Θ). (52)
The phase Eqs. (49) (50) are the main results of this paper. These
equations can also be considered as an extension of that describ-
ing oscillatory convection in the ordinary Hele–Shaw cell [20]. As
found from Eqs. (49) (50), the spatial and temporal phases are cou-
pled; therefore, nontrivial spatiotemporal phase dynamics are re-
vealed.
Furthermore, we consider the case of the perturbation de-
scribed by a product of two functions as follows:
p(x, y, t) = a(x, y)q(t). (53)
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cells that are laterally periodic. Curvature effects due to the cylindrical shape
are assumed to be negligible. Two identical systems of oscillatory cylindrical-
Hele–Shaw convection are mutually coupled through corresponding temperatures
at each spatial point.
That is, the space-dependence and time-dependence of the
perturbation are separated. In this case, the phase Eqs. (49) (50)
are written in the following forms:
Φ˙(t) = c + ϵζs(Φ,Θ)q(t), (54)
Θ˙(t) = ω + ϵζt(Φ,Θ)q(t), (55)
where the effective phase sensitivity functions for the spatial and
temporal phases are given by (e.g., see Fig. 11 in Section 3)
ζs(Φ,Θ) =
 2
0
dx
 1
0
dy Zs(x− Φ, y,Θ)a(x, y), (56)
ζt(Φ,Θ) =
 2
0
dx
 1
0
dy Zt(x− Φ, y,Θ)a(x, y). (57)
We note that the forms of Eqs. (54) (55) are essentially the same
as those of the phase equations which are derived for a perturbed
limit-torus oscillator described by a finite-dimensional dynamical
system (see Refs. [30,31]).
Finally, it should be noted that we can also consider oscillatory
cylindrical-Hele–Shaw convection with weak boundary forcing as
mentioned in Appendix B.
2.6. Weakly coupled systems of oscillatory convection
In this subsection,we considerweakly coupled systems of oscil-
latory cylindrical-Hele–Shaw convection described by the follow-
ing equation:
∂
∂t
Tσ (x, y, t) = ∇2Tσ + J(ψσ , Tσ )+ ϵ

Tτ − Tσ

, (58)
for (σ , τ ) = (1, 2) or (2, 1). Fig. 3 shows a schematic diagram
of the coupled cylindrical Hele–Shaw cells. Two identical systems
of oscillatory cylindrical-Hele–Shaw convection are mutually cou-
pled through corresponding temperatures at each spatial point,1
where the coupling parameter is denoted by ϵ. Substituting Eq. (10)
into Eq. (58) for each σ , we obtain the following equation for the
convective component Xσ (x, y, t):
∂
∂t
Xσ (x, y, t) = ∇2Xσ + J(ψσ , Xσ )− ∂ψσ
∂x
+ ϵXτ − Xσ . (59)
1 As in Ref. [20], the phase description method developed in this paper is also
applicable to any coupling form, e.g., asymmetric, nonlinear, spatially nonlocal, or
spatially localized coupling, as long as the coupling intensity is sufficiently weak.As in Eq. (12), the stream functionψσ (x, y, t) of each system is de-
termined by
∇2ψσ (x, y, t) = −Ra∂Xσ
∂x
. (60)
Here, we assume that unperturbed oscillatory cylindrical-
Hele–Shaw convection is a stable limit-torus solution and that
the coupling between the systems of oscillatory convection is
sufficiently weak. Under this assumption, as in the preceding
subsection, we obtain a set of phase equations from Eq. (59) as
follows:
Φ˙σ (t) = c + ϵΓ˜s (Φσ − Φτ ,Θσ ,Θτ ) , (61)
Θ˙σ (t) = ω + ϵΓ˜t (Φσ − Φτ ,Θσ ,Θτ ) , (62)
where
Γ˜s (Φσ − Φτ ,Θσ ,Θτ )
=
 2
0
dx
 1
0
dy Zs(x− Φσ , y,Θσ )
×

X0(x− Φτ , y,Θτ )− X0(x− Φσ , y,Θσ )

, (63)
Γ˜t (Φσ − Φτ ,Θσ ,Θτ )
=
 2
0
dx
 1
0
dy Zt(x− Φσ , y,Θσ )
×

X0(x− Φτ , y,Θτ )− X0(x− Φσ , y,Θσ )

. (64)
These two functions, i.e., Γ˜s(Φσ − Φτ ,Θσ ,Θτ ) and Γ˜t(Φσ −
Φτ ,Θσ ,Θτ ), depend on the spatial phase difference between the
systems and the temporal phases of both systems.
Introducing the slow phase variables as
Φσ (t) = ct + φσ (t), (65)
Θσ (t) = ωt + θσ (t), (66)
we rewrite Eqs. (61) (62) as
φ˙σ (t) = ϵΓ˜s (φσ − φτ , ωt + θσ , ωt + θτ ) , (67)
θ˙σ (t) = ϵΓ˜t (φσ − φτ , ωt + θσ , ωt + θτ ) . (68)
By applying the averaging method with respect to the temporal
phases, Eqs. (67) (68) are written in the following forms:
φ˙σ (t) = ϵΓs (φσ − φτ , θσ − θτ ) , (69)
θ˙σ (t) = ϵΓt (φσ − φτ , θσ − θτ ) , (70)
where the phase coupling functions for the spatial and temporal
phases are given by (e.g., see Fig. 13 in Section 3)
Γs (φσ − φτ , θσ − θτ )
= 1
2π
 2π
0
dλ Γ˜s (φσ − φτ , λ+ θσ , λ+ θτ ) , (71)
Γt (φσ − φτ , θσ − θτ )
= 1
2π
 2π
0
dλ Γ˜t (φσ − φτ , λ+ θσ , λ+ θτ ) . (72)
Therefore, we obtain the following phase equations:
Φ˙σ (t) = c + ϵΓs (Φσ − Φτ ,Θσ −Θτ ) , (73)
Θ˙σ (t) = ω + ϵΓt (Φσ − Φτ ,Θσ −Θτ ) , (74)
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Γs (Φσ − Φτ ,Θσ −Θτ )
= 1
2π
 2π
0
dλ
 2
0
dx
 1
0
dy Zs(x− Φσ , y, λ+Θσ )
×

X0(x− Φτ , y, λ+Θτ )− X0(x− Φσ , y, λ+Θσ )

, (75)
Γt (Φσ − Φτ ,Θσ −Θτ )
= 1
2π
 2π
0
dλ
 2
0
dx
 1
0
dy Zt(x− Φσ , y, λ+Θσ )
×

X0(x− Φτ , y, λ+Θτ )− X0(x− Φσ , y, λ+Θσ )

. (76)
The phase coupling functions for the spatial and temporal phases,
i.e., Γs(Φσ − Φτ ,Θσ − Θτ ) and Γt(Φσ − Φτ ,Θσ − Θτ ), depend
only on the spatial and temporal phase differences.
Let the spatial and temporal phase differences respectively be
defined as
∆Φ(t) = Φ1(t)− Φ2(t), (77)
∆Θ(t) = Θ1(t)−Θ2(t). (78)
From Eqs. (73) (74), we obtain the following equations by subtrac-
tion:
d
dt
∆Φ(t) = ϵΓ (a)s (∆Φ,∆Θ) , (79)
d
dt
∆Θ(t) = ϵΓ (a)t (∆Φ,∆Θ) , (80)
where
Γ (a)s (∆Φ,∆Θ) = Γs (∆Φ,∆Θ)− Γs (−∆Φ,−∆Θ) , (81)
Γ
(a)
t (∆Φ,∆Θ) = Γt (∆Φ,∆Θ)− Γt (−∆Φ,−∆Θ) . (82)
These two functions, i.e., Γ (a)s (∆Φ,∆Θ) and Γ
(a)
t (∆Φ,∆Θ), sat-
isfy the following properties:
Γ (a)s (−∆Φ,−∆Θ) = −Γ (a)s (∆Φ,∆Θ) , (83)
Γ
(a)
t (−∆Φ,−∆Θ) = −Γ (a)t (∆Φ,∆Θ) , (84)
which represent the anti-symmetry with respect to the origin,
i.e.,∆Φ = ∆Θ = 0.
Finally, we note that the forms of Eqs. (73) (74) are the same as
that of the phase equationswhich are derived fromweakly coupled
limit-torus oscillators described by finite-dimensional dynamical
systems (see Refs. [30,31]). That is, a system of oscillatory
convection with a spatially translational mode can be reduced
to a set of phase equations, similarly to an ordinary limit-torus
oscillator.
3. Numerical analysis of oscillatory convection
In this section, we illustrate the theory developed in Section 2
using a numerical analysis of the oscillatory convection in the
cylindrical Hele–Shaw cell.
3.1. Spectral transformation
For numerical simulations using the pseudospectral method
performed in Section 3.2, we first describe a spectral transforma-
tion. Considering the boundary conditions for X(x, y, t), given in
Eqs. (13) (14), we introduce the following spectral decomposition:
X(x, y, t) =
∞
j=−∞
∞
k=1
Hjk(t) exp(iπ jx) sin(πky), (85)where the spectral transformation of X(x, y, t) is given by
Hjk(t) =
 2
0
dx
 1
0
dy X(x, y, t) exp(−iπ jx) sin(πky). (86)
Similarly, the limit-torus solution X0(x − Φ, y,Θ) introduced in
Eq. (17) is decomposed as
X0(x− Φ, y,Θ)
=
∞
j=−∞
∞
k=1
Hjk(Θ) exp(−iπ jΦ) exp(iπ jx) sin(πky). (87)
The corresponding spectral transformation of the limit-torus
solution is described by
Hjk(Θ) exp(−iπ jΦ)
=
 2
0
dx
 1
0
dy X0(x− Φ, y,Θ) exp(−iπ jx) sin(πky), (88)
where we assign the origin of the spatial phase, i.e., Φ = 0, to the
spatial pattern X0(x, y,Θ) that satisfies the following property:
H−1,1(Θ)
=
 2
0
dx
 1
0
dy X0(x, y,Θ) exp(iπx) sin(πy) ∈ R, (89)
which is unique when a pair of vortices exist in the system, as
considered below (e.g., see Figs. 5 and 6 in Section 3.2). When
visualizing the temporal phase of the limit-torus in the infinite-
dimensional state space, we project the limit-torus solution X0(x−
Φ, y,Θ) onto the H0,2–H0,4 plane as
H0,2(Θ) =
 2
0
dx
 1
0
dy X0(x− Φ, y,Θ) sin(2πy), (90)
H0,4(Θ) =
 2
0
dx
 1
0
dy X0(x− Φ, y,Θ) sin(4πy), (91)
which are real numbers and depend only on the temporal phase
Θ . To determine the spatial phase of the limit-torus solution, we
introduce the following complex order parameter:
A(Φ,Θ) ≡ H−1,1(Θ) exp(iπΦ)
=
 2
0
dx
 1
0
dy X0(x− Φ, y,Θ) exp(iπx) sin(πy), (92)
which corresponds to Eq. (88) with j = −1 and k = 1. From
Eq. (89), the spatial phaseΦ is determined by
Φ = arg A(Φ,Θ)
π
. (93)
As in the case of X(x, y, t), considering the boundary conditions
for Zs(x−Φ, y,Θ) and Zt(x−Φ, y,Θ), i.e., the periodic boundary
condition on x and the Dirichlet zero boundary condition on y
as described in Eq. (A.20) (A.21), we also introduce the following
spectral decompositions:
Zs(x− Φ, y,Θ)
=
∞
j=−∞
∞
k=1
Z (s)jk (Θ) exp(−iπ jΦ) exp(iπ jx) sin(πky), (94)
Zt(x− Φ, y,Θ)
=
∞
j=−∞
∞
k=1
Z (t)jk (Θ) exp(−iπ jΦ) exp(iπ jx) sin(πky), (95)
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(b) Waveforms of H0,2(Θ) and H0,4(Θ). The Rayleigh number is Ra = 400;
therefore the traveling velocity and oscillation frequency are c = 0 and ω ≃ 532,
respectively.
where the spectral transformations are given by
Z (s)jk (Θ) exp(−iπ jΦ)
=
 2
0
dx
 1
0
dy Zs(x− Φ, y,Θ) exp(−iπ jx) sin(πky), (96)
Z (t)jk (Θ) exp(−iπ jΦ)
=
 2
0
dx
 1
0
dy Zt(x− Φ, y,Θ) exp(−iπ jx) sin(πky). (97)
The spatial power spectra of the phase sensitivity functions
averaged over the temporal phase are defined as
Ps(j, k) = 12π
 2π
0
dΘ
Z (s)jk (Θ)2 , (98)
Pt(j, k) = 12π
 2π
0
dΘ
Z (t)jk (Θ)2 . (99)
3.2. Limit-torus solution and phase sensitivity functions
We first summarize our numerical simulations in this paper.
As mentioned in the preceding subsection, we applied the pseu-
dospectralmethod, which is composed of a Fourier expansionwith
256 modes for the periodic boundary condition on x and a sine ex-
pansion with 128 modes for the Dirichlet zero boundary condition
on y. The fourth-order Runge–Kuttamethodwith integrating factor
using a time step ∆t = 10−4 ∼ 10−6 (mainly, ∆t = 10−4) were
applied for temporal integration. The initial values were prepared
such that the system exhibits oscillatory convection with a pair of
vortices. Because the Rayleigh number was fixed at Ra = 400, theFig. 5. (Color online) Snapshots of X0(x−Φ, y,Θ)withΦ = 1 forΘ = 0, π/2, π ,
and 3π/2.
traveling velocity and oscillation frequency were c = 0 and ω ≃
532, respectively. As mentioned below, this limit-torus solution
possesses reflection symmetry because the traveling velocity is ex-
actly zero, i.e., c = 0. Here, we note that the theory developed in
Section 2 is applicable for the case of non-zero traveling velocity.2
Fig. 4 shows the limit-torus orbit projected onto the H0,2–H0,4
plane, which was obtained from our numerical simulations of the
2 We have not found such a case in our numerical simulations of this system
although we have varied the Rayleigh number and the aspect ratio. Therefore, we
consider only the case of zero traveling velocity in this paper.
Y. Kawamura, H. Nakao / Physica D 295–296 (2015) 11–29 19Fig. 6. (Color online) Snapshots of both T0(x− Φ, y,Θ) and ψ0(x− Φ, y,Θ)withΦ = 1 forΘ = 0, π/2, π , and 3π/2.dynamical equation (11). Snapshots of the limit-torus solution
X0(x−Φ, y,Θ) are shown in Fig. 5. In addition, several quantities
associated with the limit-torus solution are shown as follows:
snapshots of the temperature field T0(x−Φ, y,Θ) and the stream
function ψ0(x − Φ, y,Θ) are shown in Fig. 6; snapshots of the
fluid velocity v0(x − Φ, y,Θ) = (∂yψ0(x − Φ, y,Θ), −∂xψ0(x −
Φ, y,Θ)) are shown in Fig. 7; snapshots of the right zero
eigenfunctions, Us(x−Φ, y,Θ) and Ut(x−Φ, y,Θ), are shown in
Fig. 8; snapshots of the phase sensitivity functions, Zs(x−Φ, y,Θ)
and Zt(x−Φ, y,Θ), are shown in Fig. 9.We note that the right zero
eigenfunctions,Us(x−Φ, y,Θ) andUt(x−Φ, y,Θ), were obtained
using Eqs. (38) and (39), respectively. We also note that the phasesensitivity functions, Zs(x − Φ, y,Θ) and Zt(x − Φ, y,Θ), were
obtained using the adjoint method, i.e., the relaxation method for
Eq. (44) with the orthonormalization condition given by Eq. (42).
As seen in Fig. 6, the spatial phase Φ can be considered as the
‘‘position’’ of the hot plume in the convection, whereas the tem-
poral phase Θ represents the ‘‘oscillation’’ of the convection. We
also note that the phase sensitivity functions, Zs(x− Φ, y,Θ) and
Zt(x − Φ, y,Θ), are spatially localized as seen in Fig. 9. Namely,
when the spatial phase isΦ = 1, the amplitudes of Zs(x−Φ, y,Θ)
and Zt(x − Φ, y,Θ) with respect to the temporal phase Θ in the
bottom-left, bottom-right, and top-center regions of the system
are much larger than those in the other regions; this fact reflects
20 Y. Kawamura, H. Nakao / Physica D 295–296 (2015) 11–29Fig. 7. (Color online) Snapshots of both vx(x− Φ, y,Θ) and vy(x− Φ, y,Θ)withΦ = 1 forΘ = 0, π/2, π , and 3π/2.the dynamics of the spatial pattern of the convective component
X0(x− Φ, y,Θ) shown in Fig. 5.
Furthermore, in this case, the limit-torus solution X0(x −
Φ, y,Θ) and the phase sensitivity functions, Zs(x − Φ, y,Θ) and
Zt(x−Φ, y,Θ), possess line symmetry. Asmentioned above, in this
case, the traveling velocity is zero, i.e.,
c = 0. (100)
This fact can also be expected from the spatial reflection symmetry
mentioned in Section 2.1. The limit-torus solution representing
the oscillatory convection with Eq. (100) possesses the following
reflection symmetry (see Fig. 5):
X0
−(x− Φ), y,Θ = X0x− Φ, y,Θ. (101)From Eqs. (38) and (39), the right zero eigenfunctions, Us(x −
Φ, y,Θ) and Ut(x − Φ, y,Θ), respectively possess the following
reflection anti-symmetry and reflection symmetry (see Fig. 8):
Us
−(x− Φ), y,Θ = −Usx− Φ, y,Θ, (102)
Ut
−(x− Φ), y,Θ = Utx− Φ, y,Θ. (103)
Therefore, the phase sensitivity functions, or the left zero eigen-
functions, also possess the following properties (see Fig. 9):
Zs
−(x− Φ), y,Θ = −Zsx− Φ, y,Θ, (104)
Zt
−(x− Φ), y,Θ = Ztx− Φ, y,Θ. (105)
Y. Kawamura, H. Nakao / Physica D 295–296 (2015) 11–29 21Fig. 8. (Color online) Snapshots of both Us(x− Φ, y,Θ) and Ut(x− Φ, y,Θ)withΦ = 1 forΘ = 0, π/2, π , and 3π/2.Moreover, in this case, the limit-torus solution X0(x−Φ, y,Θ)
and the phase sensitivity functions, Zs(x − Φ, y,Θ) and Zt(x −
Φ, y,Θ), also possess point symmetry. For eachΘ , the limit-torus
solution and phase sensitivity functions possess the following
properties with respect to a certain point of the system (see Figs. 5
and 9):
X0(−xδ,−yδ,Θ) = −X0(xδ, yδ,Θ), (106)
Zs(−xδ,−yδ,Θ) = Zs(xδ, yδ,Θ), (107)
Zt(−xδ,−yδ,Θ) = −Zt(xδ, yδ,Θ), (108)
where xδ = x− Φ/2 and yδ = y− 1/2.3.3. Effective phase sensitivity functions
In this subsection, we calculate the effective phase sensitivity
functions obtained in Section 2.5. Before illustrating the effective
phase sensitivity functions, the spatial power spectra of the phase
sensitivity functions averaged over the temporal phase as defined
in Eqs. (98) and (99), i.e., Ps(j, k) and Pt(j, k), are shown in
Fig. 10(a) and (b), respectively. Owing to the point-symmetry of
the phase sensitivity functions, given in Eqs. (107) (108), both
Ps(j, k) and Pt(j, k) exhibit checkerboard patterns. The power of
the mode (j, k) = (7, 3) is the largest for Ps(j, k) and Pt(j, k). To
illustrate the effective phase sensitivity functions, we consider a
22 Y. Kawamura, H. Nakao / Physica D 295–296 (2015) 11–29Fig. 9. (Color online) Snapshots of both Zs(x− Φ, y,Θ) and Zt(x− Φ, y,Θ)withΦ = 1 forΘ = 0, π/2, π , and 3π/2.spatial pattern
a(x, y) = cos(π jx) sin(πky), (109)
where j = 7 and k = 3. Fig. 10(c) shows the spatial pattern a(x, y),
for which the effective phase sensitivity functions are shown in
Fig. 11 with respect to Φ and Θ . In addition, the effective phase
sensitivity functions with Φ = 0.75 are shown in Fig. 12 as a
function ofΘ .
As seen in Figs. 11 and 12, the effective phase sensitivity func-
tions, ζs(Φ,Θ) and ζt(Φ,Θ), exhibit both positive and negative
values. Namely, when the effective phase sensitivity function for
the spatial phase, ζs(Φ,Θ), is positive (negative), the spatial phase
Φ is advanced (delayed) by applying a positive perturbation. Sim-ilarly, when the effective phase sensitivity function for the tempo-
ral phase, ζt(Φ,Θ), is positive (negative), the temporal phaseΘ is
advanced (delayed) by applying a positive perturbation.
3.4. Phase coupling functions
In this subsection, we calculate the phase coupling functions
obtained in Section 2.6. The anti-symmetric components of the
phase coupling functions, Γ (a)s (∆Φ,∆Θ) and Γ
(a)
t (∆Φ,∆Θ), are
shown in Fig. 13(a) and (b), respectively. As shown in Eqs. (83) (84),
both Γ (a)s (∆Φ,∆Θ) and Γ
(a)
t (∆Φ,∆Θ) possess anti-symmetry
with respect to the origin, i.e.,∆Φ = ∆Θ = 0.
Y. Kawamura, H. Nakao / Physica D 295–296 (2015) 11–29 23Fig. 10. (Color online) (a) Spatial power spectrum of Zs(x − Φ, y,Θ) averaged
over Θ , i.e., Ps(j, k). (b) Spatial power spectrum of Zt(x − Φ, y,Θ) averaged over
Θ , i.e., Pt(j, k). (c) Spatial pattern a(x, y) = cos(π jx) sin(πky)with j = 7 and k = 3.
Here, we describe another symmetry of the anti-symmetric
components of the phase coupling functions in this reflection
symmetric case. The phase coupling functions given by Eqs. (75)
(76) are written in the following forms:
Γs(∆Φ,∆Θ)
= 1
2π
 2π
0
dλ
 2
0
dx
 1
0
dy Zs(x−∆Φ, y, λ+∆Θ)
×

X0(x, y, λ)− X0(x−∆Φ, y, λ+∆Θ)

, (110)
Γt(∆Φ,∆Θ)
= 1
2π
 2π
0
dλ
 2
0
dx
 1
0
dy Zt(x−∆Φ, y, λ+∆Θ)
×

X0(x, y, λ)− X0(x−∆Φ, y, λ+∆Θ)

. (111)
From Eqs. (101) (104) (105), the phase coupling functions,
Γs(∆Φ,∆Θ) andΓt(∆Φ,∆Θ), respectively possess the following
reflection anti-symmetry and reflection symmetry:
Γs(−∆Φ,∆Θ) = −Γs(∆Φ,∆Θ), (112)
Γt(−∆Φ,∆Θ) = Γt(∆Φ,∆Θ). (113)
Therefore, the anti-symmetric components of the phase coupling
functions, Γ (a)s (∆Φ,∆Θ) and Γ
(a)
t (∆Φ,∆Θ), also possess theFig. 11. (Color online) (a) Effective phase sensitivity function for the spatial phase,
ζs(Φ,Θ). (b) Effective phase sensitivity function for the temporal phase, ζt(Φ,Θ).
The spatial pattern a(x, y) of the perturbation is given by Eq. (109) and is shown in
Fig. 10(c).
following properties (see Fig. 13):
Γ (a)s (−∆Φ,∆Θ) = −Γ (a)s (∆Φ,∆Θ), (114)
Γ
(a)
t (−∆Φ,∆Θ) = Γ (a)t (∆Φ,∆Θ). (115)
In addition, considering the symmetries given by Eqs. (83) (84)
and Eqs. (114) (115), we also obtain the following properties (see
Fig. 13):
Γ (a)s (∆Φ,−∆Θ) = Γ (a)s (∆Φ,∆Θ), (116)
Γ
(a)
t (∆Φ,−∆Θ) = −Γ (a)t (∆Φ,∆Θ). (117)
From the above symmetries, in this case, it is sufficient to
investigate only the following region: (∆Φ,∆Θ/π) ∈ [0, 1] ×
[0, 1]. Fig. 13(c) shows the nullclines, equilibrium points, and
typical orbits of the phase differences in this region. The typical
orbits were obtained from the numerical simulations of Eqs. (79)
(80). As seen in Fig. 13(c), the spatial and temporal in-phase
state, i.e., (∆Φ,∆Θ/π) = (0, 0), is globally stable under the
phase reduction approximation. The spatial phase difference ∆Φ
24 Y. Kawamura, H. Nakao / Physica D 295–296 (2015) 11–29Fig. 12. (Color online) (a) Effective phase sensitivity function for the spatial phase,
ζs(Φ,Θ), plotted as a function of Θ with Φ = 0.75. (b) Effective phase sensitivity
function for the temporal phase, ζt(Φ,Θ), plotted as a function ofΘ withΦ = 0.75.
monotonously decreases to zero, whereas the temporal phase
difference∆Θ first oscillates and then becomes zero.
4. Comparisons with direct numerical simulations
In this section, we compare the theoretical values obtained in
Section 3 with direct numerical simulations of oscillatory convec-
tion.
4.1. Spatiotemporal phase responses of oscillatory convection toweak
impulses
In this subsection, wemake a comparison of the effective phase
sensitivity functions between the theoretical values obtained in
Section 3.3, i.e., Fig. 12, and direct numerical simulations of oscil-
latory convection with weak impulses described by Eq. (46) using
Eqs. (53) (109). The comparison of the effective phase sensitivity
functions, ζs(Φ = 0.75,Θ) and ζt(Φ = 0.75,Θ), between the
direct numerical simulations with impulse intensity ϵ and the the-
oretical curves are shown in Fig. 14. The simulation results agree
quantitatively with the theory.
4.2. Spatiotemporal phase synchronization between weakly coupled
systems of oscillatory convection
In this subsection, we make a comparison on time evolution of
phase differences between the theoretical values obtained in Sec-
tion 3.4, i.e., Fig. 13(c), and direct numerical simulations of two
weakly coupled systems of oscillatory convection described by
Eq. (59). The comparison of the time evolution of the phase dif-
ferences between the direct numerical simulations with coupling
intensity ϵ and the theoretical curves are shown in Fig. 15. The sim-
ulation results agree quantitatively with the theory.Fig. 13. (Color online) (a) Anti-symmetric component of the phase coupling
function for the spatial phase, Γ (a)s (∆Φ,∆Θ). (b) Anti-symmetric component of
the phase coupling function for the temporal phase, Γ (a)s (∆Φ,∆Θ). (c) Null-
clines, equilibrium points, and typical orbits of the phase differences in the fol-
lowing region (∆Φ,∆Θ/π) ∈ [0, 1] × [0, 1]. The solid (blue) and broken
(red) lines indicate the nullclines of Γ (a)s (∆Φ,∆Θ) and Γ
(a)
t (∆Φ,∆Θ), respec-
tively. The filled circle (•) indicates the stable equilibrium point (∆Φ,∆Θ/π) =
(0, 0), whereas the times signs (×) indicate the unstable equilibrium points
(∆Φ,∆Θ/π) = (0, 1), (1, 0), and (1, 1). The dotted (green) lines indicate
the typical orbits of the phase differences whose initial values indicated by the
plus signs (+) are (∆Φ,∆Θ/π) = (0.95, 0.20), (0.95, 0.40), (0.95, 0.60), and
(0.95, 0.80).
Y. Kawamura, H. Nakao / Physica D 295–296 (2015) 11–29 25  
Fig. 14. (Color online) Comparisons of the effective phase sensitivity functions,
i.e., (a) ζs(Φ = 0.75,Θ) and (b) ζt(Φ = 0.75,Θ), between direct numerical
simulations with impulse intensity ϵ and the theoretical curves (theory).
5. Concluding remarks
Our investigations in this paper are summarized as follows.
In Section 2, we formulated the theory for the phase description
of oscillatory convection with a spatially translational mode. In
particular,wederived the phase sensitivity functions for the spatial
and temporal phases. Details of the derivation of the adjoint
operator, which provides the phase sensitivity functions, are given
in Appendix A. Treatments of the boundary forcing are described
in Appendix B. We also derived the phase coupling functions for
the spatial and temporal phases. In Section 3, we illustrated the
theoryusing thenumerical analysis of the oscillatory convection. In
particular, we obtained the phase sensitivity functions and phase
coupling functions. In Section 4, we made comparisons between
the theory and direct numerical simulations: the spatiotemporal
phase responses of oscillatory convection to weak impulses
and the spatiotemporal phase synchronization between two
weakly coupled systems of oscillatory convection. The theoretical
predictions were successfully confirmed by the direct numerical
simulations.
Here, we give some concluding remarks. First, we summarize
three types of solutions to partial differential equations for the field
X(x, t) and the corresponding phase description methods consid-
ered so far.3,4 (A) a traveling solution: X(x, t) = X0(x − Φ(t))
3 We do not consider the neighborhood of the drift bifurcation point, in which
the corresponding critical mode should be further taken into account in the
theory (see Refs. [32,33] for this point in the case of traveling pulse solutions to
reaction–diffusion equations).
4 We do not consider the case in which there exists a conserved quantity; in such
a case, the conserved quantity should also be taken into account in the theory (see
Refs. [34,35] for this point).0.0
0.2
0.4
0.6
0.8
1.0
0.0
0.2
0.4
0.6
0.8
1.0
0.0
0.2
0.4
0.6
0.8
1.0
0.0 1.0 2.0 3.0 4.0 5.0 6.0
0.0 1.0 2.0 3.0 4.0 5.0 6.0
0.02
0.01
0.0 0.2 0.4 0.6 0.8 1.0
Fig. 15. (Color online) Comparisons of the time evolution of the phase differences
between direct numerical simulations with coupling intensity ϵ and the theoretical
curves (theory). (a)∆Φ vs. ϵt . (b)∆Θ/π vs. ϵt . (c)∆Θ/π vs.∆Φ . The initial values
are (∆Φ,∆Θ/π) = (0.95, 0.20), (0.95, 0.40), (0.95, 0.60), and (0.95, 0.80).
with Φ˙(t) = c . (B) an oscillating solution: X(x, t) = X0(x,Θ(t))
with Θ˙(t) = ω. (C) a traveling and oscillating solution: X(x, t) =
X0(x − Φ(t),Θ(t)) with Φ˙(t) = c and Θ˙(t) = ω. The phase
description method for Type (A) has been developed in Refs.
[36–38] (see also Refs. [39–41]); this method is closely related to
the phase reduction approach to spatially periodic patterns in that
the phase is associated with spatial translational symmetry break-
ing [34,42–46] (see also Refs. [2,11–14,35,47,48]). As mentioned
in Refs. [19–21], Type (A) can be considered as a special case of
Type (B). Type (B) can be considered as a limit-cycle solution and
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ered as a limit-torus solution and possesses two phase variables.
The phase description method developed in this paper belongs to
Type (C), and it can be considered as a generalization of our phase
description method for Type (B) developed in Refs. [19–21].
Second, we note the spatial reflection symmetry of spatial
patterns. Consider the pattern formation in a system of spatial
reflection symmetry: when a spatial pattern does not break the
reflection symmetry, the traveling velocity is zero, c = 0; mean-
while, when a spatial pattern does break the reflection symmetry,
the traveling velocity becomes non-zero, c ≠ 0. The traveling ve-
locity of the oscillatory cylindrical-Hele–Shaw convection is zero;
however, the phase description method itself is applicable for the
case of non-zero traveling velocity.5 If the reflection symmetry of
limit-torus solution, i.e., Eq. (101), is lost, then those of the phase
sensitivity functions, i.e., Eqs. (104) (105), are lost, and those of the
phase coupling functions, i.e., Eqs. (112) (113) and Eqs. (114) (115),
are also lost.
Third, we note ubiquitousness of the limit-torus solutions to
partial differential equations. A limit-torus solution to an ordinary
differential equation represents a quasi-periodic oscillator, and
a phase description method for the quasi-periodic oscillator has
also been developed [30,31]. However, there have been few
studies on the synchronization of quasi-periodic oscillators; this
may be due to the fact that limit-cycle or chaotic oscillations
are ubiquitous, but quasi-periodic oscillations are rather rare in
ordinary differential equations. In contrast, a limit-torus solution
is ubiquitous in a partial differential equation that possesses
some spatial translational symmetry. From this point of view, a
systematic analysis of a set of phase equations, such as Eqs. (54)
(55), Eqs. (73) (74), and Eqs. (79) (80), ismeaningful and important.
It should also be noted that these phase equations are universal and
invariant for limit-torus solutions.
Finally, we remark the broad applicability of our phase descrip-
tion approach. It is applicable not only to oscillatory cylindrical-
Hele–Shaw convection but also to other phenomena described by
traveling and oscillating solutions, i.e., limit-torus solutions. The
phase description method can be generalized to traveling and os-
cillating localized convection (i.e., a traveling breather) in a binary
fluid system (see, e.g., Ref. [49]) or traveling and oscillating con-
vection (i.e., amplitude vacillation [18]) in a rotating fluid annu-
lus system (see, e.g., Ref. [50]). Similar phase description methods
can also be developed for oscillating spots of zero traveling veloc-
ity (see, e.g., Ref. [51]) or traveling breathers of non-zero traveling
velocity (see, e.g., Ref. [52]) in reaction–diffusion systems.
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the case of non-zero traveling velocity as in the case of zero traveling velocity.Appendix A. Derivation of the adjoint operator
In this appendix, we describe the details of the derivation of
the adjoint operator L∗(x − Φ, y,Θ) given in Eqs. (30) (31) (see
also, e.g., Refs. [53,54] for mathematical terms). The derivation
procedure is similar to that performed in Ref. [20]. From Eqs. (25)
(26), the linear operator L(x − Φ, y,Θ) is given by the following
form:
L(x− Φ, y,Θ)u(x− Φ, y,Θ)
= ∂
2u
∂x2
+ ∂
2u
∂y2
− ∂ψ0
∂y
∂u
∂x
+ ∂ψ0
∂x
∂u
∂y
+ ∂ψu
∂x

∂X0
∂y
− 1

− ∂ψu
∂y
∂X0
∂x
+ c ∂u
∂x
− ω ∂u
∂Θ
. (A.1)
By partial integration, each term of the inner product [[u∗(x −
Φ, y,Θ),L(x− Φ, y,Θ)u(x− Φ, y,Θ)]] is transformed into
u∗,
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∂x2

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. (A.9)
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function ψu(x − Φ, y,Θ) given in Eq. (27) can also be written in
the following form:
ψu(x− Φ, y,Θ) =
 2
0
dx′
 1
0
dy′ G(x, y, x′, y′)
× ∂u(x
′ − Φ, y′,Θ)
∂x′
. (A.10)
In Eqs. (A.6) (A.7), we perform the following manipulations:
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where we used the following abbreviations:
X ′0 = X0(x′ − Φ, y′,Θ), u′ = u(x′ − Φ, y′,Θ),
u∗′ = u∗(x′ − Φ, y′,Θ), (A.13)
and also defined the following functions:
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Here, we note that Eqs. (32) (33) can be derived by applying the
Laplacian to Eqs. (A.14) (A.15), respectively. In this way, the adjoint
operatorL∗(x− Φ, y,Θ), defined in Eq. (29), is obtained as
L∗(x− Φ, y,Θ)u∗(x− Φ, y,Θ)
= ∂
2u∗
∂x2
+ ∂
2u∗
∂y2
+ ∂
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
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∂ψ0
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Similarly to the boundary conditions for u(x− Φ, y,Θ) as
u(x− Φ + 2, y,Θ) = u(x− Φ, y,Θ), (A.17)
u(x− Φ, y,Θ)

y=0
= u(x− Φ, y,Θ)

y=1
= 0, (A.18)
u(x− Φ, y,Θ + 2π) = u(x− Φ, y,Θ), (A.19)
the adjoint boundary conditions are given by
u∗(x− Φ + 2, y,Θ) = u∗(x− Φ, y,Θ), (A.20)
u∗(x− Φ, y,Θ)

y=0
= u∗(x− Φ, y,Θ)
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y=1
= 0, (A.21)
u∗(x− Φ, y,Θ + 2π) = u∗(x− Φ, y,Θ), (A.22)
which represent theperiodic boundary condition on x, theDirichlet
zero boundary condition on y, and the 2π-periodicity with respect
toΘ . In fact, under these adjoint boundary conditions, the bilinear
concomitant S[u∗(x − Φ, y,Θ), u(x − Φ, y,Θ)] = [[u∗(x −
Φ, y,Θ),L(x−Φ, y,Θ)u(x−Φ, y,Θ)]]−[[L∗(x−Φ, y,Θ)u∗(x−
Φ, y,Θ), u(x− Φ, y,Θ)]] becomes zero, i.e.,
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2π
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
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Each term of the bilinear concomitant S[u∗(x − Φ, y,Θ), u(x −
Φ, y,Θ)] vanishes for the following reasons: the 1st, 2nd, 5th, 7th,
9th, 10th, and 11th terms in Eq. (A.23) become zero owing to the
2-periodicity with respect to x for all the functions; the 3rd, 4th,
6th, and 8th terms, the Dirichlet zero boundary condition on y for
u and u∗; the last term (i.e., the 12th term), the 2π-periodicity with
respect toΘ for all the functions.
Appendix B. Oscillatory convection with weak boundary forc-
ing
In this appendix, we consider oscillatory cylindrical-Hele–Shaw
convectionwithweak boundary forcing described by the following
equation:
∂
∂t
T (x, y, t) = ∇2T + J(ψ, T ), (B.1)
where the stream function ψ(x, y, t) is determined from the
temperature field T (x, y, t) as
∇2ψ(x, y, t) = −Ra∂T
∂x
. (B.2)
The above two equations are a reproduction of Eqs. (1) (4) for
readability. The boundary conditions for the temperature field
T (x, y, t) are now given by
T (x, y, t)

y=0
= 1+ ϵpB(x, t), (B.3)
T (x, y, t)

y=1
= 0+ ϵpT(x, t), (B.4)
where the weak boundary forcing applied at the bottom (y =
0) and the top (y = 1) is described by ϵpB(x, t) and ϵpT(x, t),
respectively. The stream function ψ(x, y, t) satisfies the Dirichlet
zero boundary condition on y, i.e.,
ψ(x, y, t)

y=0
= ψ(x, y, t)

y=1
= 0. (B.5)
Extending the transformation given by Eq. (10), we consider
the following transformation of the temperature field (see also,
e.g., Ref. [55] for this type of transformation):
T (x, y, t) = (1− y)+ ϵP(x, y, t)+ X(x, y, t), (B.6)
where the function P(x, y, t) is defined as
P(x, y, t) = pB(x, t)+ y

pT(x, t)− pB(x, t)

. (B.7)
We note that P(x, y, t)|y=0 = pB(x, t) and P(x, y, t)|y=1 = pT(x, t).
By considering the boundary forcing, the stream functionψ(x, y, t)
is also decomposed as
ψ(x, y, t) = ψX (x, y, t)+ ϵψP(x, y, t). (B.8)
Substituting Eqs. (B.6) (B.8) into Eq. (B.1), we derive the following
equation:
∂
∂t
X(x, y, t) = ∇2X + J(ψX , X)− ∂ψX
∂x
+ ϵB(x, y, t)+ ϵ2J(ψP , P), (B.9)where the first-order terms associated with the boundary forcing
are given by
B(x, y, t) =

∇2 − ∂
∂t

P + J(ψX , P)+ J(ψP , X)− ∂ψP
∂x
. (B.10)
Applying Eqs. (B.6) (B.8) to Eq. (B.2) and also considering the
linearity of Eq. (B.2), we obtain the following equations:
∇2ψX (x, y, t) = −Ra∂X
∂x
, (B.11)
∇2ψP(x, y, t) = −Ra∂P
∂x
. (B.12)
We note that Eq. (B.11) corresponds to Eq. (12). From Eqs. (B.3)
(B.4) and Eqs. (B.6) (B.7), as in Eq. (14), the convective component
X(x, y, t) satisfies the Dirichlet zero boundary condition on y, i.e.,
X(x, y, t)

y=0
= X(x, y, t)

y=1
= 0. (B.13)
The two stream functions, ψX (x, y, t) and ψP(x, y, t), also satisfy
the Dirichlet zero boundary condition on y, i.e.,
ψX (x, y, t)

y=0
= ψX (x, y, t)

y=1
= 0, (B.14)
ψP(x, y, t)

y=0
= ψP(x, y, t)

y=1
= 0. (B.15)
In this way, oscillatory convection with boundary forcing is found
to be exactly described by Eq. (B.9), which possesses the form of
Eq. (46) from the viewpoint of the phase reduction.
When the boundary forcing is absent, i.e., ϵ = 0, the system is
assumed to exhibit oscillatory cylindrical-Hele–Shaw convection
described by the following limit-torus solution:
X(x, y, t) = X0

x− Φ(t), y,Θ(t),
Φ˙(t) = c, Θ˙(t) = ω, (B.16)
which is a reproduction of Eq. (17) for readability. Under the
assumption that the boundary forcing is sufficiently weak, as in
Section 2.5, using the phase sensitivity functions given by Eqs. (51)
(52), we derive a set of phase equations from Eq. (B.9) as follows:
Φ˙(t) = c + ϵ
 2
0
dx
 1
0
dy Zs(x− Φ, y,Θ)
× B0(x, x− Φ, y,Θ, t), (B.17)
Θ˙(t) = ω + ϵ
 2
0
dx
 1
0
dy Zt(x− Φ, y,Θ)
× B0(x, x− Φ, y,Θ, t), (B.18)
where the effective boundary forcing function is given by
B0(x, x− Φ, y,Θ, t) =

∇2 − ∂
∂t

P + J(ψ0, P)
+ J(ψP , X0)− ∂ψP
∂x
. (B.19)
We note that the two functions, X0 and P0, are given by Eqs. (20)
and (21), respectively. We also note that the second-order term of
Eq. (B.9), i.e., ϵ2J(ψP , P), is negligible owing to the smallness of ϵ.
Furthermore, we consider the case in which the weak forcing is
spatially homogeneous as follows:
pB(x, t) = qB(t), (B.20)
pT(x, t) = qT(t). (B.21)
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as
B0(x− Φ, y,Θ, t)
=

qT(t)− qB(t)
∂ψ0
∂x
−

y q˙T(t)+ (1− y) q˙B(t)

. (B.22)
In summary, the phase description method is applicable to the
oscillatory cylindrical-Hele–Shaw convection with weak forcing
applied to the boundary given in Eqs. (B.3) (B.4) as well as to the
bulk given in Eq. (45). Because the spatial extent of the cylindrical-
Hele–Shaw cell is quasi-two-dimensional, external forcing can
be easily applied not only to the boundary but also to the bulk
in experiments; however, in general, although external forcing
can be easily applied to boundary, it may be difficult to apply
external forcing to bulk of fluid systems in experiments. In fact, in
the rotating fluid annulus experiments [24,25], perturbations are
applied to the boundary. Therefore, the treatments of boundary
forcing as developed in this appendix are required to apply the
phase description method to such fluid systems.
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