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Esta Tesis define un marco de referencia para crear un modelo de representación del 
conocimiento inspirándose en la componente biológica cognitiva. Con ello se pretende 
conseguir un meta-modelo que se comporte de manera análoga a cómo funciona el 
sistema de adquisición, representación y almacenamiento de la información en los 
seres humanos, considerando los principales componentes cognitivos asociados: la 
percepción, el conocimiento y la memoria. Se espera de dicho meta-modelo el poder 
extender las capacidades del ser humano (limitación perceptual, tanto en capacidad 
como en variedad), reduciendo sus inconvenientes, de manera que sea posible 
integrar más información semántica en cada una de las entidades almacenadas en la 
Base de Conocimiento Global. Dicho conocimiento global podrá ser usado 
posteriormente en una gran variedad de Sistemas de Información, tales como motores 
de inferencia avanzados, planificadores y sistemas de recomendación, entre otros. 
El marco de referencia está compuesto por tres partes bien diferenciadas: 
 Una serie de Principios Fundamentales identificados y obtenidos mediante un 
análisis exhaustivo de la literatura, en el área de la Psicología y la Neurociencia 
Cognitiva. 
 Una serie de Características Tecnológicas inferidas por dichos principios y 
soportadas por un estudio del estado actual en el área de las Ciencias de la 
Computación. 
 Una implementación modular, distribuida, escalable, eficiente y segura del 
modelo de representación basada en las características tecnológicas y en los 
principios fundamentales expuestos. 
El marco de referencia ha sido validado en sus componentes teóricas mediante 
expertos en la materia para ambos campos, y en su componente práctica mediante 
una implementación física y su correspondiente experimentación. 
 
PALABRAS CLAVE: modelado del conocimiento, cognición, percepción, conocimiento, 
memoria, marco de referencia, modelo, aprendizaje automático, inteligencia artificial, 
arquitectura de computadores, computación en la nube, Internet de las cosas, 







This Thesis defines a framework to create a knowledge representation model inspired 
by the biological cognitive component. With this, it is sought to achieve a meta-model 
that behaves in an analogous way as the acquisition, representation and storage 
systems in humans, considering the main associated cognitive components: 
perception, knowledge and memory. This meta-model is expected to extend the 
capabilities of the mankind (perceptual limitation, both in capacity and variety), 
reducing its drawbacks, so that it is possible to integrate more semantic information in 
each one of the entities stored in the Global Knowledge Base. Such global knowledge 
can later be used in a wide variety of Information Systems, such as advanced inference 
engines, planners and recommendation systems, among others. 
The framework is composed by three distinct parts: 
 A set of Fundamental Principles identified and obtained through an exhaustive 
analysis of the literature, in the area of Psychology and Cognitive 
Neuroscience. 
 A series of Technical Characteristics inferred by such Fundamental Principles 
and supported by a study of the current state in the area of Computer Science. 
 A modular, distributed, scalable, efficient and secure implementation of the 
representation model based on the technological characteristics and 
fundamental principles exposed. 
The framework has been validated in its theoretical components by experts in both 
fields, and in its practical component through a physical implementation and its 
corresponding experimentation. 
 
KEYWORDS: knowledge modelling, cognition, perception, knowledge, framework, 
model, machine learning, artificial intelligence, computer architectures, cloud 
computing, Internet of things, sensors, information security, perceptual expansion. 
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Capítulo 1. Introducción 
1.1. Contexto 
 
Hoy en día Internet cuenta con más de dos mil cuatrocientos millones de usuarios 
alrededor del globo [1] y el aumento de conexiones y dispositivos a la red de redes 
sigue una tendencia lineal de crecimiento. Tal cantidad de usuarios interconectados, 
crean y comparten diariamente a través de los distintos servicios que brinda Internet 
cantidades ingentes de datos, de información, de conocimiento. Esta descomunal 
cantidad de datos, en muchas ocasiones redundantes, ha derivado en el problema 
conocido como information overload, o sobrecarga de información [2]. 
Según la Real Academia Española en su vigésima tercera edición del diccionario de la 
lengua española [3], el término conocimiento tiene múltiples acepciones, entre las que 
destacan: 
- Entendimiento, inteligencia, razón natural. 
- Noción, saber o noticia elemental de algo. 
- (Psicol.) Estado de vigilia en que una persona es consciente de lo que le rodea. 
Debido a la profusión de definiciones es necesario recurrir a la rama de la ciencia 
dedicada a estudiar el conocimiento. Dicha rama es la epistemología, que, atendiendo 
al citado diccionario, es la doctrina de los fundamentos y métodos del conocimiento 
científico. La epistemología proporciona múltiples definiciones y diversas teorías 
acerca del conocimiento. Desde un punto de vista simplificado, la epistemología 
relaciona las acciones con la mente y con el conocimiento, atendiendo este último al 
conjunto de hechos e información que adquiere un ser vivo a través de la experiencia 
o educación, y su comprensión práctica y teórica de elementos referentes a la 
realidad. Entre los tipos de conocimiento acerca de dichos elementos se destaca el 
“saber qué”, el “saber cómo”, el “saber cuándo” y el “saber dónde” [4]. 
Los sistemas de representación del conocimiento han evolucionado en las últimas 
décadas. Cabe destacar la evolución adoptada por las tecnologías web, comenzando 
con páginas en las que la información estaba estructurada en etiquetas simples con 
bajo contenido semántico hasta alcanzar actuales tecnologías como la web semántica, 
en las que la información de las etiquetas es mucho más rica y completa, permitiendo 
a los motores de búsqueda especializados obtener resultados más acordes con las 
búsquedas realizadas en los mismos, o la web social, que básicamente se basa en un 
ecosistema de participación entre usuarios, donde el contenido se crea dinámicamente 
mediante la agregación de contribuciones individuales de múltiples usuarios que 
pueden estar relacionados directa o indirectamente [5] 
Como se ha comentado anteriormente en este punto, la red de redes permite 
intercambiar diariamente ingentes cantidades de información entre sus usuarios. 
Información que puede estar representada de diversas formas (fotografías e 
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imágenes, vídeo, audio, texto) y tener diversas naturalezas (contenido estático, como 
en una web, o bien generado dinámicamente, como en una videoconferencia). Tal 
grado de heterogeneidad en la naturaleza de los contenidos hace que el poder 
clasificarlos, indexarlos y acceder de forma precisa a los mismos sea una tarea 
extremadamente costosa. Suficientemente complicada como para ser inabarcable por 
el ser humano, a pesar de las diferentes tecnologías semánticas surgidas para ayudar 
a tal propósito. 
A fin de poder clasificar parte de la información accesible en Internet, se han 
desarrollado diferentes elementos basados en el área de las ciencias de la 
computación, y de la inteligencia artificial. Tecnologías como son los buscadores 
(desde texto plano hasta similitud entre imágenes) y arañas de búsqueda, las cuales 
pueden considerarse agentes inteligentes que recorren e indexan automáticamente el 
contenido. Sin embargo, la labor de clasificación e indexación dista mucho del proceso 
de interpretación humano, provocando en ocasiones imprecisión a la hora de 
recuperar los contenidos a pesar de la semántica asociada a los datos indexados. 
Por otra parte, cada vez existen más sistemas dotados de conectividad a la red, y un 
amplio rango de sensores diferentes, capaces de percibir diferentes características del 
entorno. Dichos dispositivos, considerados parte de la corriente denominada Internet 
of Things (IoT) [6]–[8], se emplean en un variado número de entornos. Desde sistemas 
domóticos [9] para hogares hasta en la denominada Industria 4.0 [10], [11]. Sin 
embargo, aunque dichos sistemas tienen un enorme potencial a la hora de enriquecer 
la información relativa al entorno en el que actúan gracias a sus sensores y sus 
capacidades de comunicación, por lo general, suelen aplicarse únicamente en tareas 
específicas, en las cuales los datos de los sensores suelen ser empleados únicamente 
para determinar acciones a realizar en base a eventos detectados (p. ej. levantar una 
persiana, encender y apagar luces, activar climatización, activar una alarma, comenzar 
o detener un proceso de producción, etcétera). Si bien, es cierto que existen servicios 
de Internet que aprovechan dicha potencia “sensorial” para proporcionar sus 
funcionalidades clave, como es el caso de la predicción del tráfico por Google [12] 
utilizando la información en tiempo real facilitada por los smartphones dotados del 
servicio, o la navegación y geo-posicionamiento en interiores, como por ejemplo, en la 
red de metro, mediante el uso de los sensores inerciales y del barómetro (en 
dispositivos dotados de los mismos) [13], es cierto que todavía no se está 
aprovechando al máximo el rendimiento que podría darse a dicha información para 
enriquecer las características semánticas del entorno en el que operan. 
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1.2. Relevancia 
 
Tras realizar un estudio del estado del arte en el ámbito tecnológico, y tras consultar a 
distintos expertos en la materia, no se han encontrado evidencias sobre la existencia 
de un sistema singular capaz de aprender conocimiento de cualquier disciplina y 
realizar un proceso de razonamiento combinando el conocimiento de diferentes áreas. 
Igualmente, la capacidad de aprender de distintas fuentes, al igual que hacen los seres 
humanos, podría mejorar drásticamente la reducción de redundancia en la base de 
conocimiento de sistemas existentes, como puede intuirse de la evolución tecnológica 
de los sistemas de clasificación y recomendación presentada en el estudio de [5]. 
Nótese que la redundancia es negativa en cuanto al almacenamiento de los prototipos 
representativos en la base de conocimiento, pues puede aumentar significativamente 
el tamaño de la misma, y es dicha redundancia la que pretende minimizarse, 
agrupando múltiples representaciones de un mismo elemento clasificadas bajo el 
mismo concepto en base a sus características esenciales, y extendiendo el prototipo 
mediante características adicionales generando sub-clases o sub-categorías, en lugar 
de almacenar una nueva instancia completa (tarea intuitiva que ocurre de manera 
natural en los seres humanos, como se enuncia en la teoría de prototipos formulada 
por Rosch [14]). Sin embargo, es cierto que la redundancia puede ayudar en el 
entrenamiento de sistemas de aprendizaje automático, y al igual que con la teoría de 
prototipos, se verá más adelante la manera en la que se tratará el conjunto de 
entrenamiento. Dicho sistema también mejoraría la precisión en la recuperación de 
información, ya que disponer de mayor representatividad podría ayudar a crear 
motores de búsqueda semánticos muy precisos con capacidad de autoaprendizaje, 
útiles en el Internet actual, donde la tasa de ruido en los principales buscadores es 
relativamente alta. Asimismo, podría ayudar a la investigación en nuevas áreas del 
conocimiento, desarrollar sistemas expertos en un amplio rango de dominios, 
incluyendo, por ejemplo, diagnósticos médicos, asistencia a la toma de decisiones 
empresariales o paliar el efecto negativo de las noticias falsas [15], [16], con un alto 
índice de repercusión social. 
Desde un punto de vista a largo plazo, un sistema cuya base de conocimiento extienda 
un modelo de representación de conocimiento basado en la percepción, 
proporcionaría ciertas características similares a las del ser humano en cuanto a 
aprendizaje y procesamiento asociativo y relacional de la información, lo cual ayudaría 
a incrementar la calidad de vida de las personas a nivel global, pues la aplicabilidad 
sería prácticamente universal. 
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1.3. Objetivo e hipótesis 
 
Se puede considerar como principal objetivo de la tesis la creación de un nuevo 
modelo de representación de conocimiento que tenga en cuenta la percepción, de una 
forma similar a como lo hacen los humanos (mediante sus sentidos), a fin ser utilizado 
posteriormente en sistemas complejos, capaces de emplear módulos de razonamiento 
automático, o módulos de aprendizaje y adquisición de datos desde el entorno. 
 
Teniendo en cuenta el objetivo expuesto, la hipótesis de investigación que se trata de 
validar, puede formularse de la siguiente manera: 
 
LA EXISTENCIA DE UN MODELO DE REPRESENTACIÓN DEL CONOCIMIENTO BASADO EN LA 
PERCEPCIÓN FACILITARÁ, AL SER APLICADO: 
 UNA MEJORA EN LA HOMOGENIZACIÓN E INTEGRACIÓN DEL CONOCIMIENTO DE 
DIFERENTES ÁREAS BAJO UN MARCO COMÚN DE REPRESENTACIÓN. 
 LA DETECCIÓN Y PALIACIÓN DE REDUNDANCIA ASOCIADA A LOS CONCEPTOS Y 
TÉRMINOS CLASIFICADOS Y ALMACENADOS EN UNA BASE DE CONOCIMIENTO 
GLOBAL. 
 EL DESARROLLO DE NUEVAS TÉCNICAS DE APRENDIZAJE AUTOMÁTICO. 
 UNA MEJORA EN LA CAPACIDAD DE RECONOCIMIENTO SEMÁNTICO POR PARTE DE 
LOS SISTEMAS QUE IMPLEMENTEN EL MODELO PROPUESTO. 
 
A su vez, esta hipótesis puede ser subdividida en cinco sub-hipótesis tal y como se 
expresa a continuación: 
Sub-Hipótesis H1: La integración de espacios de conocimiento 
correspondientes a diferentes áreas se verá facilitada mediante la adopción de 
un modelo de representación del conocimiento basado en la percepción. 
Sub-Hipótesis H2: Es posible mejorar la calidad del aprendizaje automático al 
reducir la redundancia de términos y conceptos almacenados en una base de 
conocimiento global, mediante la aplicación de un modelo de representación 
del conocimiento basado en la percepción. 
Sub-Hipótesis H3: El tratamiento semántico de la información resultará más 
preciso al aplicar de un modelo de representación del conocimiento basado en 
la percepción. 
Sub-Hipótesis H4: Será posible alcanzar mayor precisión en la recuperación 
de información al contener ésta mayor diversidad en la naturaleza de los datos 
que forman su definición (más descriptiva). El tratamiento de la misma será 
más completo y la generación de nuevos conceptos o relaciones entre los 
mismos podrá adecuarse a modelos de razonamiento similares a los humanos. 
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Todo gracias a la aplicación de un modelo de representación del conocimiento 
basado en la percepción. 
Sub-Hipótesis H5: Es muy posible que la complejidad computacional aumente 
considerablemente al ser un modelo complejo basado en diferentes módulos 
interrelacionados. 
 
1.4. Plan de acción de la investigación 
 
Para llevar a cabo el objetivo definido en la Tesis, se realizarán las siguientes 
actividades: 
 Actividad 1. Establecer en base a un estudio del estado del arte una 
aproximación al funcionamiento del sistema de creación de recuerdos y 
almacenamiento de los mismos en la memoria humana desde un punto de 
vista psicológico y neurocientífico, considerando el funcionamiento de cada 
uno de los sentidos (percepción) en el proceso de recogida de información. 
 
 Actividad 2. Estudiar los principales modelos computacionales actuales de 
representación del conocimiento, evaluando la capacidad de los mismos 
para almacenar información de origen perceptual de una naturaleza similar 
a la estudiada en la actividad 1.  
 
 Actividad 3. Definir una serie de principios fundamentales derivados del 
estudio realizado en la actividad 1, con el objetivo de asentar las bases, 
características y requisitos que deberá presentar el modelo computacional 
de representación del conocimiento basado en la percepción. 
 
 Actividad 4. Basándose en los resultados de las actividades 2 y 3, definir 
una serie de características técnicas de diseño sobre las que desarrollar las 
arquitecturas lógica y física del modelo computacional, escalable y 
extensible, que permita representar el conocimiento obtenido 
perceptualmente, de forma estructurada. 
 
 Actividad 5. Evaluar los principios fundamentales y las características 
técnicas de diseño obtenidas en las actividades 3 y 4. Evaluar la factibilidad 
y funcionamiento de la arquitectura definida en la actividad 4, analizando el 
impacto y los resultados del modelo propuesto respecto a los modelos 
analizados en el segundo objetivo. 
 
El proceso de evaluación será ejecutado mediante validación teórica sobre los 
principios fundamentales y características técnicas de diseño (actividades 3 y 4), 
contando con la ayuda de expertos en la materia, y mediante validación empírica de 
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las arquitecturas propuestas (actividad 4), a fin de verificar que el modelo propuesto en 
la tesis doctoral mejora las capacidades de representación de conocimiento de otros 
modelos actuales, proporcionando ventajas sobre los mismos. 
 
Según los resultados a validar, se propone un plan de ejecución en cuatro fases bien 
diferenciadas: 
 Fase 0: Evaluación del modelo en base al estudio sobre las áreas relativas a la 
psicología, neurociencia y ciencias de la información. Establecimiento de un 
ciclo de refinamiento y mejora del modelo en base a nuevos estudios en las 
diversas materias que fundamentan el modelo. 
 
 Fase 1: Conceptualización de la arquitectura correspondiente al modelo 
propuesto. Evaluación de su factibilidad y funcionalidad. 
 
 Fase 2: Comparación entre la eficiencia en el reconocimiento aplicando 
conceptualización mediante modelos actuales frente a conceptualización 
mediante el modelo propuesto en la tesis. 
 
 Fase 3: Análisis de resultados de las fases mencionadas, verificando o 
rechazando las hipótesis planteadas. 
 
1.5. Del plan de acción a la metodología de la investigación 
 
La consecución del objetivo establecido, dota a la tesis de un carácter teórico-práctica, 
requiriendo tanto investigación documental como investigación de campo. 
A fin de abordar las actividades citadas en el apartado anterior, se han clasificado y 
asociado a un enfoque metodológico de investigación, dependiendo del tipo de 
actividad a desarrollar dentro del marco de la tesis. La secuencia del método científico 
asociado a dichas actividades es la siguiente: 
1. Observación – estudio (estado de la cuestión). Consistente en un estudio 
mediante una revisión sistemática de la literatura, a fin de concretar las 
diferentes partes sobre las que se asentará el modelo de representación del 
conocimiento. Esta actividad se divide principalmente en tres partes: 
a. Estudio referente a la componente psicológica del modelo 
(funcionamiento de la percepción y la memoria en los seres humanos). 
b. Estudio de modelos de representación computacionales sobre los que 
podría basarse el modelo objetivo de la tesis. 
c. Búsqueda de soluciones existentes híbridas, que combinen algún tipo 
de percepción con un modelo de representación (por ejemplo, modelos 
que almacenen información visual, o auditiva). 
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Capítulo 2. Cognición humana 
2.1. Introducción 
 
El aprendizaje humano (adquisición de conocimiento) es una tarea muy compleja que 
se lleva a cabo a lo largo de toda la vida [17], y el proceso de la percepción juega un 
papel fundamental en él al recibir estímulos del exterior, hasta el punto de que ”sin 
percepción no hay conocimiento” [18]. Aquí entra en juego el término cognición, 
definido como la habilidad de procesar información desde la percepción, el 
conocimiento adquirido (experiencia) y las características subjetivas que nos permiten 
evaluar la información, lo cual puede ser visto como un enlace entre el aprendizaje 
humano y la percepción humana. 
El diccionario Oxford define la percepción como la habilidad de ver, escuchar, o ser 
consciente de algo a través de los sentidos. Acorde a la Psicología y la Zoología: el 
proceso neuropsicológico, incluida la memoria por la que un organismo toma 
conciencia de e interpreta los estímulos externos. Como se muestra en la definición 
anterior, la memoria juega un papel importante en la percepción. La forma en la que 
los estímulos son procesados y almacenados por el cerebro humano podría ser la 
clave para enriquecer el proceso de aprendizaje automático no supervisado. 
En las siguientes sub secciones se analizarán los aspectos correspondientes a la 
percepción y almacenamiento de la información en el ser humano, pero no entrando 
en detalle sobre el razonamiento ni en la inteligencia y los distintos procesos que 
derivan en ella, al ser un tema demasiado extenso y que queda fuera del objetivo de la 
presente tesis doctoral. Cabe destacar que, como líneas futuras de investigación, a fin 
de aplicar o mejorar el modelo que se propone en el presente trabajo, resultaría útil 
evaluar dichos procesos. 
Así pues, este capítulo pretende definir las bases psicológicas y neurocientíficas 
acerca de la cognición en el ser humano, centrándose en las tres características 
principales de la misma: la percepción, el conocimiento y la memoria. El contenido del 
capítulo recopila y analiza las teorías fundamentales y diferentes estudios significativos 
conducidos hasta la fecha sobre estos tres pilares principales. Finalmente se exponen 
una serie de conclusiones e ideas clave que facilitarán el desarrollo del modelo, 
mediante la creación de los elementos necesarios en sinergia con la adaptación de la 
tecnología existente. 
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2.2. Percepción 
 
Para el ser humano, la percepción puede ser considerada como la identificación y la 
interpretación de información sensorial a fin de representar y comprender su entorno 
[19]. Cada sistema perceptual implica la generación y envío de señales a través del 
sistema nervioso central, las cuales son producto de la estimulación física de los 
órganos sensoriales [20]. Por ejemplo, escuchar comienza con la estimulación de una 
onda mecánica (variación de presión) en los tímpanos, la visión implica la estimulación 
de la retina en el interior de los ojos, y el olfato depende directamente de la 
estimulación producida por determinadas sustancias químicas en partes específicas 
de la nariz. Sin embargo, la percepción no consiste en la recepción pasiva de este tipo 
de señales. Es ajustada y afinada mediante el aprendizaje, la memoria y la 
anticipación [21], [22]. La percepción requiere procesamiento “top-down” y “bottom-up” 
al tratar la información originada por los diferentes órganos sensitivos [22]. El 
procesamiento tipo “bottom-up” (de abajo hacia arriba) comienza con la información 
perceptual de bajo nivel recogida del entorno (p. ej. Reconocimiento visual de patrones 
para identificar objetos). El enfoque “top-down” (de arriba hacia abajo) se ocupa de la 
recuperación activa de información, y está basado en el conocimiento, la experiencia, 
las creencias, las expectativas y los objetivos propios. Así pues, la percepción 
depende de muchas y complejas funciones del sistema neural, pero desde un punto 
de vista subjetivo, parece ser fácilmente realizado ya que todo el procesamiento se 
realiza subconscientemente [20]. Ambos tipos de procesamiento, “bottom-up” y “top-
down”, al igual que sus implicaciones en la percepción serán discutidas posteriormente 
en el capítulo. 
Desde el inicio de la psicología experimental hacia el siglo XIX, la comprensión de la 
psicología de la percepción ha progresado mediante la combinación de una variedad 
de técnicas [21]. La psicofísica mide el efecto en la percepción de la variación de las 
cualidades físicas de la entrada. La neurociencia sensorial estudia los mecanismos 
cerebrales subyacentes a la percepción. Los sistemas de percepción pueden también 
estudiarse computacionalmente, en términos de la información que procesan. En la 
filosofía se tienen en cuenta cuestiones de percepción como en qué medida existen 
cualidades sensoriales (olores, colores) en la realidad objetiva en lugar de en la mente 
del perceptor [21]. 
Aunque los sentidos hayan sido considerados tradicionalmente como receptores 
pasivos, el estudio de las ilusiones [23] y las imágenes ambiguas (ver Ilustración 3) ha 
demostrado que son en realidad los sistemas perceptuales del cerebro los que 
intentan proporcionar sentido a los estímulos recibidos de manera una forma pasiva y 
pre-consciente [20]. Todavía existe un debate activo sobre si la percepción es un 
proceso de pruebas de hipótesis similar a la ciencia o la información sensorial realista 
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La adición de nuevos sentidos al ser humano podría resultar extremadamente 
complicado a pesar de los importantes avances en la ciencia (principalmente en 
bioingeniería y medicina), sin embargo, resulta una tarea trivial en entornos 
computacionales, ya que básicamente requiere la adición de un nuevo periférico 
específico, como por ejemplo una cámara de infrarrojos, y su configuración para 
funcionar en el sistema. De esta manera es posible extender las capacidades 
sensoriales y la precisión del proceso sensorial mediante la adición de receptores 
sensoriales más exactos, y/o aumentando el número de los mismos. Por ejemplo, 
añadiendo diferentes cámaras calibradas, y orientadas hacia a un mismo elemento en 
un escenario se puede computar en mayor o menor grado información tridimensional 
de dicho elemento. Pero más aún, es posible utilizar la combinación de diferentes 
tecnologías para mejorar la precisión de la percepción. En este sentido, por ejemplo, la 
Termocepción [32] de los seres humanos es percibida a través de receptores 
específicos situados en la piel, por lo que para sentir la temperatura, por lo general 
requiere un nivel determinado de proximidad a los objetos, mientras que en un 
Sistema de Información, la medida de temperatura podría realizarse a través de un 
amplio rango de sensores, basados en diferentes principios físicos, tales como 
termómetros electrónicos basados en resistencia eléctrica, fibras ópticas (en DTS, 
Distributed Temperature Sensing Systems [37]) y cámaras infrarrojas, haciendo 
posible la detección de temperatura desde corta hasta larga distancia, y a través de 
diferentes interacciones, tales como el contacto directo o la visión. 
Procesar y combinar todos esos estímulos entrantes, y almacenar el conocimiento 
inferido de los mismos (información semántica extendida) sobre el entorno, conforme a 
un modelo de representación unificado, puede ayudar a procesar y relacionar la 
información de forma similar a como los seres humanos realizan dicha tarea. Este 
hecho representa un avance hacia el razonamiento avanzado y el proceso de 
aprendizaje no supervisado, proporcionando capacidades y beneficios como la 
generalización de elementos redundantes en el almacén de conocimiento conforme a 
la teoría de prototipos [14], la cual es una de las teorías fundamentales relacionadas 
con la percepción humana y las bases de la memoria. Esta generalización de la 
información redundante, con la consiguiente reducción del espacio de almacenamiento 
requerido para almacenar los datos resultantes puede ser de gran relevancia y utilidad, 
pudiendo aportar entre sus múltiples beneficios la mitigación del fenómeno 
denominado “information overload”, comentado al principio de la presente tesis 
doctoral. 
 
2.2.1. Características de la percepción 
 
A lo largo del tiempo se han determinado diferentes características en la percepción. A 
continuación, se recogen las principales, atendiendo a diversos estudios. 
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2.2.1.1. Constancia 
 
La constancia perceptual es la capacidad de los sistemas de percepción para 
reconocer el mismo objeto desde distintas entradas sensoriales [22] [38]. Por ejemplo, 
una persona concreta puede ser reconocida a partir de puntos de vista diferentes (de 
frente, de perfil) que forman imágenes muy distintas en la retina. Una moneda puede 
ser vista de frente, formando una circunferencia, o ligeramente ladeada, formando una 
elipse [39]. En la percepción normal, dichos objetos son reconocidos como objetos 
tridimensionales. Sin este proceso de corrección, un objeto acercándose desde la 
distancia parece ganar tamaño [39], [40]. 
Un tipo de constancia perceptiva es la constancia del color. Por ejemplo, un trozo de 
papel blanco puede ser reconocido como tal en diferentes colores e intensidades de 
luz [39]. 
Otro ejemplo es la constancia de la rugosidad: cuando se pasa la mano por una 
superficie rugosa, los nervios del tacto se estimulan más intensamente. El cerebro 
compensa esta, por lo que la velocidad de contacto no afecta a la rugosidad percibida 
[39]. 
Los sistemas de percepción del cerebro logran la constancia perceptual en una 





Los principios de agrupamiento (o leyes de la Gestalt de agrupación) son un conjunto 
de principios de la psicología, expuestos inicialmente por los psicólogos de la Gestalt 
para explicar cómo los seres humanos perciben de una forma natural los objetos como 
patrones organizados y objetos. Los psicólogos de la Gestalt argumentaron que 
existen estos principios debido a que la mente tiene una disposición innata para 
percibir patrones basados en estímulos que siguen ciertas reglas. Estos principios 
están organizados en seis categorías [42][43][44][20]: 
 El principio de proximidad sostiene que, en igualdad de condiciones, la 
percepción tiende agrupar estímulos cercanos como parte de un mismo objeto, 
y los estímulos separados como objetos separados. 
 El principio de similitud dicta que, en igualdad de condiciones, la percepción 
se presta a ver a estímulos que se asemejan físicamente entre sí como parte 
del mismo objeto, y los estímulos que son diferentes como parte de un objeto 
diferente. Esto permite a las personas a distinguir entre objetos adyacentes y 
superpuestos en función de su textura visual y semejanza. 
 El principio de cierre se refiere a la tendencia de la mente para ver figuras 
completas o formas, incluso si una imagen está incompleta, parcialmente 
oculta por otros objetos, o si parte de la información necesaria para identificar 
una imagen completa en nuestra mente no se encuentra presente.  
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 El principio de la buena continuación da sentido a los estímulos que se 
superponen, como cuando hay una intersección entre dos o más objetos. Las 
personas tienden a percibir esto como un único objeto ininterrumpido. 
 El principio del destino común de los grupos de estímulos en base a su 
movimiento. Cuando los elementos visuales se aprecian moviéndose en la 
misma dirección y a la misma velocidad, se asocia la percepción del 
movimiento, como parte de un mismo estímulo. 
 El principio de la buena forma se refiere a la tendencia a agrupar las formas 
en base a características similares, como modelo, color, etc. 
Aunque posteriores investigaciones han identificado principios de agrupación 
adicionales [45][20] relacionados con los anteriores. Los principios de agrupamiento 
serán analizados en mayor detalle posteriormente, en la sección correspondiente a la 
percepción auditiva. 
 
2.2.1.3 Efectos de contraste 
 
Una característica común en diferentes tipos de percepción es que las cualidades 
percibidas de un objeto pueden ser afectadas por las cualidades del contexto [46], 
[47]. Esto provoca que, si un objeto es mucho más grande en alguna dimensión, los 
objetos vecinos se perciben como más lejos de dicho objeto. 
Atendiendo al orden temporal de la percepción, el “efecto de contraste simultáneo” 
hace referencia a cuando dos estímulos se perciben al mismo tiempo, mientras que 
“contraste sucesivo” se aplica cuando los estímulos se presentan espaciados en el 
tiempo [48]. 
El efecto de contraste fue modelado inicialmente por el filósofo del siglo XVII John 
Locke, quien observó que el agua tibia puede sentirse fría o caliente, dependiendo de 
si la mano que toca el agua fue introducida previamente en agua caliente o fría [49]. 
En el siglo XX, Wilhem Wundt, identificó el contraste como un principio fundamental de 
la percepción, y desde entonces, el efecto se ha confirmado en muchas áreas 
diferentes [49]. Estos efectos determinan no sólo cualidades visuales como color o 
brillo, sino otros tipos de percepción, como el peso que aparenta tener un objeto [50]. 
O que una pieza musical sea percibida como buena o mala (puede depender de si la 
música escuchada anteriormente era desagradable o agradable) [51]. 
 
2.2.2. Sentidos. La visión 
 
La percepción humana basada en la visión permite comprender el significado esencial 
de una escena tras haber sido observado mediante los ojos durante un breve lapso de 
tiempo. A pesar de que el todo el sistema visual es extremadamente complejo y 
potente, está limitado, por lo que demasiada información sensorial lo puede colapsar, 
con la consecuente pérdida de coherencia en los elementos percibidos. Desde hace 
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muchos años, se sabe que en promedio los seres humanos son capaces de ver 
imágenes a una tasa de ocho fotogramas por segundo, evaluar el flujo y encontrar 
entre dichas imágenes la correspondiente a un ejemplo dado [52], o reconocer la 
imagen que no contiene un determinado elemento. [53]. La habilidad de atención 
selectiva es lo que permite elegir un subconjunto de información sensitiva entrante 
para ser procesada en profundidad, a costa de sacrificar otros elementos 
pertenecientes al conjunto total de información recogida del entorno. Por otro lado, una 
imagen incompleta sin detalles adicionales podría no ser suficiente para comprender la 
escena en sí misma. Tras esto, es posible clasificar los dos grandes problemas de la 
percepción humana como “no es suficiente” y “es demasiado”. En ambos problemas 
existen mecanismos adicionales cognitivos que son requeridos para proporcionar 
modos de interpretar, comprender y enriquecer el conocimiento humano y su proceso 
de pensamiento. 
La visión humana, como receptor remoto, es un sentido que evolucionó para percibir 
características visuales desde elementos del entorno sin tener contacto directo con 
ellos (al contrario que otros sentidos, como el tacto). Es más, la percepción visual 
captura información sobre la posición relativa de los objetos, permitiendo inferir 
posibles interacciones con el entorno, como, por ejemplo, recoger un objeto. 
La gigantesca complejidad del sistema visual humano es tanto funcional como 
estructural. Todas las conexiones son bidireccionales y distintas áreas se realimentan 
entre ellas. La complejidad del sistema comienza en los ojos, órganos sensoriales que 
capturan la entrada de información, y culmina en una poderosa representación neural 
del elemento percibido en el córtex temporal inferior [54]. Entre medias, la percepción 
visual, como cualquier otro sentido perceptual, es el resultado de intrincados procesos 
de tipo “top-down” y “bottom-up” llevados a cabo en paralelo. 
Uno de los múltiples conjuntos de ejemplos que se pueden mostrar para comprender 
de forma práctica y sencilla las diferencias entre el procesamiento “bottom-up” y “top-
down”, al igual que su inherente relación, puede ser encontrado en las tareas de 
búsqueda visual. En la siguiente ilustración, por medio del procesamiento “bottom-up”, 
en el lado izquierdo de la imagen se puede identificar de manera trivial el elemento 
diferente del conjunto, mientras que, en el lado derecho, el procesamiento “bottom-up” 
no es suficiente para encontrar el elemento seleccionado como objetivo. 
 
Ilustración 5. Procesamientos “top-down” y “bottom-up” 
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En el lado derecho de la imagen, los elementos difieren en múltiples características, 
como el color, la orientación o la forma. A fin de encontrar el objetivo es necesaria 
información adicional, como, por ejemplo: “el objetivo es el rectángulo negro vertical”. 
Esto puede ser utilizado para llevar a cabo procesamiento tipo “top-down” a fin de 
encontrar el elemento que encaja con la descripción-objetivo. Este ejemplo demuestra 
cómo la percepción humana resulta en interpretaciones de lo que es percibido, más 
aún, en representaciones mentales producidas por los procesamientos conjuntos 
“bottom-up” y “top-down”. 
La interpretación del entorno está determinada principalmente por dos hechos: la 
estructura biológica del entorno, y la experiencia, la cual es enriquecida y modifica la 
estructura cerebral con los nuevos estímulos perceptuales recibidos. En los recién 
nacidos, el sistema visual está casi desarrollado por completo, y es bien sabido que 
muchos de los principales y finales cambios estructurales se llevan a cabo durante el 
primer año de vida [55], [56]. Tras abrir los ojos, los bebés miran alrededor buscando 
elementos relevantes (en el sentido subjetivo de la palabra). Cada mirada dura 
aproximadamente medio segundo en promedio, y en este primer año de vida, 
procesan una gigantesca cantidad de información (alrededor de diez millones de 
miradas), entre las que se incluyen caras, objetos desde diferentes perspectivas y en 
diferentes contextos, y con diversas condiciones de iluminación. Mientras los estímulos 
visuales son procesados, interpretados y almacenados como recuerdos, los canales 
neuronales responsables de almacenar dicha información se vuelven más fuertes al 
ser reforzados con estímulos similares, y la nueva información recogida se combina 
con recuerdos existentes, proporcionando refuerzo para posteriores tareas de 
reconocimiento. De forma análoga, estudios conducidos sobre el desarrollo perceptual 
en animales recién nacidos han concluido que las características del entorno durante 
ciertas fases del desarrollo tienen consecuencias determinantes en etapas posteriores. 
En las primeras fases de la vida, el animal tiene que desarrollar determinadas 
habilidades en momentos específicos o no será capaz de desarrollar las citadas 
habilidades posteriormente. Incluso aunque sea expuesto a los estímulos ambientales 
requeridos. Una de dichas habilidades es la percepción de la profundidad, la cual 
depende de la integración de información percibida por ambos ojos [57], [58]. Además 
de habilidades específicas como la citada percepción de la profundidad, distintos 
procesos sensitivos compiten al representar y procesar la entrada en el córtex cerebral 
[59]. Si la señal percibida por un ojo es más intensa que la señal percibida por el otro, 
esto es, si es más activa, mediante la plasticidad neural, los recursos del córtex son 
redistribuidos en dicha dirección a fin de procesar la cantidad adicional de información, 
pero debilitando con ello las capacidades del otro ojo. Más casos de competición por 
los recursos perceptuales han sido identificados y estudiados. Por ejemplo, la 
competición táctil entre diferentes dedos [60] o la competición sensorial entre la vista y 
el oído [61], [62]. 
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2.2.2.1. Relevancia del contexto y la experiencia. Procesamiento “top-down” 
 
El reconocimiento a través del procesamiento “top-down” es asistido por la 
experiencia. Esto es, gracias a los elementos previamente reconocidos. La percepción 
puede ser conseguida mediante la combinación del procesamiento “bottom-up” (la 
información es recogida por los diferentes órganos sensoriales y cruza una jerarquía 
de análisis), y procesamiento “top-down”, que compara la información recibida con el 
conocimiento memorizado, las creencias, inferencias y expectativas, afectando a dicho 
procesamiento “bottom-up”. De esta forma, los seres humanos pueden completar 
información ausente en la percepción sensorial utilizando su experiencia anterior 
basada en el contexto. 
La percepción humana de objetos y sus propiedades, como el color, es poco precisa 
como ha sido demostrado a través de un amplio conjunto de experimentos en las 
últimas décadas [42], [44], [46], [63]. A pesar de ello, los seres humanos desempeñan 
de una forma extraordinariamente eficiente las tareas de reconocimiento e inferencia a 
través del uso de heurísticas alimentadas por las entradas sensoriales. Dicho 
procesamiento heurístico que puede acelerar el reconocimiento y mejorar su precisión 
tiene algunas desventajas, como la reconstrucción errónea de información basada en 
hechos adquiridos parcialmente. Es posible demostrar este problema a través de las 
ilusiones ópticas, como las mostradas en la Ilustración 3. Existen muchos tipos de 
ilusiones causadas por el sistema visual, a fin de producir una percepción coherente 
del mundo basada en experiencias pasadas. De esta manera, contornos ilusorios 
pueden producir figuras completas, diferencias en el brillo pueden ser 
homogeneizadas causando la ilusión de un color uniforme (o el efecto opuesto), y 
objetos de diferente tamaño pueden ser percibidos de manera diferente dependiendo 
del contexto en el que se encuentren localizados. En la Ilustración 6 los círculos 
centrales en los grupos izquierdo y derecho tienen exactamente el mismo tamaño, 
pero el círculo rodeado por el grupo de círculos mayores parece más pequeño [46], 
[64], [65]. De la misma manera, cuando existe un grupo que comparte las mismas 
características, tales como el mismo movimiento, es más sencillo reconocer el 
elemento que se mueve en una dirección diferente, ya que es percibido como fuera del 
contexto global. 
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reconocer objetos similares en un contexto común uniforme (por ejemplo, en los libros 
“¿Dónde está Wally?”). 
 
2.2.2.2. Combinación del procesamiento “bottom-up” y “top-down”. 
Reconocimiento visual humano 
 
El reconocimiento visual es el proceso de emparejar elementos reconocidos 
anteriormente (memorizados) con representaciones de entradas sensoriales 
organizadas [71]. En la evolución esto es determinante, como es el caso de la 
capacidad de reacción, que es fuertemente dependiente de la capacidad de encontrar 
eficientemente el emparejamiento entre la entrada sensorial percibida por los ojos y 
entradas sensoriales previamente percibidas y memorizadas, así como las 
experiencias asociadas a las mismas. Por lo general, si una persona entra en una 
habitación y es familiar con los contenidos de la misma, puede reconocer fácilmente 
sillas, mesas, cuadros y demás. Las capacidades de reconocimiento dependen 
fuertemente de la combinación de los sentidos que el individuo puede utilizar, pero no 
están ligadas a ningún órgano sensorial específico. Por ejemplo, una persona ciega 
reconocerá los objetos usando, por lo general, una combinación del tacto, el olfato y el 
oído. Sin embargo, la capacidad de reconocimiento parece no estar relacionada con 
los órganos sensoriales (ojos, nariz, orejas, etcétera), como fue estudiado en el caso 
de una persona afectada por agnosia visual [72]. Esta persona era capaz de reconocer 
características y grupos de objetos, tales como formas, y era capaz de copiar con 
fluidez dibujos o reproducir imágenes desde su memoria, pero era totalmente incapaz 
de obtener una representación visual de los objetos en su memoria y emparejarla con 
la información visual organizada a la que tenía acceso. Este es un hecho importante, 
ya que demuestra que existen algunos procesos visuales de reconocimiento que no 
son utilizados ni para recuperar ni para organizar las características visuales del 
entorno. 
El reconocimiento visual parece una tarea trivial, pero está muy lejos de ser algo 
sencillo. En el área de la investigación parece existir una sinergia entre los modelos de 
reconocimiento por ordenado y el conocimiento sobre el funcionamiento de la visión 
humana. Esto es así gracias a los avances surgidos en las últimas tres décadas. 
Afrontar el problema desde una perspectiva matemática y computacional ha revelado 
algunos retos inherentes al reconocimiento. Uno de dichos retos es la “dependencia 
del punto de vista”. Esto es, un objeto tridimensional puede ser observado desde un 
conjunto ilimitado de perspectivas variando la distancia hacia el objeto y el ángulo de 
visión. Cada perspectiva está representada por una proyección planar bidimensional, 
la cual varía en tamaño, posición y apariencia. No es lo mismo observar una mesa 
desde arriba que desde la parte frontal. Ni que decir tiene que para seres humanos 
adultos sanos (sin ningún trastorno perceptual o mental) es muy sencillo, o casi 
instantáneo, reconocer el objeto como una mesa, incluso si la entrada sensorial no 
proporciona suficiente información. Otro reto es el de la “variación del elemento”. Esto 
es, para cada categoría de objetos, existe un enorme conjunto de casos particulares. 
Utilizando el ejemplo anterior, no hay un único tipo de mesa. Existen mesas de té, 
mesillas de noche, altares, mesas modernistas con diseños poco convencionales, 
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etcétera. Y como ocurría anteriormente, los seres humanos con experiencia previa en 
sentir e interactuar con mesas, pueden identificarlas de forma sencilla incluso siendo 
significativamente diferentes, bajo la categoría común de “mesa”. Este reto implica el 
procesamiento de una vasta cantidad de información desde la entrada sensorial. A fin 
de abordar los distintos retos inherentes al reconocimiento visual, varias categorías 
principales de modelos han surgido con el tiempo: 
 Modelos de coincidencia de características 
 Modelos de coincidencia con plantillas 
 Modelos de reconocimiento basados en componentes 
 Modelos de configuración 
Cada uno de los modelos tiene una serie de ventajas e inconvenientes que los hacen 
aplicables para el reconocimiento de tipos específicos de objetos. Algo similar ocurre 
con el ser humano, el cual puede utilizar múltiples conjuntos de representaciones y 
procesos, los cuales son más o menos efectivos dependiendo de los diferentes tipos 
de objetos y entornos a reconocer [71]. 
 
2.2.2.3. Modelos de coincidencia de características 
 
Los modelos de coincidencia de características buscan por características simples 
pero únicas en los objetos, y posibles emparejamientos entre ellos. Como ejemplo, es 
posible identificar un pájaro considerando que tiene dos alas, un pico, un tamaño 
determinado que puede variar en un rango, dos patas y está recubierto de plumas, 
incluso aunque no se sepa con exactitud dónde están situadas dichas plumas, ni las 
dimensiones exactas de cada parte del cuerpo. Las características a ser encontradas 
dependen del tipo de objeto. Durante una primera fase de análisis visual, los bordes y 
colores son detectados. Esas son características por sí mismas, y son usadas en 
algunos modelos, como el reconocimiento óptico de caracteres, donde las letras 
impresas pueden ser consideradas como un conjunto limitado de segmentos con 
diferentes orientaciones y grados de curvatura [73]. 
Este tipo de modelos funciona bien siempre que el objeto a reconocer presente las 
características identificables, o si tiene más características que puedan ser 
consideradas en otra configuración. Por otra parte, el repositorio para almacenar este 
tipo de modelos puede ser relativamente pequeño, ya que un sucinto conjunto de 
características distintivas pueden ser utilizadas para reconocer un enorme número de 
objetos distintos pertenecientes a la misma clase, incluso si no son idénticos 
(considérese el ejemplo anterior acerca del reconocimiento de aves). 
Los modelos de coincidencia de características, al igual que otros modelos, pueden 
ser paralelizados y distribuidos, de forma similar al comportamiento del cerebro y cómo 
la información es procesada en el mismo. 
Existen diversos estudios que demuestran que las redes neuronales humanas 
proporcionan respuestas selectivas ante elementos de entrada, de manera similar al 
funcionamiento del modelo de coincidencia de características. En [74], [75] se estudia 
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la respuesta de las neuronas del córtex visual a segmentos con determinada 
inclinación y curvatura. En [76], [77] se estudia la respuesta selectiva a otras 
características, tales como color, tamaño, textura y forma. En [78] se demuestra que 
existen neuronas que desarrollan respuestas ante partes específicas del objeto a ser 
reconocido, como los ojos en una cara, y pueden ser más selectivas ante ciertas 
características basadas en la experiencia.. Más aún, las especies que pueden 
clasificar objetos como miembros de distintas categorías tienen grupos neuronales que 
aumentan su selectividad a fin de activarse ante la detección de determinadas 
características, lo cual ayuda a identificar mejor dichas categorías [79]. Esta 
sensibilidad (respuesta) selectiva de grupos neurales sugiere que las características 
fundamentales que hacen posible el reconocimiento podrían variar dependiendo del 
nivel de detalle requerido en cada momento. 
Los modelos de coincidencia de características parecen funcionar mejor al reconocer 
categorías que entidades individuales [80]. Los modelos de este tipo propuestos 
inicialmente no eran capaces de reconocer objetos compuestos por las mismas 
características distribuidas en diferentes relaciones espaciales, pero evolucionaron 
hacia modelos que tienen en cuenta las relaciones espaciales (intercesiones, uniones 
y demás), haciéndolos más precisos y flexibles [81]. 
 
2.2.2.4. Modelos de coincidencia con plantillas 
 
En los modelos de coincidencia con plantillas, una plantilla se compara con la entrada 
sensorial a fin de comprobar su correspondencia. Esto puede ser utilizado para 
comparar elementos individuales con un prototipo. En la versión inicial de dichos 
modelos, la correspondencia con la plantilla era directa, por lo que los objetos a ser 
comparados tenían que ser casi idénticos y diferentes a otros. La falta de flexibilidad 
en la plantilla hace casi imposible reconocer el mismo objeto si ha experimentado 
alguna variación, como, por ejemplo, en tamaño o posición. Esto puede ser 
contraproducente, ya que tal tipo de variaciones ocurren continuamente en la 
experiencia sensorial. En los modelos actuales de coincidencia con platilla, la imagen 
de entrada es transformada acorde a distintos filtros tales como rotación y escala, y 
comparan los resultados con la plantilla. Estos modelos son más flexibles que los 
originales, y pueden ser útiles en distintas áreas, tales como en seguridad (para 
reconocer huellas dactilares [82], [83]), en mercado (para leer códigos de barras [84]). 
Cuando el objeto a ser reconocido está bien definido o es único, el modelo de 
coincidencia con plantilla puede ser rápido y muy preciso. 
El problema principal de dicho tipo de modelos consiste en obtener suficiente 
flexibilidad como para tener buen rendimiento y precisión. Considerando el caso de 
reconocer texto escrito, existen una inmensa cantidad de formatos de fuente, o 
tipografías, que en el caso del ámbito digital pueden ser utilizadas fácilmente como 
plantillas para reconocer letras y palabras, pero en el caso de la escritura humana, los 
textos manuscritos varían de persona a persona, o incluso en la misma persona 
dependiendo de sus circunstancias. En este caso, para conseguir suficiente 
flexibilidad, es posible generar plantillas desde una jerarquía de componentes de la 
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plantilla, de forma que cada una detecte una parte relevante del modelo. Algunos 
sistemas de reconocimiento biométrico [85] se aprovechan de este nuevo tipo de 
modelos más flexibles. 
 
2.2.2.5. Modelos de reconocimiento basados en componentes 
 
Los modelos de reconocimiento basados en componentes abordan el desafío del 
reconocimiento de objetos tridimensionales, observados desde diferentes puntos de 
vista. Este problema es realmente complejo para otros modelos (características y 
coincidencia de plantillas), ya que podría requerir el representar y almacenar un 
gigantesco número de características y relaciones, o plantillas ajustadas para cada 
variación de ángulo y posición. 
Los estudios sobre el tema sugieren que el cerebro puede descomponer objetos en 
sus partes funcionales y en relaciones espaciales entre dichas partes [86], [87]. Los 
modelos de reconocimiento basados en componentes se basan en dicha premisa [88], 
utilizando un conjunto geométrico básico de elementos tridimensionales, tales como 
cubos o cilindros, para aproximar casi cada objeto mediante la combinación de 
elementos del conjunto. Estas formas básicas se denominan geones [88]. Estos 
modelos también consideran las relaciones geométricas, de pertinencia y de 
adyacencia, tales como “pegado a”, “encima de”, “dentro de” y demás. 
Los modelos de reconocimiento basados en componentes tratan de detectar los 
geones y las relaciones espaciales, y las comparan con representaciones 
tridimensionales de objetos previamente analizados o conocidos [89]. 
La utilidad básica de los geones deriva de que sus propiedades son invariantes a la 
perspectiva. Esto es, se mantienen en la imagen independientemente del punto de 
vista de la escena. Las propiedades invariantes son líneas rectas, esquinas y vértices. 
Por ejemplo, los bordes de un cuadrado proyectarán una línea recta en cada plano 
bidimensional, independientemente de la perspectiva. Cada geón está asociado a un 
conjunto de propiedades invariantes a la perspectiva, lo cual los definen de forma 
inequívoca y los hacen únicos respecto a otros geones. De este modo, cada definición 
estructural de un objeto puede ser independiente de la perspectiva incluso cuando la 
forma percibida del objeto cambia dependiendo de las circunstancias de observación. 
Los sujetos humanos de prueba probaron que pueden reconocer de manera sencilla 
los geones que componen objetos manufacturados, más aún cuando experimentan el 
fenómeno de priming visual [90]. Esto es, un reconocimiento más rápido del objeto tras 
haber visto el mismo objeto (o similar) por segunda vez. El priming es un efecto de la 
memoria implícita que ocurre cuando un estímulo o tarea facilita el procesamiento de 
una tarea o estímulo posterior. Irving Bierdman [91] desarrolló varias pruebas creando 
conjuntos de imágenes que representaban objetos con partes faltantes y los mismos 
objetos dibujados desde un punto de vista diferente, y mostrando pares de imágenes 
del mismo objeto a los sujetos de pruebas. Los experimentos concluyeron que el 
reconocimiento de los objetos era más rápido cuando la segunda imagen estaba 
compuesta con el mismo conjunto de geones que la primera imagen. De forma 
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análoga, otros experimentos han probado que algunos objetos sólo pueden ser 
reconocidos desde un número limitado de perspectivas, como las cabezas, cuya 
representación frontal difiere mucho de la representación lateral [92], [93] en términos 
de composición y distribución de geones. Esto es por lo que los modelos de 
reconocimiento basados en componentes funcionan mucho mejor con elementos 
manufacturados que con objetos naturales, o incluso con elementos particulares de 
una clase. 
 
2.2.2.6. Modelos de configuración 
 
Los modelos de reconocimiento basados en la configuración abordan las limitaciones 
de los modelos basados en componentes al representar los objetos como una 
composición de sub-objetos, y una estructura común que almacena las diferentes 
relaciones entre los sub-objetos y la desviación espacial respecto a un objeto prototipo 
previamente definido. Este tipo de modelos ayuda a reconocer individuos específicos 
pertenecientes a la misma clase de objetos, tales como caras [94], [95]. En un modelo 
de configuración, una cara está descrita dependiendo en su desviación de una cara 
prototipo estándar, definida por la cara media cuantificada en una población. Todas las 
caras tendrán los mismos atributos localizados en una distribución espacial similar, 
pero las proporciones y la posición específica de los sub-objetos (ojos, nariz, boca y 
demás) hacen que cada cara sea única. Los estudios en neurociencia apoyan el 
reconocimiento de caras mediante modelos de configuración. Existen registros de 
neuronas individuales en el lóbulo temporal de los primates que actúan selectivamente 
ante la visión de diferentes partes de caras [96]. En los seres humanos, el daño del 
giro fusiforme, una parte específica del lóbulo frontal, produce prosopagnosia, esto es, 
la incapacidad de reconocer diferentes tipos de caras. Los seres humanos con 
prosopagnosia pueden reconocer fácilmente la categoría “cara”, pero no pueden 
reconocer caras específicas de la categoría global. Una variante de esta teoría es la 
hipótesis de la experiencia, que afirma que existe un sistema neural experto 
desarrollado para producir una discriminación visual selectiva, y así identificar 
diferencias sutiles dentro de una categoría visual específica [97]. Ambos enfoques 
pueden ser válidos, ya que algunas de las funciones identificadas del giro fusiforme 
son el reconocimiento de la cara y el cuerpo, el reconocimiento de pertenencia a 
categorías, el procesamiento de la información de color y el reconocimiento de 
palabras. 
 
2.2.3. Sentidos. El Oído 
 
El sistema auditivo en el ser humano, al igual que otros sentidos, es un sistema 
complejo e interrelacionado con ellos. El sistema auditivo está basado en los estímulos 
percibidos por el oído. El oído humano convierte las ondas sonoras en señales 
eléctricas que se transmiten por el nervio acústico hasta el cerebro, donde dichas 
señales son interpretadas. 
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con el equilibrio [100]. Las vibraciones de la ventana oval del vestíbulo son 
transformadas en la cóclea. Las señales de la cóclea son codificadas y transformadas 
en impulsos electroquímicos que se propagan por el nervio acústico hasta llegar al 
cerebro. Entrando en detalles, el vestíbulo contiene la ventana oval y redonda 
(membranas). La ventana oval está unida al estribo, y recibe del mismo las 
vibraciones. La cóclea está dividida longitudinalmente por la membrana basilar, sobre 
la que se asientan los filamentos terminales del nervio auditivo. Cuando la ventana 
oval es empujada por el estribo, una sobrepresión es producida en la parte superior de 
la cóclea, que obliga a circular el fluido linfático hasta la cavidad inferior a través del 
helicotrema. En el proceso, la membrana basilar se deforma hacia abajo, y la 
membrana elástica que cierra la ventana redonda cede hacia afuera. Cuando el estribo 
se mueve hacia la izquierda y derecha, aumentando y disminuyendo la presión del 
líquido contenido encima de la membrana basilar, aparece una onda que se desplaza 
lateralmente (de izquierda a derecha) a lo largo de la membrana. Dicha onda puede 
visualizarse como un movimiento de traslación vertical (de arriba hacia abajo) en la 
membrana. Su velocidad de avance depende de la frecuencia y de las características 
de la membrana basilar. En algún punto de la cóclea, la velocidad de avance es cero. 
Cerca de ese punto, la oscilación de la membrana es más acentuada, absorbiendo la 
energía de la onda. Cada punto de la membrana basilar es estimulado y responde así 
por una determinada frecuencia. Cuando el oído recibe un sonido compuesto por 
diferentes frecuencias, cada una de ellas excita un punto diferente de la membrana 
basilar, de modo que el cerebro puede interpretar además de la altura del sonido su 
timbre, requiriendo únicamente conocer qué terminaciones nerviosas fueron excitadas 
con qué nivel de intensidad. A efectos comparativos, el oído interno se comportaría 
como un analizador de frecuencias. 
Los estímulos auditivos son enviados al cerebro, donde son interpretados, generando 
la sensación auditiva. Dicha sensación se compone de una serie de atributos, como 
son el tono, la localización subjetiva y la intensidad (o volumen percibido), los cuales 
pueden ser relacionados de una forma directa con las propiedades físicas del 
estímulo. Existe un complejo sistema neural subyacente encargado de identificar 
dichos atributos, aunque cabe destacar que habitualmente dichos estímulos no son 
percibidos en un medio aislado. Más bien, el entorno auditivo es analizado como 
fuentes discretas de sonido u objetos audibles, cada uno de los cuales tiene su propio 
tono, timbre, posición e intensidad. A veces las fuentes de sonido pueden ser 
reconocidas como elementos familiares, como es el caso de una persona específica 
hablando. A menudo el objeto percibido puede ser identificado, como, por ejemplo, 
una palabra hablada o un instrumento musical reproduciendo una pieza específica. En 
este apartado se discutirán cuatro aspectos relevantes de los objetos audibles y de la 
percepción de patrones teniendo en cuenta los estudios analizados en el estado del 
arte. Los aspectos a tratar son: los factores involucrados en la identificación de un 
objeto particular entre un conjunto de objetos, las reglas que gobiernan la organización 
perceptual del entorno auditivo, la percepción de secuencias de sonidos y los 
elementos utilizados para analizar un conjunto complejo de sonidos como fuentes 
discretas. 
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2.2.3.1. Identificación de los objetos. Percepción del timbre. 
 
Muchos atributos de la sensación acústica, como el tono y la intensidad pueden ser 
considerados unidimensionales. Si analizamos una amplia variedad de sonidos con 
diferentes tonos, es posible ordenarlos en una escala de comprendida entre graves y 
agudos [101]. De manera similar, sonidos con diferente intensidad pueden ser 
ordenados con otra escala, comprendida entre más débil y más intenso. La capacidad 
humana de identificar un objeto entre un gran conjunto de objetos depende de que 
existan distintas dimensiones entre las que los objetos a identificar presenten 
diferentes características. Cuando un conjunto de estímulos varía en una única 
dimensión sólo es posible identificar, o asociar una etiqueta verbal, un máximo de 
cinco a seis elementos diferentes [102]. Esto es cierto siempre que los tonos sean 
separados en un amplio rango de frecuencias (distintas octavas) o si los tonos están 
concentrados en un rango relativamente estrecho, como por ejemplo en la misma 
octava. 
A fin de identificar más estímulos, se requieren dimensiones adicionales. En el oído, 
las dimensiones adicionales surgen principalmente por dos vías. En primer lugar, para 
el caso de estímulos complejos, es importante establecer patrones de energía en base 
a la frecuencia. En segundo lugar, los estímulos auditivos suelen variar con el tiempo, 
con lo que el establecimiento de patrones temporales resulta crucial para la 
percepción. 
En caso de percibir una onda sinusoidal estacionaria, entonces el patrón de sonido 
puede ser representado únicamente por dos números, especificando su frecuencia e 
intensidad. Sin embargo, casi todos los sonidos que el ser humano percibe en su vida 
cotidiana son mucho más complejos que una simple onda sinusoidal, conteniendo una 
multitud de frecuencias con distintos niveles y fases relativas. La distribución de 
energía sobre la frecuencia es uno de los mayores determinantes de la calidad del 
sonido, o dicho de otra forma, su timbre. El timbre se puede definir como “el atributo de 
la sensación auditiva que permite a un oyente juzgar que dos sonidos no idénticos, 
presentados de manera similar y teniendo la misma intensidad y tono, son diferentes” 
[103]. Las diferencias en el timbre permiten, por ejemplo, distinguir la misma nota 
tocada por un violín, un piano o una flauta. 
El timbre depende de más factores que de la magnitud del espectro del sonido. Las 
fluctuaciones a lo largo del tiempo juegan un papel importante. Al contrario que el tono 
o la intensidad, consideradas variables unidimensionales, el timbre es 
multidimensional. No existe una escala única sobre las que se puedan comparar u 
ordenar los timbres de sonidos diferentes. Por ello, es necesario definir un método 
para describir el espectro de un sonido, teniendo en cuenta este aspecto 
multidimensional relacionado con el timbre subjetivo. Una primera aproximación es 
considerar la distribución espectral de la energía. Por ejemplo, los tonos complejos con 
armónicos inferiores fuertes (por debajo de la sexta) suenan melosos, mientras que los 
tonos con armónicos fuertes por encima de la sexta o séptima suenan agudos y 
penetrantes. Sin embargo, un enfoque cuantitativo mucho más completo fue descrito 
en [104]–[107], donde se identifica que las diferencias perceptuales entre sonidos 
distintos, tales como las vocales o tonos estacionarios producidos por instrumentos 
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musicales, están estrechamente relacionadas con las diferencias espectrales de los 
sonidos, cuando los espectros son especificados como los niveles en bandas de 
frecuencia de 18 octavas y un tercio. Un ancho de banda de un tercio de octava es 
sensiblemente mayor que el ancho de banda crítico, esto es, por encima del rango de 
frecuencia audible. Así, el timbre está relacionado con el nivel relativo producido por 
un sonido en cada banda crítica. Dicho de otra forma, el timbre de un sonido está 
relacionado con el patrón de excitación de dicho sonido. Aparentemente, el número de 
dimensiones necesarias para caracterizar el timbre está limitado por el número de 
bandas críticas requeridas para cubrir el rango de frecuencias audibles. Obviamente 
en un sistema computacional, dicha limitación estará impuesta por el rango de 
frecuencia a detectar por el dispositivo de captura. En el ser humano, el número es 
aproximadamente de 37 dimensiones. Para cada clase o categoría restringida de 
sonidos, sin embargo, se requiere un número muy inferior de dimensiones. Por lo 
general, tanto para sonidos relacionados con el habla como para los que no lo están, 
los timbres de tonos fijos son determinados principalmente por la magnitud espectral, 
aunque las fases relativas de sus componentes también tienen un papel relevante en 
el proceso [108]–[110]. 
Aunque las diferencias en timbres estáticos permitan distinguir dos sonidos que son 
presentados sucesivamente, no son siempre suficientes como para permitir la 
identificación absoluta de un objeto audible, como por ejemplo un instrumento musical 
específico. Una razón para esto es que la magnitud y fase (espectro) del sonido podría 
ser alterado considerablemente por el camino de propagación y por las reflexiones del 
entorno. En la práctica, el reconocimiento de un timbre específico, y por ende, el 
reconocimiento de un objeto audible podría depender de diversos factores. En [111] se 
sugieren algunos de ellos, entre los que cabe destacar: 
1. Periodicidad, cuando el sonido presenta una calidad tonal para tasas de 
representación entre 20 y 20000/s, o irregularidad, cuando presenta un 
comportamiento de carácter ruidoso. 
2. Si la forma de la onda es constante o fluctuante en función del tiempo, y en el 
segundo caso, cómo son las fluctuaciones. 
3. Si cualquier otro aspecto del sonido cambia con el tiempo, como por ejemplo el 
espectro o la periodicidad. 
4. Cómo son los sonidos antecedente y precedente. 
El reconocimiento de instrumentos musicales, por ejemplo, tiene una fuerte 
dependencia con las transiciones iniciales y con la estructura temporal del sonido 
[112]. El tono característico de un piano depende del hecho de que las notas tienen un 
inicio rápido y un deterioro gradual. Si a una grabación de un piano se le aplica una 
inversión temporal, el timbre es completamente diferente. De hecho, asemejándose al 
armónico de un acordeón, a pesar del hecho de que el espectro de magnitud a largo 
plazo permanezca invariante a la inversión temporal. La percepción de los sonidos con 
envolvente asimétrica ha sido estudiada en [113], [114] por Patterson utilizando 
portadoras sinusoidales moduladas en amplitud mediante la repetición de una función 
exponencial. En ellas, la envolvente se aumentaba abruptamente y se decaía 
gradualmente (sonido amortiguado), o se incrementaba gradualmente y se decaía 
abruptamente (sonido aumentado). Los sonidos aumentados eran versiones invertidas 
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en el tiempo de los sonidos amortiguados y tenían el mismo espectro de magnitud a 
largo plazo. Los sonidos estaban caracterizados por el periodo de repetición de la 
envolvente, y por su vida media. Para sinusoidales amortiguadas, la vida media es el 
tiempo para el que la amplitud decrece en un factor de dos. Patterson identificó que, 
para la vida media en el rango de los 2 a los 32 ms, los sonidos amortiguados y 
aumentados presentaban diferentes cualidades. Para una vida media de 4 ms, los 
sonidos amortiguados eran percibidos como una única fuente, similar a un redoble de 
tambor en una superficie hueca resonante. Los sonidos aumentados eran percibidos 
como dos sonidos distintos: un tono continuo correspondiente a la frecuencia de la 
portadora, y un redoble de tambor en una superficie no resonante. En [115] Akeroyd y 
Patterson utilizaron sonidos con envolventes similares, pero en este caso, la portadora 
era ruido de banda ancha en lugar de una sinusoidal. Informaron de que los sonidos 
atenuados eran percibidos como un tambor golpeado por cepillos de alambre. No 
mostraba ninguna cualidad similar a un silbido. En contraste, los sonidos aumentados 
se escuchaban como un ruido, con características similares a un silbido bruscamente 
cortado con el tiempo. Dichos experimentos mostraron la importancia de la envolvente 
temporal en la percepción del timbre. 
Muchos instrumentos presentan características similares al ruido que influencian 
fuertemente su calidad subjetiva. Una flauta, por ejemplo, tiene una estructura 
harmónica relativamente simple, pero los tonos sintetizados con la misma estructura 
harmónica no suenan como una flauta a menos que cada nota sea precedida por un 
pequeño de ruido similar a un soplido. En general, los tonos de los instrumentos 
musicales estándar son simulados de una forma muy pobre mediante la suma de 
frecuencias estables, ya que tales síntesis no pueden producir la variación dinámica 
con las características temporales de dichos instrumentos. Los sintetizadores actuales 
modelan las envolventes de los sonidos que producen y por tanto son capaces de 
generar imitaciones acústicas más precisas y convincentes de los instrumentos que 
simulan. Para que una simulación resulte completamente convincente, a veces es 
necesario dar diferentes envolventes a diferentes armónicos, formando un sonido 
complejo [112], [116]. 
 
2.2.3.2. Información utilizada para la identificación de distintos objetos audibles 
 
Es importante hacer una distinción entre dos conceptos, fuente y flujo [117], [118]. Una 
fuente es una entidad física que da lugar a ondas de presión acústicas, por ejemplo, 
un piano siendo tocado. Por otra parte, un flujo es la percepción de un grupo sucesivo 
y/o simultáneo de elementos sónicos formando un todo coherente, y pareciendo 
emanar de una misma fuente. Por ejemplo, la percepción de la audición de un piano 
siendo tocado. 
Por lo general los sonidos percibidos por el ser humano son originados por diversas 
fuentes. Si se comparan la forma de onda de las muestras de sonidos percibidos 
individualmente con la forma de onda de la composición de las mismas (sonido 
escuchado), es muy difícil apreciar alguna de las muestras individuales en la onda 
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resultante. Aunque cuando se escuchan los sonidos conjuntamente en el entorno, es 
fácil percibir cada uno como un flujo separado. 
El sistema auditivo periférico actúa como un analizador de frecuencias, separando los 
componentes con distinta frecuencia en sonidos complejos. En el cerebro, las 
representaciones de dichas componentes de frecuencia deben ser asignadas a sus 
fuentes correspondientes. Si la entrada proviene de dos fuentes distintas A y B, 
entonces los componentes de frecuencia deben ser divididos en dos grupos: los 
componentes originados en la fuente A deberán ser asignados a un flujo y los 
componentes emanados de la fuente B deberán ser asignados a otro. El proceso 
encargado de dicha discriminación se llama “agrupación perceptual”. También recibe 
el nombre “parsing” [118] o “análisis auditivo de la escena” [119]. El proceso de 
separar los elementos derivados de dos fuentes diferentes se denomina “segregación”. 
Muchos tipos distintos de características físicas pueden utilizarse para derivar flujos 
perceptuales separados, correspondientes a fuentes individuales, lo que da lugar a 
una entrada acústica compleja. Existen dos aspectos relacionados con este proceso 
[118]: el agrupamiento conjunto de todas las componentes de frecuencia que emanan 
simultáneamente de una fuente única en un momento determinado, y la conexión 
temporal de las frecuencias que cambian en una fuente concreta entre un instante y el 
siguiente. Dichos aspectos se denominan respectivamente como “agrupamiento 
simultaneo” y “agrupamiento secuencial”. Cabe destacar que el proceso de 
agrupamiento perceptual auditivo [120] no es un proceso absoluto, o de todo o nada. 
Muchos experimentos al respecto se basan en el efecto de un atributo específico de 
los sonidos, como su tono, su timbre, su posición subjetiva, en el agrupamiento. 
Dichos experimentos han mostrado que una característica que puede ser efectiva para 
un atributo podría ser menos efectiva o totalmente inefectiva para otro. Igualmente, la 
efectividad de las características puede variar para el agrupamiento secuencial y 
simultáneo. 
 
2.2.3.3. Frecuencia fundamental y regularidad espectral 
 
Al escuchar dos tonos complejos fijos de manera conjunta (como por ejemplo el sonido 
de dos vocales o el sonido de dos instrumentos musicales), los seres humanos en 
general no confunden los armónicos pertenecientes a cada tono. Por el contrario, 
suelen escuchar cada tono como una fuente separada, incluso aunque los armónicos 
estén intercalados e incluso puedan coincidir. Esto sólo puede realizarse si los dos 
tonos tienen frecuencias fundamentales (F0) diferentes. En un experimento llevado a 
cabo por Broadbent y Ladefoged [121] se utilizaron sonidos sintetizados 
correspondientes a diferentes vocales, observando que sólo se percibían como una 
voz fusionada cuando todos los armónicos contenían la misma F0. Si los armónicos se 
dividen en dos grupos con distintas F0, entonces la percepción identifica dos sonidos 
diferentes. 
La frecuencia fundamental es importante por diferentes motivos. Los componentes de 
un sonido periódico tienen frecuencias que forman series armónicas simples. Las 
frecuencias son múltiplos de la frecuencia fundamental. Esta propiedad se denomina 
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“armonicidad”. Los armónicos inferiores se determinan en el sistema auditivo 
periférico. El espaciado regular de los armónicos inferiores puede derivar en su fusión 
perceptual, haciendo que sean percibidos como un único sonido. Si un componente 
sinusoidal no forma parte de esta serie de armónicos, tiende a ser escuchado como un 
sonido diferente.  
En [122], [123], Culling y Darwin sugieren que hay otro mecanismo aparte del basado 
en la regularidad espectral o en la armonicidad, que juega un papel importante en la 
segregación perceptual de los armónicos inferiores. Mostraron que, para pequeñas 
diferencias de la frecuencia fundamental entre dos vocales, sólo las frecuencias más 
bajas contribuyen a aumentar la precisión de la identificación de la vocal con un 
incremento de la diferencia en la frecuencia fundamental. Sugirieron que la mejora 
ocurría por las interacciones temporales entre los armónicos inferiores en las dos 
vocales. Dichas interacciones rítmicas, tienen un efecto en la respuesta neuronal, 
siendo dominante en primer lugar una vocal y alternativamente la otra. Parece ser que 
el sistema auditivo es capaz de escuchar selectivamente en el tiempo para extraer una 
representación de cada vocal. Para los armónicos superiores, sin embargo, la 
frecuencia fundamental juega un papel diferente. Los armónicos superiores de un 
sonido complejo periódico no se resuelven en la membrana basilar, sino que dan lugar 
a una onda compleja con una periodicidad igual a la de la frecuencia fundamental. 
Cuando dos sonidos complejos con diferentes frecuencias fundamentales son 
percibidos a la vez, cada uno formará ondas en la membrana basilar con una 
periodicidad igual a la de su frecuencia fundamental. Si los dos sonidos tienen 
diferente espectro, entonces cada uno generará la respuesta en ciertos puntos de la 
membrana basilar. El sistema auditivo podría agrupar las regiones de forma conjunta 
con una frecuencia fundamental común y segregarlas de las regiones con una 
frecuencia fundamental diferente [124]. También podría darse el caso de que tanto las 
componentes resueltas como las no resueltas sean agrupadas en base al patrón 
detallado temporal de los picos neuronales [125]. Este proceso se puede explicar de 
manera cualitativa asumiendo que el tono de un sonido complejo es el resultado de la 
correlación o comparación de los intervalos de tiempo entre picos de neuronas ante 
diferentes frecuencias características. Sólo aquellos canales que muestren una alta 
correlación podrían ser clasificados como pertenecientes al mismo sonido. Tal 
mecanismo podría agrupar de forma conjunta componentes con la misma frecuencia 
fundamental. Sin embargo, en [126] se muestra una evidencia en contra de dicho 
mecanismo. En el estudio se muestra que la identificación de una vocal específica en 
presencia de otra vocal sonando de fondo era mejor identificada cuando la vocal de 
fondo era armónica que cuando no lo era. En contraste, la identificación de la vocal 
objetivo no depende de si es o no armónica. En el estudio completo, los autores 
proponen un mecanismo basándose en la idea de que un sonido de fondo armónico 
puede ser cancelado por el sistema auditivo, mejorando con ello la representación de 
la vocal objetivo. En cualquier caso, debería recalcarse que la habilidad del sistema 
auditivo para segregar un sonido dado, basándose en la información de su frecuencia 
fundamental, en una región espectral específica, es limitada, como demuestra el 
fenómeno de la interferencia de la discriminación de tono [127]. 
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2.2.3.4. Las disparidades de inicio 
 
El ser humano tiene la habilidad de escuchar un tono complejo en presencia de otro 
[128]. Rasch llevó a cabo un experimento en el que uno de los tonos era tratado como 
una máscara y el nivel de la señal del tono (con mayor frecuencia fundamental) fue 
ajustado para encontrar el punto en el que era detectable. Cuando los dos tonos eran 
iniciados a la vez y presentaban la misma envolvente temporal, el umbral de la señal 
se localizaba entre los cero y los -20dB relativos al nivel de la máscara. 
Aunque los sujetos de prueba percibieron que la señal continuaba a través de la 
máscara, Rasch mostró que esta percepción no estaba basada en la información 
sensorial recibida durante el tiempo de reproducción de la máscara. Encontró que 
umbrales idénticos eran obtenidos si la señal se apagaba justamente después de 
iniciar la máscara. Aparentemente el sistema perceptual asume que la señal continúa, 
ya que no hay evidencia de lo contrario. La parte de la señal que ocurre 
simultáneamente con la máscara podría estar completamente enmascarada. Este 
efecto está relacionada con el fenómeno de la continuidad [129]. 
Rasch mostró que, si dos tonos son iniciados a la vez, pero tienen distintos tiempos de 
incremento, esto puede resultar en umbrales muy bajos para la señal que tiene el 
tiempo más corto de incremento (la que antes se incrementa). Bajo dichas condiciones 
y con asincronías de inicio de hasta 30 ms, las notas suenan como si comenzaran 
síncronamente. Por tanto, el ser humano no necesita ser consciente de las diferencias 
de inicio para que el sistema auditivo pueda realizar correctamente, y a nivel 
perceptual, la separación de tonos complejos. Rasch también indicó que, en la música 
de orquesta, los distintos músicos no tocan exactamente en sincronía incluso si la 
partitura lo indica así. Las diferencias de inicio utilizadas en sus experimentos se 
corresponden aproximadamente con las asincronías percibidas como simultaneas en 
las notas percibidas por la música de orquesta. Esto soporta la visión de que las 
asincronías componen un factor importante en la percepción de las distintas partes o 
voces de la música polifónica. 
Finalmente, las asincronías de inicio juegan un papel importante a la hora de 
determinar el timbre de los sonidos complejos. En un estudio conducido por Darwin y 
Sutherland [130] se concluyó que un tono que comienza o finaliza en un momento 
distinto del de una vocal es menos propenso a ser oído como parte de la vocal que si 
es simultaneo con ella. Por ejemplo, incrementando el nivel de un único armónico 
puede producir un cambio significativo en la calidad, o timbre, de una vocal. Sin 
embargo, si el armónico incrementado comienza antes de la vocal, el cambio en la 
calidad de la vocal es significativamente menor. 
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2.2.3.5. Contraste con sonidos anteriores 
 
El sistema auditivo puede analizar de forma extremadamente eficiente los cambios en 
la entrada sensorial, y particularmente los cambios en el espectro a lo largo del tiempo 
[131], [132]. El aspecto que ha cambiado destaca perceptualmente del resto, como se 
vio anteriormente en el caso de la visión. Es posible que existan mecanismos 
especializados para llevar a cabo la detección de cambios en el espectro. 
Adicionalmente, la estimulación con un sonido estacionario puede conducir a una 
adaptación al mismo. Es fácil comprobar este efecto, por ejemplo, en un entorno de 
trabajo en el que hay sonidos constantes, como el zumbido de los condensadores de 
aparatos electrónicos. Cuando algún aspecto de un estímulo varía, ese aspecto es 
liberado de los efectos de la adaptación y por su detección será incrementada. En el 
ejemplo anterior esto ocurre cuando se desconectan los dispositivos electrónicos que 
producen el sonido de fondo, con la consiguiente liberación de los efectos de la 
adaptación a dicho sonido y la notable sensación de “silencio” (había algo sonando 
que ya no suena). Aunque el mecanismo subyacente de adaptación es un tema de 
debate, su efecto perceptual sin duda no lo es. 
Aparte del ejemplo citado anteriormente, una demostración muy potente del efecto de 
adaptación se puede obtener al escuchar un estímulo con una estructura espectral 
específica, y entonces cambiar rápidamente a un estímulo con un espectro plano, 
como por ejemplo el de un ruido blanco. El ruido blanco percibido en aislamiento 
puede ser descrito como no coloreado, esto es, no tiene tono y presenta un tipo 
neutral de timbre. Sin embargo, cuando un ruido blanco sigue un estímulo con 
estructura espectral, el ruido suena “coloreado”. La tonalidad del ruido se corresponde 
con la inversión del espectro correspondiente al sonido precedente. Por ejemplo, si el 
sonido precedente contiene un corte o una parada, el ruido blanco presentará una 
calidad tonal correspondiente a la frecuencia central del corte o la parada [133], 
percibiéndose como un ruido con un pequeño pico correspondiente al corte. También 
se ha observado que un tono armónico complejo con un espectro plano puede 
producir una calidad similar a la vocal cuando es precedida por un tono armónico 
complejo con un espectro correspondiente a la inversa de un sonido de voz, como 
podría ser una vocal [134]. 
Otra demostración de los efectos del cambio en un estímulo puede ser obtenido al 
escuchar un tono complejo fijo, compuesto de diferentes armónicos. Por lo general, 
ese tipo de tono es percibido con un tono fijo correspondiente a su frecuencia 
fundamental, y los armónicos individuales no son percibidos por separado. Sin 
embargo, si uno de los armónicos se modifica de alguna manera, ya sea mediante la 
alteración de su fase relativa o de su nivel, entonces el armónico permanece fuera de 
la percepción completa como un todo. Durante un corto periodo de tiempo tras el 
cambio, se puede percibir una calidad tonal pura. La percepción del armónico se disipa 
entonces de manera gradual, hasta que se vuelve a mezclar con el complejo de 
nuevo. 
La detección del cambio es obviamente algo importante al asignar componentes de 
sonido con sus respectivas fuentes. Habitualmente los seres humanos escuchan con 
ruido de fondo, tales como diálogos de otras personas, el sonido del tráfico, del viento, 
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etc. Dicho ruido de fondo suele ser relativamente uniforme. Un cambio súbito en el 
mismo por lo general indica que una nueva fuente ha sido activada, y los mecanismos 
de detección del cambio permiten aislar los efectos de dicho cambio e interpretarlos 
adecuadamente. 
 
2.2.3.6. Cambios correlacionados en la amplitud o en la frecuencia 
 
Como se ha comentado anteriormente, la separación perceptual de dos tonos 
complejos puede ser mejorada al introducir asincronía inicial. El umbral de detección 
del tono con la frecuencia fundamental más alta puede ser notablemente reducido si el 
tono comienza 30 milisegundos antes que el otro tono. Incluso cuando dos tonos 
comienzan de manera síncrona, es posible mejorar la detección del tono con mayor 
frecuencia fundamental mediante la modulación de su frecuencia. Esta modulación es 
similar al vibrato producido habitualmente en los tonos musicales, y también se aplica 
a los componentes cuyo mayor tono se amplía o reduce en sincronía. Rasch encontró 
que la modulación podría reducir el umbral para detectar el mayor tono en 17 dB, así 
cuando dos tonos complejos son presentados al mismo tiempo, la detección de uno de 
los tonos puede ser mejorada si sus componentes son modulados en frecuencia, 
dejando el otro tono estacionario. Un efecto similar puede aparecer por la modulación 
en amplitud de uno de los tonos. La modulación mejora la prominencia del sonido 
modulado, destacándolo sobre el sonido no modulado. 
Parece claro que la modulación de los componentes de uno de los sonidos, ya sea en 
amplitud o en frecuencia pueden ayudar con la segregación perceptual del sonido 
respecto a un sonido de fondo uniforme [135]–[139], sin embargo, no está tan claro 
cuando la segregación perceptual de sonidos simultáneos está afectada por la 
coherencia de los cambios en la amplitud o frecuencia cuando ambos sonidos están 
modulados. En este caso, la coherencia se refiere a cuando los cambios en amplitud o 
frecuencia de los dos sonidos tienen el mismo patrón o distintos patrones a lo largo del 
tiempo. Diversos experimentos han reportado que la coherencia en los cambios de la 
amplitud juega desempeña cierto papel. Los sonidos con cambios coherentes tienden 
a fusionarse perceptualmente, mientras que los sonidos con cambios incoherentes 
tienden a segregarse [140]–[142]. Sin embargo, en el estudio desarrollado por 
Summerfield y Culling [137] se observa que la coherencia de la modulación en 
amplitud no afecta la identificación de pares de vocales simultaneas cuando las 
vocales están compuestas por componentes colocados aleatoriamente en la 
frecuencia, a fin de evitar los efectos de la armonía. No existe una evidencia clara de 
que la coherencia de la modulación en frecuencia influya el agrupamiento perceptual 
cuando ambos sonidos están modulados. 
La fusión de componentes que varían en amplitud de manera coherente puede afectar 
la percepción de un tono complejo con un único armónico. Considerando un tono 
complejo conteniendo el tercer, cuarto y quinto armónico de una frecuencia 
fundamental de 200 Hercios, esto es, 600 Hz, 800 Hz y 1000 Hz, el tono resultante 
puede ser percibido de dos maneras. Puede escucharse de forma analítica, a través 
de la audición de uno o más componentes individuales, o puede escucharse de forma 
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sintética, como un único tono correspondiente a la frecuencia fundamental ausente. La 
forma analítica de audición es más propensa a ser percibida si el tono complejo se 
presenta de manera continua o si dicho tono complejo es construido añadiendo cada 
componente en distintos momentos. Sin embargo, el modo sintético es más propenso 
a ser percibido en caso de que todos los componentes del tono compuesto se 
modulen en amplitud de la misma manera. El comportamiento coherente de los 
componentes origina su fundición en una percepción única y uniforme. 
 
2.2.3.7. Posicionamiento del sonido 
 
Las señales utilizadas en la localización pueden ayudar en el análisis de entradas 
auditivas complejas. Un fenómeno relacionado con esto es el de enmascaramiento de 
diferencia de nivel biaural (MLD, masking level difference) [143]. Este fenómeno ocurre 
siempre que la diferencia de fase o nivel de una señal en los dos oídos no sea el 
mismo que el de la máscara, pues la habilidad de detectar la señal mejora 
dependiendo de si la señal y la máscara tienen la misma relación de fase y nivel en los 
dos oídos. La implicación práctica es que se puede detectar mejor la señal cuando se 
sitúa en una posición diferente en el espacio que la máscara. 
Un ejemplo del uso de señales biaurales en la separación de un objeto audible del 
sonido de fondo puede observarse en el experimento conducido por Kubovy et al. 
[144]. En dicho experimento se emplearon ocho señales sinusoidales continuas a cada 
oído a través de unos auriculares. Las sinusoidales tenían frecuencias 
correspondientes a las notas de una escala musical, siendo la más baja de 300 Hz. La 
entrada al oído izquierdo se producía con un retardo de 1 milisegundo respecto a la 
entrada del oído derecho, por lo que las sinusoidales se escuchaban a través del lado 
derecho de la cabeza. Entonces, la fase de cada una de las sinusoidales se 
incrementaba en el oído izquierdo, mientras que la fase en el oído derecho se 
retrasaba, hasta que la entrada del oído izquierdo precedía a la entrada del oído 
derecho por un milisegundo. Este proceso de cambio de fase ocurría en una ventana 
temporal de 45 milisegundos. La fase permanecía en el valor modificado durante una 
cantidad específica de tiempo, y posteriormente se revertía de manera gradual a su 
estado inicial, nuevamente en una ventana de 45 ms. Durante el tiempo que se 
producía el cambio de fase, la sinusoidal con la fase cambiada se percibía desde el 
lado opuesto de la cabeza (lado izquierdo), destacándola perceptualmente. Una 
secuencia de cambios de fase en las diferentes componentes se percibía de forma 
clara, como una melodía. Esta melodía era totalmente indetectable al escuchar la 
entrada auditiva de un oído al otro. Los autores interpretaron sus resultados indicando 
que las diferencias en la fase relativa a los dos oídos podrían permitir aislar a un objeto 
audible ante la ausencia de otras señales. 
Cuando dos sonidos simultáneos presentan diferencias en sus parámetros inter-
aurales, se mejora su segregación perceptual y se mejora su detección y 
discriminación. Sin embargo, el procesamiento biaural no es siempre efectivo, y en 
algunos casos puede desarrollar un papel poco significativo. 
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2.2.3.8. Segmentación de flujos 
 
Al escuchar secuencias rápidas de sonidos, los sonidos pueden agruparse 
conjuntamente, esto es, pueden parecer como percibidos de una misma fuente, 
fenómeno denominado fusión o coherencia. También puede ocurrir que se perciban 
como flujos diferentes, esto es, percibidos como si fuesen originados por más de una 
fuente. Este fenómeno es denominado fisión o segregación de flujos. [119], [145]–
[147]. 
Diversos factores pueden producir la segmentación de flujos. Entre ellos, cabe 
destacar la diferencia entre tonos creados por interacciones biaurales (como en el 
caso de los tonos de Huggin [148]), la percepción de distintos salientes entre tonos 
sucesivos, la diferencia de intensidad entre tonos puros, o su diferencia de localización 
espacial [149]. 
El proceso de segregación de flujos está directamente relacionado con el proceso del 
reconocimiento del habla. Los sonidos del habla se suceden rápidamente formando 
secuencias, y las ligaduras y ligaduras parciales entre dichos sonidos, observadas en 
los componentes acústicos del discurso son un factor importante a la hora de percibir 
el habla como un flujo unificado [150]. El agrupamiento secuencial también es clave 
para la función del reconocimiento del habla. En un estudio conducido por Darwin y 
Hukin [151] se demuestra que el agrupamiento secuencial está fuertemente 
influenciado por la diferencia temporal interaural. En su estudio condujeron un 
experimento en el cual variaron los tiempos interaurales de dos frases habladas en el 
rango comprendido entre 0 y 181 µs. Cada una de las frases era reproducida en un 
oído diferente, aplicando sobre una de ellas un desfase de 45 µs. Las frases, basadas 
en el lenguaje natural hablado, habían sido pre procesadas a fin de ser reproducidas 
mono tónicamente, o lo que es lo mismo, manteniendo su frecuencia fundamental 
constante. La diferencia de frecuencia fundamental entre las dos frases se varió entre 
cero y cuatro semitonos. Los sujetos de prueba debían prestar atención a una de las 
dos frases. En un momento específico de la frase, dos palabras diferentes eran 
reproducidas coincidiendo en tiempo de inicio y duración (perro y pájaro). Igualmente, 
las frecuencias fundamentales y las interacciones biaurales de ambas palabras 
objetivo fueron modificadas independientemente respecto al resto de las frases. Los 
sujetos de prueba debían indicar cuál de las dos palabras habían escuchado en la 
frase sobre la que debían poner su atención. En el estudio se observó que la palabra 
objetivo que tenía las mismas interacciones biaurales que la frase a escuchar era 
percibida mucho más frecuentemente que la palabra que tenía diferentes interacciones 
biaurales. Esto es, la palabra y frase con iguales interacciones biaurales eran 
agrupadas de manera conjunta, incluso aunque tuviesen distinta frecuencia 
fundamental. Así, los sujetos agrupaban las palabras a lo largo del tiempo respecto a 
su localización subjetiva percibida, independientemente de las diferencias en su 
frecuencia fundamental. La conclusión del estudio es que los oyentes intentan seguir 
una fuente de sonido específica a lo largo del tiempo, dirigiendo su atención hacia 
objetos audibles localizados en una posición subjetiva específica. Igualmente, dichos 
objetos audibles podrían estar definidos por otras características aparte de las 
interacciones biaurales, como, por ejemplo, la armonicidad y la asincronía entre los 
tiempos de inicio y final. 
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Un gran número de compositores de música han explotado el fenómeno de la 
aparición de segregación de flujo cuando los tonos se separan ampliamente en el 
rango de frecuencias. Mediante la reproducción de una secuencia de tonos en la cual 
notas de diferentes rangos de frecuencias son reproducidas de manera alternativa, un 
instrumento como la flauta, en la que sólo es posible reproducir una nota cada vez, es 
posible percibir que dos notas son emitidas al mismo tiempo. Es posible encontrar 
ejemplos de este fenómeno en trabajos de grandes compositores clásicos como Bach, 
Telemann y Vivaldi, entre otros. Existen también ocasiones en la que los compositores 
intercalan notas de diferentes instrumentos para ser percibidas como una única 
melodía. Por ejemplo, entre los primeros y segundos violines de una orquesta. Este 
fenómeno ocurre cuando los distintos instrumentos presentan timbres y localizaciones 
similares, y son tocados en rangos tonales similares. 
 
2.2.4. Principios en la organización perceptual 
 
Como se comentó anteriormente en el estado del arte correspondiente a la percepción 
en términos generales, los psicólogos de la Gestalt [152] describieron diversos 
factores que rigen la organización perceptual. Tanto sus descripciones como principios 
también se ajustan a la forma en la que las señales físicas son procesadas para 
conseguir el agrupamiento perceptual de las entradas acústicas. El conjunto de reglas 
definido permite agrupar las partes de las entradas acústicas que surgen de la misma 
fuente, así como la segregación de las que no lo hacen. Las reglas en sí mismas no 
tienen por qué ser suficientes para llevar a cabo dicho proceso, sino más bien, su 
aplicación conjunta y coordinada (lo cual puede resultar complejo). De esta manera se 
consigue la interpretación correcta de la entrada sonora. Las reglas presentadas a 
continuación se pueden aplicar tanto a la visión como a la audición. 
 
2.2.4.1. Principio de similitud 
 
Este principio define que los elementos son agrupados si son parecidos entre sí. En la 
audición, la similitud por lo general implica características como el tono, el timbre, la 
intensidad, la duración o la posición (localización) subjetiva. Por ejemplo, si se 
escucha una secuencia rápida formada por tonos puros, a una tasa de unos diez tonos 
por segundo, entonces los tonos que con una frecuencia cercana (parecidos), son 
interpretados como originados por un único flujo perceptual, mientras que los tonos 
que tienen frecuencias muy separadas son percibidos como flujos distintos. 
Para los tonos puros, la frecuencia es uno de los factores más importantes en cuanto a 
la similitud se refiere, aunque diferencias en la intensidad y en la posición subjetiva 
entre distintos tonos sucesivos también puede conducir a la separación de flujos. Para 
los tonos complejos, las diferencias en el timbre producidas por las diferencias 
espectrales parecen ser el factor más importante. Nuevamente, no es el único factor a 
tener en cuenta. Otros factores relevantes son las diferencias en la frecuencia 
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fundamental, las diferencias en la posición subjetiva percibida y las diferencias en el 
timbre producidas por las distintas envolventes temporales. 
 
2.2.4.2. Principio de buena continuación 
 
Dicho principio se basa en el comportamiento general de las fuentes de sonido. 
Habitualmente varían sus propiedades físicas, como frecuencia, intensidad, espectro o 
posición, de forma continua y suave, en lugar de hacerlo de forma súbita. Por tanto, 
una pequeña variación en alguno de dichos aspectos indica un cambio en una única 
fuente, mientras que un cambio súbito indica la activación de una nueva fuente de 
sonido. En un  ejemplo descrito anteriormente [150], Bregman y Dannenbring 
mostraron que la tendencia de una secuencia de tonos agudos y graves a ser 
separada se reducía cuando los tonos sucesivos eran interconectados mediante la 
ligadura de sus frecuencias. 
Otro ejemplo proviene de la experimentación con la síntesis de voz. En el habla 
sintética, grandes fluctuaciones de un tipo inesperado de frecuencia fundamental, y 
por tanto en el tono, generan la impresión de que un nuevo hablante ha intervenido 
para decir algunas sílabas del hablante principal. Sin embargo, parece que, en este 
caso, la suavidad del contorno de la frecuencia fundamental no es el único factor que 
determina cuándo se percibe una intrusión. La frecuencia fundamental para un único 
hablante cubre por lo general el rango de una octava, pero el efecto de intrusión puede 
ser observado para rangos mucho menores que éste, siempre y cuando sean 
inconsistentes con los cambios de frecuencia fundamental requeridos por el contexto 
fonético y lingüístico. Por tanto, parece que la asignación de un patrón espectral a un 
hablante específico sólo se basándose en la frecuencia fundamental de manera 
parcial. Aparentemente se requiere un conocimiento de las reglas de entonación 
(buena continuación). Sólo las desviaciones que no forman parte de dichas reglas son 
interpretadas como un nuevo hablante. Los resultados del estudio sobre dicho efecto 
[153] fueron obtenidos mediante un experimento llevado a cabo por Darwin y Bethell-
Fox. En el experimento se sintetizaron patrones espectrales que cambiaban suave y 
repetidamente entre los sonidos de dos vocales. Cuando la frecuencia fundamental de 
los patrones de sonido era constante, se percibía como originada por una única fuente, 
y los sonidos del habla incluían ligaduras y semivocales. Sin embargo, cuando se 
aplicaba un contorno discontinuo con cambios en la frecuencia fundamental a los 
patrones anteriores, estos se percibían como dos flujos de habla diferentes, y en la 
conversación se percibían consonantes de parada. A menudo, un grupo específico de 
componentes se percibe únicamente como parte de un solo flujo, así, la segregación 
perceptual produce silencios ilusorios en cada flujo durante las porciones de la señal 
atribuidas al otro flujo, y dichos silencios son interpretados conjuntamente con los 
patrones espectrales correspondientes a las ligaduras con las vocales, tal y como 
indica la presencia de las consonantes de parada. La percepción del habla está 
fuertemente influenciada por la organización del flujo sonoro (continuidad). 
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2.2.4.3. Principio del destino común 
 
Los distintos componentes de frecuencia surgidos de una única fuente suelen variar de 
una manera muy coherente. Tienden a comenzar y terminar juntos, cambiando en 
intensidad y frecuencia de manera conjunta. El sistema perceptual utiliza dicho 
fenómeno, agrupando sonidos complejos si dos o más componentes de los mismos 
presentan similitudes o cambios al mismo tiempo, y percibiéndolos como parte de la 
misma fuente de origen. 
Ejemplos de dicho principio pueden encontrase en la música. Si dos tonos complejos 
comienzan de manera asíncrona con 30 ms de diferencia o más, son percibidos como 
dos tonos diferentes. Las asincronías observadas en la música de orquesta por lo 
general son mayores a dicho valor, por eso al escuchar música polifónica es sencillo 
identificar las líneas melódicas de cada instrumento prestando la atención suficiente. 
 
2.2.4.4. Principio de la asignación disjunta 
 
También conocido como principio de pertenencia, hace referencia a que un único 
componente de sonido puede ser asignado únicamente a una fuente cada vez. Una 
vez que un componente ha sido asignado para la generación de un flujo, no puede ser 
utilizado en la formación de un segundo flujo. Para algunos tipos de estímulo, la 
organización perceptual podría resultar ambigua al haber más de una manera de 
interpretar la entrada sensorial. Cuando un componente específico puede ser 
interpretado como perteneciente a distintos flujos, la percepción puede variar 
dependiendo del flujo en el que dicho componente está incluido. 
Bregman y Rudnicky [154], idearon un experimento en el que se reproducían cuatro 
tonos muy breves sucesiva y rápidamente. Dos de los tonos tenían la misma 
frecuencia, y los dos tonos del medio tenían frecuencias diferentes. La secuencia de 
cuatro tonos podía variar la posición de los tonos del medio. Los oyentes debían 
identificar el orden de los tonos centrales. Se observó que dicha tarea les resultaba 
compleja cuando los tonos centrales se reproducían de forma única (sin los tonos 
inicial y final, con misma frecuencia), ya que los tonos centrales eran percibidos como 
parte de un patrón formado por cuatro tonos, incluyendo dos tonos de distracción 
(inicial y final). Por otra parte, integraron la secuencia de cuatro tonos en una 
secuencia más larga, con tonos denominados captores. Cuando los tonos captores 
tenían frecuencias similares a las de los tonos de distracción, producían el efecto de 
percibir los tonos captores como parte de un flujo diferente (los capturaban), dejando a 
los tonos centrales en su propio flujo, y por ende, haciendo sencillo identificar el orden 
de dichos tonos centrales. Al parecer, los tonos distractores no podían ser percibidos 
como parte de ambos flujos. Cuando sólo un flujo es sujeto de análisis, y, por tanto, de 
atención, el otro flujo puede facilitar la eliminación de distractores del dominio de 
atención. 
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Cabe destacar que el principio de la asignación disjunta no siempre funciona, sobre 
todo en situaciones donde existen dos o más organizaciones perceptuales válidas 
[155], donde un elemento sonoro podría ser percibido como parte de más de un flujo. 
 
2.2.4.5. Principio de clausura 
 
En los entornos cotidianos, por lo general los sonidos de fuentes concretas pueden ser 
temporalmente enmascarados por otros sonidos. Durante el tiempo que el sonido 
enmascarador está presente, no hay evidencia sensorial de si el sonido enmascarado 
se sigue reproduciendo o ha terminado. Bajo dichas condiciones, los sonidos 
enmascarados tienen a percibirse de manera continua. Este proceso es denominado 
clausura. 
Cuando un sonido X es alternado con un sonido Y, y el sonido Y tiene mayor 
intensidad que el X, entonces X podría percibirse como continuo, incluso tras haber 
sido interrumpido. Los sonidos no tienen por qué ser continuos. Por ejemplo, si Y es 
ruido y X es un tono que aumenta progresivamente su frecuencia, dicho aumento de 
frecuencia es percibido como continuo incluso aunque ciertas partes de dicho aumento 
no estén presentes en la señal [156]. De forma similar, cuando un tono modulado en 
amplitud o en frecuencia es interrumpido por ruido, la modulación se percibe como 
continua a través del ruido [157]. En este caso, los huecos en el tono deben ser 
rellenados por ruido y el ruido debe ser un enmascarador potencial del tono (si fueron 
reproducidos a la vez). En ausencia del ruido, la continuidad no es percibida. El efecto 
de continuidad también sirve en el caso del habla, cuando el flujo vocal se alterna con 
ruido. Si en ausencia de ruido el flujo vocal presenta huecos, se percibe como 
estridente. Cuando los huecos son completados por ruido, el dialogo se percibe como 
más natural y continuo [158]. Para tasas de interrupción del diálogo moderadas, esto 
puede conducir a una mejora de la inteligibilidad, ya que los cambios abruptos del 
habla producen señales engañosas (donde se encuentran los huecos), que el ruido 
puede enmascarar. 
 
2.2.4.6. El principio de la atención y de figura – fondo 
 
En general el ser humano es incapaz de prestar atención a cada aspecto individual de 
la entrada auditiva (ni siquiera en otras entradas sensoriales). Lo que ocurre es que 
únicamente un subconjunto de información sensorial es seleccionado para ser 
analizado conscientemente. En un principio parece que podría ser posible prestar 
atención y comparar cualquier pequeño grupo arbitrario de elementos pertenecientes a 
una señal acústica, sin embargo, no es posible. Por el contrario, el sonido complejo se 
descompone y analiza en distintos flujos, y sólo se presta atención a un flujo cada vez. 
Dicho flujo destaca perceptualmente, mientras que el resto del sonido es menos 
predominante. Los psicólogos de la Gestalt denominaron a la separación de flujos de 
atención y no atención el “fenómeno de figura - fondo”. 
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En un evento saturado de estímulos auditivos, como por ejemplo en una multitud, los 
seres humanos pueden prestar atención únicamente a una conversación cada vez, 
mientras que el resto de conversaciones forman un sonido de fondo. De manera 
similar, al escuchar una composición musical polifónica, la atención se centra en una 
línea melódica cada vez. Por supuesto es posible intercambiar la atención de una 
conversación a otra o de una línea melódica a otra, y aunque sea posible ser 
consciente de las otras voces, sólo es posible realizar un análisis consciente de un 
flujo cada vez. Neisser sugiere que la atención es ejercida tras el análisis inicial de los 
flujos [159]. Así pues, los procesos previos a la atención establecen restricciones 
sobre la misma, haciendo difícil atender simultáneamente o realizar inferencias sobre 
elementos que forman parte de dos flujos perceptuales diferentes. 
Aunque la determinación de flujos auditivos impone limitaciones sobre la atención, el 
proceso es de dos vías. La atención también puede influir en la formación de flujos 
[160]. Al escuchar una secuencia de tonos alternantes, con un intervalo de 
aproximadamente siete semitonos entre los tonos, podría darse el caso de percibir 
fisión o fusión dependiendo de la atención prestada [161]. Es posible realizar una 
audición selectiva, intentando captar cada uno de los tonos inferiores o superiores, o 
por el contrario, se puede intentar hacer una audición exhaustiva tratando de captar 
todos los tonos juntos. Al escuchar sin un propósito específico, se puede comenzar 
con un tipo de audición y variar al otro. El cambio ocurre de forma espontánea y a 
intervalos irregulares [162], produciéndose un efecto de inversión perceptual que 
conduce a la ambigüedad en la interpretación de la entrada sensorial. 
La importancia de los cambios en los estímulos puede interpretarse en el contexto de 
figura - fondo. Siempre que cambia algún componente del sonido mientras que el resto 
de componentes permanecen relativamente inalterados, entonces dicho aspecto es 
promocionado automáticamente a la atención del oyente (figura), pasando el resto del 
flujo al fondo. Este hecho revela que los cambios significativos en el entorno están 
asociados a cambios de algún tipo. La sensibilidad al cambio proporciona una manera 
de focalizar y dirigir la atención hacia eventos nuevos y potencialmente importantes del 
entorno. 
 
2.2.5. Otros sentidos e interacciones sensoriales 
 
Hasta ahora se han analizado características de sistemas perceptuales 
telerreceptores, como la vista y el oído. Como se ha comprobado, las bases 
fundamentales de funcionamiento en ambos son radicalmente diferentes. El primer 
caso está basado en la recepción de los fotones reflejados por superficies iluminadas, 
o los fotones emitidos directamente por una fuente lumínica. El segundo caso está 
basado en la detección de ondas acústicas de presión en un medio físico (por lo 
general, el aire). Podría decirse que en ambos casos la estimulación es producida por 
formas físicas de energía. Sin embargo, existen otro tipo de sentidos cuyo 
funcionamiento está basado en la percepción de sustancias químicas en el ambiente. 
Es el ejemplo del gusto y del olfato (éste último, también telerreceptor). 
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En líneas generales, el sentido del olfato funciona de la siguiente manera [163]: en 
primer lugar, las moléculas de olor presentes en el aire penetran en las fosas nasales 
y son disueltas en las mucosidades situadas en la parte superior de las fosas nasales. 
Debajo de dichas mucosidades, en el epitelio olfatorio, las células receptoras 
especializadas (neuronas receptoras el olfato) son capaces de detectar entre mil y 
cuatro mil olores diferentes [164] y su intensidad. Estas neuronas transmiten la 
información recibidas a los bulbos olfatorios, situadas en la parte de atrás de la nariz. 
Los bulbos olfatorios a su vez presentan receptores sensoriales, que forman parte del 
cerebro y se encargan de enviar directamente la información percibida tanto a los 
centros más primitivos del cerebro (estructuras del sistema límbico), lugar donde se 
estimulan la memoria y las emociones, como al neocórtex, lugar en el que se 
modifican los pensamientos conscientes. Ambos centros cerebrales perciben olores y 
tienen acceso a recuerdos que pueden evocar rápidamente memorias sobre personas, 
situaciones o lugares relacionados con dichas sensaciones olfativas. El sentido del 
olfato es aproximadamente diez mil veces más sensible que cualquier otro de los 
sentidos [163], y el reconocimiento del olor es inmediato. Mientras que, en el tacto y el 
gusto, los estímulos deben viajar por el cuerpo a través de vías neuronales y la espina 
dorsal antes de llegar al cerebro, el olfato está directamente conectado con el cerebro, 
haciendo que la respuesta sensorial sea inmediata. 
Los olores percibidos por el sistema olfativo pueden ser clasificados en seis grandes 
grupos [164]: florales, afrutados, picantes, resínicos, quemados y pútridos. 
La mucosa olfativa consiste en una capa de epitelios en forma de columna, rodeados 
por millones de neuronas olfativas cubiertas de mucosidad. Dichas neuronas son las 
únicas sometidas directamente a estimulación por parte del entorno externo, y se 
encuentran sometidas a un reemplazo constante. Las células basales cercanas se 
ocupan de la diferenciación y evolucionan en las neuronas olfativas cada 5-8 
semanas. Aunque la densidad de receptores olfativos en las neuronas olfativas es muy 
elevada en los seres humanos, es aún mayor en un gran número de animales [165]. 
A nivel químico se pueden considerar dos tipos de moléculas olorosas, las hidrófilas y 
las hidrofóbicas. Las primeras son absorbidas directamente por la mucosa, mientras 
que las segundas necesitan ser combinadas con proteínas odorantes específicas para 
ser transportadas a los cilios de las neuronas olfativas. La interacción de las distintas 
moléculas olorosas con los cilios produce ionización, cuyo efecto es la generación de 
potencial eléctrico. Las corrientes iónicas generadas en respuesta a la tasa de flujo de 
moléculas odorantes y a su concentración, se combinan produciendo patrones 
espaciales específicos de actividad, que contribuyen a la codificación neuronal de los 
olores. Dichas respuestas a lo largo de la mucosa olfativa pueden ser monitorizados 
mediante el uso de electrodos superficiales (electroolfatograma) [166]. La acción de 
las moléculas odorantes es variable, puesto que su densidad e intensidad suele 
cambiar a lo largo del tiempo. Esto genera cambios en la tensión y por ende en los 
patrones detectados de manera proporcional a la concentración de las moléculas 
odorantes. La acción (o estimulación) producida por dichas corrientes es atenuada por 
la adaptación (o desensibilización) de los receptores [164]. Es por este fenómeno por 
el que el ser humano puede dejar de percibir ciertas fragancias u olores cuando lleva 
una cierta cantidad de tiempo expuesto a dicho olor, siempre que este último se 
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mantenga constante. El fenómeno de adaptación sensorial se ha observado (y 
comentado) anteriormente en otros sentidos, como la vista y el oído. 
La adaptación rápida y la eliminación de odorantes, permite el reconocimiento y 
discriminación continua de los nuevos aromas inhalados en cada ciclo respiratorio. Las 
diferencias de potencial generadas en los axones de las neuronas activadas son 
propagadas al bulbo olfativo. Los bulbos olfativos tienen muchos tipos distintos de 
neuronas en una distribución laminar [164]. Millones de axones convergen en unos 
pocos miles de glomérulos en el interior de los bulbos olfativos, donde cada bulbo está 
interconectado con unas 75000 células mitrales. Dichas células mitrales son neuronas 
sensoriales de segundo orden, cuyos axones penetran en el tracto olfativo y ascienden 
hacia el córtex olfativo. Esta convergencia o divergencia entre los axones de las 
neuronas olfativas y las células especializadas de los bulbos olfativos generan 
potenciales excitativos post-sinápticos en las células mitrales y, por consiguiente, 
diferencias de potencial interpretadas como estímulos olfativos. Existe un complejo 
patrón de integración neuronal cuyo objetivo es la discriminación de diversas 
moléculas odorantes. Este patrón es generado por los mecanismos de convergencia o 
divergencia de éstas neuronas sensoriales de segundo orden. La complejidad de este 
patrón se relaciona con el hecho de que un único olor puede estimular diferentes 
receptores y neuronas [164]. 
Una característica del sentido del gusto es que requiere la interacción de distintos 
sistemas sensoriales. El gusto y el olfato son los sistemas principales encargados de 
distinguir sabores. Sin embargo, otros sistemas sensoriales como el tacto, la 
termocepción y la nocicepción de la mucosa oral, contribuyen a determinar la calidad 
sensorial de la comida [164], [167]. La saliva también tiene un papel importante al 
mantener la acuosidad de las células receptoras del sabor. Igualmente, contribuye a 
disolver los solutos polares, transportar dichos solutos a los receptores del gusto, 
atenuar las acciones de los alimentos ácidos y reparar el epitelio lingual. 
Los bulbos gustativos están localizados en las papilas y distribuidos a lo largo de la 
superficie de la lengua. Los bulbos están presentes también en la mucosa oral del 
paladar y de la epiglotis. Dichas estructuras en forma de pera contienen unas ochenta 
células distribuidas alrededor de un poro gustativo [164]. Las células receptoras del 
gusto son células neuro-epiteliales que se extienden desde la base hasta la cima de 
los bulbos gustativos y que son reemplazadas cada nueve o diez días [164]. Las 
microvellosidades de cada célula receptora del gusto se proyectan hacia el interior de 
los poros gustativos, donde entran en contacto con los solutos disueltos en la 
superficie de la lengua. Los solutos que contienen el sabor son transportados hacia los 
poros gustativos y son distribuidos a través de la capa líquida para entrar en contacto 
con las proteínas receptoras de la membrana apical y de las microvellosidades. El 
sentido del gusto, al igual que el olfato, depende de la concentración de moléculas. En 
este caso, moléculas de sabor, y de su solubilidad en la saliva. Por ello, si la lengua 
está seca, los poros gustativos recibirán pocas señales químicas y por ende, 
experimentarán dificultad a la hora de identificar el sabor de los alimentos [168]. 
La sensación del gusto puede ser evocada por un gran número de diversos solutos 
que contienen sabor. La interacción de dichos solutos con los receptores produce 
patrones de cambio de potencial (despolarización, la despolarización seguida por 
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hiperpolarización, o únicamente hiperpolarización) en las respectivas membranas 
[164]. Hay cinco tipos de receptores para el gusto, respondiendo cada uno de ellos a 
un cierto tipo de componente químico. Los cinco grandes grupos de sabores 
asociados a dichos componentes son: dulce, ácido, salado, amargo y umami (nombre 
derivado de la palabra japonesa para “delicia”). Este último responde específicamente 
al glutamato y a ciertas proteínas [168]. En cualquier caso, la especificidad de un 
terminal gustativo no es absoluta. Una misma fibra puede responder a diferentes 
estímulos químicos, por tanto, el gusto percibido de cualquier estímulo es el resultado 
de un patrón de activación en los diferentes receptores gustativos afectados [169]. 
Aunque históricamente se establecieron diferentes regiones para la detección de 
distintos sabores a lo largo de la superficie de la lengua (dulzura en la parte delantera, 
acidez y salinidad en los laterales, amargura en la parte posterior), estudios sobre el 
gusto basándose en la respuesta de los diferentes nervios craneales demuestran que 
las comidas con gusto similar producen un patrón de actividad parecido. Dichos 
patrones de actividad indican que la formación de la codificación neural del gusto 
ocurre en diferentes neuronas y células gustativas respondiendo a un estímulo 
particular. Este hallazgo indica que no existe una única fibra que proporcione una 
única cualidad gustativa (dulce, salado…), sino que determinadas fibras pueden 
responder mejor o peor a determinadas cualidades gustativas [164]. Igualmente 
existen diferencias significativas en las preferencias del gusto, tanto dentro de la 
misma especie como entre especies. Por ejemplo, el ser humano y las ratas 
comparten el gusto por las soluciones de sacarosa y sacarina, mientras que, por 
ejemplo, los perros rechazan la sacarina, y los gatos son indiferentes a ambas. Por 
otra parte, dentro de la especie humana, existen diferencias significativas entre los 
umbrales gustativos. Las personas ancianas tienen por lo general umbrales más altos, 
en parte debido a la notable reducción de poros gustativos con el envejecimiento. Los 
niños tienen menor tolerancia a las especias y a los sabores amargos, pues su sentido 
del gusto es más intenso. Y dentro de los adultos existen diferencias absolutas: ciertas 
personas perciben algunos gustos como fuertes y desagradables mientras que otras 
personas son indiferentes a ellos (por ejemplo, con tipos de quesos) [168], [169]. 
Finalmente, se ha observado que el género sexual también puede influir en la 
detección de sabores, pues en promedio las mujeres tienen más papilas fungiformes y 
bulbos gustativos [170], lo que las hace más sensibles a los cambios y matices en las 
cualidades gustativas. 
Además de las modalidades sensoriales extereoceptivas analizadas, existen cuatro 
sentidos adicionales, clasificados como sentidos somáticos, importantes a la hora de 
percibir características adicionales del entorno y características propias del ser 
humano o de su interacción con el medio. Dichos sentidos son el tacto, la 
termocepción, la propiocepción y la nocicepción. Los receptores para estos sentidos 
somáticos se encuentran tanto en la piel como en las vísceras. La compleja estructura 
neural, así como los canales que transmiten la información de estos receptores al 
cerebro pasan por el cerebelo, de forma que es posible utilizar la información sensorial 
para coordinar equilibrio y movimiento [171]. La información recogida en el cerebro se 
procesa en la corteza somatosensitiva. Gracias a experimentos con pacientes durante 
la cirugía cerebral para la epilepsia [172] se ha determinado que cuanto más sensible 
a la estimulación táctil es una región del cuerpo, mayor es su cantidad correspondiente 
de espacio asociado en la corteza somatosensitiva. El tamaño de dichas regiones, por 
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importancia en la termorregulación corporal [171], al igual que en la interacción con 
otros sentidos como el olfato y el gusto, variando la sensación percibida ante un 
alimento o aroma dependiendo de su temperatura. En cualquier caso, las preferencias 
olfativas y gustativas se aprenden a lo largo del desarrollo, y son asociadas a 
recuerdos mediante la memoria [175]. 
Otro sentido relacionado con la detección de la situación o estado del ser humano en 
el entorno es el equilibrio. El equilibrio es el estado de estabilidad, o la posición del 
cuerpo en el espacio. En la ubicación del cuerpo, la información sensorial originada en 
el oído interno y en los propioceptores musculares y articulares le indica al encéfalo la 
localización de las diferentes partes del cuerpo en relación unas con otras y con el 
entorno [171]. Igualmente, la vista también desempeña un rol importante en el 
equilibrio [176], [177]. El sentido del equilibrio tiene su componente más importante en 
la sensación recogida por diversos componentes del oído interno. Principalmente, por 
las células ciliadas que reviste en aparato vestibular lleno de líquido (endolinfa), y los 
conductos semicirculares del oído interno. Dichos recetores no neurales responden a 
cambios en la aceleración rotacional, vertical y horizontal. Las células ciliadas 
funcionan igual que las situadas en la cóclea, pero en lugar de detectar ondas 
sonoras, detectan la interacción de los estereocilios con fuerzas como son la gravedad 
y la aceleración. 
El sentido espacial del equilibrio puede dividirse en dos componentes principales, uno 
dinámico, encargado de registrar los movimientos a través del espacio y otro estático, 
que registra la posición de la cabeza. Los tres conductos semicirculares del oído 
interno detectan la aceleración rotacional en distintas direcciones. Los órganos 
otolíticos registran la aceleración lineal y la posición cefálica. Las células ciliadas de 
ambos funcionan como las células ciliadas del órgano de Corti, responsable de la 
audición. Cuando los cilios se inclinan en una dirección se despolarizan y al inclinarse 
en la dirección opuesta se hiperpolarizan. Al lado del haz ciliar, existe un componente 
denominado cinocilio, responsable de crear un punto de referencia para determinar la 
dirección de la inclinación [171]. En el caso de la rotación, el cráneo óseo y las 
paredes membranosas del laberinto se mueven, pero el líquido interno (endolinfa) 
tiende a permanecer en su sitio debido a la inercia. En las ampollas del aparato 
vestibular, la resistencia de la endolinfa inclina la cúpula y las células ciliadas en 
dirección opuesta a la dirección en la cual está girando la cabeza. Si la rotación 
perdura en el tiempo, la endolinfa seguirá el movimiento. Si la rotación de la cabeza se 
detuviera súbitamente, la inercia del líquido impediría su detención inmediata, con lo 
que la sensación sería de seguir rotando. Ante dicha sensación se activarían estímulos 
reflejos tratando de compensar la aparente pérdida de equilibrio [171]. En el caso de la 
aceleración lineal y la determinación de la posición del cráneo, son los órganos 
otolíticos del utrículo y el sáculo los dispuestos para sentir fuerzas lineales. Las 
máculas del utrículo permanecen horizontales cuando la cabeza está en posición 
erecta (posición normal). Si la cabeza se inclina, por ejemplo, para mirar hacia arriba, 
la gravedad hace que los otolitos (partículas minerales y proteicas) de la membrana 
otolítica gelatinosa sean deslizados hacia atrás, doblando las células ciliadas y 
disparando con ello una señal. Sin embargo, las máculas de los sáculos, al contrario 
que las del utrículo, están orientadas verticalmente cuando la cabeza está en posición 
erecta. Esto hace que sean sensibles a las fuerzas verticales, como las producidas por 
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caídas. El encéfalo analiza el patrón de células ciliadas hiperpolarizadas y 
despolarizadas para determinar la posición de la cabeza y la dirección del movimiento 
[171]. 
Como se ha podido observar en el estudio de la literatura, existen diversos sentidos, 
encargados cada uno de determinar características internas o externas al cuerpo 
humano, pero dichas características son percibidas con mayor precisión y detalle, o 
con un menor tiempo de respuesta cuando existe interacción entre dichos sentidos. 
Así pues, por citar algunas de estas interacciones, es posible identificar sustancias 
potencialmente dañinas mediante el gusto y el olfato, es posible detectar temperaturas 
potencialmente peligrosas para los tejidos mediante el tacto y la nociocepción, o 
posibles alteraciones en el movimiento o en el terreno mediante el equilibrio, que, 
aunque principalmente es responsabilidad de órganos en el oído interno, depende 
fuertemente de interacciones con la vista y del tacto. Sin embargo, una de las 
interacciones más importantes es la existente entre la vista y el oído a la hora de 
posicionar objetos en el espacio. Por lo general la posición de una fuente de sonido 
estacionaria es percibida como invariante, o fija, en el espacio. Si se mueve la cabeza, 
el sonido que incide en los dos oídos cambia, pero la imagen sonora permanece 
estacionaria en el espacio. De algún modo, la información sobre la posición de la 
cabeza es combinada con información sobre la posición relativa de la cabeza para 
generar una percepción constante. La visión puede desempeñar un papel importante 
en este proceso al ayudar a definir la posición de la cabeza en el espacio. Este hecho 
se describe en una serie de experimentos realizados por Wallach [178]. En ellos, los 
sujetos de prueba tenían sus cabezas fijas en el eje vertical de una pantalla cilíndrica 
que rotaba sobre ellos. La pantalla estaba cubierta de bandas verticales, y tras 
observar su movimiento durante unos momentos, los sujetos percibían que se 
encontraban en movimiento respecto a una pantalla fija. Entonces se activaba una 
fuente inmóvil de sonido justo delante de los sujetos de prueba. Este sonido era 
percibido como si tuviese su origen encima o debajo. Aparentemente el cerebro trata 
de determinar un origen de la fuente de sonido que sea consistente con todas las 
evidencias sensoriales disponibles. Los sujetos en esta situación se percibían en 
movimiento, pero el sonido incidente en sus oídos no tenía disparidad interaural, ni 
cambio alguno. Perceptualmente este fenómeno es coherente sólo si el sonido es 
originado por encima o por debajo de los sujetos. Si la fuente de sonido tiene un 
azimut de, por ejemplo, 24 grados hacia la derecha del sujeto, la fuente de sonido no 
puede ser interpretada como procedente de arriba o abajo, ya que en este caso 
aparecen diferencias interaurales en intensidad y tiempo. En este caso, la fuente es 
percibida en movimiento, rotando con el sujeto a una elevación aproximada 
correspondiente al complemento del azimut (en este caso, unos 66 grados). De esta 
forma, la interpretación del posicionamiento de las señales auditivas está fuertemente 
influenciado por la orientación visual, y, por consiguiente, para conseguir un mayor 
nivel de percepción espacial se requiere la integración de información de diferentes 
sentidos. 
Por último, y no menos importante, cabe destacar un fenómeno que ocurre en los 
diferentes sistemas sensoriales y permite evitar la saturación de estímulos tanto a los 
sistemas sensoriales como al cerebro. Dicho fenómeno es el de la adaptación, o fatiga 
[179], [180]. La fatiga se produce en respuesta a una estimulación constante sobre 
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determinados sistemas sensoriales. Por ejemplo, el tacto se adapta a la estimulación 
producida por las ropas (si no, serían una distracción constante). Como se ha 
comentado, la fatiga se da también en otros sentidos, como la visión, el oído, el olfato, 
el gusto o la termocepción [181], [182], [174], [183], [184]. La adaptación implica 
mecanismos a nivel de las células receptoras, incluyendo la desactivación de los 
canales iónicos de la membrana que genera la respuesta eléctrica. De una forma 
simplificada, tras la estimulación, la célula produce una señal eléctrica. Al poco, la 
membrana celular impide que los iones sigan fluyendo, previniendo el envío de más 
señales. Este proceso puede ser más lento o más rápido, como por ejemplo en el caso 
de las células del dolor, cuya adaptación es variable dependiendo del tipo de estímulo 





El conocimiento para el ser humano está constituido por un conjunto particular de 
hechos, técnicas y procedimientos que desarrollan las culturas, y que tienen una 
influencia constante en el desarrollo de la vida cotidiana. De forma más extensa, el 
conocimiento puede ser definido como la información acerca del mundo que puede ser 
cierta, es coherente, y está justificado creerla [185], [186]. Así pues, el conocimiento 
posibilita el buen funcionamiento de muchos procesos mentales, no solo de la 
memoria, del lenguaje y del pensamiento, sino también de la percepción y de la 
atención. Sin el conocimiento, los procesos mentales resultarían ineficaces. Por 
ejemplo, sería imposible determinar el significado o la historia de los elementos 
percibidos en el entorno. Incluso la clasificación o categorización de dichos elementos 
sería inviable, pues se actuaría de forma totalmente pasiva ante los estímulos 
percibidos al no ser capaz de relacionarlos con experiencias anteriores. La 
categorización es la capacidad de establecer que una entidad percibida pertenece a 
un grupo específico de cosas que comparten características clave, como estructura o 
uso [71]. Por ello, sin conocimiento la categorización sería imposible de llevar a cabo. 
Una vez que una entidad percibida es categorizada, es posible disponer de más 
conocimientos sobre la categoría para aplicarlos y extraer deducciones. Es decir, 
permitir obtener información que no se encuentra presente explícitamente en un único 
miembro de la categoría, pero de la que se puede disponer gracias al conocimiento de 
las características del grupo o grupos a los que pertenece. De manera similar, las 
acciones involucradas y la experiencia dada por el conocimiento ayudan a actuar 
dependiendo de la situación en la que el ser humano se encuentre. Sin conocimiento 
no existiría reflejo biológico alguno que permitiera interactuar de manera apropiada 
acorde a las diferentes situaciones cotidianas. Tampoco sería posible completar la 
percepción parcial (fenómenos comentados en la visión o en la audición, relativos a la 
reconstrucción mental de escenas o sonidos basándose en la experiencia previa), pero 
que sí puede ser realizado gracias al conocimiento, al igual que el reconocimiento e 
interpretación del lenguaje [71]. 
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2.3.1. Representaciones 
 
Un aspecto fundamental del conocimiento se basa en las representaciones. De 
acuerdo a Dietrich y Markman [187], una representación es un estado físico (como las 
conexiones neurales en un determinado cerebro) que representan un objeto, un 
suceso o un concepto. Las representaciones también pueden transmitir información de 
aquello que representan. Por ejemplo, un mapa de la red de transportes es una 
representación, puesto que representa los diferentes medios de transporte, sus líneas, 
paradas, conexiones y contiene información de todas ellas en mayor o menor grado (el 
orden de las paradas y en algunos casos los horarios). Pero las representaciones, en 
general implican más que eso. 
Una propiedad básica del cerebro es que, hasta cierto punto, pero lejos de la 
perfección, es capaz de almacenar las experiencias percibidas, o recuerdos. Sin 
embargo, para almacenar un recuerdo deben cumplirse ciertos requisitos [188], [189]: 
 Criterio de intencionalidad: una representación tiene que construirse 
deliberadamente para representar algo. Aunque el ser humano no pueda 
obligarse a sí mismo a recordar un objeto tras verlo por primera vez, por lo 
general el cerebro se ocupará de almacenar la información al respecto 
automáticamente, incluso si no se está tratando de fijar dicha información en la 
memoria de forma consciente. Es un fenómeno que evolutivamente se ha 
asignado a mecanismos automáticos e inconscientes. 
 Criterio de transmisión de información: una representación debe contener 
información acerca de lo que representa. Los recuerdos almacenados en la 
memoria contienen detalles que permiten describir objetos y experiencias a 
posteriori. Por ejemplo, forma, color, olor, función, desarrollo en el tiempo, etc. 
Igualmente es posible establecer categorías basándose en los recuerdos. Por 
ejemplo, si un ser humano observa un coche, al observar otro diferente, en 
modelo o en color puede automáticamente determinar que el nuevo ejemplar 
pertenece a la misma categoría que el que observó inicialmente, puesto que la 
representación del ejemplar observado inicialmente conlleva información sobre 
sus características, que puede utilizar para reconocer elementos similares. De 
modo similar, si se ha observado algún comportamiento o característica 
interactiva en el coche inicial, como la apertura de las puertas, al observar el 
segundo será posible acceder a los recuerdos del primero para conjeturar que 
en éste nuevo coche también será posible abrir las puertas de alguna manera. 
Así pues, las representaciones establecen las bases del conocimiento. Una vez que el 
cerebro establece los recuerdos que contienen información sobre el entorno, se 
pueden llevar a cabo muchas y sofisticadas capacidades cognitivas [189]. 
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Un aspecto fundamental de la representación es su formato. El formato no sólo se 
refiere a los elementos que conforman una representación y cómo están dispuestos 
los elementos, sino que se basa en las características de los procesos que operan en 
ellos para extraer información [71]. A grandes rasgos, las representaciones pueden 
ser: 
 Modalidad específica: pueden valerse de los sistemas perceptivos o motores 
 Amodales: basándose en elementos externos a las modalidades perceptivas o 
motoras. 
Igualmente, el contenido (o información expresada) por una representación es un 
aspecto importante a tener en cuenta. 
 
2.3.1.1. Representaciones de modalidad específica: imágenes 
 
Las imágenes, análogas a las que podría capturar una cámara, son un modelo de 
representación que describe información. En caso de una imagen registrada por una 
cámara digital, las unidades de información de la misma son los píxeles. 
Generalizando un poco más, se puede considerar que una imagen tiene tres 
elementos que en conjunto determinan su contenido: una ventana espacio-temporal, 
unidades de almacenamiento e información almacenada [71]. Considerando el ejemplo 
de una fotografía, la imagen mostrada en ella no capta toda la escena, sino sólo la 
parte que se encuentra en una ventana espacio-temporal. Existen un número ilimitado 
de fotografías que podría tomar una cámara para una misma escena, dependiendo de 
la posición relativa a dicha escena. Temporalmente, la escena tampoco se capta de 
manera continua en el tiempo, sino únicamente en el momento en el que se realiza la 
fotografía. Respecto a las unidades de almacenamiento, para la ventana espacio-
temporal, una imagen contiene un conjunto de unidades de almacenamiento que 
conforman la imagen. Para una imagen digital, un conjunto de pixeles. Para una 
imagen analógica, un conjunto de gránulos sensibles a la luz. En cualquier caso, 
dichas unidades de información también se rigen por la ventana espacio-temporal, 
pues cada una capta la información existente dentro de una pequeña región espacial y 
temporal determinada, contenida en la ventana mayor que abarca el conjunto de la 
imagen. Finalmente, la información contenida en las unidades de almacenamiento 
para una fotografía son las intensidades de la luz en las longitudes de onda visibles 
que inciden en cada una de las unidades de almacenamiento. O, dicho de otro modo, 
los colores para cada pixel. El conjunto completo de información contenida en las 
unidades de almacenamiento define el contenido de la imagen. 
Existe una gran cantidad de información importante adicional que reside en la imagen, 
de forma implícita. Por ejemplo, un conjunto de píxeles podría formar una figura 
geométrica, como un cuadrado o una elipse. Igualmente, a más alto nivel, es posible 
determinar distancias entre objetos, o sus tamaños relativos, pero dicho análisis 
requiere un procesamiento adicional. Procesamiento que el cerebro es capaz de llevar 
a cabo [190], [191]. Existen evidencias científicas que existen imágenes mentales 
tanto el cerebro humano como en el de otros animales [192]–[198]. Como ejemplo, es 
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posible citar las investigaciones anatómicas del cerebro de un mono ante la 
estimulación visual [190]. La activación en la corteza occipital del mono, registrada 
mediante un marcador neuronal mientras el mono observaba el estímulo, mostró una 
correspondencia entre el patrón de activación cerebral en la superficie y del cerebro y 
la forma del estímulo observado. La corteza de las áreas de procesamiento visual 
inicial está dispuesta de forma similar a los píxeles de una imagen digital, y responde 
de forma similar. Al dispararse las neuronas dispuestas de esta manera, el patrón de 
activación forma un mapa topográfico: su disposición espacial en el cerebro es 
análoga a la disposición del espacio en el entorno. Dicho fenómeno sugiere la 
presencia de representación basada en imágenes. 
Las imágenes mentales distan de las imágenes que podrían capturarse mediante una 
cámara. Las imágenes cerebrales no son tan continuas ni completas. Igualmente no 
presentan un nivel uniforme de detalle (algunas áreas no están tan bien definidas y 
representadas como otras) [199]. La consecuencia de este fenómeno es la atención 
visual. Por lo general, las partes mejor representadas en la escena son aquellas donde 
se ha prestado más atención [200]. Al no centrar la atención en ciertas regiones de la 
escena, dichas regiones no se codifican igual de bien en la imagen mental. También 
puede ocurrir que dependiendo de dónde se focalice la atención, en una misma 
imagen se puedan reconocer diferentes elementos, como ocurre en algunas imágenes 
bi-estables o reversibles, consideradas ambiguas (p. ej. el pato-conejo de Wittgenstein 
[201]). 
 
2.3.1.2. Representaciones de modalidad específica: registro de características 
 
La base de una representación sofisticada reside en la categorización de entidades 
significativas. En comparación con las imágenes, una entidad significativa puede ser 
considerada como un suceso u objeto que juega un papel importante en la 
supervivencia de un organismo vivo y en su persecución de metas [71], mientras que 
un pixel apenas contiene significado en sí mismo. Sin embargo, un conjunto 
suficientemente grande de píxeles puede contener patrones relacionados con 
características del entorno, que pueden ayudar a construir representaciones más 
significativas. 
Un ejemplo de representación sofisticada se puede apreciar al estudiar el sistema 
visual de la rana. Para la supervivencia de una rana, es necesario poder detectar 
insectos en su hábitat natural. En un estudio liderado por Lettvin [202] se observó que 
las neuronas del sistema visual de las ranas responden de manera diferente ante 
pequeños objetos que se mueven dentro de su campo visual. Tras acoplar electrodos 
en el cerebro de una rana y variar estímulos frente a sus ojos (objetos redondos 
estacionarios o en movimiento), se identificaron distintas respuestas en varias 
poblaciones de neuronas, concretamente ante el movimiento independientemente del 
objeto, y ante el objeto independientemente de su movimiento. En base a estas 
respuestas, se concluyó que la información detectada por estas neuronas es 
significativa para las ranas: redondo y pequeño como características del objeto y en 
movimiento como acción llevada a cabo por el objeto. Estas son características 
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comunes a los insectos voladores que abundan en los hábitats de las ranas, y no 
constituyen los fragmentos de una imagen, sino interpretaciones de regiones de 
imágenes en forma de características particulares. Al activarse dichas neuronas 
asociadas al reconocimiento, clasifican una región de una imagen como contenedora 
de una característica significativa de un objeto o suceso. Estas características, como 
se ha comentado, son detectadas por poblaciones de neuronas, y no por neuronas 
aisladas, de esta forma es posible obtener una respuesta gradual en lugar de una 
respuesta absoluta (sí o no), lo cual aumenta la fiabilidad [202]. Por otra parte, estos 
grupos neuronales suelen responder a más de una característica, y la información a la 
que responden puede variar con la experiencia y con el objetivo del organismo en un 
momento concreto [203]. 
En el sistema visual, las señales transmitidas desde la corteza visual primaria hasta 
los lóbulos temporales y parietales son analizadas, y en dicho proceso se extraen 
varios tipos de características, como son la forma, la orientación, el color (textura) o el 
movimiento de los objetos. Además, las neuronas asociativas de las vías de 
procesamiento se ocupan de integrar la información de las características extraídas, 
formando representaciones de objetos [203]. 
Este formato de representación, construida a partir de características, complementa 
una imagen del mismo objeto, almacenada en la corteza cerebral y organizada 
topográficamente. Cabe destacar que la detección de características no se realiza 
únicamente para la visión, sino para otras modalidades sensitivas, como la audición, el 
tacto, el olfato y el gusto [204]. 
 
2.3.1.3. Representaciones Amodales 
 
Las representaciones amodales se basan en los llamados símbolos amodales, los 
cuales describen de manera abstracta las propiedades y relaciones entre las entidades 
significativas del entorno [71]. Los símbolos amodales, al residir fuera de las 
modalidades y poseer características ajenas a una modalidad específica, radican en 
un sistema de conocimiento que construye y maneja descripciones de estados 
perceptivos y motores. Su fundamento está fuera del sistema visual y son parte de un 
sistema más general que se utiliza en el lenguaje y en otras tareas que no implican 
específicamente una modalidad sensitiva concreta. 
Aunque en las representaciones amodales se utilicen palabras, los símbolos amodales 
no son exactamente las palabras en sí [71]. Las palabras representan a los símbolos 
amodales subyacentes (palabra “computador” vs. concepto “computador”). 
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neural natural hace que el patrón estadístico sea un candidato plausible para la 
representación biológica. 
 
2.3.2. Formatos de representación para la percepción y para la composición 
 
Todo conocimiento está asociado con, al menos, un formato de representación 
descriptivo [71]. El cerebro humano utiliza el conocimiento, o concretamente, sus 
representaciones, en la mayoría de procesos que componen la cognición [189]. Para 
ello, utiliza múltiples formatos de representación, como los analizados anteriormente. 
Al percibir una escena, el cerebro construye una imagen visual fragmentada. 
Principalmente en la corteza occipital. Con la elaboración de la imagen, diversos 
sistemas neurales detectores de características extraen las partes significativas. 
Finalmente se activa un modelo estadístico en los lóbulos temporales para representar 
la información de la imagen y sus características extraídas previamente, y para asociar 
toda esa información [71]. Debido a que las neuronas que representan el patrón 
estadístico son asociativas, o integradoras, tanto las neuronas que representan la 
imagen como las que extraen sus características son integradas con ellas. Esto 
permite que los elementos del modelo estadístico establezcan asociaciones 
retroactivas con la imagen y las características que se han activado. 
Aunque se esté haciendo mención principalmente a las representaciones basadas en 
imágenes, por ser uno de los campos perceptuales más importantes, cabe destacar 
que los diferentes sistemas sensoriales también aportan información a la 
representación, que es asociada de forma análoga por dichas neuronas integradoras 
[206]. Esta secuencia de fases de procesamiento establece una representación en 
múltiples niveles. 
El proceso de recordar, también denominado composición o simulación, conlleva 
reactivar la información de la imagen y de características incluso cuando la escena 
original ya no está presente. Cualquier estímulo de entrada, como el sonido asociado a 
una palabra o un patrón de olor específico pueden reactivar la información de la 
imagen y características incluso cuando la escena original ya no esté presente. Este 
proceso conlleva inicialmente la activación de un patrón estadístico correspondiente al 
estímulo de entrada. Desde ahí, en un proceso tipo “top-down”, el patrón estadístico 
reactivará parcialmente las características obtenidas de la situación correspondiente, 
como aspectos de la imagen que la representa y diversas características. La 
estructura asociativa que liga toda la información capturada por los diferentes sistemas 
cognitivos y perceptuales permite simular la experiencia original. Por otra parte, un 
procesamiento tipo “bottom-up” a través de un sistema perceptivo produce una 
representación estadística, un procesamiento “top-down” que vuelve por otra vía 
reconstruye de forma parcial el procesamiento perceptual original. Esta última 
capacidad de procesamiento “top-down” es la que permite crear imágenes mentales y 
recordar sucesos pasados [189]. 
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2.3.3. Categorización 
 
Como se ha observado, el conocimiento es el fin que permite comprender y analizar 
nuevos estímulos e información. El medio para alcanzar dicho conocimiento son las 
diferentes representaciones que pueden realizarse sobre los datos. Sin embargo, 
todavía no se ha mencionado cómo se crean los conjuntos de representaciones para 
proporcionar conocimientos sobre una categoría. 
El conocimiento de categorías se elabora a partir de representaciones sobre miembros 
individuales de una misma categoría, y posteriormente a partir de la integración de 
dichas representaciones [14], [79], [206]. 
Al observar elementos que pueden pertenecer a una misma categoría, como una 
mesa, en el cerebro se crean modelos estadísticos similares, que comparten muchas 
de sus unidades básicas de información. Esto permite que la agregación de dichos 
elementos se pueda realizar de una forma natural, pues al compartir dichas unidades 
básicas, todos los elementos son asociados a un mismo hub [71]. El resultado de 
dicha asociación es la representación de una categoría (basándose en el grupo de 
unidades básicas comunes). 
Las unidades básicas de información compartidas también ofrecen un modo de 
recuperar miembros de una categoría desde la memoria. Dado que los miembros de 
una misma categoría comparten un hub común, dicho hub actúa como activador para 
recordar los miembros de la categoría en ocasiones posteriores. Mediante un 
procesamiento tipo “top-down”, el hub recupera la imagen y características asociado a 
un miembro de la categoría específica, aunque a menudo se pueden mezclar 
recuerdos de múltiples miembros de categorías durante la recuperación y producir una 
combinación con las características de los mismos [207], [208]. Por consiguiente, el 
elemento recordado para la categoría suele ser más similar a un miembro típico de la 
categoría que a uno específico. Este proceso de simulación de miembros típicos de 
una categoría proporciona un mecanismo para generar prototipos [14]. 
Al reconocer a un miembro de una categoría, se activan los conocimientos asociados y 
relevantes para esa categoría general, lo que proporciona una enorme cantidad de 
información útil para actuar en consecuencia con dicha entidad. El incremento de la 
experiencia reconociendo e interactuando con elementos de la misma categoría 
refuerza y amplía el conocimiento de la misma. Debido a que el conocimiento de 
categorías se conforma por información de distintos orígenes (visual, auditivo, táctil, 
etc.), es posible obtener deducciones útiles y realizar diversas funciones inteligentes 
en distintos ámbitos cognitivos [206]. Obviamente, no todos los elementos 
categorizados contienen la misma cantidad de información procedente de las mismas 
modalidades sensoriales. Por ejemplo, considerar un plato de comida y un piano. 
Dependiendo de la categoría, el perfil de información puede ser diferente, en base a 
los sentidos involucrados en su percepción inicial [209]. La motivación y la emoción 
ofrecen otros modos de experiencia que forman parte de una representación de 
categoría. Así, existen elementos relacionados con emociones (o experiencias) 
positivas, otros relacionados con negativas, otros con sensaciones de relajación, de 
estrés, de hambre, etc. La etiqueta, o nombre asociado a una categoría, permite el 
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acceso directo al conocimiento de dicha categoría. La integración de la información 
entre el nombre de la categoría y la información pertinente a la misma en el cerebro es 
la clave. Existen diversas teorías para explicar el fenómeno. La más generalizada es la 
teoría de la zona de convergencia o área de asociación [210], [211] se basa en que un 
grupo de neuronas asociativas permiten la integración de información de una imagen y 
del análisis de características dentro de una modalidad dada, como por ejemplo la 
visión o el olfato, aunque la información de características podría estar integrada 
dentro de otras modalidades perceptivas o de acción. Investigaciones neurocientíficas 
revelan que las áreas de asociación almacenan información de modalidad específica 
[212], [213]. Igualmente, las zonas de convergencia de nivel superior, situadas en los 
lóbulos temporal, parietal y frontal, integran el conocimiento de categorías de distintas 
modalidades junto con el nombre (etiqueta) de dicha categoría [210]. Las áreas de 
asociación no se corresponden con una modalidad específica, lo que sugiere la 
importancia de los símbolos amodales en la representación del conocimiento. Por lo 
general, las zonas de convergencia de nivel superior integran la información de las 
neuronas asociativas localizadas en zonas de convergencia anterior, correspondiente 
a una modalidad específica. En todo el cerebro, las zonas de convergencia integran el 
conocimiento de varias maneras, un conocimiento de categorías así tiene un carácter 
multimodal de los miembros de la categoría. Por ende, todas las características 
pertinentes de las diversas modalidades relativas a una determinada categoría se 
integran juntas, dando lugar a la recuperación de todas ellas en caso de necesidad. 
 
2.3.4. Estructuras de categorías asociadas al conocimiento 
 
Las categorías asociadas al conocimiento no se almacenan de manera 
desestructurada y heterogénea. Por el contrario, están almacenadas en diferentes 
estructuras organizadas de diversos modos, como ejemplares, reglas, conocimiento de 
base, prototipos y esquemas. A continuación, se detallan algunos de ellos. 
 
2.3.4.1. Ejemplares y reglas 
 
Las estructuras más sencillas que contienen conocimiento para una determinada 
categoría son los recuerdos de miembros individuales pertenecientes a dicha 
categoría. A estos miembros se les denomina ejemplares [214], [215]. Por otra parte, 
las reglas son definiciones precisas de los criterios de una categoría. Diversos 
estudios realizados indican que diferentes sistemas cerebrales son activados para 
representar ejemplares y para representar reglas [216]–[218]. Por otra parte, los 
sistemas particulares que se activan refuerzan la idea de que el conocimiento de 
categorías se representa en áreas de modalidad específica: las áreas visuales 
representan el contenido de los ejemplares y las áreas motoras efectúan el proceso de 
ensayo de reglas [218]. 
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2.3.4.2. Prototipos 
 
Los prototipos especifican qué propiedades son más probables para la pertenencia a 
una determinada categoría. Para ello, mediante la identificación de las propiedades 
que aparecen más frecuentemente en los miembros de una misma categoría, y la 
exclusión de las propiedades poco frecuentes, es posible generalizar los prototipos. 
[219]–[221]. Si una categoría tiene asociada un prototipo, los miembros similares al 
prototipo se consideran miembros típicos de la categoría. Los miembros que difieren 
del mismo se consideran atípicos. Sin embargo, el tipismo no es una condición binara 
o absoluta, ya que en general los miembros de una categoría varían continuamente en 
similitud respecto al prototipo. Estos gradientes de tipismo aparecen en las distintas 
categorías [222], [223], incluso en aquellas que contienen reglas precisas para su 
definición [224]. 
Los gradientes del tipismo influyen en el procesamiento de las categorías. Por 
ejemplo, está demostrado que los individuos típicos son clasificados mentalmente más 
rápido que los atípicos [225] y de manera más precisa [226], que los miembros típicos 
de una categoría se aprenden más fácilmente que los atípicos [227], y que las 
deducciones más sólidas respecto a los miembros de una categoría son aquellas que 
se basan en los miembros típicos [228]. 
 
2.3.4.3. Conocimiento de base y esquemas 
 
Por lo general, para establecer un recuerdo concreto de un ejemplar perteneciente a 
una categoría, el objeto percibido simplemente se añade a un conjunto de ejemplares 
memorizados de dicho objeto. Para actualizar una regla o prototipo, las nuevas 
propiedades se integran en la información establecida previamente. En cualquier 
proceso de aprendizaje, las propiedades se acumulan en condiciones de aislamiento 
relativo, sin embargo, diversos investigadores consideran que las propiedades activan 
un conocimiento de base en la memoria que especifica cómo se originan las 
propiedades y cómo se relacionan unas con otras [229]–[231]. Al parecer, las 
propiedades se procesan dentro de un contexto de conocimientos asociados. 
Como ejemplo de conocimiento de base, en un experimento Barsalou [232] 
proporcionó el nombre de varios objetos a una serie de sujetos de prueba, y se les 
pidió identificar una categoría común para los mismos (roca, silla, ladrillo y maceta). 
Partiendo de un conocimiento base como que el día es cálido y ventoso y se necesita 
mantener una puerta abierta, se puede asociar instantáneamente a los diferentes 
objetos como pertenecientes a la categoría “objetos que permiten tener la puerta 
abierta en un día ventoso”. En este caso, la categoría no se identifica hasta que se 
presenta el conocimiento de base apropiado. 
Como estructura de representación el conocimiento de base, se puede considerar el 
esquema. Un esquema es una representación estructurada que capta la información 
que por lo general se aplica a una situación o un suceso [233]–[235]. Los esquemas se 
consideran estructurados puesto que no son listas de propiedades independientes, 
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sino que establecen conjuntos coherentes de relaciones que asocian propiedades. Los 
esquemas se asemejan a reglas y prototipos en el hecho de que resumen los 
miembros de una categoría, pero difieren de los mismos al contener mucha 
información no esencia para clasificar entidades, pero importante para entender los 
sucesos asociados a las mismas, de modo que se pueden obtener deducciones útiles 
acerca de por qué un objeto puede formar parte del entorno y cómo interactuar con él. 
 
2.3.4.4. Representación dinámica 
 
No toda la información posible de una categoría se activa al acceder a la misma, sino 
que se activa preferentemente la información oportuna acorde al contexto o entorno. 
La representación dinámica se refiere a la capacidad del sistema cognitivo para 
construir y recuperar muchas representaciones diferentes para una categoría, cada 
una de las cuales sintetiza el conocimiento de la categoría más relevante para el 
contexto dado [236], [237]. Por tanto, la información más activa varía en cada ocasión, 




El recuerdo de los elementos del entorno a lo largo de la vida es una forma 
fundamental de cognición que guía la conducta [71]. La memoria se basa en un 
conjunto de procesos mediante los cuales la información es codificada, consolidada y 
recuperada. La memoria es esencial para el funcionamiento y para la supervivencia de 
diferentes organismos vivos. Sin memoria resultaría imposible aprender de la 
experiencia, establecer comunicación a través del lenguaje o incluso desarrollar tareas 
motoras. 
El tipo de memoria utilizada en estos casos es la memoria a largo plazo. Esto es, la 
información que se adquiere en el transcurso de una experiencia y que persiste, de 
modo que es posible recuperar dicha información mucho después de la ocurrencia de 
la experiencia [71]. 
 
2.4.1. Memoria a largo plazo 
 
Los investigadores han determinado diferentes tipos de memoria a largo plazo, las 
cuales difieren en sus propiedades básicas de procesamiento de la información, y en 
las estructuras del cerebro que permiten dicho procesamiento. Estas formas de 
memoria pueden clasificarse en dos grandes categorías generales [238]: memoria 
declarativa y memoria explícita (ver Ilustración 9, adaptada de [239]). 
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2.4.2. Codificación 
 
La codificación hace referencia los diferentes procesos mediante los cuales la 
información se transforma en una representación de memoria. Dichos procesos se 
ejecutan durante la experiencia, dando lugar a una representación mental que registra 
alguno o algunos aspectos de dicha experiencia [241]. 
Tanto la memoria declarativa como la no declarativa comienzan con la codificación de 
información, sin embargo, al ser la memoria episódica la asociada con momentos 
temporales en la vida de cada persona, es una base coherente para estudiar el 
funcionamiento de la codificación. Al analizar los factores que fortalecen el proceso de 
codificación, se han identificado como importantes el grado de atención y el nivel de 
elaboración, o análisis del significado [242]–[244]. La elaboración implica interpretar la 
información, relacionarla con otra información y ejecutar un proceso de reflexión. 
Igualmente, la codificación es influenciada por la recuperación consciente de la 
información y la ejecución o práctica espaciada en el tiempo [245]. 
La atención es un elemento muy importante a la hora de codificar la información 
obtenida del medio. Muchos casos de olvido, como nombres o lugares en los que se 
ha dejado un objeto (como las llaves), son simplemente la consecuencia natural de 
una codificación ineficaz de una experiencia, para transformarla en una memoria 
episódica en primer lugar. 
Uno de los motivos principales de una codificación deficiente es el fallo en atender a 
un acontecimiento mientas está sucediendo. Cuando se presta menos atención a un 
acontecimiento, por ejemplo, al estar distraído, la codificación de la información es 
más débil y los intentos posteriores para recordarla serán ineficaces. En una serie de 
experimentos [243] se les pidió recordar quince palabras presentadas auditivamente a 
un grupo de sujetos de prueba, en dos condiciones: la condición de atención plena, 
donde la única tarea era recordar las palabras, y en la condición de atención dividida, 
donde los sujetos tenían que vigilar la posición de un asterisco en un monitor mientras 
escuchaban las palabras y a la vez tenían que presionar un botón en función de la 
localización del asterisco. En atención plena, los sujetos recordaron un promedio de 
nueve palabras, mientras que en atención dividida recordaron un promedio de sólo 
cinco palabras. Estudios de neuroimagen apoyan también la teoría que para realizar 
una codificación efectiva es necesaria la atención, ya que la pauta de activación neural 
durante la codificación en atención plena es diferente de la pauta en atención dividida 
[246], [247]. 
La codificación es una consecuencia inmediata de la atención a un estímulo y 
procesarlo [248]. Lo que influye en la eficacia de la codificación es el modo en el que 
se procesa el estímulo, esto es, las circunstancias en que se conoce inicialmente la 
información, y no la razón por la que se realizó el procesamiento. Hay diferencia si se 
presta o no atención y si se elabora o no la información. Existen otros factores que 
determinan la fortaleza de la representación codificada dependiendo del procedimiento 
empleado. Un procedimiento se vale del efecto de generación [249], por el cual el 
aprendizaje episódico es mejor si se puede generar la información objetivo a partir de 
la memoria en lugar de a partir de información compartida por otra persona. Otro 
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procedimiento utiliza el efecto de espaciamiento [250], por el que la codificación a lo 
largo de múltiples ensayos de estudio de la misma información es óptima cuando se 
sigue una pauta determinada de secuencia temporal de los ensayos de estudio [65], 
[66], [69], [71]–[73], [75]. 
El efecto de generación describe el fenómeno observado [249] de que es más 
probable recordar la información que uno mismo ha recuperado o generado (durante el 
estudio) que la información que simplemente se recibe e intenta memorizar. Dicho 
efecto es una demostración experimental de la idea generalmente aceptada de que las 
cosas se aprenden mejor haciéndolas. Se cree que generar la información en base a 
la memoria es un fenómeno de codificación más potente que sólo procesar la 
información presentada externamente, porque para generar se requiere tanto 
elaboración como más atención. Esta conclusión proviene de estudios de 
neuroimagen [251]. Igualmente se sugiere que la generación es un modo 
particularmente eficaz de aprender debido a que es más probable que los procesos 
involucrados durante la generación inicial en la codificación sean solapados con los 
que se requieren para generar la información a partir de la memoria en la 
recuperación. 
A la hora de memorizar elementos, existen diferentes técnicas. Dos de ellas consisten 
en: revisar repetidas veces el mismo elemento antes de pasar al siguiente elemento a 
analizar, y la otra, en revisar un conjunto completo de elementos y luego volverlo a 
repasar repetidas veces. La primera técnica para abordar el problema, en la cual se 
realizan varios intentos con el mismo estímulo sin interrupción se conoce como 
práctica masiva. La segunda, en la que los intentos con el mismo estímulo están 
separados por otros estímulos se denomina práctica distribuida. Hermann Ebbinghaus 
estudió los efectos de la práctica masiva frente a la distribuida, identificando un efecto 
de espaciamiento [250]. Tal y como lo describió Ebbinghaus: “es indudablemente más 
ventajoso utilizar, con una serie considerable de repeticiones, una distribución 
conveniente de ellas en un espacio de tiempo, que amontonarlas en una única 
ocasión”. Es decir, para una codificación más efectiva es conveniente realizar una 
práctica distribuida. Se puede justificar este efecto de espaciamiento mediante varias 
razones. Por ejemplo, cuando los intentos de estudio se agrupan todos juntos, es 
menos probable prestar atención completa a cada presentación. De hecho, a medida 
que se suceden las presentaciones es más probable la disminución de la atención 
sobre cada elemento del estudio al creer que ya está memorizado convenientemente. 
Por otra parte, al espaciar los intentos, el contexto en el cual se procesa el estímulo ha 
cambiado en mayor grado que la práctica masiva, con lo que se consigue una 
representación de memoria más rica y rutas de recuperación adicionales hacia la 
memoria. Finalmente, la práctica distribuida fomenta una mayor variabilidad de 
codificación, consistente en la codificación de diferentes aspectos de un estímulo al 
seleccionar diferentes características para su codificación en ocasiones posteriores. 
Es más probable recordar un estímulo al procesarlo de diferentes maneras en los 
sucesivos ensayos del estudio. 
El rasgo característico distintivo de la codificación episódica es ligar las diversas 
características de un estímulo o acontecimiento, formando una representación de 
memoria integral [252]. Al enfrentarse a un elemento en un contexto determinado, el 
ser humano codifica diversas características del mismo de una forma más o menos 
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satisfactoria, como son los aspectos perceptivos de la apariencia visual, sonidos, 
contexto espacial y temporal, etc. Dichas características son procesadas por distintas 
redes neurales del cerebro. Así, la memoria integral de dicha experiencia requiere ligar 
los distintos elementos de información que la constituyen. En el ser humano se ha 
demostrado que dicho ligamento de información se realiza en el lóbulo temporal 




Las memorias episódicas codificadas experimentan un fenómeno denominado 
consolidación, o fijación de la memoria. Dicho proceso permite que con el tiempo se 
vuelvan más estables e independientes de los lóbulos temporales mediales del 
cerebro. Al parecer, las interacciones entre el lóbulo temporal medial y algunas 
regiones corticales laterales permiten almacenar memorias fuera de los lóbulos 
temporales mediales formando lentamente conexiones directas entre las 
representaciones corticales de la experiencia. Según algunos investigadores, la 
consolidación de la memoria en la corteza cerebral ocurre mediante un proceso de 
repetición llevado a cabo durante el estado de sueño y durante el recuerdo, en los 
cuales el lóbulo temporal medial repite la pauta de activación existente durante el 
aprendizaje, reforzando las conexiones directas entre las regiones corticales laterales 
oportunas [254], [255]. De esta manera, una vez consolidadas, las memorias pueden 




El fenómeno de recuperación produce la experiencia subjetiva de recordar 
conscientemente episodios del pasado. La recuperación es un fenómeno complejo 
compuesto de diversos mecanismos. La recuperación episódica se trata de un 
fenómeno cognitivo que transforma el estado mental actual, de manera que el 
presente establece conexiones con el momento correspondiente en el que fueron 
identificados los elementos de información que componen la memoria recuperada. 
Elementos como la cara de una persona o el olor característico de un tipo de flor 
pueden actuar como desencadenante de una cascada de procesos que traen de 
vuelta a la mente multitud de detalles asociados con dichos elementos [252]. Estos 
elementos son denominados claves de recuperación. 
Como se ha observado, las memorias episódicas se codifican ligando diversas 
características de un estímulo o acontecimiento en una representación integral, de 
forma que una memoria episódica consiste en una combinación de características 
relacionadas. Cualquiera de dichas características representa una posible vía a la 
memoria, lo cual aumenta el número de accesos al recuerdo, permitiendo su 
recuperación incluso con una cantidad limitada de información disponible. Cuando una 
clave de recuperación que corresponde a parte de la información codificada (como un 
aroma) se aloja en la representación almacenada, otras características ligadas a la 
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representación (como un lugar concreto) vuelven a activarse, ya que así se construye 
un todo a partir de la relación entre sus partes. Este proceso se conoce como 
conclusión de modelos [257]. 
Al igual que con la investigación de la codificación, al analizar los factores que se 
encuentran presentes cuando la recuperación se realiza con éxito se han podido 
identificar ciertos mecanismos que afectan al proceso. Una de las conclusiones 
fundamentales, es que la recuperación depende de la clave [258], o dicho de otra 
forma, la recuperación se estimula por pistas y claves procedentes del estado del 
entorno y del estado propio o interno Cuando no están disponibles las claves o no son 
utilizadas, es menos probable que la recuperación de lugar a la conclusión de 
modelos. En muchas de las ocasiones, el olvido se produce porque las claves 
utilizadas para explorar la memoria no son eficaces, y no porque la información que se 
buscaba se haya borrado de la memoria. El contexto proporciona claves de 
recuperación muy sólidas, proporcionando recuerdos más fuertes y detallados en 
determinadas circunstancias que cuando simplemente se recuerda sin usar dichas 
claves. Este fenómeno determina que en la recuperación se produce un efecto 
dependiente del contexto. La recuperación es generalmente mejor cuando el entorno 
físico en el que se da coincide con el existente durante la codificación [258]. 
Los efectos dependientes del contexto apoyan la teoría de que la recuperación es 
dependiente de las claves y revelan una característica importante de la memoria 
episódica: al codificar un estímulo o acontecimiento, las características del entorno 
físico son ligadas habitualmente formando la representación de memoria episódica 
resultante. Esto genera otra vía para recordar dicho episodio. Si las mismas 
características están presentes en el entorno en el momento de la recuperación, sirven 
como claves adicionales para el recuerdo y aumentan la probabilidad de recuperar 
detalles adicionales. Igualmente, aspectos del estado interno, como por ejemplo el 
ánimo, alguna dolencia o la afección por algún tipo de droga, son codificados también 
en la memoria y proporcionan claves importantes para la recuperación. Se ha 
identificado que existen efectos dependientes del estado [259], [260]. Esto es, que la 
recuperación es mejor cuando el estado interno durante el proceso coincide con el que 
se dio durante la codificación de la información. Estos efectos son análogos a los 
efectos dependientes del contexto. 
La memoria permite a un organismo la distinción entre un estímulo nuevo y otro 
anteriormente reconocido. La capacidad de reconocer objetos, lugares o personas se 
basa en dos procesos [261]: el recuerdo, o evocación consciente del contexto 
específico y sus detalles asociados en el momento en el que se reconoció el estímulo, 
y la familiaridad, o sensación subjetiva e inespecífica de haber reconocido antes un 
estímulo. Las teorías del doble proceso en el reconocimiento sostienen que éste 
puede basarse tanto en el recuerdo como en la familiaridad, identificando a ambos 
como procesos independientes. En el caso del recuerdo, se depende de los mismos 
mecanismos de conclusión de modelos que permiten evocar detalles episódicos 
asociados con una clave de recuperación, mientras que, en la familiaridad, en lugar del 
detalle se tiene en cuenta el parecido general. Un estímulo se coteja con la 
información en la memoria, y si el grado de parecido es suficiente, se puede recuperar 
la información sin detalles específicos. La investigación sobre el comportamiento 
soporta también esta distinción entre procesos de memoria [261]. Además se han 
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identificado algunas características, como que el recuerdo es un proceso más lento 
que la familiaridad, por lo que al tener que realizar una decisión de reconocimiento de 
forma rápida, se depende en mayor grado de la evaluación sobre la familiaridad del 
estímulo que de la evaluación del recuerdo, pues el conocimiento recordado implica 
más tiempo de recuperación, no siendo adecuado como para generar una decisión a 
tiempo [262], [263]. El recuerdo también depende de la atención en el momento de la 
codificación y la recuperación. Si la atención está dividida, la contribución del recuerdo 
a las decisiones del reconocimiento disminuye considerablemente [264], [265]. 
 
2.4.4.1 Problemas asociados a la recuperación 
 
En algunas ocasiones los recuerdos están distorsionados acorde a las expectativas, y 
por tanto se recuerdan sucesos que en realidad nunca han ocurrido. Se han 
identificado diversos tipos de errores de memoria entre los que se incluyen el sesgo, la 
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Ilustración 13. Esquema conceptual simplificado de la memoria 
 
En el capítulo también se han analizado las características específicas relacionadas 
con los distintos sentidos perceptuales. Dichas características serán sintetizadas en la 
sección correspondiente al análisis de requisitos para desarrollar la solución, junto con 
el resto de características del sistema cognitivo. 
Desde este punto, es más claro el siguiente paso hacia el desarrollo de un modelo que 
siga los principios elementales estudiados del sistema cognitivo y de sus diferentes y 
subsistemas. Mediante un análisis de las distintas soluciones tecnológicas y 
procedimientos existentes, relacionados con las características y los problemas 
derivados del sistema cognitivo, se determinarán las características y requisitos 
computacionales que deberá presentar el modelo a desarrollar. Por ello, el siguiente 
capítulo se centra en el estudio sobre el entorno computacional. 
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Capítulo 3. Entorno computacional 
3.1. Introducción 
 
Antes de abordar de lleno las diferentes tecnologías existentes que pueden ayudar en 
su conjunto a la resolución del problema propuesto, o al menos de parte del mismo, es 
conveniente realizar una reflexión y analizar las distintas características conocidas y 
aprendidas sobre la cognición. Mediante un asesoramiento inicial y un soporte 
posterior por parte de expertos en el área tecnológica, a los que se informa sobre las 
conclusiones derivadas del estudio anterior en el área de la cognición, se desarrolla 
una revisión sistemática de la literatura (guiada inicialmente por los expertos, como en 
el capítulo anterior), identificando distintos grupos que están trabajando en líneas 
similares de investigación, identificando dos grandes grupos principales, así como los 
enfoques seguidos por los mismos. Considerando estos resultados, sus características 
y los recursos de los que hacen uso, se procede a realizar un estudio en profundidad 
de las distintas tecnologías y tendencias relevantes para conseguir la formalización del 
modelo en el que se basa la presente tesis doctoral. 
 
3.2. Equipos y líneas de investigación paralelas 
 
Una vez conocidas y analizadas las diferentes características fundamentales de la 
cognición, principalmente en seres humanos, es conveniente tener una idea global 
sobre el panorama científico y empresarial respecto a esta área de investigación. 
Estudiar las tendencias, aproximaciones a soluciones y estado de las mismas. 
La percepción computacional es una disciplina científica que se centra en las 
tecnologías mediante las cuales un computador puede reconocer el entorno en el que 
se encuentran sus usuarios, cuáles son las necesidades de dichos usuarios, y qué 
acciones deben llevar a cabo sin que el usuario tenga que proporcionar dicha 
información o proporcionar instrucciones detalladas [268]. Esta disciplina tiene mucho 
que ver con la ciencia cognitiva, y con sus orígenes en la cibernética (1943 – 1953) 
[269]. En los sistemas cognitivistas, la percepción proporciona la interfaz entre el 
mundo externo y la representación simbólica de dicho mundo. La percepción 
proporciona una abstracción fiel de las características espacio-temporales del entorno 
a través de los datos sensoriales. En los sistemas cibernéticos, la percepción también 
ayuda a determinar cambios en el estado del sistema, y en las perturbaciones 
ambientales, con lo que pueden tomarse las medidas oportunas a fin de mantener la 
estabilidad. 
Existen numerosas iniciativas y sistemas que se apoyan en modelos perceptuales a fin 
de proporcionar características específicas, resolver los problemas para los que han 
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sido diseñados y brindar funcionalidades avanzadas respecto a los sistemas clásicos. 
En cualquier caso, casi la totalidad de los sistemas existentes se centra en la 
percepción parcial, combinando, en los casos más completos y complejos, un pequeño 
subconjunto de áreas sensoriales de las que extraer conocimiento sobre el entorno y/o 
sobre el propio sistema. Estos sistemas pueden clasificarse en dos grandes grupos: 
sistemas físicos y sistemas lógicos. Los sistemas físicos son los que mayor relación 
guardan con los sistemas cibernéticos y la robótica. El uso de la percepción se suele 
emplear para recoger información del entorno a través de un diverso número de 
sensores, distribuidos en configuraciones específicas sobre un sistema electro-
mecánico. Los segundos, o sistemas lógicos, por lo general se corresponden con 
sistemas software bastante complejos, que principalmente utilizan uno o varios tipos 
de sensores para facilitar la interactuación con los usuarios. De esta manera, se 
pueden proporcionar servicios de búsqueda, manejo de herramientas y, en general, un 
amplio abanico de interacción y nuevas interfaces, basado en el conocimiento 
específico sobre el usuario y el entorno, inferido por medio del sistema computacional. 
A continuación, se describen los principales sistemas e iniciativas correspondientes a 
ambos grupos (físicos y lógicos), junto con las tendencias de investigación en el área, 
llevadas a cabo por las compañías líderes en el sector. 
 
3.2.1. Algunos sistemas cognitivos que hacen uso de la percepción 
computacional 
 
Dentro de los sistemas físicos desarrollados en los últimos años, y basados en 
arquitecturas cognitivas que hacen uso de la percepción computacional para su 
correcto desempeño, cabe destacar una serie de iniciativas concretas. 
EPIC [270] (Executive Process-Interactive Control) presenta una arquitectura cognitiva 
especialmente adecuada para modelar la realización de tareas humanas 
multimodales. La arquitectura EPIC incluye procesadores sensoriales motores 
periféricos que rodean a un procesador cognitivo de reglas de producción, y ha sido 
utilizado para desarrollar modelos computacionales precisos en una amplia variedad 
de situaciones interactivas entre humanos y computadores. EPIC requiere tanto el 
conocimiento encapsulado en las reglas de producción, como los parámetros 
perceptivo-motores. Sobre los parámetros, se definen dos tipos principales: los 
estándares (o de sistema), fijos para todas las tareas (p. ej. duración de un ciclo de 
producción en el procesador cognitivo, correspondiente a 50ms) y parámetros típicos, 
que tienen valores convencionales, pero pueden variar entre las tareas (p. ej. el tiempo 
necesario para realizar reconocimiento visual). 
EPIC está compuesto por un procesador cognitivo (con un intérprete de reglas de 
producción y una memoria de trabajo), un procesador auditivo, un procesador visual, 
un procesador oculomotor, un procesador de síntesis de voz, un procesador táctil y un 
procesador motriz manual. Todos los procesadores funcionan en paralelo. Los 
procesadores perceptuales simplemente modelan los aspectos temporales de la 
percepción, pero no realizan ningún proceso perceptivo en sí mismos. Por ejemplo, el 
procesador visual no realiza reconocimiento de patrones. En cambio, sólo modela el 
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tiempo que tarda una representación de un estímulo dado en transferirse a la memoria 
declarativa. Un estímulo sensorial dado puede tener varias representaciones posibles 
(por ejemplo, color, tamaño, etc.) con cada representación entregada a la memoria de 
trabajo en momentos diferentes. De manera similar, los procesadores motrices no se 
ocupan de generar los pares necesarios para la producción de cierto movimiento; En 
cambio, sólo se ocupan de estimar el tiempo que se tarda en producir una salida del 
motor después de que el procesador cognitivo la haya solicitado. Finalmente cabe 
destacar que EPIC no tiene implementado ningún mecanismo de aprendizaje. 
ACT-R [271], [272] (Adaptive Character of Thought – Rational), la cognición artificial 
surge de una interacción de conocimiento procesal y declarativo. El conocimiento 
procedimental está representado en unidades llamadas reglas de producción, y el 
conocimiento declarativo está representado en unidades llamadas chunks (piezas). 
Las unidades individuales se crean mediante codificaciones simples de objetos en el 
entorno (chunks) o simples codificaciones de transformaciones en el entorno (reglas 
de producción). Un gran número de estas unidades de conocimiento son análogas a 
las comprendidas por la cognición humana. A partir de esta gran base de datos, las 
unidades apropiadas son seleccionadas para un determinado contexto mediante 
procesos de activación, que se ajustan a la estructura estadística del entorno. Según 
la teoría de ACT-R, el poder de la cognición humana depende de la cantidad de 
conocimiento codificado y del despliegue efectivo de dicho conocimiento codificado. 
ACT-R se centra en la descomposición modular de la cognición y ofrece una teoría 
sobre cómo dichos módulos se integran para producir cognición coherente. Respecto 
a la percepción, ACT-R únicamente utiliza un módulo visual (para determinar la 
identidad y posición de los objetos en el campo visual) y un módulo para controlar las 
manos del sistema. 
ICARUS [273]–[275] es una arquitectura cognitiva que explota (al igual que EPIC y 
ACT-R) las representaciones simbólicas del conocimiento, el uso del reconocimiento 
de patrones para determinar elementos relevantes de conocimiento, la operación 
acorde con el ciclo definido de reconocimiento-acción, y un enfoque incremental al 
aprendizaje. 
ICARUS distingue entre conceptos y habilidades, y define dos tipos diferentes de 
representación y memoria para ellos, con variantes a largo y corto plazo. La memoria 
conceptual codifica el conocimiento sobre clases generales de objetos, y relaciones 
entre ellos. La memoria de habilidades codifica el conocimiento sobre maneras de 
actuar y alcanzar metas. Además, ICARUS adopta una organización jerárquica fuerte 
para su memoria a largo plazo, con la memoria conceptual dirigiendo la inferencia 
“bottom-up” y la memoria de habilidades estructurando la selección descendente de 
acciones. En la arquitectura general de ICARUS se habla sobre la necesidad de la 
percepción, y se incluye un buffer perceptual relacionado con la memoria de creencias, 
sin embargo, no se detalla cómo se realiza dicha percepción ni cómo se aprende o 
estructura la información aprendida de manera perceptual. Sólo parece hacerse 
hincapié en la habilidad de generar inferencias en base al conocimiento previo 
adquirido. 
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La fundación de ADAPT [276], arquitectura cognitiva para la robótica, se basa en el 
argumento propuesto por sus autores, consistente en que las arquitecturas 
cognitivistas existentes tales como, ACT-R y EPIC, no soportan fácilmente ciertos 
paradigmas de robótica convencional como la adaptación dinámica y la percepción 
activa. Gran parte del software en robótica comprende varios comportamientos 
simultáneos de comunicación en tiempo real y distribuidos. Estas arquitecturas no son 
adecuadas, ya que su enfoque se centra principalmente en estrategias de "búsqueda 
secuencial y selección", sus mecanismos de aprendizaje se centran en componer 
acciones secuenciales en lugar de concurrentes y tienden a organizarse de forma 
concurrente en lugar de distribuida.  
En ADAPT se presenta una arquitectura cognitiva con capacidades adaptativas 
dinámicas y percepción activa. También adopta características de ACT-R (como la 
memoria declarativa a largo plazo, en la que se almacenan esquemas sensomotores 
para controlar la percepción y la acción), y de EPIC (todos los procesos perceptuales 
disparan en paralelo), pero los datos sensoriales de bajo nivel se colocan en la 
memoria de trabajo a corto plazo donde son procesados por el mecanismo cognitivo. 
ADAPT tiene dos tipos de objetivos: de tareas (como "encontrar el objeto con 
determinadas características") y de arquitectura (como "iniciar una acción para 
reconocer la escena"). También presenta dos tipos análogos para las acciones: de 
tareas (como "recoger el objeto con determinadas características") y arquitectónicas 
(como "iniciar una acción para realizar un agarre"). Los objetivos arquitectónicos y las 
acciones están representados mediante producciones, mientras que los objetivos y 
acciones de la tarea están representados de forma declarativa, tanto en la memoria de 
trabajo como en el procedimiento. 
ADAPT utiliza RS (Robot Schemas), para la representación perceptual y la 
planificación. Los esquemas son patrones generales de percepción y acción, y se 
almacenan permanentemente en la memoria de trabajo. Cada esquema tiene una 
parte sensorial y una parte motora, representando el objetivo de ejecutar un 
movimiento específico dependiendo de determinadas condiciones perceptuales. Si 
bien, tampoco se entra en detalle sobre cómo se trata y combina la información 
perceptual para generar conocimiento. Al igual que en ICARUS, parece un sistema 
adaptativo que aprende a actuar en base a lo que percibe, pero sin detenerse a 
generar conocimiento semántico conceptual sobre el entorno percibido (por lo que, 
aun siendo muy complejo, puede considerarse un sistema reactivo). 
Global Workspace Cognitive Architecture [277]–[279] propone una arquitectura 
cognitiva neuronal, biológicamente plausible, inspirada en el cerebro. Permite 
funciones cognitivas como la anticipación y la planificación, a través de la simulación 
interna de la interacción con el entorno. La arquitectura se basa en un bucle 
sensomotor externo y un bucle sensomotor interno en el que la información pasa a 
través de múltiples áreas corticales que compiten en un espacio de trabajo global. En 
contraste con la manipulación de representaciones simbólicas declarativas, como lo 
hacen las arquitecturas cognitivistas, la función cognitiva se logra aquí a través de 
mapas neurales topográficamente organizados que pueden ser vistos como una forma 
de representación analógica, o icónica. En el modelo se observa que estas 
representaciones analógicas son particularmente apropiadas en la cognición espacial, 
que es una capacidad cognitiva crucial, pero que es notoriamente difícil con los 
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enfoques tradicionales basados en la lógica. Se defiende que la brecha semántica 
entre la entrada sensorial y las representaciones analógicas es mucho menor que con 
las representaciones simbólicas de lenguaje y, por lo tanto, se minimiza la dificultad 
del problema de la conexión de símbolos. La arquitectura cognitiva propuesta por 
Shanahan, se basa también en la importancia fundamental del paralelismo como 
componente constituyente en el proceso cognitivo en lugar de ser un mero problema 
de implementación. En la arquitectura, muchos procesos paralelos separados y 
especializados compiten y cooperan para el acceso a un espacio de trabajo global. 
Aquellos que ganan, pasan a controlar el acceso al espacio de trabajo global y luego 
puede retransmitir la información a los otros procesos especializados (competencia). 
La arquitectura cognitiva de Shanahan se compone de los siguientes componentes: un 
bucle sensomotor de primer orden, cerrado externamente a través del mundo, y un 
bucle sensitivo-motor de orden superior, cerrado internamente a través de memorias 
asociativas. El lazo de primer orden comprende la corteza sensitiva y los ganglios 
basales (control de la corteza motora), proporcionando conjuntamente un subsistema 
reactivo de selección de acciones. El bucle de segundo orden comprende dos 
elementos de corteza asociativa que llevan a cabo simulaciones sobre el 
comportamiento sensorial y el sistema motor. La primera corteza asociativa simula una 
salida del motor, mientras que la segunda simula el estímulo sensorial que se espera 
por una salida dada del motor. El bucle de orden superior modula la selección de la 
acción de los ganglios basales en el bucle de primer orden a través de un componente 
de amígdala, impulsado por el afecto. Así pues, esta arquitectura cognitiva permite 
anticiparse y planificar el comportamiento potencial, a través de la simulación 
sensomotora asociativa interna. El espacio de trabajo global no se corresponde con 
ningún área cortical específica, más bien es una red global de comunicaciones. La 
arquitectura se implementa como un sistema conexionista que utiliza memorias de 
acceso aleatorio generalizadas (G-RAM). 
SDAL (self-directed anticipative learning) [280] describe un enfoque interactivista-
constructivista (I-C) para modelar la inteligencia y el aprendizaje como una forma 
dinámica encarnada de adaptación y explora algunas aplicaciones de I-C para 
comprender la forma en que el aprendizaje cognitivo es llevado a cabo en el cerebro. 
En SDAL se proponen dos ideas clave para la conceptualización de la inteligencia 
dentro de este marco: la inteligencia se ocupa centralmente de la capacidad de una 
gestión coherente, sensitiva al contexto y auto dirigida de la interacción; y el modelo 
primario para el aprendizaje cognitivo es la construcción de habilidades anticipativas. 
La autodirección es una capacidad para la modulación del proceso integrador que 
permite que un sistema se "guíe" a sí mismo a través de su mundo, ajustando 
anticipadamente sus propios requisitos de viabilidad a la interacción con su entorno. 
Debido a que los procesos de interacción adaptativa requeridos de los sistemas 
inteligentes son demasiado complejos para que se pueda pre especificar la acción 
efectiva (por ejemplo, genéticamente), el aprendizaje es un componente importante de 
la inteligencia. Al presentar su enfoque, se utiliza el término "señales de normas 
explícitas" para las señales que un sistema utiliza para diferenciar un contexto 
apropiado que realiza una acción. Estas señales normalizadas reflejan las condiciones 
para el mantenimiento de la autonomía del sistema (p. ej. señales correspondientes al 
hambre agotan los niveles nutricionales). El conjunto completo de señales de 
normalización se denomina “matriz de norma”. También se distinguen dos niveles de 
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gestión: de bajo y alto orden. La gestión de bajo orden emplea señales normalizadas, 
o dicho de otra forma, un pequeño conjunto de parámetros, para dirigir la acción (p. ej. 
un mosquito utiliza seguimiento de calor y seguimiento de gradiente de dióxido de 
carbono para buscar portadores de sangre). Gracias al uso de dicho escaso número 
de parámetros, el éxito depende en última instancia de la simple regularidad en el 
entorno. Estos parámetros también tienden a ser localizados en el tiempo y el espacio. 
Por otra parte, las estrategias de gestión de alto orden, también dependen de la 
regularidad del entorno, pero explotan parámetros que se extienden más en el tiempo 
y el espacio, y usan más aspectos del proceso interactivo, incluyendo la capacidad de 
anticipar y evaluar el rendimiento del sistema. 
SASE (self-aware self-aware) [281]–[283] se centra específicamente en la cuestión del 
desarrollo, por lo que quiere decir que a priori, el procesamiento realizado por la 
arquitectura no se especifica o programa, sino que es el resultado de la interacción en 
tiempo real del sistema con el entorno, incluidos los seres humanos. Por lo tanto, la 
arquitectura no es específica de las tareas, desconocidas en el momento de creación 
de la arquitectura, sino que es capaz de adaptarse y desarrollarse para aprender tanto 
las tareas que se requieren como la manera de realizar las mismas. 
La arquitectura implica una distinción importante entre los sensores y los actuadores 
que están asociados con el entorno (incluyendo el sistema físico, y por tanto la 
detección propioceptiva), y los sensores y actuadores que están asociados con el 
sistema cerebral o sistema nervioso central del sistema. 
El “cerebro” de la arquitectura no es directamente accesibles a los diseñadores una 
vez que se pone en funcionamiento. Así pues, la única manera de afectar a un agente 
de tipo SASE es a través de los sensores externos y actuadores. Por lo tanto, la 
arquitectura SASE es muy fiel a los paradigmas emergentes de la cognición: su origen 
y desarrollo evolutivo es fijo, de manera que el sistema únicamente puede aprender a 
operar en su entorno a través de la formación (aprendizaje). 
La arquitectura cognitiva de Weng se basa en los procesos de decisión de Markov 
(MDPs), específicamente un proceso de decisión de Markov auto-consciente. Con ello 
se pretende proporcionar una serie de atributos adicionales, específicamente mayor 
abstracción, contextos auto-generados, y un mayor grado de integración sensorial. El 
ejemplo del sistema de visión descrito en [282] profundiza en la arquitectura cognitiva, 
detallando tres tipos de mapeo en el flujo de información dentro de la arquitectura: 
mapeo sensorial, mapeo cognitivo y mapeo motriz. 
DARWIN [284]–[288] comprende un conjunto de dispositivos basados en el cerebro 
(BBDs, brain-based devices), los cuales explotan un sistema nervioso simulado que 
puede desarrollar memoria espacial y episódica, así como capacidades de 
reconocimiento a través del aprendizaje autónomo experiencial. El enfoque se 
diferencia de los demás proyectos conectivos en que la arquitectura está mucho más 
fuertemente modelada en torno a la estructura y organización del cerebro que las 
redes neuronales artificiales convencionales. Esto es, se centran en el sistema 
nervioso como un todo, sus partes constituyentes y su interacción, en lugar de basarse 
en una implementación neuronal de alguna función de memoria, control o 
reconocimiento individual. Los principales mecanismos neuronales de los dispositivos 
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son la plasticidad sináptica, un sistema de recompensa (o valor), la conectividad 
reentrante (feedback), la sincronización dinámica de la actividad neuronal y las 
unidades neuronales con propiedades de respuesta espaciotemporal. El 
comportamiento adaptativo se consigue mediante la interacción de estos mecanismos 
neuronales con correlaciones sensomotoras que han sido aprendidas de forma 
autónoma por la detección activa y el movimiento propio. 
Darwin VIII es capaz de discriminar objetivos visuales razonablemente simples (formas 
geométricas coloreadas) asociándolo con una señal auditiva preferida innata. Su 
sistema nervioso simulado contiene 28 áreas neurales, aproximadamente 54.000 
unidades neuronales y aproximadamente 1,7 millones de conexiones sinápticas. La 
arquitectura comprende regiones de visión, seguimiento, valor o saliencia y audición. 
El área de seguimiento, basada en proyecciones excitatorias de la región auditiva, 
determina la dirección de la mirada de la cámara de Darwin VIII. Esto hace que Darwin 
se oriente hacia una fuente de sonido. Darwin IX puede navegar y categorizar texturas 
basándose en la estructura artificial somatosensorial artificial simulada, inferida de las 
ratas, que comprende 17 áreas, 1101 unidades neuronales y aproximadamente 8400 
conexiones sinápticas. Darwin X es capaz de desarrollar memoria espacial y episódica 
basada en un modelo del hipocampo y regiones circundantes. Su sistema nervioso 
simulado contiene 50 áreas neurales, 90.000 unidades neuronales y 1,4 millones de 
conexiones sinápticas. Incluye un sistema visual y un sistema de dirección de la 
cabeza entre otros. En Darwin X la visión se utiliza para reconocer objetos y luego 
calcular su posición, mientras que la odometría se utiliza para sentir la dirección de la 
cabeza. 
HUMANOID [289] presenta una arquitectura cognitiva híbrida para la aplicación en un 
robot humanoide. Se fundamenta en la interacción de componentes paralelos basados 
en el comportamiento, que comprende un subsistema de percepción jerárquica de tres 
niveles, un sistema de manejo de tareas jerárquico de tres niveles, un subsistema de 
memoria a largo plazo basado en una base de datos de conocimiento global que utiliza 
diversos esquemas representacionales (incluyendo ontologías de objetos y modelos 
geométricos y modelos de Markov ocultos), un gestor de diálogo que media entre la 
percepción y la planificación de la tarea, un supervisor de ejecución y un subsistema 
de memoria de corto plazo de “modelos activos” al que tienen acceso todos los niveles 
de percepción y gestión de tareas. Estos modelos activos desempeñan un papel 
central en la arquitectura cognitiva: son inicializados por la base de conocimiento 
global y actualizados por el subsistema perceptual y pueden ser actualizados y 
reorganizados de forma autónoma. El subsistema de percepción comprende una 
jerarquía de tres niveles con módulos de percepción bajos, medios y altos. El módulo 
de percepción de bajo nivel proporciona interpretación de datos de sensores sin tener 
acceso a la base de datos de conocimiento del sistema central, típicamente para 
proporcionar un control de robot de bajo nivel reflejo. Se comunica tanto con el módulo 
de percepción de nivel medio como con el módulo de ejecución de tareas. El módulo 
de percepción de nivel medio proporciona una variedad de componentes de 
reconocimiento y se comunica tanto con la base de datos de conocimiento del sistema 
(memoria a largo plazo) como con los modelos activos (memoria a corto plazo). El 
módulo de percepción de alto nivel proporciona servicios de interpretación más 
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sofisticados como el reconocimiento de la situación, la interpretación de los gestos, la 
interpretación del movimiento y la predicción de la intención. 
CEREBUS [290] se trata de una arquitectura cognitiva híbrida, que combina los 
principios de las arquitecturas basadas en el comportamiento, con algunas 
características de la IA simbólica, como la inferencia de encadenamiento hacia atrás y 
hacia delante mediante lógica de predicados. Representa un intento de mejorar robots 
basados en el comportamiento, sin recurrir a un sistema tradicional de planificación 
central. Combina un conjunto de sistemas sensoriales-motores basados en el 
comportamiento con una red semántica de paso de marcadores y una red de 
inferencia. La red semántica efectúa la memoria declarativa a largo plazo, 
proporcionando conocimiento reflexivo sobre sus propias capacidades, y la red de 
inferencia le permite razonar sobre su estado actual y procesos de control. Juntos, 
implementan la característica clave de la arquitectura de Cerebus: el uso del 
conocimiento reflexivo sobre sus sistemas perceptivo-motores, para realizar un 
razonamiento limitado sobre sus propias capacidades. 
Cog [291] se trata de un torso humanoide, construido para explorar aspectos de la 
estructura del desarrollo, la incorporación física, la integración de múltiples sistemas 
sensoriales y motores, y la interacción social. El robot tiene veintiún grados de libertad 
y una variedad de sistemas sensoriales, incluyendo los sentidos visual, auditivo, 
vestibular, kinestésico y táctil. Presenta una serie de rutinas visual-motrices 
implementadas, como el seguimiento suave, reflejos vestíbulo-oculares y reflejos opto 
cinéticos. También presenta comportamientos de orientación, técnicas de control 
motor y comportamientos sociales. 
La arquitectura propuesta para Cog se basa en la Teoría de la Mente [292], [293], 
descomponiendo el problema en conjuntos de habilidades precursoras y módulos de 
desarrollo. La Teoría de la mente de Leslie enfatiza módulos independientes de 
dominio específico para distinguir el comportamiento de los objetos inanimados, el 
comportamiento de los objetos animados y las creencias e intenciones de los objetos 
animados. La teoría de la mente de Baron-Cohen consta de tres módulos, uno de los 
cuales se ocupa de la interpretación de los estímulos perceptivos (visuales, auditivos y 
táctiles) asociados con el movimiento autopropulsado. Ambos alimentan un módulo de 
atención compartida, que a su vez recae sobre un módulo de Teoría de la Mente, el 
cual representa el conocimiento intencional o "estados mentales epistémicos" de otros 
agentes. El enfoque de la Teoría de la Mente para Cog, al menos inicialmente, se 
centra en la creación de las habilidades perceptivas y motoras precursoras sobre las 
cuales se puede construir una teoría más compleja de la capacidad mental: distinguir 
entre el movimiento inanimado y el movimiento animado e identificar la dirección de la 
mirada. Estos explotan varias capacidades visuales integradas tales como detección 
de color, detección de movimiento, detección de color de la piel y estimación de 
disparidad, un módulo visual de búsqueda y atención y control visual-motor, reflejo 
vestibular-ocular, así como movimiento de la cabeza y cuello. Los comportamientos 
visual-motores primitivos, por ejemplo, para encontrar caras y ojos, se resuelven 
mediante impulsos de motivación predefinidos y estrategias de búsqueda visual. 
Kismet [294], [295] utiliza una cabeza articulada antropomórfica robótica con un total 
de 21 grados de libertad (orientación de la cabeza, dirección de la mirada, párpados, 
Capítulo 3. Entorno computacional 
TESIS DOCTORAL 77 
LISARDO PRIETO GONZÁLEZ 
cejas, labios y orejas). Kismet tiene un sistema de visión binocular y gran angular, 
consistente en cuatro cámaras en color, y dos micrófonos, uno montado en cada oreja. 
Kismet está diseñado para interactuar con las personas cara a cara, de forma natural y 
expresiva, percibiendo las señales sociales naturales y respondiendo a través de la 
dirección de la mirada, la expresión facial, la postura corporal y el balbuceo vocal. El 
objetivo final de Kismet es aprender de las personas a través del compromiso social, 
aunque Kismet no tiene ninguna capacidad adaptativa (es decir, de aprendizaje o de 
desarrollo) o anticipatoria. Kismet tiene dos tipos de motivaciones: impulsos y 
emociones. Los impulsos establecen los objetivos de nivel superior del robot, como 
puede ser involucrar a las personas (unidad social) o descansar (fatiga de unidad). El 
comportamiento del robot se centra en saciar sus impulsos básicos. Estas unidades 
tienen una constante de tiempo más larga en comparación con las emociones, y 
operan cíclicamente, aumentando en ausencia de interacción satisfactoria y 
disminuyendo con la habituación. El objetivo es mantener el nivel de la unidad en 
algún lugar de una región homeostática entre la estimulación y el exceso de 
estimulación. Así, el modelo tiende a hacer que el robot entre en contacto con cosas 
que promueven su "bienestar" y evita las que no lo hacen. Las emociones son 
desencadenadas por condiciones antecedentes pre-especificadas, que se basan en 
estímulos perceptivos, así como el estado actual de la unidad y el estado conductual. 
Kismet tiene cinco módulos distintos en su arquitectura cognitiva: un sistema 
perceptivo, un sistema de emoción, un sistema de conducta, un sistema de 
accionamiento y un sistema motor. El sistema perceptivo comprende un conjunto de 
procesos de bajo nivel que detectan estímulos visuales y auditivos, realizan extracción 
de características (por ejemplo, color, movimiento, frecuencia), extraen descripciones 
afectivas del habla, orientan la atención visual y localizan rasgos relevantes como 
caras, ojos, objetos, etcétera. Estos son introducidos en un sistema perceptivo de alto 
nivel donde, junto con la entrada afectiva del sistema emocional, la entrada desde el 
sistema de conducción y el sistema de comportamiento, están unidos por procesos de 
liberación, que codifican el conjunto actual de creencias del robot sobre su estado y su 
relación con el entorno. 
 
3.2.2. Algunos servicios (software) que hacen uso de la percepción 
computacional 
 
La evolución tecnológica, y el aumento de las capacidades computacionales, como la 
memoria y la velocidad de los componentes, permiten que algoritmos diseñados 
tiempo atrás pero tecnológicamente inviables en su momento (debido a restricciones 
computacionales), sean aplicados y mejorados en la actualidad. Esto, combinado con 
la emergencia de nuevas tendencias tecnológicas (fundamentadas también por el 
masivo incremento en las comunicaciones y conectividad), como, por ejemplo, el uso 
de la computación en la nube (cloud computing), ha derivado en un gran número de 
iniciativas que prestan servicios avanzados, basados en estos enfoques algoritmos 
definidos hace años, pero que en su momento no pudieron ser llevados a la práctica. 
Un ejemplo, sobre un campo muy utilizado en la actualidad, es el correspondiente a 
determinar información semántica en imágenes. Este no es un problema nuevo. Se 
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han realizado numerosos estudios a lo largo de los años para intentar proporcionar 
soluciones más o menos específicas para diferentes contextos. Por ejemplo, en [296] 
se define el uso de una red de retropropagación para reconocer códigos postales 
escritos a mano en el correo postal de Estados Unidos. En [297], se propone una red 
de neuronas híbrida para el reconocimiento facial humano, y dicha red es comparada 
con otros mecanismos de reconocimiento. En [298] se describe un algoritmo basado 
en reglas para reconocimiento facial robusto, combinada con una red neuronal 
convolucional. En [299] se diseña un mecanismo objetivo de medida para validar 
automáticamente la calidad percibida en vídeos digitales. En este caso, el análisis 
trasciende de una imagen estática a una sucesión de imágenes a lo largo del tiempo 
(vídeo). Igualmente, existen avances recientes en el área de los modelos 
computacionales de la emoción humana [300]. 
Una de las últimas tendencias en los mecanismos de reconocimiento está basada en 
técnicas tipo “deep learning” [301], [302], ya que los resultados teóricos sugieren las 
“deep architectures” pueden resultar un buen método para aproximar el tipo de 
funciones complejas que pueden representar abstracciones de alto nivel (p. ej. En 
visión, lenguaje y otras tareas a desarrollar por una inteligencia artificial). 
El aprendizaje profundo (deep learning) [303] permite a los modelos computacionales 
compuestos de múltiples capas de procesamiento, aprender representaciones de 
datos con múltiples niveles de abstracción. El aprendizaje profundo descubre la 
estructura de grandes conjuntos de datos mediante el uso del algoritmo de 
retropropagación (backpropagation) para indicar cómo una máquina debe cambiar sus 
parámetros internos, utilizados para calcular la representación en cada capa de la 
representación en la capa anterior. Las redes convolucionales profundas han traído 
consigo avances en el procesamiento de imágenes, vídeo, voz y audio, mientras que 
las redes recurrentes los han traído en datos secuenciales, como el texto y el habla. 
Esto parece ser cierto acorde a recientes sistemas desarrollados que utilizan dicho 
enfoque, como la empresa emprendedora respaldada por Google, Clairifai [304]. Dicha 
empresa ha desarrollado un algoritmo que analiza cientos de imágenes por segundo 
para clientes como empresas de redes sociales, agencias inmobiliarias y empresas de 
comercio electrónico. La tecnología de Clairifai puede identificar una imagen, 
clasificarla y agrupar imágenes similares juntas. También permite clasificación 
automática de grandes bibliotecas de medios, búsqueda en imágenes y vídeos a 
través de etiquetas o similitud visual, o recomendaciones basadas en auto-
categorización de imágenes y comportamiento del usuario. Otro sistema interesante es 
el propuesto por TripleLift [305], orientado a optimizar la integración de anuncios en el 
publicador mediante el reconocimiento y análisis de las imágenes. Las técnicas 
basadas en “deep learning” han sido evaluadas, consiguiendo unos resultados 
similares a los obtenidos por los cerebros de los monos en cuanto a reconocimiento de 
imágenes se refiere [306]. Por desgracia, hasta el momento no existe un sistema 
capaz de competir con el ser humano en términos de reconocimiento de imágenes, 
extracción de características y detección de inferencias. 
Igualmente, la aplicación de diversas técnicas algorítmicas ha tenido mucho éxito en el 
campo auditivo, facilitando una serie de novedosos servicios. La recuperación de 
información musical (MIR, music information retrieval), área interdisciplinar de la 
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ciencia, basada entre otros campos, en la musicología, psicología, estudio académico 
musical, procesamiento de señales y el aprendzaje automático, ha hecho posible 
servicios como Shazam [307], SoundHound [308] o Echoprint [309], para el 
reconocimiento automático de canciones o sonidos a través de dispositivos móviles 
con conectividad a Internet, mediante el envío de un pequeño fragmento de muestra, 
capturado por el micrófono de dichos dispositivos. Este tipo de servicios suele hacer 
uso de la técnica conocida como “huella auditiva”, que se puede considerar como un 
resumen digital de la señal de audio, donde la presencia de picos en los 
espectrogramas correspondientes a una señal en un entorno ruidoso frente a una 
señal en un entorno silencioso permite determinar, con alta probabilidad, si una 
muestra de audio coincide con una grabación en la base de datos [307]. 
También se ha recurrido a la combinación de múltiples dominios para proporcionar 
soluciones a problemas muy costosos de resolver hace unos años. Un ejemplo es el 
caso del reconocimiento de voz audiovisual (AVSR). Este tipo de técnica es 
considerada una de las soluciones más prometedoras para el reconocimiento de voz 
fiable, particularmente cuando el audio está dañado por el ruido. Sin embargo, la 
selección cautelosa de las características sensoriales es crucial para lograr un alto 
rendimiento de reconocimiento. En  [310], gracias a técnicas de aprendizaje profundo, 
se consigue, por un lado, adquirir características de audio robustas al ruido, usando 
pares de características de audio deterioradas y las características correspondientes, 
limpias. Por otro lado, una red neuronal convolucional (CNN) es empleada para extraer 
características visuales de las imágenes de la zona de la boca, a fin de obtener como 
salida las etiquetas de los fonemas correspondientes. Finalmente, se aplica un modelo 
de Markov de múltiples flujos para integrar los modelos auditivos y visuales 
independientemente adquiridos, con sus respectivas características. La aplicación de 
este tipo de técnica ha demostrado una ganancia de velocidad de reconocimiento de 
palabra de aproximadamente 65% frente a los enfoques tradicionales de 
reconocimiento. 
Sí bien es cierto que en los últimos años han emergido un gran número de tecnologías 
avanzadas, basadas en la Inteligencia Artificial, para el reconocimiento de 
características recibidas por entradas sensoriales, se ha observado que la mayor parte 
de estudios en la materia, así como de innovaciones, servicios y soluciones 
tecnológicas, están orientadas a la aplicación en interfaces de interacción entre 
hombre-máquina, o en el aprendizaje específico en un único tipo de dimensión. Por lo 
general, visual, seguido de auditiva. Este tipo de aprendizaje avanzado es utilizado 
posteriormente en sistemas de reconocimiento de características en imágenes, vídeo 
o sonido, habilitando posibilidades como la recuperación de información en base a 
contenido multimedia y en base a etiquetas textuales, o la clasificación y generación 
automática de etiquetas textuales para catalogación de grandes colecciones de 
archivos, entre otras. También en el caso de la información textual (aquella cuyo 
contenido está basado en el texto, como por ejemplo las páginas de la World Wide 
Web), que podría ser considerada como otro tipo de entrada sensorial (diálogo escrito 
que no hay que procesar a nivel visual, auditivo o táctil para ser interpretado), se han 
dado numerosos avances, por ejemplo, en el área de reconocimiento de lenguaje 
natural [311]–[313] y aplicaciones derivadas, como el análisis de sentimiento 
(sentiment analysis) [314], [315]. Por desgracia, no se han encontrado estudios 
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orientados al aprendizaje multimodal holístico, considerando como entradas 
perceptuales todas las posibles (existentes y venideras), bajo un marco común de 
representación. Como se ha estudiado en el presente y anterior capitulo, muchos 
autores consideran que un marco así de complejo, capaz de cubrir el área de 
percepción (sentidos), conocimiento (representación) y memoria (almacenamiento), es 
habilitador de otras tareas avanzadas de la cognición, como el razonamiento y la 
inteligencia. 
 
3.2.3. Tendencias de mercado, e innovación de las empresas más importantes 
del sector 
 
Según Gartner [316], nos encontramos al principio de “the perceptual smart machine 
age”, o la era de las máquinas perceptuales inteligentes (ver Ilustración 14). Tal y 
como comentan en su informe sobre tendencias clave tecnológicas, de Julio de 2016, 
ésta será la clase de tecnologías más disruptivas en los próximos 10 años debido, 
entre otros factores, al incremento radical de poder computacional, a las cantidades 
casi infinitas de datos generados e identificados, y a los avances sin precedentes en 
las redes neuronales profundas, los cuales permitirán a las organizaciones dotadas de 
tecnologías relacionadas con las máquinas inteligentes, aprovechar los datos para 
adaptarse a nuevas situaciones y resolver problemas que nadie ha conseguido 
resolver previamente. Gartner recomienda considerar una serie de tecnologías 
específicas a las empresas que pretendan aprovechar esta área. Algunas de ellas son: 
Smart Dust, Aprendizaje Automático, Asistentes Personales Virtuales, Asesores 
Expertos Cognitivos, Descubrimiento Inteligente de Datos, Espacio de Trabajo 
Inteligente, Interfaces de Usuario Conversacional, Robots Inteligentes, Drones 
comerciales, Vehículos Autónomos, Respuesta de preguntas mediante lenguaje 
natural, generación de analíticas personales, administración de taxonomía empresarial 
y gestión ontológica, entre otros. 
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de servidores, en el presente, se extiende a través de una nube de servidores de 
estándar abierto, que ejecutan varios cientos de instancias del sistema a la vez. 
Watson proporciona servicio a clientes simultáneos en cualquier parte del mundo, que 
pueden acceder a él usando sus teléfonos inteligentes, computadores de escritorio o 
sus propios servidores de datos. Este tipo de sistema se puede escalar horizontal y 
verticalmente bajo demanda. Debido a que la inteligencia artificial del sistema mejora a 
medida que la utiliza la gente, Watson está en constante evolución, transmitiendo los 
conceptos aprendidos en todo el sistema. Además, al tratarse de un conjunto de 
servicios distribuidos, su módulo de deducción lógica puede estar escrito en un 
lenguaje de programación y ejecutarse en una serie de servidores, mientras que, por 
ejemplo, su módulo de análisis de lenguaje puede estar escrito en otro lenguaje 
totalmente diferente, y estar instanciado en otra serie de servidores diferentes. A fecha 
actual, Watson puede analizar e interpretar datos de tipo: texto no estructurado, 
imágenes, audio y vídeo. Puede desarrollar tareas específicas de aprendizaje 
automático, para ser utilizadas en aplicaciones y sistemas. Puede desarrollar tareas de 
recomendación inteligente, mediante la comprensión de la personalidad del usuario, el 
tono y la emoción, y puede ser utilizado en bots (agentes automáticos) para establecer 
interacción con los usuarios a través del lenguaje natural. Finalmente, Watson se 
encuentra disponible como un conjunto de APIs (application programming interfaces) 
abiertas y productos SaaS (Software as a Service). 
Por otra parte, tanto Google como Microsoft han desarrollado una serie de APIs muy 
potentes, orientadas a la computación perceptual y al aprendizaje automático, 
mediante el uso de sus plataformas de computación en la nube (Google Cloud 
Platform, productos [324]; Microsoft Cognitive Services, APIs [325]). De Google Cloud 
Platform caben destacar los siguientes servicios, totalmente integrados e 
interconectados en sus respectivos ecosistemas: 
 Cloud Machine Learning (beta): Es un servicio gestionado que permite 
construir fácilmente modelos de aprendizaje automático sobre cualquier tipo de 
datos, de cualquier tamaño. Permite el uso de TensorFlow [326] (potente 
biblioteca de software de código abierto para el cálculo numérico utilizando 
gráficos de flujo de datos). Dicho servicio es utilizado también por otros 
productos de Google, como Google Fotos, o Google Cloud Speech. Gracias a 
la pantagruélica y escalable infraestructura de Google, permite la generación 
de modelos de prácticamente cualquier tamaño. La plataforma de predicción a 
su vez, puede soportar miles de usuarios y Terabytes de datos. El servicio, 
además, está integrado con Google Cloud Dataflow [327] para el pre-
procesamiento de grandes volúmenes de datos, lo que le permite acceder a 
datos de Google Cloud Storage [328] y Google BigQuery [329], entre otros. 
 Natural language API: revela la estructura y el significado del texto, ofreciendo 
poderosos modelos de aprendizaje automático a través de una API REST 
[330]–[332] fácil de utilizar. Puede ser usado para extraer información sobre 
personas, lugares, eventos y otro extenso conjunto de categorías, presentes en 
documentos de texto, artículos de noticias o entradas de blog. También permite 
realizar análisis de sentimiento en las redes sociales o analizar la intención de 
las conversaciones entre usuarios (por ejemplo, en un centro de llamadas o 
una aplicación de mensajería). Soporta la integración con otras soluciones de 
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Google, como el módulo de reconocimiento óptico de caracteres, la API de 
reconocimiento vocal y la API de traducción. 
 Speech API: permite a los desarrolladores convertir audio a texto gracias a la 
aplicación de potentes modelos de redes neuronales. La API reconoce más de 
80 idiomas y variantes, para dar soporte a un conjunto global de usuarios. 
Entre otras funcionalidades, permite el dictado a través del micrófono, 
transcribiendo a texto el discurso del usuario, ejecutar comandos mediante 
control de voz, o transcribir archivos de audio, entre muchos otros casos de 
uso. 
 Vision API: permite a los desarrolladores analizar el contenido de una imagen 
mediante la encapsulación de potentes modelos de aprendizaje automático, 
mediante una API REST fácil de utilizar. El servicio permite clasificar las 
imágenes en miles de categorías (por ejemplo, "velero", "León", "Torre Eiffel"), 
detecta objetos individuales y caras dentro de las imágenes, y encuentra y lee 
las palabras impresas contenidas dentro de las imágenes. Puede crear 
metadatos en catálogos de imágenes, ser utilizado para la moderación de 
contenido ofensivo, o empleado para habilitar nuevos escenarios de marketing 
a través del análisis del sentimiento de la imagen. 
Microsoft a su vez, y de manera análoga, proporciona los siguientes servicios, 
agrupados por categorías: 
 Visión: 
o Computer Vision API (Preview): funcionalidad que devuelve 
información sobre el contenido visual encontrado en una imagen. 
Permite el uso de etiquetas, descripciones y modelos específicos de 
dominio para identificar el contenido. De manera análoga a la API de 
visión de Google, permite la identificación de contenido ofensivo / para 
adultos, para crear filtros automatizados de restricción de contenido. 
También identificar los tipos de imagen y esquemas de color presentes 
en las imágenes. 
o Emotion API (Preview): la API de emociones reconoce expresiones 
faciales en una imagen de entrada, y devuelve el valor estadístico de 
confianza asociado a dichas expresiones, respecto a un conjunto 
determinado de emociones. Las emociones detectadas son la ira, el 
desprecio, el disgusto, el miedo, la felicidad, la neutralidad, la tristeza y 
la sorpresa. Se entiende que estas emociones se comunican 
transcultural y universalmente mediante expresiones faciales 
particulares. Esta API puede interactuar con la API Face, orientada al 
reconocimiento facial en imágenes. 
o Face API (Preview): permite la detección de una o más caras humanas 
en una imagen, obteniendo los rectángulos de posición 
correspondientes a cada cara detectada, junto con los atributos de la 
cara, que contienen predicciones basadas en el aprendizaje automático 
de rasgos faciales. Las características de atributos de cara disponibles 
son: edad, sexo, postura, sonrisa y pelo facial junto con 27 puntos de 
referencia para cada cara de la imagen (posición de ojos, boca, etc.). 
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o Video API (Preview): tecnología que detecta inestabilidad en el vídeo, 
por ejemplo, debido a traqueteo o vibraciones durante la grabación, y 
automáticamente lo estabiliza. 
 Habla: 
o Bing Speech API (Preview): encargada de convertir diálogos hablados 
(audio) a texto. Permite reconocer el audio procedente del micrófono en 
tiempo real, o el audio procedente de una fuente sonora diferente, así 
como reconocer diálogo en audio almacenado en un archivo. 
o Custom Recognition Intelligent Service (CRIS - Private Preview): 
funcionalidad que permite la personalización de los modelos de 
lenguaje, la creación de modelos acústicos específicos y el despliegue 
de dichos modelos en aplicaciones finales dotadas de capacidad de 
reconocimiento de audio. 
o Speaker Recognition API (Preview): funcionalidad que habilita el uso 
de la voz como mecanismo autenticador (biometría). El servicio solicita 
registrar tres muestras de voz correspondientes a la lectura de una 
frase de paso elegida en una lista de frases pre-determinada 
(entrenamiento). Una vez el usuario ha cargado las muestras, es 
posible iniciar el proceso de verificación utilizando una frase diferente a 
la elegida en el proceso de entrenamiento. 
 Idioma: 
o Language Understanding Intelligent Service (LUIS - Preview): 
servicio diseñado para proporcionar una manera sencilla de creación de 
modelos de reconocimiento de lenguaje natural, a fin de mejorar la 
interactuación entre los usuarios y las aplicaciones que utilizan servicios 
cognitivos. 
o Linguistic Analysis API (Preview): utiliza herramientas avanzadas de 
análisis lingüístico para el procesamiento del lenguaje natural, 
permitiendo identificar los conceptos y acciones en el texto, junto con el 
etiquetado de parte del habla, así como encontrar frases y conceptos 
utilizando analizadores de lenguaje natural. 
o Text Analytics API (Preview): funcionalidad que permite extraer 
información sobre el lenguaje, sentimiento y frases clave del texto 
pasado como parámetro. 
o Translator API (Preview): soporta la traducción de texto hablado entre 
nueve idiomas, y entre texto escrito en sesenta idiomas. Previo a la 
traducción, es capaz de determinar automáticamente el lenguaje origen. 
Finalmente, permite la interacción con los usuarios (refuerzo) a fin de 
aprender, y mejorar las traducciones ofrecidas. 
 Conocimiento: 
o Academic Knowledge API (Preview): permite interpretar búsquedas 
en lenguaje natural, orientadas al ámbito académico, generar entidades 
(artículos, autores), estadísticas avanzadas sobre dichas entidades 
(como la distribución de citas por año), y evaluar la similitud entre dos 
entradas textuales (no solo palabras, sino artículos completos, 
identificando los conceptos del contenido). 
o Entity Linking Intelligence Service (Preview): servicio que permite 
discriminar el tipo de entidad de un texto en base al contexto en el que 
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aparece (p. ej. el término “times” en “New York Times” y “Times 
Square”). 
o Knowledge Exploration Service (Preview): servicio que permite la 
integración en aplicaciones de búsqueda interactiva sobre datos 
estructurados mediante el uso de lenguaje natural. 
Microsoft, al igual que Google, también proporciona APIs de búsqueda asociados a 
texto, imagen y vídeo. Cabe destacar que la mayor parte de servicios ofrecidos, tanto 
por Google como por Microsoft son tan novedosos que aún se encuentran en fase de 
desarrollo (Beta / Preview). 
Finalmente, y orientado a la parte de la percepción computacional más relacionada 
con el diseño de interfaces, se pueden destacar diversos avances desarrollados a lo 
largo de los años, que han ido incrementando su complejidad a medida que se han 
perfeccionado técnicas algorítmicas, e incrementado la potencia computacional. 
Además de las interfaces de entrada convencionales, a las que estamos 
acostumbrados, como el ratón o el teclado (que “sienten” de manera táctil la posición o 
letra que el usuario quiere accionar, o el movimiento que quiere que el cursor realice 
por la pantalla), existen otros muchos tipos de interfaz, aplicados sobre todo al mundo 
del entretenimiento digital. Por ejemplo Nintendo lanzó al mercado el 18 de febrero de 
1984 una interfaz de control con forma de pistola (NES Zapper) [333]. El modo de 
funcionamiento es el siguiente: al pulsar el gatillo en la interfaz, el juego genera un 
fotograma completamente negro que cubre toda la pantalla. En el siguiente fotograma, 
todos los blancos válidos se dibujan en blanco, y el resto de la pantalla permanece en 
negro. La interfaz detecta el cambio de iluminación (brillante / no brillante) y determina 
si alguno de los objetivos está en la línea directa de visión. La discriminación del 
objetivo se hace en base a la duración de la iluminación, ya que cada objetivo se 
ilumina durante una cantidad diferente de tiempo. Seguidamente, se siguen 
presentando los fotogramas de manera normal. Todo el proceso es casi imperceptible 
para el ojo humano, aunque se puede notar un ligero parpadeo de la imagen. [334] 
Aunque dicha interfaz sólo detecta luz, su aplicabilidad se limita a las pantallas CRT. 
No funciona en pantallas actuales, como las de cristal líquido o plasma debido al 
retardo de visualización. Sin embargo, Zapper no fue la primera ni última interfaz que 
aprovecha la percepción (en su caso, visual) para determinar la intención del usuario. 
Años más tarde, Nintendo lanzó al mercado la consola Wii, con una interfaz 
inalámbrica denominada Wii Mote (Wii Remote). Dicha interfaz, dotada de diferentes 
sensores, es capaz de determinar la aceleración e inclinación del dispositivo en un 
espacio tridimensional, junto con la determinación de su posición en base a un 
mecanismo de triangulación, basado en luz infrarroja [335]. Sin embargo, Nintendo no 
es la única empresa que ha hecho avances y desarrollos en el área de la percepción 
computacional aplicada a las interfaces de usuario. Empresas como Sony han 
desarrollado familias de interfaces, como EyeToy (PlayStation 2), PlayStation Eye 
(PlayStation 3) y PlayStation Camera (PlayStation 4), consistentes en una cámara más 
o menos avanzada, dependiendo de la generación, comenzando como una webcam 
de baja resolución con un micrófono, continuando como una cámara de mayor 
resolución y sensibilidad dotada de un array de micrófonos, y culminando como una 
cámara dual de alta resolución, capaz de capturar imágenes estéreo y calcular la 
profundidad de los elementos de la escena, y dotada de un array de micrófonos, 
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similares al de la generación anterior [336]. Dichas cámaras con micrófono son 
empleadas como interfaz de control en videojuegos, y utilizadas para realizar 
seguimiento de objetos y reconocimiento de audio. Microsoft también ha contribuido al 
desarrollo de interfaces alternativas, basadas en la percepción mediante la visión. Tal 
es el caso de la familia de cámaras Microsoft Kinect [337], con capacidades de 
seguimiento en 3D, identificación biométrica, detección automática de extremidades y 
articulaciones, y reconocimiento de voz, entre otras, con aplicación no sólo en su 
familia de videoconsolas, sino en computadores, a través del SDK (Software 
Development Kit) desarrollado a tal efecto [338]. Recientemente, Microsoft ha 
desarrollado una interfaz avanzada que combina la percepción con la realidad 
aumentada, permitiendo interactuar de manera inmersiva con el entorno. Dicha 
interfaz, HoloLens [339] cuenta un numeroso conjunto de sensores, que le permite 
escanear el entorno que le rodea en 3D, determinar la posición y movimiento del 
usuario por dicho entorno, determinar interacciones gestuales sencillas (movimiento de 
las manos), y generar la interacciones apropiadas mediante una pantalla especial que 
genera imágenes a modo de hologramas, y un complejo y novedoso array de 
altavoces que permiten generar sonido posicional. Además, todo el procesamiento 
perceptual sobre la detección e interacción con el entorno se realiza en la propia 
unidad HoloLens. 
Por otro lado, empresas como HTC, también han desarrollado complejas interfaces 
perceptuales, como VIVE [340]. Este último, es un conjunto de dispositivos compuesto 
por un casco dotado de una gran variedad de sensores, entre los que se incluyen 
cámaras (para proporcionar una experiencia de realidad aumentada y realizar 
detección de gestos) y sensores de detección de movimiento de alta precisión. 
También se dispone de dos mandos inalámbricos con 24 sensores de movimiento, y 
dos estaciones base que se deben situar en posiciones específicas de la habitación, 
para determinar y hacer seguimiento de la posición del usuario en un entorno de 360º, 
completamente en 3D. La combinación de todos los sensores físicos del sistema junto 
con el procesamiento llevado a cabo en el computador, permiten determinar con 
mucha precisión los datos sobre posición y movimiento del usuario, generando las 
experiencias visuales y hápticas correspondientes, y creando de esta manera un 
entorno altamente inmersivo. 
Por último, Intel también ha hecho una gran inversión (y promoción) hacia la 
computación perceptual. Uno de los más notables avances introducidos por la firma es 
Intel RealSense [341]. RealSense consiste en un conjunto de cámaras avanzadas, 
desarrolladas para ser integradas en computadores de sobremesa, portátiles y tablets. 
Cada dispositivo RealSense está compuesto por tres cámaras que actúan como una: 
una cámara HD 1080p, una cámara de infrarrojos y un proyector de láser infrarrojo, 
que emulan el proceso de visión del ojo humano, para percibir la profundidad y 
rastrear el movimiento. Intel también proporciona un completo SDK, con el que se 
pueden realizar tareas de escaneado en 3D de objetos (incluyendo sus texturas), 
reconocimiento de gestos, y reconocimiento auditivo del discurso. 
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NIST ha definido de manera compleja y abstracta [342] algunos de los ámbitos para 
caracterizar distintos entornos de computación en la nube (ver Ilustración 15). Los 
modelos de despliegue y de servicio son las categorías más frecuentemente utilizadas. 
Acorde con su modelo de despliegue, es posible encontrar: 
 Nube pública: donde la infraestructura es proporcionada para el uso abierto 
por el público general. Este tipo de nube se encuentra en las instalaciones del 
proveedor del servicio, y puede estar en propiedad, y ser administrada y 
operada por una o varias partes. 
 Nube privada: donde la infraestructura es proporcionada específicamente para 
el uso de una sola organización, compuesta por múltiples consumidores. 
Puede estar en propiedad, y ser administrada y operada por la organización, 
por un tercero o por una combinación de ambos. La infraestructura puede 
residir dentro o fuera de las instalaciones de la organización. 
 Nube comunitaria: donde la infraestructura es proporcionada para el uso de 
una comunidad específica de consumidores, pertenecientes a organizaciones 
que tienen relaciones comunes, como políticas, requisitos de seguridad o 
consideraciones de cumplimiento. Puede estar en propiedad, y ser operada y 
administrada por uno o varios miembros de la comunidad, un tercero o una 
combinación de ambos. Además, la infraestructura puede residir dentro o fuera 
de las instalaciones de alguna o varias de las organizaciones. 
 Nube híbrida: se aplica a la combinación de dos o más infraestructuras de 
nube distintas (públicas, privadas o comunitarias) que siguen siendo entidades 
únicas, pero pueden interactuar entre sí mediante una tecnología que permite 
la portabilidad de datos y aplicaciones. 
El último modelo de despliegue, la nube híbrida, ofrece varias ventajas a las entidades 
que necesitan mantener partes de la lógica y los datos empresariales en un entorno 
privado y seguro, pero que también necesitan proporcionar servicios públicos a los 
clientes a través de Internet. Servicios que pueden requerir el acceso a alguna 
funcionalidad o datos de la infraestructura de la nube privada. 
En cuanto a los modelos de servicio, se definen las siguientes tres categorías: 
 IaaS (Infrastructure as a Service): en el modelo de infraestructura como 
servicio, el cliente dispone de recursos informáticos fundamentales (potencia 
de procesamiento, almacenamiento, redes, etc.) sobre los que desplegar y 
ejecutar sistemas operativos y aplicaciones. El cliente no gestiona ni controla la 
infraestructura subyacente, sino que tiene control sobre los sistemas 
desplegados, de acuerdo con sus necesidades (por lo general, máquinas 
virtuales). 
 PaaS (Platform as a Service): en el modelo de plataforma como servicio se le 
facilita al cliente un entorno de computación pre-configurado, en donde 
desplegar aplicaciones creadas por el cliente, o adquiridas. Aplicaciones 
desarrolladas utilizando diversos lenguajes de programación, servicios, 
bibliotecas y herramientas soportadas por el entorno informático citado. El 
cliente no controla la infraestructura subyacente, sino que toma el control sobre 
las aplicaciones desplegadas y determinados parámetros de configuración para 
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el entorno de alojamiento de aplicaciones (p. ej. un servidor web, o un sistema 
gestor de base de datos). 
 SaaS (Software as a Service): en el modelo de software como servicio, el 
cliente puede utilizar las aplicaciones del proveedor, que se ejecutan en una 
infraestructura en la nube. Las aplicaciones son accesibles por diferentes 
dispositivos a través de Internet, a través de interfaces específicas 
(navegadores web, APIs y/o clientes de escritorio/móviles). El cliente no 
controla la infraestructura subyacente ni el software de soporte, pero en 
algunos casos, es posible realizar ajustes para aplicaciones específicas, 
limitadas a los usuarios (p. ej. sistemas de almacenamiento de datos en la 
nube basados en servicios web). 
NIST también define cinco características esenciales, o atributos de servicio, que los 
sistemas de computación en la nube deben ofrecer: 
 Agrupación de recursos: los recursos se agrupan en un sistema que admite 
el uso por múltiples clientes. Los sistemas físicos y virtuales se asignan 
dinámicamente, y se reasignan según sea necesario. Bajo este concepto de 
agrupación se encuentra la idea de abstracción, que oculta la ubicación real de 
los recursos, tales como la potencia de procesamiento, la cantidad de memoria, 
el tamaño de almacenamiento, el ancho de banda de red, la topología de red y, 
por ejemplo, las máquinas virtuales alojadas en la infraestructura. 
 Elasticidad rápida: los recursos se pueden aprovisionar rápida y 
elásticamente. El sistema puede agregar recursos a través de dos procesos 
principales, mediante la adición de unidades de cómputo más potentes, o 
mediante la adición de más instancias computacionales de iguales 
características a las existentes en la infraestructura. El escalado puede 
realizarse de manera automática o manual. Desde la perspectiva del cliente, 
los recursos de computación en la nube deben parecer ilimitados y deben 
poderse comprar en cualquier momento y en cualquier cantidad. 
 Auto servicio bajo demanda: los clientes deben tener la capacidad de 
desplegar recursos informáticos sin necesidad de interactuar con el personal 
del proveedor de servicios en la nube. 
 Servicio medido: el uso de los recursos del sistema en la nube es auditado, 
medido y notificado al cliente en base a un sistema establecido. Se puede 
cobrar a un cliente en base a una métrica conocida, como la cantidad de 
potencia de procesamiento utilizada, el número de transacciones, la cantidad 
de almacenamiento utilizado, el ancho de banda de la red, etc. A dichos 
clientes se les cobra en base al nivel de servicios prestados. 
 Acceso amplio de red: el acceso a los recursos en la nube está disponible a 
través de la red de datos, utilizando métodos estándar, de manera que se 
proporcione acceso independiente a la plataforma para clientes de todo tipo 
(computadores de escritorio, computadores portátiles, smartphones, tablets, 
etc.).  
Algunos beneficios derivados de la adopción de la computación en nube, teniendo en 
cuenta la características presentadas, son: una reducción significativa de coste, 
porque las redes en la nube operan con mayor eficiencia y con un mayor grado de 
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utilización, optimizando el uso de recursos y proporcionando una mayor fiabilidad, ya 
que la escala de red de dichos sistemas es suficientemente grande como para 
proporcionar mecanismos de distribución (balanceo) de carga y mecanismos de 
conmutación por error (costoso o incluso inalcanzable para organizaciones 
individuales), una mejora en la facilidad de uso en función del servicio contratado. Por 
ejemplo, un servicio SaaS suele implicar que el cliente final no requiere licencias de 
software adicionales para implementar su servicio. La capacidad para definir e 
implementar políticas de QoS (Quality of Service, calidad de servicio) para el acceso y 
utilización de recursos. Capacidad de externalizar la gestión de TI, por lo que una 
entidad externa puede encargarse de gestionar toda la infraestructura informática, 
reducir los costes de personal de TI y trasladar la gestión a grupos cualificados de 
expertos en TI y especialistas en diversas áreas como la administración y la seguridad, 
los cuales pueden ocuparse de mantener la infraestructura y aplicar parches y 




La virtualización es el proceso por el cual a través de un software específico es posible 
crear una representación (virtual) de uno o varios recursos físicos [343]. La aplicación 
generalizada del software de virtualización es la de ejecutar múltiples sistemas 
operativos y múltiples aplicaciones en el mismo servidor al mismo tiempo. La 
virtualización puede emplearse con aplicaciones, servidores, almacenamiento y redes, 
y es una forma extremadamente eficaz de reducir los gastos de TI en entornos 
empresariales, permitiendo una amortización efectiva de la inversión realizada en el 
hardware. 
Sin embargo, la virtualización no es lo mismo que la computación en la nube. 
Esencialmente, la virtualización se refiere a un tipo de software que manipula 
hardware, mientras que la computación en nube se refiere al servicio resultante de 
dicha manipulación [344]. Por tanto, se puede considerar que la virtualización es un 
elemento fundamental habilitador para la computación en la nube. 
Hasta hace no mucho, las organizaciones estaban sujetas a las limitaciones impuestas 
por sus servidores, diseñados para ejecutar un único sistema operativo, con un 
conjunto de aplicaciones y servicios, a la vez. Como resultado, incluso pequeños 
centros de datos tenían que desplegar muchos servidores, operando cada uno entre el 
5 y el 15 por ciento de su capacidad, que como puede observarse, es muy ineficiente. 
Con la inclusión de la virtualización se dotó de la capacidad de ejecutar múltiples 
máquinas virtuales dentro de una única física, repartiendo los recursos físicos reales 
entre las distintas máquinas virtuales, y con el consiguiente incremento del 
aprovechamiento de recursos. 
Un sistema computacional virtual, también conocido como “máquina virtual” (VM, 
virtual machine) es un contenedor de software herméticamente aislado, con un 
sistema operativo y una serie de aplicaciones dentro. Cada VM autónoma es 
completamente independiente. Poner varias máquinas virtuales en un solo ordenador 
permite que varios sistemas operativos y aplicaciones se ejecuten en un solo servidor 
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físico, o "host". La aplicación gestora de máquinas virtuales (o monitor de máquinas 
virtuales), utilizada para virtualización “de escritorio” (p. ej. Oracle VirtualBox [345], 
Parallels Workstation [346], o VMware Workstation/Fusion [347], entre otros), o el 
hypervisor, utilizado en virtualización “de servidores” (p. ej. Citrix XenServer [348], 
VMware vSphere [349], o Proxmox Virtual Environment [350], entre otros), son las 
encargadas de desacoplar las máquinas virtuales del host y de asignar dinámicamente 
los recursos computacionales a cada máquina virtual, según sea necesario. 
Las principales características y ventajas derivadas de las máquinas virtuales son las 
siguientes: 
 Aislamiento: gracias a la ejecución en contenedores de software que abstraen 
el hardware físico, se consigue aislamiento ante fallos y mayor seguridad a 
nivel de hardware. Además, la gestión de dichos contenedores puede 
configurarse con una elevada granularidad, lo cual permite mejorar el 
rendimiento al establecer un control avanzado de los recursos. Igualmente, la 
ejecución en contenedores independientes deriva en un aislamiento entre 
máquinas virtuales, incrementando la seguridad al evitar el conocimiento y 
acceso de unas máquinas virtuales con otras. 
 Encapsulación: la abstracción de recursos físicos mediante software permite 
características extendidas respecto al hardware, como, por ejemplo, guardar 
todo el estado de una máquina virtual en uno o varios archivos. Esto puede 
facilitar despliegues masivos de infraestructuras (basados en plantillas), o 
mover y copiar máquinas virtuales entre servidores de virtualización de una 
forma tan sencilla como mover y copiar archivos. De esta manera, pueden 
conseguirse sistemas redundantes, clústeres de alta disponibilidad o 
migraciones de servidores de una forma muy económica y sencilla. 
 Particionamiento: como se ha comentado anteriormente, al dividir los 
recursos físicos de la máquina física entre distintas máquinas virtuales es 
posible aprovechar mucho mejor los recursos hardware disponibles, 
reduciendo costes de mantenimiento, incrementando la velocidad de 
despliegue de sistemas, y reduciendo la energía consumida, entre otras 
ventajas. 
 Independencia del hardware: gracias a la configuración establecida en la 
máquina virtual sobre los recursos hardware virtuales que tiene asignados, va a 
ser posible desplegar dicha máquina virtual en cualquier tipo de servidor de 
virtualización, siempre y cuando éste tenga más recursos físicos disponibles 
que los requeridos por la máquina virtual. Esta característica facilita la 
migración y despliegue de las máquinas virtuales, en cualquier tipo de 
infraestructura (desde grandes nubes de computación que ofrecen servicios de 
virtualización, como Microsoft Azure [351], o Amazon WS EC2 [352], hasta 
servidores hospedados en empresas pequeñas). 
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Docker es una herramienta software basada en estándares abiertos, que facilita el 
empaquetado, despliegue y ejecución de una aplicación y todas sus dependencias en 
un contenedor. Para ello, proporciona un conjunto de herramientas y una API unificada 
para administrar tecnologías a nivel de kernel, como, por ejemplo, contenedores LXC, 
un sistema de ficheros copy-on-write, y cgroups. Docker emplea AuFS (Advanced 
Multi-Layered Unification Filesystem) [355] como sistema de archivos para 
contenedores. AuFS es un sistema de archivos en capas, que puede superponerse de 
forma transparente a uno o más sistemas de archivos existentes. AuFS permite a 
Docker utilizar ciertas imágenes como base (a modo de plantillas) para los 
contenedores. De esta forma, es posible disponer de una única imagen de un software 
específico que pueda utilizarse como base para muchos contenedores diferentes. 
Gracias a AuFS, sólo se requiere una copia de la imagen de dicho software, lo que se 
traduce en un ahorro de espacio de almacenamiento y consumo de memoria, así 
como un despliegue más rápido de los contenedores. Otra ventaja de usar AuFS es la 
capacidad de facilitar un sistema de versiones para las imágenes. Cada nueva versión 
contiene únicamente los cambios realizados sobre la versión anterior, manteniendo los 
archivos de la imagen al mínimo. Esta característica es muy útil, pues de ella 
extienden funcionalidades inherentes como la posibilidad de realizar una auditoría de 
cambios entre versiones, o la posibilidad de volver a un estado anterior en caso 
necesario. 
Los contenedores Docker están diseñados para funcionar en prácticamente cualquier 
sistema, desde computadoras físicas a máquinas virtuales, servidores bare-metal, 
clústeres tipo OpenStack para computación en la nube, etcétera. Tal es la versatilidad 
de dicho sistema, que la comunidad Docker consiguió tras la DockerCon 2015, no sólo 
ejecutar el stack completo de Docker en una Raspberry Pi 2, sino ejecutar de forma 
concurrente en la misma, 2334 instancias del servidor web “ngnix”, cada una en su 
contenedor independiente [356]. Seguidamente, y con la extensión del sistema 
operativo para dispositivos embebidos, HypriotOS, basado en Linux, se ha dotado de 
soporte a un gran número de otros dispositivos con diferentes arquitecturas (p. ej. 
ARM de 32 y 64 bits), utilizados en el ámbito del IoT, como por ejemplo Raspberry Pi 
1, 2 y 3, Banana Pi, Beagle Bone, NVIDIA Shield y Pine A64 [357]. 
Con la enorme popularidad y adopción de la tecnología de contenedores, ha surgido 
una extensión de los modelos de servicio en la computación en la nube (ver Ilustración 
15). Este nuevo modelo de servicio se denomina CaaS, o Containers-as-a-Service 
(contenedores como servicio) [358]. 
Dicho modelo está diseñado para ayudar a los desarrolladores y departamentos de TI 
a crear, ejecutar y administrar aplicaciones mediante contenedores. En el modelo 
CaaS, los contenedores y clústeres se proporcionan como un servicio que puede ser 
implementado tanto en centros de datos locales o sobre la nube. Para los 
desarrolladores, la adopción de un modelo CaaS simplifica el proceso de construcción 
de contenedores escalables y el despliegue de las aplicaciones, además de facilitar un 
muy robusto entorno de pruebas, puesto que los contenedores mantienen su 
estructura interna independientemente de la plataforma en la que se desplieguen, con 
lo que se puede pasar de entornos de producción a desarrollo y viceversa casi 
instantáneamente. Finalmente, para los departamentos de TI, CaaS ofrece un servicio 
de implementación de contenedores con un completo control de seguridad y de 
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gobierno, para la administración de las TI. En el corazón de un modelo CaaS se 
encuentra la plataforma de orquestación de contenedores, diseñada para manejar 
operaciones como el despliegue de dichos contenedores y la administración de 
clústeres. Ejemplos populares de estas plataformas incluyen Docker Swarm [359], 
Google Kubernetes [360], Apache Mesos [361], Nova-Docker para OpenStack [362], y 
Carina de RackSpace [363], entre otros. Las plataformas y proveedores de modelos 
CaaS suelen facilitar a sus clientes: motores de contenedores, orquestación y recursos 
computacionales. Estos recursos por lo general son proporcionados como servicio a 
través de una nube pública. Los principales proveedores de CaaS en infraestructuras 
de nube pública / híbrida actuales incluyen Google [364], Amazon EC2 Container 
Service (ECS) [365], IBM Bluemix [366], Rackspace [367], y recientemente Microsoft 
Azure [351]. 
 
3.3.3 Gobierno de la nube, o cloud governance 
 
Como se ha observado en las secciones anteriores, la computación en la nube es una 
tendencia tecnológica muy significativa, altamente adoptada gracias a sus numerosos 
beneficios. Sin embargo, no todas las características de la computación en la nube son 
beneficiosas. También hay algunas barreras significativas en cuanto a su adopción. La 
interoperabilidad y la portabilidad de la información entre nubes públicas y privadas 
son factores críticos para la migración a entornos de computación en la nube por parte 
de algunas empresas [368]. Varias empresas han avanzado en este sentido mediante 
la normalización de sus procesos, datos y sistemas a través del uso de ERPs. Gracias 
a las infraestructuras escalables y a los altos niveles de conectividad entre instancias, 
la coherencia entre los datos maestros y de transacción es más manejable, y la 
información resultante es consolidada y confiable. Sin embargo, con estas plataformas 
mejoradas, la velocidad a la que cambian las empresas puede superar a la capacidad 
de las organizaciones de TI para reflejar dichos cambios. En cuanto a la fiabilidad, las 
aplicaciones organizativas son tan críticas que deben proporcionar operaciones 24/7 
fiables y disponibles en la mayoría de los casos. Para combatir fallas o cortes, los 
planes de contingencia deben estar muy cuidados y no suponer problemas, y ante 
fallos desastrosos o catastróficos, los planes de recuperación deben aplicarse con un 
número mínimo de interrupciones. Muchas organizaciones están más cómodas ante el 
riesgo cuando tienen un mayor control sobre los procesos y equipos involucrados. Un 
alto grado de control ofrece la opción de sopesar alternativas, establecer prioridades y 
actuar con decisión, en pro del mejor interés de la organización frente a un incidente. A 
este respecto, la gestión del riesgo es el proceso de identificación y evaluación del 
riesgo para las operaciones, activos o individuos de la organización resultante del 
funcionamiento de un sistema de información, tomando las medidas necesarias para 
reducirlo a un nivel aceptable [369]. Cada aspecto relacionado con la fiabilidad debe 
ser cuidadosamente considerado a la hora de seleccionar un CSP (Cloud Service 
Provider, proveedor de servicios en la nube), deber ser negociado como parte del SLA 
(Service Level Agreement, acuerdo de nivel de servicios), y probados en simulacros 
error. Se pueden asociar costes adicionales acorde a los niveles requeridos de 
fiabilidad, sin embargo, las organizaciones pueden llevar a cabo una evaluación del 
riesgo, implementar una estrategia de mitigación del riesgo y emplear técnicas y 
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procedimientos para la monitorización continua del estado de seguridad del sistema de 
información [370]. Además, en el entorno de computación en nube, existe una 
variabilidad en términos de localización geográfica en la que residen los datos físicos, 
en la que se realiza el procesamiento y desde donde se accede a los datos. Debido a 
esta variabilidad, pueden aplicarse diferentes legislaciones, reglas y regulaciones de 
privacidad, con la posibilidad de problemas políticos debido a los límites globales 
[371]. 
La ubicación de datos ofrece uno de los problemas de cumplimiento más comunes 
[372]. El uso de un centro de datos interno permite a las organizaciones estructurar y 
conocer en detalle en qué lugar se almacenan los datos, y qué salvaguardias se están 
utilizando para la protección de los mismos. Por el contrario, en muchos servicios de 
computación en la nube, los datos se almacenan de forma redundante en múltiples 
ubicaciones físicas, distribuidas a lo largo del planeta, y la información detallada sobre 
la ubicación de los datos de una organización específica, generalmente no está 
disponible para el consumidor del servicio. Esta situación hace difícil determinar si 
existen salvaguardias suficientes y si se cumplen los requisitos legales de 
cumplimiento. Un ejemplo considerando la compleja regulación alemana sobre el área 
sanitaria está expuesto en [373]. 
Actualmente, algunos grandes poderes tecnológicos y políticos mundiales están 
elaborando leyes que pueden tener un impacto negativo en el desarrollo de la nube 
global. Por ejemplo, como resultado de la Ley Patriota de los Estados Unidos, el 
gobierno de Canadá no está usando computadoras en la red global que operan dentro 
de las fronteras de los Estados Unidos, temiendo por la confidencialidad y privacidad 
de los datos canadienses almacenados en dichos computadores [374]. Para hacer 
frente a esta situación, varios CSPs, como Google, Microsoft y Amazon, están 
ofreciendo servicios en la nube con la posibilidad de especificar límites geográficos. 
Esto es, garantizando que los datos serán almacenados y procesados dentro de áreas 
geográficas concretas. El precio de los servicios, sin embargo, puede variar 
dependiendo del lugar en el que residan los datos. Otra serie de problemas de 
seguridad y privacidad relacionados con la adopción de la nube, así como directrices 
para afrontarlos se pueden encontrar en [375]. 
Los citados problemas y la búsqueda y aplicación de soluciones están ampliando el 
papel del gobierno en las TI. Según el ITGI (IT Governance Insitute), el gobierno 
corporativo es "un conjunto de responsabilidades y prácticas ejercidas por el consejo y 
la dirección ejecutiva, con el objetivo de proporcionar dirección estratégica, asegurar 
que los objetivos se logren, verificar que los riesgos se gestionan adecuadamente y 
verificar que Los recursos de la empresa se utilizan de manera responsable" [376]. El 
gobierno de las TI es una disciplina perteneciente al subconjunto del gobierno 
corporativo, centrada en el funcionamiento y la gerencia de riesgo de sistemas de TI. 
El gobierno de las tecnologías de la información busca asegurar que las inversiones 
en TI generen valor comercial y mitiguen los riesgos asociados con TI. El gobierno de 
la nube, por tanto, requiere definir políticas e implementar una estructura organizativa 
con roles bien definidos para la responsabilidad de la gestión de las TI, los procesos 
empresariales y las aplicaciones, puesto que estos elementos se trasladan del entorno 
TI tradicional a la nube. 
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TI. Este marco personalizable define cómo aplicar la gestión de servicios en 
una organización. Además, ITIL proporciona un vocabulario común (semántica) 
que permite la discusión de las etapas y actividades necesarias para construir y 
mantener sistemas TI a través de un lenguaje común. 
 COSO-ERM Framework (Committee of Sponsoring Organizations of the 
Treadway Commission - Enterprise Risk Management Framework) [380], 
[381]: consiste en un marco de referencia para la gestión del riesgo en la 
empresa, aplicable a los entornos de computación en la nube. La aplicación de 
COSO-ERM Framework a los procesos de negocio, o a los dominios de 
aplicaciones soportados por los proveedores de computación en la nube, 
facilita a la administración una visión más completa de los riesgos asociados, 
los beneficios y las opciones de respuesta al riesgo. Este marco se centra en 
siete aspectos principales: 
o Entorno Interno, cómo se perciben los riesgos y los controles. 
o Establecimiento de objetivos, alineación de los objetivos de la 
organización. 
o Identificación del evento, identificación de oportunidades o riesgos 
o Evaluación del riesgo, determinación del impacto de los riesgos 
o Respuesta al riesgo, mitigación del riesgo 
o Actividades de control, asignación de responsabilidad de control 
(organización o proveedor de servicios en la nube) 
o Información y comunicación, establecer flujos de comunicación 
oportunos y precisos. 
Dependiendo de la combinación de opciones de nube elegidas para cubrir las 
necesidades específicas (procesos de negocio, implementación y modelos de 
entrega de servicios), las preocupaciones sobre el riesgo, seguridad y 
cumplimiento variarán. Según los autores del ERM Framework, “es una buena 
práctica incorporar el gobierno de la nube en las etapas iniciales (cuando se 
está definiendo una estrategia de computación en la nube), antes de adoptar 
una solución basada en la nube. Para las organizaciones que ya han adoptado 
la computación en la nube sin seguir las buenas prácticas descritas en el ERM, 
sigue siendo prudente realizar una evaluación de riesgos y establecer el 
gobierno de la nube” [380]. 
 ISO 27001/9000 [382], [383]: son dos familias de normas de estandarización 
publicadas por la International Standards Organization (ISO). ISO 27001 es el 
estándar internacional de buenas prácticas para un Sistema de Gestión de la 
Seguridad de la Información. ISO 9000 se compone de una serie de 
estándares internacionales de calidad, cuyo objetivo es la prevención de 
defectos mediante la planificación y aplicación de buenas prácticas en todas 
las fases del negocio, desde el diseño hasta la instalación y el mantenimiento. 
Como puede observarse, existen numerosos modelos y marcos de referencia para el 
gobierno de las TI, muchos de los cuales se derivan de las normas y prácticas 
recomendadas por las principales entidades de estandarización de tecnologías de la 
información. La elección de un modelo particular o una mezcla de diferentes aspectos 
de varios modelos, depende de muchos factores, pero, en cualquier caso, la adopción 
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A pesar de ser una cifra difícil de determinar, se estima que hay alrededor de 15 
billones de dispositivos en el ecosistema del IoT [389], sin embargo, un informe 
generado por CISCO predice que habrá cerca de 50 billones de dispositivos hacia el 
2020 [390]. Un despliegue exitoso del IoT depende de garantizar la seguridad y la 
privacidad de acuerdo con sus capacidades de procesamiento, uso de recursos y 
requisitos establecidos. Debido al hecho de que la mayoría de los sensores y 
dispositivos inteligentes involucrados en IoT son inalámbricos, las soluciones y 
servicios de IoT son vulnerables al espionaje y a un gran número de ataques 
inherentes a este tipo de mecanismos y protocolos de comunicación.  
Además, por lo general, los “objetos desatendidos” son vulnerables también a los 
ataques físicos, y la mayoría de los componentes del IoT están limitados por el 
consumo de energía y por un poder de procesamiento reducido. Estos factores deben 
ser considerados cuidadosamente cuando se implementan sistemas complejos de 
soporte en el área de la seguridad [391]. Los principales problemas relacionados con 
la seguridad, tienen que ver con la integridad de la información y la autenticación [7]. 
La autenticación tiende a ser difícil, ya que requiere infraestructuras específicas 
adecuadas y servidores que actúan como intermediarios para proporcionar seguridad 
adicional a toda la infraestructura. En algunos escenarios del IoT, este enfoque no es 
factible, ya que existen algunos componentes pasivos, como las etiquetas RFID, que 
no pueden llevar a cabo estos complejos protocolos de autenticación. Los algoritmos 
criptográficos típicos consumen gran cantidad de recursos en términos de energía y 
ancho de banda, tanto en la fuente como en el destino, por lo que tales soluciones no 
son viables para escenarios que involucran ese tipo de componentes pasivos, 
seriamente restringidos en términos de consumo de energía, recursos de 
comunicación y capacidades de cómputo. Si bien, existen algunas soluciones capaces 
de proporcionar un nivel satisfactorio de seguridad independientemente de la escasez 
de recursos. Han surgido algunas soluciones para proporcionar criptografía de clave 
simétrica ligera, aplicables en escenarios basados en tecnología RFID [392]–[394] y 
escenarios basados en redes de sensores [395]–[397]. 
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Ilustración 19. Microcontrolador Arduino UNO con escala de medida 
 
Afortunadamente, en los últimos años han surgido notables avances en el área de los 
microcontroladores y systems-on-chip (SoC, sistemas integrados en un único circuito o 
chip, que presentan los distintos módulos que componen un computador), bajo un 
paradigma de hardware abierto. Dispositivos tales como placas Arduino, la familia de 
Raspberry Pi, Intel® Edison SoC y así sucesivamente [398]–[401], los cuales cuentan 
con interfaces hardware estándar y bien documentadas (tales como puertos GPIO, 
General Purpose Input-Output, o entradas y salidas de propósito general), que les 
permiten conectarse a un muy amplio conjunto de sensores y dispositivos inteligentes. 
Por otra parte, los sistemas citados son realmente pequeños (van desde el tamaño de 
una tarjeta de crédito, hasta el tamaño de un botón. Ver ejemplos en Ilustración 19 e 
Ilustración 20) y requieren una cantidad bastante reducida de energía para funcionar. 
En el caso de la familia Raspberry Pi, el consumo medio apenas roza los 2.2 vatios, en 
contraste con el promedio de 82 vatios requeridos por un computador de escritorio 
funcionando con el monitor apagado [402]. En cuanto a la potencia de cálculo y los 
recursos, en el caso de la plataforma de desarrollo Intel Edison, las especificaciones 
técnicas muestran que viene equipado con una CPU de doble núcleo de doble hilo 
Intel Atom a 500 MHz y con un microcontrolador de 32-bit Intel Quark funcionando a 
100 MHz. También tiene 1 GB LPDDR3 de memoria RAM, 4 GB de memoria flash 
eMMC, una interfaz inalámbrica WiFi integrada de banda dual, Wi-Fi 802.11a/b/g/n y 
una interfaz de comunicación Bluetooth 4.0. Todo ello integrado en una placa de 
tamaño 35,5x25,0x3,9 mm (aproximadamente el tamaño de un pequeño sello postal) 
[400]. Esta completa plataforma es capaz de ejecutar una distribución de código 
abierto basada en GNU Linux, denominada Yocto, que cuenta con características de 
tiempo real, es actualizada frecuentemente (con las consiguientes mejoras en 
seguridad y estabilidad) y soporta la mayor parte de paquetes de Linux, los cuales 
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podrían necesitar ser compilados para la plataforma a fin de proporcionar 
funcionalidades adicionales, como es el caso de algunos protocolos VPN. Gracias a la 
compatibilidad de paquetes, la plataforma soporta el desarrollo en multitud de 
lenguajes de programación bien conocidos (como Python o Java). De igual manera, 
aprovechando paradigma de código abierto seguido por la plataforma, es posible 
reducir el tiempo de desarrollo ampliando el código existente, incrementando las 
funcionalidades del sistema (por ejemplo, a través del desarrollo de servicios 
complejos y de mecanismos avanzados de seguridad) y permitiendo el soporte y e 
integración sencilla ante protocolos y tecnologías futuros. 
 
 
Ilustración 20. System-on-chip Intel Edison con escala de medida 
 
El uso de estos dispositivos baratos, eficientes, de bajo consumo, dotados (o con la 
capacidad de ser dotados) de múltiples sensores, versátiles capacidades de 
comunicación y con un reducido coste de mantenimiento, pueden contribuir 
notablemente en el modelo propuesto al ocuparse de realizar las tareas de captura 
perceptual a través de dichos sensores, un pre-procesamiento inicial de la información, 
y su envío posterior, considerando la seguridad, a un entorno de computación 
distribuido mucho más potente (por ejemplo, basado en cloud), en el que realizar las 
tareas convenientes. 
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3.5. Seguridad de la información y de las comunicaciones 
 
Hoy en día, las interfaces cliente basadas en web y en dispositivos móviles son dos de 
los métodos más comunes para acceder a los servicios albergados en la nube. 
Además, algunos de estos servicios basan su funcionamiento en los datos recopilados 
por sensores, ya sea en entornos específicos o globales (por ejemplo, seguimiento 
personal de la salud, ejercicio, o el pronóstico del tiempo). Con el avance de las 
tecnologías web y las capacidades de los dispositivos móviles, incluso es posible 
beneficiarse de los sensores presentes en los dispositivos personales al acceder a un 
servicio específico, convirtiendo un cliente pasivo en uno activo (por ejemplo, mediante 
el envío de registros de salud o actividad, capturados por los sensores del 
smartphone, o mediante el envío de la posición geográfica para acceder al pronóstico 
específico del área de presencia). Con este aumento de la conectividad y la presencia 
en Internet, las amenazas a la seguridad han aumentado de manera alarmante, tanto 
en número de casos como en diversidad de amenazas. 
Según Symantec [403], las circunstancias y las implicaciones de los ataques a la web 
varían ampliamente. Este tipo de ataques pueden dirigirse a organizaciones, negocios 
específicos o simplemente pueden ser ataques generalizados de oportunidad tratando 
de explotar vulnerabilidades de día cero (zero-day vulnerabilities), o vulnerabilidades 
recientemente descubiertas, divulgadas y arregladas, que requieren actualización 
inmediata por parte de los usuarios, entre otras. La creciente omnipresencia de las 
aplicaciones para navegadores web, junto con la de las aplicaciones web, cada vez 
más comunes, fácilmente explotadas y extremadamente versátiles, ha dado lugar al 
crecimiento generalizado de amenazas basadas en la web. Los atacantes que quieren 
aprovechar las vulnerabilidades del lado del cliente ya no necesitan comprometer 
activamente redes específicas para tener acceso a esas computadoras. Mientras que 
los ataques mayores pueden tener importancia individual y, a menudo, recibir una 
atención significativa después de ocurrir, el análisis de la situación general muestra 
una visión sobre cómo los patrones de ataque están cambiando. El análisis de dicha 
tendencia puede proporcionar algunas percepciones acerca de cambios potenciales 
en la ocurrencia de ataques, y actuar como una medida preventiva acerca del tipo de 
ataques que pueden suceder en el futuro. Conforme a los informes de Symantec, el 
número aproximado de actividades maliciosas relacionadas con sitios web durante el 
año 2015 fue en torno a 1.1 millones eventos diarios, aumentando el número de 
eventos en un 117% respecto al año anterior [404]. 
A medida que las organizaciones buscan implementar niveles de control adecuados 
para minimizar el riesgo de acceso total a la web, es importante comprender el nivel de 
amenaza asociado a ciertos tipos y categorías de sitios web, siendo susceptibles de 
ser comprometidas y por lo tanto exponer a sus usuarios a mayores niveles de riesgo. 
Dependiendo del área de aplicación, algunas amenazas pueden ocasionar 
consecuencias catastróficas, como es el caso del área sanitaria. Las actividades de 
hacking han seguido una tendencia creciente en lo relacionado con las brechas de 
seguridad y datos. En 2014, Norton Cybercrime Index [405] registró 312 incidentes 
significativos de violación datos, y un total de 348 millones de identidades expuestas. 
Según Symantec [404], en 2015 las cifras se han incrementado a: 318 grandes 
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Estos dispositivos, desde routers domésticos hasta sistemas NAS (Network Attached 
Storage), cámaras IP, pueden considerarse parte del ecosistema IoT. Presentan 
conectividad a Internet, potencia de procesamiento, almacenamiento y, a veces, 
incorporan sistemas operativos complejos. Todas estas familias de dispositivos han 
sido atacadas en los últimos años, y pueden considerarse como precursores de lo que 
está por venir en el ecosistema IoT en cuanto a seguridad se refiere. Por ejemplo, los 
dispositivos NAS de Synology se han visto afectados por ransomware [411], [412], han 
surgido nuevos tipos de malware tipo gusano, que opera en sistemas Linux, como el 
caso de Darlloz [413] diseñado para atacar tanto routers domésticos, como set-top 
boxes y cámaras de seguridad (capaz de operar en diversas arquitecturas hardware, 
como Intel x86, ARM, MIPS y PowerPC). Darlloz se encontró se encontró en más de 
treinta mil dispositivos infectados en 2014 [414]. Según el análisis de Symantec, el 
autor del gusano actualiza continuamente su código y añade nuevas características, 
en particular centrándose en ganar dinero mediante el gusano, con aplicaciones como 
minería de moneda electrónica (cryptocurrency). Los atacantes de red pueden utilizar 
herramientas dispuestas libremente, como el motor de búsqueda Shodan [415], o 
como las distribuciones Linux específicamente diseñadas para realizar pruebas de 
penetración y auditoría avanzada, como Kali [416], con los que buscar dispositivos con 
conectividad de red / a Internet, como cámaras de seguridad o smartphones, y realizar 
ataques con los que acceder a los mismos. Comprometer estos dispositivos puede dar 
lugar a importantes problemas de privacidad y, además, derivar amenazas como la 
extorsión y el chantaje. 
Por último, y en relación con el ámbito sanitario (área más afectada según los 
informes), se ha demostrado que los dispositivos médicos son relativamente inseguros 
y fáciles de hackear, como se ha comprobado en el caso de marcapasos [417], 
dispositivos quirúrgicos, dispositivos de anestesia, ventiladores, bombas de infusión, 
desfibriladores, sistemas de monitorización de pacientes [418], [419]. y en bombas de 
insulina [420] entre otros. Estos incidentes de ciberseguridad en dispositivos médicos 
pueden dañar gravemente a los pacientes afectados. Debido a que los dispositivos 
médicos están tan estrechamente vinculados en el proceso de cuidado sanitario, las 
amenazas también pueden afectar negativamente en los procesos de atención 
sanitaria y en los casos de uso hospitalarios. Como se analizó en el Informe sobre 
amenazas a la seguridad en Internet de 2016 [373] expuesto por Symantec, en 2015 
las amenazas en éste área han superado el tercio del volumen total de amenazas 
globales. Afortunadamente, las organizaciones gubernamentales [421], las 
regulaciones legales existentes, las renovadas y las recientes [391], [392] en 
diferentes países [422, Sec. BOE no 298], [423], y normas emergentes para la 
aplicación de códigos de buenas prácticas, marcos, técnicas de seguridad y controles 
de seguridad en las tecnologías relacionadas [382], [424], [425], pueden ayudar a 
mitigar esos graves problemas cuando son aplicadas adecuadamente. 
Proteger un ecosistema con tanta diversidad de dispositivos interconectados, como es 
el caso de IoT, requiere el mismo enfoque holístico que otras áreas de seguridad de 
TI. Por desgracia, tanto los ecosistemas industriales de IoT (p. ej. Industrial Internet 
Consortium, IIC), como los ecosistemas de IoT de consumo (p. ej. AllSeen Alliance), 
todavía están en una fase muy temprana de definición de estándares en esta área tan 
cambiante. Como medida de soporte, Symantec ha publicado su “Arquitectura de 
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Seguridad de Referencia” [426], contribuyendo con los esfuerzos de la ICC y AllSeen, 
así como con el “Marco de Confianza para IoT” [427] de la Online Trust Alliance (OTA) 
y con los “Principios de Seguridad para Sistemas Críticos Integrados” [428] definidos 
por el Departamento de Seguridad Nacional de Estados Unidos. Cabe destacar que 
una seguridad eficaz requiere de distintas capas de seguridad incorporadas tanto en 
los dispositivos y como la infraestructura que las administra. Estas capas incluyen la 
autenticación, la firma de código y la propia seguridad física y lógica del dispositivo. La 
monitorización, las tareas de auditoría y la evaluación de las analíticas de 
funcionamiento también son fundamentales para comprender la naturaleza de las 
amenazas que surgen en esta área. Por último, y respecto a las comunicaciones, es 
fundamental el uso de tecnologías como SSL/TLS con cifrados fuertes a la hora de 
realizar tareas como la autenticación y la protección de datos. 
Al igual que con otros aspectos de la seguridad en Internet, algunas amenazas son 
más peligrosas que otras, y aunque el hackeo de un monitor de actividad física puede 
quedarse en una “simple” molestia, una vulnerabilidad en millones de automóviles 
puede representar un peligro mucho más grave [429]. Del mismo modo, una puerta 
trasera en un dispositivo médico puede facilitar el acceso a los registros médicos a los 
atacantes, o en casos peores, conducir a lesiones graves o incluso la muerte. Las 
soluciones al problema están bien definidas, con lo que los fabricantes deben dar 
prioridad a la seguridad y encontrar el equilibrio adecuado entre la innovación, la 
facilidad de uso y las restricciones de tiempo en el mercado. Es fundamental disponer 
de las medidas adecuadas de seguridad en los dispositivos IoT para evitar presentes y 
futuros problemas derivados de la ausencia o mala implementación de las mismas. 
Considerando que el ser humano es una “caja negra” en el sentido de que resulta muy 
difícil alterar directamente y de manera arbitraria partes específicas del conocimiento 
adquirido y utilizado, así como de la información sensorial que interpreta, una vez 
recogida por sus sensores, es necesario disponer de garantías para que un proceso 
análogo pueda ser realizado en el entorno computacional. Por ende, la seguridad de la 
información y el uso de unas buenas prácticas en el diseño de los componentes, y la 
manera en la que se interconectan y comunican es fundamental para garantizar la 
estabilidad del sistema y la coherencia del conocimiento que se persigue. 
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3.6. Modelos de representación del conocimiento 
 
Tras analizar las propiedades y requisitos de la cognición, analizar los enfoques y 
soluciones propuestas por otros grupos de investigación, evaluar las diferentes 
tendencias en el área de la computación perceptual, ofrecidas por las principales 
empresas del sector de las TI, estudiar las diferentes soluciones tecnológicas capaces 
de soportar un conjunto distribuido tan grande y complejo de tareas que cooperen 
entre sí, junto con sus ventajas, inconvenientes y buenas prácticas, queda investigar 
sobre los principales modelos existentes de representación de conocimiento y sus 
características esenciales. 
Dada la inherente naturaleza matemática de la informática, los principales modelos 
surgidos inicialmente para el tratamiento y representación de conocimiento se basaron 
en la lógica matemática clásica [430]. Dichos modelos parten el uso de la lógica formal 
como lenguaje de representación y como principales características presentan 
mecanismos de inferencia potentes, bien conocidos y formalizados, como por ejemplo 
el “modus ponens“, considerado como regla de inferencia primitiva [431]. 
Dentro de la lógica matemática han surgido diferentes variantes partiendo de ramas 
clásicas como la lógica proposicional y la lógica de predicados de primer orden. 
Variantes como son la lógica modal, encargada del estudio del comportamiento 
deductivo de las expresiones “es necesario que” y “es posible que”, relacionadas con 
la verificación de los juicios de verdad [432], o la lógica difusa, basada en la teoría de 
conjuntos difusos [433] y en el grado probabilístico de pertenencia (grado de 
veracidad) de un elemento a uno de éstos conjuntos. 
Los modelos formales basados en la lógica se centran principalmente en la 
representación de hechos y características verificables de los elementos desde un 
punto de vista idealizado (generalizado) más que en la definición de las categorías 
fundamentales y relaciones básicas que determinan la existencia de los conceptos 
[434]. 
Por otra parte, aunque guardando cierto grado de relación con los modelos formales, 
existen una serie de modelos estructurados, cuyos mecanismos de inferencia, aunque 
limitados, son por lo general muy eficientes a la vez que específicos. Modelos como, 
las redes semánticas, basadas en el concepto de memoria asociativa y vinculada a la 
idea de que la memoria se estructura a través de la asociación entre conceptos. 
Dichas redes cuentan con su base formal en los trabajos de Cayley y Sylvester [435], 
aunque su expansión no llega hasta que Quillian las introduce en el área de la 
Inteligencia Artificial al desarrollar un sistema sobre significados de palabras [436]. 
Entre estos modelos se pueden destacar: 
 Redes Is-As 
 Marcos 
 Redes semánticas 
 Redes bayesianas 
 Ontologías 
Capítulo 3. Entorno computacional 
TESIS DOCTORAL 107 
LISARDO PRIETO GONZÁLEZ 
Y dos lenguajes principales, muy versátiles y potentes, para la representación de 
algunos de los modelos anteriores: 
 SGML (como modelo tipo clave-valor y marcado) 
 JSON y JSON-LD 
Por lo general, con redes semánticas se suele hacer referencia a los esquemas redes 
Is-As y a las redes de marcos, ya que comparten algunas características 
fundamentales, como es la herencia por defecto. En una red semántica, los conceptos 
están organizados en una red en la que existe un nodo superior (nodo top, 
representado con el carácter T) al que se le asigna uno o varios hijos que a su vez 
tienen otros conceptos hijos y así sucesivamente hasta que se alcanza el final de la 
red (nodos bottom, representados con el carácter ), cuyos nodos son instancias en 
lugar de conceptos. A continuación, se analizarán los modelos y lenguajes citados 
anteriormente. 
 
3.6.1. Redes Is-As 
 
Este tipo de red está formada por una jerarquía taxonómica, cuya base principal es un 
sistema de enlaces de herencia entre los conceptos de representación o nodos. Las 
redes Is-As intentan particularizar las instancias en base a clases más generales, que 
a su vez son subconjunto de otras clases todavía más generales. Como ejemplo, las 
taxonomías clásicas son buenos ejemplos: una araña es un insecto, un insecto es un 
invertebrado, un invertebrado es un animal. 
Aunque la representación empleando lógica de predicados es suficiente para expresar 
relaciones entre elementos, la estructuración jerárquica proporcionada por las redes 
Is-As facilita que la asignación de propiedades a una determinada categoría en la red 
se reduzca únicamente a aquellas que son específicas de la misma, heredando las 
propiedades de sus categorías superiores en la jerarquía. 
Estas redes, aunque muy flexibles, presentan una serie de problemas que limitan su 
uso en diversos ámbitos. Por ejemplo, la elección de los conceptos de representación 
y de los arcos que los unen es crucial en la fase de análisis, pues una vez se ha 
decidido una estructura determinada resulta muy complicado cambiarla. Por otra parte, 
es complicado expresar cuantificación (“algunos gatos son pardos”) o intencionalidad 




Son un modelo de representación del conocimiento propuesto por Marvin Minsky en 
1974, cuya idea inicial se expresaba de la siguiente manera [437]: “Un Marco es una 
estructura de datos para representar una situación estereotipada […] como una red de 
nodos y relaciones. Los niveles superiores de un Marco son fijos y representan cosas 
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que son siempre ciertas en la situación supuesta. Los niveles inferiores tienen muchos 
terminales que tienen que llenarse con instancias o datos específicos […] Las 
suposiciones por defecto son asociadas débilmente con sus terminales, de forma tal 
que puedan ser reemplazadas por nuevos elementos que se ajusten mejor a la 
situación actual”. 
La representación de un marco suele realizarse por medio de un conjunto de slots o 
casillas de información relativas a dicho marco. Cada slot contiene la información 
sobre un atributo del objeto que se modela, y se le pueden asociar varios tipos de 
información [438] entre las cuales están: value (valor), procedure (un procedimiento 
para calcular el valor), demon (procedimientos que se ejecutan al cambiar el valor 
almacenado en value), default (valor inicial o por defecto) y restrictions (conjunto de 
condiciones lógicas que deben ser verdaderas para el valor almacenado en value), 
explanation (descripción del marco) y univalued (valor booleano en función de si el 
atributo tiene un único valor o puede presentar varios). 
Las principales características de los marcos atendiendo a [437] son: 
 Precisión: los objetos, sus propiedades y relaciones con otros objetos son 
descritas de una forma precisa. Igualmente es posible restringir los valores de 
los mismos. En caso de que un valor no pertenezca al rango se puede utilizar 
el valor definido por defecto. 
 Modularidad: la base de conocimiento está organizada en componentes 
claramente diferenciados. 
 Herencia no-monotónica: por defecto los marcos están conceptualmente 
relacionados, permitiendo que los atributos de los objetos sean heredados de 
otros objetos predecesores en la jerarquía. 
 Triggering: o activación dinámica de procesos. Es posible ejecutar los 
procesos contenidos en un marco de forma automática ante el cambio de 
alguna propiedad o valor. 
 Consistencia: en la sintaxis para referenciar objetos del área, que a su vez es 
fácil de leer. 
Los marcos se suelen emplear para representar conocimiento estereotipado o 
construido a partir de experiencias y características bien conocidas. En el ser humano, 
se dispone de una gran cantidad de conocimiento, sentido común y experiencias 
almacenadas en el cerebro que permiten analizar un objeto o experiencia nueva al 
resolver un problema. Análogamente al ser humano, los marcos presentan 
mecanismos de razonamiento que tratan de colocar un nuevo marco en el lugar más 
apropiado dentro de la jerarquía existente. Para ello se requiere que el mecanismo de 
reconocimiento pueda recibir información de la situación en formato marco y realice 
una búsqueda del marco más adecuado entre los existentes en la base de 
conocimiento. 
El problema de este mecanismo reside en la conceptualización inicial del ámbito que 
se está representando y la estructuración de dicha información en una red de marcos. 
En un nivel fundamental, los elementos del ámbito se codificarán como prototipos con 
una serie de valores por defecto en una jerarquía taxonómica, pero puede resultar 
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Dada la complejidad y completitud de estos modelos, la definición propuesta por 
Gruber ha ido evolucionando a través de otros trabajos, incluyendo ideas tales como 
conjunto de términos jerárquicamente estructurados [447], representación explícita de 
conceptos en un dominio [448] y teoría que utiliza un vocabulario específico [449]. 
De esas definiciones e ideas propuestas por los autores citados, es posible identificar 
algunos aspectos generales de las ontologías: 
 Las ontologías son utilizadas para describir un dominio específico. 
 El significado de los términos utilizados en una ontología específica debe ser 
consistente entre sus usuarios. 
 Las relaciones y los términos utilizados por una ontología deben ser definidos 
claramente. 
 Los términos son organizados siguiendo un mecanismo específico (tales como 
una estructura jerárquica. Ver Ilustración 23). 
 Los términos y axiomas representados en la ontología restringen la 













Ilustración 23. Ejemplo básico de una ontología 
 
La representación del conocimiento recogida en una ontología es explícita. Esto es, 
que tiene entidad como tal, de forma aislada de cualquier uso que se haga de ella. 
Desde el punto de vista de la informática, se podría ver como el conocimiento y el 
código del programa: el modelo existe, aunque no haya ninguna aplicación que lo 
utilice. 
Una amplia variedad de tareas, en diferentes áreas de investigación, están soportadas 
por las ontologías. Aparte de la representación de conocimiento, algunas tareas 
relevantes facilitadas por las ontologías son: compartir conocimiento en sistemas multi-
agente, gestión del conocimiento, adquisición del conocimiento y recuperación de la 
información [451], [452]. 
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En lo que respecta a la gestión del conocimiento, las ontologías permiten la 
intercomunicación con recursos de información entre humanos y/o agentes software. 
Las relaciones en las ontologías (las cuales describen la información semántica de los 
datos) son legibles por humanos y sistemas computacionales, permitiendo habilidades 
tales como crear enunciados y contestar peticiones bajo un domino específico, debido 
a la conceptualización que describe a las entidades y a sus relaciones. La utilidad de 
las ontologías en sistemas basados en agentes puede ser vista como habilitadora de 
interoperabilidad a nivel del conocimiento [453]. De manera similar, las ontologías 
soportan compartir el entendimiento, la interoperabilidad entre herramientas, la 
ingeniería de sistemas, la reusabilidad y la especificación declarativa [454]. 
Las ontologías conforman las bases de conocimiento, las cuales están compuestas 
por la ontología en sí y un conjunto de instancias individuales de sus clases. [448]. 
Este tipo de almacenamiento del conocimiento puede ser utilizado por agentes 
inteligentes a fin de enriquecerse, reutilizarse y mantenerse. De acuerdo con [455], las 
bases de conocimiento están formadas por información dependiente del estado, 
mientras las ontologías concentran información independiente del estado. 
Con respecto a la adquisición de conocimiento, las ontologías pueden ser utilizadas 
como una herramienta útil. Por ejemplo, los equipos de trabajo pueden emplear 
ontologías como un soporte común para clasificar el conocimiento de una 
organización, ya que las ontologías permiten a los usuarios reutilizar el conocimiento 
en nuevos sistemas. 
En lo referente a las tareas de recuperación de información, las ontologías pueden ser 
utilizadas para elaborar taxonomías completas de términos a fin de mejorar la 
precisión de los resultados y para desambiguar las peticiones realizadas por los 
usuarios [455]. Igualmente, las ontologías basadas en las interacciones con los 
usuarios pueden ser extendidas por medio de técnicas de aprendizaje automático. 
Actualmente, las ontologías y otros modelos son utilizados a fin de conseguir la 
representación del conocimiento. Al tratarse de modelos muy versátiles, permiten la 
conceptualización de entidades dentro de un dominio, y la caracterización de 
relaciones entre ellos. Aun así, dichos modelos presentan algunas desventajas, tales 
como la heterogeneidad entre los distintos lenguajes basados en ontologías [456] y las 
dificultades combinando el lenguaje existente ya conceptualizado [457], aunque en la 
última década han surgido distintos enfoques para emparejar, mezclar e integrar 
ontologías. Enfoques basados tanto en la interacción humana (supervisados y semi-
supervisados) [458] como en técnicas autónomas (sin supervisión) [459]. En cualquier 
caso, el uso común de las ontologías es el de representar áreas específicas de 
conocimiento, tales como la biomédica o comercio electrónico, pero no un dominio 
global de conocimiento combinado. Esto puede ser un problema si se trata de 
representar una combinación de dominios heterogéneos relacionados con la entrada 
sensorial de distintos dispositivos. A fin de percibir el entorno y categorizarlo de 
manera análoga a como lo hacen los seres humanos, la solución debería ser capaz de 
unificar dichos dominios para permitir la interrelación de dichos conceptos y crear una 
representación global de conocimiento, unificando la información en cada dominio, a 
fin de tener una conceptualización completa de entidades. Y para ello, sería deseable 
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tener una conceptualización de las entidades basada en múltiples y diferentes 
aspectos cualitativos, tales como el tamaño, el color, el sonido, aroma, tamaño, etc. 
Los diccionarios, tesauros, etc. son considerados ontologías en algunos ámbitos. 
Igualmente, se han definido términos como ontologías ligeras (lightweight ontologies) 
para definir una jerarquía simple de conceptos. De este modo, dependiendo del tipo de 
construcciones conceptuales que contienen, se pueden encontrar diferentes tipos de 
“estructuras parecidas a ontologías” [460]. La noción o versión más simple de 
ontología sería una lista de términos, como por ejemplo un catálogo. El siguiente paso 
en complejidad sería el glosario (una lista de términos con su significado expresado en 
lenguaje natural). Otro paso más serían los tesauros, que contienen información 
adicional de tipo semántico (por ejemplo, una taxonomía de la especificidad de los 
términos). Todos estos sistemas están pensados para ser usados por un agente 
humano, no por un agente computacional. Para que un ordenador pueda utilizar 
sistemas como los anteriormente presentados, las definiciones deben ser in-ambiguas 
y estar expresadas por medio de algún formalismo. El tipo de ontología más simple 
procesable (computacionalmente hablando) consistiría en una jerarquía que recoja la 
relación de generalización/especialización entre los términos. 
Podría resumirse la diferenciación entre vocabularios controlados, taxonomías y 
tesauros frente a las ontologías con que los primeros están orientados a recoger y 
organizar términos, mientras que las segundas están dirigidas a representar el 
conocimiento de forma independiente del agente que lo utilice. Los modelos de datos y 
de objetos están dirigidos a representar la información en el ámbito computacional. 
Existen numerosos sistemas de representación ontológicos, como por ejemplo OWL, 
los marcos (OKBC), XML+DTDs, esquemas de bases de datos, modelos de datos 
(UML, STEP), etc. cada uno de ellos orientado a representar conceptos específicos 
pertenecientes a distintos ámbitos. 
 
3.6.6. SGML como modelo tipo clave-valor y marcado 
 
El Lenguage Estandar Generalizado de Marcado (SGML, Standard Generalized 
Markup Language) es un lenguaje estándar para la descripción de documentos 
(ISO8879:1986) propuesto por la Organización Inetrnacional para la Estandarización 
(ISO, International Organization for Standardization). Está diseñado para habilitar 
intercambio de texto y orientado para ser usado tanto en el ámbito de la publicación 
como en áreas de oficina e ingeniería. Los documentos basados en SGML tienen una 
estructura descrita rigurosamente, lo cual permite la realización de dos tareas 
fundamentales en una forma muy sencilla: el tratamiento computacional de la 
información y el análisis y entendimiento del contenido por seres humanos [461]. 
SGML es considerado un meta-lenguaje, ya que ha permitido generar muchos 
lenguajes bien conocidos y extensivamente utilizados (subconjuntos de SGML), tales 
como el Lenguaje de Marcado de Hipertexto (HTML, Hyper Text Mark-up Language) y 
el Lenguaje de Marcado Extensible (XML, eXtensible Mark-up Language). Este último 
diseñado inicialmente para la implementación de un parser comparado con la 
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especificación completa de SGML. Dicha característica entre otras restricciones 
adicionales (tales como el cierre forzado de cada etiqueta abierta) ha permitido a XML 
ser más utilizado que la especificación completa SGML. La aplicación de este lenguaje 
y otras variantes derivadas del mismo están presentes incluso en la definición de 
ciertos lenguajes de ontologías, tales como el Lenguaje Web de Ontologías (OWL, 
Ontology Web Language), [462]. 
 
3.6.7. JSON y JSON-LD 
 
JavaScript Object Notation (JSON) [463] es un formato de intercambio de datos ligero, 
basado en texto e independiente del idioma. Se deriva del estándar de lenguaje de 
programación ECMAScript (basado a su vez en JavaScript). JSON define un pequeño 
conjunto de reglas de formato para la representación portátil de datos estructurados.  
Los objetivos de diseño de JSON incluyen el minimizar su complejidad, hacerlo 
portátil, textual y que constituya un subconjunto de JavaScript. JSON puede 
representar cuatro tipos primitivos (cadenas, números, booleanos y nulo) y dos tipos 
estructurados (objetos y matrices). Los términos "objeto" y "matriz" provienen de las 
convenciones de JavaScript. Una cadena es una secuencia de cero o más caracteres 
Unicode [464]. Un objeto es una colección no ordenada de cero o más pares 
clave/valor, donde la clave es una cadena, y un valor puede estar representado por 
una cadena, número, booleano, nulo, objeto o matriz. Finalmente, una matriz es una 
secuencia ordenada de cero o más valores. 
JavaScript Object Notation for Linking Data (JSON-LD) es una extensión de JSON 
para vincular datos y que proporciona información sobre el contexto. El contexto 
vincula propiedades de objeto en un documento JSON a conceptos en una ontología. 
Un contexto puede ser embebido directamente en el documento JSON-LD, o puesto 
en un archivo separado, y referenciado desde diferentes documentos (desde 
documentos JSON tradicionales a través de un enlace HTTP). Al extender a JSON 
presenta características similares, como su simplicidad en ser generado e interpretado 
tanto por humanos como por máquinas. Su principal objetivo es el de ayudar a los 
datos JSON a interactuar a escala web, dotando de información semántica adicional. 
Estas propiedades adicionales convierten a JSON-LD en un lenguaje de intercambio 
de datos vinculados ideal para entornos JavaScript, servicios Web y bases de datos no 
estructuradas como MongoDB (Humongous Database) [465]. 
JSON-LD fue desarrollado por el W3C JSON-LD Community Group [466], pasando a 
formar parte de las recomendaciones de la W3C en enero de 2014 [467]. Actualmente 
su desarrollo y acceso son abiertos y públicos a través de sus repositorios en GitHub 
[468], pero todavía coordinados por el JSON-LD Community Group. 
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"patents": "around 278" 
}
 
Ilustración 24. Ejemplo de entidad codificada mediante JSON-LD 
 
La codificación JSON-LD se emplea en servicios importantes, como es el caso de 
WordNet (base léxica para el idioma Inglés) [469], o el caso de la API del gráfico de 
conocimiento de Google [470], para devolver entradas de información que cumplan los 
requisitos solicitados. 
 
3.7. Conclusiones del capítulo 
 
El presente capítulo ha comenzado con un estudio sobre las principales líneas de 
investigación paralelas, y los tipos de soluciones o conclusiones presentadas, 
evaluando las tendencias y resultados para poder determinar qué enfoques resultan 
más adecuados a la hora de proseguir con el desarrollo del modelo de representación 
del conocimiento. Se han identificado dos tipos principales de soluciones que 
aprovechan las características de la cognición o de la percepción para conseguir sus 
objetivos: “las soluciones aplicables a sistemas físicos”, por lo general, de naturaleza 
cognitiva y no sólo perceptual, utilizadas fundamentalmente en sistemas cibernéticos, 
y “las soluciones aplicables a servicios”, que suelen ser más limitadas en cuanto a 
prestaciones respecto a los sistemas cibernéticos, pero resultan mucho más potentes 
y eficientes en cuanto a tareas específicas se refiere (p. ej. tareas de aprendizaje 
automático basadas en identificación visual o auditiva, o comprensión del lenguaje 
natural). El primer tipo de soluciones cubre un amplio abanico de opciones, muy 
complejas en cuanto a funcionalidad, al tratar de emular sistemas generalistas 
completos que responden a los estímulos (por lo general, aplicados a la robótica). Sin 
embargo, dicha complejidad limita la capacidad de los mismos, y hace que los 
estímulos percibidos (sentidos) sean escasos en número (por lo general, vista, en 
ocasiones oído, y en pocas, propiocepción y tacto). En el caso del segundo tipo de 
soluciones, al tener una aplicabilidad en otros servicios (por lo general servicios 
software, facilitados a través de la web), se han desarrollado sistemas menos 
completos, pero cuya complejidad reside en la elevada especialización y servicios que 
los componen. Estos servicios por lo general requieren mucha potencia de cómputo, y 
trabajan sobre estímulos específicos (sentidos) de manera individual (p. ej. 
reconocimiento de elementos en imágenes, reconocimiento de sentimiento e intención 
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Finalmente, y para concluir con el capítulo, se analizaron una serie de modelos de 
representación del conocimiento, interesantes y relevantes para el problema a 
resolver, como es el caso de los marcos, las redes bayesianas o las ontologías. 
Respecto a estas últimas y dada su versatilidad, parece prometedor orientar el modelo 
de representación del conocimiento en base a ellas. Sin embargo, dado que las 
ontologías tienden a almacenar información semántica en formato textual, y están 
centradas en dominios relativamente cerrados aun presentando diversas dimensiones 
[471], será necesario adaptar los modelos existentes para permitir la representación 
del conocimiento a nivel global, o lo que es lo mismo, en un dominio abierto. En ésta 
última parte también se analizaron estructuras de información que pueden ayudar a 
realizar el intercambio eficiente del conocimiento entre distintos sub-sistemas y 
entidades de la solución final (p. ej. XML, JSON, o JSON-LD). 
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Capítulo 4. Propuesta (marco teórico) 
4.1. Introducción 
 
Como se ha descrito a lo largo de la tesis doctoral, gracias a la inmensa capacidad de 
interconexión entre dispositivos y sistemas gracias a redes como Internet, al 
abaratamiento y mejora en prestaciones de la tecnología, y a la popularización masiva 
del uso de dichas tecnologías debido al conjunto de servicios desarrollados para 
dotarlas de utilidad en casi todas las áreas posibles, el volumen de información 
generado es muy difícil de tratar. Por otra parte, como los datos datos generados 
proceden de diversas fuentes heterogéneas (computadores de escritorio, 
smartphones, servicios en la nube, estaciones de seguimiento meteorológico, puestos 
de monitorización sísmica y un creciente etcétera), y se presentan en diferentes 
naturalezas (texto, imágenes, flujos de vídeo, fragmentos de sonido, etc.), resultan 
muy difíciles de analizar y estructurar, dotándoles de una semántica fundamental para 
comprender las relaciones y estado conceptual del entorno. Esta información 
semántica extendida sobre los conceptos, podría ayudar a dotar a sistemas de 
inferencia y planificadores a obtener relaciones desconocidas hasta la fecha entre 
elementos, o a generar planes de ejecución más eficientes y avanzados. 
En este capítulo se plantea una solución al problema de la heterogeneidad y 
disgregación entre la información, en forma de un marco de referencia para la creación 
de un modelo global de representación de conocimiento basado en la percepción 
humana, y modelada mediante un conjunto de modelos de representación 
interconectados. Este enfoque tiene diversas ventajas mostradas en el estudio, al igual 
que algunos inconvenientes relacionados con las tecnologías encontradas en el 
estado de la cuestión. Por ello, el capítulo se estructura de la siguiente manera: en 
primer lugar, se presenta un conjunto de Principios Fundamentales (PFs), inferidos de 
los requisitos y características asociados a la cognición, y a los tres principales pilares 
sobre los que se fundamentará el modelo, esto es, la percepción (y los sentidos 
perceptuales), el conocimiento y la memoria. Seguidamente, se presentarán un 
conjunto de Características Técnicas de diseño (CTs) sobre las que construir un 
modelo arquitectónico de la solución. Nótese que tanto los PFs como las CTs 
mostradas en el capítulo son las obtenidas tras el proceso de validación con los 
expertos, que se detallará en el capítulo 5. Finalmente, se propone un patrón de 
análisis sensorial, módulo básico de la arquitectura lógica, y base de la arquitectura 
física, definida en base a un módulo inicial de visión, y seguidamente extendido en 
base a cualquier tipo de entrada sensorial, aprovechando el ecosistema IoT. 
A lo largo del capítulo se exponen características esenciales que debe cumplir el 
sistema, y las soluciones tecnológicas que a fecha actual pueden cubrirlas de manera 
adecuada. Sin embargo, cabe destacar que tanto los PFs como las CTs han sido 
definidos independientemente de la tecnología, con el objetivo de que en caso de que 
en un futuro surjan nuevas soluciones tecnológicas más eficientes, que se aproximen 
mejor a los requisitos específicos definidos, puedan ser directamente aplicadas. Así 
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pues, se pretende mediante un diseño abstracto y modular, una gran capacidad 
evolutiva y un incremento en el mantenimiento y escalabilidad de las diferentes partes 
del sistema, al no estar sujetas a soluciones concretas, pudiendo cambiar y mejorar 
junto con el progreso tecnológico. 
 
4.2. Planteamiento del problema 
 
Como se comentó en el apartado 1.2, tras realizar un estudio del estado del arte en el 
ámbito tecnológico, y tras consultar a distintos expertos en la materia, no se han 
encontrado evidencias sobre la existencia de un sistema singular capaz de aprender 
los conocimientos de cualquier disciplina y realizar un proceso de razonamiento que 
combine los conocimientos de diferentes áreas. Además, al ser capaz de aprender a 
partir de diferentes fuentes, tal y como lo pueden hacer los seres humanos, puede 
garantizar una reducción dramática de la redundancia en la base de datos de 
conocimiento, pues según la teoría de prototipos [14] y de espacios conceptuales 
[472], consideradas en la psicología como modelos de representación conceptual 
humano, la clasificación que se realiza de un concepto es única, pudiendo presentar 
dicho prototipo diferentes características diferenciadoras que guardan una relación de 
proximidad. No sólo se garantiza una reducción en el tamaño de almacenamiento, sino 
que se aumenta la precisión en la recuperación de información al caracterizar mejor a 
los conceptos del dominio. Esto podría ayudar a crear motores de búsqueda 
semánticos precisos, útiles en Internet; aplicables a la investigación en nuevas áreas; 
el desarrollo de sistemas expertos en dominios abiertos, como por ejemplo el 
diagnóstico médico o la asistencia a la toma de decisiones en la empresa. Desde un 
punto de vista a largo plazo, un sistema capaz de aprender y almacenar la información 
de forma análoga a como lo hacen los seres humanos ayudaría a mejorar el nivel de 
vida de todo ser humano, al tener aplicación directa en todas las áreas en las que 
operan los mismos. 
En la actualidad se utilizan principalmente las ontologías como modelo de 
representación de conocimiento. Este tipo de modelos presenta algunos 
inconvenientes, como la heterogeneidad entre los lenguajes de ontologías [456] o la 
dificultad a la hora de combinar conocimientos de diferentes áreas [473]. Además, las 
ontologías suelen emplearse para representar áreas específicas e individuales de 
conocimiento, como el área biomédica o área de negocio de comercio electrónico, 
pero no un área global combinada de conocimiento [474]. El modelo propuesto en la 
tesis doctoral, basado en la percepción para la representación del conocimiento, está 
destinado a romper esta barrera, acabando, o mermando los inconvenientes de los 
modelos actuales. 
El desarrollo de un modelo de representación del conocimiento implica desarrollar un 
sistema de almacenamiento que soporte dicho modelo, y un sistema mediante el que 
introducir datos en dicho modelo. El sistema que de soporte al modelo propuesto 
tendrá que ser eficiente y escalable, pues como ya se ha mencionado, el objetivo 
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4.5. Aproximación del modelo biológico de representación del 
conocimiento a la computación 
 
En otros campos de la computación se han conseguido notables avances al aplicar 
enfoques basados en la biología para resolver problemas de forma algorítmica. Así 
bien, un problema que inicialmente presenta una complejidad computacional de tipo 
NP, han podido ser aproximados mediante algoritmos evolutivos que consiguen 
soluciones optimas (o sub-optimas) en tiempos relativamente pequeños. 
Adaptar el sistema de representación y obtención de la información de los humanos, 
basado en la percepción, al ámbito computacional puede suponer una revolución 
similar al del desarrollo de la computación evolutiva, pero respecto al tratamiento 
semántico de la información y a su clasificación. Si bien puede que la representación 
inicial de los conceptos no sea perfecta o absoluta, pero el propio modelo se 
encargará de refinar los conceptos almacenados a medida que se perciban nuevas 
características de los mismos. 
Desde un punto de vista modular, y considerando una perspectiva simplificada del 
funcionamiento de la percepción humana, una posible representación computacional 
del conocimiento basada en entradas sensitivas podría ser construida teniendo en 
cuenta (pero no limitado a) los siguientes requisitos: 
1. Diversas ontologías pueden ser utilizadas, cada una para representar distintos 
dominios asociados a estímulos particulares (visual, auditivo, termal, etc.). 
Existen diferentes ontologías y técnicas de razonamiento para procesar 
distintos sentidos. Por ejemplo, relacionado con la visión, [478] propone utilizar 
una ontología de conceptos visuales para guiar a los expertos en la descripción 
visual de los objetos de su dominio integrando interpretación semántica de las 
imágenes. Igualmente, [479] propone un marco de detección capaz de 
identificar instancias de objetos compuestos, y es validada mediante la 
identificación de laterales de vehículos. Ni que decir tiene que cada sentido 
debería ser representado de forma específica e independiente. 
 
2. Las ontologías definidas para cada dominio deben tener la habilidad de ser 
expandidas y modificadas acorde a nuevas características percibidas y no 
clasificadas previamente. Es decir, su contenido debe ser abierto y extensible, 
pero manteniendo la consistencia y estructura fundamental. 
 
3. Es necesario el procesamiento de cada estímulo percibido por cada sistema 
sensorial, teniendo en cuenta el conocimiento almacenado previamente a fin de 
determinar el grado de significatividad del estímulo (relevancia). Esto permite 
un filtrado inicial de los estímulos recibidos acorde al conocimiento existente, y 
la clasificación de nuevos (y desconocidos) estímulos, incrementando la base 
de conocimiento de las áreas sensoriales específicas relacionadas. 
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con información similar y relevante almacenada previamente en la base de 
conocimiento. El modelo de representación deberá tener en cuenta los estímulos por 
separado y en conjunto, al igual que las relaciones que se establezcan entre ellos. 
Finalmente, los estímulos destinados a integrarse en la base de conocimiento serán 
previamente analizados por un combinador, encargado de mezclar adecuadamente 
esta información para alimentar a un sistema enriquecedor de conocimiento capaz de 
determinar si existe algún concepto previo en la base de conocimiento que pueda ser 
refinado en base a las nuevas entradas, o bien, debe crearse un concepto nuevo para 
dichas entradas. Este módulo también proporcionará refuerzo a los sistemas 
perceptuales a fin de reforzar el proceso de detección, facilitando, entre otros 
aspectos, la respuesta de categoría reconocida, de manera que los sistemas 
perceptuales puedan ajustar y mejorar acorde a dicho feedback, su proceso de 
detección, mejorando el rendimiento global del sistema. 
 
La parte correspondiente a la base de conocimiento podría partir de algún modelo 
actual, como por ejemplo las ontologías multidimensionales, aunque dichos modelos 
deberán ser refinados y adaptados a fin de integrarse con el sistema analizador de 
estímulos y permitir la realimentación del mismo para completar la fase de filtrado de 
información no relevante. Es importante distinguir, al menos, tres categorías diferentes 
de elementos a almacenar: 
 Clases y prototipos representativos de las mismas, junto con sus 
características esenciales obtenidas y determinadas mediante el 
enriquecimiento perceptual. 
 Relaciones entre etiquetas de clase y sus características (punto anterior). De 
esta manera, será posible asociar de forma abstracta los elementos (mediante 
sus etiquetas) con sus relaciones (p. ej. posición relativa, o interacciones). Esta 
característica también facilita el uso de múltiples idiomas para el acceso y 
categorización a los elementos, puesto que se puede asociar un conjunto de 
etiquetas (perro, dog, chien, Hund, собака, 犬...), con las características y 
prototipos correspondientes al concepto que representan. 
 Relaciones e interacciones entre clases (como la pertenencia) 
 Contexto, o grupo de clases más frecuentes en determinados entornos. Actúa 
como caché para acelerar el acceso a las clases potenciales a las que podría 
pertenecer un elemento durante el proceso de reconocimiento. 
 Histórico de instancias representativas empleadas para el reconocimiento de 
las categorías o subcategorías. 
 
Como ya se comentó en el planteamiento del problema, el almacén de la información 
debe soportar grandes volúmenes de datos, además debe ser eficiente a fin de poder 
recuperar rápidamente información almacenada y hacer frente a muchas peticiones 
simultaneas. Por razones de seguridad, escalabilidad y eficacia, y teniendo en cuenta 
el estado actual de la tecnología y sus tendencias, sería apropiado para este modelo 
ser distribuido entre varias máquinas interconectadas, lo cual dirige la solución a la 
adopción de un enfoque de computación en la nube. Las ventajas adicionales de la 
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utilización de este enfoque son, por ejemplo, el acceso simultáneo de diferentes 
terminales o aplicaciones, la asignación dinámica de los recursos, una mejor 
capacidad de recuperación de la base de datos de conocimiento mediante la 
distribución de los datos y una mayor resiliencia y tolerancia a fallos. Además, se 
pueden aplicar técnicas de proximidad de información – proximidad geográfica. Sin 
embargo, como se observó en el apartado 3.3.3, la adopción de tecnología basada en 
la computación en la nube requiere, para su aplicación a nivel empresarial, el 
desarrollo de un plan de gobierno [368] que facilite su implementación e implantación, 
su desarrollo, prevenga contingencias y problemas o, defina los acuerdos de servicio, 
entre otros. 
No es obvio definir las diferentes partes de esta arquitectura, tales como el combinador 
de información perceptual, el cual debería analizar cada entrada sensorial de manera 
conjunta, y considerando el conocimiento previamente almacenado, determinar si la 
pieza resultante de información puede enriquecer la base de conocimiento global a 
través del módulo enriquecedor de conocimiento. 
Respecto a los modelos a utilizar para la representación del conocimiento, y conforme 
a lo expuesto en secciones anteriores, las ontologías, en su forma más abstracta, 
suponen un potente método para representar y compartir conocimiento, pero como se 
citó anteriormente, a menudo cada ontología definida está orientada hacia un dominio 
específico. Sin embargo, la percepción humana está compuesta por complejas series 
de sistemas sinérgicos interconectados, incluyendo órganos receptores de estímulos y 
la memoria. Desde un punto de vista simplificado, cada sentido proporciona (al menos) 
una característica del entorno, la procesa y la filtra teniendo en cuenta su nivel de 
significatividad basada en la experiencia (memoria). Los estímulos irrelevantes 
(aquellos que son filtrados) se pierden debido a la memoria a corto plazo (como un 
buffer en términos de memoria digital). Por otra parte, los estímulos relevantes son 
procesados de forma global. Esto es, teniendo en cuenta la información adquirida a 
través de otros sentidos en ese preciso momento. Durante dicho procesamiento se 
realizan también tareas de razonamiento, acceso a memoria y refinado de la 
información conocida sobre los conceptos almacenados. 
Crear un sistema como el propuesto, capaz de proporcionar acceso eficiente a una 
representación global de conocimiento abstracta no-convencional, y dotarlo de 
técnicas de aprendizaje automático e interfaces de adquisición (percepción) y 
presentación de datos adecuadas, podría convertirse eventualmente en un sistema 
que acabara aprendiendo autónomamente sobre el entorno y sus características, de 
forma análoga a dicho proceso en los seres humanos: en un estado inicial, de forma 
semi-supervisada, pero transicionalmente cada vez más autónoma. Esto permitirá 
tener una base de conocimiento extremadamente extensa, con una clasificación de 
elementos basada en la información obtenida por las diferentes entradas sensoriales, 
y una reducción de la redundancia en el almacenamiento de los mismos gracias a un 
proceso de filtrado y generalización. Gracias a la clasificación y reorganización de los 
conceptos en base a la diversidad de naturalezas de la información percibida, la 
precisión de definición conceptual será mucho más amplia que la de otros sistemas 
convencionales existentes, al reflejar un mayor número de características. Fenómeno 
que puede ayudar a descubrir nuevas (y desconocidas) inferencias entre elementos 
existentes. En un estado posterior, dotar al sistema de razonadores que puedan 
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aprovechar la base de conocimiento global, podría mejorar y enriquecer muy 
notablemente aplicaciones existentes tales como motores de búsqueda web o 
sistemas de soporte de decisiones, y generar un amplio abanico de nuevas 
aplicaciones inteligentes. 
 
4.5.3. Entradas perceptuales - La visión 
 
Para dotar de información al modelo, que será transformada en conocimiento de 
manera análoga a como lo hacen los seres humanos, es necesario recurrir al uso de 
sistemas perceptuales. Uno de los más importantes, como se observó en el estado del 
arte, es la visión. En el presente apartado, se propone un modelo de análisis y 
almacenamiento semántico multi-nivel considerando las diferentes características 
reconocibles mediante la visión, considerando múltiples dimensiones (imágenes 
bidimensionales, tridimensionales y sus análogos en vídeo) a fin de completar la parte 
correspondiente al módulo de visión del modelo representado en la Ilustración 27. Con 
este módulo se pretende proporcionar un nuevo enfoque sobre cómo procesar y 
evaluar la información visual en el ámbito de las ciencias de la computación para 
entornos multidimensionales (como se comentaba, imagen y vídeo en 2D/3D). Para 
ello es necesario la extracción de distintos tipos de características requeridos por los 
distintos modelos generales de reconocimiento expuestos en el estado del arte, así 
como la inferencia de información semántica entre ellas, tales como las relaciones de 
pertenencia o posición. El modelo está basado en la percepción humana, 
considerando los distintos sistemas biológicos que hacen la visión posible, y su 
adaptación al medio computacional mediante la combinación de estructuras, sistemas 
de comunicación, algoritmos y plataformas existentes. El modelo proporciona las 
bases para una solución completa y abierta orientada a la detección genérica de 
elementos y el aprendizaje a través de la visión, siendo capaz de adaptar y extender 
los conceptos previamente aprendidos de acuerdo a la nueva información recibida y 
las características detectadas en la misma. 
Para comprender la relevancia de la visión, desde un punto de vista global, se estima 
que el volumen de datos generados por los usuarios cada minuto (inicios de 2015) es 
de aproximadamente 1.25 millones de imágenes nuevas [480]. Sin embargo, la 
infraestructura de la red está construida en torno al texto. Incluso los principales 
motores de búsqueda dependen del texto. En el caso de la búsqueda de imágenes, 
utilizan meta-etiquetas de información asociadas, en caso de estar disponibles. Dichas 
meta-etiquetas proporcionan una representación textual de las imágenes. Sin 
embargo, este enfoque está cambiado a un esquema mejor y más sofisticado. Muchos 
modelos de negocio se aprovechan del uso de imágenes (por ejemplo, marketing y 
sitios de venta on-line [481]), al igual que muchas aplicaciones de diferentes áreas 
(seguridad [482], salud [452] y entretenimiento, entre otros). Esta necesidad está 
incrementando la investigación y el desarrollo de nuevos métodos para incrementar los 
beneficios y las capacidades ofrecidas. Debido a los avances tecnológicos en 
computación, avanzados y potentes algoritmos basados en la inteligencia artificial 
pueden ser finalmente implementados, con el objetivo de detectar y clasificar 
automáticamente elementos contenidos en imágenes. Sin embargo, los algoritmos 
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preciso de distancias entre objetos de la escena, y la determinación correcta de su 
tamaño, siempre y cuando las cámaras o el dispositivo de captura en cuestión esté 
calibrado correctamente. Para obtener información de profundidad a partir de visión 
2D, es necesario combinar y analizar dos o más imágenes correspondientes a la 
misma escena, pero observadas desde diferentes puntos de vista conocidos y pre-
calibrados. Mediante el uso de geometría Epipolar, entre los distintos puntos 
equivalentes en las distintas imágenes, y utilizando la información de calibración de los 
dispositivos de captura, es posible calcular las relaciones entre los puntos que 
componen las imágenes. Por otra parte, existen otros mecanismos de captura 3D 
basados en diferentes tecnologías, tales como las cámaras Microsoft Kinect o Creative 
Senz3D, las cuales proporcionan diferentes formatos de representación de la escena 
que observan, incluyendo información 3D (por ejemplo, representando la imagen 
mediante voxels en lugar de pixels). 
El sistema perceptual humano es extremadamente dependiente de la cronocepción 
para percibir el paso del tiempo. Aplicado a las imágenes, esto lleva a la percepción 
continua del entorno en base a la visión tridimensional o bidimensional. Cabe destacar 
la cooperación en el proceso por parte de algunos sistemas perceptuales, tales como 
la propiocepción y la equilibriocepción, los cuales proporcionan información adicional e 
inherente que ayuda a interpretar o corregir posibles fallos en la visión [484]. En los 
sistemas artificiales, este tipo de información (e incluso más cantidad de información y 
mucho más precisa) puede ser proporcionada por algunos dispositivos de captura, 
como, por ejemplo, al considerar la meta-información EXIF almacenada en las 
imágenes por algunas cámaras. Dicha información EXIF puede contener datos sobre 
geo-localización y su precisión (lugar en el que fue capturada la imagen con un 
margen de error en metros), la rotación de la cámara, las características de la lente, si 
la imagen se disparó con flash y en qué modo, etc. Esta meta-información puede ser 
muy relevante para aplicar ciertas correcciones (como rotación o reducción de ruido) a 
la hora de representar e interpretar la imagen, de una forma similar a como lo hace el 
cerebro de manera automática. 
Considerando las características perceptuales presentadas, la aproximación artificial al 
modelo de visión humana se ha diseñado como puede observarse en la Ilustración 29 
[485]. 
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nivel), o independientemente, analizando la misma imagen completa, pero empleando 
cada uno una técnica diferente, permitiendo reducir el tiempo de extracción de 
características. Por otra parte, los algoritmos empleados por los agentes pueden ser 
determinados y ejecutados en base al tipo de tarea de reconocimiento que debe ser 
llevado a cabo. En cualquier caso, los algoritmos de reconocimiento a emplear por el 
modelo final están fuera del estudio y quedan como futuras líneas de investigación, ya 
que pueden variar con el tiempo a medida que emerjan nuevas técnicas más refinadas 
y potentes. Una ventaja de la modularidad mostrada en el modelo propuesto, como se 
comentaba anteriormente, es la sencillez de modificar las partes que lo componen 
para añadir dichas mejoras a posteriori. 
El resultado de los PRAs es un conjunto de características de bajo nivel (LLF, low-level 
features) en diferentes categorías para la imagen identificada. Estos LLFs 
proporcionan información semántica básica sobre los componentes reconocidos en la 
imagen. Algunos de los LLFs son: características cromáticas (histograma de color, 
momentos de color…), características de la textura (co-ocurrencias, momento y 
transformada wavelet…) y características estructurales (distribución espacial y puntos 
salientes). Este análisis semántico visual pretende abordar un enfoque “bottom-up” 
[22]. Entonces, dichas LLFs son enviadas a un módulo “recolector y agregador” que 
agrupa la información semántica teniendo en cuenta la fuente de origen de la que fue 
inferida, y envía los resultantes grupos agregados al módulo siguiente, el “analizador 
de características de medio nivel”. 
El analizador de características de medio nivel está compuesto por una compleja 
distribución de algoritmos de clasificación y regresión, que, operando de manera 
distribuida, comprueban las relaciones entre los LLFs entrantes y los LLFs y MLFs 
(mid-level features, características de medio nivel) reconocidas y almacenadas 
previamente, a fin de encontrar una posible relación (como pertenencia o interacción) 
considerando las diferentes dimensiones para cada caso (imágenes / vídeos en 2D / 
3D). Una vez que la información extendida ha sido inferida, los MLFs y LLFs 
correspondientes a las fuentes de entrada son propagados a un módulo “analizador de 
características multi-nivel interdimensional”, el cual está compuesto por otro conjunto 
de métodos de clasificación y regresión, y cuyo objetivo es encontrar relaciones entre 
los elementos analizados previamente y sus posibles distintas representaciones (por 
ejemplo, determinar si una imagen es una proyección de una escena 3D, o la relación 
entre los diferentes elementos que componen un objeto complejo). Este analizador de 
características multi-nivel es también el responsable de la inferencia del contexto. 
Como se estudió en la literatura, el contexto tiene un impacto enorme a la hora de 
percibir e interpretar el entorno. Desde el punto de vista computacional, el entorno 
puede considerarse como una caché evolutiva que contiene los elementos 
reconocidos de forma más frecuente (o probable) en el mismo. Cuanto mayor sea la 
experiencia reconociendo elementos para un entorno determinado, mejor será el 
tiempo de respuesta promedio a la hora de reconocer visualmente elementos en el 
mismo. 
La sinergia resultante entre el analizador de características multi-nivel interdimensional 
y el analizador de características de medio nivel deriva en un reconocimiento 
semántico de alto nivel para el objeto (etiqueta), definido por medio de una compleja 
jerarquía de características y sus relaciones. El objetivo de esta ontología es 
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convertirse en parte de una estructura mucho más compleja, es decir, en parte de la 
estructura definida para el modelo global de representación de conocimiento planteado 
en la presente tesis doctoral, la cual es capaz de integrar las características percibidas 
mediante diferentes mecanismos sensoriales, expandiendo el conocimiento disponible 
para elementos previamente reconocidos y ayudando al reconocimiento de nuevos 
elementos. 
Esto representa una alternativa completamente novedosa para el enfoque CBIR [486] 
en lo que concierne a la transformación de entradas visuales desde características de 
bajo nivel hasta información semántica de alto nivel. Un evaluador puede determinar si 
el objeto identificado es suficientemente relevante como para generar una nueva 
categoría, o es sólo una variante de un objeto reconocido previamente, que conforma 
un subconjunto de características para el mismo objeto (p. ej. Una manzana verde y 
una manzana roja). En cualquier caso, los resultados pueden ser almacenados o 
descartados (en caso de no ser suficientemente relevantes). Por otra parte, el proceso 
de aprendizaje puede ser adaptado, es decir, puede configurarse un aprendizaje 
supervisado, semi-supervisado o completamente automatizado (como en sistemas 
avanzados basados en deep-learning). La información semántica y la representación 
visual del objeto detectado son almacenadas en dos bases de datos diferentes. Por un 
lado, una base de imágenes temporal se ocupa de almacenar las correspondencias 
visuales más representativas de un grupo semántico de elementos (p. ej. el modelo 
visual de un gato) y, por otro lado, una base de datos global de conocimiento visual 
almacena las diferentes características utilizadas en la representación semántica de la 
imagen. Mientras se analicen nuevos prototipos visuales, la base de imágenes 
temporal podrá ser actualizada en consecuencia, a fin de almacenar el prototipo más 
relevante posible para cada categoría (y sub-categorías), o lo que es lo mismo, el 
centroide del clúster para cada caso. La base de conocimiento, por otra parte, 
almacenará las diferentes características aprendidas a lo largo del tiempo, creciendo 
en representatividad y capacidad de reconocimiento de elementos complejos, 
actuando conjuntamente con los módulos “analizador de características de medio 
nivel” y “evaluador y clasificador” en un proceso de refuerzo “top-down” [22]. 
 
4.5.4. Otras entradas perceptuales – Beneficios del IoT 
 
La visión, aunque importante, no es la única entrada perceptual disponible. Gracias al 
Internet de las cosas, y al abaratamiento de los sensores y su integración en diversas 
plataformas hardware (p. ej. tablets y smartphones), la capacidad potencial de “sentir” 
el entorno crece cada día. Sin embargo, no sólo los dispositivos de consumo 
presentan sensorización. También es posible desarrollar plataformas específicas 
dotadas de sensores, para cubrir necesidades de detección específicas. Un ejemplo al 
respecto puede verse en la Ilustración 30. Dicha ilustración muestra un Intel Edison 
(SoC) montado en la placa de desarrollo, a través de la que se proporciona 
conectividad con (de izquierda a derecha) un sensor de reconocimiento de 
vibraciones, un sensor táctil de contacto, un sensor de temperatura y un acelerómetro 
con detección en los tres ejes (X, Y, Z). 
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Ilustración 30. Intel Edison montado en placa de desarrollo, y conectado a sensores específicos 
 
Sin embargo, existe una gran diversidad de sensores que pueden utilizarse para 
ampliar las capacidades perceptuales de un sistema. En la Ilustración 31 se muestra 
un pequeño subconjunto de sensores. Concretamente, de arriba hacia abajo y de 
izquierda hacia derecha (sobre las bolsitas verdes), un sensor de luminosidad, un 
sensor de sonido, un botón (táctil), un sensor de vibraciones, un sensor de contacto, 
un sensor de temperatura y un acelerómetro. Algunos otros sensores existentes 
comprenden giróscopos, módulos GPS, detectores de partículas en el aire, detectores 
de emisiones químicas, detectores de campo magnético y detectores de radiación y 
radiofrecuencia, entre otros. 
 
Capítulo 4. Propuesta (marco teórico) 
TESIS DOCTORAL 169 
LISARDO PRIETO GONZÁLEZ 
 
Ilustración 31. Algunos sensores utilizables en plataformas de desarrollo 
 
La integración de este tipo de sensores, representa de manera individual un nuevo tipo 
de sentido perceptual, que puede actuar en colaboración con otros, o de manera 
independiente. La integración de cada módulo supone el desarrollo de las interfaces 
correspondientes para transformar los datos de los sensores en información 
interpretable por el componente “distribuidor inteligente”, y la integración de modelos 
de reconocimiento específicos para tales sentidos en los PRAs. En la Ilustración 32 se 
puede apreciar una extensión lógica de la arquitectura para visión, presentada en la 
Ilustración 29, a fin de cubrir las necesidades de otras categorías sensoriales. 
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nuevas características semánticas puedan ser integradas con facilidad en la base de 
representación de conceptos. Además, considerando la escalabilidad del sistema y la 
posibilidad de distribuir los módulos operativos entre diferentes dispositivos orientados 
a computación cloud, el uso de un lenguaje de interoperabilidad basado en tecnologías 
semánticas para la integración PaaS [489] ayudaría a distribuir la carga de trabajo 
entre los componentes computacionales de una forma automática e inteligente, de 
acuerdo a los requisitos algorítmicos y siguiendo los enfoques presentados en [490]. 
Otra opción factible, y posiblemente más sencilla de implementar sería la del uso de 
una arquitectura cloud orientada a microservicios, y el uso de contenedores (p. ej. 
Docker) con la implementación y despliegue específicos para cada módulo. Esto 
permitiría una escalabilidad horizontal enorme, pudiendo llegar a cubrir prácticamente 
cualquier tipo de demanda (suponiendo la existencia y accesibilidad a los recursos 
cloud necesarios) de forma automática, facilitando muchísimo las tareas de 
mantenimiento y actualización, y proporcionando una alta resiliencia y tolerancia ante 
fallos gracias a la gestión inteligente de los recursos. Finalmente, y respecto a la 
seguridad y fiabilidad, tanto de la información como del sistema en sí mismo, sería 
deseable que cada módulo perteneciente a la arquitectura validase mediante una firma 
la información recopilada o procesada, pudiendo verificar la integridad, y detectar 
entradas inválidas para evitar corrupción o manipulación intencionada. Igualmente 
sería deseable que todas las comunicaciones utilizasen los estándares de seguridad 
de más alto nivel asumibles por cada componente, manteniendo una coherencia y 
equilibro entre seguridad, rendimiento y comunicación. Un sistema de clave pública 
con certificados y conexiones entre los módulos con TLS podría ser una solución 
viable teniendo en cuenta el marco tecnológico actual. 
 
4.6. Conclusiones del capítulo 
 
En este capítulo se han propuesto una serie de Principios Fundamentales y 
Características Técnicas de diseño esenciales, que debe presentar un modelo 
computacional de representación del conocimiento basado en la percepción. Para ello 
se han realizado dos recapitulaciones. Por un lado, sobre las distintas características y 
requisitos observados en el área de la psicología y neurociencia relacionados con la 
cognición. Por el otro, sobre las distintas características y requisitos observados en el 
marco tecnológico. Tras la identificación y definición de características, así como de 
los requisitos asociados, se ha definido una aproximación abstracta y generalista del 
modelo biológico de representación del conocimiento a la computación, mediante el 
planteamiento, tanto de un patrón de análisis sensorial, como de una arquitectura 
abierta, modular y extensible, presentada por niveles (de general, marco global, a 
particular, considerando los sentidos), capaz de cubrir los requisitos específicos del 
modelo. La evolución del capítulo queda reflejada en la Ilustración 33. 
El desarrollo de este nuevo modelo está orientado a proporcionar un enfoque 
novedoso, modular, extensible y completo del procesamiento de información, 
considerando diferentes representaciones y dimensionalidad (imágenes 2D, imágenes 
3D, vídeos, secuencias de audio, mediciones de temperatura, inclinación, 
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Capítulo 5. Validación 
5.1. Introducción 
 
Una vez estudiadas las diferentes características y requisitos necesarios para la 
creación de un modelo de representación basado en el conocimiento, el siguiente paso 
lógico consiste en probar la validez del mismo. A lo largo de este capítulo se desarrolla 
el proceso de validación, comenzando con la validación teórica de los Principios 
Fundamentales y Características Técnicas de diseño observadas en el capítulo 
anterior. Se prosigue realizando una implementación incremental de la arquitectura 
propuesta, a fin de probar su validez y evaluar su versatilidad y eficiencia 
reconociendo elementos. Finalmente, se analizan los resultados a fin de validar las 
hipótesis y el objetivo propuestos en la tesis. 
5.2. Validación de la solución 
 
5.2.1. Validación teórica. Principios Fundamentales y Características Técnicas de 
diseño 
 
Tanto el desarrollo de los Principios Fundamentales inferidos de las características de 
la percepción, el conocimiento y la memoria, dentro del marco cognitivo, como la 
formulación de las Características Tecnológicas de diseño propuestas siguieron un 
proceso iterativo de refinamiento. En dicho proceso se contó con la ayuda de dos 
expertos en sus respectivas áreas. En el caso de los PFs, se contó con la ayuda de D. 
Roque Viñuelas Paredes, Licenciado en Psicología. Para las CTs, la asistencia fue 
proporcionada por el Prof. Dr. D. Alejandro Calderón Mateos, Doctor en Ciencas de la 
Computación. 
El proceso de creación de los PFs y CTs siguió el siguiente flujo de desarrollo: 
1. Análisis de los estudios del estado del arte correspondientes al capítulo 2 y al 
capítulo 3. 
2. Síntesis de las características más significativas del capítulo 2 en forma de 
PFs. 
3. Entrevistas individuales periódicas con el experto en el área de Psicología a fin 
de refinar y validar los PFs definidos. 
4. Síntesis de las características más significativas del capítulo 3 y adaptación de 
los PFs definidos al marco tecnológico en base a dichas características. 
Resultado, lista de CTs. 
5. Entrevistas individuales periódicas con el experto en el área de Computación a 
fin de refinar y validar los CTs definidos. 
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6. Mesa redonda con los dos expertos a fin de encontrar algún PF o CT no 
definido, o de separar alguno complejo en varios más simples. 




(Psicología y Neurociencia Cognitiva)
Experto:
D. Roque Viñuelas Paredes
Licenciado en Psicología
Experto:
Prof. Dr. Alejandro Calderón Mateos






Ilustración 34. Validación de los conceptos teóricos 
 
Como resultado del proceso de validación teórica se obtuvieron una serie de 
beneficios, entre ellos: 
 Catalogación de PFs y CTs con ayuda de los expertos. 
 Verificación de las relaciones entre unos y otros. 
 Definición de un nuevo PF (PF-78). 
 Aceptación de PFs y CTs. 
 
5.2.2. Validación empírica, o experimental. Arquitectura del modelo 
 
Con el objetivo de comprobar la viabilidad y capacidades del modelo propuesto, se ha 
llevado a cabo una sucesión de implementaciones incrementales del mismo, creciendo 
en complejidad y características disponibles. La versión inicial y simplificada del 
modelo, incluye un distribuidor de carga inteligente, agentes inteligentes de 
reconocimiento de patrones y un módulo recolector y agregador (ver Ilustración 35). El 
objetivo de esta primera implementación es comprobar la factibilidad de la solución al 
aplicarse sobre un área específica de la percepción. Concretamente, la visión. Otro 
objetivo principal, es evaluar el comportamiento del modelo en un entorno de 
computación distribuida, evaluando el comportamiento en base a la variación del 
número de instancias computacionales. Los agentes inteligentes de reconocimiento de 
patrones han sido programados para identificar instancias de objetos muy simples y 
sus características formantes (características de bajo nivel), siendo más específicos, 
identificando formas cuadradas en archivos de imágenes bidimensionales, 
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2. El proceso 0 distribuye la imagen entre los otros procesos (agentes) que se 
encuentran en ejecución en los diferentes servidores del grid. 
3. El proceso 0 comprueba el tamaño de partición a ser evaluado (tamaño del 
grano) para cada uno de los agentes, y les envía dicha información. 
4. Los procesos distribuidos (agentes) ejecutan el algoritmo de reconocimiento 
de patrones en su fragmento específico de la imagen. Tras finalizar el 
reconocimiento de los elementos, cada proceso distribuido envía la 
información correspondiente a los objetos reconocidos al proceso inicial. 
5. El proceso inicial (0) combina toda la información semántica de bajo nivel 
(LLFs) recibida de los demás agentes y lo almacena en un fichero. 
Para este evaluador, en lugar de procesar los distintos archivos de imagen a la vez, se 
ha decidido procesar un archivo de imagen por diferentes agentes paralelos al mismo 
tiempo. Esto puede ser ajustado a fin de evaluar múltiples archivos a la vez por 
diferentes agentes, o realizar un enfoque híbrido: múltiples agentes para múltiples 
imágenes, donde subconjuntos de agentes pueden trabajar en la misma imagen. Al 
final, el recolector y agregador generarán tantos archivos como imágenes hayan sido 
analizadas, conteniendo la información semántica de bajo nivel en cada uno de ellos. 
Otro programa ha sido desarrollado a fin de generar automáticamente las imágenes de 
prueba (ver Ilustración 36). Dichas imágenes contienen cuadrados de distintos 
tamaños y colores siguiendo una distribución aleatoria homogénea o geométrica a lo 
largo de la superficie del lienzo. Este programa genera también un archivo con 
información similar a la que se espera recibir del proceso inicial tras el reconocimiento 
(LLFs de la imagen), a fin de comprobar la precisión del algoritmo. 
Para la prueba se generaron diferentes imágenes con dimensiones fijas de 1920x1080 
píxeles (resolución FullHD) y 1976 centroides (Ver Ilustración 36). A fin de simplificar la 
ejecución del algoritmo, no se solaparon cuadrados ni parcial ni totalmente. En caso 
de aplicar algoritmos más avanzados de reconocimiento de patrones, como redes 
Hopfield entrenadas [493], algunas de esas restricciones podrían evitarse. 
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Ilustración 36. Ejemplo de imagen con una distribución uniforme de cuadrados 
 
Las imágenes generadas pueden ser posteriormente sustituidas por conjuntos de 
entrenamiento reales, pertenecientes a múltiples escenarios de aplicación (p. ej. sector 
sanitario, o sector de seguridad de la información). 
Los procesos distribuidos encargados de analizar las fuentes de imagen pueden ser 
considerados agentes inteligentes independientes especializados en detección de 
patrones concretos, y la información inferida por ellos es posteriormente evaluada y 
combinada por el proceso receptor (inicial). Para este caso específico, este proceso 
principal únicamente recolecta la información, la combina, la almacena en un archivo y 
comprueba su validez respecto a la solución proporcionada por la aplicación 
generadora de imágenes de prueba. En la versión final del modelo, mediante la 
implementación de las interfaces adecuadas, el recolector se comportará como se ha 
descrito anteriormente, proporcionando valiosa información para llevar a cabo 
posteriores tareas avanzadas de clasificación. 
El proceso de validación fue llevado a cabo en un clúster compuesto por doce equipos 
dotados con un Intel Pentium IV, conectados entre sí a través de una red Gigabit 
Ethernet. Las pruebas se realizaron incrementando el número de agentes, 
comenzando con un único proceso y acabando con doce (uno por cada equipo de la 
red). Respecto a los tiempos de ejecución, procesamiento y comunicación de los 
agentes distribuidos del sistema, es posible apreciar un incremento del speedup en el 
algoritmo cuantos más agentes son utilizados. La tabla inferior muestra los resultados 
promedio obtenidos tras el proceso de validación. 
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consistió en el reconocimiento de cuatro tipos de cítrico: pomelos, naranjas, limones y 
limas (ver Ilustración 37). 
 
 
Ilustración 37. Elementos prototípicos para cada categoría del escenario II 
 
Se desarrollaron una serie de imágenes para Docker (docker-images de ahora en 
adelante, para evitar la confusión con la representación de una fotografía en un 
formato digital, o imagen) desde las que instanciar sus respectivos contenedores, cada 
una de ellas encargada de una o varias tareas específicas, correspondientes a un 
subconjunto de los elementos mostrados en la Ilustración 29. Más específicamente: 
 Docker-image-1: Entrada de imagen en 2D, transformación (conversión y 
redimensión) de la misma en base a los parámetros especificados, codificación 
de la misma junto con otros parámetros significativos (como el id asociado a la 
entrada) a código en JSON, y envío del código JSON generado al contenedor 
encargado de determinar el tipo de elemento reconocido. 
 Docker-image-2: Recogida de entradas perceptuales, aplicación de una red de 
neuronas con retropropagación previamente entrenada para reconocer un tipo 
específico de elemento basado en su representación visual en 2D, generación 
de la salida, codificada en JSON, junto con otros parámetros significativos (id, 
propagación del elemento de entrada), y envío del código JSON generado al 
contenedor encargado de combinar la información relativa a otros 
reconocedores, y emitir un veredicto sobre el elemento reconocido. 
 Docker-image-3: Recogida de resultado de reconocedores, recuperación de 
candidatos de la base de conocimiento en base a sus características 
esenciales, emisión de veredicto sobre identidad de elemento reconocido. 
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LIMAS LIMONES
NARANJAS POMELOS  
Ilustración 39. Parte del conjunto de entrenamiento para cada BPNN 
 
Una vez evaluada la imagen de entrada, se codifica el resultado estadístico devuelto 
por la BPNN correspondiente a la Docker-image-2, junto con el id del elemento en el 
que está especializada, el id de origen de la imagen, la imagen en base64 (tal cual 
entró en el contenedor) y el id de instancia del reconocedor específico en una 
estructura JSON. Dicha estructura es enviada al siguiente contenedor, ya que su 
dirección IP es conocida previamente y pasada por parámetro. 
Docker-image-3 contiene la implementación en Java (versión 8) del módulo “evaluador 
y clasificador” mostrado en la Ilustración 29 e Ilustración 32. En esta versión 
implementada del modelo, es esta imagen la que recibe los diferentes resultados 
correspondientes al análisis y/o normalización de las entradas perceptuales, y 
determina un veredicto sobre el tipo de elemento correspondiente a dichas entradas. 
En este caso, la imagen almacena los identificadores asociados a los reconocedores, 
y las etiquetas correspondientes al elemento en el que han sido entrenados. El 
resultado es la etiqueta correspondiente al elemento representado en la entrada que 
tenga mayor valor resultado de la BPNN. 
Tras realizar el ensayo con 15 imágenes de cada categoría, donde cada elemento de 
entrada es conocido a priori, se observaron los siguientes resultados: 
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 Versión A: obtener imagen bidimensional del objeto a reconocer mediante una 
cámara web y aplicar proceso análogo a la versión anterior (conversión, 
redimensión, codificación, envío). 
 Versión B: obtener imagen desde dos cámaras web pre-calibradas, y mediante 
un conjunto de bibliotecas externas (OpenCV [496]) obtener las medidas del 
elemento a reconocer. Codificar la información en una estructura JSON y 
enviarla al siguiente contenedor. 
 Versión C: obtener el valor químico del PH del elemento a reconocer. Codificar 
la información en una estructura JSON y enviarla al siguiente contenedor. 
Las versiones A y B se desarrollaron en el lenguaje de programación Python, y se 
orientaron a la ejecución en sistemas de la familia Raspberry Pi. Tras las pruebas 
iniciales con la versión B (ver Ilustración 40) se obtuvieron buenos resultados de 
medida, pero debido a la dificultad para calibrar las cámaras, llevada a cabo mediante 
un sistema manual (por falta de recursos), se decidió adaptar el módulo B para recibir 
las medidas de forma manual. Nótese que para el correcto funcionamiento del sistema 
de reconocimiento fue necesario definir una entrada en la base de conocimiento 
relativa a las características dimensionales (medidas: mínima, máxima, promedio, 
desviación típica y varianza) para cada categoría de elemento, en base a las 
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Para el modelado del conocimiento se han empleado estructuras basadas en JSON, 
analizado previamente en el capítulo anterior. Se ha optado por JSON en lugar de 
JSON-LD puesto que, aunque el último permita relaciones con datos enlazados, el 
enlace se realiza mediante direcciones web. En el modelo propuesto, las piezas de 
información que componen el conocimiento no forman parte de sitios web, sino que 
son estructuras abstractas compuestos por diferentes campos (ver los ejemplos 
mostrados en la Ilustración 42). Por tanto, resulta más conveniente establecer los 
enlaces entre dichas piezas a través de identificadores únicos, de forma análoga a 
como se realiza en las bases de datos estructuradas. 
Para almacenar los esquemas de información propuestos, definidos a continuación: 
 Chunks, o componentes esenciales de información sobre una entidad, 
normalmente asociados a características recogidas mediante sensores 
(percepción) 
 Relaciones nombre de clase / información de clase, útiles para mantener la 
abstracción conceptual, facilitando el uso de conceptos en otras estructuras 
 Jerarquía ontológica de relaciones entre clases y sub-clases 
 Conjunto contextual de elementos (categorías que pertenecen a un mismo 
entorno. Como se analizó previamente, se comporta como una caché, que 
permitirá acelerar ciertas tareas de reconocimiento, todavía no implementadas) 
Se ha utilizado también JSON debido a su enorme versatilidad. Dichos esquemas se 
recogen mediante instancias de MongoDB. La elección de un sistema de 
almacenamiento como MongoDB, tipo NoSQL se realiza por varios motivos. Las bases 
de datos NoSQL son más escalables y proporcionan un rendimiento superior, y su 
modelo de datos aborda varios problemas que el modelo relacional no está diseñado 
para tratar: permiten manejar grandes volúmenes de datos estructurados, semi-
estructurados y no estructurados que cambian rápidamente, permiten la iteración 
rápida de esquemas, tienen una naturaleza relacionada con la programación orientada 
a objetos, fácil de usar y flexible y su arquitectura es de alta escalabilidad, con 
distribución geográfica, en lugar de monolítica [499]. MongoDB aborda todos estos 
problemas, siendo extremadamente eficiente y escalable. Teniendo en cuenta el 
marco tecnológico actual, otra opción prometedora para el almacenamiento de 
información y su rápida recuperación, se basa en el uso de almacén de datos Redis 
(Remote Dictionary Server) [500], el cual es distribuido, concurrente y presenta un 
enorme rendimiento en las búsquedas, pues se basa en el almacenamiento tipo clave-
valor, siguiendo el paradigma de estructuras de datos como los diccionarios o tablas 
hash. Comportamiento observado también en la recuperación de recuerdos a través 
de claves en la memoria biológica. 
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{
idRec : 2D_001 ,




type : image_single_frame ,
format : png ,
values :
{





datetime : 2016-10-25 10:00:00 UTC ,


















"datetime": "2016-10-25 10:00:00 UTC",















"datetime": "2016-10-25 10:00:00 UTC",
"signature": "794853D780B72E … 9001"
}
EJ. DE INFORMACIÓN PERCEPTUAL
ASOCIADA A VISIÓN EN 2D
EJ. DE INFORMACIÓN PERCEPTUAL
ASOCIADA A VISIÓN EN 3D
EJ. DE INFORMACIÓN PERCEPTUAL
ASOCIADA A DETECCIÓN QUÍMICA
 
Ilustración 42. Ejemplos de representación de información en el sistema mediante JSON 
 
Los resultados de las pruebas iniciales muestran la viabilidad de la solución. La 
evaluación de la última implementación realizada del modelo ha devuelto resultados 
muy prometedores, superando la capacidad de reconocimiento del modelo anterior, 
basado en un único tipo de entrada perceptual y su reconocimiento mediante BPNN. 
Sin embargo, la implementación realizada no cubre el extenso número de requisitos y 
características que debería contener el modelo final. Una vez se implemente la 
solución completa, se realizarán más pruebas para obtener resultados con respecto a 
la precisión de reconocimiento y aprendizaje en la detección de objetos más 
complejos. 
Finalmente, en el apartado 5.3 se describe la validación de la hipótesis y objetivo 
propuestos en la Tesis, mediante la evaluación de cada una de las sub-hipótesis 
asociadas. 
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Capítulo 6. Epílogo 
6.1. Recapitulación 
 
Imaginemos por un momento un sistema inteligente y autónomo, capaz de adquirir 
información a través de un sinfín de sensores y entradas diferentes, distribuidas por 
todo el entorno, y conectadas con una serie de complejos elementos computacionales 
encargados de filtrar, procesar y analizar dicha información, de manera individual y 
colectiva, transformándola en conocimiento. Un conocimiento muy complejo y rico, 
semánticamente hablando. Un conocimiento que trasciende más allá de la capacidad 
cognitiva humana, presentando características que sólo podrían adquirirse a través de 
sentidos ampliados, o percepción extendida. Si el conocimiento del ser humano está 
basado en un conjunto de hechos adquiridos en base a la información que percibe del 
entorno gracias a sus (limitadas) capacidades sensoriales, ¿qué clase de 
conocimiento e inferencias serían resultantes de tal amplitud perceptual? Y no sólo 
eso. El ser humano, pese a ser un organismo muy evolucionado comparado con el 
resto de animales, tiene limitaciones notables de capacidad. Su sistema nervioso 
central no es extensible bajo demanda, y esto juega un papel determinante en la 
percepción, y por ende, en el proceso cognitivo (ej, ilusiones ópticas, competición 
sensorial, etc.). Sin embargo, este tipo de limitaciones no aplica al sistema 
mencionado anteriormente, donde la escalabilidad computacional sólo depende de los 
recursos disponibles, pudiendo añadir más bajo demanda. El resultado: no sólo un 
conocimiento mucho más rico y preciso, sino una capacidad cognitiva extendida. 
La motivación tras esta tesis doctoral es la de emular el modo en el que los seres 
humanos asimilan la información, esto es, a través de la percepción de sus sentidos, 
pero minimizando las limitaciones inherentes a dicho sistema biológico, con el objetivo 
de desarrollar un amplio rango de nuevas aplicaciones basadas en un sistema 
inteligente capaz del aprendizaje autónomo desde el entorno, de refinar y extender el 
conocimiento existente y de combinar la información aprendida en una base de 
conocimiento global, incluyendo otras propiedades no convencionales en el ser 
humano para los elementos reconocidos (como visión en rangos fuera del espectro 
visible, detección precisa de medidas y distancias, detección de campos 
electromagnéticos, características térmicas, químicas y un largo etcétera), o un 
incremento en la sensibilidad de las propiedades correspondientes a los sentidos 
biológicos (mayor precisión en la detección de matices de color, rangos ampliados de 
frecuencia en la detección de sonido, etc.). Dicha base de conocimiento global será 
utilizada para desarrollar conceptos más complejos, ideas y teoremas de manera 
eficiente en base a la información contenida en ella. 
El desarrollo de este nuevo modelo tiene como objetivo proporcionar una 
representación global del conocimiento de una manera no-convencional abstracta. 
Estos modelos deben tener en cuenta la percepción de los conceptos como un factor 
importante, que ayudará a clasificarlos y reconocerlos. Este nuevo mecanismo, 
además, refinará dichos conceptos con el incremento en la experiencia del 
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reconocimiento, reducirá las redundancias en el modelo de características asociadas a 
los elementos representados, y facilitará el descubrimiento de relaciones y nuevas 
inferencias entre dichos elementos. 
Mediante el uso de este modelo, también se pretende ampliar las capacidades de las 
ontologías mediante la representación de múltiples dominios diferentes, pero 
relacionados, de una manera eficiente, combinando múltiples modelos diferentes de 
representación bajo una base de conocimiento global abstracta común. 
La investigación y desarrollo de la idea inicial comienza orientada hacia la percepción. 
Gracias a la guía de un experto en el área de la Psicología, se descubre que es 
necesario incorporar más procesos para poder emular el comportamiento biológico. De 
hecho, se descubre que la percepción no es sino un componente de la cognición, la 
cual diferencia al ser humano como entidad inteligente y consciente. Con ayuda del 
mismo experto, se comienza un estudio sistemático del estado del arte, y se acaban 
identificando las tres áreas principales a modelar (percepción, conocimiento y 
memoria), formulando una serie de Principios Fundamentales que debería contener un 
sistema computacional que trate de emular el comportamiento cognitivo biológico. 
Seguidamente, se procede a evaluar el estado del arte en el área tecnológica, 
estudiando los principales sistemas tecnológicos relacionados con la percepción y la 
cognición. Dicho proceso es soportado por varios expertos en diferentes áreas del 
marco tecnológico. De dicho estudio se infieren dos grandes grupos principales que 
guardan relación tecnológica con la percepción y la cognición: los sistemas y 
arquitecturas cognitivas orientadas a la cibernética (y sistemas físicos), y servicios 
software avanzados y específicos, especializados en el reconocimiento de patrones 
complejos (desde composición conceptual en imágenes, hasta reconocimiento de 
fragmentos de audio, pasando por reconocimiento de lenguaje natural y detección de 
sentimiento). De este segundo estudio se definen, en base a los Principios 
Fundamentales definidos anteriormente, una serie de Características Técnicas de 
diseño que deberán estar presentes en la arquitectura del modelo de representación 
de conocimiento basado en la percepción. Tanto los Principios Fundamentales como 
las Características Técnicas son refinados iterativamente, y validados por expertos en 
las áreas correspondientes. Además, ambos son independientes del estado 
tecnológico, a fin de poder aplicar nuevos avances y soluciones futuras para mejorar el 
modelo de representación de conocimiento. Es entonces cuando se define un patrón 
de análisis sensorial, y una arquitectura lógica que extiende dicho patrón, asentándose 
en las bases de los Principios y Características. Finalmente, para comprobar la validez 
de la arquitectura propuesta, se realiza una implementación incremental en tres fases, 
donde se comprueba la factibilidad, escalabilidad y precisión en el reconocimiento, al 
aplicar un modelo complejo basado en la representación de múltiples características 
obtenidas mediante la percepción. 
Comparando el modelo propuesto con otros existentes, como por ejemplo las 
arquitecturas de tipo deep learning, mientras que en el caso de éstas últimas, el 
conocimiento está modelado en las capas ocultas de la red, o en autocodificadores, de 
manera abstracta, y normalmente considerando un conjunto perceptual de entrada 
limitado, cuyo cambio implica reconfigurar la arquitectura y re-entrenar la red, el 
modelo propuesto proporciona mucha más flexibilidad y escalabilidad, pudiendo 
integrar nuevos sentidos perceptuales con un mínimo impacto en las interfaces de 
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entrada y en el modelo de tratamiento de conocimiento, al estar basado en una 
combinación de diferentes modelos de representación, que actúan en conjunto, y son 
extensibles (en la implementación física actual, basados en una extensión a medida de 
JSON, y en bases de datos MongoDB). Además, debido a la naturaleza de tratamiento 
de información a través de un patrón de análisis sensorial, ajustado al sentido a 
analizar, es posible aplicar las propias arquitecturas tipo deep learning dentro de 
dichos patrones, reforzando la potencia del modelo propuesto. 
 
6.2. Aportaciones a la Ciencia 
 
De manera sucinta, las principales aportaciones a la Ciencia reflejadas en la Tesis se 
exponen a continuación: 
 Definición y validación de Principios Fundamentales basados en las áreas 
correspondientes a la psicología y la neurociencia cognitiva sobe los que 
desarrollar un modelo tecnológico que pretenda emular el funcionamiento del 
modelado de conocimiento basado en la cognición humana. 
 
 Definición y validación de Características Técnicas de diseño, independientes 
del estado tecnológico, basadas en los Principios Fundamentales anteriores, 
sobre los que desarrollar una arquitectura que soporte el modelo tecnológico 
que pretenda emular el funcionamiento del modelado de conocimiento basado 
en la cognición humana. 
 
 Definición de un patrón abstracto de análisis sensorial, aplicable a la 
adquisición y refinado de información a través de sensores u otro tipo de 
entrada perceptual. 
 
 Definición de una arquitectura lógica que extiende el uso del patrón abstracto 
de análisis sensorial, a fin de integrar características de diferentes naturalezas 
en el modelo de representación de conocimiento. 
 
 Definición, implementación y validación experimental exitosa de una 
arquitectura física basada en la arquitectura lógica descrita en el punto anterior. 
 
 Definición de un modelo de representación de conocimiento que permite 
homogeneización del mismo, junto con mayor representatividad semántica de 
las categorías representadas. Mejora de reconocimiento frente a otros modelos 
actuales, como BPNN (redes neurales con retropropagación). 
Nótese que la definición de las bases fundamentales (Principios Fundamentales y 
Características Técnicas de diseño) conforma junto con el patrón y la arquitectura, un 
marco de referencia que facilitara la expansión y trabajos futuros sobre la presente 
investigación. 
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6.3. Líneas futuras de investigación 
 
Aunque los resultados preliminares son muy prometedores, al tratarse de una 
aproximación holística muy compleja es conveniente extender el estudio sobre las 
distintas partes que conforman el modelo, así como realizar más experimentación a 
medida que se implementen más partes de la arquitectura. 
La cantidad de posibilidades a considerar como trabajo futuro son enormes. Por citar 
algunas: 
• Respecto a la implementación de la arquitectura: 
• Implementar los módulos y sistemas de representación del contexto. Su 
importancia según los estudios en cognición es muy elevada, pues 
favorece la velocidad del reconocimiento. Para dicha implementación se 
sugiere, respecto al marco tecnológico actual, el uso de almacén de 
datos Redis, al ser distribuido, concurrente y presentar un enorme 
rendimiento en las búsquedas (comportamiento clave-valor, como las 
tablas hash, y las claves en la memoria biológica). 
• Almacenar estado de entrenamiento de redes neurales aplicadas en el 
patrón de análisis sensorial. Recientemente Redis ha incorporado una 
interfaz a tal efecto en su repositorio. El almacenamiento del estado, 
además, permite la propagación de los cambios a todas las redes 
neurales basadas en la misma instancia, y el re-entrenamiento en 
paralelo de las mismas, incrementando la eficiencia global del sistema. 
• Implementar el sistema de refuerzo en el aprendizaje en los módulos 
perceptuales. 
• Automatizar el despliegue de contenedores con módulos específicos 
bajo demanda, e implementación de un registro, para mejorar las 
capacidades inspiradas en los micro-servicios, presentes en la 
arquitectura definida. 
• Diseñar una plataforma e interfaz para interactuar con seres humanos 
(p. ej. expertos), que puedan proporcionar feedback en el proceso de 
aprendizaje (de forma análoga a la implementación de Microsoft en 
LUIS). 
• Integrar más tipos de sensores, y evaluación de características 
relevantes a almacenar. 
• Considerar la información del estado de los sensores a fin de aplicar 
correcciones o evaluar la calidad de la información recogida. 
• Definir una guía precisa y conjunto de buenas prácticas en la adaptación de la 
arquitectura (independiente de la tecnología) a una solución técnica, aplicando 
soluciones técnicas existentes, o basadas en la tecnología actual. 
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• Realizar estudios específicos de aplicabilidad, por ejemplo, en áreas como la 
medicina (modelado, detección y tratamiento de patologías), la seguridad 
(biometría, identificación y prevención de amenazas para la seguridad pública, 
etc.), la domótica, o cualquier otra área que requiera una interacción y 
conocimiento de nivel humano o superior. 
• Establecer un plan de gobierno adecuado previo a la implantación del sistema. 
• Realizar un estudio sobre la relación entre el coste que supone una mejora en 
la calidad de la información representada y en la fiabilidad del tratamiento de la 
misma en base a los modelos y soluciones tecnológicas aplicadas en la 
implementación de la arquitectura propuesta. 
• Cubrir otros aspectos de la cognición como la inteligencia y razonamiento, a fin 
de generar motores de inferencia avanzados que aprovechen el framework 
presentado en la tesis, completando la emulación del proceso cognitivo en el 
ser humano, pero sin las limitaciones derivadas de la componente biológica. 
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Chapter 6. Epilogue (English version) 
6.1. Recapitulation 
 
Let’s imagine for a moment an intelligent and autonomous system, capable of acquiring 
information through an endless number of different sensors and inputs, distributed 
throughout the environment, and connected to a series of complex computational 
elements responsible for filtering, processing and analyzing such information, 
individually and collectively, transforming it into knowledge. Semantically speaking, a 
very complex and rich knowledge. A knowledge that transcends beyond human 
cognitive abilities, presenting characteristics that could only be acquired through 
extended senses, or through extended perception. If the knowledge of the human 
being is based on a set of facts inferred from the information he perceives from the 
environment, via his (limited) sensorial capabilities, what kind of knowledge and 
inferences would result from such a perceptual amplitude? And that is not all. The 
human being, despite being a highly evolved organism compared to the rest of 
animals, has remarkable capacity limitations. Their central nervous system is not 
extensible on demand, and this plays a determining role in perception, and hence in 
the cognitive process (e.g., optical illusions, sensory competition, etc.). However, the 
aforementioned system will not be hindered by this limitations as computational 
scalability depends only on the available resources, and can add more on demand. 
The result: not only in a much richer and more precise knowledge, but in an extended 
cognitive ability. 
The motivation behind this doctoral thesis is to emulate the way in which human beings 
assimilate information, that is, through the perception of their senses, but minimizing 
the inherent limitations of such biological system, with the aim of developing a wide 
range of new applications based on an intelligent system, capable of performing 
autonomous learning from the environment, of refining and extending existing 
knowledge and of combining information learned in a global knowledge base, including 
other properties for recognized elements not available in humans (such as vision in 
ranges outside the visible spectrum, precise detection of measurements and distances, 
detection of electromagnetic fields, thermal and chemical characteristics, etc.), or an 
increase in the sensitivity of properties corresponding to the biological senses 
(improved precision on the detection of color hues, extended frequency ranges in 
sound detection, etc.). This global knowledge base will be used to develop more 
complex concepts, ideas and theorems in an efficient way, based on the information 
contained therein. 
The development of this new model aims to provide a global representation of 
knowledge in an abstract non-conventional way. These models must take into account 
the perception of concepts as an important factor, which will help to classify and 
recognize them. This new mechanism will also refine these concepts with the increase 
in the recognition experience, it will reduce the redundancies in the characteristics 
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model associated with the represented elements, and it will facilitate the discovery of 
relationships and new inferences between these elements. 
Through the use of this model, it is also intended to extend the capabilities of 
ontologies by representing multiple but related domains in an efficient way, combining 
multiple different models of representation under a common global abstract knowledge 
base. 
The research and development of the initial idea started looking at perception. Thanks 
to the guidance of an expert in the area of Psychology, the necessity to incorporate 
more processes in order to emulate the biological behavior is discovered. In fact, what 
is discovered is that perception is but a component of cognition, which differentiates the 
human being as an intelligent and conscious entity. With the help of the same expert, a 
systematic study of the state of the art began, identifying the three main areas to be 
modelled (perception, knowledge and memory), ending in the formulation of a series of 
Fundamental Principles that a computer system that tries to emulate Biological 
cognitive behavior should contain. Next, an evaluation in the state of the art in the 
technological area is conducted, studying the main technological systems related to 
perception and cognition. This process is supported by several experts in different 
areas of the technological framework. From this study, two major groups with a 
technological relationship with perception and cognition are inferred: cybernetic 
oriented systems and cognitive architectures (plus physical systems), and advanced 
and specific software services, specialized in the recognition of complex patterns (from 
conceptual composition in images, to recognition of audio fragments, through natural 
language recognition and sentiment analysis). This second study defines, based on the 
Fundamental Principles defined above, a series of Technical Design Characteristics 
that must be present in the architecture of the knowledge representation model based 
on perception. Both the Fundamental Principles and the Technical Characteristics are 
iteratively refined, and validated by experts in the corresponding areas. In addition, 
both are independent of the current technological state, in order to be able to apply 
new advances and future solutions to improve the knowledge representation model. It 
is then when a pattern of sensorial analysis is defined, as well as a logical architecture 
that extends this pattern, based on the bases of the Principles and Characteristics. 
Finally, to verify the validity of the proposed architecture, an incremental 
implementation in three phases is carried out, where feasibility, scalability and 
precision in the recognition are verified, applying a complex model based on the 
representation of multiple characteristics obtained through the perception. 
Comparing the proposed model with other existing ones, such as deep learning 
architectures, while in the case of the latter, knowledge is modeled in the hidden layers 
of the network, or by means of self-encoders, in an abstract way, and usually 
considering a limited input perceptual set whose change involves reconfiguring the 
architecture and re-training the network, the proposed model provides much more 
flexibility and scalability, being able to integrate new perceptual senses with minimal 
impact on the input interfaces and the treatment model of knowledge, since it is based 
on a combination of different models of representation, that act together, and are 
extensible (in the current physical implementation, based on a custom extension of 
JSON, and in MongoDB databases). In addition, due to the nature of information 
processing through a sensorial analysis pattern, adjusted to the sensory input to be 
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analyzed, it is possible to apply deep learning architectures within these patterns, 
reinforcing the power of the proposed model. 
6.2. Contributions to Science 
 
Briefly, the main contributions to Science reflected in the Thesis are as follows: 
 Definition and validation of Fundamental Principles based on the areas 
corresponding to psychology and cognitive neuroscience, pillars to develop a 
technological model that seeks to emulate the operation of knowledge 
modelling based on human cognition. 
 
 Definition and validation of Technical Design Characteristics, independent of 
the technological state, based on previous Fundamental Principles, on which to 
develop an architecture that supports the technological model that seeks to 
emulate the operation of knowledge modelling based on human cognition. 
 
 Definition of an abstract pattern for sensory analysis, applicable to the 
acquisition and refining of information through sensors or other type of 
perceptual input. 
 
 Definition of a logical architecture that extends the use of the abstract pattern of 
sensory analysis, in order to integrate the different characteristics of the 
knowledge representation model. 
 
 Definition, implementation and successful experimental validation of a physical 
architecture based on the logical architecture described in the previous point. 
 
 Definition of a knowledge representation model that allows the homogenization 
of knowledge, providing also greater semantic representation of the categories 
represented. Improvement of recognition against other current models, such as 
BPNN (backpropagation neural networks). 
 
Note that the definition of the fundamental bases (Fundamental Principles and 
Technical Design Characteristics) together with the pattern and architecture, define a 
framework that facilitates the expansion and future work on the present research. 
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6.3. Future research lines 
 
Although the preliminary results are very promising, as it is a very complex holistic 
approach, it is advisable to extend the study of the different parts that make up the 
model, as well as to perform more experimentation as more parts of the architecture 
are implemented. 
The amount of possibilities to consider as future work are enormous. Just to mention 
some of them: 
• Regarding the implementation of the architecture: 
• To implement modules and systems for representing the context. Its 
importance according to studies in cognition is very high, because it 
favors the speed of recognition. For this implementation, and 
considering the state of the technological framework, the usage of Redis 
cache is proposed, as it is distributed, concurrent and it presents a great 
performance in the information retrieval process (key-value behavior, 
such as hash tables and keys in biological memory). 
• To store training state of neural networks applied in the sensory analysis 
pattern. Recently Redis has incorporated an interface to that effect in its 
repository. State storage, in addition, allows the propagation of changes 
to all neural networks based on the same instance, and the parallel re-
training of the same, increasing the overall efficiency of the system. 
• To implement the reinforcement learning mechanism for the perceptual 
modules. 
• To automate the deployment of containers with specific modules on 
demand, and to implement a registry, in order to improve the capabilities 
inspired by micro-services, present in the defined architecture. 
• To design of a platform and interface to interact with human beings (e.g. 
experts), who can provide feedback in the learning process (similarly to 
the implementation of Microsoft in LUIS). 
• To integrate more types of sensors, and evaluation of relevant 
characteristics to be stored. 
• To consider sensor status information in order to apply corrections or to 
evaluate the quality of the information collected. 
• To define an accurate guide and set of best practices to adapt the architecture 
(independent of technology) to a technical solution, by applying existing 
technical solutions, or based on current technology. 
• To conduct specific applicability studies, for example in areas such as medicine 
(modeling, detection and treatment of pathologies), security (biometrics, 
identification and prevention of threats to public safety, etc.), home automation, 
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or any other area which requires interaction and knowledge at the human level 
or above. 
• To establish a proper governance plan prior to the implementation of the 
system. 
• To perform a study on the relationship between the cost of improving the quality 
of the information represented and the reliability of its processing, based on the 
models and technological solutions applied in the implementation of the 
proposed architecture. 
• To cover other aspects of cognition such as intelligence and reasoning, in order 
to generate advanced inference engines that take advantage of the framework 
presented in the thesis, completing the emulation of the cognitive process in the 
human being, but without the limitations derived from the biological component. 
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