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La investigación identifica y explica el origen de cargas hidrodinámicas transitorias que afectan a las 
estructuras offshore. Se aporta conocimiento en oceanografía para comprender los procesos físicos 
que generan las cargas del área estudio, y en dinámica estructural para analizar los efectos de las 
cargas transitorias. Mediante modelación física, numérica y mediciones en campo se estudió la 
hidromecánica de una turbina de viento fija y una flotante. Adicionalmente, se proponen métodos 
de modelamiento (numéricos, estadísticos y heurísticos) de parámetros océano atmosféricos, y 
recomendaciones de diseño de estructuras offshore. Por último, esta investigación incentiva el 




The research identifies and explains the origin of transient hydrodynamic loads that affect offshore 
structures. Knowledge is provided in oceanography to understand the physical processes that 
generate the loads of the study area, and in structural dynamics to analyze the effects of transient 
loads. Through physical, numerical modeling and field measurements the hydromechanics of a fixed 
wind turbine and a floating turbine were studied. Additionally, modeling methods (numerical, 
statistical and heuristic) of atmospheric ocean parameters, and design recommendations of 
offshore structures are proposed. Finally, this research encourages the development of offshore 
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1.1 Planteamiento del problema 
La demanda de servicios ecosistémicos marinos para abastecer las necesidades energéticas 
en el mundo crece a medida que los recursos continentales se agotan. La reducción de la 
disponibilidad de energía hidroeléctrica que generó el fenómeno del Niño en Colombia en 
el periodo 2015-2016, y los altos costos de los hidrocarburos del momento llevaron al país 
al borde de una crisis energética [1]. Lo anterior ha motivado la decisión de incrementar la 
oferta de energía interna. Las iniciativas para el aprovechamiento de energía renovable en 
Colombia se evidencian en las recientes decisiones tomadas por el sector público y privado, 
respaldadas por proyectos orientados a determinar el potencial energético de diversas 
fuentes renovables. La energía eólica offshore presenta una mayor disponibilidad y calidad 
con respecto a la energía eólica onshore, lo que ha motivado a diversos países de Europa a 
desarrollar proyectos de ingeniería desde hace una década [2]. 
 
Colombia consciente de esta problemática ha decidido reglamentar la integración de las 
energías renovables no convencionales al Sistema Energético Nacional mediante la ley 1715 
de 2014, donde pretende promover y desarrollar la utilización de las fuentes no 
convencionales de energía renovables en primera medida, y en el artículo 5 numeral nueve, 
define a la energía de los mareas como energía renovable proveniente de las mareas, el 
oleaje, las corrientes marinas, los gradientes térmicos y halinos del océano.  Con base en la 
anterior postura fijada por el Estado colombiano, se requiere la generación de conocimiento 
en ingeniería offshore para el soporte de las actividades de búsqueda, extracción y 
conducción de la energía marina.  
La exitosa ejecución de proyectos de ingeniería offshore en el sector de la energía eólica 
requiere de políticas públicas que motiven y respalden al sector privado para iniciar con 
proyectos piloto, que a futuro serán parques o granjas eólicas eficientes y rentables. 
Considerando lo anterior, se requiere de personal formado en diversos niveles y áreas del 
conocimiento para que estos proyectos puedan ser alcanzados con éxito. A la fecha, 
Colombia no posee profesionales formados específicamente en ingeniería offshore, por lo 
que es necesario que el Estado promueva y fortalezca programas académicos de 
investigación y desarrollo que conduzcan a la formación de personal especializado, y a 
través de ellos se puedan tomar decisiones que respalden la realización de proyectos de 
extracción de energía offshore. 
 
La ingeniería offshore requiere de la participación de las geociencias, las ciencias básicas y 
las ciencias aplicadas. Para el diseño de estructuras marinas se quiere conocimiento 
especializado en ingeniería civil, específicamente en dinámica estructural, hidromecánica, 




Adicionalmente, las restricciones en el acceso de información oceanográfica en Colombia, 
ha limitado la generación de conocimiento para definir una reglamentación para el diseño, 
instalación y mantenimiento de estructuras marinas offshore para las condiciones de los 
océanos del país.  Estas limitaciones han conducido a que proyectos de ingeniería offshore 
que recientemente han empezado en Colombia, hayan tomado como referencia 
conocimientos e indicaciones de ingeniería foránea la cual puede no resultar exitosa debido 




El diseño de estructuras oceánicas requiere de una rigurosa caracterización hidrodinámica 
que permita pre-dimensionar el tipo, tamaño y orientación de las estructuras ante las cargas 
de oleaje y corrientes. Las corrientes y el oleaje inciden sobre las estructuras afectando su 
estabilidad, por lo que es necesario caracterizar las fuerzas hidrodinámicas que inciden 
sobre la estructura. 
 
Las fuerzas hidrodinámicas que inciden sobre la estructura son las fuerzas de inercia y 
arrastre, las cuales, dependiendo de su magnitud y duración, afectan a las estructuras 
marinas en el corto y largo plazo. Las fuerzas de arrastre generan procesos de transporte 
de material no consolidado sostenido, afectando las cimentaciones de la estructura por la 
socavación en la producida en la base. Otro problema que se presenta es la generación de 
vórtices turbulentos producidos por la interacción del flujo continuo sobre los elementos 
de la estructura (pilotes, tubos o cables), en donde la frecuencia de oscilación de emisión 
de remolinos puede coincidir con frecuencia natural de oscilación de los elementos 
conllevando esto a una amplificación de las vibraciones de los elementos de la estructura 
hasta conllevar fallas estructurales. Para caracterizar estas fuerzas se requiere de una 
hidrodinámica a pequeña escala, en el orden de centímetros, la cual permita cuantificar las 




El reporte realizado en 2010 por el Banco Mundial, anota que la dinámica de la 
disponibilidad de energía eólica en Colombia es complementaria con el régimen de energía 
hídrica, lo que indica que en períodos de sequía estacional se presentan los máximos de 
intensidad de viento. Según el reporte, Colombia registra vientos superiores a 9 m/s [32 
km/h] a una altura no mayor a 50 m, generando posibilidades de extracción de energía 
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renovable [3]. Colombia tiene un potencial eólico de 18 GW solamente en La Guajira, lo que 
permitiría atender dos veces la demanda energética nacional [4] .  
 
El fenómeno de El Niño ha generado sequías en los períodos 1991-1992, 2002-2003 y 
recientemente durante el 2015-2016. Según los reportes, el último periodo fue el fenómeno 
más intenso registrado obligando a efectuar ahorro en el consumo energético a riesgo de 
un inminente racionamiento eléctrico. La dependencia de hidroeléctricas con niveles 
críticos en sus embalses durante el fenómeno de El Niño, sumado a la limitada oferta de gas 
y los elevados precios de los combustibles líquidos, llevaron a que el sistema eléctrico 
colombiano estuviese al borde de un racionamiento en 2016 [1]. 
 
Colombia estableció el plan de acción 2010-2015 del Programa de Uso Racional y Eficiente 
de Energía y Fuentes no Convencionales – PROURE, con el objeto de consolidar una cultura 
para el manejo sostenible y eficiente de los recursos naturales a lo largo de la cadena 
energética [5]. La Unidad de Planeación Minero Energética (UPME), con la intención de 
garantizar la confiabilidad energética, presentó en el 2016 el “Plan de expansión de 
generación 2015-2029”, el cual pretende instalar nueva capacidad hidroeléctrica y una 
proyección de crecimiento de plantas menores, integrando tecnologías tradicionales como 
las plantas térmicas e hidroeléctricas, así como la integración de fuentes renovables no 
convencionales: eólica, geotérmica, biomásica y solar. El plan pretende impulsar la 
generación de 1.2 GW a partir de energía eólica en el norte de La Guajira. Adicionalmente, 
el plan efectuó un análisis para la conexión de 3.13 GW de capacidad eólica en el 
departamento de La Guajira mediante la implementación de nuevas tecnologías [6]. 
 
Para aprovechar el potencial eólico offshore en Colombia, se requieren de estructuras 
cimentadas o flotantes en el océano. Para el diseño de estas obras, es importante analizar 
la oceanografía de la zona de estudio, la interacción flujo-estructura y la respuesta 
estructural ante el efecto del oleaje, el viento, las corrientes y las mareas. Con base en las 
consideraciones anteriores, se requiere ampliar el conocimiento de la hidrodinámica a 
escala local y su efecto hidromecánico sobre las turbinas de viento offshore.  
 
Actualmente la normativa de diseño de turbinas offshore es limitada y por ello se encuentra 
en desarrollo. A la fecha, se han seguido normativas y procedimientos aplicados a turbinas 
de viento continentales, y a plataformas de petróleo y gas, lo que evidencia la necesidad de 
profundizar en el diseño de las turbinas de viento offshore. La ampliación del conocimiento 
en la hidromecánica de las turbinas de viento offshore para la extracción de energía eólica, 
permitirá reducir los costos de construcción, operación y mantenimiento, e incrementará 
la factibilidad de la implementación de la tecnología en beneficio de la sociedad y el medio 




1.4 Estado del arte 
 
1.4.1 Modelación hidrodinámica en aguas intermedias 
En los últimos 10 años, el desarrollo computacional ha permitido a la ingeniería offshore 
poder diseñar estructuras mediante modelación numérica. Dentro de los temas de 
investigación para el prediseño de estructuras fijas es posible mencionar estudios sobre 
consideraciones de prediseño debido al efecto local de las fuerzas hidrodinámicas o la 
modelación a diferentes escalas de las corrientes en un área de estudio. A continuación se 
mencionarán algunos de los estudios más recientes relacionados a la determinación de 
fuerzas hidrodinámicas a diferentes escalas. 
 
Respecto a estudios recientes que integren forzantes oceano-atmosféricos, y consideren la 
distribución termohalina a escala mayor a la local, es posible referenciar el trabajo de 
Bolaños, et al [7]  quienes utilizaron el modelo POLCOMS (Proudman Oceanographic 
Laboratory Coastal Ocean Modelling System) acoplado con el modelo WAM (WAve 
Modelling) para caracterizar la circulación en el Mediterráneo. El modelo POLCOMS 
resuelve las ecuaciones tridimensionales primitivas en coordenadas polares y soluciona la 
ecuación de Boussinesq para fluidos hidrostáticos e incompresibles mediante componentes 
barotrópicos o baroclínicos. El modelo emplea la aproximación de turbulencia de Mellor G 
y Yamada [8] [9], con una modificación propuesta por Craig y  Banner [10] para considerar 
el efecto de la rotura del oleaje en superficie.  
 
El modelo WAM empleado por Bolaños et al. [7] es un modelo de oleaje de tercera 
generación el cual resuelve las ecuaciones de acción de balance y de balance de energía. 
Los investigadores utilizaron la teoría  de Stokes (Stokes drift) para cuantificar las 
velocidades de un espectro bidireccional y así mediante este aplicar un esfuerzo cortante 
sobre la superficie debido al efecto del oleaje.  
 
Los investigadores Brown et al. [11] emplearon el modelo acoplado POLCOMS-WAM 
validado con información in situ, y aplicaron sus resultados de modelación para considerar 
el impacto del tensor de radiación. El método 2D validado permitió hacer una modelación 
retrospectiva (hindcast) de eventos de tormenta sobre la zona de estudio. Los autores 
indicaron que el método 2D entregó buenos resultados con bajo consumo computacional, 
y que si se desea aplicarse de manera 3D es posible obtener algunas variaciones en el perfil 
de corrientes inducido por los tensores de radiación. 
 
Los investigadores Fossati y Piedra-Cueva [12] emplearon el modelo Delft3D (Water 
Modelling System) para caracterizar la hidrodinámica de una zona costera mediante el 
escalamiento espacial. El modelo Delft3D es considerado uno de los modelos más 
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elaborados y robustos el cual resuelve las ecuaciones de Navier-Stokes aplicadas al oceáno, 
mediante la combinaciion de coordenas Sigma o Cartesiana y un equema numérico semi –
implícito  de Diferencias Finitas para la difusión –advección. Los autores efectuaron una 
calibración exitosa del modelo a partir de informacion de temperatura, salinidad y 
corrientes in situ  en diferentes puntos, al igual que consideraron los efectos de marea 
astronómica y meteorológica. 
 
Benetazzo et al  [13], analizaron el efecto del oleaje sobre las corrientes en el Golfo de 
Venecia. Utilizaron el sistema acoplado Ocean–Atmosphere–Wave–Sediment Transport 
(COAWST), el cual integra el modelo ROMS (Regional Modelling System), el modelo SWAN 
(Simulating WAves Nearshore) y el modelo CSTMS (Community Sediment Transport 
Modeling System). Los investigadores acoplaron los modelos ROMS y SWAN en doble via 
(two-way data), donde el modelo ROMS suministra al modelo SWAN información de 
corrientes para que simule la hidrodinámica local considerando el efecto de las corrientes. 
Los autores calcularon el perfil de corrientes neto afectado por el periodo aparente de ola 
mediante la formulación Airy (lineal) de velocidad de oleaje horizontal integrada en la 
vertical. 
 
Por último K. Ewans y P. Jonathan [14] efectuaron una evaluación de las consideraciones 
para el cálculo de fuerzas hidrodinámicas durante eventos extremos y la aplicación de los 
modelos probabilísticos en la industria offshore. Los autores argumentan que la 
determinación de cargas máximas se ha realizado fundamentalmente ad hoc, mediante la 
aplicación de aproximaciones numéricas las cuales consideran los parámetros océano 
atmosféricos de manera independiente conllevando a esto a cuantificaciones no objetivas. 
Los investigadores discuten sobre el efecto de eventos extremos sobre los perfiles de 
corrientes en el sector noroeste de la costa de Autralia. Por lo anterior es necesario disponer 
de una metodología que permita cuantificar las fuerzas hidrodinámicas mediante la 
integración e interacción de términos no lineales asociados a la variabilidad temporal y 
espacial de los vientos, el oleaje, las corrientes, las mareas y la distribución de la 
temperatura y la salinidad a diferentes escalas.  
 
1.4.2 Interacción ola corriente 
En las investigaciones sobre interacción ola corriente se han empleado aproximaciones 
numéricas y analíticas, modelos numéricos hidrodinámicos y de oleaje, y modelos físicos 
instalados en laboratorio o campo. 
 
A través de aproximaciones numéricas el efecto del viento sobre la generación de las 




Empleando modelamiento hidrodinámico 1D y 2D integrado en la vertical se ha intentado 
profundizar sobre la interrelación entre las corrientes y el oleaje [19] [20] [21]. Mediante 
modelos bidimensionales que resuelven la fase se han realizado aportes en escalas 
temporales de corta duración y escalas espaciales locales [22] [23]. 
 
Avances hacia el modelamiento 3D a meso escala se han presentado a través del desarrollo 
de diversos modelos [24] [25] [26] [27] [28] [29] [30]. 
 
Xiao et al. [31] mediante la aplicación de un modelo Reynolds-Average Navier-Stokes 
(RANS), y un modelo de cierre de turbulencia k-epsilon, resueltos mediante la técnica 
Volumen de Fluido (VOF), estudiaron las fuerzas generadas a partir de la interacción ola-
corriente.  Propagaron una ola solitaria a 10 m de profundidad hasta impactar un cilindro 
horizontal, en una malla computacional de 2000 m x 12 m. Los resultados de modelación 
indicaron que la interacción ola corriente generó fuerzas hidrodinámicas mayores que la 
suma de fuerzas generadas de manera independiente por la ola y la corriente. Los autores 
encontraron que las fuerzas eran 2.18 veces mayor a las calculadas con las modelaciones 
generadas por los forzantes de manera independiente.  
 
Kemp y Simons [32] [33] realizaron experimentos en un canal de oleaje sobre la interacción 
del oleaje con corrientes. Los investigadores analizaron direcciones de corriente o ola con 
sentidos iguales y opuestos, encontrando que las olas cuando se propagan en la misma 
dirección de la corriente, la velocidad media de la corriente es mayor en el fondo y en el 
valle de la ola. Cuando la ola se propaga en dirección opuesta a la corriente, apuntan los 
autores, la velocidad de máxima de corriente es mayor en la capa próxima a la superficie 
libre comparada con la aproximación del perfil logarítmico de corrientes. Las conclusiones 
de Kemp P.H y Simons R R fueron validadas posteriormente por Klopman [34].  
 
Posteriormente Umeyama [35] realizó diversos ensayos de interacción ola corriente en una 
canal de olas, midiendo y analizando la turbulencia durante la propagación de olas con 
corriente en la misma dirección y en dirección opuesta, variando valores de altura y periodo 
de ola. Umeyama tuvo resultados similares a Klopman [34] agregando la importancia del 
período de la ola el cual modifica de manera directa y positiva la magnitud de la corriente. 
 
Los investigadores Junwoo Choi et al. [36] emplearon el modelo tipo Boussinesq 
(FUNWAVE) para estudiar la hidrodinámica en la zona de rotura bajo el efecto de un 
ambiente de oleaje multidireccional. En la investigación analizaron el efecto que genera la 
dispersión direccional y de la frecuencia del espectro del oleaje incidente sobre la 
hidrodinámica de la zona de rotura (surf zone). Los resultados de modelacíon confirmaron 
que una débil corriente longitudinal (longshore current) induce a la generación de un 
espectro direccional de ola más ancho o disperso [19]. Los autores indican que la dispersión 
de la frecuencia del espectro de ola incidente cambió la disipación de energía en el campo 
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de oleaje, y por lo tanto afectó la velocidad media de la corriente longitudinal. Además la 
corriente longitudinal forzada por el oleaje monocromático fue mucho más fuerte y su perfil 
fue muy diferente de aquellos que se generaron por oleaje aleatorio. Expresado en otros 
términos, el ensanchamiento del espectro de ola está acompañado de la adición de 
componentes espectrales los cuales inducen a la generación de fuerzas hidrodinámicas 
contrarias, perturbando así la velocidad media de la corriente longitudinal.  
 
Experimentos realizados en canales de olas numéricos han permitido mejorar las 
aproximaciones y formulaciones a través de ensayos en modelos físicos. Teles et al. [37] 
emplearon un modelo numérico CFD conocido como Code_Saturne desarrollado por 
Archambeau et al. [38] el cual resuelve las ecuaciones de Navier-Stokes para flujo laminar 
y turbulento en 2 y 3 dimensiones. Los investigadores indicaron que cuando el oleaje se 
propaga en la misma dirección a la corriente, se genera una reducción significativa de la 
velocidad horizontal en la profundidad media. 
 
Shu-xue et al. [39] analizaron la respuesta de la cimentación por pilotes de dos estructuras 
del puente East Sea Bridge, donde las fuerzas hidrodinámicas generadas por corriente y 
oleaje afectan cuatro tipos de pilotes oblicuos. Los autores emplearon la ecuación de 
Morison, y determinaron los coeficientes de inercia y arrastre mediante los parámetros de 
KC (keulegan Carpenter). Para los ensayos los investigadores emplearon un canal de olas de 
69 m de largo, 2 m de ancho y 1.8 m de profundidad. En las conclusiones los autores 
mencionan que las fuerzas hidrodinámicas generadas por ola y corriente se incrementan a 
medida que se incrementa la altura de ola. 
 
Las investigaciones de Markus et al. [40] se enfocaron en el estudio de la interacción  ola 
corriente en aguas intermedias con una profundidad de 35 m.  En la investigación 
emplearon las ecuaciones Unsteady Reynolds-average Navier-Stokes equations (URANS, 
por sus siglas en inglés), aplicándo la técnica de Volúmen de Fluido (VOF, por sus siglas en 
inglés) y la teoría de Fenton para ondas progresivas [41]. Los casos de modelación se 
enfocaron en investigar el cambio de la fuerza hidrodinámica global sobre una estructura 
expuesta a cargas de ola y corriente, y compararon los resultados con la superposición lineal 
de cargas de ola y corriente calculadas teóricamente.  
 
Los autores emplearon en el estudio el pograma OpenFOAM [42] para implementar un 
canal de olas numérico de 650 m de longitud y una profundidad de 55 m. Debido a que la 
longitud de onda de la ola es mucho mayor que las dimensiones de la estructura, los 
investigadores emplearon la ecuación de Morison para estimar las fueras de inercia y 
arrastre. Las velocidades y aceleraciones las obtuvieron de las modelaciones numéricas en 
función del tiempo. En los resultados de la investigación, los autores encontraron que las 
condiciones ambientales del área de estudio son factibles para la generación de energía 
mediante el empleo de turbinas mareomotrices. En los resultados de modelación los 
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autores evidenciaron incrementos significativos en las aceleraciones locales de partícula en 
la zona profunda de la columna de agua, con incrementos  del 30%.   
 
Con base en los resultados de aceleración, los investigadores efectuaron análisis 
estructurales bajo el efecto de las cargas hidrodinámicas para comprender cómo estas 
fuerzas afectarían la estructura [40]. Para las modelaciones y los cálculos de las fuerzas 
hidrodinámicas sobre una profundidad de 35 m., tomaron una altura de ola de 4 m, periodo 
de 7 s, y definieron velocidades en superficie de 2 m/s.  Después de realizar los cálculos y 
las modelaciones, los autores obtuvieron fuerzas máximas modeladas hasta de 250 KN y 
125 KN con un angulo de incidencia de 0° entre los forzantes, identificando que las fuerzas 
estimadas con el modelo numérico cuyo forzamiento fue el campo de velocidades del flujo 
se encuentra en un rango de 25% a 28% mayores que las calculadas mediante las 
aproximaciones téoricas. 
 
Teniendo en cuenta las investigaciones citadas, estas han empleado diversas técnicas y 
métodos para la determinación de las fuerzas generadas por las condiciones hidrodinámicas 
principalmente durante eventos de oleaje extremal, sin embargo, condiciones de oleaje no 
extremal no han sido tenidas en cuenta para la identificación de sucesos de máxima fuerza, 
principalmente cuando el análisis se efectúa en aguas profundas o intermedias. Durante los  
eventos de oleaje de régimen medio, forzantes como el viento o las mareas pueden generar 
a nivel subsuperficial  velocidades y aceleraciones mayores que en superficie. 
 
Adicionalmente no se ha evidenciado en las investigaciones la importancia del efecto del 
viento superficial sobre la hidrodinámica a meso escala, y la interacción de este con el 
oleaje, las mareas y las isóbatas. 
 
Adicional a lo anterior, Tempel et al. [43] en su libro indican que debido a la falta de 
información sobre las condiciones océano atmosféricas locales, los modelos numéricos 
actuales de prediseño estructural offshore, calculan el perfil de corrientes mediante 
ecuaciones lineales,  tomando como valor inicial información de la corriente superficial. En 
la mayorías de modelos estructurales, las aplicaciones de cargas sobre la estructura 
mediante modelos estructurales no siempre permiten al usuario utilizar información de 
parámetros de entrada variantes en el espacio y en el tiempo, conllevando a esto a 
subestimaciones o sobrestimaciones de esfuerzos de deformación estructural [44] [45] [46]. 
 
Con base en las consideraciones anteriores se requiere implementar una metodología de 
prediseñode estructuras offshore la cual oriente al usuario en la identificación y manejo de 
la información océano atmosférica disponible, y de esta manera pueda definir casos de 
análisis para estados de oleaje extremal y no extremal que faciliten la identificación de 
perfiles de fuerzas máximas. Los casos a analizar deberán tener el soporte computacional 
de modelos numéricos hidrodinámicos y de olaje que consideren la interacción ola-
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corriente forzados por el viento, las mareas y el oleaje, y modelos numéricos estructurales 
que puedan evaluar las cargas sobre la estructura offshore sin restricción por el tipo o perfil 
de carga hidrodinámica. 
 
1.4.3 Interacción flujo estructura 
Las investigaciones en el pre-diseño de estructuras monolíticas offshore (offshore 
monopile), principalmente en molinos de viento, se han intensificado debido a la búsqueda 
de fuentes de energías limpias o alternas [47] [48] [49]. El comportamiento de estructuras 
offshore monopile ante el efecto del oleaje ha sido estudiado mediante ecuaciones en el 
dominio del tiempo, a través de ecuaciones paramétricas o lineales mencionadas, en el 
dominio de la frecuencia a través de espectros teóricos de oleaje [50], o recientemente 
mediante la combinación de ecuaciones en dominio del tiempo y la frecuencia [51].  
 
Los investigadores [52], emplearon la teoría lineal con el ajuste de Wheeler stretching [53], 
para estudiar el comportamiento estructural de una estructura offshore monopile, sin 
considerar el efecto de las corrientes en la vertical. Punnet y Lance emplearon teoría lineal 
y de Stokes de segundo orden para estimar las cargas hidrodinámicas sobre una estructura 
offshore monopile y analizar la respuesta estructural mediante el programa informático 
“FAST” [54].  
 
Los investigadores Shirzadeh  et al. [55] estimaron el amortiguamiento estructural de una 
turbina de viento offshore monopile, mediante modelación numérica hidrodinámica y 
estructural. En la investigación los autores contaron con información de instrumental al 
obtener las aceleraciones que actuaban en la estructura. Para analizar el amortiguamiento 
aplicaron aproximaciones para la determinación de las cargas de viento mediante la teoría 
Element Momentum  (BEM), y para la estimación de cargas por oleaje y corriente aplicaron 
la ecuación de Morison. Los autores también emplearon los espectros teóricos de oleaje 
Pierson-Moskovitz y JONSWAP [56] para determinar la distribución de energía de la zona 
de estudio. Los espectros fueron calculados tomando como referencia información de 
altura significante  y periodo del oleaje medidos in situ . 
 
Natarajan [57] estudió el efecto de la hidrodinámica de oleaje irregular sobre la dinámica 
estructural de una turbina de viento offshore ubicada en un punto con 35 m de profundidad. 
Para el cálculo de las fuerzas hidrodinámicas empleó la ecuación de Morison, donde la 
velocidad fue calculada mediante Stokes de segundo orden, la ecuación Wheeler stretching, 
y aplicando un ajuste mediante la suma de un valor de velocidad de corriente constante. 
 
Kai et al [58] estudiaron la capacidad estructural de una turbina de viento ante cargas 
hidrodinámicas extremas. Los autores analizaron a una estructura offshore monopile y una 
articulada o tipo jacket a instalarse en una profundidad de 30 m, con un diámetro de 7 m, 
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y con un grosor de pared de 0.03 m. Las estructuras se consideraron como perfectamente 
empotradas en el fondo. Emplearon información de 27 años de oleaje y viento de una boya 
de la US National Oceanic and Atmospheric Administration (NOAA). Para el cálculo de las 
fuerzas hidrodinámicas utilizaron la ecuación de Morison, donde la velocidad de flujo fue 
calculada mediante la teoría de Función de Corriente [59], tomando solamente la 
información de oleaje para el cálculo, sin tener en cuenta el perfil de corrientes marinas. 
 
Los investigadores Mayilvahanan et al. [60] realizaron una revisión bibliográfica sobre 
trabajos previos relacionados a las fuerzas hidrodinámicas al definirlas como fuerzas de 
impacto de ola rompiente sobre estructuras offshore. Los autores efectúan el cálculo de las 
fuerzas mediante la ecuación de Morison considerando la aproximación de la teoría de 
oleaje no lineal [61], así como la determinación de las fuerzas mediante el término de fuerza 
de arrastre de la ecuación de Morison, aplicando un coeficiente de arrastre debido a que la 
predicción de las aceleraciones del flujo son inciertas [62] [63] [64]. La fuerza de impacto 
generada por la ola (fuerza hidrodinámica) sobre un cilindro es planteada por Faltinsen [65]. 
Posteriormente Goda et al. [66] y Tanimoto et al. [67] implementaron el modelo von 
Karman para calcular las fuerzas hidrodinámicas en cilindros verticales.  
 
Mayilvahanan et al. [60] efectuó una revisión de los estudios relacionados con la ingeniería 
oceánica y offshore, con  trabajos representativos tal como: Mokrani et al. [68] aplicaron  
las ecuaciones de Navier-Stokes para la determinación de  las fuerzas hidrodinámcas debido 
al impacto del oleaje. Christensen et al. [69] emplearon las ecuaciones de Boussinesq 
mediante Dinámica de Fluidos Computacional (del inglés, CFD) para el análisis de la 
interacción flujo-estructura. Mokrani C et al. [68] investigó la fuerza de impacto y el flujo 
por overtopping generado por la sobrelevación del oleaje en rompiente sobre una muro 
vertical mediante la combinación de las ecuaciones de Navier-Stokes y la técnica de 
Volúmen de Fluido (NS-VOF). Bredmose y Jacobsen [70], estudiaron el efecto de cargas 
hidrodinámicas por oleaje extremo sobre una estructura monolítica mediante la aplicación 
del aplicativo Open Field Operation and Manipulation [42]. 
 
Por último Mayilvahanan et al. [60] mencionan en sus conclusiones que aún existen 
incertidumbres en la estimación de las fuerzas hidrodinámicas, tiempos de fatiga y cargas 
extremas debido al efecto del oleaje sobre las estructuras. Argumentan que para el 
prediseño de cargas sobre estructuras monolíticas como las turbinas de viento, las 
características hidrodinámicas requieren el máximo grado de aproximación para el 
prediseño de estructuras destinadas a la industria del gas y el petróleo, por lo que es 
necesario y pertinente efectuar investigación para la definicíon de métodos y directrices en 




1.4.4 Estructuras offshore: turbinas de viento  
La industria del petróleo incentivó la creación de la ingeniería offshore, y se tiene evidencia 
en registros de prototipos y proyectos exitosos en dicha zona marina desde antes del siglo 
XIX [71]. El apoyo del sector de hidrocarburos se materializó en la primera plataforma 
marina de extracción de petróleo, la cual fue instalada en el Océano Pacífico en el año de 
1890. Sin embargo, el año de 1947 es considerado el nacimiento de la industria offshore 
cuando Kerr-McGee instaló exitosamente la primera plataforma en el Golfo de México  [72]. 
Desde 1947 se han instalado más de 10,000 plataformas petroleras offshore [73] cada vez 
con mayor profundidad de instalación hasta llegar a profundidades cercanas a los 2500 m 
[74].  
 
La aplicación de la ingeniería offshore para fines de extracción de energía renovable eólica 
se remonta a 1991, cuando se hizo realidad la primera granja de turbinas de viento offshore 
(offshore wind farm) instalada en Dinamarca.  Al año 2017 el parque eólico offshore más 
grande del mundo fue el London Array 1; este parque se encuentra en el Reino Unido y en 
2012 reportó una producción anual de 11.227 GW.h [75]. Para el año 2017 el parque eólico 
offshore Gemini, ubicado en Países Bajos, producirá 600 MW [76]. La compañía DONG 
Energy anunció que pondrá en funcionamiento en el año 2020 el parque eólico más grande 
del mundo, el cual se conocerá como Hornsea Project One, y generará 1.2 GW para 
aproximadamente 1 millón de hogares en el Reino Unido [77].  
 
Generalmente, el diseño de la subestructura en turbinas flotantes, conformada por la 
plataforma y los anclajes se basa en las especificaciones de las normas DNV-OS-J103 [78] y 
IEC 61400-3 [79]. La Unión Europea ha establecido una estandarización para sus países 
miembros a través de los Eurocódigos diseñados por European Committee for 
Standardization (ECS). Cada país posee consideraciones locales de seguridad por lo que cada 
miembro de la Unión posee apéndices nacionales de la norma. 
 
Las turbinas de viento requieren un continuo desarrollo tecnológico en aspectos 
relacionados con la corrosión, dinámica de cada turbina, control y materiales. El diseño de 
este tipo de estructuras es de alta complejidad, sin embargo, con apoyo a la investigación 
las posibilidades de extracción de energía renovable potencialmente pueden ser 
incrementadas [80].  
 
Musial et al. [81] realizaron una descripción detallada de los tipos más usados de plataforma 
flotante en turbinas de viento offshore. Los autores presentan detalles de la topología, 
sistemas de anclaje, y realizan una comparación económica entre los tipos de estructuras 
flotantes y las consideraciones a tener en cuenta en la minimización de costos asociados a 




Haritos [82] subdividió la teoría para el análisis hidromecánico en 4 áreas (hidrodinámica, 
dinámica estructural, técnicas avanzadas de análisis estructural y estadística de valores 
extremos), indicando detalles de las ecuaciones y de las recomendaciones de ingeniería 
para la correcta aplicación de las mismas.  
 
Duncan [83] presenta detalles de los criterios de selección del tipo de cimentación de 
estructuras offshore, presentando 6 tipos de cimentación: cimentación de gravedad, 
pilotes, pórticos arriostrados, cajones (caissons), anclaje y lastre. Las estructuras de 
gravedad se recomiendan hasta profundidades menores a 23 m, para suelos homogéneos, 
con alta capacidad portante y de asentamiento; las fuerzas hidrodinámicas y de viento 
deben ser bajas y se tiene que adecuar la base para proteger la cimentación de la 
socavación. 
 
La metodología tradicional para el prediseño de estructuras offshore ampliamente usada 
en Estados Unidos y otras regiones del mundo se enmarca en la norma Recommended 
Practice for Planning, Designing and Constructing Fixed Offshore Platforms Working Stress 
Design [84]. También es posible encontrar la norma DNV-OS-J101 [85] la cual es utilizada en 
diversos proyectos de Europa. El sector de energía eólica presenta dos tipos de metodología 
de diseño, una con aplicación onshore o continental, y la segunda con aplicación offshore. 
En la aplicación onshore los códigos más usados  para cálculos de diseño en turbinas de 
viento son: IEC-TC88 [86],  Germanische Lloyd [87], y DNV-Riso [88].  
 
La experiencia en el diseño de turbinas de viento offshore, y de estructuras de cimentación 
y soporte no es amplia, por lo que los lineamientos para las cargas de diseño aún se 
encuentran en desarrollo. El único código que menciona lineamientos específicos es el de 
Germanische Lloyd (GL). En el GL se han encontrado diversos problemas para la 
determinación de respuestas estructurales extremas como también limitaciones en los 















Identificar la influencia de las variaciones convectivas en la generación de cargas transitorias 
y su efecto hidromecánico en las estructuras offshore. 
 
1.5.1 Objetivos específicos 
• Definir la teoría de oleaje y adaptar o diseñar los modelos paramétricos espectrales 
de oleaje para el Caribe y el Pacífico colombiano. 
• Identificar y explicar los gradientes máximos de aceleración hidrodinámica que 
generen cargas transitorias en las áreas de estudio seleccionadas. 
• Analizar la dinámica estructural no estacionaria de una estructura flotante y una 





























2. MARCO TEÓRICO 
En este capítulo se presentan definiciones generales, y conceptos de la física y matemática 
empleada para los análisis hidrodinámicos e hidromecánicos. La sección 2.1 presenta una 
revisión documental del diseño en la ingeniería offshore, principalmente en estructuras fijas 
y flotantes para extracción de energía eólica (turbinas de viento). 
2.1 Estructuras offshore 
Las estructuras offshore son obras de ingeniería instaladas en el océano sin conexión permanente 
hacia la playa o tierra firme. Las estructuras offshore son instaladas con diversas funciones y 
características según la industria o el sector al que pertenecen. Si la estructura pertenece a la 
industria del gas o petróleo, ésta tendrá equipamientos específicos que garantizarán la exploración 
o extracción del recurso no renovable. Otros tipos de estructuras offshore son empleadas como 
puntos o nodos de medición de variables océano – atmosféricas, control de tráfico o seguridad 
marítima.  Se debe diferenciar entre estructura offshore y estructura costera, toda vez que las 
últimas son ampliamente usadas con la finalidad de proteger el litoral mediante estructuras de 
protección como rompeolas o diques. 
   
La industria eólica es el sector energético renovable que más ha hecho uso de las estructuras 
offshore a través de turbinas o molinos de viento. En los proyectos de extracción de energía eólica 
offshore, se instalan varias turbinas interconectadas formando una red que conduce energía hacia 
una subestación offshore, y desde ésta hacia un transformador ubicado en el continente (Figura 
2-1). 
 
Figura 2-1. Parque eólico offshore y distribución a tierra. Modificado de: www.industrytap.com.  
El éxito de las etapas de diseño, instalación, producción, mantenimiento y desinstalación de un 
proyecto de ingeniería offshore dependerá de la planeación, logística y cadena de suministros. 
Shafiee [90] realizó una revisión del estado del arte de la logística de mantenimiento de la industria 
eólica offshore, y dentro de sus conclusiones anota la importancia de que las decisiones tácticas y 
operacionales en los proyectos eólicos offshore son dinámicas y continuamente deben ser 
actualizadas. Gimenez et al. [91] indicó que el costo de generación de energía eólica puede ser 
reducido si se consideran 5 aspectos: 1) incrementar el tamaño  de las turbinas para mayor 
capacidad de generación, 2) optimizar los materiales de construcción, 3) crear nuevas empresas 
para aumentar la oferta y reducir el costo de implementación de la tecnología, 4) mejorar los 
sistemas eléctricos y electrónicos de control y 5) evolucionar el diseño de las aspas para mayor 
captura de energía. En el trabajo de Gimenez-Alvarez y Gómez-Targarona [92], se presentan detalles 
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sobre configuración electromecánica de turbinas, niveles de potencia de energía eólica, fenómenos 
de régimen permanente y transitorio, rendimiento y aprovechamiento energético.  
 
Las turbinas de viento requieren un continuo desarrollo tecnológico en aspectos relacionados con 
la corrosión, dinámica de cada turbina, control electromecánico y materiales. La producción de 
energía eólica offshore a escala de Gigavatio [GW], requiere del desarrollo de plataformas flotantes, 
conocidas como farshore cuando se instalan lejos de la costa a profundidades mayores a 50 m. El 
diseño de este tipo de estructuras es de alta complejidad, sin embargo, con los avances en materia 
de investigación las posibilidades de extracción de energía renovable potencialmente pueden ser 
incrementadas [80].  
 
2.1.1 Tipo de cimentación 
Las turbinas de viento offshore pueden ser fijas (Figura 2-2), o flotantes (Figura 2-3). Las turbinas de 
viento pueden tener diversos tipos de cimentación dependiendo de las características del área de 
estudio, principalmente del suelo, las mareas, el oleaje, el viento y las corrientes. Las estructuras 
fijas pueden subdividirse en estructuras de gravedad o de pilotes. Las de gravedad presentan una 
torre monolítica construida en concreto, o tipo cascarón (shell) con relleno, que por su propio peso 
resisten los efectos de volcamiento (Figura 2-2b). Estas estructuras descansan sobre el lecho marino, 
por lo que no ejercen esfuerzos internos sobre él.  
 
 
Figura 2-2.  Turbinas de viento offshore monolíticas: a) identificación de elementos y secciones. 
Tipos de cimentación: b) Gravedad (gravity based); c- d) Articulado (Jacket); e) Monopilote o 
monopolo (Monopile).  Fuente: elaboración propia. 
Las estructuras de pilotes presentan una cimentación compuesta por pilotes verticales y 
horizontales, las cuales garantizan la estabilidad de estructuras articuladas (Figura 2-2c-d), o pueden 
estar conformadas por un solo pilote o monopolo (Figura 2-2e). Las estructuras fijas generalmente 
se localizan en aguas con profundidades entre 10 m a 50 m, y el tipo de cimentación dependerá de 
las características mecánicas del suelo. Las estructuras flotantes son instaladas en profundidades 
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mayores a 50 m mediante cables o anclajes (Figura 2-3), y su estabilidad dependerá de la 
configuración geométrica y del tipo de flotabilidad. La configuración y extensión de los cables está 
sujeta a las condiciones hidrodinámicas (oleaje, corrientes, mareas), viento local, y de la altura 
metacéntrica que define la estabilidad [71].  
 
Musial et al. [81] realizaron una descripción detallada de los tipos más usados de plataforma flotante 
en turbinas de viento offshore. Los autores presentan detalles de la topología, sistemas de anclaje, 
y realizan una comparación económica entre los tipos de estructuras flotantes y las consideraciones 
a tener en cuenta en la minimización de costos asociados a la construcción de cada turbina y al 
funcionamiento de la misma. 
 
Las estructuras flotantes se clasifican según el tipo de estabilización que tendrá, la cual puede ser 
por flotabilidad, anclajes o lastre (Figura 2-3). La selección del tipo de estabilización dependerá de 
las características de la estructura, el tipo de material disponible (concreto y acero principalmente) 
y de las fuerzas hidrodinámicas y de viento al cual estará sometida. Diversos proyectos presentan 
información detallada del proceso de diseño de estructuras estabilizadas por flotabilidad, anclajes 




Figura 2-3.  Turbinas de viento  offhore flotantes: a) Estabilizada por flotabilidad (Buoyancy stabilized 
o TLP); b) Estabilizada por anclajes (Mooring line stabilized o semi-submersible); c) Estabilizada por 
lastre (Ballast stabilized o spar).  Fuente: elaboración propia. 
 
2.1.2 Proceso de diseño de turbinas fijas y flotantes 
 
El sector de energía eólica presenta dos tipos de metodología de diseño, una con aplicación onshore 
o continental, y la segunda con aplicación offshore. En la aplicación onshore los códigos más usados  
para cálculos de diseño en turbinas de viento son: IEC-TC88 [86],  Guideline for the Certification of 
Wind Turbines - Germanische Lloyd [87], y Guidelines for Design of Wind Turbines DNV-Riso [88]. La 
experiencia en el diseño de turbinas de viento offshore, y de estructuras de cimentación y soporte 
no es amplia, por lo que los lineamientos para las cargas de diseño aún se encuentran en desarrollo. 
El único código que menciona lineamientos específicos es el de Germanische Lloyd (GL). En el GL se 
han encontrado diversos problemas para la determinación de respuestas estructurales extremas 
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como también limitaciones en los modelos determinísticos de ráfagas de viento u oleaje extremo  
[89]. Generalmente, el diseño de la subestructura en turbinas flotantes, conformada por la 
plataforma y los anclajes, sigue las especificaciones de los estándares DNV-OS-J103 [78] y IEC 61400-
3 [79]. La Unión Europea ha establecido una estandarización para sus países miembros a través de 
los Eurocódigos diseñados por European Committee for Standardization (ECS). Cada país posee 
consideraciones locales de seguridad por lo que cada miembro de la Unión posee apéndices 
nacionales del estándar. 
  
Las plataformas marinas offshore para turbinas de viento difieren de las plataformas de petróleo y 
gas según el tipo de carga y el área de aplicación sobre la estructura. Las cargas de diseño para las 
plataformas de petróleo y gas provienen de las corrientes y olas, y se aplican principalmente sobre 
la parte superior de la estructura (superestructura). A diferencia de lo anterior, las cargas de diseño 
para las turbinas de viento offshore provienen de la interacción de las olas, el viento, las corrientes 
y el suelo; la carga de viento se aplica sobre las aspas y la nacelle (Figura 2-2a), las cargas por oleaje 
se aplican en la parte media, y las cargas por corrientes se aplican sobre la parte media e inferior de 
la estructura [93]. Además, el ciclo de vida de las turbinas de viento (20 años) es mucho menor que 
el de las estructuras offshore tradicionales.  
 
La Figura 2-4 muestra un ejemplo del esquema del proceso metodológico de las etapas de 
prefactibilidad y factibilidad para el diseño de turbinas de viento offshore. El proceso metodológico 
que se observa en la Figura 2-4 presenta 8 etapas. En la 1 hasta la etapa 4 se integra la fase de 
prefactibilidad; desde la etapa 5 a la 8 se presenta la fase de factibilidad. Durante la etapa 1 se 
realizan los estudios de potencial eólico a través de análisis de variabilidad climática del viento 
superficial empleando bases de datos climatológicas y mediciones puntuales. Después de 
determinarse que existe un potencial eólico en la etapa 1, sigue la etapa 2 “Estudio océano-
meteorológico”, en la cual se realizan los análisis oceanográficos y de meteorología a diferentes 
escalas con el objetivo de caracterizar la variabilidad temporal y espacial de corrientes, oleaje, 
mareas, vientos y propiedades termohalinas, no solamente dentro del área de estudio, sino de 










La etapa 3 se concentra en el estudio de la hidrodinámica dentro del área de interés, en la cual se 
encuentra el punto de localización de la estructura offshore. En esta etapa se implementan modelos 
numéricos hidrodinámicos, para el análisis de las corrientes, olas y mareas con resolución espacial 
menor a 10 m y resolución temporal no mayor a una hora. Adicionalmente en esta etapa se emplean 
modelos de viento para estimar las fuerzas aerodinámicas resultantes durante ráfagas de viento.  
 
En la etapa 4 se toma la información obtenida en la etapa 3 (velocidades de corrientes, velocidades 
de viento y oleaje) para calcular las fuerzas o cargas que afectarán a la estructura offshore. En esta 
etapa se emplean modelos numéricos de diseño estructural para cuantificar esfuerzos y 
deformaciones en la estructura; detalles de la teoría asociada a la etapa 4 se encuentran 
consignados en la sección “3.5 Hidromecánica” del presente documento. Al llegar a la etapa 5, ya se 
han analizado las respuestas estructurales de los posibles modelos a seleccionar, y con base en 
consideraciones de seguridad, operatividad y costos, se elegirá la o las estructuras que serán 
analizadas en la etapa 6.  
 
La etapa 6 toma en cuenta las recomendaciones de las etapas 4 y 5, e implementa modelos 
específicos para el análisis de los elementos y piezas estructurales de la estructura offshore. 
Adicionalmente, analiza las propiedades físicas y mecánicas de los materiales para definir los 
tiempos de vida, mantenimiento y reparación de estos durante el tiempo de servicio de la turbina 
de viento.  
 
La etapa 7 integra los análisis de mecánica de suelos y geotécnicos del punto de instalación de la 
estructura, en donde se toma información in situ para la caracterización del suelo. En esta etapa se 
implementan modelos numéricos multifísicos, con la capacidad de simular las deformaciones del 
suelo y de la estructura, durante los esfuerzos y momentos que presente la estructura offshore. La 
etapa 6 finaliza con el tipo de cimentación y las recomendaciones de ingeniería para la estructura. 
En la sección “3.6 Diseño de cimentación” del presente trabajo, se encuentra una ampliación teórica 
del proceso de diseño geotécnico.  
 
Por último, la etapa 8 define las características estructurales de la turbina. La etapa 8 sería la última 
etapa del proceso de diseño para los ingenieros civiles y (o) offshore (Figura 2-4), y a partir de aquí, 
la estructura entra en otros procesos de diseño, para evaluar la eficiencia energética y durabilidad 




El diseño de las estructuras offshore requiere de sólidos conocimientos en ingeniería naval y civil: 
mecánica de fluidos, materiales, mecánica de suelos y dinámica estructural. El análisis de estabilidad 
y dinámica estructural de las estructuras offshore monolíticas puede ser abordado considerando 3 
grados de libertad, a diferencia de las estructuras flotantes las cuales requieren 6 grados de libertad. 
El análisis dinámico de una boya durante el efecto del oleaje puede ser simplificado mediante un 
sistema de un grado de libertad (1DGL) (Figura 2-5a), contrario a una turbina de viento flotante 







Figura 2-5 . a) Estructura flotante de un 1GDL sometida a cargas generales de oleaje tipo esfera y 
tipo spar, b) Desplazamientos en 6 grados de libertad en una estructura flotante. Heave 
(arriba/abajo), Sway (izquierda/derecha), Surge (adelante/atrás), Pitch (cabeceo), Roll (alabeo), Yaw 
(Guiñada). Fuente: elaboración propia. 
 
Si bien la complejidad de la dinámica estructural de una estructura flotante es mayor que una 
estructura monolítica, ambas soportan cargas o fuerzas no lineales con alta variabilidad espacial y 
temporal. Estas fuerzas son producidas por las mareas, las corrientes, el oleaje y el viento. La 
interacción entre éstas puede generar cargas sobre la estructura de tipo cíclico, estacionario o 
transitorio. Un esquema que facilite la identificación de los procesos físicos inmersos en la dinámica 
general de la estructura, se presenta en la Figura 2-6. 
 
Con base en la Figura 2-6, U es el desplazamiento de la corriente, Ci celeridad de la onda de oleaje, 
η la superficie libre,  FB la fuerza de empuje,  CD el arrastre del viento, V la velocidad del viento, P la 
presión hidrostática, CG el centro de gravedad,  FB’ la nueva posición de la FB debido a un 
movimiento rotacional de la estructura, W la fuerza normal (peso de la estructura), M la altura 
metacéntrica, Ra,b,c,d la reacciones,  τ la tensión de los cables, y δϴ los desplazamientos angulares. 
 
Figura 2-6. a) Diagrama simplificado de fuerzas de una estructura flotante (turbina de viento tipo 




La determinación de las fuerzas hidrodinámicas que actúan sobre las estructuras offshore, 
dependerá de la región de aplicabilidad definida por la altura de ola, período, y profundad. La región 
de aplicabilidad indicará el tipo de teoría de oleaje, la cual podrá ser lineal (Airy) o no lineal (Función 
de Corriente, Stokes de 5to orden) [71] [94].  
 
El tipo de teoría de oleaje definirá el régimen de flujo al que se encuentra la estructura offshore los 
cuales se clasifican en arrastre, inercia y difracción. La determinación del régimen de flujo 
dependerá de la relación diámetro del cilindro (D), la altura de ola (H) y la longitud de onda (λ) [95] 
así: 
 
Arrastre: D/H < 0.1 
Inercia: 0.5 < D/H < 1.0 
Difracción: D/λ >0.2 
 
La estructura se encuentra en el régimen de arrastre cuando la carga de ola se aplica sobre 
elementos estructurales tubulares de diámetros inferiores a los 10 cm, observadas en estructuras 
articuladas (Figura 2-2c). Cuando la estructura se encuentra en la condición de inercia, los elementos 
estructurales pueden generar vórtices en la estela de flujo; las estructuras monopolo (Figura 2-2b, 
e), y las flotantes estabilizadas por anclajes (Figura 2-3b) y lastre (Figura 2-3c) comúnmente se 
encuentran en esta condición.  
 
La estructura se encontrará en la condición de difracción cuando el diámetro o área perpendicular 
a la dirección de la carga difractan o reflejan parcialmente el oleaje incidente; lo anterior ocurre 
cuando el diámetro o la sección longitudinal (en línea con la dirección de propagación de onda de 
carga) supera en longitud al 20% de la longitud de onda de la carga; las estructuras flotantes 
estabilizadas por flotabilidad se encuentran generalmente en este régimen (Figura 2-3a). 
 
La interacción no lineal de las cargas con la estructura, así como la interacción entre cargas pueden 
cambiar el régimen de flujo de manera temporal o transitoria, por lo cual, la determinación de las 
fuerzas hidrodinámicas según la clasificación del régimen de flujo dependerá de las condiciones 
hidromecánicas predominantes o transitorias. 
2.2.1 Fuerzas hidrodinámicas 
 
Cuando un elemento impermeable tipo cilindro se introduce al interior de un campo de presión de 
un fluido, se genera un desplazamiento de masa debido al empuje del sólido sobre el fluido. Por 
consiguiente, el cilindro introducido ejercerá una fuerza inercial y a su vez deberá soportar una 
presión hidrostática [96].  
 
Cuando el campo de fluido presenta un flujo homogéneo o con una dirección predominante, la 
región cercana al cilindro (punto de estancamiento) experimentará una reducción de las velocidades 
potenciales de flujo, y un incremento de su velocidad tangencial en la zona próxima a la superficie 
del cilindro. Como resultado, la suma de las componentes de velocidad tangencial en dos puntos 
opuestos ubicados cerca a la pared del cilindro, equidistantes con respecto al eje x será igual cero, 
lo que significa que las velocidades tangenciales son opuestas en dirección entre sí. Lo anterior 
indica que no habrá velocidad en estos dos puntos de estancamiento, pero las fuerzas de arrastre 
serán máximas (Journée J.M & J Massie W.W 2001). Detalles del origen de las fuerzas de inercia y 
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arrastre presentadas por Jorunés y Massie (Journée J.M & J Massie W.W 2001), se pueden encontrar 
en el trabajo de Rueda-Bayona [97]. 
 
Al adaptar la 2da ley de Newton mediante la combinación del teorema de transporte de Reynolds 
con la suma de las fuerzas de inercia y de arrastre se obtiene la ecuación de Morison. La ecuación 
de Morison presenta restricciones cuando el diámetro del cilindro es mayor a la longitud de onda 
de la ola, generando difracción; y cuando el régimen es turbulento [71].   Por consiguiente, la 
ecuación de Morison quedará expresada como (EC 1): 
 
 𝐹 = 𝜌𝐶𝑀𝑉?̇? +
1
2
𝜌𝐶𝐷𝐴′𝑢|𝑢|  EC 1 
Donde, 
CM=coeficiente de inercia 
V= volumen del elemento estructural o de la estructura que recibe la carga. 
CD= coeficiente de arrastre. 
A’= área perpendicular al vector de fuerza de la carga. 
 
Ahora el cálculo de la fuerza por unidad de longitud en la vertical y la variación en el tiempo se puede 
expresar como (EC 2): 
 









Dρu(z, t)|u(z, t)|dz EC 2 
 
Finalmente, con esta ecuación expresada en función del espacio y el tiempo, es posible cuantificar 
las fuerzas hidrodinámicas que actúan sobre la superficie de una estructura, donde las aceleraciones 
modulan la magnitud de la fuerza de inercia y el producto de la velocidad modula la magnitud de la 
fuerza de arrastre 
 
 
2.2.2 Cargas de oleaje 
Las estructuras oceánicas están sometidas a cargas dinámicas de oleaje tipo sea (oleaje en 
desarrollo) y swell (oleaje desarrollado), cargas que varían en intensidad y frecuencia según el 
estado de mar al que se encuentren asociadas. Un estado de mar representa las variaciones de la 
superficie libre de un sector del océano debido al efecto de forzantes atmosféricos e hidrodinámicos 
(vientos y corrientes) sobre este cuerpo de agua. Los estados de mar se caracterizan por presentar 
una altura de oleaje significante, un periodo pico y una potencia espectral. La potencia o densidad 
espectral (PSD, del inglés) es la representación de la distribución de energía distribuida en un rango 
de frecuencias y direcciones de un estado de mar característico.  
El estado de mar puede clasificarse en oleaje totalmente desarrollado swell, o por oleaje limitado o 
en desarrollo tipo sea. Un estado de mar limitado o tipo sea, es producto de un cambio del esfuerzo 
cortante del viento local sobre la superficie del cuerpo de agua debido a la variación de la intensidad 
del viento, generando un oleaje irregular.  
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Un estado de mar totalmente desarrollado tipo swell se genera por fuera de la zona de generación 
del oleaje tipo sea, en donde las ondas previamente perturbadas por el viento local, alcanzan su 
desarrollo con alturas y períodos de oleaje más regular.  
Un oleaje tipo swell estará representado por ondas con comportamiento asociado a la teoría lineal 
o de Airy, asumiendo la premisa de que la onda cumplirá la relación para la onda larga z/λ = > ½, 
donde z es la profundidad media sobre la que se propagará la onda larga y λ es la longitud de la 
onda. La variación de la superficie libre para oleaje swell puede ser reproducida mediante la 
ecuación de onda lineal (EC 3): 
η = A ∗ cos (kcx − ωct)  EC 3 
 
Donde,  
Ac = amplitud de la ola. 
ωc = frecuencia angular de la ola ωc =
2π
Tc
⁄  donde T es el período natural de la ola. 
kc = número de onda y se define como  2π λ⁄  , donde λ es la longitud de onda, o 
ωc
φ⁄   lo que 
representa la relación de la frecuencia natural de la ola (ωc) sobre la fase de la onda (φ). 
t= tiempo.  
 
La variación de superficie libre en una dirección de un oleaje tipo swell puede ser reproducida a 
partir de los espectros teóricos de oleaje de Pierson-Moskovitz, y para oleaje tipo sea mediante 
JONSWAP en donde (EC 4): 
 
ζη =  ∑ √2S(ωcj)∆ωcj
N
j=1    EC 4 
 
S(ωcj)=espectro de oleaje teórico (m
2. s) 
∆ωcj = paso de tiempo en la integración del espectro (rad/s). 
 
















]   EC 5 
 
Y según JONSWAP (EC 6): 
 










Y   EC 6 
 





)   EC 7 
 
Donde: 
σ=0.07, si ωc ≤ 5.24/Tm 
σ=0.09, si ωc > 5.24/Tm 
Hs = altura significante de la ola. 
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Tm= periodo medio de oleaje. 
 
2.2.3 Cargas impulsivas: impacto de ola 
Este tipo de cargas son de corta duración, poco frecuentes y contienen una alta amplitud de energía. 
Las cargas impulsivas se pueden generar durante el impacto directo de ola sobre la estructura, o 
después que la ola ha roto antes de llegar a la estructura. Después del impacto de ola, se presentará 
una sobreelevación (run-up), la cual generará una carga sobre el área de contacto en la estructura. 





2  EC 8 
 
Donde Cs es el coeficiente de impacto, y se encuentra entre 3.5 y 3.6, y u0 es la velocidad de flujo 
en el instante del impacto [71]. 
 
La presión de impacto generada durante el rompimiento de la ola se puede estimar mediante (EC 
9): 
 
  ps = ρk1U
2  EC 9 
 
U=βsc   EC 10 
 
k1 es igual a 5.98 cuando la ola rompe al impacto, y k1 es igual a 2.74 cuando la ola rompe antes del 
impacto. Donde βs (EC 10) es igual a 0.48 cuando la ola rompe al impacto, y es igual a 0.70 cuando 
la ola rompe antes del impacto. 
 
La sobre elevación debido al impacto (wave run-up) [71], generará una fuerza distribuida 








 EC 11 
 






) EC 12 
 
Siendo s la distancia de penetración (EC 12), D el diámetro del cilindro vertical. En la Figura 2-7 se 
representa el impacto de ola sobre una estructura cilíndrica, donde ηc es la altura de la cresta de la 
ola, η0 y η1 son las alturas que delimitan la superficie que recibe el impacto, η la altura media, y X 





Figura 2-7. Impacto de ola sobre un cilindro vertical. Modificado de: [71]. 
  
2.2.4 Vibraciones libres sin amortiguamiento 
Según el principio de d’Alembert la suma de las fuerzas externas que actúan sobre un cuerpo y las 
denominadas fuerzas de inercia forman un sistema de fuerzas en equilibrio. A este equilibrio se le 
denomina equilibrio dinámico. Con base a lo anterior se plantea la ecuación de movimiento para un 
1GDL de la siguiente manera (EC 13): 
mv̈(t) +  c v̇ + kv(t) = p(t) EC 13 
Donde, 
m= masa del sistema. 
v̈= aceleración. 
c= constante de amortiguamiento. 
v̇= velocidad. 
k= constante de rigidez. 
v= desplazamiento. 
t= tiempo. 
p = fuerza dinámica. 
mv̈(t)= Inercia. 
 
Las vibraciones libres sin amortiguamiento son una condición crítica para la estructura donde recibe 
la carga sin disiparla, y como resultado su desplazamiento será máximo, asociado a la amplitud de 
la carga. Como no hay amortiguamiento (EC 14) la oscilación de la estructura coincide con la 
frecuencia de la carga hasta fallar estructuralmente. 
mv̈(t) + kv(t) = 0 EC 14 
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Cuando la estructura no posee amortiguamiento, su desplazamiento será producto de una función 
armónica (EC 15): 
v(t) =  A Sen(ωct + φ)̇  EC 15 
Debido a la ausencia de amortiguamiento la frecuencia natural de la carga ωc (por ejemplo, carga 
debido a la ola) será igual a la frecuencia natural de la estructura ωn, siendo φ la fase de la carga de 
oleaje.  
Reemplazando el valor del desplazamiento en (EC 14) y (EC 15) se tiene: 
mv̈(t) +k A Sen(ωnt + φ) = 0̇    EC 16 
Como no hay amortiguamiento se despeja la masa para obtener la aceleración (EC 17): 
  v̈(t) = −
k
m
v(t)    EC 17 
Se tiene que la frecuencia natural de la estructura en vibración libre es (EC 18): 
  ωn = √
k
m
       EC 18 
y al remplazar EC 17 y EC 18 en la ecuación general de movimiento no amortiguado (EC 14): 
m[−ωn
2ASen(ωnt + φ)] +kA Sen(ωnt + φ) = 0̇    EC 19 
A Sen(ωnt + φ)(−mωn
2 + k) = 0    EC 20  
Finalmente queda: 
 k A − mωn
2A = 0̇       EC 21  
Donde EC 21 es la ecuación de movimiento sin amortiguamiento en función de la amplitud (A) y la 
aceleración natural. 
 
2.2.5 Vibraciones libres con amortiguamiento 
La estructura de 1GDL está sujeta a vibración libre con amortiguamiento, la estructura se desplazará 
proporcionalmente a la disipación de energía recibida por la carga dinámica (EC 22): 
mv̈(t) +  c v̇ + kv(t) = 0  EC 22 
Expresando las aceleraciones y velocidades en término de lamba prima λ′, en desplazamiento cero 
en el instante cero (EC 23): 
mλ′2 +  c λ′ + k = 0   EC 23 






















  EC 25 
Donde  λ′1 = λ′2= -ωn 
Como la respuesta del sistema sometido a vibración libre amortiguada depende del valor de 
coeficiente de amortiguamiento, surgen tres casos: 
• Si λ′1 = λ′2, se dice que el sistema es crítico. (vibración libre). 
• Si  λ′1 ≠ λ′2 y los valores son reales, el sistema se clasifica como sobre amortiguado. 
• Si λ′1 ≠ λ′2 y los valores son reales e imaginarios, el sistema se clasifica como sub 
amortiguado. 
2.2.6 Vibración armónica con amortiguamiento viscoso: respuesta estacionaria y 
transitoria 
Las cargas armónicas pueden generar en 1GDL una respuesta estructural con decaimiento de su 
magnitud en el tiempo debido a un amortiguamiento viscoso (EC 26). 
mv̈(t) +  c v̇ + kv(t) = p0 sen ωt    EC 26 
Donde EC 26 puede resolverse considerando como condición inicial v = v(0) y  v̇ = v̇(0). La 
solución particular de la ecuación (respuesta estacionaria) (EC 27) al derivar queda como: 
















2   EC 29 
Y la solución complementaria (respuesta transitoria) de la ecuación (EC 30) se expresa como: 
vc = e
−ζωnt(A cos ωD t + B sen ωDt)  EC 30 
Acoplando las dos soluciones nos queda finalmente la ecuación (EC 31):  
v(t) = e−ζωnt(A cos ωD t + B sen ωDt) +  C sen ωt + D cos  ωt EC 31 
 







], siendo β = ω ωn⁄ .  
Con el objetivo de representar la respuesta estructural de aceleración de una estructura con 
amortiguamiento viscoso, y la modelación de la señal mediante la solución analítica (EC31), se 
graficaron los registros de aceleración estructural medidos por Consuegra [98] y la solución analítica 




Figura 2-8. Solución analítica y registro de aceleraciones de una carga con amortiguamiento viscoso. 
a) Decaimiento exponencial de las señales (respuesta transitoria), b) acercamiento a las señales. 
Fuente: elaboración propia. 
 
2.2.7 Método de ancho de banda del espectro de potencia (Half-Power Bandwidth) 
El factor de respuesta de deformación Rd  (EC 32) permite a través de la relación entre la amplitud 
del desplazamiento oscilatorio v(t), y la deformación-deflexión por carga estática (p0 k⁄ ), obtener 
el coeficiente de amortiguamiento estructural (ζ)  (EC 33):  
 
Rd sen(ωt − ϕ) =
v(t)
p0 k⁄










  EC 33 
donde 
ωa,b= son las frecuencias de excitación de cada lado de la frecuencia resonante cuando la amplitud 
inicial es 1 √2⁄  veces la amplitud de resonancia cuando el amortiguamiento (ζ) es pequeño.  
A continuación, se presenta un ejemplo gráfico del método espectral (Figura 2-9); la Figura 2-9 se 






Figura 2-9. Determinación de la frecuencia natural del sistema mediante el método de ancho de 
banda de espectro de potencia. Fuente: elaboración propia. 
 
2.2.8 Factor de amplificación dinámica 
La relación que existe entre el desplazamiento estático y el módulo de la respuesta dinámica o la 




  EC 34 
El valor máximo del factor de amplificación dinámica (EC 35) se obtiene derivando la ecuación EC34 
con respecto al radio de frecuencias β e igualando a cero. Como resultado, el máximo se producirá 




 EC 35 
La representación de la solución a la ecuación EC 34 considerando diversos coeficientes de 




Figura 2-10. Factor de amplificación dinámica para cuatro tipos de amortiguamiento estructural. 
Fuente: elaboración propia. 
 
2.2.9 Cargas dinámicas generales 
Las cargas dinámicas generales en el océano son todas aquellas fuerzas que provocan una 
aceleración de la masa de la estructura, es decir, las olas generan un desplazamiento de la estructura 
y los cambios de velocidad en el tiempo representarán la aceleración de la masa. 
Con base a las ecuaciones fundamentales de movimiento para un 1GDL, las respuestas amortiguada 
y no amortiguada a las cargas dinámicas generales (olas) se expresarán como: 
v(t) =  A cos ωn t + Bsen ωnṫ   EC 36 
Siendo A y B son las constantes que modifican la función armónica no amortiguada (EC 37).  
v(t) =  [A cos ωD t + Bsen ωDt]̇    EC 37 
Donde, 
ωD = ωn√1 − ζ
2  = es la frecuencia amortiguada de la estructura. 
ζ es la relación entre el coeficiente de amortiguamiento y el coeficiente de amortiguamiento crítico, 
ζ =c/cr, el cual se puede expresar también como el cociente entre el coeficiente de amortiguamiento 
y dos veces la masa de la estructura por su frecuencia natural, ζ= c/ 2mωn. Las relaciones de los 
radios representan: 
• ζ= 1, el sistema está críticamente amortiguado. 
• ζ> 1, el sistema está sobre-amortiguado. 
• ζ <1, el sistema está sub-amortiguado. 
Las relaciones de amortiguamiento pueden ser determinados experimentalmente a partir del 




Figura 2-11. Representación de una carga dinámica general. Fuente: elaboración propia. 
Una carga dinámica general está compuesta por una sucesión de fuerzas impulsivas (Figura 2-11). 
Si se toma una fuerza impulsiva unitaria para vibración libre sin amortiguamiento (EC 38): 
v(t − τ) =  
1
mωn
sen[ωn(t − τ)]     EC 38 
Y con amortiguamiento (EC 39): 
v(t − τ) =  
e−ζωn(t−τ)
mωD
sen[ωD(t − τ)], t > τ     EC 39 
La solución de las anteriores ecuaciones (EC 38 y EC 39) para una sucesión de fuerzas impulsivas en 
el tiempo, se obtiene a partir de la integración del área bajo la curva a partir del método de integral 
de Duhamel (EC 40): 
Sin amortiguamiento, 






Sen[ωn(t − τ)]δτ, t ≥ 0    EC 40 
 
Con amortiguamiento (EC 41), 






e−ζωn(t−τ)Sen[ωD(t − τ)]δτ, t ≥ 0   EC 41 
 
2.2.10 Consideraciones de la masa, rigidez y amortiguamiento de la estructura 
flotante 
Si bien la 2da ley de Newton aplica para el análisis estructural de las estructuras flotantes, se debe 
tener en cuenta que la masa de la estructura presenta variaciones de su fuerza normal debido al 
efecto viscoso del agua y de las fuerzas de flotabilidad, inercia y arrastre del océano. Las fuerzas de 




La masa virtual modificada de cada cable o tensor sumergido de una estructura flotante será la suma 
entre su masa por unidad de longitud m̅0 y la masa adherida por unidad de longitud: 
m = (m̅0 + CAρ
π
4
D2) fl    EC 42 
Donde, 
 CA = es el coeficiente de masa adherida (CA = CM − 1) 
l = longitud del cable. 
f= proporción de masa de la estructura que rodea un nodo específico obtenido de un elemento 
axialmente rígido a partir de la teoría de energía cinética y potencial. Para efectos prácticos f es igual 
a 1. 




  EC 43 
Donde, 
E= módulo de Young. 
I= momento de inercia respecto al eje x, donde I =
πD4
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, siendo h el espesor del cable, y ν el módulo de Poisson. Esta ecuación representa 
la rigidez de membrana equivalente a la bidimensionalidad de la rigidez axial. 
 
Según Chakrabarti [71] a estructura tendrá un amortiguamiento viscoso lineal el cual se expresa 
como (EC 44): 
Cv = c̅l + C′Dρl
D
2
  EC 44 
Donde, 
C′D = CD[u − v̇]. Representa  el coeficiente de arrastre para pequeños desplazamientos, donde  
(u − v̇) representa la velocidad relativa del elemento estructural v̇,con respecto a la velocidad del 
fluido u. 
Con base a las consideraciones anteriores, definiendo la velocidad del fluido como u̇ y la aceleración 
del mismo como ü, la ecuación de movimiento se reescribe como: 
 (m̅0 + CAρπ
D2
4
) v̈ + c̅v̇ + k̅v = CDρ
D
2
|u − v̇|(u − v̇) + CMρπ
D2
4
u̇  EC 45 




) v̈ + (c̅ + C′Dρ
D
2






ü  EC 46 
Debido a las complicaciones vistas en las consideraciones de la ecuación de Morison, para el 
presente trabajo de investigación, se emplea la integral de Duhamel despejando la masa de la 
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ecuación sabiendo que p = m ∗ a, en donde la integral se evaluará en función de los registros de 
aceleración de la superficie libre del agua (aη):  






Sen[ωn(t − τ)]δt, t ≥ 0     EC 47 






e−ζωn(t−τ)Sen[ωD(t − τ)]δt, t ≥ 0    EC 48 
La determinación de la aceleración en la vertical de la superficie libre se obtiene a partir de la 
segunda derivada de los registros de desplazamiento (Figura 2-12).  
 





2.2.11 Espectros de Respuesta 
Un espectro de respuesta estructural es la representación de las respuestas máximas de 
aceleraciones (pseudo-aceleración), velocidades (pseudo velocidad) y desplazamientos 
(deformación). Existe una relación entre los espectros de respuesta de desplazamiento, velocidad y 
aceleración, y para el cálculo de pseudo velocidad (Sv) se tiene que (EC 49): 




D′    EC 49 
Donde Tn es el período natural de cada estructura y D’ es el pico de desplazamiento máximo debido 
la acción de la aceleración de la carga dinámica sobre la estructura. 
Y para pseudo-aceleración (SA): 
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D′   EC 50 
Debido a las aceleraciones de la carga dinámica, representada como la aceleración de la superficie 
libre del agua, para una estructura de un 1GDL la respuesta de deformación dependerá del período 
natural de la estructura y del coeficiente de amortiguamiento del sistema. Un determinado periodo 
natural puede contener un pico de deformación (desplazamiento) máximo, por lo tanto, el aumento 
de la deformación a medida que cambia el período natural, indicará una amplificación de la 
deformación debido a la aproximación a 1 de las relaciones de los períodos naturales de la 
estructura de la carga. 
La amplitud de deformación estará limitada por el coeficiente de amortiguamiento, en donde a 
medida que se acerca a 1, la estructura es más amortiguada, restringiendo las respuestas y evitando 
que la estructura se deforme; a medida que el coeficiente de amortiguamiento tiende a cero, la 
estructura se expone en mayor grado a la deformación.  
Los espectros de respuesta son respresentaciones de las respuestas estructurales con diferentes 
coeficientes de amortiguamiento en el dominio de la frecuencia, las cuales al ser promediadas 
permiten definir el espectro de diseño. Un espectro de diseño permite diseñar estructuras con base 
a diversos períodos de retornos de cargas dinámicas, que pueden ser identificadas por una familia 
de acelerogramas. Un espectro de diseño permite identificar las aceleraciones que se pueden 
presentar en una estructura en función de la linealidad o no linealidad de la carga y del período 
natural de la estructura. Un ejemplo de un espectro de pseudo-aceleración a partir de una carga de 
oleaje armónico, u onda tipo Airy se aprecia en la Figura 2-13. Al ser una onda monocromática, la 
respuesta estructural presenta una distribución espectral claramente definida, notándose un 
contenido frecuencial definido entre los periodos de la carga y de la estructura; el coeficiente de 
amortiguamiento de 1 presenta los valores mínimos de deformación estructural. 
 
Figura 2-13. Respuesta de pseudo-aceleración ante una carga tipo Airy. Fuente: elaboración propia. 
 
 












































Figura 2-14. Espectro de pseudo-aceleración estructural ante cargas por oleaje tipo swell. Fuente: 
elaboración propia. 
 
Al comparar el espectro de pseudo-aceleración de un oleaje swell (Figura 2-14) con respecto a un 
oleaje en desarrollo o limitado tipo sea (Figura 2-15), se observa que las respuestas estructurales 
son menores que en oleaje limitado.   
 
Figura 2-15. Espectro de pseudo-aceleración estructural ante cargas por oleaje tipo sea. Fuente: 
elaboración propia. 
Un oleaje swell es comúnmente representado con ondas de baja altura y una mayor longitud de 
onda y período que un oleaje sea¸ por lo cual el rango de periodos naturales de estructuras 
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susceptible a la deformación es mayor que en un oleaje sea. Sin embargo, considerando las 
respuestas de aceleración espectral, la respuesta de aceleración ante sea es mucho mayor que ante 
swell, aunque con un rango de periodos naturales de estructura menor que en oleaje desarrollado. 
En la aplicación el oleaje swell genera una mayor tensión en los cables de estructuras flotantes por 
el efecto de levante o heave que hace esta sobre la estructura, por lo cual los espectros de diseño 
que se implementen, deben tener la mayor información de oleaje posible y así fijar un factor de 
seguridad adecuado para evitar fallas por rotura ante tensiones máximas en los cables. 
Para las consideraciones de diseño ante cargas dinámicas por sea se debe tener muy en cuenta los 
efectos de fatiga sobre los cables de la estructura, en donde las altas frecuencias registradas como 
vibraciones, inducen a aceleraciones espectrales mucho mayor por swell por lo cual el 
amortiguamiento debe ser eficiente. 
 
2.2.12 Prueba de vibración libre: coeficiente de amortiguamiento  
Los experimentos de vibración libre consisten en aplicar una carga puntual sobre la estructura, y 
registrar los desplazamientos o aceleraciones durante la vibración de la estructura. El objetivo de la 
prueba es determinar el coeficiente de amortiguamiento y el periodo natural para sistemas 












   EC 52 
 
 
2.2.13 Función de transferencia 
Una manera de caracterizar la respuesta de un sistema de un grado de libertad (1GDL) sujeto a 
cargas dinámicas es mediante función de transferencia o la función de respuesta de frecuencia, la 
cual se obtiene a partir de la relación entre las entradas (cargas) y las salidas (desplazamientos, 




    EC 53 
Donde Ω  es la frecuencia de excitación. 
La función de transferencia considera un amorguamiento histerético en el sistema, el cual es 
proporcional al desplazamiento y se encuentra en fase con la velocidad. Generalmente el material 
del sistema con amorguamiento histerérico deberá encontrarse en el rango inelástico o no lineal. 
Si el amortiguamiento es proporcional al desplazamiento, entonces la ecuación de movimiento 














iΩt    EC 54 
v̇ = iΩv0e
iΩt    EC 55 
v̈ = −Ω2v0e
iΩt    EC 56 
P = P0e
iΩt    EC 57 
Reemplazando las variables en la ecuación de movimiento en el dominio de la frecuencia para un 
1GDL con una carga externa aplicada (EC 58): 
m(−Ω2v0e
iΩt) +  c (iΩv0e
iΩt) + k(v0e
iΩt) = P0e
iΩṫ    EC 58 
reduciendo términos queda (EC 59): 
(−mΩ2 +  c iΩ + k)v0e
iΩt = P0e
iΩṫ      EC 59 























     EC 61 
 
Es posible expresar la función de transferencia en tres versiones. La primera considera la relación 







       EC 62 








       EC 63 
Y la tercera versión considera la relación entre el desplazamiento de la estructura (v) y la aceleración 







       EC 64 
 
 
2.2.14 Response Amplitude Operator (RAO) 
La función de transferencia también puede caracterizar la respuesta estructural de un sistema de 
más de 1 grado de libertad. Las estructuras flotantes generalmente se analizan como un sistema de 
6 grados de libertad (6GDL), y el análisis de sus respuestas estructurales a través de la función de 
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transferencia se conoce como Response Amplitude Operator (RAO) [71]. Para efectuar un análisis 
RAO, se requiere conocer las respuestas estructurales y la variación de la carga en el tiempo. Como 
ejemplo, se tiene una turbina de viento flotante estabilizada por flotabilidad (Figura 2-3a), y se 
obtuvieron registros de aceleración en los 6 grados de libertad (Figura 2-3b), y la variación de la 
superficie libre (evolución de la ola). Por consiguiente, la RAO para cada grado de libertad será: 
 





aceleración de la ola
   EC 65 
 
Si la estructura se encuentra sujeta al efecto del viento, las olas y las corrientes (forzantes océanos 
atmosféricos) de manera conjunta, se recomienda descomponer los registros de aceleración 
estructural, que en otros términos sería extraer las frecuencias de oscilación del viento, las olas y 
las corrientes del registro total de aceleración. Generalmente los forzantes no presentan una 
oscilación armónica en sus aceleraciones, por lo cual, se debe obtener el periodo pico de oscilación 
a través de la curva de densidad espectral de cada forzante; generalmente las oscilaciones no 
armónicas de los forzantes ocurren durante eventos de ráfagas de viento o estados de mar en 

























3. ADAPTACIÓN DE MODELO PARAMÉTRICO ESPECTRAL 
En este capítulo se presenta la implementación de un modelo de oleaje unidimensional espectral y 
su optimización mediante un esquema de modelamiento heurístico a través de algoritmos 
genéticos. El modelo de oleaje implementado será una herramienta para la generación de cargas 
dinámicas generales en el análisis hidromecánico de estructuras offshore. 
 
En la sección 3.1 se presenta una metodología para el análisis y predicción de variables atmosféricas 
a escala local con modelamiento de alta resolución temporal y pronóstico de largo alcance temporal. 
La metodología está compuesta por tres técnicas: Análisis de Componentes Principales (ACP), 
Análisis de Fourier y Red Neuronal no lineal Autorregresiva (NAR, sigla en inglés de Neural 
Autoregressive Network ). 
 
La sección 3.2 evidencia el desarrollo de un modelo heurístico fundamentado en Algoritmos 
Genéticos (GA, siga en inglés de Genetic Algorithm), el cual integra técnicas numéricas y estadísticas 
para la adaptación del modelo de olaje espectral JONSWAP sin restricciones de profundidad del mar 
o estados de mar presentes. El modelo heurístico calcula la densidad de energía espectral (Sw), 
mediante un conjunto de valores de coeficientes alfa y gama, hasta cumplir con la minimización de 
la función de costo. La selección de los coeficientes está sujeta a un criterio de mínimo residual entre 
el valor objetivo y el valor artificial generado y un análisis de probabilidad para la selección de los 
valores representativos. Después de seleccionarse los coeficientes, se realiza un análisis DOE-
ANOVA con la intención de evaluar si los coeficientes seleccionados modelan la densidad de energía 
espectral, asociado a la física de oleaje. 
 
Este capítulo está asociado a siguientes productos de investigación: 
1. ldentificación de patrones de variabilidad climática a partir de Análisis de Componentes 
Principales, Fourier y Clúster k-medias.  
Articulo científico. Estado: publicado en la revista Tecnura [100]. 
2. Physical and morphologic changes induced in wetlands by coastal structures.  
Capítulo de libro. Estado: En impresión en Journal of Coastal Research1. 
3. Dinámica estacional de la pluma turbia del delta 
Río Magdalena y su respuesta ante la hidrodinámica local, el viento y los flujos de calor. 
Ponencia congreso internacional. Estado: presentado en Congreso Latinoamericano de ciencias 
del mar – COLACMAR XVI y Seminario Nacional de Ciencias del Mar SENALMAR XVI. Santa 
Marta - Colombia 2015 [101]. 
4. Wind-speed modelling using Principal Component Analysis (PCA), Fourier and Nonlinear 
autoregressive neural network (NAR). Articulo científico. Estado: en correciones. 
5. Estimation of JONSWAP spectra parameters through Genetic Algorithms. Artículo científico. 
Estado: en correcciones. 
 
 




3.1 Técnicas de asimilación, identificación y modelamiento 
de variables atmosféricas 
En la ingeniería de costas y offshore es indispensable contar con series de tiempo de información de 
vientos superficiales para la estimación del oleaje mediante modelos paramétricos y espectrales. En 
el diseño de estructuras offshore para la extracción de energía eólica, es necesario disponer de 
series de tiempo a de viento diferentes escalas temporales para cuantificar las fuerzas 
aerodinámicas que actuarán sobre la turbina. Por ejemplo, las variaciones en el corto plazo 
permitirán evaluar las afectaciones estructurales por ráfagas de viento, en el mediano plazo la 
información de viento facilitará evaluar el rendimiento de los generadores, y en el análisis a largo 
plazo la información de viento permitirá estimar el potencial eólico, entre otros. 
 
Para el diseño y planeación de infraestructura de ingeniería civil, la predicción de la velocidad del 
viento es necesaria para establecer los impactos derivados del riesgo y la amenaza ante diversas 
situaciones medio ambientales. De manera similar, otras actividades de ingeniería requieren de 
series de tiempo con intervalos de tiempo horarios.  
 
Adicionalmente, el proceso metodológico durante el diseño de turbinas offshore presentado en la 
Figura 2-4 del capítulo 2 de la presente tesis doctoral, está integrado por una fase de prefactibilidad 
y otra de factibilidad. En la fase de prefactibilidad se requiere información de viento para la 
estimación del potencial eólico (etapa 1) y del estudio océano-meteorológico (etapa 2), y para la 
implementación de modelos numéricos durante las etapas 3 y 4. Durante la etapa de factibilidad 
(Figura 2-4) se requieren series de tiempo de viento con alta resolución temporal y largo horizonte 
(años), para el análisis deformación por fatiga de los elementos estructurales (etapa 7), y para la 
etapa 8 las series de tiempo serán útiles para la optimización de los diseños mecánicos con el 
objetivo de aumentar la eficiencia energética. 
 
La atención de estas necesidades se encuentra limitada por la disponibilidad de información local, 
especialmente si el área de estudio no posee estaciones climatológicas cercanas, o cuando la 
información disponible no presenta una adecuada resolución temporal para realizar análisis 
estadísticos y de probabilidad. 
 
A la fecha, los modelos climatológicos no superan las 48 horas de modelamiento de la velocidad del 
viento. Wang et al. [102] clasificó el modelamiento del viento según el horizonte de pronóstico y la 
metodología aplicada. El horizonte de pronóstico establece tres categorías: pronóstico inmediato a 
corto plazo (horario), pronóstico a corto plazo (días) y pronóstico a largo plazo (semanas). Con 
relación a la metodología aplicada, el pronóstico fue clasificado como físico (determinístico), 
estadístico (probabilístico), e híbrido. 
 
Amjady et al. [103] empleó un modelo neuronal Ridgelet Neural Network (RNN) para predecir el 
viento durante varios días, usando 1176 registros de viento horario para entrenar la red, y 24 
registros para validarla. Ellos propusieron una estrategía de predicción para modelar el viento 




Blonbou [104] interesado en la predicción de la velocidad del viento a corto plazo, aplicó una red 
neuronal Elman. El autor empleó 600 muestras con 30 minutos de intervalo de tiempo, y 800 
muestras para validación. Usó un algoritmo de descomposición secundario para reducir la no 
linealidad de las entradas y una descompoisición de onditas para la identificación de los modos 
naturales. En consecuencia, la investigación concluyó que los resultados modelados mejoraron 
después de la reducción de ruido de los datos de entrenamiento. 
 
Zhao et al. [105] construyeron un esquema híbrido para el pronostico de la veocidad del viento con 
un horizonte de pronóstico de 4 dias. El esquema híbrido consiste en el acomplamiento de un 
modelo climático conocido como WRF2, a un novedoso esquema Fuzzy System y un algoritmo 
Cuckoo search. Los autores establecieron dos principales conclusiones. La primera indica que una 
mayor resolución horizontal no garantiza una mayor precisión, y la segunda, que el esquema híbrido 
mejoró los resultados numéricos del horizonte de pronóstico de corto plazo en los 96 puntos 
virtuales. 
 
En la investigación de Lydia et al. [106] fue modelada la velocidad de viento superficial (10 m) hasta 
una hora mediante un modelo no lineal autoregresivo tipo ARMAX. Los investigadores analizaron la 
dirección del viento y las tendencias anuales de los datos in situ, y así, modelaron la velocidad del 
viento con un horizonte de pronóstico de 10 minutos. Ellos recomendaron una selección apropiada 
de la variable exógena, y usaron ténicas metaheurísticas para mejorar los resultados de pronóstico. 
Los autores enfatizan que los métodos heurísticos son un área de investigación que se debe 
explorar. 
 
Como se ha mencionado en los párrafos anteriores, las técnicas heurísticas son un área de reciente 
interés, por lo que estas permiten mejorar los pronósticos del clima con bajos recursos 
computacionales. Recientemente las técnicas de aprendizaje de inteligencia artificial, el modelado 
híbrido, y los métodos autoregresivos, están siendo probados y recomendados para pronóstico de 
corto plazo [107], [108], [109], [110]. Con base en la literatura citada, esta tesis doctoral identificó 
que el pronóstico local de la velocidad del viento no se está realizando con un horizonte de 
pronóstico de largo plazo (años), y la información de entrada para entrenamiento proviene de series 
de tiempo menores a 30 años. Además, la mayoría de las redes neuronales empleadas por los 
autores citados requieren de un pre-filtrado o descomposición de la señal con la intención de reducir 
la no linealidad de la información de entrada para entrenamiento. 
 
Teniendo en cuenta las consideraciones y limitaciones anteriores en la literatura citada, como la 
disponibilidad de información, pre-filtrado de los datos brutos y horizonte de pronóstico, y las 
actividades a realizarse en los procesos de diseño de turbinas offshore, esta tesis doctoral considera 
pertinente contribuir a estas necesidades y procesos.  
 
Por consiguiente, el capítulo 3.1 se enfoca en la construcción de una nueva metodología compuesta 
por 3 pasos: 1- Asimilación de datos, 2- identificación de variabilidad natural y 3- pronóstico de la 
variable. El primer paso sugiere la asimilación y escalamiento de información de velocidad del viento 
                                                          
2 http://wrf-model.org/index.php, last accessed: August 8, 2016. 
56 
 
de la base de datos de North American Regional Reanalysis (NARR) [111]. El segundo paso determina 
las tendencias y la variabilidad climática, y el tercer paso sugiere el empleo de una red neuronal no 
lineal autoregresiva (NAR) para la predición de variables atmosféricas. Esta metodología puede ser 
implementada para distintos pronósticos de variables atmosféricas y diversos estudios de 
variabilidad climática. 
 
Con base en la Figura 2-16 , el método incia con la asimilación y ajuste de la información escalada 
espacial y temporalmente de la base de datos mediante un análisis de regresión lineal. Depués del 
manejo de información, la metodología identifica la varianza natural y los modos de oscilación de 
los componentes principales mediante ACP y Fourier; los modos de oscilación representan los 
periodos naturales de la variación armónica en el tiempo de una señal (onda).  Por último, la 
metodología emplea la red NAR para modelar la velocidad del viento con intervalos de tiempo 




Figura 2-16. Diagrama de flujo de la metodología. 
 
En las secciones a continuación se presenta la aplicación de la metodología propuesta, para dos 
áreas de estudio en Colombia. 
 
 
3.1.1 Asimilación de información climática 
 
El primer procedimieno de la metodología propuesta consiste en la selección de dos estaciones 
climatológcias localizadas en los aeropuertos de las ciudades de Barranquilla (10.886114 N 
74.776514 W), y Cartagena, Colombia(10.442997 N 75.510799 W) (Figura 2-17). Estas estaciones 
climatológicas pertenecen al Instituto de Hidrología, Meteorología y Estudios Ambientales de 
Colombia (IDEAM) [112]. La velocidad del viento de reanálsis, pertenece a la base de datos NARR 
[111], la cual inicia desde enero 01 de 1979 hasta la fecha. La información NARR posee 0.3 grados 
de resolución espacial (32 km), con intérvalos de tiempo de tres horas.  
 
  




Para asimilar la información de reanálisis a través de regresión lineal, se escaló y extrajo la 
información NARR para los años 2013 y 2014, debido a que solo se disponía de información 
climatológica de las estaciones para esos años. Los resultados estadísticos de la regresión lineal 
para la velocidad del viento (Figura 2-18), indicaron una correlación de 0.85, un p-valor < 0.05, con 
una pendentiente de 0.6 sin intercepción. Los resultados estadísticos evidenciaron que los datos de 
reanálisis comparados con los datos in situ, poseen una alta, directa y positiva correlación entre sí. 
 
Figura 2-18. Asimilación de la información de reanálisis (NARR) usando información in situ (IDEAM) 




3.1.2  Identificación de variabilidad climática mediante Análisis de 
Componentes Principales (ACP) 
Una técnica para el análisis de la dinámica de series de tiempo en variables climatológicas es el 
Análisis Espectral Singular (AES), el cual es la aplicación de ACP a series de tiempo. Por consiguiente, 
el manejo de datos inicia con la construcción de una matriz de rezagos según el teorema de Takens. 
Esta matriz permite disponer de información condensada que facilita la identifiación de la oscilación 
dinámica natural de la variable bajo análisis, eliminando cualquier posible error en la señal [113]. 
 
La técnca AES fue diseñada para extraer información en series de tiempo cortas y ruidosas, con la 
intención de identificar la variabilidad climática a diferentes escalas [114]. La AES es considerada 
poderosa para la identificacíon de tendencias, suavizado, clasificación de componentes 
estacionales, harmónicos y detección de puntos de cambio [115]. AES no se recomienda para series 
de tiempo altamente no lineales, con altas frecuencias de oscilación. Por lo tanto, se recomienda 
realizar un pre-filtrado a la información en bruto. Ghill y Jiang [116], indicaron que AES trabaja 
objetivamente cuando los componentes principales reconstruidos poseen largos modos de 




Según Skittides y Früh [117], la matriz de dimensión M se construye a partir de un vector de rezago 
temporal, una ventana de tiempo para modelamiento, y un tiempo de retardo (𝜏) como se aprecia 
en la ecuación (EC 66). 
 
𝑋2(𝑡) = {𝑋 (𝑡 +
1
2
𝑀𝜏 − 𝜏) , … , 𝑋(𝑡 + 2𝜏), 𝑋(𝑡 + 𝜏), 𝑋(𝑡), 𝑋(𝑡 − 𝜏), 𝑋(𝑡 − 2𝜏), … , 𝑋 (𝑡 −
1
2
𝑀𝜏)}   EC 66 
 
Como resultado la matriz de rezago 𝑋2(𝑡), queda con las siguientes dimensiones para  
𝑁𝑑 datos de la serie de tiempo donde (EC 67): 
 
Filas: 𝑁 = 𝑁𝑑 − 𝑀𝜏 + 𝜏   EC 67 
 
Columnas: M  
 
El AES determina la varianza y covarianza de la matriz de rezagos, y encuentra los autovalores y 
autovectores asociados (EC 68). 
 
𝐴𝑒𝑖 = 𝜆𝑖𝑒𝑖   EC 68 
 
Donde 𝐴𝑒𝑖 es la matriz de varianza-covarianza, 𝑒𝑖 es el i-ésimo autovector que representa la 
contribución de cada variable a la señal original, y 𝜆𝑖 son los autovalores que contienen la 
variabilidad asociada de cada autovector. La proyección de los autovalores sobre la matriz original 
X (t), permite reconstruir la señal original mediante (EC 69): 
 
𝑌𝑖(𝑡) = ∑ 𝑋(𝑡 + 𝑗 − 1)𝑒𝑖(𝑗)
𝑀
𝑗=1   EC 69 
 
Donde 𝑌𝑖(𝑡) son los componentes principales asociados a cada autovalor. De acuerdo con García-
Cabrejo et al. [118], la señal puede se obtenida mediante la suma de 𝑌𝑖(𝑡) en (EC 70). 
 
𝑋𝑖(𝑡) = ∑ 𝑌𝑖(𝑡)
𝑀
𝑖=1   EC 70 
 
La técnica AES, require establecer la mejor ventana de tiempo, por lo cual, esta tesis construyó 
matrices rezagadas de 3 dias, 1 mes, 6 meses, 1 año y 6 años. Por consiguiente, se identificó en los 
gráficos de sedimentación que el primer autovalor está apartado de los otros, y sumado con los 

















Figura 2-19. Estación Barranquilla: a) gráfico de sedimentación de AES, b) proyección de 28 dias de 
la señal (PCA) de velocidad del viento usando una vetana de 3 días. 
 
Los 4 autovalores seleccionados reúnen la mayor variabilidad natural de la velocidad del viento. 
Como resultado, los autovalores de la velocidad del viento para Barranquilla son proyectados sobre 
la serie de tiempo original (Figura 2-19b).  
 
Se obtuvo un coeficiente de correlación de 0.76 entre la señal proyectada (Figura 2-20b) y los datos 
de velocidad de viento originales, con un p-valor igual a cero. Es evidente que la señal proyectada 
no tiene la misma amplitud de la señal original, y esto es debido a que solo el 70% es simulado a 
través de los 4 componentes principales seleccionados, sin embargo, AES logró capturar la 
oscilación natural de la variabilidad de la velocidad del viento local. En la Tabla 2-1 y Tabla 2-2 se 
evidencia el efecto que ejerce el tamaño de la ventana de tiempo sobre la correlación entre los 
datos proyectados y los originales, y así seleccionar la mejor ventana de tiempo. 
 
Tabla 2-1. Estadística de los componentes principales (CP) proyectados con variación de la ventana 






Coeficiente de correlación p-valor 
3 25 0.5387 0 
28 25 0.5215 0 
168 25 -0.183 0 
336 25 -0.0524 0 
2016 25 -0.2709 0 
 
Como se aprecia en la la Tabla 2-1 y Tabla 2-2, la ventana de tiempo de 3 días posee el mayor 
coeficiente de correlación para las estaciones de Barranquilla y Cartagena respectivamente, a 
diferencia de la ventana de 28 dias en la cual no se alcanza el 50% de similitud entre los CP 
proyectados y la serie original de Cartagena. Como resultado, se decidió evluar la variación  del 




Tabla 2-2. Estadística de los componentes principales (CP) proyectados con variación de la ventana 





Coeficiente de correlación p-valor 
3 25 0.7723 0 
28 25 0.4031 0 
168 25 -0.6474 0 
336 25 -0.6175 0 
 
Tabla 2-3. Estadística de los componentes principales (CP) con variación del horizonte de proyección 





Coeficiente de correlación p-valor 
3 3 0.8768 0 
3 28 0.8600 0 
3 168 0.8109 0 
3 336 0.7744 0 
3 2016 0.7585 0 
 
Se pudo identificar que al incrementar el horizonte de proyección, se generó una dimininución en 
el coeficiente de correlación en la ventana de tiempo de 3 dias para las proyecciones de los CP 
(Tabla 2-3). Hasta el horizonte de 2016 dias, se obtuvo una correlación de 0.76 entre los datos 
originales y los CP proyectados, lo que sugiere que la representación de la variabilidad natural se 
mantiene y solo hasta ese horizonte de proyección se podrá representar la señal mediante los CP.  
 
Aunque las amplitudes de los CP generalmente no tienen una interpretación física para las variables 
naturales (velocidad del viento), los 5 autovalores seleccionados del gráfico de sedimentación 
(Figura 2-19a) resultante del AES permitieron identificar oscilaciones naturales que facilitan la 
selección de los armónicos de Fourier más representativos. 
 
En la sección siguiente se analizaran las series de tiempo de velocidad del viento para las dos 
estaciones mediante el análisis de Fourier, con el objetivo de identificar si los 5 CP identificados por 
el AES, podrán tener una explicación física mediante la asociación de eventos de variabilidad 
climática locales.  
 
 
3.1.3 Identificación de variabilidad climática mediante análisis de Fourier 
 
La representacíon y predicción de la velocidad del viento local se puede realizar a través de un 
análisis armónico, el cual consiste en la descomposición de series de tiempo en armónicos u ondas 
regulares, definidas por un periodo y fase. Esta descomposición de armónicos permite identificar la 
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oscilación natural de parámetros climatológicos, los cuales explican la variabilidad natural del clima. 
Podemos representar a la serie original mediante la suma de los armónicos constituyentes 







𝑘=1 + 𝑏𝑘𝑠𝑒𝑛(𝜔𝑘𝑡𝑛) EC 71 
 
 
 𝑘 es el armónico, 𝜔𝑛 es la frecuencia angular del armónico 𝑘-ésimo en radianes, y 𝑀𝑎 es el número 
de armónicos a ser hallados. Como resultado, 𝑡𝑛 = 𝑛∆𝑡 y 𝜔𝑛 = 2𝜋
𝑘
𝑁
= 2𝜋𝑓𝑘, donde ∆𝑡 es el 
intérvalo de tiempo de los registros y 𝑁 es el número de observaciones de la serie de tiempo. 
La frecuencia mínima es determinada a partir de los registros mediante (EC 72): 
 






  EC 72 
 
La máxima frecuencia se determina cosniderando que 𝑓0 < 𝑓 < 𝑓𝑀. (EC 73). 
 









  EC 73 
 










+ ∑ 𝑦(𝑡𝑛)cos (𝜔𝑘𝑡𝑛)
𝑁




+ ∑ 𝑦(𝑡𝑛) cos(𝜋 ∙ 𝑡𝑛)
𝑁




+ ∑ 𝑦(𝑡𝑛)sin (𝜔𝑘 ∙ 𝑡𝑛)
𝑁
𝑛=1  EC 77 
 




+ ∑ 𝐶𝑘𝑐𝑜𝑠(𝜔𝑘𝑡𝑛 − 𝜃𝑘)
𝑀
𝑘=1   EC 78 
 




2  EC 79 
 




  EC 80 
 
El análisis de Fourier puede ser realizado mediante algoritmos flexibles que reducen el tiempo y 
costo computacional, como lo es la transformada rápida de Fourier (FFT, del inglés). La FFT calcula 
la transformada discreta de Fourier (DFT), convirtiendo las series numéricas en el dominio del 
tiempo o de la frecuencia. Detalles de los fundamentos matemáticos de FFT y DFT pueden leerse 
en diversas publicaciones [119] [120]. 
 
FFT es capaz de resolver problemas relacionados con fast large integer y multiplicación de 
polinomios, algoritmos de filtrado, aproximaciones rápidas de Chebyshev, solución de ecuaciones 
diferenciales entre otros [121], [122]. La principal desventaja de la transformada de Fourier es el 
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fenómeno Gibb-Wilbraham, durante el cual aparecen saltos discontinuos durante la 
descomposición de funciones discontinuas a series finitas con ondas seno y coseno continuas. En 
otras palabras, el fenómeo de Gibbs se asocia al sobrepaso en la convergencia de las sumas 
parciales para ciertas series de Fourier, especificamente en las proximidades de una función 
discontinua que se busca expandir [123]. Algunas soluciones sugeridas para el fenómeno de Gibbs 
son aplicar la transformada continua de onditas [124], o la transformada discreta de onditas con 
una función base Haar [125]. 
 
Se generaron dos periodogramas mediante la técnica de Fourier para Cartagena y Barranquilla 
respectivamente (Figura 2-20). Los resultados indicaron que los periodogramas de la velocidad del 
viento para ambas estaciones mostraron una distribución de densidad espectral similar. Debido a 
las restricciones computacionales, el horizonte de tiempo fue de 6 años, por lo tanto, Fourier no 
detectará oscilaciones similares o mayores a 6 años. 
 
Las oscilaciones detectadas a través de los picos de energía en el periodograma, evidenciaron la 
variabilidad natural de la velocidad del viento. Se observaron 5 picos en 23.59 h, 109.5 h, 104.16 




Figura 2-20.  Periodograma generado a través de análisis de Fourier: a) Cartagena, b) Barranquilla. 
 
Estas oscilaciones se asocian a los 5 componentes principales previamente identificados por AES. 
La Tabla 2-4 y la Tabla 2-5 presentan los resultados de la prueba de sensibilidad durante el cambio 
del horizonte de pronóstico del análisis de Fourier. 
 
Tabla 2-4. Prueba de sensibilidad de la variacíon del horizonte de pronóstico para la estación 
Barranquilla según el análisis de Fourier. 
Horizonte de 
pronóstico p-valor R2 
3 days 0 0.9917 
7 days 0 0.9646 
15 days 0 0.9844 
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1 month 0 0.9823 
3 months 0 0.9617 
6 months 0 0.9432 
12 months 0 0.7631 
6 years 0 0.0023 
 
Tabla 2-5. Prueba de sensibilidad de la variacíon del horizonte de pronóstico para la estación 
Barranquilla según el análisis de Fourier. 
 
Horizonte de 
pronóstico p-valor R2 
3 days 0 0.9949 
7 days 0 0.9956 
15 days 0 0.9782 
1 month 0 0.9839 
3 months 0 0.9679 
6 months 0 0.9263 
12 months 0 0.7860 
6 years 0 0.0248 
 
Con base en la prueba de sensibilidad, los resultados de correlación fueron satistactorios (Tabla 2-4 
y la Tabla 2-5), indicando que el modelo de Fourier puede simular la velocidad del viento (magnitud, 
frecuencia y fase) hasta 6 meses con un alto coeficiente R2 (Figura 2-21). Para más un año, el 
modelo es capaz de simular la velocidad del viento, con la consideración que para este caso, solo 




Figura 2-21. Modelación de la velocidad del viento para 5 meses a través de los armónicos de 





3.1.4 Modelamiento de parámetros atmosféricos mediante redes 
neuronales 
 
Una red neuronal artificial es una estructura integrada por unidades interconectadas conocidas 
como neuronas artificiales. Cada neurona posee una entrada/salida relacionada con un cálculo local 
o función matemática [126]. La ANN es un esquema computacional distribuido, conformado por 
unidades elementales con baja capacidad de procesamiento, conectores entre neuronas y 
parámetros variables (peso, tasa de aprendizaje, error) los cuales mejoran el rendimiento de la red. 
 
La ventaja de las ANN es su flexibilidad para ser implementadas como una función arbitraria con un 
mecaniso de aproximación, el cual aprende de la información observada [127], por lo cual, los datos 
de entrada definen el modelo más ajustable y el algoritmo de aprendizaje. Las ANN son empleadas 
en química cuántica [128], modelamiento numérico en oceanografía [129], sistemas de 
identificación y control [130], estimación del precio de electricidad para el mercado energético 
[131], e inclusive en la identificación de imágenes de rostros humanos para la clasificación de edad 
[132]. 
 
La red neuronal de retropropagación (Backpropagation neural network, BNN) es el tipo de red más 
usado, equivalente a un modelo de regresión no lineal multivariado [133], donde la BNN se entrena 
hasta que las entradas sean similares a las salidas esperadas. BNN presenta limitaciones en los 
algoritmos de descenso más pronunciado, donde es posible que el mínimo global no pueda ser 
hallado. Lo anterior es generado por la no-convexidad de las funciones de error del ANN; sin 
embargo, Yann L et al. [134] indicó que este problema no se presenta en la mayoría de aplicaciones 
de ANN. 
 
Una red no lineal autorregresiva (Nonlinear autoregressive network, NAR) posee una estructura 
similar a la BNN, donde los elementos que integran la red son: entradas de la serie de tiempo y(t), 
pesos (w), error (b), capas ocultas (k) y las salidas y(t) [135]. NAR difiere a BNN, cuando el modelo 
NAR toma la serie de tiempo de salida como entrada, haciendo así una retroalimenación dinámica 
a las neuronas, y permitiendo a cada perceptrón incrementar la tasa de aprendizaje. Para el modelo 
es posible considerar un tiempo de retardo (td); este tiempo de retardo entrega los números de las 
predicciones pasadas que ayudan a alimentar el modelo permitiendo mejorar la autocorrelación y 
la covarianza (EC 81): 
 
𝑦(𝑡 + ℎ) = 𝑓(𝑦(𝑡 − 1), … , 𝑦(𝑡 − 𝑡𝑑)  EC 81 
 
Donde h es el horizonte de pronóstico. 
 
Esta tesis doctoral configuró un modelo NAR con una capa oculta, el cual activa los pesos a través 





Figura 2-22. Estructura del modelo NAR. Fuente: elaboración propia. 
 
La actualización de pesos según el método de retropropagación consiste en efectuar pasos hacia 
adelante y hacia atrás. El paso hacia delante construye la 𝑛𝑒𝑡𝑖 mediante la suma de el j-ésimo 
producto entre las entradas y las salidas (EC 81): 
 
𝑛𝑒𝑡𝑖 = ∑ 𝑤𝑘𝑗𝑦𝑗    EC 82 
 
NAR verifica el resultado temporal mediante la función sigmoide; si el resultado temporal ( 𝑧𝑗) es 





   EC 83 
 
Antes de la finalización del paso hacia adelante, el procedimiento determina un total temporal 
(𝑛𝑒𝑡𝑡) (EC 83), con la intención de estimar el error (EC 84): 
 
𝑧𝑡 = ∑ 𝑤𝑘𝑗𝑧𝑗     EC 84 
 
𝑒𝑟𝑟𝑜𝑟𝑖= 1- 𝑧𝑡   EC 85 
Si el error se encuentra por debajo de un umbral dado, finaliza el paso hacia adelante. Ahora la 
propagación hacia atrás empieza mediante la estimación de los gradientes entre la salida y la capa 
oculta (EC 85, EC 86): 
 
𝛿𝑗= 𝑒𝑟𝑟𝑜𝑟𝑖 *𝑧𝑗(1-𝑧𝑗)   EC 86 
𝛿𝑖 = ∑ 𝛿𝑗𝑤𝑘𝑗 ∗ 𝑧𝑗(1-𝑧𝑗)  EC 87 
 
Después de propagarse el error, la regla Delta actualiza los pesos (EC 87): 
 
 
∆𝑤𝑘𝑗 = 𝜂 ∗ 𝛿𝑖 ∗ 𝑧𝑖   EC 88 
 
La regla Delta es el paso final hacia atrás, y detendrá los cálculos de la NAR hasta que el usuario 
considere que los pesos actualizados simulen apropiadamente los datos de entrada de 
entrenamiento. Por consiguiente, el modelo establece el número final de capas, pesos y errores, 




Después de analizar la variabilidad natural de la velocidad del viento en las estaciones Cartagena y 
Barranquilla, se procedió a implementar la red NAR a través de un código en Matlab 2015a3. Se 
configuró una prueba de sensibilidad y rendimiento, y se encontró que después de evaluar la 
cantidad de neuronas, capas ocultas y tiempos de retardo, los resultados indicaron que el mejor 
rendimiento lo entrega una NAR con una capa ocuta y tres tiempos de retardo. 
 
 
Figura 2-23. Modelación de la velocidad del viento de 30 años a través de la red NAR en la estación 
Cartagena con intérvalo trihorario. 
 
La información de velocidad de viento disponible fue de 96,768 registros, con intérvalos de tiempo 
trihorarios (Figura 2-23). Con base en las pruebas de rendimiento realizadas, la cantidad óptima de 
datos para entrenar la NAR fue de 25% (24,192 registros), los cuales representan 75576 horas (3149 
dias). Como resultado, la Tabla 2-6 indica la estructura de los modelos NAR para las estaciones 
Cartagena y Barranquilla. 
 
Tabla 2-6. Parámetros NAR y resultados estadísticos de validación para las estaciones Barranquilla 
y Cartagena. 
Estación Barranquilla Cartagena 
Tiempo de Retraso  1, 7, 13, 19 1, 7, 13, 19 
Peso de entrada  0.8425, 0.3240, 
0.0195, -0.0824 
0.7755, 0.3188, 0.0136, -
0.1035 
Peso de la capa 0.9386 1.0217 
Bias 0.2052, -0.1951 0.1332, -0.1451 
r coefficient 0.8906 0.8876 
p-value  0 0 
 




El modelo NAR propuesto evidencia una estructura simple (Tabla 2-6), disponible para ser 
implementada en diversas áreas de estudio con información in situ escasa. El corto periodo de 
tiempo requerido para entrenar la red, 25% de información de entrada, permitió validar las 
predicción NAR mediante pronóstico hacia atrás (hindcasting). Como resultado, NAR modeló el 75% 
de los datos originales con un coeficiente de correlación aproximado de 0.90, evidenciando eficacia 
y eficiencia de la red neuronal. 
 
Después de evaluarse la capacidad de modelación de AES (Tabla 2-1,Tabla 2-2 y Tabla 2-3), y de 
Fourier (Tabla 2-4 y Tabla 2-5), esta tésis identificó que AES no superó la ventana de tiempo de un 
mes, y Fourier fue capaz de modelar con precisión hasta 6 meses, por consiguiente, esta 
investigación doctoral recomienda emplear AES y Fourier para identificar la variabilidad natural del 
viento. Adicionalmente, debido a que el horizonte de pronóstico en la revisión de literatura no 
superó el año de modelación, esta tésis recomienda emplear la red neuronal tipo NAR para modelar 
la velocidad del viento con intérvalo de tiempo de una hora y horizonte de pronóstico de hasta 25 
años, según los resultados validados de la red NAR (Tabla 2-6 y Figura 2-23).  
 
Al comparar los 5 autovalores previamente identicados por AES,  con los 5 periodos naturales 
observador en Fourier, se observa que el primer mayor autovalor al tener un mayor puntaje, 
evidencia una asociación con el pico de 23.59 h identificado por Fourier, lo que indica que la 
variación de la velocidad del viento está fuertemente influenciada por las brisas de mar y de tierra. 
El pico de 104.16 días (trimestral) puede estar asociado a los cambios de estación relacionados con 
los solsticios y equinoccios, y el de 312.87 días a una variación anual. El efecto de las perturbaciones 
de eventos climáticos o fenómenos naturales como huracanes o ciclones tropicales no se detecta 
claramente mediante el análisis de Fourier, debido a que la duración de estos eventos son inferiores 
a una semana, y la frecuencia de manifestación es baja con una periodicidad durante el año no 
definida; por consiguiente los picos de intensidad del periodograma no presentaron una amplitud 
significativa que evidenciara una perturbación climática estacionaria (onda tropical, huracán) 
asociado a evento de variabilidad climática definido. 
 
 
Las conclusiones de la sección 3.1 de la presente tesis son: 
• El método propuesto integra tres procedimientos: asimilación, identificación y pronóstico. 
Primero, la asimilación requirió información in situ y de reanálisis para escalar los datos al área de 
estudio. Segundo, la identificación aplicó AES para seleccionar los componentes principales de la 
matriz de covarianza, y Fourier para describir los patrones con diferentes periodos naturales 
(diario, mensual, trimestral, semestral y anual). Tercero, el pronóstico sugirió una red NAR para 
simular la velocidad del viento con intervalo de tiempo horario y largo horizonte de pronóstico 
(años). 
 
• Las oscilaciones identificadas por AES y Fourier, pueden estar asociadas a eventos climáticos 
locales, como las brisas de mar y variaciones estacionales. Respecto al pronóstico, el modelo NAR 




• Analizando los resultados de AES, Fourier y NAR, esta tesis identificó que las 3 técnicas extraen 
componentes principales, a través de la reducción de la dimensionalidad del conjunto de datos; 
los 3 métodos difieren en la solución matemática. AES considera la estimación de los autovalores 
y autovectores a partir de la matriz de varianza. Fourier determina los armónicos mediante 
funciones trigonométricas, y la NAR combina métodos probabilísticos y funciones filtro para 
seleccionar pesos que conduzcan a la solución objetivo. Finalmente, esta nueva metodología 
permite al usuario identificar la variabilidad natural mediante AES y Fourier, y recomienda un 
modelo NAR para pronosticar variables atmosféricas con horizonte de largo plazo (años) y cortos 
intérvalos de tiempo (horas); el método puede ser usado para aproximaciones determinísticas en 
ingeniería y aplicaciones de investigación cuando se presente escasez de información in situ. 
La metodología propuesta en la sección 3.1 de la presente tesis hace un aporte a la ingeniería civil, 
costera y offshore porque: 
• Se orienta al usuario a resolver limitaciones de disponibilidad de información climática 
mediante la asimilación de bases de datos internacionales con registros in situ. 
• Emplea técnicas de estadísticas (AES) y matemáticas (Fourier) para identificar los periodos 
naturales de variables climáticas como el viento. Conocer la variabilidad climática del viento 
permitirá estimar el potencial eólico y las fluctuaciones por eventos de variabilidad diurna, 
mensual, anual e interanual. 
• Genera series de tiempo de viento horaria y de largo horizonte de pronóstico (25 años), 
permiten el desarrollo de análisis de fatiga debido a la carga del viento. El viento produce 
desplazamientos de baja frecuencia, los cuales pueden producir fatiga de baja frecuencia  
sobre los sistemas de anclaje de estructuras flotantes [136].  
• Permite la generación de distribuciones de probabilidad (mediante las series de tiempo 
generadas) para establecer el clima marítimo de proyectos de energía eólica y costera en 
las áreas de estudio. Por consiguiente, los estados de mar medios y críticos para el diseño 
estructural y control operacional se podrán clasificar según las distribuciones de 
probabilidad del viento y el oleaje. 
• Facilita la generación de información climática para el forzamiento de modelos 
hidrodinámicos y de oleaje los cuales serán empleados para los estudios de prefactibilidad 
y factibilidad de proyectos de ingeniería costera y offshore. 
 
A continuación se presentará el desarrollo y resultados de la sección 3.2, optimización de modelos 
paramétricos de oleaje. En esta sección se emplea información climática para la implementación 








3.2 Optimización de modelos paramétricos de oleaje 
Actividades de ingeniería en lugares específicos requieren de información de oleaje espectral para 
el diseño de estructuras marinas, y para establecer las condiciones de frontera requeridas en los 
modelos de oleaje como el Simulating WAve Nearshore (SWAN) [137]. La estimación de parámetros 
espectrales para investigación y propósistos de ingeniería, presenta limitaciones de disponibilidad 
de información: series de tiempo in situ con registros menores a 30 años. Por consiguiente, los 
proyectos de consultoría e investigación configuran modelos espectrales para generar series de 
tiempo de largo horizonte asumiendo parámetros espectrales, lo cual podría afectar negativamente 
los resultados esperados. 
 
Es posible disponer de diversos modelos espectrales semi-empíricos alrededor del mundo, como lo 
es el espectro de Pearson-Moskovitz para oleaje totalmente desarrollado (swell), y el espectro de 
JONSWAP para estados de mar en desarrollo (sea) bajo condiciones de fetch limitado [138]. Varios 
investigadores han adaptado distintos modelos espectrales de oleaje unidimensional a condiciones 
de oleaje local, por ejemplo, Dattarti et al. [139] analizaron información de oleaje de la costa oeste 
de India para mejorar un modelo de oleaje espectral.  
 
Kumar S y Kumar K [140] realizaron un análisis de regresión multiple de oleaje instrumental medido 
por boyas en diversos puntos de la costa de India. Estos autores evaluaron el espectro JONSWAP, 
Donelan y Scott, y los compararon contra un espectro de oleaje instrumental, indicando que los 
espectros teóricos subestimaron la energía espectral pico. Como resultado, ellos propusieron dos 
ecuaciones para determinar los parámetros alfa y gama para un especro local de JONSWAP 
mejorado. 
 
Las técnicas Support Vector Regression (SVM) y Model Tree (MT) fueron aplicados por Sakhare [141], 
para estimar el espectro de oleaje de estados de mar de corto plazo. El autor recomienda los 
métodos para distribuciones pico, multi pico, reducidas y anchas, con niveles de energía altos y 
bajos. Según Sakhare, el coeficiente de correlación entre el espectro observado (medido) y el 
modelado por SVM y MT no superaron los 0.78 de correlación. 
 
En el 2014 se desarrolló una investigación para determinar las características de oleaje no lineal en 
aguas someras a través del espectro JONSWAP [142]. El autor empleó un valor constante de 3.3 para 
el factor de amplificación pico (gama,  ) en todos sus experimentos. 
 
Dong et al. [143] investigaron el efecto de la pendiente del fondo sobre la transformación no lineal 
de oleaje irregular generado por el espectro de JONSWAP. Los autores no presentaron los 
parámetros espectrales ni la ecuación de JONSWAP usada, por lo tanto no fue posible comparar 
dicha investigación con otros estudios que presenten variaciones representativas del estado de mar. 
Breivika et al. [144] publicó una nueva aproximación del perfil de velocidad para la deriva de Stokes, 





[145] analizaron imágenes de radar para estimar la altura significante de ola (Hs), y aplicaron el 
espectro de JONSWAP para modelar la superficie libre, y de esta manera definir los estados de mar 
que serán analizados a través de las imágenes de radar. Los autores no especificaron un valor 
constante ni una prueba de sensibilidad para el coeficiente de escala de energía ( ). Montazeri et 
al. [146] estimaron el oleaje sea y swell empleando mediciones realizadas en un buque. Los autores 
probaron diversos coeficientes gama para aplicar el espectro de JONSWAP, pero no evidenciaron 
haber evaluado la significacia de   durante los experimentos. 
 
Analizado el modelo desarrollado por Mackay Ed. [147] para espectros de oleaje unimodal y 
bimodal, el autor menciona varias desventajas en la metodología de determinación de la forma 
espectral propuesta por Mackay E.B.L [148]. Dos de las limitaciones mencionadas por Mackay Ed. 
indican que el ajuste del espectro es una operación que consume tiempo, requiriendo desarrollar 
rutinas de optimización, y que la precisión de la parametrización podría presentar una baja 
correspondencia conduciendo al algoritmo a fallar durante la búsqueda del ajuste óptimo. Las 
limitaciones mencionadas por Mackay E.B.L, indican que la parametrización propuesta puede que 
no sea óptima para identificar variaciones de la forma del espectro, por lo que recomienda 
encontrar otro método para compartimentar el espectro.  
 
Esta tesis doctoral considera que el modelo unificado propuesto por Mackay Ed [147], no considera 
los cambios locales de la variabilidad climática ni las variaciones del espectro JONSWAP de manera 
discriminada, como tampoco los cambios del espectro debido a las variación de la profundidad del 
agua. 
 
Los autores citados no consideraron una prueba de sensibilidad de los parámetros espectrales alfa 
y gama, la importancia de la profundidad del agua, la variabilidad climática, ni la flexibilidad y 
eficiencia de los Algoritmos Genéticos. Como resultado, ellos aplicaron modelos espectrales 1D con 
ciertas asunciones en los parámetros lo que probablemente afectaron sus resultados numéricos. 
 
Por lo anterior, es necesario evaluar la significancia de los parámetros espectrales de JONSWAP para 
cada área de estudio, debido a que el espectro cambia en cada localización a causa a los distintos 
patrones de variabilidad climática local (horas, dias, y meses). Solo modificar el factor gama, no 
garantiza un espectro de JONSWAP apropiado para condiciones sea y swell. El coeficiente de escala 
de energía alfa debiería ser considerado durante los análisis de estado de mar, debido a que este 
parámetro controla la frecuencia angular del oleaje, y modula la transición de la forma espectral de 
estado sea a swell. 
 
Para mejorar el cálculo del espectro de JONSWAP a través de sus parámetros alfa y gama, durante 
estados de mar extremal o normal en aguas intermedias y profundas, o en cualquier localización 
donde se dispongan de registros instrumentales, esta tesis presenta un novedoso modelo 
heurístico. El modelo propuesto puede encontrar los parámetros espectrales de JONSWAP sin 
restricciones de profundidad o del estado de mar. El modelo heurístico emplea información sintética 
de oleaje previamente calibrada, y calcula los parámetros del espectro de JONSWAP a través de un 
Algoritmo Genético. Despúes de determinarse los parámetros espectrales, se realiza un Diseño de 
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Experimento (DOE) – Análisis de Varianza (ANOVA) para evaluar los efectos estandarizados de los 
parámetros de JONSWAP como factores, sobre la información de oleaje como respuestas. 
 
Esta tesis propone el siguiente método para aplicar el GA a: 1) la implementación de un modelo 
hidrodinámico, 2) el análisis de clima máritimo, 3) en técnicas de modelamiento heurístico, y 4)en  
análisis DOE-ANOVA. Esta tesis implementó un modelo hidrodinámico 3D (Delft3D-Flow 2014) para 
considerar la interacción no lineal oceano-atmósfera en las capas superficiales, seguido de una 
caracterización del clima marítimo y la definición de los estados de mar locales. Por consiguiente, 
se aplicó el GA, y el DOE-ANOVA analizó los efectos de los parámetros espectrales de JONSWAP 
sobre Hs y TP. Por último, se realizó un análisis de probabilidad para determinar los parámetros alfa 
y gama representativos  para los estados de mar sea y swell. 
 
 
3.2.1 Algoritmo genético 
El modelo heurístico propuesto considera una Algorítmo Genético (GA, sigla de Genetic Algorithm 
en inglés), el cual es una técnica de optimización basada en los principios de genética y selección 
natural [149]. El GA tradicional inicia con la selección de un cromosoma o vector a ser optimizados. 
Si el vector de información tiene Nvar variables (un Nvar-problema de optimización dimensional) dado 
por p1, p2, …, pNvar, entonces el cromosoma es escrito como un Nvar vector elemento fila [150] (EC 
88): 
 
𝑐𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑎 = [𝑥, 𝑦] = [𝛼, 𝛾]   EC 89 
Donde Nvar = 2. Cada cromosoma tiene un costo asociado durante la evaluación de la función de 
costo (EC 89): 
 
𝑐𝑜𝑠𝑡𝑜 = 𝑓(𝑐𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑎) = 𝑓(𝑝1, 𝑝2, … , 𝑝𝑁𝑣𝑎𝑟)   EC 90 
 
El GA minimiza la función de costo, la cual es la mínima diferencia entre un dato artificial (Hŝ) 
calculado mediante el espectro de JONSWAP, y la Hs in situ (instrumental) o sintética (punto virtual); 
la Hs in situ será nombrada como objetivo. Para aplicar el método heurístico, en la Figura 2-24 se 




Figura 2-24. Método heurístico propuesto para la determinación de los parametros espectrales alfa 
y gama de JONSWAP. 
La función de costo ahora puede ser rescrita como (EC 90): 
min (∆Hs(n,m)) = Hŝ(1,m) − Hs(n,1)  EC 91 
 
La mariz de operación para la determinación de la minima diferencia es (EC 91): 












]  EC 92 
 
Donde n es la longitud del vector de datos, m es la longitud de la población de cromosomas. Hŝ se 
determina mediante las ecuaciones EC 92 y EC 93: 
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 : coeficiente de escala de energía. 
  : factor de intensificación pico. 
 : coeficiente de intensificación pico. 
 : representa el ando de la región próxima al pico. 
 
La altura de ola depende de la energía potencial , por lo tanto, la minimización de la función de costo 
requiere una comparación entre la energía pico (Ep) y Hŝ; el incremento de Hs debe estar asociado 
positivamente al incremento del espectro pico. Considerando la anterior relación física, fue 
necesario correlacionar estas dos variables (Ep vs Hs) para cada conjunto de datos artificiales 
generados por un cromosoma. El procedimiento heurístico se presenta a continuación (Figura 2-25). 
 
 
Figura 2-25. Representación de la determinación de alfa y gama para el espectro de JONSWAP a 
través de GA propuesto. 
El procedimiento heurístico halla la solución numérica con la población inicial, por lo tanto, el GA no 
considera necesario la fase de mutación. De hecho, la fase de cruzamiento evidenció una menor 
correlación durante las pruebas de tamaño de la población. 
 
La presente tesis doctoral configuró una prueba de tamaño de la población para evaluar el 
rendimiento del GA considerando un dominio factible limitado por alfa entre 0 y 0.1 y gama entre 1 
y 10. Se empleó un computador portátil con procesador Intel Core i5-4200U CPU con 2.30 GHz, con 
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4 Gb de RAM y sistema operativo Win8.1 de 64 bits, para evaluar el código de GA escrito en Matlab. 
El experimento consideró 1, 5, 10, 50, 100, 200 y 400 cromosomas. Cada prueba revisó la correlación 
entre para la población inicial y cruzada (Ep-Hs), la correlación entre la altura significante de ola 
objetivo y artificial (Hs obj. – Hs art.), y el tiempo computacional requerido para encontrar la 
solución para 8760 registros horarios correspondientes a un año (2001). 
 
3.2.2 Implementación de modelo hidrodinámico 3D 
Las restricciones de información de oleaje en el área de estudio motivó a implementar modelos 
numéricos calibrados, para obtener series de tiempo de oleaje para diferentes estados de mar y 
profundidades. Con base en lo anterior, fue necesario implementar un modelo hidrodinámico y un 
modelo de oleaje. El modelo Delft3D fue el modelo seleccionado, el cual es capaz de resolver las 
corrientes y el oleaje, mediante una comunicación doble vía entre el modelo hidrodinámico y el 
modelo de oleaje, representados por los módulos Flow y Wave respectivamente [151]. 
 
La comunicación doble via de Delft3d, considera de manera instantánea la interacción entre las olas 
y las corrientes, disminuyendo la probabilidad de sobreestimación o subestimación en las olas, 
niveles y corrientes modelos [152], [153], [154] [155]. 
El módulo Flow de Delft3D resuelve la ecuación de Navier Stokes, considerando la hipóstesis de 
Boussinesq. Emplea una malla flexible y aplica el método de diferencias finitas para resolver las 
ecuaciones RANS (Reynolds Averaged Navier Stokes). En esta tesis doctoral, se seleccionó el modelo 
de turbulencia k-ε [156]. El esquema empleado por el modelo para resolver los componentes 
temporales es el ADI (Alternating Direction Implicit). Con relación al módulo Wave, el cual 
representa un modelo de oleaje de tercera generación conocido como SWAN, resuelve la ecuación 
de acción de balance (Action Balance Equation) [157].  
 
Para esta investigación doctoral, se seleccionó como área de estudio a la zona próxima del delta del 
río Magdalena ubicada al norte de Colombia (Figura 2-26). La información oceano atmosférica 
proviene de diversas bases de datos internacionales. La información termohalina pertence a 
WOA2013 (World Ocean Atlas 2013) [158]. Los datos de viento y flujos de calor a la base de datos 
NCEP-North American Regional Reanalysis: NARR [159]. El periodo pico y la altura significante 
empleados para las condiciones de frontera norte, pertenecen a la boya virtual ubicada en 11.5 N 
con 74.5 O de la base de datos del modelo WaveWatch III [160]; los datos de oleaje poseen una 
resolución espacial de 0.17 °. Por último, la información de mareas proviene del modelo numérico 
GRENOBLE [161].  
 
Para esta investigación, el módulo Flow posee coordenadas sigma, con 10 capas, caracterizado por 
una malla flexible con tamaño de celda entre 50 km y 500 m (Figura 2-26a). El modelo de oleaje 
(SWAN) posee una malla con tamaño de celda de 500 m, con extensión similar al módulo Flow. Las 
coordenadas relacionadas para la boya de oleaje y los puntos de observación se encuentran en la 
Tabla 2-7. Adicionalmente en la Figura 2-27, se presenta el esquema de flujo de información entre 











Figura 2-26. a) malla del modelo, b) ubicación de los puntos virtuales, boya de oleaje (DIMAR) y la 
estación de niveles (Casa Pilotos). 
 
Tabla 2-7. Localización de la boya de oleaje y los puntos de observación. Fuente de la profundidad 
del agua: ETOPO1 [162].  
ID Latitud (N) Longitud (W) profundidad (m) 
Boya DIMAR  11.161 74.681 150 
Punto A 11.167972 74.677314 105 
Punto B 11.147295 74.691496 28 
Estación de niveles 
(Casa pilotos) 
11.097769 -74.852839 0 
 
 





3.2.3 Análisis de clima marítimo 
Los métodos estadísticos son parte del análisis de oleaje para estimar los estados de mar que 
caracterizan el clima marítimo en el área de estudio. Para identificar las condiciones medias y 
extremales de oleaje a través de la probabilidad de excedencia de Hs, se requieren al menos 30 años 
de información de oleaje, y para esta tesis se tomó la información de un punto virtual del modelo 
Wave Watch III. La curva de probabilidad de la información sintética de oleaje (a) indicó que, según 
el segundo y cuarto cuartil de probabilidad, Hs fue de 1.76 m y 2.87 m respectivamente. 
 
Se consideró al cuarto cuartil (95%) como la base para las alturas de ola extremas o máximas, por lo 
que se extrajo de la serie de tiempo de 30 años todos los registros de Hs iguales o mayores a 2.87 
m, para generar una nueva curva de probabilidad de excedencia (Figura 2-28Figura 2-28b). Como 
resultado, esta investigación estableció un 5% de probabilidad de excedencia para representar los 







Figura 2-28. Análisis de clima marítimo a la boya virtual de WaveWatch III: a) curva de probabilidad 
de excedencia; b) curva de probabilidad de excedencia extremal; c) rosa de oleaje; d) Peak Over 
Threshold (POT) para la serie de 30 años.  
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Según la nueva curva de probabilidad (Figura 2-28Figura 2-28b), el cuarto cuartil indicó una valor de 
3.59 m para Hs, siendo este valor seleccionado como la base del umbral para aplicar el método Peak 
Over Threshold (POT) [56] a la serie de 30 años. Los resultados de la estadística de dirección de la 
ola en los puntos virtuales indicó que las olas provienen con un ángulo de propagación de 45° 
(noreste) (Figura 2-28c). 
El POT permitió identificar que el año 2001 presentó la mayor Hs (4.68 m) de los 30 años de oleaje 
en los puntos A y B (Figura 2-28d). Por consiguiente, se realizó un POT solo a la serie de oleaje de 
2001 para cada punto virtual, y se encontró que tres eventos de oleaje superaron el umbral de 2.12 
m para Hs (Figura 2-29 y Figura 2-29). 
 
Figura 2-29. Peak Over Threshold para el año 2001 en los puntos A y B. 
La serie de tiempo de oleaje de 2001 evidenció el desarrollo y disipación del oleaje, reflejando el 
desarrollo de estados de mar durante condiciones extremas y normales. Estos eventos serán 
analizados en detalle en la sección DOE-ANOVA. 
 
Tabla 2-8. Clasificación de eventos de oleaje para el análisis DOE-ANOVA. 









Evento 1  (extremo) 25/01/2001 0:00 03/03/2001 19:00 2.73 6.49 
Evento 2 (extremo) 11/03/2001 20:00 19/03/2001 15:00 2.17 6.28 
Evento 3 (extremo) 17/06/2001 23:00 02/07/2001 14:00 2.27 6.63 
Evento 4 (normal) 09/09/2001 20:00 15/09/2001 12:00 1.28 6.14 
Evento 5 (normal) 12/10/2001 23:00 20/10/2001 15:00 1.22 6.02 
Evento 6 (normal) 07/11/2001 9:00 15/11/2001 12:00 1.52 5.95 
Evento 7 (normal) 10/12/2001 20:00 17/12/2001 14:00 1.46 5.59 
 
3.2.4 Modelamiento heurístico 
El Algoritmo Genético (GA) requiere de una serie de tiempo de oleaje para determinar los 
parámetros espectrales. Por consiguiente, el análisis de clima marítimo a los 30 años del oleaje de 

















POT - punto B
POT - punto A
Media - punto A
Media - punto B
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aguas profundas permitió identificar condiciones de oleaje normal y extremal en el área de estudio. 
Como resultado, se calibró el modelo Delft3D mediante hindcasting y los periodos de tiempo se 
relacionan en la Tabla 2-9. Los resultados estadísticos de la calibración, los cuales se presnetan en 
el capìtulo 4 de la presente tesis, indicaron un coeficiente de correlación de 0.7 para Hs y 0.8 para 
niveles. 
 
Tabla 2-9. Periodos de tiempo de la información de niveles y Hs para la calibración del modelo. 
Datos  Periodo de tiempo (dd-mm-yyyy-hh) Resolución temporal 
Niveles (Casa Pilotos) 01-01-2012-00  a  02-04-2012-11 1 h 
Hs-(boya DIMAR) 21-02-2009-05  a  25-03-2009-01 3 h 
 
Depués de la calibración, se efectuó la prueba de tamaño de población para evaluar el rendimiento 
del GA. La prueba consistió en determinar el número mínimo de cromosomas para resolver la 
función de costo, y la eficiencia según el tiempo requerido para los cálculos. Según los resultados de 
la prueba de tamaño de población (Figura 2-30), 100 cromosomas alcanzaron 0.9923 de correlación 
entre el resultado de Hs artifical y objetivo; después de 100 cromosomas, la correlación se 
incrementa ligeramente. La prueba para Ep y Hs indicó que la correlación se mantuvo alrededor de 
los 0.80. El tiempo de cómputo para los 100 cromosomas fue de 24.96 s, 53.88 s para 200 
cromosomas, y 735.05 s cuando el GA requirió 400 cromosomas (Figura 2-30). La prueba de tamaño 
de población evidenció la eficiencia del algoritmo para encontrar una solución robusta dentro de la 
región factible con un tiempo computacional razonable, por lo tanto, en esta tesis el modelo 
heurístico propuesto solo requerirá 100 cromosomas para resolver la función de costo. 
 
 
Figura 2-30. Prueba de tamaño de población para determinar el número eficiente de cromosomas. 
Considerando a la prueba de tamaño de población, se seleccionaron 100 cromosomas para 
determinar alfa y gama a partir de una serie de tiempo horaria de un año (2001) en los puntos A y 
B respectivamente. La Figura 2-31 presenta la solución numérica del punto A, donde los residuales 
se mantuvieron cercanos a 0.05 m, con algunos picos próximos a 0.4 m los cuales no afectaron 
significativamente el coeficiente de correlación de 0.9923. Los resultados de los coeficientes alfa y 







Figura 2-31. Serie de tiempo de un año (2001) del punto A con resolución horaria obtenida mediante 
GA, empleando 100 cromosomas; a) Hs objetivo / artificial; b) residual ∆𝐻𝑠; coeficientes alfa 
horarios; coeficiente gama horarios. 
 
3.2.5 Análisis DOE-ANOVA 
La solución numérica obtenida mediante GA para cada estado de mar (Tabla 2-10), generó un 
conjunto de alfa y gama asociados a un respectivo HS y Tp. A continuación, se realizó el análisis DOE-
ANOVA para verificar si la solución numérica de GA no solo cumplió el criterio relacionado con Hs y 
la energía pico (Ep), si no también que esta estuviese asociada al proceso físico esperado durante 
los procesos de asomeramiento de oleaje (wave shoaling). 
 
Debido a la alta no linealidad del comportamiento de la altura de ola, considerado como un proceso 
ergódico y estocástico, no es una tarea fácil analizar el problema en el dominio del tiempo. Por 
consiguiente, fue necesario analizar por separado los estados de mar (Tabla 2-10) con oleaje sea y 
swell para lugares diferentes con distinta profundidad del mar. Mediante DOE-ANOVA [163], se 
logró identificar la relación entre los coeficientes alfa y gama para cada punto de análisis (A y B), con 
la premisa que los conjuntos de datos deben distribuirse normalmente, y que los factores 
identificados presenten un p-valor igual o menor a 0.005 de significancia, con un 95% de 








Tabla 2-10. Efectos estandarizados de alfa y gama sobre el comportamiento de Hs y Tp. El signo (+) 
y (-) indican un efecto estandarizado positivo y negativo respectivamente. Hs-Hs y Tp-Tp 
representan una interacción de los factores de segundo orden. 
 
Estado de mar Punto A. Punto B 
Evento 1 (extremo) Sin efecto estandarizado. gama=Hs(+) 
Evento 2 (extremo) Sin efecto estandarizado. gama =Hs(+) 
Evento 3 (extremo) alfa= Tp(-), Hs-Tp (-) gama =Hs(+) 
Evento 4 (normal) 
alfa = Hs(+) gama =Hs(+), Tp(+) / alfa =Hs-Hs(+), Tp-
Tp(-) 
Evento 5 (normal) 
alfa = Hs(+) alfa =Tp-Tp(-), Hs-Hs(+) / gama = Tp(+), 
Hs(+) 
Evento 6 (normal) alfa = Hs(+) gama =Hs(+) 
Evento 7 (normal) alfa = Hs(+) / gama = Hs-Hs(-) alfa =Tp-Tp(+), 
   
Observando los resultados del DOE-ANOVA (Tabla 2-10), alfa dominó positivamente el 
comportamiento de Hs en el punto A y gama dominó el comportamiento de Hs en el punto B. 
Durante los eventos extremos, en el punto A no hubo evidencia estadística que alfa o gama 
controlen la varianza de Hs y Tp. A diferencia del punto A, el parámetro gama en el punto B mostró 
un efecto significativo sobre la varianza de Hs. 
 
Según el DOE-ANOVA efectuado, se seleccionaron el evento 3 del punto A, y el evento 1 del punto 
B como estados de mar extemal (Tabla 2-10), para ser analizados mediante las gráficas de pareto y 
la gráfica de efectos principales (Figura 2-32, Figura 2-32 y Figura 2-33); los eventos 6 del punto A y 
B también fueron seleccionados para ser analizados con las figuras mencionadas. La Figura 2-32 
evidenció que durante los eventos extremos, los coeficientes alfa y gama afectaron de manera lineal 
y positiva a Hs, y de manera lineal negativa a Tp para ambos puntos (A y B). En estados de mar 
normal alfa afecta positivamente el comportamiento de Hs en el punto A; con respecto al punto B, 
gama afectó positivamente a Hs en 3 de los 4 eventos normales. Para verificar si los efectos 
estandarizados de primer orden pudieron afectar linealmente o casi lineal el comportamiento de Hs 
y Tp, en la Figura 2-32 y Figura 2-33 se presentan los efectos estandarizados y los efectos principales 



















Figura 2-32. Análisis DOE-ANOVA: a) diagrama de pareto de los efectos estandarizados para alfa en 
el punto A evento 3 (extremo); b) gráfico de efectos principales para alfa en el punto A evento 3 
(extremo); c) diagrama de pareto de los efectos estandarizados para gama en el punto B evento 1 
(extremo); d) gráfico de efectos principales para gama en el punto B evento 1 (extremo);  
 
Durante condiciones normales (Figura 2-33Figura 2-33) alfa y gama afectan de manera lineal positiva 
a Hs en el punto A y B, pero los efectos estandarizados de Tp, mostraron mediante la interacción BB 
(Figura 2-33a) y la interacción AB (Figura 2-33c) un efector de orden superior de alfa y gama, el cual 
puede estar relacionado con la alta no linealidad del proceso de oleaje. 
Phillips [164] y  Hasselmann [165], [166], [167] fueron pioneros en evidenciar las interacciones no 
lineales entre las olas. Ellos explicaron que durante las interacciones no lineales, los componentes 
de ola entran en resonancia, permitiendo el intercambio de energía, y conduciendo al espectro de 
ola a redistribuir la energía a lo largo del dominio de la frecuencia. Durante las interacciones ola-ola 
tipo quadruplet, se presenta una transferencia de energía del pico del espectro de ola hacia una 
región de baja frecuencia, lo cual representa la evolución del espectro; desde el pico del espectro a 
la región de altas frecuencias, la energía es transferida y disipada durante el whitecapping [56]. 
 
Considerando los efectos estandarizados en la Tabla 2-10, es posible señalar que durante los 
eventos extremos de oleaje (eventos 1, 2 y 3) en las aguas profundas (punto A), la ausencia de 
efectos estandarizados evidencia interacciones ola-ola tipo quadruplet (interacciones de ola 
altamente no lineales). Debido a la interacción de orden superior, no hubo evidencia estadística de 
que los parámetros alfa o gama puedan dominar o controlar el espectro de ola. El evento 3 para el 
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punto A mostró un efecto estandarizado Tp (-) y Hs-Tp (-) para el parámetro alfa, lo cual indica que 
alfa ejerce un efecto inverso sobre el periodo de ola, sugiriendo que las frecuencias son 









Figura 2-33. Análisis DOE-ANOVA: a) diagrama de pareto de los efectos estandarizados para alfa en 
el punto A evento 6 (normal); b) gráfico de efectos principales para alfa en el evento 6 (normal); c) 
diagrama de pareto de los efectos estandarizados para gama en el punto B evento 6 (normal); d) 
gráfico de efectos principales para gama en el punto B evento 6 (normal).  
Con la intención de verificar si la profundidad del agua podría afectar la distribución de Hs y Tp, se 
construyeron gráficos de probabilidad conjunta para el oleaje y para los parámetros alfa y gama 
(Figura 2-34). La probabilidad conjunta Hs-Tp para el año 2001 del punto A, mostró dos núcleos de 
probabilidad que representan oleaje con alta frecuencia (Hs=1.4 m, Tp=1.4 s), y oleaje de baja 
frecuencia (Hs=0.7 m, Tp=4.5 s). 
 
El comportamiento anterior de las probabilidades conjuntas evidenciaron asomeramiento del oleaje 
(wave shoaling), debido a la reducción de la profundidad del agua de 102 m en el punto A, a 28 m 
en el punto B. Cuando el oleaje se propaga hacia aguas someras, disminuye la dispersión de 
frecuencias, y la velocidad de fase se aproxima a la velocidad de grupo, como resultado, la velocidad 
de fase disminuye su dependencia a la frecuencia. El asomeramiento de oleaje limita la aplicación 
de la teoría lineal, por que cuando la velocidad de fase y de grupo se aproximan a cero en la 




Considerando lo anterior, la Figura 2-34b-c muestra el efecto de asomeramiento, evidenciado por 
que la densidad de probabilidad de alfa es mayor en el punto B con respecto al punto A. Por 
consiguiente, esta tesis sugiere un valor de 0.01 para alfa y un valor de 1 para gama. La Figura 2-34 
permite establecer que la disminución de la profundidad del agua genera una concentración de los 
núcleos de probabilidad en Hs-Tp y alfa-gama, sugiriendo que el asomeramiento (wave shoaling) 






Figura 2-34. Probabilidad conjunta: a) Hs-Tp en el punto A; b) Hs-Tp en el punto B; c) alfa y gama en 
el punto A; d) alfa y gama en el punto B. 
La propagación del oleaje hacia la costa genera refracción en el área de estudio, reflejado en el 
cambio de la dirección de ola, debido a la variación de profundidad desde aguas profundas (Punto 
A) a aguas someras (Punto B). La variación del volumen de control, que conforma la ola, induce a la 
ola a propagarse oblicuo hacia la costa con el objetivo de mantener la conservación de masa; este 
cambio en dirección está asociado a la variación de la velocidad de fase. 
Para estimar la probabilidad de alfa y gama a través de una distribución Normal, se seleccionó el 
evento 1 y 6 como eventos extremo y normal de oleaje respectivamente (Figura 2-35). La Figura 
2-35 presenta el comportamiento de los parámetros espectrales en el dominio de la probabilidad, 



































































distribución según el Teorema de Límite Central; para la objetiva aplicación del ANOVA es necesario 
que los conjuntos de datos calculados por GA cumplan con los supuestos de normalidad, 
homocedasticidad e independencia [163]. Adicionalmente, la distribución Normal evidencia que los 
registros modelados por GA, presentan una reducida distancia estadística entre la media y la 
mediana en sus respectivas poblaciones; la proximidad estadística de los valores centrales en las 
distribuciones normales indican que el segundo cuartil (50%) puede representar el conjunto 
poblacional de datos. 
 
 
a)  Punto A (extremo) b) Punto B (extremo) 
  
c) Punto A (extremo) d) Punto B (extremo) 
 
 




g) Punto A (normal) h) Punto B (normal) 
 
 
Figura 2-35. Distribuciones de probabilidad para los coeficientes alfa y gama (puntos azules) 
modelados por GA. 
Las distribuciones de los coeficientes alfa y gama representadas en la Figura 2-35, permitieron 
identificar los valores representativos de cada parámetro espectral. Por consiguiente, se 
seleccionaron los segundos cuartiles (50%) de cada distribución de probabilidad (Tabla 2-11), debido 
a que estos representan la media estadística de los datos, lo que implica que la mayoría de los 
valores alfa y gama se encuentran cercanos a este cuartil. 
 
Según los segundos cuartiles, los resultados de probabilidad indicaron que los parámetros 
espectrales de JONSWAP son distintos para condiciones extremas y normales. En profundidades 
cercanas a los 100 m (Punto A), clasificadas como aguas profundas según la relación profundidad – 
longitud de onda, el parámetro alfa se mantiene constante con respecto al punto B clasificado en 
profundidades intermedias (28 m). El parámetro gama para el punto A fue mayor que en el punto 
B, lo que evidenció que el valor del factor de intensificación pico (gama) debe aumentar para simular 
el oleaje swell durante eventos extremos. 
 
Tabla 2-11. Resultados de probabilidad del segundo cuartil (50%) de las distribuciones de alfa y 
gama. 
 Alfa  Gama 
Estado de mar Punto A Punto B  Punto A Punto B 
extremo 0.02 0.02  7.00 5.48 
normal 0.01 0.01  5.00 5.45 
 
La identificación de eventos normales y extremos medidos o simulados en series de tiempo (Tabla 
2-8) requiere de intervalos de tiempo que consideren la evolución de la superficie libre o de la altura 
ola significante , principalmente durante eventos extremos. El modelo heurístico trabaja con la 
información que el usuario le entrega; por lo tanto, esta selección debe considerar la evolución del 
estado de mar, lo que significa el desarrollo del oleaje o la reducción del mismo durante eventos 
extremos, y la variación de la altura alrededor del velor medio durante condiciones normales. 
 
GA resolverá la función de costo, con cualquier conjunto de datos que le sea suministrado, por lo 
cual, los resultados de alfa y gama se ajustarán a una función de probabilidad determinada según el 
conjunto de datos entregado (Figura 2-34,Figura 2-35). Si el usuario ejecuta el GA para un conjunto 
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de datos que representan de manera la evolución del estado de mar, ya sea en desarrollo o 
disipación, o incluye dos estados de mar en desarrollo consecutivos, la distribución de probabilidad 
resultante no presentará una forma Gausiana o Normal. La anterior situación implica que un función 
de probabilidad no objetiva sugiera errados valores de alfa y gama por cada cuartil, resultando en 
sobre o subestimación de estos coeficientes espectrales. Parámetros espectrales no objetivos 
tienden a estimar un Hs y Tp no asociado a las condiciones locales, por lo tanto, los cálculos para el 
diseño de estructuras marinas u otra aplicación de ingeniería estará sujeta a error. 
 
 
Figura 2-36. Espectro de JONSWAP para el punto A y B durante estados de mar normal y extremal. 
 
Durante las condiciones de oleaje normal, el parámetro alfa permanece constante para los puntos 
A y B, pero en menor valor con respecto al estado de oleaje extremal. En condiciones de oleaje 
normal, el coeficiente gama del punto B fue mayor respecto al punto A (Figura 2-36). La reducción 
del parámetro alfa en condiciones normales respecto a las condiciones extremas de oleaje se debe 
a la reducción de la profundidad de agua (Tabla 2-11). Cuando las olas se propagan hacia la costa, 
el espectro de ola concentra la distibución de frecuencias de energía, dando como resultado a olas 
uniformes antes de arribar a la zona de rotura. Adicionalmente, el coeficiente gama se incrementa 
en el punto B debido a la disminución de la dispersión espectral, conduciendo a que se incremente 
el factor de intensificación pico para el espectro JONSWAP del punto B. Con base en el 
comportamiento de alfa y gama, se han establecido los valores de referencia de los coeficientes 
para el área de estudio (Tabla 2-11), tanto para aguas profundas e intermedias, como para 
condiciones de oleaje normal y extemal. 
 
 
Para esta sección 3.2 de la tesis se presentan las siguienes conclusiones: 
 
La metodología propuesta sugiere los siguientes pasos antes de la adaptación del modelo GA: 
1. Determinación del clima marítimo para la clasificación de los estados de mar. 
2. Prueba de tamaño de población para el GA. 




4. Selección de los coeficientes espectrales (alfa y gama) según R2 entre Hŝ y Hs (dato objetivo). 
5. Analisis DOE-ANOVA para la evaluación de los efectos estandarizados de alfa y gama sobre 
Hs y Tp, y verificación de interacciones no lineales de oleaje. 
6. Probabilidades conjuntas para Hs-Tp y alfa-gama para verificación del efecto de 
asomeramieno y selección de los parámetros espectrales representativos (alfa y gama). 
 
Las aportes al conocimiento presentados en la sección 3.2 de la tesis son: 
 
 
• El modelo GA propuesto es idóneo para determinar los parámetros espectrales del modelo 
unimodal de JONSWAP, sin restricciones de profundidad del mar, ni la longitud de las series 
de tiempo.  Por consiguiente, el modelo es una propuesta para estimar la altura significante  
y el periodo pico, superando las restricciones y limitaciones de los métodos y modelos 
citados en la revisión bibliográfica. 
• El modelo GA propuesto es capaz de generar series de tiempo de oleaje para las etapas de 
prefactibilidad y factibilidad de proyectos de ingeniería costera y offshore. Las series 
generadas de oleaje permitirán definir la ola de diseño y las condiciones medias y 
extremales para la estimación de fallas por carga límite y fátiga de la estructura offshore. 
• Esta investigación aplicó modelación hidrodinámica como alternativa para solventar la falta 
de información de Hs y Tp. 
• La prueba de tamaño de población del GA permitió evaluar la eficiencia del modelo 
heurístico en la identificación del número eficiente de cromosomas.  
• El análisis DOE-ANOVA facilita la identificación de los efectos de alfa y gama sobre Hs y Tp, 
donde el coeficiente gama influencia Hs casi lineal en aguas intermedias (Punto B), y alfa 
influencia linealmente a Hs en aguas profundas (Punto A). Se evidenció que la interacción 
no lineal ola-ola durante eventos extremos, conocida como quadruplets, a través del 
periodo de ola, moduló la distribución de energía a los largo del dominio de frecuencia 
espectral. La reducción de la profundidad del agua concentró la energía espectral según las 
probabilidades conjuntas de Hs-Tp y alfa-gama, lo que sugiere el efecto de asomeramiento 
sobre el espectro de ola. 
• Por último, las distribuciones de probabilidad para estados de oleaje extremal y normal, 
evidenciaron una distribución normal de los parámetros alfa y gama, facilitando al 
determinación de los coeficientes del espectro de JONSWAP para aguas intermedias y 









4. GRADIENTES DE ACELERACIÓN DE FLUJO Y CARGAS 
TRANSITORIAS 
 
En este capítulo se analiza el campo hidrodinámico del delta del Río Magdalena, con el objetivo de 
identificar y comprender los gradientes de aceleración de flujo superficial y en perfil de un punto de 
análisis localizado en aguas intermedias, mediante información instrumental y modelos numéricos 
calibrados y validados. La información hidrodinámica y termohalina a analizar, proviene de fuentes 
primarias de información in situ y fuentes secundarias disponibles en bases de datos nacionales e 
internacionales.  
 
En la sección 4.1 se efectúa un análisis de los parámetros físicos del delta del Río Magdalena con 
influencia el área de estudio. El Río Magdalena es el sistema fluvial más grande en Colombia. Los 
vientos, las mareas, el oleaje, las corrientes, los flujos de calor y las variaciones de caudal, generan 
complejos procesos de transporte que modulan las características oceanográficas en el delta del Río 
Magdalena. Diversos investigadores han contribuido al estudio del delta y ahora la presente tesis 
doctoral es el primer estudio que analiza los patrones de transporte mediante modelación 
hidromorfodinámica con alta resolución espacio temporal. Debido a que en el año 2010 se 
presentaron los máximos y mínimos registros históricos de caudal, esta tesis decidió analizar la 
dinámica de la temperatura, salinidad, oleaje y sedimentos mediante modelación numérica 
calibrada y validada de ese año tomado tres periodos representativos (febrero, junio y octubre de 
2010). 
 
La sección 4.2 pretende validar la hipótesis de Rueda-Bayona [97] la cual manifiesta que las máximas 
fuerzas hidrodinámicas ocurrieron en eventos de máxima aceleración de las corrientes, y que los 
máximos eventos de aceleración de corrientes no se presentaron en eventos de oleaje extremal ni 
en periodos de máxima velocidad de corriente.  
 
Considerando lo anterior, en la sección 4.2 se emplea información in situ (instrumental y de 
modelación) de corrientes, oleaje, clima y las propiedades termohalinas del área de estudio para 




Este capítulo está asociado a los siguientes productos de investigación: 
6. Currents, morphodynamics and transport of the Magdalena River 
mouth during mean and extreme flow: intra-monthly analysis.  
Articulo científico. Estado: en correcciones. 
7. Physical and morphologic changes induced in wetlands by coastal structures.  







4.1 Análisis de los parámetros físicos con influencia sobre el área de 
estudio 
 
El delta del Río Magdalena se ubica en la plataforma Caribe colombiana; alcanza los 12 metros de 
profundidad, cortado por 5 cañones con dirección estructural similar a las fallas geológicas de 
Bolivar, Romeral, Santa Marta y Oca. Existe una posible asociación entre estos tres cañones y las 
fallas; las entradas de sedimento son principalmente litogenosas, distribuidas sobre la plataforma 
atravesando el cañón del Magdalena. Los intensos procesos, el efecto de las obras de abrigo y el 
encañonamieno del río, no permiten la formación de un prisma sedimentario en la boca del río. La 
distribución del material en suspensión depende de los patrones climáticos; durante la época seca 
y húmeda, los sedimentos se acumulan hacia el oeste y el noreste respectivamente [168].  
 
El Río Magdalena descarga agua dulce a las costas del Caribe colombiano, generando un delta 
triangular de 1690 km2 [169]. La geomorfología del delta consiste en un sistema de lagunas 
marginales, dunas costeras y planicies aluviales [170]. Según diversos estudios, la cuenca receptora 
del Río Magdalena presenta diapirísmo de lodos debido a la actividad tectónica [171] [172] [173]. El 
delta del río está conectado a un cañón submarino de 40° de inclinación (Shepard F.P 1973) 
indicando que la boca del río durante el Plioceno, estuvo cerca de Galerazamba, migrando después 
hacia el oeste en dirección a Cartagena, y por último desplazarse hacia el norte donde se encuentre 
hoy día. 
 
Ercilla et al. [174] realizaron una descripción del campo de sedimentos marinos en el Sistema Turbio 
del Magdalena, el cual posee 15000 km2 de extensión sobre una pendiente continental (3330-3800 
m). Los autores concluyen que las corrientes de turbidez generaron un campo de sedimentos en la 
zona, debido a la acumulación de material aguas arriba y al cambio abrupto de lecho de aguas 
someras a profundas. Más tarde, Estrada et al. [175] analizaron cuantitativamente los efectos 
sedimentarios sobre la geometría del canal. Ellos enfatizan que la interrupción de la pendiente 
genera variaciones locales en el campo de flujo, la velocidad y la concentración de sedimentos; 
cuando el flujo avanza sobre la pendiente y esta presenta un resalto o interrupción en el lecho, se 
genera un resalto hidráulico, erosionando así el lecho aguas abajo. 
 
Restrepo y Kjerfve [176] estudiaron la variabilidad interanual del caudal y la carga de sedimentos 
del Río Magdalena. Ellos emplearon una base datos de 20 años de niveles y concentración de 
sedimentos, perteneciente a la estación hidrológica Calamar [177] localizada a 112 km de la boca 
del río. Según los autores, el Río Magdalena representa aproximadamente un 9% del total de la 
carga de sedimentos de las costas de Sur América. Adicionalmente, la investigación indica que la 
minería de oro en la cuenca del Cauca generó una intensificación del transporte de sedimentos. La 
investigación de Restrepo et al. [178], indicó que el runoff moduló la generación de sedimento sobre 
la cuenca continental del río. El modelo de regresión empleado por los autores para estimar la 
concentración de sedimentos, caudal y runoff, explicó el 58% de la varianza de aporte de 
sedimentos. Adicionalmente, ellos identificaron una tendencia positiva en la carga de sedimentos 
en el río como la intensificación de la erosión en la cuenca continental durante los últimos 10 y 20 
años.  
 
Restrepo et al. [179] indicaron que el Río Magdalena entrega al océano 205.1 km3 de agua dulce al 
año. Ellos manifestaron que el río presentó una intensificación de la actividad hidrológica durante 
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la oscilación cuasi-decadal (1990-2010), y un incremento del caudal durante la oscilación interanual 
entre los años 1998-2002 y 2009-2010.  
 
Mediante la aplicación de imágenes de satélite y análisis de series de tiempo del caudal del río, 
niveles y oleaje, Restrepo y López [180] caracterizaron el clima marítimo de la boca del Río 
Magdalena. Los investigadores indicaron que la altura significante de ola (Hs) en el delta es 2.1 m a 
9 m de profundidad. La componente de marea M4 es 0.3 m, el nivel medio es 0.62 m, la marea de 
Sicigia es 0.64 m y la marea de Cuadratura es de 0.48 m. Ellos concluyeron que la intervención del 
hombre a lo largo del río en las últimas 7 décadas, condujo a los sedimentos a acumularse costa 
afuera de la boca del río a través del cañón submarino. 
 
En el 2013 Urbano-Latorre et al. [181] modelaron las corrientes y el campo de oleaje en el delta del 
Rio Magdalena mediante el modelo H2D [182] y el modelo SWAN (Deltares 2011) respectivamente. 
La investigación no presentó una calibración del modelo, y reportó un Hs de 4.3 m cuando el modelo 
SWAN considera la descarga del río, y 3 m de Hs cuando no se tiene en cuenta la descarga. Ellos 
reportaron velocidades de corriente entre 1.2 m/s y 1.8 m/s en el canal de acceso.  
 
Moreno-Madriñán et al. [183] emplearon imágenes de reflectancia como un estimador superficial 
de la concentración de sedimentos de la descarga del Río Magdalena, la relación de la variabilidad 
climática y la información hidrológica de las cuencas continentales. Ellos indicaron que, durante los 
eventos extremos de precipitación en el año 2011, se detectó una relación directa entre el índice de 
reflectancia y la concentración superficial del sedimento en la descarga del río. 
 
Por otra parte, la influencia antrópica se ha evidenciado en la construcción de infraestructura 
portuaria en la ciudad de Barranquilla, y la intervención del canal mediante diques, afectaron el 
equilibrio del transporte de sedimentos, en vez de mejorar la profundidad del agua a lo largo del 
canal; se generó un incremento en las velocidades y ensanchamiento del canal, conduciendo a los 
sedimentos más allá de la boca del río [184].  
 
Restrepo y Escobar [185] reportaron que el Río Magdalena puede ser uno de los pocos ríos en el 
mundo que hayan experimentado dramáticos incrementos en la carga de sedimentos durante la 
última década.  Ellos sugieren que el hombre es la principal causa de erosión a lo largo de la cuenca 
del río. La alta carga de sedimentos y la descarga de agua dulce hacia las zonas costeras, han 
afectado los ecosistemas y arrecifes de coral [186]. 
 
Diversos procesos hidromorfodinámicos modulan la hidráulica del canal, con patrones asociados a 
la variabilidad climática intramensual. La forma del lecho, la intrusión salina, el campo de 
sedimentos, el nivel del agua a lo largo del canal, y la pluma de sedimentos deben ser analizados en 
detalle considerando la variación de caudal durante un año. Desde el primer kilómetro del canal, 
complejos procesos de transporte e interacciones hidrodinámicas modulan la profundidad del agua 
a lo largo del canal, afectando las actividades de navegación y portuarias. Adicionalmente, la 
variación del contenido de calor y la carga de sedimentos afectan la ecología y el equilibrio 
sedimentario de las zonas costeras adyacentes.  
 
Las investigaciones citadas del Río Magdalena evidenciaron esfuerzos para comprender diversos 
procesos físicos, pero hasta ahora no se ha analizado la hidromorfodinámica en el delta del Río 
Magdalena a través de modelos numéricos calibrados y validados con resolución de intervalos de 




Las anteriores consideraciones requieren comprender en profundidad la importancia de las 
variaciones diarias de los parámetros hidromorfodinámicos en el delta del Río Magdalena, por lo 
tanto, esta tesis implementa un modelo 3D calibrado y validado para contribuir al conocimiento del 
área de estudio. En la sección 4.1.1 se efectúa una descripción de las características geométricas de 
las mallas de cálculo y del manejo de información, en la sección 4.1.2 se presentan los resultados de 
calibración y validación del modelo, y en las secciones 4.1.3 y 4.1.4 se analizan los procesos 
oceanográficos y morfodinámicos del área de estudio. 
 
 
4.1.1 Implementación de modelo hidromorfodinámico 3D 
 
La implementación de un modelo hidromorfodinámico 3D en el área de estudio es una herramienta 
que permite el análisis y entendimiento de los procesos oceanográficos que puedan generar eventos 
hidrodinámicos asociados a la manifestación de cargas transitorias. El modelo numérico permitirá 
generar información de corrientes, oleaje, temperatura, salinidad y de transporte de sedimentos, y 
que analizada con información in situ, podrá validar las interpretaciones de la oceanografía del área 
de estudio. 
 
Por consiguiente, esta tesis seleccionó modelo Delft3D [151], del cual se ha hecho una descripción 
del mismo y del esquema de flujo de información en la sección 1.2.2 del capítulo 3.  Como resultado, 
se establecieron 3 casos de modelación según el análisis climático realizado para el año 2010, año 
en el cual se presentaron los niveles y caudales más altos registrados antes del 2015. Los 3 casos 
son: Febrero (temporada seca), Junio (transición) y Octubre (temporada húmeda).  
 
Con la intención de efectuar análisis objetivos de los procesos oceanográficos del área de estudio, 
esta tesis consideró de gran importancia, diseñar un mallado estratégico en el área de estudio, para 
calibrar y validar las modelaciones de temperatura, salinidad, corrientes, oleaje, transporte de 
sedimentos y evolución de lecho.  
 
Por consiguiente, se construyó una malla irregular flexible para el módulo hidrodinámico Flow 
(Figura 4-1a), de características geométricas similares al modelo implementado en la sección 1.2.2 
del capítulo 3. Para el módulo de oleaje Wave se construyeron 3 mallas anidadas (Figura 4-1b): una 
malla de 1.8 km * 1.8 km de tamaño de celda, una intermedia de 60 m* 600 m, y una más pequeña 
















Figura 4-1. Malla del modelo: a) Módulo Flow, b) modulo Wave. 
 
 
Se empleó la misma información batimétrica, termohalina y de flujos de calor de la sección 2.2.2 del 
capítulo 2. La información batimétrica a lo largo del canal y en la desembocadura fue suministrada 
por el Instituto de Estudios Hidráulicos y Ambientales (IDEHA) perteneciente a la Universidad del 
Norte. La calibración del modelo requirió de registros de nivel provenientes de la estación 
hidrológica “Casa Pilotos”, (11° 5'51.14"N y 74°51'10.46"W), y la información de oleaje se obtuvo 
de la boya de oleaje de la Dirección General Marítima de Colombia (DIMAR) (11°11'37.20"N y 
74°40'57.47"W). Los intervalos de tiempo y la longitud de las series para la implementación del 
modelo se pueden observar en la Tabla 4-1. 
 
Tabla 4-1. Conjunto de datos requeridos para la calibración del modelo. 
Parámetro  Lapso de tiempo (dd-mm-yyyy-hh) Resolución del intervalo de 
tiempo 
 Niveles de Casa Pilotos 01-01-2012-00 a 02-04-2012-11 1 hora 
Hs (m) boya DIMAR 21-02-2009-05 a 25-03-2009-01 3 horas 
Batimetría  01-06-2010 a 01-07-2010 Una campaña hidrográfica 
 
Para validar los resultados de temperatura y salinidad, esta tesis accedió a una base de datos abierta 
de calidad de aguas conocida como REDCAM. Esta base de datos pertenece al programa de 
monitoreo para la inspección y evaluación de la calidad del agua, integrado por estaciones 
oceanográficas en áreas marinas y costeras de Colombia; información detallada de REDCAM se 
encuentra en su página web institucional [187]. Fueron seleccionadas dos estaciones oceanográficas 

















Figura 4-2. Desembocadura del Río Magdalena, estación hidrológica (Casa Pilotos), boya de oleaje 
de DIMAR, y estaciones oceanográficas Punta Roca y Bocas de Ceniza (B) de la REDCAM. 
 
Tabla 4-2 Temperatura y salinidad superficial del mar para el 2010 y registros históricos registrados 
mediante mediciones directas en la pluma del Río Magdalena para la REDCAM.  
ESTACIÓN COORDENADAS 2010 PROMEDIO HISTÓRICO   
Temperatura (ºC) Salinidad Temperatura (ºC) Salinidad 
BOCAS DE 
CENIZA (B) 
 11° 6'37.44"N 
74°52'4.57"W 
28.2 1 29.03 5.6 
PUNTA ROCA  11° 2'51.54"N 
74°52'38.02"W 
28.2 34 27.87 34.17 
Fuente: [188]. 
 
Esta tesis configuró un transecto longitudinal a lo largo del canal de acceso para la calibración 
morfodinámica (Figura 4-3a). Este transecto permitió comparar la batimetría in situ con la simulada 
después de un mes de modelamiento (intervalo de resolución diaria). Por ejemplo, para analizar la 
evolución del lecho de febrero a marzo, el modelo inicia con la batimetría medida en febrero, y 
entrega una batimetría modelada después de un mes de simulación (intervalo diario), la cual se 


















Figura 4-3. a) Transecto longitudinal para el canal del río, b) ubicaciones de los puntos de 
referencia que representan las distancias en kilómetros desde la boca del río en el kilómetro 0 
(K0). 
 
Para analizar el área del canal de acceso, se configuraron 5 puntos nombrados como K-1.5, K0, K2, 
K5 y K10 (Figura 4-3b); estas locaciones son puntos de corte para indicar la distancia desde la boca 
del río. El K0 está localizado al inicio del tajamar derecho donde también se encuentra la entrada al 
canal. Las distancias entre los puntos de corte representan dos sectores: desde K0 a K2 es el sector 
1, y desde K2 a K10 es el sector 2. 
 
 
4.1.2 Calibración y validación del modelo 
 
Después de configurar el modelo, se procedió a realizar la calibración de niveles, oleaje y evolución 
de lecho del río. Es importante tener en cuenta que los niveles de Casa Pilotos fueron medidos 
manualmente (sujetos a error humano), por lo tanto, la calibración del modelo requerirá de una 





Figura 4-4. Calibración de niveles empleando información in situ de niveles de la estación Casa 
Pilotos. 
 
Las calibraciones hidrodinámicas según las simulaciones de nivel mostraron buenos resultados 
(Figura 4-4), donde para los 4 meses con intervalo horario, se obtuvo un coeficiente de 












Finalizada la etapa de calibración, se validaron las simulaciones de nivel del mar para junio y octubre 
de 2010 (Figura 4-5); los resultados de niveles modelados (Figura 4-5a) para junio de 2010 
comparados con los registros in situ, presentaron un coeficiente de determinación de 0.8, con p-
valor igual a cero y 95% de límite de confianza estadística. La validación para octubre 2010 (Figura 
4-5b) indicó un coeficiente de determinación de 0.75 con p-valor igual a cero. El factor F de mareas 
calculado a partir de los niveles de marea simulados, indicó que la marea es una marea micro mareal 
mixta semidiurna. Los resultados de calibración para altura significante indicaron un coeficiente de 
determinación de 0.65 con u p-valor igual a 0 con 95% de confianza (Figura 4-6). 
 
 
Figura 4-6. Calibración de oleaje a partir de registros de altura significante in situ de la boya de 
DIMAR. 
 
La calibración del lecho requirió de 30 días de modelación, con intervalo de tiempo horario. El 
modelo empezó el primero de junio de 2010 y terminó el primero de julio de 2010. Cada nodo del 
transecto de la malla está espaciado 25 m. La comparación entre la batimetría generada por el 
modelo para el primero de julio de 2010, mostró un coeficiente de determinación de 0.79 con p-
valor igual a cero, indicando que el modelo quedó calibrado para simular la evolución del lecho a lo 
largo de los 10 km del canal de acceso al río (Figura 4-7). 
  





Con la intención de validar la velocidad modelada con respecto a la medida en superficie por ADCP, 
se dibujaron los registros de velocidad (Figura 4-8) y los vectores modelados (Figura 4-9) de febrero 
de 2010. Los vectores de velocidad modelados fueron similares a los medidos, presentando 






Figura 4-8. Velocidad media superficial de corrientes medida entre K8-K10 del Río Magdalena y 
comparación con las corrientes modeladas para febrero de 2010. 
 
Como parte del proceso de validación, se emplearon imágenes satelitales de espectro visible y 
reflectancia, para validar la pluma de sedimentos del Río Magdalena. Mediante la herramienta 
ArcGIS [189]; se filtraron distintas bandas de color y se evidenció la distribución de sedimentos en 
la superficie de la zona de descarga (Figura 4-9). El espectro visible de la Figura 4-9a, muestra a 
través de los pixeles blancos la máxima concentración de sedimentos suspendidos, indicando que 
la pluma se curvó hacia el oeste. El análisis de las imágenes de reflectancia de MODIS en la Figura 
4-9b y Figura 4-9c, indicaron que la forma de la pluma del río es similar a la vista en la imagen de 
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Figura 4-9. Imágenes de satélite de la pluma del Río Magdalena para el 21 de enero de 2010 de: a) 
Landsat banda 2, b) MODIS banda 2, c) MODIS banda 3. 
 
 
Como resultado, se seleccionaron dos imágenes de reflectancia de febrero de 2010 (Figura 4-10). 
Las imágenes procesadas para febrero 4 de 2010 (Figura 4-10), evidenciaron bajos valores de 
reflectancia en color morado y valores altos en rojo. Los pixeles de color morado mostraron una 
distribución similar a lo visto en la Figura 4-10a, donde la pluma del río fue detectada girando hacia 
el oeste. De enero a marzo, los vientos alisios del noreste predominaron sobre el área de estudio, 
con máximos valores de velocidad entre 4.5 m/s y 6.1 m/s [190], por lo tanto, la hidrodinámica en 
el área de estudio estuvo bajo el efecto de los vientos y la descarga del río, generando una curvatura 
sobre la pluma del Río Magdalena (Figura 4-10a). 
 
Las imágenes de reflectancia para el 24 de febrero de 2010 (Figura 4-10b), no mostraron el 
curvamiento de la pluma del río visto en las anteriores imágenes de satélite de Landsat y MODIS, 
por lo tanto, se procedió a inspeccionar el comportamiento de los vientos locales durante febrero 
de 2010 y para ello, se generó una serie de tiempo a partir de un pixel dentro del área de estudio 















Figura 4-10. Imágenes satelitales para: a) Modis banda 2 durante febrero 4 de 2010, b) Modis banda 
2 durante febrero 24 de 2010. 
 
La Figura 4-11 mostró el comportamiento de los vectores de viento predominantes del nor-noreste 
durante febrero 2010, con velocidades máximas hasta de 13 m/s durante la primera y tercera 
semana. Del 22 al 28 de febrero los vectores de viento se debilitaron, y cambiaron de dirección para 
el 23 y 24 del mes. El cambio de dirección (Figura 4-11) del noreste a sur, permitió que la descarga 
del río ingresara al océano sin curvamiento (Figura 4-10b) como ocurrió en las imágenes observadas 
para enero (Figura 4-9). Tomando en consideración la relevancia del efecto del viento sobre la 
descarga del río, es importante anotar que la variabilidad estacional de los vientos modula 
fuertemente la hidrodinámica y el transporte superficial en el área de estudio, afectando el 












4.1.3 Distribución termohalina 
 
La distribución de salinidad modelada en la superficie para febrero de 2010 (Figura 4-12), mostró 
una disolución de salinidad debido a la descarga de agua del Río Magdalena. La Figura 4-12a 
evidenció el efecto del viento sobre el área de estudio durante el 4 de febrero, el cual predominó 
del noreste (Figura 4-12a), curvando la pluma del río hacia el oeste y reduciendo las concentraciones 
de salinidad. Contrario a lo anterior, en febrero 24 los vientos predominaron desde el sur, facilitando 
una descarga uniforme (radial) y disminuyendo las concentraciones de salinidad en las zonas 
costeras al este de la desembocadura (Figura 4-12b). 






Figura 4-12. Salinidad superficial modelada para: a) 4 de febrero de 2010 2300 hr, b) 24 de febrero 
de 2010 0000hr. 
 
La modelación de salinidad durante febrero de 2010, evidenció la intrusión salina en las capas 
subsuperficiales desde el K5 al K0 del canal del río (Figura 4-13). Para validar esta intrusión salina, 
se analizaron estudios previos realizados en el área de estudio, encontrando en ellos que la intrusión 
salina no alcanza a salinizar la capa superficial del río durante periodos normales, El Niño y La Niña 
[191]. Adicionalmente, se analizaron perfiles de salinidad y temperatura realizados por Restrepo 
[192] durante noviembre de 2012 y 2013, y estos evidenciaron de manera similar a lo encontraron 
en esta tesis: intrusión salina desde el K0 hasta el K6 del canal de acceso. 
 
Desde el K0 al K10 los niveles de salinidad en la superficie estuvieron cercanos a 0.1; en el delta del 
río, agua dulce se mezcló con agua del océano reduciendo las salinidades en las zonas costeras 
adyacentes a 20 de salinidad (Figura 4-13a). Los máximos niveles de salinidad en el delta del río 
estuvieron sujetos a la geomorfología subsuperficial, donde las aguas someras entre 0.5 m y 5 m al 
este de la boca del río, permitieron que el agua del río redujera significativamente las 
concentraciones de salinidad. El contenido de temperatura del río presentó una distribución similar 
a la salinidad (Figura 4-13), presentándose 30°C de temperatura en la superficie (Figura 4-13c) y 
menores temperaturas en la capa subsuperficial cercanas a 26°C desde el K0 al K6 (Figura 4-13d), 
evidenciando la intrusión de agua marina hacia el canal. Adicionalmente, se encontró que agua 
dulce incrementó el contenido de calor en las zonas costeras al oeste de la boca del río (Figura 4-13). 
La comparación de los resultados de salinidad y temperatura modelados (Figura 4-13) contra las 
mediciones in situ de las estaciones REDCAM (Tabla 4-2), indicó que el modelo simuló objetivamente 
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las concentraciones termohalinas asociadas a las características locales. La estación Bocas de Ceniza 
(B), ubicada cerca de la boca del río, presentó en la capa superficial durante el 2010, una salinidad 
y temperatura de 1 y 28.2 °C respectivamente (Figura 4-13a y Figura 4-13b); el promedio histórico 










Figura 4-13. Distribución termohalina modelada para febrero 22 0600 hr: a) capa superficial de 
salinidad, b) salinidad en la capa profunda, c) temperatura en la capa superficial, d) temperatura en 
la capa del fondo. 
 
Los resultados de salinidad para febrero de 2010 en la superficie (Figura 4-13a, c) fueron similares a 
la información de las estaciones oceanográficas REDCAM, evidenciando que el modelo fue capaz de 
simular el transporte en la pluma del Río Magdalena. En la estación Punta Roca, localizada más 
alejada de la boca del río, las simulaciones de temperatura y salinidad se comportaron similar a la 
información in situ REDCAM, por lo tanto, fue posible simular el transporte de calor y sal no solo en 





4.1.4 Oleaje y morfodinámica 
El campo de oleaje durante la temporada seca de 2010 (febrero), presentó Hs con valores máximos 
de 2 m frente a K0 (Figura 4-14a). El modelo indicó al interior del canal de acceso, un Hs de 0.77 m 
en la estación Casa Pilotos, un valor medio de 0.37 m y un mínimo de 0.05 m. Los vectores de oleaje 
en el canal de acceso predominaron del nor-noreste durante todos los estados de mar (Figura 4-14), 
ingresando al río y difractándose hacia el sector izquierdo del canal (tajamar izquierdo). Para la 
época de transición (junio) de 2010, en la estación Casa Pilotos se obtuvo un Hs máximo, medio y 
mínimo de 0.62 m, 0.34 m y 0.16 m respectivamente (Figura 4-14b), con direcciones de ola similar 
al mes de febrero (Figura 4-14b). La temporada húmeda presentó en Casa Pilotos (Figura 4-14f) 
altura de 0.6 m, 0.35 m y 0.01 m respectivamente con direcciones de ola similares a las dos épocas 
climáticas (Figura 4-14c). 
 
 
a) febrero b) junio c) octubre 
   
   
d) febrero e) junio f) octubre 
   
 
Figura 4-14. Campo de oleaje durante 2010: a) vectores en febrero 21 1300 hr, b) vectores en junio 
16 1300 hr, c) vectores en octubre 21 1300 hr, d) Hs (m) en febrero 21 1300 hr, e) Hs (m) en junio 
16 1300 hr, f) Hs (m) octubre 21 1300 hr. 
 
Analizando las alturas de ola en el canal de acceso (K-1,5), se registraron las máximas durante la 
temporada seca (Figura 4-14d), debido al comportamiento de los vientos Alisios del noreste desde 
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el mes de enero a marzo. La disminución de los niveles y el caudal del río, permitieron que los vientos 
intensificaran el campo de oleaje, incrementando las alturas de ola y desplazando la zona de rotura 
más cerca al acceso del canal (K0). Durante la época de transición, los vientos y el caudal 
disminuyeron, conduciendo a que la energía de ola se redujera en el delta del río. En la época 
húmeda, los vientos disminuyeron, pero los caudales del río presentaron máximos registros con 
respecto a la variabilidad natural, conllevando a un incremento de la altura de ola. Como resultado, 
el delta del río estuvo dominado por el oleaje durante las tres temporadas, donde el viento moduló 
la energía potencial de ola durante la época seca (Figura 4-14d), y durante la temporada húmeda 




a) Febrero 9 1900 hr 
 













Figura 4-15. Velocidades verticales a lo largo del canal desde K0 a K10 durante marea de Cuadratura. 
Flujo convectivo (negativo) en azul, y flujo advectivo (positivo) en rojo. 
 
El flujo vertical a través de la componente de velocidad z (Figura 4-15), evidenció la intensificación 
de los flujos convectivos y advectivos en el sector II (K2-K10), principalmente en K5, K5.5 y K9.5 
donde se ubican los diques. Estas estructuras generaron acumulación de sedimentos aguas arriba y 
erosión aguas debajo de estas (Figura 4-16).  
 
Las variaciones del lecho, las fluctuaciones de caudal y la influencia de las estructuras a lo largo del 
río modularon el flujo vertical; en octubre el caudal es máximo en el río, generaron en K9.5 (Figura 
4-16c) flujos verticales positivos (amarillo) aguas arriba del dique, y flujos verticales negativos hacia 
abajo (azul) aguas abajo de la estructura. A medida que el caudal se incrementa, el flujo vertical se 
incrementa, principalmente en zonas bajo el efecto del dique. Los flujos convectivos (negativos) 
mueven material suspendido hacia el fondo, y los flujos advectivos (positivos) suspende el 






















Figura 4-16. Erosión y sedimentación en el Río Magdalena finalizado febrero y junio de 2010. 
 
Los resultados numéricos de erosión y sedimentación (Figura 4-16a) durante la época seca, en el 
sector I (K0 a K2) y el sector II (K2 a K10), presentaron procesos de erosión con acumulación de 
material de 0.10 m a lo largo del canal, y acumulación de 1.45 m en la costa oeste de la boca del río. 
Al final del tajamar, cerca de K0, se presentó pérdida de material de 2.84 m indicando intensa 
erosión, debido al movimiento de áreas y sedimentos hacia el sector izquierdo, indicando una 
acumulación de material de 2.66 m. 
 
Los resultados numéricos durante la época de transición, mostraron la intensificación de los 
procesos de transporte (Figura 4-16b). En K2, la pérdida de material de 4 m evidenció el transporte 
de arenas y sedimentos desde K1 a K0, con acumulación de 7 m. En K5, K5.5 y K9.5, donde se ubican 
las estructuras, el efecto de los diques generaron acumulación de material aguas arriba, y erosión 
aguas abajo de las estructuras. Durante la época húmeda, el dique guía en K2, indujo a la erosión en 
el área entre K1-K2, y acumuló material erosionado en K0 (Figura 4-17Figura 4-16). El material 
acumulado fue de 14 m en el delta, y la erosión resultante indicó pérdida de material de hasta 4.9 
m en frente del tajamar izquierdo. Como se observó durante la época de transición (Figura 4-17b), 
las estructuras a lo largo del canal localizados en el sector II (K2-K10), generaron acreción aguas 






Figura 4-17 Erosión y sedimentación en el Río Magdalena finalizado octubre de 2010. 
 
Con base en los resultados hidrodinámicos durante febrero de 2010, fue posible identificar que el 
dique guía localizado en K2, redujo el área de sección hidráulica, y modificó el campo de corriente 
en K10, incrementando las velocidades de flujo y los procesos de erosión. Por lo anterior fue posible 
clasificar dos áreas, una como sector I conformado desde el K0 al K2, y el sector II el cual inicia en 
K2 y termina en K10. 
 
Las conclusiones de la sección 4.1 se presentan a continuación. 
 
Los resultados de modelación indicaron máximos de altura de ola durante la época seca, con Hs de 
1.98 m frente a Bocas de Ceniza (K0). La temperatura del agua en el río se mantuvo constante en el 
sector II alrededor de los 30°C. En la capa profunda del sector I (K0-K2), las temperaturas del agua 
fueron 26.75 °C durante febrero evidenciando intrusión salina. 
Las zonas costeras registraron menores temperaturas con respecto a las del interior del canal de 
acceso al río, debido a que estas aguas estuvieron bajo el efecto de enfriamiento del viento. Durante 
junio, la disminución de la velocidad del viento y la intensificación de la radiación solar generaron 
un incremento de 1.5 °C en la temperatura del agua. En octubre se presentó el máximo de caudal, 
según la variabilidad climática estacional, generando el incremento de contenido de calor en la zona 
de descarga del río, de hasta 3°C de temperatura con respecto a febrero de 2010. 
 
Se evidenció intrusión salina desde K0 a K6 según los resultados modelados de salinidad, 
temperatura y velocidad en el sector I (K0-K2) durante febrero 2010. Esta intrusión puede generar 
estratificación, induciendo a las aguas turbias de aguas a arriba, a cabalgar las aguas subsuperficiales 
del río en el sector I; esta agua subsuperficial es más densa, más fría y salada con respecto al agua 
de aguas arriba del sector II. Cuando la cuña salina retrocede y desaparece, este proceso puede 
equilibrar el contenido de calor entre el sector I y el océano, permitiendo al flujo de aguas arriba 





Los resultados de erosión y sedimentación del modelo, evidenciaron la intensificación del transporte 
de arenas y sedimentos en junio y octubre, debido al incremento del caudal. En el sector I, el dique 
guía indujo a la generación de procesos de erosión que movieron el material a K0. Las estructuras 
hidráulicas generaron acreción aguas arriba y erosión aguas debajo de cada dique. Por último, en el 
sector I en el centro de la boca del río (K0), los resultados modelados sugirieron la formación de 
barras durante octubre, lo cual pudo generar una rápida reducción de la profundidad del agua 








































4.2 Dinámica e interacción de forzantes atmosféricos e 
hidrodinámicos 
 
El análisis de la variabilidad de los parámetros atmosféricos y marinos permite identificar los modos 
principales de oscilación de los mismos. La dinámica del viento, el oleaje, las mareas y los afluentes 
cercanos, pueden afectar la hidrodinámica, el contenido de calor y de sal en un cuerpo de agua. La 
variabilidad está asociada a la identificación de los modos de oscilación de los parámetros océano 
atmosféricos, y la interacción que entre estos pueden generar no linealidades que afectan la 
oscilación de cada parámetro en determinados períodos de tiempo.  
En las conclusiones de la investigación de Rueda-Bayona [97] se indicó que las máximas fuerzas 
hidrodinámicas ocurrieron durante eventos de máxima aceleración de las corrientes, y se evidenció 
que los máximos eventos de aceleración de corrientes no ocurrieron ni en periodos de máxima 
altura de ola ni en máxima velocidad.  
Con base en lo anterior, el capítulo 4.2 identifica y explica los gradientes máximos de aceleración 
hidrodinámica que generen cargas transitorias. La sección 4.2 valida la hipótesis de Rueda-Bayona 
[97] mediante el análisis espectral y de series de tiempo de temperatura del agua, salinidad, 
velocidades orbitales de ola, velocidades de corriente, y variación de la superficie libre. 
 
4.2.1 Materiales y métodos 
El punto de análisis se encuentra dentro del área de estudio de la desembocadura del Rio Magdalena 
el cual se aprecia en  Figura 4-18, identificado como ADCP. El punto posee coordenadas 11.038230° 
-74.942785°, localizado sobre una columna de agua de 8 m. El perfilador de corrientes y medidor de 
olas ADCP (Acoustic Doppler Current Profiler) de 600 Hz con capacidad AST (Acoustic Surface 
Tracking) de la marca Nortek [193], se instaló sobre una estructura en el fondo, con sus ojos 
orientados hacia la superficie (arriba). Los sensores se ubicaron a 0.5 m del fondo, con celdas de 
medición cada 0.4 m para un total de 20 puntos de medición distribuidos sobre los 8 de profundidad, 











a) Zona de influencia del Rio Magdalena b) Localización del punto de medición 
(ADCP). Imagen de 
  
Figura 4-18. Localización del punto de análisis. 
 
La información y resolución temporal registrada por el ADCP se puede apreciar en Tabla 4-3. Las 
características de la información climatológica y de caudal del Rio Magdalena se presenta en la Tabla 
4-4. 
 
Tabla 4-3. Características de la información medida por el ADCP. 
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1 hora 10 minutos 1 Hz 
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Tabla 4-4. Características de la información de caudal y clima del área de estudio. 
Parámetro Longitud de la serie 
(dd-mm-aaaa-hh) 
Intervalo del registro fuente 
Caudal del Rio 














3 horas NARR [111]. 
 
Para determinar los modos de oscilación de los parámetros, se empleó la transformada rápida de 
Fourier, a cada uno de estos, considerando la frecuencia de medición o el intervalo de registro de 
cada variable analizada. La determinación de la altura significante, dirección y periodo pico 
asociado, se efectuó a través de los momentos estadísticos de superficie libre; se aplicó una media 
móvil de 3 puntos a la serie de superficie libre, con la intención de reducir valores extremos 
identificados como anómalos en la serie de tiempo. 
 
Figura 4-19. Comparación de superficie libre (eta) registrada por el ACDP-AST y por el sensor de 
presión. 
 
La Figura 4-19 presenta la evolución de la variación de superficie libre medida por el sensor de 
presión y los sensores acústicos AST. La comparación de las dos series de tiempo permitió validar 
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que los sensores del ADCP se encuentran sincronizados, los cuales registran la variación de la 
superficie libre; las series AST obtenidas por los sensores acústicos lograron captar la variación la 
superficie libre a 2 Hz, capturando mejor la evolución de la ola con respecto al sensor de presión el 
cual registró a 1 Hz. 
Con la intención de calcular la dirección de ola se empleó la tecnología AST (Acoustic Surface 
Tracking), la cual registra las velocidades orbitales de ola. Por consiguiente, se empleó el método 
PUV para calcular la altura de ola y periodo a través de los momentos estadísticos del espectro de 
frecuencias de las mediciones de presión (P) y la dirección de ola mediante los registros de 
velocidades orbitales de ola (U y V). El método PUV considera que la velocidad orbital (en dirección 
de la ola) y la presión se encuentren en fase y correlacionadas, lo que sugiere que la velocidad bajo 
la cresta de ola posee la misma dirección que la ola misma [194].  
Después de verificar que los registros de superficie libre estuviesen en fase, se procedió a revisar 
que las velocidades orbitales y la presión lo estuviesen. En la Figura 4-20 se aprecia la evolución en 
el tiempo de la presión, la velocidad orbital y sus componentes.  
 
 
Figura 4-20. Comparación de velocidades orbitales de ola registradas por el ACDP-AST y superficie 
libre por el sensor de presión. 
 
El efecto del viento, las mareas y los gradientes de densidad pueden generar un oleaje irregular y 
no lineal en aguas someras, y como resultado la relación directa entre la presión y la velocidad 
orbital horizontal u y v no se cumple totalmente. Como se aprecia en la Figura 4-20, la presión y las 
velocidades resultantes muestran evidencias de estar en fase. Al comparar la presión con las 
velocidades horizontales y verticales, se aprecia que cuando la presión no se encuentra en fase con 
las velocidades u y v, lo está con la velocidad vertical. Para verificar lo anterior, se construyeron los 






Figura 4-21. Comparación de los espectros de velocidad orbital de ola y presión hidrostática (P). 
 
En la  Figura 4-21 se observan picos de densidad espectral con magnitud y fase similar entre la 
presión y las componentes de velocidad orbital con periodos entre 2 y 12 segundos. Se observa que 
solo después de 6 hasta 10 segundos, la presión y la velocidad coinciden, indicando que la alta no 
linealidad del oleaje durante los 2 y 4 segundos, no permite la relación directa de velocidad y 
presión. Entre 6 y 10 segundos se observa la mayor densidad espectral, obteniéndose un periodo 
pico de 8.75 segundos. Se evidenció que las 3 velocidades se asociaron a estados de mar 
desarrollado entre 6 y 10 segundos, principalmente el flujo orbital vertical w, debido a que las 
mayores alturas de ola permiten una mayor velocidad vertical. Se observó que las velocidades 
orbitales u y v presentaron diferencias en amplitud con respecto a P, principalmente entre 7 y 9 
segundos, lo que evidencia que el mayor aporte lo genera la componente de velocidad vertical. 
 
4.2.2 Variables atmosféricas y oleaje: Efecto de meso escala sobre la escala local 
Después de efectuarse la verificación de los registros de superficie libre y velocidades orbitales, se 
procedió a analizar la variación del comportamiento del clima y del oleaje durante los 6 meses de 
medición. Empleando la información instrumental (Tabla 4-3) y de las bases de datos (Tabla 4-4) se 




Figura 4-22. Variación de temperatura del agua, caudal, precipitación y salinidad desde 3 de junio 
12hr a 1 diciembre de 2015. 
La temperatura del agua (Figura 4-22) presentó los registros más bajos en julio (hora 720) y los más 
altos entre septiembre y octubre de 2015 (hora 3240-3600). Los caudales presentaron máximos 
registros alrededor de los 6000 m3/s en junio (día 0-15) y en el mes de noviembre (día 165-180). Las 
precipitaciones diarias acumuladas presentaron máximos entre el 4 y 6 de junio de 2015 (3-hora 
30), 11 de septiembre, 11 al 15 de octubre, 6 y 18 de noviembre. La salinidad presentó variaciones 
que posiblemente estén asociados al régimen de mareas de la zona de estudio, lo que se 
comprobará en la sección 4.2.2 modos de oscilación.  
En la Figura 4-23 se aprecia la variación de la radiación solar y el viento sobre la zona de estudio. Se 
observa que entre el 15 y 30 de junio se presentó la mayor radiación solar, con vientos máximos 
entre 10 y 12 m/s predominantes del noreste (40°). La asociación entre radiación solar y viento se 
encuentra en la capacidad que tiene el viento de remover la nubosidad local, la cual reduce la 
intensidad de ración solar incidente. Por lo anterior, las intensidades de radiación solar se redujeron 
a medida que la intensidad y la predominancia del viento disminuyeron.  
Los registros de precipitación se asociaron con el viento, la radiación solar y la temperatura del agua. 
Durante los eventos de precipitación, las velocidades del viento no superaron los 5 m/s con una baja 
persistencia y predominio variable entre 0° y 180°. Con base en las Figura 4-22 y Figura 4-23, es 
posible argumentar que el viento al reducir su efecto sobre la columna de agua, permitió que el 
contenido de calor se incrementara por radiación solar, hasta el punto de liberar el calor excedente 
mediante evaporación. El agua evaporada ascendió, acumulándose localmente por la baja 





Figura 4-23. Variación trihoraria de radiación solar incidente, velocidad y dirección del viento del 
área de estudio desde 3 de junio a 11 diciembre de 2015. 
 
Después de verificarse que velocidades orbitales y presión estuviesen asociadas (Figura 4-20 y Figura 
4-21), se procedió a calcular la altura significante, periodo pico y dirección de ola mediante el cálculo 
de los momentos estadísticos de los registros de superficie libre y dirección. Se calculó la curva de 
densidad espectral para los datos de AST a 2Hz y de dirección de flujo orbital a 1 Hz, tomando 1024 




Figura 4-24. Variación horaria de altura significante de ola (Hs), periodo pico asociado (Tp) y 
dirección de ola (donde viene) del punto de medición. 
Al analizar la Figura 4-24 se observa que el oleaje estuvo directamente asociado al efecto del viento 
sobre el área de estudio (Figura 4-23). Los registros de altura significante fueron máximos (3 m 
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aprox.) en junio y mínimos (0.2 m aprox.) entre septiembre y octubre. Las direcciones de viento y 
ola presentaron asociación según los resultados del histograma circular de la Figura 4-25. El efecto 
del viento no es inmediato sobre el oleaje, debido a que se requiere de un periodo de tiempo en 
que la transferencia de momento a la superficie del agua homogenice las frecuencias de oscilación 
de las ondas superficiales durante el estado de oleaje sea, hasta lograr direccionar el oleaje local 




Figura 4-25. a) Rosa de viento del área de estudio y b) rosa de oleaje del punto de medición desde 
3 de junio 12hr a 11 diciembre 18hr de 2015; donde viene. 
Con la intención de analizar si perturbaciones atmosféricas de meso escala pudieron afectar el 
campo de vientos de la región Caribe colombiana, y que pudiesen afectar la zona de estudio, se 
revisaron los boletines meteomarinos elaborados por el Centro de Investigaciones Oceanográficas 
e Hidrográficas (CIOH) para los meses de junio, septiembre, octubre y noviembre [195]; en estos 
meses se presentaron cambios en la dirección de ola y en el período pico asociado a la altura 
significante. Adicionalmente se calculó el espectro de ola a partir de los registros de ADCP y en la 
Figura 4-26 se aprecia la evolución del espectro desde junio a diciembre de 2015. 
 
 
Figura 4-26. Evolución horaria del espectro de ola del punto de medición desde 3 de junio 12hr a 11 
diciembre 18hr de 2015. 
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La evolución del espectro indicó que la mayor densidad espectral se presentó en junio y desde 
mediados de noviembre (Figura 4-26). La disminución de la intensidad del viento desde julio a 
octubre indujo a la disminución de la densidad espectral, indicando que el oleaje fue reduciendo su 
altura de ola, y presentando cambios en dirección y periodo. Después de analizarse los boletines 
meteomarinos, se observó que eventos de manifestación de ondas tropicales sobre el litoral Caribe 
colombiano, afectaron el campo de vientos y de oleaje de la zona de estudio. El boletín de julio de 
2015 indicó que el 4 de junio ingresó al mar Caribe la primera onda tropical del mes, y el día 6 y 7 
de julio ingresó al litoral Caribe colombiano, siendo la única onda tropical del mes que afectó las 
condiciones océano atmosféricas del litoral.  Con base en lo anterior, al inspeccionar la dirección de 
ola (Figura 4-24), los vientos (Figura 4-23) y la dispersión del espectro para la primera semana de 
junio (Figura 4-26), se evidencia que la primera onda tropical de junio 2015 afectó el 
comportamiento del olaje y el campo de vientos en la zona de estudio. De igual forma, durante 
septiembre, octubre y noviembre, se presentaron ondas tropicales que afectaron el campo de 
vientos y de oleaje del área de estudio [195], donde el espectro de ola evidenció la incursión de 
oleaje swell entre 14 y 18 segundos (Figura 4-26) generados por la perturbación atmosférica de 
meso escala. 
  
4.2.3 Gradientes de aceleración hidrodinámica: escala local 
Las velocidades de flujo de junio a diciembre de 2015, indicaron un flujo hacia el sureste en el primer 
metro de profundidad, y debajo de este un flujo hacia el suroeste (Figura 4-27), con cambios en 
dirección hacia el norte durante los episodios de baja velocidad de viento y alta variabilidad en 
dirección (Figura 4-23). 
 
Figura 4-27. Variación promedio horaria de velocidad, dirección, velocidad u y v de la corriente 
medida por ADCP desde 3 de junio 12hr a 11 diciembre 18hr de 2015. El nivel medio del mar 
corresponde a la profundidad de 8.5 m (superficie). 
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Durante los periodos de debilitamiento de velocidad de viento, desde los 5 m/s hasta los 0 m/s , y 
durante el cambio de dirección del viento del noreste cambiando al sur-sureste (100º) y sur-suroeste 
(190º) (Figura 4-23), se registraron cambios en la dirección en el flujo subsuperficial hacia el norte 
(Figura 4-27). Durante septiembre y octubre, donde los vientos son débiles y variables con respecto 
a los demás meses, se registraron los máximos de velocidad vertical, lo que indica que en junio y 








Figura 4-28. a) Variación de velocidad (m/s) cada 10 minutos a intervalos de 1 hora de velocidad, b) 
aceleración horizontal (m/s2) y c) aceleración vertical (m/s2) de la corriente medida por ADCP desde 
3 de junio 12hr a 11 diciembre 18hr de 2015. 
La variación de las velocidades de corriente horaria evidenció de manera preliminar, el efecto del 
viento en superficie y de las mareas. En la primera semana de junio, la tercera de septiembre, la 
primera y cuarta semana de octubre, se presentaron en superficie (0.5 m) los máximos de velocidad 
de corriente de 0.83 m/s, 0.67 m/s, 0.60 m/s y 0.63 m/s respectivamente (Figura 4-27); al analizar 
el viento en esas semanas, se observó que la velocidad se intensificó desde el inicio de cada una de 
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estas semanas, demostrando que el flujo superficial se incrementó por el empuje del viento (Figura 
4-23).  
 
Las variaciones de velocidad y aceleración hidrodinámica evidenciaron 3 zonas o capas 
características en la zona de estudio (Figura 4-28).  La primera desde la superficie hasta los 6.5 m, la 
intermedia desde los 6.5 m hasta los 2.9 m, y la tercera desde los 2.9 hasta el fondo. La interfase 
entre las capas, evidenció máximos de velocidad y de aceleración respectivamente. A continuación, 
se presentan los modos de oscilación de los forzantes océano atmosféricos y de velocidad de 
corriente con el objetivo de identificar con mayor precisión cuál forzante afecta de manera directa 
a los parámetros hidrodinámicos analizados. 
 
4.2.2 modos de oscilación. 
Los modos de oscilación nos permiten conocer la variabilidad de las variables océano atmosféricas 
mediante la identificación de los periodos de oscilación según el espectro de frecuencias. El análisis 
conjunto de los modos de oscilación facilita el entendimiento de la variabilidad climática local, y da 
respuesta a patrones de oscilaciones de parámetros oceanográficos. 
 
 
Figura 4-29. Espectro de frecuencias de temperatura del agua medida por ADCP a partir de registros 
horarios desde 3 de junio 12hr a 11 diciembre 18hr de 2015. Se presentan tres figuras del mismo 
parámetro para graficar un acercamiento en la resolución temporal. 
En la Figura 4-29 se observan los modos de oscilación de la temperatura, donde se aprecian ciclos 
de 10.89 h, 23.87 h, 7.15 días, 11.62 días y 30 días, asociados claramente al ciclo semidiurno de 




Figura 4-30. Espectro de frecuencias de salinidad del agua (calculada) de ADCP a partir de registros 
horarios desde 3 de junio 12hr a 11 diciembre 18hr de 2015. Se presentan tres figuras del mismo 
parámetro para graficar un acercamiento en la resolución temporal. 
La salinidad (Figura 4-30) presentó un patrón de oscilación similar a los registrado por la 
temperatura, principalmente en los ciclos semidiurnos, diurnos y de envolvente de marea (8, 12 y 
14 días). A diferencia de la temperatura, la salinidad presentó picos de densidad espectral similar 
entre los 2 y 9.5 s, similar a los periodos de oscilación de oleaje en desarrollo. 
 
 
Figura 4-31. Espectro de frecuencias de velocidad u del viento trihoraria a partir de registros de la 
base de datos NARR desde 3 de junio a 12 diciembre de 2015. Se presentan tres figuras del mismo 




Figura 4-32. Espectro de frecuencias de velocidad v del viento horaria a partir de registros de ADCP 
desde 3 de junio 12hr a 11 diciembre 18hr. Se presentan tres figuras del mismo parámetro para 
graficar un acercamiento en la resolución temporal. 
 
Figura 4-33. Espectro de frecuencias de componente u de ola horaria a partir de registros de ADCP 
desde 3 de junio 12hr a 11 diciembre 18hr. Se presentan tres figuras del mismo parámetro para 




Figura 4-34. Espectro de frecuencias de componente v de ola horaria a partir de registros de ADCP 
desde 3 de junio 12hr a 11 diciembre 18hr. Se presentan tres figuras del mismo parámetro para 
graficar un acercamiento en la resolución temporal. 
 
 
Figura 4-35. Espectro de frecuencias de altura significante de ola (Hs) horaria a partir de registros 
de ADCP desde 3 de junio 12hr a 11 diciembre 18hr de 2015. Se presentan tres figuras del mismo 




Figura 4-36. Espectro de frecuencias de aceleración vertical de corriente horaria a partir de registros 
de ADCP desde 3 de junio 12hr a 11 diciembre 18hr. Se presentan tres figuras del mismo parámetro 
para graficar un acercamiento en la resolución temporal. 
 
Figura 4-37. Espectro de frecuencias de aceleración horizontal de corriente horaria a partir de 
registros de ADCP desde 3 de junio 12hr a 11 diciembre 18hr. Se presentan tres figuras del mismo 
parámetro para graficar un acercamiento en la resolución temporal. 
 
Los resultados del análisis espectral efectuado a los forzantes y a las aceleraciones hidrodinámicas 
en superficie se presentan en la Tabla 4-5. Analizando la tabla se observa que la componente u del 
viento presenta una oscilación cuasi mensual, similar a los evidenciado en la altura significante (Hs). 
La dirección u (norte-sur) de ola presentó un periodo de 23.20 h, lo que evidencia el efecto directo 
del ciclo diurno de la marea. Las aceleraciones horizontales y verticales se asociaron al ciclo diurno 
(23.87 h) y semidiurno (11.97 h) de la marea, y a los ciclos entre 6 y 7.98 horas de las componentes 
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u y v del viento y de las olas. Por último, se observa que las aceleraciones verticales de corriente 
presentaron una oscilación de 31 d, lo que evidencia el efecto de oscilación mensual de la 
componente u del viento (31 d), el cual modula los flujos verticales según la velocidad y dirección 
del viento, viento el cual predominó principalmente del este-noreste (Figura 4-24, Figura 4-25). 
Tabla 4-5. Modos de oscilación de los forzantes y de las aceleraciones horizontales y verticales en 
superficie (7.3 m del fondo). 
Parámetro Periodo  
Vel. u del viento 31.83 d, 23.87 d, 11.23 d, 23.88 h, 11.97 h, 
7.98 h y 6 h  
Vel. v del viento 11.23 d, 7.3 h, 23.88 h, 11.97 h, 7.98 h 
Dirección u de ola 10.91 d, 7.41 d, 23.96 h, 11.85 h, 7.3 h 
Dirección v de ola 23.20 h,  16.8 h, 14.76 h, 9.6 h, 7.8 h, 6.8 h 
Hs 37d, 19 d, 11 d, 23.84 h, 11.98 h, 11.43 h. 
 
Aceleración horizontal de corriente 15.5 h, 7.41 h, 23.87 h, 11.97 h 
Aceleración vertical de corriente 31 d, 15.5 d, 23.87 h, 11.97 h, 7.98 h 
 
  
4.2.4 Cargas transitorias y disipación 
Las cargas transitorias se consideran como ondas que se propagan y se disipan en función del 
tiempo. Esta tesis define a las cargas transitorias como las oscilaciones de los registros de 
aceleración hidrodinámica subsuperficial durante lapsos de tiempo inferiores a las 24 horas, y que 
presentan patrones de oscilación amortiguada. La variación de aceleración negativa y positiva 
permite identificar la propagación de la onda a través de la interfaz, considerando como nodos a los 
registros de aceleración positiva y antinodos a los de aceleración negativa.   
                                                                                                                                                                                                                                                                                                                                                                                                                                                                     
Después de analizar la variación cada hora de aceleración horizontal de corriente (Figura 4-28), se 
identificaron cargas transitorias máximas en junio (Figura 4-38 y Figura 4-39) y en octubre de 2015 
(Figura 4-40). Se observó que la carga transitoria inicia después de un lapso de desaceleración en la 





Figura 4-38. Identificación de carga transitoria para el mes de junio: a) aceleración horizontal (m/s2), 
b) ventana de tiempo de la aceleración horizontal (m/s2). 
 
La Figura 4-39 a través de las aceleraciones horizontales, evidencia 7 cargas transitorias en la interfaz 
capa superficial - intermedia (7.3 a 6.6 m del fondo), a la que llamaremos interfaz 1, y una en la 
interfaz entre la capa intermedia y la capa profunda (3.7-2.9 m), la cual se denominará interfaz 2 
(Figura 4-40). Se observó una mayor frecuencia de emisión de carga transitoria en la interfaz 1 con 
respecto a la interfaz 2, lo que se puede justificar por la variación de la densidad con respecto a la 
profundidad; la capa que presente menor densidad, permitirá mayores frecuencias de emisión de 
cargas transitorias. Las aceleraciones verticales evidenciaron el momento en que se genera una 
fuerte oscilación vertical, las cuales fueron mayores en la interfaz 1 (superior) con respecto a la 




Figura 4-39. Variación de aceleración horizontal (a-h) y vertical (a-v) de corriente cada 10 minutos a 
partir de registros de ADCP desde 6 de junio 06 hr a 8 de junio 7 hr de 2015. 
Las aceleraciones horizontales máximas registradas en octubre (Figura 4-40), fueron 
aproximadamente 0.10 m/s2menores con respecto a las observadas en junio. Las cargas transitorias 
se observaron en la interfaz 1 y 2, encontrándose que las cargas transitorias localizadas en la interfaz 
2 fueron mayor con respecto a la identificadas en la interfaz 1. Con base en lo anterior, es posible 
afirmar que, para octubre, el efecto de marea es mayor en la columna de agua, principalmente en 
el fondo, a diferencia a lo observado en junio, donde el efecto del viento es el de mayor influencia 
sobre la generación de las cargas transitorias. 
 
Figura 4-40. Variación de aceleración horizontal (a-h) y vertical (a-v) de corriente cada 10 minutos a 
partir de registros de ADCP desde 13 de octubre 20.6 hr a 14 de octubre 18.16 hr de 2015. 
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En la Figura 4-41 se observa que los vectores de corriente evidenciaron el efecto del viento y la 
marea en la columna de agua, así como en la capa intermedia se evidencia el flujo predominante 
hacia el suroeste, el cual representa la corriente de litoral. Los periodos del 6 al 8 de junio (Figura 
4-41a) y del 13 al 14 de octubre (Figura 4-41c), presentaron un viento por debajo de los 5 m/s y 
predominio variable del sureste, sur-sureste y nor-noroeste, a diferencia del periodo del 23 al 26 de 
junio (Figura 4-41b) en el cual los vientos estuvieron cercanos a los 10 m/s predominando del 
noreste (Figura 4-23).  
El efecto del viento generó que el flujo en la capa superficial, no fuese constante hacia el sureste 
como ocurre generalmente (Figura 4-27, Figura 4-41b), si no, que indujo a un flujo variable en junio 
(Figura 4-41a)  con dirección hacia el noreste en octubre (Figura 4-41c). Este cambio en el empuje 
del viento sobre la columna de agua alteró la hidrodinámica local, facilitando la generación de cargas 
transitorias, siendo máximas en la interfaz 1 (superior) para el mes de junio, mes donde predomina 
el viento sobre la marea, y máximas en la interfaz 2 (inferior), cuando predomina el efecto de la 
marea en octubre. 
a) 6 al 8 de junio b) 23 al 26 de junio c) 13 al 14 de octubre 
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Figura 4-41. Vectores de corriente por profundidad para los eventos de manifestación de máximas 
cargas transitorias (a) y (c), y durante un evento de ausencia de carga transitoria (b). 
Con el objetivo de analizar los efectos de disipación turbulenta sobre la columna de agua, se 
validaron los resultados de velocidad modelados por Delft3d para los dos episodios de generación 
de cargas transitorias máximas (junio 6 y octubre 13), y de esta manera emplear la información del 
perfil de densidad modelada para estos eventos. 
La validación consistió en comparar los resultados de velocidad a 7.3 m de distancia del fondo para 
el evento de carga transitoria máxima de junio y octubre (Figura 4-42), y contrastar 2 perfiles de 
corrientes y sus componentes para la máxima aceleración horizontal ocurrida en la primera semana 
de junio (Figura 4-43). 
 
 
Figura 4-42. Validación de velocidad de corriente a 7.3 m de profundidad desde a) 6 de junio 06 hr 
a 8 de junio 7 hr de 2015, b) 13 de octubre 20.6 hr a 14 de octubre 18.16 hr de 2015. 
La comparación entre los resultados de modelación con respecto a los registros del ADCP, indicaron 
que el modelo fue capaz de simular las corrientes de manera aceptable, con oscilaciones y 



















Figura 4-43. Validación de perfil de corrientes para el 5 de junio a las 12 horas (a, c, d), y 6 de junio 
a las 12 horas (b, e, f). 
Después de validarse las simulaciones de corrientes y propiedades termohalinas del modelo Delft3D 
(Capítulo 4.1), se emplearon los perfiles de densidad y de corriente (Figura 4-44, Figura 4-45) 
asociados a los eventos de generación de cargas transitorias máximas (Figura 4-39, Figura 4-40). Los 
perfiles de velocidad para los dos episodios, presentaron los registros máximos en superficie con 
valores de 0.7 m/s y 0.62 m/s en junio y octubre respectivamente. Adicionalmente se observaron 
dos picos de velocidad en la interfaz 1 y 2 para los eventos de junio y octubre. 
El perfil de densidad de la carga transitoria de junio (Figura 4-44), fue similar al perfil de densidad 
del evento de octubre (Figura 4-45), los cuales evidenciaron una densidad en superficie menor con 
respecto al fondo, aumentando gradualmente desde los 1018 kg/m3 en superficie a los 1020 kg/m3 
en el fondo. 
Al analizar el número de Richardson (Ri), el cual es una relación adimensional entre las fuerzas 
viscosas e inerciales que representa la estabilidad de un cuerpo de agua, para los eventos de máxima 
carga transitoria en junio (Figura 4-44), se aprecian valores máximos de -5.57 en la profundidad de 
5.6 m, y un segundo máximo de Richardson de -3.04 a los 3.3 m de distancia. Valores de Ri menores 
a 0.2 representan una región de inestabilidad turbulenta capaz de generar vórtices o remolinos, y si 
es mayor a 0.2, se indica que la capa o región presenta un flujo laminar o no turbulento.  
La máxima energía turbulenta (TKE) se registró en los 5 m de profundidad con un valor de 4.60 m2/s2. 
La viscosidad de remolino horizontal máxima fue de 0.11 m2/s a los 5.7 m, la máxima viscosidad 
vertical fue de 3*10-4 m2/s registrada a los 4.5 m, y la máxima difusividad turbulenta vertical se 




Figura 4-44. Perfiles de densidad (rho), velocidad horizontal (U), número de Richardson (-Ri), energía 
cinética turbulenta (TKE), viscosidad de remolino horizontal (eh), viscosidad de remolino vertical (ev), 
difusividad turbulenta vertical (evd) del 6 de junio 06 hr.  
 
Figura 4-45. Perfiles de densidad (rho), velocidad horizontal (U), número de Richardson (Ri), energía 
cinética turbulenta (TKE), viscosidad de remolino horizontal (eh), viscosidad de remolino vertical (ev), 
difusividad turbulenta vertical (evd) del 13 de octubre 20.6 hr.  
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El máximo número de Richardson para la máxima carga transitoria en octubre (Figura 4-45), fue de 
-9.53 en a 2 m del fondo, y un segundo máximo de Ri de -3.04 a los 3.3 m de profundidad del fondo. 
La máxima energía turbulenta (TKE) se registró entre los 6.4 y 6.8 m de distancia del fondo con un 
valor de 1.78 m2/s2. La viscosidad de remolino horizontal máxima fue de 0.32 m2/s a los 5.7 m, la 
máxima viscosidad vertical fue de 3*10-4 m2/s registrada a los 5.2 m, y la máxima difusividad 
turbulenta vertical se obtuvo a los 4.8 m con un valor de 2*10-4 m2/s. 
Efectuando una comparación de la inestabilidad del perfil según el número Ri, se observó que se 
presentaron para ambos casos, un pico a los 5.8 m y otro a los 3.3 m de distancia del fondo, siendo 
el registro de junio mayor a los 5.8 m y en octubre Ri fue mayor a los 3.3 m. La TKE fue mayor en 
junio localizándose a los 6.5 m de distancia del fondo, y en octubre se ubicó 0.4 m más superficial 
con una menor magnitud con respecto a junio. La viscosidad horizontal presentó dos picos, el 
primero se ubicó a los 5.8 m de distancia del fondo, y el segundo a los 3.7 m para ambos casos, 
presentándose los mayores registros en octubre. La viscosidad vertical y la difusividad turbulenta 
vertical fueron mayores en octubre, localizándose a los 4.5 m para ambos casos. 
Las cargas transitorias máximas y la máxima TKE identificadas en junio, se obtuvieron en la misma 
distancia al fondo, y las inestabilidades turbulentas (Ri), se obtuvieron en los niveles de máxima 
aceleración horizontal positiva. La viscosidad vertical y su difusión se obtuvieron para ambos perfiles 
en las zonas de máxima aceleración negativa. El comportamiento anterior evidencia que la interfaz 
1 (superficie-medio) y la interfaz 2 (medio-fondo), presentan una alta energía cinética turbulenta 
(TKE), generando una delimitación en la columna de agua en tres capas. En estas interfaces, se 
generan las máximas cargas transitorias, las cuales presentaron una mayor frecuencia de emisión 
en la interfaz 1 y una mayor disipación vertical turbulenta, siendo la duración de estas de 
aproximadamente 8 horas para el mes de junio y de 15 horas para el mes de octubre. La región 
media de cada capa es una zona de baja intensidad turbulenta horizontal, pero el transporte vertical 
es mayor en estas zonas. 
Según los perfiles de los parámetros turbulentos, se observa que durante junio la instabilidad es 
mayor por el efecto de la interfaz 1 (superficie-media), en la cual el efecto del viento es 
representativo. Para el mes de octubre la mayor inestabilidad se produjo en la interfaz 2 (media-
fondo), lo que evidencia que el efecto de la marea induce a una mayor inestabilidad en el fondo. 
Tomando en consideración al efecto de las ondas tropicales sobre la zona de estudio, y la 
distribución la inestabilidad turbulenta y los gradientes de aceleración en las interfaces 1 y 2, se 
puede concluir lo siguiente: 
1- La hidrodinámica de la zona de estudio presenta tres capas según la dirección del flujo, los 
gradientes de aceleración y las inestabilidades turbulentas. 
2- La capa superficial está sujeta principalmente al efecto del viento y el oleaje resultante con 
flujo hacia el sureste. Cuando el viento se encuentra por debajo de los 5 m/s y con 
direcciones del suroeste, las corrientes en dicha capa cambian de dirección hacia el noreste. 
3- La capa intermedia está sujeta principalmente al transporte neto de la corriente de litoral 
con dirección de flujo al sureste. 
4- La capa profunda esta modulada por la onda de marea, en la cual el flujo posee el mismo 
sentido de la capa intermedia, pero con menor magnitud. Cuando el viento se encuentra 
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por debajo de los 5 m/s y con direcciones predominantes del suroeste, las corrientes en el 
fondo se dirigen hacia el noreste. 
5- Las cargas transitorias máximas se presentaron durante eventos de viento por debajo de los 
5 m/s y dirección variable, localizándose en las interfaces 1 y 2. 
6- Las ondas tropicales que ingresan al Caribe y afectan las condiciones océano atmosféricas 
del litoral Caribe colombiano, inducen a la disminución de la velocidad del viento por debajo 
de los 5 m/s con dirección variable predominante del sur. Como resultado, en la columna 
de agua se generan pulsaciones sobre los modos de oscilación de las corrientes que 
permiten la liberación de oscilaciones amortiguadas (cargas máximas transitorias) con 
periodos de 8 horas en junio y 15 horas en octubre. 
7- Las cargas máximas transitorias representan eventos de máxima aceleración horizontal, las 
































5. DINÁMICA ESTRUCTURAL OFFSHORE 
 
 
En el presente capítulo se analiza el efecto que ejercen las cargas transitorias no lineales de viento, 
oleaje y corrientes sobre la dinámica estructural de dos tipos de turbinas de viento offshore, una 
monopolo (monopile) y una flotante estabilizada por flotabilidad. Mediante experimentos en dos 
canales de olas se sometieron dos modelos de turbinas de viento (escala 1:100) a cargas de oleaje 
regular e irregular, y al efecto de ráfagas de viento.  
 
El capítulo está dividido en 3 secciones, y se distribuyen de la siguiente manera. En la sección 5.1 se 
presentan los resultados de los experimentos de una turbina fija, en la sección 5.2 se encuentran 
los resultados de los experimentos de una turbina flotante, y en la sección 5.3 se presentan 






















5.1 Amortiguamiento viscoso desde el enfoque hidrodinámico y 
estructural 
 
En el diseño de estructuras expuestas al efecto de las olas, el viento y las corrientes, se requiere 
identificar en detalle la carga y la respuesta del sistema estructural. La ingeniería offshore como 
disciplina se enfoca en el diseño de estructuras marinas que estarán expuestas a cargas transitorias 
estacionarias y no estacionarias, las cuales, según su duración, forma, frecuencia y zona de 
afectación de la estructura, afectará la integridad estructural en el corto, mediano y largo plazo. Las 
cargas transitorias se caracterizan por ser amortiguadas, que en otras palabras indica que se disipan 
con el tiempo.  
Una carga transitoria se diferencia de una estacionaria debido a que no repite cíclicamente su 
frecuencia de emisión, lo que infiere que la aparición de estas no se repita periódicamente. Como 
resultado, las cargas transitorias principalmente las no lineales, no se detectan con facilidad, por su 
carácter aleatorio o no estacionario. Las cargas transitorias no lineales generalmente son de corta 
duración, las cuales pueden encontrarse entre 1 a 20 segundos en el caso de las cargas de viento, 
entre 1 a 6 horas, en el caso de las cargas de oleaje, y entre 8 y 15 horas en el caso de cargas 
transitorias por corrientes marinas subsuperficiales.  
Las cargas transitorias de viento sobre la estructura se generan principalmente durante eventos de 
ráfagas de viento, las cuales duran aproximadamente 1 minuto [196]. Las transitorias de ola se 
pueden generar durante eventos de oleaje no desarrollado (sea), y las subsuperficiales se pueden 
generar por variaciones en el efecto del viento, las olas y las mareas sobre la columna de agua. 
Las cargas transitorias lineales o no lineales pueden conducir a cualquier estructura a la resonancia 
estructural, generando una amplificación de los periodos de oscilación de la estructura. Las 
resonancias estructurales se presentan cuando el periodo natural de la estructura es igual o próximo 
al periodo de oscilación de la carga. Por consiguiente, el diseño de estructuras tradicional aplica 
metodologías para la determinación de los periodos naturales y los radios de amortiguamiento 
mediante aproximaciones analíticas, numéricas y experimentales [99]. Dos de los métodos 
experimentales más usados para la determinación de los periodos naturales y amortiguamiento, 
son el “método de vibración libre”, y el “método de vibración forzada” [197]. 
Los métodos tradicionales de determinación de los modos y frecuencias de oscilación funcionan de 
manera exitosa durante condiciones de carga estacionarias o armónicas. Estas condiciones son 
comunes durante el diseño de estructuras continentales (onshore), las cuales están sujetas 
principalmente al efecto del viento y los sismos. Por lo anterior, las pruebas de vibración libre y 
forzada se realizan en condiciones de estacionaridad, lo que indica que los modos de oscilación 
tanto de la carga como de la estructura serán armónicos decrecientes. En el caso de las estructuras 
offshore, las condiciones para determinar los modos de oscilación estructural y de las cargas no es 
estacionario, donde los modos de oscilación de las cargas pueden ser lineal o no lineal.  
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Determinar los periodos de oscilación natural de la estructura offshore, la cual está sumergida y en 
condiciones altamente no lineales, es una tarea compleja y rigurosa. La estructura offshore al estar 
sumergida presentará un periodo natural amortiguado, condicionado a los efectos viscosos del agua 
y del suelo, como a las cargas transitorias no lineales del viento, las olas y las corrientes. Con base 
en lo anterior, el periodo natural de la estructura y su amortiguamiento deberá determinarse 
mediante métodos de vibración forzada, ya que la naturaleza del medio en que se encuentra 
(océano) la induce a un continuo forzamiento; los métodos de vibración libre aplicados a la 
estructura offshore servirán de comparativo para estimar los parámetros estructurales en 
condiciones lineales y estacionarias.  
Durante el diseño de turbinas de vientos offshore, se considera la relación entre el amortiguamiento 
aerodinámico y el estructural, debido a que las aspas y el sistema mecánico de generación de 
energía de la estructura generan vibraciones que modifican la dinámica estructural. Detalles sobre 
el diseño de turbinas de viento y espeficaciones técnicas mediante registros experimentales en 
parques eólicos construidos en Europa se presentan en el trabajo de Kühn et al. [196]. 
La integridad estructural y la seguridad operacional de las estructuras tiene una relación inversa con 
los costos de construcción y mantenimiento, por lo que el control de las vibraciones inducidas 
durante la interacción carga-estructura requiere de investigación y desarrollo de amortiguadores 
estructurales; la evolución y masificación del uso de energías renovables requiere de una reducción 
de los costos asociados.  
Al realizarse una revisión del estado del arte desde el año 2007, se han realizado diversos estudios 
sobre el control de vibraciones en estructuras offshore fijas y flotantes. Los ingenieros Ou et al. 
[198], desarrollaron un sistema de aislamiento de amortiguación para el control de vibraciones de 
una plataforma articulada. Mediante una tabla vibradora en seco, excitaron la base de la estructura 
y simularon el efecto de las cargas dinámicas sobre un modelo a escala 1/10, donde los periodos de 
oscilación de la tabla se asociaron a los periodos de oscilación de las cargas de oleaje y viento. Los 
autores concluyen que el sistema de amortiguamiento desarrollado mitiga exitosamente cargas 
sísmicas y de hielo.  Colwell S y Basu B [199] analizaron la respuesta estructural de una turbina de 
viento offshore modelada numéricamente como un sistema de varios grados de libertad (VGDL), 
ante cargas de viento y oleaje. Aplicaron el espectro Kaimal y JONSWAP para representar la 
excitación por carga eólica y de oleaje respectivamente. Los investigadores apuntan en sus 
conclusiones que la implementación de amortiguadores de columna líquida (TLCD, del inglés) 
incrementa significativamente los tiempos de vida ante fatiga. 
En el 2011 [200] se realizó un estudio sobre el comportamiento estructural de una estructura 
monopolo offshore ante el efecto del oleaje. Los investigadores emplearon un modelo 3D de 
elementos finitos. Dos conclusiones se presentaron en el trabajo de investigación: la primera indica 
que la presión hidrostática es el factor dominante sobre la deflexión de la estructura, mientras que 
la presión dinámica se reduce rápidamente a medida que aumenta la profundidad. La segunda 
conclusión indicó que los desplazamientos laterales del monopolo se incrementan directamente con 
el aumento del número de onda, su amplitud y la profundidad del agua donde se encuentra 
dispuesta la estructura. 
Wei et al. [201] efectuaron análisis modales y simulaciones aero-servo-hidro-elásticas para 
condiciones ambientales del mar del suroeste coreano. Emplearon el espectro de JONSWAP para 
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generar artificialmente cargas de oleaje sobre una turbina de viento modelada numéricamente a 33 
m de profundidad. Los autores en su investigación reportaron frecuencias naturales de la turbina 
de viento entre 0.245 Hz y 3.268 Hz. 
Los ingenieros Mojtahedi et al. [202] construyeron un modelo físico en seco de una estructura 
offshore articulada para analizar la salud estructural durante diversos escenarios de daño. Los 
autores realizaron pruebas de vibración libre forzada mediante impactos. En sus conclusiones los 
autores indican que su metodología propuesta fue validada empleando información de vibraciones 
en condiciones secas, es decir, experimentos sin presencia de agua.  
Shirzadeh et al. [203] emplearon información de campo y modelación numérica para estimar el 
amortiguamiento de una turbina monopolo offshore ubicada a 22.9 m de profundidad. Mediante 
información de aceleración instrumental determinaron el primer modo de oscilación y su 
amortiguamiento asociado mediante análisis de Fourier. Los autores estimaron el amortiguamiento 
total mediante las sumas del amortiguamiento natural de la estructura, amortiguamiento por 
fricción del lecho, amortiguamiento aerodinámico, amortiguamiento inducido por el amortiguador 
y el amortiguamiento hidrodinámico (radiación + viscosidad hidrodinámica). Los autores efectuaron 
simulaciones numéricas modificando los coeficientes de arrastre, y obtuvieron amortiguamientos 
hidrodinámicos de 0.07%, que según ellos se asocia a los valores reportados en la literatura para 
turbinas monopolo de 0.3 Hz de frecuencia natural, diámetro de la cimentación de 4.7 m y 
profundad del agua de 20 m. La investigación concluye que se debe profundizar en la dinámica 
estructural ante el efecto del viento y las olas mediante investigaciones experimentales para evaluar 
la contribución del amortiguamiento aerodinámico para diferentes escenarios de viento.   
Travanca y Hao [204] analizaron la respuesta estructural mediante modelación numérica de una 
plataforma de acero ante el impacto de un buque. En su investigación reportaron periodos naturales 
de una plataforma fija (trípode) entre 0.32 s y 3.28 s, y de una y articulada (jacket) entre 0.30 s y 
3.08 s. Jafarabad et al. [205] analizaron la respuesta de una plataforma offshore articulada con 
compartimiento flotante mediante aproximaciones analíticas, para analizar la efectividad de un 
sistema de amortiguamiento híbrido. Los autores en sus conclusiones indican que la tecnología de 
amortiguamiento es efectiva ante cargas sísmicas y daño por fatiga. 
En el 2014 se efectuó un estudio sobre la reducción de las respuestas de desplazamiento estructural 
de plataformas fijas ante cargas de oleaje [206]. Los autores evaluaron la eficiencia de 
amortiguadores con masa hidrodinámica flotante (HBMD, del inglés), los cuales generan fuerzas 
reversivas o de inercia sobre la estructura. Los autores concluyen que este tipo de amortiguadores 
ubicados y anclados correctamente pueden reducir significativamente las vibraciones de la 
plataforma debido a la carga de oleaje. 
Carswell et al. [207] investigaron la importancia del amortiguamiento en la cimentación de una 
turbina de viento monopolo expuesta a cargas de oleaje extremal, empleando un modelo de 
elementos finitos lineal elástico. Consideraron los efectos hidrodinámicos mediante el concepto de 
masa hidrodinámica adherida, y asumieron un amortiguamiento Rayleigh de 1%. Ellos emplearon el 
método de decremento logarítmico y determinaron amortiguamientos críticos de 0.17% a 0.28% 
asociados a la cimentación de la turbina. En los resultados se presentan periodos naturales del 
viento entre 0.01 y 0.1 Hz, de oleaje en 0.1 Hz y de la estructura en 0.3 Hz. proponen un método 
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para cuantificar el amortiguamiento estructural mediante la conversión de la pérdida de energía 
histerética a viscosa. 
Koukoura et al. [208] identificaron el amortiguamiento estructural de dos modos de oscilación para 
una turbina monopolo offshore en condiciones operacionales reales. Emplearon la transformada 
discreta de Fourier para generar las curvas espectrales, y mediante el método de media potencia 
identificaron los picos de resonancia estructural. En sus conclusiones indican que determinaron un 
amortiguamiento total de 1.93% y un decremento logaritmo de 12.2%, resultados que se asocian a 
los reportes de otros estudios para condiciones similares. Como trabajo a desarrollar, recomiendan 
la eliminación de armónicos antes de realizar la identificación del amortiguamiento estructural con 
el objetivo de estimar resultados de amortiguamiento más precisos. 
Gavassoni et al. [209] analizaron los modos de oscilación no lineal de una estructura offshore 
articulada, mediante un modelo discreto de 2 grados de libertad, considerando el efecto de la 
flotabilidad, la masa adherida, las corrientes y el oleaje. Los autores indicaron que las corrientes 
alteran la posición inicial del sistema estructural, eliminando la resonancia interna 1 a 1, con dos 
frecuencias naturales variando periódicamente con la dirección de la ola. Cuando la corriente actúa 
en la misma dirección del plano de simetría, se observó un modo de oscilación similar en esa 
dirección. Por lo anterior, la respuesta estructural varía periódicamente con la dirección de la 
corriente. En sus conclusiones los autores indican que los resultados de vibración libre y forzada 
evidenciaron que los modos de oscilación tienen un efecto palpable sobre la dinámica no lineal del 
sistema, forzando la dirección de modos acoplados y desacoplados para diferentes escenarios de 
bifurcación.  
Una revisión detallada sobre los métodos de control de vibración para estructuras offshore fue 
realizada por Kandasamy et al. [210]. En sus conclusiones indicaron que las vibraciones en las 
estructuras offshore debido a cargas dinámicas ambientales (ola, viento, corrientes) han afectado la 
seguridad operacional, conduciendo a accidentes abordo y a fallas estructurales durante las últimas 
décadas. Los métodos de control de vibración presentados son los activos, pasivos, semi-activos o 
híbridos. Los métodos pasivos adicionan capas de amortiguamiento viscoelásticas, los activos 
generan fuerzas sobre la estructura para reducir las vibraciones y los semiactivos o híbridos 
combinan los dos métodos iniciales para reducción de las vibraciones no deseadas.  
Hosseinlou y Mojtahedi [211] efectuaron una investigación experimental de un modelo físico que 
representó a una estructura offshore articulada, con el objetivo de establecer los parámetros 
iniciales para la modelación en elementos finitos a largo plazo de la salud estructural. Los autores 
realizaron pruebas de vibración en seco para estimar los parámetros estructurales y en sus 
conclusiones presentan un método robusto simplificado para el monitoreo de la integridad 
estructural de plataformas offshore. 
Subbulakshmi y Sundaravadivelu [212] investigaron el efecto que tiene el “heave plate” sobre el 
amortiguamiento vertical de una turbina de viento flotante. Los autores emplearon modelación CFD 
para estimar los amortiguamientos, los cuales fueron validados con resultados experimentales 
obtenidos por pruebas de vibración libre a un modelo de escala 1:50. En la investigación se presenta 
el efecto que generan los vórtices resultantes debido a la interacción fluido-estructura. Los autores 
destacan en sus conclusiones que el amortiguamiento vertical se incrementa con la relación de 
escalamiento del “heave plate.” 
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Wei et al. [213] estudiaron las respuestas estructurales de una turbina offshore articulada ante 
cargas de oleaje mediante análisis dinámico y estático de series de tiempo, y además determinaron 
el factor de amplificación dinámica en función de la altura de ola, la regularidad de la ola y el periodo 
estructural. Los autores concluyen que los resultados numéricos de su investigación corresponden 
solo a tres modelos estructurales de turbinas e incluyen diversas asunciones como los coeficientes 
hidrodinámicos de inercia y arrastre.  
Recientemente se han publicado investigaciones sobre la respuesta estructural de estructuras fijas 
y flotantes ante cargas lineales y no lineales de viento y oleaje, y la interacción con el suelo, en las 
cuales se emplearon técnicas numéricas y experimentales para la estimación de los periodos 
naturales y de amortiguamiento estructural [214] [215]  [216] [217] [218] [219] [220]. 
La determinación de los modos de vibración estructural en estructuras offshore se realiza 
generalmente mediante la descomposición de la señal de la carga y de la respuesta en armónicos 
fundamentales a través de las transformadas de Fourier. La técnica numérica de Fourier es eficiente 
y útil siempre que se trate con cuidado los intervalos de tiempo de las series a analizar. Las series 
de tiempo de la señal pueden contener picos pronunciados en la región de resonancia de 
frecuencias, y si el paso de tiempo de la serie de información o la frecuencia de medición del 
instrumento supera el periodo de oscilación de la carga no lineal, es posible que el análisis espectral 
mediante Fourier no detecte estos picos de resonancia.  
En el trabajo de van Der Tempel  [221] se recomienda el método de media potencia (Half Bandwidth 
method) para determinar los parámetros estructurales durante vibración forzada, y recomienda una 
frecuencia mínima de medición de 0.25 segundos para efectuar de manera exitosa el análisis de 
Fourier.  
Según van Der Tempel  [221] se emplean métodos de linealización estadística para distintas 
condiciones experimentales de vibración forzada con la intención de obtener el periodo natural y el 
amortiguamiento representativo. El investigador sugiere simular en el tiempo las cargas y las 
respuestas estructurales para diferentes condiciones experimentales, y mediante el método de 
decremento logarítmico extraer los periodos y amortiguamientos de cada condición experimental. 
Finalmente, mediante un análisis de regresión lineal selecciona el periodo y amortiguamiento 
estadísticamente representativo.  
Con base las investigaciones citadas, se observa que solo se emplea las cargas de ola mediante 
simulación (JONSWAP) de la superficie libre, y no se presentan detalles de la interacción de las 
corrientes locales (vórtices) y su efecto viscoso sobre la ola que se aproxima y sobre la dinámica 
estructural [215] [199] [198] [220] [201] [222] [200] [213]; en el trabajo Subbulakshmi y  
Sundaravadivelu [212] se habla de la importancia de los vórtices cercanos al cilindro para el 
amortiguamiento vertical. Se observó que en el trabajo de Wei et al. [213], estimaron 
amortiguamientos considerando solo el efecto que tiene el incremento de altura de ola sobre la 
deformación de la estructura, pero no se analizó la importancia del periodo de la ola sobre la fuerza 
hidrodinámica asociada a la carga. 
Durante la revisión se identificó que se construyeron modelos físicos de estructuras offshore, y se 
efectuaron pruebas de vibración en seco y no en agua. Por lo anterior, no se consideraron los 
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periodos naturales amortiguados cuando la estructura está sumergida en reposo y perturbada [202] 
[205] [211]. 
Las funciones de transferencia obtenidas mediante los métodos de vibración forzada, generalmente 
se han construido a partir de series de tiempo de cargas generadas mediante ecuaciones 
paramétricas evaluadas en el dominio del tiempo o de la frecuencia. Las cargas de oleaje y las 
velocidades de flujo asociadas, se han generado artificialmente mediante parametrizaciones 
espectrales a través de ecuaciones espectrales como Pearson-Moskovitz, JONSWAP, entre otras; las 
cargas de viento se han estimado generalmente mediante registros instrumentales.  
Adicionalmente se han aplicado los métodos de vibración forzada a partir de una serie de tiempo 
de aceleraciones o desplazamientos de la carga y una de la respuesta estructural. Por consiguiente, 
se han construido curvas espectrales independientes por cada condición de carga, donde en el eje 
vertical se presenta la variación de la amplitud normalizada, y en el eje horizontal la variación de la 
frecuencia de la excitación de la carga de una condición experimental [221] [197]. Como resultado, 
se definen periodos naturales de las estructuras y las cargas para una sola condición experimental, 
posiblemente dejando por fuera interacciones no lineales que puedan generar curvas de funciones 
de transferencia con 2 o más picos de desplazamiento o aceleración normalizada.  
Durante las pruebas de vibración forzada en ambientes perturbados como en el que encuentra 
generalmente una estructura offshore, la no linealidad de las cargas dinámicas generales y 
transitorias, y la interacción entre estas, puede inducir vibraciones sobre la estructura que 
continuamente estén modificando el periodo natural de la estructura offshore. Por consiguiente, 
identificar el periodo y amortiguamiento con pruebas de vibración forzada en seco, o simulando 
cargas no lineales para una carga de superficie libre generada por JONSWAP para un solo escenario, 
puede inducir a que en la identificación de los parámetros estructurales no se detecten periodos de 
amortiguamiento críticos o representativos.  
Por lo anterior, esta investigación recomienda construir curvas de aceleraciones normalizadas 
empleando cargas hidrodinámicas calculadas mediante registros de velocidades de flujo 3D cerca 
de la estructura, toda vez que los vórtices generados durante la interacción ola-estructura modifican 
o reducen la magnitud del flujo neto inducido por ola hacia la estructura, considerado esto como un 
amortiguamiento viscoso o un coeficiente de arrastre en la ecuación de Morison. 
De la manera como se construyen las curvas de funciones de transferencia a partir de ensayos de 
vibración forzada en seco independientes, en los cuales la vibración resultante del impacto presenta 
una oscilación armónica amortiguada definida. Como resultado, la presente investigación propone 
realizar una prueba de vibración forzada en agua, y extraer la aceleración significante de la respuesta 
estructural (aceleración) y su periodo pico asociado de cada ensayo; de esta manera se logra 
construir la curva de aceleraciones normalizadas. Agrupar las funciones de transferencia 
(aceleraciones normalizadas) en una sola curva permitirá identificar uno o más periodos naturales 
amortiguados. 
Por lo anterior, en la presente investigación se propone una aproximación distinta para estimar los 




1- Elaborar DOE con diversas condiciones experimentales (viento, oleaje, corrientes). 
Identificación de factores y respuestas.  
2- Registrar por cada ensayo la variación en el tiempo de las cargas y las respuestas 
estructurales. 
3- Determinar por cada ensayo los modos de oscilación de las cargas. 
4- Determinar por cada ensayo el periodo natural no perturbado de la estructura (decremento 
logarítmico). 
5- Seleccionar el periodo natural (Tn) y el amortiguamiento (ζ) representativo del ensayo a 
partir de las réplicas, y el Tn y ζ representativo del experimento a partir de los ensayos. 
6- Determinar las amplitudes significantes de las cargas y su periodo pico asociado aplicando 
los momentos estadísticos (momento de orden cero) a los espectros de Fourier.  
7- Emplear las amplitudes significantes y los periodos asociados de las cargas, determine el 
periodo natural perturbado de la estructura mediante el Half Bandwidth method (método 
de media potencia). 
8- Homogenizar las frecuencias de medición de los registros y normalice las series según los 
máximos y mínimos de cada ensayo y efectúe ANOVA, considerando a las aceleraciones de 
las cargas como factores y a las aceleraciones estructurales como la respuesta.  
9- Analizar la interacción no lineal de los efectos principales y estime las cargas de mayor 
efecto sobre la estructura, así como la interacción entre las cargas. 
El método propuesto difiere de los métodos tradicionales porque: 
• Considera los periodos y amortiguamientos estructurales cuando la estructura está 
perturbada mediante el método de media potencia, y cuando no está perturbada mediante 
el método de decremento logarítmico.  
• Analiza series de tiempo de cargas transitorias no lineales para diferentes condiciones 
experimentales según el DOE-ANOVA. 
• Identifica los periodos naturales y amortiguamientos significantes mediante los momentos 
de orden cero de los espectros de Fourier, y presenta los periodos y amortiguamientos 
representativos de todo el experimento. 
• Presenta los modos de oscilación y amortiguamiento para tres escenarios: solo oleaje 
irregular (JONSWAP), oleaje + viento, y considerando oleaje + viento + corriente (todos).  
 
A continuación, se presentan en las secciones siguientes del capítulo, los resultados de modelación 
de la interacción flujo-estructura de dos modelos físicos de turbinas de viento, la identificación de 










5.2 Estructura fija (monolítica) 
El primer experimento consistió en evaluar las respuestas estructurales de una turbina de viento 
monopolo fija, ante cargas de oleaje irregular y cargas de oleaje irregular + viento. El experimento 
se realizó en el canal de olas perteneciente al Instituto de Ingeniería de la Universidad Nacional 
Autónoma de México, el cual posee 37 m del largo, 80 cm de ancho y 120 cm de alto. 
5.2.1 Configuración del experimento   
Los sensores de nivel (SN) se ubicaron según la longitud de onda de diseño, la cual es de 1.76 m; la 
profundidad o nivel de agua fue de 20 cm. Los perfiladores ultrasónicos de velocidad (UVP, del 
inglés) se ubicaron a 5 cm por debajo de la superficie libre. El vectrino se ubicó a 8 cm aguas arriba 
de la turbina, y el perfil de medición de 7 cm se ubicó desde el fondo. Los sensores de nivel 
registraron información a 100 Hz, el vectrino a 80 Hz, los UVP4 a 100 Hz, y el acelerómetro biaxial a 
100 Hz. Detalles de la localización se los instumentos se pueden observar en la  Figura 4-46, Figura 
4-47 y Figura 4-48. 
 
 
Figura 4-46. Distribución de sensores y localización de la turbina fija. 
 
Para simular el efecto del viento se empleó la técnica de jalonamiento o empuje, en la cual mediante 
cables se aplica una carga sobre las aspas de la estructura; se empleó un dinamómetro para 
controlar las cargas las cuales fueron de 50 g, 150 g y 250 g. 
 





Figura 4-47. Configuración de la modelación física de la turbina de viento monolítica offshore de 
escala 1:100. 
 
a) b) c) 
 
  
Figura 4-48. Configuración del experimento a) perfilador de velocidad Vectrino (80 Hz), b) 
acelerómetro al interior del Nacelle de la estructura y cables de jalonamiento, c) alineación de los 
sensores de nivel (100 Hz) y los perfiladores de velocidad UVP (1 Hz). 
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El diseño de experimentos (DOE, en inglés) consistió en la evaluación de las cargas para 2 
condiciones: 1- solo oleaje irregular (JONSWAP), 2- oleaje irregular + viento. Las condiciones 
experimentales de cada ensayo se presentan en Tabla 4-6 y Tabla 4-7. El canal no posee la capacidad 
de generar corrientes, por tal motivo en el experimento de la turbina fija no se evaluó la carga de 
corrientes. 
Tabla 4-6. Experimento con oleaje irregular JONSWAP (gama = 1). 
ensayo Hs (m) Tp (s) 
1 0.08 1.1 
2 0.08 1.1 
3 0.08 1.1 
4 0.05 0.8 
5 0.05 0.8 
6 0.05 0.8 
7 0.01 0.7 
8 0.01 0.7 
9 0.01 0.7 
 
Tabla 4-7. Experimento con oleaje irregular JONSWAP (gama = 1) + viento. 
ensayo Hs (m) Tp (s) Carga de viento (g) 
1 0.08 1.1 50 
2 0.08 1.1 50 
3 0.08 1.1 50 
4 0.05 0.8 150 
5 0.05 0.8 150 
6 0.05 0.8 150 
7 0.01 0.7 250 
8 0.01 0.7 250 




Con el objetivo de determinar el periodo natural en seco , se realizaron 5 pruebas de vibración libre, 
las cuales consistieron en jalar y soltar la estructura desde los cables, y así simular el efecto del 
viento (Figura 4-48b). Las series de tiempo de aceleración longitudinal x registradas se aprecian en 
la Figura 4-49. 
 
Figura 4-49. Prueba de vibración libre en seco. 
 
5.2.2 Estimación de parámetros dinámicos estructurales y función de transferencia. 
Empleando la técnica de decremento logarítmico se obtuvieron los periodos y amortiguamientos 
naturales de la estructura y los resultados de las 5 pruebas se aprecian en la Tabla 4-8. 




final t1 (s) t2 (s) a1 (m/s^2) a2 (m/s^2) Tn (s) ζ ζ % 

































                  




Según los resultados de vibración libre en seco, se identificó que la estructura posee un periodo 
natural de 0.178 s (5.6 Hz). Para determinar el periodo natural con amortiguamiento viscoso se 
aplicó la metodología propuesta, la cual indica calcular las aceleraciones significantes de cada 
ensayo mediante los momentos de orden cero a los espectros de Fourier. Por consiguiente, se 
construyeron las funciones de transferencia de cada uno de los ensayos, donde en el eje x se 
presentan los periodos de oscilación de cada carga, y en el eje y las funciones de transferencia de 
cada ensayo, lo que representa la aceleración normalizada (aceleración de la estructura/aceleración 
de la carga). 
a) JONSWAP  b) JONSWAP c) JONSWAP 
 
  
d) JONSWAP + viento e) JONSWAP + viento 
(UVP) 




Figura 4-50. Determinación de periodo natural amortiguado mediante el método de media potencia 
(Half Bandwith method). 
Los resultados del método de media potencia de las funciones de transferencia acel. estructura/ 
acel. carga (SN3), acel. estructura/ acel. carga (vectrino) y acel. estructura/ acel. carga (UVP2), se 
presentan en la Figura 4-50 y la Tabla 4-9.  
Tabla 4-9. Determinación de los periodos naturales amortiguados de la estructura fija. 
  w1 (Hz) w2 (Hz) Wp (Hz) dzita TD (s) 
SN3 1.27 1.33 1.283 0.02 0.78 
SN3 + viento 0.69 1.075 1.009 0.21 0.99 
UVP2 0.364 0.397 0.383 0.04 2.61 
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UVP2 + viento 0.24 0.32 0.27 0.14 3.70 
vectrino 1.45 1.61 1.605 0.05 0.62 
vectrino + viento 0.19 1.25 0.37 0.74 2.70 
 
En el experimento con solo el efecto de ola irregular (Figura 4-50 a-c), se identificó que los periodos 
naturales de las cargas de ola (SN3) estuvieron entre 0.9 y 1.4 Hz, los de flujo inducido por ola 
medidas por el vectrino entre 0.41 y 5.15, y las de flujo inducido por ola medidas por el UVP2 indicó 
periodos entre 0.27 Hz y 0.41 Hz. La mayor amplificación de la aceleración se presentó en las curvas 
de función de transferencia (H) obtenidas mediante el vectrino, aproximadamente 10,000 veces 
mayor a las máximas aceleraciones normalizadas obtenidas por SN3 y UVP2. Lo anterior sugiere que 
el campo de flujo próximo medido por el  vectrino presenta un rango mayor de periodos naturales 
de carga y por consiguiente genera una mayor amplificación de la respuesta estructural con respecto 
a las cargas por SN3 y UVP2.  
Cuando se impuso el viento sobre la estructura, el empuje constante del viento amortiguó las 
vibraciones naturales de la estructura, evidenciado por las curvas de transferencia las cuales 
registraron una menor amplificación de la aceleración normalizada (Figura 4-50 c-f) con respecto a 
las curvas sin el efecto del viento (Figura 4-50 a-c). En la  curva calculada según las mediciones del 
UVP2 (Figura 4-50 f), se evidencia un registro de aceleración normalizada de 0.00025, resultado que 
se desmarca de los otros ensayos, provocando que la curva no tenga forma de campana. Si bien no 
se tienen registros de anomalías o errores humanos inducidos para este ensayo, el resultado se 
encuentra dentro de los periodos naturales de excitación de la carga y en el orden de magnitud de 
las aceleraciones normalizadas. Como resultado, el corte de la curva (pico espectral /√2) se efectuó 
a partir del segundo pico máximo, el cual permitió intersectar la curva con los dos periodos de 
excitación. 
Según los resultados de la Tabla 4-9 se observa que los periodos naturales amortiguados 
perturbados obtenidos mediante los registros de UVP2 difieren con respecto a los medidos por el 
SN3 y vectrino, lo que evidencia que el flujo asociado a la ola al encontrarse alejado de la estructura, 
no se ve afectado por el amortiguamiento viscoso, por consiguiente el periodo natural amortiguado 
perturbado obtenido mediante UVP2 se asocia al periodo natural del flujo y no de la interacción 
flujo-estructura. Como resultado, solo se considerará los resultados asociados a SN3 y vectrino. 
Con base en lo anterior la estructura presenta un periodo natural amortiguado perturbado entre 
0.62 y 2.7 s, lo que sugiere dos modos de oscilación. El primero con una frecuencia natural 
amortiguada sin el efeto del viento de 0.7 s (promedio entre SN3 y vectrino), y un segundo modo 
de 1.84 s (promedio entre SN3+viento y vectrino+viento). El segundo modo de oscilación es mayor 











a) Ensayo 1 – JONSWAP b) Ensayo 2 - JONSWAP  c) Ensayo 3 - JONSWAP  
   
UVP2 
d) Ensayo 1 – JONSWAP e) Ensayo 2 - JONSWAP  f) Ensayo 3 - JONSWAP  
   
SN3 
g) Ensayo 1 – JONSWAP h) Ensayo 2 - JONSWAP  i) Ensayo 3 - JONSWAP  
   
Figura 4-51. Espectros estructurales de pseudo-aceleración mediante la integral de Duhamel 
generados por las aceleraciones de superficie libre calculadas mediante el sensor de nivel (SN3), el 
UVP2 y las aceleraciones de flujo obtenidas mediante el perfilador 3D (vectrino). 
Se determinaron los espectros de pseudo-aceleración de las cargas SN3, vectrino y UVP2 según los 
resultados en la Figura 4-51. Al analizar los resultados de pseudo-aceleración obtenidos mediante 
las cargas registradas por el vectrino, estos evidencian dos modos de oscilación según los 2 picos 
espectrales; el primer pico indica un periodo promedio entre los 3 espectros (Figura 4-51 a-c) de 
0.05 s, y el segundo de 0.91 s. Con respecto a los espectros de UVP3 y SN2 solo se registraron un 
pico espectral con periodos de 0.49 s y 0.33 s respectivamente.  





















































































































































































































































































































Al comparar los espectros de pseudo-aceleración del vectrino con respecto a UVP2 y SN3, se observa 
que la carga registrada por el vectrino evidencia dos curvas del espectro (Figura 4-51 a-c), la primera 
de mayor energía y mayor frecuencia de excitación, y la segunda de menor energía y frecuencia de 
excitación. Estas dos curvas son producto de la interacciòn flujo-estructura, permitiendo que los 
periodo natural de la carga registrada por el vectrino haya registrado dos picos espectrales. 
La pala de oleaje fue programada para generar oleaje JONSWAP con periodos picos entre 0.7 y 1.1 
s (Tabla 4-6y Tabla 4-7), por consiguiente las cargas por UVP2 y SN3 son aproximadamente la mitad 
del periodo pico de ola, sin embargo los dos picos del espetro del vectrino (0.05 s y 0.91 s), evidenció 
la interacción no lineal del campo hidrodinámico próximo a la estructura. 
5.2.3 Interacción flujo estructura (ANOVA) 
El análisis ANOVA permite analizar la interacción entre la respuesta estructural y las cargas, así como 
la interacción entre cargas. Por consiguiente, se construyeron los diagramas de Pareto 
estandarizados para identificar las cargas de mayor significancia estadística, y los gráficos de efectos 
principales para comprender si el efecto de la carga sobre la estructura es lineal o no lineal (Figura 
4-52). 
. 
a) Ensayo 1 b) Ensayo 1 
  
c) Ensayo 2 d) Ensayo 2 
 
 
e) Ensayo 3 f) Ensayo 3 
Diagrama de Pareto Estandarizada para acel X
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g) Ensayo 4 h) Ensayo 4 
 
 
i) Ensayo 5 j) Ensayo 5 
 
 
k) Ensayo 6 l) Ensayo 6 
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m) Ensayo 7 n) Ensayo 7 
 
 
o) Ensayo 8 p) Ensayo 8 
 
 
q) Ensayo 9 r) Ensayo 9 
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Diagrama de Pareto Estandarizada para acel x



































Figura 4-52. Análisis de la interacción flujo-estructura durante oleaje irregular tipo JONSWAP a 
través de DOE-ANOVA. 
Analizado los resultados del DOE-ANOVA para el experimento sin el efecto del viento (Figura 4-52p), 
el efecto de la carga por vectrino es convexa, lo que evidencia el cambio de aceleración debido a la 
velocidad orbital de ola.     
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e) Ensayo 3 f) Ensayo 3 
 
 
g) Ensayo 4 h) Ensayo 4 
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Diagrama de Pareto Estandarizada para acel x
































Figura 4-53. Análisis de la interacción flujo-estructura durante oleaje irregular tipo JONSWAP y 
ráfaga de viento de 60 segundos a través de DOE-ANOVA. 
Después de analizar los efectos principales del DOE-ANOVA con el efecto de la ráfaga viento, se 
encontró que el efecto de segundo orden del vectrino fue positivo (+AA) y negativo (-AA), con curvas 
cóncavas y convexas (Figura 4-53). Por lo anterior se evidenció que, para la mayoría de los ensayos, 
las cargas hidrodinámicas registradas por el vectrino influyeron significativamente la aceleración 
estructural de la turbina, acelerándola y desacelerándola según los efectos principales de segundo 
orden +AA y -AA. 
 
Al comparar el DOE-ANOVA sin el efecto del viento (Figura 4-52) con el del efecto del viento (Figura 
4-53), se observa que la ráfaga de viento al amortiguar el periodo natural perturbado de la 
estructura (Figura 4-50 c-f), reduce la interacción no lineal de la carga hidrodinámica medida por el 
vectrino, permitiendo que el efecto de la carga por vectrino sea evidente según los efectos 
principales analizados. Por consiguiente es posible afirmar que los registros de velocidad de flujo 
cercanos a la estructura durante un evento de ráfaga de viento, permiten identificar los modos de 






















5.3 Estructura flotante (estabilizada por flotabilidad) 
El segundo experimento evaluó las respuestas de aceleración en los 3 grados de libertad de una 
turbina de viento offshore estabilizada con anclajes. El experimento se realizó en el canal de oleaje 
de la Facultad de Minas de la Universidad Nacional de Colombia – sede Medellín. El canal posee 25 
m de longitud, 1 m de ancho y 1 m de alto.  
 
5.3.1 Configuración del experimento.  
Los sensores de nivel (SN) se ubicaron según la longitud de onda de diseño, la cual es de 1.76 m; el 
tirante o nivel de agua fue de 41 cm. El perfilador de velocidad 3D vectrino se ubicó a 8 cm aguas 
arriba de la turbina, y el perfil de medición de 7 cm se ubicó desde el fondo. Los sensores de nivel 
registraron información a 100 Hz, el vectrino a 80 Hz, los UVP a 100 Hz, y el acelerómetro biaxial a 
100 Hz. Detalles de la localización se los instumentos se pueden observar en la  Figura 4-46, Figura 
4-47 y Figura 4-48. 
  
 
Figura 4-54. Distribución y localización de estrumentos del experimento. 
 
Para simular el efecto del viento se empleó la técnica de jalonamiento o empuje, en la cual mediante 
cables se aplica una carga sobre las aspas de la estructura; se empleó un dinamómetro para 





Figura 4-55. Configuración de la modelación física de la turbina de viento monolítica offshore de 
escala 1:100.  Perfilador de velocidad vectrino (100 Hz) y sensores de nivel (100 Hz). Las lineas azules 
representan los anclajes transparentes.   
a) b) 
  
Figura 4-56. Configuración del experimento a) acelerómetro triaxial (15 Hz), b) dinamómetro de 
control para la carga de viento (1 N). 
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El diseño de experimentos (DOE, en inglés) consistió en la evaluación de las cargas para 2 
condiciones: 1- solo oleaje irregular (JONSWAP), 2- oleaje irregular + viento. Las condiciones 
experimentales de cada ensayo se presentan en la Tabla 4-10 y Tabla 4-11Tabla 4-7.  
Tabla 4-10. Experimento con oleaje irregular JONSWAP (gama = 1). 
ensayo Hs (m) Tp (s) 
1 0.09 1.76 
2 0.09 1.49 
3 0.09 1.20 
4 0.07 1.76 
5 0.07 1.49 
6 0.07 1.20 
7 0.05 1.76 
8 0.05 1.49 
9 0.05 1.20 
 
Tabla 4-11. Experimento con oleaje irregular JONSWAP (gama = 1) + viento. 
ensayo Hs (m) Tp (s) Carga de viento (g) 
1 0.09 1.76 50 
2 0.09 1.49 50 
3 0.09 1.20 50 
4 0.07 1.76 150 
5 0.07 1.49 150 
6 0.07 1.20 150 
7 0.05 1.76 250 
8 0.05 1.49 250 
9 0.05 1.20 250 
 
Con el objetivo de determinar el periodo natural en agua (no perturbado) , se realizaron 5 pruebas 
de vibración libre para los 3 grados de libertad, (x,y,z) , las cuales consistieron en jalar y soltar la 
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estructura desde el centro de la torre. Las series de tiempo de aceleración longitudinal x (surge), 
transveral y (sway) y  vertical z (heave) registradas se aprecian en la Figura 4-57 . 
 
Figura 4-57. Prueba de vibración libre en agua (no perturbado). 
 
5.3.2 Estimación de parámetros dinámicos estructurales y función de transferencia 
 
Empleando la técnica de decremento logarítmico, se obtuvieron los periodos y amortiguamientos 
naturales de la estructura y los resultados de las 5 pruebas se aprecian en la Tabla 4-12. 
 





final  t1 (s) t2 (s) a1 (m/s^2) a2 (m/s^2) Tn dzita dzita % 
surge 1 11 34 45.2 0.02 0.01 1.12 0.00047512 0.047 
sway 1 7 16.6 20.8 0.045 0.0044 0.7 0.06167408 6.167 
heave 1 6 23.4 26 1.042 1.016 0.52 0.00080432 0.080 
 
Según los resultados de vibración libre en agua no perturbada, se identificó que la estructura poseé 
un periodo natural no perturbado de 1.12 s para surge, 0.7 s para sway y 0.52 s para heave. El mayor 
amortiguamiento se tuvo para los desplazamiento laterales (sway). 
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Con el objetivo de determinar los periodos naturales en ambiente perturbado, se aplicó la 
metodología propuesta, la cual indica calcular las aceleraciones significantes de cada ensayo 
mediante los momentos de orden cero. Por consiguiente, se construyeron las funciones de 
transferencia de cada uno de los ensayos, donde en el eje x se presentan los periodos de oscilacíon 
de cada carga, y en el eje y las funciones de transferencia de cada ensayo lo que representa la 
aceleración normalizada (aceleración de la estructura/aceleración de la carga). La información de 
nivel (SN) empleada en los análisis de este experimento corresponden al sensor más cercano a la 
estructura. 
 
a) Monocromático  SN b) JONSWAP+viento SN c) JONSWAP+viento+corrien
te SN 







   
Figura 4-58. Determinación de periodo natural amortiguado en x (longitudinal - Surge) mediante 
Half Bandwith Method. 
Al analizar los resultados de función de transferencia para los desplazamientos longitudinales en x 
(surge), se observa que en los ensayos sin el efecto de las corrientes se presentaron dos picos de 
amplificación, posiblemente por el amortiguamiento inducido mediante los anclajes (Figura 4-58 
a,b,d,e). Durante el oleaje monocromático las cargas registradas por vectrino (Figura 4-58e) 
efectuaron un mayor efecto con respecto a las de superficie libre (SN) (Figura 4-58b), y durante 
oleaje irregular con viento, las cargas por SN amplificaron en mayor grado las aceleraciones 
normalizadas (Figura 4-58b).  
En presencia de una corriente de agua constante (10 cm/s) (Figura 4-58 c,f)., no se registraron los 
dos picos, si no una distribución más uniforme, con periodo amortiguado variable entre 1,7 s y 2.7 
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s para SN y 0.27 s y 1.50 s para vectrino. La función de transferencia por vectrino (Figura 4-58f) 
amplificó en mayor grado las aceleraciones normalizadas con respecto a las obtenidas por SN (Figura 
4-58c). 
 
a) Monocromático  SN b) JONSWAP+viento SN c) JONSWAP+viento+corriente 
SN 







   
Figura 4-59. Determinación de periodo natural amortiguado en y (lateral-Sway) mediante Half 
Bandwith Method. 
Al analizar los resultados de función de transferencia para los desplazamientos transversales en y 
(sway), se observa que en los ensayos monocromáticos se presentaron dos picos de amplificación, 
posiblemente por el amortiguamiento inducido mediante los anclajes (Figura 4-59a,d). Durante el 
oleaje monocromático las cargas registradas por vectrino (Figura 4-59e) tuvieron un menor efecto 
con respecto a las de superficie libre (SN) (Figura 4-59b), y durante oleaje irregular con viento las 
cargas por SN amplificaron en mayor grado las aceleraciones normalizadas (Figura 4-59b).  
En presencia de una corriente de agua constante (10 cm/s) (Figura 4-59 c,f)., la distribución es más 
uniforme con periodo amortiguado variable entre 1,7 s y 2.7 s para SN y 0.27 s y 1.49 s para vectrino; 
este rango de periodos amortiguados fue similar a lo observado en surge (x). De igual forma que en 
los ensayos en surge (Figura 4-58f), la función de transferencia por vectrino (Figura 4-59f) amplificó 
en mayor grado las aceleraciones normalizadas con respecto a las obtenidas por SN (Figura 4-59c). 
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Figura 4-60. Determinación de periodo natural amortiguado en z (vertical-Heave) mediante Half 
Bandwith Method. 
Las funciones de transferencia para los desplazamientos verticales en z (heave), evidenciaron 
durante los ensayos monocromáticos dos picos de amplificación, posiblemente por el 
amortiguamiento inducido por los anclajes (Figura 4-60a,d). Durante el ensayo de oleaje 
monocromático las cargas registradas por vectrino (Figura 4-60e) tuvieron un menor efecto con 
respecto a las de superficie libre (SN) (Figura 4-60b), similar a lo observado en el ensayo en sway (y); 
durante oleaje irregular con viento las cargas por SN amplificaron en mayor grado las aceleraciones 
normalizadas (Figura 4-60b).  
En presencia de una corriente de agua constante (10 cm/s) (Figura 4-60 c,f)., la distribución fue más 
uniforme, presentando periodos amortiguados entre 1,7 s y 2.7 s para SN y 0.27 s y 1.49 s para 
vectrino; este rango de periodos amortiguados fue similar a lo observado en surge (x) y en sway (y). 
De igual forma que en el ensayo en surge (x) y en sway (y), la función de transferencia por vectrino 
(Figura 4-60f) amplificó en mayor grado las aceleraciones normalizadas con respecto a las obtenidas 
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Tabla 4-13. Determinación de los periodos naturales amortiguados de la estructura flotante. 
Surge - x w1 (Hz) w2 (Hz) wp (Hz) dzita  TD (s) 
Monocromático vectrino 2.00 2.75 2.56 0.16 0.39 
Monocromático SN 0.63 0.69 0.66 0.04 1.52 
JONSWAP+viento vectrino 0.26 0.29 0.27 0.05 3.76 
JONSWAP+ viento SN 1.03 2.02 2.02 0.32 0.50 
JONSWAP+viento+corrient
e vectrino 0.28 1.28 0.68 0.65 1.47 
JONSWAP+viento+corrient
e SN     1.82 no cumple 0.55 
sway -y w1 (Hz) w2 (Hz) wp (Hz) dzita  TD (s) 
Monocromático vectrino 0.82 0.88 0.85 0.03 1.18 
Monocromático SN 0.62 0.68 0.67 0.04 1.49 
JONSWAP+viento vectrino     0.33 no cumple 3.03 
JONSWAP+viento SN 1.03 2.10 2.02 0.34 0.49 
JONSWAP+viento+corrient
e vectrino 0.35 1.30 0.68 0.58 1.47 
JONSWAP+viento+corrient
e SN 1.75 2.50 1.82 0.18 0.55 
heave - z w1 (Hz) w2 (Hz) wp (Hz) dzita  TD (s) 
Monocromático vectrino 1.88 2.87 2.55 0.21 0.39 
mono SN 0.61 0.68 0.66 0.05 1.52 
JONSWAP+viento vectrino 0.26 0.26 0.26 0.00 3.85 
JONSWAP+viento SN 1.05 2.07 2.02 0.33 0.50 
JONSWAP+viento+corrient
e vectrino     0.58 no cumple 1.74 
JONSWAP+viento+corrient
e SN 1.77 2.47 1.82 0.17 0.55 
 
Los resultados de los periodos de amortiguados perturbados (Figura 4-58, Figura 4-59 y Figura 4-60), 
indican que la estructura presentó los mayores periodos de oscilación durante el efecto del viento 
y los menores durante oleaje monocromático. Los periodos por cada condición experimental 
(monocromático, JONSWAP + viento, JONSWAP + viento + corriente) presentaron valores similares 
entre sus tres grados de libertad; por ejemplo, en el ensayo con viento los periodos para los 3 grados 
de libertad estuvieron entre 3.03 s y 3.85 s y en el ensayo con corriente estuvieron entre 1.47 s y 
1.74 s. Lo anterior evidenció que la estructura estaba estabilizada por flotabilidad de manera 
adecuada, toda vez ya la mayoría de los periodos de cada grado de libertad para diferentes 
condiciones experimentales se encontraban cercanos entre sí.  
Según los resultados de las funciones de transferencia para los tres grados de libertad, se observó 
que la estructura presentó las mayores amplificaciones en oleaje monocromático y en oleaje 
JONSWAP con viento según los registros de SN (oleaje); en condiciones de corrientes continuas las 
amplificaciones fueron mayores en las funciones de transferencia calculadas con vectrino.  
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Se analizaron los espectros de pseudo-aceleración obtenidos mediante los registros de SN (Figura 
4-61) y vectrino (Figura 4-62) observando que los espectros obtenidos mediante SN (Figura 
4-62a,d,g) en oleaje monocromático presentaron un pico espectral definido con un periodo pico de 
1.8 s en el ensayo 1; 1.5 s en el ensayo 4; y de 1.14 s en el ensayo 8, así como picos de aceleración 
de mayor magnitud entre 0.04 s y 0.8 s. Este desplazamiento del periodo natural estuvo asociado a 
la disminución del periodo de ola incidente (Tabla 4-10). El rango de picos de aceleración entre 0.04 
s y 0.8 s se explica por la difracción y reflexión que ejerció la plataforma flotante sobre la onda 
superficial de ola, donde a medida que aumentó la altura de ola, se incrementaron los picos de 
aceleración en el rango de periodos de difracción y reflexión. Los espectros de aceleración para los 
ensayos con viento y corrientes (Figura 4-61) presentaron una distribución del espectro asociado a 
un espectro tipo JONSWAP, el cual se caracteriza por un oleaje altamente no lineal e irregular. 
 
 
a) SN monocromático 
ensayo 1 
b) SN JONSWAP viento 
ensayo 1 
c) SN Todos ensayo 1 
   
d) SN monocromático 
ensayo 4 
e) SN JONSWAP viento 
ensayo 4 
f) SN Todos ensayo 4 
   
g) SN monocromático 
ensayo 8 
h) SN JONSWAP viento 
ensayo 8 
i) SN Todos ensayo 8 
   
Figura 4-61. Espectros estructurales de pseudo-aceleración mediante la integral de Duhamel, 
generados por las aceleraciones de superficie libre calculadas mediante el sensor de nivel (SN). 
 
 
























































































































































































































































































































b) vectrino JONSWAP 
viento ensayo 1 
c) vectrino Todos ensayo 
1 




e) vectrino JONSWAP 
viento ensayo 4 
f) vectrino Todos ensayo 
4 




h) vectrino JONSWAP 
viento ensayo 8 
i) vectrino Todos ensayo 
8 
   
Figura 4-62. Espectros estructurales de pseudo-aceleración mediante la integral de Duhamel, 
generados por las aceleraciones de flujo calculadas mediante el perfilador 3D (vectrino). 
Los espectros de pseudo-aceleración a partir de los registros de velocidad del vectrino (Figura 4-62), 
presentaron un comportamiento similar a las aceleraciones medidas por el sensor de nivel (SN), 
excepto para los ensayos de oleaje monocromático (Figura 4-62a,d,g), los cuales no evidenciaron 
dos o más picos espectrales. Lo anterior evidencia que la perturbación del oleaje monocromático 
por la difracción y refracción de la estructura es capturada por los registros de aceleración de 
superficie libre (SN) y no por las velocidades de flujo orbitales (vectrino), permitiendo concluir que 
la perturbación fue principalmente superficial.  
 
5.3.3 Interacción flujo estructura (ANOVA) 
Al analizar los resultados del DOE-ANOVA (Figura 4-63), se encontró que solo el ensayo 9 del 
experimento JONSWAP + viento + corriente para sway (y) (Figura 4-63i), presentó un nivel de 
























































































































































































































































































































monocromáticos laterales (Figura 4-63i) y verticales (Figura 4-63p) presentaron una relación positiva 
con la velocidad de flujo medida por el vectrino.  
 
Efecto SN y vectrino sobre Surge X 
 
a) Monocromático – 
Surge X 
 





d) Monocromático – 
Surge X 
 
e) Viento – Surge X 
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Efecto SN y vectrino sobre Sway Y 
 
g) Monocromático – 
Sway Y 
 
h) Viento – Sway Y 
 
i) Todos – Sway Y 
 
Diagrama de Pareto Estandarizada para acel X








Diagrama de Pareto Estandarizada para acel x








Diagrama de Pareto Estandarizada para acel x
































































j) Monocromático – 
Sway Y 
 
k) Viento – Sway Y 
 
l) Todos – Sway Y 
 
   
Efecto SN y vectrino sobre Heave Z 
 
m) Monocromático – 
Heave Z 
 
n) Viento – Heave Z 
 





p) Monocromático – 
Heave Z 
q) Viento – Heave Z 
 
r) Todos – Heave Z 
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Diagrama de Pareto Estandarizada para acel y



























































Diagrama de Pareto Estandarizada para acel z








Diagrama de Pareto Estandarizada para acel z








Diagrama de Pareto Estandarizada para acel z











   
 
Figura 4-63. Análisis de la interacción flujo-estructura durante oleaje monocromático para los 
ensayos 9.  Irregular tipo JONSWAP con viento (1 N variable), y oleaje irregular JONSWAP con viento 
y corrientes (0.1 m/s)  a través de DOE-ANOVA. 
 
Para la mayoría de los ensayos, los efectos principales de mayor significancia sobre la respuesta 
estructural en los 3 grados de libertad estuvieron en la interacción de los efectos de primer orden 
de corrientes orbitales, corrientes y oleaje (AA, BB, AB). Analizando de manera global el experimento 
DOE-ANOVA, se observa que la respuesta estructural de la estructura flotante depende 
principalmente de la interacción de las cargas de ola, viento y corriente, lo que sugiere que los 
amortiguadores deban adaptarse al rango variable de periodos de oscilación de la estructura en los 





































































5.4 Modelación hidromecánica de turbina de viento 
Con la intención de analizar las velocidades de flujo resultantes de la interacción flujo-estructura, se 
implementó, calibró y validó el modelo numérico hidromecánico SeaFEM [223]. El modelo posee la 
capacidad de resolver problemas de difracción y radiación de cuerpos fijos y flotantes, mediante la 
solución de las ecuaciones de flujo potencial en el dominio del tiempo, a través de la aplicación del 
método de elementos finitos sobre mallas estructuradas y no estructuradas.  
El modelo es recomendado para la solución de la interacción flujo-estructura de cuerpos con 
geometrías complejas, flujo altamente no lineal, impactos de ola y corrientes. El modelo permite 
obtener las respuestas estructurales y deformaciones de las estructuras offshore ante cargas de 
oleaje monocromático y no lineal, así como el efecto de las corrientes y cargas externas específicas. 




5.4.1 – Configuración del modelo SeaFEM para turbina fija 
Para implementar el modelo de la turbina de viento fija, se procedió a realizar un despiece (Tabla 
4-14) para cuantificar las masas, centros de gravedad, inercias y radios de giro de la estructura. Con 
base en las formas geométricas generales de la estructura, se consideró la inercia para un sólido de 
corona cilíndrica. Detalles de las ecuaciones y formulaciones para determinar las propiedades 
mecánicas pueden encontrarse en el trabajo de Beer et al. [224] 
En la Tabla 4-15, Tabla 4-16 y Tabla 4-17 se presentan los resultados de las propiedades mecánicas 
del modelo. 
Tabla 4-14. Despiece del modelo. 
Estructura A B C 
Imagen 
 
   








Tabla 4-15. Cálculo del centro de gravedad para comportamiento en la mar o seakeeping (del 
inglés) estructura fija. 
estructura 
Peso 
(kg) XG (m) 
YG 







A 0.207 0 0 0.749 0 0 0.155 
B 0.037 0 0 0.484 0 0 0.018 
C 0.165 0.0389   0.785 0.006 0 0.129 
total 0.409 0.0389 0 2.019 0.006 0 0.302 
XG (m) 0.015             
YG (m) 0             
ZG (m) 0.739             
 
Tabla 4-16. Cálculo de momentos de inercia. 
Momento de inercia fija 




(m) D2 (m) 
Ix 
(kgm^2) Iy  Iz Ixx Iyy Izz 
A 0.207 0.034 0.030 0.000053 0.009727 0.000033 0.009760 0.000085 0.009780 
B 0.037 0.090 0.034 0.000043 0.000022 0.000036 0.000058 0.000078 0.000065 
Corona 
cilíndrica 0.165 0.035 0.028 0.000043 0.000153 0.000028 0.000181 0.000070 0.000195 
                    
 
Tabla 4-17. Cálculo de radios de giro. 
 estructura  M(kg) Rxx = Rx = R1,1 Ryy = Ry = R2,2 
Rzz= Rz = (Rx^2+Ry^2)^1/2  = 
R3,3 
A 0.207 0.217136 0.020322 0.218085 
B 0.037 0.039439 0.046011 0.060601 
C 0.165 0.033093 0.020662 0.039013 
















Figura 4-64. a) Modelo geométrico de la turbina de viento; b) medidas de la estructura en cm. El 
nivel de agua es de 20 cm. 
La representación en elementos finitos no estructurados y los dominios del caso de modelación 
numérica se presentan en la Figura 4-65. El cilindro rojo representa el volúmen de análisis, la 
superficie verde el fondo y la azul claro el limite del volumen de control total (Figura 4-65a). En la 
Figura 4-65b se presenta el corte de la estructura desde la superfice libre, toda vez que el modelo 
evalúa la hidrodinámica por debajo de la superficie libre. Por lo anterior, las propiedades mecánicas 




Figura 4-65. a) Modelo geométrico de la sección mojada turbina de viento en elementos finitos no 
estructurados elaborados mediante SeaFem; b) Vista frontal de la sección mojada, el dominio de la 
171 
 
superficie libre y del fondo. El nivel de agua es de 20 cm y el punto virtual se encuentra en superficie 
a 10 cm de distancia de la estructura. 
En la Figura 4-66 se aprecian los valores iniciales y de configuración para el modelo después de 




Figura 4-66. Configuración de las condiciones iniciales de modelación. 
Después de configurarse el modelo, a continuación, se presentan los resultados de validación y 
calibración del modelo hidromecánico. La variación de la superficie libre medida por el sensor de 
















Figura 4-67. a)Variación de la superficie libre registrada por el sensor de nivel - SN (100 Hz), y b) 
Variación de la aceleración longitudinal de la estructura fija registrada por el acelerómetro (100 Hz) 




Figura 4-68. Perfiles de velocidad de corriente medidos por el vectrino durante el ensayo 1 del 
experimento de oleaje irregular JONSWAP. 
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En la Figura 4-68 se aprecian los perfiles de velocidad medidos por el perfilador 3D (vectrino). Cada 
uno de los ensayos inicia con el campo de flujo en calma, por lo que los primeros registros de las 
mediciones se observan velocidades de flujo cercanos a cero. A partir del registro 1000, o de los 10 
s de haber iniciado el ensayo, se observan las primeras variaciones en los flujos orbitales de ola. Las 
velocidades en X estuvieron alrededor de los 0.2 m/s (positivo y negativo), donde los registros 




Figura 4-69. Perfiles de velocidad de corriente medidos por los UVP durante el ensayo 1 del 
experimento de oleaje irregular JONSWAP. 
Los resultados de velocidad en x medidos por los UVP (Figura 4-69), registraron mayores velocidades 
de flujo con respecto a los registrado por el vectrino (Figura 4-68), lo que evidencia una reducción 
de la magnitud del transporte neto al aproximarse la ola hacia la estructura; esta reducción 
representa el amortiguamiento viscoso inducido por la estructura.  
La localización de los UVP (Figura 4-46) a media longitud de onda de diseño, garantizan que el oleaje 
no se estuviese transformando; el UVP1 es el primer sensor que registra el flujo, seguido del UVP2 
hasta el UVP4. Por lo anterior, el UVP 1 y UVP 3 se encuentran en fase, al igual que el UVP 2 y UVP 
4. Como resultado las magnitudes son similares en signo para los UVP que se encuentran en fase.  






























































Figura 4-70. Variación de la velocidad por componente y nivel registrada por el vectrino (80 Hz) 
durante el ensayo 1 del experimento de oleaje irregular JONSWAP. Hs de 0.08 m y Tp 1.1 s. 
En la Figura 4-70 es posible apreciar la variación de las velocidades en cada uno de los niveles de 
profundidad registrados por el vectrino. Se observa que las variaciones horizontales en x y y 
representan un campo de flujo rotacional, en el cual se generan vórtices que afectan al transporte 
neto del campo hidrodinámico local. Para identificar el sentido rotacional de los vórtices se efectuó 
un acercamiento en los primeros instantes de del ensayo, cuando las primeras oscilaciones de 
superficie libre se registran cerca de la estructura (Figura 4-71Figura 4-72). 
 
Figura 4-71. Variación de la velocidad durante los primeros segundos de perturbación registrada por 
el vectrino (80 Hz) durante el ensayo 1 del experimento de oleaje irregular JONSWAP. Hs de 0.08 m 
y Tp 1.1 s. 
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Al analizar las velocidades de flujo en la Figura 4-71 se aprecia que los primeros registros en x son 
positivos en todos los niveles, y en y son negativos principalmente en los niveles superficiales; en 
los registros verticales en z, se aprecia un incremento en las velocidades positivas. Como resultado, 
la primera ola que perturba el campo de flujo e interactúa con la estructura, genera un flujo 
rotacional como se observa en la figura. 
Con la intención de verificar que el modelo hidromecánico SeaFEM simule las velocidades de flujo 
según las condiciones registradas en el laboratorio, en la Figura 4-72 se observa la variación de la 
superficie libre irregular generada por JONSWAP durante 10 segundos, y en la Figura 4-73 las 
velocidades orbitales de flujo asociadas registrada en el punto virtual (Figura 4-65). Como resultado 
se observan velocidades de flujo similares a las registradas por el vectrino (Figura 4-70) validando 
así que el modelo reproduce el campo hidrodinámico según el modelo físico. 
 
Figura 4-72. Variación de la superficie libre (m)  cada medio segundo durante el ensayo 1 del 
experimento de oleaje irregular JONSWAP. Hs de 0.08 m y Tp 1.1 s. 
 
a) Velocidad x (m/s) 
 




c) Velocidad z (m/s) 
 
Figura 4-73. Variación de velocidad modelada  dentro del campo de perturbación durante el ensayo 
1 del experimento de oleaje irregular JONSWAP. Hs de 0.08 m y Tp 1.1 s 
Después de validar el modelo SeaFEM se efectúo la calibración de la dinámica estructural del 
modelo, tomando como valores iniciales a los resultados de los cálculos de masa, inercia y giro de 
rotación (Tabla 4-15,Tabla 4-16, Tabla 4-17). Se efectuaron 20 casos de modelación variando las 
propiedades mecánicas de la estructura y se logró que el modelo simulara la aceleración estructural 
en x de manera similar a lo registrado por el acelerómetro (Figura 4-74), según los parámetros 




Figura 4-74. Variación de la aceleración estructural (surge) modelada  dentro del campo de 
perturbación durante el ensayo 1 del experimento de oleaje irregular JONSWAP. Hs de 0.08 m y Tp 
1.1 s 
Calibrado el modelo se realizó la simulación del ensayo 1 y en la Figura 4-75 se observa el campo de 
oleaje del experimento, y la distribución de vectores de flujo y presión dinámica.  
 
a)  b)  c)  
 
  
   
Figura 4-75. a) Campo de oleaje (m), b) presión total sobre la estructura, c) presión dinámica sobre 
la estructura durante el ensayo 1 del experimento de oleaje irregular JONSWAP. Hs de 0.08 m y Tp 
1.1 s. 
Con el objetivo de analizar el flujo cuando la ola impacta la estructura, en la Figura 4-76 se presenta 
el campo de flujo del área de análisis, los vectores de flujo resultantes sobre la estructura y la presión 



















   
 
Figura 4-76. Efecto del impacto de ola sobre la hidrodinámica local. La presión dinámica está en Pa. 
En el instante t=19 s la ola ya ha impactado la estructura según la presión dinámica (Figura 4-76g), 
lo que indica que la cresta está delante del centro geométrico de la turbina, induciendo un flujo 
sobre la superficie de la estructura hacia el fondo y un flujo circundante de menor magnitud hacia 
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arriba como resultado de la disipación de la energía (Figura 4-76a,d). En el instante t=19.5 s la ola 
atraviesa la estructura generando un flujo hacia arriba con dirección similar al sentido de 
propagación de la ola, como resultado la presión dinámica es negativa en ese instante (Figura 4-76e, 
h). 
En el instante t=20 s la ola impacta la estructura según las presiones dinámicas simuladas (Figura 
4-76i), induciendo flujos laterales u horizontales los cuales generan un campo rotacional sobre el 
área de influencia (Figura 4-76f).  
Con base en los resultados del modelo fue posible apreciar la interacción flujo-estructura en los 
instantes en que una carga de ola impacta la estructura, lo que permite comprender cómo los 
vórtices se generan en la zona de impacto. El perfil del vectrino se ubicó a 8 cm de la estructura, y 
al comparar sus mediciones con los resultados del modelo, se puede expresar que el modelo logró 
simular el campo rotacional debido al impacto de la ola.  
El campo rotacional generado por el impacto de ola, el cual fue registrado por el perfilador 3D de 
corrientes (Figura 4-70 y Figura 4-71), disipa la energía cinética de la ola. Por consiguiente, el flujo 
neto externo cuando se aproxima al campo rotacional local, manifiesta una disminución de las 
velocidades de flujo lo que representa el amortiguamiento viscoso. 
La presente investigación analizó el campo hidrodinámico y la dinámica estructural de una 
estructura offshore monopolo, mediante modelación física y numérica, y los resultados 
evidenciaron que el campo rotacional resultante del impacto de la ola, genera una disminución del 
flujo neto de la ola hacia la estructura. Esta disminución se conoce como amortiguamiento viscoso, 
debido a que la carga hidrodinámica reduce su magnitud al aproximarse a la estructura, y al 
impactar, induce a la estructura a vibrar según los modos y periodos de oscilación de la estructura 
y las cargas.  
Al aplicar la metodología propuesta para determinar los periodos naturales amortiguados de la 
estructura fija y flotante, se evidenció según los resultados de las funciones de transferencia y los 
DOE-ANOVA, que los periodos naturales amortiguados varían según la forma como se aplica la carga 
sobre la estructura, y según los grados de libertad de la turbina.  En el experimento de la turbina fija 
se evidenció que el amortiguamiento viscoso del campo hidrodinámico se presenta en mayor grado 
según los registros de velocidad orbital obtenidos por el vectrino, por ello que las amplificaciones 
de las aceleraciones en la estructura son mayores debido a la carga hidrodinámica subsuperficial.  
Con respecto a la estructura flotante se evidenció que las cargas superficiales afectan en mayor 
grado a la estructura, y la interacción de la carga con la plataforma indujo a difracción y reflexión de 
la onda superficial, según los picos de frecuencia en los espectros de pseudo-aceleración y en las 
curvas de funciones de transferencia. Se encontró que las ráfagas de viento afectan 
significativamente al periodo natural de ambas estructuras, induciendo a más de un modo de 
oscilación según los picos de aceleración registrados. 
Esta investigación tomando en consideración los resultados de los experimentos, recomienda que 
las cargas a aplicar sobre la estructura sean registradas de manera superficial, subsuperficial, 
próximas a la zona de impacto de la ola y lejos de la zona de impacto. Adicionalmente, se 
recomienda lograr registros de aceleración estructural durante ráfagas de viento para identificar 
periodos naturales inducidos temporalmente sobre la estructura. Por lo anterior, es recomendable 
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durante las etapas de factibilidad, efectuar mediciones en campo y pruebas en laboratorio, con la 
intención de analizar la interacción entre las cargas y sus periodos naturales resultantes.  
La metodología para construir las curvas de transferencia sugeridas en esta investigación, 
permitieron identificar diversos picos de amplificación estructural, como el rango de frecuencias en 
que se encontraron. Por consiguiente, los análisis de dinámica estructural indicarán los periodos 
naturales amortiguados perturbados y no perturbados, facilitando así la selección del tipo de 
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