Abstract. Let k be a perfect field and let K/k be a finite extension of fields. An arithmetic noncommutative projective line is a noncommutative space of the form ProjS K (V ), where V be a k-central two-sided vector space over K of rank two and S K (V ) is the noncommutative symmetric algebra generated by V over K defined by M. Van den Bergh [26]. We study the geometry of these spaces. More precisely, we prove they are integral, we classify vector bundles over them, we classify them up to isomorphism, and we classify isomorphisms between them. Using the classification of isomorphisms, we compute the automorphism group of an arithmetic noncommutative projective line.
Introduction
Throughout this paper, k will denote a perfect field and K/k will be a finite extension of fields. The purpose of this paper is to study the geometry of noncommutative spaces (i.e. Grothendieck categories) of the form ProjS K (V ), where V is a k-central two-sided vector space over K of rank two, i.e. a k-central K − Kbimodule which is two-dimensional as a vector space via the right and left actions of K on V , S K (V ) is the noncommutative symmetric algebra defined by Van den Bergh [26] , and ProjS K (V ) denotes the quotient of the category of graded right S K (V )-modules modulo the full subcategory of direct limits of right bounded modules. We denote the noncommutative space by P K (V ), and we refer to this space as an arithmetic noncommutative projective line since, as we shall show, its geometry is intimately connected to data associated with K/k. In the sequel, we shall drop the term "arithmetic". We hope that noncommutative projective lines have some utility as basic examples arising in the relatively new field of noncommutative arithmetic geometry.
Our primary motivation for the study of noncommutative projective lines is Artin's conjecture [1] , which states that the division ring of fractions of a noncommutative surface not finite over its center is the function field of a noncommutative P 1 -bundle over a smooth commutative curve (see [26] for a definition of the latter space). The investigations in this paper do not directly address this conjecture, but provide what physicists might call a toy model for the geometry of noncommutative P 1 -bundles over smooth commutative curves, since a noncommutative projective line is just a noncommutative P 1 -bundle over the point Spec K. In Theorem 1.2, stated below, we obtain isomorphism invariants of noncommutative projective lines. It is not yet known whether these are also birational invariants. If Artin's conjecture is true, then noncommutative surfaces infinite over their center will share birational invariants with noncommutative P 1 -bundles over smooth commutative curves, and we hope our work suggests the form these invariants take.
In order to justify the name 'noncommutative projective line', these spaces should have geometric properties in common with the commutative projective line, and they do: it is known that they are noetherian [26, Section 6 .3] Ext -finite [12, Corollary 3.6] (homological) dimension one categories [4, Theorem 15.4 ] having a Serre functor [4, Theorem 16.4] . In this paper, we prove the following Theorem. Noncommutative projective lines are integral in the sense of [22] (Corollary 3.9). The line bundles over a noncommutative projective line are indexed by Z and every vector bundle over a noncommutative projective line is a direct sum of line bundles (Corollary 3.17).
Using our classification of vector bundles, we classify noncommutative projective lines up to k-linear equivalence. To describe the classification, we introduce some notation. We let V * denote the right dual of a two-sided vector space V (see Section 2.1). If σ ∈ Gal(K/k), we let K σ denote the two-sided vector space whose left K action is ordinary multiplication in K and whose right K action is defined as x · a := xσ(a). We prove the following (Theorem 5.2):
Theorem. There is a k-linear equivalence P K (V ) → P K (W ) if and only if there exists δ, ǫ ∈ Gal(K/k) such that either
The "if" direction was proven, in a much more general context, in [10] . This result can be viewed as a noncommutative analogue of [6, Proposition 2.2, p. 370].
In [14] , simple two-sided vector spaces are classified. Since this classification will be invoked in what follows, we recall it now. Let K be an algebraic closure of K, let Emb(K) denote the set of k-algebra maps K → K, and let G = Gal(K/K). Now, G acts on Emb(K) by left composition. Given λ ∈ Emb(K), we denote the orbit of λ under this action by λ G . We denote the set of finite orbits of Emb(K) under the action of G by Λ(K). Theorem 1.1. [14] There is a one-to-one correspondence between Λ(K) and isomorphism classes of simple left (and hence right) finite dimensional two-sided vector spaces.
If λ ∈ Emb(K), we may construct from it a canonical two-sided vector space, V (λ), as follows: we let K(λ) denote the composite of K and λ(K). We let the underlying set of V (λ) be K(λ) and we define the K ⊗ k K-structure to be that induced by the formula a·v·b := avλ(b). By [5, Proposition 2.3] , the correspondence in Theorem 1.1 sends λ G to the class of V (λ). The canonical form V (λ) will be employed often in the sequel.
In [17, Theorem 1.3] , David Patrick describes the form of two-sided vector spaces of rank 2. Using Patrick's result and Theorem 1.1 allows us to sharpen our classification of noncommutative projective lines as follows (Theorem 5.5): Theorem 1.2. Suppose char k = 2 and let V i be a rank 2 two-sided vector space for i = 1, 2. There is a k-linear equivalence P K (V 1 ) → P K (V 2 ) if and only if
(1) there exists σ i ∈ Gal(K/k) such that V i ∼ = K σi ⊕ K σi . In this case, P(V i ) is equivalent to the commutative projective line over K. (2) There exists σ i , τ i ∈ Gal(K/k), with σ i = τ i , V i ∼ = K σi ⊕ K τi and under the (right) action of Gal(K/k) 2 on itself defined by (σ, τ ) · (δ, ǫ) := (δ −1 σǫ, δ −1 τ ǫ) the orbit of (σ 1 , τ 1 ) contains an element of the set {(σ 2 , τ 2 ), (σ Next, we turn our attention to classifying k-linear equivalences P K (V ) → P K (W ) up to isomorphism. To describe our main result in this direction, we must recall the definition of three types of canonical equivalences between noncommutative projective lines, studied in Section 4. If δ, ǫ ∈ Gal(K/k) and we define
then twisting by the sequence {K ζi } i∈Z in the sense of [26, Section 3.2] induces an equivalence of categories T δ,ǫ : P K (V ) → P K (K δ −1 ⊗ K V ⊗ K K ǫ ) (see Section 4.3 for more details). Next, let φ : V → W denote an isomorphism of two-sided vector spaces. Then φ induces an isomorphism S K (V ) → S K (W ), which in turn induces an equivalence Φ : P K (V ) → P K (W ). Finally, shifting graded modules by an integer, i, induces an equivalence [i] : P K (V ) → P K (V i * ), and we have the following classification of equivalences between noncommutative projective lines (Theorem 6.9):
Theorem. Suppose char k = 2 and let F : P K (V ) → P K (W ) be a k-linear equivalence. Then there exists δ, ǫ ∈ Gal (K/k), an isomorphism φ :
and an integer i such that F ∼ = [−i] • Φ • T δ,ǫ . Furthermore, δ, ǫ and i are unique up to natural equivalence, while Φ is naturally equivalent to Φ ′ if and only if there exist nonzero a, b ∈ K such that φ ′ φ −1 (w) = a · w · b for all w ∈ W i * .
We conclude the paper with a computation of the automorphism group of a noncommutative projective line. We define the automorphism group of P K (V ), denoted Aut P K (V ), to be the set of k-linear shift-free equivalences P K (V ) → P K (V ) modulo natural equivalence, with composition induced by composition of functors. By specializing the classification of equivalences to the case that V = W , we compute Aut P K (V ) (Lemma 7.2, Lemma 7.3, and Theorem 7.4). To describe our computation, we first introduce some notation. Let Stab V denote the subgroup of Gal (K/k) 2 consisting of (δ, ǫ) such that
and let Aut V denote the set of two-sided vector space isomorphisms V → V modulo the relation defined by setting φ ′ ≡ φ if and only if there exist nonzero a, b ∈ K such that
Theorem. Suppose char k = 2. There exists a group homomorphism θ : Stab V op → Aut(Aut(V )) (described before Theorem 7.4), such that
Furthermore, the factors of Aut P K (V ) are described as follows (where σ, τ ∈ Gal(K/k) and σ = τ ):
and
There are many notions of noncommutative projective line in the literature and we discuss some of them briefly. The subject of noncommutative curves of genus zero is studied comprehensively by D. Kussin in [8] . In [13] , we use the results of this paper to prove that noncommutative projective lines are indeed noncommutative curves of genus zero, and we find necessary and sufficient conditions for noncommutative curves of genus zero to be noncommutative projective lines. We then use results from this paper to address some problems posed in [8] . Another family of noncommutative projective lines was introduced and studied by D. Piontkovski [18] . The noncommutative members of this family are non-noetherian noncommutative spaces, hence, are distinct from the spaces we study. S. P. Smith and J. J. Zhang study another family of noncommutative spaces, {V 1 n } n∈N , analogous to the commutative projective line [24] . However, unless n = 2, their curves do not admit a Serre functor [25, Section 7.3] . Noncommutative curves (not necessarily of genus zero) are classified by I. Reiten and M. Van den Bergh in [19] over an algebraically closed field. Hence, except for the case of a commutative projective line, the spaces we study do not fit into their classification.
Notation and conventions: Throughout, V and W will denote two-sided vector spaces of finite rank (see Section 2.1 for precise definitions of these terms). Starting in Section 3, we will assume that V and W have rank 2. Unadorned tensor products will be over K. If σ ∈ Gal(K/k) or λ ∈ Emb(K), we let σ and λ denote extensions to K.
If A is a Z-algebra (see [27, Section 2] for a definition) and i ∈ Z, we let e i A denote the graded right A-module ⊕ j∈Z A ij and we let Ae i denote the graded left A-module ⊕ j∈Z A ji . If A is either a right noetherian Z-graded algebra or a right noetherian Z-algebra, we let GrA denote the category of graded right A-modules, and we let grA denote the full subcategory of GrA consisting of noetherian objects. Following [3, Section 2] and [27, Section 2], we let TorsA denote the full subcategory of GrA consisting of objects which are direct limits of right bounded modules, and we let ProjA denote the quotient of GrA by TorsA. Furthermore, we let π A : GrA → ProjA denote the quotient functor. We sometimes write π instead of π A where no confusion arises. Similarly, we let τ A : GrA → TorsA, or just τ , denote the torsion functor, and we let ω A : ProjA → GrA, or just ω denote the section functor. Unless stated otherwise, the term A-module will mean graded right A-module.
For the remainder of the paper, we will write P(V ) (instead of P K (V )) for a noncommutative projective line defined by V . Similarly, we write S(V ) (instead of S K (V )) for the noncommutative symmetric algebra generated by V .
Acknowledgement: I thank S. P. Smith for showing me, in 1998, a "noncommutative" proof of the classification of coherent sheaves over the commutative projective line. His proof technique works in our context and is used to prove Theorem 3.14.
2. Two-sided vector spaces and noncommutative symmetric algebras 2.1. Two-sided vector spaces. By a two-sided vector space we mean a K ⊗ k Kmodule V . By right (resp. left) multiplication by K we mean multiplication by elements in 1 ⊗ k K (resp. K ⊗ k 1). We denote the restriction of scalars of V to
If M n (K) denotes the ring of n × n matrices over K and φ : K → M n (K) is a nonzero homomorphism, then we denote by K n φ the two-sided vector space whose left action is the usual one whose right action is via φ; that is,
If V is a two-sided vector space with left dimension equal to n, then choosing a left basis for V shows that V ∼ = K n φ for some homomorphism φ :
For the remainder of this section, we will assume two-sided vector spaces have finite rank n unless otherwise stated.
Lemma 2.1. Suppose char k = 2. If V has rank two, then either
and where δ is a nonzero (γ, γ)-derivation of K, m ∈ K is not a perfect square, and
Proof. Let σ ∈ Gal(K/k). We show that there are no nonzero (σ, σ)-derivations. The result will then follow from [17, Theorem 1.3] . Suppose δ is a (σ, σ)-derivation. Then δσ −1 is an ordinary k-linear K-derivation, γ. We claim γ = 0. To this end, since K is a finite extension of a perfect field, it is separable. Hence, Ω K/k = 0. On the other hand, Der
Therefore, γ, and hence, δ, equals 0.
We also need to recall (from [26] ), the notion of left and right dual of a two-sided vector space. The right dual of V , denoted V * , is the set Hom
This assignment extends to morphisms between two-sided vector spaces in the obvious way.
We set
We recall that by [5, Theorem 3.13] , V ∼ = V * * . We will use this fact routinely in what follows.
If V has rank n, then so does V i * for all i. Therefore, (− ⊗ V i * , − ⊗ V (i+1) * ) has an adjoint pair structure for each i by [5] [Proposition 3.7 and Corollary 3.5], and the Eilenberg-Watts Theorem implies that the unit of the pair (− ⊗ V i * , − ⊗ V (i+1) * ) induces a map of two-sided vector spaces K → V i * ⊗ V (i+1) * . We sometimes denote the image of this map by Q i , and we abuse notation by calling the map η i and referring to it as the unit map.
It is straightforward to check that if ψ : V → W is a morphism of two-sided vector spaces, than the left dual of ψ, * ψ, equals the composition
whose left arrow is induced by a unit, whose right arrow is induced by a counit, and whose central arrow is induced by ψ. A similar result holds for the right dual of ψ, ψ * . We will use this fact without comment in the sequel.
2.2.
Simple two-sided vector spaces. Recall that Theorem 1.1 describes simple two-sided vector spaces in terms of arithmetic data associated to the extension K/k. In this section we describe arithmetic data associated to a twist of V (λ) (Lemma 2.2) and the arithmetic data associated to the tensor product V (λ)⊗V (λ) * (Proposition 2.3). The latter result will be used in the proof of Proposition 4.6. Lemma 2.2. Suppose σ, τ ∈ Gal(K/k). Under the isomorphism given in Theorem 1.1, the G-orbit of σλτ corresponds to the isomorphism class of the simple two-sided vector space
and the latter two-sided vector space is simple. Therefore, the proof of Theorem 1.1 implies that the class of embeddings corresponding to K σ ⊗ V (λ) ⊗ K τ , equals the class of a common eigenvalue for the image of σφτ : K → M n (K) considered as a subset of M n (K). However, if w ∈ K n is a common eigenvector for the image of φ with eigenvalue λ, then σ(w) is a common eigenvector for the image of σφτ with eigenvalue σλτ .
Proposition 2.3. Let λ ∈ Emb(K), let µ := (λ) −1 , suppose ρ, υ ∈ G are such that λ G = {λ, ρλ} and µ G = {µ, υµ}, and let V := V (λ) (so V has rank 2 since
has order 2 and
where W = V (λυµ), and W is not isomorphic to V (λδ) for any δ ∈ Gal(K/k).
Proof. By [5, Theorem 3.13] , there is an isomorphism V (λ) * → V (µ), and by the proof of [14, Theorem 4.7] , the tensor product V (λ) ⊗ V (µ) is isomorphic to the direct sum of K ⊕2 with either V (λυµ) if λυµ has G-orbit size 2 or with K ⊕2 λυµ if λυµ has G-orbit size 1. Suppose λυµ| K ⊂ K so that λυµ| K ∈ Gal(K/k). Then λυµ| K is stable under the action of G, so has orbit size 1. We first show that λυµ has order 2 in Gal(K/k). To this end, we have λυµ| K λυµ| K = λυ 2 µ| K . If υ 2 µ| K = υµ| K , then this would contradict the assumption on υ. Therefore, since |µ G | = 2, we must have υ 2 µ| K = µ| K so that λυ 2 µ| K is the identity. It follows that the order of λυµ| K is at most 2. To show the order is exactly 2, we suppose |λυµ| K | = 1. Then λυµ| K = λµ| K , which implies that υµ| K = µ| K . This again contradicts the assumption on υ and the fact that λυµ has order 2 follows. The second part of (1) follows from the proof of [14, Theorem 4.7] in light of the fact that in this case, λυµ has orbit size 1.
Next, suppose that λυµ(K) ⊂ ρλ(K). Then δ := µρ −1 λυµ| K is an element of Gal(K/k). By definition of δ, λδ = ρ −1 λυµ K , and thus
Now, on the one hand, V ⊗ K δ corresponds, via Lemma 2.2, to the G-orbit of λδ. This orbit is {λδ, ρλδ}. On the other hand, the nontrivial summand in V ⊗ V * corresponds to the G-orbit of λυµ. Since these orbits are equal by (2-1), the second part of (2) follows.
In the final case, we first note that λυµ(K) is not contained in K, so that the Gorbit size of λυµ is two. We next note that if λυµ(K) = λ(K), then υµ ∈ Gal(K/k), which is a contradiction. Therefore, λυµ(K) is not equal to λ(K) or ρλ(K). It follows that λυµ| K = λδ and λυµ| K = ρλδ for any δ ∈ Gal(K/k).
2.3. Noncommutative symmetric algebras. In this section we recall (from [26] ) the definition of the noncommutative symmetric algebra of a rank n two-sided vector space V . The noncommutative symmetric algebra generated by V , denoted S(V ), is the Z-algebra (see [27, Section 2] for a definition of Z-algebra) ⊕ i,j∈Z
A ij with components defined as follows:
In order to define A ij for j > i + 1, we introduce some notation: we define T i,i+1 := A i,i+1 , and, for j > i + 1, we define
We let R i,i+1 := 0, R i,i+2 := Q i ,
and, for j > i + 3, we let
• For j > i + 1, we define A ij as the quotient T ij /R ij . Multiplication in S(V ) is defined as follows:
• if x ∈ A ij , y ∈ A lk and j = l, then xy = 0,
• if x ∈ A ij and y ∈ A jk , with either i = j or j = k, then xy is induced by the usual scalar action, • otherwise, if i < j < k, we have
Proof. For each i ∈ Z we construct an isomorphism φ i :
The desired isomorphism will be the tensor product of these.
We begin by inductively constructing isomorphisms φ n : V n * → V n+2 * for n ≥ 0. There exists an isomorphism φ 0 : V → V 2 * by [5, Theorem 3.13] . Now, suppose there is an isomorphism φ i : V i * → V i+2 * . This induces an isomorphism of functors
and we abuse notation by denoting it by φ i . On the other hand, by [5, Proposition 3.7] , there is an adjunction with left and right adjoint − ⊗ V l * and − ⊗ V l+1 * respectively, for l = i and l = i + 2. It follows that there exists a unique natural equivalence ψ : − ⊗ V i+3 * → − ⊗ V i+1 * between right adjoints such that (φ i , ψ) is a conjugate pair (see [9, Theorem 2, p .100] for a definition of conjugate pair and a proof of this fact). Therefore, if we again abuse notation by letting ψ : V i+3 * → V i+1 * denote the isomorphism corresponding, via the Eilenberg-Watts Theorem, to the natural transformation ψ, then we set φ i+1 = ψ −1 . To construct φ i for i < 0 we proceed inductively as above using left adjoints instead of right adjoints to define ψ.
It remains to prove that the isomorphism is compatible with the relations in S(V ). To this end, by the definition of conjugate pair in [9, Theorem 2, p.100], the diagram
whose unlabeled arrows are induced by counits of the appropriate adjoint pair, commutes. The lemma follows from this.
Following [27, Section 2] , if A is a Z-algebra and i ∈ Z, we let A(i) denote the Z-algebra such that A(i) jl = A i+j,i+l and with multiplication induced from that on A. As in the proof of Lemma 2.4, the identity map
Let J ⊂ Z denote the set of all even numbers, and let B denote the J-Veronese of S(V ) [27, Section 2]. The following result is implicit in [26] , but since it is not stated explicitly there we include it here for the readers convenience.
Corollary 2.5. The algebra B is 2-periodic, that is, there is an isomorphism of Z-algebras B ∼ = B(2).
Proof. It follows from Lemma 2.4 that there are K − K-bimodule isomorphisms φ ij : B ij → B i+2,j+2 for all i, j ∈ 2Z. The fact that the φ ij are compatible with multiplication in B, follows from a routine but tedious verification, which we omit.
For the remainder of this section, we will work towards proofs of Corollary 2.7 and Corollary 2.9, which will be used to prove Proposition 5.6. We now introduce some notation we will utilize in this section: if E is a category, we let I E denote the identity functor on E. Lemma 2.6. Let C and D be categories, let F,
′ , and δ i : G → G ′ are isomorphisms for i = 1, 2, and consider the diagrams
If the left diagram commutes for i = 1, 2, then γ 1 = γ 2 , and if the right diagram commutes for i = 1, 2, then δ 1 = δ 2 .
Proof. We prove the first statement. The proof of the second is dual to that of the first, and is omitted. The universal property of η implies that for each object C in C, there exists a unique g C : F C → F ′ C such that the diagram
Corollary 2.7. Suppose that η : K → * V ⊗ V and η ′ : K → * W ⊗ W are unit maps, and that ψ : V → W is an isomorphism. Let 0 = a ∈ K and let a µ :
Proof. By [15, Theorem 1.2] and Lemma 2.6, it suffices to show that φ = a µ(
makes the diagram commute. This fact follows from [11, Corollary 6.7] .
We now work towards proving Corollary 2.9. To this end, we recall that there is a canonical isomorphism 
By [9, Theorem 1, p. 103], we may compose the first two adjunctions to get another adjunction. Thus, by the uniqueness of right adjoints, there exists a unique isomorphism of functors ψ :
I ModK = I ModK . whose top horizontal is induced by ψ and whose left vertical is induced by ǫ 0 and ǫ 1 , commutes. The canonical isomorphism
* is the isomorphism corresponding to ψ via the Eilenberg-Watts Theorem.
Lemma 2.8. Retain the notation in the preceding paragraph and let ǫ : V * * ⊗V * → K denote the composition
whose first and last maps are canonical. Then
is an adjunction.
Proof. It suffices to show that the compositions
whose unlabeled morphisms are canonical, are the identity. To this end, after expanding the compositions using the definition of ǫ and η * 0 , one utilizes the commutativity of (2-3) as well as the fact that the compositions
are the identity for i = 0, 1. The straightforward but tedious details are left to the reader.
Proof. By taking the right dual of (2-4), we get a diagram (2-5)
whose unlabeled maps are canonical. The diagram commutes by the functoriality of (−) * and by [11, Corollary 6.3] , and the compositions of the horizontal maps equal the map ǫ defined in the statement of Lemma 2.8. On the one hand, if we replace φ * by a µ(ψ * * ) −1 , the outer circuit of (2-5) commutes by [11, Corollary 6.7] . On the other hand, by [15, Theorem 1.2], and Lemma 2.6, this choice of φ * is unique making the outer circuit of (2-5) commute. Finally, since V * and W * are finite rank, one can explicitly check, using the proof of [5, Proposition 3.7] , that right duality is faithful on isomorphisms V * → W * . The result now follows from the fact that µ * a = a µ.
Vector bundles over P(V )
Throughout this section, we let A denote the Z-algebra S(V ) where V is rank 2, we let J ⊂ Z denote the subset of even integers, and we let B denote the J-Veronese of A. We recall that by [26, Section 6.3] , the category GrA is locally noetherian. We define a Z-graded ring C by letting
and by letting multiplication in C be defined by the composition
whose second map is from Corollary 2.5, and whose third map is multiplication in B.
In this section, we prove that C is a domain (Corollary 3.8), we prove that P(V ) is an integral noncommutative space (Corollary 3.9), and we classify vector bundles over P(V ) (Corollary 3.17). This last result generalizes the main result in [7] when the base field is perfect.
Our proof that C is a domain follows from a variant of the proof of [2, Lemma 3.15], and is thus homological in nature. For this reason, we begin this section by developing some basic homological results for A. Many of these results (and their proofs) are motivated by the intuition that A behaves as if it were a noetherian regular algebra (in the sense of [2] ) of global dimension 2.
Since K/k is finite and k is perfect, Spec K is smooth of finite type over k so that we may use most of the results of [26, , all of [11, Sections 1-4] and most of [4, (in the last reference, the global hypothesis that the base field is algebraically closed is not needed for the results we will use). In particular, we will employ internal hom and tensor functors on GrA, as well as their derived functors. More specific references will be given when these functors are invoked.
3.1. Homological preliminaries. We recall [11, Section 2.2] that (e k A) ≥k+n is defined to be the sum of
≥k+n with its natural A − A-bimodule structure and we let A 0 denote the
An object in GrA is called free if it is isomorphic to a module of the form ⊕ i e i A. Let M ∈ grA. We call a resolution Lemma 3.1. Let M be a noetherian A-module. Then there exists a finite-dimensional K-subspace U ⊂ M with a homogeneous basis such that M = U ⊕ U A ≥1 . It follows that there exists an epimorphism f from a noetherian free module P to M with the property that ker f ⊂ P A ≥1 .
Proof. We begin with the proof of the first part of the lemma. Suppose M is left bounded by degree d. We let
Otherwise, for some n > 0 we may define nonzero vector spaces U d+1 , . . . , U d+n by
Since M is noetherian, there must exist an m > 0 such that
Furthermore, by degree considerations and the definition of the subspaces U d+i ,
The first part of the lemma follows with
For the second part of the lemma, we let P := ⊕ m i=0 U d+i ⊗ e d+i A and we let f : P → M be induced by the A-module action on M . The fact that f is epic follows from the fact that M is generated by U .
Finally, we prove ker f ⊂ P A ≥1 . First, suppose 0 = p ∈ P is homogeneous of degree d + n for some 0 ≤ n ≤ m, and f (p) = 0. Then n > 0 and
Since a in ∈ A d+n,d+n , if the last sum of (3-1) were nonzero, then some element of U d+n would be in (U d + · · · + U d+n−1 )A ≥1 which contradicts the definition of U d+n . Therefore, the last sum in (3-1) is zero and p ∈ P A ≥1 . Now suppose p ∈ ker f and p is homogeneous of degree ≥ d + m + 1. Then by degree considerations, we must have p ∈ P A ≥1 . The result follows.
In the next result we employ the functors ⊗ A and T or A i (−, −) defined and studied in [4, Section 14] . For the readers convenience, we recall the definitions. Let M denote a graded right A-module and let N denote a graded A − K-bimodule, i.e. N = ⊕ m∈Z N m , where N m are k-central K − K-bimodules, and there are multiplication maps A m,n ⊗ K N n → N m satisfying the usual associativity and unit axiom. We let 
by free noetherian objects F i , and if F j = 0, for some j, then T or
Therefore, the length of a minimal resolution of a noetherian module is at most 2.
Proof. To prove the first assertion, we first note that e m A⊗ A A 0 ∼ = A mm = K by [11, Proposition 3.5] . On the other hand, by the right exactness of −⊗ A A 0 , and by [4, Proposition 15.2] , the module (e m A/e m A ≥m+1 )⊗ A A 0 is also isomorphic to K as a K-module. Thus, if
i : e m A ≥m+1 → e m A is inclusion, then i⊗ A A 0 vanishes. Therefore, if F is a noetherian free module and i : F A ≥1 → F is inclusion, then it follows that i⊗ A A 0 = 0. Next, we prove the second assertion. Since f j factors through the inclusion
To prove the final assertion, we recall from [4, Section 14] that internal tor can also be computed using internally flat resolutions of A 0 . Since A 0 has an internally flat resolution of length 2 [4, Propostion 14.2], the length of a minimal resolution of a noetherian module is at most 2.
Corollary 3.3. Suppose P is a noetherian projective object in GrA. Then P is free.
Proof. By Lemma 3.1, there exists an epimorphism f from a noetherian free module F to P with the property that ker f ⊂ F A ≥1 . Since P is projective, f splits. Since ker f is a summand of F , if i : ker f → F denotes inclusion, then i⊗ A A 0 is injective. By the first part of Proposition 3.2,
The following is inspired by [2, Proposition 2.40(i)].
Corollary 3.4. Suppose M is a graded noetherian right A-module and there is an exact sequence
with F 0 and F 1 noetherian and free, ker f 0 ⊂ F 0 A ≥1 , and
Proof. If K were not free, it would have a minimal resolution of length at least 1. Attaching this resolution to (3-2) would yield a minimal resolution of M of length greater than 2, violating Proposition 3.2.
In the next result, we use the internal hom functors and their derived functors introduced in [ GrA (A 0 , e k A) is concentrated in degree k − 2. Therefore, the result holds when i = j. Now, suppose i = j. Then the only graded right A-module homomorphisms f : N → P are induced by scalar multiplication. Therefore, if f = 0, the image of f is not in P A ≥1 . The first result follows.
To prove the second result, we note that by [11, Theorem 4.4] , Proposition 3.2, and the first part of this lemma, the proof of [2, Proposition 2.46i] works in our context, and establishes the second part of the lemma.
Proof that
It follows from this, Lemma 3.1 and Proposition 3.2 that if M ∈ grA, the function In the proof of Theorem 3.7, below, and in the proof that ProjA is integral (completed in Corollary 3.9), we will need the following Proposition 3.6. The category of graded left A-modules is locally noetherian. We call a graded left module free if it is isomorphic to a module of the form ⊕ i Ae i . There are graded left module analogues of Lemma 3.1 and Proposition 3.2, which allows one to deduce that every noetherian object in the category of graded left A-modules has a minimal resolution of length at most 2. It follows that if M is a noetherian graded left A-module, the function f (n) := dim K M −n is eventually of the form cn + d, with c, d ∈ Z and c ≥ 0. The dimension of a graded left module is defined analogously to the dimension of a graded right module.
The proof of the following result is an adaptation of the proof of [2, Lemma 3.15] to the present context. Theorem 3.7. If x, y ∈ A are homogeneous elements such that xy = 0, then either x = 0 or y = 0.
Proof. We note that it suffices to prove that if y ∈ A jl has the property that there exists a nonzero x ∈ A ij such that xy = 0, then y = 0. We prove this in several steps. Throughout the proof, we will let N j ⊂ e j A denote the sum of all submodules of dimension ≤ 0.
Step 1: We prove that if y ∈ A jl has the property that there exists a nonzero x ∈ A ij such that xy = 0, then either x ∈ N i or y ∈ N j . To prove this, we let K j denote the graded submodule of e j A consisting of all m such that xm = 0. Then y ∈ K j , and if x µ : e j A → e i A denotes left multiplication by x, there is a short exact sequence
There are three possibilities for dim K j . Either dim K j = −1, in which case y = 0 so that y ∈ N j , or dim K j = 0, in which case K j ⊂ N j so that y ∈ N j , or dim K j = 1. In the third case, dim K (K j ) l will eventually have the form cl + d, where c is an integer ≥ 1. Since dim K (e j A) l is eventually of the form l − j + 1, we must have c = 1 so that dim(e j A/K j ) ≤ 0. It follows dim(xe j A) ≤ 0 so that x ∈ N i .
Step 2: We prove that it suffices to show that N i = 0 for all i. For, if this is the case, then by Step 1, if y ∈ A jl has the property that there exists a nonzero x ∈ A ij such that xy = 0, then y = 0.
Step 3: We prove that it suffices to show that for all i, there exists a homogeneous z i ∈ Ae i such that z i N i = 0 and such that z i is not an element of ⊕ j N j . Suppose this is the case. By Step 2, it suffices to prove that N i = 0 for all i. To this end, suppose z i ∈ A li , let zi µ : e i A → e l A denote left multiplication by z i and consider the exact sequence
By the hypothesis on z i , N i ⊂ L. On the other hand, since z i is not an element of ⊕ j N j , dim z i e i A = 1. Therefore, since there is a short exact sequence
Either z i ∈ A ii which implies that N i = 0, or (3-3) satisfies the hypotheses of Corollary 3.4, in which case it follows that L = N i is free and has dimension ≤ 0. Therefore, N i = 0 as desired.
Step 4: We prove that ⊕ i N i is a graded left module with ith component N i . It suffices to show that if x ∈ A ij and n ∈ N j then xn ∈ N i . This follows from the fact that left multiplication by x induces a morphism of right modules N j → e i A and the dimension of the image of a homomorphism is less than or equal to the dimension of the domain.
Step 5: We prove that if n ∈ N i is homogeneous, the graded left module generated by n has left dimension ≤ 0. Therefore, the left dimension of ⊕ i N i is ≤ 0. The second statement follows from the first since left dimension is a dimension function on the category of graded left A-modules. We now prove the first statement. 
We claim that for all j ∈ Z, d i+2j = d i and l i+2j can be taken to be l i + 2j. To prove the claim, we note that dim
The claim follows. Now let m ∈ N i with m ∈ A in . Then A i−2j,i m is a left K-subspace of (N i−2j ) n , and by the claim, the latter space has dimension d i for all n > l i − 2j, i.e. for all j > (l i − n)/2. It follows that Ae i m has left dimension ≤ 0, as desired.
Step
where the second to last inequality follows from Step 4 and the last inequality follows from Step 5. Hence, dim I = 1, which establishes the result.
The next result now follows easily from Theorem 3.7 in light of the definition of C.
Corollary 3.8. The algebra C is a domain.
Since A is right and left noetherian, so is C. Since C is a domain, the set of nonzero homogeneous elements forms both a left and a right Ore set, and Q := Frac gr C is both a left and a right ring of fractions.
The following result invokes the notion of an integral noncommutative space and big injective defined and studied in [22] . In order to understand the notation employed in the result and in the following section, the reader may wish to review the comments on notation and conventions concluding the introduction. Proof. Since C is a domain by Corollary 3.8 which is generated in degree 1, all hypotheses of [22, Theorem 4.5] hold for C except that C 0 = K acts centrally on C. However, the proof still works in our context.
3.3.
Grothendieck's Theorem. The goal of this section is to classify vector bundles (defined before Corollary 3.17) over P(V ). We will need a number of preliminary results.
Lemma 3.10. Let l ∈ N. If x 1 , . . . , x n are nonzero homogeneous elements in Q ⊕l then the graded right C-module generated by x 1 , . . . , x n is contained in a submodule isomorphic to a finite direct sum of shifts of C.
Proof. If x 1 , . . . , x n are independent over C then the result follows. Otherwise, after relabeling, suppose x 1 , . . . , x m , with m < n, is a maximal subset of {x 1 , . . . , x n } which is independent over C. Then there exists c 1 , . . . , c m ∈ C homogeneous and not all zero, and c m+1 homogeneous and nonzero, such that
Thus
If n = m + 1, we are done. Otherwise, {y 1 , . . . , y m , x m+2 } is dependent over C since {x 1 , . . . , x m , x m+2 } is, so we can repeat the argument above to find z 1 , . . . , z m ∈ Q ⊕m independent over C generating a graded right C-module which contains x 1 , . . . , x m+2 . A repetition of this argument a finite number of times establishes the result. 
whose center arrow is the unit map. Therefore, applying (3) (4) in the case M = e i A, the third arrow in (3-4) is an isomorphism of right A-modules and the result follows.
Corollary 3.12. If πe i A ∼ = πe j A, then i = j.
Proof. On the one hand, by Lemma 3.11,
On the other hand, under the hypothesis, For the rest of this section, we will identify the categories ProjC and P(V ) via the equivalence in Proposition 3.13 without further comment.
Following [22] , we denote the big injective in P(V ) (computed in Corollary 3.9) by E. Recall from [22] that an object M in P(V ) is torsion if Hom P(V ) (M, E) = 0, and is torsion-free if the only submodule of it that is torsion is 0. Let T denote the full subcategory of P(V ) of torsion objects. Then T is a localizing subcategory, and there is a map of noncommutative spaces j : P(V )/T → P(V ) [22, Section 3] . Furthermore, if M is an object of P(V ), then there is an exact sequence
In particular, if M is torsion-free, then there is a short exact sequence
where N ∈ T.
Theorem 3.14. Every noetherian torsion-free object in P(V ) is a finite sum of the form ⊕π A e i A, and every noetherian object of P(V ) is a direct sum of a torsion object and a torsion-free object.
Proof. We first claim that if M is torsion-free and noetherian, then M is a submodule of a finite direct sum of shifts of π C C. To this end, we apply ω C to the short exact sequence (3-6), to get an exact sequence
By the proof of [22, Proposition 3.9], j * j * M is a finite direct sum of copies of E. On the other hand, ω C E = ω C π C Q, and Q ∼ = ω C π C Q since Q is injective and τ C Q = 0. Therefore, ω C M is a submodule of a finite direct sum of copies of Q and the claim now follows from Lemma 3.10.
Applying π C to this containment, we conclude that M ⊂ π C (⊕ i C[i]). By Proposition 3.13, M ⊂ π A (⊕ i e −2i A). We denote the cokernel of this inclusion by C. By Lemma 3.11, ω A M ⊂ ⊕ i e −2i A, with cokernel D contained in ω A C. Furthermore, since τ A (ω A C) = 0 and since τ A is left exact, we deduce that τ A D = 0. It follows from Lemma 3.5 and [11, Proposition 3.19 ] that D has a minimal resolution with length at most 1. Therefore, since there is a short exact sequence
in grA, we conclude that ω A M is projective, hence free by Corollary 3.3.
Finally, suppose that M is a noetherian object of P(V ). Since j * j * M is torsionfree, it follows from (3-5) that M is an extension of a torsion-free module by a torsion module. Therefore, by the argument in the first two paragraphs, it suffices to prove that if T is a noetherian torsion object, then Ext
To prove this, we first note that by Proposition 3.13, it suffices to show that Ext 1 P(V ) (π A e −2i A, T ) = 0. However, by [4, Proposition 13.2 and Theorem 13.3], Ext 1 P(V ) (π A e −2i A, T ) ∼ = Hom P(V ) (T , π A e −2i+2 A), so it suffices to show that there is no nonzero homomorphism T → π A e −2i+2 A. However, π A e −2i+2 A ∼ = π C C[i − 1], so the result will follow if we can show this module is torsion-free. To prove this, we note that, as in the proof of Corollary 3.9, C[i − 1] is isomorphic to a subobject of Q. Therefore, by the exactness of π C and the fact that π C Q is torsion-free, we may conclude that π C C[i − 1] is torsion-free as desired.
The notion of rank of a module over an integral noncommutative space is defined in [22, Definition 3.3] . The following is a straightforward consequence of [22, Corollary 3.7] .
Lemma 3.15. If Z and W are integral locally noetherian spaces, and if F : Z → W is an equivalence, then F sends torsion-free rank 1 objects to torsion-free rank 1 objects.
Lemma 3.16. For each i ∈ Z, the module π A e i A is torsion-free of rank 1.
Proof. For the proof we let π denote π C . We claim that πC has rank 1. Since the shift functor in GrC induces an equivalence in ProjC, it will follow from the claim and Lemma 3.15 that πC[i] has rank 1 as well. To prove the claim, we must show that the left Hom ProjC (πQ, πQ)-module Hom ProjC (πC, πQ) is simple. Since Hom ProjC (πQ, πQ) is a division ring, it thus suffices to show that the map Hom ProjC (πQ, πQ) → Hom ProjC (πC, πQ) induced by inclusion C → Q is surjective. This follows from the fact that πQ is an injective object in ProjC.
To prove the lemma, we note that if i is even, then π A e i A ∼ = πC[−i/2] by Proposition 3.13, so that in this case, the result follows from the claim. If i is odd, then since e i A is a submodule of e i−1 A, we may conclude, by the exactness of π A , that π A e i A is a submodule of πC[−i/2], and hence of πQ. By [11, Corollary 4.12], π A e i A = 0, and the result follows.
We define a vector bundle over P(V ) to be a noetherian torsion-free object, and we define a line bundle over P(V ) to be a vector bundle of rank 1. We have the following classification of vector bundles over P(V ).
Corollary 3.17. Every vector bundle over P(V ) is a finite direct sum of line bundles, the line bundles are the objects of the form πe i A, and πe i A ∼ = πe j A implies i = j.
Proof. The first and second results follow from the first part of Theorem 3.14 and Lemma 3.16, and the last result is exactly Corollary 3.12.
Canonical equivalences
In this section we define and study three canonical equivalences between noncommutative projective lines. We will see, in Corollary 6.6, that any equivalence between noncommutative projective lines is a composition of these three. In order to understand the notation employed throughout this section and the following two, the reader may wish to review the comments on notation and conventions concluding the introduction. Throughout this section, we will let P i := e i S(V ), P i := πP i , P We will also abuse notation repeatedly as follows: since there is a canonical isomorphism S(V )(i) → S(V i * ) of Z-algebras over K (see 2-2), shifting by [i] induces an equivalence GrS(V ) → GrS(V i * ) and an equivalence P(V ) → P(V i * ). We call both of these equivalences [i] . Similarly, shift by −i induces equivalences in the opposite direction, which we call [−i]. 
4.2.
The functor Φ. Suppose φ : V → W is an isomorphism of two-sided vector spaces. Then it is straightforward to check that φ induces an isomorphism of Zalgebras S(V ) → S(W ), which we also call φ.
We denote by Φ the equivalence GrS(V ) → GrS(W ) defined as follows: If M is an object in GrS(V ), we define Φ(M ) i := M i as a set, with S(W )-module structure
where µ denotes the S(V )-module multiplication on M . If f : M → N is a morphism in GrS(V ) and m ∈ M i , we define Φ(f ) i (m) = f i (m). By [23, Lemma 3.1], Φ descends to a functor P(V ) → P(W ). We abuse notation by calling this Φ as well. It is elementary to check that if φ 1 : V → W induces Φ 1 : P(V ) → P(W ) and φ 2 : W → U induces Φ 2 : P(W ) → P(U ) then Φ 2 Φ 1 is naturally equivalent to the equivalence induced by φ 2 φ 1 .
(1) There is an isomorphism ΦP i → P ′ i , and thus
is an isomorphism. Then f i : K → K equals left multiplication by a nonzero element a ∈ K, denoted a µ, and f i+1 = a µ(φ i * ) j where j = 1 if i is even and j = −1 if i is odd.
Proof. The proof of the first part of (1) is similar to the proof of Lemma 4.1. The details are left to the reader. For the proof of the second part of (1), recall that by abuse of notation, the symbol ΦP i denotes πΦωP i . Therefore, the second part of (1) follows from the first part of (1), as πΦωP i ∼ = πΦP i , where in the last isomorphism we have invoked Lemma 3.11. We now turn to the proof of (2). Since f is a graded S(W )-module isomorphism, f i : S(V ) ii → S(W ) ii is a right K-module homomorphism from K to K. Therefore, there exists a nonzero a ∈ K such that f i = a µ. Similarly, the fact that f is compatible with multiplication by elements of S(W ) i,i+1 implies that f i+1 : V i * → W i * has the indicated form.
(1) Suppose h : Φ 1 P i → Φ 2 P i is an isomorphism. There exists a nonzero a ∈ K such that h i = a µ where a µ denotes left multiplication by a, and
(2) Suppose η : Φ 1 → Φ 2 is an equivalence, where now Φ i denotes the induced equivalence P(V ) → P(W ). Then there exists nonzero a, b ∈ K such that φ
The first assertion of (1) follows from the fact that (Φ j P i ) i = K. To prove the second part of (1), we note that by Lemma 4.2(1), there exist isomorphisms
Since h is an isomorphism, and since every isomorphism P ′ i → P ′ i is left multiplication by a nonzero element of K, there exists a nonzero b ∈ K such that the diagram
commutes. The result now follows from Lemma 4.2(2).
We now prove part (2). We let v ∈ V and we recall that the notation Φ i P j means πΦ i ωπP j . Consider the following commutative diagram (4-1) 
whose horizontals are induced by left multiplication by v ∈ V and whose verticals are degree 1 components of isomorphisms. The result now follows from the first part of the lemma.
We now prove that the equivalence Φ is compatible with taking the Veronese. We let J ⊂ Z denote the set of even integers and we let B denote the J-Veronese of S(V ). We suppose Φ : GrS(V ) → GrS(V ) is an equivalence induced by an isomorphism of two-sided vector spaces φ : V → V , and we let Φ B : GrB → GrB denote the induced equivalence. If we let Res : GrS(V ) → GrB denote the canonical restriction functor [27, Section 2], then it is easy to check that Φ B Res = Res Φ.
Since the functors Res, Φ and Φ B preserve torsion objects, it follows from [23, Lemma 3.1] that they descend to the functors Res : P(V ) → ProjB, Φ : P(V ) → P(V ) and Φ B : ProjB → ProjB having the property that
It is straightforward to check that Φ B : ProjB → ProjB is an equivalence. Proof. It suffices to prove
since right composing both sides of (4-6) by ω S(V ) implies the result. Hence we proceed to prove (4-6). We note that
where the first isomorphism is induced by (4-3), the second isomorphism is induced by (4) (5) , the equality follows from (4-2), the fourth isomorphism is induced by , and the final isomorphism is induced by (4-4).
Lemma 4.5. Suppose there exists nonzero a, b ∈ K such that φ : V → V is the bimodule map defined by φ(v) = a · v · b. Then the induced equivalence Φ : P(V ) → P(V ) is naturally equivalent to the identity functor.
Proof. We first prove that if a = b −1 then Φ : GrS(V ) → GrS(V ) is naturally equivalent to the identity. To prove this, one checks that right multiplication by
Next, we suppose a = 1. In this case, by Lemma 4.4, it suffices to show that the induced functor Φ B : GrB → GrB is naturally equivalent to the identity. To this end, we note that if φ : V → V equals right multiplication by b, µ b , then since µ * b is left multiplication by b, it follows that φ ⊗ (φ * )
The general case follows from the fact that if φ(v) = a·v·b, then φ is a composition of
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4.3.
The functors T σ and T δ,ǫ . Suppose that for each i ∈ Z, σ i ∈ Gal(K/k), and let σ := {σ i } i∈Z . Let A denote a Z-algebra, and let A σ denote the Z-algebra with Proposition 4.6. Suppose char k = 2, and for each i ∈ Z, let τ i ∈ Gal(K/k), and let τ := {τ i } i∈Z . If there is an isomorphism f : S(V ) τ → S(W ) over K, then τ i = τ 0 for i even and τ i = τ 1 for i odd.
Proof. Since f i,i+1 and f i+1,i+2 are isomorphisms of two-sided vector spaces,
According to Lemma 2.1, there are three possibilities for the structure of V . First, we suppose that there exists
. It follows that τ i = τ i+2 for all even i. If i is odd, the result holds by a similar argument.
Next, suppose that there exists σ, τ ∈ Gal(K/k) with σ = τ such that V ∼ = K σ ⊕ K τ . By (4-7), if i is even, we have that
Therefore, either τ i = τ i+2 for all even i, or there exists an even i such that τ
i+2 . In the latter case, it follows that στ −1 has order 2. Since f 01 is an isomorphism, we deduce that W ∼ = K σ ′ ⊕ K τ ′ with σ ′ = τ ′ , and since f i,i+2 is an isomorphism, there is an isomorphism
The right-hand side of (4-8) has exactly one summand isomorphic to K. On the other hand, since στ −1 has order 2, the left-hand side of (4-8) has two isomorphic nontrivial factors. It follows that if i is even, τ i = τ i+2 and the result follows in this case. If i is odd, the result holds by a similar argument.
Finally, we prove the result when V is simple. We begin with the proof that τ 2i = τ 0 for all i ∈ Z. There are three cases to consider, according to the structure of V ⊗ V * described in Proposition 2.3. First, suppose V ∼ = V (λ) is described by the first part of Proposition 2.3. Then, for i ∈ Z, S(V ) 2i,2i+2 ∼ = K ⊕ K ⊕2 δ where δ ∈ Gal(K/k) has order 2. It follows that
On the other hand, by our hypothesis, W must also be described by the first part of Proposition 2.3. Thus, (4-10)
where γ ∈ Gal(K/k) has order 2. Applying Hom K⊗ k K (−, K) to (4-10) yields K. Therefore, the application of Hom K⊗ k K (−, K) to (4-9) must yield K as well, and this is only possible if τ 2i = τ 2i+2 for all i. Next, suppose that V is described by the second or third part of Proposition 2.3, and suppose that i ∈ Z is even. We deduce from (4-7) that V * ∼ = V * ⊗ K τiτi+2 −1 . Thus, by Lemma 2.2, µ has the same G-orbit as µτ i τ i+2 −1 . If τ i = τ i+2 , then the image of µ equals the image of ǫµ, where ǫ ∈ G and ǫµ = µ. It follows that λǫµ sends K to K, contrary to the assumption on V . Therefore, τ i = τ i+2 for i even so that τ i = τ 0 .
Finally, we must prove that if V is simple then τ 2i+1 = τ 1 for all i ∈ Z. By [5, Theorem 3.13], V * is simple, and the result follows from considering the three possibilities for the structure of V * according to Proposition 2.3 and reasoning as above.
In what follows, we will need a special kind of twist. If δ, ǫ ∈ Gal(K/k) and a sequence ζ is defined by
then we define A δ,ǫ := A ζ . We will need the following Lemma 4.7. If i ∈ Z and δ, ǫ ∈ Gal(K/k), then there exist canonical adjunctions
such that the associated noncommutative symmetric algebra S(
Proof. The proof is almost identical to the proof of [10, Theorem 4.1], and so we omit the details.
whose second composite is the equivalence induced by the isomorphism from Lemma 4.7.
Lemma 4.8. Suppose δ, ǫ ∈ Gal(K/k) and let
is an isomorphism. Let ζ denote the sequence of automorphisms
There exists a nonzero a ∈ K such that f i :
, where a µ denotes left multiplication by a.
Proof. The proof of (1) is similar to the proof of Lemma 4.1 and we leave the details to the reader. For the proof of (2), we identify S(V ) ii ⊗ K ζi with K ζi . Under this identification,
Thus, the assertion holds if we set a = f i (1).
The following lemma, which will be employed in the proof of Theorem 7.4, has a straightforward proof, which is omitted. It describes two compatibilities between Φ and T δ,ǫ .
is an isomorphism of two-sided vector spaces with induced equivalence Φ, and
is the canonical isomorphism with induced equivalence Φ ′ . Then the diagram
whose bottom horizontal is induced by
commutes up to isomorphism.
Classification of noncommutative projective lines
Our goal in this section is to classify noncommutative projective lines up to klinear equivalence. We first introduce notation that will be employed in this section. We let π, ω and τ denote the usual quotient, section, and torsion functors associated to S(V ), we let P i := e i S(V ), we let P i := πP i , and we let H denote the Z-algebra with
and with multiplication induced by composition. It is straightforward to check that the map f ij : S(V ) ij → Hom GrS(V ) (P j , P i ) defined by sending x to the function sending e j to x induces an isomorphism of Z-algebras f : S(V ) → H. We let A denote the Z-algebra with
and with multiplication induced by composition. Finally, we let g ij : H ij → A ij be the map induced by the functor π. Primed versions of this notation correspond to the analogous constructions with W in place of V .
We give H ij a two-sided vector space structure through the map f and we give A ij a two-sided vector space structure through the map gf . A similar remark holds for primed objects.
Lemma 5.1. The map of Z-algebras g : H → A is a K-algebra isomorphism. In particular, for any i, j ∈ Z, S(V ) ij and A ij are isomorphic two-sided vector spaces over K.
Proof. By the naturality of the unit map η i :
whose left vertical is induced by η i , whose right vertical is induced by adjointness, and whose top horizontal is induced by π, commutes. Since the verticals and bottom horizontal are isomorphisms by Lemma 3.11, so is the top horizontal, whence the result.
Theorem 5.2. Suppose F : P(V ) → P(W ) is a k-linear equivalence. Then there is an associated i ∈ Z and an associated sequence τ = {τ m } m∈Z in Gal(K/k), such that there is a K-algebra isomorphism
Furthermore, if F is naturally equivalent to G and G has associated integer j and sequence σ, then j = i and σ = τ . If char k = 2, then τ is 2-periodic.
Proof. By Theorem 3.14, Lemma 3.15 and Lemma 3.16, for any j ∈ Z, F (P j ) ∼ = P ′ l for some l ∈ Z. In particular, F (P 0 ) ∼ = P ′ i for some i ∈ Z, and this i is unique by Corollary 3.12. Furthermore, since F induces a k-linear isomorphism
we conclude, by Lemma 5.1, that l = i + j. For each j ∈ Z, choose an isomorphism θ j : F (P j ) → P ′ i+j . Then, for all l, j ∈ Z, the composition t lj defined by:
whose first arrow is induced by F and whose second arrow is induced by the isomorphisms θ j and θ l , is a k-linear isomorphism.
For each j ∈ Z there exists a unique bijection τ j making the diagram
′ , g ′ and t are k-linear isomorphisms which respect multiplication, the bottom horizontal is a k-linear isomorphism of K onto K which respects multiplication, i.e. τ j ∈ Gal(K/k).
If a ∈ K and x ∈ A lj , we have
A similar computation establishes the fact that t lj (x · a) = t lj (x) · τ j (a).
We claim the map
A similar computation shows that h lj is compatible with right multiplication by K.
The fact that h lj is onto and compatible with addition is clear, and the fact that h lj is one-to-one follows by comparing k-dimension. This establishes the claim. Next we show that h is a morphism of Z-algebras. In particular, we need to prove that h is compatible with multiplication. To this end, it suffices to prove that, for all l, j, k ∈ Z, and for any x ∈ A lj and y ∈ A jk , t lk (xy) = t lj (x)t jk (y).
We compute:
To complete the proof of the first part of the result, we must show that if G : P(V ) → P(W ) is another k-linear equivalence with associated sequence of automorphisms σ and associated shift by j, then F naturally equivalent to G implies j = i and σ = τ . The proof will show that the automorphisms τ i in the statement of the theorem are independent of choice of θ i . The fact that j = i follows from Corollary 3.12.
To prove that σ = τ , we must show that the diagram (5-1)
whose right vertical is induced by an isomorphism θ j : F P j → P ′ j+i and whose bottom horizontal is induced by an isomorphism γ j : GP j → P ′ j+i , commutes. It is elementary to check that the diagram
whose right vertical is induced by an equivalence F → G, commutes. Therefore, to show that (5-1) commutes, it suffices to show that the diagram
whose left vertical is induced by γ, whose right vertical is induced by θ and whose top horizontal is induced by the equivalence η : F → G, commutes. To prove this, let x be an element of the upper left corner of (5-2). Then, via the upper route of (5-2), x goes to θ j η −1 xηθ −1 j , while via the lower route, it goes to γ j xγ −1 j . Therefore, to complete the proof, we must show that
, and Hom P(W ) (GP j , GP j ) ∼ = K by Lemma 5.1, which is abelian under composition. The first part of the theorem follows.
We complete the proof of the theorem by checking that if char k = 2, then τ is 2-periodic. Let τ −1 denote the sequence {τ
i } i∈Z and note that there is an isomorphism of Z-algebras over K given by the composition
whose first and third arrows are induced by the isomorphism gf and (g ′ f ′ ) −1 defined at the beginning of this section and whose second arrow is induced by the isomorphism h. Therefore, the result follows from Proposition 4.6 in light of the fact that S(W )(i) = S(W i * ).
Proof. Let h : A → A ′ (i) τ be the Z-algebra isomorphism over K constructed in Theorem 5.2. It follows from Lemma 5.1 that h 01 induces an isomorphism of twosided vector spaces
is isomorphic to either W or W * depending on whether i is even or odd.
The converse of Corollary 5.3 holds as well, thanks to results in [10] .
Proposition 5.4. [10]
If there exist δ, ǫ ∈ Gal(K/k) with the property that either
then there is a k-linear equivalence P(V ) → P(W ).
Proof. The fact that there is a k-linear equivalence P(W ) → P(W * ) follows from [10, Lemma 4.2] and the fact that there is a k-linear equivalence P(W ) → P(K δ ⊗W ⊗K ǫ ) follows from the comments after the proof of [10, Theorem 4.2] .
Combining our results with Lemma 2.1, we obtain the following result, which invokes notation defined in the introduction.
Theorem 5.5. Suppose char k = 2 and suppose that V i is a rank 2 two-sided vector space for i = 1, 2. Then there is a k-linear equivalence P(V 1 ) → P(V 2 ) if and only if
is equivalent to the commutative projective line over K.
Proof. By Lemma 2.1, there are three possibilities for V 1 . If there exists
, the result follows from Corollary 5.3 for the forward direction and Proposition 5.4 for the backward direction, in light of the fact that for σ, τ ∈ Gal(K/k), K σ ∼ = K τ if and only if σ = τ . Now suppose V 1 ∼ = V (λ 1 ) for some embedding λ 1 : K → K. If there is an equivalence P(V 1 ) → P(V 2 ), then, by Corollary 5.3, V 2 is simple so that V 2 ∼ = V (λ 2 ) and there exist δ, ǫ ∈ Gal(K/k) such that either
, where in the second case we have used [5, Theorem 3.13] . It follows from Lemma 2.2 that either λ
The proof of the converse is similar but uses Proposition 5.4 and we omit the details.
We will need the following sharpening of Theorem 5.2 to prove Theorem 6.7.
Proposition 5.6. Suppose char k = 2. The isomorphism h from Theorem 5.2 can be chosen so that the composition
whose first map is the isomorphism constructed in Lemma 4.7, whose second map is induced by h, and whose third arrow is the map (2-2), is an isomorphism
induced by an isomorphism of two-sided vector spaces
Proof. The isomorphism h from Theorem 5.2, and hence ψ, depends on the choice of isomorphisms θ j : F P j → P ′ i+j for all j ∈ Z. Given an initial choice of θ j 's, we describe a modification of these choices producing an isomorphism
→ W i * . By definition, the map ψ is an isomorphism of noncommutative symmetric algebras over K. By Corollary 2.9, ψ 12 = (ψ −1
)
* µ a , where µ a denotes right multiplication by a nonzero a ∈ K. On the one hand, if x ∈ V * , then, identifying
On the other hand, if x µ : P 2 → P 1 denotes left multiplication by x, then
2 µ a −1 , and so
where the third equality follows from (5-4) and (5-3).
Continuing inductively, we define, for j > 1, θ
A similar argument, employing Corollary 2.7 in lieu of Corollary 2.9, allows us to define, for j < 0, θ
Classification of equivalences
The goal of this section, realized in Theorem 6.9, is to classify equivalences between noncommutative projective lines.
Throughout this section, we will employ the following notation: F : P(V ) → P(W ) will denote a k-linear equivalence, τ = {τ i } will denote the associated sequence of automorphisms from Theorem 5.2, and τ −1 will denote the sequence {τ −1 i }. As in Section 5, we will let P i := e i S(V ), P i := πP i , P We let the functor Γ : P(V ) → GrA be defined on objects by Γ(M) := ⊕ j∈Z Hom P(V ) (P j , M), with graded module structure induced by composition. We let Ψ : GrS(V ) → GrA denote the equivalence induced by the isomorphism gf : S(V ) → A, where f : S(V ) → H and g : H → A are isomorphisms defined at the beginning of Section 5. We let Ψ τ : GrS(V ) τ → GrA τ denote the induced equivalence, we let Ψ −1 : GrA → GrS(V ) denote the equivalence induced by (gf ) −1 : A → S(V ), and we let Ψ −1 τ denote the equivalence induced by Ψ −1 . We define
to be the composition πΨ −1 , and we define
be the functor induced by the isomorphism h defined in Theorem 5.2. Finally, we let
be the functor induced by the composition
whose first and third arrows are induced by the isomorphism gf and (g ′ f ′ ) −1 defined at the beginning of Section 5 and whose second arrow is induced by the isomorphism h constructed in Theorem 5.2. We will abuse notation by letting ∆ ′ also denote the induced equivalence ProjS(V ) τ −1 → ProjS(W )(i).
We will sometimes abuse notation by using identical notation when replacing V by W and A by A ′ when there is no chance of confusion.
Lemma 6.1. The diagram of functors
commutes up to natural equivalence.
Proof. We need to prove that there is an isomorphism of functors Γ → Ψω. Let M be an object in P(V ). We define a function η M : Γ(M) → ΨωM by the composition
whose second map is induced by adjointness of π and ω, and whose third map is evaluation at 1 ∈ S(V ) ii . The proof that this map is natural in M is straightforward and omitted. Thus, to show that η is a natural isomorphism, it remains to check that for all i, j ∈ Z, the diagram
whose horizontals are multiplication, commutes. To this end, suppose s ∈ Γ(M) i and x ij ∈ S(V ) ij . We compute the image of s ⊗ gf (x ij ) ∈ Γ(M) i ⊗ A ij via the two routes of (6-1). Via the upper route, we end up with the element
where η j : P j → ωπP j is the unit map and xij µ : P j → P i denotes left multiplication by x ij . If we map s ⊗ gf (x ij ) via the lower route, we obtain (ωsη i (1)) · x ij , where η i is defined analogously to η j . Thus, since η i is compatible with right S(V )-module multiplication, it suffices to prove that
This equality follows from the naturality of the unit of an adjoint pair.
It follows from Lemma 6.1 that
We omit the routine verification of the following Lemma 6.2. The diagram of functors
GrA τ commutes exactly.
Proposition 6.3. The diagram
commutes up to natural equivalence of functors.
Proof. Let M be an object in P(V ). We define an isomorphism
in GrA ′ (i), and we show that η is natural in M. We begin by noting that (
, so that in order to define an isomorphism (6-3), we must first define an abelian group isomorphism
and prove that this isomorphism is natural in M and respects A ′ (i)-module multiplication.
We define (η M ) l as the composition
whose first arrow is induced by the assignment m ⊗ a → m · a and whose last arrow is induced by the map θ l : F P l → P ′ i+l chosen in the proof of Theorem 5.2. The fact that (η M ) l is an abelian group isomorphism which is natural in M is straightforward and the verification is omitted.
We proceed to check that η is compatible with A ′ (i)-module multiplication. Let m ∈ Hom P(V ) (P l , M) and let y ∈ A ′ i+l,i+j . Let x ∈ A lj be such that y = t lj (x), where t : A → A ′ (i) is the map defined in the proof of Theorem 5.2. Then, as the reader can check, the proof of compatibility will follow from the fact that
This last equality follows from the definition of t and the proof follows.
Corollary 6.4. There is an isomorphism
Proof. By Proposition 6.3, there is an equivalence ΓF ∼ = [−i]∆T τ −1 Γ. The result follows by applying π to the left-hand side of the equation and invoking (6-2).
Proof. We show that the diagram
whose upper right arrow is induced by Ψ −1 , commutes up to natural equivalence. The bottom left square commutes by Lemma 6.1, the top left square commutes by Lemma 6.2, the central rectangle commutes by Corollary 6.4, the upper right square commutes by definition, and the bottom right square commutes by the definition of π. The result follows from the fact that the top row equals the functor ∆ ′ .
Corollary 6.6. The diagram (6-4)
Proof. The result follows from Proposition 6.5 and [23, Lemma 3.1(1)]. We leave the details of the straightforward proof to the reader.
The next result follows directly from Corollary 6.6 and Proposition 5.6. Theorem 6.7. Suppose char k = 2. There exists δ, ǫ ∈ Gal(K/k), i ∈ Z and an equivalence Φ :
induced by an isomorphism of two-sided vector spaces φ :
We next prove that the integer i and the automorphisms δ, ǫ ∈ Gal(K/k) from Theorem 6.7 are unique up to natural equivalence, and we explore the dependence of the equivalence Φ on F from Theorem 6.7.
Proposition 6.8. Retain the notation and hypotheses from Theorem 6.7. The integer i, δ, and ǫ are unique up to natural equivalence.
. By Lemma 4.2(1), Lemma 4.8 (1) and Lemma 4.1, the left-hand side takes P l to P ′ l+i , while the right-hand side takes P l to P ′ l+j . Therefore i = j by Corollary 3.12. Next, we must show that δ 1 = δ 2 and ǫ 1 = ǫ 2 . To accomplish this, we show that if F = ΦT δ,ǫ where Φ is induced by an isomorphism of two-sided vector spaces φ : V → W , then the sequence τ associated to F by Theorem 5.2 is
The result will then follow from Theorem 5.2. By Lemma 4.2(1) and Lemma 4.8(1), the integer i in Theorem 5.2 is 0. After some preliminary steps, we will compute t jj : A jj → A ′ jj where t is defined in the proof of Theorem 5.2, and will use this computation to determine the sequence τ . Throughout the proof we let T = T δ,ǫ , we let
we let Q i = e i S(U ) and we let Q i = πQ i . By Lemma 4.2(1) and Lemma 4.8(1), there exist isomorphisms h 1 : ΦQ i → P ′ i and h 2 : T P i → Q i .
Step 1: We note that the diagram
whose left vertical is induced by h 2 , whose upper right horizontal is induced by h 2 and whose bottom right horizontal and right vertical are induced by h 1 , commutes. The straightforward verification is left to the reader.
Step 5: We compute τ i . Let c ∈ K, and let c µ ∈ Hom GrS(V ) (P i , P i ) denote left multiplication by c. By Step 4,
). Therefore, by the proof of Theorem 5.2,
1 (1). We explicitly compute the right-hand side of (6-6). By Lemma 4.2(2) and Lemma 4.8(2), there exist nonzero a, b ∈ K such that (h 1 ) i is left multiplication by a, a µ, and (h 2 ) i = b µζ
where b µ denotes left multiplication by b. Recall that Φ doesn't change the underlying set of a module or the value of a morphism. Similarly, if
i (c) and the result follows.
Summarizing our results in this section, we have the following Theorem 6.9. Suppose char k = 2 and let F : P(V ) → P(W ) be a k-linear equivalence. Up to natural equivalence, there exists a unique i ∈ Z, unique δ, ǫ ∈ Gal (K/k), and an isomorphism φ :
Furthermore, Φ is determined up to inner automorphism in the sense that if Φ ′ is induced by φ ′ : K δ −1 ⊗ V ⊗ K ǫ → W i * , then Φ is naturally equivalent to Φ ′ if and only if there exist nonzero a, b ∈ K such that φ ′ φ −1 (w) = a · w · b for all w ∈ W i * .
Proof. The existence of the factorization of F follows from Theorem 6.7, the uniqueness of i, δ, and ǫ follow from Proposition 6.8, and the classification of possible Φ follows from Lemma 4.3(2) and Lemma 4.5.
Automorphism groups of noncommutative projective lines
For the readers convenience we recall the following notation from the introduction: We define the automorphism group of P(V ), denoted Aut P(V ), to be the set of k-linear shift-free equivalences P(V ) → P(V ) modulo natural equivalence, with composition induced by composition of functors. Let Stab V denote the subgroup of Gal (K/k) 2 consisting of (δ, ǫ) such that K δ −1 ⊗ V ⊗ K ǫ ∼ = V and let Aut V denote the set of two-sided vector spaces isomorphisms V → V modulo the relation defined by setting φ ′ ≡ φ if and only if there exist nonzero a, b ∈ K such that φ ′ φ −1 (v) = a · v · b for all v ∈ V . Our goal in this section, realized in Theorem 7.4, is to compute Aut P(V ).
In this section we will assume char k = 2 so that we may employ a divide-andconquer strategy using the cases in Lemma 2.1. We advise the reader to recall the definition of V (λ) and K(λ) introduced after the statement of Theorem 1.1 from the introduction. We also introduce the following notation: if δ ∈ Gal(K/k) and γ ∈ Emb(K), we let δ K ∨ γ(K) γ denote the two-sided vector space over K with underlying set K ∨ γ(K) and K-action defined by a · v · b := avγ(b). Thus,
Proposition 7.1. If (δ, ǫ) ∈ Stab V then there exists a canonical isomorphism
Therefore, there is a canonical bijection Aut P(V ) → Aut V × Stab V .
Proof. We prove the first part in three cases corresponding to the structure of V according to Lemma 2.1.
First, suppose there exists a σ ∈ Gal(K/k) such that V = K σ ⊕ K σ . The fact that (δ, ǫ) ∈ Stab V then implies that ǫ = σ −1 δσ, and it is thus straightforward to check that the map ψ δ,ǫ : V → K δ −1 ⊗ V ⊗ K ǫ defined by (a, b) → 1 ⊗ (δ(a), δ(b)) ⊗ 1 is an isomorphism of two-sided vector spaces.
Next, suppose there exist σ, τ ∈ Gal(K/k) such that σ = τ and V = K σ ⊕K τ , and suppose (δ, ǫ) ∈ Stab V . There are two possibilities. If δ −1 σǫ = σ and δ −1 τ ǫ = τ , then ǫ = σ −1 δσ = τ −1 δτ , and the map = f (δ(a)) + g(δ(a))λ(ǫ(a)) ∈ K(λ).
The first claim follows immediately, while the second claim follows from the fact that if the above computation is preformed using δ ′ in place of δ, the same outcome occurs. We define ψ : K(λ) → K(λ) to be the function δ| K(λ) where δ is some extension of δ such that δ −1 λǫ = λ.
We next claim that ψ induces an isomorphism of two-sided vector spaces
The proof is routine and omitted. Finally, we claim that δ K ∨ λǫ(K) λǫ is canonically isomorphic to K δ −1 ⊗ V ⊗ K ǫ . To prove the claim, one checks that the function δ K ∨ λǫ(K) λǫ → K δ −1 ⊗ V ⊗ K ǫ defined by sending v to 1 ⊗ v ⊗ 1 is a two-sided vector space isomorphism. We define ψ δ,ǫ to be the composition of (7-1) with ψ.
For the second part of the proposition, we note that if F : P(V ) → P(V ) is a shiftfree k-linear equivalence, then by Theorem 6.9, F ∼ = ΦT δ,ǫ , where Φ : P(K δ −1 ⊗ V ⊗ K ǫ ) → P(V ) is induced by an isomorphism of two-sided vector spaces φ :
We define a function Aut P(V ) → Aut V × Stab V by sending the class of ΦT δ,ǫ to ([φψ δ,ǫ ], (δ, ǫ)).
We now turn to the computation of the groups Aut V and Stab V . (1) if there exists σ ∈ Gal(K/k) such that V = K σ ⊕ K σ then
if there exists σ, τ ∈ Gal(K/k), σ = τ and V = K σ ⊕ K τ then
Proof. The result in (1) is elementary. We now prove the result in case there exists σ, τ ∈ Gal(K/k), σ = τ and V = K σ ⊕ K τ . In this case, the function K × K → Hom K⊗ k K (K σ ⊕ K τ , K σ ⊕ K τ ) sending (a, b) to a µ ⊕ b µ, where a µ : K σ → K σ and b µ : K τ → K τ denote left multiplication by a and b, is a bijection compatible with multiplication, and the result follows easily from this. Finally, in case V = 1 K ∨ λ(K) λ , it follows from [14, Proposition 3.6 ] that the function K(λ) → Hom K⊗ k K (V, V ) defined by sending a to a µ is a bijection compatible with multiplication, and the result follows.
Lemma 7.3. The group Stab(V ) is the following:
(1) if there exists σ ∈ Gal(K/k) such that V = K σ ⊕ K σ then Stab(V ) ∼ = Gal(K/k), (2) if there exists σ, τ ∈ Gal(K/k), σ = τ , and V = K σ ⊕ K τ , then
Proof. The result in cases (1) and (2) follows from the fact that if σ, σ ′ ∈ Gal(K/k), then K σ ∼ = K σ ′ if and only if σ = σ ′ . In case (3), the result is an application of Lemma 2.2.
In preparation for Theorem 7.4, we define a group homomorphism θ : Stab(V ) op → Aut(Aut(V ))
as follows:
(1) In case σ ∈ Gal(K/k), V = K σ ⊕ K σ , and (δ, ǫ) ∈ Stab V , we define θ(δ, ǫ) by sending the class of a matrix (a ij ) to the class of (δ −1 (a ij )), i.e. θ(δ, ǫ) acting on the class of an isomorphism φ equals the class of δ −1 φδ, where δ −1 and δ act coordinate-wise on K 2 . (2) In case σ, τ ∈ Gal(K/k), σ = τ , V = K σ ⊕ K τ , and (δ, ǫ) ∈ Stab V is such that δ −1 σǫ = σ, we define θ(δ, ǫ) as the element in
which sends the class of the pair (c, d) ∈ K * × K * to the class of the pair (δ −1 (c), δ −1 (d)). In other words, θ(δ, ǫ) acting on the class of an isomorphism φ equals the class of δ −1 φδ, where δ −1 and δ act coordinate-wise on K 2 . If δ −1 σǫ = τ , then we define θ(δ, ǫ) as automorphism sending the class of (c, d) to the class of (δ −1 (d), δ −1 (c)). In other words, θ(δ, ǫ) acting on the class of an isomorphism φ equals the class of υδ −1 φδυ, where δ −1 and δ act coordinate-wise on K 2 and υ is the linear transformation that exchanges the coordinates. (3) In case V = 1 K ∨λ(K) λ and (δ, ǫ) ∈ Stab V , we define θ(δ, ǫ) as the function sending the class of c ∈ K(λ) * to the class of ψ −1 (c), where ψ : K(λ) → K(λ) is the k-algebra isomorphism defined in Proposition 7.1. Thus, θ(δ, ǫ) acting on the class of an isomorphism φ equals the class of ψ −1 φψ.
It is straightforward to check that the function θ defined above is a group homomorphism.
Theorem 7.4. The bijection from Proposition 7.1 induces an isomorphism of groups Aut P(V ) → Aut V ⋊ θ Stab V op .
