We implement a relatively new analytical technique, the variational iteration decomposition method (VIDM), for solving the eighth-order boundary value problems. The proposed method is an elegant combination of variational iteration method and decomposition method. The analytical results of the equations have been obtained in terms of convergent series with easily computable components. Numerical work is given to check the efficiency of the method. Comparisons are made to confirm the reliability and accuracy of the technique. The technique can be used as an alternative for solving nonlinear boundary value problems.
Introduction
In this paper, we consider the general eighth-order boundary value problem of the type of the proposed method simpler, we first rewrite eighth-order boundary value problem in an equivalent system of integral equations using a suitable transformation. This alternate transformation plays a pivotal and fundamental role in solving the boundary value problems. We use the VIDM to solve equivalent system of integral equations efficiently. The VIDM solves effectively, easily, and accurately a large class of linear, nonlinear, partial, deterministic, or stochastic differential equations with approximate solutions which converge very rapidly to accurate solutions. Several examples are given to illustrate the reliability and performance of the proposed method. We would like to emphasize that the VIDM may be considered as an important and significant improvement of the already developed methods.
Variational iteration method
To illustrate the basic concept of the technique, we consider the following general differential equation:
where L is a linear operator, N a nonlinear operator and g(x) is the forcing term. According to variational iteration method [9, [16] [17] [18] [19] [20] , we can construct a correct functional as follows:
where λ is a Lagrange multiplier [16] [17] [18] [19] [20] , which can be identified optimally via variational iteration method. The subscripts n denote the nth approximation, u n is considered as a restricted variation. That is, δ u n = 0; (2.2) is called as a correct functional. The solution of the linear problems can be solved in a single iteration step due to the exact identification of the Lagrange multiplier.
The principles of variational iteration method and its applicability for various kinds of differential equations are given [16] [17] [18] [19] . For the sake of simplicity and to convey the idea of the technique, we consider the following system of differential equations:
3) subject to the boundary conditions
To solve the system by means of the variational iteration method, we rewrite the system (2.3) in the following form: 5) subject to the boundary conditions x i (0) = c i , i = 1,2,3,...,n and g i is defined in (2.1)
Differential Equations and Nonlinear Mechanics
The correct functional for the nonlinear system (2.3) can be approximated as
. . . 
If we start with the initial approximations x i (0) = c i , i = 1,2,3,...,n, then the approximations can be completely determined; finally we approximate the solution
Adomian's decomposition method
Consider the differential equation [5, [26] [27] [28] ]
where L is the highest-order derivative which is assumed to be invertible, R is a linear differential operator of lesser order than L, Nu represents the nonlinear terms, and g is the source term. Applying the inverse operator L −1 to both sides of (3.1) and using the given conditions, we obtain
where the function f represents the terms arising from integrating the source term g and by using the given conditions. Adomian's decomposition method [5, [26] [27] [28] defines the solution u(x) by the series
where the components u n (x) are usually determined recurrently by using the relation
The nonlinear operator F(u) can be decomposed into an infinite series of polynomials given by
where A n are the so-called Adomian's polynomials that can be generated for various classes of nonlinearities according to the specific algorithm developed in [5, [26] [27] [28] which yields
For further details about the Adomian's decomposition method, see [5, [26] [27] [28] and the references therein.
Variational iteration decomposition method (VIDM)
To illustrate the basic concept of the variational iteration decomposition method, we consider the following general differential (2.1):
where L is a linear operator, N a nonlinear operator, and g(x) is the forcing term. According to variational iteration method [9, [16] [17] [18] [19] [20] [21] [22] 25] , we can construct a correct functional as follows:
where λ is a Lagrange multiplier [16] [17] [18] [19] [20] , which can be identified optimally via variational iteration method. The subscripts n denote the nth approximation, u n is considered as a 
and the nonlinear term
where A n are the so-called Adomian's polynomials and can be generated for all types of nonlinearities according to the algorithm developed in [5, [26] [27] [28] which yields 5) or equivalently,
Hence, we obtain the following iterative scheme for finding the approximate solution:
This method is called as the variational iteration decomposition method (VIDM) and may be viewed as an important and significant improvement as compared with other similar methods.
Numerical applications
In this section, we first rewrite that the eighth-order boundary value problem is an equivalent system of integral equations by using a suitable transformation. The variational iteration decomposition method (VIDM) is applied to solve the resultant system of integral equations. The proposed method is an elegant combination of the variational iteration method and Adomian's decomposition method.
Example 5.1 [3, 5] . Consider the nonlinear boundary value problem of eighth-order as
with boundary conditions
The exact solution is given by
Using the transformation
we obtain the following system of differential equations:
(5.5)
The above system of differential equations can be written as the following system of integral equations with Lagrange multipliers λ i = 1, i = 1,2,...,8 :
where A n are Adomian polynomials for nonlinear operator F(y) = y 2 (x) and can be generated for all types of nonlinearities according to the algorithm developed in [5, [26] [27] [28] Consequently, we obtain the following approximants:
. . . The series solution is given by (5.9)
Imposing the boundary conditions at x = 1 leads to the following system of equations: 
e − 1119787 725760
e − 341 240
The solution of the above algebraic system gives
Consequently, the series solution is given as which is exactly the same as obtained in [3] by using homotopy perturbation method and in [5] by modified Adomian's decomposition method. Table 5 .1 exhibits the exact solution and the series solution along with the errors obtained by using the variational iteration decomposition method. It is obvious that the errors can be reduced further and higher accuracy can be obtained by evaluating more components of y(x). Example 5.2 [3, 5] . References Consider the following linear boundary value problem of eighth order:
The exact solution of the problem is
Using the transformation 16) we obtain the following system of differential equations: 17) with boundary conditions 
−2e + 108569359 39916800 which is exactly the same as obtained in [3] by using homotopy perturbation method and in [5] by modified Adomian's decomposition method. Table 5 .2 exhibits the exact solution and the series solution along with the errors obtained by using the VIDM. It is obvious that the errors can be reduced further and higher accuracy can be obtained by evaluating more components of y(x).
Conclusion
In this paper, we have used the variational iteration decomposition method (VIDM) which is mainly due to Abbasbandy for finding the solution of linear and nonlinear boundary value problems for eighth order. The method is used in a direct way without using linearization, perturbation, or restrictive assumptions. It may be concluded that VIDM is very powerful and efficient in finding the analytical solutions for a wide class of boundary value problems. The method gives more realistic series solutions that converge very rapidly in physical problems. Thus, we conclude that the variational iteration decomposition technique can be considered as an efficient method for solving linear and nonlinear problems. It is worth mentioning that the method is capable of reducing the volume of the computational work as compare to the classical methods while still maintaining the high accuracy of the numerical result, the size reduction amounts to the improvement of performance of approach. This method is relatively new and may lead to some novel and innovative applications in solving linear and nonlinear problems.
