This article presents a very high-resolution voxelbased morphometric method, by using a mass-preserving deformation mechanism and a fully automated spatial normalization approach, referred to as HAM-MER. By using a hierarchical attribute-based deformation strategy, HAMMER partly overcomes limitations of several existing spatial normalization methods, and it achieves a level of accuracy that makes possible morphometric measurements of spatial specificity close to the voxel dimensions. The proposed method is validated by a series of experiments, with both simulated and real brain images. © 2002 Elsevier Science (USA)
INTRODUCTION
Volumetric analyses of brain images have traditionally relied on manually defining a number of regions of interest (ROIs), and performing statistical analysis on the volumes of these ROIs. That approach suffers from many well-known drawbacks, including high demand for human effort which limits the number of subjects and ROIs that can be examined, subjectivity and lack of reproducibility, and the need for a priori knowledge of regions of interest. The latter is an important limitation, because it is not possible to know in advance which regions might be affected by a disease or differ between two populations. Even if the regions were approximately known, the ROIs from which volumetric measurements are taken are likely to include other surrounding regions, which blurs the results and reduces statistical power.
To overcome these limitations, several investigators have pursued voxel-based methods that utilize automatically or semiautomatically determined shape transformation and analysis techniques. These methods generally fall under three different categories. The first category includes methods that measure the spatial transformation that is necessary to deform a template of brain anatomy to each individual in the study. Several variants of these approaches exist, depending on the analysis of the spatial transformation (Miller et al., 1993; Davatzikos et al., 1996; Davatzikos and Resnick, 1998; Davatzikos, 2001 ; Thompson et al., 1997 Thompson et al., , 2000 Machado and Gee, 1998; Gee et al., 1993; Briquer and Gee, 1997; Bookstein, 1989; Joshi et al., 1997; Subsol et al., 1998; Freeborough and Fox, 1998; Thirion et al., 1992; Thirion, 1996; Chui et al., 2001; Chen et al., 1999; Wang and Staib, 2000; Evans et al., 1991; Rueckert et al., 1999; Hellier et al., 1999; Collins et al., 1999; Christensen et al., 2001) . These approaches are perhaps the most rigorous way of measuring shape. However, their current limitation is that they rely heavily on a perfect registration between the template and the individuals. Even small registration errors may significantly reduce the accuracy of these methods (Bookstein, 2001) . The second category involves the method commonly referred to as voxel-based morphometry (VBM) (Wright et al., 1995; Ashburner et al., 1998) . This approach uses a relatively lower dimensional spatial transformation to remove overall shape differences across individuals and examines the residual variability of gray and white matter in the normalized space. If there is some localized atrophy, presumably it will be manifested by relatively smaller amounts of brain tissue in the respective location in the normalized space. This technique has been used in several studies during the past few years. Its main limitation is its somewhat heuristic nature, which stems from the fact that VBM measures residual variability after spatial normalization, which does not precisely define any anatomical variable. Indeed, the results of this approach will be different if different registration methods are used. If the registration is perfect, no residual variability, and therefore no local volumetric effects, can be measured. The same is true if the registration is very poor, in which case severe blurring will confound the results.
The method examined in this paper falls under a third category, which includes tissue-preserving shape transformations, which were initially introduced in Goldszal et al. (1998) and Davatzikos (1998) and later in Ashburner and Friston (2000) and Davatzikos et al. (2001b) . These approaches are motivated by the fact that spatial normalization changes the anatomy to be measured, in an effort to place this anatomy into a canonical reference space. To account for such changes, these methods take special care to preserve the total amount of tissue of any structure or part of it. This is achieved by changing the density of the tissue within the structure, according to the amount of expansion or contraction that the spatial transformation imposes. A physical analog is the squeezing of a rubber object, which changes the density of the rubber, to maintain the same total mass in the object. Re-gional volumetric measurements are then performed via the resulting tissue density maps. In Goldszal et al. (1998) and Davatzikos et al. (2001b) , we called this approach regional analysis of volumes examined in normalized space (RAVENS). Similarly, for the case of spatially normalizing functional images (i.e., fMRI), the signal preserving transformations could also be applied, to retain the total amount of "activation" in different subjects.
Notably, the performance of the voxel-based methods in the third category is also highly related to the accuracy of the image registration. In this paper, we describe a fully automated spatial transformation approach, referred to as hierarchical attribute matching mechanism for elastic registration (HAMMER), which achieves a very high accuracy of registration, thus allowing for morphometric measurements of spatial specificity close to the voxel dimensions. We use HAMMER in conjunction with the mass-preserving RAVENS framework on both simulated and real images, to perform regional volumetric measurements.
METHODS

RAVENS Tissue Density Maps
We now describe briefly the RAVENS methodology that was originally presented in Goldszal et al. (1998) , Davatzikos (1998) , and Davatzikos et al. (2001b) and which is based on a volume-preserving spatial transformation. As we mentioned earlier, to better describe that method, we draw upon a physical analogy: squashing a rubber object increases the material density of the object. Similarly, stretching the object reduces the material density, since no new material is generated during the object's deformation. Similarly, in the RAVENS framework, if an individual's ventricles are deformed into conformation with a template's ventricles, local expansion or contraction changes the local density of CSF. This is also true for GM and WM structures, as well as for arbitrary subdivisions of them. Since the original information about volumes of brain structures and any arbitrary partitions of them is converted into tissue densities, and since these tissue density RAVENS maps are registered, local differences or changes in volumes can be quantified by respective changes in the RAVENS maps. Figure 1 demonstrates this principle. A similar approach was also adopted in Ashburner and Friston (2000) .
HAMMER Elastic Registration
Regardless of the approach used for voxel-based analysis, spatial registration and normalization are critical steps in voxel-based morphometry. So far, many registration methods have been developed (Thirion et al., 1992; Thirion, 1996; Subsol et al., 1998; Gee et al., 1994; Chui et al., 2001; Chen et al., 1999; Pizer et al., 1999; Evans et al., 1991; Bajcsy et al., 1983; Breijl and Sonka, 2000; Rohr, 1999; Joshi et al., 1995; Vemuri et al., 2001; Wang and Staib, 2000; Stefansic et al., 2000; Thévenaz and Unser, 2000; Rueckert et al., 1999) . In this section we describe an approach that is based on a HAMMER. Some of the technical details of an earlier implementation of HAMMER can be found in Shen and Davatzikos (2001, 2002) . HAMMER was developed to overcome two common limitations of existing fully automated registration methods, which are the following: Limitation 1. High-dimensional image matching relies on optimization of some matching function, often reflecting the similarity between two images. This function is known to have many local minima, that is, solutions that appear to be locally optimal but can actually represent poor matches. Local minima are caused not only by the many degrees of freedom, but also by the complexity of the underlying brain anatomy.
Limitation 2. Many methods determine the high-dimensional deformation field by attempting to match the intensities of the warped volume with those of the target volume. While this approach is attractive because of its fairly straightforward implementation, it does not guarantee that anatomically meaningful matches are generated, since image similarity does not necessarily imply anatomic correspondence. Moreover, intensity matching contributes to the problems of Limitation 1, since it increases ambiguity in the matching procedure and therefore introduces local minima. For example, consider a point lying in the WM. There are hundreds of thousands of points having similar image intensity. With no additional mechanisms to distinguish between different WM points, ambiguity is created and can result in poor matches and local minima.
HAMMER addresses both issues, as described next. We first describe how we address Limitation 2.
Addressing Limitation 2. We have used the concept of an attribute vector, which is a collection of geometric attributes defined on every single voxel in a volumetric image and which reflect the geometric properties of the anatomy in the vicinity of that voxel. The attribute vector includes intensity and edge type information, but it also includes a number of geometric moment invariants (GMIs), which are quantities that have been used successfully in computer vision for image understanding. GMIs are rotation-invariant quantities calculated at different scales, that is, for different sizes of the neighborhood around a voxel under consideration, and they reflect the anatomy in the neighborhood of the voxel. Ideally, if a large number of GMIs are used at various scales, the resulting attribute vector will uniquely identify the respective voxel among other voxels of similar intensities, unless the anatomy around that voxel is very similar to the anatomy around another voxel in an image. This is shown in Fig. 2 . In practice, we calculate a limited number of GMIs, to reduce computational requirements. The attribute vector is a voxel signature, which dramatically reduces ambiguity in image matching, although it does not necessarily identify all voxels uniquely.
Addressing Limitation 1. This aspect of HAMMER is presented second, since it relies, in part, on the attribute vectors. In particular, to overcome the problem of local minima of the matching function, we use a sequence of hierarchical approximations of this energy function by a number of lower dimensional smooth energy functions. This is achieved by hierarchically selecting the driving features that have distinctive attribute vectors, thus drastically reducing ambiguity in FIG. 1. Schematic demonstration of the mass-preserving deformation principle. As pointed by the black solid arrow, squashing of the object in (a) to the half-width doubles the material density of the object, as shown in (b). Similarly, stretching of the object in (b) to a configuration with double width halves the material density of the object, as shown in (a). An image intensity value of 50 is used to represent a density value equal to 1 (original object), and image intensity 100 represents double that density (compressed object). Additional compression will further increase density, as in (c).
FIG. 2.
Demonstration of the geometric moment invariants (GMIs) in discriminating local structures. (a) Brain image of one subject. The GMIs of the two voxels indicated by the red crosses are respectively compared with the GMIs of all other voxels in the same subject. Two resulting similarity maps of the GMIs are shown color-coded in (b), with high similarity as blue. The color bar is shown in (d). The two white crosses in (b) correspond to the two red crosses in (a). For the voxel indicated by the orange cross in (a), its GMIs are compared with the GMIs of all voxels in another subject (c). The resulting colored-coded image of the similarity measurements is shown in (d), with the most similar attribute vector in the position that is enclosed by the white dashed circle. The orange circle in (c) has the same coordinates as the white dashed circle in (d), which means that the position enclosed by the orange circle is the corresponding point to the voxel indicated by the orange cross in (a). For all these results, the image size is 256 ϫ 256; the GMIs are calculated in 81 ϫ 81 neighborhood for (b) and 51 ϫ 51 neighborhood for (d). This figure demonstrates that the attribute vector is able to distinguish one voxel from other voxels that could have similar intensity or edge type.
finding correspondence. For example, in the initial stages of the algorithm, a small number of basis functions, corresponding to the voxels with the distinctive attribute vectors, are used to build up the energy function. These functions are designed very carefully, so that they result in an energy function with very few local minima. Their design is based on voxels with relatively more unique attribute vectors. Specifically, a small set of voxels are initially selected to drive the deformation procedure. These voxels are automatically selected to have rather distinctive attribute vectors and typically lie on roots of sulci or crowns of gyri, as well as on other distinctive brain structures such as the anterior horn of the ventricles or of the caudate nucleus. A Gaussian kernel is used to propagate the displacement of these voxels to other voxels in their vicinity, as shown in Fig. 3 . The Gaussian kernel is initially broader and then gradually reduced with the iterations (Shen and Davatzikos, 2002) . As the algorithm progresses, more and more driving voxels are added, increasing the dimensionality of the energy function and thus rendering the matching function less and less smooth. However, local minima are avoided, because the algorithm's starting point is closer to the global minimum, each time driving points are added.
Resolving multiple matches. Consider a voxel that has been chosen to be a driving voxel, at a particular stage of the deformation mechanism. A search neighborhood around that driving voxel is first defined, and the potential candidate matching points are searched, by directly comparing the similarity measures between the attribute vector of that driving voxel and the attribute vectors in all neighboring voxels. If any candidate matches are found, then the whole neighborhood around that driving voxel is tentatively deformed to each matching point, and the new similarity measurement is further calculated by integrating the similarity degrees of all voxels in the neighborhood. This means that the whole anatomy around the driving voxel determines the potential matches. If multiple matches are found this way, then the algorithm does not choose one over the other, but rather it reduces the influence of that particular driving voxel on the deformation. The driving voxel itself deforms in a way that compromises among all candidate matches, until the matching ambiguity is reduced at a later stage of the algorithm. According to this strategy, a sulcus that displays variable topology across individuals will not influence the deformation process significantly, but will primarily follow the deformation of other driving voxels that are less variable.
Consistency of the deformation field. A common concern with morphometric analyses based on shape transformations is the dependency of the transformation on the particular template used each time. At the most fundamental level, a transformation found by an algorithm when transforming brain A to brain B should be exactly the inverse of what the algorithm finds when it transforms brain B to brain A. In general, this is not the case. In developing HAMMER, we have followed the work of Christensen (1999) , who introduced the concept of consistent transformations, that is, transformations that are found by enforcing the consistency of the forward and the inverse transformations. This is accomplished by solving a matching function that is symmetric in terms of the forward and the inverse transformation, both of which are found simultaneously and are forced to be consistent with each other. For example, when the displacement of a driving voxel is found, the displacements of all candidate matching points are found simultaneously, as they correspond to the inverse transformation. If the match of point P is determined to be point Q, but the match of point Q is not found to be point P, an average is formed that balances between these two terms and enforces consistency of the transformation on the driving points.
Smoothness of deformation field. To ensure that the Jacobian of the deformation field is positive, the deformation field should be smooth enough. Accordingly, we employ several strategies for making our deformation field smooth. Specifically, according to our subvolume deformation strategy, the neighboring voxels deform smoothly and together with the driving voxel, as determined by a Gaussian kernel. Moreover, during each iteration of the algorithm, two smoothing techniques are used to refine the deformation field. The first technique uses global/local affine transformations, which are estimated from the displacements of the driving voxels by using a linear least square estimation procedure, to constrain the global/local consistency of the displacement fields. This is particularly important in the initial deformation stages, at which time the driving voxels are sparse in the image space and thereby easier to be affected by noise. The second smoothing technique is the use of the Laplacian smoothness constraint. All of these smoothing techniques make the deformation field well behaved, in that they are smooth and have smooth first derivatives (Shen and Davatzikos, 2002) .
RESULTS
In this section, we describe a series of experiments that we performed to validate HAMMER, and we demonstrate how our approach could be used to quantify local patterns of atrophy, in a sample group of elderly subjects.
Experiment 1
In our first experiment, we selected 40 male subjects from the Baltimore Longitudinal Study of Aging (Resnick et al., 2000) , in which we have previously segmented the ventricles by manually outlining the part of CSF that belongs to the ventricles. [CSF was determined via a voxel classification technique (Yan and Karp, 1995) , validated in Goldszal (1998) .] To evaluate our approach, we used HAMMER for automatic labeling of the ventricles in the same subjects. Automatic labeling was obtained by labeling the template and by transferring the labels after deformable registration with the subjects. For better spatial specificity in our error measurements, we separated the left from the right ventricles and performed the measurements individually.
The results are shown in Fig. 4 for volumetric measurements. From these results, we can see an almost perfect agreement between automatic and manual segmentation of the ventricles.
Experiment 2
In our second experiment, we randomly selected 18 subjects from the same aging study, with a wide variability in brain atrophy. Typical cross-sections of the 18 subjects are shown in Fig. 5 , which shows the variability in brain atrophy. We then applied HAMMER to spatially normalize the MR images of these 18 subjects to the space of a randomly chosen template image, which also belonged to the same study. The spatial transformations were determined from the segmented versions of the same images; segmentations into gray matter, white matter, and CSF were determined via the method described in Goldszal et al. (1998) . We finally formed the average of the 18 spatially normalized MR images, which is shown in Fig. 6 , revealing a very good alignment of these 18 subjects, as reflected by the sharpness of the average image. We note that the accurate matching of the individual and the template is the key issue in a subsequent morphometric analysis. The sharpness of the average implies that morphometric measurements of the resulting tissue density maps will be able to resolve very small structures and localized effects.
Experiment 3
In our third experiment, we synthesized brain deformations and then tested how well HAMMER was able to retrieve these deformations. A key issue in generating synthesized deformations is to use a realistic transformation. For   FIG. 4 . Comparison on the performance of automatic and manual segmentation of the lateral ventricles in a group of older adults, some of which displayed significant brain atrophy (see Fig. 5 , for a representative sample). In each figure, the horizontal axis represents the results of the manual segmentation, and the vertical axis represents the results of the HAMMER-based automatic segmentation. All numbers are in cubic millimeters. Parameter r is the correlation coefficient between HAMMER measurement and manual definition. This figure shows an almost perfect agreement between automatic and manual segmentation of the ventricles. this reason, we used real brains to determine the synthesized deformations. In particular, we selected one brain image to be used as template and five other brain images to be used to generate five synthesized deformations. We extracted the outer cortical surface in these images, as described in Davatzikos et al. (2001b) . We then manually outlined a number of sulcal curves on the outer cortical surface, by the method described in Davatzikos et al. (2001b) . These curves included the precentral, central, postcentral, superior temporal, superior frontal, and inferior frontal sulci and Sylvian and interhemispheric fissures. The outlined curves were then used as anatomical features that guided a 3D elastic warping of the template to the five other brains. In addition to cortical deformations, we imposed ventricular deformation, by introducing different degrees of ventricular contraction. Contraction was achieved by introducing a uniform strain within the ventricles, which after relaxation of the elastic warping resulted in varying ventricular sizes (Davatzikos, 1997) . Typical cross-sections and 3D renderings of the resulting brains are shown in Fig. 7 .
We then applied HAMMER to spatially normalize the five synthesized brains to the template. We note that HAMMER is a completely independent method from the one that was used to synthesize the deformations. The average of the resulting spatially normalized images is shown in Fig. 8 , in triplanar display, and reveals a very good alignment. In addition to this visual inspection of the spatial normalization accuracy, we measured the alignment of two structures after spatial normalization: the right precentral gyrus (PCG) and the left superior temporal gyrus (STG). We outlined these regions in the template, and we deformed their labels according to the synthesized deformations. We then followed the HAMMER-based spatial normalization of these two regions and measured their degree of overlap among the five spatially normalized images in the template space. The result is shown in Fig. 9 , in which black corresponds to 100% overlap, blue to nearly 100% overlap, and red to 0% overlap. Slight disagreements of the boundary of these regions are in part due to discretization errors introduced by the binary nature of the labels during the synthesized deformation and the spatial normalization.
Experiment 4
In our fourth experiment, we compared manual versus automatic segmentations of the PCG and the STG in 11 brains. In particular, we randomly selected 11 images from the BLSA study, and we labeled the PCG and STG with two independent raters. We then used HAMMER-based warping of the labeled template image to obtain a fully automated labeling of these two regions. Representative sections showing the labels of the two raters and the one obtained via HAMMER are shown in Fig. 10 , with the corresponding volume and overlap errors stated in the bottom of each subfigure. Figure 11 shows the results for the PCG (left column) and STG (right column). The top row shows plots of the volumetric measurements obtained via the three methods. The middle row shows plots of the percentage of overlap errors between HAMMER and each rater, and the two raters, and the bottom row shows the respective percent errors in volume measurements. Table 1 summarizes the average (for all 11 subjects) errors for the two structures.
Experiment 5
In our final experiment, we demonstrate the utility of the RAVENS tissue density maps in quantifying local volumetric group differences, using the white matter maps as an illustration. In particular, we generated the RAVENS maps for the 40 subjects described earlier, and we then divided the subjects into two groups, 20 relatively younger elderly (ages 59 -68 years, with average age 61.1 years) and 20 relatively older elderly (ages 69 -84 years, with average age 74.1 years). Figure 12a shows the deformations of a typical subject slice to a selected template brain, with the color-coded Jacobian map of the same slice given in Fig. 12b . By incorporating several smoothing techniques into HAMMER algorithm, the Jacobian is positive in the whole deformation space, as shown by Fig. 12b . To demonstrate how one would measure local volumetric group differences, we subtracted the average RAVENS map of WM of the older elderly group from that of the younger elderly group, and we display the difference, as color-coded in Fig. 13 and as a 3D rendered image in Fig. 14 . Notably, we normalized the RAVENS maps by global brain size differences, by first applying an affine transform that removed such differences. Therefore, the color-coded map of Fig. 13 displays the relative volumetric differences between the two groups. For example, the splenium displays relatively higher volumetric difference, a result that is verified by our previous detailed analysis of the corpus callosum . We note that this application is from a limited sample, but demonstrates the utility of this approach for quantification of local patterns of atrophy. A comprehensive analysis of morphometric effects of aging using the BLSA cohort was presented in Resnick et al. (2000) using a spatial normalization method of relatively lower spa- tial specificity and will be the subject of a follow-up article, using the approach described herein.
DISCUSSION
This paper presented a methodology for voxel-based morphometry of very high spatial resolution, which is achieved via a very flexible and fully automated spatial normalization approach, referred to as HAMMER. The main novelties of HAMMER are twofold. First, it uses the concept of an attribute vector, that is, a collection of geometric attributes whose goal is to uniquely characterize every single voxel in a brain image, thereby reducing ambiguity in the matching process. Second, it uses a hierarchical approximation of the similarity function, thereby significantly reducing local minima, which typically represent poor matches. HAMMER is used in conjunction with a mass-preserving mechanism, originally presented in Goldszal et al. (1998) , Davatzikos (1998b) , and Davatzikos et al. (2001b) , which ensures that no volumetric information is lost during the process of spatial normalization, since this process changes an individual's brain morphology to conform it to the morphology of a template.
This approach was validated in five experiments. In our first experiment, we compared the segmentation and volumetric measurement of the lateral ventricles in a group of older adult men, some of whom displayed significant brain atrophy. The scatterplots of Fig. 4 show an almost perfect agreement between automatic and manual segmentation of the ventricles. Some minor differences were observed only in the subjects that have extremely large ventricles, revealing a potential limitation of this approach in cases of extreme atrophy.
Our second experiment visually demonstrated the accuracy of the spatial normalization, via the formation of an average image resulting from 18 spatially normalized T1-weighted images of older adults. The sharpness of the average of the warped brain images is often used as a visual display of the accuracy of the warping algorithm, although the sharpness of average images was not found to be a very good indicator of registration accuracy for the evaluations in Hellier et al. (2001) . Figure 6 shows an exquisite sharpness, indicative of the registration accuracy of the underlying normalized images. As expected, particularly good is the alignment of the subcortical structures, which resulted in improved signal-to-noise characteristics of the average image, compared to the individual images. This can be seen, for example, at the claustrum, the putamen, and the thalamus. It is important to note that there is residual variability in the cortex, which is primarily due to fundamental morphologic differences between the template and the individuals. Typical examples are the "one versus two" sulci, or the absence of a sulcus in an individual, which is present in the template. In such cases, HAMMER is designed to relax the matching forces when no good matches are found. That is, a gyrus or a flat part of the cortex will not be forced to match a sulcus, simply because a sulcus happens to be in its vicinity. For a match to be enforced, a high similarity of the attribute vectors must be present. Otherwise, the matching will be driven by other features, which display high degree of similarity of their attribute vectors. Although sharpness of an average image does not directly demonstrate accuracy in morphometric measurements, accuracy of the spatial normalization is a key issue. This is because a voxelwise comparison and statistical analysis of the resulting tissue density RAVENS maps assumes that a given voxel is compared with its corresponding voxel in all subjects. In principle, this assumption is violated whenever the spatial normalization error is of the order of or higher than the dimensions of half a voxel. In practice, the smoothness of the warping fields somewhat relieves this almost unachievable requirement. Nonetheless, spatial normalization accuracy directly affects the sensitivity of a subsequent voxelwise statistical analysis of the RAVENS maps.
Our third experiment demonstrated that HAMMER can capture synthesized deformations that were based on five different brains. Using synthesized deformations to evaluate the accuracy of a spatial normalization method needs to be performed with caution, since an unrealistic synthesized deformation may not be recoverable, which is not necessarily a limitation of the spatial normalization algorithm being evaluated. Conversely, an unrealistic synthesized deformation can be "too easy" and easily recoverable by the spatial normalization algorithm, without this being indicative of a more general accuracy of the algorithm. We made an effort to address this issue, by using real brain images to synthesize the deformations, thereby generating synthetic brains that reflect real variability. Admittedly, we only used a dozen of cortical features to synthesize these deformations, which are barely adequate to capture the variability of the cortex. However, it is important to note that the two regions that we measured, namely the PCG and the STG, were surrounded by cortical features used to generate the synthetic deformations. Therefore, the true variability of these particular gyri was captured in the generation of these synthetic deformations.
Our fourth experiment compared the segmentations that were obtained automatically by warping a template brain to each of 11 individual brain images, for the PCG and the STG, with the respective manual labelings of these gyri. We demonstrated that the difference between the algorithm and the two raters was the same or even smaller than the difference between the two raters. This implies that the segmentations of the algorithm were somewhere in between those of the two raters. Notable in that experiment was the high variability in the measurements. This is mostly due to difficulties in defining the boundaries of these gyri, especially toward the white matter, which are rather arbitrary. In the face of such arbitrary definitions, an additional advantage of HAMMER is that these definitions will be applied with high reproducibility.
Finally, our fifth experiment demonstrated the use of the tissue density RAVENS maps and the HAMMER algorithm in capturing local volumetric group differences. A more extensive analysis of the morphologic effects of aging, using the approach described in this article, is part of our future work.
One of the apparent limitations of the approach is the fact that the density maps appear to be slightly "noisier" than one should perhaps desire. Although we have no underlying truth to support this claim, one would expect higher spatial smoothness in the group differences measured in Experiment 5. A manifestation of this limitation is the presence of several small and isolated blue regions in Fig. 13 , which imply age differences in volumes. Work on better models for the spatial transformation, and in particular for interpolating the deformation in-between driving features, will alleviate this limitation.
The RAVENS maps are suitable only for local volumetric analysis and not for other types of shape measurements. For example, two structures might have the same volumes, both globally and locally, but one might have higher curvature than the other. Our main focus in the approach presented herein has been on local volumetrics, since they can be interpreted as local loss or growth of brain tissue. It is unclear what a difference in the curvature of two structures might mean or if such curvature differences are caused by the loss or growth of adjacent brain tissue, rather than by processes taking place within the structure. However, our approach is directly generalizable, as it can measure the shape transformation that maps the template to the individual, which captures all morphologic characteristics of the anatomy being measured. Several groups (Thompson et al., 2001; Joshi et al., 1997; Bookstein, 1989) , including ours
FIG. 11.
Comparison of manual versus automatic segmentations of the PCG and the STG in 11 brains. The top row shows plots of the volumetric measurements obtained via the three methods, HAMMER and two independent raters. The unit for the volumes is cubic millimeters. The middle row shows the percentage of overlap errors between HAMMER and each rater, and the two raters, and the bottom row shows the respective percentage of volume errors. The difference between the algorithm and the two raters was the same or even smaller than the difference between the two raters. (Davatzikos et al., 1996; Davatzikos, 2001) , have taken similar approaches.
The current attribute vector used by HAMMER has relatively limited discriminating power. For example, sulci are clearly distinguished from gyri, but the precentral sulcus cannot be distinguished from the postcentral sulcus, based purely on the attribute vector that is calculated from a relatively small neighborhood. Current and future work in our laboratory includes the construction of a richer attribute vector with much higher discriminating power. Ideally, if every voxel in the brain has a unique and robust morphologic signature, finding the matching transformation will be a trivial issue . FIG. 13 . Demonstration of the way in which the RAVENS tissue density maps could be used to quantify local volumetric group differences. This is the color-coded difference between the average RAVENS maps of WM of the two groups (younger elderly group Ϫ older elderly group). The unit for the number in the color bars is cubic millimeters per voxel; the size of each voxel is 0.9375 ϫ 0.9375 ϫ 1.5 mm 3 . For the selected planar region of corpus callosum, the total volumetric change was 52.5 mm 3 , which corresponds to 56 mm 2 area difference. This shows how ROI-based measurements can be obtained by integrating the RAVENS maps within an ROI defined on the template.
FIG. 14. 3D renderings of local WM volumetric group differences (younger elderly group Ϫ older elderly group). Yellow colors indicate the regions of large volume loss. The cross-sectional version of this result is displayed in Fig. 13 .
