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Abstract
Using a generalized notion of matching in a simplicial complex and circuits of vector configurations,
we compute lower bounds for the minimum number of generators, the binomial arithmetical rank and the
A-homogeneous arithmetical rank of a lattice ideal. Prime lattice ideals are toric ideals, i.e. the defining
ideals of toric varieties.
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1. Introduction
In this article we introduce a generalized notion of matching in a simplicial complex, called
J -matching, and use it to define certain combinatorial invariants of the complex. In several cases
they correspond to well-known numbers in graph theory, like the matching number, the chromatic
number and the cardinality of a minimum edge covering of a graph. The invariants defined here
arise in connection with a problem coming from toric varieties, namely the computation of the
arithmetical rank of a lattice ideal.
Recently Katsabekis, Morales and Thoma in [9] associated to every lattice ideal IL,ρ a cone σ
and a simplicial complex Dσ with vertices the minimal nonfaces of σ . As they have shown,
combinatorial invariants of Dσ provide lower bounds for the minimum number of generators,
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more these numbers provide information about the complexity of the problem of computing the
arithmetical rank of a lattice ideal.
In Section 2 we introduce J -matchings as well as the invariants δ(D)J and relate them with
known combinatorial numbers.
In Section 3 we present the basic theory of lattice ideals. Also we make the connection be-
tween the invariants δ(D)J and the radical of a lattice ideal.
In Section 4 we study circuits of a vector configuration A and the related simplicial com-
plex ΔA. Circuits can be computed using linear algebra and they provide all the necessary
information to construct ΔA. It is proved that the simplicial complexes ΔA and Dσ are identical
when A is an extremal vector configuration. Using this fact we compute some of the invari-
ants δ(D)J which provide lower bounds for the minimum number of generators, the binomial
arithmetical rank and the A-homogeneous arithmetical rank of a lattice ideal. Finally we present
an example which explains how the techniques of this article can be applied to compute the exact
values of the binomial arithmetical rank and the A-homogeneous arithmetical rank of certain
lattice ideals.
2. Matchings in simplicial complexes
Let V = {v1, v2, . . . , vn} be a finite set. An abstract simplicial complex D on the vertex set V
is a collection of subsets of V satisfying:
(i) every element of V is in D,
(ii) if T ∈D and G ⊂ T , then G ∈D.
A set T ⊂D of cardinality m + 1 has dimension m−1 and is called an m-simplex of D. The
empty set ∅ is the unique simplex of dimension −1 in any simplicial complexD. The 0-simplices
of D are called vertices, while the 1-simplices are called edges. The dimension dim(D) of D is
the maximum of the dimensions of its simplices. Let Ω be the set {0,1, . . . ,dim(D)} and J ⊂ Ω .
Definition 2.1. A set M = {T1, . . . , Ts} of simplices of D is called a J -matching in D if
Tk ∩ Tl = ∅ for every 1 k, l  s and dim(Tk) ∈ J for every 1 k  s. Let supp(M) =⋃si=1 Ti ,
which is a subset of the vertices V . A J -matching M in D is called a perfect matching if
supp(M) = V . We denote by card(M) the cardinality s of the set M.
Definition 2.2. A J -matchingM in D is called a maximal J -matching if supp(M) has the max-
imum possible cardinality among all J -matchings. By δ(D)J we denote the minimum card(M)
among all maximal J -matchings M in D.
Remark 2.3. Note that for J = {0} we have δ(D){0} = n, where n is the number of vertices of D.
Also it follows, from the definitions, that if D =⋃ti=1Di then
δ(D)J =
t∑
i=1
δ(Di )J ,
where Di are the connected components of D. This means that δ is additive on connected com-
ponents.
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of the sets {v1, v2, v3}, {v1, v4}, {v2, v5}, {v3, v6}. We have that δ(D){0,1,2} = δ(D){1} = 3 which
are attained by the maximal {0,1,2} ({1})-matching {{v1, v4}, {v2, v5}, {v3, v6}}. Note also that
δ(D){0,2} = 4 which is attained by the maximal {0,2}-matching {{v1, v2, v3}, {v4}, {v5}, {v6}}.
Also δ(D){0} = 6 and δ(D){2} = 1, which is attained by the maximal {2}-matching {{v1, v2, v3}}.
Note that the last matching is not perfect.
Remark 2.5. If 0 ∈ J , then every maximal J -matching in D is perfect.
Since the support of every maximal {q}-matching M in D has the same cardinality and
consists only of q-simplices, we have that card(M) is equal to δ(D){q} for every maximal {q}-
matching M.
A simple graph G is an abstract simplicial complex consisting only of vertices and edges, i.e.
dim(G) 1. The complement of G, denoted by G¯, is the graph with the same vertices as G, and
there is an edge between the vertices vi and vj if and only if there is no edge between vi and vj
in the graph G. An isolated vertex of G is a vertex not joined with any other vertex by an edge.
A subset T of the vertices of a simple graph G is called independent if every pair of elements
in T are not joined by an edge. On the other hand, T is called a clique if every pair of elements
in T are joined by an edge. Given a simple graph G, with vertices {v1, . . . , vn}, and an integer k,
a k-coloring of G is a function c :V → {1, . . . , k} such that c(vi) = c(vj ) if the vertices vi, vj
are joined by an edge. The chromatic number γ (G) of G is the smallest integer k such that there
is a k-coloring of G.
A subset M of the edges of a simple graph G is called a matching in G if there are no
two edges which are incident with a common vertex. M is a maximum matching if it has the
maximum possible cardinality among all matchings. The cardinality of a maximum matching
in G is commonly known as its matching number and will be denoted by τ(G).
An edge covering of G is a subset M of the edges of G such that each vertex of G is an end
of some edge in M . Note that edge coverings do not always exist; a simple graph G has an edge
covering if and only if it has no isolated vertices. A minimum edge covering of G is an edge
covering with the minimum possible cardinality, which is denoted by β(G).
To every simplicial complex D we can associate a simple graph, called the 1-skeleton of D
and denoted by G(D), formed by the simplices of D of dimension at most 1. To every simple
graph G we can associate the clique complex D(G) of G, which is a simplicial complex with
q-simplices the cliques with q + 1 vertices of the graph G. Note that D is a subcomplex of
D(G(D)) and G(D(G)) = G.
Proposition 2.6. The matching number τ(G(D)) of the graph G(D) is equal to δ(D){1}.
Proof. As we noticed in Remark 2.5, every maximal {1}-matching in G(D) consists of δ(D){1}
edges, since we use only 1-simplices of D. 
The proof of the next proposition is a special case of the proof of Proposition 3.3 and therefore
it is postponed to Section 3.
Proposition 2.7. In the case that G(D) has no isolated vertices it holds
δ(D){0,1} = β
(
G(D)).
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Theorem 2.8. Let q  0 be an integer. The following equality is true:
qδ(D){q} + δ(D){0,q} = δ(D){0}.
Proof. Let {T1, . . . , Ts, {v1}, . . . , {vt }} be a maximal {0, q}-matching in D such that δ(D){0,q} =
s + t and dim(Ti) = q . Since a maximal {0, q}-matching is perfect we conclude that s(q + 1) +
t = δ(D){0}. We claim that {T1, . . . , Ts} is a maximal {q}-matching in D. Certainly {T1, . . . , Ts}
is a {q}-matching in D. Suppose that {T1, . . . , Ts} is not maximal, then there exists a maximal
{q}-matching {B1, . . . ,Br } in D with r > s. Extend this matching to a maximal {0, q}-matching
inD by adding the remaining p vertices ofD not in supp(⋃ri=1 Bi). In this way we take a perfect{0, q}-matching in D, so r(q + 1) + p = δ(D){0}. Now the relation sq + s + t = rq + r + p
together with the fact that r > s give
δ(D){0,q} = s + t = r + p + (r − s)q > r + p,
which is impossible since δ(D){0,q} is the minimum card(M) among all maximal {0, q}-
matchingsM in D. Thus {T1, . . . , Ts} is a maximal {q}-matching in D, so, from Remark 2.5, the
above matching consists of δ(D){q} simplices. Therefore s = δ(D){q}. Finally, from the relation
sq + s + t = δ(D){0} we get qδ(D){q} + δ(D){0,q} = δ(D){0}. 
Remark 2.9. Applying Propositions 2.6, 2.7 and Theorem 2.8 in the special case that G(D) has
no isolated vertices we take the Gallai’s identity τ(G(D)) + β(G(D)) = n.
Proposition 2.10. Let D(G) be the clique complex of a simple graph G. Then δ(D(G))Ω equals
γ (G¯), the chromatic number of the complement of G.
Proof. Suppose that δ(D(G))Ω = s and γ (G¯) = k. There exists a maximal Ω-matching
{T1, . . . , Ts} in D(G), which covers all the vertices since 0 ∈ Ω . Every Ti is a clique of the
graph G, so the vertices of Ti consist an independent subset of G¯. Thus they can be colored
by the same color in G¯. This means that the graph G¯ is s-colorable. So k  s. Now consider a
k-coloring of G¯, then the k colors induce a partition {V1, . . . , Vk} of the vertices of G¯ such that
the vertices in Vi have the same color. Thus each Vi is independent in G¯, which implies that
every Vi is a clique in G and therefore Vi ∈ D(G). Also {V1, . . . , Vk} is a maximal Ω-matching
in D(G), since Vi ∩ Vj = ∅ for every 1  i, j  k, dim(Vi) ∈ Ω and it covers all the vertices
of D(G). Consequently s  k and therefore s = k. 
Lemma 2.11. Let 0 ∈ J and D′ ⊂ D be two simplicial complexes on the same vertex set, then
δ(D′)J  δ(D)J .
Proof. Suppose that {T1, . . . , Ts} is a maximal J -matching in D′ with s = δ(D′)J . Note that
since 0 ∈ J any maximal J -matching is perfect. Thus {T1, . . . , Ts} is also a maximal J -matching
in D and therefore s  δ(D)J . 
Corollary 2.12. For a simplicial complex D we have δ(D)Ω  γ (G(D)).
Proof. The simplicial complexesD ⊂ D(G(D)) have the same vertex set, so, from Lemma 2.11,
we take that δ(D)Ω  δ(D(G(D)))Ω . But δ(D(G(D)))Ω = γ (G(D)), from Proposition 2.10,
which gives the demanded relation. 
304 A. Katsabekis, A. Thoma / Journal of Combinatorial Theory, Series A 114 (2007) 300–3103. Applications of J -matchings to toric varieties
3.1. Basics on lattice ideals
Let K be an algebraically closed field. A lattice is a finitely generated free abelian group.
A partial character (L,ρ) on Zm is a homomorphism ρ from a sublattice L of Zm to the multi-
plicative group K∗ = K − {0}. Given a partial character (L,ρ) on Zm, the ideal
IL,ρ :=
({
xα+ − ρ(α)xα− | α = α+ − α− ∈ L
})⊂ K[x1, . . . , xm]
is called lattice ideal. Where α+ ∈ Nm and α− ∈ Nm denote the positive and negative part of α,
respectively, and xβ = xb11 · · ·xbmm for β = (b1, . . . , bm) ∈ Nm. Lattice ideals are binomial ideals,
since they are generated by binomials.
We assume that L is a nonzero positive sublattice of Zm, that is L ∩ Nm = {0}. This means
that the lattice ideal IL,ρ is homogeneous with respect to some positive grading.
If L = 〈l1, . . . , lk〉 is a sublattice of Zm of rank k < m, then there exists a matrix D ∈ Z(m−k)×m
of rank m − k such that
L ⊂ kerZ(D) :=
{
u ∈ Zm: DuT = 0T}.
Set L = (l1, . . . , lk) the matrix with columns l1, . . . , lk , then there are unimodular integral matri-
ces U and Q of orders m and k, respectively, such that ULQ = diag(λ1, . . . , λk,0, . . . ,0) is in
Smith normal form. Where λ1, . . . , λk are natural numbers and λi divides λi+1. The matrix D
can be chosen as the last m − k rows of U.
When L = kerZ(D), the ideal IL is prime and called toric ideal. In this case the set of ze-
ros V (IL) in Km is an affine toric variety in the sense of [11], since we do not require normality.
Let A = {ai | 1  i  m} be the set of columns of D, we associate to the lattice ideal IL,ρ
the rational polyhedral cone σ = posQ(A) := {d1a1 + · · · + dmam | di ∈ Q and di  0}. The
dimension of σ is the dimension of the Q-vector space
spanQ(σ ) =
{
d1a1 + · · · + dmam | di ∈ Q}.
For a subset E of {1, . . . ,m} we denote by σE the subcone posQ(ai | i ∈ E) of σ . We adopt the
convention that σ∅ = {0}. The relative interior of σE , denoted by relintQ(σE), is the set of all
positive rational linear combinations of ai , i ∈ E. A face F of σ is any set of the form
F = σ ∩ {x ∈ Qm−k: cx = 0},
where c ∈ Qm−k and cx 0 for all x ∈ σ . Faces of dimension one are called extreme rays. A cone
σ is strongly convex if σ ∩ −σ = {0}. The condition that the lattice L is positive, is equivalent
with the condition that the cone σ is strongly convex.
We grade K[x1, . . . , xm] by setting degA(xi) = ai for i = 1, . . . ,m. We define the A-degree
of the monomial xu to be
degA
(
xu
) := u1a1 + · · · + umam ∈ NA,
where NA is the semigroup generated by A. A polynomial F ∈ K[x1, . . . , xm] is called
A-homogeneous if the monomials in each nonzero term of F have the same A-degree. An ideal I
is A-homogeneous if it is generated by A-homogeneous polynomials. The lattice ideal IL,ρ is
A-homogeneous as well as all lattice ideals with the same saturation. Note also that binomials
and trinomials of IL,ρ are always A-homogeneous. The arithmetical rank of an ideal I (writ-
ten ara(I )) is the smallest integer s for which there exist polynomials f1, . . . , fs in I such that
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cult problem and remains open even in very simple cases, see [6, Chapter 15]. A usual approach
to this problem is to restrict to a certain class of polynomials and ask how many polynomials
from this class can generate the radical of the lattice ideal up to radical. Thus, depending on
the restrictions of the polynomials, one arrives in various kinds of arithmetical ranks, which are
upper bounds of the usual arithmetical rank. For example, if all the polynomials f1, . . . , fs are
A-homogeneous, the smallest integer s is called A-homogeneous arithmetical rank of IL,ρ and
will be denoted by araA(IL,ρ). Furthermore requiring that each one of the A-homogeneous poly-
nomials f1, . . . , fs has at most q  2 nonzero terms, we arrive at the notion of araA,q(IL,ρ). The
integer araA,2(IL,ρ) is commonly known as the binomial arithmetical rank of IL,ρ , denoted by
bar(IL,ρ). From the definitions, the generalized Krull’s principal ideal theorem and the graded
version of Nakayama’s Lemma we deduce the following inequalities for a lattice ideal IL,ρ :
ht(IL,ρ) ara(IL,ρ) araA(IL,ρ) araA,q(IL,ρ) μ(IL,ρ),
where q  2. Also araA,q+l (IL,ρ) araA,q(IL,ρ) for any positive integer l.
3.2. J -matchings and toric varieties
Let σ = posQ(r1, . . . , rt ) ⊂ Qn be a strongly convex rational polyhedral cone, where
{r1, . . . , rt } is a set of integer vectors, one for each extreme ray of σ . The vectors ri are called ex-
treme vectors of σ . For the rest of this section we are going to deal only with cones σE , which are
not faces of the cone σ . They form a poset ordered by inclusion. Let {σE1, . . . , σEf } be the mini-
mal elements of this poset, which are called the minimal nonfaces of σ . Translating Theorem 3.2
of [9] we have the following theorem:
Theorem 3.1. The cone σE is a minimal nonface of σ if and only if
(i) σE is not a face of σ ,
(ii) σE′ is a face of σ for every E′ ⊂ E,
(iii) the set {ri | i ∈ E} is linearly independent.
Definition 3.2. We associate to the cone σ a simplicial complex Dσ with vertices the set
{E1, . . . ,Ef } where {σE1, . . . , σEf } are the minimal nonfaces of σ . Let T be a subset of
{E1, . . . ,Ef }, then T ∈Dσ if
⋂
σEi ∈T
relintQ(σEi ) = ∅.
For a simplicial complexD we denote by cD the smallest number s of simplices Ti ofD, such
that the subcomplex
⋃s
i=1 Ti is spanning. By cD,q the smallest number s of simplices Ti of D,
such that the subcomplex
⋃s
i=1 Ti is spanning and dim(Ti) q−1. Note that for q  dim(D)+1
we have cD,q = cD .
Proposition 3.3. For a simplicial complex D we have that cD = δ(D)Ω and cD,q =
δ(D){0,...,q−1}.
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M is perfect since 0 ∈ Ω (respectively 0 ∈ {0, . . . , q − 1}). Thus card(M)  cD (respectively
card(M) cD,q ) and therefore δ(D)Ω  cD (respectively δ(D){0,...,q−1}  cD,q ).
Let N = {T1, . . . , Ts} ⊂ D (respectively N ⊂ D and dim(Ti)  q − 1) such that ⋃si=1 Ti is
spanning and s = cD (respectively s = cD,q ). We claim that there is a maximal Ω-matching
(respectively {0, . . . , q − 1}-matching) in D with the same cardinality s. If Ti ∩ Tj = ∅ for all in-
dices i, j ∈ {1, . . . , s}, then N is a maximal Ω-matching (respectively {0, . . . , q − 1}-matching)
in D. Suppose that there are indices i, j ∈ {1, . . . , s}, i = j , such that Ti ∩ Tj = ∅. Set T ′j,i =
Tj − Ti , then T ′j,i = ∅ since T ′j,i = ∅ implies that Tj ⊂ Ti and also
⋃s
i=1,i =j Ti is span-
ning. The last sentence contradicts the fact that card(N ) = cD (respectively card(N ) = cD,q ).
Note that T ′j,i ⊂ Tj , so it is a simplex with dim(T ′j,i ) < dim(Tj ). Thus replacing consecu-
tively in N every Tj , with the property Ti ∩ Tj = ∅ for some index i ∈ {1, . . . , s}, i = j ,
by T ′j,i , we arrive at a maximal Ω-matching (respectively {0, . . . , q − 1}-matching) M in D
with card(M) = cD (respectively card(M) = cD,q ). Consequently δ(D)Ω  cD (respectively
δ(D){0,...,q−1}  cD,q ). 
Remark 3.4. From Theorem 2.8 we take that δ(D){0,1} = δ(D){0} −δ(D){1}, so cD,2 = δ(D){0} −
δ(D){1}.
The following theorems will make the connection between matchings of simplicial complexes
and the radical of a lattice ideal.
Theorem 3.5. (Cf. [9].) For a lattice ideal IL,ρ with associated cone σ = posQ(A) we have
δ(Dσ ){0,...,q−1}  araA,q(IL,ρ) and δ(Dσ )Ω  araA(IL,ρ). In particular, μ(IL,ρ) bar(IL,ρ)
δ(Dσ ){0} − δ(Dσ ){1} and araA(IL,ρ) γ (G(Dσ )).
Proof. The fact that cDσ  araA(IL,ρ) is already proved in Theorem 5.6 of [9]. Also Propo-
sition 3.3 assures that δ(Dσ )Ω  araA(IL,ρ). Suppose, now, that araA,q(IL,ρ) = s. This means
that there exist A-homogeneous polynomials F1, . . . ,Fs such that rad(IL,ρ) = rad(F1, . . . ,Fs),
where every Fi has at most q nonzero terms. Now Corollary 5.3 in [9] implies that
⋃s
i=1Dσ (Fi)
is a spanning subcomplex of Dσ and every Dσ (Fi) is a simplex with at most q vertices.
Thus s  cDσ ,q = δ(Dσ ){0,...,q−1}. Specifically μ(IL,ρ)  bar(IL,ρ) = araA,2  δ(D){0,1} =
δ(Dσ ){0} − δ(Dσ ){1} and araA(IL,ρ) δ(Dσ )Ω  γ (G(Dσ )). 
Theorem 3.6. [9] Let IL,ρ be a lattice ideal with associated cone σ . If F1, . . . ,Fs generate
rad(IL,ρ) up to radical then
(i) the total number of monomials in the nonzero terms of the polynomials F1, . . . ,Fs is greater
than or equal to the number of vertices δ(Dσ ){0} of Dσ ,
(ii) the total number of A-homogeneous components in F1, . . . ,Fs is greater than or equal to
the chromatic number of G(Dσ ).
4. Circuits of a vector configuration and applications
Let A = {ai | 1 i m} be a vector configuration such that the cone σ = posQ(A) is strongly
convex. Let D be the matrix with columns the transposes of all the vectors in A and set LA ⊂ Zm
the lattice kerZ(D). Given two vectors u,v in Zm, we say that u is conformal to v if supp(u+) ⊂
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if its support supp(u) = {i | ui = 0} is minimal with respect to inclusion and all the coordinates
of u are relatively prime, see [11]. The binomial xu+ −xu− ∈ K[x1, . . . , xm] is called also circuit.
The notion of circuit comes from the oriented matroid theory. We denote by CA the set of circuits
of the vector configuration A and put
C := {E ⊂ {1, . . . , t} | supp(u+) = E or supp(u−) = E where u ∈ CA
}
.
Let Cmin be the set of minimal elements of C.
Definition 4.1. We associate to a vector configuration A the simplicial complex ΔA with vertices
the elements of Cmin = {E1, . . . ,Ek}. Let T ⊂ Cmin then T ∈ ΔA if
⋂
Ei∈T
relintQ(σEi ) = ∅.
Theorem 4.2. For a vector configuration A and Ei , Ej ∈ Cmin with i = j we have that {Ei,Ej } ∈
ΔA if and only if
(i) Ei ∩ Ej = ∅,
(ii) there exist a circuit u ∈ CA such that supp(u+) = Ei , supp(u−) = Ej , and
(iii) the dimension of the cone σEi ∩ σEj is equal to one.
Proof. (⇒) (i) The assumption {Ei,Ej } ∈ ΔA implies that
relintQ(σEi ) ∩ relintQ(σEj ) = ∅
and therefore there exist integral vectors v1,v2, both of them having nonnegative coordinates,
such that supp(v1) = Ei , supp(v2) = Ej and v1 −v2 ∈ LA. If Ei ∩Ej = ∅, then either supp((v1 −
v2)+)  supp(v1) = Ei or supp((v1 − v2)−)  supp(v2) = Ej . Since v1 − v2 ∈ LA, we can find,
from Lemma 4.10 in [11], a circuit u ∈ CA which is conformal to v1 − v2. So supp(u+)  Ei or
supp(u−)  Ej , a contradiction to the minimality of Ei,Ej .
(ii) From (i) and its proof we have that there exists a vector v1 −v2 ∈ LA such that supp((v1 −
v2)+) = Ei and supp((v1 − v2)−) = Ej . Again there is a circuit u ∈ CA conformal to v1 − v2.
From the minimality of the elements in Cmin it follows that supp(u+) = Ei and supp(u−) = Ej .
(iii) From the assumption {Ei,Ej } ∈ ΔA we have that the σEi ∩ σEj = {0}, so it is at least
one dimensional. Assume that the dimension is greater than one. Then there exist at least two
vectors v = (v1, . . . , vm), w = (w1, . . . ,wm) in LA such that supp(v) = supp(w) = Ei ∪ Ej and
a = degA(xv+) = degA(xv−), b = degA(xw+) = degA(xw−) are linearly independent. Consider
an index t ∈ Ei and the nonzero vector wtv − vtw ∈ LA. Then t is not in supp(wtv − vtw), so
there exist a circuit c conformal to wtv−vtw. Thus supp(c)  Ei ∪Ej , since supp(wtv−vtw) 
Ei ∪Ej . But this fact contradicts the existence, from (ii) of this theorem, of a circuit u such that
supp(u) = Ei ∪ Ej .
(⇐) It follows from (ii). 
Corollary 4.3. A set T ⊂ {E1, . . . ,Ek} is an l-simplex, l  1, of ΔA if and only if the dimension
of the cone⋂E ∈T σEi is equal to one.i
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⋂
Ei∈T σEi = {0}. Also
for every Ej = Et ∈ T it holds
⋂
Ei∈T
σEi ⊂ σEj ∩ σEt .
But, from Theorem 4.2, the dimension of σEj ∩ σEt equals one, so the cone
⋂
Ei∈T σEi is one
dimensional.
Conversely assuming that the dimension of
⋂
Ei∈T σEi equals one we take that⋂
Ei∈T relintQ(σEi ) = ∅. Thus T belongs to ΔA. 
We call a vector configuration A extremal if the strongly convex rational polyhedral cone σ =
posQ(A) is not generated by any proper subset of A, that means for B  A we have posQ(B) 
posQ(A). Each vector in an extremal vector configuration A is an extreme vector of posQ(A)
and there is only one extreme vector for each extreme ray of σ . The corresponding varieties
V (IA) are called extremal toric varieties. Circuits of an extremal vector configuration reflect
the geometry of the cone σ and actually provide all the information needed for constructing the
simplicial complex Dσ .
Lemma 4.4. For an extremal vector configuration A = {a1, . . . ,am} and a set E ⊂ {1, . . . ,m}
we have that the vector aj belongs to the cone σE if and only if j ∈ E.
Proof. Obviously j ∈ E implies that aj ∈ σE . Conversely suppose that aj =∑i∈E λiai ∈ σE .
Set S = {i ∈ E | λi > 0}. Then aj =∑i∈S λiai and therefore, multiplying both parts of the
previous equality with a vector that defines the face σ{j} of σ , we take that every vector ai , i ∈ S,
belongs to the cone σ{j}. Thus j ∈ S, since we take only one extreme vector for each extreme ray
of σ . 
Remark 4.5. From the previous lemma we have that σE′ ⊂ σE if and only if E′ ⊂ E.
Theorem 4.6. For an extremal vector configuration A the simplicial complexes ΔA and Dσ are
identical.
Proof. From the definitions of the simplicial complexes ΔA and Dσ it is enough to show that
they have the same vertices. Let {Ei} ∈Dσ , for an i ∈ {1, . . . , f }. Then σEi is a minimal nonface
of σ . The toric ideal IA is equal to the radical of the ideal generated by CA, see [7]. Therefore,
from Theorem 5.1 in [9], there is a circuit u ∈ CA such that cone(xu+) = σEi . For the defini-
tion and results about the cone of a monomial see [9]. Recall that the cone(xu+) = σsupp(u+),
since in this case all vectors are extreme vectors of σ . Thus σsupp(u+) = σEi and therefore,
from Remark 4.5, we have that supp(u+) = Ei . Consequently Ei ∈ C and we claim that also
Ei ∈ Cmin. Suppose not, then there exist a circuit v ∈ CA such that supp(v+)  supp(u+). So
σsupp(v+)  σEi , which implies that σsupp(v+) is a face F of σ and therefore, multiplying the
equation degA(xv+) = degA(xv−) with a vector cF defining F , we arrive at a contradiction,
since all vectors are extreme.
Conversely consider Ei ∈ Cmin, for an i ∈ {1, . . . , k}. Then there is a circuit u ∈ CA such
that supp(u+) = Ei . The cone σEi is not a face of σ , since if it was, multiplying the equation
degA(xu+) = degA(xu−) with a vector defining the face we arrive at a contradiction. If σEi is not a
minimal nonface of σ , then there is a minimal nonface σE′ of σ such that σE′  σEi and thereforei i
A. Katsabekis, A. Thoma / Journal of Combinatorial Theory, Series A 114 (2007) 300–310 309E′i  Ei . According to the first part of this proof, since σE′i is a minimal nonface of σ , there exist
a circuit u′ ∈ CA such that supp(u′+) = E′i . A contradiction to the fact that Ei ∈ Cmin. 
Corollary 4.3 combined with Theorem 4.6 give us a method for computing the simplicial com-
plex Dσ . We start with a set of nonzero integer vectors A in Zn. In case that a lattice L is given,
the Smith’s normal form computation corresponds to every lattice L such a set A. Then compute
from A an extremal vector configuration B by keeping one vector in each extreme ray of the
posQ(A) and forgetting the rest. Produce the circuits of the vector configuration B , which can be
computed easily, see [3] or [4]. Create C, next find Cmin and then identify those circuits u that
both supp(u+), supp(u−) are in Cmin. By looking at the A-degrees of the corresponding mono-
mials, degA(xu+) = degA(xu−), from Theorem 4.2 and Corollary 4.3 we get all the simplices of
ΔB =Dσ .
There are known algorithms computing the chromatic number and the matching number of a
graph, see, for example, [1,5,10]. We can take advantage of these algorithms to compute certain
invariants of Dσ . According to Theorem 3.5 the invariants δ(Dσ ){0,1} and γ (G(Dσ )) provide
lower bounds for the minimum number of generators, the binomial arithmetical rank and the
A-homogeneous arithmetical rank of a lattice ideal. Additionally they provide information about
the complexity of the problem of computing the arithmetical rank, see Theorem 3.6.
The next example shows how these algorithms can be applied, how the computation of
these invariants help us determine the exact values of the binomial arithmetical rank and the
A-homogeneous arithmetical rank and even give us information about the arithmetical rank in
certain cases.
Example 4.7. (A toric ideal IA with ara(IA) = araA(IA) = bar(IA) = μ(IA).) Consider the ma-
trix
D =
⎛
⎜⎝
1 1 1 1 1 1 1 1
1 1 1 1 −1 −1 −1 −1
1 −1 1 −1 1 −1 1 −1
1 1 −1 −1 1 1 −1 −1
⎞
⎟⎠ .
Let A be the set of columns of D, then the cone σ = posQ(A) is the cone over the three-
dimensional cube. Note that A is an extremal vector configuration. The circuits of A are
CA =
{
x5x8 − x6x7, x3x8 − x4x7, x1x8 − x2x7, x2x8 − x4x6, x1x8 − x3x6,
x1x8 − x4x5, x2x7 − x3x6, x2x7 − x4x5, x3x6 − x4x5, x1x7 − x3x5,
x1x6 − x2x5, x1x4 − x2x3, x1x28 − x4x6x7, x2x27 − x3x5x8, x3x26 − x2x5x8,
x24x5 − x2x3x8, x21x8 − x2x3x5, x4x25 − x1x6x7, x23x6 − x1x4x7, x22x7 − x1x4x6
}
.
Thus the elements of Cmin are: E1 = {1,4}, E2 = {1,6}, E3 = {1,7}, E4 = {1,8}, E5 = {2,3},
E6 = {2,5}, E7 = {2,7}, E8 = {2,8}, E9 = {3,5}, E10 = {3,6}, E11 = {3,8}, E12 = {4,5},
E13 = {4,6}, E14 = {4,7}, E15 = {5,8}, E16 = {6,7}. So Vertices(G(Dσ )) = {E1, . . . ,E16}.
The cardinality δ(Dσ ){0} of Vertices(G(Dσ )) is equal to 16. From the circuits it follows also that
Edges
(
G(Dσ )
)= {{E1,E5}, {E2,E6}, {E3,E9}, {E4,E7}, {E4,E10}, {E4,E12},
{E7,E10}, {E7,E12}, {E8,E13}, {E10,E12}, {E11,E14}, {E15,E16}
}
.
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matic number of G(Dσ ) is equal to 7. Note also that Dσ consists of only sixteen 0-simplices,
twelve 1-simplices, four 2-simplices and one 3-simplex, namely {E4,E7,E10,E12}. Since
degA(x1x8) = degA(x2x7) = degA(x3x6) = degA(x4x5) = (2,0,0,0).
It is easy to see that D(G(Dσ )) = Dσ , so, from Proposition 2.10, we have δ(Dσ )Ω =
γ (G(Dσ )) = 7. Therefore araA(IA)  7. While for the arithmetical rank of IA we have the
inequality 4 = ht(IA) ara(IA) araA(IA).
Now, for the ideal IA we have μ(IA) = 9. Also, from Theorem 3.6, we know that in the poly-
nomials that generate IA up to radical there must be at least 16 monomials with support specified
by the Vertices(G(Dσ )) in at least 7 A-homogeneous components. Using this information and
the computer algebra system CoCoA (see [2]) we deduce that
(i) bar(IA) = 8, since IA = rad(x5x8 − x6x7, x4x7 − x3x8, x2x7 − x3x6, x2x8 − x4x6, x1x8 −
x4x5, x1x7 − x3x5, x1x6 − x2x5, x1x4 − x2x3),
(ii) araA(IA) = 7, since IA = rad(x5x8 −x6x7, x4x7 −x3x8, x1x8 −x4x5 +x2x7 −x3x6, x2x8 −
x4x6, x1x7 − x3x5, x1x6 − x2x5, x1x4 − x2x3), and
(iii) 4  ara(IA)  5, since IA = rad((x5x8 − x6x7) + (x4x7 − x3x8), x1x8 − x4x5 + x2x7 −
x3x6, (x1x4 − x2x3) + (x2x5 − x1x6), x2x8 − x4x6, x1x7 − x3x5).
Actually in the 5 polynomials above we have exactly 16 monomials in 7 A-homogeneous compo-
nents. Note that these results are independent of the characteristic of the field K . In this example,
as also for an infinite class of toric varieties studied in [9], the bounds given in Section 3 are
sharp.
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