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Abstract 
For the standard neural network algorithm has defects such as: local minima and slow convergence rate, etc., an 
iterative inversion method of neural network Rayleigh wave based the stable and fast levenberge-marquardt (LM) 
algorithm is put forward. This method increases the network training rate and reduces the times of iterative inversion 
through numerical optimization and verifies the effectiveness of the method through iterative inversion of the 
medium model. According to the comparison and analysis, it indicates that the method reduces the times of iterative 
inversion and increases the convergence rate obviously. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [CEIS 2011] 
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1. Preface 
Rayleigh wave has been already widely applied into the research on a lot of fields, including: 
continental & oceanic crusts and the earth interior structure, engineering geological investigation as well 
as nondestructive testing for engineering, etc[1]. by virtue of its features such as: small scale, large signal 
to noise ratio (SNR), anti-inference capacity as well as the dispersion property in the layered medium. 
Rayleigh wave dispersion is the nonlinearity of the thickness, density and the longitudinal wave at each 
layer and shear wave velocity. As for its inversion calculation, it is a problem of multi-extreme value 
essentially. In the traditional linear inversion methods, the inversion result relies on the selection of the 
initial model to a great extent[2]. Recently, the scholars at home and abroad have made a lot of researches 
on the inversion method of Rayleigh wave dispersion, studied and adopted some methods set below: 
method of least square, simulated annealing algorithm, genetic algorithm for inversion method, etc. there 
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is deficiency in these methods more or less. Neural network technology is one of information processing 
technologies developed at a high speed currently. The neural network is a nonlinear dynamical system. It 
has quite good self-learning, self-adaption, self-organizing and fault-tolerant capacity. However, the 
neural network has limitations and deficiencies[3-5]. For instance, it is necessary to have longer training 
time and will be converged to the local minima, etc. thus, the neural network algorithm could not be 
competitive in the actual application. Therefore, this paper, according to the characteristics of inversion of 
Rayleigh wave dispersion waves, introduces LM algorithm to the neural network of Rayleigh wave, 
overcomes the shortcomings of the neural network algorithm, increases inversion accuracy and 
convergence rate and also realizes desirable effects. 
2.An overview of neural network algorithm 
Currently, in the actual application of artificial neural network, the most majority of the neural network 
models adopt BP (back propagation) neural network and its variational form[6]. Simultaneously, BP 
neural network is also the core of the feedforward network and manifests the essence of the neural 
network[7]. It contains the input layer, output layer as well as the hidden layer between the input layer 
and output layer. The hidden layer also contains the single or multiple layers. The Fig. 1 is a typical 3-
layer BP neural network, only containing a hidden layer. If the input is set as X=（x1 ,x2,… xn）, then the 
hidden layer will have r neurons; if the output layer has m neurons, the output will be Y=（y1, y2,… yn）;
if the weight from the input layer to the hidden layer is ijw , then the threshold value is ; if the weight 
from the hidden layer to the  output layer is jkw , then the threshold will be kθ . If the output of each 
neuron at the hidden layer is ' ( 1, 2, ...,
1
n
),x f w xj iji
∑= − =
=
( ), 1, 2, ..
jjθ
.,
ri , then the output of each neuron at the output 
layer will be: '
1
n
x f w xj ij ii
∑= −
=
j rjθ = .
Fig. 1 Schematic Diagram of the Typical BP Network 
On essence, BP algorithm refers to the problem of solving the mean-square-error least value. The 
algorithm adopts the steeped descent method in the nonlinear planning and revises the weight coefficient 
of the error function in the negative gradient direction. BP algorithm is the neural network learning 
algorithm widely used at the present. However, people find there are also some defects in BP algorithm, 
including: long training time, slow convergence rate as well as easily involved into the local minima, etc. 
3. Levenberg-Marquardt optimization method 
In Newton algorithm, the Newton direction will possibly point at the local maximal point or certain 
saddle point in the event the hessian matrix is not positive definite. The hessian matrix could change to be 
positive definite by adding a positive definite matrix at the hessian matrix. Levenberg and Marquardt 
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introduce this concept to the least squares problem. Afterwards, several people such as: Goldfeld, etc. 
apply this concept into BP algorithm for the first time. Therefore, there emerges the Levenberg-Marquardt 
optimization method for BP network. Set  
     
1 1 1
1
1 1 2 3
1
[ (1,1) (1,2)... ( , )
(1)... ( ) (1,1)... ( )]TM
x w w w s R
b b s w b s
=
For the changes in weight and threshold, you could see. For Newton rule, it is 
2 1[ ( )] ( )x V x V x−Δ = − ∇ ∇                                                                                                                    (1)
There into：  refers to the Hessian matrix of the indicator function ; indicates 
gradient；
2 ( )V x∇ ( )V x ( )V x∇
Ms indicates the number of neurons at the M layer. 
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Then 
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There into:  refers to the Jacobian matrix;  refers to the error function, namely ( )J x ( )S x
                                                                                   (4)
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As for Gaussian Newton rule 
1[ ( ) ( )] ( ) ( )Tx J x J x J x e x−Δ = −                                                                                                            (6)
LM algorithm is the improvement of Gaussian Newton rule, namely 
1[ ( ) ( ) ] ( ) ( )Tx J x J x I J x e xμ −Δ = − +                                                                                                  (7)
In formula: μ >0 refers to the constant; I refers to the matrix. From the formula (7), it could be seen 
that, it is Gaussian Newton method provided that μ  is 0 for utilization of second derivative information 
and LM algorithm is faster than the gradient method and ( ) ( )
TJ x J x Iμ+  is positive definite. 
Therefore, the solution to (7) always exists. In this sense, LM algorithm is superior to the Gaussian 
Newton method. The learning rate factor α  is increased and 0.4 is set as α  so as to make the 
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)
convergence rate faster when adopting LM algorithm. The computational complexity of the LM 
algorithm is  in which, n refers to the number of weights of the network. If the number of the 
weight in the network is large number, then the calculated amount and the storage size is very large. 
Therefore, when the efficiency of the iteration is increased remarkably each time, its overall performance 
could be greatly improved, especially when the accuracy requirement is very high. From the example of 
the convergence time of the network when the BP improvement algorithm in the MATLAG toolbox is 
used for training, it could be seen that the network converges the fastest if the Levenberg-Marquardt 
algorithm is adopted. 
3( / 6O n
Calculation steps of LM algorithm 
(1) Give training error permissible value 0,
, ,ε β μ
, initial weights and threshold vector, set 
0,k μ 0,μ= =
(2) Calculate network output and error indicator function V(x) 
(3) Calculate Jacobian matrix J (x) according to (4) 
(4) From the formula (7), xΔ  could be obtained. 
( )V x ε< , switch to the formula (6), or set xt x(5) Provided that x= + Δ , take xt
V
 as the weights and 
threshold and calculate the error indictor function . Provided that ( )tV x ( ) ( )x xtV < , set xx t= ，
/μ μ β= ， return to the formula (2); provided that tV , set ( )x ( )V x≥ /μ μ β= and return to the 
formula (4). 
(6) Stop 
Table 1. Comparison of the convergence Time of the Network When different BP algorithms are used for training 
Training 
function 
BP algorithm Convergence
time（s）
Training 
times 
Trainscg.m SCG 15.89 103
Traincgp.m Polak-
Ribiere 
18.91 90
Trainnoss.m OSS 18.56 100
Trainbfg.m BFGS 10.86 45
Trainlm.m L-M 1.90 8
4. Inversion of Rayleigh wave dispersion 
4.1Inversion scheme design 
Establish the theoretical relationship between the formation parameter and dispersion curve by 
utilizing the LM algorithm-based neural network function and wave Knopoff rapid algorithm; take the 
dispersion curves obtained by different formation parameters as the input and output of the network and 
train the network; after the network establish the wave dispersion function relationship, take the formation 
parameters conjectured initially as the new input of the network, then calculate the network output; 
observe the error target function between the output and the actual dispersion curves and revise the model 
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parameters to reduce the target function until the error between the network corresponding to the certain 
input and the actual dispersion curves reaches the accuracy of the design. At this time, this input model 
parameter is the inversion formation parameter solves. Similarly, after finishing the iterative inversion of 
all actual dispersion curves, obtain the parameter section of the stratum structure. 
4.2 Network training 
Utilize LM algorithm-based neural network to perform iterative inversion calculation of Rayleigh 
wave, mainly in two stages: network training and iterative inversion. According to the different designed 
models and formation parameters, then obtain the corresponding dispersion cures through forward 
calculation and form the training data sample of the network to perform the self-adaptation and 
adjustment revision of weights and threshold of the neural network and approach the wave dispersion 
function relationship. The network adopts three-layer structure: input layer, hidden layer and output layer. 
Rayleigh wave dispersion function includes five independent variables, having the share wave velocity 
of the medium at the nth layer Vs, longitudinal wave velocity Vp, thickness H and density ρ . The 
frequency band is generally 1.5Hz~10 Hz in case of Rayleigh wave calculation. The shear wave velocity 
and desntiy could be obtained by the empirical formula. For the surface wave veclocity V receives small 
influences of the longitunidal wave velocity and density, to increase the calculation efficiency, the two 
parameters of the shear wave and thickness are only taken for inversion (tabe 2 refers to the model 
parameter, Fig. 2 (a),(b) are the stratum model and Rayleigh wave dispersion curve respectively).  
Table 2 Model Stratum Parameter
Layers S (m/s) H (m) 
1 600 400 
2 1200 700 
3 1000 1000 
4 1500 1300
5 2300 ∞ 
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Fig. 2 (a)Stratum Model  ;(b) Rayleigh Wave Dispersion Curves 
In this way, it is able to design the input layer node according to the number of the mdoel parameters and 
design the output layer node according to the data volume that the dispersion curve contains. As for the 
number of hidden layers and thire nodes, the optimum combination is dertemined through pilot 
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calculation. Through pilot caculation and comparsion, it is appropriate to take 310 as the hidden layer 
node. 
4.3 Iterative inversion 
Firstly obtain the training sample set through Rayleigh wave dispersion function Knopoff rapid 
algorithm, and then stop revising weights and threshold after training learning by using BP neural 
network and reaching the expected accuracy or relevant coefficients. Next, take the stratum parameters 
obtained and the initially conjectured ones corresponding to the actual dispersion curves as the input, the 
corresponding input values of the iterative inversion or the optimum fit & desired outputs will be the 
inversion stratum solves. 
5. Calculation result 
Simulate full wave field seismographic record of the five-layer elastic stratum model and obtain 
surface wave record, then extract the Rayleigh wave dispersion curve and perform inversion calculation 
of dispersion curves. The inversion result is as shown by the Fig.3.(a);(b). through analysis, it could be 
thus known that: (1) the network calculation result basically identical to the model, which explains this 
algorithm is effective to the inversion result of Rayleigh wave dispersion curve; (2) there are small errors 
between the number of the model layer parameters at the inversion result, basically fitting very well. The 
dispersion curves obtained through forward calculation of the inversed layer parameters are basically 
identical to the actual dispersion cures in the form, only deviating in the local part. 
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Fig. 3.(a) Comparison of Rayleigh Wave Dispersion Curves before and after Iterative Inversion;(b)Iterative Inversion Result of Each
Algorithm 
5. Conclusion 
Inversion of Rayleigh wave dispersion is not only a significant link in the surface-wave exploration a 
significant link in the surface-wave exploration. This paper applies the iterative inversion algorithm based 
on LM algorithm into the inversion of Rayleigh wave dispersion and studies Rayleigh wave inversion of 
the stratum model structure. From the perspective of the result of the network prediction result, this 
method reaches quite satisfied effects in Rayleigh wave inversion. As for Rayleigh wave two-dimensional 
inversion of large amount data volume and many inversed parameters, the near-surface structure with 
effect better than the traditional inversion method could be obtained through selecting proper network 
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structure and optimized training algorithm and neural network nonlinear inversion method based on LM 
algorithm. 
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