Introduction
Conversational systems play an important role in scenarios without a keyboard, e.g., talking to a robot. Communication in human-robot interaction (HRI) ultimately involves a combination of verbal and non-verbal inputs and outputs. HRI systems must process verbal and non-verbal observations and execute verbal and non-verbal actions in parallel, to interpret and produce synchronized behaviours. The development of such systems involves the integration of potentially many components and ensuring a complex interaction and synchronization between them. Most work in spoken dialogue system development uses pipeline architectures. Some exceptions are [2, 3] , which execute system components in parallel (weakly-coupled or tightlycoupled architectures). The latter are more promising for building adaptive systems, which is one of the goals of contemporary research systems.
In this apaper we present an event-based approach for integrating a conversational HRI system. This approach has been instantiated using the Urbi middleware [4] on a Nao robot, used as a testbed for investigating child-robot interaction in the ALIZ-E project . We focus on the implementation for two scenarios: an imitation game of arm movements and a quiz game.
Event-Based Component Integration
Due to the limited processing power and memory of the Nao's on-board computer, many of the system's components must run on one or more PCs in the network. As in other projects, we have pre-existing software in different programming languages running on different operating systems; an integration framework is thus required.
The open source Urbi SDK [4] has been chosen as the middleware in the ALIZ-E project. It aims at providing a universal programming environment orchestrating complex components. As a client-server architecture where the server is running on the robot, it is possible to integrate remote components written in C/C++ or Java with components that run directly on the robot. Urbi comes with a dedicated language, UrbiScript, which provides a number of interesting paradigms, for example for event-based and parallel programming, and can access and control the sensors and actuators of the Nao robot.
Similar to other interactive systems, we had the choice between different component integration paradigms; the most popular ones appear to be publish-subscribe messaging [5] and blackboard [6] architectures. Essential requirements include proper encapsulation of components to ensure maintainability of the software; the flexible rearrangement of information flow; and a notification mechanism allowing a component to initiate the flow of information.
Urbi's event objects provide a suitable mechanism for implementing a paradigm close to publish-subscribe messaging: an Urbi event can carry arbitrary values as a 'payload'. Components can trigger events whenever new data is available, a certain processing stage has been reached, etc. A controller script, written in UrbiScript, implements event handlers which pass the information on to the appropriate components. The advantage of this approach is that all event handlers for a given instantiation of the system are maintained in a single file; beyond mere message passing, they can also provide additional functionality such as centralized logging. 
The Integrated System
Using the event-based approach introduced above, we have integrated the components shown in Fig. 1 and described in the following sections.
Dialogue Manager (DM)
The DM is responsible for controlling the behaviour of the robot in the interaction. It is based on the information-state update approach [7] . Its action-selection mechanism is implemented as a non-deterministic Finite State Machine (SFSM), using three different types of machine states: (1) dialogue states describe different kinds of observations such as dialogue acts, gestures and timeouts; (2) action states are either dialogue actions (e.g. Ask(Name)) or high-level motor commands (e.g. Move(Hello)) with the ability of parallel execution to combine verbal and nonverbal behaviour; (3) call states are used to switch between FSM-based dialogue policies, and thus control the interaction in a modular way.
The current DM uses hand-written dialogue policies that encode the overall structure of the interaction, interpret conflicts between gesture and speech input, allow for simple clarifications and select gesture an peech output. The DM maintains a representation of the dialogue context in its information state and gets additional input from the User Model (e.g., user name, previous game scores, etc.). The questions for the Quiz Game come from the Question Database. Ongoing work consists in incorporating reinforcement learning for optimizing the robot's behaviour [8] .
Audio Front End (AFE) and Voice Activity Detection (VAD)
The AFE component captures the speech signal from the microphones, makes some preliminary preprocessing like sample rate conversion, then sends the audio buffers to the VAD component.
The VAD module allows the robot to detect that dynamically varying sound sources which could be of interest for further analysis, such as human speech, are active, in order to trigger further processing. We examined the performance of different VAD algorithms for different background noise types and proposed a robust energy based VAD algorithm [9] . It uses the feature of smoothed energy contained in the frequency region of interest and can be configured for different background noise types. It outperforms conventional spectrum based VAD under certain noise conditions and for certain configurations [9] . The VAD implementation in ALIZ-E encompasses the functionality of recording the audio segments of interest. These audio segments are made available for further processing via Urbi event emission.
Automatic Speech Recognition (ASR)
We chose CMU Sphinx 2 for its robust coverage of the features important for speech recognition in the project: large-vocabulary continuous ASR, N-best list output and adaptation techniques. We integrated the three main Sphinx modules in Urbi: feature extraction, main decoding (Viterbi forward search) and N-best lists generation.
To carry out interaction with children in Italian, we built an acoustic model using the Italian children voice corpus ChildIt [10] . We applied speaker adaptation techniques, using a small amount of data from individual speakers to improve the speaker-independent model. Using Vocal Tract Length Normalization and Maximum Likelihood Linear Regression the phonetic error rate in the ChildIt data improved from 29.8% for the baseline to 28.2% (cf. [11] for details).
The results are not good yet in the practical application of the system, but we plan to improve the score collecting more data from children and trying different online adaptation techniques: since each child will interact several times with the robot we can consider reusing data from previous interactions for adapting the models. Further planned improvements include incremental ASR implementation and dynamic language model creation.
Natural Language Understanding (NLU)
The N-best list from ASR is recombined into a compacted lattice before parsing proper to avoid re-analysing common subsequences. Several heuristics are applied to merge similar edges or nodes to reduce lattice size and thereby the parsing effort. The effects of these heuristics on parsing performance and accuracy still have to be measured with real data. The compacted lattice is then directly analysed by an agenda-based chart parser, which uses a hand-written competence grammar based on the Multimodal Combinatory Categorial Grammar framework [12] implemented in OpenCCG [13] . The agenda, together with an appropriate search strategy, allows to focus parsing on the promising parts of the input, and thus aims to find the best partial analyses. Currently, the scores from the speech recognizer are used to guide the search. It is planned to enhance this by using a statistical model based on the CCG grammar and on context information coming from the dialogue manager.
Natural Language Generation (NLG)
System output is generated either as canned text sent directly from the DM to the TTS component, or we employ a deep-generation approach, involving utterance content planning on the basis of a communicative goal specified by the DM as a logical form and grammar-based surface realization. For the task of utterance content planning we have implemented a graph rewriting component based on transformation rules. The power and the utility of this component is enhanced by additional functionality, such as function plugins to access external information sources during processing, e.g., the dialogue information state. In order to avoid repetition of the same output, the utterance planning rules provide a range of realization vari-ants for each communicative goal. Selection among the variants is either driven by dialogue context or made at random. The utterance planning for the verbalization of arm movements in the imitation game also includes adaptation of the wording of system output to that of the user. Surface realization of the system utterances is obtained using the OpenCCG realizer [13] and uses the same handwritten grammar for Italian as mentioned above for parsing.
Text-To-Speech Synthesis (TTS)
For synthesizing the audio output, the commercial Acapela TTS system [14] available with the Nao robot is currently used. However, the ALIZ-E project requires a more customizable and flexible TTS system in the long run for the sake of emotionally expressive synthesis. We are therefore also integrating the open source Mary TTS platform [15] . The advantage of using Mary TTS is that it supports state of the art technology in the field of HMM-synthesis [16] , and enables us to experiment with the manipulation of para-verbal parameters (e.g. pitch shape, speech rate, voice intensity, pause durations) for the purpose of expressive speech synthesis, and the voice quality and timbre modifications algorithms [17] useful to to convert an adult TTS voice into a child like voice.
Gesture Recognition and Understanding (GRU)
The GRU component currently detects four types of events used in the imitation game: left hand up, left hand down, right hand up, and right hand down (and combinations thereof). Skin detection plays an important role in tracing hands. Although we can use a person-specific skin model by detecting the user's face and building a skin histogram from the face pixels, in practice it turns out that this strategy does not reliably detect the hands. The main reason is that some hand-skin pixels do not match the face-skin histogram due to differences in illumination/shadows. We therefore use a general skin model and a Bayesian skin detection approach [18] . The detection threshold is adjusted to reach a high detection rate, to make sure the hands are entirely present in the skin detection mask. As a consequence, we get an increased number of false positives. To overcome this issue, we obtain a skin-motion mask by combining the skin detection mask with a motion history image [19] . Ideally, only the moving pixels will be present in the skin-motion mask, thereby the skin-like background pixels being eliminated. Further, the position of the head is identified by a face detection and tracking algorithm [20] in order to define the vertical areas where the hands might move. By analyzing the number of pixels in these areas, we deterministically derive the nature of the event: hand up or down. The proposed GRU scheme achieves real-time operation and does not need a labeled video database to learn simple hand gestures. However, in the future, we foresee the use of such a database for learning more complex gestures in a probabilistic framework.
Non-Verbal Behavior Planning (NVBP) & Motor Control (MC)
Displaying interpretable emotional body language during interaction should greatly improve the robot's acceptance. Since Nao cannot display facial expressions, body language is an appropriate medium to express emotions. Previous work shows that it is possible to display emotions using static key poses [21, 22] . The non-verbal feedback in our system currently includes empirically validated poses expressing anger, sadness, fear, happiness, excitement and pride [22] .
The NVBP component decides whether to express an emotion non-verbally and which expression should be displayed. The decision is based on information regarding the situation. The MC component is responsible for implementing the physical movements of the robot. Future work will improve the decision mechanism and will address the use of movements to increase the acceptance of the robot.
Experience from Experiments and Conclusions
We presented an HRI system that recognizes input and produces output in the form of speech and gestures. We described the system components and their integration in Urbiusing an event-based approach. This approach supports integration of components in different programming languages, running in parallel, distributed on several computers. Components exchange information by values carried as 'payload' by the events. Components trigger events whenever new data is available, a certain processing stage has been reached, etc., resulting in a flexible processing model.
Parts of the system have been evaluated for component functionality. Technical evaluation of the intended functionality has been conducted for the system as a whole. This proves that the event-based control mechanism and the interfaces between components works as intended. It also shows certain limitations of the robot platform that future design will have to take into account (e.g., noisy input, instability, overheating). While the input recognition and interpretation for both speech and gestures work sufficiently for demonstration purposes, they are not robust enough for untrained users. The fully autonomous system is thus not yet mature enough for end-to-end usability evaluation. We are carrying out wizard-of-oz experiments where the wizard provides interpretations for speech and gesture input, and the rest of the system functions autonomously. Besides feedback on usability, these experiments serve data collection purposes for further system development.
