. A new Nawaz-Enscore-Ham-based heuristic for permutation flow-shop problem with bicriteria of makespan and machine idle-time. Engineering Optimization, 48(10), 1808-1822.
Introduction
Flow shop scheduling is an active research area in manufacturing, as it has many interesting industrial applications and is also an attractive field of theoretical study (Yenisey and Yagmahan 2014) . Industrial applications can be found in automotive manufacturing (Xu and Zhou 2009; Framinan et al. 2014) , integrated circuit fabrication (Liu and Chang 2000) , photographic film production (Aghezzaf and Van Landeghem 2002) , pharmaceutical and agro-food industries ( Boukef, Benrejeb, and Borne 2007) .
The Flow shop scheduling problem has been proved as NP-hard when the machine number is larger than 2 (Garey, Johnson, and Sethi 1976) . It has become a rather challenging problem not only in research, but also for industrial practice. To simplify the problem, permutation flow shop scheduling problem (PFSP), in which the order of jobs passing through every machine is always kept the same, is often used as it is a special case of flow shop problem. PFSP is also proved to be NP-hard (Garey and Johnson 1979 ) and many methods have been proposed to solve PFSP with a criterion of minimizing makespan or maximum job lateness. Some successes have been obtained (Allahverdi 2004; Chandra, Mehta, and Tirupati 2009) .
The NEH (Nawaz, Enscore Jr., and Ham 1983) heuristic has been regarded as the best algorithm to solve PFSP and many heuristics based on NEH have been proposed with the objective of minimizing makespan or total flow time, and have demonstrated improved performance. NEHKK1 (Kalczynski and Kamburowski 2008) , NEH-D (Dong, Huang, and Chen 2008) , NEHKK2 (Kalczynski and Kamburowski 2009 ) and NEHFF (Fernandez-Viagas and Framinan 2014) are currently popular constructive heuristic algorithms, representing the state of the art in the field. Single objective scheduling is employed in most existing heuristics and the objectives only focus on makespan (Gao and Pan 2011; Liu, Fang, and Lin 2013) , total flow time (Pan and Ruiz 2013; Msakni et al. 2015) , or total tardiness (Yenisey and Yagmahan 2014) .
However, a single objective may not be good enough to represent reality as most of real life scheduling problems naturally involve multiple objectives. The current trend is to apply multiple objectives while further improving existing heuristics by new approaches. To start to address this problem, this paper studies the PFSP with two objectives, i.e., minimization of both makespan and machine idle-time. Minimizing makespan is to deliver orders as soon as possible, while minimizing idle-time could help improve machine utilization. In the past, minimizing makespan has been mistakenly regarded as equivalent to minimizing machine idle-time, but recent research by (Liu, Jin, and Price 2014) has shown that although they are related, they are clearly different and in fact can be in conflict with each other. Herein, a novel heuristic algorithm based on NEH approach is proposed by utilizing a new priority rule and a new tie breaking method with the two objectives. Its effectiveness is validated through statistical tests with common benchmarks (Taillard 1993; Vallada, Ruiz, and Framinan 2015) by comparing to existing dominating algorithms including NEH, NEHKK1, NEH-D, NEHKK2 and NEHFF.
In literature, many heuristic methods have been introduced to solve PFSP. Early examples can be found in (Johnson 1954; Palmer 1965; Gupta 1971; Campbell et al. 1970; Gupta 1976; Dannenbring 1977) . Nawaz et al. (1983) proposed a groundbreaking algorithm on which many heuristics were introduced for PFSP (Framinan et al. 2004; Ruiz and Maroto 2005; Gupta and Stafford 2006) . Recent advance lies in the proposition of NEHKK1 (Kalczynski and Kamburowski 2008) , NEH-D (Dong et al. 2008 ), NEHKK2 Kamburowski 2009) and NEHFF (Fernandez-Viagas and Framinan 2014) , all of which demonstrated improved performance.
Typically, two key steps are required in these NEH-based heuristic algorithms.
The first step is to sort all jobs with one priority rule to form the initial partial sequence, and the second step is to insert the rest jobs one by one to the existing sequence for achieving certain objective. Since ties often occur in the second step, the tie-breaking method is also crucial to the performance of the heuristic algorithm. In NEH algorithm, the priority rule is based on the non-increasing sum of processing times, and job insertion is with the objective to minimize makespan, but no tie-breaking method is used. Once a tie occurs, usually the first feasible position is selected. Based on the first or the second step, many improved NEH heuristics were developed. Nagano and Moccellin (2002) developed a priority rule according to the non-increasing difference between total processing times and job waiting time, and it was competitive compared to NEH. Low et al. (2004) developed the MNEH algorithm by introducing a priority rule according to the descending sum of artificial processing times and a tie-breaking rule that chose the position with the least idle-time on the bottleneck machine. Kalczynski and Kamburowski (2007) developed a series of NEH modifications including NEHKK, NEHKK1 and NEHKK2 based upon the concept of Johnson's rule. Dong et al. (2008) introduced the NEH-D heuristic, which includes a priority rule by taking account of processing time variation combined with mean value and a tiebreaking rule choosing the position with the least machine utilization variation.
Fernandez-Viagas and Framinan (2014) proposed a tie-breaking rule aiming to minimize total idle-time in system in his NEHFF heuristic. Table 1 summarizes some recent popular heuristic algorithms. 
Same as NEH
The position is selected with the least maximum completion time of the sequence between two tie positions NEHKK1 (2007) Non-increasing sum of weighted processing times min(a i , b i ) where
Descending sum of mean and standard deviation of processing times
The position with more balanced machine utilization is selected with multiple objectives concluded that much attention was paid to multi-objective heuristics for PFSP but idle-time criterion has rarely been taken into account for multiobjectives scheduling. Therefore, herein we consider idle-time minimization together with makespan criterion for PFSP.
The remainder of this paper is organized as follows. In section 2, the example problem studied is described. The newly proposed heuristic is developed in Section 3.
In section 4, test cases and computational results are presented, assessing the effectiveness of the proposed algorithm. Final conclusions are presented in section 5.
Problem definition
In this example ofa permutation flowshop, n jobs are to be processed consecutively on m machines and the order of jobs on every machine keep the same. Since the movements of jobs are not in the same pace, buffers exist between machines when jobs wait, and machines may be idle if no job is ready. In order to complete jobs as soon as possible and maximize machine utilization, makespan and machine idle-time are to be minimized. Following convention (T'kindt and Billaut 2006) the problem can be categorized as F m |prmu|C max ,IT, where F m represents an m machine flow shop, prmu stands for permutation, and C max ,IT represent makespan and idle time. Table 2 shows the notation used in this paper. The i th job of schedule t i,k
Processing time of job i on machine k
Idle-time of machine k generated by the i th job
Completion time of the i th job on machine k
The objective function can be expressed as
where w 1 is the weight of C [n],m . The assumptions used in this paper are described below.
(1) All jobs are available at time zero and start as soon as possible.
(2) Processing time is known and deterministic.
(3) Setup time is included in processing time.
(4) Machines are continuously available but cannot process two or more jobs simultaneously.
(5) Job pre-emption is not permitted.
(6) Buffers' capacity between machines is infinite.
(7) Only permutation schedules are allowed.
The proposed algorithm

PR LJP : New priority rule
All jobs are sorted according to the descending sum of
where AVG i represents the average processing time of job i on all machines, MAD i is the mean absolute deviation of processing times of job i, SKE i and KUR i represents skewness and kurtosis of processing times of job i respectively. Mathematically, they are expressed as follows.
The general idea of the new priority rule is the same as NEH, i.e., priority is
given to the job with the largest total processing time. But further components are added to more accurately describe the distribution of processing times on every machine, which would have far more effect on the scheduling solution. In the literature, STD i is used for this purpose in NEH-D (Dong, Huang, and Chen 2008) , which demonstrated improved performance. But the square effect of the difference between sample values and mean value in computing STD i could not be eliminated after taking the square root and it can easily enlarge data deviation. To overcome the shortcoming of standard deviation, herein, the mean absolute deviation, MAD i , is considered.
Although the average AVG i and the MAD i are considered, they are not sufficient to describe the whole distribution of processing times. The average is used to measure central tendency and the deviation MAD i depicts the degree of variation from the average. However, as shown in Fig. 2 1. a job with a large skewness of processing times should be given a higher priority;
2. a job with a low kurtosis should be given a higher priority. Actually, the average is the first moment of a set of data while the mean absolute deviation is used to stand for the second central moment. The skewness and kurtosis represent the 3 rd and 4 th central moments respectively. To make them dimensional, the 3 rd order root of SKE i and 4 th order root of KUR i are adopted together with AVG i and MAD i when allocating priorities.
TB LJP : New tie-breaking for job insertion
In For example in Fig. 4 , job 1 is going to be inserted into partial sequence 3-2 and two new partial sequences with the same objective value 24 are generated, (a) 1-3-2 and (b) 3-1-2. From Fig. 4 (a) it can be seen that the flow times of job 1, 3 and 2 are 13, 13 and 15. The average is 13.67, maximum completion is 21 and standard deviation is 1.15 while in sequence (b) the flow times are 9, 13 and 13 respectively with average of 11.67, maximum completion time of 19 and deviation of 2.31. Therefore, sequence 1-3-2 is selected with P of (13.67-1.15)/21=0.60, larger than that of sequence 3-1-2 with P of (11.67-2.31)/19=0.49 according to the new tie-breaking method.
NEHLJP: New heuristic based on PR LJP & TB LJP
Based on the above proposed rules, a new heuristic named NEHLJP is proposed as follows.
(1) Sort all jobs according to descending sum of (AVG i +MAD i +abs(SKE i ) 1/3 +1/KUR i 1/4 );
(2) Take the first two jobs and determine the 2-job partial sequence;
(3) For the rest of jobs, insert it into each possible position and retain the partial sequence associated with the least objective value, as defined in Eq. (1). If ties exist, tie-breaking method is applied;
(4) Repeat step 3 until every job is scheduled.
Tests and results
To evaluate the performance of the new proposed heuristic, Taillard (Taillard 1993 ) test bed, VRF benchmark (Vallada, Ruiz, and Framinan 2015) and a randomly generated test bed were used. The test bed presented by Taillard includes 120 instances, 12 different size problems ranging from small size problem, n=20 and m=5 to large size problem n=500 and m=20. Each problem includes 10 instances. It is widely used for PFSP with the makespan criterion, and it has also been applied to criterion of total or mean flow time (Sarin and Lefoka 1993 
Test results of using the new priority rule
The new priority rule is adopted in NEH heuristic combined with other four existing priority rules. As shown in Table 3 , the new priority rule in PR LJP was superior to that of existing heuristics in terms of ARPD, 22.41%, 10.34%, 7.04% and 13.85% better than NEH, PR D , PR KK1 and PR KK2 respectively. 
Test results of using the tie-breaking rule
The test results of tie-breaking rule are shown in Table 6 shows the test results of each heuristic with respect to bicriteria of makespan and idle-time on Taillard benchmark. The ARPD of NEHLJP is 2.09, the best among all reference heuristics, followed by NEHKK1, NEH-D, NEHKK2, NEHFF and NEH. The ARPD results of all reference heuristics on VRF benchmark are 3.18, 2.46, 3.12, 2.56, 3.06 and 2.41 respectively. NEHLJP demonstrates that the best solution quality is that with the lowest ARPD value. It can be seen from Table 6 and 7, that the performance of existing heuristics fluctuates largely, indicating that the two objectives makespan and machine idle-time conflict sometimes. It can be concluded that the new heuristic NEHLJP performs the best on both test beds. In order to further confirm the superiority of NEHLJP, the test on randomly generated instances is conducted and the results are shown in Table 8 . The ARPD value of NEHLJP was 2.02, ascendingly followed by NEH-D, NEHKK2, NEHFF, NEHKK1
Test results of the new heuristic algorithm with the new priority and tiebreaking rule
and NEH. Table 9 . With respect to computation times of each heuristic, extra computation time is needed for calculating two objectives comparing to with single criterion of makespan.
For example, it will take 0.3 secs to complete the computation for a 50 jobs 20 machines problem, and 240 secs for 200 jobs and 20 machines problem for NEHLJP.
The computational time is relatively small, within the manageable scale even for a large size problem, given the computer's average speed. In practice, the schedule quality is the key factor to be considered for industry instead of computation time.
Conclusions
In this paper, a new heuristic named NEHLJP is proposed by incorporating one new priority rule and one new tie-breaking rule, with bicriteria of both makespan and idle- The main contribution of this paper lies in the new proposed priority rule PR LJP taking account of skewness and kurtosis representing the 3 rd and the 4 th moment of a distribution. By this new rule, processing time distribution can be differentiated so as to be sequenced. Additionally, a new tie-breaking mechanism TB LJP for minimizing makespan and idle-time simultaneously is introduced. The effectiveness of both PR LJP and TB LJP are validated through statistical tests. Table 1 . Some NEH-based heuristics in terms of priority rule and tie-breaking rule Table 2 . Notations adopted in this paper Table 3 . ARPDs of each priority rule adopted in NEH heuristic (%) Table 4 . Tie-breaking rule adopted in NEH heuristic (%) 
