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Abstract
The Particle SwarmOptimization (PSO) algorithm is a flexible heuristic optimizer that
can be used for solving cardinality constrained binary optimization problems. In such
problems, only K elements of the N -dimensional solution vector can be non-zero.
The typical solution is to use a mapping function to enforce the cardinality constraint
on the trial PSO solution. In this paper, we show that when K is small compared to N ,
the use of the mapped solution in the velocity vector tends to lead to early stagnation.
As a solution, we recommend to use the untransformed solution as a direction in the
velocity vector. We use numerical experiments to document the gains in performance
when K is small compared to N .
Keywords Binary particle swarm optimization · Cardinality mapping · Portfolio
optimization
Numerous optimization problems in operations research and finance can be framed as
a cardinality constrained binary optimization problem (CCBOP). It involves optimiz-
ing a possibly non-linear objective function in terms of a binary solution vector under
the so-called cardinality constraint that there are at most a given number K of non-zero
elements in the N -dimensional solution vector. Because of the cardinality constraint,
standard gradient-based optimization methods are not applicable. When the solution
vector and the number of non-zero elements are large, the brute force solution of exam-
ining all possible combinations becomes quickly impossible in practice. A solution is
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optimization, tabu search, simulated annealing, and the particle swarm optimization
(PSO) approach (see e.g., [1,3,4,7,8]). Inspired by animal flocking behaviour, the PSO
solves the problem based on a population of candidate solutions, called particles, that,
in each iteration, move around in the search-space as a function of their position and
velocity.
The velocity is a crucial component in the PSO as it determines how the local
position can learn from local and global optimal solutions. More precisely, in the
original PSO algorithm proposed by Kennedy and Eberhart [10], the velocity of a
current solution is a linear function of the past velocity, the distance between the
locally best solution and the current solution, and the distance between the globally
best and the current solution. The original PSO fails to take the cardinality constraint
into account. In order to handle cardinality constrained optimization problem, Cura
[5] and Deng et al. [6], among others, recommended to use a mapping function at each
iteration of the PSO algorithm to transform the candidate solution into a solution that
belongs to the feasible space. An outstanding question is how this mapping should
affect the velocity equation.
In Cura [5] and Deng et al. [6] the velocity is a function of the mapped solution.
This leads to a sparse specification of the velocity. We call this approach the sparse
velocity PSO (SV-PSO) approach. An alternative is to set the velocity as a function
of the continuous (not-mapped) solution. We call this the continuous velocity PSO
(CV-PSO) approach. We test the performance of the SV-PSO and CV-PSO algorithms
for solving the portfolio optimization problem of finding the cardinality constrained
portfolio that maximizes the mean-variance utility function. Our tests using both arti-
ficially generated returns and real-world stock returns show that, for small values of K
compared to N , the SV-PSO algorithm can reach a good solution, but often is caught
in stagnation with long iterations compared to the CV-PSO algorithm. This happens
especially when the number of non-zero elements is small. In contrast, the CV-PSO
algorithm reaches a high value more gradually, but with an apparently lower risk of
early stagnation.
The remainder of the paper proceeds as follows. Section 1 introduces the cardinality
constrained binary optimization problem and the traditional PSO algorithm, and also
introduces the SV and CV versions of the PSO algorithm. Section 2 summarizes the
results of the performance evaluation. Finally, Sect. 3 concludes the paper.
1 Definitions and pseudo-code
1.1 The cardinality constrained binary optimization problem
The decisionmaker needs to optimize the function f that depends on a N -dimensional
binary decision vector x . The optimization is restricted by the cardinality constraint
that at most K elements of x can be equal to one. The corresponding cardinality
constrained binary optimization problem is:
max
x
f (x) subject to x ∈ {0, 1}N , x ′ι  K , (1)
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with ι the N -dimensional vector of ones. Note that this optimization problem is in
essence a combinatorial selection problem, which is a widespread problem in decision
making.
In this paper, we focus on the more specific case of portfolio selection based on the
so-called mean-variance utility function. We thus consider the problem of optimizing
the allocation to N financial assets with vector of expected returns (in excess of the risk
free rate)μ and covariance matrix. The portfolio is assumed to be fully invested and
the portfolioweights are given by x/(x ′ι).The scaling ensures that the portfolio is fully
invested. As in the modern portfolio theory of Markowitz [11], we assume investors
have mean-variance preferences with risk aversion parameter γ > 0, leading to the
following objective function:








In the absence of cardinality constraints, a solution to this problem follows from
solving the first order conditions. In case of linear constraints, the solution is easily
obtained by using quadratic programming. Our interest is in solving the problem under
the cardinality constraint.
1.2 Traditional particle swarm optimization
The original PSO algorithm of Kennedy and Eberhart [10] uses an iterative solution-
finding rule that is based on the observations of the social behaviour of animals. It
assumes that a number of particles coexist and cooperate to get to the optimal solution.
Each particle represents a potential solution to the optimization problem. At each
iteration t (for t = 1, . . . , T ),with T the maximum number of iterations, each particle
i flies from its current position
xi (t) = (xi1(t), xi2(t), . . . , xiN (t))′,
with a changing velocity
vi (t) = (vi1(t), vi2(t), . . . , vi N (t))′,
to a better position in the search space in accordance to its own experience and the
best experience of the adjacent particle swarm. This happens through the following
updating equations:
vi (t) = wvi (t − 1) + c1r1(t)[xli (t − 1) − xi (t − 1)] + c2r2(t)[xg(t − 1) − xi (t − 1)]
xi (t) = xi (t − 1) + vi (t), (3)
where w, c1, c2 ≥ 0, xli (t) is the personal best experience (or local best) of particle
i until iteration t , and xg(t) is the global best experience of the whole swarm up to
iteration t . The values r1(t) and r2(t) are two independent random draws from the
[0, 1] uniform distribution. We further have that the tuning parameter w is called the
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inertia weight that is associated with the previous velocity. The scalars c1 and c2 are
the acceleration factors (or learning factors) determining the particle’s maximum step
size to fly to the best position of individual particle and the best position of the whole
swarm.
The updated velocity in (3) is composed of three terms. The first term is proportional
to the previous velocity and providesmomentum to the particlemovement. The second
term is driven by the deviation of the particle position with respect to the personal best
experience [i.e., xli (t − 1) − xi (t − 1)]. This represents the personal thinking of each
particle and is known as the cognitive component. The cognitive component plays a
key role by encouraging the particles to move toward the local best. The last item
(xg(t − 1) − xi (t − 1)) is the social component, which helps the particles to find the
global optimal solution by pulling the particles to the global best. The corresponding
pseudo-code is given in Algorithm 1.
Algorithm 1: Pseudo-code of the traditional PSO algorithm.
1. Set n to the total number of N -dimensional particles in the swarm and T to the maximum number
of iterations;
2. Initialize the current positions and velocities of the n particles as random draws from the [0,1] and
[-1,1] uniform distribution respectively;
3. Set the local best position xli of particle i to its current position ;
4. Set xg = xlg to the global best position, where g = arg max
1in
f (xli ) ;
5. For t = 1 : T
5.1. For each particle i = 1, . . . , n
Set vi (t) = wvi (t − 1) + c1r1(xli (t − 1) − xi (t − 1)) + c2r2(xg(t − 1) − xi (t − 1));
Set xi (t) = xi (t − 1) + vi (t);
End
5.2. For each particle i = 1, . . . , n
If f (xi (t)) > f (xli ), then xli = xi (t);
If f (xli ) > f (xg), then xg = xli ;
End
End
6. Set x∗ = xg .
1.3 Binary PSO
The traditional PSO in Algorithm 1 cannot solve the cardinality constraint. A common
solution is to use a mapping function to deterministically force the candidate solution
into an acceptable solution (see e.g., [5,6]). Given our cardinality constraint, thismeans
setting the K largest values in x to unity, and the remainder to zero. The corresponding
mapping function at iteration t , denoted by ht (·), is as follows:
ht (x) ≡ I [x > x(N−K )(t)] (4)
where, I [.] is the vector-valued indicator function, for which element k is one if the
condition is fulfilled for element k, and zero otherwise. The variable x(N−K )(t) is the
N − K largest value in x(t).
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We discuss now two implementations of the PSO algorithm that differ in how
they impose the binary cardinality constraint. The traditional implementation is the
so-called “Sparse Velocity” PSO (SV-PSO) algorithm as described in Cura [5] and
Deng et al. [6]. As an alternative, we recommend to use a “Continuous Velocity” PSO
(CV-PSO) algorithm.
In the SV-PSO algorithm described in Algorithm 2, the velocity is updated using
the sparse vector x̃ as driver. The vector of velocity is thus also sparse, and included
only K non-zero elements. Since it can only change at most 2K components in x , the
SV-PSO algorithm may stagnate.
Algorithm 2: Pseudo-code of the SV-PSO algorithm.
1. Set n to the total number of N -dimensional particles in the swarm and T to the maximum number
of iterations;
2. Initialize the current positions and velocities of the n particles as random draws from the [0,1] and
[-1,1] uniform distribution respectively;
3. Set x̃i = h(xi ) ;
4. Set the local best position x̃li = x̃i of particle i to its current position;
5. Set xg = xlg to the global best position, where g = arg max
1in
f (x̃li );
6. For t = 1 : T
6.1. For each particle i = 1, . . . , n
Set vi (t) = wvi (t − 1) + c1r1(x̃li (t − 1) − x̃i (t − 1)) + c2r2(x̃g(t − 1) − x̃i (t − 1));
Set xi (t) = x̃i (t − 1) + vi (t);
End
6.2. Set x̃i (t) = h(xi (t));
6.3. For each particle i = 1, . . . , n
If f (x̃i (t)) > f (x̃li ), then x̃li = x̃i (t);
If f (x̃li ) > f (x̃g), then x̃g = x̃li ;
End
End
7. Set x∗ = x̃g .
In contrast with the SV-PSO algorithm, the proposed CV-PSO algorithm in Algo-
rithm 3 uses the continuous solution vector x as the driver of the changes in velocity
from one iteration to the other. In this heuristic implementation, the velocity and posi-
tion still contain all the information of the particle, so it has more flexibility to improve
in each iteration and thus avoid early stagnation. However, the vector of velocity and
position of the CV-PSO algorithm may include some redundant information because
the theoretically optimal solution only contains K non-zero elements.
Both algorithms have thus their pros and cons, which leads us to do numerical
experiments to compare the performance of the two algorithms in practice.
2 Numerical experiments and analysis
First, we describe the parameter setup of the implementation of the PSO algorithms.
Then we test the performance of both the SV-PSO and CV-PSO algorithms using
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Algorithm 3: Pseudo-code of the CV-PSO algorithm.
1. Set n to the total number of N -dimensional particles in the swarm and T to the maximum number
of iterations;
2. Initialize the current positions and velocities of the n particles as random draws from the [0,1] and
[-1,1] uniform distribution respectively;
3. Set x̃i = h(xi ) ;
4. Set the local best position xli = xi of particle i to its current position;
5. Set xg = xlg to the global best position, where g = arg max
1in
f (xli ) ;
6. For t = 1 : T
6.1. For each particle i = 1, . . . , n
Set vi (t) = wvi (t − 1) + c1r1(xli (t − 1) − xi (t − 1)) + c2r2(xg(t − 1) − xi (t − 1));
Set xi (t) = xi (t − 1) + vi (t);
End
6.2. Set x̃i (t) = h(xi );
6.3. For each particle i = 1, . . . , n
If f (x̃i (t)) > f (x̃li ), then xli = xi (t);
If f (x̃li ) > f (x̃g), then xg = xli ;
End
End
7. Set x∗ = h(xg).
stylized and real data experiments. Throughout the analysis, we set the risk aversion
parameter γ in (2) equal to 10.
2.1 Parameter setting
The implementation of the PSOalgorithm is as usual in the literature (see e.g., [9,12,13,
15]). The swarm size n is set to 1000 particles, and the maximum number of iterations
is 1000. The position of particles xi, j is limited to [0, 1] at each iteration, because xi, j
represents the weight in a long-only portfolio in our experiments. Similarly, we box
constraint the velocity parameter by limiting its value to be less than one in absolute
values. As usual, the parameter of inertia weight w is set to the fixed value of 0.4. We
consider both fixed values for the acceleration factors c1 and c2, namely c1 = c2 = 1.5
and c1 = c2 = 2, as well as the following iteration-dependent setup, as described in
Ratnaweera et al. [14] and Tripathi et al. [16]:
c1(t) = (c1min − c1max)(t/T ) + c1max (5)
c2(t) = (c2max − c2min)(t/T ) + c2min, (6)
where c1max = c2max = 2.5 and c1min = c2min = 0.5 and T is the maximum number
of iterations. The results of all experiments are aggregated as the median value over
100 independent runs.
2.2 Evaluation on a stylized simulation setup
We first consider a stylized setup in which the solution is known. We assume there are
N = 500 stocks available in the investment universe, while the number of assets in
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the portfolio K is 10, 15, 20, 30, 40 and 50 stocks, respectively. The vector of mean
excess returns μ is 3% for the first K stocks, and 0 for the remaining ones. All 500
stocks have an annualized standard deviation of 15% and the correlations among them
are zero. The optimal solution is thus to equally weight the first K stocks.
Table 1 shows the results obtained for the two proposed PSO algorithms. The
table shows the percentage of correctly selected stocks in percentage points. In this
stylized setting, the global optimum is known and equals 100. For each algorithm, we
indicate the best results (out of the various implementations considered) in italics. It
can be observed that the CV-PSO algorithm could get the best result only by adopting
c1 = c2 = 2, whereas for the SV-PSO algorithm, it depends on K . For larger values
of K , it performs best by adopting the time variant c. For small values of K , the best
performance is achieved when c1 = c2 = 1.5.
For each optimization problem characterized by the choice of K , we put the best
performing algorithm in boldface. For small values of K , namely K = 10, 15 and 20,
the CV-PSO algorithm outperforms the traditional SV-PSO algorithm. To explain this
better performance for small values of K , we show for both the CV-PSO and SV-PSO,
their best trajectory in Fig. 1 for the same cardinality constraint as in Table 1. We
find that the SV-PSO algorithm reaches the optimal value quickly when K = 30, 40
and 50, but is caught in early stagnation when K = 10, 15 and 20. The CV-PSO
algorithm does not suffer from this type of early stagnation, as it reaches higher values
of the objective function in a rather smooth manner, at the cost of a slower speed of
convergence when K is larger.
2.3 Real data experiments
For the performance evaluation on real data, we use the Nikkei 225 publicly available
test data of Chang et al. [3]. It consists of the mean (μ) and covariance matrix () of
the weekly returns for the 225 components of the Nikkei 225 stock market index over
the period March 1992 to September 1997.1 We set the cardinality number K equal
to 5, 10, 15, 20, 30 and 50, respectively. All the experimental results of two proposed
PSO algorithms with various parameters on the real-life data are listed in Table 2,
where we have used similar notations as in Table 1. In particular, we indicate for each
optimization problem, the best performing algorithm in boldface. We find that, for
small values of K , namely K = 5, 10, 15 and 20, the CV-PSO algorithm outperforms
the traditional SV-PSO algorithm.2
Figure 2 shows the trajectory of the two algorithms for K = 5, K = 10, K = 15,
K = 20, K = 30 and K = 50. Note that, the SV-PSO is caught in early stagnation
1 We are grateful to the referee for recommending us to use publicly available test data. The data is available
at http://people.brunel.ac.uk/~mastjjb/jeb/orlib/files/port5.txt.
2 For this real-data setup, the best value of the objective function is unknown in practice. As a san-
ity check recommended by the reviewer, we have also optimized the function using an alternative
heuristic, namely Differential Evolution, as implemented in the R package DEoptim ([2]), and using
the sparse mapping function described at https://github.com/R-Finance/PortfolioAnalytics/blob/master/
sandbox/testing_DEoptim_cardinality_constraint.R. The results obtained are similar as those found for the
SV-PSO, both in terms of best value for the objective function and the shape of the trajectory.
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Fig. 1 Accuracy of selection at each iteration of the two proposed PSO algorithms. Note: We show the
trajectory for the best performing SV-PSO and CV-PSO algorithms for each value of K . The corresponding
numbers are indicated in italics in Table 1
when K is small. For small values of K , the CV-PSO algorithm is therefore more
reliable as it gradually improves to achieve the best value.
3 Conclusion
This work contributes to the use of particle swarm optimization (PSO) for solving
cardinality constrained binary optimization problems in which at most K elements
in the N-dimensional solution vector can be non-zero. We investigate whether the
velocity of particles should be driven by a sparse or continuous solution vector. The
traditional solution in Cura [5] and Deng et al. [6] is to use sparsity. We call this
the SV-PSO algorithm. We find that it suffers from early stagnation when K is small
compared to N . As a solution, we propose to set the velocity as a function of the
continuous solution vector. The convergence of the CV-PSO algorithm is slower, but
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Fig. 2 The average mean variance utility at each iteration of the two proposed PSO algorithms. Note: We
show the trajectory for the best performing SV-PSO and CV-PSO algorithms for each value of K . The
corresponding numbers are indicated in italics in Table 2
more effective and thus more reliable in solving the cardinality constrained binary
optimization problems when K is small compared to N .
The scope of our findings goes beyond the implementation of the particle swarm
heuristic for cardinality constrained portfolio optimization. In fact, many heuristics
use iterations in which the improved solution is found based on a function of the local
best values. A notable example is Differential Evolution, as implemented in the R
package DEoptim [1,2]. Our initial exploration shows that the use of sparsity in the
updating equation used inDifferential Evolution leads to similar results as for PSO.We
therefore expect similar gains for those heuristics when avoiding to impose sparsity
in the updating equations. A complete comparison across heuristics is an interesting
avenue for further research, which falls beyond the scope of this letter.
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