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Abstract 
 
Single-walled carbon nanotubes (SWNTs) are nano-cylinders obtained by wrapping one layer 
of graphene; due to their very high aspect ratio, they are the prototypical quantum confined 
one-dimensional systems. The unique mechanical, electronic and optical properties of 
SWNTs open up transversal application possibilities in many fields of science and technology, 
with particular emphasis on optoelectronics and photonics. A prerequisite for many of these 
applications is a thorough understanding of the nature and dynamics of their elementary 
excitations. This review aims at summarizing the current understanding of the ultrafast 
photophysics of SWNTs, based on two decades of experimental investigations. After 
discussing the morphological and electronic properties of SWNTs and introducing the 
different photogenerated species, we will briefly describe the ultrafast spectroscopic 
techniques most commonly used for their characterization. We will then present the 
experimental evidence that has led to establish the nature (singlet and triplet excitons, bi-
excitons, trions and free charges) and the relaxation pathways of photoexcitations in SWNTs. 
 
1 Introduction 
 
The discovery of Carbon Nanotubes (CNTs) is matter of debate.[1] Indeed, CNTs have 
been reported at least three times, in 1952, 1976 and then 1991.[2][3][4] Only in the XXI 
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century, however, CNTs have aroused a broad fundamental and technological interest, 
possibly due to the widespread awareness about nanotechnology. CNTs have unique physical 
properties that potentially suggest a broad range of applications in mechanics, 
microelectronics, bio-medicine, optoelectronics and photonics.[5][6][7][8][9][10][11][12] 
CNTs are continuous cylinders obtained by wrapping one (single-walled, SWNT) or more 
(multi-walled, MWNT) layers of graphene, with open or close ends.[4][11] In analogy with 
other carbon allotropes, such as fullerenes and graphene, in CNTs the carbon-carbon bonds 
arise from the overlap of both the sp2 orbitals, i.e. the strong σ bonds in the x-y plane, and the 
2pz orbitals, i.e. the weak π bonds in the z direction. The σ bonds are responsible for the 
structural (mechanical) properties of the material, while the π bonds govern their electronic 
properties. Over more than two decades of intense research, CNT production techniques have 
evolved from electrical discharge with graphite electrodes[4] to pulsed laser 
vaporization[13][14] and chemical vapour deposition.[15][16][17] Dispersion of CNTs in 
solution can be achieved with the use of surfactants or specific solvents and disparate sorting 
and separation strategies have been proposed.[18][19][20][21][22][23][24] 
There is a large crowd of CNTs. They have diameters ranging from 0.8 to 2 nm for 
SWNTs, and from 5 to more than 100 nm for MWNTs, and their length varies from hundreds 
of nm to centimetres [8] with a consequent very high aspect ratio, making them an excellent 
approximation of a one-dimensional (1D) quantum-confined solid. MWNTs are usually 
metallic and can transport currents up to 109 A/cm2.[25] Instead, SWNTs can be either 
metallic or semiconducting, according to the orientation of the graphene sheet with respect to 
the tube axis (i.e. the tube chirality). CNTs have outstanding mechanical properties, with 
elastic modulus approaching 1 TPa and a tensile strength of 100 GPa measured for an 
individual MWNT.[26] Moreover, individual SWNTs can have a very high thermal 
conductivity (3500	ܹ ݉ ∙ ܭ⁄ ) at room temperature, exceeding that of diamond, depending on 
the wall area.[27]  
 Nowadays CNTs, either pure or embedded in composite materials, are employed in a 
variety of innovative devices with enhanced mechanical, electronic and optical properties. 
Examples of their mechanical capabilities are artificial muscles: in 2009 CNT actuators from 
aerogel sheets, drawn from forests of MWNTs, have been employed as a low-elastic modulus 
rubber when stretched in the sheet-width direction,[28] while in 2012 large-stroke, high-
power, and high work-capacity yarn muscles that provide millions of cycles have been 
demonstrated, with a reversible actuation that is powered electrically, photonically or 
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chemically (by adsorption and desorption).[29] In microelectronics, highly pure SWNT 
samples are attractive for transistors because of their low electron scattering cross section and 
their tunable bandgap, which depends on the diameter and the chiral angle. Moreover, 
SWNTs are well-suited for field-effect transistor designs and high-k dielectrics.[30] SWNT 
thin-film transistors are particularly attractive for driving organic light-emitting diode 
displays, because they have shown higher electrical mobility [31] than amorphous silicon and 
can be deposited by low-temperature, non-vacuum methods. Recently, flexible SWNT thin-
film transistors with a mobility of 35 cm2/Vs and an on/off ratio of ≈  106 were 
demonstrated.[31][32] SWNTs have large non-linear optical susceptibilities [33] and ultrafast 
carrier relaxation times [34][35] that make them attractive materials for ultrafast photonics, 
permitting all-optical switching in optical communication network devices and their 
employment as saturable absorbers in mode-locked lasers.[36][37] Promising applications in 
optoelectronics also include efficient photodetectors [38][39] and photovoltaic devices,[40] 
where CNTs can act both as active and passive materials. Photocurrent in CNT-based 
photodetectors can be either photovoltaic, typical of semiconducting CNTs, or thermal, in the 
case of metallic CNTs.[41] Recently, a CNT-graphene hybrid photodetector with 
photoresponsivity exceeding 100 AW-1 and response time of ≈ 100 µs has been obtained.[39] 
On the other hand, photovoltaic devices made of a semiconducting CNT light-absorbing film 
and C60, acting as acceptor material, have reached internal quantum efficiencies of ≈ 80 - 
90%.[42][43] 
 This Review focuses on the elementary photo excitation dynamics in SWNTs as 
revealed by ultrafast spectroscopy: its aim is to summarize the current understanding of the 
overall photoexcitation scenario in SWNTs, including fundamental excitations, their 
deactivation pathways and the corresponding relaxation dynamics. This knowledge is an 
essential prerequisite in order to further promote the application of SWNTs in photonics and 
optoelectronics. In Section 2 we introduce the morphological and electronic properties of 
SWNTs and in Section 3 we list and discuss the different types of photogenerated species in 
SWNTs. After an overview of ultrafast spectroscopy techniques in Section 4, in Section 5 we 
report the ultrafast dynamics of the photoexcited species and coherent phonons in SWNTs, 
mainly focusing on the properties of semiconducting tubes. Finally, in Section 6 we present 
the open issues in the SWNTs photophysics and discuss how to address them with novel 
spectroscopic approaches. 
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2 Morphological and electronic properties of SWNTs 
 
 A SWNT has a honeycomb lattice of carbon atoms (graphene sheet) rolled into a 
hollow cylinder with nanometric diameter and with a length ranging between hundreds of 
nanometers and micrometers. The characteristics of SWNTs are intermediate between those 
of a single molecule and those of quasi-1D crystals with translational periodicity along the 
tube axis. As there are infinite ways of rolling the graphene sheet into a cylinder, defining the 
tube chirality, it is possible to produce a wide family of SWNTs with different microscopic 
structures, optical and electronic properties.[44] Since the morphology of SWNTs is 
intrinsically related to that of graphene, they are usually labeled in terms of the graphene 
lattice vectors. Their lattice constant is ܽ ൌ √3ܽ஼஼ ൎ 2.46	Հ , where ܽ஼஼ ൌ 1.42	Հ  is the 
distance between carbon atoms in the honeycomb lattice. The basis vectors ࢇሬԦଵ  and ࢇሬԦଶ 
depicted in Figure 1 are: 
 
 ࢇሬԦଵ ൌ ቆ√32 ;
1
2ቇ ܽ 
	ࢇሬԦଶ ൌ ቆ√32 ;െ
1
2ቇܽ	 
(1) 
while the chiral vector ࡯ሬԦ௛ is: 
 
 	࡯ሬԦ௛ ൌ ݊ࢇሬԦଵ ൅ ݉ࢇሬԦଶ ≡ ሺ݊,݉ሻ (2) 
with 0 ൑ |݉| ൑ ݊. From the chiral vector it is possible to calculate the tube diameter: 
 
 ݀௧ ൌ ห	࡯
ሬԦ௛ห
ߨ ൌ
ܽ
ߨඥ݊ଶ ൅ ݊݉ ൅݉ଶ 
(3) 
that is approximately 0.85 nm for the (6,5) chirality, depicted in Figure 1. 
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Figure 1. (a) Basis vectors ࢇሬԦଵ and ࢇሬԦଶ  and (b) chiral vectors ࡯ሬԦ௛  for (6,5) SWNTs.   indicates the angle between the zig-zag folding (dashed line) and the chiral vector for (6.5) SWNTs. 
  
The easiest approach to the study of the electronic properties of SWNTs consists in 
applying circumferential boundary conditions to the band structure of graphene, according to 
the so-called zone-folding approximation. The electronic structure of graphene was first 
studied in 1946 by P. R. Wallace [45] and follows from a simple nearest-neighbour tight 
binding (TB) approximation, which already highlights its peculiar linear dispersion. Carbon 
has four electrons in the valence band; in graphene, three of them hybridize in the 2sp2 
orbitals to create the carbon-carbon in-plane σ bonds while the fourth 2pz orbital creates the 
out-of-plane π bonds, responsible for the graphene conductivity.[45][46] Thus graphene can 
be treated as a periodic structure having one single conduction electron in the 2pz state, which 
is the ideal condition (electrons located at isolated atomic sites) for the application of the TB 
approximation. The two atoms in the unit cell give rise to a valence (π) band and a conduction 
(π*) band that touch at six points at the edges of the Brillouin zone. Due to symmetry, these 
points can be reduced to a pair of conical energy bands K and K’, independent of one another 
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at the position in the reciprocal space. In fact, close to the K and K’ points the energy 
dispersion in graphene is linear: 
 
 ܧሺ࢑ሻ ൌ 	േݒி԰࢑ (4) 
where ݒி ൌ ଷ௧ଶ԰ ܽ஼஼ ൎ 10଺	݉/ݏ is the Fermi velocity and ݐ ൎ 2.8	ܸ݁ is the nearest-neighbour 
hopping energy.[47] This dispersion relation corresponds to the Dirac equation 
 
 ܧ ൌ ܿ԰࢑ (5) 
where the Fermi velocity ݒி  replaces the speed of light ܿ . Interestingly, the Dirac-like 
electronic spectrum of graphene is independent of the approximation considered and it is only 
a consequence of the symmetry of the lattice.[45] We will now exploit the graphene 
dispersion relation to understand the electronic properties of SWNTs; for a detailed 
description of the graphene electronic properties see ref. [47]. The most significant physical 
properties of SWNTs (such as electrical mobility, electrical and optical band-gap, phonon 
energy) strongly depend on their chirality and diameter, and this is a quite unique effect in 
solid-state physics. In fact, the boundary conditions along the circumferential direction of the 
SWNT give rise to a set of discrete values for the allowed wave vectors, while in the axial 
direction of the SWNT the wave vectors remain continuous (in the case of infinite tubes).[44] 
By plotting the allowed “circumferential” wave vectors in the Brillouin zone of a graphene 
sheet (Dirac cones at K and K’ for valence and conduction bands), a series of parallel lines are 
generated, with length, number, and orientation that depend on the chiral indexes ሺ݊,݉ሻ of 
the SWNT (Figure 2). This is the so-called zone-folding approximation, in which the 
electronic band structure of a SWNT with a specific chirality is given by the superposition of 
the graphene linear electronic energy bands along the corresponding allowed wave-vectors. 
For this reason, the electrical bandgap in SWNTs depends on the chiral angle: a nanotube is 
metallic if the allowed wave-vectors cross the zero-gap ܭ point in the graphene Brillouin 
lattice. This happens when ݊ െ ݉ ൌ 3݈  (being ݈  an integer). Hence, 2 3⁄  of the chiralities 
correspond to semiconducting SWNTs, while 1 3⁄  correspond to metallic (or semimetallic) 
ones.[44] 
 It is worth noting that for small diameter SWNTs the curvature is so strong that a re-
hybridization among  and  states can occur, resulting in a significant alteration of their 
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electronic structure with respect to the zone-folding approximation.[48] Coupling effects 
between adjacent tubes represent another possible source of alteration of the electronic 
properties. In fact, SWNTs are usually grown in bundles of tens to hundreds of tubes by 
several techniques such as arc-discharge, chemical vapour deposition or laser ablation.[44] 
Such bundles contain tubes with different chirality and diameter. Indeed, with advanced 
synthetic routes it is possible to obtain well separated single nanotubes, and therefore 
dispersions or films of almost identical SWNTs have been reported.[16][17][49][50] 
Coupling effects between tubes in bundles are evident, even in an ideal monodisperse bundle. 
In fact, it has been demonstrated by ab initio calculations that bundles of pure (10,10) 
nanotubes (i.e. metallic tubes) already show the opening of a pseudo-gap of about 0.1 eV at 
the Fermi energy.[51] Also ambient contamination and doping due to water and oxygen 
molecules, often a consequence of the SWNT production process, can strongly modify their 
electronic properties.[52][53] 
 
Figure 2. Electronic band structure for a (5,5) metallic SWNT in the zone-folding approximation. (a) 
Brillouin zone of graphene with the allowed wave-vectors for the considered SWNT, (b) dispersion 
relation for the graphene plane and (c) resulting density of states. Reprinted with permission from [44]. 
 
3 Photogenerated species in SWNTs 
 
 The first optical studies on SWNTs were based on the assumption that their properties 
could be described by an independent free-electron model. In this picture, 1D quantum 
confinement leads to the creation of valence and conduction subbands and to the divergence 
of the density of states at the subband edges (Van Hove Singularities, VHS).  Indeed, the 
intense peaks observed in the absorption spectra were related to the energy differences 
between VHS in the valence and conduction bands for a given tube chirality. The selection 
rule ∆ݍ ൌ 0, being ݍ the azimuthal quantum number, guarantees that the strongest optical 
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transitions take place between subbands with the same angular momentum.[54]  Indeed, 
considering that the notation ܧ௜௝ (or ௜ܵ௝  for semiconducting SWNTs) represents a transition 
from the ݅ valence subband to the ݆ conduction subband, the favored transitions are those with 
݅ ൌ ݆ , such as ܧଵଵ, ܧଶଶ, ܧଷଷ  and so on. On the other hand, an optical excitation with 
polarization orthogonal with respect to the tube axis would lead to transitions between 
different subbands, such as ܧଵଶ, however with much smaller absorption cross-section with 
respect to those for parallel polarization. Such studies were summarized in the well-known 
Kataura’s plot [55] which collects on the same graph the ܧ௜௜ሺ݀௧ሻ transition energies as a 
function of the SWNT diameter ݀௧. The importance of this representation (Figure 3b) stems 
from an early remark by White and Mintmire [56] that the electronic transitions should not 
depend on nanotube chirality but only on its diameter. The predicted trend results in well 
separated ܧ௜௜ሺ݀௧ሻ lines of the Kataura’s plot.  
 
Figure 3. (a) Sketch of the ܧ௜௝  transitions, in the independent free-electron model, for a generic 
semiconducting SWNT. (b) Electronic transitions ܧ௜௜ሺ݀ሻ for all ሺ݊,݉ሻ values as a function of the SWNT diameter ݀௧ , with 0.7 ൑ ݀௧ ൑ 3	݊݉ . Crosses and open circles denote the peaks of semiconducting and metallic tubes, respectively. Solid squares denote ܧ௜௜ሺ݀ሻ values for zigzag tubes. Here γ0 is the nearest neighbor carbon-carbon interaction energy. Reprinted with permission from [57]. 
  
Although the diameter-only dependence of the transitions works remarkably well at 
low excitation energies, strong deviations can be observed in the Kataura’s plot for high 
energy transitions, as experimentally confirmed by accurate linear absorption studies on 
enriched ሺ݊,݉ሻ SWNTs.[58][59] In particular the ratio ܧଶଶ ܧଵଵ⁄ , predicted to be equal to 2 in 
the approximation of linear bands close to the Fermi level,[60] was experimentally found to 
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be significantly smaller,[58] leading to the so-called ratio problem.[61] Further, Bachilo et 
al.[58] reported the decrease of the photoluminescence (PL) intensity for SWNTs with small 
chiral angles (zigzag tubes), an effect that is hard to understand within the independent-
electron model. These deviations motivated several theoretical studies investigating electron 
correlation and excitonic effects in SWNTs. In a simple 1D generalization of the Mott-
Wannier model [62] excitons show divergence of the binding energy of the electron-hole 
pairs [63] and quenching of the Sommerfeld factor which compensates for the VHS at the ܧ௜௜ 
edge. More accurate ab initio calculations, confirmed by two-photon PL experiments [64][65] 
clearly showed that bound excitons, with binding energies of up to 1 eV, are primary 
photoexcitations in semiconducting SWNTs.[61][66][67][68] Such calculations were based 
on the solution of the Bethe-Salpeter equation in which also the electron-hole interactions are 
taken into account through the screened Coulomb interaction and an exchange term. This 
latter term also stabilizes triplet states, yielding potentially low-lying dark excitons with 
vanishingly small dipole matrix elements with the ground (singlet) state.[44] 
 Beyond excitons and triplets, also multiparticle species such as biexcitons and trions 
play a role in the photophysics of SWNTs, in particular in the limit of low inhomogeneous 
broadening and sufficiently high excitation fluence, such as those encountered in laser 
applications. Biexcitons are bound complexes formed by two excitons and are predicted to be 
surprisingly stable, having binding energies of approximately 50 െ 100	ܸ݉݁  for small 
diameter SWNTs.[69][70] Trions, instead, are three-particle charged species arising from the 
combination of an exciton with either a hole or an electron. They are predicted to be stable 
and detectable at room temperature in optically excited junctions with injected carriers or in 
doped SWNTs.[71][72] Moreover, ultrafast photogeneration of free charges in 
semiconducting SWNTs upon excitation of the first excitonic transition has been 
experimentally demonstrated by means of transient absorption experiments,[73][74][75][76] 
although in contrast with the excitonic model. 
This discussion shows that the photoexcitation scenario in SWNTs is quite complex, with 
the possibility of several species being generated simultaneously, depending on the excitation 
conditions, the SWNT type and the timescale of observation. In Section 5 we will show how 
ultrafast optical spectroscopy can shed light into the nature and the fate of photoexcitations in 
SWNTs.  
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4 Ultrafast optical spectroscopy 
 
 A number of ultrafast optical spectroscopy techniques, with time resolution from 
picoseconds down to a few femtoseconds, have been used to study the complex photophysics 
of SWNTs. Here, to facilitate the understanding of the results presented in Section 5 and to 
make this Review self-consistent, we provide a brief description of the most important 
experimental techniques that have been employed for SWNTs characterization. 
4.1 Pump-probe spectroscopy 
 
 Pump-probe is the most versatile and widely used ultrafast spectroscopy technique 
and provides invaluable information on the nature and the dynamics of the photogenerated 
species in molecules and solids. The principle scheme of a femtosecond pump–probe 
experiment is shown in Figure 4. A first energetic pump pulse, resonant with an electronic (or 
vibrational) transition of the system under study, promotes some population from the ground 
to the excited state; the subsequent system evolution is monitored by measuring the 
transmission (or reflection) change of a delayed, weak probe pulse, as a function of the time 
delay  between pump and probe pulses, typically controlled by a mechanical delay line. One 
usually detects the pump-induced variation of the probe energy measured by a slow detector, 
and the time resolution is determined by the instrument response function (IRF) of the 
apparatus, which is the cross-correlation between the intensity profiles of the pump and probe 
pulses.[77] The probe can be either an attenuated replica of the pump pulse, obtained by a 
beam splitter (degenerate pump-probe) or a pulse with a different colour (two-colour pump–
probe). In broadband (or hyperspectral) pump-probe spectroscopy [78] the probe is a 
broadband pulse, which is spectrally dispersed on an optical multichannel analyzer after the 
sample (Figure 4). One measures therefore a differential transmission (T/T) map, as a 
function of probe frequency pr and pump-probe delay : 
 
 ∆ܶ
ܶ ൫߱௣௥, ߬൯ ൌ
௢ܶ௡൫߱௣௥, ߬൯ െ ௢ܶ௙௙൫߱௣௥൯
௢ܶ௙௙൫߱௣௥൯  
(6) 
Ton and Toff being the transmission of the probe pulse with and without the pump pulse, 
respectively 
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Figure 4. Scheme of a pump-probe experiment. 
 
In order to relate the T/T signal to the photoexcitation dynamics, let us write the sample 
transmission, according to Lambert-Beer’s law, as: 
 ܶሺ߱ሻ ൌ ݁ିఈሺఠሻௗ (7) 
where ߙሺ߱ሻ is the frequency-dependent absorption coefficient and ݀ the sample thickness. 
For T/T << 1 we can easily derive
 ∆ܶ
ܶ ൫߱௣௥, ߬൯ ൎ െ∆ߙ൫߱௣௥, ߬൯݀ 
(8) 
The absorption coefficient can be expressed as ߙሺ߱ሻ ൌ ∑݊௜ ߪ௜ሺ߱ሻ , where ݊௜ are the 
populations (volume densities) of the ground state and the excited state(s) and ߪ௜ሺ߱ሻ are the 
corresponding absorption cross sections. We can then write: 
 ∆ߙ൫߱௣௥, ݐ൯ ൌ෍ሺߪ௜൫߱௣௥൯∆݊௜ሺݐሻ ൅ ݊௜ሺݐሻ∆
௜
ߪ௜ሺ߱௣௥, ݐሻሻ (9) 
The first term reflects the changes in the populations photoinduced by the pump pulse. The 
second term represents changes in the absorption cross section as a consequence of 
photoexcitation, which may be caused, for example, by the Stark effect due to photoexcited 
charges [79] or by bandgap renormalization.[80] Both terms will be important in the 
description of excited state dynamics of SWNTs. 
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 To understand the possible signals due to changes in populations, let us consider 
the system shown in Figure 5, which consists of a ground electronic state (|0ۧ) and two 
excited states (|1ۧ and |݊ۧ), each one with its vibronic progression. The pump pulse, resonant 
with the |0ۧ → |1ۧ transition, reduces the number of absorbers in the ground state, inducing, 
for a probe pulse with the same frequency, an absorption decrease; this is the so-called ground 
state bleaching (GSB), giving rise to a transmission increase (T/T > 0). At the same time, the 
pump pulse populates the excited state, so that a probe photon can stimulate it to emit back to 
the ground state; this stimulated emission (SE) signal, also causing a transmission increase 
(T/T > 0), occurs at probe frequencies equal or lower than the ground state absorption. For 
some probe frequencies GSB and SE overlap, while for others a pure SE signal is observed. 
Finally, the excited state populated by the pump pulse can absorb to the higher-lying level 
|݊ۧ; this so-called excited state absorption (ESA) causes a transmission decrease (T/T < 0). 
ESA can occur at any probe frequency, depending on the energy level structure of the 
molecule under study; in particular, it can sometimes spectrally overlap the GSB and SE 
signals and even overwhelm them. Note that a negative T/T signal, or photoinduced 
absorption (PA), is not always associated with an ESA; it can for example be due to 
absorption from a hot ground state [81] or to a change in the absorption cross section, such as 
a rigid shift, which leads to a transmission increase at some probe frequencies and decrease at 
others. 
 
Figure 5. Energy levels scheme of a molecular system and possible signals in a pump–probe 
experiment. 
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 Experimental systems for pump-probe spectroscopy vastly differ in terms of 
sensitivity, temporal resolution and spectral coverage. Femtosecond oscillators, with their 
high repetition rates (100 MHz) allow high sensitivity (down to T/T  10-7 in combination 
with high frequency modulation of the pump) [82] but only limited spectral coverage, which 
can be extended by pumping optical parametric oscillators (OPOs). These high frequency 
systems are typically used in a degenerate configuration. Amplified system greatly increase 
the peak power at the expense of repetition rate (which decreases to 1-10 kHz) and allow the 
generation of broadly tunable pulses by driving one or multiple optical parametric amplifiers 
(OPAs). In particular, non-collinear OPAs (NOPAs) enable the generation of broadband, sub-
10-fs light pulses dramatically increasing the temporal resolution of the experiment.[83] Also 
amplified systems provide sufficient peak power for white-light continuum (WLC) generation 
in a transparent bulk material, such as a sapphire or a CaF2 plate; WLC, thanks to its superior 
stability and spatial beam quality, provides the ideal probe for hyperspectral pump-probe.  
Figure 6 shows the schematic of a typical pump-probe system with hyperspectral detection. It 
starts with an amplified Ti:sapphire laser, working at 1-10 kHz repetition rate, whose output is 
split into two branches: one drives an OPA, generating the pump pulses, while the other 
generates a WLC probe by focusing into a sapphire (or CaF2) plate. Pump and probe are non-
collinearly focused on the sample and the transmitted probe, spatially selected by an iris, is 
focused on a multichannel detector, typically an optical multichannel analyzer (OMA) 
capable of single-shot detection at the full laser repetition rate.[84] This system allows 
recording a ∆்் ൫߱௣௥, ߬൯	 map with 100-fs temporal resolution and spectral coverage from the 
UV (400 nm with sapphire, 320 nm with CaF2) to the near-IR (1.6 m).  
 
 
Figure 6. Femtosecond pump–probe setup with broadband detection using white light generation. BS, 
beam splitter; OMA: optical multichannel analyser; WLG: white light generation; SHG: second 
harmonic generation; OPA: optical parametric amplifier. 
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4.2 Photon-echoes and two-dimensional spectroscopy 
 Pump-probe spectroscopy is a powerful tool for the study of population dynamics 
(or longitudinal relaxation time T1), but does not provide any information on the dephasing 
time of the photoexcitations (or transverse relaxation time T2). Dephasing can be measured by 
photon echo, which is a form of non-collinear degenerate four-wave-mixing 
experiment.[85][86] In a photon echo experiment the system interacts with a sequence of 
three non-collinear equal pulses, with relative delays  and T (see Figure 7): pulse 1 (with 
wave vector ࢑૚) generates a polarization in the sample, which interferes with the field of 
pulse 2 (with wave vector ࢑૛) creating, thanks to the non-collinear interaction geometry, a 
spatial population grating. Finally, pulse 3 (with wave vector ࢑૜) interacts with the grating, 
giving rise to a third order nonlinear polarization ܲሺଷሻሺ߬, ܶ, ݐሻ which radiates a field in the 
phase-matched direction ࢑૛ െ ࢑૚ ൅ ࢑૜. The experiment measures the energy Udiff of the echo 
signal, which is 
 ܷௗ௜௙௙ሺ߬, ܶሻ ൌ න หܲሺଷሻሺ߬, ܶ, ݐሻหଶ݀ݐ
ାஶ
ିஶ
 (10) 
Since the macroscopic polarization created by pulse 1 decays with the dephasing time T2, also 
the strength of the population grating will decay on a comparable timescale. Therefore, 
measuring the echo energy as a function of  allows to obtain T2, according to the expression: 
 
 ܷௗ௜௙௙ሺ߬, ܶሻ ∝ ݁ݔ݌ሺെ ߬ 4 ଶܶ⁄ ሻ (11) 
for the limit of large inhomogeneous broadening. If, on the other hand, one varies the delay of 
the third pulse T, the echo energy measures the decay of the population grating: 
 
 ܷௗ௜௙௙ሺ߬, ܶሻ ∝ ݁ݔ݌ሺെܶ 2 ଵܶ⁄ ሻ (12) 
obtaining an information similar to pump-probe. If the three interactions occur with distinct 
pulses, we talk about three-pulse photon echo (3PPE);[86] if the second and third interaction 
occur with the same pulse (so that T = 0 and ࢑૜ ൌ ࢑૛) we talk about two-pulse photon echo 
(2PPE) [85] and the signal is emitted in the direction 2࢑૛ െ ࢑૚ . In some cases the time 
constant for the decay of the echo signal is comparable or shorter than the IRF of the 
apparatus, so that it becomes difficult to reliably extract it by deconvolution. In such case it is 
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possible to measure simultaneously also the signal in the direction ࢑૚ െ ࢑૛ ൅ ࢑૜ (or 2࢑૚ െ
࢑૛	for the 2PPE), which, since the roles of pulses 1 and 2 are reversed, is emitted for  < 0. 
The signals in the two directions are mirror images with respect to τ = 0, and the time shift of 
their peaks (photon echo peak shift, PEPS) [87] can be shown to be proportional to T2. 
Measurements of the PEPS allow to reliably extract dephasing times even when they are 
much shorter than the IRF of the system. 
 
 
Figure 7. Two pulse (a) and three pulse (b) photon-echo schemes.  
  
 Two-dimensional electronic spectroscopy (2DES) [88] can be seen as a natural 
extension of photon echo spectroscopy, in which the echo signal is fully measured in 
amplitude and phase by optical heterodyning with an additional phase-locked pulse, the local 
oscillator (LO). This allows to fully retrieve the third-order polarization ܲሺଷሻሺ߬, ܶ, ݐሻ . By 
Fourier transforming with respect to τ and t for a fixed value of the “waiting time” T, one 
obtains ܲሺଷሻ෪ ሺ߱ఛ, ܶ, ߱௧ሻ	as a function of “excitation frequency” ωτ and “detection frequency” 
ωt. So far two schemes have been successfully used to implement 2DES in the visible range: 
the heterodyne detected 3PPE [89] and the partially collinear pump-probe geometry.[90] The 
heterodyne-detected 3PPE (Figure 8a) exploits the non-collinear interaction geometry 
between the three driving pulses to emit the four-wave-mixing echo signal in a background-
free direction, dictated by phase-matching. The echo signal, proportional to the third-order 
nonlinear polarization, is fully resolved in amplitude and phase using spectral interferometry 
with a fourth heterodyning pulse (the LO). The heterodyned signal is detected with a 
spectrometer, which optically Fourier transforms the signal generating the t axis; a 
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numerical Fourier transform with respect to  is used to generate the  axis. This scheme has 
the advantage of a background-free configuration but the drawback of requiring 
interferometric stabilization of two pulse pairs (pulses 1-2 and 3-4 respectively). In most 
implementation of 2DES, phase locking has been achieved by using as beam splitters 
diffractive optics,[89] or by active path-length stabilization.[91] The partially collinear pump-
probe geometry requires two phase-locked collinear pump pulses and a non-collinear probe 
pulse, which is dispersed on a spectrometer (Figure 8b). The probe pulse has the dual 
purpose of generating the nonlinear polarization and heterodyning it (self-heterodyning 
configuration). Advantages of this configuration are its simplicity and the fact that it 
automatically measures absorptive spectra, which are the most direct to interpret. An 
additional advantage of this geometry is that it easily lends itself to the extension to two-color 
2DES. The collinear phase-locked pump-pulse pair can be generated by a balanced 
Michelson/Mach-Zehnder interferometer with active stabilization [92] or by a pulse shaper, 
which inherently provides interferometric stability due to the common path of the two pulses. 
Sinusoidal modulation of both amplitude and phase is required for the generation of a pulse 
pair. Several solutions, including liquid crystal spatial light modulators [93] acoustooptic 
modulators [90] and acousto-optic programmable dispersive filters [94] have been proposed. 
Finally, a passive interferometer using a sequence of birefringent wedges has been 
demonstrated.[95] 
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Figure 8. Scheme of the two experimental setups used for 2DES: (a) heterodyne detected three pulse 
photon echo and (b) partially collinear pump-probe geometry. 
 
4.3 Impulsive coherent vibrational spectroscopy 
 Nowadays mode-locked Ti:Sapphire oscillators and NOPAs allow to produce 
light pulses with sub-10-fs duration, i.e. much shorter than typical periods of vibrations in 
molecules or phonons in solids. Photoexcitation with such short pulses generates coherent 
vibrational wavepackets in both the excited and the ground potential energy surfaces 
(PES).[96] Impulsive coherent vibrational spectroscopy (ICVS) enables direct time-domain 
detection of vibrational motions at frequencies as high as 2100 cm-1 (16 fs period).[97] To 
understand the generation of ground and excited state vibrational coherences, we recall that 
pump-probe spectroscopy, being a third-order nonlinear experiment, involves three field 
interactions with the sample.[98] The prominent term, bearing information on the material, 
has two field interactions with the pump, creating a population which is then interrogated by 
the probe field. For short pump pulses, excited state oscillations are observed when the two 
fields in the pump pulse excite a vibrational wavepacket (i.e. a coherent superposition of 
vibrational eigenstates) on the electronic excited state PES, which then subsequently oscillates 
back and forth leaving and returning to the Frank–Condon region. Ground state oscillations 
are generated when the first field induces a polarization wavepacket on the excited state PES, 
which is then allowed to propagate for some time so that the second field brings the 
wavepacket back down to the ground state, displaced from the hole left behind. This 
mechanism is known as Impulsive Stimulated Raman Scattering (ISRS).[99] In this case, the 
two sequential field interactions result in an impulsive resonant Raman process that transfers 
momentum from the light pulse to the ground state wave function using the excited state as an 
intermediary. In practice ICVS is performed in an hyperspecrtral pump-probe contifuration 
and measuring, for each probe frequency pr, oscillations of the T/T signal as a function of 
pump-probe delay . By analyzing the probe wavelength dependence of the amplitude and 
phase of the coupled modes, ICVS provides insight on the structure of the ground and excited 
state PES. 
5 Ultrafast spectroscopy of SWNTs 
 
 In this section we concentrate on the role of ultrafast spectroscopy in the study of 
the photophysics of SWNTs, with particular emphasis to the key experimental results that led 
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to the understanding of their intrinsic electronic and optical properties and to the more recent 
and still debated issues. In the first part we will discuss the experiments which have allowed 
to establish the excitonic nature of the SWNTs optical transitions and to reveal their intrinsic 
properties (e.g. exciton binding energy, size, mobility) and dynamics. Subsequently we will 
study other photo-excited species (e.g. charges, triplets, biexcitons) with particular attention 
to their role in the optical response of the sample and finally we will present time-domain 
studies of the SWNTs vibrational response. 
 
5.1 Excitons  
 
5.1.1 Binding energy 
 
 The most convincing experimental evidence regarding the excitonic nature of 
SWNTs’ optical resonances and their binding energy was obtained by two-photon excited PL 
(2PPL).[64][65][100] The presence of sharp peaks in the linear absorption spectrum of 
SWNTs, in fact, can be attributed either to excitons or to the presence of VHS in a 1D 
confined semiconductor, and a simple linear experiment can hardly distinguish between these 
two interpretations. On the other hand, a two-photon absorption experiment can distinguish 
between states of different symmetry in the Rydberg series of an excited state. In fact, in 
analogy to the 3D hydrogen atom, the excited states, in the case of 1D excitons, can have odd 
(u) or even (g) symmetry, which correspond to the s and p orbitals of the hydrogen atom 
model. Due to optical selection rules, a one-photon transition accesses the 1s state while a 
two-photon absorption ends up on the p-symmetry excited state (Figure 9). A 2PPL 
experiment gives simultaneous information about the two-photon absorption energy (i.e. the 
energy of the accessed even 2p excited state) and the corresponding one-photon PL emission 
energy (i.e. the single-photon emission and absorption of the 1s state). By combining this 
information with the energy difference between the 2p state and the continuum (also obtained 
by the 2PPL experiment) one can derive the exciton binding energy (i,e, the energy difference 
between the continuum and the 1s state). Experiments were performed exciting the SWNTs 
with tunable ultrashort pulses in the near infrared (0.6-1 eV photon energy) generated by 
either an OPA [64] or an OPO [65] and detecting the corresponding 2PPL. The evidence of a 
large energy gap, of the order of hundreds of meV, between the two-photon absorption and 
the PL emission energies was decisive to rule out the band picture of optical transitions in 
SWNTs and confirm their excitonic nature. This experiment also allowed to obtain the 
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exciton binding energy for a large number of semiconducting SWNTs,[101] which turns out 
to be several hundreds of meV, i.e. a significant fraction of the SWNT bandgap. This result 
should be compared to typical binding energies for the excitons in 3D semiconductors, which 
are of the order of a few meV,[102] i.e. much smaller than kT at room temperature. Therefore 
excitons are the dominant photoexcitations in SWNTs even at room temperature, while they 
are completely ionized in bulk seminconductors. Moreover, Wang et al. [64] observed a broad 
energy linewidth of the 2p state that they attribute mainly to the ultrafast decay from the 2p to 
the 1s state. An ultrafast pump-probe experiment with two-photon excitation, being able to 
follow in real time the relaxation of the 2p state, could thus provide new insights into the 
fundamental properties of excitons. The excitonic nature of SWNTs optical transitions was 
demonstrated also by means of femtosecond pump-probe experiments,[103][104][105] with 
the observation of an extremely rapid exciton-exciton annihilation [105] and the appearance 
of ESA bands originating from transitions between the first exciton S11 and the onset of the 
continuum [104] or between excitonic excited states.[103] 
 While the two lowest lying excitons (S11 and S22) in semiconducting SWNTs are 
strongly bound, Raman experiments have highlighted significant differences for the higher 
lying excitonic transitions,[106][107][108] suggesting that they might arise from free 
electron-hole pairs. The nature of these transitions is still a matter of debate, since a simple 
tight binding model completely fails in the assignment of the S33 transition energy [57] and 
predicts binding energies [67] even larger with respect to S11. Experiments, on the contrary, 
suggest very low or even vanishing binding energies, although it is still not clear whether the 
S33 is excitonic in nature.[107][109] Recently, we obtained a binding energy of ≈ 80 meV for 
the S33 exciton in (6,5) semiconducting SWNTs [110] by means of broadband pump-probe 
spectroscopy.  
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Figure 9. Schematic picture of a one- and two-photon PL experiment. E11 indicates the single-particle 
transition between the lowest subbands, namely the first VHS obtained with tight binding calculations. 
a) A one-photon absorption ends up in an excited state with odd symmetry (1u or 1s) while b) two-
photon absorption creates an excited state with even symmetry (2g or 2p). Emission always occurs 
from the lowest one-photon active state. c) Two-photon luminescence spectra of carbon nanotubes of 
different chiralities, plotted as a function of excitation and detection (emission) wavelength. Reprinted 
with permission from [65]. 
 
5.1.2 Size and mobility 
 
 Having established by 2PPL that the primary photoexcitations in SWNTs are 
excitons, ultrafast pump-probe experiments were crucial to determine the exciton size and 
mobility. The electron-hole distance (or correlation length, or “exciton size”) gives direct 
information about the electronic structure and physical properties of the material, such as 
screening, Coulomb attraction, binding energy, exchange interaction and confinement of 
wave-functions. Moreover, measurement of the exciton size allows distinguishing between 
the loosely bound Wannier-Mott excitons, typical of covalent semiconductors where the 
electron-hole distance is much larger than the lattice constant, and the tightly bound Frenkel 
excitons, typical of molecular solids, where the electron-hole distance is comparable to the 
lattice constant. Theoretical works [68][111] predicted an exciton size in the order of 1-2 nm, 
which was experimentally confirmed in the work of Wang et al. [64] by an approximate 
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estimation of ܴ ൌ 1.2	݊݉, being ܴ the electron-hole distance, thus confirming the picture of a 
strongly bound exciton. A more precise and detailed estimation of the exciton size, in (6,5) 
SWNTs hails from the work by Lüer et al..[112] Using pump-probe spectroscopy with 15-fs 
temporal resolution, it was possible to measure the GSB of the S11 transition before the onset 
of any relaxation dynamics. The exciton size was then obtained by a pump fluence dependent 
measurement (Figure 10) of this GSB signal interpreted in view of the phase space filling 
theory.[113] This experiment confirmed an exciton size of 2 േ 0.7	݊݉, in agreement with 
theoretical predictions; this value, which should be compared to the lattice constant of 0.14 
nm, definitely proved the conjecture that excitons in SWNTs can be described by a Wannier-
Mott picture. Based on the same intensity dependent measurements and considering exciton-
exciton annihilation in the exciton rate equations, Lüer et al. [112] were able to measure also 
an exciton diffusion coefficient of ܦ~0.1	ܿ݉ଶݏିଵ. This value is much smaller with respect to 
other values obtained from pump-probe depolarization spectroscopy,[103] fluorescence 
quenching,[114] CW and time-resolved fluorescence spectroscopy.[115] This discrepancy can 
be explained in terms of the temporal resolution of the different experiments, which probe 
species with different mobility: an ultrafast pump-probe experiment is able to probe the initial 
population, i.e. the short-lived excitons that are also the most abundant, while 
photoluminescence is sensitive to long-lived excitons, which show much higher diffusion 
coefficients 
 
Figure 10. a) Two-dimensional -T/T spectrum in the S11 GSB of a (6,5) enriched SWNT sampleafter 
pumping with 15 fs pulses centered at 960. b) Maximum differential absorption A from the pump-
probe spectra at zero pump-probe delay as a function of the absorbed pump photon fluence in the 
linear regime. The solid line is a linear regression through the origin. The experiment was done with 
different samples, as indicated. The error bars reflect the uncertainty in the incident light fluence. 
Adapted from Reference [112]. 
 
5.1.3 Dephasing time  
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 Information on the exciton dephasing times in SWNTs was obtained by photon 
echo and 2DES experiments. The earliest experiments of 2PPE [116] and 3PPEPS [117] on 
semiconducting SWNTs demonstrated that the first excitonic subband ଵܵଵ  is 
inhomogeneously broadened. The homogeneous linewidth of the transition derives from both 
fluence dependent exciton-exciton interactions and temperature-dependent exciton-phonon 
interactions. A more recent and detailed analysis by Graham et al. [118] confirms these 
results and examines in depth all the contributions to the dephasing time. The dephasing time 
ଶܶ , i.e. the time on which the polarization of the exciton transition persists after 
photoexcitation, is inversely proportional to the homogeneous linewidth, that is related to the 
pure dephasing time ଶܶ∗  and to the population decay time ଵܶ  through the relation 1 ଶܶൗ ൌ
1 2 ଵܶൗ ൅ 1 ଶܶ∗ൗ . Typically, ଵܶ is much longer with respect to ଶܶ
∗ and thus ଶܶ~ ଶܶ∗. This is not 
true for SWNTs, where the fastest decay component of the first exciton, which typically 
causes the relaxation of more than 50% of the total excited population, is of the order of the 
dephasing time. Accordingly photon-echo experiments, which probe only the dephasing time 
ଶܶ, are not enough for the investigation of all the contributions to the homogeneous line-width 
and pump-probe measurements are required in order to extrapolate the population decay time 
ଵܶ. At room temperature Graham et al. [118] obtained ଶܶ ൌ 205	݂ݏ, ଵܶ ൌ 372	݂ݏ and ଶܶ∗ ൌ
283	݂ݏ. Although this relatively high value of ଶܶ∗, which is typical of a low exciton-phonon 
coupling, might be unexpected in SWNTs (due to their well-defined vibrational modes and 
large surface area exposure to the surrounding environment), it is in good agreement with the 
high motional narrowing retrieved from the temperature dependent 2PPE decay profile. The 
dephasing time of the second excitonic subband ܵଶଶ for a (6,5) SWNT was instead retrieved 
with a one-color pump-probe experiment.[119] Fitting with a third-order polarization model 
the saturation behavior of the pump-probe signal, Schneck et al. obtain a total dephasing time 
ଶܶ ൌ 36	݂ݏ. This is dominated by the pure dephasing time ଶܶ∗ while the ultrafast component 
of the population time ଵܶ remains unvaried over the explored pump fluences. Graham et al. 
[120] performed 2DES on the S22 transition of the (6,5) semiconducting SWNTs using 12-fs 
pulses from a NOPA. The 2DES maps display cross peaks that correspond to the energy 
transfer from the phonon sidebands to the S22 state, mediated by second-order exciton phonon 
coupling processes. These measurements demonstrate that such phonon sideband states are 
indeed bound to the singlet S22 exciton and help to shed light into non-radiative decay 
processes in SWNTs.  
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5.1.4 Exciton dynamics  
 
 The understanding of exciton dynamics and their relaxation pathways is of 
fundamental importance in view of possible applications of SWNTs in photonics and 
optoelectronics. Ultrafast optical spectroscopy is extremely useful in the determination of all 
the processes that are involved in the radiative and non-radiative relaxation, taking into 
consideration interactions with phonons, defects and impurities, charges or other excitons. 
Despite the large body of available experimental work, still the scenario is not fully 
understood, due to the complexity of the system itself, with its set of direct or indirect 
photoexcited species such as charges, biexcitons, trions, triplets,[121] and the strong effect of 
different environments.[122] Some key experimental results help clarifying the situation; in 
the following we will try to derive a schematic representation of SWNTs excited state 
dynamics based on inter- and intra-band transitions and exciton-exciton interactions.  
 Early ultrafast spectroscopy studies on semiconducting SWNTs [103][123][124] 
established that, when excited to higher energy levels, they rapidly relax to the lowest energy 
exciton, on a timescale comparable to the typically available 100-fs temporal resolution. This 
inter-subband (S22S11 and S33S11) relaxation dynamics was first resolved by two-color 
pump-probe spectroscopy with few-optical-cycle pulses,[35] namely by direct excitation of 
the second and third excitonic transition (S22 and S33) and detection of the first exciton (S11) 
buildup  
Figure 11). In this experiment short-pulse NOPAs were used for both excitation and detection. 
The relaxation dynamics are retrieved both from the delayed formation of a high energy PA 
signal (interpreted as an ESA from S11 to higher lying excitonic subbands [103]), as shown for 
the dynamics at 2.15 eV in  
Figure 11d, and the delayed buildup of the S11 exciton GSB, as shown for the dynamics at 
0.92 eV in  
Figure 11c, upon excitation of S22 in the visible spectral range. On the contrary, these two 
signals form instantaneously upon excitation of S11 at 0.92 eV ( 
Figure 11a and b). This experiment defines the time scale ( 40 fs) of the ultrafast inter-
subband relaxation, with longer recovery times for higher excitation energy (i.e. larger excess 
energy to be dissipated). Non-resonant excitation at higher energies with respect to the first 
excitonic subband also relaxes into the lowest available excitonic energy site,[125] but very 
little is known about the internal conversion mechanisms.[40] Recently, near-infrared PL 
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upon photoexcitation at an energy well below that of the exciton emission at room 
temperature was also demonstrated.[126] This was attributed to efficient one-phonon-assisted 
up-conversion processes enhanced by accidentally or intentionally embedded localized states. 
 
Figure 11. T/T dynamics of SWNTs excited at 0.92 eV and probed (circles) at a) 0.95 eV and b) 2 
eV. The figure also shows (solid line) the fit and the pump pulse autocorrelation (squares). The inset in 
(b) shows the measurement on a longer time scale. To the right, differential transmission dynamics of 
SWNTs excited in the visible and probed (circles) at c) 0.92 eV and d) 2.15 eV. Inset in (d) shows 
intensity dependence of the dynamics at 2.15 eV. Adapted from Reference [35]. 
  
 After the ultrafast internal conversion to S11, the temporal evolution of 
semiconducting SWNTs is governed by the dynamics of the lowest excitonic transition. A 
striking properties of SWNTs is their very low PL quantum yield, of the order of  = 10-410-
3 [59][127][128] which indicates the presence of efficient non-radiative decay channels. From 
theoretical estimates of the radiative decay time in SWNTs rad ≈ 100 ns, based on the 
oscillator strength of the excitonic transitions,[127] one therefore gets for the non-radiative 
decay time nr 10100 ps, in good agreement with experimental observations. In the 
following we will therefore concentrate on decay processes up to ≈ 100 ps. According to the 
excitation fluence, the excitonic population dynamics can be described by a two- or three-
component exponential decay.[129][130] Chou et al. [130] found, for a sample of (6,5) 
enriched SWNTs, three time constants ௙߬௔௦௧~700	݂ݏ , ߬௜௡௧~2 െ 3	݌ݏ  and ߬௦௟௢௪~50	݌ݏ 
(Figure 12). The fast sub-ps dynamics strongly depends on the pump fluence and it is usually 
dominated by bimolecular Auger processes.[105][131][132] The Auger process (also known 
as exciton-exciton annihilation) is a two-exciton interaction process, in which one exciton 
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recombines to the ground state and the other is promoted to a higher excitonic state or 
dissociates into a free electron-hole pair (see Figure 13).  
 
Figure 12. Differential transmission (in natural log scale) for the first exciton S11 in a (6,5) SWNT. 
The three decay components ( ௙߬௔௦௧, ߬௜௡௧, ߬௦௟௢௪) are due to Auger recombination, D-phonon mediated 
decay and exciton radiative lifetime respectively. Reprinted with permission from [130].   
 
For a 1D system such as SWNTs the annihilation process can be described by the following 
rate equation for the exciton concentration nexc: 
 
 ݀݊௘௫௖
݀ݐ ൌ െߛݐ
ିଵ/ଶ݊௘௫௖ଶ  (13) 
where the t-1/2 dependence of the annihilation rate reflects the variable distance between the 
interacting excitons.[133] In fact the maximum annihilation rate corresponds to the distance 
between nearest neighbors, while the rate decreases as the excitons diffuse away from each 
other with time. The opposite process of bimolecular exciton-exciton annihilation is Multiple 
Exciton Generation (MEG), which was demonstrated in SWNTs by Wang et al..[134] MEG, 
also known as carrier multiplication, consists in the generation of two excitons following 
absorption of one photon with energy higher than twice the bandgap (see Figure 13). MEG 
was identified in (6,5) SWNTs by following the appearance of a sub-ps dynamics at very low 
pump fluences when the excitation photon energy is higher than twice the energy gap; a 
quantum yield for MEG of 110(130) % was measured for excitation at 400(335) nm. The 
MEG process, enhanced by the strong electron-hole confinement in SWNTs, is particularly 
promising for photovoltaic applications, as it would allow to obtain higher photon-to-current 
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conversion efficiencies with respect to the Shockley-Queisser limit.[135] Recent experiments 
on ultra-narrow graphene nanoribbons (GNRs) found an extremely efficient exciton-exciton 
annihilation rate,[136] in good agreement with the values obtained for 
SWNTs.[105][131][132] This result clarifies the fundamental importance of the reduced 
dimensionality for this nonlinear relaxation mechanism.  
 
 
Figure 13. Sketch of exciton-exciton annihilation (left) and MEG (right) processes. In the high 
excitation regime due to exciton-exciton annihilation one exciton recombines to the ground state while 
another is promoted to a higher energy level. Multiple Exciton Generation is the dual of this process, 
in which, upon absorption of a high energetic photon, two low-energy excitons are formed.  
 
The intermediate, picosecond decay component was attributed to a phonon-mediated process, 
in which the absorption of a D-phonon determines the trapping of the exciton into a dark 
state.[130][137] Finally, the slow decay component contains contributions from both a weak 
radiative recombination process and a dominant phonon-assisted relaxation process [130] and 
it appears to be stronger in samples with strong PL. [138] 
 A more direct measurement of SWNTs exciton lifetime can be obtained with 
time-resolved PL. In fact, pump-probe experiments are sensitive to both the emitting and the 
non-emitting species, so that the generation of long-lived non-emitting species such as triplet 
excitons or charge carriers would still result in the GSB of the excitonic transition; time-
resolved PL experiments, on the other hand, only measure the excited states which emit light. 
Experimental results on isolated SWNTs obtained mono- [127][139] and bi-exponential [140] 
decays with PL lifetimes ranging from tens to hundreds of ps and highlighted the importance 
of non-radiative decay channels associated to the presence of trap states.[139] Such trap states 
can be either extrinsic, i.e. due to tube defects or intrinsic, i.e. due to the fine structure of the 
excitonic transition. It has in fact been predicted theoretically that the band edge exciton is 
split into two states, one bright (of odd parity) and one dark (of even parity), located a few 
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meV below the bright one; the two states thermalize via interaction with acoustic 
phonons.[140] The existence of a broad and featureless low-energy (below the optical band-
gap) absorption band, that we have recently measured experimentally,[141] might further 
explain the importance of the non-radiative recombination channels.   
 Interestingly, in some cases ultrafast pump-probe experiments have also observed 
power law, i.e. ∆ܶൗܶ ∝ ݐି଴.ହ, instead of multi-exponential decay dynamics for the excited 
state recombination in semiconducting SWNTs. Such dynamics is characteristic for geminate 
recombination following a random walk in a 1D system [142] and has been attributed to 
either triplet-triplet annihilation,[143][144] diffusion limited exciton-exciton recombination 
[145] or one-dimensional geminate recombination of photogenerated free charges.[110] 
      The picture presented so far focuses only on the excitonic signature in ultrafast pump-
probe experiments. The ultrafast dynamics of SWNTs, however, cannot be satisfactorily 
described by just considering the excitonic signal. In fact, the exciton GSB signal, commonly 
used for the study of exciton dynamics, is actually a consequence of ground-state depletion or 
filling of the free-carrier continuum of states and thus it does not descend directly from 
exciton generation. This leads to the risk of confusing the exciton lifetime with the time 
needed for ground-state recovery of other photo-excited species, such as free e-h pairs, which 
still bleach the excitonic transition. In the next section we will discuss the role of the different 
photo-excited species by following their spectroscopic signature in pump-probe experiments.  
 
5.2 Beyond excitons 
 
 In the two decades since their discovery, the interpretation of the optical and 
electronic properties of SWNTs has dramatically evolved. As previously discussed in section 
3, the first studies of this ideal 1D system used a tight-binding model and led to the idea that 
VHS and free carriers were responsible for both the optical and the electronic response. The 
evolution of this early conjecture opened to the study of new photo-excited species, from 
excitons [64][65][66] to biexcitons,[70][146][147] triplets [148][149] and 
trions.[71][72][150] In addition, evidence of the generation of free charges upon 
photoexcitation has also been obtained.[73][74][75] This complex scenario is still far from 
being fully understood and complicates the interpretation of ultrafast pump-probe experiments.  
 A bi-exciton (XX) is a four-particle state consisting of two bound excitons and 
has been predicted to have a large binding energy (of the order of 100 meV) in SWNTs.[151] 
Colombier et al. [70] detected the presence of biexcitons in SWNTs embedded in a gelatine 
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matrix by means of nonlinear optical spectroscopy, reporting a binding energy for the (9,7) 
tube of 106 meV, in excellent agreement with theoretical predictions. The spectroscopic 
signature of the bi-exciton is an ESA band, corresponding to the XXX transition, which is 
red-shifted with respect to the S11 transition by an amount corresponding to the bi-exciton 
binding energy. The exciton to bi-exciton transition was also used to interpret the ESA bands 
observed in pump-probe experiments on individual chirality selected SWNTs.[147][152] 
Recently, bi-excitons with comparable binding energies have also been identified in 
GNRs,[136] which share many of the spectroscopic properties of SWNTs. Charged excitons, 
or trions (X*), are another class of many-body excitations and consist to an exciton which is 
bound to a charge, either an electron (negative trion) or an hole (positive trion). Similarly to 
bi-excitons, 1D quantum confinement in SWNTs leads to an increase in the trion binding 
energy.[72] Trions in SWNTs were detected by measuring the PL spectra of individual tubes 
at high excitation densities.[150] In addition to the emission from the singlet exciton and a 
phonon sideband, a red-shifted chirality dependent peak is observed, which is attributed to 
emission from trions (X*), in which the charge is formed by bimolecular exciton-exciton 
annihilation. The trion binding energy, depending on the tube chirality, ranges between 100 
and 200 meV. Park et al. [148] studied polymer-wrapped (6,5) SWNTs and demonstrated the 
formation of triplet states by rapid intersystem crossing (ISC), with time constant ISC  20 ps 
and moderate efficiency (ISC = 51 %). These triplet states are long-lived T  3010 s and 
their spectroscopic signature is a PA band red-shifted with respect to the S11 band and 
corresponding to the T1Tn transition. Stich et al. [143] found triplet-triplet annihilation to be 
responsible for delayed fluorescence from SWNTs. Both T/T and time-resolved PL signals 
display a t-1/2 power-law decay which is characteristic of diffusion-limited annihilation in a 1D 
system. The above discussed complex photoexcitation scenario in SWNTs is summarized in 
Figure 14. 
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Figure 14. Sketch of three different possible photoexcited species in carbon nanotubes. (a) Biexciton: 
neutral quasi-particle formed by two strongly bound excitons; (b) trion (or charged exciton): charged 
quasi-particle formed by one electron (or hole) and on exciton; (c) triplet: unboud electron-hole pair 
with a spin of 1.  
  
 Evidence for the photogeneration of free charges in SWNTs was obtained from 
broadband pump-probe spectroscopy. The different excitons, in fact, show completely 
different behaviors in their T/T response, ranging from a sharp GSB of the first excitonic 
(S11) transition to a complex shape for higher lying excitons (S22 and S33). In particular, it is 
clear that a negative T/T signal is not always related to an ESA [103] and instead it can be 
interpreted in terms of broadening or energy shift of the ground state absorption spectrum, 
corresponding to the i term in Eq. (9. This experimental observation has been reported in a 
number of studies, although with very different interpretations.[74][146][147][153][154][155] 
This suggests that different energy regions can be used as a direct probe of the different 
photo-excited species, and hyperspectral pump-probe appears particularly useful to this 
purpose thanks to its simultaneous high temporal resolution and broad spectral coverage.  
 
Figure 15. (left) T/T spectra at different pump-probe delays with 570 nm excitation wavelength for 
an enriched (6,5) semiconducting SWNT (inset for the ground state absorption spectrum). (right) T/T 
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spectra at 30 ps pump-probe delay for six different excitation wavelengths, resonant and non-resonant 
with excitonic transitions.  
 For the following discussion we use the semiconducting (6,5) SWNTs as an 
example. Figure 15, depicting the T/T signal at different delays for an extremely broad 
probe wavelength range from 340 nm to 1.1 µm, shows a clear difference between the 
transient optical response of the first three excitons. The signal on S11 is dominated by a sharp 
GSB, regardless of the excitation (resonant or non-resonant) photon energy. The origin of this 
GSB is trivial when the excitation wavelength is resonant with the first excitonic subband 
(degenerate pump-probe) and can be easily interpreted as a phase space filling due to ultrafast 
relaxation to the lowest energy level or as a depletion of a common ground state when the 
pump energy is resonant with higher lying excitons (two-color pump-probe). When the 
excitation energy is above the first excitonic peak but far from any excitonic resonance of the 
most abundant chirality, this GSB was explained in terms of energy migration within SWNT 
bundles.[125] Both to the red and to the blue of the S11 GSB there are PA signals, which are 
more evident in pure samples where they do not overlap with signals arising from different 
chiralities. The blue-shifted PA signal for a pure (6,5) SWNT is extremely long-lived (up to 
ms timescale) and it was assigned to charge induced diameter deformation.[156] At lower 
energy with respect to S11 PA signals can have different origins. The lowest energetic ESA is 
the one related to absorption from the S11 to the edge of the continuum of states [104][125] 
which also corresponds to the exciton binding energy of the nanotube under investigation. 
According to the purity of the sample, then, one could find short-lived transitions due to 
absorption of Dirac fermions in metallic tubes,[125] extremely long-lived ESA from triplet 
states [148] or PA due to trions formation.[121][150] More recently experiments on 
individual metallic SWNTs [152] detected blue and red shifted PA that were attributed to bi-
exciton formation. These PA signals are surprisingly more intense with respect to those 
observed in semiconducting SWNTs near S11 although the exciton binding energy for metallic 
tubes is typically smaller.[157] 
 The T/T response of the second and higher lying excitons in semiconducting 
SWNTs is even more complex. Near S22 two sharp and intense PA peaks appear to the red 
and blue side, and with comparable amplitude, with respect to the exciton GSB. This peculiar 
shape has been interpreted in terms of broadening due to scattering between carriers in 
different subbands,[153] bi-exciton formation,[146][147] phonon relaxation [155] or Stark 
effect.[74][154] Interestingly, the T/T signal displays a shape that is perfectly reproduced by 
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a red-shift of the ground-state absorption spectrum regardless of the excitation energy and in a 
very large probe region to the blue of the second exciton (Figure 15). The red-shift of the 
entire absorption spectrum, and not only of the excitonic resonances, obtained both for 
resonant and non-resonant excitation, suggest charge-induced Stark effect as a more likely 
interpretation for the observed signal.[74][154][158] 
 The shape of the T/T response for the third exciton (Figure 15), near 350 nm, is 
surprisingly similar to the first derivative of the ground state absorption spectrum and 
extremely long-lived, thus confirming the observed trend of decreasing GSB and increasing 
PA weight for increasing probe photon energies. This high energetic probe region appears to 
be ideal for tracking photogenerated free-carriers, being almost insensitive to S11 excitons and 
strongly shifted by charge-induced Stark effect due to the low binding energy of 
S33.[107][110] Indeed, we have recently demonstrated that the transient energy shift of the 
highly polarizable S33 transition is an extremely sensitive fingerprint of charge-carriers in 
SWNTs and its time decay is well described by a t-1/2 power law, in agreement with geminate 
charge recombination in a 1D solid.[110] 
 The study of charge photogeneration in SWNTs is crucial for photonics and opto-
electronics applications, since unintentional carrier photogeneration is detrimental for 
applications that require high exciton photogeneration yield and long lifetimes, such 
photovoltaics devices. Direct excitation of free carriers is accessible with high energy photons 
[154] while possible mechanisms for dissociation of the lowest excitonic transitions are still 
largely discussed. Recent experiments [159] show that S22 is more likely to undergo 
dissociation into free electron-hole pairs with respect to relaxation into S11. Nevertheless, S22 
lies in the continuum of states of S11 and thus exciton dissociation processes are more likely, 
while dissociation of S11 was predicted to occur only in the presence of intense external 
electric fields.[160] Experiments on charge photogeneration upon excitation of S11 are indeed 
controversial: photo-current (PC) measurements show both field-induced exciton dissociation 
[161][162] and direct detection of free carriers without any external driving force;[74][163] 
THz experiments predict linear exciton dissociation or instantaneous free carriers 
generation;[73][75] pump-probe experiments at high excitation fluences show charge 
photogeneration after exciton-exciton annihilation.[150] Interestingly, recent PC experiments 
on isolated semiconducting SWNTs show the presence of free carriers upon excitation of S11 
but they exclude field-induced exciton dissociation as a mechanism of charge 
photogeneration.[164] Moreover, ambient contamination, such as oxygen or water molecules, 
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can act as dopant for SWNTs and lead to dramatic changes in their optical [100] and 
electronic properties.[52][53] By means of flash-photolysis time-resolved micro-wave 
conductivity, Park et al. [76] have recently found that charge photogeneration spontaneously 
occurs in individually suspended (7,5)-chirality-enriched SWCNTs for both S11 and S22 
excitation. This results was obtained at low excitation fluences (≈ 0.05 excitons per µm length 
of tubes) and for SWNTs dispersed in a low dielectric solvent, thus suggesting that direct 
excitation more than exciton dissociation is responsible for charge photogeneration in SWNTs. 
Both these mechanisms, i.e. exciton dissociation and direct charge photogeneration, can be 
explained by the presence of a below-gap continuum of states, that we recently observed in 
semiconducting (6,5) SWNTs.[141]  
Free carriers might also play a role in energy transfer processes in SWNTs 
bundles,[165][166][167] which are ideal candidates for photovoltaic devices. Recently, 
Mehlenbacher et al. [168] have addressed energy transfer in SWNTs by performing 2DES 
experiments on films of blended SWNTs which consist of the (7,5), (7,6), (8,6) and (8,7) 
chiralities. In fact, due to its capability to correlate different transitions, 2DES can be used to 
probe energy transfer pathways in networks of SWNTs. Using WLC both for excitation and 
as a probe, they could address the S11 transitions of all chiralities, which lie in the near-IR 
between 1000 and 1350 nm. Figure 16 reports a sequence of 2DES maps for different values 
of the waiting time T. At T = 0. 1 ps the signals on the diagonal correspond to the response of 
the individual chiralities, with the GSB of the S11 transition and the associated PA. The 
diagonal peaks are clearly elongated, indicating large inhomogeneous broadening of the 
transitions. At later delays, cross peaks appear which correspond to downhill energy transfer 
to SWNTs of smaller bandgap, with all the energy in the end arriving to the (8,7) chirality. 
The cross peaks are round, indicating uncorrelated energy transfer between different 
chiralities. Exponential fitting of the rise of the cross peaks yields time constants between 1 
and 3 ps. The fact that the transfer rate appears to be unrelated to the spectral overlap between 
donor emission and acceptor absorption allows to rule out Förster mechanisms and to assign 
the transfer process to exciton tunneling, possibly mediated by diffusion to “hot spots” where 
two tubes cross. 
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Figure 16. upper panels: 2DES maps for a blend of SWNTs measured for different values of the 
waiting time T; lower panels: dynamics of the cross peaks indicating energy transfer from the higher 
to the lower bandgap tubes. Reprinted from [168]. 
 
5.3 Coherent phonons dynamics 
 
 Phonons in SWNTs [169][170] offer distinctive and fundamental physical insights on 
these quasi ideal 1D systems. Moreover, they represent the basis for the explanation of the 
non-radiative processes and decay channels that lead to the observed low PL yields in SWNTs. 
Due to the excitonic character of the optical transitions, strong exciton-phonon coupling is 
expected [171] and the transfer of the oscillator strength from the excitonic transition to a 
phonon side-band can be observed in photoluminescence excitation experiments [172] as well 
as ground state absorption spectra. Raman spectroscopy represents a non-invasive and 
extremely powerful tool for SWNTs characterization,[173] in particular for chirality 
[174][175] and defects assignment.[176] The Raman response of SWNTs is dominated by 
two modes: the radial breathing mode (RBM) and the G (C=C stretching) mode. The RBM is 
associated with periodic expansion and contraction of the tube cross section and has a 
frequency RBM of the order of 100-300 cm-1; since RBM1/d, where d is the tube diameter, 
RBMs represent a powerful tool for chirality assignment and for the study of the so called 
“family behaviours” in SWNTs.[177][178][179][180] G modes are associated to the 
longitudinal stretching of the C-C bond and are thus present in many carbon-based materials. 
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Being characterized by a Raman shift of approximately 1600 cm-1, they are far from Rayleigh 
scattering and thus easily detectable by resonant Raman experiment. 
As explained in section 4.3, ICVS is a powerful technique for time-domain detection 
of coherent phonons.[178][181] Although it has lower sensitivity with respect to conventional 
Raman, it enables direct measurement of excited-state vibrational properties [182] and 
provides intrinsic suppression of the Rayleigh scattering. Lüer et al. [183] measured coherent 
phonons in a sample of highly pure (6,5) semiconducting SWNTs using sub-10-fs pulses 
resonant with the S22 transition. Figure 17a shows a T/T map, as a function of probe 
wavelength and delay. The signal is dominated by the GSB of the S22 transition, which shows 
an initial ultrafast recovery (  40 fs) corresponding to the previously discussed S22S11 
relaxation, followed by a slower dynamics corresponding to relaxation from S11 to the ground 
state. Figure 17b shows the T/T map after subtraction of the population dynamics, which 
clearly displays an oscillatory pattern due to impulsive excitation of the vibrational coherence 
in the SWNTs. A Fourier transform (FT) of the oscillations allows to identify two modes: the 
RBM at 307 cm-1 and the G mode at 1596 cm-1. Figure 17c and e show the probe wavelength 
dependence of amplitude and phase of the oscillations, obtained from the FT of the oscillatory 
component of the signal, for the RBM and the G mode respectively. For both modes, one 
observes a minimum of oscillation amplitude at 570 nm, corresponding the peak of the S22 
transition, which is associated to a phase jump, which is nearly  for the RBM and somewhat 
less for the G mode. To qualitatively understand this dependence, we recall that impulsive 
excitation creates a vibrational wave packet, which propagates on the PES according to a 
quasi-classical sinusoidal trajectory. This wave packet modulates the transition energy of the 
SWNTs, which periodically shifts to the red or to the blue. Therefore the amplitude profile of 
the oscillations should resemble the first derivative of the ground state absorption spectrum, 
while oscillations on opposite sides should display a  phase shift. A more rigorous 
calculation of the amplitude and phase profiles can be obtained by time-dependent wave 
packet theory under the assumption of a two-level molecular excitonic system.[184] The 
results of this model are displayed in Figure 17d and f respectively and are in very good 
agreement with experimental data. These measurements enable a quantitative determination 
of electron-phonon coupling in SWNTs, expressed in terms of dimensionless excited-state 
displacement : the results are ∆ோ஻ெൎ 0.15 ൊ 0.3 and ∆ீൎ 0.9 േ 0.2 for the RBM and G 
modes respectively.  
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Figure 17. (a-b) T/T map as a function of probe wavelength and pump-probe delay for the (6,5) 
SWNT excited in resonance with the S22 transition. Experimental amplitude (red) and phase (blue) 
profiles of the (c) RBM and (e) G-mode coherent oscillations. The corresponding simulated profiles 
are (d) for the RBM and (f) for the G mode. Adapted from [183].  
 
 Time-domain ICVS enables additional insight into vibrational dynamics with respect 
to frequency-domain Raman. Gambetta et al. [185] demonstrated that RBMs and G-modes in 
SWNTS are anharmonically coupled, resulting in a frequency modulation of the G mode by 
the RBM. Experiments were performed on SWNTs grown by the high pressure carbon 
monoxide technique and excited on the S22 transition by sub-10-fs pulses. Figure 18a shows 
the T/T dynamics at 2.1 eV probe photon energy: besides the usual fast decay, coherent 
oscillations are observed both for the RBM modes and the G modes (see inset). Further 
insight into the vibrational dynamics can be obtained by analysing the data via the sliding 
window FT (SWFT) which is a series of FTs carried out on different time windows with 
position swept along the whole time axis of the measurement. The SWFT allows to retrieve 
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instantaneous frequencies and their time dynamics. Figure 18b shows the SWFT for the G 
mode, which indicates a temporal modulation of the G-mode frequency. The period of the 
modulation, which is extracted by a FT of the time-dependent band peak frequency, strikingly 
coincides with the period of the RBM (132 fs), indicating that the two modes are nonlinearly 
coupled. The experimental data can be excellently reproduced by assuming that the G-mode 
frequency is sinusoidally modulated by the RBM configurational coordinate QRBM, i.e. ߱ீ ൌ
߱ீ൫ܳோ஻ெሺݐሻ൯ . Quantum-chemical modelling [186] shows that this effect is due to a 
corrugation of the SWNT surface on photoexcitation, leading to a coupling between 
longitudinal and radial vibrations which is detected in the time domain. These results show 
the unique power of time-domain approaches for the study of vibrational dynamics. 
 
Figure 18. Differential transmission dynamics of SWNTs. a) Excitation and probing by a sub-10-fs 
visible pulse and detection at 2.1 eV. The inset shows a portion of the trace acquired with a higher 
sampling rate, to fully resolve the high-frequency G-mode oscillations. b) Sliding window Fourier 
Transform of the data in the inset of (a) shows that the G mode is modulated at the frequency of the 
RBMs. Adapted from Reference [185]. 
 
6 Conclusions and perspectives 
Over the two decades since their discovery, there has been an impressive progress both in 
the synthesis and characterization techniques of SWNTs and in the understanding of their 
basic electronic and optical properties. Thanks to advanced sorting techniques, in particular 
DGU, it is now possible to produce samples with nearly 100% chirality selectivity, which has 
allowed to greatly advance spectroscopic studies. A variety of ultrafast optical spectroscopy 
techniques has been applied to SWNTs, revealing a rather complex scenario. The primary 
photoexcitations in SWNTs are singlet excitons, with large binding energy of 0.5 eV and 
size of 2 nm. The higher energy exciton relax to the lowest energy transition S11 on the sub-
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100-fs timescale. The S11 state, in turn, decays to the ground state on the 10-100 ps timescale 
mainly by non-radiative processes, such as trapping to impurities or dark states; this 
comparatively fast decay is responsible for the very low PL quantum yield of SWNTS. 
Besides singlet excitons, other species such as triplet excitons, bi-excitons and trions have 
been identified and manifest themselves by their characteristic transient absorption bands. 
Finally, the photogeneration of free charges has also been demonstrated, although it remains 
debated whether they are directly generated or derive from linear or nonlinear exciton 
dissociation. Excitonic transitions are strongly coupled to phonons, in particular the RBM and 
the G mode, which can be impulsively excited and detected in the time domain and which 
have been shown to be nonlinearly coupled.  
Despite the impressive available body of work on ultrafast spectroscopy of SWNTs, not all 
questions have been answered, and further studies will benefit from advances both in 
synthesis methods and in spectroscopic techniques. In addition, it will be interesting to draw 
analogies between SWNTs and other quantum confined semiconductors, such as GNRs, 
which can be nowadays fabricated with 100% selectivity through bottom-up chemical 
synthesis. 
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