We obtain a matrix characterization of semiclassical orthogonal polynomials in terms of the Jacobi matrix associated with the multiplication operator in the basis of orthogonal polynomials, and the lower triangular matrix that represents the orthogonal polynomials in terms of the monomial basis of polynomials. We also provide a matrix characterization for coherent pairs of linear functionals.
Introduction
Let us consider a linear functional U : P ! C defined on the linear space P of polynomials with complex coefficients. A sequence of monic polynomials P n ðxÞ f g nP0 such that degðP n ðxÞÞ n and U; P n ðxÞP m ðxÞ h i k n d n;m with k n -0; n; m P 0; is said to be the sequence of monic orthogonal polynomials (SMOP) associated with U. The existence of a SMOP can be char acterized in terms of the infinite Hankel matrix H ½u iþj i;iP0 , where u n U; x n h i; n P 0, are called the moments associated with U. Indeed, P n ðxÞ f g nP0 exists if and only if the leading principal submatrices H n ½u iþj n i;j 0 ; n P 0;
of H are nonsingular. In this situation, U is said to be a quasi definite or regular [3] . On the other hand, if for every n P 0; det H n > 0; U is said to be positive definite and it has the integral representation
where l is a nontrivial positive Borel measure supported on some infinite subset E & R. Assuming u 0 1, the most familiar sequences of orthogonal polynomials are the so called classical families: Jacobi, Laguerre and Hermite polynomials. They cor respond to the cases when E has bounded support (E ½ 1; 1), E is the positive real axis, and E R, respectively, and the corresponding probability measures are the Beta, Gamma and normal distributions. There are several ways to characterize the classical orthogonal polynomials: as polynomial solutions of a hypergeometric differential equation, as polynomials expressed by a Rodrigues formula, and as the only sequences of orthogonal polynomials whose derivatives also constitute an orthogonal family. One of the most important properties of orthogonal polynomials is that they satisfy the three term recurrence relation xP n ðxÞ P nþ1 ðxÞ þ b n P n ðxÞ þ a n P n 1 ðxÞ; n P 0; ð1Þ
where P 1 ðxÞ : 0; b n 2 R; n P 0, and a n -0; n P 1. If U is positive definite, we have a n > 0; n P 1. In a matrix form, xPðxÞ JPðxÞ;
where PðxÞ ½P 0 ðxÞ; P 1 ðxÞ; . . . T and J is the tridiagonal infinite matrix J b 0 1 0 . . .
called the monic Jacobi matrix associated with P n ðxÞ f g nP0 . It is straightforward to see that the zeros of P n are the eigenvalues of J n , the n Â n principal leading submatrix of J. On the other hand, given arbitrary sequences fb n g nP0 and fa n g nP1 , with b n 2 R and a n -0, you can define J as in (2) and construct fP n ðxÞg nP0 by using (1) . Then, fP n ðxÞg nP0 is orthogonal with respect to some linear functional U. This relevant fact is known in the literature as Favard's theorem (see [3] ).
Recently, in [20] , a matrix characterization for classical orthogonal polynomials was introduced. Let write P n ðxÞ X n j 0 a n;j x j ; n P 0;
and let define the infinite matrix A with entries a n;j , for 0 6 j 6 n; n P 0, and zero otherwise. Notice that A is a lower trian gular matrix whose nth row contains the coefficients of the nth degree orthogonal polynomial with respect to the canonical basis fx n g nP0 . Furthermore, since P n is monic, the diagonal entries are a n;n 1 and, therefore, A is nonsingular. We say that A is the matrix associated with the sequence fP n ðxÞg nP0 . If the polynomials are classical, we will say that A is classical.
Following the notation used in [20] , we say that a matrix B is a lower semi matrix if there exists an integer m such that b i;j 0 whenever i j < m. The entry b i;j is in the mth diagonal i j m. If B is non zero, we say that B has index m, indðBÞ m, if m is the minimum integer such that B has at least one nonzero entry in the mth diagonal, also if all the entries in its diagonal of index m are equal to 1; B is called monic. Finally, B is said to be ðn; mÞ banded if there exists a pair of inte gers ðn; mÞ with n 6 m and all the nonzero entries of B lie between the diagonals of indices n and m. It is easy to see that the set of banded matrices is closed under addition and multiplication, despite the fact that the inverse of a banded matrix might not be banded.
Let define the matrices D 0 0 0 0 . . .
. . . ; then we get the following matrix characterization for the orthogonality of a sequence of polynomials. Theorem 1. Let fP n ðxÞg nP0 be a monic polynomial sequence and let A be its associated matrix. Then, the sequence fP n ðxÞg nP0 is orthogonal with respect to some linear functional if and only if J AXA À1 is a ð 1; 1Þ banded matrix whose entries in the diagonals of indices 1 and 1 are all nonzero.
The proof can be found in [20] . Notice that this is a matrix version of the Favard's theorem, and the entries of J, i.e., the coefficients of the recurrence relation for the orthogonal polynomials, can be obtained from the matrix A. On the other hand, AD has index 1 and its kth row is the vector ½a k;1 ; 2a k;2 ; 3a k;3 ; . . . ; ka k;k ; 0; . . ., which corresponds to the derivative of P k ðxÞ. Therefore the matrix ADAD is a monic matrix of index zero and it is associated with the sequence fP ½1 n ðxÞg nP0 , where P ½1 n ðxÞ P 0 nþ1 ðxÞ=ðn þ 1Þ. Using the fact that a sequence of orthogonal polynomials is classical if and only if the sequence of their derivatives is also orthogonal, the following matrix characterization for classical polynomials is also given in [20] .
Theorem 2. Let A be the matrix associated with fP n ðxÞg nP0 . Then A is classical if and only if AA À1 is a (0, 2) banded monic matrix.
A matrix characterization for semiclassical polynomials
Let /ðxÞ a t x t þ þ a 0 ; wðxÞ b l x l þ þ b 0 be non zero polynomials such that a t b l -0; t P 0; l P 1. ð/; wÞ is called an admissible pair if either t 1 -l or, t 1 l and na lþ1 þ b l -0; n P 0. A quasi definite linear functional U is said to be semi classical if there exists an admissible pair ð/; wÞ such that U satisfies
where D denotes the distributional derivative. The corresponding sequence of orthogonal polynomials is called semiclassical. The class of a semiclassical linear functional is the non negative integer s min maxfdegð/Þ 2; degðwÞ 1g : ð/; wÞis an admissible pair f g :
The class of a semiclassical SMOP has been characterized as follows. where h c pðxÞ pðxÞ pðcÞ x c , for p 2 P.
There are several characterizations of semiclassical orthogonal polynomials in terms of the so called structure relations. Some of them are listed in the following theorem.
Theorem 4. Let U be a quasi definite linear functional and let fP n ðxÞg nP0 be its corresponding SMOP. Then, the following statements are equivalent There exist non zero polynomials /; w of degrees t P 0; l P 1, respectively, such that (3) holds. [18] (First structure relation) There exist a polynomial / of degree t and sequences fa n;k g such that fP n ðxÞg nP0 satisfies /ðxÞP ½1 n ðxÞ X nþt k n s a n;k P k ðxÞ; n P s; a n;n s -0; n P s þ 1;
where s is a positive integer such that t 6 s þ 2.
[17] (Second structure relation) There exist non negative integers t; s, and sequences fa n;k g; fb n;k g, such that X nþs k n sã n;k P k ðxÞ X nþs k n tb n;k P ½1 k ðxÞ; n P maxfs; tg; holds, where a n;nþs b n;nþs 1; n P maxfs; t þ 1g, [2] There exist a non negative integer s and sequences fb n;j g and fc n;j g such that fP n ðxÞg nP0 satisfies the structure relation X s j 0 b n;n j P n j ðxÞ X sþ2 j 0 c n;n j P ½1 n j ðxÞ; b n;n c n;n 1; n P s þ 1:
Notice that (5) can be expressed in matrix form as
where B is a ð0; sÞ banded monic matrix, and C is a ð0; s þ 2Þ banded monic matrix. Indeed, the entries on the jth diagonal of B (resp. C) are the coefficients b n;n j (resp. c n;n j ), for 0 6 j 6 s (resp. s þ 2). Thus, the previous theorem means that fP n ðxÞg nP0 is semiclassical (of class at most s) if and only if there exist those matrices B and C such that (6) holds.
On the other hand, if fP n ðxÞg nP0 is semiclassical of class at most s, it follows from (6) that BAA 1 is a ð0; s þ 2Þ banded monic matrix. Conversely, if there exists a ð0; sÞ banded monic matrix B such that BAA 1 is a ð0; s þ 2Þ banded monic matrix, then (6) holds, and therefore, fP n ðxÞg nP0 is semiclassical. As a consequence, we have the following straightforward generalization of Theorem 2 for semiclassical polynomials.
Theorem 5. Let fP n ðxÞg nP0 be a SMOP with respect to some linear functional U. Then, U is semiclassical of class at most s if and only if there exists a semi infinite ð0; sÞ banded monic matrix B such that BAA À1 is a ð0; s þ 2Þ banded monic matrix. Remark 6. In the classical case, i.e., s 0, we get that B is a ð0; 0Þ banded monic matrix, i.e., B is the identity matrix. Hence, fP n ðxÞg nP0 is classical if and only if BAA 1 AA 1 is a ð0; 2Þ banded monic matrix (result obtained in [20] ) or, equivalently, fP n ðxÞg nP0 satisfies the following structure relation (proved in [11] ) P n ðxÞ P ½1 n ðxÞ þ c n;n 1 P ½1 n 1 ðxÞ þ c n;n 2 P ½1 n 2 ðxÞ; n P 1:
Now, let assume that the linear functional U in (3) In such a case, there exists a sequence of orthonormal polynomials fp n ðxÞg nP0 , and the corresponding Jacobi matrix is the symmetric matrix J b 0 a 1 0 . . .
satisfying xpðxÞ JpðxÞ; with pðxÞ p 0 ðxÞ p 1 ðxÞ ð Þ T . In this context, the first structure relation for semiclassical polynomials given in (4) also holds for the corresponding sequence of orthonormal polynomials fp n ðxÞg nP0 associated with the semiclassical functional U and can be expressed in a matrix form as
where H is a ð t; sÞ banded matrix whose elements, starting from the row s, are the coefficients appearing in (4) given in terms of fp n ðxÞg nP0 , and p 0 ðxÞ ½p 0 0 ðxÞ; p 0 1 ðxÞ; . . . T . The following result establishes a relation between H and J.
Theorem 7. Let fp n ðxÞg nP0 be a semiclassical sequence of orthonormal polynomials and let H be the ð t; sÞ banded matrix associated with the first structure relation (8) . Then, we have
where ½J; X T H JX T H X T HJ and /; w are the polynomials appearing in the Pearson equation.
Proof. Notice that taking the derivative with respect to the variable x in (7), we get xp 0 ðxÞ þ pðxÞJp 0 ðxÞ:
Multiplying by /ðxÞ and using (8), we obtain xX TH pðxÞ þ /ðxÞpðxÞJX TH pðxÞ:
Taking into account (7), we get X THJ pðxÞ þ /ðJÞpðxÞJX TH pðxÞ: Notice that the first term in the right hand side vanishes, and the second and third terms are the entries n; m and m; n of H, respectively. Furthermore, the integral in the left hand side is the m; n entry of wðJÞ. 
As a consequence, we have the following result.
Proposition 9. Let fP n ðxÞg nP0 be a semiclassical SMOP with associated matrix A. Then, if H is the matrix associated with the first structure relation (4), we have X T H AD/ðXÞA 1 or H XAD/ðXÞA 1 :
A matrix characterization for the coherence of orthogonal polynomials
We say that two non trivial probability measures, dl 0 and dl 1 , constitute a ðk; 0Þ coherent pair of order m, with k; m 2 N 0 fixed constants, if for each n 2 N, the monic orthogonal polynomial P n ð ; dl 1 Þ can be expressed as a linear combination of the set P ðmÞ nþm ð ; dl 0 Þ; . . . ; P ðmÞ nþm k ð ; dl 0 Þ. The coherence is classified in terms of k and m. The concept of coherence was introduced by Iserles et al. in [9] and deeply analyzed in [10] . They established that a pair of regular linear functionals ðU; VÞ in the linear space of polynomials with complex coefficients is said to be a ð1; 0Þ coherent pair of order 1, or simply ð1; 0Þ coherent pair, if their corresponding SMOP fP n ðxÞg nP0 and fQ n ðxÞg nP0 satisfy the structure relation P ½1 n ðxÞ þ c n P ½1 n 1 ðxÞ Q n ðxÞ; n P 0; ð9Þ where P ½1 n ðxÞ P 0 nþ1 ðxÞ n þ 1 ;
fc n g nP0 is a sequence of complex numbers such that c n -0 for n P 1, and c 0 is a free parameter. In this context, they also introduced the concept of symmetrically coherent pair, when the two measures are symmetric and the subscripts in (9) are changed appropriately. The main reason why they studied these relations, was that (9) gives a sufficient condition for the existence of a relation P nþ1 ðxÞ þ n þ 1 n c n P n ðxÞ S nþ1 ðx; kÞ þ c n;k S n ðx; kÞ; n P 1;
where fc n;k g nP1 are rational functions in k > 0 and fS n ðx; kÞg nP0 is the SMOP associated with the Sobolev inner product pðxÞ; rðxÞ
where pðxÞ and rðxÞ are polynomials with real coefficients. They studied the case when the first measure dl 0 is either the Gamma or the Beta distribution, whose corresponding sequences of orthogonal polynomials are the Laguerre and Jacobi SMOP, respectively. They implemented an algorithm to compute the Fourier Sobolev coefficients ff n ðkÞ=s n ðkÞg nP0 with f n ðkÞ f ðxÞ; S n ðx; kÞ h i k ; and s n ðkÞ S n ðx; kÞ; S n ðx; kÞ h i k ; n P 0;
for the Fourier expansion f ðxÞ X 1 n 0 f n ðkÞ s n ðkÞ S n ðx; kÞ;
for a smooth function f ðxÞ in the Sobolev space
where I is an open interval of R. It is important to mention that this algorithm does not need the explicit expressions of the Sobolev orthogonal polynomials S n ðx; kÞ; n P 0. The authors in [9] have tested the algorithm for a comparison between the Legendre Fourier expansion and Legendre Sobolev Fourier expansion and their behavior at the ends of the interval for a smooth function. It reveals that Gibbs phenomenon does not appear in the second one and thus you have a better under standing how the Fourier expansion reflects the behavior of the function and its derivatives. From the point of view of appli cations, the potential interest of such Sobolev orthogonal polynomials appears when you consider spectral (Galerkin and collocation) methods for boundary value problems associated with Schrödinger equations whose potentials are related with such coherent pairs. In 1997, in [19] , Meijer determined all (1, 0) coherent pairs ðU; VÞ of regular linear functionals. He proved that at least one of the linear functionals (U or V) must be classical (Laguerre or Jacobi). Moreover, he showed that there exist non zero polynomials rðxÞ and .ðxÞ, with degðrðxÞÞ 2 and degð.ðxÞÞ 1, such that the linear functionals U and V are related by rðxÞU .ðxÞV:
Later on, in 2005, Delgado and Marcellán [8] extended the notion of coherent pair to generalized coherent pairs (we call them (1,1) coherent pairs) studying the relation P ½1 n ðxÞ þ c n P ½1 n 1 ðxÞ Q n ðxÞ þ b n Q n 1 ðxÞ; c n -0; n P 1:
They proved that this is a necessary and sufficient condition for the relation (10) . They also determined all the (1,1) coherent pairs of linear functionals (b n can be zero). They showed that at least one of the regular linear functionals must be semiclas sical of class at most 1, generalizing the results by H. G. Meijer for (1, 0) coherent pairs. In addition, they showed that the linear functionals U and V satisfy the relation rðxÞU .ðxÞV, where rðxÞ and .ðxÞ non zero polynomials such that degðrðxÞÞ 3 and degð.ðxÞÞ 1. Finally, in a recent work by de Jesús et al. [5] , the more general case for coherence was characterized. They studied the structure relation 
On the other hand, in [15] , Marcellán and Pinzón Cortés considered a matrix interpretation of ðM; NÞ coherence of order m. They established a relation between the Jacobi matrices associated with ðM; NÞ coherent pairs of linear functionals of order m and the Hessenberg matrix associated with the multiplication operator in terms of the basis of monic polynomials orthogonal with respect to the Sobolev inner product (11) .
The aim of our contribution is to provide a matrix characterization of coherent pairs of measures and to show with some illustrative examples how you can implement, from a numerical point of view, the matrices involved therein.
(1, 0) Coherence
In [19] , a complete classification of ð1; 0Þ coherent pairs of regular linear functionals was given. However, the ð1; 0Þ coherent pairs have been also studied in [1,12 14] .
We can establish a relation between the matrices corresponding to sequences of orthogonal polynomials associated with a coherent pair of linear functionals, i.e., that satisfy (9). Lemma 10. If fP n ðxÞg nP0 and fQ n ðxÞg nP0 are SMOP with associated matrices A and Q, respectively, theñ
holds, where ADAD and N is the Jacobi matrix associated with Q.
Proof. From Theorem 1 we can see that QX NQ holds, hence X Q 1 NQ and, as a consequence,
Theorem 11. Let fP n ðxÞg nP0 and fQ n ðxÞg nP0 be SMOP with associated matrices A and Q, respectively. Then fP n ðxÞg nP0 and fQ n ðxÞg nP0 constitute a ð1; 0Þ Coherent pair if and only if Q A 1 is lower bidiagonal with ones in the main diagonal and nonzero entries in the subdiagonal.
Proof. Assume ðfP n ðxÞg nP0 ; fQ n ðxÞg nP0 Þ is a ð1; 0Þ coherent pair, i.e., the relation P ½1 n ðxÞ þ c n P ½1 n 1 ðxÞ Q n ðxÞ; c n -0; n P 0; ð13Þ holds. Since A is the matrix associated with fP ½1 n ðxÞg nP0 , then (13) can be written in matrix form as A þ CX TÃ Q ;
where C diagðc 0 ; c 1 ; . . .Þ. Another way to write the above equation is
and, since A is nonsingular, I þ CX T QÃ 1 :
So Q A 1 is clearly lower bidiagonal with ones in the diagonal and non zero entries in the subdiagonal, since c n -0; n P 0. For the converse, if Q A À1 T is bidiagonal with ones in the main diagonal and non zero elements in the subdiagonal, then TÃ Q ; so fP n ðxÞg nP0 and fQ n ðxÞg nP0 constitute a ð1; 0Þ Coherent pair of SMOP.
Remark 12. Notice that, in the particular case when fP n ðxÞg nP0 is an orthogonal classical family, then P ½1 nðxÞ n o nP0 is also orthogonal (and classical), and it has an associated Jacobi matrix M AXA 1 (after monic normalization). In this situation (12) becomes
which is a particular case of a Sylvester equation. As a consequence, the coherence coefficients c n can be obtained using the Bartels Stewart algorithm.
Remark 13. Notice that T Q A 1 is a ð0; 1Þ banded matrix.
Example 14.
(1,0) Coherence example As an illustrative example, we consider the coherent measures dl 1 jx 1jð1 xÞ À:5 ð1 þ xÞ À:5 dx and dl 2 ð1 xÞ :5 ð1 þ xÞ :5 dx and the corresponding SMOP, a perturbation of Jacobi polynomials with parameters a b
:5 for dl 1 and the Jacobi polynomials with parameters a b :5 for dl 2 . We obtained the explicit expresions for the perturbed polynomials by using the formula in [3] . We construct the A and Q matrices with the coefficients of fP n ðxÞg nP0 and fQ n ðxÞg nP0 , ; and we can see that it is an (0,1) banded matrix with the coherence coefficients in the diagonals.
(1, 0) Coherence of order m
The notion of coherence can be generalized for higher order of derivatives as follows. A pair of regular linear functionals ðU; VÞ in the linear space of polynomials P with complex coefficients is said to be a ð1; 0Þ coherent pair of order m, if their corresponding sequences of monic orthogonal polynomials (SMOP) fP n ðxÞg nP0 and fQ n ðxÞg nP0 satisfy the structure relation P ½m n ðxÞ þ c n P ½m n 1 ðxÞ Q n ðxÞ; n P 0; ð14Þ
where fc n g nP0 is a sequence of complex numbers such that c n -0 for n P 1; c 0 is a free parameter, P 1 ðxÞ 0, and P ½m n ðxÞ denotes the monic polynomial of degree n P ½m n ðxÞ P ðmÞ nþm ðxÞ ðn þ 1Þ m ; n P 0;
where ðn þ 1Þ m is the Pochhammer symbol defined by ðaÞ n aða þ 1Þ ða þ n 1Þ; n P 1, and ðaÞ 0 1.
A particular case of higher order derivatives was studied by Branquinho and Rebocho in [2] , where they consider m 2. The general case was studied by Marcellán and Pinzón Cortés in [16] , where they characterized the (1, 0) coherence of order m, and deduced the connection with Sobolev orthogonal polynomials (which depends on m), the relations between these functionals and their corresponding formal Stieltjes series.
To see the structure relation (14) ; respectively, where ðaÞ n aða þ 1Þ ða þ n 1Þ; n P 1; ðaÞ 0 1 is the Pochhammer symbol and then, using the same argu ment as before, we obtain the following results.
Lemma 15. If fP n ðxÞg nP0 and fQ n ðxÞg nP0 are SMOP with associated matrices A and Q, respectively, then
holds, where A ½mD m AD m is the matrix associated with the sequence fP ½m n ðxÞg nP0 and N is the Jacobi matrix associated with Q.
Theorem 16. Let fP n ðxÞg nP0 and fQ n ðxÞg nP0 be SMOP with associated matrices A and Q, respectively. Then fP n ðxÞg nP0 and fQ n ðxÞg nP0 constitute a ð1; 0Þ coherent pair of order m if and only if QA ½m 1 is lower bidiagonal with ones on the main diagonal and nonzero entries in the subdiagonal. In this example we consider the monic Laguerre polynomials that satisfy the following structure relation
Notice that we are in presence of a ð1; 0Þ coherent pair of order 4 with coherence coefficients equal to n. We can represent (15) in a matrix form as CÃ ½4 Q:
We calculate the explicit monic Laguerre polynomials in (15) which is monic lower bidiagonal and contains the coherence coefficients in the sub diagonal that turn out to be exactly n as in the structure relation formula (15).
(M,0) Coherence
Another generalization of the notion of coherence can be obtained by adding a finite number of terms on the left hand side of (13) . In this case, the pair of regular linear functionals ðU; VÞ is said to be a ðM; 0Þ coherent pair. Indeed, their corre sponding sequences of monic orthogonal polynomials (SMOP) fP n ðxÞg nP0 and fQ n ðxÞg nP0 satisfy the structure relation X M i 0 c i;n P ½1 n i ðxÞ Q n ðxÞ; n P 0; ð16Þ where fc i;n g nP0 ; 0 6 i 6 M, is a sequence of complex numbers such that c M;n -0 if n P M and c i;n 0 if i > n. This case has been studied in [2,4 7] . We characterize this relation in a matrix form as is shown in the following result.
Theorem 18. Let fP n ðxÞg nP0 and fQ n ðxÞg nP0 be the SMOP with associated matrices A and Q, respectively. Then fP n ðxÞg nP0 and fQ n ðxÞg nP0 constitute a ðM; 0Þ Coherent pair if and only if Q A À1 is ð0; MÞ banded with ones on the main diagonal.
Proof. Let assume ðfP n ðxÞg nP0 ; fQ n ðxÞg nP0 Þ is a ðM; 0Þ coherent pair, i.e., the relation (16) holds. Since A is the matrix asso ciated with fP ½1 n ðxÞg nP0 , then (16) can be written in a matrix form as
and C i is a diagonal matrix of index 0 with entries c nþi;n ; n P 0; :
We can see that this is a ð0; 2Þ banded matrix as it should and we can explicitly obtain the coherence coefficients from the entries of the matrix.
(M,0) Coherence of order m
The case when we take m derivatives for ðM; 0Þ coherence, i. e. X M i 0 c i;n P ½m n i ðxÞ Q n ðxÞ; n P 0;
with P ½m n defined as in Section 3.2. This case of coherence is considered by de Jesús et al. in [5 7] . They show that the linear functionals associated with the corresponding SMOP are semiclassical and they are related by a rational factor.
Following the notation used in Section 3.2, we establish the following result for ðM; 0Þ coherence of order m in a matrix form.
Theorem 20. Let fP n ðxÞg nP0 and fQ n ðxÞg nP0 be the SMOP with associated matrices A and Q, respectively. Then fP n ðxÞg nP0 and fQ n ðxÞg nP0 constitute a ðM; 0Þ Coherent pair of order m if, and only if Q A ½m 1 is ð0; MÞ banded with ones on the main diagonal.
The proof uses the same arguments as in Theorem 16.
Example 21. (M,0) Coherence of order m; ðM 2; m 2Þ In this case we consider the monic Laguerre polynomials that satisfy the following structure relation 1 ðn þ 2Þðn þ 1Þ d 2 dx 2 L aþ2 nþ2 ðxÞ þ c i;n L aþ2 nþ1 ðxÞ þ c i;n 1 L aþ2 n ðxÞ L aþ2 n ðxÞ; n P 0; ð17Þ where fc i;n g nP0 are the coherence coefficients for this ð2; 0Þ coherent pair of order 2. We can express (17) in a matrix form as CÃ ½2 A;
where A is the lower triangular matrix associated with the monic Laguerre polynomials fL aþ2 n ðxÞg nP0 and A ½2 is defined as in Section 3.2.
Using Mathematica we compute explicitly the monic Laguerre polynomials and construct the matrices A and A ½2 , 
