This paper compares the performance of three different decision-tree-based methods of assigning attribute weights to be used in a case-based reasoning ͑CBR͒ prediction model. The generation of the attribute weights is performed by considering the presence, absence, and the positions of the attributes in the decision tree. This process and the development of the CBR simulation model are described in the paper. The model was tested by using data pertaining to the early design parameters and unit cost of the structural system of residential building projects. The CBR results indicate that the attribute weights generated by taking into account the information gain of all the attributes performed better than the attribute weights generated by considering only the appearance of attributes in the tree. The study is of benefit primarily to researchers, as it compares the impact of attribute weights generated by three different methods and, hence, highlights the fact that the prediction rate of models such as CBR largely depends on the data associated with the parameters used in the model.
Introduction
The construction activity is experience oriented. Knowledge and appreciation of previous experience are critical to resolving problems that may reoccur. Case-based reasoning ͑CBR͒ is an effective technique in the machine learning domain, capable of solving or providing suggestions for a problem by storing and retrieving outcomes of previous experiences. CBR's benefits in solving construction management-related problems over other prediction techniques have been demonstrated by Tokdemir ͑1999a,b͒ and Yau and Yang ͑1998͒. Recent research studies about the effectiveness of integrated machine learning approaches indicate that CBR systems could achieve better results when enhanced by other techniques ͑Cardie 1993; Jarmulak and Craw 1999; Jarmulak et al. 2000; Ling et al. 1997; Shin and Han 2002͒. CBR directly interprets past experiences. In other words, CBR systems predict the outcome of new situations by retrieving previously stored outcomes of similar situations from a case base. Fig. 1 shows how the CBR system operates to select a retrieved case in order to make a prediction. Constructing CBR systems requires a significant knowledge engineering effort, because the system mainly relies on a good case base organization, an effective selection of case attributes, and the effectiveness of similarity assessment ͑Cunningham and Bonzano 1999͒. The selection of relevant case attributes can be done by a domain expert quite easily, assuming that data are available. Weighing the relative importance of these attributes is more difficult. In fact, determining the weights of the attributes is an important CBR problem. An effective similarity assessment should indeed take into consideration the relative importance of the attributes considered in the model. For example, Dogan et al. ͑2006͒ tested the performance of a case-based reasoning model by testing the impact of attribute weights generated by three different techniques, namely, feature counting, gradient descent, and genetic algorithms. The objective of the study reported in this paper is to use a totally different approach, namely, an induction algorithm named ID3 ͑Quinlan 1986͒ to determine attribute weights. ID3 is radically different from the three techniques mentioned earlier and offers a number of variations that are worth testing. This paper attempts to assess the performance of a spreadsheet-based CBR prediction model by testing the impact of attribute weights generated by three of these ID3 variations. The weight generation processes are described in detail and the subsequent CBR calculations are presented in a simple spreadsheet format that is transparent and easy to use. The model is tested by predicting the cost of the structure ͑excluding interior walls and finishes͒ of residential building projects at an early design stage. The results are compared and recommendations made.
Methodology of the Study
Data were obtained from a research report that investigated the cost of the structural system in 29 building construction projects undertaken in Istanbul, Turkey ͑Saner 1993͒. All 29 buildings were located in the same earthquake zone and were subject to the same design codes and earthquake regulations. The unit cost of the structural system ͑$ / m 2 ͒ was used as the output of the model. Out of the variables that Saner ͑1993͒ used in his study, only those that can be identified in the early design stages and that have an impact on cost were selected as the predominant attributes. These attributes define the characteristics of the structure of a building ͑i.e., excluding interior walls and finishes͒ and include: ͑1͒ the total area of the building, which bears a strong linear relationship to the total cost of the building; ͑2͒ the ratio of the typical floor area to the total area of the building, which influences directly the cost of the components such as beams and columns of the load-bearing frame; ͑3͒ the ratio of the footprint area to the total area of the building, which is correlated with the width and depth of the foundation system; ͑4͒ the number of floors, which has a direct effect on the structural design and consequently, cost of columns; ͑5͒ the type of overhang, which may range between no overhang in the design to one-way design, increasing the cost of the structural system; ͑6͒ the location of the core of the building ͑i.e., vertical circulation system including stairs, elevators, and the service ducts͒, a central location requiring less cost than a side location, which necessitates extra shear walls to counteract torsion effects; ͑7͒ the type of floor, which includes cast in situ concrete floor systems or precast concrete structural units; and ͑8͒ the foundation system classified as pier, wall, or slab foundations, each necessitating different amounts of concrete and reinforcement. The information relative to the textual attributes and the range of values relative to numerical attributes are presented in the last column of Table 1 .
With the eight input attributes and the output attribute defined, relevant data were then entered into a CBR-Excel model using the procedure described in Fig. 1 . The dataset of 29 projects was randomly split into an input set containing 24 projects, and a test set containing five projects. It is customary to pick 10% of the total number of cases as test cases. However, given the small number of cases ͑only 29͒, 10% meant that only three cases were chosen for this purpose. But using only three test cases ended up destabilizing the model, and resulting in predictions that were either extremely accurate or extremely inaccurate. When seven or eight test cases were chosen, then the CBR process became very inefficient because there were not enough cases in the case base from which to retrieve similar cases to the test cases. Given these constraints, it was found that the best solutions were obtained using five cases as test cases, and the remaining 24 as input cases. The same five test projects were used to evaluate the effect of the attribute weights generated by different methods.
Attribute weights play an important role in CBR prediction because the overall error obtained in CBR is a function of attribute weights. The output values were divided into 13 classes, as presented in Table 2 . The See5/C5.0. ͑1997͒ software package was used to construct a decision tree. The outcome of the decision analysis was used to assign weights to the attributes. The attribute weights were generated by using ͑1͒ the binary-dtree method; ͑2͒ the info-top method; and ͑3͒ the info-dtree method, all described in detail in the following section. 
CBR Spreadsheet Model
A spreadsheet model of a CBR system was set up in Microsoft Excel. The details of this model can be seen in Dogan et al. ͑2006͒ . The processing of the information involves six steps:
Step 1. Organizing and formatting data-The data are organized in the form of two matrices, one for the five test cases and one for the 24 input cases ͑see Fig. 2͒ . The input and test cases are represented in rows and the eight input attributes in columns. The output attribute is placed in a column next to the input attributes. The values of the eight attributes for each of the five test cases and the remaining 24 input cases are presented in Fig. 2 . The weights of the attributes w k ͑k =1,2, ... ,8͒ are located at the top of the matrix in a row that corresponds to individual attributes. The way these weights are set is explained in Step 3. After formatting, semantic information is added to the data in the form of numerical and textual attribute values.
Step 2. Calculating attribute similarities-Attribute similarity functions are used to define how similar the attribute values are to each other. Attribute similarities are computed with respect to each test case versus every case retrieved from the input casebase. Examples of textual and numerical similarities of Test Case 1 with the 24 input cases are presented in Fig. 3 . In this figure, see particularly the formulas at the top of the table that show how the values in the cells are calculated.
For example, since the value of the fifth attribute in cell F6 in Fig. 2 is textual, its similarity with the corresponding attribute value in cell F15 is established by using the following if/then rule:
If text in cell F6 appears to be exactly the same as text in cell F15, then similarity is 1, or else similarity is 0 ͓see Excel formula "=IF͑F6 = F15,'1','0"͒' in Fig. 3͔ .
On the other hand, since the value of the first attribute in cell B6 in Fig. 2 is numerical, its similarity with the attribute value in the corresponding cell B15 is established by dividing the smaller of the cell values ͑B6 or B15͒ by the larger value ͓see Excel formula "=MIN͑B6,B15͒/MAX͑B6,B15͒" in Fig. 3͔ .
Step 3. Establishing attribute weights-Setting the weights in the CBR model can affect the prediction rate. More important attributes should have larger weight, while totally irrelevant attributes should have no weight. After all the attribute similarity values are calculated in ͑24ϫ 8͒ matrices, once for each of the five test cases ͑the matrix for Test Case 1 is presented in Fig. 3͒ , the next step is to construct the weight vector that will be used in computing case similarities. Weights assign a value of importance to each attribute. In general, retrieval of the most relevant case is determined by the presence of a greater number of higher priority ͑more important͒ attributes matching between the test case and the retrieved case. In this study, weights for attributes were determined by using decision tree learning algorithms.
The decision tree constructed by See5 is presented in Fig. 4 . Each branch node ͑oval shape͒ in the decision tree represents an attribute, and the branches correspond to the possible values of the attribute. Each leaf node ͑rectangular shape͒ represents a decision. See5 makes use of the basic tree induction algorithm ID3 ͑Quinlan 1986͒. Related information about decision trees can be found in Cardie ͑1993͒.
See5 builds a decision tree that consists of a sequence of logical decisions based on the attributes. It builds decision trees by employing a simple divide and conquer strategy. It first chooses an attribute as the current root, divides the input cases into subsets, and recursively tests the subsets, until all remaining cases belong to a single class. The choice of the attribute is based on the information gain. See5 always chooses the attribute with maximum information gain as the current root; such attributes tend to be most discriminative or informative for classification at that point. The computations usually result in a small decision tree. It is to be stressed that See5 was not used to predict the outcome of 
Binary-Dtree Method
Kibler and Aha ͑1987͒ first presented a simple approach that uses the presence or absence of attributes in the decision tree to determine their weights. If an attribute is present in the decision tree, then its weight is 1, otherwise, its weight is 0. The method is very efficient since it only involves running See5 over the input cases.
Cardie ͑1993͒ used this method to improve case-based learning and pointed out that a strategy of considering the positions of attributes in the decision tree ͑such as in the info-top and infodtree methods͒ may work better.
Info-Top Method
Rather than considering only attributes with the maximum information gain ͑i.e., those appearing in the tree͒, this method considers the information gain of all attributes at the top level; that is, the information gain of all attributes based on all the input cases. Thus, there is no need to construct the decision tree. These information-gain values are used as the weights in the similarity assessment process. Clearly, the attribute with maximum information gain is assigned a maximum weight, but other attributes can have some smaller effects in the similarity assessment as well, rather than being completely ignored.
Info-Dtree Method
This method takes into account the location of the attributes in the decision tree. Thus, a decision tree is first constructed using the input cases. For each attribute, which may appear in several places in the tree, the weight is determined by taking the sum of its information gain at each appearance multiplied by the percent of input cases classified by that attribute. For example, if an attribute appears three times in the tree, with information gain values of 0.9, 0.8, and 1.0 with 40, 20, and 10% of the input cases classified by the attribute, respectively, then the weight of this attribute is ͑0.9ϫ 0.4͒ + ͑0.8ϫ 0.2͒ + ͑1.0ϫ 0.1͒ = 0.62. Clearly, attributes at lower levels contribute less to their weight because the number of input cases they classify is smaller. This method, like binary dtree, considers only the information gain of those attributes that appear in the tree.
The impact of the three sets of attribute weights was evaluated using the same test set of five projects. The weights of the attributes generated by the three methods are presented in Table 3 . The attribute weights obtained were used in Step 4 of the CBR process. Fig. 3 . Attribute similarity matrix for Test Case 1 ͑five similar matrices are generated, one for each of the five test cases͒ Fig. 4 . Decision tree constructed by See5 according to the output attribute classes in Table 2 JOURNAL OF CONSTRUCTION ENGINEERING AND MANAGEMENT © ASCE / FEBRUARY 2008 / 149
Step 4. Calculating weighted case similarities-Case similarities are computed for each test case with respect to each input case by using the attribute similarities calculated in Step 2 ͑see Fig. 3 for formulas and calculations͒ and the attribute weights generated in Step 3. For positive weights and normalized similarities, the weighted case similarities are always between 0 and 1, with a score of 1 indicating the case most similar to the test case and 0 the least. Weighted case similarities are computed and presented in Fig. 5 for the info-top method. In this figure, see particularly the formulas at the top of the table that show how the values in the cells are calculated. For example, the weighted case similarity values of the test cases relative to input case 1 ͑i.e., cells U5 to U9͒ are calculated by multiplying the corresponding attribute similarity values ͑i.e., cells L5 to S5 in Fig. 3͒ by their corresponding weights ͑to be found in Cells B2 to I2 in Fig. 2͒ , taking their sum, and then dividing their sum by the sum of the weights ͑see the Excel formula at the top left corner of Fig. 5͒ .
Step 5: Sorting weighted case similarities and corresponding outputs-The highest weighted case similarity for a test case indicates the closest matching input case in the case base. For example, the highest weighted case similarity value for test case 1 is obtained by using the formula "=MAX͑U5:AF5͒" at the top right corner in Fig. 5 .
Once the highest weighted case similarities are identified for respective test cases ͑see Column AG in Fig. 5 and Column AI in Fig. 6͒ , the corresponding case numbers and output values are also listed ͑see Columns AJ and AK in Fig. 6͒ .
Step 6: Calculating the error-The output values listed in the preceding step ͑Column AK in Fig. 6͒ are compared with the respective actual output values ͑Column AL in Fig. 6 , same as Column J in Fig. 2͒ . The differences constitute the errors and are listed in Column AM in Fig. 6 . The errors are calculated in absolute values by using the Excel formula "ABS͑͑100-͑AK4 ‫ء‬ 100͒ / AL4͒͒ / 100" for Test Case 1 in Fig. 6 . The formula is adjusted and repeated for the remaining test cases. The average of the error values of all test cases is the overall error of the CBR process.
Results and Discussion
After the attribute weights were determined by using the binarydtree, info-top, and info-dtree methods, the CBR-Excel model was run and the performance of the model was evaluated vis à vis each method. The tests were repeated ten times with ten different test sets that were selected at random, and the best results obtained in these tests were selected and are reported in this paper. The results presented in the last column of Table 3 indicate that info topϩCBR yielded an average error of 17.63%, whereas binary dtreeϩCBR and info dtreeϩCBR had average errors of 20.70%.
The setting up of the attribute weights in the binary-dtree method was straight forward in that the attributes appearing in the decision tree ͑the foundation system, the type of overhang design, the location of the core, and the ratio of the typical floor area to the total area of the building͒ ͑see Fig. 4͒ were weighted as 1, whereas the attributes that did not appear in the tree ͑the total area of the building, the ratio of the footprint area to the total area of the building, the number of floors, the type of floor structure͒ were weighted as 0, as seen in Table 3 . In the info-top method, all of the eight attributes were given weights according to their information gain values. The attribute with the highest information gain value is selected as the root of the decision tree by See5. In this study, the foundation system with the information gain value of 0,783560 was selected as the root ͑see Fig. 4͒ . The information gain values of all the attributes ͑i.e., their weights͒ are presented in Table 3 . In the info− dtree method, the attributes that appear in the tree constructed by See5 ͑Fig. 4͒ were given weights in consideration of their information gain values and their positions in the tree. For example, the attribute "console direction" appeared twice in the tree, with information gain values of 0.750 and 0.918 with 50 and 25% of input cases classified by the attribute, respectively; the weight of this attribute is calculated as ͑0.750ϫ 0.5͒ + ͑0.918ϫ 0.25͒ = 0.6045. The weights of the attributes in the decision tree were calculated using the same principle and are presented in Table 3 . As discussed by Ling et al. ͑1997͒ , if the number of input cases is small, See5 constructs an overly simple decision tree, overlooking relevant attributes. In the case study presented in this paper, there were 3 continuous and 5 discrete attributes, but only 29 cases. Because 5 cases had to be used as test cases, only 24 cases were left as input cases. As a result, See5 constructed a tree that included only four attributes. When this happens, the performance of the binary-dtree and info-dtree methods ͑that consider only the attributes in the decision tree͒ is bound to be worse than the info-top method ͑that considers the information gain of all attributes͒. It was, therefore, not surprising to find out that binary dtreeϩCBR and info dtreeϩCBR did not generate predictions that are as strong as the prediction generated by the info-top ϩCBR alternative, because they only use the attributes that appear in the decision tree and, therefore, do not take into account the information gain of the other relevant attributes, even though it is likely that such information gain affects the classification of some cases used in the study. Our findings support the conclusion of Ling et al. ͑1997͒ that info dtree and binary dtree are immune to irrelevant attributes, and that info top is suitable for situations where there are not enough input cases and where all attributes may be relevant.
On the other hand, it was surprising to see that binary dtreeϩCBR performed as well as info dtreeϩCBR. After all, info dtree is considered to be a more sophisticated method than binary dtree that assigns a weight of 1 to all attributes in the decision tree, regardless of their position in the tree ͑Ling et al. 1997͒. While binary dtree was found to be as effective as info dtree in the case study presented in this paper, it must be noted that a limited number of input cases were available. The performance of the info-dtree method could possibly improve with larger numbers of input cases.
One of the reasons why the average errors obtained ͑last column in Table 3͒ were not very low, had to do with the nature of the output attribute. The output of the cases considered in this study was the unit cost of construction of the structural system, and its value ranged between $30 and $160/ m 2 ͑see Tables 1 and 2͒. In order to achieve high prediction accuracy, one should have at least two or more cases with not only quite similar input attributes, but also almost identical outputs, which is most improbable given the small number of cases ͑total 29͒ that were available for this study and the wide range of unit costs associated with the cases considered. The average errors reported in this study could have been lower had the output variables been binary or had there been a larger number of cases with an output attribute whose value varied in a smaller range.
Concluding Remarks
CBR was used in this study to develop a prediction model where attribute weights were generated by means of three methods, namely, binary dtree, info top, and info dtree. The structure of the CBR model was modeled using an Excel spreadsheet to provide a transparent and simplified representation of this technique. The attribute weights that were generated by the three methods were then plugged into the CBR-Excel model. The model was tested by using cost data pertaining to the early design parameters and unit cost of the structural system of 29 residential building projects. The results indicated that info topϩCBR performed better than CBR used in association with the other two methods.
The study demonstrated the practicality of using a spreadsheet in developing a CBR model for use in construction management. A spreadsheet simulation of an artificial neural network model developed by Hegazy and Ayed ͑1998͒ was the motivation of the study. A commercial CBR software using a spreadsheet-based user interface helped to facilitate the construction of the model ͑Induce-It 2000͒.
Info topϩCBR performed well, considering the fact that the number of cases in the case base was small and the output attribute was not binary. All of the weight generation methods ͑binary dtree, info top, and info dtree͒ and the CBR prediction suffered from the fact that not many of the 29 cases considered in the study had outputs that were close to each other. More consistent outputs could have resulted in splitting the cases into fewer classes in Table 2 , and consequently producing smaller prediction errors in Table 3 . The likelihood of seeing stronger similarities and making more accurate classifications is much higher if the number of cases is larger than 29.
In this study, the experimentation involved testing ten sets with different test cases selected randomly. Future research may involve the development of a computer program that makes use of all different combinations of test cases and input cases ͑a total of 118,775 combinations͒. Even if it requires a long processing time, it is likely that this approach may reduce the error obtained in this study ͑17.6%͒ and may more fully justify the implementation of this method in the industry.
Despite the limitations cited above, the study is of benefit to researchers, as it illustrates the importance of attribute weights in the performance of a CBR prediction tool and demonstrates that this can be achieved by using simple spreadsheet operations. It also indicates that it is worth experimenting with different inductive learning techniques for weight generation, rather than being confined by the standard methodologies provided by CBR software.
