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Abstract
Worst-case bounds on the expected shortfall risk given only limited information on the dis-
tribution of the random variables has been studied extensively in the literature. In this paper,
we develop a new worst-case bound on the expected shortfall when the univariate marginals are
known exactly and additional expert information is available in terms of bivariate marginals.
Such expert information allows for one to choose from among the many possible parametric
families of bivariate copulas. By considering a neighborhood of distance ρ around the bivariate
marginals with the Kullback-Leibler divergence measure, we model the trade-off between con-
servatism in the worst-case risk measure and confidence in the expert information. Our bound is
developed when the only information available on the bivariate marginals forms a tree structure
in which case it is efficiently computable using convex optimization. For consistent marginals,
as ρ approaches ∞, the bound reduces to the comonotonic upper bound and as ρ approaches
0, the bound reduces to the worst-case bound with bivariates known exactly. We also discuss
extensions to inconsistent marginals and instances where the expert information which might
be captured using other parameters such as correlations.
Keyword: expected shortfall (CVaR), distributionally robust bound, marginals, KL-divergence.
1 Introduction
In recent years, there has been a growing interest in estimating worst-case bounds on the joint risk
measure of a portfolio when the probability distribution of the underlying risks is uncertain. Such
bounds are useful in evaluating the maximum amount of risk that a portfolio is exposed to given
model uncertainty. Of particular relevance to this paper is the expected shortfall risk measure (also
referred to as the Conditional Value-at-Risk (CVaR) measure) that has been proposed in the Basel
Accord III as an alternative to the Value-at-Risk measure for the banking industry (see Embrechts
et. al. 2014). For a continuous random variable c˜ with a finite expected absolute value Eθ(|c˜|) <∞
where θ is the probability measure and F (·) is the cumulative distribution function, the expected
shortfall at confidence level α ∈ (0, 1) is defined as:
ESθα(c˜) =
1
1− α
∫ 1
α
VaRθγ(c˜) dγ,
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where the Value-at-Risk at the probability level γ ∈ (0, 1) is defined as:
VaRθγ(c˜) = inf {c ∈ R | F (c) ≥ γ} .
An alternative representation of the expected shortfall that was popularized by Rockafellar and
Uryasev (2002) which is valid for any random variable c˜ with a finite expected absolute value is
given by the optimal objective value to the following convex minimization problem:
ESθα(c˜) = inf
β∈R
(
β +
1
1− αEθ [c˜− β]
+
)
.
Consider the portfolio optimization problem:
min
x∈X
ESθα
(
c˜Tx
)
(1.1)
where x is a n-dimensional decision vector (portfolio allocations) that is chosen in the convex set
X and c˜ is a n-dimensional random vector (loss of assets) with a joint distribution θ. The loss of
the portfolio is given by the random variable c˜Tx =
∑
i c˜ixi where the expected shortfall captures
the risk of the portfolio. The expected shortfall risk measure has several attractive mathematical
properties. Firstly, the portfolio optimization problem with an expected shortfall risk measure is a
convex optimization problem (unlike the VaR measure) and formulated as follows:
min
x∈X ,β∈R
(
β +
1
1− αEθ
[
c˜Tx− β]+) . (1.2)
Moreover, expected shortfall is a coherent risk measure (see Artzner et. al. 1999) and encourages
risk diversification. However, there remains challenges in using this risk measure in portfolio opti-
mization. Lim et. al. (2011) have shown that the estimation error with the expected shortfall risk
measure tends to be magnified since the model is very sensitive to the tail of the return distribution.
Hanasusanto et. al. (2016) have shown that computing the expected value of the non-negative part
of a linear combination of random variables of the form
Eθ
[
c˜Tx− β]+ ,
for fixed values of x and β is #P-hard, even for uniformly distributed independent random variables.
One approach to tackle these difficulties is to allow for the joint probability distribution θ to
lie in a possible set of distributions Θ. Given this set of distributions, the distributionally robust
portfolio optimization problem is formulated as
min
x∈X
max
θ∈Θ
ESθα
(
c˜Tx
)
, (1.3)
where the portfolio allocation vector is chosen to minimize the worst-case expected shortfall risk
over all possible distributions in the set Θ. Under specific assumptions on the set Θ, formulation
(1.3) has been shown to be efficiently solvable. For discrete distributions, examples of the set Θ for
which the worst-case expected shortfall and the corresponding distributionally robust optimization
problem are efficiently solvable are:
(a) Sets of distributions with fixed univariate marginals (see Ru¨schendorf 1983),
(b) Sets of distributions with fixed nonoverlapping multivariate marginals (see Doan and Natara-
jan 2012, Embrechts and Pucetti 2006),
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(c) Sets of distributions with fixed overlapping multivariate marginals where the structure of the
overlapping marginals satisfies a regularity property (see Doan, Li and Natarajan 2015),
(d) Sets of distributions where the probabilities of the scenarios are assumed to lie in a box
uncertainty set or an ellipsoidal uncertainty set (see Zhu and Fukushima 2009),
(e) Sets of distributions where the probabilities of the scenarios are assumed to lie in a uncertainty
set defined using the φ-divergence measure around a nominal probability distribution (see Ben-
Tal et. al. 2013). This includes Kullback-Leibler divergence, Burg entropy and χ2-distance
as special cases.
Note that in cases (b), (c), (d) and (e), the representation of the set Θ might itself be exponential
in the number of random variables. For example, if each of the n random variables takes m possible
values, the joint distribution can take up to mn possible values. Hence, efficient solvability in cases
(b)-(e) typically refers to an algorithm that solves the problem in polynomial time in the number
of support points of the joint discrete distribution.
1.1 Motivation
In the literature, several approaches have been proposed to model distributions where information
on the marginals is available and only limited dependence information is known. One popular
approach is to find the maximum entropy distribution (see Jaynes 1957) where the joint distribu-
tion is chosen to maximize the Shannon entropy measure (see Shannon 1948) satisfying the given
information. For example, given univariate marginals, the maximum entropy distribution is the
independent distribution. Similarly, given bivariate information which forms a tree structure, the
maximum entropy distribution is a conditionally independent distribution on a tree, referred to
as a Markov (Chow-Liu 1968) tree distribution. An alternate approach is to use the theory of
copulas in which the joint distribution is modeled in terms of the univariate marginals and a copula
(see Sklar 1959). Specifying and estimating the copula in high dimensions however still remains
challenging. A closely related model for distributions in high dimensions that builds on bivariate
copulas is a vine copula (see Bedford and Cooke 2002). Unlike Chow-Liu tree distributions on
n random variables where only dependence on n − 1 edges can be specified, in vine copulas it is
possible to specify additional dependence information among the variables using bivariate copula.
The original motivation for using vine copula stemmed from the need to incorporate expert opin-
ions on dependencies into the specification of the distribution. In our work, instead of describing
the joint distribution that is consistent with univariate and bivariate information by specifying a
copula structure, we focus on finding the worst-case joint distribution for the expected shortfall
risk measure.
In this paper, we assume that the univariate marginal distributions are precisely known but allow
for the information on the bivariate distributions to be generated in a variety of ways including
historical data which might involve noisy, imprecise or incomplete data observations and expert
opinions. Hence it is quite possible that there exist no distribution which is consistent with the given
univariate and bivariate marginal information. For example in portfolio optimization, correlation
between the stocks is often used to model dependencies. These correlations may be measured
between pairs of stocks over different periods of time. Furthermore, experts often provide estimates
on correlations between pairs of stocks based on their forecasts. Combining different expert views
can lead to a negative semidefinite or indefinite correlation matrix. This has led to an interest
in the “closest correlation matrix problem” where the objective is to find a positive semidefinite
correlation matrix that is closest to the given matrix. While much work has been done towards
finding and constructing the closest correlation matrix (see Higham 2002, Qi and Sun 2010), far
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fewer work involve studying its effect on portfolio optimization.
Our approach is closely related to four streams of work. Glasserman and Yang (2016) recently
proposed an optimization formulation to compute the worst-case credit valuation adjustment risk
by combining models of market and credit risk. In their approach, the marginal distributions
are held fixed while the worst-case risk is computed by penalizing for deviation with respect to
a bivariate reference model of the dependence between the market and credit risk models. While
their optimization formulations are developed for n = 2, we generalize this to arbitrary n while
preserving polynomial time solvability. The second stream of work is the model proposed by Ben-Tal
et. al (2013) who studied robust optimization problems where the set of joint distributions lies in a
neighborhood of a reference probability distribution with distance that is defined using the notion
of φ-divergence. Their convex optimization formulation is polynomial in the number of support
points of the joint distribution but can be exponential in the number of random variables. On the
other hand in our work by considering neighborhoods of lower dimensional probability distributions,
specifically bivariate marginals and assuming a tree structure, we develop a convex reformulation
that grows polynomially in the number of random variables. The third stream of results is by
Roughgarden and Kearns (2013) who discuss the hardness of verifying if a joint distribution exists
with the given univariate and bivariate marginals and the corresponding problem of finding the
closest consistent marginals to inconsistent marginals. While their focus is on showing the NP-
hardness of these problems on a complete graph, we show that these problems are easy to solve
on a tree and furthermore it is possible to evaluate robust bounds. Finally, our results builds on
the earlier work of Doan, Li and Natarajan (2015) who develop bounds on expected shortfall using
univariate and bivariate marginal information. In contrast to their work, we allow for the marginals
to be inconsistent and even when consistent, we provide flexibility in modeling the confidence in the
expert opinions by considering a neighborhood around the marginals. Thus, we explicitly model
the trade-off between conservatism in the worst-case risk measure and confidence in the expert
information.
The outline of the paper is as follows. In Section 2, we provide a formal description of the set
of distributions Θ with given univariate marginals µi and expert information in terms of bivariate
marginals µij . We study the problem of finding the closest consistent marginals by finding the
smallest ρ-neighborhood using the Kullback-Leibler divergence around the given bivariate marginals
such that Θ is nonempty. We also provide a polynomial-sized convex reformulation for this problem
by assuming a tree structure. We also discuss several extensions in this section. In Section 3, we
define the uncertainty set of distributions using a ρ-neighborhood of the bivariate distributions such
that Θ is nonempty. We provide a convex optimization problem to find the worst-case upper bound
on the expected shortfall. We show that the bound is efficiently computable when the bivariate
marginal information forms a tree structure. In Section 4, we present numerical experiments. All
proofs are provided in the Appendix.
2 Consistent Marginals in Θ
In this section, we provide a formal description of the set of distributions Θ. We restrict our
attention to univariate and bivariate marginal information. Denote the random vector by c˜ =
(c˜1, c˜2, . . . , c˜n) and define the index set N = {1, 2, . . . , n}. Let Ci denote the set of values taken by
c˜i for i ∈ N . For i ∈ N , let µi denote the given univariate distribution where µi(ci) = Pθ(c˜i = ci)
for ci ∈ Ci. Let N ′ ⊆ N × N denote the index set for the bivariate marginal information. Then
for (i, j) ∈ N ′ with i < j, let µij denote the bivariate marginal where µij(cij) = Pθ(c˜ij = cij) =
Pθ(c˜i = ci, c˜j = cj) with c˜ij = (c˜i, c˜j) and cij = (ci, cj) for ci ∈ Ci and cj ∈ Cj . We assume that
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the bivariate marginal information is obtained from expert information. Such bivariate marginals
might be chosen using one of many possible parametric families of bivariate copula. We also discuss
extensions when such expert information on bivariates might be captured using simpler parameters
such as correlations. The associated graph with this set of marginals consist of the vertex set N
where each vertex i corresponds to the random variable c˜i and the arc set N ′ where each undirected
edge (i, j) between vertex i and j corresponds to a pair of random variables c˜i and c˜j for which the
bivariate marginal is provided. Let (N ,N ′) denote the corresponding graph.
Let Θ denote the Fre´chet class of joint distributions with the given univariate and bivariate
marginals defined as
Θ = {θ : proji(θ) = µi, ∀i ∈ N , projij(θ) = µij , ∀(i, j) ∈ N ′},
where proji(·) and projij(·) denote the projection of the joint distribution to the i-th and (i, j)-th
variables. An important question is to identify conditions on the univariate and bivariate marginals
which would guarantee that the set Θ is nonempty. A necessary set of conditions to guarantee the
set is nonempty is the consistency of the univariate and bivariate marginals which is given by the
equality conditions: ∑
cj∈Cj
µij(cij) = µi(ci), ∀ci ∈ Ci,∀i ∈ N : (i, j) ∈ N ′,∑
ci∈Ci
µij(cij) = µj(cj), ∀cj ∈ Cj , ∀j ∈ N : (i, j) ∈ N ′.
(2.1)
However, the consistency of univariate and bivariate marginals is not a sufficient condition to
guarantee the nonemptiness of Θ (see Vorob’ev 1962). For example, consider N = {1, 2, 3} with
binary random variables. The univariate marginals are given as µ1(0) = µ1(1) = 1/2, µ2(0) =
µ2(1) = 1/2, µ3(0) = µ3(1) = 1/2 and the bivariate marginals are given as µ12(0, 1) = µ12(1, 0) =
1/2, µ23(0, 1) = µ23(1, 0) = 1/2, µ13(0, 1) = µ13(1, 0) = 1/2. Though the univariate and bivariate
marginals are consistent in this example, the set Θ is empty. The nonemptiness of the Fre´chet
class of distributions Θ is ensured under the consistency of multivariate marginals when the graph
satisfies a graph theoretic condition known as the “running intersection property”. One such graph
structure is a tree. The consistency of the univariate and bivariate marginals in this case will ensure
that Θ is nonempty. The tree structure plays an important role in the present work as it simplifies
the formulations as discussed next.
2.1 Closest Consistent Marginals
In this section, we consider the problem of finding the closest consistent marginals when the original
set of distribution Θ is empty. To do so, we find the minimal perturbation ρ for all the given
bivariate marginals such that the new bivariate marginals {θij}(i,j)∈N ′ lie within a ρ-neighborhood
of {µij}(i,j)∈N ′ and there exists a joint distribution consistent with the given univariate marginals
{µi}i∈N and the new bivariate marginals {θij}(i,j)∈N ′ . To define the ρ-neighborhood, we make
use of the notion of Kullback-Leibler (KL)-divergence. For any two non-negative vectors p =
(p1, . . . , pm)
T and q = (q1, . . . , qm)
T , the KL-divergence is defined by:
IKL(p,q) =
m∑
i=1
pi log
(
pi
qi
)
.
The KL-divergence is an example of φ-divergence (see Pardo 2006) which has recently gained
popularity in the area of distributionally robust optimization (see Ben-Tal et al. 2013) where
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the set of probability distributions is defined to be the ρ-neighborhood of a reference probability
distribution.
For verifying the nonemptiness of Θ, we need to check for the existence of a joint distribution
θ with the given univariate marginals {µi}i∈N and bivariate marginals {µij}(i,j)∈N ′ . If such a θ
exists, the minimum deviation is given by ρ = 0 else ρ > 0. We next formulate an optimization
problem to find the smallest neighborhood of the given bivariate marginals which guarantees the
nonemptiness of Θ. Let C = C1 × C2 × . . . Cn be the set of all possible realizations of c˜ and
θ(c) = P(c˜ = c) for c ∈ C. The problem of finding the closest consistent marginals using the
KL-divergence measure is formulated as the solution to a convex optimization problem:
min
ρ, θ, θij
ρ
subject to
∑
c∈C|ci
θ(c) = µi(ci), ∀i ∈ N , ∀ci ∈ Ci,∑
c∈C|cij
θ(c) = θij(cij), ∀(i, j) ∈ N ′, ∀cij ∈ Ci × Cj ,∑
c∈C
θ(c) = 1,
θ(c) ≥ 0, ∀c ∈ C,
IKL
(
θij ,µij
) ≤ ρ, ∀(i, j) ∈ N ′.
(2.2)
In formulation (2.2), the objective is to minimize the distance of the neigborhood given by ρ. The
first four constraints ensure that there exists a joint distribution with univariate µi and bivariate
θij while the last constraint ensures that the bivariate θij lies in a ρ-neighborhood of µij . Note
that for consistent marginals µi and µij such that a joint distribution θ exists, the optimal solution
of (2.2) is ρ = 0.
The number of variables in the convex optimization problem in (2.2) is however exponential in
the number of variables n. We next identify an instance where the closest consistency problem can
be solved as a polynomial sized convex optimization problem. The result is provided next and the
proof is provided in the Appendix.
Theorem 2.1 Consider the given univariate and bivariate marginals {µi}i∈N and {µij}(i,j)∈N ′
where the graph associated with (N ,N ′) is a tree. Then the solution to the following convex opti-
mization problem finds the minimal ρ-neighborhood for which there exists a joint distribution:
min
ρ, θij
ρ
subject to
∑
cj∈Cj
θij(cij) = µi(ci), ∀i ∈ N : (i, j) ∈ N ′,∀ci ∈ Ci,∑
ci∈Ci
θij(cij) = µj(cj), ∀j ∈ N : (i, j) ∈ N ′, ∀cj ∈ Cj ,∑
cij∈Ci×Cj
θij(cij) = 1, ∀(i, j) ∈ N ′,
θij(cij) ≥ 0, ∀(i, j) ∈ N ′,∀cij ∈ Ci × Cj ,
IKL(θij ,µij) ≤ ρ, ∀(i, j) ∈ N ′.
(2.3)
In formulation (2.2), the number of decision variables is O(mn) where m is the number of possible
values that each of the n random variables takes. On the other hand in formulation (2.3), the
number of decision variables is only O(nm2).
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2.2 Extensions
In this section, we relate Theorem 2.1 to three existing models and discuss possible extensions.
Roughgarden and Kearns (2013) considered the problem of finding a minimal ρ-neighborhood
over which a consistent joint distribution θ exists which is obtained by perturbing both the uni-
variate marginals {µi}i∈N and the bivariate marginals {µij}(i,j)∈N ′ . In their work, the authors
formulated a linear program by minimizing the L1-norm distance instead of the KL-divergence
measure that we use in (2.2). However since they consider a general graph structure for the bi-
variates, their problem is NP-hard to solve. We can build on their approach in cases when the
univariate marginal information is not reliable by also perturbing the univariate marginals using
the KL-divergence measure. The convex optimization problem (2.3) for the tree structure in this
case can be extended to the following formulation:
min
ρ, θi, θij
ρ
subject to
∑
cj∈Cj
θij(cij) = θi(ci), ∀i ∈ N : (i, j) ∈ N ′,∀ci ∈ Ci,∑
ci∈Ci
θij(cij) = θj(cj), ∀j ∈ N : (i, j) ∈ N ′, ∀cj ∈ Cj ,∑
cij∈Ci×Cj
θij(cij) = 1, ∀(i, j) ∈ N ′,
θij(cij) ≥ 0, ∀(i, j) ∈ N ′, ∀cij ∈ Ci × Cj ,
IKL (θi,µi) ≤ ρ, ∀i ∈ N ,
IKL
(
θij ,µij
) ≤ ρ, ∀(i, j) ∈ N ′.
(2.4)
Secondly, the optimization problems (2.2) and (2.3) is closely related to the formulation of
the iterative proportional fitting (IPF) procedure (see Deming and Stephan 1940, Fienberg 1970,
Glasserman and Yang 2016, Ireland and Kullback 1968) which is also known as biproportional
fitting or raking. In the IPF procedure, the bivariate or higher-dimension multivariate marginal
information is adjusted keeping the given univariate or lower-dimension marginals respectively fixed,
thereby maximizing the bivariate (or multivariate as the case may be) entropy or relative entropy
which is equivalent to minimizing the KL-divergence. The optimization problem associated with
the IPF method for given univariate and bivariate marginals can as follows:
max
θij
−
∑
(i,j)∈N ′
∑
cij∈Ci×Cj
θij(cij) log
(
θij(cij)
µij(cij
)
subject to
∑
cj∈Cj
θij(cij) = µi(ci), ∀i ∈ N : (i, j) ∈ N ′,∀ci ∈ Ci,∑
ci∈Ci
θij(cij) = µj(cj), ∀j ∈ N : (i, j) ∈ N ′,∀cj ∈ Cj ,
θij(cij) ≥ 0, ∀(i, j) ∈ N ′, ∀cij ∈ Ci × Cj .
(2.5)
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This problem can be reformulated in terms of the ρ-neighborhood formulation as follows:
min
ρ, θij
∑
(i,j)∈N ′
ρij
subject to
∑
cj∈Cj
θij(cij) = µi(ci), ∀i ∈ N : (i, j) ∈ N ′,∀ci ∈ Ci,∑
ci∈Ci
θij(cij) = µj(cj), ∀j ∈ N : (i, j) ∈ N ′, ∀cj ∈ Cj ,
θij(cij) ≥ 0, ∀(i, j) ∈ N ′, ∀cij ∈ Ci × Cj ,
IKL(θij ,µij) ≤ ρij , ∀(i, j) ∈ N ′.
(2.6)
Observe that the above formulation is similar to that of (2.3) except that here the objective is
defined using the L1-norm while in (2.3) the objective is defined using the L∞-norm.
Finally, in our model, we focus on the expert information given in terms of bivariate marginals.
A related problem that has been studied is to generate distributions with given univariate marginals
together with expert information specified in terms of a covariance matrix. One such method is
the NORTA (NORmal To Anything) method (see Cario and Nelson 1997). While popular, it is
known that the NORTA method might not be able to generate joint distributions in all instances
where there exists sets of univariate marginals with a feasible covariance matrix (see Ghosh and
Henderson (2002) for counterexamples). Ghosh and Henderson (2002) proposed a general linear
optimization formulation to construct a joint distribution with given univariate marginals and a
covariance matrix if one exists or else show that the problem is infeasible. However the size of their
linear program grows exponentially in the number of random variables and is hence easy to solve
only in low dimensions. Using our previous result, we can extend their result as follows. Assume
that, for each (i, j) ∈ N ′, we are given an estimate of the covariance between i and j represented
by Σij . Define the mean of the random variables as E(c˜i) =
∑
ci
ciµi(ci). We can then generalize
the formulation in (2.3) by using covariance information as follows:
min
ρ, θij
ρ
subject to
∑
cj∈Cj
θij(cij) = µi(ci), ∀i ∈ N : (i, j) ∈ N ′, ∀ci ∈ Ci,∑
ci∈Ci
θij(cij) = µj(cj), ∀j ∈ N : (i, j) ∈ N ′,∀cj ∈ Cj ,∑
cij∈Ci×Cj
θij(cij) = 1, ∀(i, j) ∈ N ′,
θij(cij) ≥ 0, ∀(i, j) ∈ N ′,∀cij ∈ Ci × Cj , ∑
cij∈Ci×Cj
cicjθij(cij)− E(c˜i)E(c˜j)
− Σij ≤ ρ, ∀(i, j) ∈ N ′,
−
 ∑
cij∈Ci×Cj
cicjθij(cij)− E(c˜i)E(c˜j)
+ Σij ≤ ρ, ∀(i, j) ∈ N ′.
(2.7)
Note that at optimality ρ = max(i,j)∈N ′ |E(c˜ic˜j) − E(c˜i)E(c˜j) − Σij |. If the optimal objective
value in (2.7) is ρ = 0, then by using a proof construction as in Theorem 2.1, there exists a
joint distribution with the given univariate marginals and covariance matrix, else there exists no
such distribution. Note that unlike the original linear program in Ghosh and Henderson (2002),
the number of variables and constraints in the linear program (2.7) is polynomial in the number
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of random variables. This is because we make the assumption of a tree structure on the known
covariance information.
3 Worst-Case Expected Shortfall
The distributionally robust CVaR (or expected shortfall) problem for portfolio optimization in (1.3)
is typically formulated as:
min
x∈X , β∈R
(
β +
1
1− α maxθ∈Θ Eθ[c˜
Tx− β]+
)
In this section, we focus on solving the inner maximization problem for fixed x and β, and finding
the worst-case distribution corresponding to it. We consider a more general expected value of
functions of the form Eθ
[
maxk∈K
(
c˜Tak(x) + bk(x)
)]
where K = {1, 2, . . . ,K} and ak(x), bk(x) are
assumed to be affine functions of the decision vector x ∈ X . Observe that for K = {1, 2}, defining
a1(x) = x, b1(x) = −β and a2(x) = 0, b2(x) = 0, the problem reduces to the inner maximization
problem for the robust expected shortfall problem. For given univariate µi and bivariate µij , the
set of distributions Θρ is defined as:
Θρ =
{
θ : proji(θ) = µi, ∀i ∈ N , projij(θ) = θij , ∀(i, j) ∈ N ′,∑
c∈C|ci
θ(c) = µi(ci), ∀i ∈ N , ∀ci ∈ Ci,∑
c∈C|cij
θ(c) = θij(cij), ∀(i, j) ∈ N ′, ∀cij ∈ Ci × Cj ,∑
c∈C
θ(c) = 1, θ(c) ≥ 0,∀c ∈ C,
IKL(θij ,µij) ≤ ρ,∀(i, j) ∈ N ′
}
,
(3.1)
for a given ρ ≥ 0. When no joint distribution exists corresponding to the given marginal infor-
mation, ρ must be at least the minimal perturbation for which the set is nonempty obtained by
solving (2.2). For the case where the marginals have a consistent joint distribution, the set of dis-
tributions is nonempty for any non-negative ρ. The choice of ρ in defining the set of distributions
thus captures the confidence in the expert information. We next provide an equivalent formulation
to compute the tight upper bound. The result is an extension of the linear programming problem
formulation provided in Doan and Natarajan (2012) where we consider a ρ-neighborhood around
the bivariate marginals thus providing for a tradeoff between conservatism in the risk measure and
confidence in the expert information. The proof is provided in the appendix.
Theorem 3.1 Consider the univariate and bivariate marginals {µi}i∈N and
{
µij
}
(i,j)∈N ′ with
the set Θρ defined in (3.1). Let V denote the optimal value of the following convex program:
9
max
vk, vki , v
k
ij , wk, θ, θij
∑
k∈K
∑
c∈C
cTak v
k(c) +
∑
k∈K
bkwk
subject to
∑
c∈C|cij
vk(c) = vkij(cij), ∀(i, j) ∈ N ′, ∀cij ∈ Ci × Cj ,∀k ∈ K,∑
c∈C|ci
vk(c) = vki (ci), ∀i ∈ N ,∀ci ∈ Ci, ∀k ∈ K,∑
c∈C
vk(c) = wk, ∀k ∈ K,∑
k∈K
wk = 1,∑
k∈K
vki (ci) = µi(ci), ∀i ∈ N ,∀ci ∈ Ci,∑
k∈K
vkij(cij) = θij(cij), ∀ (i, j) ∈ N ′, ∀cij ∈ Ci × Cj ,∑
k∈K
vk(c) = θ(c), ∀c ∈ C,
IKL(θij ,µij) ≤ ρ, ∀(i, j) ∈ N ′,
vk(c) ≥ 0, ∀c ∈ C, ∀k ∈ K
wk ≥ 0, ∀k ∈ K.
(3.2)
Then V coincides with the Fre´chet bound M = maxθ∈Θρ Eθ
[
maxk∈K
(
c˜Tak + bk
)]
.
3.1 Tree Structure
In Theorem 3.1, we considered the general set of distributions in (3.1) with no additional condi-
tions on the structure of the bivariate marginal information. Building on Theorem 2.1, under the
assumption of a tree structure over the set of indices (N ,N ′), the set of distributions Θρ can be
defined in terms of univariate and bivariate marginals as:
Θρ =
{
θ : proji(θ) = µi, ∀i ∈ N , projij(θ) = θij , ∀(i, j) ∈ N ′,∑
cj∈Cj
θij(cij) = µi(ci),∀i ∈ N : (i, j) ∈ N ′,∀ci ∈ Ci,∑
ci∈Ci
θij(cij) = µj(cj), ∀j ∈ N : (i, j) ∈ N ′,∀cj ∈ Cj ,
IKL(θij ,µij) ≤ ρ,∀(i, j) ∈ N ′
}
.
(3.3)
The formulation for the worst-case bound is provided next and the proof is provided in the appendix.
Theorem 3.2 Consider the univariate and bivariate marginals {µi}i∈N and
{
µij
}
(i,j)∈N ′ such
that (N ,N ′) has a tree structure with the set Θρ defined in (3.3). Let V denote the optimal value
of the following primal convex program
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max
vki , v
k
ij , wk, θij
∑
k∈K
∑
i∈N
∑
ci∈Ci
cia
k
i v
k
i (ci) +
∑
k∈K
bkwk
subject to
∑
k∈K
vkij(cij) = θij(cij), ∀(i, j) ∈ N ′, ∀cij ∈ Ci × Cj ,∑
k∈K
vki (ci) = µi(ci), ∀i ∈ N ,∀ci ∈ Ci,∑
cij∈Cij
vkij(cij) = wk, ∀(i, j) ∈ N ′, ∀k ∈ K,∑
ci∈C
vki (ci) = wk, ∀i ∈ N ,∀k ∈ K,∑
k∈K
wk = 1,∑
ci∈Ci
vkij(cij) = v
k
j (cj), ∀j ∈ N : (i, j) ∈ N ′,∀k ∈ K, ∀cj ∈ Cj ,∑
cj∈Cj
vkij(cij) = v
k
i (ci), ∀i ∈ N : (i, j) ∈ N ′,∀k ∈ K,∀ci ∈ Ci,
(3.4)
.IKL(θij ,µij) ≤ ρ, ∀(i, j) ∈ N ′,
vkij(cij) ≥ 0, ∀(i, j) ∈ N ′,∀cij ∈ Ci × Cj ,∀k ∈ K,
wk ≥ 0, ∀k ∈ K,
Then V coincides with the Fre´chet bound M = maxθ∈Θρ Eθ
[
maxk∈K
(
c˜Tak + bk
)]
.
In the formulation (3.2), the number of decision variables is O(Kmn) where m is the number of
possible values that each of the n random variables takes whereas it is only O(Knm2) in formulation
(3.4). Thus, under the tree structure formulation, the problem is polynomial time solvable.
In the distributionally robust CVaR problem (1.3) which has a minmax formulation, the aim
is to find the optimal decision variable x which minimizes the worst-case expected shortfall. Since
the inner maximization problem is convex programming problem, it can be reformulated as the
minimization problem using a dual formulation, thereby simplifying the distributionally robust
CVaR problem to minimization problem. With the univariate and bivariate marginals {µi}i∈N
and
{
µij
}
(i,j)∈N ′ such that (N ,N ′) has a tree structure along with the uncertainty set Θρ defined
in (3.3) with ρ > ρ∗ where ρ∗ is the optimal value of the problem (2.3), the worst-case CVaR
problem (1.3) can be reformulated as follows
min
x∈X ,β,λ≥0,ξ,ζ,τ ,ν
β + 1
1− α
ν + ∑
(i,j)∈N ′
λijρ+
∑
i∈N
∑
ci∈Ci
ξi(ci)µi(ci)
+
∑
(i,j)∈N ′
∑
cij∈Ci×Cj
λij µij(cij)
(
eξij(cij)/λij − 1
)
subject to ν ≥
∑
i∈N
τ1i +
∑
(i,j)∈N ′
τ1ij − β,
ν ≥
∑
i∈N
τ2i +
∑
(i,j)∈N ′
τ2ij ,
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ξi(ci) ≥ cixi − τ1i +
∑
j∈N :(i,j)∈N ′
ζ1ji (ci) +
∑
l∈N :(l,i)∈N ′
ζ1li (ci), ∀i ∈ N , ∀ci ∈ Ci,
ξi(ci) ≥ −τ2i +
∑
j∈N :(i,j)∈N ′
ζ2ji (ci) +
∑
l∈N :(l,i)∈N ′
ζ2li (ci), ∀i ∈ N , ∀ci ∈ Ci,
ξij(cij) ≥ −
(
τ1ij + ζ
1i
j (cj) + ζ
1j
i (ci)
)
, ∀(i, j) ∈ N ′, ∀cij ∈ Ci × Cj ,
ξij(cij) ≥ −
(
τ2ij + ζ
2i
j (cj) + ζ
2j
i (ci)
)
, ∀(i, j) ∈ N ′, ∀cij ∈ Ci × Cj .
4 Numerical Experiments
In this section, we present numerical results for the Fre´chet upper bound for the inner maximization
problem in the distributionally robust CVaR formulation. We consider examples wherein the com-
plete univariate and partial bivariate information is provided with (N ,N ′) forming a tree structure.
Consider the worst-case upper bound:
max
θ∈Θρ
Eθ
[∑
i∈N
c˜i − β
]+
.
As the parameter ρ becomes large, the bound converges to the worst-case bound obtained assuming
only univariate distributions are known which is equivalent to the well-known comonotonic upper
bound. For consistent marginals, as ρ tends to zero, the bound converges to the worst-case bound
with bivariate distributions known exactly whereas for the inconsistent scenario, as ρ tends to ρ∗
where ρ∗ is the minimal perturbation obtained by solving the closest consistent marginal (2.3), the
bound converges to the worst-case bound with optimal bivariate distributions for the maximum
entropy problem (2.5). Thus as ρ is decreased and more confidence is attached to the expert infor-
mation, the bound reduces from the comonotonic upper bound to the worst-case bound assuming
the exact bivariate marginals known or that obtained from maximum entropy in the set N ′. In
our computations, the bounds are estimated with the KNITRO solver that is accessed through the
AMPL modeling language.
For the numerical examples we fix N = {1, 2, 3, 4, 5} with the random variable c˜i taking
values in Ci = {1, 2, . . . , 10} for i ∈ N . Let the bivariate marginals be specified for N ′ =
{(1, 2), (2, 3), (3, 4), (4, 5)} where the index set (N ,N ′) form a series graph.
We first consider an example with consistent marginal information. Corresponding to consistent
univariate and bivariate marginals a joint distribution can be generated using the Chow-Liu tree
distribution, thereby ensuring that the class of distributions Θρ defined by (3.3) is nonempty
for any ρ ≥ 0. To compute the bound, we solve the convex optimization problem (3.4) with
K = {1, 2}, a1i = 1 for i ∈ N , b1 = −β and a2i = 0 for i ∈ N , b2 = 0. Since
∑
i∈N c˜i takes values in
{5, 6, . . . , 50}, we can vary β in [5, 50]. We assume that each c˜i is a discrete uniform random variable
which takes values in Ci with probability 0.1. We consider three different kinds of dependencies
modeling expert information in the set N ′ given by, (i) very positively correlated pairs of random
variables, (ii) pairwise independent random variables and (iii) very negatively correlated pairs of
random variables. For positively correlated random variables, the bivariate distributions in N ′
are chosen with discrete uniform marginals and a Gaussian copula (discretized) with correlation
parameter 0.69. Figure 1 represents the probability heat map of the optimal bivariate distributions
for the random variables c˜1 and c˜2 obtained by solving the convex optimization problem (3.4)
over β = 15, 30, 45 corresponding to different values of the parameter ρ = 0.00001, 0.01, 0.1, 0.5.
We also provide the worst-case bounds in the figure (written as ‘Bound’ in the caption of each
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sub-figure). Optimal distributions for the other bivariate distributions in the set N ′ are the same
as observed in Figure 1 (by construction) and hence not shown here . In Figure 1, we observe
that as ρ decreases, the bivariate distributions are positively correlated with small changes where
the bound decreases slightly. In Figure 2, we consider the case where the expert information is
pairwise independent bivariate distributions (can be though of as Gaussian copula with correlation
parameter 0) in the set N ′. As the figure indicates, the worst-case bivariate distributions as ρ
decrease, moves from positively correlated distributions to independent distributions. The bounds
decrease more in these instances as compared to Figure 1. Lastly, in Figure 3, we consider the case
where the bivariate distributions in N ′ are chosen with uniform marginals and a Gaussian copula
with correlation parameter –0.69. In this case, the worst-case bivariate distributions as ρ decrease
moves from positively correlated distributions to negatively correlated distributions. The bound
reduces much more in this case since the expert information is very different from the worst-case
bivariate distributions with comonotonic random variables.
In Figure 4, we compare the Fre´chet bound for the perturbation parameter ρ = 0.1 with
the bounds obtained from the bivariate distribution known exactly and from only the univariate
distributions known for different β in all the three cases. Observe that depending on the expert
information (that is the bivariate distribution) known, the Fre´chet bound varies between the bounds
obtained from univariate and the bivariate information. For the positively correlated scenario, the
Fre´chet bound for ρ = 0.1 is closer to the univariate bound while for the negatively correlated case,
it is closer to the bivariate bound. Thus we observe that the model is able to capture the trade-off
between conservatism in the worst-case risk measure and confidence in expert information.
For our next example, unlike the discrete uniform distribution above for the univariate marginals,
we consider a non-uniform discrete univariate distribution for i ∈ N with the marginals given in
Table 1, while generating three different bivariate distributions for (i, j) ∈ N ′ using the discrete
Gaussian copula as in the preceding example, that is with correlation coefficients 0.69, 0 and −0.69.
c 1 2 3 4 5 6 7 8 9 10
µi(c) 0.025 0.050 0.075 0.15 0.20 0.20 0.15 0.075 0.050 0.025
Table 1: Univariate marginals µi
Clearly the marginals are inconsistent in all the three cases (since the discretized Gaussian copulas
has discrete uniform marginals). Thus we solve the closest consistency problem (2.3) and consider
the class of distribution Θρ with ρ ≥ ρ∗ where ρ∗ is the minimal perturbation obtained. For the
cases with correlation coefficient 0.69, 0 and −0.69, the value of ρ∗ as obtained by solving (2.3)
are 0.342356, 0.434234 and 0.342356 respectively. Moreover, the optimal bivariate distribution θij
consistent with the given univariate as obtained by solving the relative maximum entropy problem
(2.5) are feasible for Θρ with ρ ≥ ρ∗. For β = 5, 10, . . . , 45, 50 and different values of ρ > ρ∗, the
Fre´chet bounds were calculated using (3.4) which is always more than the bound calculated with
given univariate and the bivariate calculated from maximum entropy. As ρ increases, the Fre´chet
bound converges to the univariate bound whereas as ρ decreases to ρ∗, the Fre´chet bound converges
to the maximum entropy bound. In Figure 5, we present the heat map of the optimal bivariate
distributions for the random variables c˜1 and c˜2 obtained by solving (3.4) over β = 15, 30, 45
corresponding to different values of the parameter ρ = 0.34236, 0.4, 0.75, 1.1 for the case with
correlation coefficient −0.69 while in Figure 6 we compare the Fre´chet bound for ρ = 0.5 with the
bound obtained with maximum entropy bivariate distribution and that obtained with univariate
marginals only known for all three cases. Unlike the uniform univariate marginals case in the
first example, the probabilities for the optimal bivariate distributions are concentrated towards
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Figure 1: Heat map for θ12 for discrete uniform random variables with correlation coefficient 0.69
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Figure 2: Heat map for θ12 for discrete uniform independent random variables
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Figure 3: Heat map for θ12 for discrete uniform random variables with correlation coefficient -0.69
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Figure 4: Comparison of Fre´chet bound for ρ = 0.1 with univariate and bivariate bounds
the center; see Table 1. Comparing Figure 5 with Figure 3 (same bivariate information, but
different univariate information), we observe that although the concentration of mass is affected
by the marginal univariate information provided; as ρ decreases we move from a more positively
correlated structure to a more negatively correlated structure in both examples.
5 Conclusions
In this paper, we have developed a Fre´chet upper bound for the distributionally robust CVaR
problem under univariate and bivariate marginal information. By allowing for expert information
in terms of bivariate marginals, we model the trade-off between conservatism in the worst-case
risk measure and confidence in the expert information. Importantly, we show that as long as the
bivariate marginals form a tree structure, the problem is efficiently solvable as a convex optimization
problem. We end by discussing some possible directions for future research.
In our model, we considered a class of distributions in the ρ-neighborhood expressed in terms
of KL-divergence. Under the KL-divergence measure, the new bivariate marginal has non-zero
probability only on support points where the original bivariate marginal has non-zero probability.
It will be interesting to extend our formulations to consider other φ-divergence measures which
allows one to consider bivariate marginals in a neighborhood where non-zero probabilities might
be assigned to support points with zero probabilities in the expert information (see Ben-Tal et.
al. 2013). Secondly, while our study has been primarily restricted to discrete distributions, it
would be interesting to study how well such a method would do for continuous distributions using
discretization methods. Finally, in our results, the tree structure plays a pivotal role in simplifying
the formulation in comparison to the general graph structure. A natural question is whether for
arbitrary bivariate information, there are methods to find an optimal tree structure for the worst-
case CVaR problem.
Appendix
Proof of Theorem 2.1
Proof. We show the equivalence of formulations (2.2) and (2.3) when the graph associated with
the univariate and bivariate marginal index sets (N ,N ′) forms a tree structure. Given a feasible
solution to (2.2) denoted by (ρ,θ,θij), we consider the corresponding solution (ρ,θij) to (2.3) with
the same objective value. This solution is feasible to (2.3) since:
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Figure 5: Heat map for θ12 for discrete random variables with correlation coefficient -0.69
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Figure 6: Comparison of Fre´chet bound for ρ = 0.5 with univariate and max. entropy bounds
∑
cj∈Cj
θij(cij) =
∑
cj∈Cj
∑
c∈C|cij
θ(c) =
∑
c∈C|ci
θ(c) = µi(ci).∑
ci∈Ci
θij(cij) =
∑
ci∈Ci
∑
c∈C|cij
θ(c) =
∑
c∈C|cj
θ(c) = µj(cj).
By the non-negativity of θ(c), the non-negativity condition of θij(cij) holds in (2.3).
To show the converse, observe that given a feasible solution to (2.3), we can construct a joint
distribution by using a conditionally independent distribution (Chow-Liu (1968) tree). For the tree
structured index set (N ,N ′), the joint distribution is defined as
θ(c) =
∏
i∈N
µi(ci)
∏
(i,j)∈N ′
θij(cij)
µi(ci)µj(cj)
satisfying the univariate and bivariate marginal conditions∑
c∈C|cij
θ(c) = θij(cij) and
∑
c∈C|ci
θ(c) = µi(ci),
thereby satisfying the conditions of (2.2). Hence, under the tree structure (2.2) reduces to (2.3).
Proof of Theorem 3.1
Proof. Define ψ(c˜) = maxk∈K
(
c˜Tak + bk
)
. For any joint distribution θ ∈ Θρ, we have:
Eθ(ψ(c˜)) = Eθ
[
maxk∈K
(
c˜Tak + bk
) ]
=
∑
k∈K
Eθ
(
c˜Tak + bk | k-th term is maximum
)
Pθ(k-th term is maximum)
=
∑
k∈K
∑
c∈C
cTak Pθ(c˜ = c, k-th term is maximum)
+
∑
k∈K
bk Pθ(k-th term is maximum)
=
∑
k∈K
∑
c∈C
cTak vk(c) +
∑
k∈K
bkwk
where the decision variables vk(c) and wk denote
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vk(c) = Pθ(c˜ = c, k-th term is maximum) and wk = Pθ(k-th term is maximum).
Since the decision variables vk(c) and wk are probability measures, they are non-negative. By the
definition of probability, observe that∑
k∈K
vk(c) =
∑
k∈K
Pθ(c˜ = c, k-th term is maximum) = Pθ(c˜ = c) = θ(c),∑
c∈C
vk(c) =
∑
c∈C
Pθ(c˜ = c, k-th term is maximum) = Pθ(k-th term is maximum) = wk,∑
k∈K
wk =
∑
k∈K
Pθ(k-th term is maximum) = 1.
Further we introduce the following decision variables
vkij(cij) = Pθ(c˜ij = cij , k-th term is maximum) and
vki (ci) = Pθ(c˜i = ci, k-th term is maximum).
The variables vk(c), vkij(cij) and v
k
i (ci) are related as follows:∑
c∈C|cij
vk(c) =
∑
c∈C|cij
Pθ(c˜ = c, k-th term is maximum)
= Pθ(c˜ij = cij , k-th term is maximum) = vkij(cij),∑
c∈C|ci
vk(c) =
∑
c∈C|ci
Pθ(c˜ = c, k-th term is maximum)
= Pθ(c˜i = ci, k-th term is maximum) = vki (ci).
Moreover, vkij(cij) and v
k
i (ci) are related to θij(cij) and µi(ci) respectively as∑
k∈K
vkij(cij) =
∑
k∈K
Pθ(c˜ij = cij , k-th term is maximum) = Pθ(c˜ij = cij) = θij(cij)∑
k∈K
vki (ci) =
∑
k∈K
Pθ(c˜i = ci, k-th term is maximum) = Pθ(c˜i = ci) = µi(ci)
For the given univariate and bivariate marginals µi and µij , θij satisfy the following ρ-neighborhood
condition
IKL(θij ,µij) ≤ ρ, ∀ (i, j) ∈ N ′
such that it is consistent with µi. Thus for any θ ∈ Θρ along with the decision variables
vk, v
k
i , v
k
ij , wk satisfying the constraints,
max
vk,v
k
ij ,v
k
i ,wk
∑
k∈K
∑
c∈C
cTak vk(c) +
∑
k∈K
bkwk ≥ Eθ(ψ(c˜)),
which implies
V = max
vk,v
k
ij ,v
k
i ,wk,θ
∑
k∈K
∑
c∈C
cTak vk(c) +
∑
k∈K
bkwk ≥ max
θ∈Θ
Eθ(ψ(c˜) =M .
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To prove the result, we need to show that the bound is tight, that is V = M . Consider the
optimal decision variables v∗k, v
k∗
ij , v
k∗
i , w
∗
k, θ
∗ and θ∗ij of the convex programming problem (3.2).
Observe that w∗k is a probability measure. Next for a fixed k ∈ K, we construct distributions θk∗
and θk∗ij as follows:
(a) Choose the k-th term c˜Tak + bk with probability w
∗
k.
(b) For a fixed k ∈ K, define θk∗(c) = v∗k(c)/w∗k. In addition, for each (i, j) ∈ N ′, define
θk∗ij (cij) = v
k∗
ij (cij)/w
∗
k and for i ∈ N , θk∗i (ci) = vk∗i (ci)/w∗k. Note that if w∗k = 0, we simply
drop that index. It is easy to observe that∑
c∈C|cij
θk∗(c) = θk∗ij (cij) and
∑
c∈C|ci
θk∗(c) = θk∗i (ci).
Hence the following inequality holds:
Eθk∗
[
max
l∈K
(
c˜Tal + bl
)]
≥ Eθk∗
[
c˜Tak + bk
]
=
1
w∗k
∑
c∈C
cTakv
k∗(c) + bk
where the first inequality is obtained by simply choosing the k-th term in the function for θk∗.
Since
Eθ∗
[
max
l∈K
(
c˜Tal + bl
)]
=
∑
k∈K
w∗kEθk∗
[
max
l∈K
(
c˜Tal + bl
)]
≥
∑
k∈K
w∗k
[ 1
w∗k
∑
c∈C
c˜Takv
k∗(c) + bk
]
=
∑
k∈K
∑
c∈C
c˜Takv
k∗(c) +
∑
k∈K
bkw
∗
k.
Therefore, M = max
θ∈Θρ
Eθ
[
max
k∈K
(
c˜Tak + bk
)] ≥ Eθ∗[max
k∈K
(
c˜Tak + bk
)] ≥ V which together with
the fact that V ≥M ensures that V =M .
Proof of Theorem 3.2
Proof. Define ψ(c˜) = maxk∈K
(
c˜Tak + bk
)
. For any joint distribution θ ∈ Θρ, the expected value
is expressed as:
Eθ(ψ(c˜)) =
∑
k∈K
∑
i∈N
∑
ci∈Ci
cia
k
i v
k
i (ci) +
∑
k∈K
bkwk
where the decision variable vki (ci) and wk denote
vki (ci) = Pθ(c˜i = ci, k-th term is maximum) and wk = Pθ(k-th term is maximum)
Further we introduce another decision variable vkij(cij) = Pθ(c˜ij = cij , k-th term is maximum) to
incorporate the consistency relation between the given univariate µi and the perturbed bivariate
θij . Using the basic properties of probability measures, the constraints are easily satisfied. Thus
for any θ ∈ Θρ along with the decision variables vki , vkij , wk satisfying the constraints,
V = max
vkij ,v
k
i ,wk,θ
∑
k∈K
∑
i∈N
∑
ci∈Ci
cia
k
i v
k
i (ci) +
∑
k∈K
bkwk ≥ max
θ∈Θ
Eθ(ψ(c˜)) =M .
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For the reverse inequality M ≥ V , consider the optimal decision variables vk∗ij , vk∗i and w∗k of
the convex programming problem. Next for a fixed k ∈ K we construct a joint distribution θk∗ as
follows:
(a) Choose the k-th term
∑
i∈N
∑
ci∈Ci cia
k
i + bk with probability w
∗
k.
(b) For each (i, j) ∈ N ′, define θk∗ij (cij) = vk∗ij (cij)/w∗k and for each i ∈ N , define θk∗i (ci) =
vk∗i (ci)/w
∗
k. Note that if w
∗
k = 0, we simply drop that index. Using the consistency conditions
of vk∗ij (cij) and v
k∗
i (ci), v
k∗
j (cj), it is easy to observe that θ
k∗
ij (cij) and θ
k∗
i (ci), θ
k∗
j (cj) are
consistent.
(c) For k ∈ K, since (N ,N ′) forms a tree structure, there exists a consistent joint distribution
θk∗ corresponding to θk∗ij (cij) and θ
k∗
i (ci), θ
k∗
j (cj).
Now working along the lines of the proof of Theorem 3.1, we obtain
Eθ∗
[
max
l∈K
(
c˜Tal + bl
)]
≥
∑
k∈K
∑
i∈N
∑
ci∈Ci
cia
k
i v
k∗
i (ci) +
∑
k∈K
bkw
∗
k.
Therefore, M ≥ V which together with the fact that V ≥M ensures that V =M .
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