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Summary
The present dissertation deals with electrically small loop antennas, namely antennas which are 
small compared to the wavelength. The single turn loop antenna is an effective ‘small’ 
transmitting antenna. Small being defined as having a maximum physical dimension, which is less 
than the wavelength of operation. Electrically small antennas are those whose overall length is 
less than one-sixth of a wavelength. Most applications of loop antennas are in the HE (3-30 MHz) 
VHF (30-300 MHz) and UHF (300-3000 MHz) bands.
The fundamental limitations, namely the antenna Q, of small antennas derived in the past by 
several authors, are reviewed and unified, yielding simple formulae for both the antenna Q and 
bandwidth of an antenna as a function of its size. This theoretical work enables us to understand 
deeply the physical phenomena occurring in small antennas, such as the importance of the stored 
reactive energy or the increase of losses when an antenna is miniaturised. An important point 
regarding electrically small antennas is that their performance is closely related to their electrical 
size.
The product of the bandwidth and the gain is a function of the size of the anterma, so that the gain 
can only be increased at the expense of the bandwidth, and vice versa.
Furthermore, an electrically small antenna is highly dependent on the environment in which the 
antenna operates, which must be taken into account. The environment comprises both the device 
on which the antenna is mounted and the surroundings
This thesis describes a technique to determine the radiation efficiency of an electrically small 
antenna, primarily by measuring the radiation Q of the antenna at the input terminals at a number 
of frequencies. This is called the Q-bandwidth method. From this all antenna mode radiation 
resistances, the antenna loss resistances, the antenna efficiency, and input impedance can all be 
derived from the measurements. The results show that traditional formulas for antenna Q and 
radiation resistance do not predict what is measured in the laboratory or in the field. The 
measurements show that the fundamental formula for electrically small antennas has been 
breached. Furthermore thermal heat balance and field strength measurements are used to confirm 
the Q-bandwidth method. Computer simulation in general agrees with current theory but not with 
the measurements as the current theory does not predict the extra radiation modes described in 
this thesis. This thesis addresses some of the discrepancies.
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Chapter 1
1 Introduction
The Father of Electromagnetism -  James Clerk Maxwell
James Clerk Maxwell was bom in Edinburgh, 
Scotland, on the thirteenth of November in 
1831. His original name was James Clerk. 
"Maxwell" was added after his mother died 
when James was a mere eight years old. In 
1841, Maxwell was sent to the Edinburgh 
Academy when he was eleven. At the 
Edinburgh Academy, Maxwell had two papers 
published by the Royal Society of Edinburgh. 
From the Edinburgh Academy, Maxwell began 
furthering his academic career at the University 
of Cambridge in 1850. There, at the University 
of Cambridge, he won honours and prizes in 
mathematics. He went on to become a lecturer at Trinity College and in 1854 at Trinity College 
he obtained a mathematics degree. Two years later he joined the faculty of Marischal College and
married the daughter of the principal of Marischal College. King's College of London and
Marischal College of Aberdeen combined. Maxwell was appointed to King's College in London 
in 1860.
He retired in 1865 to carry on his laboratory work but returned back to Cambridge in 1871. While 
at Cambridge, Maxwell planned the famous Cavendish laboratory and became the first Cavendish 
Professor. Maxwell's theory of electromagnetic waves established him as one of the greatest 
scientists in history.
Maxwell's first major contribution to science was a study of the planet Saturn's rings. Maxwell's 
theory was one of which the rings are composed of numerous small solid particles. This theory 
was confirmed one hundred years later by the first Voyager space probe to reach Saturn.
Next, Maxwell considered the kinetic theory of gases. By treating gases statistically in 1866 he
formulated, independently of Ludwig Boltzmann, the Maxwell-Boltzmann kinetic theory of gases. 
This theory showed that temperatures and heat involved only molecular movement. Although 
Maxwell did not originate the kinetic theory of gases, he was the first to apply methods of 
probability and statistics to describe the properties of gas molecules.
The Maxwell-Boltzmann theory meant a change from a concept of certainty, heat viewed as 
flowing from hot to cold, to one of statistics, molecules at high temperature have only a high 
probability of moving toward those at low temperature. Maxwell's approach did not reject earlier 
studies of thermodynamics but used a better theory of the basis to explain the observations and 
experiments.
Maxwell contributed also to the study of colour blindness and colour vision.
Out of his research and experimentation of the colour theory came the first colour photograph, 
which was produced by photographing one subject through filters of the three primary colours of 
light (red, yellow, and blue) and then recombining the images.
Maxwell's most important achievement was in his extension and mathematical formulation of 
Michael Faraday's theories of electricity and magnetic lines of force. Maxwell suggested that 
electromagnetism moved through space in waves that could be generated in the laboratory. By 
calculating their velocity he found that the speed of electromagnetic waves was the same as the 
speed of light. He proposed that the phenomenon of light is therefore an electromagnetic 
phenomenon. Maxwell said:
"We can scarcely avoid the conclusion that light consists in the transverse undulations of the same 
medium which is the cause of electric and magnetic phenomena."
His paper On Faraday's Lines of Force was read to the Cambridge Philosophical Society in two 
parts, 1855 and 1856. Maxwell actually showed that a few relatively simple mathematical 
equations could not express the behaviour of electric and magnetic fields and their interrelation.
At the time there was no evidence of comparable waves that could be transmitted or detected over 
any considerable distance. Maxwell died in Cambridge on the fifth of November in 1879, before 
his theory was successfully tested.
Maxwell's Electromagnetic equations first appeared in fully developed form in Electricity and 
Magnetism (1873) [6]. In truth the four equations traditionally included in the teaching of physics 
are more aptly named the “Maxwell-Heaviside Equations” in as much as Oliver Heaviside 
reformulated Maxwell's original equations from a quaternion format into a simple vector format. 
Maxwell's original paper [6] consisted of 20 equations with 20 unknowns. Maxwell's 1865 paper 
had its quaternion equations reduced to vector notation — after a comparatively limited debate 
among some 30 scientists -  a notation advocated by Heaviside, Gibbs, et al -  after Maxwell was
already dead.
“After publication of the first edition of his Treatise, Maxwell of course also caught strong 
pressure from his own publisher to get rid of the quaternion’s (which few persons understood). 
Maxwell thus rewrote and simplified about 80% of his own 1873 Treatise before he died of 
stomach cancer in 1879. The second edition of that treatise was later published with that 80% 
revision done by Maxwell himself under strong pressure, and with a guest editor. But the 1865 
Maxwell paper shows the real Maxwell theory, with 20 equations in 20 unknowns (they are 
explicitly listed in the paper). The equations taught today in universities as ‘Maxwell's equations' 
are actually Heaviside's equations, with a further truncation via the symmetrical regauging 
performed by Lorentz [7]. A higher group symmetry algebra such as quaternion will contain and 
allow many more operations than a lower algebra such as tensors, which itself contains more than 
an even lower algebra such as vectors.”
In effect, the reduction of Maxwell's original theory from 20 equations to 4 -  purely in order to 
make the mathematics a bit easier for the physicists of the day -  severely limits the capabilities of 
the original theory. This shows up dramatically in the First Law of Thermodynamics, where the 
original equations were effectively “regauged” in order to force the theory to obey the law of 
conservation of energy.
These equations are one of the greatest achievements of nineteenth-century mathematics.
In 1888 Heinrich Hertz conducted investigations based on Maxwell's theories and demonstrated 
that an electric disturbance is transmitted through space in the form of waves. Today, 
electromagnetic waves are known to cover a wave spectrum of radiation. Maxwell expressed all 
the fundamental laws of light, electricity, and magnetism in a few mathematical equations which 
are commonly called the "Maxwell Field Equations". These equations were long considered a 
fundamental law of the universe, like Newton's laws of motion and gravitation. They do not 
apply, however, to phenomena that are governed by quantum theory, wave mechanics, and 
general relativity.
Maxwell is generally regarded as one of the greatest physicists the world has ever seen. Einstein 
placed on record his view that the Scot's work resulted in the most profound change in the 
conception of reality in physics. Maxwell's theory is a unification that remains one of the greatest 
landmarks in the whole of science. Maxwell paved the way for Einstein's special theory of 
relativity. Maxwell's ideas also ushered in the other major innovation of twentieth-century 
physics, the quantum theory. One of the greatest scientists in history, James Clark Maxwell died 
on the fifth of November in 1879 in Cambridge, England before seeing the conformation of his 
greatest theory - the Maxwell Equations
1.1 Thesis background
This work has been carried out due to observations that Professor Mike Underhill made during his 
time at the University of Surrey, that electrically small antennas are much more efficient than the 
theory suggested. This project is concerned with electrically small antennas and their use in an 
antenna array and is supported by Fort Halstead DSTL (formerly DERA). In particular there are 
two aims, one is to find out the truth about small loop antenna radiation and the other is propose 
additional theory to Maxwell’s equations that can explain the discrepancy between the measured 
results and the original theory and the state of the art computer simulation programs.
The small tuned (magnetic) loop antenna typically consists of a single turn loop, tuned by a single 
capacitor, with a subsidiary input loop or gamma match (Fig. 1-1). Over the HF 1.7 to 30 MHz 
frequency range loops with diameters of 0.8 to 1.2 metre can have radiation efficiency of no 
worse than 80-90%, and can operate with powers of a few hundred watts. A loop with a copper 
tube diameter of greater than 20 to 30mm can be capacitatively tuned over a ten-to-one frequency 
range at better than 90% efficiency over the whole range. Typically a balanced loop has a small 
operational bandwidth, roughly proportional to loop size, corresponding to a Q factor of about 
200 to 600. In an outdoor environment a Q of 300 is a useful initial estimate for a metre diameter 
loop. The classic formula for the series radiation resistance of a small single turn tuned loop 
antenna is:-
Rad,„^ =31,171
y
( 1.1)
It is based on theory that appears to be well founded and correct. But measurements show that it 
predicts radiation resistances which for loops less than A,/160 in diameter are about a thousand 
times less than the measured values.
1.2 Novel Work Undertaken 
1.2.1 Measurement of Q bandwidth by SWR
A Q bandwidth technique has been developed which allows the stored energy of the loop to be 
measured at the antenna terminals. This allows identification and extrapolation of the radiation 
and loss resistances attributed to the loop antenna and its operating environment.
1.2.2 Heat Balance Thermal Method
The use of two heat balanced loops in conjunction with a high sensitivity thermal camera, to 
measure the joule heating of a pair of loop antennas thereby deducing the intrinsic radiation 
efficiency
1.2.3 Two Identical Antenna Method
The “two identical antennas” method of finding the gain of a single antenna over a real ground 
environment. We find the effect of the ground can often be comparable to the incorrect theoretical 
loop losses of 20 to 30 dB.
1.2.4 Line Integral Potential Method
On-going development of the Tine integral potential’ method. The use of the ‘retarded’ Biot- 
Savart Law implies that step change in the primary field magnitude travels at the speed of light 
but the traditional magnetic vector potential does not. This allows a line integration to deduce 
additional antenna potentials. From these new potentials we calculate the existence of ‘additional’ 
radiation modes.
Chapter 2
2 Maxwell’s Equations in terms of potentials
2.1 Time Varying Potentials
Maxwell s equations define electromagnetie fields in terms of field quantities {E, H)  and sources 
(J , /?) .Solving Maxwell s equations directly for the electric and magnetic fields is difficult for 
most applications due to the complicated integration which needs to be performed. The 
integration required to determine the fields can be simplified through the use of potentials, the 
magnetic vector potential and the electric scalar potential
Direct solution o f  M axw ell’s
equations (difficult integration)
Determination o f  ^ 
potentials (simplified 
integration)
Determination o f  
Fields (simplified  
differentiation)
Potentials
Sources Fields
Figure 2-1: Relationship between Sources, Potentials and Fields
2.1.1 Computing electromagnetic fields in terms of magnetic and scalar 
potentials
The following section is based on work by [8], but the actual derivations have been carried out by 
the author of this thesis.
Beginning with Gauss’ law for magnetic fields
V- B = 0 — (vovxF=o)  ^ B = V x A  (B in terms o f  potentials)
Inserting equation 2.1.1 into Faraday’s law
V x £  = - — = - — ( V x ^ )  = - V x f — ^
dt dt I dt
(2.1.1)
V x
E = - V V (B in  terms o f potentials) 2.1.2
The potentials at this point have been defined using only two of the four of Maxwell’s equations. 
If we take the divergence of equation 2.1.2 we may employ Gauss law
V- E = - V - V V - — (V-A)
d r  ’ 
pV • = — {Gauss Law)
V - V V  = (V  ^ = Laplacianoperator)
^  = - v V - — ( v - ^ )
e d r  ’
+ = (2.1.3)
If we now take the curl of equation 2.1.1 we may incorporate Ampere’s Law 
V x B  = Wx'S/xA = V { y 'Â) -V^A  (Vectoridentity)
V X H  = — V x B  = J  + (Ampere's Law)
p  dt
W{V ■ A) -V^A = -iuJ -
from(2.1.2) —  = - s —  = s
dt dt
A - n s L ^  = - n J + n ^ [ —
01" I 01 ,
-V
+ V ( V ’A) (2.1.4)
To completely describe any vector both the divergence (lamellar components) and the curl 
(solenoid components) must be defined. So far we have defined the curl of A, but not the 
divergence of A. We may choose the divergence of A in such a way as to simplify the 
mathematics. Note that the following choice of the Lorentz Gauge is arbitrary. It is only ever 
justified on the basis that it makes mathematical solution of the Maxwell Equations. It can be said 
to be valid for plane waves at some distance fi*om the source, but it demonstrably does not hold in 
the antenna near field. It predicts that E/H is 377 ohms in the near field of a small antenna. 
Simple field measurements show that this is not so..
V-A = US—  
dt
(Lorentz gauge)
(2.1.3) and (2.1.4) now become
P_
£
(2.1.5)
(2.1.6)
(2.1.5) and (2.1.6) are the governing partial differential equations at which relate the potentials to 
the sources and have the basic form of wave equations. The relationship chosen for the vector and 
scalar potentials is defined as the Lorentz gauge (other choices for these relationships are 
possible). The usual solutions for the above two equations are known as Green’s Functions, 
which can be obtained by solving the wave equations using the Fourier transform technique as 
shown in (2.1.7) and (2.1.8).
Note: Greens funetions have a singularity at r = r' this is non-physical, this is not a problem for a 
point source, therefore the Green’s function is an approximation.
-yA:|r-r
(2.1.7)
r — r
(2 .1.8)
where r locates the field point and r locates the source point
A(r), V(r)
Time varying charge and 
cu rren t^ —
r — r
Figure 2-2: (Geometry for vector and scalar potential)
It is also noticed that the time-harmonic wave equation solutions for the electric scalar potential 
and magnetic vector potential reduce to the corresponding static solution when k is equal to zero 
(zero frequency).
It is a mistake to declare that these Green’s Function Potentials are the only allowable solutions 
to Maxwell’s equations. There are others as will be seen below.
For time harmonic fields, the Lorenz gauge can be written in terms of phasors as
V • A = -jco/usV
(2.1.9)
Solving for the electric scalar potential in terms of the magnetic vector potential gives
F =
1
(2 .1.10)
The equation defines the electric scalar potential in terms of the magnetic vector potential and 
allows for the fields radiated by an antenna to be defined in terms of the magnetic vector potential 
only.
2.1.2 Electromagnetic Fields in terms of Scalar Potential and Vector 
potential
Using (2.1.1), (2.1.2), (2.1.9) and (2.2.0)
B = V x A
E = —V V — jcoA
(2.1.11)
Now defining the fields in terms of vector potential only:
B ^ V x A
E = -jû ) - ^ V V ' A - j û ) A (2 .1. 12)
2.1.3 Radiated Fields of a loop antenna
Figure 2-2 shows the geometrical arrangement for the field analysis of a loop antenna. The most 
convenient position is to locate the antenna symmetrically on the x-y place, at z=0. The wire is 
assumed to be very thin and the current distribution is given by [8]
I a = h
Where / q is a constant, this type of current distribution is accurate for a loop antenna with very 
small circumference [8]
Using (2.1.7) one can find the fields radiated by the loop, referring to Figure 2-3. R is the 
distance from any point on to loop to the observation point and dl is an infinitesimal section of 
the loop.
Figure 2-3 (Geometrical arrangement) of loop antenna
The current distribution in general can be written as
I , [ x  , y  , z )  = a^I^[x , y  ,z') + ay l y { x  , y \ z )  + a z l , [ x  , y  , z ) (2.1.13)
this form is more convenient for linear geometry (dipole). For circular geometries it is more 
convenient to convert from rectangular components to cylindrical components using the 
transformation
which when expanded becomes
Iy=IpSm(f  +I^cos(f
I = L
(2.1.14)
Since the radiated fields of antennas are spherical in nature it is best to convert the rectangular 
unit vectors to spherical unit vectors using the transformation matrix
Q q —
A .
s in  ^  c o s  ^  s in  ^  s in  ^  c o s ^  
c o s  ^  c o s  (z) c o s  ^  s in  ^  - s i n ^  
- s i n ^  c o s ^  0
a.
a .
which when expanded becomes
= â ^ s m 6 c o s^  + âgCos6cos(p-â^sm(f> 
à y  = â ^ s in ^ s in (z J  +  â ^ c o s ^ s in ^ ^ -« ^ c o s (z J  
COS 0  + Ü Q  s in  6
substituting (6.3.15) and (6.3.14) into (6.3.13) reduces the current to 
I^ [ /^  s i n 6 cos(^-(/)) + 1  ^ s i n < 9 s in (ÿ ~ ^ )  + 1  ^ c o s
(2.1.15)
(2.1.16)
+aQ [/^  cos 6  cos((^ -  (f) +1^ cos 6  sin(^ -  -v I  ^sin 
\ - i p  sin((Z^  + cos(^ -
On inspection of the above equation it should be noted that the source coordinates are designated 
as primed , z  ^ and the observation coordinates as unprimed (r, Û, . Since the current is
flowing in the (j) direction only components in that direction are considered, then equation
(2.1.16) reduces to
h  = 4  \j^  sin ( 9 s i n ( î ^ +  [/^ cos 6>sin(^ zi ~( f ) \  + [/^ cos(^ zJ -  ^ ’) ]
The distance R from any point on the loop to the observation point can be written as
For the observation coordinates
X = r sin ^  cos (j) 
y  = rsin ^ sin ^  
z  = r cos 6
(2.1.17)
(2.1.18)
(2.1.19)
For the source coordinates
X =acos( f  
y  = a sin  ^  
z = 0
x'^  + y  ^
The distance R from any point on the loop to the observation point then becomes
R = yjr  ^+a^ - 2 a r s in ^ c o s ( ^ - y )
the differential length shown in Figure (2.1-2) is given by
dl = a d(j)
using (2.1.17),(2.1.20) and (2.1.21), the components of (2.1.7) is written as follows
(2.2.20)
(2 .2.21)
2;r -jkA p ' +a^ -2ars\n9co%{^-i
aju f  ^ / , ,,\ e ^
0
In
4- sill ^  sin )
+a^ -  2ar sin 6  cos ^  )
-jk^ r^^ fa^ -2arsm6coi{y-(p j
+a^ -  2ar sin 6  cos
2ji -2arsm9cos{y-(f^
A  = —  [L C O S /9  s i n ( ^ - y )  ■ ^— ...........................  d ( f
0 + a ^  -  l a r  s in  6  c o s
Since the field radiated is not a function of the observation angle (j). Any angle can then be 
chosen; in this case ^ = 0
2;r -jk^ r^ +a^ -2arsin9cos(^  ^j
47T „
2)1 -JtJr^ +a^ -2arsin&cos^ j^
(2.1.23)
2^ -;K,lr^+a^-2arsin9coslJ t (
The integrations above cannot be carried out, however for loop of a small diameter the function 
(2.1.25) can be approximated
-jk^ r^ +a^ -2arsin9cos(^  ^)
/ =  ^
+«2 -2ûfrsin^cos(^  ) (2.1.25)
/  = / (O )+ /■  (0) a + / ■  (0) «  ^+ . . . .  - d —  /<"-’> (0) a»-' + . ..  
2! . ( « - ! ) !
Using a Taylor series centred around a = 0 (Maclaurin series)
where /  (0) = —  
d a
/ ( 0) = d V
a=0
Using the first two terms only the approximation is shown to be:
/ { 0) = —
/'(O) =
-Jkyja^ +r  ^-2arsin(0)cos((^' j
yja^  +r^ -  larsin ( )^cos |
’The complex differentiation of the above reduces the second term of the series to
/ ( 0) = a
jk  1
k r  r  y
Combining the two terms the approximation is equal to:-
/  =
(2.1.26)
Using (2.1.26) and (2.1.22) reduces to
apl. In
a I  Q
+ a,
Aa =
(2.1.27)
In a similar manner the components of equation (2.1.23, 2.1.24) can be written as
In
A^  = -sin(6^ ) j sin(y)
A. =
4;r 
Att
In
1 ( j k  I-  + a\ —  + — 
r \  r r J
1 j k  1 ' -  + — + -  
r r r
sin (^) cos (y)
cos(^)| sin(yM — sin (^) cos (y) g
On integration of (2.1.28) reduce to zero, thus (2.1.27) reduces to
sin(^)j k  1 —  + — r r
kxd IQsmi^O)
4r
1 + 1
j k r
- j k r
(2.1.28)
(2.1.29)
Appendix A -  Differentiation of complex function
Substituting (2,1.29) into (2.1.30) and performing the indicated operators reduces the magnetic 
components to
B = V xA  
H  = - V x A
The Curl of a vector field in terms of spherical co-ordinates is
(2.1.30)
VxA{r,  0,(f) = — -
rsin (9)
± { A ^ s in i0 ) ) - ^ A ,
sin(^)ô^ dr
1
+  -  
r
Inserting (2.1.29) into (2.1.31) reduces to
rsin (^ )
s juIQ sin (0)
4r
1 +  -
j k r
e sin (0) a
1
+  -  
r dr
r j
jLi IQ sin(<9)
4 r
1 +
j k r
e in(él)
(2.1.31)
For the component the differentiation reduces to:
1
4r
1-t-'
d
rsin (^ )
Using the chain rule
= n —  where u = sin (^) and n = 2 
dx dx
1
rsin (^ )
1
J
J
.ka /^LilQ
2r
ka^jul^
1 +
1
2rrsin (^ )
,ka^ ju IqCos(0)
1 +
j k r
1_
j k r
e-’"'s m { e ) — {ûa{e) ) a .
e ^^''sin(^)cos(^)
2r^
1+ ^ g-Jkr
} k r \
a.
(2.1.32)
For the â . component the differentiation reduces to:
. flfV/p sin(i9) a
dr
f
L  11
V j k r y
Using the product rule
d{uv) dll dv . , ' 1 /
 = V----1- u —  where u = e and v = 1 + / .
dr dr dr /
_  a V /„ s in (g )  a / A
 ^ 4 e A  > dr
1+
jkr
1
-J
.aV/oSin(<9)
1 + 1
.flV /oS in (6 ')
1 +
j k r
]_  
j k r
dr
+ e - j k r
j k r
r J k r
j k r
dr
Clc,
j k  dr [ r^
Use chain rule
d r  du , . -
 = e —  wherew = -/A:r
dr dr
,a V /o  sin(i9) _jj k r 1 +
j k r
-J
,a V ^s in (é > )
- e 1 +  . 1
4r
j k r  
1 ^
j k r  k r
-y&r
(2.1.33)
The magnetic field components from (2.1.32) and (2.1.33) are
1^  _ .Â :aV^cos((9) 
^ r - j  2 ; ^ — 1 + j k r
j-jkr
{ k a f  ju Iç^sm[0)
=0
He =
Ar
1 + 1 1
j k r  k r
- j k r (2.1.34)
Note to find the electric field in terms of potentials requires two levels of differentiation while 
Maxwell’s equation only requires one of differentiation. However we shall find the electric field
from the potential method. Due to the potential being in the (j) direction only this easily reduces:
E = -jco j W  - A -  jw A
[kaf I,sm{e)
4 r
1 + - j k r
From (2.1.34) and (2.1.35) the antenna pattern is plotted (2-4)
(2.1.35)
Figure 2-4 (Loop Antenna Field Pattern)
The loop antenna can be pictured as situated at the origin of this plot and orientated vertically. 
Regardless of the radius of the loop antenna, L, you will observe that this far-field pattern of the 
magnetic field has nulls at 0 = 0 and 0 = 180°.For clarification, a null in the magnetic field pattern 
means that an observer far from the loop would measure a negligibly small magnetic field from 
the antenna in this particular direction regardless of the orientation of any receiving antenna.
2.1.4 Power density and radiation resistance of a small loop antenna
The fields radiated by a loop are usually given by a Greens’ Function; such Green’s functions 
show that the fields are valid everywhere except at the origin. Equations (2.1.34 ,2.1.35) give the 
fields radiated by the loop. The power in the region very close to the antenna ( near field) k r « \  
is predominantly reactive and in the far field ( Ar »  1 ) predominately real. This can be shown 
as follows
(2,1.36)
fT = 1 ( £  X i/*) = 1 [(5 , ) X (5, i ï ;  + 5 ,/? ; )]
= \ { - 3 . E ^ K  + SeE,H:)
When integrated over a closed sphere and with E/H is 377 ohms, only the radial component is left
1
1 + 7
This then leads to the complex power
P ^ = ^ w - d s = n ^ 2 ^ \ k f \ \
(ka)
2n n
0 0
1+y-
{kr^
sirf
(2.1.37)
(^)
2n n
32 0 0
. . .  {ka)' 
32
32
RoI - 2 4
1 + /
1 + 7
In 1 + 7
1
(k r^
1
{ k r )
1
( k r )  
sin  ^(^) d6  d(j)
(r s in (^ )) do  d(j)
(Ar)
( l-co s^  ^ )sin (^ ) dO 
j  sin (^) do  -  j  cos^ 0 dO
Making a substitution 
II = sin(^) and du = - cos(0 )
_ ( k a )
32 1 + 7 (kr ) v 3 y „
_
32 1 + 7 ( k r )
^ c o s ( e E ” 
3 70
32
' — n 1 + 7
( kr )  _ 12 |4
•n 1 + 7
( k r )
The power radiated is equal to the real part
(2.1.38)
When Ar «  1 the last term in equation is the more dominant factor which makes the power 
mainly reactive. In the case for a loop antenna it is mainly inductive in power, compared to dipole 
where the power in the near field in mainly capacitive. . In the far field Ar »  1, the imaginary 
component disappears which makes the power real.
The radiation resistance of the loop is found by equating the complex power to | /q ^
With this the radiation resistance can be written as
=31,171 r  y (2.1,39)
(Fig 2-5) and (Fig 2-6) plots the equation of (2.1.39), the curve follows a fourth power law and in 
the low frequency end of the HF spectrum we can see that this ‘traditional radiation resistance’ is 
extremely low between 2MHz to lOMHz region. The Q bandwidth measurement method 
presented in this thesis shows that this is often not the case and the tuned loop antenna has a 
radiation resistance nearly 1000 times or 30 dBs higher than the derived formula seen here (Fig 2- 
7), also it is noted that the antenna modelling programs HFSS and NEC similarly give an answer 
approximately the same as derived in Equation (2.1.39). The question is asked if simulation and 
traditional theory are in agreement, are practical measurements to be ignored?
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Figure 2-5 -  Calculated Radiation Resistance for a 70cm diameter loop antenna covering 2 MHz to 30
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Figure 2-6 - Radiation Resistance taken from Figure 2.1.5 showing different scale from 2 Mhz to 10
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2-7 - Measured Loop Radiation Resistance for the 70cm diameter loop between 2 MHz and 29 MHz
Fig 2-7 shows the large discrepancy between measured and the calculated Fig 2-5,6. This 
discrepancy can be resolved if more than one ‘radiation mode’ is assumed. The classical loop 
radiation mode in practice is nearly always overshadowed by a ‘dominant loop mode’. This 
newly discovered mode has always existed and is easily seen in the practical loop measurements 
using the ‘wideband-Q’ measurement described in chapter 4.
2.2 Summary of Chapter
In this chapter we have looked at the derivation of the magnetic and electric potentials from 
Maxwell’s Equations. Applying these equations to the small loop antenna we can derived the 
electric and magnetic fields for a small loop antenna. Using the Greens function we can also 
compute the classical derived equation that describes the radiation resistance for a small loop 
antenna operating in the 3 -  30 MHz band. What we find is that the classical radiation resistance 
equation is nearly always at least 30dB lower than what we measure using the techniques 
described later in this thesis. The difference can be attributed to more than one radiation mode 
being present and being dominant over the classical equation.
Chapter 3
3 Physical Limitations
3.1 Introduction
In electrical engineering in recent times there has been particular attention shifted towards 
miniaturisation. Antennas are no exception to this; a large emphasis has been placed toward 
electrically small antennas, including printed circuits. However there is a fundamental limit to 
how small the antenna elements can be made. Traditionally the basic limitations are confined to 
the free-space wavelength to which the antenna element must couple to.
The radiative properties of electrically small antennas were first investigated by Wheeler. Later, 
using a very comprehensive theory Chu [9] derived the minimum radiation quality Q of an 
antenna that is enclosed inside a sphere of given radius. In 1960 Harrington [10] extended Chu [9], 
theory to include circularly polarization antennas. Later Collin [11] and Fante [13] derived exact 
expressions for the radiation based on the evanescent energy stored around an antenna. McLean 
corrected an error in Chu’s approximated expression and re-derived the exact expression using 
non-propagating energy. More recently Underhill & Blewett [50] concluded that small tuned loop 
antennas have higher radiation efficiency than previously thought, they concluded that an external 
folded dipole mode also is present and show simulations of the loop and dipole modes combining 
to give a usefully unidirectional small loop antenna.
For the computations of gain and quality factor, the main difficulty lies in the extraction from the 
total energy of the radiation energy. In fact, the problem is to separate the energy associated with 
the local field in the neighbourhood of the antenna from the total energy stored outside the . 
smallest sphere that encloses the antenna. This difficulty is increased by the fact that the energy is 
a non-linear quantity, and it is thus not possible to use the electric and magnetic components of 
the near-field. Furthermore some interactions exist between the reactive and radiation fields.
Based on the field expansion in terms of spherical TM and TE modes, different methods have 
been proposed to get around this problem, and two of them are presented in this chapter. Chu [9] 
was the first to formulate a rigorous theory. He evaluates the stored energy using an equivalent 
circuit representing the wave impedance of each mode. Harrington [10] uses the same principles 
and other major theories are exposed by Collin and Rothschild [11], McLean [12] and Fante [13]. 
In the latter three, no circuit modélisation is made and the reactive energy is directly
extracted from the fields. None of these theories included the dominant loop mode found in the 
measurements. Neither did they prove that it was impossible for the dominant loop mode to exist.
Two methods for the computation of bandwidth limitations will be developed in detail. First that 
by Chu [9] and Harrington [10] and second the field method by McLean [12]. So far as the gain is 
concerned, we limited ourselves to Harrington's derivation which is, in our sense, the most 
accurate and practical. The detailed developments presented in this chapter may be tedious for the 
experts in the field. However, if we chose the completeness at the expense of elegance, it is to 
facilitate the work of all practical oriented design engineers, who will need a thorough theoretical 
insight in order to explain to the marketing people that it is not as yet possible to build small 
antennas with high gains and large bandwidths.
In Section 3.4, the minimum quality factor of an antenna is presented. The circuit approximation 
proposed by Chu [9] is derived. Using recurrence formulas for the spherical Bessel functions, the 
expression for the wave impedance in spherical coordinates is obtained in the form of the transfer 
function of a Cauer network (partial fraction), from where the equivalent ladder circuit is derived 
The quality factor is obtained for antennas exciting either the TMOl mode or the TEOl mode . 
The quality factors of antennas exciting TM modes are derived yielding the quality factors of 
circularly polarised antennas. Then, methods based on fields are presented (Section 3.7), and the 
quality factors of both linearly polarised antennas and circularly polarised antennas are derived 
yielding results identical to those computed with the circuit approximation method.
Antennas much shorter than one half wavelengths usually have a small radiation resistance and 
large input reactance. These antennas need a matching network in order to deliver maximum 
power from the generator or to the load. Usually, a simple L-network with a reactive element is 
sufficient to tune the antenna to resonance. Small antennas can be naturally resonant by the use of
1) high dielectric substrate (microstrip antenna), 2) special designs (folded dipole, slotted 
microstrip antenna, meander line,) or 3) short circuits (PIFA, microstrip antenna). Generally, 
every electrically small antenna suffers from large ohmic losses and/or narrow bandwidth. In 
order to characterise the antenna, the quality factor Q, similar to the one used in lumped element 
circuits, is used. Under certain conditions, this quality factor Q is inversely proportional to the 
antenna half power bandwidth Moreover; a high quality factor indicates that there is an 
important amount of non-propagating stored energy around the antenna (i.e. high input reactance). 
In this section, a relation for the minimum Q of an antenna is derived
Usually, the Q of a system is defined as [9]
2coW,
2%
rad
Where We and Wm are the time averaged stored electric and magnetic energy in the system, 
and Prad represents the radiated po'wer. As discussed above, most antennas are designed to 
be resonant at the operating frequency.
At resonance We should be equal to Wm nevertheless some differences can exist. As we are 
interested in upper bounds, we chose the largest of the two. The authors who are interested in 
antenna maximum bandwidths based their theory on Chu’s principles [9] with the antenna 
enclosed in the smallest possible sphere. The sphere radius a represents half of the antenna largest 
dimension. The radiation fields are generated by a certain distribution of current source on the 
sphere, which depends on the antenna structure. Furthermore, the dependence is non-unique as 
various source distribution inside the sphere might generate the same field distribution outside the 
sphere. Thus, the most favourable of all possible source configurations is adopted so that these 
theoretical limitations represent an upper bound. Furthermore, Chu assumes that 1) there is no 
dissipation in the antenna structure in the form of conduction loss, 2) there is no energy stored 
except either in the form of a travelling wave or in the form of energy stored in a matching 
network in order to obtain resonance at the operating frequency. Thus, if there is some energy 
stored in the sphere, the real quality factor Q is higher. To illustrate this, Collin [11] gives an 
example. If the sphere contains a helical antenna, the different turns will store magnetic energy. 
Thus, there will be magnetic energy inside the sphere and the practical Q value of this antenna 
will be higher than the theoretical minimum given by Eq. (3.1). The difference between 
theoretical and practical results will depend on the density of turns.
From 1991, D.M. Grimes and C.A. Grimes developed a theory based on the Time Domain 
Poynting Theorem (TDPT) [14, 15,16, 17, 18, 19,20, 21, and 22]. According to them, the 
theoretical minimum values for the minimum Q obtained by previously cited authors are not 
lower bounds and smaller Q could be obtained for multimodal antennas'. D.M. Grimes and C.A. 
Grimes show that the phase is relevant and thus the complex Poynting theorem cannot be used. 
The development of this theory goes beyond the scope of this thesis for different reasons:
1) D.M. Grimes and C.A. Grimes themselves admit that such antennas may be difficult to 
realise,
2) for Collin [11], the results obtained by D.M. Grimes and C.A. Grimes are based on 
incorrect hypothesis and are not warranted, for low-cost, simple antennas mostly used in 
wireless technology, classical bounds have anyway been proven good.
Finally, let us consider some of Collin's arguments. For Collin, D.M. Grimes and C.A. Grimes 
introduced a complex Poynting vector that cannot be derived from Maxwell’s equation. 
Furthermore, for defining the standing energy density, they introduced a constant of 
integration so that the standing energy never becomes negative, which would be a non­
physical. Finally, Collin concludes his argument explaining that these two fundamentals 
errors
1) Incorrect use of energy conservation law
2) Wrong criteria for choosing a constant integration, are sufficient to accord no credit to 
D.M. Grimes and C.A. Grimes' criticism on the classical results. However the authors 
have subsequently replied to Collin and have corrected the mathematics described. Their 
limit for small multi element antennas still apply and more to the point they claim 
experimental evidence of this! [53]
3.1.1 Definition of antenna bandwidth
An exact relationship between the radiation Q and the bandwidth does not exist because 
the antenna modélisation by lumped series RLC circuit is approximate. With a second order 
lumped series RLC circuit, the half power bandwidth is given by the inverse o f Q
fu p p e r  f lo w er  _  1 zo i i \
J  center ^
This relation is only accurate when Q >> I (Q>10, say), which is usually the case for 
electrically small antennas. If Q is low, the input impedance of the antenna varies slowly 
with the frequency and the antenna has a potentially large bandwidth. Fante, in appendix of 
[13] develops the relationship between antenna bandwidth and quality factor Q,
^ “ a „ + e + A ® o )
where Q is the quality factor of the antenna as according to Eq. (3.1) and is the quality
factor corresponding to the energy stored inside the enclosing sphere. The assumption [9] is 
that there is no energy stored inside the sphere and Qin=0. Because of the term F(coo) the 
antenna bandwidth is not necessary the inverse of the quality factor. According to Fante, 
this term is however zero for very small antennas and for linear radiators which possess a 
symmetric current distribution. For other type of antennas, F(o)o) is found to satisfy
(3.1.3)
Jj
Where s  < \ .  Thus substituting eq (3.1.3) in Eq (3.1.2) yields
1 B
B
Q,„+Q + ^  5 ( a ,+ 2 ) + 2 f f  (3.1.4)
As 2s  is small and B{Qi^  + g )  »  1, one can write
For large Q, it is therefore a reasonable assumption to consider the bandwidth to be the 
reciprocal of the quality factor.
3.2 Wheeler - The first to place limits on small antennas
Due to the importance of small antennas, there have been several theoretical investigations of 
antenna size and performance over the last 50 years. Reducing the antenna size generally degrades 
antenna performance. It is therefore important to examine the fundamental limits and parameter 
trade-offs involved in size reduction. Certainly at some point performance specifications cannot 
be met if the allocated volume for the antenna region is reduced too much. It is well known that 
antenna volume reduced is obtained at the expensive of efficiency and bandwidth. Electrically 
small antennas have high input reactance and low input resistance. Therefore, they have high Q 
and low frequency bandwidth. Electrically small antennas also have low radiation efficiency. The 
radiation efficiency of an antenna is classically defined by
e. =
(3 2 1 )
where Rr is the radiation resistance of the antenna and Rohmic refers to the ohmic losses in the
antenna structure and any matching device. The radiation efficiency of a receiving antenna is the 
fraction of energy delivered by the antenna from free space to a load representing the receiver.
Prior to the work of Wheeler, it was theorized that an electrically small antenna, at resonance and 
free of dissipation, could deliver an infinite amount of energy from a free space wave to a load. 
This statement relies on the assumption that a smaller antenna delivers a lower voltage from a 
lower resistance, and, thus, the average power remains constant. Wheeler’s work places a stricter 
fundamental limit on the efficiency of an electrically small antenna.
Wheeler defined the term radiation power factor as a quantity, p, that is the reciprocal of radiation 
Q. Therefore the radiation power factor is equal to the impedance bandwidth. The radiation 
power factor of an electrically small antenna is derived using an equivalent circuit representation.
Every small antenna can be made to perform like a lumped reactance, specifically, a capacitor, 
inductor, or some combination of the two. [24] An electric dipole, or dipole antenna, behaves like 
a capacitor. A magnetic dipole, or loop antenna, behaves like an inductor. [24] Either antenna can 
be represented by some combination of a reactive and a resistive lumped element. The reactance 
in the equivalent circuit describes the portion of the input energy that is stored in the near-field of 
the antenna. The resistive element represents the radiation resistance of the antenna. [23] Wheeler 
models the magnetic dipole as a series inductance and resistance and the electric dipole as a shunt 
capacitance and susceptance. [23] This representation is consistent with circuit duality. Both
equivalent circuits are illustrated in 3-1.
I(t)
Magnetic Dipole
V(t)
G.
Electric Dipole
Figure 3-1 -  Circuit Representation of Dipole and Loop antenna
Radiation power factor is the inverse of radiation Q. Therefore, using the circuits in Figure 3.1 
the radiation power factors of the magnetic and electric dipole antennas are [23]
R G
(3.2.2)
The radiation efficiency of an antenna, can be rewritten in terms of a radiation power 
factor, and a loss power factor. [23] The resulting expression is
g  = ■
P r a d
(3.2.3)
The radiation efficiency, Cr, is strongly affected by slight additions of loss power factor, pioss, if 
radiation power factor, prad, is small,. The radiation power factor, prad, of an electrically small 
antenna is limited by effective volume. The physical volume of an electric dipole is illustrated in 
Figure 3-2.
A = 7ta
2a
V=Ab 
A
Figure 3-2 -  Volume representation of a dipole
The effeetive volume of an antenna is the physieal volume with an extension to aeeount for the 
near-fields. Thus, the physical volume of the antenna is multiplied by an empirieally determined 
near-field correction factor to derive an effeetive antenna volume.
For an electric dipole made of cylindrieal conducting wire with b » a , the eorrection factor is 
approximately [25]
—
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na (3.2.4)
The radiation pattern of a dipole antenna is azimuthally omni-direetional with an on-axis null. 
[25] If the pattern is surrounded by an imaginary sphere that eompletely encloses the shape of the 
pattern, 2/3 of the volume interior to the sphere is oeeupied by the pattern [25] The ratio of the 
volume oeeupied by the sphere to the volume oeeupied by the radiation pattern is the direetivity 
of the antenna (i.e. 3/2). The radiation power factor of an antenna depends on directivity [25] in 
general, directivity, D, is the ratio of the solid angle of a sphere to the solid angle oeeupied by the 
radiation pattern of the antenna [25]. For the electric dipole antenna, the directivity is 3/2. The 
radiation power factor of any antenna is expressed as [25]
F
(3.2.5)
where V ’ is the effective volume of the antenna, and Vs is the volume of the radian sphere. 
Radiation power factor of the electric dipole is [25]
%v' V' Au( X
(3.2.6)
where ka is the near-field correction factor.
The radiation power factor of the electrically small electric dipole is 100 times smaller than the 
radiation power factor of the half-wave electric dipole antenna. Therefore, by (3.2.3) the radiation 
efficiency of the electrically small dipole antenna is strongly limited by ohmic losses.
3.2.1 Wheeler Cap Method
The Wheeler cap method is believed to be an accurate technique for measuring the efficiency of 
electrically small antennas. Furthermore, its implementation is quick and thus, is very 
useful to have a rough idea of the efficiency of the antenna.
Wheeler [13] was the first to introduce what is still called the Wheeler cap method, used to 
remove the radiation resistance of an antenna. The efficiency of an antenna is given by
71 =
^  7^+7^ (3.2.7)
Or
7] = Rr
(3.2.8)
where the subscripts R are related to the radiated quantities and L to losses respectively. Although 
Rr+Rl or Pr+Pl can be easily calculated (Rr+Rl is the real part of the antenna input impedance). 
Although the radiated power Pr can be calculated by the pattern integration method, which is 
potentially the most accurate approach, it is so time consuming that the optimisation costs 
of an antenna can become prohibitive. In fact, Eq. (3.2.8) can be written:
R , + R ,  R^  (3.2.9)
where Rm =Rr + Rl- Thus, if the radiation resistance is removed from the input resistance, as 
measured on a network analyser, only the loss resistance remains. It follows that the antenna 
efficiency can be computed from Eq. (3.2.9) with two basic measurements on the network 
analyser. In order to remove the antenna radiation resistance, Wheeler surrounds it with a 
conducting sphere or cap .The inner conductor of this sphere must be located at a radian sphere, 
an hypothetical sphere with a radius of a radian length (2n/X), from the antenna. The radian 
length marks the transition between the near-field and the far-field of an antenna. The far-field is 
thus removed without modifying neither the near-field, nor the distribution of current on the 
antenna and thus the antenna resistance loss. In a sense, this is equivalent to Chu's method used to 
compute the antenna minimum quality factor as Chu assumes that the losses are represented by 
the reactive near-field. For Wheeler, the shape, the size and the material of the cap are not critical 
[23].
Equation (3.2.10) is based on the implicit assumption that, as the input impedance of the antenna 
is modelled by a series RLC circuit, its parameter (reflection coefficient measured 
with the cap) lies on a constant resistance circle in the Smith chart when the cap size is 
modified. Therefore, we obtain
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where S11& is the reflection coefficient measured in free-space.
This model uses an equivalent RLC circuit approximation which rises a polemic as 
only basic antennas can supposedly be accurately modelled. It is therefore interesting to 
determine what the accuracy of the Wheeler method is, and how it can be improved
3.2.2 Accuracy of the Wheeler cap method
The accuracy of the Wheeler method can be affected by the simplistic equivalent RLC 
circuit which may not properly model the antenna, or by the network analyser used for the 
measurements which may not have the necessary accuracy. It can seem strange that an 
expensive and sophisticated device may introduce errors in a basic Sn measurement. 
However, the Wheeler cap technique is used to measure the efficiency of electrically small 
antennas which can have very low input impedance, and thus a small inaccuracy during the
measurement can introduce important errors in the computed efficiency.
In the measurement o f an Sn parameter, three types o f problems may occur [26];
1) The conductor losses
2) The manufacturing process
3) Residual systematic error, which are mainly due to the calibration process of the 
network analyser
And there are a few problems associated with the method itself which as the small cap may 
change the current distribution of the AUT and thus the loss resistance; this is especially true at 
HF frequencies. Related to this small antennas over a real ground have complex loss mechanisms 
present this cannot be described by one resistor in the modelling. Finally resonance antenna 
measurements do not work due to antenna resonance detuning
Starting from Eq. (3.2.9), Ida et aï. [26] take into account the losses due to the soldering 
(mainly between connectors and the antenna, or between pieces o f the antenna) and 
estimates the effects of the residual systematic errors on the radiation efficiency:
  R-soldering} R-soldering)_ Rfs Reap
Rfs -  Rsoldering Rfs ~ RSoldering (3.2.11)
where is estimated at 0.1 ohms at 300 MHz. This can be an important factor for small 
input impedances of about 0.1 ohms. Reap and Rfs, are the resistance of the antenna measured with 
the cap and in free-space respectively.
Considering the residual systematic error, Ida et al. [26] performed measurements of the 
input resistance with three different network analysers (HP 8719A, HP 8753B and HP 
8753C). They showed that the differences between the three were independent o f the 
frequency, in the range 150 MHz -350 MHz. Therefore,
^ e R f s - ^ e R c a p  ^ e R f s ~ ^ e R c a p
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where kg denotes either a constant difference, or the residual systematic errors of the network 
analyser A. From Eq. (3.2.12), one sees that ke cancels out and, the efficiency measured
with different network analysers is thus identical. Consequently, the Wheeler cap method 
is not affected by the residual systematic error of the network analyser.
As far as the method in itself in considered, Muramoto et al. [27] compared the results 
obtained with the Wheeler method to simulations with the Method of Moments (MoM). 
They concluded that the Wheeler cap method is an efficient technique, although the size of 
the cap is a relevant parameter. If the size of the cap is smaller than the radian sphere, 
then the antenna near-fields are likely to be affected. In order, to see what happens if  the 
cap size is much bigger than the radian sphere, they performed measurements with the 
Wheeler cap from 770 MHz to 2 GHz. At 770 MHz the cap has the size suggested by 
Wheeler (a radian length) and thus for higher frequencies, the cap was larger than a radian 
length. The measurements correspond well with theoretical values (computed with the 
MoM) up to 1.7 GHz, where the volume o f the cap is about 10 times bigger than a 
radian sphere, which sets the limit.
Finally, it has been shown that dips, corresponding to negative efficiencies, can appear. 
These dips correspond to resonant frequencies of the"cavity formed by the cap and the 
ground plane. Thus, the size of the cap should be optimised so that these resonant frequencies do 
not appear in the band of measurements.
In a typical screened room ,^ used as the ‘cap’, we find a coupled wall loss contribution (using the 
wide-Q method) that is typically about the same as the ‘intrinsic’ conductor loss contribution. In 
fact there are reasons for believing that the ratio these should simply be the ratio of the antenna 
conductivity to the wall conductivity. Thus in practice the intrinsic loss reported by the Wheeler 
cap method appears to suffer from a ‘systematic error’ of about two (in the inefficient direction) 
due to the cap being in the very near field of the AUT. Our ‘screened room’ wideband-Q 
measurements in general appear to support the existence of this systematic error.
3.2.3 Improvement of the Wheeler cap method
Antennas with complex distributions of currents cannot be properly modelled with a 
RLC equivalent circuit as it is done in the Wheeler method [23]. Therefore, the method is 
subject to criticism, even though these antennas are rarely used because of a small 
impedance bandwidth. In fact, the series or parallel RLC circuit approximation can be 
accurate as long as the measured resistance (series) or conductance (parallel) is relatively
Appendix B -  screened room parameter extraction
constant. If this is not the case, one can add a fictitious lossless transmission line to the 
antenna to rotate the response of the reflection in the Smith chart [28]. The length of the 
transmission line is chosen so that the resonant frequency in free-space exhibits both a 
minimum return loss and a zero reactance. Both free-space and Wheeler cap reflections 
are rotated by the same angle. The curve at the point of resonance is now tangent to a 
constant resistance contour of the Smith chart, and the RLC approximation is thus valid. 
With this method, McKinzie [28] obtained much better results than those obtained with the 
classical Wheeler method.
The antenna can also be represented by more elaborate models than that of the RLC 
circuit, and Johnston et al. [29] presented a model where the antenna is represented as a 
two port device as shown in Fig. 3-3
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Figure 3-3 -  Two port device
The Efficiency is given by
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Figure 3-4 s parameter representation
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And it is obtained from the flow chart Fig (3-4)
i^ 2 .r ( i - i r .r )
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Where is the coefficient of reflection between the antenna and free-space. Finally, as
the free-space is eonsidered as a matehed end for the antenna. Eq (3.2.14) becomes
’21
Pant -  I ,2
1 -  E, J (3.2.15)
The parameter S21 of Eq(3.3.14) is determined by either by refleetion-efficieney 
measurements or by transmission measurements. In the latter case the set-up depleted in 
Fig (3-5) is used to make the measurement.
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Figure 3-5 -  Transmission measurements apparatus setup
For the transmission method, the waveguide environment should provide a load 
impedance to the antenna that is a good approximation of the load impedance offered by 
free space. Generally, when tuned, the waveguide environment provides a wide range of 
impedances to a structure placed within it. The antenna under test launches the TE 10 
mode, while a waveguide-to-coax adapter is used to extract the signal at the other end of 
the waveguide. Sliding shorts are placed at each end of the waveguide, such that there is 
no signal leakage. The position of the sliding shorts is adjusted in order to aehieve proper 
impedanee matehing of the antenna under test. If further impedanee matching is required, 
another tuning element, sueh as a sliding single-stub tuner, may be added.
The back short, the front short, and any waveguide-tuning elements are adjusted sueh that 
the measured Sn of the antenna in the waveguide is the same as the Sn of the antenna 
measured in free space, at the frequencies of interest. The equivalenee between
the free-space and waveguide Sn, will only occur over a limited frequency span. The 
refleetion and forward transfer seattering parameters are measured, and Equation (3.2.15) 
is evaluated to find the efficiency of the antenna as a function of frequency.
Reflection-efficiency measurement (fig 3-6), the forward-scattering parameter S21 is 
measured indirectly. The same test setup is used as in the transmission measurement, but 
with the waveguide-to-coax adapter removed, so that only the input reflection scattering 
parameter Sn can be observed. Sn, is measured for a number of different positions of the 
output sliding short as it is moved along the length of the waveguide. A minimum of three 
positions, spanning about one half of the guide wavelength, is required. As the output 
short is moved along the waveguide, the reflection coefficient measured at the antenna’s 
input terminal will describe a circle, when plotted on a Smith chart or polar plot. The 
centre and radius o f the circle are a function of the two-port S parameters of the antenna. 
The Sii parameter, called Snwg is recorded for different positions of the left hand side 
short-circuit. Johnston et al [29] introduced:
Ay, max = max
. Ay,min = m in{|5 '„„^-5 i,^ ,|} (i-2.16)
Where Snfs is the parameter Sn of the antenna as measured in free space. The unknown 
parameter S21 can be obtained from Eqs(3.2.16) [30]
(As, max) +(A s,m in) (3.2.17)
The Efficiency is obtained from Eq(3.3.15):
2
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Johnson et al. [29] showed that the efficiency weakly depends on how the antenna (in the 
present case a monopole) is mounted in the wave guide. While the antenna could be slightly 
tilted, it should not be too close from one of the end of the wave guide. The latter must be 
chosen so that its operating frequency range corresponds to the measurements frequencies. 
When in free-space antennas operate in a single mode and only the dominant TE 10 mode must 
therefore be excited in the wave guide.
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Figure 3-6 Waveguide Measurement of Sn
3.2.4 Summary on Wheeler cap method and important points
According to the experiments made by different authors, here follow a list o f  
important points to optimise the Wheeler cap method:
• Shape of the conducting cap: From all researches it was found that the shape of 
the Wheeler cap was not critical. Newman et a l  [31] added edges tubing plaeed on 
the four sides of the ground plane to reduce the edges reflections.
• Material used for the cap: The comparison between aluminium and a copper cap 
showed no real difference in the efficiency measurement (± 2%) [31]. Pozar and 
Kaufman [32] even used a cooking wok with good results!
Size of the cap: Newman et a l  [31] tested three different caps with sizes of 1/3.2, 
1/4.9 and 1/6.5. The effeet of reducing the cap size increased the input reactanee, but 
as long as accurate values of the input resistance eould be determined, there was no 
change in the measured effieiency. However, the input resistance was easier to read 
with a large cap. Muramoto et a l  [26] recommended that the size o f the cap is between 
a radian sphere and up to 10 times his volume. The cavity should be made so that its 
resonance’s do not eorrespond with that of the antenna. Johnston and McRory [30] even 
used wave guides with the operating range corresponding to the frequeneies of 
measurements.
• Electrical contact: The electrical contact between the cap and the ground plane is 
important [32], however, it is not compulsory to solder the cap. Newman et at. [31] for 
instance used flexible metallic fingers.
• Centering: Even though the antenna should be in the centre of the cap it is not a critical 
parameter. Newman et at. showed that moving the cap off the centre of the antenna 
moved the impedanee along lines of constant RL. Furthermore, Johnston and McRory 
[30] showed that the antenna could even be tilted in the wave guide.
• The environment: For measurement of the input impedance without the Wheeler cap, 
the room environment is important, as well as the proximity of the experimentation. For 
the measurement of an absolute gain, an anechoic room is reeommended. Alternately, the 
measurements may be performed outside.
• Accuracy: For the Wheeler cap method, Newman et al. [31] gave a relative efficiency 
within +5% and an absolute one at +25%, which, according to them, could be improved 
using greater care and refinement. Anyway, the Wheeler cap method was found to be the 
most accurate compared to the radiometric and the Directivity gain methods [32]. The 
radiometric method has a good accuracy but necessitates expensive equipment.
As long as the efficiency is concerned, the directivity/gain method is not accurate for 
small antennas: a deviation as small as 2 dB in the gain yields important errors in the 
efficiency. Furthermore, the accuracy of the gain/directivity method is not always as high 
as one can hope. From this point of view, the results of groups owning a large anechoic 
chamber are interesting [30]
3.3 The Chu theory of small antennas using spherical wave functions
Chu’s theory deseiibes a fundamental limit on the radiation Q of a small antenna without 
regard to the current distribution or geometry of the antenna. [9] The antenna is surrounded by an 
imaginary sphere of radius a, where a is the maximum geometrical dimension of the antenna 
including the ground plane image. [9] A representation of the sphere is illustrated in Figure 3-8.
The fields outside the sphere are not defined by a unique current distribution within the sphere. In 
fact, an infinite number of current distributions are possible that would create the same distribution of 
fields, this can be achieved as shown in figure 3-7,where with the appropriate phasing and spacing the 
4 isotropic sources can produce an infinite number of current distributions.
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Figure 3-7 -  Isotropic representation of infinite number of current distributions
Chu simplified the mathematics to only include the most favourable source distribution and its 
corresponding antenna structure that could exist within the sphere. This particular approach was 
taken to minimize the details and to simplify the task of identifying the antenna structure. In his 
paper Chu also assumed that the desired source distribution also minimises the stored energy 
inside the sphere so that the input impedance at a given frequency is purely resistive. Because the 
spherical wave modes outside the sphere are orthogonal, the total energy outside the sphere are 
equal to the sum of energies and complex powers associated with each corresponding spherical 
mode. As a consequence there is no coupling between any two modes outside the sphere. As a 
result of this, the number of spherical modes outside the sphere plus one can be replaced by a 
number of equivalent circuits. The power radiated is computed from the propagating modes only 
while all the modes contribute to the reactive power. When the sphere becomes small, there exist 
little or no propagating modes. Therefore the Q of the antenna system becomes very large since all 
modes are evanescent and do not contribute any power. The evanescent modes do have a real part 
but it is regarded to be negligible. The Q of each mode is formed by the ratio of the stored energy 
to its radiated. If multiple modes exist then the Q is calculated from the contribution from all those 
modes. It can be shown that the higher order modes within the sphere of radius r become
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Figure 3-8 -  Chu Sphere surrounding a small antenna
evanescent when kr < 1
3.4 Spherical wave mode expansions
Working from the definition of Q in (3.1.1), Chu analyzes the fields outside of the sphere to 
determine the ratio between stored and propagated energy. This, in effect, minimizes Q since any 
energy stored within the sphere, and thus ignored, would only serve to increase Q. [9]
Chu separates the radiation outside of the sphere into a weighted sum of spherical wave 
fimctions. These are called the modes of free space. [9] Each spherical mode is weighted over its 
surface by a Legendre polynomial and the behaviour with radial distance is described by a spherical 
Bessel function,. Specifying the antenna as omni directional and assuming maximum directivity in 
the equatorial plane (0 = 90°), complex power at the surface of the sphere is found by integrating 
the complex Poynting vector over the spherical surface.
The magnetic and electric vector potentials have been written in terms of the wave function 
'P . In spherical coordinates, the Helmholtz equation becomes [33]
J _ A
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Using the method of separation of variables, we write 'P , solution of Eq. (3.4.1) in the form
y / = R{r)H{e>^{<f) (3.4.2)
where the function R, H  and each depend on only one coordinate: r, 6 , ox (j). Introducing Eq.
(3.4.2) into Eq. (3.4.1) yields, after some mathematical operations, individual equation for the 
three functions R(r), H (0)  and O(^) characterising the wave function ^  , (a scalar field or the 
component of a vector field)
d  (  0 dR
d r [  dr
—  I + \k r y  -  n{n + 1)]/? = 0 (a)
1 d dH
, sin^- 
sm 9  do  \ do
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+ W^0 = O (c)
Equations (3.4.3(a)) to (3.4.3(c)) have to be solved. This is done considering the boundary
conditions associated to the problem.
3.4.1 Equation for R(r)
The equation for R (Eq. 3.4.3(a)) is a differential equation of the kind [33]:
z^w + 2zw  + [z  ^ -  n{n + l)]w = 0 (3.4.4)
where n is an integer.
Particular solutions of Eq. (3.4.4) are spherical Bessel functions of the first, second or third 
kind. If is a particular solution of the Bessel's equation of order n, the spherical Bessel
fimetion is defined as
= iW  (3.4.5)
V 2x «+T
These spherical Bessel fimctions, or Bessel functions of fractional order, are used in the solution of 
the Helmholtz equation in spherical coordinates. In the particular case defined above, one must 
choose the spherical Hankel function of the second kind which represents an outward-travelling 
wave, and thus has a proper behaviour to infinity. The solution of Eq. (3.4.4(a)) is then h^^{kr) 
which is defined as
(kr) = (kr) -  jN„ (kr) (3.4.6)
where
J  ^: Spherical Bessel function of the first kind 
.• Spherical Bessel function of the second kind.
3.4.2 Equation for 0
Equation (3.4.3b) is the associated Legendre equation which is the general case of the 
Legendre equation (m=0). The solutions are the Legendre polynomials of the first and second 
kind [34]
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m=Q 2”m\(n -  m)\{n -  2m)\
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where M=M/2 or (n -1)/2, and 6 (m) =1 + -^  + ^  + , 1, H----
m
The Legendre function of the first kind are particularly interesting for boundary conditions as they 
are the only one to be finite over 0<6< 7T  whereas Legendre function of the second kind are 
infinite for 6 = 0 and 0 = 7Z. Finally, the solutions of the associated Legendre equation are 
constructed from Eqs. (3.4.7(a)) and 3.4.7(b))
i f  (cosé») = (-l)'”(l-cos6>^)” ^
(3.4.8)
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3.4.3 Equation for (j)
The harmonic equation (3.4.3(c)) possesses harmonic functions h(mip) as solutions. These
—jm^  „jm(j)
harmonic functions are linear combination of sin((m(p)) and cos(m(p) or of  ^ and;  ^ where 
m is an integer. First, a spherical cavity is considered and either sin((mcp)) or cos((m(p)) is chosen 
as an harmonic function (standing waves). Second, the space is considered as a spherical guide 
and eos((m(p)) is chosen as an harmonic function solution of (3.4.3(c)).
3.4.4 Wave function in free space
Considering Eq. (3.4.2) and sections 3.4.1, 3.4.2 and 3.4.3 we obtain
(COS 0) COS (3.4.9)
As the vector potential  ^ are not directly equivalent to ^  but to , we can introduce the 
modified Bessel functions:
nkr
B„(kr) = krb„ (kr) = ,  — (kr)
Thus, introducing Eq. (3.4.9) in Eq. (6) of appendix B and with Eq. (3.4.10)
(2)
(3.4.10)
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(3.4.11)
A more general form made of linear combinations of the elementary wave functions can be built 
( 4  L  (kr)P" (c o s  e) cos{m(l> + ) (a)
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(3.4.12)
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where A^ n and B n^ are constant factors. Considering Eqs. (3.4.12(a)) and (3.4.12(b)) one can set
A-Mr A  and^"^'^^ . Then, expanding Eqs. (17 and 18) of appendix B in spherical 
coordinates with J = M = 0 (source free region), we obtain
1 \
• Vdr
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Appendix C -  Vector Potential in terms of Spherical coordinates
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Eqs. (3.4.13) and (3.4.14) are the components of a field which is the superposition of two fields, 
one TM to r (Fr = 0) and the other TE to r (Ar = 0). The field radiated by the antenna is composed 
of a complete set of orthogonal spherical waves, propagating radially outwards. The electric and 
magnetic vector potentials for the excited modes are given by Eqs. (3.4.12(a)) and (3.4.12(b)), 
yielding the components of the field for each spherical wave (Eqs. 3.4.13 -  3.4.14).
3.4.5 Wave Impedance
The wave impedance is the ratio of the components of E to the components of H. For a simple 
electromagnetic field in perfect dielectric medium and with E having a component along x, the 
Helmholtz equation reduces to
d^E
+ = 0  (3.4.15)
dz
Equation (3.4.15) is called the one-dimensional Helmholtz equation. A particular solution is given 
by
E , (3.4.16)
The associated magnetic field H is
jcùiÆ  - V x E  = Uyjke^ (3.4.17)
With k  = cOyf^ one has
(3.4.18)
Finally, one obtains the intrinsic impedance of the medium
v = j^ = J -  (3.4.19)
The direction of the wave impedance is defined according to the right-hand cross-product rule; 
where the E vector is rotated onto the H vector.
3.4.6 Wave Impedance in Spherical co-ordinates
In order to facilitate the discussion, we first consider the TM mode alone. Once this development 
is carried out, solutions for TE modes or TM + TE modes will naturally follow. Considering the 
right-hand cross-product rule, the radially directed wave impedance for the TM modes in 
spherical coordinates is
4™  = 4  (3.4.20)
For a TM mode (Fr = 0), the spherical wave functions (3.4.13) and (3.4.14) are
(3.4.22)
For an outward travelling wave, the magnetic vector potential is given by Eqs (3.4.11)
(A^)^^=Hn (Ar)7^(cos0) c o s (3.4.23)
Then
dA
- ^  = Hn {kr)Pl (cos 0) cos {a)
d^A ' '
(3.4.24)
drdO
=  H n  {kr)P^ (cos 0) cos M2 ^ {b)
Where
the f ir s t  derivative o f  the Hankel Fucntion o f the Second Kind.
Substituting Eqs. (3.4.24(a)) and (3.4.24(b)) in Eq. (3.4.21 and 3.4.22) then in Eq. (3.4.20), we 
obtain
1 (2)
H  n {kr)P  ^ (cos0) COS M2
 ^  Hn {kr)Pl  ^ (cos 0) CO S 222^
r
And finally
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(3.4.25)
(3.4.26)
Where k = cûy/JIë for a perfect dielectric, and where v  =
The wave impedance for the TM mode is the ratio of the modified spherical Hankel function.
3.5 The ladder network
The goal being to represent the wave impedance with an equivalent circuit, it seems clever to 
expand Eq. (3.4.26) in partial fractions. With Eq. (3.4.10) and [26], one obtains
And thus
rTM_  . Hn {kr) _ .
(2)
= yv-
krhl
(3.5.1)
z T  = y v - krh^P
1-----h
V (3.5.2)
The expansion is obtained using the recurrence relationships for the spherical Bessel Functions [26]
C i  (kr) +  (kr) =  ^  ( #  («)
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(3.5.3)
Eq 3.5.3(b) can be arranged in the form
C  n + \  C l
h P  kr h?''
(3.5.4)
Then replacing eq(3.5.4) in eq(3.5.2)
H  n {kr) ^ n
The term of the rhs of eq (3.5.5) is expanded using eq (3.5.3(a). Setting n=n-l we obtain
kr
This can be rearranged into the form
20%-O %%
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The inverse of which is
______________
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kr C !
Substituting eq (3.5.8) in eq (3.5.5) one obtains the following
(3.5.8)
n
+
1
jk r  2m — 1 ^ 1
jkr  2m — 3 
jkr
3 1
+
jk r  J _ ^ j
jkr
(3.5.9)
\u  1 j  , iTir Irco
v = J —,c = —=  andA:r = ----- = -------
s  Z c
(3.5.10)
+
1
j  cors 2m- 1  1+
jœr/u 2m- 3
jcors
jcors
+ 1
+ v
jcor/u
(3.5.11)
Equation (3.5.11) is the transfer function of a Cauer network [35]. The first term represents a 
capacitance of value C=er/n in series with the remainder which is an inductance in parallel. The 
last term v i s a  termination resistance. Thus the partial fraction expansion of Eq(3.5.2) can be 
represented by the high pass filter illustrated in Fig(3-9). It is clear from Fig(3.9) that a CL-cell is 
added to the filter for each new mode excited by the antenna. As the resistive element is at the end 
of the cauer network, the additional modes excited the more difficult it is to reach the radiating 
element. This in term means the filter becomes more selective (higher Q) and the antenna is 
narrowband. It follows that the largest bandwidth is obtained for an antenna supporting only the 
TMOl mode.
3.5.1 Linearly polarised antennas
The equivalent ladder circuit given in Fig (3-9) can be used to derive the bandwidth of some 
antennas. As a first example we consider an antenna exciting the TMOl mode alone, which
corresponds to an electric dipole.
æ  c = —^
c  -  —  ( 2 , 7 - 3 )
/«
R = v
('2n—1) (2/7—^
Figure 3-9 -  Circuit Model linear Antenna
The equivalent circuit for the TMqi mode is given in Fig (3-10) from simple circuit theory we can 
write
C = sa
1
L=f.a R = v
Figure 3-10- T M qi Circuit Model-
l  = h  + 4 , (3.5.12)
Vr = IrZ ,
And thus
~ ^ L ^ L
(3.5.12)
Substituting Eq (3.5.12(a)) into Eq(3.5.13)
R^ -
^R
I
(3.5.13)
V V.
rr: i
Zl
Ï
V t
T
V.
Figure 3-11 -  Modified Circuit Model
Vc is easily obtained by modifying the circuit of Fig. 3-11, as shown in Fig. 3-12 which represents 
a simple voltage divider
V
'LR
y,n =
z ,  + Z,
Figure 3-12 -  Voltage Divider
V. = V-
(3.5.15)
For a TM wave, the magnetic energy is much greater than the electric energy and so
2o)W ■ (3.5.16)
2 i =
p
As is the electric energy, it is the energy stored in the capacitor C. From Eqs (3.5.14) and 
(3.5T%
1 1 y  7 * 1 7  7* (3.5.17)
W^=-CV^V; = - C V V *  -^----- --------- —^ -  = - C Y Y *  '  :
• 2 2 4 + Z , ,  ( Z , + Z , J  2 Z,„,Z:,
The radiated energy is power dissipated in Zr, thus
P - z i i ' - z  / / •
And so introducing Eqs (3.6.17) and (3.6.18) in Eq (3.6.16)
wC W ' z X ( Z r + Z l XZr + Z J  (3.5.19)a z,„,z,:,z,z,z;//*
V
As = y
wC W X z : {Z r + Z l ){Zr + Z ,)  (3-5-20)
z x z ' X
Where
A: I _  1 -r _  .-^r _  (3.5.21)Û) — .—  — — Z^ — jcoL — jcofia —V
JcoC jœsa
Q _ ksa(y + jcojLia^ -  jcoa) (3.5.22)
 ^ ^ ^ {j(o sa ) { -  j  (osa)v{j cojLia\- jco/ja)
Separating Eq(3.5.22) into two terms â  ~  â  \+ Q i 2
ksav^ kvs^f/ v£ f  1 Y (3.5.23)
Q\ 1 -
Similarly
_  ksaco^j/a^ _  1 (3.5.24)
f/e^v ka
And thus
(3.5.25)
Eq (3.5.25) gives the theoretical minimum Q for an antenna exciting the TMqi mode alone. Thus, 
for a lossless perfectly matched antenna, the maximum bandwidth is —
3.5.2 Excitation of the TM 02 Mode
To ascertain that the antenna exciting only the T M qi mode has the largest bandwidth of all linearly 
polarised antennas, we derive the Q of an antenna exciting the TM02 mode. Starting from
Fig(3-11), the equivalent ladder network is given in Fig (3-13).
c. = sa Co — sa
7^TM02
rL = —  Z = Lia 
3
Figure 3-13 -  TM 02 Circuit Model
The quality factor is given by Eq (3.21) with We the energy stored in Ci and C2
— 1 —
P  P
(3.5.26)
With
(3.5.27)
Similarly to Eq (3.5.18), P  is the power lost in
(3.5.28)
The circuit in Fig (3-13) can be transformed into Fig (3-14) and (3-15)
-
R^C
(3.5.29)
And considering Fig (3-15)
V„ = v  /  (3.5.30)
^Cl ■*" ^ RCOL
Vc2 is obtained considering Fig. (3-15) along with Eq (3.5.29)
z
C^2 ~ C^2^ R ~ ^C2~Z (3.5.31)
R^C
Replacing Eqs (3.6.29) to (3.6.31 in Eqs (3.6.27) to (3.6.28)
W , , = - C , w ^ -----
2  R^C + (Zj c^ + ^ l )
And
(3.5.32)
V
The derivation of Q is then straightforward. From Eq. (3.5.22), with — = Z ^  = Z^ .^  + Z ^ ^ , we 
can write
Q  =  { ^ R c  { ^ r c  + ' ^ c )  Q  ^  3 4 ^
z , z , z .
where
= = ^ - 7 7  = T ^^l = J^ L  = j —— andZ^ = v  (3 .5 .3 5 )
y^ sju jcoC^  jcosa 3 ^
S 2 , X 7 ^ ( Z r c + Z r ) ( Z r c  + z J
P (ka)
(3.5.36)
Moreover
(3.5.37)1
Thus
2 6 18
Qi 1 “ 7~  + 7 T ^  +ka (Za) (^a)' (3.5:38)
Similarly
0 1 -  —  ka
(3.5.39)
Finally the Quality for TM02 mode is
n  =  ^ 6  18
ka {Jza  ^ (ka)^ (3.5.40)
Because of the 5* power of the third term, Q2 will rise much faster than Qi (Eq. 3.5.40). Q2 is 
always larger than Qi, even for very large antennas, although the difference is much more drastic
for electrically small antennas.
V V.
X
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Zl V t
1I r
Z.
Vc
Figure 3-14 -  Higher Order Modes
V
V.
V,
Figure
Figure 3-15 -  Higher Order Modes
3.5.3 Higher order approximation
Beyond second order the large number of capacitances and inductances required by the equivalent 
circuit to model the impedance makes it very difficult to compute the energy in all capacitances or 
all inductances in the circuit although it may be to analyse this using a modem circuit simulator 
such as Microwave Studio. In this thesis the ladder network can be approximated by a series RLC 
circuit of Fig (3-16). R„, C„ and L„ are extracted from Zn. Starting from Eq (3.5.7) the impedance
is separated into real and imaginary parts,
^ jk rh f> '+ ]X ^  j k r [ j „ - j n „ ) + j { j „ - j n „ )
krhf^ k r { j„ - jn „ )
Multiplying Eq (3.5.41) by the complex conjugate of the denominator, we obtain
(3.5.41)
Z _ = v
À »„) kr Jj-n+krn„n„ + j l+ n l
The real part of Eq (3.5.42) gives
(3.5.42)
(3.5.43)
And from the recurrence relation (3.5.6), we obtain
=  V-
n + \ n + \ .
Jn [ ”» -■  kr ”"J J  n-\ kr ” n
— y n (3.5.44)
Alternatively, from the cross product relation [26], we can write
À  ( ^ K - i  ikr) - j„ - i  (kr)n„ (kr) =
(h-y
(3.5.45)
V
'RCIIL
V.
RC\\L
Which yields
Figure 3-15 -  Higher Order Circuit
R ..  =  V  ■
{krf\hj,2 |,( 2 ) | 2
(3.5.46)
Similarly, using the fact that ) =krj'^+
X „ = v
krj„{krj„) +krn„{krn„)
{h-y\hl2 lr(2)p
(3.5.47)
The respective values of Cn and L„ can be obtained from Eq (3.5.47). The reactive part of the 
impedance is
(3.5.48)
Taking the derivative of Eq 3.5.48 yields
dco CO C„
+Z„
(3.5.49)
And multiplying Eq 3.5.49 by co and adding Eq 3.5.47 yields
4 - 2 5 L  + &dco CO
(3.5.50)
Similarly, multiplying Eq 3.5.48 h y co and subtracting Eq (3.5.47) yields
dco CO
-1 (3.5.51)
In conclusion
R„ =v-
2 |.( 2 ) | 2
(3.5.52)
dco CO
-1
5 L  + &
dco CO
Where
%  =  V
krj„ {krj„ ) + krn„{krn„)
{h -y  / i f
(3.5.53)
The resulting quality factor Q is derived from Fig (3.17)
(3.5.54)
Where
V c „ = v X ''
(3.5.55)
Similarly to Eqs (3.5.33) and (3.5.28) we have
PrAD = P J J n (3.5.56)
From Eq (3.1)
r j j 'z . a :n n n tot tot
(3.5.57)
Where /„Z„, = and =
Q =
(3.5.58)
Replacing Eqs (3.5.52(a)) and (3.5.52(b)) in Eq (3.6558) finally yields
(3.5.59)
Qn is the lowest possible quality factor for a lossless antenna exciting the TMon mode alone.
Figure 3-16 -  TMo„ mode circuit representation
As the derivation of Q„ from Eq. (3.5.59) was controversial [1,36], it is important to detail 
this calculation. This will, in the same time, enable one to estimate the accuracy of this
approximation by comparison with Eq. (3.5.28). As co = ^  the derivation of Eq. (3.5.59) can
be done with respect to kr instead to co . Furthermore, Q depends on the size of the antenna and 
will be considered ioxr = a (i.e. the radius of the smallest enclosing sphere). We have
(3.5.60)
Thus
(3.5.61)
From [37], we have
j  1
(ka^ ka
(3.5.62)
And as \e = 1, we can write
|/^ (2)|^  ^ 1 1 (3.5.63)
(k a f  {k a f
As a first step, we consider the derivation of X; with respect to k, setting n=l in Eq. (3.5.53)
_  kaj{kaj^) +kc{kan^) (3.5.64)
From [37], we also have
sin(^a) cos(^a) (3.6.1)
J\ ~
n , = -
{kaf ka 
cos{ka) sm{ka)
{ka) {ka) 
Thus
(W Â (W i) = ika)j, [{ka)j\+j^)
{kaŸ (sin^ {ka) -  cos^ {ka)  ^-  sin  ^{ka) + 2{ka) sin{ka) cos{ka) -  {knf cos{ka) sin{ka)
( W
(3.6.2)
{kan(){kan;) ={ka)j^()ka)j\+j^)
{küŸ (-sin^ (ka^ + cos^{ka)  ^- cos^{ka) + 2{ka) ûn.{ka)cos{ka) + {k^if cos{ka)sin(Â:a)
(3.5.67)
Substituting Eqs. (3.5.62), (3.5.66) and (3.5.67) in Eq (3.5.61), we obtain
•_ 1 (3.5.68)
‘  ^( k^a)(l + (k a f )
i k a ) ^  = v l + 2\2d{ka) {kd)(\ + {ka) )
(3.5.69)
And
Replacing Eqs (3.5.62), (3.5.68), (3.5.69) in Eq(3.5.61) yields
_ \ + {kay 
2 (Aa)'
+ 3 ( W  1
ka{\ + {kaŸŸ {ka){\ + {kaY)2 \ 2
(3.5.70)
With some manipulation
^ 1 + 2{kaY
{kaf (\ + (k a f )
(3.5.71)
This limit on Q for the mode TMo\ has to be compared with Eq. (3.5,25). The limit given by Eq. 
(3.5.71) has been obtained by an approximated equivalent circuit, whereas Eq. (3.5.25) results 
from an exact derivation starting from an equivalent circuit for the wave impedance. A 
comparison between the exact and approximate methods and is given in Fig. 3-17. For larger 
antennas, the approximated result is more optimistic than the exact one, as shown on the right 
graph (b). For an antenna whose largest dimension is “a”, we obtain Q = 0.062 from the 
approximation approach (which correspond to a bandwidth of 16%) and Q = 0.35 (bandwidth of 
2.8%) from the exact derivation. However, for such antennas, the hypothesis that the bandwidth is 
the inverse of the quality factor is no more valid, and the sole information which can be extracted 
is that the antenna is potentially broadband.
Q Exact
Q Approx.
0.5
0 0.5 1 1.5 2
ka
Figure 3-17 -  Q curves for the exact and approximate formulations, showing the variation in the
antenna Q value as the size of the antenna is increased.
3.5.4 Q of TE Modes
A circular polarization is obtained if both TE and TM modes are equally excited. Therefore, we 
will derive the wave impedance for TE waves, which is computed similarly to TM waves. For a 
TE mode, Ar=0 and from Eqs (3.5.13) and (3.5.14) we obtain
„TE _  1 ÔF, (3.5.72)
■tLn —
rsin^, d(!)
 ^ jcof^r sin 6 drd(!)
And from Eq (3.5.11), we have
-  = {kr)PY (cos 0) mcos 7»^
ôrd(j)
Replacing Eqs (3.5.72(a)) to (3.5.72(b)) in Eq (3.4.20), we obtain
Z -  = A  =  = _ . y
The use of admittance instead of impedance facilitates the computation, and we have
1JTE
Eq (3.5.75) is now similar to Eq (34.26) and, following what has been done from Eq(3.5.4) to 
(3.5.8) one obtains
YTE _
+r
n
+
jk r  2n — \ _^__ 1
jkr 2n — 3 
jkr
3 1
+
jkr  + i
jkr
(3.5.76)
\ju 1 J  - 27ir 2rco
v = l^—,c = —j =  m a k r  = ----- = -------
£ ^ C
(3.5.77)
y T E  _  
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1
jcors 2 n - l  ___ 1
jcor/j, 2n — 3 
jcors
3 1
 +  •
jcors 1
jcor/a
■ +  V
(3.5.78)
The same considerations for the previous derivations are valid here, except the first term as an 
inductance in parallel with a capacitor in series. Thus eq (3.6.78) can be represented by a high 
pass filter
3.5.5 Simplified circuit for the TE mode
Similarly to what has been done for the TM mode, a simplified circuit can approximate the 
impedance of higher order TE waves. The TEon wave impedance is by Eq (3.5.74)
krhiY^
krh^ Y^ ' +
(3.5.79)
Considering the admittance
rTE JylÈ. _  
+ r
f krh^y + UP
V krUP
This is equivalent to Eq (3.5.2) so a similar derivation directly yields
(3.5.80)
Where
1
(2)
c  = cK. z
a
K = \
dco CO
d c o  CO
-1
(3.5.81)
krj^  {krj„ ) '+ krn „{krn J
(3.5.82)
Comparing Eqs (3.5.80) and (3.5.82) indicates that the impedance of a TM wave is equal to the 
admittance of the TE wave except for a constant . Thus, if the impedance of a TM wave can be 
represented by a series RLC circuit, the impedance of TE waves is represented by the parallel EC 
circuit Fig (3 -19)
In Ir
Ln R n
Figure 3-19 -  approximate circuit model for TE,On
3.5.6 Circularly polarised antennas
A circular polarisation is obtained when both TE and TM modes are equally excited
7T
with a — phase shift. Similarly to linearly polarised antennas, the broadest bandwidth is
obtained when only the TMqi and TEqi modes are excited. To obtain the Q of such antennas, 
Chu sums up the energies of the TM and TE modes. According to Eq. 3.1, this energy is 
multiplied by 2co and divided by the total power dissipated by both modes. When only TMqx 
and TE01 modes are excited, we find that
0  (3.5.83)
And from Eqs (3.5.63) and (3.5.69), we finally obtain
_ _ 1  \ + Z(kaf
' 2 { k d f ( l  + (k a f)
This is approximately the half of the minimum Q for linearly polarised antennas Eq (3.5.71) 
3.5.7 Problems associated with the Chu limit formulation
Chu assumed an abrupt boundary at the surface of the sphere. First of all this is a non-physical 
situation. To make it work the assumption is that the surface can carry equivalent electric and 
magnetic currents. With this assumption Hankel Functions can be used.
There never has been any proof either of the validity of the abrupt boundary assumption or that it 
could be represented only by electric and magnetic currents only. Recent work on finite element 
(FE) modelling has shown that a boundary also has to include the radial gradients of the electric 
and magnetic displacement currents so that correct and accurate physical representation may be 
achieved. The radial gradients were not included by Chu.
Thus (a) there never has been any proof that Hankel functions are the only expansion functions 
valid in the near field, and (b) the functions are mathematically incomplete and insufficient to 
represent the required radial field gradients. They also give predictions of Q that are orders of 
magnitude different from those found by experimental measurements as we well know for the 
loop antenna measurements. Chu theory is based on at least two physically unjustified 
assumptions.
In contrast the half-order Bessel functions are also an “orthogonal” set of functions [37] but they
can represent the total near and far fields in one set of functions without any discontinuities. The 
boundaries for these are on the actual surface of the antenna conductors and at infinity. It is 
convenient to replace the antenna surface boundary by the assumption of a set of “point” magnetic 
and electric generators of currents and gradients at the central point or “phase centre”. The half 
order Bessel Functions can then be defined as the “Green’s Functions” for these point sources.
The energy inside and outside a given Chu radius is easily found from the half-order 
functions. We find that for a very small sphere most of the energy is contained in the 
displacement currents in the space surrounding the sphere and not inside the sphere itself. Chu 
assumes that all the energy is either inside or completely outside the sphere. This is not correct in 
the real world as experiment also shows. This is a third incorrect assumption by Chu [54, 55]
This type of Bessel function defines the radial variation of the field from the centre of the antenna 
out to infinity. The angular variations in field from a real antenna such as a loop, dipole or “beam” 
antenna can be represented by suitable spherical harmonics, such as Legendre Functions. The 
best choice of these depends on the antenna field pattern and its orientation. There is no single 
best choice of angular spherical harmonics suitable for all applications. The far-field antenna 
pattern itself (including phase) is one possible choice The important point is the radial functions 
and the angular functions can always be separated by factorisation into (mathematically) 
independent factors.
In conclusion, the half-order Bessel function set is the most efficient (orthogonal) set of functions 
for the representation of fields from source to infinity. Efficient means containing a minimum 
number of terms for accurate representation of the fields. This is an experimental observation of 
the number of terms needed to fit the practical distance laws seen in electromagnetics. An 
important feature of the half order Bessel functions is the terms based on sinr/r do not have a 
singularity at the source origin.
The half-order Bessel functions give a very few number of terms for the basic radial Green’s 
function exp (jkr)/r and higher powers of this.
3.6 McLean and the redefinition of the small antenna limit
If Chu decided to use an equivalent network to represent the wave impedance and. to derive 
the theoretical maximum Q, a more direct field method has been successfully used by others 
authors [11, 13, and 33]. In the following section, only the method of McLean [36] will be 
developed. This restriction arises from the following reasons
1 ) all alternatives methods yield similar results;
2) McLean's method is more intuitive, and thus enables ourselves to better understand the 
principle of minimum radiation Q; it also extracts and Wg independently;
3) Collin himself [38] considers McLean method "a more convenient way to find W„ and 
Wg. The two main alternative methods by Collin and Rothschild [13, 38] and Fante [13] 
will nevertheless be briefly described and their results compared with those o f  Chu and 
McLean. A summary of the different Q obtained with the four different methods will be 
presented
McLean [36] extracts the non-propagating stored energy from the overall energy by a 
simple way. First, he expands the fields from the antenna in spherical coordinates. Then he 
computes the total energy composed of both the radiated travelling wave fields and the 
evanescent reactive fields. Then, he integrates the radiated energy from the fields whose 
components are in 1/r thus neglecting higher order components. Finally, he obtains the non­
propagating energy by subtracting the radiated energy from the overall energy.
3.6.1 M cL ean  m ethod  app lied  to  an  e lec trica lly  sm all loop a n ten n a
We first consider a linearly polarised antenna, of which is a magnetic dipole or loop 
antenna. The fields for such an element are derived according to section 2.3
H e=-  
H .= 0
k 'U  -Iq-cos(û)
1 +
4-r
1 +
1_
jkr
1 1
jkr (kr)
(3.6.1)
The linear polarisation of the loop is evidenced by Eqs. 3.6.1 both electric and magnetic fields 
having only one component. With the knowledge of all these components, the energies densities 
can easily be computed and that the magnetic energy density is given by the equation
m 2  2 V I J
(3.6.2)
Considering Eq (3.6.1) one can write
4*r
1 +
(b-y
(3.6.3)
And from Eq (3.6.1)
1 +
1 1
(h-y {kr)‘
(3.6.4)
Replacing Eqs(3.6.3) and (3.6.4) in Eq (3.6.2) yields
= , 1 1 +
( & a ) 4 . /o : .s in : ( 2 ) ' l ,  1 1
4 ' f ^ {hrf _ r  ) 16 ( & r ) \ P  )
(3.6.5)
Eq (3.6.6) is the portion of the magnetic energy that is radiated. This is found by examining the 
total magnetic energy density (3.6.5) and only considering the terms 1/r which relate to the far 
field and contribute to the far field.
4r
(  { k a f f s m \ e p  
32^ U
(3.6.6)
The non-propagating energy density w j is defined as the difference between the total energy 
density Eq(3.6.5) and the radiated energy density Eq(3.6 .6 ).
6
1  ^ ^^5(kr) cos^(^) + 3cos^(^)-(Ar) +1
(3.6.7)
The total non-propagating energy is computed by integrating Eq(3.7.7) on the entire space minus 
the sphere of a radius a that encloses the antenna
w j = I j  An{e)drd9d(t, (3.6.8)
0 0 a
Factor out constants
w.pp
2n K K:=in
0 0 a
1 cos^(6^) + 3 c o s ^ ( ^ ) - ( ^ y + l
32'“ '^
drdOd(!) (3.6.9)
+ (3.6.10)
32 r r r r )
■ \ 2 7 c n
mT  = - f i - a P \ \ { \ 5 { k a y  cos\0 )-2 {kay  + 3oos^{eyiysm (d)de  à<j> (3 .6 . 1 1 )
Using a substitution and integrating
-| 2;r ;r
<  = — // fl• /" JI(-15t"aV - 2 e +3j'+l)-<&dÿl 
" °  0 0
( [ - 1 5 * V  c o s’ ( é i ) ] '  + [3 t" a "  c o s ( 0 ) ] ^  - [ c o s '  (6»)][ - [ c o s ( 6 > ) ] [
(3.6.12)
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(3.6.13)
From the definition of antenna Q and using the power radiated for the loop we have
1 1 t2 T 2 1 t2—  n -a  ' U-I  -k + —  n 'ü 'U 'I  .
12 12 k
0  =
j p
(3.6.14)
Upon some manipulation yields Eqn (3.6.15), which is exactly the result found using the circuit 
modélisation without the approximation used by Chu.
Q
{ka)
1 1
- ^  + ---
ka (3.6.15)
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Figure 3-18 -  Chu and McLean Q Curve for an electrically small loop antenna
As illustrated in Figure 3-18, the results of (3.6.15) and Q = 1
{ka)
are similar for small values of
kr, but diverge quickly when kr exceeds 0.6. For antennas with kr > 0.6, the expression in (3.6.15) 
is preferred.
The expressions in (3.6.15) and Q -
1
{ka)
are independent of the particular current distribution
on the antenna structure. They place a fundamental limit on the impedance bandwidth of a small 
antenna. There is however two major problems, the field radiated by an antenna consists of a 
radiation field carrying power to infinity and a localised reactive field. However to analyse the 
energy stored in the reactive field the field cannot be separated into a radiation field and a reactive 
field and treated separately due to non-zero interaction terms. Secondly the electric and magnetic 
energy stored in the total field is infinite, since the field pervades all space.
3.7 Results obtained with other methods
We now present two very similar alternative methods. First, Collin and Rothschild [11] developed 
a method for the evaluation of the energy stored in the reactive field. The theory is based on the 
fact that the power flow P of an antenna is equivalent to an energy density multiplied by the 
velocity of the energy flow. The power flow and the energy density can be evaluated at infinity 
and the velocity of the energy flow can be determined. This evaluation is facilited by the fact that 
at infinity the magnetic and electric energy densities are both equal. Collin goes on to explain that 
integrating the Poynting vector over an infinite domain, the Poynting vector is real (no reactive 
energy at infinity) and thus the magnetic and electric energies are indeed equal. More precisely, 
by integrating the Poynting vector over the sphere r = a, Collin gets a relationship involving the 
radiated power and the difference between the total averaged magnetic and electric energy stored 
in the system. He then obtains the energy stored in the evanescent field by subtracting the energy 
density associated with the radiation field to the total time-average energy stored in the field. The 
velocity of the energy flow appears in the determination of the energy density associated with the 
radiatiori field. Thus, Collin gets two relations, one proportional to -F (w^ — Wg) and another 
proportional to (w^ + Wg) this leads to the total electric energy stored in the evanescent field 
and finally the quality factor is obtained. Collin gives the estimate for the first three modes of a 
linearly polarised antenna. The first two are strictly equivalent to those found by McLean, 
Harrington and Chu, Eqs. (3.5.25) and (3.5.40), and the third one is
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The last method that we wish to describe is that of Fante [13]. In 1969 Fante claimed to be the 
first to introduce the idea of antennas excited with both TE and TM modes. This is not rigorously 
exact because Chu and Harrington previously considered such situation even though the results 
obtained for such antennas are approximated. Yet, the quality factor for such antennas has been 
successfully derived by McLean who obtained Q close to those of Fante. Fante based his 
derivation on the theory of Collin, and extends it to the case of circularly polarised antennas.
Finally, and for the sake of completeness, we would like to mention the results derived by Froltz 
and McLean [40] for the minimum quality factor of electrically small antennas restricted to 
oblong bounding regions. This is assumed to be more accurate for long antennas which do not 
properly fill the enclosing sphere. With a method similar to the one used by Chu, Froltz and
McLean derive an equivalent high-pass lumped element circuit representing the wave admittance 
when the antenna is enclosed with an oblong spheroid. The steps involved in this derivation are 
very similar to those proposed by Chu as
1) The antenna is enclosed with a spheroid fitting the antenna
2) The fields external to the surface are expressed as a sum of prolate spheroid wave functions
3) The field admittance is obtained and represented with a lumped circuit.
For ka «  1, the function Q(ka) differs from the one obtained with a circumscribing sphere only 
by a scaling factor, which depends on the shape of the spheroid defined with the long dimension 
of the spheroid (2a) and the diameter (2b). For ka = 0.1 and a/b=10, the Q computed with this 
method is 7 times larger than that computed with a sphere of radius a. For a radius a/b = 100, the 
Q is 16 times larger. This indicates how to correct the quality factor obtained when a sphere 
enclosing the antenna is considered instead of a spheroid. The explanation of the increase in Q is 
as follows - an antenna must effectively use the volume of the entire sphere to approach the limit 
of Q set by Chu [9]. In reality many antennas are constrained by the application they are used in 
e.g. handheld antennas are required to be elongated in volume. Therefore we expect the minimum 
attainable Q to be higher. A prolate spheroid more accurately represents the volume of such 
antennas and thus the limits of higher Q are obtained compared to the Chu [9] formulation.
3.7.1 Bandwidth Limitations
The results obtained with the approach of Chu, Harrington, McLean and Fante are presented and 
compared. It is on purpose that we omit to speak about the Collin's results. These results are 
strictly identical to those of Chu and McLean and thus we will not refer to Collin anymore. 
However, Collin used a different approach than Chu, and thus, validates his results. Similarly, 
Harrington confirmed Chu's approach and results. Moreover, and as under certain conditions the 
half power bandwidth of an antenna is the inverse of its quality factor, only the latter will be 
considered here.
For linearly polarised antennas, all results converge. The minimum Q is obtained 
when only the first mode is excited and is given by
Q for higher order modes is explicitly given up to n=3 by Eqs (3.5.40) and (3.7.1). For 
order higher than 3, it is recommended to use the approximation given by Eq(3.5.25). For 
electrically small antennas, this approximation has given similar results to those obtained 
by authors [ 1 2 ]
For circularly polarised antennas, the expression given by McLean [12] is the simplest 
and most accurate. When the T E q i  and T M q i  modes are simultaneously excited, the 
minimum Q is given by
g  = E  'c^irc 2
V
  2
ka
(3.7.3)
This is nearly half the minimum of the value obtained for linearly polarised antenna, as 
shown in Fig(3-21)
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Figure 3-21 -  Difference in Q between a Linear and Circular Polarized Antenna for decreasing size
of antenna ka
McLean [36] pointed out an error in Hansen's review [41]. In fact, Hansen made a confusion 
between linearly and circularly polarised antennas. For the Q of a linearly polarised antenna, he 
found
1  +  3k^r^
 ^ (1 +  r2/c2)r3/c3 (3.7.4)
which is twice the value derived with Chu approximated RLC circuit for a circularly polarised 
antenna. Chu's approximated RLC circuit yields a result identical to those of McLean 
Furthermore, Hansen .doesn’t consider the higher order modes because of their evanescent state. 
This yields inaccurate results because evanescent waves largely contribute to the reactive fields, 
which increase Q.
Finally, Fante [13] claims that his minimum Q is more accurate than that of Chu. This is correct if 
Q derived from an approximated circuit is considered, but this is no truer when Q is derived from 
the exact equivalent ladder network. For circularly polarised antennas, Fante introduces a 
correcting factor Qn and compares the new overall minimum Q with the previous one. Although 
Fante's work was relevant in 1969, it nowadays lies in the shadow of McLean's theory, as the 
latter yields similar Q with lighter formulation
3.7.2 Magnetic Loop or Small folded Dipole?
More recent published works on small transmitting loops has been published by Underhill and 
Blewett [41] they imply that the Chu limit has been breached; in their paper they measure an 
additional and different mode of operation for the loop antenna. The paper presents some initial 
evidence that the additional mode is usually the dominant mode of operation. This ‘dipole’ 
mode has a polarisation and radiation pattern that differs significantly from the normal loop mode. 
However, this difference can in practice be expected to be less apparent in the confined 
environment of typical deployment and operation. The radiation resistance of the proposed dipole 
mode is assumed to be excited by the voltage which appears across the capacitor when power is 
transformer coupled into the tuned loop from the source connected to the subsidiary loop. The 
paper also comments on measurements made with dipole and loop field probes. The results of 
which do indicate that the dipole mode fields are dominant in the near-field region. However this 
is no guarantee that the dipole field dominance will be maintained in the far field. Coupling to 
nearby objects can also be expected to cause polarisation changes in the far field. For 
example it is well known that the vertically polarised surface wave on a reasonably 
conductive earth is propagated preferentially to considerable distances. Thus any measurements 
based on the relative strengths of horizontal and vertical polarisation will be suspect in the far 
field, at least at low angles of radiation.
The main significance of the dipole mode proposal is that more than one radiation mode can 
radiate at the same time. The question then is how the input power divides between the various
active modes?
3.7.3 Power-Splitting between Antenna Modes
The results obtained from the ‘Wideband-Q’ [1] method indicate that mode radiation (and loss 
resistances should not be added in series, but should be combined according to the RSS (Root 
Sum of the Squares) rule. This implies that the power split between the modes is in the ratios of 
the squares of the radiation resistances.
In effect it is applying the First Law of Thermodynamics which applies to powers and not to wave 
amplitudes or voltages and currents on their own. As a justification of this we can observe that 
Kirchhoff s Laws cannot be applied to distributed circuits that by definition have an infinite 
number of meshes and nodes. Thus power combining using the RSS rule becomes an essential 
tool for combining the ‘distributed’ resistances of the antenna modes. Thus we have
t^ot + ^ 2
(3.7.5)
3.8 The Corrected Small Antenna Q Criterion
The RSS formula in section 3.7 above can also be applied to the separate terms that make up the 
total Q value of a small antenna. For a small antenna we can assume that the stored energies are 
tightly coupled and so that the total stored energy is held in common by all the antenna modes. 
This leads to an RSS rule for combining the Q elements Qn as
Q
V J
+
Ô2
+
Q.
1
(3.8.1)
If we apply this RSS rule to McLean’s Q criterion of section 3.6 we then get
QmN =(^ kaf + {ka f) j‘ (3.8.2)
This is proposed as a ‘corrected Qmn criterion’ It has the very significant advantage of being in 
complete agreement with the loop resistance measurements obtained by the wideband Q 
measurements in the following sections.
The corollary is that the success of this particular Q criterion indicates that a wrong assumption 
has been consistently used in all previous Q criteria. This is that the laws of discrete element 
lumped circuits (Kirchhoff s Laws) cannot be used unmodified on distributed circuits such as 
antennas. To do so is to contradict the First Law of Thermodynamics!
3.9 Comment on “Simple Circuit Model of Small Tuned Loop Antenna 
including observable environmental effects”
Austin states in his opening line that [1] appears to be “entirely empirical and is not helped by 
unfortunate typographical errors. As a result, the conclusions reached regarding the characteristics 
of electrically small loop antennas appear to be flawed”. Empirical methods are very valid as 
quoted from a certain well known scientist [42], he states that the scientific method is a body of 
techniques for investigating phenomena, acquiring new knowledge, or correcting and integrating 
previous knowledge. It is based on gathering observable, empirical and measurable evidence 
subject to specific principles of reasoning. So Austin’s reasoning that empirical methods are not 
valid or not the scientific way are incorrect.
Austin directly compares our results in [1] to that of “measured data” in [43], Austin assumes that 
the experimental data is measured data. In fact he is incorrect, the data assumed to be measured 
data in [43] is actually directly derived from a simplified radiation resistance formula and the 
efficiency is then computed. It is no surprise that NEC, and experimental data are in good 
agreement, as both are based on exactly the same mathematical basis.
3.10 Performance of a small loop antenna in the 3 - 3 0  MHz Band
Boswell et al [45] describes measurements of input impedance and radiation efficiency for a loop 
of 1 m diameter at frequencies of 3.6 MHz, 5.1 MHz, 7.04 MHz, and 10.1 MHz. The radiated 
field was measured at distances up to 80 m, and the radiation efficiency was derived from the 
measured field strength and the input power. The measured radiation efficiency is compared with 
predictions based on classical electromagnetics, and good agreement is demonstrated.
1. In his modal analysis of the current distribution, Boswell confirms that there is in fact a folded 
dipole mode, which is reported in our wideband Q measurement [1]. Boswell also measures the
antenna’s -3 dB bandwidth; he measures the band edges being those two frequencies above and 
below the centre frequency at which the return loss was 6.99 dB. This corresponds to a SWR of 
2.62. Boswell mentions that a good match is obtained but does not mention the VSWR obtained. 
In the Q measurement it is critical that a very good match is obtained i.e. 1:1 or the Q 
measurement can suffer from inaccuracies. In Section 4.3.1 we also derived the -3dB bandwidth 
for SWR that is not 1:1. Boswell et al then measure the field strength of the antenna at various 
distances away from the main antenna using a calibrated field strength probe. Using the measured 
Q with the field strength they then predict the efficiency of the antenna at the various frequencies. 
Boswell predicts very low radiation efficiencies at the various frequencies with the 10 MHz only 
reaching an antenna efficiency of 18%. In contrast to this Austin [43] predicts that in free space a 
loop antenna of approximately 1.59m should have an antenna efficiency of 90% at lOMHz which 
does not agree with measurements made by the authors in [44]. Boswell et al also mention that 
loop antennas are still employed in HF communications and operate successfully over a 300 km 
range with only 5W of power and an antenna efficiency of only 0.25%! ! ! This equates to only 
0.013 watts being radiated for a successful communication link over 300 km away! If small 
antennas were actually only 0.25% efficient it seems unlikely that a successful communication 
links can be established and maintained over such vast distances. In section 5.5 we also have 
performed radiated field strength measurements which provide experimental evidence that, the 
current method of measuring ground wave gain as in [44] cannot be used for measuring absolute 
antenna efficiency.
3.11 Summary of Chapter
We have analysed a variety of methods in this chapter for the derivation of antenna bandwidth 
and Q. The methods use the fields expanded in terms of spherical TM and TE modes. For the 
higher order modes, Chu uses an approximation, and some differences compared with the other 
methods are possible. However the differences appeared only for large antennas where the 
bandwidth is not any more proportional to the Q of the antenna. Thus, various methods have been 
shown accurate for linearly and circularly polarised antennas. The broadest bandwidth is given by 
an antenna which excites both a TM and TE mode. Linearly polarised antennas have a bandwidth 
around half as wide as that of circularly polarised one.
Chapter 4
4 Antenna Modelling and Measurement 
Methods
This chapter reports a set of measurement methods combined with a simple antenna model aimed 
at finding the radiation resistance and efficiency of the antenna. A new method has been devised 
based on the SWR measurement of the 3dB points for the relatively high Q tuned loop.
4.1 Antenna Efficiency and Effectiveness
There are several possible definitions of antenna efficiency and effectiveness. That there are so 
many has caused much confusion and misunderstanding. Agreed and standardised definitions are 
now needed for all of these.
Ground constants and the height of the antenna above ground affect both the antenna pattern and 
the environmental losses. Antenna efficiency and effectiveness are consequently affected. Thus 
there cannot be a single measure for either antenna efficiency or antenna effectiveness.
The Chu-Wheeler Q-bandwidth criterion is shown not to apply to all small antennas. It is 
therefore unscientific to use this criterion as a means for putting a bound on the efficiency of any 
small antenna.
The new Q-bandwidth measurement method for most small antennas allows all the significant 
radiation resistance and loss components affecting the antenna input impedance to be separated 
and measured. The various antenna efficiencies can be determined from measurements made at 
the antenna terminals.
Small antennas close to ground can, and usually will, launch strong ground-waves. Ground 
currents can also radiate strongly out to about a wavelength. This is in addition to any ground 
reflections. The far field antenna pattern is determined by the combination of these effects. Thus 
any far field efficiency measures of an antenna close to ground can be seriously in error (up to 8 - 
20dB) as a consequence.
Local environmental losses do not in general appear in full in the antenna resistance measured at 
the antenna terminals. However ground constants can be estimated fi*om antenna resistance
measurements assuming sufficient uniformity of the ground. The estimated ground constants can 
then be used to predict the local losses, and the magnitudes of the ground and surface waves.
The requirement for any antenna in its designated environment is to have sufficient ‘gain’ in the 
required directions of transmission and reception. As a working definition we propose that 
‘antenna rf effectiveness’ in a particular environment should be defined to be the same as the 
‘antenna gain’ in that environment.
Antenna ‘effectiveness’ can also be related to size; a small antenna can be said to be more 
‘effective’ than a large antenna even if the gains are equal in the required direction. ‘Cost 
effectiveness’ is then an appropriate measure.
The ‘gain’ of an antenna is always its ‘directivity’ times its ‘(total) efficiency’. The ‘directivity’ of 
an antenna is established entirely by its ‘pattern’ (in its given environment). For a 100% efficient 
antenna the ‘gain pattern’ and the ‘directivity pattern’ are identical both in shape and magnitude. 
Hence the ‘(total) efficiency’ of an antenna is the ratio of the ‘gain’ in a given direction to the 
‘directivity’ in the same direction. This provides the means for defining and measuring the ‘total 
efficiency’ of an antenna.
4.1.1 DEFINITIONS OF ANTENNA EFFICIENCY
The fundamental definition of efficiency is “power-out divided by power-in”. The difference 
between power-out and power-in is what is dissipated as heat in the antenna structure itself or in 
the local environment.
For the directivity, gain and erp (equivalent radiated power) of an antenna, power not going in the 
desired direction can conceptually be considered as a loss: thus for (Cassegrain) reflector antennas 
the term ‘aperture efficiency’ is often used.
‘Reciprocity’ means that the efficiency, antenna pattern, and gain of an antenna on transmit is the 
same as on receive.
Figure 4-1 shows that losses occur in different places in a radio transmission system and that is 
why it is necessary to have more than one definition of antenna efficiency.
As shown in Figure 4-1, losses can occur in an antenna matching unit (AMU), in the conducting 
surfaces of the antenna (skin-cffcct losses), and distributed in the local environment. The local 
environment losses are divided into a part which is ‘seen’ at the antenna input and a part that is 
not. In principle it is possible to derive the ‘unseen’ part from the ‘seen’ part if the relationship 
between the two can be established (as discussed below). Otherwise the ‘unseen’ part has to be 
found from the overall antenna efficiency less all the directly measured losses.
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Figure 4-1 -  Antenna Efficiency Definitions
PI - Power fi’om transmitter
P2 -  Power into antenna & AMU. Efficiency = P2/P1
P3 -  Antenna radiation & Intrinsic Efficiency = P3/P2
P4 - Near-field radiation & Environmental Efficiency = P4/P2
P5 - Total Antenna Radiation & Total Antenna Efficiency = P5/P2
P6 -  ERP to Propagation Path & Antenna Gain = P6/P2
The various possible options for antenna efficiency definition can be seen by inspection of Figure 
4-1. The input power PI from the transmitter is progressively reduced to be P2, P3, P4, and P5. P6 
is a power density in a given direction so that P6/P5 is the ‘directivity’ of the antenna in that 
direction and P6/P2 is the antenna gain as shown. From this Figure we can see that there are
fifteen possible choices of efficiency definition of which ten are antenna efficiency definitions
because they include the efficiency P3/P2 for the antenna itself. It is not surprising that there is 
considerable confusion over the meaning of antenna efficiency. There is a strong need for some
agreed standard definitions that are based on what ean be measured and validated. The lEEE-Std 
145-1993 on antenna efficiency is clearly inadequate and is causing confusion and 
misunderstanding. Three very important definitions are ‘intrinsic efficiency = P3/P2’, ‘total 
antenna efficiency = P5/P2’ and ‘antenna gain = P6/P2. ‘Intrinsic efficiency’ is important because 
it is little affected by the environment and is essentially the efficiency of the antenna in free space. 
It represents the rf that just escapes the surface of the antenna and has not been dissipated as heat 
in the antenna conductor surfaces.
4.2 Small antenna measurements
4.2.1 Introduction
In the design of an electrically small antenna, one of the most difficult tasks is to properly charac­
terise it. Most of the time, the antenna is small because of the constraints imposed on which the 
antenna has to be placed. For these reasons, the antenna is placed in its environment, and a strong 
interaction between them occurs. The environment modifies the antenna characteristics such as 
the gain or the band-width.
4.2.2 Spurious radiation
Although this does not correspond to a practical situation, we consider the ease of a half wave 
dipole fed by a coaxial line. In fact, the same phenomenon occurs with an electrically small 
antenna but at a smaller scale. We first consider that a dipole can be correctly excited with an 
unbalanced line as shown in Fig. 4-2(a): the current comes through the central conductor and 
travels through to the end of the right arm of the antenna. The return path of the current is formed 
by the left arm of the antenna and by the outer conductor of the coaxial line. This is better 
understood if the radiation resistance is replaced by an equivalent resistance between the two 
arms. Fig. 4-2(b). The last step towards a full circuit description is done once the coaxial line 
feeding is replaced by a voltage source as shown in Fig. 4-2(c).
The voltage source V is equivalent to two voltage sources with half the value. Two equal voltage 
sources of opposite voltage can be placed on the second branch of the circuit, the resulting tension 
being equal to zero volts (see Fig. 4-4(b)). Using the superposition principle, this circuit can be 
analysed as two separate circuits, (c) and (d). The circuit (d) corresponds to the ideal case of an 
antenna fed with the proper transmission line. The circuit (c) is theoretical and corresponds to a 
dipole fed at each branch with the same source. The level of these sources depend on the 
"mismatch" between the line and the antenna (from 2 for the present ease to 0 for the ideal ease).
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Figure 4-2 -Unbalanced Feed for a Dipole Antenna
the currents found in the circuits (e) and (d) we obtain the current distribution shown in Fig. 4-3. 
In Fig. 4-3(a), the solid line arrows show the currents from the central conductor of the coaxial 
line flowing on the right arm of the dipole. These currents are not altered. The slash-dotted arrows 
show what the currents should be on the right arm and on the outer conductor of the coaxial line. 
The dotted arrows correspond to the currents induced by the unbalanced feeding. The resulting 
situation is presented in Fig. 4-4(b). On the coaxial transmission line, a current flowing on the 
outer side of the outer conductor appears. If the currents on the inner conductor (solid line arrow) 
and on the inner side of the outer conductor (dashed-dotted arrow) cancel each other and do not 
thus produce any radiation, this current (dotted arrow) radiates. This radiation affects the 
measurements of the gain and of the radiation pattern. Moreover, any hand or finger touching the 
coaxial transmission line will affect the Su parameter of the antenna. Finally, the currents on the 
arm of the dipole are no more symmetrical. On the right arm side (solid arrow), the current is not 
altered, but on the left arm side (dashed-dotted arrow) the current flow is smaller due to the 
current from the outer side of the outer conductor, flowing in the opposite direction. This 
asymmetry will affect the radiation pattern of the antenna.
(a) (b)
Figure 4-3- Currents on Dipole and Coaxial Cable
4.2.3 Reduction of spurious radiations arising from the feed cables
In order to minimise the effects of the spurious radiations, the principle is to stop the currents 
from flowing on the outer conductor of the coaxial cable by creating a discontinuity, such as an 
open end, placed on the coaxial. The simplest one is a ferrite core (for example //r  = 50 • //q ,
=50-£-„)
(p|v
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Figure 4-4 -  Balanced antenna and current flow
Which reflects the propagating current on the outer of the coaxial cable. Obviously the placement 
of the ferrite is very important and must be placed as close to the antenna. Furthermore certain
positions must be avoided. For example a quarter wave antenna with a ferrite bead that is placed a 
quarter of a wavelength down the coaxial cable can be regarded as a half wave length antenna, 
therefore enhancing the radiation properties of the antenna. Ferrite core chokes are efficient up to 
a frequency of about 1 GHz, therefore are suitable for use in the HF frequency range. Alternative 
solutions are also available and will be discussed.
The spurious radiation can also be removed by using shorted sleeve balun [46]. A balun usually 
serves to feed a balanced antenna such as a dipole with a coaxial cable. Here, the principle is to 
use a balun to connect a balanced cable to a variably balanced load as it is the case for an 
handheld whose characteristics change depending on whether it is hold or not. However, in this 
special case, a sleeve balun (also called bazooka balun) must be chosen, as shown in Fig. 4-5. The 
sleeve balun, which is short-circuited at quarter wave length, is thus a quarter wave length shorted 
stub and stops the stray currents from flowing along the outer conductor of the coaxial cable. The 
stray currents are always eliminated by an open circuit.
Of course, this device is narrow banded and is efficient only for the central frequency where the 
sleeve length is quarter wavelength. The bandwidth can be widened if the sleeve has a high 
characteristic impedance (i.e. a large radius). However, in order to avoid fringing fields, a second 
sleeve balun behind the first
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Figure 4-5 -  Diagram of a Shorted Balun [47]
one is usually preferred. In addition, Saario et al. [47] pointed out that a Y feed arrangement 
yields less radiation if some measurements have to be performed with a coaxial cable. The 
radiation arising from the cable are linearly polarised according to its direction. Therefore, the 
interferences with the antenna are reduced if the cable is placed so that its radiations are polarised 
perpendicular with respect to those of the antenna
4.2.4 Effect of Cable length on the measurement of Wideband Q Method
Shown in Fig 4-6 shows the effect of various cable length. It has been suggested that the cable 
length of our measurements have led us to believe that electrically small tuned loop antennas are 
more efficient than previously suggested. The measurement here shows that a very small cable 
has little or no effect on the Q measurement [1]. In figure 4-6 we use the novel wideband Q 
measurement to analyse the various cable lengths and choking methods [1].
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Figure 4-6 -  Measurement of a 0.35 metre loop with various coaxial cable lengths.
1) The antenna was connected with a 10 cm coaxial cable to the network analyser and the Q 
measured
2) The same 10cm coaxial cable was used but with ferrite chokes placed on the cable to 
prevent feeder radiation
3) A coaxial cable corresponding to a quarter wavelength at 30 MHz was connected to the 
antenna
4) The same quarter wavelength cable was used but with ferrite chokes applied to the cable.
As one ean see the 10cm cable appears not to have any significant common mode currents 
flowing on the outer sleeve of the coaxial cable, this is reinforced by (2) as the measurement of Q 
is nearly identical compared to the graph of (1). The quarter wave length cable shows a dramatic 
difference in Q measurement. The Q has dropped which indicates an increase in the radiation 
resistance and an increased dipole mode indicated by the shape of the graph. In (4) the same 
quarter wavelength cable is now used with ferrite chokes applied close to the input terminals of
the antenna. With this configuration the feeder radiation has been considerably reduced and 
appears to have no radiation from the feeder as in condition (1). The bazooka balun method 
reported by [47] was not considered due to the method being impractical for the 3- 30 MHz range 
a quarter of a wavelength at 3 MHz would result in a balun of length of 25 metres! !
4.3 Measurement of Radiation Q by Standing Wave Ratio
The ‘Wideband-Q’ method was originally introduced to find the efficiency of a small tuned loop 
antenna [6, 7, and 8]. It has the unique advantage of being able to separate the loss resistance and 
the radiation resistances of some ‘new’ loop mode resistances originally found by the method [7]. 
It is an indirect method that can be validated by comparison with alternative methods of loop 
efficiency measurement.
The principle of the method is that the stored energy of the antenna is measured in situ over as 
wide a frequeney range as possible typically measurements from 3MHz to 30MHz are made in 
IMHz steps.. The loop inductance and henee the reactance is known and so the total resistance in 
series with the induetance can be obtained over this frequency range. We assume that for a loop
of diameter D there can be different modes with resistances that ean be proportional to the 
radiation resistanee. The formula (Eq 2.1.39) for the series radiation resistanee of a small single 
turn tuned loop antenna is based on theories that is well founded and provably eorrect. However, 
measurements show that it predicts radiation resistances which for loops less than A/160 in 
diameter are about a thousand times less than measured values. This shows that other radiation 
modes are more dominant in practice.
It has been proposed [50] that the small tuned loop also has a folded dipole radiation resistanee, 
varying as the square of frequency, and this is larger than the classic loop mode at frequencies 
below the loop self-resonant frequency. It has been shown by simulation [51] that a loop radiating 
an eleetrie dipole or monopole mode together with a loop mode would be uni-directional to some 
extent. Practieal measurements and published loop manufaeturers claims [52] have sinee 
confirmed this. Practieal impedance measurements show that there are a number of other radiation 
modes and loss meehanisms with different frequeney laws. Of these we find that the dominant 
radiation term for praetical loops has a series radiation resistance proportional to frequency and 
loop area, with a magnitude that always exceeds the 'classic' loop radiation resistance below the 
loop self-resonant frequeney.
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There is also loss resistanees associated with the measurement of the antenna Q. The loop itself 
has losses due to the copper tubing, also loss in soldering joints can occur and shows as a 
constant value, there ean be a coupled ‘wall’ or environmental loss and a eoupled ground loss
predicted Sommerfeld [56]
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Provided that the number of Q measurements is one more than the number of parameters made 
over the frequeney range (although more than this can be made to improve accuracy), it is 
possible to extract all the coefficients for these terms although some will usually be found to be 
negligible. (It is also useful to compare the measurements with those for different size loops, to 
improve the aecuraey of prediction.) Extraction can be achieved by an ‘automated’'* curve-fitting 
programme or by ‘visual’ eurve fitting.
4.3.1 Derivation of the Wideband Q by SWR bandwidth Method
Q measurement by SWR requires a near perfect match to 50 ohms at the antenna terminals at the 
frequeney of interest fo.
Automated program method developed in MathCAD see appendix D
The twisted wire gamma match can nearly always provide this. It appropriately consists of a 
length of wire, being a small or large fraction of a half circumference, with a suitable tapping 
point found for this on the main loop using a “crocodile clip” or similar movable clamp. Wire 
spacing conveniently provides a means of fine adjustment. It has three coupling modes of 
operation.
1. Inductive coupling -  this is simply when 2 loops are presented to near proximity they
have a mutual inductive effect. In this case the wire match and the antenna itself.
2. Tapping a point along the loop -  as in any normal gamma match.
3. Travelling wave coupling -  as used in directional couplers.
The loop coupling is achieved by pulling out a small loop at a desired point along the gamma wire 
this will either increase or decrease the amount of mutual inductance. The travelling wave 
coupling is weak and it allows the point of maximum coupling to be moved to practically any 
point around the loop (for optimising directionality). The best tapping point can be found using a 
large crocodile clip and then replacing this by a soldered joint, permanent clamp, or large 
“jubilee” clip.
Copper Loop
Gamma Mate
ning Capacity
Figure 4-7 -  Small Tuned Loop Antenna
To measure the Q of the antenna we measure at the 3dB bandwidth point. The 3dB bandwidth is 
then (f2 - fi) where fi and T are the frequencies at which the SWR degrades to 2.62 to 1. The Q is 
then
6  =
{ f i  ~ f \)  
fc
(4.2.1)
SWR = 2.62:
3 dB Bandwidth
I
SWR = 1:1
Frequency in MHz
Figure 4-8 VSWR plot to show 3 dB measurement
We shall now proceed with a derivation of measuring the Q by the SWR measurement method. 
The impedance of the antenna at the 3dB point is
(4.2.2)
Z , = (1± 7)50
The (1 + y)50 and (1 — j)SO correspond to the 3 dB points of a tuned resonant circuit^ the 
circuit being in this case the antenna.
The reflection coefficient can then be calculated to be
 ^Appendix E for 3dB bandwidth of a tuned resonant circuit.
lr| = p  =
50(1 -1  -  7)
50(1 + 1 + 7)
1 1 1 (4.2.3)
V 2 :+ l: s ^ v ?
Knowing the reflection coefficient we can calculate the standing wave ratio (SWR)
SWR =
1 + ^
1 + p  _  Vs
i - p  i _ A _
S
=  2.62 (4.2.4)
However it is inevitable that getting a perfect 1:1 match is not always going to be possible and the 
SWR value of 2.62 is an unrealistic one for measuring the antenna Q. We therefore need to 
calculate the SWR when there is not a perfect match.
For this case the impedance at where the SWR is at the 3dB point is
(4.2.5)
Where is the SWR value at the matched frequency point
M “  PsdB -
-  P mb -
50%yi(l± y ) - 5 0
50-5 i(1± y )+ 5 0
(*^1 + + P i
-  PzdB -
-  PldB -
2 j " - l
(^ 1 + l) + js  ^ (^ 1 + 1) -  js^
+ y
2s ^ + 2yis'j +1
2s^  + 2^ 'j +1 j ,2^2 + 2 ^  +1
2^ 1
P3dB -
+ 2 ^  + l ) y  (^2 ^^  + 2 j^ +1 j 
+ 1
+ +2si + 1
SW R at the 3dB point SW R at the resonant Reflection coefflcient
frequency (si) fo r  3dB frequency
2.62 1 Ü447
2J4 1.1 0.465
2.81 1.15 0.475
2.883 1.2 &4&5
2.96 12^ &4P5
3.05 1.3 &505
The following table presents a list of SWR 3dB values that correspond to SWR, at the centre 
resonance frequency other than unity. Accurate and consistent Q measurements over a wide loop
tuning range are required so that the several contributions to antenna radiation may be separated 
and individually measured. Accurate Q values can be obtained from SWR measurements only if 
very short cable lengths are used between the source, SWR bridge and antenna. The HP 8457C 
network analyser can usefully compute out short cable lengths, but only if the cable dielectric and 
conductor losses are very small. The MFJ 259 portable antenna analyser has the advantages of 
small size, battery operation and absence of mains cables.
4.3.2 Procedure for Q Measurement
Adjust tuning capacitor on antenna to resonate at desired frequency.
Calibrate Network Analyser to remove electrical length of coaxial cable 
Adjust Network Analyser Frequency Sweep as to display SWR curve on the SWR display 
Adjust gamma match on antenna to achieve a 1:1 on SWR curve.
Using marker function on the network analyser pinpoint a SWR of 2.62 this is frequency 
point fl
Move a second marker to the other SWR of 2.62 this point is f2 (see Figure below). 
Calculate the -3db bandwidth f l -fl 
Measure the 1:1 SWR at frequency fc 
Calculate Measured Q by (fl-f2)/fc
4.4 Loop Antenna Model and MathCAD Simulation
The proposed model Fig(4.9) consists of a series tuned circuit with all possible radiation and loss 
resistances combined in a single series resistance Rtot- A novel method of combining into a single 
total series resistance is as follows. A gamma match is tapped onto the loop at a suitable point to 
give a near enough perfect match to 50 ohm. Whether twisted or not the gamma match can be 
represented by the combination of a voltage feed to a tapping point and inductive coupling to the 
tuned loop. A small coupling loop can be also modelled as inductive coupling with no tapping 
point. These can be represented to be equivalent to a perfect transformer and a series inductance 
indicated in Fig(4-9).
The simple circuit model Fig(4-9) has an input impedance given by Equation . The impedance 
was derived by the use of Laplace Transforms, where s  = 27^
-1
(4.2.6)
Li is the loop inductance and the tuning capacitor C sets the frequency of operation, ra is 
the step-up ratio of the equivalent input transformer. The input inductance is L2 .
‘tot
Figure 4-9 -  Simple Circuit Loop of a Tuned Loop Antenna
Rtot combines all radiation and loss resistances. In principle each of these varies with 
frequency differently. Bqu 4.2.7 represents a novel method for combining all radiation 
and loss resistances, and that they are lightly coupled to each other. 
The variable parameter “a” gives the best fit to the results when it is of the order 2. This 
means that the RSS (root sum of the squares) combination gives the best fit to the results.
It is felt that the reason is that the resistances are actually distributed in space. However if  
“a” is selected to be 1 then this implies the traditional method o f simply adding all the 
resistances as in simple circuit theory then there is a large disagreement with the reported 
measurements. The wideband-Q measurement method [1] delivers each of the non-negligible 
loss and radiation mode resistance terms over the entire loop tuning range, and allows the
radiation pattern of the loop and its ‘directivity’ to be predicted , together with the ‘intrinsic’ 
efficiency. The Q and the total input resistance is found and plotted at ten or so frequencies, 
however typically around 30 measurement points are taken. We note that the various mode 
radiation resistances vary as different powers n of the frequency. Each has its own coefficient to 
be found from the set of measurements. The radiated powers assumed are n = 0, 1, 2, 4, as 
discussed above. The loss resistances are assumed to vary with n = 0 and 0.5. The total radiation 
and loss resistance are
K t  - + .......+ +  Y ’ (4.2.7)
= \_Kop" + ^ dipok + Kad‘" + + ^ ground^ "
= ((^1 ) K o p ^ ’ + ( ^ 2) ^ d ip o k  +(<^3) K a d " "  +  (^0 ) + (4  )^ g ro u r ,d ‘’
The five mode and loss coefficients, ai, a%, ag, bo and bi are found by curve fitting to the measured 
values and comparing with a simple circuit model [1]. We find that manual fitting is as accurate 
as any of the curve fitting programs so far tried. The intrinsic efficiency is computed from the 
coefficients over the entire tuning range of the loop. There is however a need for accurate antenna 
measurements, which will result in the right antenna Q, being measured
Referring to [1] and the extraction parameters mentioned above a direct mapping is used in the 
MathCAD simulation
Mode coefficients Mathcad extraction parameters
ai Qii
ai c : kdip
as r~
bo g—
bi
'.... —4^
kc
The following equations are used in the Mathcad model which is based on eqs (4.2.6 and 
4.2.7)
Radiation Mode Equations
1. Harper-Underhill Loop Mode 
C Û - L
=
Q.ml
where
A =10"*-;t . A V - ( 1 6 7 - A * )
2. Traditional Loop Mode
- 1/6
r^ad ~ K 3.10'
3. Dipole Model
0 /  - is the variable extraction parameter for
the Harper Underhill mode found using the 
measurements.
A. - is the variable extraction parameter for
the dipole mode found using the 
measurements
- is the variable extraction parameter for
the traditional mode found using the 
measurements
- diameter o f the loop antenna 
Df^ be - diameter of the antenna tubing 
L, - Loop inductance
- Measured Antenna Q values 
/  - frequency of operation
Antenna & Environmental Loss Equations
4. RF Conductor Loss
« ,„ = V -0 7 -1 0 ^ ;t.A „ „ ,'A „ L - /' ' '
5. Environmental Loss
6. Coupled Ground Loss
- is the variable extraction parameter for
the Environmental loss found using the 
measurements.
k^  - is the variable extraction parameter for
the Coupled Ground Loss found using the 
measurements.
- diameter of the loop antenna 
D^ b^e ~ diameter of the antenna tubing
/  - frequency of operation
1. The Underhill-Harper equation is a new radiation mode that has been found 
experimentally from over the one hundred measurements so far made. It cannot be 
derived from the Heaviside-Maxwell equations. Qmi is a novel proposal without this it is 
not possible to reconcile the model with the observed results. Note that the Q  of the basic 
loop Qmi does not appear to vary with frequency, but is inversely proportional to loop 
diameter. Measurements with loops around one metre in diameter indicated that an initial 
loop Q  assumption of about 300. After all the Q  of this mode is actually one of the 
outputs o f the wideband Q  method This implies that an absolute size limit has been 
found to electromagnetic theory! However theoretical presented in this thesis shows that 
Q m i  may be modified by a very weak logarithmic frequency term. The intrinsic Q  factor 
can be considerably increased by an adjacent low-loss reflector or in a screened room
2. The traditional radiation mode is essentially as that derived in chapter 2. The parameter
is usually set to 1. It is negligible unless the loop is tuned above its self resonant
frequency. In practice it is sometimes set to a higher value, 2 to 4, because this can then 
represent the effect of a strong ground reflection on the loop impedance.
3. The dipole radiation mode equation represents the balanced loop also acting as a folded 
dipole = I . If unbalanced the magnitude of the dipole mode can be very significant
and often dominates over the tuning fi-equency range.
4. Represents the copper tubing f^’^  losses of the antenna structure.
5. Represents f  losses in the environment from adjacent walls made for example from 
reinforced concrete or anechoic absorbent material.
6. Represents a ground wave coupling effect that is found in practice. It appears as an 
approximately constant resistance down to a cut-off frequency fg of typically 3 to 30 
MHz. This term has been found to be essential to be able to match the model to the results 
for loops close to a real ground. It can become dominant for larger loops at low
frequencies.
4.4.1 MathCAD Simulation
The above equations have been implemented into a MathCAD worksheet for the parameter 
extraetion neeessary as deseribed above.
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4.5 Heat Balance Efficiency Methods
The fundamental definition of the RF efficiency of an antenna is ‘the ratio of the total RF power 
out to the total RF power in’. The difference is the heat dissipated in the antenna loss resistance. 
Unlike other definitions, this antenna efficiency definition is little affected by the environment 
and it is independent of the antenna pattern [47]. As a consequence the efficiency of an antenna 
can be determined unambiguously by a heat balance method [4]. The heat power lost when the 
antenna is supplied with a known RF power is determined by finding the DC dissipation in the 
antenna that gives the same mean temperature rise. Typical accuracy for the dissipated power is 
about 10% to 15%. But measurements for each frequency typically take 10 to 20 minutes.
4.5.1 Absolute temperature rise
The temperature rise of a loop antenna relative to the ambient temperature is a computable or 
‘calibratable’ function of the power Pjiss dissipated in the antenna. Given an input power to the 
loop antenna of Pin the efficiency can be directly computed as Eff = (1 - P^ iss/ Pin ) x 100%. 
Typically Pdiss can be found to an accuracy of ± 25% by this method.
._____  Therm al  ^
measurement point
Thermal Energy due 
to RF Ohmie losses
Figure 4-10 -  Absolute temperature rise
4.5.2 Single antenna heat balance method
This method, particularly suitable for tuned loops, avoids the problem of having to estimate or 
calibrate the relationship between temperature rise and dissipated power. A length of resistance 
wire is threaded through the loop tubing. First the temperature on the tubing, at some suitable 
point, is measured for a given fixed RF power input Pm, typically lOOwatts.
\
Thermal ____^
measurement
o
DC resistance 
wire inside loop
Thermal Energy loss 
due to DC current
Thermal Energy loss 
due to RF current
Figure 4-11 -  Single antenna heat balance with DC and RF currents
Then, with the RF source switched off, the resistance wire is supplied with DC power from an 
adjustable DC power supply. When the DC power has been adjusted to give the same 
temperature as was reached with the RF power supplied, then by definition the supplied DC 
power is equal to the RF Pdiss power lost as heat. Again we have Eff = (1 - Pdiss/ Pin ) x 100%.
Temperature can be measured by a contact thermometer, or by a non-contact thermometer 
provided then that the measurements are made at points on the loop with exactly the same thermal
emissivity’s. Typically Pdiss can be found to an accuracy of ± 10% by this method
4.5.3 Identical Antenna Pair Heat Balance Method
With RF supplied to one of an identieal pair of loops and DC supplied to the other, the 
temperature difference between the two may be measured essentially or actually at the same time. 
The DC power to the second loop is adjusted until the observed temperatures of the two loops are 
the same. Both antennas are adjusted in position so that there is negligible coupling between each 
other as to minimize any power transfer.
A thermal camera has been used to measure the temperature difference between two identical
I
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wire inside loop
M inimum Coupling
Thermal 
measurement 
point
Thermal
measurement 
point
1=)
Thermal Energy loss 
due to DC current
Thermal Energy loss 
due to RE current
loops of Im diameter made from 10mm copper plumbing tubing.
Figure 4-12 -  Ideal Pair Heat Balance Method with both antenna angled to reduce antenna coupling, 
with thermal imaging pictures of the both loops (above left) contact and non-contact temperature
measuring devices.
4.6 Short range identical pair loss method measurements
We have measured the loss between a pair of identieal loops at various distances and frequencies 
over the ‘real ground’ of a small 80m by 20m ‘paddock’ of clay soil partly surrounded by trees. 
Measuring distances are from 2 to 50m. Several ‘runs’ have been performed at various 
frequencies, and under different weather and ground conditions. The differences are very 
revealing and would never have been uncovered by simulation!
With this method no calibrated field strength probe is required. The field strength at the halfway 
point is found directly from half the measured loss and the given the source power. Also the gain 
and overall ‘effectiveness’ of both loops together can be found directly by factoring out the 
inverse square law. The ‘environmental’ efficiencies of the loops can be found from the 
saturation path loss values observed at very close spacing.
Battery powered MFJ 259 and 269 Antenna Analysers were used as signal sources. Both gave 
0.5V into 50Q, or 50mW. A Tektronix 210 sampling oscilloscope was used as the ‘calibrated’ 
path loss meter. Short Im coax leads were used at each end. The TDS 210 has an FFT option (8 
bit) which gave some useful selectivity and a better signal-to-noise capability at lower signal 
levels. At close range the FFT overloaded and saturated. Before this point the FFT was switched 
out and the signal strength was measured directly as an RMS voltage on the TDS 210 digital 
oscilloscope. The FFT was calibrated against the TDS 210 RMS voltage reading in the crossover 
region.
Side View of Loop Antenna 
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Figure 4-13 -  Ground Measurement by two loop method
4.7 Summary of Chapter
For antennas over a real ground both antenna efficiency and effectiveness are of importance.
‘Intrinsic efficiency’ is the efficiency of the antenna itself that is as in free space. ‘Effectiveness’, 
sometimes erroneously also called ‘efficiency’, it is the ‘gain’ of the antenna in the desired 
direction. The essential difference between the two is the effect of the local environment.
The ‘Wideband-Q’ method finds the intrinsic and environmental efficiencies of loops, it has the 
unique advantage of being able to separate the loss resistance and the radiation resistances of 
some ‘new’ loop mode resistances originally found by the method
It is an indirect method that can be validated by comparison with alternative methods of loop 
efficiency measurement.
In this chapter we also introduee the ‘Heat Balance’ methods for the measurement of ‘intrinsic 
efficiency’. The use of a thermal camera to compare temperature rises of two identical loops at 
‘hotspots’ where maximum heat loss occurs is believed to be ‘novel’
To measure the environmental loss we introduce the ‘two identical antenna’ method. Short range 
near field path loss measurements are conducted with an identical pair of loop antennas at low 
heights over real ground.
We find that the effect of the ground could often be comparable to the erroneous theoretically 
predicted loop losses of 20 to 30dB, but with very significant weather dependent variations. An 
example of this is when it rains the path losses can increase by as much as lOdB or more. This 
means that the gain or sensitivity of a small antenna or a field probe could decrease by as much as 
5dB in the rain or over very wet ground. The (intrinsic) efficiencies of the above pair of identical 
loops measured at short distances also agree well with those obtained by the other methods of 
efficiency measurement methods described in this thesis.
5 Measurement Results
5.1 Impedance Measurements
Loop antennas of a diameter of 18cm, 36cm, 70cm and 100cm with a copper tubing having a 
diameter of 8mm and 15mm was set up in order to compare simulated impedance results with 
measured results made from within the anechoic chamber. Impedance measurements at frequency 
points of 5MHz, lOMHz and 15MHz were measured on a HP8714C Network Analyser and their 
simulated impedance calculated and plotted using the computer model developed. A direct 
comparison can be made, as one can see the measured and simulated results using the Mathcad 
model are in very good agreement, the model shows that it can predict the impedance of any 
electrically small loop antenna. Further tests were carried out of various other loop sizes, to 
confirm what has been displayed here.
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Figure 5-1 -  1 metre (8mm diameter copper tubing) Loop Impedance at centre frequency of 5 MHz 
(simulated (using Mathcad) left) (practical right)
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Figure 5-2 1 metre (8mm diameter copper tubing) at centre frequency of 10 MHz (simulated (using
Mathcad) left) (practical right)
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Figure 5-3 - 1 metre (8mm diameter copper tubing) at centre frequency of 15 MHz (simulated (using
Mathcad) left) (practical right)
As one can see there is a good agreement with the simulated impedance using the Mathcad model 
as described in section 4.4 and the practical measurements.
5.2 Measurement of efficiency by the wideband Q method 
5.2.1 1 metre loop (8mm diameter) over Surrey clay
Measurements were made using an HP8714C Network Analyser on a loop of 1 metre diameter 
made from 8mm copper tubing over wet surrey clay, the weather was at the time as sunny and 
dry. The tuning capacitor was adjusted at intervals from 2 MHz to 21 MHz in 1 MHz, in each case 
the long gamma match was adjusted for 1:1 SWR at resonance.
Figures 5-4 - Shows the measured Q values and the simulated Q values from the loop model. The 
blue legend (circles) show the measured values. The red line shows the curve fitting process ( see 
Appendix D), as shown good agreement has been obtained. The red line also represents the novel 
method of combining all the radiation and loss modes by the RSS method. The dashed blue line 
underneath is simply the method of superposition as used in classical lumped circuit theory, as 
one can see there is a large divergence between the two results.
Figure 5-5- Shows the computed efficiencies that have been derived from the Q measurements. 
The orange line shows the intrinsic efficiency (the antenna essentially in free space) and the green 
line shows the efficiency of the antenna in its current environment.
Figure 5-6 - Shows that from the Q measurements taken it is possible to extract the individual 
radiation and loss components as seen at the antenna input terminals. With each mode behaving 
differently in frequency.
Figure 5-7 - It is not clearly shown in Fig 5-6 but the radiation mode as derived in chapter 2 
equation (6-3-39) is extremely small in value and contributes next to nothing in terms of antenna 
efficiency. It is the assumption by other authors [43, 44, and 45] that this is the only radiation 
mechanism that operates for small loop antennas, which has given the loop antenna very 
pessimistic efficiencies reported in the literature.
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Figure 5-4 -  Q Measurement and Curve fitting for a 1 Metre Diameter Loop (8mm copper tubing) 
over 2 MHz to 20 MHz
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Figure 5-5 -  Simulated (using MathCAD) Intrinsic and Environmental Antenna efficiency for a 1 
Metre Diameter Loop (8mm copper tubing) over 2 MHz to 20 MHz
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Figure 5-6 - Using the measurements and the model it is possible to extract the individual radiation 
and loss components that contribute to the total antenna Q over the frequency range 1 Metre 
Diameter Loop (8mm copper tubing).
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Figure 5-7 -  The traditional radiation resistance as that given by equation (2.1.39) as one can see the 
radiation resistance is insignificant compared to the dipole and Harper-Underhill mode shown in fig
(5-6)
5.3 Heat balance method measurements
With 150 watts RF supplied to one of an identical pair of loops (of same construction as measured 
in section 5.2) and DC supplied to the other, the temperature difference between the two may be 
measured essentially or actually at the same time. The DC power to the second loop is adjusted 
until the observed temperatures of the two loops are the same.
A thermal camera has been used to measure the temperature difference between two identical 
loops of Im diameter made from 8mm copper plumbing tubing.
The thermal camera could discriminate 0.2 deg Celsius (C). But screen resolution of temperature 
was estimated at 0.5 Celsius. 150 watts gave an 80 Celsius rise (in the DC heated loop) so the
limiting accuracy was 0.5 x ^  = ~1.0 watts. The experiment was with 100 watts of RF, so on
this basis the accuracy was 1%. Uneven convection cooling and unequal paint emissivity could 
account for a further 1% error. A safe estimate is an error of less than +/- 2% in the final 
efficiency figure in %.
In Figure 5-8 the thermal camera shows that the tuning capacitor at the top of the left hand loop is 
lossy and is getting hot. This capacitor has a steel frame and steel is found to have an enhanced 
RF loss because it is a magnetic material. High RF currents through a steel loop, such as steel 
nut, should always be avoided
i
Figure 5-8 -  Thermal Camera image of the two loop balance method (left). Non-contact Temperature
sensor with contact temperature sensor (right)
Figure 5-9 -  Thermal Camera and thermal image of author MH (left).
Picture of black paint hotspots of the pair of loops (right)
Note that the stream of hot air emanating from the open ends of the conductor tubing can be seen 
at the top of the right hand DC loop in Figure 5-8. Also note that the copper loop on the left is a 
bit more oxidised than the loop on the right and so it has slightly higher emissivity.
Polished copper has a low emissivity and so on a thermal camera it appears to be cooler than it 
really is. For this reason it was necessary to paint small black temperature measurement areas on 
the two loops, to increase the sensitivity of the thermal camera. These can be seen in Figure 5-9 
Such ‘hotspots’ should also be created if any kind of contact-less thermometer is used. The Q 
was measured before and after the painting of the measurement spots, there was no apparent 
loading of the antenna due to using the paint.
Figure 5-10 shows the obtained intrinsic antenna efficiency for the 1 metre loop at various 
frequencies. Figure 5-11 also shows the data of measured RF power that was entering the loop 
and the DC power needed to achieve the same temperature raise that when the RF power was 
applied.
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Figure 5-10 -  Intrinsic Efficiency of a 1 metre Loop
Frequency
[MHz]
RF Power 
[watts]
DC Power 
[watts]
RF Temp 
[Celsius]
DC Temp 
[Celsius]
Efficiency
[%]
1.98 98 24 30 30 74
3.7 100 15 23 23 85
7.03 100 12 21 21 88
10.12 100 10 19 19 90
Figure 5-11 - Heat Balance Measurement showing the RF, DC power, and the corresponding 
temperature and antenna efficiency for a 1 metre diameter loop (8mm diameter copper tubing)
The calorimetric and heat balance methods described above are ‘direct’ and confirm the validity 
of the ‘indirect’ Q measurement methods unequivocally; they are close agreement with that as 
seen in figure 5-5 for the intrinsic efficiency. The simpler, faster and more accurate ‘indirect’ 
measurement methods can thus be used with total confrdenee. The 80 to 90% efficiency claims, 
and much of the new antenna theory above are fully confirmed!
Figure 5-12 shows the same heat balance experiment applied to loop sizes from the 1 metre loop 
shown above down to an 18cm tuned loop. Current theory predicts that an 18cm tuned loop at 1.9 
MHz is only 3 X 10“'^  percentage efficient. Our Heat balance measurement shows that this is not 
the case. Part of this discrepancy is due to the dipole mode at higher frequency bands and newly 
discovered Loop Mode [1] can attribute to the current difference in theory and practical 
measurements.
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Figure 5-12 -  Intrinsic Efficiency of Loop antennas using the heat balance method with loop antenna 
diameters from 1 metre down to 18cm ( all loops constructed with 8mm diameter copper tubing).
5.4 Short range identical pair loss method measurements
The same pair of identical loops as used in the previous section (5.3) are moved closer to each 
other until the path loss measured in dB between them reaches a minimum asymptotic value. The 
environmental efficiency loss of each antenna is then half this limiting dB value. In all the plots 
+76dBmV corresponded to zero loss ± 0.5dBmV. The Antenna Analyser signal sources MFJ 259 
and 269, both gave 0.5V into 50Q. A xlO probe was used on the Tektronix 210 scope (used as 
the ‘calibrated’ path loss meter) together with the FFT option. The FFT was 8 bits, giving 256 
steps or 48dB dynamic range
The coupling between two identical high Q tuned circuits becomes 100% at a distance where the 
coupling factor k is = 1 typically at about 2m to 5m spacing. The latest ‘summertime’ plots in 
Fig 5-13 also show the 100% and traditional theory efficiency levels assuming 100% coupling. 
The measured loss is then the ‘environmental’ loss of both loops. The ‘environmental’ loss 
includes the loss coupled back from the environment and it is always greater than the ‘intrinsic’ 
loss.
The total loss values in dB (to ±0.5dB accuracy) and the resulting ‘environmental efficiencies’, at 
2m distance in Fig 5-13 are; 6.5dB and 47% at 1.97 MFtz; 3.6dB and 66% at 3.7 MF[z; and 2.1dB 
and 78% at 7.1 MHz The corresponding ‘heat-balance’ ‘intrinsic efficiencies’ in 5.4 are 74% at
1.98 MHz, 85% at 3.7 MHz, and 90% at 7.03 MHz Thus we can conclude that the 
‘cnvironmcntaT losses arc nearly double the ‘intrinsic’ losses found from the ‘heat balance’ 
method of section 5.3. This agrees remarkably well with previous ‘wideband Q’ measurements of 
both ‘environmental’ and ‘intrinsic’ losses for Im loops as shown in section 5.2.
The dashed blue line in Fig 5.13 represents the calculated field strength if the antenna were to be 
100% efficient; no inverse square has been taken into account for the distance measured here.
The dashed black line represents the calculated field strength according to the traditional radiation 
resistance as found in (2.1.39), no inverse square law has been taken into account.
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Figure 5-13 -  (top left) Field Strength measurements at 1.9 MHz (top right) Field strength measurements at 3.7 MHz 
(bottom left) Field Strength measurements at 7.3 MHz (bottom right) Intrinsic efficiency as measured in 5.3 with
environmental efficiency as measured in 5.4
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Figure 5-14 -  Efficiency of a 1 metre loop antenna compared using the three different methods.
Figure 5-14 -  shows the comparison of the three different methods for computing and measuring 
the intrinsic and environmental efficiency. We can see that there is good agreement with the 
wideband Q method of calculating efficiency being within 10% of the Heat Balance method for 
measuring the intrinsic efficiency. We also compare the Identical Path loss method for measuring 
the environmental efficiency with the wideband Q method for calculating the environmental 
efficiency, again good agreement is seen by the model and the measurement methods.
For reference the traditional antenna efficiency is also plotted and shows a large disagreement 
from the measured and the antenna model developed.
5.5 Environmental Effects
Figure 5-16 -  5-17 (3.7 and 7.01 MHz respectively) show that for a pair of Im diameter loops the 
limiting asymptotic loss is reached at a centre-to-centre spacing of about 2 metres in winter 
conditions. Comparison of the VV and HH (see fig 5-15 - VV means both loops vertical and 
‘edge on’ to each other in the same plane. HH means loops horizontal and ‘edge on’ to each other 
in the same plane), curves with the efficiencies given show a good correlation with the 
environmental efficiency values in Figure 5-13.
Figure 5-15 -  (Left) Two Vertical Loops aligned in VV configuration 
(Right) Two Horizontal Loops aligned in HH configuration
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Figure 5-16 - 3.68 MHz Field Strength Measurements for 1 Metre Loop for dry winter conditions
(+2 Celsius) (a) - VV with both loops resonated and matched (b) - HH with both loops resonated and 
matched (c) - VV with receive loop ‘open’ and used as un tuned H field sensor
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Figure 5-17 -  7.01 MHz Field Strength Measurements for 1 Metre Loop for dry winter conditions
(+2 Celsius) (a) - VV with both loops resonated and matched (b) - HH with both loops resonated and 
matched (c) - W  with receive loop ‘open’ and used as un tuned H field sensor
The antenna effectiveness is the gain of the antenna in the desired direction. The identical Im 
diameter loops were used and the path loss between them was measured at different frequencies 
and distances from 2 to 50m, over clay soil in a tree-lined ‘paddock’. No calibrated field sensor 
probes are required for the gain measurements. The path loss in dB can be measured directly 
between the two loops and divided by two, after factoring out the inverse square law distance loss, 
to give the effectiveness of each loop in its environment.
In Figures 5-16 at 3.6MHz the HH and VV open loop (field-sensor) curves drop off at even higher 
rates with distance. The VV curve can be back-projected to argue for a loss of about 5dB per 
antenna occurring within a radius of about 10 m
At 7MHz for VV orientation Figure 5-17 shows a 6dB/oct slope corresponding to an inverse 
square law out to 50m. The HH curve has 12dB/oct slope corresponding to an inverse fourth 
power law out to the 30m measurement limit. It also shows an intermediate 6dB/oct part 
surrounded by two 12dB/oct sections. This shows that the vertical loop H-field probe is 
inaccurate and unreliable over real ground, even if calibrated. At 20m the HH to VV path loss 
difference is 30dB or 15dB per antenna.
Figure 5-18 shows that for the same pair of 1 metre loops in wet ground conditions the loss under 
each antenna at 3.6MHz is increased to about lOdB. At 1.9MHz the wet ground appears to extend 
the distance over which the fourth power law holds.
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Figure 5-18 -1  Metre diameter loop- Field Strength Measurement in Wet Conditions 
Path loss for wet winter conditions (-i-5°C):
(left); At 1.9MHz W  with both loops resonated and matched 
(right): At 3.6 MHz VV with both loops resonated and matched
5.6 Additional Work
Further to the Single Turn Loop antenna experiments so far presented the Wideband Q method 
can also be applied to multi turn antennas. In section 5.6.1 we show various examples of the 
wideband Q method applied. In 5.6.2 we also present a fast method for the computation of the 
loop intrinsic efficiency. It is not convenient to use the Heat Balanee Method due to the time 
taken to perform this experiment. A spread sheet facilitates quick computation of the loop antenna 
efficiency using the Wideband Q method
5.6.1 Measurements of the Radiation and Loss Resistances of Small HF 
Multi-turn Multi-resonant Tuned Loops^
Further work has also been carried out on Multi turn loops and the wideband Q method can be 
easily applied to multi resonant multi turn loops. The purpose of this section is to compare the 
radiation resistances and measured “intrinsic” efficiencies of multi-turn loops. We also observe 
that dipole radiation mode is much reduced for the multi turn loop, typically to the point of 
insignificance, particularly when the loop is well balanced [33].
5.6.2 Rho-Q Method^
The efficiency of any antenna is the total radiated power as a fraction of the antenna input power. 
The power not radiated is dissipated as heat in the antenna structure. A heat balance method may 
be used to find the antenna efficiency, but it is time consuming and not very accurate. A faster 
method is proposed, where the total radiation and loss resistance is found at a suitable reference 
point. The antenna loss resistance referenced to the same point is computed from the anterma 
conductor conductivity and current distribution. For small tuned loops the total radiation plus loss 
resistance can be found by measuring the antenna bandwidth and Q at any frequency of interest. A 
spread sheet is presented that automates the computation of antenna efficiency. As an example 
efficiency of a metre diameter loop has been found over its 7:1 frequency tuning range. 
Efficiencies predicted from Kraus dipole and loop formulas, and the Chu-Wheeler criterion, are 
included for comparison. At low frequencies these predictions are up to some three or four orders 
lower than the spread sheet measurements.
 ^Appendix F -  Measurements of multi-turn loops using wideband Q method 
 ^Appendix G -  Rho Q method for computing antenna efficiency using a spread sheet
5.7 Chapter Summary
From the above measurements we can conclude:-
For all antennas (including HF Loops) the (intrinsic) efficiency is the proportion of input RF that 
is radiated from the surfaces of the antenna. The rest is dissipated as heat. The effectiveness of an 
antenna is the gain of the antenna in its environment in the wanted direction. We then define that 
the efficiency is also the gain of the antenna in free-space divided by the directivity of the 
antenna. The antenna Directivity is found from the measured 3D antenna pattern only, even if the 
antenna is not 100% efficient.
For HF antenna the antenna pattern can only be safely and accurately computed in free space, for 
a small antenna in a real environment the errors are too large for a computed pattern to be useful. 
Reasonably well designed HF transmitting loops will have efficiencies typically exceeding 70% 
to 90% over the whole tuning range. The environmental path losses over distances from 2 to 
about 50m have been measured between 1.8MHz and lOMHz for an identical pair of antennas 
(Im diameter and 8mm copper tubing) at low heights (1 to 2m) over real ground of clay soil:
• The loss ‘under’ a vertical loop is typically at least 5dB.
• The loss under a horizontal loop is typically at least 15dB
• The received sky-wave signals confirm this 10 dB difference
• Under a wet ground the path loss is increased at more than 10 metres and can increase the 
loss as much as 5 dB per loop
• IEEE states that ground-wave measurements of HF antennas can be used to measure the 
antenna efficiency, from the above measurements this does not hold
• The ground effect under a H-field probe are essentially the same as a small tuned loop
• An E field probe behaves very differently under the same ground conditions
• For both the E and H probes the sensitivities to vertical and horizontal polarisation are 
different. Thus any E and H probes near ground (even at a distance) will not give the 
same results for absolute ground wave gain.
• Both the Somerfield [57] and Norton ground wave propagation equations need revision to 
agree with measured results
• The intrinsic efficiencies of the above pair of identical loops agree well with the Heat 
balance and wideband Q measurements
• These all confirm that the Chu-Wheeler antenna Q formula and the Kraus Loop radiation 
resistance formula can be as much as 1000 times in error for small loop antermas at low 
frequencies
Environmental’ losses of a pair of identical loop can be almost double the ‘intrinsic’ 
losses found from obtained by Wideband-Q and Heat-balance methods. These are still 
well above the Chu-Wheeler and Kraus derived value of about 0.1% to 1% for this size of 
loop!
Chapter 6
6 Novel Antenna Theory
Impedance theory is about the impedance and refractive index in the near-field region of space 
surrounding the antenna. The antenna shape, resonanee and its termination impedance determines 
the impedance profile and the effective refractive index in the near-field space. The impedance 
distribution can be called a ‘total antenna mode’. The total antenna mode can be partitioned into 
‘basic’ modes that are independent of antenna size and shape. The relative amplitudes and phases 
of these modes are determined by the actual size, shape and termination impedance of the 
antenna.
The spatial impedance can be determined by injecting both current and voltage waves into the 
antenna terminals and determining the primary fields generated around the antenna by each of 
these. The potentials can be found at every point on the antenna or in space by ‘line integration’ 
of the primary fields from infinity [48]. (This is the first new proposal for the new antenna 
theory.) All primary fields are assumed to obey a ‘time retarded’ version of the Biot-Savart Law, 
with phase factors ‘leading’ or ‘lagging’ depending on the type of field. (This is the second new 
proposal of the new antenna theory ) Fields and potentials are combined into a local definition of 
impedance’. (This is the third new proposal of the new theory.) Spatial and surface impedances 
are independent of time and field amplitude.
6.1 The Biot-Savart Law
The Biot-Savart Law relates magnetic fields to the currents which are their sources. In a similar 
manner. Coulomb's law relates electric fields to the point charges which are their sources. Finding 
the magnetic field resulting from a current distribution involves the vector product, and is 
inherently a calculus problem when the distance from the current to the field point is continuously 
changing.
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Figure 6-1 -  Graphical representation of the Biot-Savart Law
6.1.1 Magnetic Field at a point above a current loop
We shall look at an example of the magnetie field at a point z above a loop antenna to illustrate 
the use of the Biot-Savart Law.
To calculate the magnetic field we must realise the direction of dB. The cross product of r with dl 
leads to a vector perpendicular to both of them as you go around the loop. dB will always be off 
the z axis with an angle (j). Thus this makes all the horizontal components of dB cancel just 
leaving the vertical component.
dB
Figure 6-2 -  Calculation of the magnetic field at a point z ahove a magnetic current source.
dl = r = dl cos(0) k
The differential is given as
dl = R dd
So the integral to calculate the magnetic field is
B = k f  COSC0) de
4nr^
cos(0)
0
From the above geometry we see that
Which leads to
cos(0) = — 
r
= d w +
cos(0) =
R
Substituting these relations into the integral
B =  k
2 r2n
4n(R^ +  z^) I2  
Hq I R^k
i:do
B =
2(i?2+z2)V2
6.2 Line Integral Potential Method
The use of the ‘retarded’ Biot-Savart Law implies that it is the (step) changes in the primary field 
magnitudes that travel at the ‘velocity of light’ and not the potentials. The potentials are created 
from the primary field magnitudes (by line integration) and so they are delayed in time. Also close 
to the source the line integral potentials are reduced and so there is potential singularity. In 
practice the difference in apparent velocity is quite small and is over a small distance and need not 
be considered here.
The ‘line integral potentials’ in general have more than one (frequency) term and this indicates the 
existence o f ‘additional’ radiation modes.
r direction to infinity
Figure 6-3 - Sphere with surface currents. Field computed along r direction line to infinity. 
The potential is found by integrating from infinity to point of interest. Then equivalent 
source placed at centre of sphere
The line potential integral is integrated from infinity to the surface of the imaginary sphere 
surrounding an antenna with a radius of “a” We also include a source phase shift kb
r a ^ - j k { r - b )  r u  ^ - j k r
O = cpQ I ----- ;---- dr<î> = — ^ d r
Ac rz rz
Convert the exponential into cosine and sinusoid functions.
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Splitting the integral into two parts
dr
“ cos(/cr) /’“ sin(/cr)^O =  _  jk  f
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Taking the cos term and using integration by parts we have
u =  cos(/cr) du = (— sin(/cr) k)
dv = —r V =  —  rZ r
Considering the cos term and inserting the integration by parts we have
cos(/ca)>(/c  r“ 1
 I  k sin(/cr) dr
a Joo r
Similarly the above technique can be applied to the sine integral and yields a similar result
/-s in (k a )
ka + Ci(kd)^ k
o  = ( _  5 ^  +  «(fca)) fe +  +  Ci(fca))
Where O is the potential given by the line integral method, the Si and Ci functions give rise to 
the extra frequency terms which indicates the presence of extra modes that are predicated by the 
traditional vector potential.
The in-phase product of the potential and the field represent the stored energy density at a given 
point in space. The quadrature-phase product represents the magnitude of the power density flux 
through that point in space. The in-phase product of the potential and the antenna surface current 
density gives the stored energy density for a given point on the antenna surface. The quadrature- 
phase product of the potential and the antenna surface current density represents the power 
radiated per unit area at that point.
If there is no quadrature-phase component of the current-potential product there is no power 
radiated from that point on the surface of the antenna. We can define the in-phase product of the 
potential and the current to represent the stored energy on the surface of the antenna. It follows 
logically that if a finite positive quadrature component represents power flowing into the antenna 
a negative quadrature component represents power flowing out. The positive and negative signs
are reversed depending on whether the surface appears to be predominantly inductive or 
capacitive. This depends on whether the current or oscillating charge is dominant at the point of 
interest.
This explains how the Goubau single-wire transmission line can carry a large current that does not 
radiate [54]. Thus currents on wires do not automatically radiate', and so the use of the standard 
traditional radiation field calculation is unsafe for some types of wire antenna. In particular the 
traditional radiation patterns of very long wire antennas must be regarded as suspect, because the 
power is mostly radiated from the ends (and the feed-point).
Displacement currents can radiate -  by an amount determined by the local impedance. An 
example is the small tuned loop where there is a large magnetic current in the free-space through 
the loop and this acts as a magnetic dipole. It is the radiation from this ‘dipole’ that dominates, 
until the loop size relative to a wavelength approaches self-resonance. The radiation from the 
oppositely directed ‘real’ conduction currents in the ‘sides’ of the loop mainly cancels in the far 
field. It is not correct to say that radiation can only occur from ‘real’ currents and to claim that 
this is the only ‘allowable’ radiation mechanism. Such declarations of ‘exclusivity’ have never 
been proven either in practice or in theory.
In fact strong displacement currents are automatically generated where there is a large primary 
field ‘transverse second-differential gradient’ as there is at the centre of a loop or in a toroid. 
(Whether the displacement current radiates or not depends on the ‘phase’ of the relevant potential 
to the displacement current.)
6.3 Antenna impedances that contradict the Chu-Wheeler criterion
.Because antenna efficiency can be directly exchanged for increased antenna bandwidth, a given 
antenna Q criterion will directly imply a theoretical efficiency limit for a chosen antenna 
bandwidth. The Chu-Wheeler criterion states that the lowest obtainable Q factor (measured at the 
3dB bandwidth points) for any antenna is Q = (ka)'^  where k is the propagation, and “a” is the 
radius of the sphere just containing the antenna. Chu [9] obtained this result by assuming the 
stored energy and radiation surrounding the sphere to be antenna modes with integer order 
spherical Bessel function expansions. He assumed an equivalent circuit based on a partial fraction 
expansion of the most significant modes and computed the limiting Q from this. Wheeler [23] 
considered radiating capacitors and radiating inductors with shapes and forms that filled the 
sphere as far as possible optimally. His results agreed well with Chu’s assertion. It is a matter of 
personal choice whether the resulting Q criterion is attributed to Chu, Wheeler, or both of them. 
More recently MacLean [36] has proposed a modification that eased the criterion for ka values 
around ka = 1. ka=l is normally considered to be the limit of a “small” antenna. Subsequent to
the original proposal Hansen implied, and others stated more categorically, that all small antennas 
obeyed the Chu-Wheeler criterion without exception. This has been firmly challenged by Grimes 
and Grimes, mainly in the case of multi-element antennas [54].
This thesis does not challenge the mathematical validity of the Chu, Wheeler, and Maclean 
approaches. But by means of various examples it shows that the original Chu-Wheeler criterion, 
whilst arguably still operative, is usually very significantly over-shadowed by less stringent Q 
criteria depending on the antenna type and size. From the examples some Q criteria and radiation 
resistance components are proposed, and some of these are logarithmic with size and frequency. 
Practical evidence supporting these proposals has already been published by authors [1]. This 
evidence that shows that different modes can exist simultaneously for a small loop antenna and 
these have separate radiation resistances which combine together with loss resistances in some not 
necessarily obvious way to give the overall antenna Q.
A consequence of the “logarithmic” proposal is that it suggests that the computed sensitivities and 
efficiencies of all small anteimas are too low (by a few dB). It also implies that the calibration of 
any field strength sensor will only be valid over a restricted frequency band, unless the proposed 
logarithmic correction is used.
Note that many of the discrepancies between the measurements and the various Q criteria can be 
removed if all Q criteria are modified to comply with the First Law of Thermodynamics a 
Thermodynamics (Conservation of Energy) and the RSS rule is applied.
6.3.1 Tuned folded dipole.
Fig 6.4 shows the equivalent circuit of the small tuned folded dipole. For convenience, the dipole 
is regarded as having conductor thickness and spacing such that it can be analysed as two pieces 
of 300 ohm twin transmission line. If the conductor coupling is taken to be sufficiently large the 
dipole mode currents are equal and in phase in the lower and upper conductors so that four-to-one 
impedance step-up applies to the assumed theoretical small dipole mode radiation resistance. As 
size is reduced the coupling falls below a critical value and the 4:1 reverts back to 1:1. 
The inductance is based on the assumption that the folded dipole halves are two sections of 300 
ohm transmission line. A cross check is to assume that the inductance is the total length of the 
wire (tube) in metres times luH per metre. This is never out by more than about 10 to 20%
Then we find (for small ka)^  an electrically small dipole the real part and imaginary parts  ^of the
 ^Appendix H -  Input impedance of a folded dipole 
 ^Appendix I -  Impedance derivation for an electrically small dipole
impedance is given by
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Figure 6-4 -  Folded dipole representation (a) -  Equivalent Circuit (b) -  Small tuned folded
dipole
The Q factor for this model tends towards 7.5/ka = (1.2/a). Thus for this “practical” semi- 
empirical model, based on no new theory, the Chu-Wheeler limit does not apply.
6.3.2 (E x tern al) a n ten n a  m ode po ten tia ls.
Like Chu [9] we assume that antenna modes exist surrounding the sphere containing the antenna. 
A uniform current density, and separately a uniform electric dipole (double layer) polarisation 
density, is assumed to cover the surface of the sphere; these are the sources creating the field and 
potential distributions outside the sphere. Importantly all current elements and polarisation 
elements are assumed to be parallel; so that at the poles of the sphere (assumed to be vertical) the 
current and polarisation elements are directed outwards and correspond to power flowing 
outwards as displacement currents. The currents at the equator radiate horizontally as is the 
traditional convention. We also assume that the polarisation elements radiate horizontally and so 
only the case of the currents need now be treated. The field and potential distributions outside the 
sphere are assumed to be direct continuations of the fields and potentials of equivalent point 
sources at the centre of the sphere.
We consider two different cases. In the first case, we assume that the potential travels with the 
velocity of light Cem from the central source to the surface of the sphere and the central source is in 
phase with currents on the surface. In the second case, we assume that the field travels from the
source with the velocity of light and obeys the inverse square distance law, and that we can then 
obtain the potential by integrating the field radially from infinity back to the point of interest on 
the surface of the sphere. We assume a phase advance for the central source so that its field is in 
phase with the surface sources. We obtain significantly different Q factors for these two cases.
To find the Q values we first calculate the power radiated at each point of the sphere as the current 
density times the quadrature phase component of the local potential. The stored energy is the 
current density times the in-phase component of the local potential and this is derived directly 
from the measured or calculated surface inductance. The quadrature phase component of the local 
potential is an induced component from every other point on the sphere and this is well 
approximated by assuming an equivalent central source for this with a distance time delay. We 
also have to take into account a non-unity coupling factor kc < 1. Measurements and calculation of 
the coupling factor of a pair of parallel long thin wires indicate an asymptotic value of about 1/27t. 
This was estimated from the inductance values of two closely spaced single turn parallel loops 
connected respectively in phase and then in anti-phase. The estimate of l/27t was obtained for 
loops between 80cm and 100cm in diameter. It was not possible to obtain this coupling factor 
value fi*om any of the classical formulas found in the literature
Thus the Q is taken to be 2n times the ratio of reactive to radiated power derived as 2n times the 
in-phase component of the potential divided by its quadrature phase component (relative to the 
phase of the current). The l/27t assumption gives closest agreement with the measurements taken 
so far [1]. ]. It appears to increase the Q predicted from the potential real and imaginary parts by 
2n. This is similar to the decrease in bandwidth and increase in apparent Q seen when a tuned 
circuit is coupled into some other circuit by coupling k that is sub-critical, with kQ < 1. However 
this effect is found to be more pronounced since the loop antenna tuned circuit is actually 
distributed in nature. This finding needs to be explored and analysed further
It is the 1/271 factor that allows the power radiated per unit area at each point of the sphere to be 
found. It also implies as a consequence that in an untuned antenna any oscillating current (times 
length) actually creates a near-field and far-field that is less than given by the traditional vector 
potential method by 1/2ti or -16dB. By reciprocity this also means that the sensitivity as a field 
sensor is reduced by 1/2ti or -16dB. However if the antenna (is low-loss and) is resonated, as for 
example in a tuned transformer, we find that the potential in which the current elements sit is 
increased exactly by the amount required to compensate for the 1/271 value of coupling and we 
end up with the traditional current-to-far-field ‘sensitivity’ factor extensively used in antenna 
field calculations.
6.3.3 Vector Potential
We use the traditional vector potential on the surface of the sphere for the surface currents. This 
has the same form of e-jkr/r with respect to radial distance r. De Moivre’s theorem expands this 
to be the distance factor:
_  _  c o s ( /r )  y s in ( ^ )
vector ~r r r
= Y^{kr)-jJ^{kr)
where Yq (kr) and Jo (kr) are half-order Bessel functions [37]. Note that the series expansion in 
this case is found to be trivial with only these first two terms being needed. If the sources on the 
sphere are not optimally distributed, the series will need to be extended to higher order terms.
Thus the Q is:
a
for small ka 
6.28
ka
Note that this is a factor 27t (6.28) more stringent than Grimes and Grimes [20]
6.3.4 Line integral potential(s) for a loop.
The above potential methods can be extended down to the surface of a (tuned) loop to find the 
radiation power per unit length.
To find the potential we integrate the gradient of the magnetic field, essentially as given by the 
Biot-Savart law, at right angles to the field direction along the line from infinity joining the source 
element to the point of interest. This line integral is not the traditional vector potential, but it is 
additional to it. The gradient of the field is , because it represents the force exerted on a 
parallel unit current element at the point of interest. For elements that are at an angle 0 the force
law is ------------ 0 is also the radial angle subtended at the centre of the loop and r is the
distance from one point on the loop to another point on the loop, so that r = 2a eos(%8). The 
coupling of 1/2tc reduces the force law by l/27t.
At angle 0 to r
r direction
Figure 6-5 -  Diagram of the coupled line integral potential method
Continuity of potential means that the induetances per unit length of the two elements at the ends 
of the force law actually cancel because they have the same wire thickness. Thus the eoupled line- 
integral potential contribution of all current elements i dl = i a d0 around the loop of radius a is*®
^ = 2 - r cos" g  
2ti l n \
-jkr
dr iadO
Where
^ 7rk -  — e ^ ^ - k  Si(kr) -  j k  Gi{kr)
2 2
= —7vk k r  + -------+ j k { \ - y - \ n ( k r )  +
2 r  18 4
To find the loop series radiation resistanee, R: for the circumference 2%a, we have
f  cb, ^ Ik r  r f i . l 11V = iR  = 2na Im loop = [  cos^ k l - y - l n <  2Aacos d eJ J0. U  j I U  JJ.
= ka  ^ ln(2Ao) jz
Appendix J for full derivation o f the series radiation resistance using line potential method
/. R = Trka^  ln(2^ûf)| = -Trka  ^ln(l .85 Ika) = —  In
A
For convenience, we choose a loop conductor size to give a specific inductance of LI = IpH/m 
then
_coL27Ta 27racoL 600
l^oop R |-;rA:a^ ln(1.851^a)| ln(1.851A:a)
The logarithmic factor gives a weak dependence on frequency, and refines equation 4 of [1]. Note 
that with the logarithmic correction of , and assuming that for the loop dipole mode the loop 
inductance and Q are approximately doubled for given a, we have 2<Q^  = g  when 2x7.5/ka{-
In(ka) = 600 / {-a ln(1.851ka)} or A. = 20tt: {-ln( 1.851 ka)}/{-ln(ka)} = 64m. This predicts that the 
frequency at which a loop in free space is uni-direetional [50] is approximately 4.7MHz. (3.8MHz 
has been measured, albeit at about 7 metres above ground.)
6.4 Small dipole by line-integral potential.
For brevity we start with the text book approach that gives the radiation resistanee as 
Raip = 20(/ca)^ ( as used in section 6.3.1)We argue that had we applied the line-integral method, 
we would have obtained the asymptotic logarithmic factor “-ln(ka) ” both to increase the radiation 
resistance Rdip and decrease the “traditional” Q » (ka)'^. We therefore propose that
Rdip=20(*af ( - '“(fet))
Q d ,p = {^ T [-^ (k a ) \
This predicts that, partially countering the 1/2ti factor, the input resistanee, effieieney, bandwidth, 
and sensitivity of any small dipole or monopole antenna will be greater than usually assumed by 
GdB = 10 log { In (ka) } in dB. We have for example, GdB = 10 log { In (0.1) } = 3.6dB, and 
GdB = 10 log { In (0.001) } = 8.4dB. This shows that any field sensors should also use this 
logarithmic correction, or be sufficiently calibrated over the required frequency range.
6.5 Comparison of results with theoretical modes.
The Wideband Q method allows several simultaneous radiating modes to be identified. It also 
shows that the strongest modes dominate and radiate the most power in proportion to the square 
of their radiation resistances. The observed total radiation and loss resistanee is found by RSS 
(Root-Sum-of-Squares) combination of the individual modes and loss resistances.
It is important to note that the Wideband-Q method is a heuristic method. The measured results 
actually calibrate the coefficients of the various theoretical formulas assumed for each of the 
possible radiation modes. Where there are two competing formulas for the same mode, the 
measurements decide which of the two gives the best representation. That formula then becomes 
the preferred theory for that mode. For the small tuned loop the new loop mode is dominant and 
suppresses the ability of the method to choose the best formulas for the lesser modes.
So we find that the new loop mode radiation mode dominates the total resistance measurements 
made on any of the loops measured so far. We also find that for a loop in an open field the Q is 
approximately constant over most of the loop tuning range. Its peak value is usually less than 
about 250.
We can make a simple estimate of the limiting Q of a short section of the loop conductor. 
Assuming constant current around the loop, this will also be the Q for the complete loop. We 
assume EM coupling of 1/2tc. The current I on the loop induces a local potential gradient which is 
I/27rcopo • This in turn induces a total displacement current of I/(2tc)^  The proportion of the 
displacement current that radiates is found (from ‘Wave-Tilt’ measurements which has been 
recently measured by M Underhill and Roke Manor Research [58] to be tan (1/2tc). The Q is the 
ratio of the stored energy to the radiated energy densities. This is therefore
Q = (27t)  ^ -T- tan 1/27t = 246
Thus the measurements appear to agree with and validate this simple theory for the main loop 
mode.
7 Conclusions
The aim of this work was to explain the differences between current theory and the 
aforementioned measured results of electrically small tuned loop antennas
The derivation of the classical radiation resistance for a small loop antenna has been analytically 
performed. The equation predicts that the efficiency of small tuned loop antennas are 
approximately 30 dB in error according to the measurements performed in this thesis.
The different approaches on antenna limitations, derived for the last 50 years by different authors, 
have been reviewed and unified, yielding the theoretical minimum quality factor Q which is, for 
electrically small antenna, the reciprocal of the -3 dB bandwidth. As far as the quality factor is 
concerned, this is, to our knowledge, the first time that such a compilation is presented. The 
heterogeneous information have been collected and summarised in a comprehensive, self- 
contained text, making it easy to understand the differences between the various approaches.
A simple circuit model of a tuned loop antenna is presented which describes the various loss and 
radiation resistances associated with an electrically small antenna. We discover from the hundreds 
of measurements that a “new loop mode” has been discovered and we confirm that a folded dipole 
mode exists. These two additional modes can explain to some degree the 30 dB error from current 
theory and the practical measurements.
We find that our Heat Balance measurements also confirm our findings of the wideband Q 
measurement technique, furthermore the environmental path loss field strength measurements 
show an under estimation of the ground losses under a small antenna in a real environment 
Boswell et al. [44] use field strength measurements to derive small loop antenna effieieneies that 
are claimed to be in accordance with the Chu criterion, the classical (Kraus) loop impedance 
formula and NEC simulations. Our results plainly contradict all three. We respectfully suggest 
that the low values of field strengths on which the assertions are based are from an under-estimate 
of the ground losses immediately under the antenna and under the field strength probe, and the 
sky-wave radiation pattern of the antenna not being taken into account [48].
The novel theory presented in this thesis predicts the existence of the new loop mode, the use of 
the ‘retarded’ Biot-Savart Law implies that it is the (step) changes in the primary field magnitudes 
that travel at the ‘velocity of light’ and not the potentials. The ‘line integral potentials’ in general 
have more than one (frequency) term and this indicates the existence of ‘additional’ radiation 
modes.
8 Future Work
8.1 Ground Wave Antenna Communication
Further work is needed on loop antennas beyond the 3 -  30 MHz range to determine if the new 
loop modes exists beyond the HF band. The novel theory developed in the thesis is now been 
further investigated. This investigation is being looked at by Professor Michael Underhill and 
Roke Manor Research. The measurements have shown that a small antenna near a real ground ean 
radiate effectively and not <1% as previously thought, Roke Manor Research and Underhill 
Research are now investigating further loop antenna development for novel loop ground wave 
antennas. Further work at Roke Manor being pursued is that the novel measurement technique 
developed in this thesis is also being used to determine the ground constants that are seen by the 
antenna’s near field, a side issue is that more investigation on the exact value of single turn loop 
inductors as the frequency is varied, this especially applies to loops with a large conductor 
diameter.
8.2 Electrically small loop antennas applied in industry
Since joining Antenova the author has been applying the knowledge learned during his Ph.D to 
design loop antennas for the mobile phone industry. As a consequence Antenova has now applied 
for several patents that cover loop antenna technology which covers the LTE, GSM and WIFI 
frequency ranges under various main patents. Antenova has named these category of antennas as 
MDA or “Magnetic Dipole Antenna”, the author has granted permission that two patents are 
allowed to be disclosed in this thesis.
8.2.1 UK Patent Number 0912368.8 -Loop Antenna for Mobile Phones
Loop antennas are attractive for mobile phone applications in part, because their excited surface 
current paths are in a closed form, which is different from the conventional mobile phone 
antennas such as the monopoles or planar inverted-F antennas (PIFAs), whose excited surface 
current paths are in an open form. This means the effect of the users hand and head on the antenna 
performance is significantly less than that of a monopole or pifa antenna. We have used this fact 
to design mobile antennas based on loop antenna technology are some data is presented here.
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Figure 8-1 -  Prototype GSM Loop Antenna
Figure 8-2 -  Current distribution of a handset sized PCB 
(left) Loop antenna current distribution (right) Monopole 
antenna current distribution
We also find that the variations in the dimensions of the system ground plane will show smaller 
effects on the perfonuances of the loop antenna than of a similarly sized monopole/PIFA (Fig 8-2)
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Figure 8-3 -  Return Loss for GSM Loop Antenna
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Figure 8-4 -  Efficiency of loop antenna (dashed indicates average efficiency)
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The Figs 8-3 and 8-4 ( shown above) show the return loss and antenna effieieney for the 
PentaBand antenna which shows close to -10 dB return loss across the five cellular bands and 
shows greater than 50% antenna efficiency.
8.2.2 UK Patent Number 1005121.7- MDA Chip Antenna
Extending the concept of Magnetic Dipole Antennas, Antenova has designed miniature ceramic 
antenna for 2.4GHz applications; BT/BT EDR/BT EE, Wi-Fi, ZigBee, etc. Other frequency bands 
are also planned for future applications. Figs 8-5, 8-6
The antenna is an inductively fed, capacitive loaded loop. Performance from the loop structure is 
excellent -  measured efficiency is greater than 70%, Fig 8-7; it also has better performance when 
metal objects are placed near the antenna itself when compared to a ceramic loaded monopole.
Figure 8-5 -  2.4 GHz tuned loop antenna
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Figure 8-6 -  Measured return loss for tuned loop antenna
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Figure 8-7 -  Measured Efficiency for the tuned loop antenna over 2.4 GHz
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APPENDIX A - Complex differentiation of a 
function
We show here the differentiation of the function (6.3.1) which is forms part of the Vector 
Potential Integral equation (2.124). To simply the integral in (2.124) a Taylor Series is taken , in 
which derivatives are needed of (2.125), this appendix address the solution to the differentiation 
of (2.1.125)
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Applying the above
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where = Jk j^x  ^+y^ + { z - z ' Ÿ  -  z  .
{%jx^  +y^ + ( z - z y  +z  - z j
y-Jk(yjx^ +y^ +(z-z' y +z' ) \  _
+
^  ^x^ +y^ + ( z - z ' f
-Jk(^jx ^+y^+(z-z  Ÿ +z ) /7  /  I---------------------------------------\
% ( ^ x ' + / + ( z - z Y j - z
•y/x^  + y  ^  + (z -  z ^
|-y/x^  + y  ^+ (z -  z Y  + z' -  z j
,-Jk,4j.yHlz-zf.z) +
___________ -y/x^  +y^ +(z  —z ____________
<^y/x^  +y^ + ( z - z ' y  -f-z'-zj
{yjx  ^+ y  + { z - z ' Ÿ  + 2  - z j
+y^ +(z-z’ f  +z ) \  _
+  ■
^ x " + / + ( z - z y  
•y/x^  +y^ +(z  —z )^
 ^ + (  ^“  ^  y  + z' -  z j
^-Jki^xWHz-zfS) + j
^x^ + y  ^+ ( z - z  ÿ
l^x^ + y  ^  + (z -  z'y + z’ -  z j
Using the chain rule 
du"
dz
= nii
-1
dz
where w = x ^ +y^ + | z - z  j and« = -
|-y/x^  +y^ +(z-z')^  + z ' - z j
/ g -x V ? v 7 5 T 7 « ) ]. _ f  A  J F T / h T S )
\ / ________________
J^x^  +y^ + ( z - z ' f
g - y t ( V .= V + ( .- z ' ) :+ z )  + /  +  ( z - z ' y )
A
-1
2 ( x ' + y ' + ( z - z Y ) ^
|-y/x^  +y^ + ( z - z ' y  + z ' - z j  
-M^x^.PHz-zf.z) . 1 + ^  | , ^ / 7 7 ÿ 7 ^ ; 7 7 7 j
__________ J^x^  + y^+(z — z y  _______
l^x^ + y  ^+ (z — z + z — z j
+ y + ( z - z ' y  + z ' - z j
) - ( ^ ^ V x '  + / + { z - z ' y  
+ ( z - z ' y
. A ( ; c 4 + - 4 ( / ) + - 4 ( z - z ' yW/T \ / V  J  ^ ^
l[x^ +y^ + { z - z ' f Y ^
|-y/x^  +y^ + ( z - z  y  + z ' - z j
-JkCf^.PHz-zyS) .1 + ^ ( ^ x ' + / + ( z - z ’)"j
-y/x^  +y^ + ( z - z  )^
+ y  ^+ ( z - z ' y  + z ' - z j
Using the chain rule
= n iF ‘ —  where u - { z - z ^  and n - 2
dz dz
{yjx  ^+ + i z - z ' Ÿ  + z ' - z j
. ( / x ^ + y + ( z - z ' /
-jk{f^+y'^+{z-zf+z)  ^_  ^  J
dz
2(x^ +y^ + ( z - z ' y  )
^^x  ^+y^ + { z - z ' y  + z ' - z j
^x^ +y^ + ( z - z  )'
•^y/x^  + y  + ( z - z ' y  + z ' - z j
Using the chain rule
.«-I = « w
Jz Jz
where w = x ^ + y ^ + ( z - z )  andM = —
+y^ + ( z -  z 'y  + z  - z j
-^jk(^p7/+(z57Ÿ+z) \ _ _
2 ^ x " + / + ( z - z ' y
- ^ x ^ + y ^ + ( z - z ' f  1-1
J^x^  + y  ^+ (z — z Ÿ
-jk(-J7+7+(F7f+z)  ^_ ^
dz
2(x^ + y^ + ( z - z ' y ^ Ï2
■^y^ X^ + y  ^+ (z — z + z — zj 
W) + y  +(^_^')2 j
y/x  ^+y^ +(z —z )^
^^x  ^+y^ + ( z - z ' y  + z ’- z j
|y/x^ +y^ +(z-z')^ + z ’ -  zj
y-jk(yjx^ + / +(2-z' f  +z' ) \ _ _
2^ Jx^  + y  ^+ (z — z
y/x  ^+y^ +(z —z
^-jk(ff+/+(F7f+z)^ ^ à_ 
_____________ dz
2 ( x ' + y ' + ( z - z Y ) ^
y^jx^  + y  ^+ { z - z y  + z ' - z j
g-A(V^'V+(z-zf+z) .1 + j L | . ^ x " + y 2 + ( z - z y j
___________ y/x^+y^+(z-z')^_■__________
|y^ X^  + y  ^+ (z — z + z  —zj
Using the chain mlc
<7w  ^ 1 ^  where u = ( z - z )  and w = 2
<7z
+y^ + (z  —z + z —zj
y - jk ^ x ^ + y ^ + {z - z f  + z )  \  _ _  Z — Z
y / x ^ + y + ( z - z ' y
d
T(Z') -1
y/x  ^+y^ + ( z - z
____________________ dz
2 ( x ' + / + ( z - z Y ) ^
|y/x^ 4-y  ^+ ( z - z Y  + z ' - z j  
-jki4xH/+{z-z'f^I) . 1 + _ ^ ^ y / x ^ + / + ( z - z ' ) ^  j
y/x  ^+y^ + (z  —Z ÿ
|y/x^ + y  + ( z - z ' y  + z ’- z j
|y/x^ + y  + (z -z ' )^  + z ' - z j
y-Jk(f^ +y'^ +(z-zŸ +z ) \ ________ Z- z
y/x  ^+y^ + (z —Z ÿ
-1
y/x  ^+ y  ^  + (z -  Z
,-A(V^+/+(z-z'f +z')^  _
dz
2 j [x ^ + y ^ + (z -z 'y ) %
|y/x^ + y  ^+ (z — z + z  — zj
-^jki J^.y-Hz-zŸ z^') -1 + j ^ | y / x ' + y ' + ( z - Z y j
___________ y/x  ^+y^ + ( z - z  ____________
|y/x^ +y^ + (z -z ' )^  + z  - z j
Using the chain mle
,_ i  c/w = « w —
6& <7z
where Î /= x ^ + y ^ + ( z - z ' j  and« =
|y/x^ +y^ + ( z -  z 'y  +z' - z j
+y^+(z-z' Ÿ +z ) \  _ _ z  — z
y/x  ^+y^ + (z  —z )"
-1
y/x^  +y^ +(z —z
^-jk(fJ+p7(7sf+z)^ _  
____________________^z
2 ( x ^ + y ^ + ( z - z ' f  )K
|y/x^ + y  +(z-z')^ + z ’- z j
y~Jk(f^ +y^ +(z-z Ÿ+z )
2 y / x ^ + / + ( z - z ' f  ^
r(x^ + y  + ( z - z ’)^) + l
y/x  ^+ y  ^+ ( z - z  )
{yjx  ^+ y  ^+ { z - z ' y  + z ' - z j
-jk{^x^ + / +(z-z' +z' ) ^ _________Z Z ________ 2
y/x^  +y^ + ( z - z
|y/x^ + y  + ( z - z ' y  +z' -  zj
y/x  ^+y^ +(z —z
-^jk^ xHy' +^{z-zf+z)  ^_  ^
Jz
2 ( x ^ + / + ( z - z ' f ) ^
Wx^ + y  + ( z - z ' y  + z' - zj
+y +(z-z’ +z' )  ^ 1 d .
2 y /x ^ + y + ( z - z 'y  Z^
7 ( z - z y + i
y/^^  +y^ + ( z - z  )'
|y/x^ + y  +(z-z')^ + z ' - z j
Using the chain rule
„ _ in II
dz dz
where w = ^ z - z ^  and « = 2
{ ]^x  ^+y^ + { z -  z ' f  + z' -  z j
y-Jk(yJj+y^+(z-z‘f  +z) \  _ _ Z — Z
J^x^  +y^ + (z — z  y
-1
y/x  ^+ y  ^+ { z - z Ÿ
,-jk(f^+y^Hz-z'Ÿ+z)  ^_  ^
dz
2{x^ + / + { z - z ' f f
(,]x^ +y^ + ( z - z ' f  +z'.-z j
^-jk(,p7/+(z57f+z)______ {z  z )_______d ^ r J \ ^ ^
________________  4 x ^ y / H ^ - z f d z ^  ^
______________y/-^  ^ + ( z ~ z  )^ ~______________
y^/x  ^+ y  + (Z -  z 'y  + z' -  Z j
y^/x^  + y  ^+ (z -  z'y + z' -  Z j
-^jk{fJ+y+{zCzf+z) \  ^_ Z — Z
y/x  ^+y^ + (z  —Z ÿ
-1
y/x  ^+y^ + ( z - z
,-jk(f'^+y^+iz-zf+z)  ^_  ^
____________________dz
2 ( x ^ + y ^ + (z -z ' )^ )^
y^/x  ^+ y  ^+ (z — z + z  —zj
^-jk{f^+y^+{z-z'Ÿ + z ')________(-^ ^  )
y/x  ^+ y  ^+ ( z - z  )
+1
y/^  ^ + ( z ~ z  )
|y/x^ +y^ + ( z - z ' y  +z' - z j
Upon some simplification and assuming all variables are positive
~ ^  ~ ^  ^  
R = ^ ( x f + ( y f + ( z - z ' f
APPENDIX B -  Screened room parameter extraction
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Figure 1 -  Im diameter loop in a screen room showing mode resistances
Figure 1 shows the mode resistances extracted using Wideband Q method. Measurements are 
made inside a screened room of approximately 64 m^  room with screened walls. The loop 
conductor loss as one can see obeys a squared frequency law; the environmental loss (screened 
room loss) also obeys a squared frequency but has a slightly lower value.
APPENDIX C - Vector Potentials in terms of 
spherical
Electromagnetic radiation, arising from the electromagnetic field, is solution of a wave equation. 
This wave equation can be derived starting from Maxwell's equations.
For a source free region, the Maxwell's equations can be written as (linear homogeneous medium)
- V x E  = -jcjjuH
(1)
V X FT = jcosE
Substituting the two above into each other, one obtains the complex vector wave equation
V>iVxE-k^E = 0 
Where k is the wave number, considering the differential identity
V x V x E  = VV-E-V^E
(2)
(3)
Equation (2) becomes
VV • E — W^ E — k^E = 0 
As the divergence of a curl is zero, one obtains from Eq (2)
V- E = 0
(4)
(5)
Thus
(6)
And similarly for the magnetic component
(7)
Equations 6 and 7 are known as the vector wave equations and of the same form as the scalar 
wave equation or Helmholtz equation
+ k y^/ = 0
Where y/ is the wave function 
Vector Potentials
Considering a region with impressed electric current sources, Maxwell equations are
—V xE = —jco/j,H
(8)
V xH  = jcosE + J
As the divergence of a curl is zero, the divergence o f (8(a)) leads to
V 77 = 0
(9)
And thus
H  = V x A
(10)
Where A is the magnetic vector potential, with (9) and (8(a))
V X (^  + JcojuA) = 0 
Since (12) is also curl free, we can define a scalar 0
E + jco/uA
So that
E + jcojuA = -V 0
(11)
(12)
(13)
If Eq. (10) gives the expression of H when there is only electric charges J (impressed 
or conduction charges), the expression o f E when there is only magnetic charges M is the 
dual
E = - V x F
(14)
where F is the electric vector potential. The electrical field given by Eq. (14) is the field 
Em resulting from magnetic charges. However, the total electrical field is given by the 
superposition of the fields due to electric and magnetic charges
Where Eg derived from equation (8(b))
Substituting (10) into (15) one obtains
This total field is obtained by adding (14) and (16)
E = —'VxF + —— (y  xV xA — J  ^ 2^7)
The total magnetic field id found in a similar way as thus we obtain
H = V xA + —— (V x V x F ’ —M)
Where M is a magnetic current
Magnetic and Electric Potentials in Terms of Spherical Waves
The aim is to build a radially directed spherical field. Using the spherical coordinates (Fig. 1) a 
general field can be constructed as a superposition of a field TM to r and another TE to r. The 
field is considered in a spherical space containing no source. Thus, the solutions for A and F must 
satisfy the homogeneous Helmholtz equation (7). The simple solution A = ju^ A^  and F = do
not satisfy Eq. (7) V^ A^  ^ but fortunately A = ju^ —  and F = ju^ —  do.
(v ^ + F ) A  = 0 (19)
( v " + F ) ^ = o
r
Considering equations 19(a) and 19(b) with 7
A = ry/  ^ F = ry/  ^
then considering equations (17) and (18)
E = -V  xry/^ + - ^ { y  xV xry/°^
F  = V xry/° + - ^ { y  xV xry/^^
Both E and H fields are now in the form of solutions to the wave equation.
(20)
(21)
Figure: 1
Appendix D - Least Mean Square Algorithm
The Least Mean Square (LMS) algorithm, is an algorithm which uses a method of steepest decent. 
The algorithm uses a an iterative method that makes a correction to the weight vector in the 
direction of the negative of the gradient, this will usually mean a minimum to the a square of the 
error. It is applicable to the use in MathCAD due to the algorithm being simple to program. We 
use the inbuilt LMS algorithm inside the MathCAD tool box to guess correctly output parameters 
for the curve fitting procedure in section 4.4
Simple linear curve fitting deals with functions that are linear in the parameters, even though they 
may be nonlinear in the variables. For example, a parabola y=a+b*x+c*x*x is a nonlinear 
function of x (because of the x-squared term), but fitting a parabola to a set of data is a relatively 
simple linear curve-fitting problem because the parameters enter into the formula as simple 
multipliers of terms that are added together. Another example of a linear curve-fitting problem is 
y= a+b*Log(x)+c/x; the terms involve nonlinear functions of the independent variable x, but the 
parameters enter into the formula in a simple, linear way.
For nonlinear least squares fitting to a number of unknown parameters, linear least squares fitting 
may be applied iteratively to a linearized form of the function until convergence is achieved. 
However, it is often also possible to linearize a nonlinear function at the outset and still use linear 
methods for determining fit parameters without resorting to iterative procedures. This approach 
does commonly violate the implicit assumption that the distribution of errors is normal, but often 
still gives acceptable results using normal equations, a pseudo inverse, etc. Depending on the type 
of fit and initial parameters chosen, the nonlinear fit may have good or poor convergence 
properties. If uncertainties (in the most general case, error ellipses) are given for the points, points 
can be weighted differently in order to give the high-quality points more weight.
Vertical least squares fitting proceeds by finding the sum of the squares of the vertical deviations 
7?^  of a set of  ^data points
The condition that to be a minimum is that
These leads to
da,
=  0
So
/ = ! , . . .«  for a linear fit 
f{a,b) = a + bx
R^{a,b) = ^ [ ^ y , - { a  + bx^)\
/=!
dR^
da /=1
dR^
66 Z=1
na + bŸ^x, = Ÿ ,y ,
J=1 i=\
In matrix form
aYj^i + b Ÿ^xf = Ÿ^x,y,
ï=l M z=l
« Ew^ i a ■ E '
_Em^. EM< 6
SO
a » E"=i /^
-1
" E L )', '
6 _ E : , x ,  E : - . x f _ E h ix ,? ,_
The matrix inverse is then
So
" Z  W 4 7 ; -E " -1  ^.E"-1 >'(
a 1 'ELy,ELT-EL4 EL4 );,'
6 "»ELT-(ELx,y "El X, y, - E L X,' E L )'/
a =
—2
J  ^  » E L ^ , ) ' , E L ^ ' - E w 4 E M ) ' , '
” X M x f - ( E " = . ^ , f
E " . i x f - « x ^
This can be written in a form
;=1
= E T
"“2.- n x
/=i y
v = E ( > ' / - ) ' )=1
'  n
E T
\  z=i y
“ « ' = Ê ( X i - x ) ( j ' i - 9 ' )  
=1
Ê 4 7 ,
V i=i y
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APPENDIX E -  3dB bandwidth of a tuned 
circuit
A resonant circuit, also called a tuned circuit consists of an inductor and a capacitor together 
with a voltage or current source. It is one of the most important circuits used in electronics
A network is in resonance when the voltage and current at the network input terminals are in 
phase and the input impedance of the network is purely resistive.
Figure 1: Parallel Resouauce Circuit
Consider the Parallel RLC circuit of figure 1. The steady-state admittance offered by the circuit 
is:
= +
Resonance occurs when the voltage and current at the input terminals are in phase. This 
corresponds to a purely real admittance, so that the necessary condition is given by
(x)C   =  0(i)L
The resonant condition may be achieved by adjusting L, C, or co. Keeping L and C constant, 
the resonant jfrequency co is given by:
(jûQ =  1 /V lc
Frequency Response: It is a plot of the magnitude of output Voltage of a resonance circuit as 
function of frequency. The response of course starts at zero, reaches a maximum value in the 
vicinity of the natural resonant frequency, and then drops again to zero as co becomes infinite. 
The frequency response is shown in figure 2.
The two additional frequencies col and co2 are also indicated which are called half-power
frequencies. These frequencies locate those points on the curve at which the voltage response is 
I/V2  or 0.707 times the maximum value. They are used to measure the band-width of the 
response curve. This is called the half-power bandwidth of the resonant circuit
max
m1 COO m 2
Figure 2: Frequency Response of Parallel Resonant C ii cuit
CO
APPENDIX F - Measurements of the Radiation and 
Loss Resistances of Small HF Multi-turn Multi­
resonant Tuned Loops
The purpose of this seetion is to compare the radiation resistances and measured “intrinsic” 
efficiencies of single turn loops with those of multi-turn loops of similar sizes. We also observe 
that dipole radiation mode is much reduced for the multi turn loop, typically to the point of 
insignificance, particularly when the loop is well balanced [33].
Three turn unbalanced loop in anechoic chamber - Example 1
A three turn loop was placed in the aneehoie chamber and was configured into an unbalanced 
mode of operation (feed-point next to one side of tuning capacitor). The measurements were 
taken using the Q-bandwidth technique over the frequency range 1.5 MHz to lOMHz. Figure 1 
shows the practical results (blue) compared to the simulated (red). Good agreement can be seen. 
The ‘fitting’ parameters are given in table 1 and efficiencies and errors presented in table 2. 
Unbalance of a loop generates RF currents on the outside of a coaxial feeder (or into the 
common mode of a balanced feeder). The radiation caused has a substantial effect on the 
measured Q values as might be expected. Uncontrolled unbalanced feeder resonances reduce the 
accuracy of our method, giving experimental errors, typically no more than about 10%.
In each of the figures the red line denotes the simulated result using MathCAD and the blue 
markers are the measured results.
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Figure 1 -  Three Turn Loop Antenna Q -  unbalanced mode
Three turn balanced loop in anechoic chamber -  Example 2
The same 3 turn loop was then configured in a balanced mode and the measurement performed 
once again over the frequency range 1.5MHz -  4.5MHz (Figure 2) See tables 1 and 2 for 
matching parameters, and for efficiency and errors.
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Figure 2 -  Three Turn Loop Antenna Q -  balanced mode
Three turn balanced loop in open space -  Example 3
The 3 turn loop was placed in an expansive open space on the University of Surrey campus. The 
weather at the time is described as sunny and the ground was dry. Table 1 shows the parameters 
required to ‘fif the model with the results presented in Fig 3, and Table 2 shows the efficiency 
and errors for this experiment. Note that the Q is lower because of the radiation that is 
occurring. On the other hand there are ground losses but these are lower than the wall losses of 
the anechoic chamber.
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Figure 3 -  Three Turn in outdoor environment
Two turns of three-turn balanced loop in an anechoic chamber -  Example 4
The same 3 turn loop antenna is now configured so that the tuning capacitor resides over 2 turns 
rather than 3 Fig (4) and the spare turn is shorted out. The measurements are conducted in the 
anechoic chamber and are taken over the frequency range 3MHz to 8MHz.
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Figure 4 - 2  turns out of 3 Loop antenna
We can compare this example with example 1, Note that the Q (at 4MHz) has been reduced to 
about one third but the estimated radiation effieieney is a bit better at low frequencies and a bit
better at high frequencies.
Two turns of a three turn balanced loop in an open space -  Example 5
The loop antenna is placed in the same outdoor position as in Figure (3) and the results shows in 
Fig (5) Table (1) and Table (2) shows efficiencies and the matching parameters for the 3MHz to 
8MHz range for this particular antenna.
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Figure 5 - 2  turn out of 3 in outdoor environment
Our novel ‘Wideband-Q’ method [30] extracts practically all the ‘information’ that exists in a set 
of measurements made over a wide band of frequencies to be able to separate the various loss 
and radiation resistances. We can compare our method with two previous attempts at estimating 
efficiency from Q measurement [23,32]
The ‘Q factor’ method as presented in [32] suffers from three inaccuracies. The first is the 
incorrect assumption that the 3dB bandwidth point occurs when the reflection coefficient is |p| = 
0.5 and the SWR is 5.83. As shown above the correct values are |p| = 1/V5 and SWR = 2.62. 
The losses predicted in the paper are therefore nearly a factor 2 too high.
The second wrong assumption is that the traditional loop radiation mode is the only one that 
applies and this is can be represented by the traditional radiation resistance formula. The third 
area of inaccuracy, correctly noted, is that in a (vehicular) environment what constitutes the Chu 
sphere containing the antenna is uncertain.
As can be seen from the above results, our method is thus a very significant improvement over
the Wheeler Cap method. For example we find that the loop resistivity of the Cap wall material 
is always added to the loop resistivity. This is not as reported by Smith [23]; he only includes 
very near field losses in his (complicated) analysis. Thus Wheeler Cap measurements are always 
too low (unless super-conducting walls are used!).
m ple D |oop D tube k e k t kc u kdip Q ii
1 Im 8mm 0.2 6.3 5 1000
2 Im 8mm 1 0.8 2 640
3 Im 8mm 0.01 1 0.48 3.5 846
4 Im 8mm 0.4 1 0.5 10 390
5 Im 8mm 1 0.96 10 288
Table 1 -  Matching Parameters for the Mathcad Loop Simulation
Dioop represents the diameter of the loop antenna.
Dtube represents the diameter of the conductor used to construct the loop. 
kç represents the coefficient of the environmental loss measured, 
kt represents the coefficient of the traditional loop mode measured, 
kc represents the coefficient of the coupled ground mode measured, 
fg represents the coefficient of the cut-off frequency of the ground mode measured, 
kdip represents the coefficient of the dipole mode.
Q i i  represents the intrinsic Q  value of the antenna.
Exam ple A verage Error Efficiency Efficiency @
@  lowest frequency highest frequency
7% 79% 99%
23% 80% 81%
1.7% 85% 85%
23% 90% 92%
1.4% 92% 93%
Table 2 -  Efficiencies and Error
Appendix G - Rho-Q Method
Principle of the Proposed Method and the Spread sheet
A simple Q measurement is made at each frequency of interest. The Q bandwidth is the 
difference between the two 3dB frequencies where the antenna SWR is degraded from 1:1 to 
2.62:1. A simple battery operated ‘antenna analyser’ such as the MFJ 259 or 269 can measure Q 
to better than one or two percent. A spread sheet has devised for rapid computation of the results 
is initially set up with loop dimensions and conductor conductivity. The 3dB frequencies are 
inserted directly into the spread sheet, which then calculates the efficiency and a number of 
useful loop design parameters. Each Q measurement typically takes about two minutes, about 
five to ten times faster than the heat balance method.
Fig. 1 shows a 1 metre diameter tuned loop of 10mm copper plumbing tube. A switchable pair of 
‘twisted gamma matches’, one short and one long, can be seen on each side of the loop. 
Crocodile clips facilitate adjustment to 1:1 SWR initially. The loop was measured for both 
gamma matches at 12 frequencies from 2 to 14MHz as shown in the spread sheet Fig. 2. The 
spread sheet formulas are as follows.
4
‘
Figure 8 - 1  metre Loop with 10mm diameter copper tubing
The efficiency of any antenna can be defined in terms of the loss resistance Rioss and the total 
radiation plus loss resistance Rtot, both referred to or measured at the same point.
or a small tuned loop the total resistance Rtot (in series in the tuned circuit) can be found from the 
loop reactance XI and the measured loop Q as:
Xj  ^ — 2nfoL
(1)
(2)
The loop Q is obtained from the upper and lower 3dB frequencies, f^  and f^  as
(3)
The centre frequency at which the loop antenna SWR has been adjusted to 1:1 is taken to be the 
mean frequency
/ o = ^  (4)
The capacitor value for frequency fo in MHz is then
The loop inductance L is either measured or calculated fi*om the loop circumference Cir and 
tube diameter d in metres. An empirical formula for the inductance has been found which is 
more accurate for one or two turn loops than the traditional coil formulas. It is
mx 0.52-Czr 
~d^^  /0.13 ( 6 )
For multi-turn loops [2] the number of turns is m. For the inductance value the assumption is that 
the turns are not coupled. If the turns are coupled in phase or anti-phase or at an angle, it is best 
to use a measured value of inductance in the spread sheet. For two equal sized turns at right 
angles and in series m is 2. For the turns in parallel the appropriate m value is Yi. Note that m is 
also used in the loss resistance calculation.
The skin effect formula applied to the loop conductor surface gives the loop loss resistance as 
Kss = 2 - m x ^ { 0 A x f ^ x p ) x C i r / d (7)
The DC conductivity of (phosphorous de-oxygenated) plumbing copper is 85% (±3%) of the 
conductivity of pure copper. (Note that typical aluminium alloy tube is about 2.5 times greater 
resistivity than plumbing copper.) The plumbing copper DC resistivity is therefore taken to be
The total radiation resistance Rrad is found as the difference
^ad ~ t^ot l^oss
The measured efficiency is then
'7 = ^  = 1 - ^  (10)
^ot t^ot
For a required input power W it is useful to know the capacitor voltage Vcap and loop current
Iloop-
The last six columns in the spread sheet are three classical predictions of radiation resistance 
with resulting efficiency predictions. Here the assumed loss resistance is the difference between
the measured total resistance Rtot and the predicted radiation resistance Rrad- For frequencies in 
MHz the efficiencies are as follows:
The ‘folded dipole mode’ [4] efficiency for an assumed half dipole length of z is
(12)
rj{dipole) = 100%
 ^ t^otal I  ^ Dipole
r f-._Zo_ 
y 300y
The ‘Kraus (traditional) loop mode’ [5] efficiency for an assumed half loop radius r is
rj{Kraus) =
100%
^total I ^Kraus
(13)
=  m " x 4 x 8 0 0 - ( z T o
Dipole 300
The efficiency from the Chu-Wheeler Criterion [1] for (sphere) radius a is
rj(Chu) = 100%
 ^"F ^ o t a l  * Q ch u  '
(14)
2a» = 7 7 ^  = (150 • /„ • « /
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Figure 9 - Rho Q spread sheet for computing small loop antenna efficiency
Appendix H - Input Impedance of a Folded 
Dipole
The input impedance of a folded dipole is defined by the ratio of the voltage to current at the feed
V
‘Folded — I
The current in the folded dipole can be decomposed into two distinct modes; an antenna mode and 
a transmission line mode
▲ i i ▲
It IA
2
1r
h
v ^ Q Q  f
2 -  1 r  2+
r O Q  r
2 - 1 1  2 -
Transmission Line Mode Antenna Mode
The total current is the superposition of the transmission line mode and the antenna 
mode
T _  T , 4^
natal -  ■'T +  T
therefore the input impedance is given by:
V
folded ~  j
Y_
I t  = 4 -
Zt is the input impedance of a two wire shorted line
VZd is the i put imp dance of a dipole of length L 
The folded dipole impedance can then be shown to be
V
2Zj 4Zjt)
When the length of a folded dipole is half a wavelength we have
2^7tA>/ ln A \  n
Zt = jZo tan - j  = JZq tan -  = 00
The input impedance of a folded dipole is then
" Zr + 2Zo “  ^
Zt
Appendix I - Radiation resistance of an 
electrically small finite dipole antenna
The method below illustrates how one can calculate the radiation resistance of a small finite 
dipole antenna
Calculation of the electric near field of a small dipole antenna
The first step is for the calculation of the very near electric field, this is because the assumptions 
made at the far field cannot be used when calculation the self-impedance. As the self-impedance 
consists of both a real and imaginary part. With the aid of Fig(l) and Equ (1) the electric field for 
a small dipole is as given
( 1)
Since the magnetic field is not a function of (j) because of the dipole symmetry we can choose 
the angle to be = ~
X
-►y
Figure 1 -  Finite Dipole geometry
x = pcos(^) = 0 
y  = ps\n{(j)) = p
A - A
dp dy
R = %l(x-xf + ( y - y  f +  ( z - z ' f  
= sl(xŸ + {yŸ + ( z - z y  = ^p^ + ( z - z y
(2)
Using the equations (1),(2) and with the aid of Fig(l) the expression for the magnetic field is
ATtdy Î k{ -  + z )
,-JkR
R
-dz + Jsin
R
-dz (3)
Using Euler’s relation that
sin M - + Z)
jkd+z) -jkd+z)
,  2 - e  2
2J
(4)
reduces (3) the magnetic field to
H . = -
SttJ
+e
+e
R
-^jk(R+z) '
dz —e
dz —e
f A
y 8 y
^-jk(R+z )
~~R
—jk{R-z )
dz
R
dz
(5)
The third term in equation(5) can be expressed as
1 d -Jk(R+z ) _^ -jk (R + z)
U y
dz (6)
The two terms in equation (6) can also expanded to
-jk{R+z
R
(7)
The third term in equation (5) can now be expressed as
-jk{R+z) / ie dz = f
R J0
- A
^-jk(R+z ) ^-jk(R+z )
dz (8)
This integral cannot be solved analytically as it stands, however the integral is of the form where 
we can apply Leibniz rule
\ s y
-MR+^  )
R
dz =e
/2 -Jk(R+z )
R
dz (9)
It now proves expedient to transform the variable of integration by introducing the substitution
p  = p ( z ^  = R + z  - z
= i?(z ) =
i?(0) = r
p {0 )  = r - z  (10)
R f O
. 2 , =^i
= R,-\ z
Using the above substitutions
A”'A8_ f
8y Jo)
-jk{p+z) p\t
»  .1»)
(11)
By Leibniz' Rule:
p\^
^  p(«)
-jkip+z)
P
P\t
8y Jo)
■,-Mp )
dp (12)
o-Jk (/’ (o))
^(0) \8y^
p{o)
- A A -
= e
^ g-yt(r-z) ^
R^  + j / - z R i  r - z  r
^  g-A(r) ^
R^+Vry-zRi r - z  r
= e
'2
- j iJ r + z
R-\- z — z
z =0
(13)
To prove in fact the above is the solution and the integrand is a perfect differential
d_
dz
e A
R-\- z — z
-M R+z dR-  ^ d[R + z - z Y  d[R + z )
 ;------1--------------   jk  —7------ ;-----r
R + z - z  R r [R-¥z - z )
(14)
Each term of (14) is now differentiated and can be written as
-1dR 
(i? + z' -  z)
z - z
R \R  + z - z )
d {R + z — z) 
~R
{R + z -  z)~^d{R + z -  z) 
R
1
(15)
-jk
d  (jR + z ) 
R{R + z' -  z) = -Jk
Adding (15) reduces (14) to
-Jk{R+z )
R(R + z - z )
jke -jk{R+z ) ^-jk{R+z )
R^ Rf
(16)
Which is an exact differential, so the integral can be expressed as
iS y
-jk^R+z )
R
dz - é
= ye
^ - jÜ R +z\ ^e  ^ '
R + z - z
V y
g jk(Ri+j4) -^jkr
(17)
Looking at the Figure (1-1) for ^ = ^
R i= J x ^ + y '^ + (z -W  =. y ^ + ( z - W
r=yjx^ + y + z ^  +z^
(18)
Because
 Z
v2 y
-z^ = y^
(19)
(17) can now be placed into the form of
-jkiR+z )
R
dz =• 1 -
R
\
\  ■ n y
(20)
In a similar manner, the other terms of (20) can be written as
- J K R - z  )
R
dz — '
y
-^MR2 + 'A)_\ i_L\e-Jkr (21)
f i .
. e A y / { ±
-jk (R + z  )
R
-JKR-z )
■rA^ y^ )
dz =•
R
y
y_+^
V ^2 y
1 + — I 1 H—
r j
,-jkr
dz =•
y Lv y r j
,-Jkr
(22)
where
R2~^\x^+y^+\z + - \  - +
2 1 y /V
2 /z  +  —
V 2 y
(28)
Using the above reduces (5) to
Æ = — ^ '
4yryy
- 2 c o s |  y j~jkr (29)
E = — V x H  = 
jcos dz
+ a^
To find the electric field we can apply the following operator
Which reduces in the y plane (x=0) to
(31)
h  1£  = — —
jœs dz I AttJ y
-  2 cos U J
4;ryL 2 R
2z cos
. 2 ,
^ = .  1 4
7û ^  y  ^  I Anj
R
fJkk +e~jkR2 _2cos|  —
= -J;VhAtt R,
- 2  COS kl 
2
-jkr
(32)
'^self ~  ^ s e lf  +  J s e l f  
0
= j —  f sin 
4;r J
X
R
-112  
+
k \ U z ' ^ dz
+//2 
+ j sin
0
--------2 COS
A  1 2 ;
/ .
 Z
2
dz
R, R,
2 COS
. 2 , r
dz
(33)
Which can be separated into the real and imaginary
s^elf r^ad 
; 1>f.\r k \ - ^ z
sin(M |) ^sin(^Æ) «— —^ ^ - 2 c o s (kV
]sin(A:r)
R A u . J r
dz
t  •+ J sin
0
- z
s,m{kR,)  ^ sin(M ,)
R R
fkl] sin(A:r)U J r dz
(34)
self -
i A -  I sinAn -111
(I  '11k -  + z
U  J.
cos(A:Rj) ^ cos(/:R2 )
t+ J Sin
0
k \ L - z "
2 yJ
cos(A:i?j) cos(Â:i?2 )
-2 cos| — 
2y
kl
kl\:os(kr)
dz
R
-2cos | —
2 y
cos {kr)
dz
(35)
Equations (34), (35) are respectively the resistance and the reactance referred to the maximum 
current.
In evaluating equations (34)-(35) it can be assumed that the radius of the wire is small compared 
to the length of the wire as it has little effect on the answer. The following can then be 
approximated as
r = z
Rj =  Z
' 2
R2= — + Z 
' 2
Substituting (36) into (34 and carrying out the integrations as follows
(36)
s^elf r^ad
; rj k \ - y z
sin I k \ l~ - z
y y
/
T  •+ J sin
0
sin k
- z
n  y z
\ 2  y
I y z
v2 y
I ' 1 2
/ , —  z 
2
+ •
— + z 
2
y
dz'
y y
1 . — + z
2
_2cosl f p P - dz
(37)
The integration can be simplified by applying the following to equation (37)
sin(A) • sin(B) = ^  cos(A cos{A + B) (38)
For the first part of the integral it reduces to
k
sin k \ U z -
sin
V
1 - —  z
2
/ . —  z 
2
[cos(2fe)-cos(A:/)]
2 z - l
(39)
The second part of the integral reduces to
sin
sin I k \ ^  + z
1 “  —+ z
2
—[cos(/ + 2z) — ij 
2z + l
(40)
Equation(39) can now be integrated as follows
r [cos(2Az)-cos(^/)] _ _ J cos(^/) r cos(2Az)
7/2 2Z - 1  _y^  1- 2Z _/y / -
— cos(^/) • ln(/ -  2z)
2z
0 0j* cos(2Az)
(41)
Introducing a substitution
= 1 -  2z
J du dz = —
1 1;z = —u — / 
2 2
Inserting and then expanding the cos term
1 cos(Â:/) • ln(/ -  2z) +  1- du
—cos(A:/)-ln(/-2z)
—cos(Â:/)-ln(/-2z)
r i  1
i / l  +  s i n f
'1  ^
c o s —u •COS —u
U  j U  j  I. 2  j
sini - /
du
+ ■jC/(w)-cos(/) + »S'/(w)-sin(/)
(42)
And replacing the substitution back in the above gives
—cos(Â:/)-ln(/-2z) + —Ci(^ l — 2z  ^• cos^/j + — ~ 2z  ^• sin(/) (43)
Upon Integrating equation 40 reduces to
'j^-[cos(/ + 2z ) - l ]  4  cos(/ + 2z) 4  1
I 2z + / I l + 2z I I+ 2z
■y- [ - C / ( /  + 2z)]^  ^- [ ln ( /  + 2z)]^'
(44)
The third part of the integral is rather more complicated
= J sin
-111
Æ I -  +  Z - 2 C 0 S I
sin(A:z') 
— ^—-sin —+ z 
v2
dz
dz
(45)
Expanding the term inside the Integral yields
2 cos fli sin — •cos(Az) + cos — • sin(Az)V 2 y / <2 J V 2 ^ sin f—  \dz
2 c o s l^ '  
2 y
= 2 cos
•y j j  sin j  cos(Az) + cos j  j  sin|^—j  •sin(fe)
~2  ~2
. f  A:/^  f 1 sin2(Az) f  ^ 0  f sin (^Az)r zi/c i /c/ r
s m i - i j - — — +  COS -  J
2)^i_2 z
~2
(46)
Integrating the first integral becomes
2cos| Y
2;-;/ z
2
(47)
Applying a trigonometric angle identity and integrating the second integral.
= 2 cos kl
2
o I kl = 2cos| — sin kl\  1 -Ci(2kz)
y~
Combining all the integrations together gives
—cos(A:/)-ln(/-2z) +
-K
—Ci(^ l — 2zJ • cos(/^ + —Si(l — 2zJ • sin(/)
+ [ - a ( /  + 2z)]_^ - [ ln ( /  + 2z)]_^ +2cos|^Yj sin|^Yj--[6'/(2Az)]Y +
lY
yy-
(48)
(49)
After numerous algebraic manipulations the equations becomes
R, = -  q  (kl) + |sin(A :/)|[5, (2 « )  -  2S, (A/)] + |c o s ( i / )  I n f y l  + C, (2kl) -  2C, {U)
Applying similar integration techniques to (35) yields
25, {kl) + cos (/c/) [25, {kl) -  5, {2kl)'\
A  =
4;r -sin(Â:/) 2C,{kl)-C,{2kl)-C,
Appendix J - Radiation resistance of a loop 
antenna using line integral method
The integral presented below is the calculation of the loop radiation resistance using the new line 
integral potential method.
V = J  cos^ ( 2  ^ ^ 1 -  Y -  In ^2ka cos d0
On first inspection this looks like an incredible hard integral to integrate. The integral; is split into 
three separate parts, some parts of the integral are trivial i.e.
«2TIka^ J cos^ 0  ^d0 = nka^
and
ka^ yd0 = —nyka^
However the remaining integral is not trivial and is rather lengthy
<2Tt
ka  ^j  cos  ^ 0  ^|ln ^2ka cos 0^^j d0
(1)
Converting the cosine squared term using half angle formula (1) becomes
’2^1 + cos(0)ka^/[ i± |^ [ l„ (2 k a c o sg e ) ) ]d e
(2)
ka" /„ ^  h  (Zka G e))] + 1  [in (Zka cos g  e))]
(3)
First we attempt the second integral sum, for convenience we will ignore the integral limits for
now
ka  ^J  ln^2ka cos^^0^^d0
(4)
Converting the cosine into exponentials we have
ka^ / l n ( 2 k a ( r “ + j ^ ) d0
(5)
Making a substitution
,0 ,  ^ d# I
z = e 0 = —iln(z) —  = —
dz z
(6)
k a ^ | l n ( 2 k a ( l z  + ^ ) ) - j d z
(7)
Now using integration by parts on equation (7)
u v — j V du
/I  1 \  2
u = \ n 2 k a \ - z  + —  ] du = j
1 1
2 2zZ
(8)
dv = - -  V = —i ln(z)
1 1
-In  2ka i ln(z) ~ j  ln(z) j — dz
(9)
Now using integration by parts on equation (9)
u v - f V du
u = —i ln(z) du = - -
(10)
1 1
dv =  J — V  =  -  ln (z )  +  l n ( l  +  z^) 
-i  In (z) ( -  ln (z )  +  l n ( l  +  z ^ ))  -  f  ( — ln (z )  +  l n ( l  +  z ^ ))  — ^  d z
1 r i- i  ln (z )  ( -  ln (z )  +  l n ( l  +  z^ ))  -  ln{z^) + I ( ln ( l  +  z^ ))  —  dz
2 J z
Introducing yet another integration by parts to equation (10)
u v - f V d u
u = ln{l  + z^) du = 2
d v =  —  
z
1+Z2  
V = - i  ln(z)
(11)
Zn(l + z^) -  i ln(z) ~ j  ln(z) 2 —+ z' dz (12)
Using some manipulation and applying a partial fraction expansion of the integral in (12)
I - i  ln(z) 2  ^^ ^ 2  dz (13)
r In(iz) , r . In (-iz) _ f [• In (-i) _ ln(i)
J J iz).
Using M. Abramowitz and I. A.Stegun [37] the above integrals reduce to
= dilog(iz) + i d i log { ( - i ) z )  + in atan(z)
Combining all the results from the integrals and replacing the substitution z = and imposing 
the limits of the original integral we have
—In 2ka
-  i ln(z) -  i ln(z) ( -  ln(z) + ln (l + z^))-Zn(z^) + dilog (iz) 
+ i d ilog((-i )z )  + in atan(z)
= ka^ ^27rln(2) + 2n\n(k) + 27rln(a) ~  2
We shall now look at the first part of the integral, on inspection this looks more complicated than 
the previous one , in fact it is similar.
£ £ ^ [ ,„ (2 k a c o s ( le )) ] de
u v — J V du
u = In ^2ka cos 0^^
dv =
cos(6)
du = —■
1 s i nK h )
COS (2 )^
V = - S i n ( d )
(14)
. n( /I \\1 n  i s in ( - jd )
I2ka c o s ( - 0 ) ) - s m ( 6 l ) -  - s i n ( 9 ) - -----
 ^ ; 4 ^cos(^G)
j  -s in (6)  tan (^9^ dd
d9
9 1
s = -  ds = - d 9
Using the substitution from above
Simplify
Substitute back s = -
- j  sin(2s) tan(s) ds
i  J  2 siv}(s) ds
= | - ^ s i n ( 2 s )
6 sin(x)
4 4 ~
Using the limits imposed by the integral in (14) the above reduces to ka^
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