The two-phase theory for compaction and damage proposed by Bercovici et al. (2001a) employs a nonequilibrium relation between interfacial surface energy, pressure, and viscous deformation, thereby providing a model for damage (void generation and microcracking) and a continuum description of weakening, failure, and shear localization. Here we examine further variations of the model which consider 1) how interfacial surface energy, when averaged over the mixture, appears to be partitioned between phases; 2) how variability in deformationalwork partitioning greatly facilitates localization; and 3) how damage and localization are manifested in heat output and bulk energy exchange. Microphysical considerations of molecular bonding and activation energy suggest that the apparent partitioning of surface energy between phases goes as the viscosity of the phases. When such partitioning is used in the two-phase theory, it captures the melt-compaction theory of McKenzie (1984) exactly, as well as the voiddamage theory proposed in a companion paper (Ricard and Bercovici 2002) . Calculations of one-dimensional shear localization with this variation of the theory still show at least three possible regimes of damage and localization: at low stress is weak localization with diffuse slowly evolving shear bands; at higher stress exists strong localization with narrow rapidly growing bands; and at yet higher shear stress it is possible for the system to undergo broadly distributed damage and no localization. However, the intensity of localization is strongly controlled by the variability of the deformational-work partitioning with dilation rate, represented by the parameter
, extreme localization is allowed, with sharp profiles in porosity (weak zones), nearly discontinuous separation velocities and effectively singular dilation rates. Finally, the bulk heat output is examined for the one-dimensional system to discern how much deformational work is effectively stored as surface energy. In the high-stress, distributed-damage cases, heat output is reduced as more interfacial surface energy is created. Yet, in either the weak or strong localizing cases, the system always releases surface energy, regardless of the presence of damage or not, and thus slightly more heat is in fact released than energy is input through external work. Moreover, increased levels of damage (represented by the maximum work-partitioning
INTRODUCTION
Because of its high viscosity and creeping motion over geological time scales, the lithosphere-mantle system is considered highly dissipative. Thus, models of mantle convection generally assume that convective work, or the release of gravitational potential energy, is completely dissipated as viscous or frictional heating. However, materials science has provided evidence since early in the 20th century (if not earlier) that not all deformational work is dissipated as heat, that some such work is effectively stored as internal energy associated with defects, microcracks and dislocations in the material. In the 1920's and 1930's, G.I. Taylor performed experiments on torsional deformation of metals and found that a fraction of deformational work (termed "cold work") was stored as internal energy that later, upon heating and annealing, was released as latent heat (Farren and Taylor 1925; Taylor and Quinney 1934) . Few similar analyses have been performed in the last 20 years, for example the experimental work of A. Chrysochoos on thermometric measurements of deformed materials Chrysochoos et al. , 1996 .
The partitioning of deformational work between dissipation and stored energy is now a common assumption in studies of dilatant plasticity, damage and shear localization in metals and industrial materials (e.g., ceramics) (Lemonds and Needleman 1986; Povirk et al. 1994; Mathur et al. 1996; Hansen and Schreyer 1992; Lemaitre 1992) as well as in fault dynamics (Lyakhovsky et al. 1997) and continental collision zones (Regenauer-Lieb 1999) . Partitioning of work between heat, stored energy and seismic radiation is also an important fundamental problem in the physics of earthquake and is referred to as seismic efficiency (Mora and Place 1998) .
In a similar fashion, the viscous two-phase damage theory previously proposed by us (Bercovici et al. 2001a; Ricard et al. 2001; Bercovici et al. 2001b ) to treat lithospheric strain localization and plate boundary formation, has as its core assumption that a fraction of the deformational work is stored as energy on microcrack surfaces, which is represented as interfacial surface energy. Three aspects of energy partitioning and stored energy are thus further explored in this paper.
First, in the two-phase damage theory, the stored energy is manifest as surface energy on the interface between the two phases, which themselves represent the host material (rock) and void-filling material (fluid such as water). However, as with most two-phase or mixture theories, neither the location of phase elements (pores of void fluid and grains of host matrix) nor the interface between phases is delineated. With mathematical averaging, the phases and interface are treated as continuous entities, existing at all points in the domain but in various concentrations. The fluid is represented as existing at all points with a volumetric concentration of ¡ , otherwise known as the porosity; the host matrix exists with volumetric concentration ¢ ¤ £ ¥ ¡ ; and the interface exists with areal concentration (i.e., interfacial surface area per unit volume) ¦ (Drew and Segel 1971; Ni and Beckerman 1991; Bercovici et al. 2001a) . The interfacial surface tension force imparted to each phase is likewise mathematically distributed over the domain and thereby treated as an effective body force acting internally through the mixture volume and on each phase. The surface energy is similarly distributed mathematically and thus assumed to be carried volumetrically like an internal energy by each phase. How the surface tension and energy are assumed to be effectively distributed between phases raises a separate partitioning assumption, i.e., how surface energy/tension is partitioned between phases. Bercovici et al. (2001a) assumed that surface energy is, in effect, equipartitioned between the phases. However, in this paper, we consider the microphysical relation between surface energy and material properties of phases such as molecular bond strength and viscosity. From these considerations we propose a possibly more realistic surface-energy partitioning assumption which also improves the self-consistency of the theory and allows for an exact correspondence with the two-phase meltdynamics theory of McKenzie (1984) and Spiegelman (1993a,b,c) .
With this variation of our two-phase damage theory, we reexamine some fundamental one-dimensional shear-localization cases and investigate the various aspects of deformational work partitioning. The work partitioning fraction was shown by Bercovici et al. (2001b) to vary with at least dilation rate, the variability represented by the parameter # refer to fluid and matrix phases, respectively. All dependent variables are not, in fact, true microscopic quantities but are averaged over the fluid or matrix space within small but not necessarily infinitesimal control volumes. Moreover, all equations are invariant to a permutation of subscripts and ¡ is fluid volume fraction, or porosity; this symmetry property is called "material invariance" (see Bercovici et al. (2001a) for further discussion).
Mass conservation
The conservation of mass equations are fairly standard in two-phase theories and remain unchanged here. There are two equations involving transport of the fluid and matrix phases:
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and and
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are the fluid and matrix velocities. Equations (1) and (2) can be added to yield a continuity equation
where the average and difference of any quantity
respectively.
Momentum conservation
The momentum or force balance equations involve surface tension forces and are thus the first set of equations to be varied, so we will present their derivation more thoroughly. As shown in Bercovici et al. (2001a) , the force balance on the fluid phase, averaged over the fluid volume, leads to 
and q Q , respectively, in the mixture force-balance equations (5) and (6) lead to an effective porosity-dependent viscosity; e.g., in the limit of an inviscid fluid phase, the effective viscosity of the two-phase medium in simple shear is Ricard et al. 2001 ). The total force acting on the entire mixture is given by
where barred quantities are averaged according to (4), is surface tension and
is the porosity-dependent interfacial area per unit volume in which ¢ I £ 5 outside the 1 operators in (11) and (12) since we assume the the averaged surface tension forces acting on each phase are parallel to each other, since the true force acts on their common interface.)
As in Bercovici et al. (2001a) , the simplest form of 3 is given by
where 8 is the interfacial drag coefficient (in the limit of
represents a common interfacial pressure, and C is some unknown weighting function. To estimate C we substitute (11)-(13) into (5) and (6), and take the limit of no motion (see Bercovici et al. (2001a) 
(where
) which can both only be true if
; this choice is further verified by the fact that both (14) and (15), along with (9), become the Laplace static equilibrium surface tension condition
as should be expected. The general momentum equations for each phase (5) and (6) then become
Energy conservation and damage
Following the development of Bercovici et al. (2001a) , the energy equation is separated into two coupled equations representing (1) the evolution of thermal (entropy-related) energy, and (2) the rate of work done on the interface by pressure, surface tension, and viscous deformational work. The interfacial surface energy and the work done by surface tension on the mixture is assumed to be partitioned by the same fraction
5
as the surface tension force in the previous section. With these assumptions we arrive at (see Bercovici et al. (2001a) for a detailed derivation with the case of
where P is the temperature (assumed the same in both phases), £ 7 ) U q 0 2 ) P is the interfacial entropy per unit area (Desjonquères and Spanjaard 1993; Bailyn 1994; Bercovici et al. 2001a) ,
is the effective velocity of the interface, X is an intrinsic heat source,`is an energy flux vector (accounting for heat diffusion and possibly energy dispersion (Bercovici et al. 2001a) ), and
(where c v r
) is the viscous deformational work, a fraction of which is partitioned into stored work (in this model stored as interface surface energy) while the remaining part goes toward dissipative heating (Taylor and Quinney 1934; ; see Bercovici et al. (2001a) for further discussion of the partitioning fraction . The quantity b must be positive, has units of viscosity, and the term associated with it represents irreversible viscous work done on pores and grains by the pressure difference c ¤ i during compaction or dilation (Bercovici et al. 2001a; Ricard et al. 2001) . Simple micromechanical models suggest that
where is a dimensionless factor accounting for pore or grain geometry and is typically ¢ D ¢! (Bercovici et al. 2001a ); see also Sumita et al. (1996) .
The average heat capacity per volume of the mixture is s H 8 
in which
The one significantly new effect relative to what was proposed by Bercovici et al. (2001a) is the third term on the left side of (19), i.e., U 0) P fixed, the apparent increase in net interfacial entropy will have to be compensated by an entropy loss elsewhere; e.g., if the system is held adiabatic, it will be compensated by a decrease in bulk entropy (represented by the first term on the left of (19)) and thus adiabatic cooling of the mixture.
The damage equation and deformational work partitioning
Equation (20) governs the rate that deformational work and the interphasic pressure difference do work on the interface, effectively storing reversible energy on the interface as surface energy; as this models the growth of microcracks and defects by growth of interfacial area it is termed the damage equation.
By inspection one can see that in regions between growth and decay of porosity one can have since it must be a positive number (and for simplicity we assume the lowest-order such power). In this case, and assuming ¦ F e ¦ ¡ © ! as according to (9), the damage equation becomes )
In the absence of motion, (29) recovers the Laplace equilibrium surface tension condition (16). In the absence of damage and surface tension ( ' , which will be discussed further in Section 4.1.
SURFACE ENERGY PARTITIONING
The weighting fraction 5 controls the apparent partitioning of surface energy between phases when it is averaged or homogenized over the volume of the mixture. For simplicity, Bercovici et al. (2001a) proposed a simple relation of 5 ¡ which assumes that the surface energy is on the common, infinitesimally thin interface between the phases, and thus its volume average is equipartitioned between the phases (i.e., the surface energy is effectively spread uniformly over the volume of mixture, and thus ¡ of it is in the fluid and ¢ a £ f ¡ in the matrix). However, surface energy as a quantity existing on an infinitesimally thin interface is a mathematical idealization. Surface energy is in fact the energy anomaly that exists near the surface of a material (either solid or liquid), in a layer several molecules deep; because of the imbalance of intermolecular forces near the exposed surface, the molecular organization of this layer is disrupted relative to the equilibrium structure in the interior of the material sample. This layer is often referred to as the "selvedge" (Prutton 1983 ). The amount of the surface energy depends on the extent to which the free energy in the selvedge differs from the free energy in the bulk structure; e.g., if the selvedge has an anomalous free energy per unit volume, then the integral of this anomaly over the thickness of the selvedge is the surface energy (in units of energy per unit surface area).
Ideally, materials with larger bond energy have larger surface energy (Guéguen and Palciauskas 1994) . This bond energy is also associated with the activation energy for moving a molecule out of the potential well of the lattice in which it is embedded. For example, creation of an exposed surface requires removing an entire layer of molecules out of their potential wells and off to a distance that is effectively infinity (such that the removed molecules are no longer interacting with the molecules to which they were originally attached). The work done to remove one molecule this way is easily shown to be equal to the activation energy or the "depth" of the potential well c ¦ ¥ (with units of Joules per molecule) § . The molecules freshly exposed at the surface have dangling bonds, and ideally the energy anomaly of the surface would exist only in this layer of molecules. However, dangling bonds attract other chemical species, causing adsorption on to the surface thus reducing the energy anomaly of the surface; moreover, the underlying few layers of molecules are thrown out of balance by the disruption of the lattice and also adjust their spacing to smooth out and/or mitigate the energy anomaly, thus leading to the selvedge (Prutton 1983) . Nevertheless, these complexities aside, we can assume that surface energy is related to the activation energy of the material in which the surface is created; i.e., materials with large activation energy require more work to create an exposed surface. In particular, as the surface energy is defined as the work necessary to make a surface of unit area, then this work is proportional to c ¥ where is the number of exposed molecules per unit area (or, more precisely,
where £ is the number of molecules per unit volume in the selvedge and ¤ is the thickness of the selvedge). The surface energy can also depend on the external material to which the surface is exposed, e.g., through chemical adsorption. However, if we assume little or no chemical interaction between the two phases meeting at an interface, then the surface energy at the interface would just be the sum of the energy anomalies of the two selvedges existing in each phase. If one phase has the larger activation energy, then its selvedge has the larger energy anomaly, and thus that phase contributes a larger fraction of the net surface energy at the interface. In short, the material with larger activation energy likely carries more of the surface energy (i.e. has a more energetic selvedge) than the other phase.
Based on these considerations, we assume that when the surface energy is averaged over the mixture, it is not equipartitioned between phases but carried more by the phase with larger activation energy, i.e., surface energy is partitioned between phases according to their molecular bond strengths.
In simple viscous materials, the parameter that quantifies molecular activation energy or bond strength is the viscosity. For example, for either subsolidus or liquid flow, the Eyring model of viscosity predicts that viscosity depends on activation energy according to
where is Boltzman's constant (Bird et al. 1960; Turcotte and Schubert 1982) . (Only gases have a different viscosity laws, but unlike solids and liquids, gases have neither regular molecular structure nor surface energy.) However, we add the caveat that representing activation energy as a simple function of viscosity is an over-simplification since viscosity depends on other variables such as temperature, composition, grain-size and/or dislocation density. Nevertheless, in a viscous system, information about the activation energy is contained primarily in the viscosity and thus we proceed under the working assumption that they are simple monotonic functions of each other.
We therefore assume that the surface-energy partitioning fraction 5 is determined by the phases' activation energy, or alternatively their viscosity. In the limit that the phases' viscosities are equal we assume that the averaged surface energy is equipartitioned, i.e., if
, for reasons stated by Bercovici et al. (2001a) . In general, the simplest relation for 5 satisfying these various constraints is
The geologically relevant limit of

and the governing equations
The exact form of the relation for 5 is probably not important for many geological applications such as partial melts, and fluids percolating through rock, for which 
Equations (31) and (32) can be combined to give
The material derivative of ¡ moving with the interface is then related to matrix mass conservation:
and the damage equation (29) becomes
which can be used to eliminate c i in (33).
LIMITING CASES
The assumption that surface-energy partitioning 5 depends on phase viscosity, as suggested in the previous section, can be benchmarked by comparison to two independent limiting cases. One case regarding simple melt transport (McKenzie 1984) does not involve surface energy thus we can test our assumptions about 5 even in the case when surface energy is zero.
Melt transport and compaction: McKenzie, 1984
The application of two-phase physics to problems of magma dynamics is perhaps best known through the work of McKenzie (1984, 1985, 1987 ) (see also McKenzie and Holness (2000) ). Aside from damage and interface thermodynamics, the greatest difference between the theories of McKenzie (1984) and Bercovici et al. (2001a) is that Bercovici et al. (2001a) adheres to material invariance and does not invoke the McKenzie (1984) assumption of a matrix bulk viscosity. Both Bercovici et al. (2001a) and Ricard et al. (2001) discussed the correspondence and disagreement between these two theories. We show here, however, that the correspondence between these two theories becomes exact in the proper limits and given the above considerations of the partitioning fraction ! is the effective matrix viscosity; and $ is the matrix bulk viscosity. These constitutive laws allow a non-null solution in the case of isotropic compaction, where each phase is exposed to a different isotropic compressive stress, say 
Q B
) which therefore preserves the incompressibility of the mixture of two incompressible fluids (i.e., both McKenzie (1984) and Bercovici et al. (2001a) assume the mixture is composed of constant density fluids).
With the bulk-viscosity approach it is necessary to assume that Schmeling 2000; Ricard et al. 2001) , otherwise, with constant $ , compaction is predicted to proceed even after ¡ B
, which is nonphysical. Moreover, as discussed in Bercovici et al. (2001a) , it is not possible to extend the bulk-viscosity approach to obtain a materially invariant theory.
The Bercovici et al. (2001a) theory, alternatively, obtains a materially invariant set of equations and avoids the bulk viscosity assumption; however, the form presented by Bercovici et al. (2001a) has certain failings of its own that we address here. In particular, the full stress tensors for each phase in the Bercovici et al. (2001a) theory are given by
In the same limit of isotropic compaction discussed above we obtain 
¡
, we obtain the non-intuitive result that compaction depends on fluid velocity even though the fluid is assumed relatively inviscid (and the fluid can, of course, obtain very high velocities relative to the matrix). Thus, we can best assure a physical solution by assuming that 
which is a simpler, physically self-consistent condition that precludes compaction beyond ¡ V B
. 
Void theory: Ricard and Bercovici, 2002
Ricard and Bercovici (2002) have proposed a variant of the twophase damage theory in which the pores are evacuated voids. In this case, the pores have zero density, pressure and viscosity (s
) . At the interface there is no interaction force between phases (8 c ¤ 7 B
) and the interface itself is assumed to move with the matrix. In this limit, as Ricard and Bercovici (2002) show, the governing equations of mass, momentum and surface energy (damage) are, respectively, ) which leads to a simpler set of equations than the full two-phase theory since the fluid velocity 7 8
is eliminated. These equations are derived from integral conservation laws independent of assumptions about surface energy partitioning 5 since there is no matter in the pores to which the surface energy can be partitioned; the surface energy, by nature of the "void" assumption, must reside entirely in the matrix.
With the dependence of 5 on viscosity proposed in Section 3 (and inferred independently in Section 4.1), the void limit (s 
ONE-DIMENSIONAL THEORY FOR SHEAR LOCALIZATION AND DEFORMATIONAL WORK PARTITIONING
Here we examine one-dimensional (1-D) shear calculations similar to those used in Bercovici et al. (2001b) . We find that assuming
, has little overall effect on the 1-D calculations, although the resulting theory permits an improved analytic understanding of the nonlinear results. We also use the one-dimensional theory to further examine the role of partitioning of deformational work between damage (energy stored on the interface as surface energy) and dissipation.
One-dimensional equations
Our domain is infinitely long in the direction and is § 
In 1-D, matrix mass conservation (2) yields
which we use to define the effective dilation rate
Our layer is assumed to be in the horizontal -¢ plane such that gravity does not appear in the relevant force equations. We also assume that 
which allows us to define the effective shear rate
The only equation necessary to describe the force balance in the ¢ direction is (33), which, with (51) and (53), becomes
The final necessary equation is (35), which, with (22) and our assumptions so far, becomes
Equations (57) and (58) 
We must also treat the special case of ¡ G B
(since, for example, the final force equation (59) (from (52)). These relations would then replace (52) and (59) is negligible) are applicable in this limit.
Nondimensionalization
Assuming is constant, and making the substitutions 
where
and now
The parameter S , as discussed by Bercovici et al. (2001b) , represents the amount of stored deformational work done by the shear stress imposed on the layer.
LINEAR STABILITY ANALYSIS
The stability of the system to perturbations is in fact identical to that presented by Bercovici et al. (2001b) . To demonstrate this one simply substitutes for our dependent variables a constant background 
As discussed in Ricard et al. (2001) and Bercovici et al. (2001b) ,
for all porosities. Thus, the growth rate § is positive for no shear or damage (
S B
) , which reflects the instability of the system to surface-tension driven segregation of the two phases, termed "self-separation"; this effect is due to the tendency of surface tension to minimize interfacial area, thereby unmixing the two phases (much as oil floating on the surface of water). The influence of damage and shear on the growth rate § is only evident in the parameter S . Damage and shear increase the growth rate as long as
which suggest that damage accelerates phase separation into a rapidly growing localization. Otherwise, for larger S , damage effects can cause negative growth rates which are interpreted as inhibition of localization and distributed damage. Discussion of the linear stability results are discussed more fully in Ricard et al. (2001) and Bercovici et al. (2001b) .
NONLINEAR SOLUTIONS: LOCALIZATION AND THE EFFECT OF WORK-PARTITIONING VARIABILITY
As shown in Ricard et al. (2001) and Bercovici et al. (2001b) , spontaneous separation of the phases (self-separation) occurs when there is no shear or damage (
S 4 B
) . Nonlinear solutions in this limit are demonstrated in Figure 1a , showing smooth and wellrounded porosity profiles collapsing in width and growing in amplitude with increasing time. However, with damage and shear, a variety of effects ensue, as discussed below.
An apparent singular point
Much of the localization effects occuring with damage can be understood upon inspection of the force equation (62). In particular, for £ 0 § very small, equation (62) has an apparent singular point (an irregular singular point, to be precise (Bender and Orszag 1978) ) at values of Bercovici et al. (2001b) referred to as the "accelerated separation regime". In this regime, shear and damage enhance the generation of a high porosity weak zone (which occurs anyway under surface-tension driven self-separation; Figure  1a ), but they do not drastically sharpen the profiles in porosity ¡ or transverse velocity I (Figure 1b ). it is obviously more difficult for the system to achieve the maximum partitioning of deformational work toward damage and creation of surface energy. Thus, to achieve the same basic effect as with a smaller § , one must impose a larger shear stress # ; i.e., to obtain the same growth rates and apparent singular points, one needs to hold S constant, and thus increase # £ in proportion to § . However, the larger § also supresses the nonlinear terms that mitigate the apparent singular point; i.e., must become very large before the singularity is mitigated, and can, in fact, become almost singular (obviously, in the limit § ¡ £ ¢ , would need to become singular before having any mitigating effect on the system, by which point it is too late to do so). Thus, strong localization can only occur for
Strong localization
, and is most pronounced for large § (Figure 2c) . However, the growth rates are still predominantly dependent only on S (compare times in Figures 2b and c) , even if the morphologies of the localizations are signifantly different.
Distributed damage
As predicted by linear stability analysis (see (68) , then defocussing or distributed damage can occur, and porosity anomalies decay away rather than localize (Figure 3 ). This is interpretted by Bercovici et al. (2001b) to mean that once beyond this critical state, the energy input from deformational work is too large to be accomodated by a growing localization, and thus the entire system is damaged.
However, to some extent, distributed damage solutions require certain conditions which are best illustrated by taking the limit of . This figure shows the behavior of the system for "delocalization" and distributed damage, wherein shear and damage cause a porosity anomaly to decay, effectively mixing the phases, even with an initial finite-amplitude porosity perturbation
U Y B
, and integrating (62) in . (This system is also very similar to that explored in the evacuated-void limit by Ricard and Bercovici (2002) 
¡
is the porosity at which the discontinuity in occurs) is unstable and will undergo localization; i.e., regions with porosities less than ¡ will compact and ¡ will decay to 0, while those with porosities greater than ¡ R will dilate and ¡ will grow to 1. For further analysis of this and similar cases, see Ricard and Bercovici (2002) .
If the system is initiated at or near rest, then it will tend toward the small . Outside this vicinity of porosities, the effect due to the difference between normal stress and surface tension forces is more signficant than damage due to shear stress, and thereby either dilation of matrix with larger porosities or compaction of matrix with smaller porosities occurs (depending on the sign of ) leading to amplification of porosity anomalies, localization and phase-separation instead of defocussing and distributed damage. Therefore, as with the case with strong and sharp localizations, a sufficiently large § is required to allow distributed damage.
Localization summary
The occurence and intensity of localization can be summarized rather succinctly by three regimes whose boundaries are primarily functions of S , which represents the shear-work that goes into creating surface energy. In order of increasing ; and lastly, (3) 
HEAT GENERATION AND ENERGY EXCHANGE
The damage theory used here assumes a certain partitioning, represented by the parameter , by which some fraction of deformational work is stored as surface energy on the interface. Here, we examine the energy budget of our system to see how the presence of damage is reflected in measurable quantities such as total heat output.
To simplify the energy equation, we assume the heat capacity per volume of the two phases are equal and constant such that
, and that internal heat sources, and energy loss by diffusion and dispersion are negligible (i.e.,
X Y B
) . Finally, in keeping with our dimensionless equations, we define the nondimensional temperature
In this way, our thermal energy (entropy-or heat-related) equation
where the advection term vanishes because of (50). We then use (63) and the integral in
where ¢ is an integration constant similar to that in (70) and (71). Finally, we integrate across the layer to obtain the total amount of heating; defining
where ¥ is any scalar, then from (77) we obtain
where the terms proportional to 
When this quantity is negative, surface energy is being released and eventually being dissipated as heat; if positive then surface energy is being created and thus detracts from the net heat output since it necessarily absorbs some of the deformational work. For cases involving phase separation and localization,
I
and § are consistently opposite in sign (i.e., (80) is negative and surface energy is being released during localization, although the rate of this release is modulated by damage and shear as discussed below. In the case of distributed damage,
and § are consistently of the same sign (i.e., in phase) as can be inferred from Figure 3 , and thus surface energy is being created as the phases become more thoroughly mixed; the net entropy production in (79) is thus reduced, but necessarily remains positive since distributed damage only occurs for large # £ . However, in this system (with rigid boundaries) is at most a 1st order variable and the last term on the right of (79) is necessarily 2nd order while the first term is 0th order, unless an unusually small # is used. (This can be seen by using the expansions given by (67) in (79) there is obviously no coupling between shear and surface-tension driven separation; the heat generated is simply the sum of imposed deformational work, and the release of surface energy by self-separation as if there were no imposed shear. As ¨ i ncreases, shear and damage have an increasing effect on the heat generation. Obviously, the damage process involves transfer of deformational work to interfacial surface energy, and thus one would nominallly expect less net dissipative heating in cases with larger maximum work-partitioning . However, the effects of damage on heating and energy exchange are somewhat convoluted and thus warrant some discussion.
In all cases with phase separation and/or localization, with or without damage, the system undergoes loss of net interfacial surface area and energy (e.g., Figure 5c ). Thus even the localizing cases with damage involve a net release -instead of storage -of surface energy. (However, in de-localizing cases with distributed damage, surface energy is increased since the phases desegregate or mix, and thus interfacial area is increased.) In that regard, one might expect cases with damage to retard the release of surface energy and heat relative to cases with lesser or no damage.
However, localizing cases with more damage (i.e., larger work partitioning ¨ ) also evolve much faster, i.e., the phases separate and the porosity field localizes toward a maximum value faster (Figure 5a ), which causes both terms in (79) (both shear heating and the release rate of surface energy) to become larger, not smaller, with increased damage. Thus at any given time, the cases with larger ¨ g enerate more heat (Figure 5b ) and have released more surface energy (Figure 5c ). It thus appears that an increase in partitioning of deformational work toward damage (creation of interfacial surface energy) and away from viscous dissipation causes more, not less, viscous heating.
However, because increased partitioning . Thus while the amount of partitioning is higher for larger cases, the amount of deformational work input into the system is higher, too, causing relatively more heating, as well.
Energetics of lithospheric damage 13
Thus, one should compare the cases with different ¨ a t equivalent time scales, or more simply at comparable stages of development in the porosity field. For example, when the cases are compared at equivalent peak porosities, the interpretation of energy release changes signficantly. In particular, the cases with larger © generate less heat (Figure 5d ) and have released less surface energy (Figure 5e ) at a given peak porosity ¡ Q ! ¤ . This shows that at comparable stages of development in the porosity field, cases with larger partitioning do indeed cause less heating, and release less surface energy. Relative to the unforced system of C B
, the
£ B
cases essentially channel deformational work away from dissipative heating toward surface energy creation (Figure 6 ).
The heating and surface-energy for the strongly localizing case (the B case in Figure 5 , which undergoes a near singularity toward the end of its evolution much like that shown in Figure 2 ), appear to plateau with increasing porosity. Thus, the onset of the near singularity appears to correlate with a saturation in heating and surface-energy release.
Although it is not shown, the heating and net surface-energy curves for the distributed damage case shown in Figure 3 Finally, it is noteworthy that the measurable energy partitioning appears to be signficantly different from the imposed deformational-work partitioning . First, while the imposed partitioning nominally controls the amount of deformational work applied to the creation of surface energy, the rate of change of this surface energy is in the end extremely small (whether positive or negative) relative to the imposed deformational work shown in the cases here. (An extremely small imposed shear stress # would perhaps cause a different result, but would require an even smaller § which would then preclude any sharp-localization, as well as possibly much of the distributed damage solutions.) The rate of change in surface-energy is kept small by the internal dissipation term proportional to which effectively dissipates the release of surface-energy back into heating. Second, while the influence of actual surface energy creation appears small, the largest effect on the net heat output appears to be in how the localizing porosity field changes the applied shear work
In particular, cases with larger ¨ l ocalize faster but generate a porosity field that leads to a smaller net shear work than cases with smaller ¨ a nd comparable peak porosity ¡ © Q ! ¤ (e.g., see Figures 5d and 6 ). This suggests that the measured energy partitioning is due more to the structure of the localized porosity field than to the amount of energy being stored as surface energy. In particular, one can compare the maximum net heating for curves in Figure 5d corresponding to no damage B
, with heating of 2264, and maximum damage C B
, with heating of approximately 2235; the measurable partitioning of energy apparent from this reduction in heating is very small, of order 0.01 ( Figure 6 ). Not only is this measured partitioning much smaller than nominally expected (given B ) but it is also not at all due to surface energy storage, which has only a negligible effect on the net heating. This measurable or apparent partitioning is instead almost entirely caused by the different values of
Thus, the structure of the localization in ¡ creates an apparent energy partitioning that has little to do with the amount of energy stored on the interface.
DISCUSSION
Earth-like parameters
The primary dimensionless parameters controlling localization and energy exchange are the maximum partitioning fraction Chrysochoos et al. , 1996 , and our analysis above implies that strong localization is (Jaeger and Cook 1979; Cooper and Kohlstedt 1982; Atkinson 1987; Atkinson and Meredith 1987) ; however, we assume that this effective energy is due to an unmeasureable, perhaps fractal, property of fracture surface roughness and really represents extremely fine grain sizes. Thus we assume that the range in effective is actually due to the range in , or between 0.1bar and 1kbar, which is well within or less than the typical range of tectonic stresses; therefore, the stress conditions for strong localization via our proposed mechanism are readily available on Earth. Other Earth-like dimensional scales, such as the time-scale for formation of localizations, are easily estimated using (60) and have been discussed already in Bercovici et al. (2001b) .
The cost of making plates
Although the theory and calculations shown here are still rather idealized, they are motivated by the problem of generating platetectonics, and more specifically plate boundaries on Earth (see reviews by Bercovici et al. (2000) ; Tackley (2000) ). Thus, as we are concerned here with the energy budget of localization, it is appropriate to discuss the energy costs of making plate boundaries.
The cause for how plate boundaries localize and evolve across the entire thickness of lithosphere is still not known. However, it is likely that the damage processes (cracking and micro-cracking) is an important controlling mechanism. This is inferred because of the extreme weakening that can occur with such mechanisms and that is necessary to cause narrow boundaries (Bercovici 1998) possibly facilitated by liquid water (which is probably unique to Earth amongst the terrestrial planets); the prevalence of the microcracking brittle-ductile regime across the lithosphere Evans and Kohlstedt 1995) ; and the tendency for reactivation of old faults which thus require long-lived weak zones ) . These curves show that, relative to the undamaged system (¨ ) , cases with finite damage (¨£ ) generate less heat and more surface energy at a given peak porosity. (Gurnis et al. 2000) . Thus, in considering general energy partitioning in shear-localization by damage, we can also estimate the energetics of making plate boundaries through similar processes.
To get an idea for the energy scales necessary to make a plate boundary, we can perform a rough calculation. Following our twophase damage theory, the energy to create a narrow, damaged and thus high-porosity zone depends on the total amount of surface energy created. The amount of surface energy ¥ per unit length along the damaged zone is
where I is the depth and ¤ the effective width of the damaged region. We assume the depth to be comparable to the depth of the brittle-ductile zone, roughly ¢B k m , while we assume the width to be effectively about 1m thick, typical of the sum of all gouge zones in a plate boundary region (Mora and Place 1998); a thicker boundary region is certainly plausible, however, to be conservative we assume that if all the damaged region were confined to a uniform zone of reasonably high porosity, it would be of order 1m. One can also argue that with fully developed faults, most deformation concentrates on the gouge region which is in essence the manifestation of an extreme localization. The range of values for the quantity However, perhaps a more meaningful quantity is the energy production rate which we can estimate from the velocity at which a localized zone effectively propagates. New plate boundaries are generally formed quite quickly relative to other geologic processes. , it is clear that the energy to make one localized plate boundary can range from being trivial (much less than the Earth's net heat flux) to extremely high (comparable to the net heat flux). Obviously, given the crudeness of this calculation, the Earth sits within this range since it has probably made many more than one plate boundary at a time.
If the energy necessary to make a plate boundary is at the high end of the range calculated, then this argues for the tendency to reactivate plate boundaries (Gurnis et al. 2000) since to do otherwise would be too costly in terms of available energy. It is also possible that the requisite energy to make the boundary is not readily withdrawn from the Earth's entire gravitational energy release, (e.g., the creation energy is too large and/or it only draws from the potential energy release of one plate, not the entire earth) and thus must be accumulated through elastic storage. Moreover, one could also conject that since surface energy decreases with temperature, the efficacy of plate boundary generation in the presumably hotter Archaean would be greater, although the healing and annealing processes would probably be faster also. If the energy to make plate boundaries is at the low end of the range determined above, then plate generation should be facile at any time, under any condition, and on any planet, and reactivation less necessary, which is probably not the case.
Of course, an obvious question is that if the creation of plate boundary costs some net surface energy, relative to not making one, then why should it occur at all. However, the shear-localization calculations shown here demonstrate that it costs less net energy to force localization than to not force localization. In particular, although more surface energy is required (or in the calculations shown here less is released) to drive extreme localization, the extreme localizations result in less dissipative heating and thus in less net work required of the external forcing mechanism ( Figure 5 ). The concentration of a weak zone into a near singularity may cause extreme strain rates, but also confines dissipation to an extremely narrow region that in the end makes less contribution to the net dissipation and energy requirements.
This essential result was also demonstrated by Bercovici (1995) as an explanation for the cause of toroidal motion in a convecting mantle. The result is also similar to that found in granularflow simulations which found that narrow gouge zones (well lubricated by rolling grains) are necessary to explain the anomalously low heat-flows along the San Andreas Fault system, otherwise known as the heat-flow paradox (Mora and Place 1998) .
Our analysis, however, is most applicable for the formation of strike-slip boundaries and is not immediately applicable to the formation of other plate boundaries. In particular, midocean ridges and subduction zones have the additional energy constraints of driving vertical mantle motion (which pure strike-slip zones do not). For example, while the formation of the weak zone necessary to initiate and maintain subduction is possibly analagous to our energy estimate above, this does not account for the work involved with bending a cold strong plate. Moreover, the localization of deformation at ridges is likely dominated by melting and focussing of melt percolation, both of which entail significantly different mechanisms than the one proposed here.
CONCLUSION
The work presented here in fact has three essential conclusions, which we summarize below:
Surface-energy partitioning
As shown in Bercovici et al. (2001a) and here, in order to pose a two-phase theory with interfacial energy, it is necessary to homogenize the phases and interface into an effective mixture such that the phases and interface and their properties exist at every point in some concentration. Although surface energy actually exists only on the interface, in the mixture approach it is effectively or mathematically distributed across the domain, and thus assumed to be distributed or partitioned between the phases. In Bercovici et al. (2001a) we assumed the surface energy is equipartitioned between phases. However, here we show that this approach leads to some minor inconsistencies (see Section 4.1) and that it is more plausible that the surface energy is effectively partitioned according to the phases' activation energy, parameterized by the phase viscosity. With this assumption, we are able to completely recover, in the limit of ¢ R Q ¢ 8 , the melt-dynamics theory of McKenzie (1984) as well as the void theory of Ricard and Bercovici (2002) .
Localization and work-partitioning variability
Using this slightly adjusted theory, we examine cases of onedimensional shear. As before (Bercovici et al. 2001b) we find that the growth rates of a localization are largely determined by the parameter 
#
to cause the same rate of localization (i.e., same S ), it also supresses the tendency for dilation to dissipate nearly singular localization.
As found in Bercovici et al. (2001b) , cases with very large S (depending on the initial or background porosity) can lead to distributed damage and inihibition of localization of any kind (even stopping surface-tension driven self-separation). However, this regime also requires § that are not too small, otherwise the range of solutions for this fragile state becomes vanishingly small.
Energy exchange between damage and heating
Finally, we examine the result on the energy and heat budget of the system for different maximum work partitioning rates ¨ . After accounting for how the rate at which the system evolves depends on , it is evident that the damage process causes the work input to be shunted toward surface energy production as expected; in the case of localization it slows down the release of surface energy, while with distributed damage it generates more interfacial surface energy. However, the more intense (i.e., narrow and faster growing) a localization the less net work is required to deform the system at a given stage of development (e.g., peak porosity), and thus less net heat is generated in the process. Thus while damage-driven localization causes more surface energy to be generated (relative to the situation with no damage), it also leads to a system with less net dissipation, less energy requirements, and thus overall greater efficiency.
