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Abstract
We discuss a quantum-theoretical aspect of the massive Abelian antisymmet-
ric tensor gauge theory with antisymmetric tensor current. To this end, an
Abelian rank-2 antisymmetric tensor field is quantized both in the covariant
gauge with an arbitrary gauge parameter and in the axial gauge of the Landau
type. The covariant quantization yields the generating functional written in
terms of an antisymmetric tensor current and its divergence. Origins of the
terms in the generating functional are clearly understood in comparison with
the quantization in the unitary gauge. The quantization in the axial gauge
with a suitable axis directly yields the generating functional which is same
as that obtained by using Zwanziger’s formulation for electric and magnetic
charges. It is shown that the generating functionals lead to a composite of
the Yukawa and the linear potentials.
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I. INTRODUCTION
Field theories that yield the linear potential are very important and attractive to particle
physics, since those theories may be utilized to describe the confinement of quarks and gluons
and furthermore might be considered to be effective theories of quantum chromodynamics
(QCD). The dual Abelian Higgs model (DAHM), or the dual Ginzburg–Landau theory, [1,2]
has well been known as one of such theories.
Recently, an extended dual Abelian Higgs model (EDAHM) has been proposed by Baker
et al. [3] and by Antonov and Ebert [4] to incorporate external (color-)electric charges
such as quarks into the DAHM. Using the path integral method [5,6], Antonov and Ebert
have also derived a dual form of the Lagrangian that defines the EDAHM in the London
limit. In the dual Lagrangian, namely the dual form of Lagrangian, the Abrikosov-Nielsen-
Olesen (open) string in the EDAHM is represented by a vorticity tensor current with the
non-zero divergence. The dual Lagrangian, which is written in terms of an Abelian rank-
2 antisymmetric tensor field, an Abelian vector field, a vorticity tensor current and its
divergence, has the exactly same form as the Lagrangian that Kalb and Ramond have
discovered in the action-at-a-distance theory between open strings [7]. Kalb and Ramond
showed that this Lagrangian describes a massive Abelian rank-2 antisymmetric tensor field
coupled to an open string.
The present letter is intended to deal with a general rank-2 antisymmetric tensor current
rather than the vorticity tensor current. Accordingly, the gauge theory found by Kalb
and Ramond will be called massive Abelian antisymmetric tensor gauge theory (MAATGT)
with antisymmetric tensor current (ATC) on condition that the vorticity tensor current is
replaced by a general ATC.
The purpose of the present letter is to discuss a quantum-theoretical aspect of the
MAATGT with ATC by performing quantization of an Abelian rank-2 antisymmetric tensor
field contained in this theory. In Ref. [4], Antonov and Ebert have actually considered the
quantization of such a field. However, their procedure was complicated, because they carried
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out the quantization in the unitary gauge. In contrast, we carry out the quantization in
the covariant gauge with an arbitrary gauge parameter. By virtue of taking the covariant
gauge, the generating functional written in terms of the ATC and its divergence is derived in
a straightforward way. Furthermore, origins of the terms constituting the generating func-
tional are clearly understood. The quantization in the covariant gauge is also important to
investigate properties of an effective gauge theory of SU(2) QCD that the present authors
have recently studied [8]. The reason for this is that the effective gauge theory involves a
covariantly gauge fixed version of the Lagrangian that defines the MAATGT with ATC.
In addition to the covariant quantization, we consider noncovariant quantization in the
axial gauge of the Landau type [9]. Choosing a suitable axis in the axial gauge condition, we
can directly derive a generating functional written in terms of an Abelian vector field and
the divergence of the ATC. This generating functional agrees with that found in the DAHM
[1,2] constructed by using Zwanziger’s formulation for electric and magnetic charges [10].
The generating functionals obtained in the covariant and the noncovariant quantizations
turn out to be the same for a specific form of the ATC. We shall see that these generating
functionals lead to a composite of the Yukawa and the linear potentials.
The present letter is organized as follows. In Sec. 2, we introduce the MAATGT with
ATC at the classical level. The covariant quantization is discussed in Sec. 3, and the
noncovariant quantization in axial gauge is discussed in Sec. 4. Section 5 is devoted to a
summary and discussion.
II. GAUGE THEORY OF
MASSIVE ABELIAN ANTISYMMETRIC TENSOR FIELD
Let Bµν(= −Bνµ) be an Abelian antisymmetric tensor field and Aµ be an Abelian vector
field. We consider the antisymmetric tensor gauge theory in four dimensions characterized
by the Lagrangian
3
L0 =
1
12
HµνρH
µνρ −
1
4
(mBµν − Fµν)(mB
µν − F µν)
+
1
2
mBµνJ
µν + Aµj
µ , (1)
with
Hµνρ ≡ ∂µBνρ + ∂νBρµ + ∂ρBµν , (2)
Fµν ≡ ∂µAν − ∂νAµ , (3)
where m is a constant with dimension of mass, Jµν(= −Jνµ) is an antisymmetric tensor
current, and jµ is a vector current satisfying
∂νJ
νµ = jµ , (4)
∂µj
µ = 0 . (5)
Equations (4) and (5) together guarantee that L0 remains invariant under the gauge trans-
formation
δBµν = ∂µΛν − ∂νΛµ , (6)
δAµ = mΛµ + ∂µλ , (7)
with gauge parameters Λµ and λ. The Lagrangian L0 describes an Abelian rank-2 anti-
symmetric tensor field with mass m, and we call the gauge theory defined by L0 massive
Abelian antisymmetric tensor gauge theory (MAATGT) with antisymmetric tensor current
(ATC). In four dimensions, a massive rank-2 antisymmetric tensor field can be interpreted
as a massive pseudovector field [7]. The sole physical component of Bµν then corresponds to
the longitudinal mode of a massive pseudovector field, while the two physical components
of Aµ correspond to its transverse modes.
By using Eq. (4), the Lagrangian L0 can simply be expressed as
L0 =
1
12
H˜µνρH˜
µνρ −
1
4
m2B˜µνB˜
µν +
1
2
mB˜µνJ
µν , (8)
where B˜µν ≡ Bµν−m
−1Fµν and H˜µνρ ≡ ∂µB˜νρ+∂νB˜ρµ+∂ρB˜µν . Since B˜µν is gauge invariant,
the gauge invariance of L0 is readily seen from Eq. (8). It is also obvious from Eq. (8)
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that L0 describes an Abelian rank-2 antisymmetric tensor field with mass m. In a manner
of speaking, we can say that the massless field Bµν develops into the massive field B˜µν by
eating the two physical degrees of freedom of Aµ. By analogy with the usual massive vector
field theory, we may call Eq. (8) the Lagrangian L0 in the unitary gauge. Antonov and
Ebert have discussed the quantization of B˜µν by carrying out the path-integration over B˜µν
in the generating functional defined with the Lagrangian in Eq. (8) [4].
III. COVARIANT QUANTIZATION
In the present letter, starting from the generating functional defined with the Lagrangian
in Eq. (1), we first perform covariant quantization of Bµν , and we shall consider noncovariant
quantization of Bµν in the axial gauge later. Both the covariant and the noncovariant
quantizations will be done by using the path-integral method based on the Becchi-Rouet-
Stora-Tyutin (BRST) formalism [11,9].
Noting the gauge transformation rule in Eq. (6) and its reducibility, we now introduce
the following ghost and auxiliary fields associated with Bµν : anticommuting vector fields ρµ
and ρ¯µ , a commuting vector field βµ, anticommuting scalar fields χ and χ¯, and commuting
scalar fields σ, ϕ and σ¯. In addition, considering the gauge transformation rule in Eq. (7),
we introduce the following ghost and auxiliary fields associated with Aµ : anticommuting
scalar fields c and c¯, and commuting scalar field b. The BRST transformation δ is defined
for Bµν and Aµ by replacing the gauge parameters Λµ and λ in Eqs. (6) and (7) by the
ghost fields ρµ and c :
δBµν = ∂µρν − ∂νρµ , (9)
δAµ = mρµ + ∂µc . (10)
The BRST transformation rules of the ghost and auxiliary fields are defined so as to satisfy
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the nilpotency condition δ2 = 0 :
δρµ = −i∂µσ , δσ = 0 ,
δρ¯µ = iβµ , δβµ = 0 ,
δσ¯ = χ¯ , δχ¯ = 0 ,
δϕ = χ , δχ = 0 , (11)
δc = imσ ,
δc¯ = ib , δb = 0 . (12)
To quantize Bµν and Aµ in a covariant manner, we now take the following gauge-fixing terms
[11,12]:
LG1 = −iδ
[
Bµν∂
µρ¯ν −
k
2
βµρ¯
µ
]
, (13)
LG2 = iδ
[
ρµ∂µσ¯ + ρ¯
µ(∂µϕ+ uAµ)
]
, (14)
LG3 = iδ
[
Aµ∂µc¯−
α
2
c¯ b
]
, (15)
where k and α are gauge parameters, and u is a parameter with dimension of mass. Ow-
ing to the nilpotency of δ, each of these gauge-fixing terms is invariant under the BRST
transformation. The first term LG1 explicitly breaks the invariance of L0 under the gauge
transformation generated by Λµ, i.e. δBµν = ∂µΛν − ∂νΛµ, δAµ = mΛµ. The second term
LG2 is required to break the invariance of LG1 under the secondary gauge transformation
δρµ = ∂µε, δρ¯µ = ∂µε¯, with anticommuting gauge parameters ε and ε¯. The third term LG3
is a gauge-fixing term that breaks the invariance of L0 and LG2 under the gauge transfor-
mation δAµ = ∂µλ, δϕ = −uλ. The two terms LG1 and LG2 are necessary to quantize Bµν
and the associated ghost fields ρµ and ρ¯µ, while LG3 is necessary to quantize Aµ. Carrying
out the BRST transformation in the right hand sides of Eqs. (13), (14) and (15), we obtain
6
LG1 + LG2 + LG3
= −βν(∂µBµν + ∂νϕ+ uAν)−
k
2
βµβ
µ
−iρ¯ν{(+ um)ρν − ∂ν∂
µρµ + ∂νχ+ u∂νc}
−iρν(∂ν χ¯−m∂ν c¯)− σ¯σ + ic¯c+ Lb
+ total derivative , (16)
where  ≡ ∂µ∂
µ and
Lb ≡ b∂
µAµ +
α
2
b2 . (17)
Let us now consider the generating functional
Z[Jµν , jµ] = N0
∫
DM exp
[
i
∫
d4x(L0 + LG1 + LG2 + LG3)
]
, (18)
with the path-integral measure
DM≡ DBµνDAµDρµDρ¯µDβµDχDχ¯DσDσ¯DϕDcDc¯Db . (19)
Here and hereafter, Ni (i = 0, 1, 2, 3, 4, 5, 6) denote constants. We first note that the in-
tegrations over χ and χ¯ in Eq. (18) yield the delta functions
∏
x δ(∂
ν ρ¯ν) and
∏
x δ(∂
νρν).
These functions enable us to remove the three terms iρ¯ν∂ν∂
µρµ, −iuρ¯
ν∂νc and imρ
ν∂ν c¯ from
the exponent of Eq. (18). After removing them, we express the delta functions
∏
x δ(∂
ν ρ¯ν)
and
∏
x δ(∂
νρν) in the form of the integrals over χ and χ¯ again. Then, the integration over
ρµ and ρ¯µ yields {det(+ um)}
4 exp
[
i
∫
d4x χ¯{i( + um)−1}χ
]
, and the integration over
χ and χ¯ to be done next gives det{( + um)−1}. The integration over σ and σ¯ can be
carried out immediately to get (det)−1, while that over c and c¯ can be carried out to get
det. As a consequence, the generating functional Z is written as
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Z[Jµν , jµ] = N1
∫
DBµνDAµDβµDϕDb
× exp
[
i
∫
d4x
{
−
1
4
Bµν(+m
2)Bµν
−
1
2
∂µBµν∂ρB
ρν +
m
2
BµνF
µν −
1
4
FµνF
µν
−βν(∂µBµν + ∂νϕ+ uAν)−
k
2
βνβ
ν + Lb
+
1
2
mBµνJ
µν + Aµj
µ
}]
. (20)
We now suppose k 6= 0. In this case, the integration over βµ in Eq. (20) reduces to a
Gaussian integration and leads to
Z[Jµν , jµ] = N2
∫
DBµνDAµDϕDb
× exp
[
i
∫
d4x
{
−
1
4
Bµν(+m
2)Bµν
+
1
2
(
1
k
− 1
)
∂µBµν∂ρB
ρν
+
1
2
Bµν
((
m−
u
k
)
F µν +mJµν
)
−
1
4
FµνF
µν
+
1
2k
(∂µϕ+ uAµ)(∂
µϕ+ uAµ) + Lb + Aµj
µ
}]
. (21)
The integration over Bµν in Eq. (21) is carried out in the same way as one uses to derive
the free propagator of Bµν . The result reads
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Z[Jµν , jµ] = N3
∫
DAµDϕDb exp
[
i
∫
d4x
{
−
1
4
FµνF
µν
+
1
8
((
m−
u
k
)
Fµν +mJµν
)
×
1
+m2
(
δ [µρδ
ν ]
σ +
k − 1
+ km2
∂ [µ∂[ρδ
ν ]
σ]
)
×
((
m−
u
k
)
F ρσ +mJρσ
)
+
1
2k
(∂µϕ+ uAµ)(∂
µϕ+ uAµ) + Lb + Aµj
µ
}]
‡
= N3
∫
DAµDϕDb exp
[
i
∫
d4x
{
−
1
4
FµνF
µν
+
1
4
(
m−
u
k
)2
Fµν
k
+ km2
F µν
+
1
2k
(∂µϕ+ uAµ)(∂
µϕ+ uAµ) + Lb
+Aµj
µ −
(
m−
u
k
)
Aµ
km
+ km2
jµ
−
1
2
jµ
(k − 1)m2
(+ km2)(+m2)
jµ +
1
4
Jµν
m2
+m2
Jµν
}]
. (22)
Here, Eqs. (4) and (5) have been used to obtain the last form. As will be seen below,
the generating functional Z is actually independent of the parameters k and u as well as
the gauge parameter α. Taking into account this fact, we now set k = 1 and u = m so
that all the non-local terms of Aµ and j
µ in Eq. (22) vanish. Then, the integrand in the
exponent of Eq. (22) reduces to the sum of the non-local term
1
4
m2Jµν(+m
2)−1Jµν and
the Lagrangian (with gauge-fixing and current terms) that defines the (quantum) Abelian
Stueckelberg formalism [13]. This Lagrangian clearly describes a vector field that has mass
m and couples with the current jµ. It should be noted that the MAATGT with ATC
is not equivalent to the Abelian Stueckelberg formalism, since the MAATGT with ATC
involves the non-local term of Jµν in addition to the Lagrangian of the Abelian Stueckelberg
formalism.
‡The brackets [ ] that enclose two indices stand for the antisymmetrization defined by X [µY ν] ≡
XµY ν −XνY µ.
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The integration over ϕ in Eq. (22) can be carried out without any difficulty. In the
case α 6= 0, the integral over b in Eq. (22) becomes a simple Gaussian integral. After the
integrations over ϕ and b, we can perform the integration over Aµ to obtain a final form of Z.
In the case α = 0, the integration over b gives the delta function
∏
x δ(∂
µAµ), which allows
us to remove the terms proportional to ∂µAµ from the exponent of Eq. (22). Removing
them, we express
∏
x δ(∂
µAµ) in the form of the integral over b again. After the integrations
over ϕ and Aµ, we carry out the integration over b to get a final form of Z . In the both
cases α 6= 0 and α = 0, the resulting expression of Z takes the following form:
Z[Jµν , jµ] = N4 exp
[
i
∫
d4x
{
−
1
2
jµ
1
+m2
jµ +
1
4
Jµν
m2
+m2
Jµν
}]
, (23)
from which we see that the generating functional Z is indeed independent of the parameters
α, k( 6= 0) and u. In the process of deriving Eq. (23), we understand that the first integrand
in the exponent of Eq. (23) originates in propagation of Aµ, while the second integrand
originates in propagation of Bµν .
Next we suppose k = 0. In this case, the integration over βµ in Eq. (20) yields the delta
function
∏
x,ν δ(∂
µBµν+∂νϕ+uAν), which makes it possible to replace the term ∂
µBµν∂ρB
ρν
in the exponent of Eq. (20) by Bρν∂ρ(∂νϕ+ uAν) =
1
2
uBρνFρν . After this replacement, the
integration over Bµν in Eq. (20) can be done, leading to
Z[Jµν , jµ] = N5
∫
DAµDβµDϕDb exp
[
i
∫
d4x
{
−
1
4
FµνF
µν
+
1
4
((
m−
u
2
)
Fµν + ∂[µβν ] +mJµν
)
×
1
+m2
((
m−
u
2
)
F µν + ∂ [µβν ] +mJµν
)
−βµ(∂µϕ+ uAµ) + Lb + Aµj
µ
}]
. (24)
Since the integration over ϕ in Eq. (24) yields the delta function
∏
x δ(∂
µβµ), the term
−1
2
∂µβν( + m
2)−1∂νβµ in the exponent of Eq. (24) can be removed from it. Then, the
integration over βµ reduces to a Gaussian integration and is carried out to obtain
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Z[Jµν , jµ] = N6
∫
DAµDϕDb exp
[
i
∫
d4x
{
−
1
4
FµνF
µν
−
u
2
(
m−
u
2
)
Fµν
−1F µν
+
1
2
(∂µϕ+ uAµ)
(
1 +m2−1
)
(∂µϕ+ uAµ) + Lb
+Aµj
µ + umAµ
−1jµ
+
1
2
jµ
m2
(+m2)
jµ +
1
4
Jµν
m2
+m2
Jµν
}]
. (25)
Here, Eqs. (4) and (5) have been used. The integrations over ϕ, b and Aµ in Eq. (25) can be
carried out in manners similar to those in Eq. (22) and we arrive at Eq. (23) again. Hence,
in the both cases k 6= 0 and k = 0, the generating functional Z turns out to be the form of
Eq. (23).
Now, introducing a space-like constant vector nµ, we formally solve Eq. (4) for Jµν in
terms of jµ and nµ :
Jµν =
1
n ·∂
(nµjν − nνjµ) , (26)
where n · ∂ ≡ nµ∂µ . The constant vector n
µ is nothing but a set of integration constants in
solving Eq. (4). It is easy to check, with the conservation law in Eq. (5), that Eq. (26) is
indeed a solution of Eq. (4). Substituting Eq. (26) into Eq. (23), we have
Z[ jµ] = N4 exp
[
i
∫
d4x
{
−
1
2
jµ
(
1
+m2
δµν
+
m2
+m2
n2
(n ·∂)2
(
δµν −
nµnν
n2
))
jν
}]
, (27)
where n2 ≡ nµn
µ. This Z agrees with the generating functional obtained by Suzuki [1] in his
study of a low energy effective theory of SU(2) QCD, in which the constant vector nµ was
introduced in accordance with Zwanziger’s formulation for electric and magnetic charges
[10].
In order to see what kind of static potential is derived from the effective action
W [ jµ] = −i ln(Z[ jµ]/Z[0]) with Eq. (27), we take jµ as the static current jµQ(x) ≡
δµ0Q {δ
3(x− r)− δ3(x)} satisfying the conservation law (5). Here Q and −Q are point
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charges at x = r and x = 0, respectively. Substituting jµQ into W [ j
µ] and choosing a
constant vector (0, n) with the condition n//r § to be nµ, we can calculate the effective
potential, Veff , defined by −Veff
∫
dx0 = W [ jµQ]. As a result of the calculation, we find that
the part of W [ jµQ] that is independent of n
µ leads to the Yukawa potential, while the part
of W [ jµQ] that is dependent on n
µ leads to the linearly rising potential. This shows that
propagation of A0 gives rise to the Yukawa potential, while propagation of B0i (i = 1, 2, 3)
gives rise to the linear potential. The precise form of the effective potential Veff is [1,2]
Veff(r) = −
Q2
4pi
e−mr
r
+
Q2m2
8pi
[
ln
(
1 +
Λ2
m2
)]
r + constant . (28)
Here r ≡ |r|, and Λ is an ultraviolet cut-off. Therefore, the MAATGT with ATC yields
the composite of the Yukawa and the linear potentials, describing confinement of the point
charges. We can also derive an effective potential similar to Eq. (28) from Eq. (23) by
means of an alternative method in which Jµν is taken as the vorticity tensor current defined
in terms of string variables. This method will be mentioned in the last section.
IV. NONCOVARIANT QUANTIZATION IN AXIAL GAUGE
Let us turn to the noncovariant quantization of Bµν in axial gauge. We now utilize n
µ
introduced in Eq. (26) as a space-like constant vector (or an axis) characterizing the axial
gauge [9] and choose the noncovariant gauge-fixing term
L̂G1 = −iδ [Bµνn
µρ¯ν ]
= Bµνn
µβν −
i
2
(∂µρν − ∂νρµ)(n
µρ¯ν − nν ρ¯µ) , (29)
instead of the covariant gauge-fixing term in Eq. (13). (The BRST transformation δ in Eq.
(29) is the one defined in Sec. 3.) Here the dimension of nµ can be determined to be either
§The parallel condition n//r is set by taking into account the axial symmetry of the system and
the minimum energy condition [2].
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dimensionless or mass-dimension one, depending on the dimensions of the fields ρ¯µ and βµ.
The gauge-fixing term L̂G1, which realizes a noncovariant analogue of the Landau gauge
condition, i.e. nµBµν = 0
∗, remains invariant under the secondary gauge transformation
δρµ = ∂µε, δρ¯µ = nµε¯. Consequently, to quantize ρµ and ρ¯µ, we have to introduce a gauge-
fixing term that breaks the invariance of L̂G1 under this gauge transformation. As a suitable
gauge-fixing term, we now adopt the gauge-fixing term in Eq. (14) again. In addition, we
use the gauge-fixing term in Eq. (15) to complete the gauge-fixing. (Thereby Aµ is quantized
in the covariant gauge.) The complete gauge-fixing term is thus
L̂G1 + LG2 + LG3
= −βν(−nµBµν + ∂νϕ+ uAν)
−iρ¯ν{(−n ·∂ + um)ρν + n
µ∂νρµ + ∂νχ+ u∂νc}
−iρν(∂ν χ¯−m∂ν c¯)− σ¯σ + ic¯c+ Lb
+ total derivative , (30)
where the dimension of the parameter u is determined to be the same as that of nµ.
The generating functional we are now concerned with is
Ẑ[Jµν , jµ] = N̂0
∫
DM exp
[
i
∫
d4x(L0 + L̂G1 + LG2 + LG3)
]
. (31)
Here and hereafter, N̂i (i = 0, 1, 2, 3, 4) denote constants. Along a line similar to obtaining
Eq. (20) from Eq. (18), we carry out the integrations over the ghost fields ρµ, ρ¯µ, χ and χ¯ in
the following way: First, note that the delta functions
∏
x δ(∂
ν ρ¯ν) and
∏
x δ(∂
νρν) given by
the integrations over χ and χ¯ in Eq. (31) enable us to remove the three terms −iρ¯νnµ∂νρµ,
−iuρ¯ν∂νc and imρ
ν∂ν c¯ from the exponent of Eq. (31). Being removed them, the integration
∗ We may, of course, choose the axial gauge condition nµBµν +
1
2kβν = 0 with a non-zero gauge
parameter k. However, the Landau-type gauge condition nµBµν = 0 is essential for the following
discussion and so we consider only it.
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over ρµ and ρ¯µ yields {det(−n · ∂ + um)}
4 exp
[
i
∫
d4x χ¯{i(−n ·∂ + um)−1}χ
]
, and the
integration over χ and χ¯ gives det{(−n · ∂ + um)−1}. After the integrations over σ, σ¯, c
and c¯, the generating functional Ẑ becomes
Ẑ[Jµν , jµ] = N̂1
∫
DBµνDAµDβµDϕDb
× exp
[
i
∫
d4x
{
−
1
4
Bµν(+m
2)Bµν
−
1
2
∂µBµν∂ρB
ρν +
m
2
BµνF
µν −
1
4
FµνF
µν
+βν(nµBµν − ∂νϕ− uAν) + Lb
+
1
2
mBµνJ
µν + Aµj
µ
}]
. (32)
We now assume that the current Jµν takes the form of Eq. (26). Then, we see that
BµνJ
µν = −2jν(n ·∂)−1(nµBµν) up to a total derivative. Substituting this equation into Eq.
(32) and noting the fact that the integration over βµ in Eq. (32) yields the delta function∏
x,ν δ(n
µBµν − ∂νϕ− uAν), we can write Eq. (32) as
Ẑ[ jµ] = N̂1
∫
DBµνDAµDβµDϕDb
× exp
[
i
∫
d4x
{
−
1
4
Bµν(+m
2)Bµν
−
1
2
∂µBµν∂ρB
ρν +
m
2
BµνF
µν −
1
4
FµνF
µν
+βν(nµBµν − ∂νϕ− uAν) + Lb
+jµ
(
1− um(n ·∂)−1
)
Aµ
}]
, (33)
with the aid of Eq. (5). It should be emphasized here that choosing nµ in Eq. (26) to be the
axis of the axial gauge condition has made it possible to replace 1
2
mBµνJ
µν in the exponent
of Eq. (32) by −umjµ(n · ∂)−1Aµ. As a result of the replacement, the tensor current term
disappeared on the surface from Ẑ.
Next we would like to carry out the integration over Bµν . Unlike the case k = 0 in
the covariant quantization, it is impossible to replace the term ∂µBµν∂ρB
ρν in the ex-
ponent of Eq. (33) by a suitable term. This is due to the fact that the delta function
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∏
x,ν δ(n
µBµν − ∂νϕ− uAν) that occurs in Eq. (33) by the integration over βµ is useless to
the replacement. Thus, instead of such an attempt, we perform the integrations over Bµν ,
βµ and ϕ simultaneously by noting the fact that these integrations can be treated as a single
Gaussian integration over the set of Bµν , βµ and ϕ. The calculation is slightly tedious, but
can be done straightforwardly by making reference to the derivation of free propagators in
quantum electrodynamics in the axial gauge [9]. The result reads
Ẑ[ jµ] = N̂2
∫
DAµDb exp
[
i
∫
d4x
{
−
1
4
FµνF
µν
+
m2
2
Fµν∆
µν
ρσF
ρσ − 2umFµν∆
µν
ρA
ρ
+2u2Aµ∆
µ
νA
ν + Lb+j
µ
(
1− um(n ·∂)−1
)
Aµ
}]
, (34)
with
∆µνρσ ≡
1
4(+m2)
[
δµ[ρδ
ν
σ]
−
1
(n ·∂)2 +m2n2
{
(n ·∂)δ[µ[ρ
(
nν ]∂σ] + nσ]∂
ν ]
)
−n2δ[µ[ρ∂
ν ]∂σ] +m
2δ[µ[ρn
ν ]nσ] + n
[µn[ρ∂
ν ]∂σ]
}]
, (35)
∆µνρ ≡
1
4
(
(n ·∂)2 +m2n2
)[(n ·∂)δ [µρ∂ν ] +m2δ [µρnν ]
+m2(n ·∂)−1nρn
[µ∂ν ]
]
, (36)
∆µν ≡ −
m2
4
(
(n ·∂)2 +m2n2
)[(+m2)δµν − ∂µ∂ν
−m2(n ·∂)−1(nµ∂ν + nν∂
µ) +m2nµnν(n ·∂)
−2
]
. (37)
Since the integrations over Bµν , βµ and ϕ never spoil the symmetry under the gauge trans-
formation δAµ = ∂µλ, the integrand in the exponent of Eq. (34), apart from the gauge-fixing
term Lb, must be invariant under this transformation up to total derivatives; in fact, Eq.
(34) can be expressed in the form
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Ẑ[ jµ] = N̂2
∫
DAµDb exp
[
i
∫
d4x
×
{
−
1
4
Fµν
(
1− 2um(n ·∂)−1 − u2m2(n ·∂)−2
)
ΞµρF
ρν
+Lb + j
µ
(
1− um(n ·∂)−1
)
Aµ
}]
, (38)
with
Ξµρ ≡ δ
µ
ρ +
m2
(n ·∂)2 +m2n2
(
2nµnρ − δ
µ
ρn
2
)
. (39)
It is easy to show
∫
d4xFµν(n ·∂)
−1ΞµρF
µν = 0 by partial integrations done in the left-hand
side of this equation. Using this formula and changing integration variables of Eq. (38) from
Aµ to
(
1− um(n ·∂)−1
)
Aµ , we now rewrite Eq. (38) as
Ẑ[ jµ] = N̂3
∫
DAµDb exp
[
i
∫
d4x
{
−
1
4
FµνΞ
µ
ρF
ρν + Lb + Aµj
µ
}]
. (40)
Notice here that the parameter u disappeared from Ẑ. This shows that the generating
functional Ẑ is actually independent of u, as might be expected from a similar result found
in Sec. 3.
In the case α 6= 0, Eq. (40) can be written as
Ẑ[ jµ] = N̂4
∫
DAµ exp
[
i
∫
d4x
{
1
2
Aµ
(
δµν −
(
1−
1
α
)
∂µ∂ν
−
m2
(n ·∂)2 +m2n2
{(
n2− (n ·∂)2
)
δµν − n
2∂µ∂ν
− nµnν+ (n ·∂)(n
µ∂ν + nν∂
µ)
})
Aν + Aµj
µ
}]
, (41)
after the integration over b. The non-local Lagrangian for Aµ in the exponent of Eq. (41)
has already been found by Suzuki [1] through Zwanziger’s formulation. It should be stressed
that in our discussion, the non-local Lagrangian for Aµ has been obtained by virtue of the
appropriate choice of the axis in the axial gauge condition. Carrying out the integration
over Aµ in Eq. (41), we arrive at a final form of Ẑ. In the case α = 0, we first perform
the integration over Aµ by taking into account the fact that the integration over b gives the
delta function
∏
x δ(∂
µAµ). After that, the integration over b leads to a final form of Ẑ. In
16
the both cases α 6= 0 and α = 0, the resulting expression of Ẑ is exactly same as Z in Eq.
(27), apart from a constant such as N4. Therefore, as long as J
µν takes the specific form of
Eq. (26), the generating functionals Z and Ẑ turn out to be the same up to their overall
constants, i.e. Z[ jµ]/Z[0] = Ẑ[ jµ]/Ẑ[0].
V. SUMMARY AND DISCUSSION
In this letter, we have discussed a quantum-theoretical aspect of the MAATGT with
ATC consisting of an antisymmetric tensor field Bµν , a vector field Aµ, and their associated
currents Jµν and jµ. The quantization of Bµν has been performed both in the covariant gauge
with a gauge parameter and in the axial gauge of the Landau type, while the quantization of
Aµ has been performed only in the covariant gauge with a gauge parameter. In the covariant
quantization of Bµν , we have derived a generating functional written in terms of the currents
Jµν and jµ (see Eq. (23)) by carrying out the path-integrations over all the relevant fields,
including the ghost and auxiliary fields. Then, taking Jµν to be the specific form of Eq.
(26), we have obtained the generating functional written in terms of jµ alone (see Eq. (27)),
which agrees with that found earlier by using Zwanziger’s formulation [10]. This generating
functional actually leads to the composite of the Yukawa and the linear potentials. In the
noncovariant quantization of Bµν in the axial gauge, we were able to directly find a non-
local Lagrangian for Aµ with the only current term Aµj
µ (see Eq. (41)) by carrying out the
path-integrations over all the relevant fields except Aµ. This is an advantage of taking the
axial gauge with a suitable axis. It has also been seen that the generating functional with
this non-local Lagrangian reduces to the generating functional in Eq. (27) up to an overall
constant; consequently, the quantization of Bµν in the covariant gauge and that in the axial
gauge yield the same physical result.
The generating functional in Eq. (23) is essentially the same as Antonov and Ebert have
obtained in Ref. [4]. They derived it in a complicated manner by taking the unitary gauge
for Bµν , in which the vector field Aµ disappears. On the other hand, we have derived the
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generating functional in Eq. (23) in a straightforward manner by taking the covariant gauges
for Bµν and Aµ. By virtue of this method, origins of the two integrands in the exponent of
Eq. (23) have clearly been understood.
We now take Jµν to be the vorticity tensor current [4–7]
JµνΣ (x) ≡ 2piQ
∫
Σ
d2ξ
∂X [µ(ξ)
∂ξ0
∂Xν ](ξ)
∂ξ1
δ(4)
(
x−X(ξ)
)
, (42)
where Q is a dimensionless coupling constant, ξ = (ξ0, ξ1) are the two-dimensional co-
ordinates on the string world sheet, Σ, swept by the vortex string, and Xµ(ξ) denote
the four-dimensional location of the vortex string. When the vortex string has the end
points, the tensor current JµνΣ is no longer conserved, so that the non-zero vector current
jµ∂Σ(x) ≡ ∂νJ
νµ
Σ (x) = −2piQ
∫
∂Σ
dXµ∂ δ
(4)(x − X∂) occurs to satisfy Eqs. (4) and (5). Here
Xµ∂ stand for the locations of the end points. Substituting j
µ
∂Σ into Eq. (23) leads to the
Yukawa potential, which is consistent with a result in Sec. 3. On the one hand, substituting
JµνΣ into Eq. (23) and carrying out the integration over x
µ lead to a non-local effective
action written in terms of ∂aX
µ(ξ) (a = 0, 1). After carrying out the Wick rotation, we
can evaluate this effective action by the derivative expansion, obtaining the Nambu-Goto¯
action as a leading term [14]. Furthermore, evaluating quantum fluctuation of Xµ(ξ) in the
Nambu-Goto¯ action, we find that the Nambu-Goto¯ string yields the static linear potential at
a long-distance scale [15]. Therefore the composite of the Yukawa and the linear potentials
is also derived from the generating functional in Eq. (23) by choosing the vorticity tensor
current JµνΣ to be J
µν .
As we have seen in Sec. 2, the coupling term mBµνJ
µν in Eq. (1) leads to the non-
local term
1
4
m2Jµν(✷+m
2)−1Jµν in the exponent of Eq. (23). This term describes a
dynamical vortex string, if Jµν is taken as the vorticity tensor current in Eq. (42). As
has been mentioned above, the dynamical vortex string induces the linear potential at a
long-distance scale. Thus we can say that the existence of a dynamical vortex string caused
by the coupling term mBµνJ
µν is essential for deriving the linear potential.
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