Abstract-This paper presents a strategy for solving the feature matching problem in calibrated very wide-baseline camera settings. In this kind of settings, perspective distortion, depth discontinuities and occlusion represent enormous challenges. The proposed strategy addresses them by using geometrical information, specifically by exploiting epipolar constraints. As a result it provides a sparse number of reliable feature points for which 3D position is accurately recovered. Special features known as junctions are used for robust matching. In particular, a strategy for refinement of junction end-point matching is proposed which enhances usual junction-based approaches. This allows to compute cross-correlation between perfectly aligned plane patches in both images, thus yielding better matching results. Evaluation of experimental results proves the effectiveness of the proposed algorithm in very wide-baseline environments.
I. INTRODUCTION
The knowledge of the 3D position of relevant points in the scene is of great interest for many vision-based applications, such as object detection, tracking, and recognition. This can be obtained by establishing relationships among different elements in the scene, via feature matching strategies operating on images acquired synchronously from different viewpoints.
Feature matching strategies are usually classified into areabased and feature-based methods. In the former, the matching process is applied directly to the intensity, color or texture of the neighborhood of the candidate regions, which are typically compared through cross-correlation methods [1] [2] . In contrast, feature-based methods rely on an initial extraction of relevant features, and the matching is performed upon them. Area-based methods show very good performance in short baseline settings, where illumination is similar in the two views and the corresponding regions are expected to be in a close neighborhood, while feature-based strategies are usually applied to medium or wide baseline settings. Particularly relevant is the proposal by [3] , which aims to be invariant to view dependent deformations.
However, when it comes to very wide baseline settings (i.e. featuring large inter-camera distances: viewpoints change more than 60 degrees) none of the aforementioned approaches has proven to be successful. In particular, feature-based methods are prone to errors due to the severe illumination changes, perspective distortions, depth discontinuities and occlusions between views [4] [5] . Among the methods proposed for this kind of settings, the use of junctions as robust features to address matching seems to be the most promising alternative [6] [7] . In particular, in [7] they propose to analyze the similarity through correlation techniques on areas around junctions. The features are previously detected using a fixed operator size. However, this is only valid when features in both views represent a 3D junction that lies at similar distance from both cameras, which is usually not the case for very wide baseline cameras. Another critical issue is the precision in the image regions used for correlation. Those are bounded by the junction edges and their corresponding end-points. Typically, the end-points delivered by the junction detector in both images are considered to be correspondent, thus neglecting the fact that they do not generally belong to the same 3D points. Hence, non-equivalent areas are used for correlation and the similarity measures are unreliable.
In this work we present a new feature matching approach that overcomes these limitations. First, the proposed strategy, which also relies on junctions as relevant features, adapts the search area of the feature detector in the images according to the analysis of the scene geometry, as opposed to typical approaches that perform independent feature extraction in the two images. As a result, the loss and mismatch of features between images is reduced. Additionally, the strategy involves a novel refinement stage that precisely computes the corresponding junction end-points. Therefore, matching of candidates, which is performed by computing appearance similarity measures in the regions defined by the junction edges, is enhanced with respect to traditional methods, since the regions for cross-correlation computation are equivalent in both images.
II. ADAPTIVE FEATURE EXTRACTION
As stated in the introduction, junctions are regarded as robust features when it comes to matching in very wide baseline settings. A junction is defined as an image point where several edges meet [8] . In other words, junctions in images occur when several nearly uniform regions join at one prominent point, (i.e., the point of junction) where the boundaries of the adjacent regions meet. A junction is thus determined by its center, the number of converging edges, and their respective orientations. Existing detectors generally search junctions on circular areas of radius λ in the image, hence this value is of great importance for the behavior of the detector. This is the case for the detector introduced in [8] , which is used for feature detection in this work. Naturally, in a stereo pair, the area of projection of a feature detected in the first image onto the second image depends on the relationship between cameras and on the 3D location of the feature with respect to them. As opposed to the traditional approach, which assumes a uniform circular search area of the same radius λ in the second image, in this section we explain how to make this area adaptive.
Consider a junction t i holds the projection in the image of the 3D junction, and therefore the radius of this area defines a cone which encompasses the junction in the 3D space. Suppose the junction is centered at the point C (i,k) on the 3D beam defined by the camera optical center O 1 and the center of t 1 i , then we define S as the largest sphere centered in C (i,k) and contained in the projection cone. The projection of this sphere will help us approximate the shape and size of the junction in I 2 . This idea is illustrated in Fig. 1 . The projection of S in I 2 is given by the cone tangent to S with vertex in O 2 , which defines an elliptical region A 2 in I 2 .
In particular, suppose we have a junction centered in p
In order to find this junction in I 2 , we will use the idea explained above to define the search area (i.e., the radius of the junction detector) in the second image. Namely, we first make use of the epipolar geometry, which constrains the center of the junction in I 2 to be in the so called epipolar line [9] , as illustrated in (i,k) }, a sphere S (i,k) will be generated centered in the intersection of the beams defined by these points, C (i,k) . The radius of the sphere is computed as the minimum distance from its center to the beams defined by O 1 and the contour of A 
The area
2 is obtained iteratively, since analytic derivation of A 2 (i,k) involves the explicit knowledge of camera parameters (particularly focal length, which is usually not available). Namely, the points in the surroundings of p 2 (i,k) are back-projected into 3D space using the projection matrix P 2 (camera calibration is available), and we check whether they intersect or not with S (i,k) . The points that do indeed intersect with the sphere are enclosed within an elliptic pattern. In this paper, a junction detector based on circular search area is used, therefore we will approximate A 2 (i,k) as a circular area with a radius λ 2 k equal to the minor radius of the ellipse (this will also reduce the number of iterations, as we stop whenever one back-projected point does not intersect the sphere). The minor axis of the ellipse is taken as radius of A 2 (i,k) so that the sensibility of the detector is higher and the probability that the junction is detected is maximized. Nevertheless, note that the whole ellipse can also be available in case a junction detector is proposed that is designed to cope with it.
Once λ 2 k has been computed for each candidate point, p 2 (i,k) , the junction detector is applied using the corresponding adapted radius over each p 
III. FEATURE REFINEMENT
A set of candidate matches in the second image are now available for each of the junctions in the first image as a result of the adaptive junction search explained in the previous section. Given these candidates, most approaches apply directly some correlation technique in order to find the final set of correspondences. However, this procedure is intrinsically inaccurate. Indeed, the end-points of the junction axes are usually non-corresponding (that is, they do not correspond to the same 3D points). Hence, when directly performing matching between them, the surfaces used for correlation are not correctly delimited, thus leading to errors in feature correspondences. Therefore, given a reference junction and a candidate one in the other image, feature refinement targets, on the one hand, to efficiently establish correspondence between the axes of these junctions, and on the other hand, to refine the position of the end-points of the candidate junction so that they match the actual end-points of the reference one. This way, crosscorrelation is restricted to corresponding areas in both images, which helps to improve matching results.
Feature refinement is also addressed through epipolar geometry. Suppose that we have a junction in the first image, centered at c ; however, we can now exploit epipolar geometry constraints to correct the end-point positions. Indeed, it is known that the point e 1 in is projected into the second image to a point within the epipolar line l 2 in (this can be further reduced to a segment m 2 in by introducing geometrical constraints, e.g., that the junction is bounded by planes tangent to the sphere S), as illustrated by the dashed segments in Fig. 3 .
Hence, the end-points { e 2 (i,j)n } can be corrected by finding the intersection points between the epipolar segments m 2 in and the lines containing the junction edges in I 2 (see Fig. 3 ). As proven in [9] , the line joining two points is given by the crossproduct of these points in homogeneous coordinates. Dually, the intersection of two lines is the cross-product of the lines. Therefore, the refined end-point positions, { e center, constitute a candidate correspondence for the original junction in the first image. All possible correspondences are assessed through the method explained in Section IV.
IV. FEATURE MATCHING
The feature matching step is carried out based on a crosscorrelation technic for comparing the corresponding regions around reference and candidate junctions. The correlation method used here is an adaptation of the classical Sum of Absolute Differences (SAD). The coordinates of the points belonging to regions defined by the center of the junction and a pair of axes are parameterized as in [7] , in order to compare corresponding points between candidate regions. This way, the matching process adapts to the effect of projective deformation and it thus circumvents problems regarding window size and shape selection, typical for area-based methods. Therefore, the cross-correlation is measured as:
where
, and T x is the parametric transformation mapping the points in
The correlation is maximum when D = 0. For each junction in I 1 , the candidate that minimizes D is assigned to it as long as this value is below a predefined threshold; otherwise, it is left unmatched.
V. EXPERIMENTAL RESULTS AND DISCUSSION
Experiments have been performed on a set of stereo images featuring a wide baseline. Two pairs of this set are shown in Fig. 4 , the first of them having a viewpoint difference of 90 degrees between cameras.
The effectiveness of the approach proposed for adapting the search area in the second image is shown in Fig. 5 for the 'Laboratory' example. Specifically, a detector with λ 1 = 11 causes a junction to be detected in the left image as shown in Fig. 5(a) . If the same detector were applied in the right image, the junction would not be detected, since the size and relative pose of the junction edges vary (see Fig. 5(b) ). In this particular example, the scale of the junction in the right image is smaller, and the detector does not have enough sensibility to detect it. By using the described approach, we are able to infer the correct scale of the junction and to adapt the radius of the detector (in this case λ 2 k = 9), thus detecting the corresponding junction, as shown in Fig. 5(c) .
Feature refinement constitutes as well an important source of improvement. Indeed, once junctions are correctly assigned, the end-points of their edges do not correspond to the same 3D point, due to the change in the pose of the junction. Therefore, the regions for correlation do not fully overlap, which leads to errors in correspondences, especially if the regions present non-uniform intensity profiles.
The improvement achieved by using the feature refinement step is exemplified in Fig. 6 and Fig. 7 for the 'Office' images. In particular, Fig. 6(b) illustrates the refinement process over the initially obtained end-points of a junction in the right image. In particular, the two junction's end-points in I 1 (i.e., the intersection of the circumference and the red edges in Fig. 6(a) ) define two corresponding segments in I 2 using epipolar geometry (those are painted as dashed purple lines in Fig. 6(b) ). Therefore, the initial end-points in Fig. 6(b) are refined by selecting the intersection between the initial edgespainted in yellow-and the aforementioned segments. The final junction is painted in red, and corresponds to the same region as that in Fig. 6(a) , as can be observed in a detail of this junction in zoomed left and right images (see Fig. 7 ). The areas defined by the axes of the junction detected in the left image and by its corresponding non-refined axes in the right image are painted in green. Additionally, the area associated to the refined axes is painted in yellow in the right image. Cross-correlation of the left region with both the refined and the non-refined right regions is computed, yielding values of D = 490 and D = 520. This difference is very significant taking into account the homogeneity of the regions to be correlated: regions meeting in junctions by definition always show a homogeneous texture. Hence, the capability of finding the correct correspondence is highly improved.
VI. CONCLUSION
The exploitation of epipolar geometry has been proven to constitute a suitable approach to address feature matching in very wide baseline stereo images, where traditionally used approaches fail. This approach allows i) to obtain a potential 3D junction location corresponding to two features from different images, ii) to adapt the parameters of the detector Regions covered by refined and non-refined axes in Fig. 6 . The lower row is a zoom of the upper row for better observation of details. In the left image, the area in green corresponds to the two edges of the reference junction. In the right image, the area in green is defined by the non-refined edges of the corresponding junction, while the area in yellow is defined by the refined axis. The refined (yellow) region matches the reference area better.
for finding candidate junctions given a reference one, and iii) to refine the candidate junctions end-points for improving the accuracy of the matching step. Thus, the strategy proposed in this paper results in an overall improvement of the feature matching process in very wide baseline settings.
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