Abstract. The current paper establishes criteria for the existence of principal eigenvalues of time periodic cooperative linear nonlocal dispersal systems with Direchlet type, Neumann type or periodic type boundary conditions. It is shown that such a nonlocal dispersal system has a principal eigenvalue in the following cases: the nonlocal dispersal distance is sufficiently small; the spatial inhomogeneity satisfies a so called vanishing condition; or the spatial inhomogeneity is nearly globally homogeneous. Moreover, it is shown that the principal eigenvalue of a time periodic cooperative linear nonlocal dispersal system (if it exists) is algebraically simple. A linear nonlocal dispersal system may not have a principal eigenvalue. The results established in the current paper extend those in literature for time independent or periodic nonlocal dispersal equations to time periodic cooperative nonlocal dispersal systems and will serve as a basic tool for the study of cooperative nonlinear systems with nonlocal dispersal.
Introduction
Internal dispersal (diffusion), which describes the movements or interactions of the organisms in the underlying systems, occurs in many evolution systems arising in applied sciences. There are several disparate approaches to model internal dispersal. In case that the movements or interactions of the organisms occurs randomly between adjacent spatial locations, differential operators such as ∆, have been widely used to model the dispersal, see, for example, [1] , [2] , [5] , [20] , [32] , [42] , etc.. They are frequently referred to as random dispersal operators. In contrast, integral operators, which are referred to as nonlocal dispersal operators, are often used to describe the movements or interactions of the organisms in an underlying system which occur between adjacent as well as non-adjacent spatial locations, see, for example, [15] , [17] , [21] , [22] , etc.. For the study of various dynamical aspects of nonlocal dispersal evolution equations, the reader is referred to [3] , [6] - [8] , [10] , [17] , [18] , [21] - [28] , [31] , [33] - [36] , [38] , [39] .
It is of great importance for the study of nonlinear dispersal evolution equations/systems to establish a spectral theory for linear dispersal evolution equations/systems. The objective of the current paper is to develop the principal eigenvalue theory for the following three linear cooperative systems with nonlocal dispersal and time periodic dependence: u t = D κ(y − x)u(t, y)dy − u(t, x) + A 1 (t, x)u(t, x), x ∈D, (
where D ⊂ R N is a smooth bounded domain, u(t, x) ∈ R K (K > 1) and A 1 (t, x) = (a kj (t, x)) K×K with a kj (t, x) being continuous in t ∈ R and x ∈D and a kj (t+T, x) = a kj (t, x) for k, j = 1, ..., K,
where D ∈ R N and A 2 (t, x) has the same properties as A 1 (t, x), and
where A 3 (t, x) = (a kj (t, x)) K×K with a kj (t, x) being continuous in t ∈ R and x ∈ R N and a kj (t + T, x) = a kj (t, x + p l e l ) = a kj (t, x) for p l > 0, e l = (δ l1 , ..., δ lN ) with δ ln = 1 if l = n and δ ln = 0 if l = n, l, n = 1, ..., N ; κ(·) in (1.1)-(1.3) is a nonnegative C 1 function with compact support, κ(0) > 0, R N κ(z)dz = 1. In order to state the standing assumptions, let
Throughout this paper, we assume that
is cooperative in the sense that for any t ∈ R, x ∈ D i , and
is strongly irreducible in the sense that for any two nonempty subsets S, S ′ of {1, 2, ..., K} which form a partition of {1, 2, ..., K} and any t ∈ R and x ∈ D i there exist k ∈ S, j ∈ S ′ satisfying that |a kj (t, x)| > 0.
The following eigenvalue problems are associated with the coupled nonlocal dispersal systems (1.1), (1.2), and (1.3), respectively,
(1.5)
and
The so-called principal spectrum point of (1.5) (resp. (1.6), (1.7)) plays a special role in the study of the related nonlinear systems. Roughly, let σ(A 1 ) (resp. σ(A 2 ), σ(A 3 )) be the spectrum of the eigenvalue problem (1.5) (resp. (1.6), (1.7)). Let
) is called the principal spectrum point of the eigenvalue problem (1.5) (resp. (1.6), (1.7)) (see Definition 2.2 for details). λ 1 (A 1 ) (resp. λ 2 (A 2 ), λ 3 (A 3 )) is called the principal eigenvalue of (1.5) (resp. (1.6), (1.7)) if it is an isolated eigenvalue with a positive eigenfunction (see Definition 2.2 for details).
Observe that (1.5), (1.6), and (1.7) can be viewed as the nonlocal dispersal counterparts of the following eigenvalue problems with random dispersal and Dirichlet, Neumann, and periodic boundary conditions, respectively,
In fact, it is proved for K = 1 that the principal eigenvalue of (1.8), (1.9), and (1.10) can be approximated by the principal spectrum points of (1.5), (1.6), and (1.7), respectively, by properly rescaling the kernels and that the initial value problems of random dispersal evolution equations can also be approximated by the initial value problems of the related nonlocal dispersal evolution equations with properly rescaled kernels (see [11] , [12] and [40] ). Hence we may say that (1.1), (1.2), and (1.3) correspond to problems having Dirichlet type boundary conditions, Neumann type boundary conditions, and periodic boundary conditions, respectively. When K = 1, there are many results on the principal eigenvalues of time independent or periodic random dispersal eigenvalue problems (1.8), (1.9) and (1.10) (see [5] , [13] , [20] , and references therein) and their nonlocal dispersal counterparts (1.5), (1.6) and (1.7) (see [9] , [10] , [16] , [19] , [24] , [30] , [37] , [40] , [41] and references therein). It is known that a random dispersal operator has always a principal eigenvalue, but a nonlocal dispersal operator may not have a principal eigenvalue (see [9] and [37] for some examples), which reveals some essential differences between nonlocal dispersal and random dispersal operators. We point out that, very recently, Ding and Liang [14] studied the existence of the principal eigenvalues of generalized convolution or integral operators on the circle in periodic media. They showed that such a generalized convolution operator has a principal eigenvalue provided that its kernel satisfies the so called uniformly irreducible condition ( see [14, Theorem 2.4] ).
When K > 1, principal eigenvalue theory for (1.8), (1.9) and (1.10) has also been well established. For example, it is known that the principal eigenvalue of (1.8), (resp. (1.9), (1.10)) always exists. However, to our best knowledge, the principal eigenvalue problems (1.5), (1.6) and (1.7) associated to coupled nonlocal dispersal systems are hardly studied in the literature. In this paper, we will establish some criteria for the existence of principal eigenvalues of (1.5), (1.6) and (1.7). The results obtained in this paper extend many existing ones for principal eigenvalues of time independent and time periodic nonlocal dispersal equations to time periodic coupled nonlocal dispersal systems. They provide basic tools for the study of nonlinear nonlocal dispersal evolution systems. We will discuss some applications of the results established in this paper elsewhere.
The rest of the paper is organized as follows. In Section 2 we introduce standing notations and state the main results of this paper. In Section 3, we present some basic properties for coupled nonlocal dispersal systems. In Section 4, we prove the main results.
Notations and Main Results
In this section, we first introduce the standing notations, present a comparison principle, and give the definition of principal spectrum points and principal eigenvalues of (1.1), (1.2) and (1.3), which will be used throughout this paper. We then state the main results of the current paper.
with norm u X 3 = sup x∈R N |u(x)|, and
For given u, v ∈ X i , we define
with norm u X 3 = sup t∈R,x∈R N |u(t, x)|, and
For any u, v ∈ X i , we define
General semigroup theory (see [29] ) guarantees that for every u 0 ∈ X i , (1.1) (resp, (1.2), (1.3)) has a unique solution
is continuously differentiable on [0, τ ) and satisfies that for each x ∈D, (1) If u − (t, x) and u + (t, x) are bounded subsolution and supersolution of (1.1) (resp. (1.2), (1.3)) on [0, τ ), respectively, and
Proof. Note that A i (t, x) is cooperative and strongly irreducible for any t ∈ R and x ∈ D i . Then the results of (1) Define
has a unique real eigenvalue, denoted by λ i (x), which has a unique corresponding positive eigenfunction, denoted by φ i (t, x), with |φ i (0, x)| = 1.
Proof. A i (t, x) is a cooperative, strongly irreducible, and T-periodic matrix for any given x ∈ D i by (H1) and (H2). Let I be the K × K identity matrix and U(t; x) be the fundamental matrix solution of 
We remark that λ i (x) and φ i (t, x) are as smooth in x as A i (t, x) in x. We also remark that, when A i (t, x) ≡ A i (x), λ i (x) is the largest real part of the eigenvalues of the matrix A i (x). Let
Our main results on the principal spectral points and principal eigenvalues of coupled nonlocal dispersal operators can then be stated as follows.
in the case i = 3, then the principal eigenvalue of −∂ t + K i + A i exists for i = 1, 3. [30] , [37] ).
This implies that 1/(α
0 − h i (·)) ∈ L 1 (D 0 ).
Basic Properties
In this section, we present some basic properties for principal spectrum points of coupled nonlocal dispersal systems (1.5), (1.6) and (1.7). Throughout this section, we assume that (H1) and (H2) hold.
Let K i : X i → X i and A i : X i → X i be defined as in Section 2 for i = 1, 2, 3. Consider the eigenvalue problem,
Recall that I denotes the K × K identity matrix. Without loss of generality, we assume that
In fact, there exists M > 0 such that for any u ∈ R K ,
Hence − A i (t, x) is positive definite for any (t, x) ∈ R × D i , where
is not positive definite for some (t, x) ∈ R × D i , we may consider the eigenvalue problem,
where
Observe that if α ∈ C is such that αI+∂ t −A i is invertible, then (3.1) with λ = α has nontrivial solutions in X i ⊕ iX i is equivalent to
Proposition 3.1. Let 1 ≤ i ≤ 3 be given. Then
has a unique solution u(·, ·; x 0 , v) ∈ X i for any v ∈ X i with v(t, x) ≡ v(t). This implies that u(t; x 0 , v) := u(t, x 0 ; x 0 , v) is a solution of
Therefore the Fredholm alternative implies that
has no nontrivial solution u(t) with u(t + T ) = u(t). Recall that φ i (t, x 0 ) is an eigenfunction of (2.1) with x = x 0 corresponding to λ i (x 0 ). Then u(t; x 0 , φ i ) := φ i (t, x 0 ) satisfies
which is a contradiction. Hence h i (x 0 ) ∈ σ(−∂ t + A i ) for any x 0 ∈ D i and the proposition follows.
Proposition 3.2. Let 1 ≤ i ≤ 3 be given, then (αI + ∂ t − A i ) −1 exists for every α ∈ C with Re α > max x∈D i h i (x). Moreover, one has for any α ∈ C with Reα > max x∈D i h i (x) and any
where φ i (t, x) ∈ X + i is as in Lemma 2.1.
First of all, Floquent theory for periodic ordinary differential equations implies that for any α ∈ C with Re α > max x∈D i h i (x) and any given x ∈ D i , (αI
is the principal eigenvalue of (2.1) with the positive eigenvector φ i (t, x) for any 1 ≤ i ≤ 3 and any given x ∈ D i . By the definition of A i and h i (x), we have
for any x ∈ D i , which implies that
for every v i ∈ X 0 and given x ∈ D i , hence
for every α ∈ C, each x ∈ D i and each v i ∈ X 0 . It then follows that for any α ∈ C with Re α > max x∈D i h i (x) and any v i ∈ X 0 ,
This completes the proof.
(1) −∂ t + A i generates a positive semigroup of contractions on X i .
Proof.
(1) Define T (s)u by (T (s)u)(t, x) = u(t − s, x). for s ≥ 0 and u ∈ X i . Then T (s) is a continuous semigroup generated by −∂ t on X i . It is clear that T (s)u ≤ u for all s ≥ 0 and u ∈ X i , and that for any u ∈ X i with u(·, ·) ≥ 0, T (s)u ≥ 0 for any s ≥ 0. Therefore, {T (s)} s∈R + is a positive continuous semigroup of contraction on X i with generator −∂ t .
On the other hand, given µ > 0 and u ∈ X i , (3.2) yields (2) First, Proposition 3.2 guarantees that (αI + ∂ t − A i ) −1 exists for every α with Re α > max x∈D i h i (x). Next for any bounded sequence {u n } ∈ X i ⊕ X i , let
By the boundedness of A i , both {v n } and {∂ t v n } are bounded sequences in X i ⊕ X i . Then {w n } = {K i v n }, {∂ t w n }, and {∂ x i w n } (i = 1, 2, · · · , N ) are bounded sequences in X i ⊕ X i . We can then show that {w n } has a convergent subsequence. This completes the proof.
Proof. By Proposition 3.2, (αI+∂ t −A i ) −1 exists for all α ∈ R with α > h i (x 0 ) = max x∈D i h i (x), and
for all v i ∈ X 0 . Let δ > 0 be such that B(0, δ) ⊂ supp(κ(·)). By (3.4) we have
Note that φ i (t, x) ≥ η i e for any t ∈ R and x ∈ D i , where 
Clearly, for every x ∈ D i \ B(2σ, x 1 ) and γ > 1,
For x ∈ B(2σ, x 1 ), there is M > 0 such that κ(y − x) ≥ M for y ∈ B(σ, x 1 ). It then follows from (3.5) that for x ∈ B(2σ, x 1 ),
Then there is γ > 1 such that, for α > h i (x 0 ) and α − h i (x 0 ) ≪ 1,
This implies that r(
Principal Eigenvalues of Coupled Nonlocal Dispersal
In this section, we investigate criteria for the existence of principal eigenvalues of coupled nonlocal dispersal systems with time periodic dependence and prove Theorems 2.1-2.3. Throughout this section, we assume that (H1) and (H2) hold. Recall that λ i (A i ) = sup{Re λ| λ ∈ σ(−∂ t + K i + A i )} is the principal spectrum point of −∂ t + K i + A i (i = 1, 2, 3). We first prove a lemma. Lemma 4.1.
is an isolated eigenvalue of −∂ t +K i +A i of finite multiplicity with a positive eigenfunction.
is an eigenvalue of −∂ t + K i + A i with a positive eigenfunction, then it is geometrically simple.
is an isolated eigenvalue of −∂ t + K i + A i with finite multiplicity and a positive eigenfunction.
(2) We show that λ i (A i ) is geometrically simple. Suppose that v(t, x) is a positive eigenfunction of −∂ t + K i + A i associated to λ i (A i ). By Proposition 2.1, v(t, x) > 0 for t ∈ R and x ∈ D i . Assume that v ′ (t, x) is also an eigenfunction of −∂ t + K i + A i associated to λ i (A i ). Then there is η ∈ R such that w(t, x) ≥ 0 ∀ t ∈ R, x ∈ D i and w(t 0 , x 0 ) = 0, where w(t, x) = v(t, x) − ηv ′ (t, x). Then by Proposition 2.1 again, w(t, x) ≡ 0 and hence v(t, x) = ηv ′ (t, x). This implies that λ i (A i ) is geometrically simple. This completes the proof.
Proof of Theorem 2.1. We prove the case i = 1. Other cases can be proved similarly.
First, assume that λ = λ 1 (A) is the principal eigenvalue of −∂ t + K 1 + A 1 with a positive eigenfunction ψ 1 (t, x) ∈ X + 1 . Then we have − ∂ t ψ 1 (t, x) + (K 1 ψ 1 )(t, x) + (A 1 ψ 1 )(t, x) = λ 1 (A 1 )ψ 1 (t, x), x ∈ D 1 .
(4.1)
Recall that Φ 1 (t, s; A i ) is the solution operator of (1.1). Note that u(t, x) = e λt ψ 1 (t, x) is a solution of (1.1), which implies that (Φ 1 (t, 0; A 1 )ψ 1 (0, ·)) (t, x) = e λt ψ 1 (t, x).
Then by the comparison principle, we have ψ 1 ≫ 0. For any given x 0 ∈ D 1 , we know that φ 1 (t, x 0 ) is an eigenfunction of (2.1) corresponding to the eigenvalue λ 1 (x 0 ), that is, (2) We prove the case i = 3. Case i = 1 can be proved similarly. By Proposition 3.2, we have
for every α > max xR N h 3 (x) and any v 3 (x) ∈ X 0 with v 3 (x) ≥ 0. Note that φ 3 (t, x) ≥ η 3 e for any t ∈ R and x ∈ R N . Let v 3 (x) ≡ 1 for all x ∈ R N . Then
Take α = −1 + max x∈R N λ 3 (x) + ǫ for ǫ ∈ (0, 1). Then for any 0 < ǫ < 1, 
