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Abstrakt 
Hlavní náplní této práce je popis a implementace metod detekce hran pomocí neuronové sítě, které 
jsou náhradou klasických metod detekce hran pomocí hranových detektorů. V prvních kapitolách je 
obecně diskutována problematika zpracování obrazu, detekce hran a neuronových sítí. Cílem hlavní 
části je návrh procesu generování syntetických obrazů, extrakce dat a představení variant vhodných 
topologií neuronových sítí pro účely detekce hran v obraze. Závěr práce je pak věnován vyhodnocení 
úspěšnosti detekce hran. 
 
 
 
 
Abstract 
Aim of this thesis is description of neural network based edge detection methods that are substitute 
for classic methods of detection using edge operators. First chapters generally discussed the issues of 
image processing, edge detection and neural networks. The objective of the main part is to show 
process of generating synthetic images, extracting training datasets and discussing variants of suitable 
topologies of neural networks for purpose of edge detection. The last part of the thesis is dedicated to 
evaluating and measuring accuracy values of neural network. 
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1 Úvod 
Počítačová grafika a počítačové vidění se v posledních letech velmi rychle rozvíjí. Vývoj počítačové 
grafiky žene kupředu především trh počítačových her, který podporuje i rozvoj stále lepších a 
výkonnějších grafických adaptérů. Tyto grafické adaptéry, v dnešní době je lze spíše nazývat 
grafickými procesory, umožňují stále více grafických i negrafických výpočtů a s tím i stále lepší 
výsledky nejen při zpracování počítačové grafiky. Počítačové vidění také prochází neustálým 
vývojem a stále častěji je nasazováno nejen v průmyslových aplikacích, ale i v běžném životě. 
Z hlediska počítačové grafiky, přesněji zpracování obrazu se budeme v této práci zajímat o 
detekci hran v obraze. Pokud se úplně oprostíme od počítačů a informatiky, tak detekce (zjišťování 
polohy hran) je pro člověka přirozenou činností. Slouží při vnímaní obrazu k rozpoznávání 
jednotlivých objektů, které tyto hrany opticky oddělují. V oblasti zpracování obrazu slouží detekce 
hran především k segmentaci obrazu a  rozpoznávání objektů v obraze. 
Dalším fenoménem, který se více a více rozšiřuje v oblasti informatiky je umělá inteligence. 
V posledních letech je to převážně snaha  o rozvoj biologií inspirovaných postupů. Do této oblasti lze 
zařadit genetické algoritmy, agentní a multiagentní systémy, ale také neuronové sítě. Všechny tyto 
metody se snaží vhodně napodobit lidské chování nebo evoluční procesy a genetiku. 
Umělé neuronové sítě jsou prostředkem, jak lze v umělé inteligenci a oblasti informatiky 
napodobit lidské chování. Předem je nutné uvést, že i vysoký výpočetní výkon dnešních počítačů se 
nedá srovnat s výkonem lidského mozku. Z tohoto důvodu nelze použít umělé neuronové sítě na 
komplexní problémy, lze je však využít při zpracování obrazu (především při detekci objektů 
v obraze), při kompresi obrazových a zvukových dat. Dále je možné využití v predikci vývoje 
časových řad (aplikaci lze hledat například u předpovědi vývoje burzovních indexů). Praktické 
využití je taktéž v medicíně, která se na modelu umělých neuronových sítí snaží lépe pochopit 
procesy a struktury lidského mozku, který je stále nejméně prozkoumaným orgánem lidského těla. 
V tomto odstavci bych velmi rád shrnul jednotlivé kapitoly práce. Po úvodní kapitole následuje 
kapitola věnovaná počítačovému zpracování obrazu a představení technik předzpracování obrazu, 
detekci hran, prahování apod. Neuronovým sítím bude věnována kapitola třetí. Zde bude definice 
umělého neuronu a modelu neuronové sítě. Čtvrtá a pátá kapitola se budou věnovat analýze 
problematiky a návrhu postupu (případně několika různých postupů) pro detekci hran pomocí 
neuronových sítí. Další kapitoly budou dále věnovány samotné implementaci a vyhodnocení 
úspěšnosti prezentovaného řešení. Poslední kapitolou práce bude nezbytný závěr, ve kterém shrneme 
výsledky práce a plány dalšího vývoje. 
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2 Počítačové zpracování obrazu 
V této kapitole jsou uvedeny základní pojmy z oblasti zpracování obrazu. V další části kapitoly jsou 
probrány současné přístupy k detekci hran pomocí hranových operátorů. Než je však možné 
detekovat hrany v obraze, je dobré obraz předzpracovat a právě tyto metody předzpracování obrazu 
jsou taktéž popsány v této kapitole. 
 
2.1 Digitální obraz 
Digitální obraz může být v zásadě uložen ve dvou podobách – rastrové a vektorové. Vektorový obraz 
je obraz, který je definován na základě množiny základních geometrických útvarů - primitiv (bod, 
úsečka, kružnice, polygon).  
V této práci se však budeme výhradně zabývat rastrovou grafikou, kde je obraz definován jako 
množina bodů zarovnaných do dvojrozměrné pravoúhlé mřížky. Atomické části tohoto obrazu jsou 
pak jednotlivé body - pixely (z ang. picture elements). Každý pixel obrazu pak nabývá určitých 
hodnot z rozsahu daného bitovou hloubkou obrazu. Hodnotami mohou být jak hodnoty jasu, tak 
v barevném obraze hodnoty intenzity jednotlivých barevných složek (subpixelů). V počítačové 
grafice se nejčastěji používá černobílý (achromatický) 8bitový obraz, případně barevný 24bitový 
obraz, kde každá z barevných složek RGB nabývá hodnot v rozsahu 0-255. 
Formálně lze obraz definovat pomocí obrazové funkce (viz. rovnice 2.1), což je spojitá funkce  
dvou proměnných. 
( )yxfz ,=       (2.1) 
 
K převodu (digitalizaci) spojitého obrazového signálu do diskrétní digitální podoby jsou 
využívány zařízení, které provádí vzorkování a kvantizaci obrazových dat. Mezi tyto zařízení lze 
zařadit skenery, digitální fotoaparáty a digitální kamery. 
Jak již bylo dříve zmíněno často se v počítačové grafice využívá achromatický obraz, tedy 
obraz v odstínech šedi. Například v detekci objektů nebo při detekci hran v obraze je často informace 
o barvě nepodstatná a proto se v praxi pro zjednodušení výpočtu využívá šedotónové reprezentace 
digitálního obrazu. Abychom mohli barevný obraz převést do odstínů šedi, je nutné znát empirický 
vztah (viz. rovnice 2.2), používaný pro převod z obrazu v barevném prostoru RGB. 
 
BGRI
BbGgRrI
⋅+⋅+⋅=
⋅+⋅+⋅=
114,0587,0299,0
    (2.2) 
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Uvedená rovnice vychází z faktu, že lidské oko je různě citlivé na jednotlivé barevné složky 
(vlnové délky barevného spektra). Z rovnice je zřejmé, že lidé jsou nejvíce citliví na zelenou barvu, 
zatímco nejméně na barvu modrou. 
Dalším důležitým pojmem z oblasti zpracování obrazu, který je nutné zmínit je pojem 
konvoluce. Na konvoluci obrazu s konvolučním jádrem jsou založeny metody pro filtrování obrazu a 
detekci hran. Konvoluce se označuje operátorem  a pro dvě funkce )(xI a )(xh je definována jako  
)(xI  ∫
∞
∞−
−= ααα d)()()( hxIxh     (2.3) 
Funkce )(xh se označuje jako konvoluční jádro. Konvoluční jádro se dá přirovnat k šabloně která se 
posouvá po obraze a výsledek výpočtu nové hodnoty je ovlivněn hodnotami konvolučního jádra. 
V počítačové grafice pracujeme s diskrétním dvourozměrným obrazem, proto používáme diskrétní 
dvojrozměrnou konvoluci (rovnice 2.4). 
),(),( yxIyxI =′  ∑∑
−= −=
⋅++=
k
ki
k
kj
jihjyixIjih ),(),(),(   (2.4) 
Konvoluční jádro diskrétní konvoluce je čtvercová maska o rozměrech kkkk ,, −×− . Výslednou 
hodnotu v každém bodě získáme jako součet hodnot konvoluční masky vynásobených hodnotami 
vstupního obrazu. Pro lepší představu principu konvoluce je uveden obrázek 2.1. 
 
 
 
Obrázek 2.1: Princip diskrétní dvojrozměrné konvoluce. 
2.2 Předzpracování obrazu 
Do fáze předzpracování obrazu pro detekci hran je možné pokládat i převod barevného obrazu do 
obrazu šedotónového (viz. kapitola 2.1), hlavním důvodem předzpracování je však odstranění šumu 
 6 
z digitálního obrazu. Jednotlivým typům šumů a technikám jejich odstranění jsou právě věnovány 
následující odstavce.  
Drtivá většina obrazů získaných snímáním reálného světa je postižená šumem, což je 
nežádoucí informace přidaná do obrazu během procesu vzorkování a kvantizace (viz. kapitola 2.1). 
Šum se pak projevuje jako chyba v obraze daná nepřesností snímače, působením teploty nebo 
působením elektromagnetickým záření.  
V praxi rozlišujeme hned několik druhů šumu, také rozdělujeme šumy na aditivní a 
multiplikativní. Z našeho hlediska jsou nejpodstatnější hned tři zástupci – bílý šum, gaussův šum a 
impulsní šum. 
 
• Bílý šum má ve frekvenčním spektru rovnoměrně rozdělen mezi všechny frekvence. Ve 
skutečnosti však nemůže být nenulový výkon zastoupen na všech frekvencích, protože by 
celkový výkon takového signálu byl nekonečný. Proto nepočítáme s přítomností ideálního bílého 
šumu, ale bílého šumu, který je frekvenčně omezený. 
• Gaussův šum je šum, který má pravděpodobnost výskytu danou Gaussovým (normálním) 
rozdělením (viz rovnice 2.5). Gaussova funkce je funkce se dvěma parametry - střední hodnotou 
µ a standardní odchylkou σ (případně variancí σ2). 
( )
2
2
2
2
1)( σ
µ
σpi
−−
⋅=
x
exf
     (2.5) 
 
• Posledním typem je šum impulsní. Tento šum je typický úzkým frekvenčním pásmem a 
vysokým výkonem. V obraze se projevuje náhodnou změnu intenzity pixelů na černou nebo bílou 
barvu. Odtud je také odvozen pojem, kdy se tento typ šumu označuje jako Sůl a pepř (Salt & 
Pepper). 
 
Přístupů k odstranění šumu v obraze je hned několik. V případě, že bychom znali přesné 
charakteristiky šumu, nebyl by problém šum od obrazu oddělit. Avšak v reálu nikdy původní 
šumovou funkci neznáme. Možným řešením je tak použití více obrazů téže scény a výsledný obraz 
získat jako kombinaci bodů na totožných pozicích těchto obrazů. Další a v současně nejpoužívanější 
jsou techniky pracující nad lokálním okolím daného bodu, které výslednou hodnotu aproximují 
z tohoto blízkého okolí. Tyto metody filtrace obrazu využívají skutečnosti, že sousední pixely jsou 
většinou stejné nebo velmi podobné. Jak je zřejmé, tyto filtry pracují jako dolní propusť, filtrují tedy 
vysoké frekvence. Jako následek použití těchto filtrů je pak rozmazání obrazu v místech ostrých změn 
intenzity jasu. Z jednotlivých metod jsou zde popsány metody obyčejného průměrování, Gaussův 
filtr, medián a konzervativní vyhlazování. 
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2.2.1 Obyčejné průměrování 
Obyčejné průměrování je nejjednodušší metoda pro odstranění šumu. Principem této metody je 
zprůměrování hodnot okolí daného pixelu. V drtivé většině případů (nejen u této metody) se používá 
čtvercové okolí s lichým počtem řádků a sloupců, z důvodu jednoznačného určení středového 
(filtrovaného) pixelu. V počítačové grafice se při filtrování obrazu používá konvoluce filtrovaného 
obrazu s konvoluční maskou (jádrem) určující typ filtrace. U obyčejného průměrování okolí je 
konstrukce této konvoluční masky velice jednoduchá. Příkladem je konvoluční maska s okolím 3x3 
pixely, kterou ukazuje rovnice 2.6. 










=
111
111
111
9
1
prumh      (2.6) 
2.2.2 Gaussův filtr 
Gaussovo filtrování (rozmazání) je stejně jako metoda obyčejného průměrování založeno na 
konvoluci obrazu s vhodným konvolučním jádrem. Konvoluční jádro u této masky není rovnoměrně 
rozděleno, jako v případě předchozí metody, ale odráží podobu dvojrozměrné Gaussovy funkce. 
Výpočet koeficientů konvoluční masky pro 1D a 2D variantu vyjadřují rovnice 2.7a a 2.7b. 
 
2
2
2
2
1)( σ
σpi
x
exG
−
⋅=
  
2
22
2
)(
22
1),( σ
piσ
yx
eyxG
+−
⋅=
  (2.7ab) 
 
V praxi se však v rámci úspory procesorového času hojně využívají již přepočítané konvoluční 
masky pro různé velikosti okolí a odlišný parametr rozostření σ. Příkladem pak může být konvoluční 
jádro 3x3 a 5x5 (obě s σ = 1), jejichž podoba je uvedena ve vzorci 2.8a a 2.8b. 
 










=
121
242
121
16
1
gaussh  
















=
24542
491294
51215125
491294
24542
159
1
55xgaussh  (2.8ab) 
Gaussův filtr se s výhodou používá právě v případě Gaussova šumu. Jediným parametrem je 
parametr sigma, který v tomto případě uvádí poloměr rozostření obrazu. U konvolučních masek pro 
odstranění šumu je vždy nutné dodržet, aby celková hodnota masky byla rovna jedné. V případě 
porušení této podmínky by se obraz stával světlejším nebo tmavším. Z toho důvodu je před maskou 
vždy uvedena konstanta, kterou je nutné výsledek podělit, aby byla celková intenzita obrazu 
zachována. 
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2.2.3 Medián 
Medián je dalším algoritmem v řadě pro odstranění šumu, využívá se v případě porušení obrazu 
impulsním šumem. Jedná se taktéž o metodu pracující s lokálním okolím daného bodu, jde však na 
rozdíl od předchozích dvou metod, o nelineární metodu. Princip metody je jednoduchý, pracuje na 
bázi hodnoty mediánu dané posloupnosti. Jednotlivé pixely daného okolí se vzestupně/sestupně seřadí 
a z dané posloupnosti se vybere prostřední prvek (medián). Z hlediska výběru prostředního prvku 
posloupnosti se v praxi používá okolí s lichým počtem prvků. Nevýhody filtrování mediánem jsou 
časová náročnost z důvodu řazení posloupnosti intenzit daného okolí (především při větším okolí) a 
také výrazná degradace obrazu při filtraci s velkým okolím.  
2.2.4 Konzervativní vyhlazování 
Největším problémem předchozích metod je fakt, že se jedná o vysokofrekvenční filtry a proto tyto 
filtry mohou porušit právě hledané hrany v obraze. Pro tento případ existují filtry, které se snaží 
nepoškodit a nezměnit pozici hran v obraze (jsou označovány anglickým termínem edge-preserving 
filters). Mezi tyto filtry patří například konzervativní vyhlazovaní (conservative smoothing) nebo též 
Kuwahara filtr. Jedná se o nelineární filtry stejně jako medián a taktéž jako všechny předcházející 
filtry pracují s lokálním okolím. 
Tyto filtry jsou výhodné, podobně jako filtrování mediánem, při odstranění impulsního šumu. 
Ve srovnání s mediánem jsou pak tyto metody rychlejší a nepotlačují hrany v obraze.   
2.3 Detekce hran v obraze   
V této části práce bych se rád zaměřil na představení současného přístupu k detekci hran. Než však 
přistoupíme k popisu konkrétních metod zvýraznění hran, je nutné definovat, co je to vlastně hrana, 
kde se v obraze nachází, jaké třídy hran existují a které principy jsou použitelné při jejím zvýraznění. 
Z pohledu zpracování signálů je hrana vysokofrekvenční informace. V počítačové grafice 
označujeme hranou místa obrazu, kde se prudce (v ideálním případě skokově) mění intenzita jasu 
sousedních pixelů. Stejně tak pracuje i lidské vidění, kdy vnímáme hranu na hranicích objektů, 
případně na rozhraní světla a stínu. Míru velikosti změny funkce jasu lze matematicky vyjádřit její 
derivací, kdy největší změna a tudíž i hrana se nacházejí v místech lokálního maxima první derivace. 
Tento přístup právě využívají metody detekce hran založené na aproximaci první derivace funkce 
jasu. 
Další skupinou metod jsou metody, které se snaží aproximovat druhou derivaci. U první 
derivace je nutné lokalizovat lokální maxima, u druhé derivace jsou to průchody nulou. Této 
skutečnosti, že nalezení průchodu nulou je lehčí než nalezení lokálních maxim, právě využívají 
metody založené na druhé derivaci jasové funkce. Na základě průběhu jasové funkce v okolí 
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vyšetřovaného bodu je možné hrany klasifikovat do několika tříd. Těmito třídami jsou hrany skokové 
(step), náběžné (ramp) a dále vždy dvojice skokových hran – hrany impulsní (line) a dvojice 
náběžných hran - hrany střechové (roof). Jednotlivé typy jsou zobrazeny na obrázku 2.2. 
 
    
 Obrázek 2.2: Typy hran (zleva) – skoková, náběžná, impulsní, střecha 
 
Nyní již přistoupíme k jednotlivým metodám detekce hran pomocí první i druhé derivace 
jasové funkce. 
2.3.1 Metody založené na první derivaci jasové funkce 
Jak již bylo řečeno v úvodu, první skupina metod je založená na hledání míst o obraze s vysokou 
hodnotou derivace funkce jasu. Výpočet hodnoty první derivace, známé pod pojmem gradient, se 
provádí na základě konvoluce obrazu s vhodným jádrem. Vypočtená hodnota pro jednotlivé pixely je 
pak hodnotou gradientu, který uvádí velikost a směr hrany. Maximální gradient se nachází ve směru 
kolmém na hranu a tento gradient lze vektorově zapsat operátorem nabla ∇. 






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y
yxf
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yxf
yxf ),(,),(),(      (2.9) 
Velikost gradientu neboli „sílu“ hrany lze určit jako délku vektoru 2.9: [1] 
 
22 ),(),(),( 





∂
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
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


∂
∂
=∇
y
yxf
x
yxfyxf     (2.10) 
 
Předchozí uvedené vzorce však platí pouze pro spojité funkce. V diskrétním obraze získáme 
výsledný gradient jako rozdíl okolních pixelů v obraze. Kdy okolní pixely mohou být přímo 
sousedními body nebo body v určitém okolí. Výpočet gradientu se v praxi provádí ve dvou nebo osmi 
směrech.  
V případě dvou směrů se vypočte gradient v horizontálním (Gx) a vertikálním směru (Gy). 
Výslední hodnota gradientu se dále spočítá podle vzorce 2.11, příp. pomocí zjednodušeného vzorce 
2.12. 
( ) ( ) ( )22 ,,, yxGyxGyxG yx +=     (2.11) 
 
( ) ( ) ( )yxGyxGyxG yx ,,, +=     (2.12) 
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Směr neboli orientace gradientu je ppoté dána vzorcem 2.13.  
( ) ( )( )yxG
yxG
tarcanyx
x
y
,
,
, =θ      (2.13) 
Gradientní obrazy pro horizontální a vertikální směr získáme konvolucí s vhodným hranovým 
operátorem. Mezi nejpoužívanější patří Robertsův operátor, Sobelův operátor a operátor Prewittové. 
Jednotlivé operátory se liší hodnotami konvoluční masky, které udává jakou vahou se podílejí 
jednotlivé body na výpočtu gradientu. Ve většině případů se používají masky o velikosti 3x3, ale je 
možné použít i masky větší. Velikost a hodnota masky pak ovlivňují výsledek detekce hran. Je tedy 
nutné vybrat vhodný operátor a jeho velikost pro danou úlohu. Jednotlivé podoby nejčastěji 
používaných konvolučních masek o velikosti 3x3 je možné vidět na obrázku 2.3. 
 
Operátor    Řádkový gradient Sloupcový gradient 
 
Robertsův operátor 
(Roberts operator) 
 
Prewittové operátor 
(Prewitt operator) 
 
Sobelův operátor 
(Sobel operator) 
 
Obrázek. 2.3: Impulsní charakteristiky významných filtrů 
 
Výpočet gradientu ve více směrech, resp. v osmi směrech je možným vylepšení detekce hran. 
U předchozí metody jsme používali dvě masky navzájem otočené o 90 stupňů, zde použijeme celkem 
osm masek otočené vždy o dalších 45 stupňů. Výsledný gradient nezískáme kombinací jednotlivých 
směrových gradientů, nýbrž pro každý bod vybereme směrový gradient s největší odezvou. Tento 
postup je vyjádřen vzorcem 2.14. 
( ) ( ) ( ){ }yxGyxGMAXyxG m ,,,,, 1 K=    (2.14) 
Směr hrany lze u této metody vypočítat pouze v řádu násobků 45º, tedy směrem, ve kterém byl 
gradient největší. Výhodou této metody je vylepšená detekce hran, avšak za cenu výpočtu celkem      
8 gradientních obrazů. Obrázek 2.4 pak představuje nejpoužívanější operátory pro detekci v osmi 
směrech (z úsporných důvodů jsou uvedeny pouze první 3 masky). Těmito operátory jsou 
Robinsonův operátor, Kirschův operátor a opět operátor Prewittové (tentokráte v podobě osmi 
masek). 
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Směr gradientu   Robinson  Kirsch   Prewitt 
 
H1 
0º 
 
H2 
45º 
 
H3 
90º 
 
Obrázek 2.4: Šablony pro jednotlivé směry hranových operátorů  
 
Dalším používaným operátorem je operátor první derivace Gaussovské funkce. Často se tento 
operátor spolu se Sobelovým operátorem označují jako Cannyho hranový detektor (viz kapitola 
2.3.3). Avšak pojem Cannyho hranový detektor sebou nese nejen detekci hran pomocí těchto 
operátorů, ale kompletní algoritmus pro detekci hran (tedy předzpracování, zvýraznění hran a post-
processingu). Operátor první derivace Gaussovské funkce, jak už název napovídá, kombinuje hned 
dva procesy. Jedná se kombinaci předzpracování obrazu pomocí Gaussova filtru a konvoluci 
s vhodným jádrem. Zde je právě toto jádro dané derivací dvojrozměrné gaussovy funkce (rovnice 
2.7b). Využívá se toho, že operace konvoluce je lineární operace a je tedy možné zaměnit pořadí 
s operací derivace (která je taktéž lineární operací). Tento postup ukazuje rovnice 2.15. 
( ) f
x
h
x
fhfh
x
∗
∂
∂
=
∂
∂
∗=∗
∂
∂
      (2.15)  
Postup filtrace obrazu f pomocí vyhlazovací funkce h a výpočtu derivace tohoto obrazu je 
možné zaměnit za postup kdy je nejdříve vypočtena derivace vyhlazovací funkce h a ta je následně 
konvolucí aplikována na obraz f. Tímto postupem se tak ušetři jedna konvoluce s obrazem realizující 
filtraci. Dále je možné při výpočtu gradientu pracovat se skutečností, že se v případě tohoto filtru 
jedná o separabilní filtr a je tedy možné provést separabilní konvoluci. Výhoda separabilního 
dvojrozměrného filtru spočívá v rozdělení na součin dvou jednorozměrných filtrů. Tuto skutečnost 
ukazuje obr. 2.5 a výpočet separabilní konvolucí rovnice 2.16. 
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Obr. 2.5: Ukázka separabilního filtru 
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Praktický výpočet je tedy složen z výpočtu jednorozměrného operátoru první derivace 
Gaussovské funkce pro výpočet řádkového a sloupcového gradientu (podle rovnice 2.17) a následně 
k výpočtu gradientního obrazu pomocí separabilní konvoluce (podle rovnice 2.16). 
( ) 

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

−
⋅
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−=′
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2
2
2
σ
σ
x
e
x
xG
      (2.17) 
Na závěr výčtu metod založeným na první derivaci je dobré uvést několik příkladů z procesu 
detekce hran. Na obrázcích 2.6a-f je kromě původního obrazu (obr. 2.6a) možné vidět řádkový a 
sloupcový gradientní obraz (obr. 2.6b,c) a výsledný gradientní obraz (obr. 2.6d). Na obrázku 2.6e je 
barevný obraz demonstrující směr gradientu (legenda jednotlivých barev je pak na obr. 2.7). Konečně 
obr. 2.6f je kombinací směrového obrazu 2.6e a gradientního obrazu 2.6d. Výsledný gradientní obraz 
je šedotónový s 8bitovou barevnou hloubkou, kde síla hrany (odezva na hranu) je dána hodnotou jasu 
tohoto šedotónového obrazu. Jak je z obrazu zřejmé gradientní obraz obsahuje i hrany silnější než 
jeden pixel, proto jsou na tento obraz podroben dalším úpravám. Těmito úpravami (post-
processingem) je pak proces ztenčení hran a proces prahování. Všechny tyto metody post-processingu 
budou probrány v kapitole 2.4.    
 
   
(a)    (b)    (c) 
   
(d)    (e)    (f) 
Obrázek 2.6: Jednotlivé fáze detekce hran ve dvou směrech 
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Obrázek 2.7: Legenda barev pro jednotlivé směry gradientu 
2.3.2 Metody založené na druhé derivaci jasové funkce 
První derivace obrazové funkce nabývá svého maxima v místě hrany. Druhá derivace protíná v místě 
hrany nulovou hodnotu. Hledat polohu hrany v místě průchodu nulou je mnohem jednodušší a 
spolehlivější než v případě plochého maxima u první derivace. Otázkou je, jak co nejlépe 
aproximovat druhou derivaci. Odhad druhé derivace je možný za pomocí Laplaciánu∇ 2 (2.18). 
Laplacův gradientní operátor je invariantní vzhledem k otočení a proto udává jen velikost hrany, 
nikoli její směr. V digitálním obraze je Laplacián (stejně jako první derivace) aproximován pomocí 
diskrétní konvoluce. Pro 4-okolí resp. 8-okolí jsou konvoluční jádra pro okolí 3x3 definována vztahy 
2.19. 
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Nevýhodou Laplaciánu, potažmo všech metod založených na druhé derivaci  je vysoká citlivost 
na šum. Další nevýhodou jsou také dvojité odezvy na hrany odpovídající tenkým liniím v obraze. 
Dalšími metodami jsou kromě Laplaciánu také Laplacián Gaussiánu (LoG) a diferenciál 
Gaussovské fukce (DoG). U LoG filtru (Laplacian of Gaussian), stejně jako v případě derivace 
gaussovské funkce, jde o filtr složený. Tento filtr kombinuje Laplacián a gaussovskou funkci. 
Vzhledem k linearitě operací lze také zaměnit pořadí derivace a konvoluce. Tuto záměnu vyjadřuje 
rovnice 2.20. 
 ( ) ( ) ),(),(),(),( 22 yxfyxGyxfyxG ∗∇=∗∇ σσ     (2.20) 
Hodnoty derivace Gaussiánu ),(2 yxGσ∇  lze analyticky předpočítat. Pro zjednodušení zápisu 
výpočtu položme 222 yxr += , kde r je Euklidovská vzdálenost od středu Gaussiánu. Nyní již 
můžeme zapsat postup výpočtu druhé derivace Gaussiánu pomocí následujících rovnic (2.21):  
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Tvarem funkce ve 3D připomínající mexický klobouk se funkce LoG označuje jako Mexican 
hat kernel nebo někdy také jako sombrero filter. Příkladem aproximované masky LoG filtru o 
velikosti 5x5 může být maska 2.22.  
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Operátor ),(2 yxGσ∇ (LoG) lze také efektivně aproximovat pomocí diference Gaussovské 
funkce. Operátor bývá označován zkratkou DoG (z anglického Difference of Gaussians) a je popsán 
vzorcem 2.23. 
[ ] ),,(),,(),,(),( 212 σσσ yxGyxGyxGyxF −≈∇=    (2.23) 
 
V praxi to znamená použití dvakrát Gaussova filtru, pokaždé s jiným parametrem σ a tyto dva získané 
obrazy od sebe odečíst. Tímto postupem získáme přibližně stejný výsledek jako po aplikaci 
Laplaciánu Gaussiánu (LoG). Pro úsporu výpočtu se častěji vypočítá nejdříve konvoluční jádro, které 
odpovídá diferenciálu Gaussovské funkce – Diference of Gaussian (DoG) a to se následně použije při 
konvoluci se vstupním obrazem. Postup je vyjádřen v rovnici 2.24. 
( ) ( ) ( ) ( ) ( )yxfDoGyxfGGyxfGyxfG ,,,, 2121 ∗=∗−=∗−∗ σσσσ  (2.24) 
 
Operátory LoG a DoG jsou tedy operátory hledající průchod nulou druhé derivace, z tohoto 
důvodu bývají také často označovány jako zero-crossing filtry. Dále je také nutné dodat, že 
v literatuře se filtr DoG (v některých případech i LoG) označují jako operátor Marr-Hildreth. Na 
závěr této podkapitoly zbývá už jen shrnutí nevýhod operátorů LoG a DoG, kterými jsou převážně 
násobné odezvy na hranu, vyšší citlivost na šum a přílišné vyhlazování ostrých tvarů.  
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2.3.3 Cannyho hranový detektor 
Za optimální hranový detektor bývá označován Cannyho hranový detektor. John F. Canny navrhnul 
v roce 1986 detektor tak, aby splňoval tři základní kritéria detekce hran. Těmito kritérii jsou: 
• Minimální chybovost – poměr mezi hranami a šumem musí být co největší. Musí být 
detekovány všechny hrany. Nesmí být detekovány místa, která nejsou hranou. 
• Lokalizace – poloha detekované hrany musí být co nejblíže její skutečné poloze v obraze 
• Jednoznačná odezva – operátor může detekovat pouze jednu odezvu na každou hranu (nesmí 
docházet k dvojité odezvě na hranu) 
 
Aby byli dodrženy všechny tyto kritéria, je Cannyho hranový detektor realizován v několika 
fázích, mezi kterými jsou: 
 
1. Odstranění šumu – ve vstupní obraze je odstraněn šum. Většinou je tato operace realizována 
Gaussovým filtrem (viz. kapitola 2.2.2) 
2. Určení gradientu (aproximace první derivace) – výsledný gradient je většinou vypočten 
pomocí konvoluce se Sobelovým operátorem nebo pomocí operátoru první derivace 
Gaussovské funkce (viz. kapitola 2.3.1) 
3. Nalezení lokálních maxim – v gradientním obraze jsou potlačeny hodnoty, které nejsou 
lokální maxima (ang. výraz označuje tento algoritmus jako Nonmaxima Suppression). Dojde 
tak ke ztenčení hran a je získána jednoznační odezva na hranu. 
4. Eliminace nevýznamných hran – gradientní obraz po ztenčení hran je převeden do binární 
podoby. Většinou se používá globální prahování (global thresholding) nebo lépe prahování 
s hysterezí (hysteresis thresholding).  
 
Algoritmus Nonmaxima Suppression a metody prahování jsou uvedeny dále v kapitole 2.4. 
zabývající se post-processingem obrazu. 
 
2.4 Post-processing obrazu 
Post-processing obrazu, neboli procesy prováděné po filtraci slouží k závěrečným úpravám 
gradientního obrazu s detekovanými hranami. První úpravou, která je součástí Cannyho algoritmu je 
fáze ztenčení hran (thinning), taktéž známá jako algoritmus nonmaxima suppression. Dalším krokem 
úprav je pak omezení barevného prostoru, tedy převod šedotónového gradientního obrazu na binární 
obraz pomocí prahování (thresholding). 
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2.4.1 Nonmaxima Suppression 
Algoritmus ztenčení hran (ang. Nonmaxima Suppression) je algoritmus, který vybírá pouze lokální 
maxima z hodnot gradientu vypočítaného pomocí konvoluce s hranovým operátorem. Hodnoty, které 
nejsou lokálními extrémy jsou potlačeny. Obraz je procházen bod po bodu a jsou vybírány pouze 
body, kde je gradient vyšší než v okolí ve směru a proti směru gradientu. Ostatní body nejsou 
lokálními maximy a jsou potlačeny (vymazány). Směr gradientu je nám známý a je vypočítán podle 
rovnice 2.13.  
2.4.2 Globální prahování 
První zde zmíněnou metodou prahování je globální prahování (global thresholding). Globální 
prahování pracuje pouze s jediným parametrem, kterým je zvolený práh T (threshold). Vybrání 
vhodného prahu však v mnoha případech není snadným úkolem, ale určitou představu nám může 
poskytnout histogram obrazu. Samotný postup prahování s jedním prahem T je popsán rovnicí 2.18. 
Proces prahování je vlastně potlačením hran jejichž síla (odezva) je pod daným prahem T a ostatní 
hranové body ohodnotit pouze jedinou maximální hodnotou. 
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2.4.3 Prahování s hysterezí 
Hysterezí prahování je prahování se dvěma prahy (horní hodnotou T1 a dolní hodnotou prahu T2). 
Postup prahování rozděluje hrany na silné hrany, jejichž intenzita je vyšší než horní práh (T1) a na 
nehranové body (intenzita nižší než dolní práh T2). Slabé hrany s intenzitou v intervalu <T1,T2> jsou 
onačeny jako hranové pouze tehdy, je-li alespoň jeden sousední bod silná hrana. Dolní práh se v praxi 
volí jako 1/3 – 1/2  horního prahu.    
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3 Neuronové sítě 
Umělé neuronové sítě jsou jedním z výpočetních modelů umělé inteligence (zkráceně UI). Umělá 
inteligence je oborem informatiky zabývající se tvorbou strojů vykazujících známky inteligentního 
chování. Mezi další výpočetní modely umělé inteligence patří například fuzzy logika nebo evoluční 
algoritmy. Tyto výpočetní modely se aplikují v případech problémů, které jsou těžko řešitelné (nebo 
dokonce neřešitelné) klasickými výpočetními přístupy. Rozdíl mezi konvenčními metodami a 
neuronovými sítěmi, popř. fuzzy modely je v toleranci nepřesných dat nebo jejich aproximaci. Tímto 
je však dosaženo možnosti řešit i složité problémy např. při rozpoznávání, kompresi obrazových či 
zvukových dat nebo předvídání vývoje časových řad pomocí umělých neuronových sítí. 
Umělá neuronová sít (Artificial Neural Network) je model inspirovaný skutečnými 
biologickými strukturami, přesněji lidskou nervovou soustavou. Skládá se, stejně jako skutečná 
nervová soustava, z výpočetních částí - neuronů, které si navzájem předávají signály a transformují je 
pomocí funkce pro přenos k dalším neuronům. V umělých neuronových sítích se základní stavební 
blok neuronových sítí označuje jako formální neuron. 
3.1 Biologický neuron 
Neuron neboli nervová buňka je základní funkční jednotkou nervové tkáně, potažmo celé nervové 
soustavy. V lidském mozku se nachází přibližně 1012  neuronů. Tyto neurony jsou bohatě rozvětveny 
a spojeny s dalšími neurony. Jeden neuron v lidském mozku je průměrně spojen s asi 10-100 tisíci 
dalšími neurony. Neurony jsou schopné přijímat signály z čidel (receptorů), tento signál převést na 
elektrický vzruch, který je sítí neuronů rozváděn a zpracováván. Výsledný vzruch je pak veden do 
výkonných orgánů (efektorů).  
V biologii se rozlišuje několik typů neuronů. Zde si popíšeme schéma „typického“ 
multipolárního neuronu (obrázek 3.1), který je v lidském těle zastoupen nejvíce. Od ostatních 
neuronů se pak liší tvarem či velikostí a počtem vstupů či výstupů. Všechny ale mají shodné některé 
části, které si popíšeme dále. 
Tělo neuronu (soma, perikaryon, neurocyt) je ta část nervové buňky, ve které je uloženo jádro 
(nukleus). Tělo neuronu obsahuje několik výstupků, kterými je jeden dlouhý axon a několik dendritů 
(dendrites). Dendrity jsou vstupními prvky, kterými je přiváděn vzruch do těla neuronu. Vzruch dále 
putuje axonem a výstupním bodem jsou axonální zakončení (Axon terminals). Tělo axonu je obaleno 
Myelinovou pochvou (Myelin steath) tvořenou Schwannovými buňkami (Schwann’s cells). 
Myelinová pochva je pak rozdělena pomocí Ranvierových zářezů na několik segmentů. Výstup 
neuronu je dán tzv. synapsemi, které tvoří spoje mezi jednotlivými neurony. Synapse mohou být 
dvojího druhu: excitační (šíří vzruch dále) a inhibiční (tlumí šíření vzruchu do dalších neuronů). 
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Během lidského života dochází k vývoji nervové soustavy (učení), kdy spoje mezi neurony vznikají či 
zanikají. 
 
Obrázek 3.1: Schéma multipolárního neuronu 
(zdroj: http://www.daviddarling.info/images/neuron_labeled_diagram.jpg) 
3.2 Formální neuron 
Formální neuron je modelem lidského neuronu. Často je v literatuře [4] označován jako 
perceptron. Perceptron byl poprvé představen Frankem Rosenblattem v roce 1958. Matematicky 
model neuronu byl však popsán už v roce 1943, ovšem princip činnosti byl znám již z konce 19. 
století. Schéma perceptronu je pak uvedeno na obrázku 3.2.  
Jak je ze schéma možné vyčíst, perceptron obsahuje několik vstupů a právě jeden výstup. 
Vstupní vektor (x1, …, xn) modeluje vstupy (dentrity) skutečného neuronu. Jednotlivým vstupům jsou 
přiřazeny „synaptické“ vahy (w1, …, wn). Tyto váhy udávají míru podílu jednotlivých vstupů. Symbol 
sumy pak vyjadřuje celkový vnitřní potenciál. Tento potenciál je dán váženou sumou vstupů a jedním 
trvalým stupem neuronu, kterým je práh Θ). Vnitřní potenciál je poté předán aktivační funkci S(x) a 
její výsledná hodnota funkce udává výstup neuronu Y.    
 
Obrázek 3.2: Schéma perceptronu 
 
 
 19 
Výstup percepronu pak lze vyjádřit rovnicí 3.1. 
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V praxi se používá několik typů přenosové (aktivační) funkce S(x). Nejjednodušší z nich je 
skoková funkce (ostrá nelinearita). Tato funkce lze popsat vztahem 3.2. 
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Dalšími typy aktivačních funkcí jsou pak sigmoida (3.3) nebo hyperbolická tangenta (3.4). 
Obrázek 3.3a-c pak zobrazuje grafy všech zde uvedených aktivačních funkcí. 
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Obrázek 3.3a-c: (a) Skoková funkce, (b) Sigmoida, (c) Hyperbolická tangenta 
3.3 Umělá neuronová síť 
Umělá neuronová síť je složena ze základních stavebních jednotek – perceptronů. Podle počtu 
perceptronů, typu propojení a aktivační funkce perceptronu rozlišujeme několik architektur 
(tolopologií) neuronových sítí. Mezi nejznámější architektury patří: 
• Dopředná neuronová síť (Feed-forward network) 
• Hopfiledova síť (Hopfield network) 
• Rekurentní sítě (Recurent networks)  
 
V této práci se budeme výhradně zabývat dopřednou neuronovou sítí, která je nejjednodušším 
modelem neuronové sítě. Jedná se o nerekurentní síť, kde se signál pohybuje pouze jedním směrem. 
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Topologie této sítě neobsahuje žádné smyčky ani cykly. Dále si více popíšeme tento model a   
variantu učení této sítě se zpětným šířením chyby (Back-propagation). 
V případě vícevrstvé dopředné sítě (vícevrstvý perceptron) je síť složena z několika vrstev 
perceptronů, kterými jsou vstupní vrstva, skryté vrstvy a výstupní vrstva. Výstupy perceptronů 
v jedné vrstvě jsou pak přivedeny na vstup všech perceptronů v další vrstvě. Tuto topologii sítě pak 
ukazuje obrázek 3.4. Zde se jedná o třívrstvou síť se dvěma vstupy, jedním výstupem a jednou 
skrytou vrstvou se 4 perceptrony. 
 
Obrázek 3.4: Schéma jednoduché dopředné sítě s jednou skrytou vrstvou. 
 
Proces učení neuronové pak spočívá ve správném nastavení vektoru vah jednotlivých 
perceptronů. Na počátku jsou všechny váhy nastaveny náhodně. K naučení neuronové sítě 
potřebujeme trénovaní množinu, tedy vektory vstupních dat a k nim očekávaný výstup. Pro 
vícevrstvou dopřednou síť se nejčastěji používá algoritmus zpětného šíření chyby (back-propagation). 
Jedná se o metodu učení s učitelem, což znamená že známe požadovaný výstup pro každý vstup 
z trénovaní množiny.  
Principem metody back-propagation je pak minimalizace chyby neuronové sítě. Na vstup neuronové 
sítě se přivede vzorek z trénovaní množiny a zjistí se odchylka (chyba) jako rozdíl mezi výstupem 
z neuronové sítě a požadovaným výstupem. Tato fáze se označuje aktivní (vybavovací). Další fází je 
pak adaptivní fáze, kdy je zpětně po neuronové síti šířena vypočtená chyba a jsou upravovány 
(adaptovány) hodnoty jednotlivých vah perceptronů. Chybu neuronové sítě lze vyjádřit rovnicí 3.5, 
kde NN značí průchod neuronovou sítí a proměnné I resp. O značí vstup resp. požadovaný výstup 
neuronová sítě. 
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Jeden průchod trénovaní množiny neuronovou sítí se označuje jako epocha. Učení neuronové 
sítě je pak ukončeno po dosažení předem daného počtu epoch nebo při dosažení určité minimální 
chyby.  
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4 Detekce hran pomocí neuronové sítě 
Tato kapitola se bude zabývat analýzou problematiky detekce hran, především dekompozicí problému 
na jednotlivé fáze řešení. Bude diskutován proces získání (vytvoření) trénovací a testovací množiny 
pro naučení neuronové sítě. Dále fáze trénování neuronové sítě, kde bude navrhnuta topologie sítě 
(tedy počet vstupů, počet skrytých vrstev a počet neuronů v těchto skrytých vrstvách). Hlavní 
pozornost pak bude upřena na postup, jak získat z obrazu vhodné vstupní trénovaní vektory 
(příznaky) a jaký zvolit výstup neuronové sítě. Poslední dvě fáze řešení pak spočívají v procesu 
samotné detekce hran pomocí již natrénované neuronové sítě a fáze vyhodnocení úspěšnosti. 
4.1 Metoda s jedním výstupem 
Jak již název podkapitoly napovídá, bude se jednat o metodu, kdy neuronová síť bude mít pouze 
jeden výstup. Vstupem neuronové sítě bude u všech metod vždy okolí daného bodu. Toto okolí bude 
velikosti 3x3, případně 5x5. Výstupem neuronové sítě u této metody pak bude odezva na hranu, tento 
proces je tedy podobný detekci pomocí hranových detektorů. Jde tedy o naučení sítě, tak aby 
pracovala jako klasický gradientní hranový detektor. Výsledek detekce hran pak bude ovlivněn 
zejména tím, jak kvalitně bude neuronová síť naučena. S tím tedy přímo souvisí vytvoření co nejlepší 
trénovaní množiny.  
4.1.1 Vytvoření trénovaní množiny 
Trénovaní množinu je možné vytvořit několika způsoby. V praxi bude nejvýhodnější zkombinovat do 
trénovaní množiny data získané různými způsoby. 
První možností je vytvoření syntetických obrazů a z nich výběr hranových a nehranových 
pixelů. Jde tedy o vykreslení polygonu a vyplnění jeho obsahu barvou popředí. Aby data odpovídala 
více realitě, je možné do obrazu přidat například Gaussův šum. Dalším vylepšením je možnost 
zaměnit barvu popředí s přidaným šumem za texturu, která odráží podobu šumu. Je nutné vybrat 
vhodné textury, kde na první pohled nejsou zřetelné hrany. Hrany musí být viditelné pouze na 
hranách polygonů, vyplněných těmito texturami. Proces vytvoření těchto obrazů ukazuje obrázek 4.1. 
Obrázek 4.1: Princip vytvoření obrazů pro výběr trénovacích dat 
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Dalším způsobem vytvoření trénovaní množiny je použití reálních obrazů, v nichž jsou 
klasickým způsobem (např. pomocí Cannyho operátoru) detekovány hrany. Tyto hranové body spolu 
s některými náhodně vybranými nehranovými body pak tvoří trénovaní množinu. Problémem tohoto 
způsobu je nastavení parametrů Cannyho operátoru tak, aby detekoval pouze skutečné hrany. 
Posledním zde zmíněným způsobem je vytvoření trénovaní množiny za pomocí hranových 
masek, definující okolí bodu. Pro okolí 3x3 je možné vytvořit 16 takových masek, které definují 
různé pozice procházející hrany. Náhodně pak vybereme barvu pozadí a popředí (s určitým rozdílem 
∆) a vytvořené masky těmito barvami obarvíme. Je opět možné přidat šum, pro získání více reálných 
dat.  
4.1.2 Vytvoření testovací množiny 
Vytvoření testovací množiny je obdobné tvorbě množiny trénovací. Taktéž je možné jako testovací 
množinu použít část dat z trénovací množiny. Použitím části trénovací sady ověříme spíše funkčnost a 
správné naučení neuronové sítě. V praxi pak jako testovací množinu použijeme reálné obrazy a 
výsledky porovnáme s běžně používanými hranovými detektory. 
4.1.3 Trénování neuronové sítě 
Jako vhodná architektura neuronové sítě se jeví dopředná neuronová síť se třemi vrstvami (jednou 
skrytou). Počet vstupů první vrstvy bude odpovídat velikosti okolí. Vstupů tedy bude 9 (pro okolí 
3x3) nebo 25 (okolí 5x5). Na výpočet množství neuronů ve skryté vrstvě neexistuje žádná metrika a 
proto počet neuronů bude na počátku zvolen odhadem a výsledný optimální počet bude předmětem 
dalšího zkoumání. Výstup neuronové sítě bude pouze jediný a to ten který udává sílu hrany 
prostředního pixelu ze zkoumaného okolí. Výsledek pak může být pouze binární hodnota (1 je hrana 
vs. -1 není hrana), či hodnota o více úrovních (0-255) určující sílu hrany. Schéma sítě je pak 
zobrazeno na obrázku 4.2. 
 
Obrázek 4.2: Schéma vstupů a výstupu neuronové sítě 
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Proces detekce hran pomocí natrénované neuronové sítě spočívá v procházení vstupního 
obrazu bod po bodu a určení odezvy neuronové sítě na dané okolí dobu. Odezva sítě poté přímo 
klasifikuje body na hranové a nehranové, nebo udává sílu hrany. V druhém případě je pro získání 
binárního obrazu nutné provést prahování. 
4.2 Ostatní metody detekce 
V této stručné podkapitole bych rád nastínil další možnosti detekce hran pomocí neuronové sítě. Tyto 
metody již nebudou součástí samotné implementace a porovnání kvality detekce hran s klasickými 
hranovými detektory. Jedná se tedy jen o přehled dalších variant detekce hran pomocí neuronové sítě. 
4.2.1 Neuronová síť s více výstupy 
Dalším možným vylepšením metody z kapitoly 4.1 je změna topologie neuronové sítě, kdy výstup 
sítě nebude pouze jeden, nýbrž výstupem bude vektor hodnot. Jednotlivé prvky tohoto vektoru budou 
odpovídat různým směrům hrany. V případě, že bude bod hranový bude ohodnocen prvek 
odpovídající směru hrany hodnotou 1, ostatní prvky pak hodnotou 0 (případně -1). Jde tedy o 
vylepšení, které udává nejen odezvu na hranu, ale i její směr. Poté je možné přidat druhý průchod 
obrazem (tentokráte bez neuronové sítě) a zjišťovat zda jednotlivé hranové body na sebe navazují 
(sousední pixely mají stejný nebo podobný směr).  
Je samozřejmé, že tato metoda bude vyžadovat úpravu trénovacích dat, kde je nutné přidat 
informaci právě o směru hrany. To však není problém, protože informaci o směru hrany lze získat 
pomocí klasických hranových detektorů. 
4.2.2 Metoda dělení okolí 
Poslední zde zmíněnou metodou je metoda dělení okolí. Jde o metodu, kdy vstupem sítě bude jako 
v předchozích případech okolí vyšetřovaného bodu. Výstupem neuronové sítě je informace zda 
daným okolím prochází hrana (pro okolí 3x3 jsou to 3 sousední body). Okolí, kterým prochází hrana, 
pak rozdělíme přímkou (detekovanou hranou) na dvě poloviny. Výsledné přímky pak budou udávat 
detekované hrany. 
 Stejně jako u předchozí metody bude nutné upravit, případně vytvořit novou trénovací 
množinu, vhodnou pro tuto metodu. 
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5 Návrh řešení 
V předchozí kapitole byla analyzována problematika detekce hran neuronovou sítí s jedním 
výstupem. Celý proces detekce hran neuronovou sítí byl také dekomponován na jednotlivé 
podprocesy. V této kapitole budou všechny tyto podprocesy (fáze) mapovány na již jednotlivé 
praktické moduly, jejichž implementace představuje cíl celé této práce. Součástí této kapitoly bude 
též představení použitých metrik pro hodnocení úspěšnosti natrénované neuronové sítě. Samotné 
experimenty a vyhodnocení budou náplní sedmé kapitoly. 
5.1 Dekompozice 
Detekce hran pomocí neuronové sítě, lze stejně jako detekci pomocí hranových detektorů rozdělit na 
jednotlivé fáze. V případě klasické detekce hran tyto fáze zahrnují: 
• Předzpracování obrazu (odstranění šumu, apod.) 
• Diferenciace (zvýraznění) hran 
• Postprocessing (ztenčení hran, obnovení-relaxace hran) 
• Prahování 
 
Při návrhu detekce hran pomocí neuronové sítě nás však zajímají jiné problémy a řešíme jiné 
fáze, jako je příprava (generování) dat, příp. extrakce vhodných příznaků. Všechny potřebné fáze jsou 
pak vypsány v následujícím seznamu. 
• Vytvoření sady syntetických obrazů a masek hran 
• Extrakce dat z vytvořených obrazů 
• Trénování neuronové sítě 
• Detekce hran na reálných a syntetických datech 
• Vyhodnocení výsledků na reálných a syntetických obrazech a porovnání s tradičním 
přístupem k detekci hran 
 
Jak je zřejmé, výsledný program bude sestávat celkem s pěti nezávislých podprogramů 
(modulů), realizující tyto fáze. Důraz při návrhu jednotlivých modulů byl kladen na jednoduchost 
práce a dávkové zpracování velkého množství dat. Současně je ale zachována možnost nastavení 
velkého počtu parametrů, pro zkušené či problematiky znalé uživatele. 
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5.2 Generování obrazů z textur  
Prvním podprogramem je modul pro generování obrazů z textur a korespondujících masek hran. Zde 
je nutné uvést, že zde navržený detektor hran založený na neuronové síti, extrahuje trénovací data ze 
syntetických obrazů vytvořených z textur. Proces vytvoření a výběr vhodných textur bude náplní této 
podkapitoly. 
5.2.1 Výběr textur 
Dříve než začneme generovat výstupní syntetické obrazy a masky, je nutné uvědomit si jaké obrazy 
budeme generovat. Jak již bylo dříve uvedeno, v této práci se budu výhradně zabývat tvorbou 
množiny trénovacích obrazů z textur. Pro dobrý výsledek detekce hran je nutné kvalitní natrénování 
neuronové sítě a s tím i spojená nutnost generovat dobré trénovací obrazy. Zde je tedy nutné ujasnit 
si, které textury budou vhodné a které nikoli. 
 Jako nejvhodnější textury se jeví textury připomínající šum, jsou to většinou textury mramoru 
a žuly, s velice jemným vzorem. Na první pohled by v takové textuře neměli být viditelné jakékoliv 
hrany. Hrany, které se budeme snažit detekovat budou na hranicích objektů, vyplněných těmito 
texturami, ale o tom až v další podkapitole. 
Naopak nevhodné textury jsou všechny ostatní, s velkými a jasnými vzory, kde jsou ihned 
jasné hrany. Příklady vhodných textur jsou na obr. 5.1, obrázek 5.2 představuje méně vhodné avšak 
použitelné textury a příklady naprosto nevhodných textur jsou na obr. 5.3. Dalším formálním 
požadavkem na textury je, aby všechny použité textury měli stejnou velikost (rozlišení). Každá 
z textur musí na okrajích na sebe sama navazovat a to z důvodu, kdy je pro vyplnění tvaru většího než 
je samotná textura, použita textura vícekrát v horizontálním i vertikálním směru a tudíž by nemělo 
docházek k nepřesnostem (nespojitostem) v místech těchto spojení. 
 
   
 Obrázek 5.1: Příklady vhodných textur 
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Obrázek 5.2: Příklady méně vhodných avšak stále použitelných textur 
 
   
Obrázek 5.3: Příklady nevhodných textur 
 
Po nalezení vhodných textur, je možné přejít k samotnému generování trénovacích, popř. 
testovacích syntetických obrazů. 
5.2.2 Generování obrazů a masek 
Vstupem prvního modulu, jsou vybrané textury, resp. soubor s jejich názvy. Výstupem modulu je pak 
množina obrazů a množina korespondujících masek. Spolu těmito množinami obrazů je to dále 
soubor se seznamem jejich názvů, který použit jako vstup dalšího modulu. 
Generování obrazu a masky pracuje podle následujícího algoritmu: 
1. for i:= 1 to počet_textur do 
2. načti_texturu[i] 
3. for n:= 1 to počet_generovaných_obrazů do 
4. for m:= 1 to počet_vykreslených_objektů 
5. vyber náhodně jeden z tvarů  
6. vykresli vyplněný objekt do cílového obrazu 
7. vykresli okraje objektu do cílové masky 
8. aplikuj náhodně na jednotlivé vyplněné objekty a pozadí 
jednotlivé textury 
9. ulož soubor[n] a masku[n] do souboru BMP 
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Počet obrazů, velikost a počet vykreslovaných tvarů je pak možné specifikovat pomocí 
parametrů při spuštění. Velikost, pozice a tvar právě vykreslovaného objektu jsou voleny náhodně. 
Tvary které jsou do obrazů vykreslovány jsou trojúhelník, čtyřúhelník, obdélník a kruh. Tyto tvary lze 
však bez problému rozšířit i o další doimplementováním funkce pro jejich vykreslení. Pořadí textur a 
textura určená na pozadí jsou opět inicializovány náhodně.  
Výsledné obrazy a masky jsou uloženy do formátu BMP s hloubkou 24bitů (3kanály po 8-mi 
bitech). Přestože nás při detekci hran zajímá především intenzita jasu jednotlivých bodů v obraze, je 
výsledný soubor uložen v barevné podobě (jsou tedy uloženy všechny tři kanály RGB). Tato 
skutečnost je z důvodů použitelnosti takto generovaných obrazů a masek i v jiných aplikacích 
vyžadující barevné obrazy. Masky hran mají shodný barevný formát a za masku se považuje 
jakýkoliv obraz s černým pozadím a nenulovou hodnotou RGB pro hranové body. Příklad dvou 
vygenerovaných obrazů a korespondujících masek jsou na obr. 5.4 a 5.5. 
 
  
Obrázek 5.4: Příklad dvou vygenerovaných obrazů (se 4 vykreslenými tvary) 
 
  
Obrázek 5.5: Masky hran korespondující s dvěma obrazy 5.3 
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5.3 Extrakce trénovací dat 
Po vytvoření množiny obrazových dat je možné přejít k extrakci trénovacích dat určených pro 
trénování neuronové sítě. Právě tuto fázi provádí druhý modul. 
5.3.1 Postup extrakce 
Vstupem druhého modulu jsou obrazy a masky generované v prvním modulu a jejich seznam, jenž je 
předán v textovém souboru. Výstupem po extrakci dat je datový soubor s jednotlivými vzorky, jeho 
formát je popsán v další podkapitole. Kromě tohoto datového souboru jsou výstupem i obrazy, kde 
jsou označeny vybrané a extrahované hranové a nehranové body (viz. obr. 5.6).  Extrahované vzorky 
jsou vlastně intenzity jasu pixelů v okolí hranových i nehranových bodů. Informace o pozici hran je 
dána maskou.   
 
  
Obrázek 5.6: Syntetické obrazy s označenými extrahovanými body 
 (50 hranových bodů označených červeně a 50 nehranových označených žlutě) 
 
Počet extrahovaných vzorků z jednoho obrazu (a masky), velikost okolí, poměr mezi 
hranovými a nehranovými vzorky a rozsah výstupu je možné specifikovat pomocí vstupních 
parametrů. Velikost okolí je omezena na 3x3, 5x5 nebo 7x7 pixelů. Rozsah výstupu je pak dán 
použitou aktivační funkcí, tedy <-1;1> pro symetrickou sigmoidu a <0;1> pro nesymetrickou 
sigmoidu. 
 Obrazovými  vstupy tohoto modulu nemusí být striktně obrazy z prvního modulu, mohou to 
být i vlastní množiny obrazů a hran. Je pouze nutné, aby vstupní obrazy a masky byly 
v podporovaném formátu (BMP, JPEG, PNG apod.). Hranové body v maskám pak musí mít 
nenulovou intenzitu, zatímco pozadí má hodnotu intenzity jasu nulovou. Jak již víme, u detekce hran 
nás informace o barvě nezajímá, proto je součástí tohoto modulu také převod vstupních obrazů do 
šedotónové podoby.   
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 Proces extrakce je řízen podle následujícího algoritmu, nutné je ještě dodat, že 
hranové/nehranové body (a jejich okolí) určené k extrakci jsou vybírány náhodně. 
1. for i:= 1 to počet_obraz; do 
2. načti_obraz[i] 
3. for n:= 1 to počet_extrahovaných_bodů do 
4. vyber náhodně jeden z hranových/nehranových bodů podle masky 
5. extrahuj intenzity jasu z okolí tohoto bodu 
6. označ vybraný bod ve vstupním obraze[i] 
7. ulož vzorek do souboru 
5.3.2 Formát výstupního souboru 
Pro trénování sítě je použita knihovna FANN, proto je důležité dodržet formát vstupního souboru této 
knihovny, aby mohl být soubor se vzorky bezproblémově načten. 
Knihovna FANN požaduje na vstupu prostý textový formát, kde na prvním řádku je uveden 
počet vzorků, počet vstupů a výstupů neuronové sítě. Tyto údaje musí být odděleny alespoň jednou 
mezerou. Dále již následují jednotlivé vzorky, nejdříve vektor vstupů a na dalším řádku vektor 
výstupů (v našem případě pouze jedna hodnota). Ukázka části datové sady s 5000 vzorky, 9 vstupy 
(okolí 3x3) a jedním výstupem může vypadat následovně: 
 
5000 9 1 
0.6941 0.6588 0.6157 0.6588 0.5804 0.5098 0.7098 0.6510 0.6196  
-1.0000 
0.5725 0.5176 0.6078 0.5569 0.4863 0.6157 0.4902 0.4863 0.4392  
1.0000 
... 
5.3.3 Předzpracování před extrakcí dat 
Detekce hran je velice náchylná na šum, proto je jedna z fází klasické detekce hran odstranění šumu 
(fáze předzpracování obrazu). Z tohoto důvodu je navržena tato fáze i do modulu extrakce dat, kdy 
před samotnou extrakcí vzorků je provedeno odstranění šumu jednou z metod uvedených v kapitole 
2.2. Je tedy umožněno obraz filtrovat obyčejným průměrováním, gaussovým filtrem, mediánem či 
konzervativním vyhlazováním. Použití těchto funkcí je nejen z důvodu odstranění šumu, ale i 
z důvodu rozmazání jemných hran vyskytujících se ve struktuře textury. Příklady filtrovaných obrazů 
jsou na obrázku 5.7. 
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Obrázek 5.7: Předzpracované obrazy s následnou extrakcí bodů 
(zleva) Gaussův filtr, medián  – oba s okolím filtrace 5x5 pixelů  
5.4 Trénování neuronové sítě 
V této části se budu zabývat procesem trénování výsledné neuronové sítě. Jedná se jednu z hlavních 
fází této práce. Teorií neuronových sítí jsem se zabýval již v kapitole 3. Dále v kapitole 4.1.3 byla 
tato fáze analyzována a jako ideální volba se zdá použití třívrstvé sítě (třívrstvého perceptronu), tedy 
sítě s jednou vstupní, jednou skrytou a jednou výstupní vrstvou.  
Zde se budu především zabývat návrhem modulu, kde bude struktura této sítě vytvořena a 
natrénována pomocí dat z předchozího modulu. Jak již bylo uvedeno, na natrénování sítě bude 
použita knihovna FANN. Dále bude popsán pokročilejší algoritmus, který bude použit pro co nejlepší 
natrénování pro účely detekce hran v obraze. Jde hlavně o ukončení trénování v pravém okamžiku, 
aby nedošlo k přetrénování sítě a důsledkem toho k horším výsledkům na testovací množině (viz. obr. 
5.8, kde je modře průběh chyby na trénovací množině a červenou barvou na množině testovací). 
 
Obrázek 5.8: Průběh trénování neuronové sítě (ukázka přetrénování) 
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Práce modulu spočívá v načtení vstupních vzorků, tyto vzorky jsou pak rozděleny v určitém 
poměru na trénovací a testovací sadu. Na trénovací sadě je neuronové síť trénována, zatímco na 
testovací  sadě je vyhodnocena chyba a podle její hodnoty trénování ukončeno. Dalším krokem je 
vytvoření topologie neuronové sítě, tedy nastavení počtu vrstev a počtu neuronů v těchto vrstvách. 
Součástí tohoto kroku je i počáteční inicializace vah a nastavení algoritmu pro zpětné šířené chyby. 
Po ukončení trénování je pak výsledná natrénovaná síť uložena do souboru ve standardním formátu 
knihovny FANN. 
5.4.1 Algoritmus ukončení trénování 
Pro samotnou trénovací smyčku jsem navrhl vlastní algoritmus. Trénování sítě není ukončeno 
klasicky po dosažení určitého počtu epoch nebo po dosažení určité maximální chyby, nýbrž 
v okamžiku než dojde k přetrénování sítě. Z počátku je natrénováno minimální množství epoch 
z důvodu prvotního přenastavení vah a ustálení průběhu chyby. Po dosažení tohoto minimálního 
počtu epoch je pokračováno v trénování po jednotlivých epochách, ale jsou ji6 po každé epoše 
vypočítány chyby na trénovací a testovací množině. Co se týče chyby na trénovací množině, tak její 
hodnota by měla neustále klesat, limitně až k hodnotě nulové. Více nás však zajímá průběh chyby na 
množině testovací, kde musíme vystihnout správný okamžik, nežli začne být síť přetrénovaná a chyba 
stoupat (viz. obrázek 5.8).  
Jelikož průběh chyby není hladký, je počítán klouzavý průměr za posledních 3-5 epoch. Tento 
klouzavý průměr je uložen a porovnán vždy s novým výsledkem (novým klouzavým průměrem). 
Dojde-li ke skutečnosti, že po několik epoch je aktuální chyba (myšleno aktuální klouzavý průměr) 
větší než poslední známý výsledek, je trénování ukončeno. Počet těchto epoch po který musí chyba na 
testovacích datech spojitě stoupat jsem pracovně označil jako počet StopEpoch. Nedojde-li nikdy ke 
spojitému stoupání chyby v počtu StopEpoch a není tudíž trénování ukončeno, trénuje se až do 
maximálního počtu epoch. Je tedy vhodné při spuštění programu zadat právě počet StopEpoch 
společně s maximálním počtem epoch. Zjednodušeně lze trénovací smyčku zapsat pomocí 
následujícího algoritmu: 
1. for i:= 1 to min_počet_epoch do 
2. trénuj jednu epochu 
3. for i:= min_počet_epoch to max_počet_epoch do 
4. trénuj jednu epochu 
5. vypočti klouzavý průměr chyby na testovací množině 
6. porovnej aktuální výsledek na testovací množině s 
posledním známým výsledkem 
7. if aktualni_chyba > minula_chyba do 
8. inkrementuj proměnnou StopEpoch 
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9. else  
10. nuluj proměnnou StopEpoch 
11. if StopEpoch >= max_stop_epoch 
12. ukonči trénování a ulož síť do souboru 
 
Tímto je vyčerpána část návrhu modulu pro trénování sítě. Nastavení vhodných parametrů, 
jako je počet skrytých neuronů, optimální počet StopEpoch a maximální počet epoch budou 
předmětem experimentů v kapitole zabývající se výsledky a srovnáním s již existujícími metodami. 
5.5 Detekce hran v obrazech 
Předposledním modulem, je modul detekce hran pomocí již natrénované neuronové sítě. Vstupem je 
pak sada vstupních obrazů, určená k detekci hran a soubor s natrénovanou neuronovou sítí. Výstupem 
jsou obrazy s detekovanými hranami. 
Jednotlivé obrazy jsou procházeny bod po bodu a intenzita jasu pixelů v jejich okolí je 
přivedena na vstup neuronové sítě. Pokud je vstupem barevný obraz, je před samotnou detekcí hran 
převeden obraz do šedotónové podoby. Výstup neuronové sítě je hodnota uvádějící sílu hrany. Tato 
hodnota může být přímo použita jako intenzita jasu výsledného obrazu, nebo je dále prahována a 
výstupem modulu je pak binární obraz. Příklad výsledku je uveden na obr. 5.9 (použita byla síť 
s devíti vstupy a 15 skrytými neurony). 
 
  
Obrázek 5.9: Originální obraz a výsledek detekce hran pomocí neuronové sítě 
 
Práci čtvrtého modulu pak souhrnně vyjadřují následující kroky: 
1. načti neuronovou síť ze souboru 
2. for i:= 1 to počet_obrazů do 
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3. načti_obraz[i] 
4. for idx:= 1 to počet_pixelů_obrazu 
5. vlož okolí pixelu[idx] na vstup neuronové sítě  
6. výstup neuronové sítě ulož do výsledného souboru 
7. prahuj výsledný obraz a ulož obraz do souboru BMP 
5.6 Vyhodnocení úspěšnosti 
Posledním, pátým modulem je program vyhodnocení úspěšnosti natrénované neuronové sítě. Modul 
pracuje ve dvou režimech. V prvním režimu je výsledek neuronové sítě (dále jen ANN) porovnán 
s výsledkem Sobelova operátoru. Výsledek Sobelova operátoru je zde brán jako ideální výsledek 
detekce hran a metriky nám udávají procentuální podobnost (úspěšnost) výsledku ANN. 
V druhém modulu, který pracuje se syntetickými obrazy, je výsledek ANN porovnán se 
známou maskou hran. Metriky nám zde dávají procentuální úspěšnost detekce hran. Pro porovnání je 
v tomto režimu provedena i detekce pomocí Sobelova operátoru a výsledky úspěšnosti obou metod 
detekce hran (ANN a Sobelův operátor) jsou spolu přímo konfrontovány. Na specifické množině dat, 
na kterých byla neuronová síť natrénována by úspěšnost neuronové sítě měla překonat úspěšnost 
detekce pomocí obecného hranového detektoru, jakým bezesporu Sobelův operátor je. 
Vstupem modulu jsou vždy originální obrazy a obrazy s detekovanými hranami (pomocí 
ANN). V případě druhého režimu jsou dále na vstupu vyžadovány masky hran k jednotlivým 
obrazům. Výstupem jsou v obou případech obrazy udávající polohu správně a špatně klasifikovaných 
hran a textový soubor s vyčíslenou úspěšností na jednotlivých obrazech. V obraze 5.10, který je 
příkladem výstupu jsou zeleně značeny správně detekované body, červeně chybně klasifikované body 
a modře hranové body, které nebyly za hranové označeny. 
 
  
Obrázek 5.10: Obraz s detekovanými hranami a porovnání se Sobelovým operátorem 
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5.7 Metriky pro hodnocení úspěšnosti 
V poslední části kapitoly o návrhu řešení je nutné doplnit, jakým způsobem budeme hodnotit 
úspěšnost neuronové sítě v pátém modulu a potažmo i úspěšnost celého procesu detekce hran pomocí 
neuronové sítě. 
Neuronová síť, která na výstupu udává zda-li je bod hranový či nehranový pracuje jako binární 
klasifikátor. Klasifikátor obecně zpracovává vstupní vektor hodnot (příznakový vektor) a na výstupu 
tyto hodnoty klasifikuje do jednotlivých disjunktních tříd. Výstupem klasifikátoru je příslušnost do 
určité třídy. Vstup lze pak zapsat pomocí vzorce 5.1 a klasifikátor pomocí vzorce 5.2.  
 
( ) ( ){ } YyXxyxyx iimm ∈∈ ,,,,,, 11 L     (5.1) 
 
YXh →:       (5.2) 
 
V případě binární klasifikace jsou data klasifikována pouze do dvou tříd. Stejně tak, jako 
v našem případě, kdy jsou body (a jejich okolí) klasifikovány do tříd „je hrana“ a „není hrana“, které 
můžeme matematicky ohodnotit jako -1 a +1. Binární klasifikátor lze pak zapsat jako 5.3. 
 
( ) { }1,1, +−→Xxh      (5.3)  
 
Výsledkem binární klasifikace je tedy pozitivní  nebo negativní výsledek příslušnosti do dané 
třídy. Zároveň je známá skutečná příslušnost k dané třídě (gold standard), tedy znalost zda se o danou 
třídu jedná – true, příp. se o danou třídu nejedná – false. Celkem tedy mohou při klasifikaci nastat 
čtyři situace. První z jich je Hit, kdy je hranový bod označen klasifikátorem správně jako hranový. 
Druhou situací je Correct Reject, tedy správné odmítnutí, kdy je nehranový bod správně označen za 
nehranový. V ideálním případě pokrývají tyto dvě situace všechny případy a klasifikátor je v tomto 
stavu 100% úspěšný. Často ale dochází i ke zbylým dvěma, tentokráte chybným klasifikacím, 
známým jako Miss a False Alarm. V případě Miss (tedy nezachycení) dochází k tomu, že hranový 
bod není klasifikátorem jako hranový uznán. False Alarm (tedy chybné hlášení) je opačným 
případem, kdy nehranový bod je chybně klasifikátorem označen jako hranový. Všechny tyto situace 
přehledně znázorňuje tabulka 5.1, kde červeně jsou označeny chybné stavy a zeleně stavy správné. 
Pokud se podíváme na obrázek 5.10, který je výstupem modulu pro vyhodnocení, tak zelené 
body označují správně klasifikované hrany – Hit, modře jsou označeny chybně neklasifikované hrany 
– Miss, červenou barvou chybně klasifikované nehranové body – False Alarm a černě je správně 
klasifikované pozadí (nehranové body) - Correct Reject. 
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Condition (gold standard) 
  
True False 
True Positive False Positive  
Positive (HIT) (FA = False Alarm) 
False Negative True Negative  
Test 
outcome 
Negative (MISS) (CR = Correct Reject) 
Tabulka 5.1: binární klasifikace 
 
Na základě takto ohodnocených bodů jsou vyhodnoceny dvě metriky, kterými jsou Accuracy a 
Precision, obě do češtiny překládané jako přesnost. Z tohoto důvodu budou tedy nadále použity jejich 
originální anglické názvy. Když se však podíváme na vzorce, dojdeme k závěru, že se výpočet těchto 
metrik opravdu liší. Odlišnost je dána tím, že zatímco Accuracy bere v potaz správně klasifikované 
hranové i nehranové body, tak Precision vyhodnocuje přesnost jen na základě správně 
klasifikovaných hran. Precision tedy nebere v úvahu správně klasifikované nehranové body (správně 
označené pixely pozadí obrazu). Rovnice výpočtu Accuracy je pak uvedena v 5.4 a rovnice 5.5 udává 
výpočet Precision. 
 
NegativeTrueNegativeFalsePositiveFalsePositiveTrue
NegativeTruePositiveTrue
+++
+
=Accuracy       (5.4) 
 
CRMISSFAHIT
CRHIT
+++
+
=Accuracy
 
 
PositiveFalsePositiveTrue
PositiveTrue
+
=Precision           (5.5) 
 
FAHIT
HIT
+
=Precision
   
 
Tímto je vyčerpána kapitola věnována návrhu řešení jednotlivých fází detekce hran pomocí 
neuronové sítě a návrhu metrik pro vyhodnocení úspěšnosti. 
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6 Implementace 
Tato kapitola se zabývá samotnou implementací aplikace pro detekci hran v obraze pomocí 
neuronových sítí. Předmětem této kapitoly je představení použitých vývojových prostředí, knihoven a 
prezentace schématu práce jednotlivých částí aplikace. 
6.1 Knihovna OpenCV 
OpenCV (Open Computer Vision library) je volně dostupná grafická knihovna vyvinutá firmou Intel. 
Její výhodou, je množství funkcí pro práci s grafikou a grafickými soubory. V našem případě 
využijeme pouze funkce pro otevření obrazu ze souboru, zobrazení obrazu v okně a případně také 
uložení obrazu. Pro snadnější uživatelskou práci s programem použijeme také základní komponenty 
pro grafické uživatelské rozhraní (GUI), které knihovna nabízí. Všechny ostatní funkce, které 
realizují generovaní obrazů, extrakci vzorků a detekci pomocí neuronové sítě byly nově 
implementovány. 
Při implementaci byla použita knihovna OpenCV ve verzi 2.0, dostupná na adrese 
http://sourceforge.net/projects/opencvlibrary/. Pro bližší seznámení s knihovnou OpenCV, lze na 
přiloženém CD nalézt manuál a další dokumenty.  
6.2 Knihovna FANN 
FANN (Fast Artificial Neural Network Library) je taktéž volně dostupná knihovna, určená k práci 
s neuronovými sítěmi. Knihovna umožňuje efektivní práci s neuronovými sítěmi, obsahuje funkce pro 
vytvoření sítě libovolné topologie, trénovaní pomocí různých učících algoritmů a funkce pro výpočet 
chyby neuronové sítě. Natrénovanou síť pak lze uložit ve vlastním formátu knihovny do textového 
souboru, stejně tak, jako lze načítat vstupní data z textového souboru, opět v přesně daném formátu. 
Knihovna FANN dokáže pracovat se signály reprezentovány různými datovými typy, v našem 
případě je použita varianta fannfloat, pracující s datovým typem float.  
Při implementaci byla použita aktuální stabilní verze 2.0.0, dostupná na webové adrese 
http://leenissen.dk/fann/.  
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6.3 Implementované moduly 
 
Praktickou částí této práce je aplikace EDGE, která se skládá z celkem 5 samostatných modulů. 
Aplikace byla implementována v jazyce C/C++ ve vývojovém  prostředí Microsoft Visual Studio 
2008 a Microsoft Visual Studio 2010 s využitím dříve uvedených knihoven OpenCV a FANN. 
Aplikaci je přenositelná na OS MS Windows i Linux, byla však výhradně vyvíjena a testována v OS 
Windows (na CD lze tedy najít uložený projekt z VS 2008). 
 
Obrázek 6.1: Schéma jednotlivých modulů, jejich vstupů a výstupů  
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Každý z modulů je samostatná konzolová aplikace, zpracovávající určitou fázi celé detekce 
hran. Schéma modulů a jejich vstupů a výstupů jsou uvedeny na obrázku 6.1. Jednotlivé parametry 
těchto aplikací jsou nastaveny na defaultní hodnoty a při spuštění je nutné zadat pouze povinné 
parametry, dále je však umožněno zadat i další nepovinné parametry ovlivňující dále výstupy 
jednotlivých modulů. Přehled všech povinných i volitelných parametrů pro každý modul bude uveden 
v příloze č.1 (Uživatelská příručka k programu). Povinné parametry (většinou seznam souborů pro 
zpracování a trénovací dataset) jsou v obrázku 6.1 označeny plnými čarami a jménem souboru. 
Zpracovávané soubory a jejich názvy jsou označeny oranžovými poli s přerušovanými čarami. 
Konečně jednotlivé moduly aplikace jsou pak vyobrazeny obdélníky s oblými rohy. 
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7 Výsledky 
Tato kapitola je věnovaná testům a experimentům s neuronovou sítí pro detekci hran. Během 
implementace i po dokončení bylo natrénováno několik desítek neuronových sítí s různými parametry 
a na různých datových sadách. V této části bych tedy chtěl experimentálně ověřit úspěšnost detekce 
hran, zjistit optimální nastavení volitelných parametrů (např. počet neuronů ve skryté vrstvě) a 
porovnat tyto natrénované sítě mezi sebou. Stejně tak porovnat výsledky neuronové sítě s výsledky 
Sobelova operátoru, jako zástupce klasických metod detekce hran. Dalšími experimenty pak jsou pak 
vlivy velikosti datových sad a zvoleného okolí na čas potřebný k  natrénování sítě a čas samotné 
detekce hran v obraze. 
Všechny testy a měření byly prováděny na stolním PC s procesorem AMD Phenom II X3 720 
s 4GB operační paměti pod OS MS Windows 7 64bit. Testování programu pak probíhalo i přenosném 
PC s procesorem Intel Atom N280 s 2GB RAM a OS Windows XP. 
Jednotlivé experimenty budou dále rozděleny do dalších podkapitol, předmětem každé z nich 
bude název experimentu, cíl experimentu, výsledky ve formě tabulky či grafu a závěr, ke kterému 
jsem na základě výsledků dospěl. Většina z experimentů pak bude dále rozdělena na část zabývající 
se detekcí na okolí 3x3 a na část analyzující výsledky detekce na okolí 5x5 px. Testy s reálnými 
obrazy byly prováděny na sadě 5 obrazů, uvedený výsledek je pak průměrem dílčích výsledků 
jednotlivých obrazů. Pro testy nad syntetickými obrazy bylo náhodně vygenerováno 10 obrazů a tyto 
obrazy byly použity v jednotlivých testech. 
7.1 Vliv parametru StopEpoch na úspěšnost 
detekce hran 
V prvním z experimentů se budu zabývat jedním z parametrů u modulu trénování neuronové sítě. 
Test zkoumá vliv počtu StopEpoch na úspěšnost detekce hran. Význam parametru je vysvětlen 
v kapitole 5.4.1, zde jen poznamenám, že se jedná o počet Epoch ve kterých musí chyba na testovací 
množině spojitě stoupat, aby došlo k ukončení procesu trénování. Velikost tohoto parametru tedy ve 
skutečnosti ovlivňuje délku trénování sítě a v konečném důsledku i úspěšnost natrénované sítě. 
Experiment byl opět rozdělen na 2 části, první zabývajícím se detekcí na okolí 3x3 pixely a 
druhá část zaměřující se na okolí 5x5 pixelů. V první části byla neuronová síť (ANN) trénována vždy 
na stejné datové sadě s počtem 5000 vzorků, tyto vzorky byly rozděleny v poměru 10:1 na trénovací a 
testovací množinu. Počet skrytých neuronů byl nastaven na počet 15 a maximální počet epoch na 150 
tisíc. Práh pro neuronovou síť byl nastaven na hodnotu 128 a pro Sobelův operátor byl nastaven práh 
na T=48. Výsledky jsou uvedeny v grafu 7.1. 
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Vliv počtu StopEpoch na úspěšnost detekce hran (okolí 3x3)
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Graf 7.1: Vliv počtu StopEpoch na úspěšnost detekce hran (okolí 3x3) 
 
Výsledky této části (okolí 3x3 pixely) ukazují, že procentuální úspěšnost (metrika Accuracy) se 
ve všech případech pohybuje nad hodnotou 90 procent. U metriky Precision se pohybuje úspěšnost 
kolem hranice 70 procent. Závěrem lze říci, že u daného okolí není vliv počtu StopEpoch téměř 
znatelný a je tedy dostačující nejnižší hodnota, která také podala nejlepší výsledek. 
V druhé části byla jako datová sada použita sada opět s počtem 5000 vzorků a byla rozdělena 
ve stejném poměru. Všechny prahy zůstaly na stejných hodnotách jako v předchozím případě a 
maximální počet epoch byl snížen na 100 tisíc. Počet skrytých neuronů byl z důvodu vyššího počtu 
vstupů navýšen na počet 20. 
Vliv počtu StopEpoch na úspěšnost detekce hran (okolí 5x5)
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Graf 7.2: Vliv počtu StopEpoch na úspěšnost detekce hran (okolí 5x5) 
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Druhá část experimentu dává podobné výsledky (graf 7.2) jako v první části, vliv počtu 
StopEpoch je zde však více znatelný. Výsledný rozdíl mezi krajními měřeními je přibližně 10% u 
Accuracy a přes 30% u Precision, kde je vliv počtu StopEpoch na úspěšnost znatelný nejvíce. 
Závěrem lze tedy dodat, že v případě malého množství vzorků (5000-20000) je vhodné nastavit počet 
StopEpoch na co nejnižší hodnotu a síť zbytečně nepřetrénovávat. 
7.2 Vliv počtu skrytých neuronů na úspěšnost 
detekce hran 
Následující experiment nám podá představu o optimálním nastavení počtu neuronů ve skryté vrstvě. 
Tento parametr je druhým nejdůležitějším parametrem (po počtu StopEpoch) u modulu trénování 
neuronové sítě. Ovlivňuje topologii sítě a tím i možnost lepšího natrénování sítě, na druhou stranu 
však hrozí zvolení zbytečně velkého počtu a ve výsledku vzniku složité topologie sítě, delší čas 
trénování a detekce hran. Experiment byl opět rozdělen na dvě části pro různé velikosti okolí detekce 
a každá z částí je pak dále rozdělena na výsledky na reálné a na syntetické množině obrazů. 
7.2.1 Úspěšnost detekce na okolí 3x3 
Parametry datové sady a neuronové sítě jsou shodné jako v předchozím experimentu, avšak počet 
StopEpoch byl zde zafixován na hodnotě 5 a předmětem testu se stal optimální počet skrytých 
neuronů. 
Vliv počtu neuronů ve skryté vrstvě na úspěšnost detekce hran (okolí 3x3)
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Graf 7.3: Vliv počtu skrytých neuronů na úspěšnost detekce hran v okolí 3x3 
 
 42 
Výsledky z grafu 7.3 hovoří, že počet skrytých neuronů nemá zásadní vliv na úspěšnost 
detekce hran. U metriky Accuracy jsou rozdíly zanedbatelné a u Presicion jsou rozdíly v rozmezí 5 
procent. Nejlepšího výsledku zde dosáhl počet 10 skrytých neuronů, tento výsledek je možné dále 
doporučit i z důvodu menší složitosti sítě a tudíž kratšího času potřebného k natrénování sítě.  
 
Vliv počtu neuronů ve skryté vrstvě na Accuracy u syntetických obrazů (okolí 3x3)
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Graf 7.4: Vliv počtu skrytých neuronů na Accuracy u syntetických obrazů v okolí 3x3 
 
Další části testu se zaměřily na syntetickou množinu obrazů (tedy výstupní obrazy prvního 
modulu). Graf 7.4 uvádí výsledky metriky Accuracy, graf 7.5 pak metriky Precision. Dále je pak 
z grafu možné porovnat výsledky ANN s výsledky Sobelova operátoru. 
Vliv počtu neuronů ve skryté vrstvě na Precision u syntetických obrazů (okolí 3x3)
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Graf 7.5: Vliv počtu skrytých neuronů na Precision u syntetických obrazů v okolí 3x3 
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Prvním pozitivním závěrem této části experimentu je zjištění, že neuronová síť ve většině 
případů překonala výsledky Sobelova operátoru. Dalším zjištěním, je skutečnost že úspěšnost není ani 
v tomto případě příliš ovlivněna počtem skrytých neuronů a rozdíly se pohybují opět v rozmezí 5 
procent. Nejlepších výsledků na syntetické množině opět dosáhla síť s topologií 9-10-1. 
7.2.2 Úspěšnost detekce na okolí 5x5 
V této části jsou komentovány výsledky na okolí 5x5. Parametry jsou opět shodné jako v předchozím 
experimentu týkajícího se vlivu počtu StopEpoch na kvalitu detekce hran v okolí 5x5.  
 
Vliv počtu neuronů ve skryté vrstvě na úspěšnost detekce hran (okolí 5x5)
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Graf 7.6: Vliv počtu skrytých neuronů na úspěšnost detekce hran v okolí 5x5 
 
První graf (7.6) ukazuje, že vliv počtu skrytých neuronů v případě většího okolí není 
zanedbatelný, narozdíl od předchozího případu okolí 3x3. V tomto testu se ukázala jako optimální 
topologie 25-25-1. Tedy volba počtu 25 skrytých neuronů. Volba více jak 30 skrytých neuronů se jeví 
velice nevhodná a značně ovlivňuje úspěšnost detekce hran. Úspěšnost zde klesá o více než 30 
procent jak u metriky Accuracy tak i Precision. 
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Vliv počtu neuronů ve skryté vrstvě na Accuracy u syntetických obrazů (okolí 5x5)
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Graf 7.7: Vliv počtu skrytých neuronů na Accuracy u syntetických obrazů v okolí 5x5 
 
Vliv počtu neuronů ve skryté vrstvě na Precision u syntetických obrazů (okolí 5x5)
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Graf 7.8: Vliv počtu skrytých neuronů na Precision u syntetických obrazů v okolí 5x5 
 
U syntetických obrazů (grafy 7.7 a 7.8) s vyšetřovaným okolím 5x5 pixelů je situace podobná 
jako u reálných obrazů. Poslední testovaný subjekt, tedy síť s topologií 25-30-1 i v těchto testech 
propadl a procentuální úspěšnost skončila i pod výsledky Sobelova operátoru. První tři možnosti 
(počet 15, 20 a 25 skrytých neuronů) pak dopadli procentuelně velmi podobně v obou metrikách. 
Accuracy zde převyšuje výsledek Sobelova operátoru o více než 15 procent. U metriky Precision jsou 
rozdíly mezi výsledky ANN a Sobelem minimální v řádu 1-2 procent. 
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7.3 Vliv použití filtrace obrazu na úspěšnost 
detekce hran 
V tomto experimentu se zabývám významem použití filtrace obrazů před extrakcí vzorků na celkovou 
úspěšnost detekce hran u reálných i syntetických obrazů. Proces a předzpracování před extrakcí dat 
v modulu 2 a možné použité metody jsou popsány v kapitole 5.3.3. 
Testovány byly tyto metody – Gassův filtr s okolím 3x3 a medián s okolím 5x5. Dále pro 
porovnání byly přidány výsledky bez použití filtrace. U prvních testů (graf 7.9 a 7.10) s testovaným 
okolím 3x3 pixely, byla použita datová sada s 5000 vzorky, rozdělena klasicky v poměru 10:1 na 
trén./test. data. Trénování bylo provedeno s 15 skrytými neurony, počtem 10 StopEpoch a 
maximálním počtem 150 tisíc epoch. 
Vliv použití filtrace na úspěšnost detekce (okolí 3x3)
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Graf 7.9: Vliv použití filtrace na úspěšnost detekce hran v okolí 3x3 
 
Na reálných obrazech je z grafu 7.9 viditelné, že použití filtrace je naopak k neprospěchu věci. 
Výsledky s použitím filtrace jsou přibližně o 20% horší u Accuracy a o 25-30% u metriky Precision. 
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Vliv použití filtrace u syntetických obrazů na úspěšnost detekce (okolí 3x3)
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Graf 7.10: Vliv použití filtrace na Accuracy a Precision u syntetických obrazů v okolí 3x3 
 
Na syntetických datech se situace poněkud zlepšila, použití Gauusova filtru opět není možné 
doporučit, avšak použití mediánu se ukázalo jako dobré a úspěšnost zde stoupla o necelých 7 procent 
u Accuracy oproti výsledku bez filtrace. Co se týče metriky Precision, zde se přesnost pohybuje 
velice nízko v rozmezí 1,5-3 procent a rozdíly jsou tudíž ve všech případech zanedbatelné. 
 
Další dva grafy (7.11 a 7.12) se zabývají testem na okolí 5x5 pixelů. Zde byla použita datová 
sada s 20 000 vzorky, rozdělena opět v poměru 10:1. Parametry trénování byly nastaveny na 20 
skrytých neuronů, počet 2 StopEpoch a maximální počet 150 tisíc epoch. 
Vliv použití filtrace na úspěšnost detekce (okolí 5x5)
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Graf 7.11: Vliv použití filtrace na úspěšnost detekce hran v okolí 5x5 
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U reálných obrazů je situace podobná jako v syntetických obrazů v testech s okolím 3x3. 
Výsledek s použitím mediánu, zde nedopadl úplně nejlépe, ale jeho výsledky jsou, na rozdíl od 
výsledků gaussova filtru, dále použitelné. Rozdíl oproti výsledkům bez filtrace činí necelých 14%, 
resp. 8% u metriky Accuracy, resp. Precision.  
 
Vliv použití filtrace u syntetických obrazů na úspěšnost detekce (okolí 5x5)
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Graf 7.12: Vliv použití filtrace na Accuracy a Precision u syntetických obrazů v okolí 5x5 
 
Z posledního grafu lze vyčíst minimální rozdíl jak u Accuracy tak u Precision u výsledků 
s použitím filtrace. Ztráta na nejlepší výsledek (bez filtrace) činí u Accuracy necelá 4 procenta. 
Metrika Precision není ani zde příliš objektivní, z důvodů nízké hodnoty přesnosti na syntetických 
datech u všech výsledků v tomto testu. 
Závěrem lze tedy říci, že použití předzpracování obrazu před extrakcí dat určených k trénování 
nijak neovlivní závěrečnou úspěšnost detekce hran. Gaussův filtr, jako jednu z možných metod jsem 
vyloučily úplně, její výsledky byly nejhorší ve všech testech a úspěšnost klesala v řádu až desítek 
procent. Použití mediánu je zdá být taktéž zbytečné, až na jednu výjimku jeho výsledky nijak 
nepřekonaly standardní výsledky bez použití filtrace. K záporům použití jakékoliv filtrace je nutné 
také přičíst další časovou s výpočetní složitost v celém procesu přípravy trénovacích dat. 
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7.4 Vliv počtu vzorků a aktivační funkce na dobu 
trénování sítě 
Prvním z pokusů zabývající se časovou složitostí je test vlivu velikosti datové sady (počtu vzorků) a 
použité aktivační funkce neuronové sítě na dobu jejího trénování. Trénování neuronové sítě bude 
probíhat vždy do počtu 15 000 trénovacích epoch na datových sadách s počtem 5, 10, 15 a 20 tisíc 
vzorků. Poměr mezi počtem trénovacích a testovacích vzorků je nastaven na hodnotu 0.91. Dále bude 
při trénování použita jako aktivační funkce symetrická sigmoida i klasická sigmoidální funkce. 
První část se věnuje okolí 3x3 pixely, počet skrytých neuronů byl u všech trénování zvolen na 
15. Topologie sítě je tedy 9-15-1. Následující graf (7.13) již ukazuje dobu potřebnou pro natrénování 
neuronové sítě (v sekundách) při použití různých datových sad a aktivačních funkcí. Graf 7.14 se pak 
věnuje stejné problematice, tentokráte však na neuronové sítí s topologií 25-20-1. 
Vliv počtu vzorků na dobu trénování sítě (okolí 3x3, 15 000 epoch)
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Graf 7.13: Vliv počtu vzorků na dobu trénování sítě s topologií 9-15-1 
Vliv počtu vzorků na dobu trénování sítě (okolí 5x5, 15 000 epoch)
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Graf 7.14: Vliv počtu vzorků na dobu trénování sítě s topologií 25-20-1 
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Výsledky experimentu ukazují dvě skutečnosti. První z nich je, že čas potřebný na natrénování 
stejného počtu epoch roste lineárně s počtem vzorků v datové sadě. Druhou skutečností je fakt, že 
trénování sítě s klasickou sigmoidální aktivační funkcí probíhá rychleji než v případě symetrické 
sigmoidy, avšak rozdíl mezi časy trénování je zanedbatelný a pohybuje se v řádu jednotek sekund. 
Číselně je pak trénování klasické sigmoidy kratší v průměru o 2,4% u okolí 3x3 a přibližně o 1% u 
okolí 5x5 pixelů. 
7.5 Vliv velikosti obrazu a použité topologie sítě 
na dobu detekce hran 
V tomto experimentu se zabývám časem potřebným k detekci hran na reálných obrazech s různou 
velikostí. Čas potřebný k detekci hran pomocí natrénované neuronové sítě je porovnán s časem 
potřebným pro detekci hran pomocí Sobelova operátoru. Test byl opět proveden na dvojici sítí  s 
různou topologií. Obrazy byly vybrány tak, aby každý další obraz obsahoval dvojnásobek celkového 
počtu pixelů předchozího obrazu. Další parametry jako topologie dvou náhodně vybraných sítí a 
přesná rozlišení obrazů jsou uvedena v následujících grafech (7.15-7.17). 
 
Vliv velikosti obrazu na dobu detekce hran (okolí 3x3, topologie 9-15-1)
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Graf 7.15: Vliv velikosti obrazu na dobu detekce hran s okolím 3x3 pixely 
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Vliv velikosti obrazu na dobu detekce hran (okolí 5x5, topologie 25-20-1)
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Graf 7.16: Vliv velikosti obrazu na dobu detekce hran s okolím 5x5 pixelů 
Vliv topologie sítě na dobu detekce hran
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Graf 7.17: Porovnání doby detekce hran u neuronových sítí s odlišnou topologií 
 
Jak je z grafů 7.15 a 7.15 zřejmé, detekce hran  pomocí neuronové sítě je ve skutečnosti 
pomalejší než u Sobelova operátoru. V případě okolí 3x3 je detekce pomocí Sobelova operátoru asi 
6krát rychlejší, u okolí 5x5 je rychlejší přibližně 5krát. Velikost okolí u Sobelova operátoru byla 
nastavena na shodnou velikost jako u neuronové sítě, z toho důvodu nejsou výsledky Sobelova 
operátoru v grafech 7.15 a 7.16 shodné. Výsledek testu je dosti překvapivý, protože předpoklad byl 
přesně obrácený, tedy že neuronová síť bude dosahovat vyšší rychlosti než Sobelův operátor. 
Výsledek může být ovlivněn optimalizací konvoluce u Sobelova operátoru. Další možnou příčinou 
může být i to, že u detekce pomocí Sobelova operátoru není prováděn žádný pre-processing ani post-
processing a není tedy ani započten do celkového času. 
 51 
Další výsledek testu je patrný z grafu 7.17, kdy čas potřebný pro detekci u sítě s topologií 25-
20-1 byl přibližně 1,6krát vyšší než u sítě s topologií 9-15-1. Tento výsledek byl očekávaný a 
odpovídá poměru složitosti (počtu neuronových spojů) těchto dvou testovaných sítí.  
7.6 Vliv prahu na Accuracy a Precision, ROC 
křivka 
Předposledním experimentem je experiment zabývající se vlivem hodnoty prahu u Sobelova 
operátoru na celkový výsledek úspěšnosti detekce hran. Práh neuronové sítě je pevně nastaven na 
polovinu maximální hodnoty intenzity, zatímco prahovací hodnota u Sobelova operátoru ovlivňuje 
výsledek „ideální detekce hran“ s nímž je pak výsledek ANN porovnán. Tento práh má tedy za 
následek změnu počtu korektně/chybně klasifikovaných bodů a s tím i hodnoty Accuracy a Precision. 
V případě malého prahu, je ve zlatém standartu (jak je zde výsledek Sobelova operátoru označen) 
detekováno příliš mnoho hranových bodů. Ve srovnání s výsledkem ANN, pak dojde u ANN 
k velkému počtu nezachycených bodů (tedy MISS) a malému počtu chybných klasifikací (False 
Alarmů). V případě velkého prahu, bude situace obrácená, dojde k velkému počtu chybných 
klasifikací (False Alarm) a velmi malému až nulovému počtu nezachycení (MISS). 
 
Vliv hodnoty prahu u Sobela na výslednou hodnotu Accuracy a Precision
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Graf 7.18: Vliv prahu u Sobelova operátoru na výsledné hodnoty ACC. a PREC. 
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Graf 7.18 představuje vliv hodnoty prahu u Sobela na výsledné hodnoty Accuracy a Precision. 
Jak je z grafu zřejmé tyto dvě metriky jdou s měnící se hodnotou prahu proti sobě. V grafu jsou proto 
označeny dva významné body. Prvním z nich je bod (označen kolečkem) s hodnotu prahu T=26, kdy 
dochází ke nejlepšímu výsledku z pohledu obou metrik. Druhým bodem je pak bod, kde T=44 a 
v tomto bodě nabývá hodnota metriky Accuracy svého maxima. 
Výslednou podobu správnosti klasifikace hranových bodů pak udává ROC křivka (Receiver 
operating characteristic), která zachycuje závislost hodnoty TPR (True Positive Rate) či True 
Positives na hodnotě FPR (False Positive Rate) či False Negative. Graf 7.19 je pak grafem 
s výslednou ROC křivkou.  
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Graf 7.19: Výsledná ROC křivka klasifikátoru hran založeného na neuronové síti 
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7.7 Výsledky detekce na medicínských datech 
Posledním experimentem této kapitoly je test úspěšnosti detekce hran na medicínských datech. 
Výsledky byly měřeny na celkem 4 sítích, kde dvě z nich byly natrénovaný na syntetických obrazech 
(vytvořených z textur) a dvě byly natrénovány přímo na medicínských datech. Pro porovnání jsou 
uvedeny i výsledky Sobelova operátoru. Zdroj medicínských dat - http://pubimage.hcuge.ch:8080/. 
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Graf 7.20: Výsledky metrik Accuracy a Precision na medicínských datech  
 
Z výsledků (graf 7.20) je patrné, že sítě natrénované na syntetických obrazech nedosahují 
takové úspěšnosti jako sítě natrénované přímo na datech medicínských. Dále je vidět, že výsledky 
Sobelova operátoru nijak nezaostaly za výsledky neuronových sítí a v metrice Precision dosáhly 
dokonce výsledků lepších. Nutno dodat, že neuronové sítě natrénované na med. datech byly 
trénovány s malým počtem vzorků a při zvýšení počtu vzorků by mělo dojít k výraznému zlepšení 
úspěšnosti detekce hran, zatímco u Sobelova operátoru už není možné lepších výsledků dosáhnout 
bez dalšího pokročilého zpracování (předzpracování obrazu, ztenčení hran). 
   
Obrázek 7.1: Detekce hran na med. datech – (zleva) okolí 3x3, originál, okolí (5x5) 
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7.8 Shrnutí výsledků experimentální části 
V této krátké podkapitole bych rád shrnul zjištěné poznatky z této experimentální kapitoly. Co se týče 
kvality natrénovaných sítí, jejich úspěšnost detekce převyšuje klasické hranové detektory v testech 
zastoupené Sobelovým operátorem. Výsledky ukazují až 93% úspěšnost (přesnost) detekce hran u 
reálných obrazů a téměř 95% úspěšnost na obrazech syntetických. Z hlediska topologie sítě se jako 
použitelné ukázaly obě základní topologie s 9 a 25 vstupy. Optimální počet neuronů ve skryté vrstvě 
byl pak stanoven na 10-15 u sítě s 9 vstupy a na hodnotu 20-25 u sítě s 25 vstupy. Dále byl testován 
vliv parametru StopEpoch, kde se ukázalo jako nejvhodnější nastavit nižší hodnoty a zabránit tak 
přetrénování sítě.  
U testů týkajících se času jsem došli k závěru, že doba trénování i detekce hran je lineárně 
závislá na počtu vzorků či počtu bodů obrazu. Překvapivým zjištěním byl i fakt, že detekce hran 
pomocí neuronové sítě je asi 5-6 pomalejší než detekce pomocí Sobelova operátoru. Tuto nevýhodu 
však zastiňuje fakt, že výsledky ANN dosahují v některých případech až o 30% lepšího výsledku. 
 
  
(a) Okolí 3x3    (b) Okolí 5x5 
Obrázek 7.2: Detekce hran pomocí ANN s různým okolím „Shapes_noise.bmp“ 
    
Obrázek 7.3: Výsledek Sobelova operátoru (okolí 3x3) a původní obraz 
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(a) Okolí 3x3     (b) Okolí 5x5 
Obrázek 7.4: Detekce hran pomocí ANN s různým okolím „Lenna.bmp“ 
   
(a) Okolí 3x3 (práh T=48)   (b) Okolí 5x5 (práh T=48) 
Obrázek 7.5: Sobelův operátor s různým okolím „Lenna.bmp“ 
 
  
Obrázek 7.6: Syntetický obraz – (zleva) výsledek ANN a Sobelova operátoru (okolí 3x3)  
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8  Závěr 
Zadáním diplomové práce bylo navrhnout metody detekce hran pomocí neuronové sítě a některou 
z těchto metod naimplementovat. Dalším úkolem bylo porovnat výsledek detekce s již existujícími 
metodami detekce hran, především s běžně používanými hranovými operátory.  
První kapitoly práce se věnují především teoretickému úvodu do zpracování obrazu, detekce 
hran a neuronových sítí (kapitoly 2-4). Hlavní části práce jsou pak věnovány analýze problematiky 
detekce hran pomocí neuronových sítí (kapitola 5) a návrhu řešení (kapitola 6), kde jsou navrženy 
jednotlivé moduly výsledné aplikace, realizující potřebné fáze detekce hran. Předposlední kapitola 
věnovaná implementaci se věnuje popisu výsledné aplikace sestávající z několika samostatných 
modulů, řešících generovaní syntetických obrazů, extrakci trénovacích dat, trénování sítě, detekci 
hran a vyhodnocení úspěšnosti detekce. Experimentům a výsledkům je věnována poslední kapitola, 
kde jsou experimentálně ověřeny výsledky detekce hran pomocí neuronových sítí a jsou stanoveny 
optimální parametry pro vytvoření vhodné sady vzorků a trénování neuronové sítě. 
Porovnání se Sobelovým operátorem, jako zástupcem klasických metod detekce hran, dopadlo 
vítězně pro neuronové sítě, které podávaly v některých případech lepší výsledky o 20 až 30 procent. 
Tímto si dovoluji tvrdit, že neuronové sítě jsou použitelné jako alternativa k běžným metodám 
detekce hran, jejich nevýhodou je závislost na volbě vhodné sady vzorků, délka trénování a samotné 
detekce. Výhodami jsou pak lepší výsledky převážně na specifické množině dat, kterými jsou např. 
medicínská data, zašuměné obrazy apod. 
Možnosti budoucího vývoje vidím v dalším vylepšení jednotlivých fází detekce hran. Existuje 
několik metod generování obrazů vhodných k trénování neuronové sítě. V této práci jsou použity 
výhradně obrazy generované z jednoduchých textur, zde je tedy možné rozšíření o další metody. Fáze 
trénování využívá vlastní algoritmus zastavení trénování neuronové sítě, který by z určitých hledisek 
šel také dále vylepšit. Další možností je implementace metody detekce s více výstupy neuronové sítě, 
spočívající např. v klasifikaci směru hrany. Modul vyhodnocení lze taktéž rozšířit o další metriky 
hodnocení úspěšnosti a získat tak detailnější informace o kvalitě natrénovaných sítí. Posledním 
návrhem pro budoucí práci je vytvoření GUI nad všemi moduly a sjednocení procesu zadávání 
parametrů jednotlivých modulů. 
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\Edge  - obsahuje projekt pro MS Visual Studio 2008 
\src  - zdrojové soubory programu 
\build  - spustitelná verze aplikace pro MS Windows 
\img  - obrázky použitelné pro testování programu 
\doc  - dokumentace (generována aplikací Doxygen) a manuál k programu 
\thesis  - text technické zprávy v elektronické podobě ve formátu .doc a .pdf 
\poster  - plakát prezentující diplomovou práci a její výsledky 
\examples - ukázkové sady obrazů, datových sad a soubory natrénovaných sítí  
   (vhodné pro další testování) 
\test  - soubor s výsledky, tabulkami natrénovaných sítí a použitých datových sad  
     + jednotlivé soubory datových sad, natrénovaných sítí a výsledků 
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Příloha 1 
Uživatelská příručka k programu 
Tato příloha slouží čtenáři jako uživatelská příručka v výsledné aplikaci Edge, sestávající cekem 
z pěti samostatných podprogramů (modulů). Součástí je souhrn povinných, volitelných parametrů a 
přehled s jakými formáty vstupních dat lze pracovat. 
Spuštění programu 
Program je na přiloženém CD (příloha č.3) uložen přímo ve spustitelné podobě v adresáři \build, kde 
se nachází soubory Module[1-5].exe. Jelikož však jednotlivé moduly vyžadují ke své práci ukládání 
souborů a obrazů na disk, je doporučeno nespouštět aplikaci přímo z CD a před použitím jednotlivé 
soubory zkopírovat na lokální disk, kde má uživatel právo zápisu na disk.  
Parametry spuštění 
Parametrů je velké množství vzhledem k množství parametrů u jednotlivých fází detekce hran, které 
lze u každého z modulů zvolit.  
OpenCV podporuje tyto formáty - BMP, DIB, JPEG, JPG, JPE, PNG, PBM, PGM, PPM, SR, 
RAS, TIFF, TIF. Aplikace byla testována s obrázky ve formátu JPG (JPEG), BMP a PNG. Proto 
veškeré vstupní obrazy a textury musí být uloženy v jednom z těchto podporovaných formátů. Pokud 
však i tak nedojde k úspěšnému načtení obrazu, dojde k vypsání chyby a ukončení programu (příp. 
přeskočení zpracování tohoto obrazu). Schéma jednotlivých modulů, jejich povinných vstupních 
souborů a formát výstupních souborů je pak uveden v obrázku 6.1 v kapitole 6 věnované 
implementaci. 
Module1 – Vytvoření množiny syntetických obrazů z textur 
Zde je povinným parametrem soubor se seznamem textur (-input textures.txt), z nichž se budou 
generovat syntetické obrazy. Soubor je klasický textový na každém řádku se  jménem jednoho 
souboru textury. Další volitelné parametry a defaultní hodnoty uvádí následující tabulka: 
Parametr Popis Defaultní hodnota 
-num Počet generovaných obrazů 10 
-obj Počet vykreslených tvarů 5 
-widht Šířka generovaného obrazu 500 px 
-height Výška generovaného obrazu 500 px 
-outdir Název výstupního adresáře  
-output Název výstupního souboru pro další modul  
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Příkaz pro spuštění se všemi parametry pak může vypadat následovně: 
Module1.exe -input tex_list.txt -num 100 -obj 6 -width 600 -height 400 
-outdir synt_images -output train_set.txt –load -show 
Module2 – Extrakce vzorků ze syntetických obrazů a masek hran 
Zde je opět povinným parametrem soubor se seznamem obrazů a korespondujících masek (je 
automaticky vytvořen modulem1). Volitelné parametry modulu 2 a jejich defaultní hodnoty uvádí 
následující tabulka: 
Parametr Popis Defaultní hodnota 
-samples Počet extrahovaných vzorků z obrazu 100 
-size [3|5] Velikost okolí  3 
-ratio Poměr počtu mezi hran./nehran. 
vzorky 0,5 
-sigmoid 
-sigmoid_sym 
Zvolená aktivační funkce a rozsah 
výstupních hodnot <0;1> nebo <-1;1> -sigmoid_sym 
-outdir Název výstupního adresáře  
-output Název výstupního souboru se vzorky  
 
Součástí tohoto modulu je i fáze předzpracování obrazu, kde je možné obrazy před samotnou 
extrakcí vzorků filtrovat jedním v implementovaných filtrů (s okolím 3x3, 5x5 nebo 7x7 pixelů): 
-average Obyčejné průměrování 
-gauss Gaussův filtr 
-median Medián 
-cons Konzervativní vyhlazování 
-nosmooth bez filtrace (nastaveno jako default) 
 
Příkaz pro spuštění se všemi parametry pak může vypadat následovně: 
Module2.exe -input train_set.txt -samples 200 -ratio 0.25 -size 5      
–sigmoid_sym -outdir train -output dataset.dat -load -show 
Module3 – Trénování neuronové sítě 
U modulu trénování ANN je povinným parametrem vstupní soubor se vzorky pro trénování (ve 
formátu knihovny FANN). Tento soubor s pevně daným formátem je automaticky generován 
v modulu2). Volitelné parametry modulu 3 pak obsahuje následující tabulka: 
Parametr Popis Defaultní hodnota 
-hid Počet neuronů ve skryté vrstvě 15 
-ratio Poměr počtu mezi trén./test. vzorky 0,9 
-stopepochs Parametr udávající zastavení sítě (více viz. kapitola 5.4.1) 5 
-maxepochs Maximální počet epoch trénování ANN 500 000 
-sigmoid 
-sigmoid_sym 
Zvolená aktivační funkce a rozsah 
výstupních hodnot <0;1> nebo <-1;1> -sigmoid_sym 
-output Název výstupního souboru ANN  
-rep Počet epoch mezi výpisy procesu trén. 1000 
 III 
Příkaz pro spuštění se všemi parametry pak může vypadat následovně: 
Module3.exe -input dataset.dat -hid 20 -output edge.net -sigmoid_sym   
-ratio 0.8 -maxepochs 50000 -stopepochs 10 -rep 500 
Module4 – Detekce hran pomocí neuronové sítě 
U čtvrtého modulu jsou povinné parametry 2 – soubor se seznamem obrazů určených k detekci hran 
(-input images.txt) a soubor natrénované neuronové sítě (-net edge.net). Dalšími 
volitelnými parametry jsou: 
Parametr Popis Defaultní hodnota 
-outdir Adresář pro výstupní soubory  
-output Soubor se seznamem souborů pro modul5   
-thr [0-256] Hodnota prahu 128 
-sigmoid 
-sigmoid_sym 
Zvolená aktivační funkce a rozsah 
výstupních hodnot <0;1> nebo <-1;1> -sigmoid_sym 
-nothr Vypnutí procesu prahování  
-inv Inverze výsledného obrazu  
 
Příkaz pro spuštění se všemi parametry pak může vypadat následovně: 
Module4.exe -input images_to_detect.txt -net edge.net -outdir edge     
-output edge_set.txt -thr 128 -show 
Module5 – Vyhodnocení úspěšnosti detekce hran pomoci neuronové sítě 
Poslední modul vyžaduje opět vstupní soubor se seznamem obrazů, na kterých se provede 
vyhodnocení přesnosti detekce hran (-input edge_set.txt). Následující tabulka je přehledem 
dalších volitelných parametrů: 
Parametr Popis Defaultní hodnota 
-outdir Adresář pro výstupní soubory  
-output Soubor s výsledky    
-thr [0-256] Hodnota prahu u Sobelova operátoru 48 
-kernel [3|5] Velikost masky Sobelova operátoru 3 
-mask Soubor s maskami hran   
 
Příkazy pro spuštění se všemi parametry pak může vypadat následovně (pro reálné obrazy bez 
masek): 
Module5.exe -input edge_set.txt -outdir result -thr 40  
–output result.txt –kernel 5 -show 
Příkaz pro vyhodnocení nad syntetickými obrazy s obrazy masek hran: 
Module5.exe -input edge_set_synt.txt -mask mask_synt.txt -outdir 
result_synt -thr 48 -output synt_result.txt –kernel 5 -show 
 
U všech modulů je možné použít také parametr –help, pro výpis nápovědy.  
A v modulech č. 1, 2, 4 a 5 i příkaz –show, zobrazující průběh dané fáze v jednoduchém GUI. 
