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Abstract
We present an algorithm for surface reconstruction in presence of noise. We show that, under a reasonable noise model, the
algorithm has theoretical guarantees. Actual performance of the algorithm is illustrated by our experimental results.
Crown Copyright © 2005 Published by Elsevier B.V. All rights reserved.
1. Introduction
The problem of surface reconstruction asks to approximate a surface from a set of point samples. This problem has
been the focus of research across many fields because of its wide applications. A number of algorithms, though not
with any theoretical guarantees, have been proposed for the problem [1,6,7,18,20,21]. Recently, a class of algorithms,
following the work of Amenta and Bern [2], have been designed that provide theoretical guarantees [3,4,8,12,15].
These theoretical guarantees are based on the fact that the input sample is dense with respect to the local feature size.
However, in practice, this condition may not hold. There are several reasons for this undersampling [12]. Of particular
interest is the presence of noise that is typical for samples obtained by a scanning process. Algorithms for curve
reconstruction [10] and surface normal estimations [24] from noisy samples have been designed. Also, some of the
existing surface reconstruction algorithms work well in presence of noise [4,13,22]. Until the conference version of
this paper, there was no known algorithm with theoretical guarantees for surface reconstruction in presence of noise.
In a simultaneous work, Cheng and Poon [11] extended the curve reconstruction algorithm for noisy samples [10]
to three dimensions. This algorithm is significantly different from ours and works on a weaker noise model. We also
believe that the algorithm presented in this paper is more practical.
We prove the theoretical guarantees of our algorithm under some reasonable noise model. The model allows the
points to be scattered around the sampled surface and the range of the scatter is restricted by the local feature size. The
algorithm works with the Delaunay/Voronoi diagrams of the input points and draws upon some of the principles of the
power crust algorithm [4]. In the power crust algorithm it is observed that the union of a set of Delaunay balls called
polar balls approximates the solid bounded by the sampled surface. Obviously, this property does not hold in presence
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Step 3: Only the points on the outer balls are retained and the curve (surface) is reconstructed from them.
of noise. Nevertheless, we observe that, under the assumed noise model, some of the Delaunay balls are relatively big
and can play the role of the polar balls. These balls are identified and partitioned into inner and outer balls. We show
that the boundary of the union of the outer (or inner) big Delaunay balls is homeomorphic to the sampled surface.
This immediately gives a homeomorphic surface reconstruction though the reconstructed surface may not interpolate
the sample points.
We extend the algorithm further to compute a homeomorphic surface interpolating a subset of the input sample
points. These points reside on the outer (or inner) big Delaunay balls. The rest of the points are deleted. We show that
the Delaunay triangulation of the chosen sample points restricted to the boundary of the chosen big Delaunay balls is
homeomorphic to the sampled surface. Fig. 1 illustrates this algorithm.
2. Preliminaries
2.1. Definitions
For a set Y ⊆R3 and a point x ∈R3, let d(x,Y ) denote the Euclidean distance of x from Y ; that is,
d(x,Y ) = inf
y∈Y
{‖x − y‖}.
The set Br,c = {y |y ∈R3,‖y − c‖ r} is a ball with radius r and center c.
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faces defined as follows. The Voronoi cell for a point p ∈ P is
Vp =
{
x ∈R3 | d(x,P ) = ‖x − p‖}.
Closed faces shared by d Voronoi cells, 1  d  4, are called (4 − d)-dimensional Voronoi faces. The 0-, 1-, 2-,
3-dimensional Voronoi faces are called Voronoi vertices, edges, facets and cells respectively.
The Delaunay diagram of P is a dual to VorP . The convex hull of d  4 points defines a (d − 1)-dimensional
Delaunay face if the intersection of their corresponding Voronoi cells is not empty. If the points are in general po-
sition 1-, 2-, 3-dimensional Delaunay faces are Delaunay edges, triangles and tetrahedra respectively. They define
a decomposition of the convex hull of all points in P called the Delaunay triangulation DelP . We assume general
positions.
Sampled surface Let Σ ⊂R3 be a compact smooth surface without boundary from which the input sample is derived
possibly with noise. Also, we assume that Σ is connected.
The medial axis M of Σ is the closure of the set Y so that, for each y ∈ Y , d(y,Σ) is realized by two or more points
of Σ . In other words, each point y ∈ M is the center of a maximal ball whose interior is empty of points from Σ . This
ball meets Σ only tangentially. We call each such ball Br,y a medial ball where r = d(y,Σ). For each point x ∈ Σ ,
consider a function f :Σ → R where f (x) = d(x,M). Except for some pathological cases, f (x) is strictly positive
for smooth surfaces. The function f ( ), also called the local feature size, satisfies the following Lipschitz property [2].
Lipschitz property For any two points x, y ∈ Σ , f (x) f (y)+ ‖x − y‖.
2.2. Sampling
A finite set of points P ⊂ Σ is called an ε-sample of Σ if
d(x,P ) εd(x,M) for each x ∈ Σ.
We consider a noisy sample of Σ which may not be a subset of Σ , but we assume that it lies close to the surface. This
proximity assumption alone cannot disambiguate the reconstruction process as sample points can collaborate to form
arbitrary patterns. To prevent this collaboration we incorporate a locally uniform sampling condition.
Let ν :R3 \M → Σ map a point x ∈R3 to the closest point ν(x) on Σ . Denote p˜ = ν(p) and P˜ = {ν(p)}p∈P .
Noise model We say P ⊂R3 is a (ε, κ)-sample of Σ if the following sampling conditions hold for some small ε > 0
and a small integer κ  1.
(i) P˜ is an ε-sample of Σ ,
(ii) ‖p − p˜‖ ε2f (p˜),
(iii) ‖p − q‖ εf (p˜) for any two points p,q in P where q is the κ th nearest sample point to p.
All along we assume that the input P is a (ε, κ)-sample of Σ for some suitable ε and κ . The first condition of
the noise model says that the projection of the point set P on the surface makes a dense sample and the second one
says that P is close to the surface. The third condition makes the sampling locally uniform. Notice that, for κ = 1
this condition prohibits any two sample points to be arbitrarily close. But, that may be a severe restriction for point
samples in practice. This is why we introduce κ to make the locally uniform condition less restrictive. This condition
is very similar to the locally uniform conditions used in [15]. In practice we take κ in the range of three to five.
Sampling parameters In the sequel we will formulate and use several εi > 0, i = 1, . . . ,9, which have the property
that limε→0 εi = 0.
Some of the immediate consequences of the sampling requirements are the following lemmas.
Lemma 1. Any point x ∈ Σ has a sample point within ε1f (x) distance where ε1 = ε(1 + ε + ε2).
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ε2f (p˜) ε2(1 + ε)f (x). Thus,
‖x − p‖ ‖x − p˜‖ + ‖p˜ − p‖ εf (x)+ ε2(1 + ε)f (x) ε(1 + ε + ε2)f (x). 
Lemma 2. Any sample point p ∈ P has its κ th closest sample point within ε2f (p˜) distance where
ε2 =
(
ε + 4κ + ε
1 − 4κε
)
ε.
Proof. Consider the locally uniform sample P˜ . It is an easy consequence of the sampling condition (i) and the Lip-
schitz property of f ( ) that, for each x ∈ Σ there exists a sample point p so that ‖p˜ − x‖  ε1−ε f (p˜). This means
that, for sufficiently small ε, balls of radius 2εf (p˜) > ε1−ε f (p˜) around each point p˜ ∈ P˜ cover Σ . Consider the graph
where a point p˜ ∈ P˜ is joined with q˜ ∈ P˜ with an edge if the balls Br1,p˜ and Br2,q˜ intersect where r1 = 2εf (p˜) and
r2 = 2εf (q˜). Consider a simple path Π of κ edges in this graph with one endpoint at p˜. An edge between two points
p˜ and q˜ in the graph has a length at most 2ε(f (p˜)+ f (q˜)). The path Π thus has length at most
 = 2ε(f (p˜)+ 2f (q˜1)+ · · · + 2f (q˜κ−1)+ f (q˜κ))
where q˜i , i = 1, . . . , κ , are the vertices ordered along the path. Denoting fmax as the maximum of the feature sizes of
all vertices on the considered path we get
 4κεfmax 
4κε
1 − 4κε f (p˜).
The distance from p to the farthest point, say q , among the κ closest points to p cannot be more than the length of Π
and thus is within distance
d  ‖p − p˜‖ + ‖p˜ − q˜‖ + ‖q˜ − q‖ ε2f (p˜)+ 4κε
1 − 4κεf (p˜)+
ε2
1 − 4κε f (p˜).
We have d  ε2f (p˜). 
2.3. Offset surfaces
Many standard arguments used in proving the guarantees of the surface reconstruction algorithms [2,3,8] cannot be
applied here because P may not be a subset of Σ . We take the help of offset surfaces of Σ to overcome this difficulty.
Let ΩO denote the unbounded component of R3 \ Σ . Further, let ΩI be R3 \ ΩO . Notice that, by our definition,
ΩI is closed where ΩO is open and R3 = ΩI ∪ ΩO . The definition of offset surfaces and subsequent proofs require
an orientation of the normals of Σ . We orient the normal nx at any point x ∈ Σ so that it points locally outside, i.e.,
towards ΩO . Consider the signed distance function
h :R3 →R where h(x) = (x − x˜) · nx˜ .
This function is smooth everywhere except at the medial axis M . We consider two level sets avoiding the medial axis.
Let
Σ−ε =
{
x ∈R3 | ∣∣h(x)∣∣= 3ε2f (x˜) and h(x) < 0}
and
Σ+ε =
{
x ∈R3 | ∣∣h(x)∣∣= 3ε2f (x˜) and h(x) > 0}.
The offset surfaces are not necessarily smooth. The reason is that the function f is not necessarily smooth though
they are continuous. Contrast this property of Σ−ε and Σ+ε with the offset surfaces defined by small constant offsets
which are necessarily smooth. The definitions of Σ−ε and Σ+ε are motivated by our noise model. This noise model
allows the points to lie in a band of width proportional to the local feature sizes. This is less restrictive than allowing
them to lie within a band of constant width. The particular choice of the factor 3ε2 in defining the offset surfaces is
motivated by the result of Lemma 4.
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The two offset surfaces Σ−ε , Σ+ε enjoy some nice properties.
Lemma 3. For sufficiently small ε, the surfaces Σ−ε and Σ+ε are homeomorphic to Σ . Also, any point x on either
Σ−ε or Σ+ε has x˜ within ε3f (x˜) distance and a sample point within ε4f (x˜) distance where ε3 = 3ε2 and ε4 =
(ε1 + 3ε2).
Proof. Consider the map ν defined earlier which associates a point x ∈R3 to its closest point x˜ on Σ . We show that
the restriction νε :Σ−ε → Σ of ν is a homeomorphism. The case for Σ+ε can be proved similarly. First, notice that νε
is well defined as Σ−ε avoids the medial axis. It is continuous as ν is so everywhere except at the medial axis. Next,
we argue that νε is onto, i.e., νε(Σ−ε) = Σ . This follows almost immediately from the definition of Σ−ε since for any
point y ∈ Σ , ν−1ε (y) is defined as the point x ∈ R3 where h(x) = −3ε2f (y). Next, we show that νε is one-to-one.
Suppose not. Then, there are two points x and x′ in Σ−ε where νε(x) = νε(x′) = y. It follows that x, x′ and y are
collinear and lie on the line normal to Σ at y. But, then by definition of Σ−ε , h(x) = h(x′) = −3ε2f (y). This can
happen only when x = x′. The only thing remains to be shown is that ν−1ε is continuous. Continuity of ν−1ε follows
from the fact that both h and f are continuous. This completes the proof that νε is indeed a homeomorphism.
Let x be any point on Σ−ε . The proof for the case when x ∈ Σ+ε is similar. It follows from the definition that
‖x − x˜‖ 3ε2f (x˜). The point x˜ has a sample point within ε1f (x˜) distance (Lemma 1). Combining the two distance
bounds we get the required bound. 
From this point onward we consider Σ−ε in all definitions and lemmas. It should be clear that they also hold for
Σ+ε . We introduce the notion of feature balls (Fig. 2) which will play an important role in the proofs.
Definition 1. For a point x ∈ Σ−ε let Br,m be the ball with the following conditions:
• m ∈ ΩI ; the boundary of Br,m meets Σ−ε at x,
• the radius r is (1 − 3ε2)f (x˜), and
• the center m lies on the line of normal at x˜. In other words, m˜ = x˜.
Call Br,m the feature ball meeting Σ−ε at x.
Lemma 4. For any point x ∈ Σ−ε the interior of the feature ball meeting Σ−ε at x is empty of points from P .
Proof. Let B = Br,m be such a feature ball and p be any point in P (Fig. 2). Observe that ‖m − x˜‖ = ‖m − x‖ +
‖x − x˜‖ = f (x˜). We have
f (p˜) f (x˜)+ ‖x˜ − p˜‖
 f (x˜)+ ‖m− x˜‖ + ‖m− p˜‖
 2f (x˜)+ ‖m− p˜‖.
Then,
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 ‖m− p˜‖ − ε2f (p˜)
 ‖m− p˜‖ − ε2(2f (x˜)+ ‖m− p˜‖)
= (1 − ε2)‖m− p˜‖ − 2ε2f (x˜)
 (1 − 3ε2)f (x˜) as ‖m− p˜‖ ‖m− x˜‖ = f (x˜)
= ‖m− x‖.
Therefore, p cannot be in the interior of B . 
Also, the following observation will be helpful for our proofs. It says that if a ball with two points x and y on its
boundary is big relative to the feature size of x˜, it remains big relative to the feature size of y˜ if x and y are close
to Σ . The parameters λ and ε′ will be close to 1 and ε respectively when we use this lemma later.
Lemma 5. Let B = Br,c be a ball with two points x and y on its boundary where ‖x− x˜‖ ε′f (x˜), ‖y− y˜‖ ε′f (y˜).
Then, r  λ(1−ε′)1+2λ+ε′ f (y˜) given that r  λf (x˜) for λ > 0.
Proof. We get
r  λf (x˜) λ
(
f (y˜)− ‖x˜ − y˜‖)
 λ
(
f (y˜)− ‖x − x˜‖ − ‖x − y‖ − ‖y − y˜‖)
 λ
(
f (y˜)− ε′f (x˜)− 2r − ε′f (y˜))
 λ
(
(1 − ε′)f (y˜)−
(
2 + ε
′
λ
)
r
)
from which it follows that
(1 + 2λ+ ε′)r  λ(1 − ε′)f (y˜) or, r  λ(1 − ε
′)
1 + 2λ+ ε′ f (y˜). 
3. Union of balls
As we indicated before, our goal is to filter out a subset of points from P that lie on big Delaunay balls. We do this
by choosing Delaunay balls that are big compared to the distances of the κ th nearest neighbor from the sample points.
Let λp denote the distance to the κ th nearest neighbor of a sample point p ∈ P . For an appropriate constant K > 0,
we define
B = set of Delaunay balls Br,c where r > Kλp for all points p ∈ P incident on the boundary of Br,c.
Since we know that λp  εf (p˜) by the sampling condition (iii), we have:
Observation 1. Let Br,c ∈ B be a Delaunay ball with p ∈ P on its boundary. Then, r > Kεf (p˜).
Since R3 = ΩI ∪ΩO we can write B = BI ∪BO where BI is the set of balls having their centers in ΩI and BO is
the set of balls with their centers in ΩO . We call the balls in BI the inner big Delaunay balls and the ones in BO the
outer big Delaunay balls.
We will filter out those points from P that lie on the balls in B. A decomposition of B induces a decomposition on
these points, namely
PI = {p ∈ P ∩B | B ∈ BI } and PO = {p ∈ P ∩B | B ∈ BO}.
Notice that PI and PO may not be disjoint and they decompose only the set of points incident to the balls in B and
not necessarily the set P .
Next two lemmas are pivotal for later proofs. The first one about normal approximation has been proved by Dey
and Sun [16].
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Lemma 6. Let Br,c be a Delaunay ball whose boundary contains a sample point p ∈ P . Let c lie in ΩI . If r > f (p˜)/5
then the vector pc makes at most 200ε angle with −np˜ when ε is sufficiently small.
Lemma 7. For each point x ∈ Σ−ε there is a Delaunay ball that enjoys the following properties when ε is sufficiently
small:
(i) its radius is at least 34 (1 − 3ε2)f (x˜),(ii) its boundary contains a sample point p ∈ PI within a distance ε5f (x˜) from x where
ε5 =
( 7
4ε4
1
4 (1 − 3ε2)+ ε4
) 1
2
(1 − 3ε2) = O(√ε).
Proof. Consider the feature ball B = Br,m meeting Σ−ε at x. By definition,
r = (1 − 3ε2)f (x˜).
We construct the ball as claimed by deforming B as follows.
Shrinking. Let B3/4 = B3r/4,m be a shrunk copy of B . The ball B and hence B3/4 are empty (Lemma 4).
Translation. Translate B3/4 rigidly by moving the center m along the direction mx until its boundary hits a sample
point p ∈ P . Let this new ball be denoted B ′ = B ′
r ′,m′ , refer to Fig. 3.
Delaunay deformation. Deform B ′ further to a larger Delaunay ball B ′′ = Br ′′,m′′ which we show has the claimed
properties. The center m′ of B ′ belongs to the Voronoi cell Vp since B ′ is empty of points from P . Move the center
m′ of B ′ continuously in Vp always increasing the distance ‖m′ − p‖ till m′ meets a Voronoi vertex, say m′′, in Vp .
This motion is possible as the distance function from p reaches its maxima only at the Voronoi vertices.
Let x′ be the closest point to x on the boundary of B ′. We have
‖x′ − x‖ ε4f (x˜) (3.1)
since otherwise there is an empty ball centering x with radius ε4f (x˜) and thus x does not have a sample point within
ε4f (x˜) distance violating Lemma 3.
Claim 1. ‖x − p‖ ε5f (x˜).
First, we observe that both B and B ′ contain their centers in their intersection. Since B ′ has a radius smaller than B ,
it is sufficient to show that B ′ contains m inside. During the rigid translation when the ball B3/4 touches B at x, its
center moves by 1 r distance. After that, we move B3/4 by the distance ‖x − x′‖ ε4f (x˜) (inequality (3.1)). Thus,4
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r + ε4f (x˜). (3.2)
Therefore, the distance between m and m′ is less than 34 r for sufficiently small ε implying that m is in B
′
.
Now we show the claimed bound for ‖x −p‖. The point p can only be on that part of the boundary of B ′ which is
outside the empty ball B . This with the fact that the centers of B and B ′ are in their intersection imply that the largest
distance from x to p is realized when p is on the circle where the boundaries of B and B ′ intersect. Consider this
situation as in Fig. 3.
Let d = ‖m′ −m‖. First, observe that
1
4
r  d  1
4
r + ε4f (x˜). (3.3)
The first half of the inequality holds since B is empty of samples and hence B3/4 has to move out of it to hit a sample
point. The second half of the inequality follows from the inequality (3.2). Since
‖p − q‖2 = ‖m′ − p‖2 − ‖m′ − q‖2 = ‖m− p‖2 − ‖m− q‖2,
we have
‖m′ − q‖ = r
2 − (r ′)2 − d2
2d
.
Hence
‖x − p‖2 = ‖p − q‖2 + ‖q − x‖2
= r2 − (d + ‖m′ − q‖)2 + (r − (d + ‖m′ − q‖))2
= 2r2 − rd − r
d
(r2 − r ′2)
Ineq. (3.3)

ε4(1 + 34 )
1
4 (1 − 3ε2)+ ε4
r2.
The claimed bound on ‖x − p‖ follows immediately.
Claim 2. m′′ ∈ ΩI .
To prove this claim we first show that the radius r ′ of B ′, which is 34 r = 34 (1 − 3ε2)f (x˜), is also large compared to
f (p˜). Observe that ‖x′ − x˜‖ is at most ε4f (x˜) if x˜ lies between x and x′ and is at most 3ε2f (x˜) if it does not. Hence
‖x′ − x˜‖max{ε4,3ε2}f (x˜). For sufficiently small ε, we have ε4 > 3ε2. Therefore, we can say ‖x′ − x˜‖ ε4f (x˜).
We know ‖p − p˜‖  ε2f (p˜). Therefore, we can apply Lemma 5 with ε′ = ε4 and λ = 34 (1 − 3ε2) to deduce that
r ′ = ‖p −m′‖ βf (p˜) where
β = 3
10
(1 − 3ε2)(1 − ε4)
1 + O(ε) .
This means
r ′ 
(
3
10
− O(ε)
)
f (p˜). (3.4)
Now we show that the center of B ′ cannot reach a point in Σ during its deformation to B ′′ establishing m′′ ∈ ΩI .
Suppose not, i.e., the center of B ′ reaches a point y ∈ Σ during the deformation. Then, we reach a contradiction.
First observe that m′ is in ΩI as it is only within 14 r + ε4f (x˜) distance away from m. Next, consider the two balls
B ′ and D = B‖y−p‖,y meeting at p (Fig. 4). Both have radii larger than ( 310 −O(ε))f (p˜) (inequality (3.4)) which is at
least f (p˜)5 for sufficiently small ε. Both vectors py and pm′ make at most 200ε angle with −np˜ (Lemma 6) and hence
make an angle of at most 400ε among themselves. Consider a smaller version of D by moving its center towards p
till its radius becomes same as that of B ′. Let this new ball be D′ = B‖p−c‖,c (Fig. 4). We show that this D′ and hence
D contain m. We have
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‖m− c‖ ‖m−m′‖ + ‖m′ − c‖
 1
4
(1 − 3ε2)f (x˜)+ ε4f (x˜)+ 400εr ′
=
(
1
4
+ O(ε)
)
(1 − 3ε2)f (x˜).
On the other hand, the radius ‖p− c‖ of D′ is r ′ = 34 (1 − 3ε2)f (x˜). Therefore, ‖m− c‖ is smaller than this radius
for a sufficiently small ε. Hence, m is in D. Now we claim that y and m are far away and thus y cannot have any
sample point nearby contradicting Lemma 1. Let z be the point on the medial axis so that ‖x˜ −m‖ = f (x˜) = ‖x˜ − z‖.
Then, ‖y −m‖ + 2‖x˜ −m‖ ‖y − z‖ f (y) giving 3‖y −m‖ f (y) or ‖y −m‖ f (y)/3. Since D contains m,
the ball centered at y with radius ‖y − m‖ lies completely inside D and thus cannot contain any sample point. This
means y cannot have a sample point within f (y)/3 distance, a contradiction to Lemma 1 when ε is sufficiently small.
This completes the claim that the center of B ′ always remain in ΩI while deforming it to B ′′.
Claim 3. B ′′ ∈ BI .
The ball B ′′ contains four sample points including p on its boundary. For any of these sample points u, we have
‖u − u˜‖  ε2f (u˜) by the sampling condition. Therefore, applying Lemma 5 to B ′′ with points p, u = p and λ =
( 310 − O(ε)) we get
r ′′  λ(1 − ε
2)
1 + 2λ+ ε2 f (u˜)
(
3
16
− O(ε)
)
f (u˜).
Also we have λu  ε2f (u˜) from Lemma 2. Thus, B ′′ is in B if
( 316 − O(ε))
2
>Kε2, or 1 > O(ε)+ 11Kε2,
a condition which is satisfied for a sufficiently small ε. Since m′′ ∈ ΩI by Claim 2, we have B ′′ ∈ BI .
Lemma claims. Clearly,
r ′′  r ′  3
4
(1 − 3ε2)f (x˜).
This proves (i). Claim 3 proves p ∈ PI which together with Claim 1 give (ii). 
4. Proximity
We aim to prove that the boundary of
⋃BI is homeomorphic and close to Σ . The proof can be adapted in a
straightforward manner for a similar result between the boundary of
⋃BO and Σ . We define
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BI ,
SO = Boundary of
⋃
BO.
First, we bound the angle between the normals of Σ and the radial directions of the balls in B whose boundaries
contribute to SI and SO . Lemma 6 provides this bound at the sample points for some balls. In general, for any point x
in SI and any ball B incident on x, we will use a result of Amenta, Choi and Kolluri [4, Lemma 23] to claim a similar
result in the next lemma. Although the statement of this lemma is slightly different from that of Lemma 23 [4], the
proof can be adapted with only minor modifications.
Lemma 8. Let x be a point in SI so that the following conditions hold for a sufficiently small ε:
(i) ‖x − x˜‖ = O(ε)f (x˜),
(ii) each point y ∈ Σ has a sample point within O(ε)f (y) distance,
(iii) x is in a ball Br,c ∈ BI so that r Kεf (x˜).
Then, the angle between −nx˜ and the vector xc is O(√1/K).
In the next two lemmas we establish the condition (i) of Lemma 8, that is, we show that each point in SI has a
nearby point on Σ .
Lemma 9. Let x be a point lying in ΩO where x ∈ SI . Then, ‖x − x˜‖ ε6f (x˜) where ε6 = ε11−2ε1 .
Proof. Let x ∈ Br,c where Br,c ∈ BI . The line segment joining x and c must intersect Σ since c lies in ΩI while x
lies in ΩO . Let this intersection point be z. We claim that ‖x − z‖  ε1f (z). Otherwise, there is a ball inside Br,c
centering z and radius at least ε1f (z). This ball is empty since Br,c is empty. This violates Lemma 1 for z. This means
that the closest point x˜ ∈ Σ to x has a distance ‖x − x˜‖  ‖x − z‖  ε1f (z). We also have ‖z − x˜‖  2‖x − z‖.
Applying the Lipschitz property of f ( ), we get the desired bound for ‖x − x˜‖. 
Lemma 10. Let x be a point lying in ΩI where x ∈ SI . Then, for a sufficiently small ε, ‖x − x˜‖ ε7f (x˜) where
ε7 =
(
ε4 + 300ε(1 − 3ε2)
)= O(ε).
Proof. Let y be the point in Σ−ε where the line of nx˜ intersects Σ−ε . Observe that x, y and x˜ are collinear. If x lies
between x˜ and y, then ‖x − x˜‖ ε3f (x˜) which is no more than ε7f (x˜).
So, assume that x is further away from x˜ than y is. Consider a Delaunay ball B = Br,c ∈ BI guaranteed
by Lemma 7. This ball has a sample point p ∈ P on the boundary so that ‖y − p‖  ε5f (x˜). Moreover, r 
3
4 (1 − 3ε2)f (x˜). This ball was obtained by deforming a ball B ′ = Br ′,m′ whose boundary passes through p and a
point x′ where ‖x˜ − x′‖ ε4f (x˜). Also r ′ = 34 (1 − 3ε2)f (x˜). Focus on the two balls B and B ′ incident to p. Since
y and p and hence p and x˜ are close, both B and B ′ have radii larger than f (p˜)/5 when ε is sufficiently small. By
Lemma 6, we obtain that the vectors pc and pm′ make 200ε angle with −np˜ and hence make an angle of 400ε among
them.
We know that B has a radius at least as large as B ′ (proof of Lemma 7). The points x, x′, x˜ and y are collinear
and y separates x and x′. Further x cannot lie inside a Delaunay ball. With these constraints, the distance between x
and x′ is the most when x lies on the boundary of B and B is the smallest possible, see Fig. 5. This means we can
assume that both B and B ′ have the same radius to estimate the worst upper bound on ‖x − x′‖. In that configuration,
‖x − x′‖ ‖c −m′‖ 400r ′ε which is at most 300ε(1 − 3ε2)f (x˜). Therefore,
‖x − x˜‖ ‖x − x′‖ + ‖x′ − x˜‖ (ε4 + 300ε(1 − 3ε2))f (x˜). 
From Lemmas 9 and 10 we get the following lemma that satisfies the condition (i) of Lemma 8.
Lemma 11. For a sufficiently small ε, each point x on SI has a point in Σ within ε8f (x˜) distance where ε8 =
max{ε6, ε7} = O(ε).
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The condition (ii) of Lemma 8 follows from Lemma 1.
The condition (iii) of Lemma 8 is established in the next lemma.
Lemma 12. Let x be any point on the boundary of a ball Br,c ∈ BI , we have r  (K/2)εf (x˜) for a sufficiently small ε.
Proof. Suppose the claim is not true. Then, consider a vertex p ∈ PI on the Delaunay ball Br,c . Since this ball is
in BI , we have r  Kεf (p˜). Since ‖x − p‖  2r , we have ‖x − p‖  Kεf (x˜) by our assumption. This means
‖x − p˜‖Kεf (x˜)+ ε2f (p˜). Since x˜ is closer to x than p˜, we have
‖x˜ − p˜‖ ‖x˜ − x‖ + ‖x − p˜‖ 2(Kεf (x˜)+ ε2f (p˜)).
Using the Lipschitz property of f ( ) we get
f (x˜)
(
1 + 2ε2
1 − 2Kε
)
f (p˜).
Therefore by our assumption,
r 
(
K
2
)(
1 + 2ε2
1 − 2Kε
)
εf (p˜).
We reach a contradiction if K(1+2ε
2)
2(1−2Kε) < K , a condition which is satisfied for a sufficiently small ε. 
5. Homeomorphic surface
We have all ingredients to establish a homeomorphism between Σ and SI .
Theorem 1. The restriction of ν to SI defines a homeomorphism between SI and Σ when K is sufficiently large and
ε is sufficiently small.
Proof. Since SI and Σ are both compact we only need to show that ν is continuous, one-to-one and onto. The
discontinuity of ν occurs only at the medial axis of Σ . For any fixed K > 0, Lemmas 7 to 12 hold for a sufficiently
small ε. In particular, Lemma 11 asserts that each point x in SI is within ε8f (x˜) distance from x˜. Therefore, all points
of SI are far away from the medial axis when ε is sufficiently small. Thus the restriction of ν to SI is continuous.
To prove that ν is one-to-one, assume on the contrary that there are points x and x′ in SI so that x˜ = ν(x) = ν(x′).
Without loss of generality assume x′ is further away from x˜ than x is. Let x ∈ Br,c where Br,c ∈ BI . The line x
passing through x and x′ is normal to Σ at x˜, and according to Lemma 8, x makes an angle at most α = O(√1/K)
with the vector xc. Thus, while walking on the line x towards the inner medial axis starting from x˜, we encounter a
segment of length at least 2r cosα inside Br,c . By Lemma 11 both x and x′ are within ε8f (x˜) distance from x˜. We
reach a contradiction if 2r cosα is more than ε8f (x˜). Since r > (K/2)εf (x˜) by Lemma 12 and α = O(√1/K), this
contradiction can be reached for a sufficiently small ε and a sufficiently large K . Then, x and x′ are same.
Now we argue that ν is also onto. Since SI is a closed, compact surface without boundary and ν maps SI continu-
ously to Σ , ν(SI ) must consist of closed connected components of Σ . By our assumption, Σ is connected, this means
ν(SI ) = Σ and hence ν is onto. 
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In order to apply the previous results, we need to separate the balls in BI from the ones in BO . We achieve this by
looking at how deeply the balls intersect. We call two balls in BI (BO ) neighbors if their boundaries intersect and a
point from this intersection lies in SI (SO respectively). The neighbor balls in BI or in BO intersect deeply while two
balls, one from BI and the other from BO , can have only shallow intersection. We measure the depth of intersection
by the angle at which two balls intersect. Let x be any point where the boundaries of two balls B1 and B2 intersect.
We say B1 intersects B2 at an angle α if  ( xc1, xc2) = α where c1 and c2 are the centers of B1 and B2 respectively.
Lemma 13. Any two neighbor balls B1 and B2 in BI intersect at an angle O(
√
1/K) when ε is sufficiently small.
Proof. Let x ∈ B1 ∩ B2 be a point in SI . The angle at which B1 and B2 intersect at x is equal to the angle between
the vectors xc1 and xc2 where c1 and c2 are the centers of B1 and B2 respectively. By Lemma 8 both  (−nx˜ , xc1)
and  (−nx˜ , xc2) are O(√1/K). This implies  ( xc1, xc2) = O(√1/K). 
Lemma 14. For a sufficiently small ε, any two balls B1 and B2 intersect at an angle more than π/2 −
arcsin((2/K)(1 + O(ε))) where B1 ∈ BI and B2 ∈ BO .
Proof. The line segment joining the center c1 of B1 and the center c2 of B2 intersects Σ as c1 lies in ΩI where c2
lies in ΩO . Let this intersection point be x. Without loss of generality, assume that x lies inside B1. Let C be circle of
intersection of B1 and B2 and d be its radius. Clearly, d is smaller than the distance of x to the closest sample point
as B1 is empty. This fact and Lemma 1 imply
d  ε1f (x). (5.1)
Next, we obtain a lower bound on the radius of B1 in terms of f (x). Let the segment c1c2 intersect the boundary
of B1 at y. Lemma 1 implies ‖x − y‖ ε1f (x). This also means ‖x − y˜‖ 2ε1f (x). By Lipschitz property of f ( ),
we have
f (y˜) (1 − 2ε1)f (x).
The radius r of B1 satisfies (Lemma 12)
r > (K/2)εf (y˜) (5.2)
> (K/2)ε(1 − 2ε1)f (x). (5.3)
Combining (5.1) and (5.3) we obtain that, for a point z on the circle C, zc1 makes an angle at least π/2 −
arcsin((2/K)(1 + O(ε))) with the plane of C. The angle at which B1 and B2 intersect is greater than this angle. 
Lemmas 13 and 14 say that, for a sufficiently large K , there is a sufficiently small ε so that one can find an angle
θ > 0 where the neighbor balls in BI and BO intersect at an angle less than θ and a ball from BI intersects a ball from
BO at an angle larger than θ . This becomes the basis of separating the balls in BI from the ones in BO .
5.2. Algorithm
Now we have all ingredients to design an algorithm that computes a surface homeomorphic to Σ . The algorithm
first chooses each Delaunay ball whose radius is bigger than a constant (K) times the distance between any sample
point p on its boundary and the κ th nearest sample point of p. In practice, we take κ = 3. Then, we start walking from
an arbitrary big Delaunay ball after marking it. We continue to collect big Delaunay balls that intersect an already
marked ball at an angle more than a threshold angle. If the initial ball was an inner (outer) ball chosen from BI (BO
respectively), this process will mark all inner balls in BI (outer balls in BO respectively). This is because all balls in BI
(BO ) are connected through the neighbor relation as SI (SO respectively) is so (Theorem 1). The boundary of the union
of the marked balls, or the remaining unmarked big balls can be output as the approximated surface. Alternatively,
one can compute a skin surface [17] out of these balls that approximates the boundary with a C2-smooth surface.
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In this section we extend the previous algorithm to produce a piecewise linear surface interpolating through the
sample points residing on the inner (or outer) balls. For the proofs we will use κ = 1 in this extension though κ = 3
works well in practice.
We use the concept of the restricted Delaunay triangulation as described below. The points in PI defines a restricted
Voronoi diagram VorPI |SI as the collection of restricted Voronoi cells {Vp|SI = Vp ∩ SI }. Dual to the restricted
Voronoi diagram is the restricted Delaunay triangulation DelPI |SI . It is a simplicial complex where σ ∈ DelPI |SI
if and only if σ is the convex hull of a set of vertices R ⊆ P where ⋂q∈R Vq |SI = ∅. Notice that one can define the
restricted Delaunay triangulation DelPO |SO similarly.
We compute DelPI |SI . Equivalently, one may also compute DelPO |SO . In what follows we consider only
DelPI |SI . Our goal is to show that the DelPI |SI is homeomorphic to SI . This is established by showing that the
restricted Voronoi diagram VorPI |SI satisfies the topological ball property as defined by Edelsbrunner and Shah [19].
This means, in VorPI , any Voronoi edge intersecting SI should intersect it in a single point. Any Voronoi facet inter-
secting SI should intersect it in a topological 1-ball, that is, in a single open curve. Each Voronoi cell should intersect
SI in a topological disk.
We can show all these three conditions using the technique used to prove the topological ball property for skin
surfaces [9]. Although this surface is smooth whereas SI is not, we identify the main ingredients in the proofs of
Cheng et al. [9] which can be recast in the context of SI and thus the rest of the proof can be carried through.
The main ingredients in the proof of Cheng et al. are:
(i) Each point on the surface in a Voronoi cell Vp is close to p with respect to the local feature size at p.
(ii) Any two points that are sufficiently close with respect to the local feature sizes have surface normals almost
parallel.
(iii) Each Voronoi edge e ∈ Vp intersecting the surface is almost parallel to the normal at p.
(iv) Each Voronoi facet F ∈ Vp intersecting the surface is parallel to the normal at p.
The next lemma is the counterpart of (i) for SI .
Lemma 15. Let p ∈ PI be a sample point in SI and x be any point in Vp ∩ SI . For a sufficiently small ε, we have
‖p − x‖ ε9f (p˜) where ε9 = (ε3 + ε5 + ε8) 1+ε21−ε3−ε5−2ε8 = O(
√
ε).
Proof. Let y be the closest point of x on Σ−ε . It follows from Lemma 7 that y has a sample point, say p′, within
ε5f (x˜) distance on SI . Also, ‖x − y‖ ‖x − x˜‖ + ‖x˜ − y‖. Lemma 11 gives ‖x − x˜‖ ε8f (x˜) and Lemma 3 gives
‖x˜ − y‖ ε3f (x˜). Therefore,
‖x − p‖ ‖x − p′‖ ‖x − y‖ + ‖y − p′‖ ε′f (x˜)
where ε′ = ε3 + ε5 + ε8. We have ‖x˜ − p˜‖ ‖x − p‖ + ‖x − x˜‖ + ‖p − p˜‖ (ε′ + ε8)f (x˜) + ε2f (p˜). Using the
Lipschitz property of f ( ) we get
f (x˜) 1 + ε
2
1 − ε′ − ε8 f (p˜).
Using the above inequality in the relation ‖x − p‖ ε′f (x˜) we get the desired result. 
The next lemma is the counterpart of (ii) for SI .
Lemma 16. Let p and q be any two points in SI where ‖p˜ − q˜‖ δf (p˜) where δ  1/4. Let Br,c and B ′r ′,c′ be two
balls in BI containing p and q respectively on their boundaries. Then,  pc, qc′ = O(√1/K +δ) when ε is sufficiently
small.
Proof. By Lemma 8, we have  np˜, pc and  nq˜ , qc′ are O(√1/K). Also, an immediate corollary of Lemma 2 of
Amenta and Bern [2] is that  np˜,nq˜ = O(δ). The claim follows. 
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The following lemma is used to claim that the triangles in DelPI |SI lie almost flat to the surface SI . This in turn
will imply (iii). The normal nt of a triangle t in DelPI |SI is assumed to be oriented outward.
Lemma 17. Let t be a triangle and the following conditions hold for each vertex q of t .
(i) q lies within ε2f (q˜) distance from Σ ,
(ii) q is more than εf (q˜) distance away from all other vertices of t ,
(iii) the circumradius of t is at most λf (q˜).
Then, for λ > ε2,  nt ,nq˜ = O(λ) where both λ and ε are sufficiently small.
Proof. Let p be the vertex of t subtending the largest angle. First, we prove that there are two balls of radius at least
f (p˜)/12 being tangent at p and with centers on the line of np˜ in ΩI and ΩO respectively.
Consider a feature ball B = Bm,(1−3ε2)f (p˜) with the center in ΩI . This ball is empty and therefore does not contain
any vertex of t . Consider a ball D with the center p and radius εf (p˜). This ball also does not contain any vertex of t
by the condition (ii). Let C be the circle of intersection of the boundaries of B and D. Let B ′ = Br,w be the ball whose
boundary passes through C and p (Fig. 6). No vertex of t lies inside B ′ as B ′ ⊂ B ∪ D and both B and D are empty
of the vertices of t . We claim that r  f (p˜)/12 when ε is sufficiently small.
Let x be any point on the circle C whose center is z. The radius R of B is equal to (1 − 3ε2)f (p˜). So, ‖x − p‖ =
ε
1−3ε2 R. The distance d(p,B) ‖p − p˜‖ + d(p˜,B). We have ‖p − p˜‖ ε2f (p˜), and d(p˜,B) 3ε2f (p˜). So,
d(p,B) 4ε2f (p˜) 4ε
2
1 − 3ε2 R  5ε
2R
for a sufficiently small ε. It can be proved that the above fact with the constraint that the radius of D is εf (p˜) gives
r  R
9
= f (p˜)(1 − 3ε
2)
9
 f (p˜)
12
when ε is sufficiently small.
Applying the above argument to the other feature ball Bm′,(1−3ε2)f (p˜) where m′ ∈ ΩO we get another empty ball
B ′′ with radius at least f (p˜)/12 touching p. The centers of both B ′ and B ′′ lie on the line of the normal np˜ . Notice
that both B ′ and B ′′ meet at a single point p. Shrink both B ′ and B ′′ keeping them tangent at p till their radius is
equal to f (p˜)/12. Now applying a result of Amenta et al. [3] to the balls B ′, B ′′ and the triangle t we can conclude
that the acute angle between the lines of nt and np˜ is at most O(λ). If λ is sufficiently small, this angle is less than
π/2. This implies that the upper bound of O(λ) also holds for the oriented normals, i.e.,
 nt ,np˜ = O(λ).
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‖p˜ − q˜‖ 2(2λ+ ε2)f (q˜) 6λf (q˜) for ε2 < λ. Then, by a result of Amenta and Bern [2]  np˜,nq˜ = O(λ) provided
λ is sufficiently small. Therefore,
 nt ,nq˜ = O(λ). 
We can use the above lemma to establish that the triangles in DelPI |SI have normals almost parallel to the normals
of SI .
Lemma 18. Let pqr be any triangle in the restricted Delaunay triangulation DelPI |SI where p is on the boundary
of Br,c ∈ BI . Then, for a sufficiently small ε,  −npqr , pc = O(1/
√
K + √ε) where npqr is the normal of pqr .
Proof. The triangle pqr satisfies the conditions (i) and (ii) of Lemma 17 by our sampling conditions (κ = 1).
Lemma 15 implies that pqr has a circumradius at most ε9f (p˜) = O(√ε)f (p˜). Plugging this for λ in Lemma 17,
we get that
 npqr ,np˜ = O(
√
ε).
Also, from Lemma 8 we have
 −np˜, pc = O
(√
1/K
)
.
The above two facts together give the desired result. 
Lemma 18 implies that the dual Voronoi edge of pqr is almost parallel to the normal at p on the boundary of a big
Delaunay ball in BI . This is the counterpart of condition (iii) listed before.
Similar to triangles, small edges in DelPI |SI also lie almost parallel to Σ and hence to SI .
Lemma 19. Let pq be an edge in the restricted Delaunay triangulation DelPI |SI where p is on the boundary of
Br,c ∈ BI . Then,  pq, pc = π/2 − O(1/
√
K + √ε).
Proof. Consider the two balls B ′ and B ′′ meeting at the vertex q as in the proof of Lemma 17. These two balls have
radius r  f (q˜)/12. Since these two balls cannot contain the vertex p inside, qp makes the smallest angle with the
normal nq˜ when p is on the boundary of either B ′ or B ′′. In either case the angle is more than
π
2
− arcsin ‖p − q‖
2r
= π
2
− O(√ε).
Now apply Lemma 8 to get the desired bound on  pq, pc. 
Using the above lemmas one can carry out the proof that VorPI |SI satisfies the topological ball property. We have
the next theorem.
Theorem 2. DelPI |SI is homeomorphic to Σ when K is sufficiently large ε is sufficiently small. Further, each point x
in DelPI |SI has a point in Σ within O(
√
ε)f (x˜) distance, and conversely, each point x in Σ has a point in DelPI |SI
within O(
√
ε)f (x) distance.
6.1. Implementation
The theory for computing the interpolating surface implies the following two phases. First, the algorithm collects
the points on the outer (or inner) balls as described before. Next, it computes a surface interpolating the collected
points by using the restricted Delaunay triangulation of the filtered point set with respect to the boundary of the union
of the outer (or inner) Delaunay balls. In implementation we filtered the point set as described. However, for the
second phase we did not compute the restricted Delaunay triangulation. Instead, we used a surface reconstruction
software called TIGHT COCONE [25] to reconstruct the surface from the filtered point set. We did this to avoid the
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computations for the restricted Delaunay triangulations. Naming after the COCONE algorithm for noise-free point
clouds, we call this algorithm ROBUST COCONE.
We used CGAL [26] for the Delaunay triangulation and other geometric primitives. We took K = 0.5, κ = 3 for
choosing the big Delaunay balls and θ = 15◦ for separating outer balls. We experimented with several noisy data sets.
Also, we considered noise-free point sets just to illustrate that ROBUST COCONE is also effective when there is no
noise. Two examples of noise-free cases are shown in Fig. 7. The output for noisy cases are shown in Fig. 8.
ROBUST COCONE as implemented applies TIGHT COCONE on the filtered point set. We compare the results of this
implementation with the ones obtained by applying TIGHT COCONE [25] directly on the input. ROBUST COCONE
performs much better on noisy data where noise is reasonably high. One aspect of the algorithm is that it tends to
produce much less non-manifold vertices and edges as depicted in the BUNNY model. Also, the algorithm is able to
reconstruct the surface where the input point set samples the volume as depicted in the FEMUR model.
7. Conclusions
In this paper we presented a provable algorithm for surface reconstruction from noisy point cloud data. The noise
model is reasonable. The input point set has to be dense with respect to the local feature sizes to capture the features of
the surface. Its scatter around the surface has to be bounded to achieve any sort of theoretical guarantees. Furthermore,
as points may collaborate to form arbitrary patterns such as a dense sampling of a spurious surface, some form of
locally uniform sampling condition is necessary. We have incorporated these three conditions into our noise model.
In order to have a less restrictive noise model, it seems that some sacrifice in the guarantees or some assumption in
the algorithms have to be made.
The sampling condition (ii) requires a quadratic dependence (ε2) on the sampling parameter. One can relax this
condition to be linearly dependent on ε by trading off the normal approximation guarantee. Lemma 6 will give an
O(
√
ε) approximation to normals at the sample points. This will in turn give an O(
√
ε)f (x˜) bound on the distances
between any point x in SI and x˜ in Σ in Lemma 10. As a consequence Lemma 8 will provide an O(1/
√
K
√
ε)
approximation for the normals which will mean that K
√
ε has to be large, or K has to be large, say (1/ε), to have
a good normal approximations. This observation suggests that larger the noise amplitude, the bigger the parameter K
should be for choosing big Delaunay balls. It would be interesting to see what kind of other trade offs can be achieved
between the guarantees and the noise models.
We have assumed that Σ is connected. All definitions and proofs can be easily extended to the case when Σ has
multiple components. However, it is not clear how to extend the labeling algorithm to separate the balls on two sides
of a component of Σ when it has multiple components. It is important that all the big Delaunay balls on one side
remain connected through the neighbor relation as defined in Section 5.1. When Σ has multiple components, we
cannot appeal to Theorem 1 to claim the connectedness among the big Delaunay balls since the surface SI may not
be connected as Σ is not. This is also a bottleneck for the power crust algorithm [4]. It would be interesting to devise
a labeling algorithm which can handle multiple components with guarantee.
The algorithm requires two Delaunay triangulation computations, one for the filtering phase and another for the
surface reconstruction phase. Although it has been shown that the Delaunay triangulation has near-linear complex-
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samples.
Our algorithm requires that the sampled surface have no boundary. It is not clear how the algorithm should be
adapted for surfaces with boundary. Reconstruction of surfaces with boundaries from noiseless point samples have
been addressed [13]. However, noise together with boundaries pose a difficult challenge.
Although the output of ROBUST COCONE has the exact topology and approximate geometry of the sampled sur-
face, our experiments show that, sometimes it contains undesirable undulations. In most applications this surface
needs to be smoothed. There are several mesh smoothing techniques known in graphics. We have experimented with
the idea of merging one such smoothing technique called MLS smoothing [1,23] with the concepts used in ROBUST
COCONE; see [14,16] for details.
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