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PARTIAL REGULARITY FOR MASS-MINIMIZING
CURRENTS IN HILBERT SPACES
LUIGI AMBROSIO, CAMILLO DE LELLIS, AND THOMAS SCHMIDT
Abstract. Recently, the theory of currents and the existence theory for Plateau’s
problem have been extended to the case of finite-dimensional currents in infinite-
dimensional manifolds or even metric spaces; see [5] (and also [7, 37] for the most
recent developments). In this paper, in the case when the ambient space is Hilbert,
we provide the first partial regularity result, in a dense open set of the support, for
n-dimensional integral currents which locally minimize the mass. Our proof follows
with minor variants [32], implementing Lipschitz approximation and harmonic ap-
proximation without indirect arguments and with estimates which depend only on
the dimension n and not on codimension or dimension of the target space.
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1. Introduction
In recent years the theory of currents has undergone several developments, finding
suitable extensions to metric spaces [5, 29] and general group coefficients [39, 38, 16].
These ideas have led to general existence results for Plateau’s problem [5, 36, 7,
37] which cover also non-smooth and infinite-dimensional spaces, and the relevant
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techniques (in particular an intrinsic approach to metric-space valued Sobolev and
BV maps [3] and the Jerrard-Soner BV estimate [26, 27]) had also an impact on the
classical theory, leading to more powerful Lipschitz approximation results [14, 15] and
rectifiability criteria [25].
In a similar vein, in this paper we investigate regularity properties of n-dimensional
mass-minimizing integral currents T in H, where both the finite dimension n ∈ N =
{1, 2, 3, . . .} and the infinite-dimensional separable1 Hilbert space H are fixed for all
of the following. Particularly, we treat those currents which appear as minimizers of
the general Plateau problem (see [7] for the corresponding existence result)
(1.1) min {M(T ) : T ∈ In(H), ∂T = S} .
Here, S ∈ In−1(H) is an arbitrary cycle with bounded support, and we have started
to use the notations explained in Section 2.
Since our arguments are completely local in nature, we will rather deal with the
class of local minimizers, defined as follows (for minimizers in (1.1) one may take
Ω = H):
Definition 1.1 (locally mass-minimizing currents). We call T ∈ In(H) locally mass-
minimizing in an open set Ω ⊂ H if there holds
M(T ) ≤M(T +R) whenever R ∈ In(H), ∂R = 0, dist
(
sptR,H \ Ω) > 0 .
As in the finite-dimensional theory, we call regular set Reg T of T ∈ In(H) the
collection of all z ∈ spt T such that T is represented near z by a C1 graph with some
multiplicity m: more precisely, it is the set of all z ∈ spt T such that
T [z+Bpi%+B
⊥pi
% ] = m
q
Graph f
y
holds for some % > 0, some n-plane pi in H, some non-zero integer m, and some
C1-function f : ppi(z)+Bpi% → (Span pi)⊥ (we refer once more to Section 2 for notation
and precise definitions).
Evidently, Reg T is always an open subset of spt T \ spt ∂T . Providing the first
partial regularity result for mass-minimizing currents in infinite dimensions, we will
however show that, for minimizers in (1.1), Reg T is also dense in spt T \ spt ∂T .
This assertion follows in fact from the choice Ω = H \ spt ∂T in our following main
theorem:
Theorem 1.2 (partial regularity for locally mass-minimizing currents). If T ∈ In(H)
is locally mass-minimizing in an open set Ω ⊂ H with (∂T ) Ω ≡ 0, then Reg T is
dense in Ω ∩ spt T .
To put our result in perspective, let us mention that in the case n = 1 one can
represent T in Ω as a locally finite union of non-intersecting line segments (endowed
with orientations and multiplicities), so that we have full interior regularity Ω∩spt T =
1We remark that the separability assumption on H is not restrictive, as the metric currents of [5]
are always concentrated on a σ-compact set and have thus separable support; see [5, Lemma 2.9].
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Ω ∩ Reg T in this situation. Therefore, we focus in the sequel on the (much) more
challenging case n ≥ 2.
In the finite-dimensional case H ∼= RN , the regularity theory has been developed
first in codimension 1, i.e. for n = N − 1, and then in general codimension. In codi-
mension 1 (see for instance [23, 34] for accounts of the theory), the partial regularity
result of [12] and a detailed analysis of singular minimal cones [33, 21] gave the opti-
mal bound n−7 for the dimension of the singular set ΣΩ(T ) = Ω∩ (spt T \Reg T ). In
higher codimension, the first partial regularity results have been obtained in [30, 2].
However, the so-called branching phenomenon provided for many years an obstacle to
the development of a sharp theory, until Almgren’s monumental work, now published
in [1], led to the bound n−2 for the dimension of ΣΩ(T ), optimal in codimension
higher than 1. Recently, Almgren’s program has been revisited, simplified, and im-
proved in a series of papers [14, 15, 13] by the second author and Spadaro. Many parts
of this program are by now sufficiently robust to work even in infinite dimensions, but
at this moment it is not clear whether the whole program, starting from the theory
of Dir-minimizing Q-valued maps, can be carried out with constants independent of
the codimension.
For these reasons, in the present paper we focus on the more modest goal of proving
regularity at (‖T‖-almost all) non-branching points; however, as a typical outcome,
the general form of our ε-regularity result (see Theorem 4.2) also gives that ΣΩ(T )
is even ‖T‖-negligible if the multiplicity of T equals a constant ‖T‖-a. e. in H. Our
proof follows in large parts the approach of [32], valid even for more general functionals
than the mass (compare also [10, 8, 17]): the main novelty of [32], in comparison to
the older strategy of [2] (which is also adapted in [20]), is that the constants involved
in the ε-regularity theorem do not arise by contradiction arguments, and therefore
— at least in principle — they can be explicitly computed or estimated. In the case
of the mass functional our main contribution is to show that, as a matter of fact, all
these constants can be bounded using the dimension n only. This, combined with
other codimension-free tools (Kirszbraun and Rademacher theorems, for instance),
leads to the result.
Finally, we close the introduction by explaining where the restriction to the mass
functional comes from. It would not be too difficult, using the tools developed in
[5], to provide an existence theory for the minimization of more general “anisotropic”
functionals. On the other hand, the linearization of the functional around a given n-
plane leads to a suitable elliptic PDE for functions defined on a n-dimensional plane in
H with values in its infinite-dimensional orthogonal complement: in other words, this
is an infinite system of PDEs. The proof of the ε-regularity result crucially depends
on estimates for solutions of such a system, specifically C1,α estimates in [32] and W1,p
estimates (with p > 2 sufficiently large) in our proof. In case of the mass functional the
linearization is the Laplace equation, leading to appropriate estimates for harmonic
functions, which in turn can be proved with (more or less) explicit computations, see
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Section 3. It might be a problem of independent interest to identify a more general
class of infinite elliptic systems for which analogous estimates hold.
2. Notation and preliminaries
2.1. Hilbert space geometry. We denote the inner product of the Hilbert space
H as 〈 · , · 〉. Moreover, we write Λn(H) for the space of n-vectors2 over H, and we
notice that Λn(H) carries the induced inner product, characterized by
(2.1)
〈
z1 ∧ z2 ∧ . . . ∧ zn , ξ1 ∧ ξ2 ∧ . . . ∧ ξn
〉
= det
(〈
zi, ξj
〉)
i,j=1,2,...,n
for zi, ξj ∈ H .
In the following we will briefly write | · | for the inner product norm on both H and
Λn(H).
If a simple n-vector pi is unitary with respect to the inner product of (2.1), we will
call it an n-plane in H. This terminology is motivated by the fact that pi can be
identified with an oriented n-dimensional subspace of H; indeed, when we represent
pi =
∧n
i=1 pii with orthonormal vectors pi1, pi2, . . . , pin ∈ H, then we write Span pi for the
n-dimensional subspace of H which is spanned by pi1, pi2, . . . , pin, and pi is one of the
two possible constant orientations of Span pi (notice that Span pi depends only on pi,
but not on the choice of the pii). Without further mentioning we will identify Span pi
with Rn in some regards: for instance, while we write H n for the n-dimensional
Hausdorff measure on H, we view its restriction to Span pi as a Lebesgue measure
L
n, and we do not clearly distinguish between harmonic functions on (subsets of)
Spanpi and Rn. Finally, by (Span pi)⊥ we denote the orthogonal complement of Span pi
in H which is closed and itself an infinite-dimensional separable Hilbert space.
We will sometimes write Lpi for the Hilbert space of linear maps Span pi → (Spanpi)⊥,
endowed with the Hilbert-Schmidt product. When pi1, pi2, . . . , pin is an orthonormal
basis of Span pi, then this product is given by〈
`, `0
〉
:=
n∑
i=1
〈
`pii, `0pii
〉
for `, `0 ∈ Lpi ,
with the inner product of H on the right hand side (and again the definition does
not depend on the choice of the pii). We also keep writing | · | for the corresponding
Hilbert-Schmidt norm, that is
(2.2) |`| :=
√√√√ n∑
i=1
|`pii|2 for ` ∈ Lpi .
Furthermore, we define the ball with center 0 and radius r in H by
Br := {z ∈ H : |z| < r}
2We adopt the convention that Λn(H) contains only finite sums of simple n-vectors; however, this
will not play an essential role in the following.
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and its counterparts in Span pi and (Span pi)⊥ respectively by
Bpir := Br ∩ Span pi and B⊥pir := Br ∩ (Span pi)⊥
We frequently use related notations like z+Br = {z+ξ : ξ ∈ Br} and Bpir+B⊥pir =
{x+y : x ∈ Bpir , y ∈ B⊥pir } (where addition is understood in the sense of the
Minkowski sum). In addition, ppi : H → H and qpi : H → H denote the orthogo-
nal projections onto Span pi and (Span pi)⊥, respectively, and the cylinder Cpir over B
pi
r
is given by
Cpir := {z ∈ H : ppi(z) ∈ Bpir } .
Finally, we define the n-dimensional spherical densities of a Borel measure µ on H at
a point z ∈ H by
(2.3) Θ∗n(µ, z) := lim sup
%↘0
µ(z+B%)
ωn%n
, Θn∗ (µ, z) := lim inf
%↘0
µ(z+B%)
ωn%n
where ωn stands for the volume of the unit ball in R
n. Whenever we have the equality
Θ∗n(µ, z) = Θn∗ (µ, z), the common value will be denoted by Θ
n(µ, z).
2.2. Differentiable functions, graphs, area formula, and Jacobian. For a func-
tion g : z+Bpir → (Span pi)⊥ we write G : z+Bpir → z+Cpir for its graph mapping given
by G(x) := x + g(x) (generally the graph mapping is denoted by the corresponding
uppercase letter), and we set Graph g := {G(x) : x ∈ z+Bpir }. In the following
the notations Dg(x) : Span pi → (Span pi)⊥ and DG(x) : Span pi → H will refer to
the Fre´chet differentials of the maps g and G at x ∈ z+Bpir (notice in particular
Dg(x) ∈ Lpi), and we say that g is C1 or C1,α if the derivative Dg exists everywhere as
a continuous or α-Ho¨lder-continuous (Lpi-valued) mapping. We have the orthogonal
decomposition DG(x)ξ = ξ + Dg(x)ξ, and the image of DG(x) is the tangent space
to Graph g at G(x) which, compatibly with the notation introduced below for integer
rectifiable currents, will be denoted by Tan(n)(Graph g,G(x)).
If g is locally Lipschitz continuous, then the derivatives Dg(x) and DG(x) exist
for L n-a. e. x ∈ z+Bpir by the generalized Rademacher theorem for Lipschitz maps
between Hilbert (or even Banach) spaces, see [9, Theorem 5.11.1]. Furthermore, as a
particular case of the area formula [28, Corollary 8], [6, Theorem 5.1] we then have
(2.4)
∫
Graph g
ϕ dH n =
∫
z+Bpir
ϕ(G(x))Jn(DG(x)) dL
n(x)
for every bounded Borel function ϕ : Graph g → R. Here, the Jacobian Jn(L) of a
linear map L : Span pi →H can be computed as
(2.5) Jn(L) =
√
det
(〈
Lpii, Lpij
〉)
i,j=1,2,...,n
=
∣∣∣∣ n∧
i=1
Lpii
∣∣∣∣ ,
whenever pi1, pi2, . . . , pin is an orthonormal basis of Span pi. Choosing the pii as eigen-
vectors of L∗◦L, the elementary inequality between the arithmetic and geometric
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means leads to the (optimal) estimate Jn(L) ≤ n−n2 |L|n. We also record the following
useful expansion, whose proof resembles the computations of Section 2.5:
(2.6) |Jn(Id + εL)2 − 1− εtracepi(L)| ≤ Cε2(1 + |L|2n) ∀ε ∈ (0, 1] .
Here, Id : Span pi → H is the embedding, the constant C depends only on n, and
tracepi(L) is defined by
(2.7) tracepi(L) :=
n∑
i=1
〈
Lpii, pii
〉
.
2.3. General issues about currents. In the sequel we follow widely [5]. We recall
that an n-dimensional current T in H is defined as an (1+n)-linear functional
Lipb(H)× Lip(H)n 3 (ϕ, ψ1, . . . , ψn) 7→ T (ϕ, ψ1, . . . , ψn) ∈ R
satisfying suitable continuity and locality axioms, where Lipb denotes the class of
bounded Lipschitz functions. Currents with finite mass are characterized by the
existence of a positive, finite Borel measure µ satisfying
|T (ϕ, ψ1, . . . , ψn)| ≤
n∏
i=1
Lip(ψi)
∫
H
|ϕ| dµ ∀ϕ ∈ Lipb(H), ψ1, . . . , ψn ∈ Lip(H) .
The smallest measure µ with this property is denoted by ‖T‖, the mass is M(T ) :=
‖T‖(H), and the class of currents with finite mass is called Mn(H).
The class Nn(H) of normal currents is, as in the classical Federer-Fleming theory,
Nn(H) := {T ∈Mn(H) : ∂T ∈Mn(H)} ,
where, at the level of general n-dimensional currents T , the boundary operator is
defined by
∂T (ϕ, ψ1, . . . , ψn−1) := T (1, ϕ, ψ1, . . . , ψn−1) .
We recall that when H ∼= RN is finite-dimensional, the class Nn(H) and the class
Rn(H) of rectifiable currents defined below are fully consistent with those of the
Federer-Fleming theory. As a matter of fact, in the rest of the paper the maps ψi will
often be linear maps.
For currents T with finite mass (the only ones we shall consider) the action can
be canonically extended to bounded Borel functions ϕ. Furthermore, we adopt the
conventional notation
T
(
ϕ
n∧
i=1
dψi
)
:= T (ϕ, ψ1, . . . , ψn) ,
justified by the fact that the axioms imply the chain rule
T
(
ϕ
n∧
i=1
d(χi◦ψ)
)
= T
(
ϕ (det∇χ)◦ψ
n∧
i=1
dψi
)
for all χ ∈ C1(Rn;Rn) Lipschitz
(see [5, Theorem 3.5]) and, in particular, the alternating property.
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We also record the following statement, which follows from the codimension 1
case of the slicing theorem [5, Theorem 5.6]: Given T ∈ Nn(H), ψ ∈ Lip(H), and
−∞ ≤ s1 ≤ s2 ≤ ∞, the function t 7→ M
(
∂(T {ψ>t})) is L 1-measurable and
L 1-a. e. finite, and we have
(2.8)
‖T dψ‖({s1<ψ<s2}) =
∫ s2
s1
M
(
∂(T {ψ>t})) dL 1(t)
provided that (∂T ) {ψ>s1} ≡ 0 .
2.4. Rectifiable and integral currents in H. Following [5] again, we call T ∈
Mn(H) rectifiable if ‖T‖ is absolutely continuous with respect to H n and concen-
trated on a countably H n-rectifiable set. The class of rectifiable currents will be
denoted by Rn(H). Inside this class we can also single out the class In(H) of integer-
rectifiable currents, defined by the property
(2.9) Θn(‖T‖, z) ∈ N for ‖T‖-a. e. z ∈ H .
Finally, the class In(H) of integral currents, which will be our main object of investi-
gation, is simply In(H) ∩Nn(H).
Next we recall some results of [5, Section 9] about rectifiable currents, specialized
to the present Hilbertian case. By [5, Theorem 9.1], for every T ∈ Rn(H) there exist
a countably H n-rectifiable subset ST of H, a Borel function θT : ST → (0,∞) with∫
ST
θT dH
n <∞, and an orientation #»T of ST such that we have
(2.10) T
(
ϕ
n∧
i=1
dψi
)
=
∫
ST
ϕ
〈 n∧
i=1
DSTψi,
#»
T
〉
θT dH
n
for all (ϕ, ψ) ∈ Lipb(H)× Lip(H)n. Here, the orientation
#»
T : ST → Λn(H) is a Borel
function such that
#»
T (z) is a unit simple n-vector over the approximative tangent space
Tan(n)(ST , z), in other words
#»
T (z) is an n-plane with Span
#»
T (z) = Tan(n)(ST , z), for
H n-a. e. z ∈ ST . Moreover, DSTψi is the tangential differential of ψi along ST . In [5,
Section 9], the differential DSTψi(z) : Tan
(n)(ST , z)→ R is understood as a 1-covector
over Tan(n)(ST , z), and correspondingly the angle brackets in (2.10) denote the usual
evaluation of an n-covector on an n-vector. In our situation, taking into account the
Hilbertian structure of H, we identify DSTψi(z) with a 1-vector over Tan(n)(ST , z) via
the Riesz isomorphism, and correspondingly we reinterpret the angle brackets as the
inner product of (2.1).
A triplet
(
ST , θT ,
#»
T
)
, for which (2.10) holds, is — up to sets H n-measure zero
— uniquely determined by T , and for the following we can indeed fix the canonical
choices
(2.11) ST := {z ∈ H : Θ∗n(‖T‖, z) > 0} , θT (z) := Θ∗n(‖T‖, z) .
Moreover, by [5, Theorem 9.1] we know that every suitable triplet (S, ϑ, τ) originates
from a current in T ∈ Rn(H) (in the sense that
(
ST , θT ,
#»
T
)
equals (S, ϑ, τ) up to
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H n-negligible sets), and we will denote this current by ϑJSKτ . Here, the superscript
τ is often omitted when there is a canonical choice of the orientation. In particular,
for balls z+Bpir in an n-plane pi we always understand Jz+Bpir K := Jz+Bpir Kpi ∈ In(H).
Moreover, when we write pi =
∧n
i=1 pii with orthonormal pi1, pi2, . . . , pin ∈ Span pi and
g : z+Bpir → (Spanpi)⊥ is a locally Lipschitz continuous function,
∧n
i=1DG(x)pii is an
n-vector over Tan(n)(Graph g,G(x)) for L n-a. e. x ∈ z+Bpir . This n-vector depends
only on pi, but not on the choice of the pii, its modulus is Jn(DG(x)) (compare with
(2.5)), and when H n(Graph g) <∞ we can use it to endow Graph g with a canonical
orientation: when dealing with the integer-rectifiable current JGraph gK we always
understand
(2.12)
#                    »JGraph gK(G(x)) =
∧n
i=1DG(x)pii
Jn(DG(x))
for H n-a. e. point G(x) .
In case of a globally Lipschitz continuous g we finally infer via the area formula that
JGraph gK = G]Jz+Bpir K.
With the previous notation the characterization of mass [5, Theorem 9.5] yields
(2.13) ‖T‖ = θTH n ST
for every T ∈ Rn(H), and in combination with (2.10) we get
(2.14) T
(
ϕ
n∧
i=1
dψi
)
=
∫
H
ϕ
〈 n∧
i=1
DSTψi,
#»
T
〉
d‖T‖
for all (ϕ, ψ) ∈ Lipb(H)× Lip(H)n. In view of this formula it appears reasonable to
extend the action of T to arbitrary bounded Borel functions χ : H → Λn(H) by
(2.15) T (χ) :=
∫
H
〈
χ,
#»
T
〉
d‖T‖ .
We record in particular that with this convention we have
(2.16) T (χ) ≡ 0 whenever T has zero boundary and χ is a constant n-vector.
We provide a simple proof of (2.16) for the reader’s convenience: We first observe that
it suffices to show (2.16) for simple n-vectors χ =
∧n
i=1 χi. Setting p
χ
i (z) := 〈χi, z〉
the tangential derivative DSTpχi (z) is the projection of χi onto Tan
(n)(ST , z), and as a
consequence we have
〈
χ,
#»
T
〉
=
〈∧n
i=1D
STpχi ,
#»
T
〉
. With (2.14) and (2.15) we can thus
conclude T (χ) = T
(
1
∧n
i=1 dp
χ
i
)
= 0, where the last equality follows from ∂T = 0.
Finally, consider a current T ∈ Rn(H) and a cylinder z+Cpir , where pi is an n-plane
(i. e. an oriented n-dimensional subspace) in H, z is a point in H, and r > 0 is a
positive radius. The cylindrical excess of T in the cylinder z+Cpir is then the quantity
E(T, z, r, pi) := r−n
∫
z+Cpir
∣∣ #»T − pi∣∣2 d‖T‖ ,
which measures the deviation of T from pi and which will play a major role in this
article. Abbreviating T piz,r = T (z+C
pi
r ) and using the same arguments as for (2.16),
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we obtain
(2.17)∫
z+Cpir
〈
pi,
#»
T
〉
d‖T‖ = T piz,r
(
1
n∧
i=1
dppii
)
= (ppi)]T
pi
z,r
(
1
n∧
i=1
dppii
)
= (ppi)]T
pi
z,r(pi) .
In particular, since | #»T | = |pi| = 1, we can write E in the alternative form
(2.18) E(T, z, r, pi) =
2
rn
[‖T‖(z+Cpir )− (ppi)]T piz,r(pi)] .
Finally, if T is locally mass-minimizing in Ω we have the monotonicity property (see
Appendix B for an outline of the relevant arguments)
(2.19) r 7→ ‖T‖(z+Br)
ωnrn
is non-decreasing in (0, dist(z, ∂Ω))
for all z ∈ Ω. As a standard consequence, we obtain the lower mass estimate
(2.20) ‖T‖(z+Br) ≥ Θ∗n(‖T‖, z)ωnrn whenever z ∈ Ω and r ∈ (0, dist(z, ∂Ω)) ,
and the existence and upper semicontinuity of Θn(‖T‖, · ) in all of Ω. In turn, these
properties of Θn(‖T‖, · ) and (2.9) imply that the set {z ∈ Ω : Θn(‖T‖, z) ≥ 1} is
closed in Ω and coincides with Ω∩ spt T . Therefore, in the applications of (2.20) with
z ∈ Ω ∩ spt T , the density on the right hand side is controlled from below by 1.
Finally, if Γ is a subset of Ω ∩ spt T with positive distance from ∂Ω, then we
claim that Γ can be covered, for every given ε ∈ (0, 2dist(Γ, ∂Ω)), by finitely many
open balls with centers in Γ and with radius ε. Indeed, by the Hausdorff maximal
principle there exists a maximal set C ⊂ Γ of centers such that |z˜−z| ≥ ε holds
whenever z 6=z˜ in C; then the balls z+Bε/2 with z ∈ C are disjoint and (2.20) gives
‖T‖(z+Bε/2) ≥ ωn(ε/2)n, so that C need be finite, and thus the balls z+Bε with
z ∈ C form the claimed cover. This argument shows that Γ is totally bounded, and
thus every closed subset of Ω ∩ spt T with positive distance from ∂Ω is necessarily
compact.
2.5. Some multilinear and Grassmannian algebra. In what follows we assume
again that pi is an n-plane in H, and we represent pi as ∧ni=1 pii with a fixed orthonor-
mal basis pi1, pi2, . . . , pin of Span pi. Moreover, s always stands for a real parameter, and
`, `0 : Span pi → (Span pi)⊥ are linear maps with graph mappings L and L0, respec-
tively. With these notations we will now collect some (in)equalities for the n-vector∧n
i=1Lpii, where all constants, here generically denoted by C, are understood to de-
pend only on n.
Recalling that Lpii = pii + `pii, we expand
∧n
i=1 Lpii correspondingly and, for k ∈
{1, 2, . . . , n}, we write [`]pik for the sum of those terms in the expansion which are
k-linear in `. In particular, the constant term is [`]pi0 =
∧n
i=1 pii = pi, the linear one is
[`]pi1 =
∑n
i=1
[
pi1 ∧ . . .∧ pii−1 ∧ `pii ∧ pii+1 ∧ . . .∧ pin
]
, and for the higher-order terms we
just record
(2.21) |[`]pik | ≤ C|`|k .
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Evidently we then have the following basic error estimates:∣∣∣∣ n∧
i=1
Lpii − pi
∣∣∣∣ ≤ C[|`|+ |`|n] ,(2.22) ∣∣∣∣ n∧
i=1
Lpii − pi − [`]pi1
∣∣∣∣ ≤ C[|`|2 + |`|n] .(2.23)
Now we observe that the pii are mutually orthonormal and orthogonal to each `pii and
`0pii (remember that ` and `0 map Span pi into (Span pi)
⊥). Using these orthogonal-
ity relations in (2.1) one finds3
〈
[`]pi1 , [`0]
pi
1
〉
=
〈
`, `0
〉
(in particular |[`]pi1 | = |`|) and〈
[`]pik , [`0]
pi
l
〉
= 0 for k 6= l, and all in all we get〈
n∧
i=1
Lpii,
n∧
j=1
L0pij
〉
= 1 +
〈
`, `0
〉
+
n∑
k=2
〈[`]pik , [`0]pik〉 ,(2.24) ∣∣∣∣s n∧
i=1
Lpii − pi
∣∣∣∣2 = (s−1)2 + s2|`|2 + s2 n∑
k=2
|[`]pik |2 .(2.25)
Recalling (2.5) we also infer
(2.26) Jn(L)
2 = 1 + |`|2 +
n∑
k=2
|[`]pik |2 ,
from which we conclude Jn(L) ≥ 1 and (taking also (2.21) into account)
(2.27)
∣∣∣∣1− 1Jn(L)
∣∣∣∣ = Jn(L)2 − 1Jn(L)(Jn(L) + 1) ≤ Cmin
{ n∑
k=1
|`|2k, 1
}
≤ Cmin{|`|2, 1} .
Next we record two simple algebraic lemmas which relate different ways of measur-
ing the distance between n-planes.
Lemma 2.1. Given two n-planes pi and $ in H with |$−pi| ≤ 1
2
there exists a linear
map ` : Span pi → (Span pi)⊥ with
(2.28) Graph ` = Span$ and |`| ≤ 2|$ − pi| .
Proof. We first observe Span$ ∩ (Span pi)⊥ = {0} (for otherwise we would have
〈$, pi〉 = 0 and |$ − pi|2 = 2). This observation implies that the restriction of ppi to
Span$ maps Span$ one-to-one onto Span pi, and the inverse of this mapping minus
the identity gives a linear ` : Span pi → (Span pi)⊥ with Graph ` = Span$.
3Indeed, the formula for
〈
[`]pi1 , [`0]
pi
1
〉
is quite easy to check, while the general orthogonality relation
between [`]pik and [`0]
pi
l can be verified as follows: when Σk and Σl, respectively, are simple summands
of [`]pik and [`0]
pi
l with k < l ≤ n, then there is an index i such that Σk contains a factor pii, while
Σl contains `0pii instead. Thus, pii is actually orthogonal to all the factors in Σl, and recalling the
determinant structure (2.1) this suffices to conclude 〈Σk,Σl〉 = 0.
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Now we fix again an orthonormal basis pi1, pi2, . . . , pin of Span pi. As there are only
two constant orientations of Span$, we have
$ =
∧n
i=1 Lpii
Jn(L)
or $ = −
∧n
i=1 Lpii
Jn(L)
.
Here, the second case however cannot occur, since (2.25) with s = −1/Jn(L) would
then give the contradiction 1
4
≥ |$−pi|2 ≥ ( 1
Jn(L)
+1
)2
. In the first case (2.25) yields
the estimate
1
4
≥ |$ − pi|2 ≥
( 1
Jn(L)
− 1
)2
+
|`|2
Jn(L)2
,
from which we subsequently deduce, 1 − 1
Jn(L)
≤ 1
2
, hence Jn(L) ≤ 2 and finally
|`| ≤ 2|$ − pi|. 
Lemma 2.2. Given two n-planes pi and $ in H there holds
(2.29) |p$(z)− ppi(z)| ≤ 8n|$ − pi| |z| for all z ∈ H .
Proof. We assume |$ − pi| ≤ 1
2
(otherwise the claim is trivially true), and we use
the ` of Lemma 2.1 and an orthonormal basis pi1, pi2, . . . , pin of Spanpi which con-
sists of eigenvectors of L∗◦L. Setting $i := Lpii|Lpii| we then find an orthonormal basis
$1, $2, . . . , $n of Span$. We have
|$i − pii| =
∣∣∣∣`pii + pii(1− |pii + `pii|)|pii + `pii|
∣∣∣∣ ≤ 2|`pii| (2.28)≤ 4|$ − pi| .
Now we can compute
|p$(z)−ppi(z)| =
∣∣∣∣ n∑
i=1
[ 〈z,$i〉$i−〈z, pii〉pii]∣∣∣∣ ≤ 2 n∑
i=1
|$i−pii| |z| ≤ 8n|$−pi| |z| . 
We will mostly apply the previous considerations to the differential of locally Lip-
schitz functions g : Bpiσ → (Span pi)⊥ with H n(Graph g) < ∞. In this case, at any
point x of differentiability of g, we set ` = Dg(x) for x ∈ Bpiσ and we observe that
L = DG(x) (remember that G and L denote the graph mappings of g and `, re-
spectively). Recalling (2.12), we combine (2.22), (2.23), and (2.27) to achieve the
following estimates (which are all understood to hold L n-a. e. on Bpiσ)∣∣∣∣ #                    »JGraph gK◦G− pi∣∣∣∣ ≤ Cmin{|Dg|, 1} ,(2.30) ∣∣∣∣ #                    »JGraph gK◦G− pi − [Dg]pi1 ∣∣∣∣ ≤ C|Dg|min{|Dg|, 1} .(2.31)
Moreover, (2.12) and (2.25) with s = 1/Jn(DG) tell us
(2.32)
∣∣∣ #                    »JGraph gK◦G− pi∣∣∣2Jn(DG)2 = (1−Jn(DG))2 + |Dg|2 + n∑
k=2
|[Dg]pik |2 ≥ |Dg|2 .
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3. Codimension-free elliptic estimates
We now writeBnσ for the open ball with center 0 and radius σ inR
n, and we continue
to use | · | for Hilbertian norms, here specifically for the Hilbert-Schmidt norm of the
matrix-valued derivatives. With this notation we state an interior bound, an interior
Lipschitz estimate, and a global Lp-estimate for the gradients of harmonic functions.
Lemma 3.1. For every harmonic function h : Bnσ → RN and 0 < η < σ one has
sup
Bnη
|Dh|2 ≤ C
(σ−η)n
∫
Bnσ
|Dh|2 dL n ,(3.1)
|Dh(y)− Dh(x)|2 ≤ C |y−x|
2
(σ−η)n+2
∫
Bnσ
|Dh|2 dL n for x, y ∈ Bnη ,(3.2)
where C depends only on n and is in particular independent of N . Moreover, if h is
harmonic and contained in a Dirichlet class f+W1,20 (B
n
σ,R
N) with f ∈W1,∞(Bnσ,RN),
then for all 1 < p <∞ one has
(3.3)
∫
Bnσ
|Dh|p dL n ≤ Cσn ess sup
Bnσ
|Df |p ,
where C depends only on n and p and is again independent of N .
All three estimates are classical, except for the claim that the constants do not
depend on N . In case of (3.1) and (3.2) the latter claim can however be checked
very easily: one may either revisit a classical proof4 of these estimates or add up
the respective estimates for the N single component functions of h. In contrast, for
(3.3) (in the non-trivial case p > 2) the analogous summation over the component
functions does not give an N -independent constant (the basic obstruction is that the
Lp-structure is not compatible with the inner-product norm | · |), but revisiting the
classical proofs it is still possible to justify our claim. In the following we will suggest
a slightly modified approach to (3.3), which is specific for the Dirichlet problem on
balls and has the advantage of reducing the portion of the classical argument which
needs to be revisited.
Proof of (3.3) with N-independent constant C. We assume n ≥ 3, as the case n = 1
is trivial and the case n = 2 is covered by a minor adaption (with modified functions Γ
and G) of the following arguments. Moreover we will assume that σ equals 1 and that
f vanishes on Bn1/2. To justify the last simplifying assumption we argue as follows:
reducing first to f(0) = 0 we replace f with ϕf , where ϕ is a smooth function, which
vanishes on Bn1/2, takes the constant value 1 near the boundary of B
n
1 , and satisfies
4A very short and elementary proof indeed starts from the observation that a mollification of Dh
with a smooth and rotationally symmetric kernel, supported in Bnσ−η, coincides with Dh on B
n
η by
the mean value property. From this equality one can easily obtain (3.1). Furthermore, differentiating
the equality one finds an estimate for sup
Bn
η
|D2h|2, which readily implies (3.2).
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supBn1 |ϕ|+ supBn1 |Dϕ| ≤ 4. We then have ess supBn1 |D(ϕf)| ≤ 4 ess supBn1 |Df |; thus
it indeed suffices to prove the claim with ϕf in place of f .
Keeping in mind the preceding reductions we now perform a partial integration in
Green’s representation formula for solutions of the Poisson equation (see for instance
[22, Chapters 2.4,2.5] or [18, Chapter 2.2.4]). The resulting formula remains valid for
right hand sides in W−1,2(Bn1 ,R
N ), and when we apply it to h−f (which solves the
Laplace equation with zero boundary datum and right hand side −∆f) we achieve
(3.4) h(x)− f(x) =
∫
Bn1
Df(y) DyG(x, y) dL
n(y) for x ∈ Bn1 ,
where G is the Green’s function of the unit ball Bn1 in R
n and Df(y) ∈ RN×n is
multiplied with DyG(x, y) ∈ Rn in the sense of the usual matrix-vector-product. In
our simple case G is in fact given by the explicit formula
G(x, y) = Γ(x−y)− |y|2−nΓ(x−y∗) for x, y ∈ Bn1 ,
where we used the abbreviations Γ(x) := −1
(n−2)nωn
|x|2−n and y∗ = |y|−2y for the
fundamental solution of Laplace’s equation and the reflection at the unit sphere,
respectively. Calculating DyG we can rewrite (3.4) as
(3.5)
h(x)− f(x) =−
∫
Bn1
Df(y) DΓ(x−y) dL n(y)
+
∫
Bn1
Df(y)
|y|2Idn×n − 2y ⊗ y
|y|n+2 DΓ(x−y
∗) dL n(y)
+ (n−2)
∫
Bn1
Df(y)
y
|y|nΓ(x−y
∗) dL n(y)
for x ∈ Bn1 . Now we introduce g : Rn → RN×n and g˜ : Rn → RN by
g(y) :=
{
−Df(y) for |y| < 1
Df(y∗) |y
∗|2Idn×n−2y∗⊗y∗
|y∗|n+2|y|2n
for |y∗| < 1
and
g˜(y) :=
{
0 for |y| < 1
(n−2)Df(y∗) y∗
|y∗|n|y|2n
for |y∗| < 1 .
When we change variables in the second and the third integral on the right hand side
of (3.5) the first term can be grouped with the second. Then, for i ∈ {1, 2, . . . , n} we
can differentiate with respect to xi to get
∂ih(x)− ∂if(x) = ∂idiv(g ∗ Γ)(x) +
∫
Rn
g˜(y)∂iΓ(x−y) dL n(y) .
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Summing over i ∈ {1, 2, . . . , n} it follows that
(3.6)
∫
Bn1
|Dh|p dL n ≤ C
[ ∫
Bn1
|Df |p dL n +
n∑
i,j=1
Ii,j +
n∑
i=1
IIi
]
,
where C depends only on n and p, and where we have set
Ii,j :=
∫
Bn1
|∂i∂j(Γ ∗ g)|p dL n ,
IIi :=
∫
Bn1
∣∣∣∣ ∫
Rn
g˜(y)∂iΓ(x−y) dL n(y)
∣∣∣∣p dL n(x) .
To estimate Ii,j we exploit the L
p-estimates for the second derivatives of the Newton
potential g ∗ Γ of g. Adapting the proof of [22, Theorem 9.9] to the vectorial case
these estimates can — with moderate effort5 — be verified with an N -independent
constant. Via these estimates, using the definition of g and changing back to the
original variable we get
(3.7)
Ii,j ≤ C
∫
Rn
|g|p dL n ≤ C
[ ∫
Bn1
|Df |p dL n +
∫
Bn1
( |Df(y)|
|y|n|y∗|2n
)p
dL n(y)
|y|2n
]
= C
∫
Bn1
|Df(y)|p(1 + |y|pn−2n) dL n(y) .
In order to bound the non-singular terms IIi we rely on the fact that g˜ vanishes
outside Bn2 , which in turn follows from the assumption f ≡ 0 on Bn1
2
. Indeed, via
the control |∂iΓ(x− y)| ≤ C|x−y|1−n, Ho¨lder’s inequality, Fubini’s theorem, and the
same arguments as before yield
(3.8)
IIi ≤ C
∫
Bn1
∫
Bn2
|g˜(y)|p dL
n(y)
|x−y|n−1
(∫
Bn2
dL n(y)
|x−y|n−1
)p−1
dL n(x)
≤ C
∫
Bn2
|g˜(y)|p
∫
Bn1
dL n(x)
|x−y|n−1 dL
n(y) ≤ C
∫
Bn2
|g˜(y)|p dL n(y)
≤ C
∫
Bn1
( |Df(y)|
|y|n−1|y∗|2n
)p
dL n(y)
|y|2n = C
∫
Bn1
|Df(y)|p|y|p+pn−2n dL n(y) .
When we combine (3.6), (3.7), and (3.8) and control the occurrences of |Df |p by its
ess sup, we arrive at the claim (3.3). 
5We here rely only on the most classical and simplest Lp-estimates as originally established by
Calderon & Zygmund [11]. The proof of these singular-integral estimates requires only the Calderon-
Zygmund covering arguments and the Marcinkiewicz interpolation theorem (see again [22, Chapter 9]
and compare also [24, Theorem 2.13] for a vector-valued version of the latter theorem). In particular,
our whole approach does not rely on flattening-of-the-boundary arguments.
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Remark 3.2. Even though it will not play a role in our reasoning, we find it worth-
while to record that for 2 ≤ p <∞ the exponents at |y| in (3.7) and (3.8) are positive,
and then the same approach (with a slightly modified reduction argument at the be-
ginning of the proof) also yields a stronger form of (3.3), where σn supBnσ |Df |p is
replaced by
∫
Bnσ
|Df |p dL n.
In the sequel, we call a function h ∈ L2(Bnr ;H) harmonic if 〈h, a〉 is harmonic for
all vectors a ∈ H. Thanks to the codimension-free estimates of the Lemma 3.1 we
can easily provide the following existence and uniqueness result.
Theorem 3.3. For every Lipschitz function f : Bnσ → H there exists a unique har-
monic h ∈ C(Bnσ;H) with h = f on ∂Bnσ. It satisfies∫
Bnσ
|Dh|2 dL n ≤
∫
Bnσ
|Df |2 dL n ,(3.9)
sup
Bnη
|Dh|2 ≤ C
(σ−η)n
∫
Bnσ
|Dh|2 dL n for 0 < η < σ ,(3.10)
|Dh(y)− Dh(x)|2 ≤ C |y−x|
2
(σ−η)n+2
∫
Bnσ
|Dh|2 dL n for 0 < η < σ and x, y ∈ Bnη ,
(3.11)
where C depends only on n, and
(3.12)
∫
Bnσ
|Dh|p dL n ≤ Cσn ess sup
Bnσ
|Df |p ,
where C depends only on n and p.
Proof. Uniqueness can be easily achieved arguing component-wise, so let us focus on
existence. Let (en)n∈N be an orthonormal basis of H, and denote by fN the Lipschitz
function which is the composition of f with the projection on Span(e1, . . . , eN ). Since
f(Bnσ) is compact in H, for N → ∞ we clearly have fN → f uniformly in Bnσ.
Furthermore, |DfN | ≤ |Df | holds L n-a. e., and the DfN converge to Df in the
Hilbert space L2(Bσ,L), where L denotes the space of linear maps from R
n to H.
We let hN ∈ C(Bnσ,H) be the harmonic functions taking values in Span(e1, . . . , eN )
and coinciding with fN on ∂B
n
σ. In particular, we then have
∫
Bnσ
|DhN |2 dL n ≤∫
Bnσ
|DfN |2 dL n, and moreover we can apply Lemma 3.1: the corresponding estimates
(3.1) and (3.2) show that the maps hN and DhN are locally equi-Lipschitz in B
n
σ, and
moreover
(3.13)
∫
Bnσ
|DhN |p dL n ≤ Cσn ess sup
Bnσ
|Df |p ,
with C depending only on n and p.
Given any unit vector a ∈ H we can apply the maximum principle to 〈hN−hM , a〉:
we thus achieve max
Bnσ
|hN−hM | ≤ sup|a|=1maxBnσ 〈hN−hM , a〉 ≤ max∂Bnσ |fN−fM | →
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0. Hence, the hN converge uniformly to a function h ∈ C(Bnσ,H). By the Dirichlet
principle we have∫
Bnσ
|DhN − DhM |2 dL n ≤
∫
Bnσ
|DfN − DfM |2 dL n
for N,M ∈ N. Since (DfN)N∈N is a Cauchy sequence in L2(Bnσ,L), so is (DhN)N∈N,
which hence converges to a limit Υ. Obviously 〈h, a〉 = limN→∞ 〈hN , a〉 is harmonic,
and so is h (by definition). Moreover, h is locally Lipschitz continuous and hence a. e.
differentiable. Using the convergence 〈hN , a〉 → 〈h, a〉 and the harmonicity, we easily
conclude that Υ = Dh; thus, we have DhN → Dh in L2(Bnσ,L), and (3.9) follows.
Combining the preceding pieces of information with the local uniform regularity of
DhN , we obtain that Dh has a continuous representative in B
n
σ, and that DhN → Dh
locally uniformly in Bnσ. This provides at once (3.10) and (3.11) by a passage to the
limit. In connection with (3.12), we use (3.13) to obtain∫
Bnη
|Dh|p dL n ≤ Cσn ess sup
Bnσ
|Df |p ,
with η < σ, and then let η ↗ σ. 
4. The ε-regularity theorem
In this section we state the main ε-regularity theorem for mass-minimizing currents.
The basic assumption that allows to initiate the regularization process is stated below.
Assumption 4.1. We assume that T ∈ In(H) is locally mass-minimizing in z0+Cpir
with
(∂T ) (z0+C
pi
r ) ≡ 0 ,(4.1)
(ppi)](T (z0+C
pi
r )) = mJz0+Bpir K ,(4.2)
Θn(‖T‖, z) ≥ m for ‖T‖-a. e. z ∈ z0+Cpir ,(4.3)
E(T, z0, r, pi) ≤ ε(4.4)
for positive parameters r, ε, some n-plane pi in H, z0 ∈ Span pi, and m ∈ N.
Indeed, when these conditions are satisfied, we will say that Assumption 4.1 (with
multiplicity m) holds for T on z0+C
pi
r up to ε. We will occasionally refer to the radius
r as the scale of the assumption.
By the constancy theorem, (4.1) automatically implies (ppi)](T (z0+C
pi
r )) = m
′Jz0+Bpir K
for some integer m′. Therefore, — apart from the requirement that m′ should be pos-
itive, which can always be achieved replacing T by −T — the main point in imposing
(4.2) is to guarantee that m = m′ (i. e. that m′ equals the lower bound m in (4.3)).
In the sequel we permanently fix the multiplicity m ∈ N, and in particular when
referring to Assumption 4.1 we always mean the statement with this fixed multiplicity.
We can now state our ε-regularity theorem.
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Theorem 4.2 (ε-regularity theorem for mass-minimizing currents). There exists a
positive constant ε∗, depending only on n,m ∈ N, with the following property: when-
ever Assumption 4.1 holds for a current T on Cpi% up to ε ≤ ε∗, then there exists a
function f : Bpir/2 → (Span pi)⊥, which is C1,α for all α < 1 and such that T Cpir/2 is
represented by the graph of f with multiplicity m, in more precise terms
T Cpir/2 = m
q
Graph f
y
.
The proof of Theorem 4.2 will be carried out in the following two sections and will
be finalized at the end of Section 6.
5. Vertical separation and Lipschitz approximation
As in [32], we rely on a vertical separation lemma, which is often called Federer’s
height bound, although a result of this type appeared first in [2]. The proof in our
setting is widely analogous to the one of [32, Lemma 2], which in turn resembles the
argument of Federer [20, Lemma 5.3.4], but nevertheless we prefer to carry out the
details.
Lemma 5.1 (Vertical separation). There exist ε0 = ε0(n,m) and λ0 = λ0(n,m) with
the following property. Whenever Assumption 4.1 holds for T on z0+C
pi
r up to ε ≤ ε0
for some n-plane pi, then we have
(5.1) |qpi(z1)− qpi(z2)| ≤ λ0rE1/(2n)(T, z0, r, pi) ∀z1, z2 ∈ spt T ∩ (z0+Cpir/2).
Proof. By scaling we can assume z0 = 0 and r = 1. To simplify the notation we set
E := E(T, 0, 1, pi), and we write p = ppi, q = qpi for the orthogonal projections onto
Spanpi and its orthogonal complement, respectively. We will assume in the following
that ε0 is chosen sufficiently small so that three smallness conditions, needed during
the proof, hold.
We fix a unit vector a ∈ (Span pi)⊥ and for s1, s2 ∈ [−∞,+∞] with s1 ≤ s2 we
define
S(s1, s2) := {z ∈ Cpi1 : 〈z, a〉 ∈ (s1, s2)} .
We denote by s¯ a median value for the function s 7→ ‖T‖(S(−∞, s)), namely
(5.2) ‖T‖(S(−∞, s¯)) ≤ 1
2
‖T‖(Cpi1) and ‖T‖(S(s¯,+∞)) ≤
1
2
‖T‖(Cpi1 )
and we denote by s∗ be the supremum of all s > s¯ such that ‖T‖(S(s,+∞)) ≥
√
E.
If no such s exists we set s∗ = s¯. We also impose the smallness condition ε0 ≤ 1, so
that ‖T‖(S(s,+∞)) ≥ √E ≥ E for s ∈ [s¯, s∗).
We recall that every n-dimensional integral current R with support in Span pi can
be canonically identified with an integer-valued function of bounded variation f . We
shall use the following Sobolev-type inequality for such integer-valued BV functions,
which can be derived from the isoperimetric inequality (see for instance [20, 5.3.2]):(∫
Bpi1
|f |dL n
)1−1/n
≤ ξn|Df |(Bpi1) if L n(Bpi1 ∩ {f = 0}) ≥
ωn
4
.
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Here |Df | is the total variation of the distributional derivative of f and ξn is a constant
which depends on n. In terms of the current R associated to f , the inequality reads
(5.3)
(‖R‖(Bpi1 ))1−1/n ≤ ξn‖∂R‖(Bpi1 ) if L n(Bpi1 ∩ {Θn(‖R‖, ·) = 0}) ≥ ωn4 .
For a. e. s ∈ R, we introduce the integral currents Ts = T S(s,+∞) and Rs :=
p]Ts, and we now aim to apply (5.3) to Rs. Since (2.18) and (4.2) yield ‖T‖(Cpi1 ) ≤
mωn + E/2 ≤ (3m/2)ωn as soon as ε0 ≤ mωn, we get
(5.4) ‖T‖(S(s¯,+∞)) ≤ 3
4
mωn.
For all s ≥ s¯ it holds
L
n(Bpi1 ∩ {Θn(‖Rs‖, ·) > 0}) ≤ H n(Cpi1 ∩ {Θn(‖Ts‖, ·) > 0})
= H n(Cpi1 ∩ {Θn(‖Ts‖, ·) ≥ m})
≤ 1
m
‖T‖(S(s,+∞)) ≤ 1
m
‖T‖(S(s¯,+∞)) ≤ 3
4
ωn .
In the above chain of inequalities, the first follows from ‖Rs‖(Bpi1 \ p(spt(Ts))) = 0
and spt(T ) = {Θn(‖Ts‖, ·) > 0}, the subsequent equality comes from (4.3), and the
last inequality is obtained from (5.4). Thus, we can indeed apply (5.3) and use the
identity ∂Rs = p]∂Ts to get
(5.5)
(
M(Rs)
)1−1/n ≤ ξn‖∂Rs‖(Bpi1) ≤ ξn‖∂Ts‖(Cpi1 ) for a. e. s ≥ s¯.
Now we can apply (2.18) to Ts to get
M(Ts) ≤M(Rs) + 1
2
∫
S(s,+∞)
∣∣ #»T − pi∣∣2 d‖T‖ ≤M(Rs) + 1
2
E
for s ≥ s¯. If s < s∗ it follows that E ≤M(Rs) + E/2, whence E ≤ 2M(Rs). Coming
back to the previous inequality we get
M(Ts) ≤ 2M(Rs) ∀s ∈ [s¯, s∗).
This inequality, combined with (5.5), gives(
M(Ts)
)1−1/n ≤ 21−1/nξn‖∂Ts‖(Cpi1 ) for a. e. s ∈ (s¯, s∗).
Now we integrate on (s¯, s∗) and use (2.8) with the slicing function ψ(z) :=
〈
z, a
〉
to
get
(s∗ − s¯)
(
inf
s∈(s¯,s∗)
M(Ts)
)1−1/n
≤
∫ s∗
s¯
(
M(Ts)
)1−1/n
ds ≤ 2ξn
∫ s∗
s¯
‖∂Ts‖(Cpi1 ) ds
= 2ξn‖T dψ‖(S(s¯, s∗)) = 2ξn
∫
S(s¯,s∗)
| #»T a| d‖T‖ ,(5.6)
where
#»
T a ∈ Λn−1(H) is characterized by
〈 #»
T a, η
〉
=
〈 #»
T , a ∧ η〉 for any η ∈
Λn−1(H). Since a is orthogonal to Span pi, using an orthonormal basis including a, it
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is easy to check that6 | #»T a|2 ≤ 1− 〈 #»T , pi〉2 ≤ | #»T −pi|2. This last estimate, combined
with the Ho¨lder’s inequality on the right hand side of (5.6) and with the choice of s∗
on the left hand side, yields (s∗ − s¯)
√
E
1−1/n ≤ 2ξn
√
E
√
3mωn/4, so that
(5.7) (s∗ − s¯) ≤ ξn
√
3mωn
√
E
1/n
.
Assume now that there is z ∈ spt T ∩Cpi1/2 with 〈z, a〉 > s∗ and let δ ∈ (0, 〈z, a〉− s∗),
δ∗ = min{δ, 1/2}. Since the ball z+Bδ∗ is contained in S(〈z, a〉 − δ,+∞), the lower
mass bound (2.20) and the inequality 〈z, a〉 − δ > s∗ give
ωnδ
n
∗ ≤ ‖T‖(S(〈z, a〉 − δ,+∞)) ≤
√
E .
Since E ≤ ε ≤ ε0, if we impose the smallness condition (√ε0/ωn)1/n ≤ 1/2 we get
δ∗ = δ, so that we can let δ ↑ 〈z, a〉 − s∗ to get
〈z, a〉 − s∗ ≤ 1
ω
1/n
n
√
E
1/n
.
This inequality can be combined with (5.7) to obtain
sup
z∈sptT∩Cpi
1/2
〈z, a〉 − s¯ ≤ λ0
2
√
E
1/n
.
for some λ0 = λ0(n,m). A similar argument gives
inf
z∈sptT∩Cpi
1/2
〈z, a〉 − s¯ ≥ −λ0
2
√
E
1/n
and, since a ∈ (Span pi)⊥ is arbitrary, the conclusion follows. 
Before turning to the main estimates of this section, we record that Lemma 5.1
implies some inclusions of tilted cylinders, which will be useful later on.
Lemma 5.2 (tilting of cylinders). Suppose that we have 0 ∈ spt T and that Assump-
tion 4.1 holds for T on Cpir up to ε ≤ λ−2n0 , where λ0 is the constant from Lemma 5.1.
Then, for Tr/2 := T C
pi
r/2, all τ ∈ (0, 14 ], and all n-planes pi1 and pi2 in H we have
|pi2−pi1| ≤ τ
12n
=⇒ Cpi1τr ∩ spt Tr/2 ⊂ Cpi22τr .
Proof. We consider some z ∈ Cpi1τr ∩ spt Tr/2. Then by Lemma 5.1, the assumption
0 ∈ spt T , and (4.4) with ε ≤ λ−2n0 , we have |qpi(z)| ≤ λ0rE1/(2n)(T, 0, r, pi) ≤ r.
Together with |ppi(z)| ≤ r/2 we find |z| ≤ 3r/2 and via Lemma 2.2 we obtain
|ppi2(z)| ≤ |ppi1(z)| + 8n|pi2−pi1| |z| ≤ τr + 12n|pi2−pi1|r .
Whenever |pi2−pi1| ≤ τ/(12n) holds, we thus get |ppi2(z)| ≤ 2τr and z ∈ Cpi22τr. 
6Indeed, writing as usual
#»
T =
∧
i Ti, one verifies the formulas
#»
T a =
∑n
j=1(−1)j−1
〈
Tj, a
〉∧
i6=j Ti
and 1 = | #»T |2 ≥ |∧i ppi(Ti)|2 + |∧i 〈Ti, a〉 a|2 = 〈 #»T , pi〉2 + | #»T a|2.
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Next, we will construct a Lipschitz graph approximating T in the sense of the
following lemma.
Lemma 5.3 (Lipschitz approximation). Let (4.1), (4.2), and (4.3) hold for T on Cpir .
Then for every λ ∈ (0, 1] there exists a Lipschitz function f : Bpir/2 → (Span pi)⊥ with
Lip (f) ≤ λ
such that T g := mJGraph fK ∈ In(H) approximates T in Cpir/2 in the sense of
T g (ppi)−1(Gλ) = T (p
pi)−1(Gλ) ,(5.8) ∥∥T g−T‖(Cpir/2) ≤ Cλ−2rnE(T, 0, r, pi) ,(5.9)
where the closed subset Gλ of B
pi
r/2 will be specified in Lemma 5.5 below, and where
C depends only on m and n.
Finally, if the full Assumption 4.1 holds for T on Cpi up to ε ≤ ε0, then we addi-
tionally have the oscillation bound
(5.10) sup
Bpi
r/2
|f − f(0)| ≤ λ0rE1/(2n)(T, 0, r, pi) ,
where ε0 and λ0 are the constants of Lemma 5.1.
In principle, the approximation result of Lemma 5.3 is well-known, and even in
our case of an infinite-dimensional ambient space we could follow, for instance, the
proof of [32, Lemma 3], which is based on vertical separation. We prefer however
to involve an alternative and more recent idea from [15], which relies on a refined
version of the Jerrard-Soner BV estimate [26, 27] and on well-known inequalities for
maximal functions. This approach leads to two slight improvements in Lemma 5.3,
when compared to the more classical statements: on the one hand, we obtain the
optimal power λ−2 in (5.9) (while [32, Lemma 3] contains a factor λ−2n instead); on
the other hand, in order to obtain (5.8) and (5.9) we only assume (4.1), (4.2), and
(4.3), where in particular the last hypothesis rules out branching phenomena. In
contrast, the full strength of Assumption 4.1 is only needed for Lemma 5.1 and the
corresponding bound (5.10).
For the remainder of this section we abbreviate again p = ppi, q = qpi, and we set
Tx := q]〈T, p, x〉, where 〈T, p, x〉 are the 0-dimensional slices of the current T with
respect to the slicing map p according to [5, Theorem 5.6]. Moreover, given any
ψ ∈ Lipb((Span pi)⊥) we introduce the notation
Φψ(x) := Tx(ψ) for L
n-a. e. x ∈ Bpi1 .
We next provide the announced version of the BV estimate used in [5] to esti-
mate the BV norm of Φψ. To keep our presentation elementary, we state it without
appealing to the general theory of metric-space valued BV maps developed in [3].
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Lemma 5.4 (BV estimate). Suppose that T ∈ In(H) satisfies (4.1) and (4.2) on Cpi1
(i. e. with z0=0 and r=1). For every bounded ψ ∈ C1((Span pi)⊥) with Lip(ψ) ≤ 1,
we then have Φψ ∈ BV(Bpi1 ), and on every Borel subset A ⊂ Bpi1 there holds
(5.11)
(|DΦψ|(A))2 ≤ 2n (‖T‖(p−1(A))−mL n(A))‖T‖(p−1(A)) .
Proof. It suffices to prove (5.11) for an open subset A of Bpi1 . For such A we recall
from [4, Proposition 3.6] that
(5.12) |DΦψ|(A) = sup
{∫
A
Φψ divϕ dL
n : ϕ ∈ C1c(A,A), sup
A
|ϕ| ≤ 1
}
.
Here, writing pi =
∧n
i=1 pii, with an orthonormal base pi1, pi2, . . . , pin for Span pi, and
ϕ =
∑n
i=1 ϕipii, the divergence is computed as divϕ(x) :=
∑n
i=1Dϕi(x)pii. Next we
extend ϕ from Span pi to all of H by ϕ(z) := ϕ(p(z)) and ψ from (Span pi)⊥ to all of
H by ψ(z) := ψ(q(z)), we define ppii ∈ Lip(H) by ppii (z) := 〈pii, z〉, and we abbreviate
Ξ :=
n∑
j=1
(−1)j−1ϕj
n∧
i=1
i 6=j
dppii , and correspondingly dΞ := (divϕ)
n∧
i=1
dppii .
As ϕ is supported in Cpi1 and (∂T ) C
pi
1 vanishes by (4.1), the product and chain rules
from [5, Theorem 3.5] give
T (ψ dΞ) = −T (dψ ∧ Ξ)
(where the right-hand side can be understood with the help of (2.15)). Using the
property of the slice map (see formula (5.7) in [5]), we arrive at∫
A
Φψ divϕ dL
n =
∫
Bpi1
Tx(ψ) divϕ(x) dL
n(x) = T (ψ dΞ)
= −T (dψ ∧ Ξ)) =
n∑
j=1
(−1)j
∫
Cpi1
ϕj
〈
Dψ ∧
n∧
i=1
i 6=j
pii,
#»
T
〉
d‖T‖ ,
where the gradient Dψ takes values in (Span pi)⊥ and thus satisfies
〈
Dψ∧∧i 6=j pii, pi〉 ≡
0. Therefore, we can also write∫
A
Φψ divϕ dL
n =
n∑
j=1
(−1)j
∫
Cpi1
ϕj
〈
Dψ ∧
n∧
i=1
i 6=j
pii,
#»
T − 〈 #»T , pi〉pi〉 d‖T‖ ,
and, since ϕ is supported in p−1(A), we conclude(∫
A
Φψ divϕ dL
n
)2
≤ n2 sup
Cpi1
(|ϕ| |Dψ|)2
(∫
p−1(A)
∣∣∣ #»T − 〈 #»T , pi〉pi∣∣∣ d‖T‖)2
≤ n2‖T‖(p−1(A))
∫
p−1(A)
∣∣ #»T − 〈 #»T , pi〉pi∣∣2 d‖T‖ .
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However, (4.2) and the considerations leading to (2.18) yield∫
p−1(A)
| #»T − 〈 #»T , pi〉pi|2 d‖T‖ = ‖T‖(p−1(A))−mL n(A) .
Combining the last two formulas and recalling (5.12), we arrive at the claim (5.11). 
Lemma 5.5 (Lipschitz estimate for good points). There exists a positive constant
γ ∈ (0, ωn], depending only on n and m, with the following property. If T ∈ In(H)
satisfies (4.1) and (4.2) on Cpir , then for all λ ∈ (0, 1] the set
Gλ :=
{
x ∈ Bpir/2 : E(T, x˜, %, pi) ≤ γλ2 ∀(x˜, %) ∈ Bpir/2 × (0, r/2) with x ∈ x˜+Bpi%
}
of good points satisfies
L
n(Bpir/2 \Gλ) + ‖T‖(p−1(Bpir/2 \Gλ)) ≤
Crn
γλ2
E(T, 0, r, pi) ,(5.13)
‖T‖(p−1(N)) = 0 for all N ⊂ Gλ with L n(N) = 0 ;(5.14)
and moreover, for every bounded ψ ∈ C1((Span pi)⊥) with Lip(ψ) ≤ 1, there holds
(5.15)
|Ty(ψ)− Tx(ψ)| ≤ λ|y − x| , whenever x, y ∈ Gλ are Lebesgue points of Φψ
and Tx(ψ) = Φψ(x), Ty(ψ) = Φψ(y) are understood as the corresponding Lebesgue
values.
Proof. We only treat the case r = 1, as the general case follows by a simple scaling
argument, and we first observe that Gλ is closed in B
pi
1/2. By (4.2) the measure
µ := p]‖T‖ − mL n is non-negative on Bpi1 , and the non-centered maximal function
of µ is given by
mµ(x) := sup
x˜,%
µ(x˜+Bpi%)
%n
= sup
x˜,%
E(T, x˜, %, pi) for x ∈ Bpi1/2 ,
where here and in the following the suprema in x˜, % are taken over all x ∈ Bpi1/2
and % ∈ (0, 1/2) such that the ball x˜+Bpi% contains x. In view of Gλ = {x ∈ Bpi1/2 :
mµ(x) ≤ γλ2}, the estimates (5.13) and (5.14) then follow from well-known maximal-
function arguments (compare [19, Section 6.6.2]).
For ψ as in the last statement we now work with the BV-function Φψ from Lemma 5.4.
Then, by (2.18) in combination with (4.2) and the definition of Gλ we get
sup
x˜,%
‖T‖(x˜+Cpi%)
%n
≤ mωn + sup
x˜,%
E(T, x˜, %, pi) ≤ mωn+γ ≤ C for x ∈ Gλ ,
and, involving the BV estimate (5.11) in the second step, we can conclude
m|DΦψ|(x) = sup
x˜,%
|DΦψ|(x˜+Bpi%)
%n
≤ C sup
x˜,%
[
µ(x˜+Cpi%)
%n
]1/2
≤ Cγ1/2λ for x ∈ Gλ .
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For Lebesgue points x, y ∈ Gλ of Φψ we now make use of another well-known property
of maximal functions (compare again [19, Section 6.6.2]) to arrive at
|Φψ(y)− Φψ(x)| ≤ C
[
m|DΦψ|(x) +m|DΦψ|(y)
]|y − x| ≤ Cγ1/2λ|y − x| .
Hence, choosing γ ≤ min{C−2, ωn} (with the constant C appearing in the last line)
and recalling the definition of Φψ, we have established (5.15) and the lemma. 
We now observe that, if also the lower density bound (4.3) is in force, then at
L n-a. e. x ∈ Bpi1 , the 0-dimensional slices Tx are given by
∑N
i=1 αiδyi for some N ∈ N,
yi ∈ (Span pi)⊥, and αi ∈ Z with |αi| ≥ m and
∑N
i=1 αi = m (where of course N, yi and
αi depend all on x). This observation will now be used to construct a single-valued
approximating Lipschitz graph and to give a
Proof of Lemma 5.3. We first use the fact that any projection decreases mass, (a
consequence of) the slicing theorem [5, Theorem 5.6], and finally (2.18) in combination
with (4.2) and the definition of Gλ from Lemma 5.5. In this way, recalling also that
we have chosen γ ≤ ωn, we get
M(Tx) ≤M(〈T, p, x〉) ≤ lim inf
%↘0
1
ωn%n
‖T‖(x+Cpi%) ≤ m+
γλ2
2ωn
≤ m+ 1
2
for L n-a. e. x ∈ Gλ. Using the observation preceding the proof, we conclude that, for
L
n-a. e. x ∈ Gλ the slice Tx collapses to a point mass, i. e. there exists some f(x) ∈
(Spanpi)⊥ such that Tx = mδf(x). We now choose countable dense sets {a1, a2, . . .} and
{χ1, χ2, . . .} in B⊥pi1 and {χ ∈ C1(R) : χ is bounded with Lip(χ) ≤ 1}, respectively
(where in the latter case density is understood with respect to the sup-norm). Setting
ψi,j(z) := χj(〈ai, z〉) we obtain bounded ψi,j ∈ C1((Span pi)⊥) with Lip(ψi,j) ≤ 1, and
— having reduced to the countably many ψ — we can find a Borel subset G˜λ of Gλ
with full L n-measure such that the x ∈ G˜λ are all Lebesgue points for all Φψi,j with
Tx(ψi,j) = mχj(〈f(x), ai〉). We record the equality
(5.16) m|f(y)− f(x)| = sup
i,j∈N
|Ty(ψi,j)− Tx(ψi,j)| for x, y ∈ G˜λ ,
which indeed follows easily, when we use, for f(x) 6= f(y), the ai and χj to approx-
imate a := f(y)−f(x)
|f(y)−f(x)|
and some 1-Lipschitz function χ with χ(〈a, f(x)〉) = 0 and
χ(〈a, f(y)〉) = |f(y)−f(x)|. Next we we combine (5.16) and (5.15) to get
|f(y)− f(x)| ≤ λ|y − x| ∀x, y ∈ G˜λ .
Possibly changing the values of f on the Lebesgue null set Gλ \ G˜λ, we use the
Kirszbraun extension theorem (see [35]) to get a λ-Lipschitz function f on all of Bpir/2
with Tx = mδf(x) for all x ∈ G˜λ. We infer that mJGraph fK and T coincide on
p−1(G˜λ), and then, taking (5.14) into account, we obtain (5.8). Via (5.13) we also
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get
‖T − T g‖(Cpi1/2) ≤ CL n(Bpi1/2 \Gλ) + ‖T‖(p−1(Bpi1/2 \Gλ)) ≤
C
γλ2
E(T, 0, 1, pi) ,
and hence we arrive at the claim (5.9). Finally, taking the bound (5.1) from the
vertical separation lemma and a radial truncation argument into account, we can
assume that the oscillation bound in (5.10) holds. 
Remark 5.6. Clearly, the bound Lip(f) ≤ λ in Lemma 5.3 implies the bound for Df
in the operator norm
|Df(x)ξ| ≤ λ|ξ| for all ξ ∈ Spanpi and L n-a. e. x ∈ Bpir/2 .
For the Hilbert-Schmidt norm of Df in the sense of (2.2) we infer
(5.17) ess sup
Bpi
r/2
|Df | ≤ √nλ .
6. Comparison with harmonic functions and excess decay
Our main estimates, which will eventually imply regularity, are contained in the
following proposition.
Proposition 6.1 (excess improvement). There exists a positive constant C∗ depend-
ing only on n and m, and further for every τ ∈ (0, 1
16
] a constant ε1 ∈ (0, 1], depending
only on n, m and τ , with the following property: whenever we have 0 ∈ spt T and
Assumption 4.1 holds for T on Cpir up to ε ≤ ε1, then there exists an n-plane pi(1) in
H with
(6.1) |pi(1) − pi| ≤ C∗E(T, 0, r, pi)3/(40n) ≤ 1
2
such that, for Tr/2 := T C
pi
r/2, we have
(6.2) E(Tr/2, 0, τr, pi
(1)) ≤ C∗τ 2E(T, 0, r, pi)
and7
(6.3) C$τr ∩ spt Tr/2 ⊂ Cpi2τr whenever |$−pi| ≤ C∗E(T, 0, r, pi)1/(20n) .
The following proof of the proposition follows once more the arguments of [32].
However, we will also involve some technical adaptions of the arguments, which are
inspired by [8, 31]; in particular, we will avoid the mollification procedure performed
in [32], and we will show that global W1,p-estimates can substitute the global C1,α
estimates used in [32].
Proof of Proposition 6.1. We fix τ ∈ (0, 1
16
] and work under the assumptions of the
proposition, where the number ε1 ∈ (0, 1] with ε1 ≤ ε0 will only be fixed at the very
end of our reasoning. Throughout this proof we will always abbreviate
E := E(T, 0, r, pi) ,
7The specific bound for |$−pi| will be used conveniently in Proposition 6.3.
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and we record that by (4.4) we have E ≤ ε1 ≤ 1. Moreover, we can and do assume
E > 0, as otherwise
#»
T ≡ pi holds ‖T‖-a. e. on Cpir and the claims are trivially true
for pi(1) = pi.
Step 1. (Lipschitz approximation) We denote by f : Bpir/2 → (Span pi)⊥ the Lipschitz
function of Lemma 5.3 corresponding to the choices
(6.4) δ :=
1
20n
and λ := Eδ ≤ 1 .
We will widely work with the currents
(6.5) T g = mJGraph fK and S := mJGraph hK ,
where the harmonic function h : Bpiσ → (Spanpi)⊥ and the radius σ ∈ (r/4, r/2] will
only eventually be constructed. We will make frequent use of the following two
conventions: We will understand that the orienting n-vectors
#»
T g and
#»
S , respectively,
are extended to all of Cpir/2 and C
pi
σ, constant in the directions from (Span pi)
⊥ (so, we
can also consider them as functions of a variable which runs in Bpir/2 or B
pi
σ). Moreover,
when R is any of the currents T , T g, S, we will often abbreviate Rη := R C
pi
η and
∂Rη := ∂(R C
pi
η ).
Now we first observe that with the preceding choices (5.9) reads
(6.6) ‖T g−T‖(Cpir/2) ≤ CrnE1−2δ .
By (2.32), (5.17), the area formula of (2.4), and the representation formula (2.13) we
have∫
Bpi
r/2
|Df |2 dL n ≤ C
∫
Bpi
r/2
| #»T g−pi|2Jn(DF ) dL n = C
m
(r
2
)n
E(T g, 0, r/2, pi) .
Relying on the alternative form (2.18) of the excess, on (6.6), and on (ppi)]Tr/2 =
(ppi)]T
g
r/2 we moreover find(r
2
)n
E(T g, 0, r/2, pi) ≤
(r
2
)n
E(T, 0, r/2, pi) + CrnE1−2δ ≤ CrnE1−2δ ,
where the last inequality is a consequence of (4.2). Combining the last two estimates
we arrive at
(6.7)
∫
Bpi
r/2
|Df |2 dL n ≤ CrnE1−2δ .
Step 2. (Harmonic approximation of f) Identifying balls in Rn with balls in Spanpi,
let h ∈ C(Bpiσ, (Spanpi)⊥) be the harmonic function coinciding with f on ∂Bpiσ given
by Theorem 3.3. Thanks to (3.10) and (3.11) it satisfies
(6.8) sup
Bpiη
|Dh|2 ≤ C
(σ−η)n
∫
Bpiσ
|Dh|2 dL n for 0 < η < σ ,
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(6.9) sup
Bpi2τr
|Dh− Dh(0)|2 ≤ C τ
2
rn
∫
Bpiσ
|Dh|2 dL n .
In addition, (3.9) in combination with (6.7) gives
(6.10)
∫
Bpiσ
|Dh|2 dL n ≤ CrnE1−2δ .
Since σ ≤ r, we can use (3.12) in combination with (5.17) and (6.4) to find
(6.11)
∫
Bpiσ
|Dh|p dL n ≤ Cσn sup
Bpiσ
|Df |p ≤ CrnEδp
for 1 < p <∞, where C depends only on n and p.
Step 3. (Admissibility of the graph currents) At this stage let us affirm that the
definitions in (6.5) do indeed define integral currents T g and S in Cpir/2 and C
pi
σ,
respectively. Indeed, as f is globally Lipschitz, Graph f has finite H n-measure, and
T g = JGraph fK is a well-defined integer-rectifiable current with finite mass; compare
Section 2.4. Moreover, as pushforward commutes with the boundary operator, we
have the equality
(6.12) ∂T gη = ∂
(
mF]JBpiηK
)
= mF]∂JBpiηK for 0 < η ≤ r/2 ,
from which we read off that also ∂T gη and in particular ∂T
g = ∂T gr/2 has finite mass.
This shows T g ∈ In(H), but the same reasoning does not straightforwardly work for
S; for h is only locally, but not globally Lipschitz on Bpiσ. We will overcome this point
in the following by a technical extra argument, and as a side benefit we will establish
the equality
(6.13) ∂Sσ = mF]∂JBpiσK ,
which follows in essence from the coincidence of h and f on the boundary of Bpiσ.
Indeed, the area formula (2.4), the estimate Jn(DH) ≤ |DH|n ≤ C(1+|Dh|n),
and the Ln-integrability of Dh from (6.11) imply H n(Graphh) < ∞, and thus
S = Sσ = mJGraphhK is well-defined and integer-rectifiable with finite mass. Next,
for every given κ > 0 we consider a smooth cut-off function ϕκ on B
pi
σ, which is iden-
tically 1 on Bpiσ−κ, identically 0 in a neighborhood of ∂B
pi
σ and with |Dϕκ| ≤ 2κ−1.
Considering hκ := ϕκh + (1 − ϕκ)f as a global Lipschitz map on Bpiσ, the current
Wκ = mJGraphhκK ∈ In(H) is well-defined with ∂Wκ = mF]∂JBpiσK. In order to
justify (6.13), it now suffices to show limκ↘0 ‖S−Wκ‖(Cpiσ) = 0, since then ∂S =
limκ↘0 ∂Wκ = mF]∂JBpiσK follows. We now record |Dhκ| ≤ |Dh| + |Df | + 2κ−1|h−f |
and observe that Wκ coincides with S on C
pi
σ−κ. Thus, by the area formula (2.4) we
conclude
‖S−Wκ‖(Cpiσ) ≤ C
∫
Bpiσ\B
pi
σ−κ
(1 + |Dh|n + |Df |n) dL n︸ ︷︷ ︸
I1
+C κ−n
∫
Bpiσ\B
pi
σ−κ
|h−f |n dL n︸ ︷︷ ︸
I2
.
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In order to estimate I2 we use polar coordinates:
I2 ≤ Cκ−n
∫
∂Bpi1
κ
(
max
s∈[σ−κ,σ]
|h(sx)− f(sx)|n
)
dH n−1(x) .
However, the function s 7→ h(sx) − f(sx) vanishes for s = κ, thus via 1-dimensional
integration and Ho¨lder’s inequality we achieve
max
s∈[σ−κ,σ]
|h(sx)− f(sx)|n ≤ κn−1
∫ σ
σ−κ
|Dh(sx)−Df(sx)|n ds .
We therefore conclude
I2 ≤ C
∫
Bpiσ\B
pi
σ−κ
|Df − Dh|n dL n ≤ CI1 .
Clearly, I1 converges to 0 when we send κ to 0, hence we can conclude the convergence
limκ↘0 ‖S−Wκ‖(Cpiσ) = 0, and the claim (6.13) follows.
Step 4. (Construction of a comparison current) In spite of (6.13) we will need to
modify the boundary of S in order to properly use it as a comparison current for the
minimality of T . This is now achieved by the following choice of a good radius σ and
the homotopy construction of Lemma A.3. We set
Q := min
{
q ∈ N : q ≥ E−3δ}
and r(i) := r
4
+ i r
4Q
for i ∈ {0, 1, 2, . . . , Q}. Clearly, we then have E−3δ ≤ Q ≤ 2E−3δ
and r/4 = r(0) ≤ r(1) ≤ r(2) ≤ . . . ≤ r(Q− 1) ≤ r(Q) = r/2, and we can find some
i0 ∈ {0, 1, 2, . . . , Q−1} with
‖T g−T‖(Cpir(i0+1) \Cpir(i0)) ≤
1
Q
‖T g−T‖(Cpir/2 \Cpir/4) .
Furthermore, slicing as in (2.8)8 we deduce that ∂Tη has finite mass for L
1-a. e.
η ∈ (0, r/2) and that we have∫ r/2
0
‖∂Tη‖(H \Graph f) dL 1(η) ≤ ‖T‖(Cpir/2 \Graph f) .
In particular, we can fix a radius σ with M(∂Tσ) <∞,
(6.14)
r(i0) + r(i0+1)
2
≤ σ ≤ r(i0+1) ,
and
‖∂Tσ‖(H \Graph f) ≤ 2
r(i0+1)− r(i0)‖T‖(C
pi
r/2 \Graph f) .
8Indeed, relying also on (4.1) we here use (2.8) with the slicing map ψ = −|ppi| and consequently
with the slices ∂(T {ψ > −η}) = ∂Tη.
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Taking into account (r(i0+1) − r(i0))/2 = r/(8Q) ≥ rE3δ/16 the last inequality
implies
(6.15) ‖∂Tσ‖(H \Graph f) ≤ 16E
−3δ
r
‖T‖(spt Tr/2 \Graph f) .
Now on the one hand (4.2) gives
‖T‖(sptTr/2) ≥ ‖(ppi)]T‖(Bpir/2) = mωn(r/2)n ,
and on the other hand we have from (6.5) and (6.6)
(6.16) ‖T‖(spt Tr/2 \Graph f) ≤
∥∥T −mJGraph fK∥∥(Cpir/2) ≤ C1E1−2δrn ,
where the constant C1 depends only on n and m. Assuming the smallness condition
(6.17) C1E
1−2δ < mωn2
−n
(this requirement and similar ones will be justified at the end of the proof) we thus find
that the intersection (spt Tr/2)∩Graph f contains at least one point z0. In particular,
we have qpi(z0) = f(p
pi(z0)), and from (5.1) and (5.10) we get
sup
spt ∂Tσ
|qpi − f◦ppi| ≤ sup
sptTr/2
|qpi − qpi(z0)|+ sup
Br/2
|f − f(ppi(z0))| ≤ CrE1/(2n) .
Consequently, ∂Tσ satisfies (A.4) (with K equal to the right hand side of the last
estimate), and we can apply Lemma A.3 (with ∂Tσ in place of T and the corresponding
restriction of f) to obtain an n-dimensional current V ∈ In(H) with
(6.18) spt V ⊂ (ppi)−1(∂Bpiσ)
such that we have
∂V = ∂Tσ − F](ppi)]∂Tσ
and
M(V ) ≤ CrE1/(2n)(1 + Lip(f))n−1‖∂Tσ‖(H \Graph f) .
By (4.2) we have (ppi)]∂Tσ = ∂(p
pi)]Tσ = m∂JBpiσK, and in view of (6.12), (6.13) the
above formula for ∂V yields
(6.19) ∂V = ∂Tσ − ∂T gσ = ∂Tσ − ∂Sσ .
Moreover, taking into account Lip(f) ≤ 1, (6.15), and (6.16) the estimate for M(V )
simplifies to
(6.20) M(V ) ≤ CrnE1+1/(2n)−5δ = CrnE1+5δ .
Step 5. (Excess estimates) At this stage we ultimately start the main line of our
estimates. Abbreviating
X :=
∫
Cpiσ
∣∣ #»T− #»S ∣∣2 d‖T‖ and Y := ∫
Cpi2τr
∣∣ #»S− #»S (0)∣∣2 d‖T‖
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we clearly have (because 2τr ≤ r/4 ≤ σ)
(6.21)
∫
Cpi2τr
∣∣ #»T− #»S (0)∣∣2 d‖T‖ ≤ 2X + 2Y .
To control X we use that the orientations
#»
T and
#»
S satisfy
∣∣ #»T ∣∣ = ∣∣ #»S ∣∣ = 1 and
consequently 1
2
∣∣ #»T− #»S ∣∣2 + 〈 #»S , #»T 〉 = 1. All in all we thus find
M(Tσ)−M(Sσ) =
∫
Cpiσ
[
1
2
∣∣ #»T− #»S ∣∣2 + 〈 #»S , #»T 〉] d‖T‖ − ∫
Cpiσ
〈 #»
S ,
#»
S
〉
d‖S‖
=
1
2
∫
Cpiσ
| #»T− #»S |2 d‖T‖ − (Sσ−Tσ)
( #»
S
)
.
Then, using (6.18) and (6.19) we can compare T with T+Sσ−Tσ+V to find
M(Tσ)−M(Sσ) ≤M(V ) .
Now, using in turn the preceding two estimates, (2.16) for the current T gσ−Tσ+V
(which by (6.19) has zero boundary), and (6.20) we arrive at
(6.22)
1
2
X ≤M(V ) + (Sσ−Tσ)
( #»
S
)
=M(V )− (T gσ−Tσ+V )(pi) + (Sσ−Tσ)
( #»
S
)
≤ 2M(V )− (T gσ−Tσ)(pi) + (Sσ−Tσ)
( #»
S
)
= 2M(V ) + (T gσ−Tσ)
( #»
S−pi)+ (Sσ−T gσ )( #»S )
≤ CrnE1+5δ +X1 +X2 ,
where we have set
X1 := (T
g
σ−Tσ)
( #»
S−pi) and X2 := (Sσ−T gσ )( #»S ) .
Since σ ≤ r(i0+1), from (6.15) we have
‖T g−T‖(Cpiσ \Cpir(i0)) ≤
1
Q
‖T g−T‖(Cpir/2) ,
and by the choice of Q and (6.6) we deduce
(6.23) ‖T g−T‖(Cpiσ \Cpir(i0)) ≤ CrnE1+δ .
We now involve (2.30), the elliptic estimate (6.8) (with η = r(i0)), (6.10), and σ −
r(i0) ≥ r/(8Q) ≥ E3δ/(16r), where the last inequalities result from the above choices
of r(i0) and Q. In this way we deduce
(6.24)
sup
Cpi
r(i0)
∣∣ #»S−pi∣∣2 ≤ C sup
Bpi
r(i0)
|Dh|2 ≤ C
(σ−r(i0))n
∫
Bpiσ
|Dh|2 dL n
≤ CE1−2δ−3nδ ≤ C2E3δ
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with a constant C2, which depends only on n and m. Here, in the last step we
exploited that 1 − 2δ − 3nδ ≥ 3δ, which in turn is easily verified for the choice of δ
from (6.4). From (6.23), (6.24) and (6.6) we get
(6.25) |X1| ≤ 2‖T g−T‖(Cpiσ \Cpir(i0)) + ‖T g−T‖(Cpir(i0)) sup
Cpi
r(i0)
∣∣ #»S−pi∣∣ ≤ CrnE1+δ .
Keeping in mind that T g = mJGraph fK and S := mJGraph hK, we now rewrite
X2 with the help of the area formula (2.4), (2.12) and (2.15). Then we compute
and estimate the integrand in an orthonormal basis pi1, pi2, . . . , pin of Span pi, using
the computations of Section 2.5 (see in particular (2.24) and (2.26)). In this way we
obtain
(6.26)
X2 = (Sσ−T gσ )
( #»
S
)
= mH n(Graphh)−m
∫
Cpiσ∩Graph f
〈 #»
S ,
#»
T g
〉
dH n
= m
∫
Bpiσ
[
Jn(DH)
2 −
〈 n∧
i=1
(DH)pii ,
n∧
i=1
(DF )pii
〉]
dL n
Jn(DH)
= m
∫
Bpiσ
[
〈Dh,Dh−Df〉+
n∑
k=2
〈[Dh]pik , [Dh]pik−[Df ]pik〉
]
dL n
Jn(DH)
.
For the first term in the last integrand (2.27) gives
1
Jn(DH)
〈Dh,Dh−Df〉 ≤ 〈Dh,Dh−Df〉+ Cmin{|Dh|2, 1}|Dh||Dh−Df | .
For the second term we use (2.21), (2.26) (in form of the estimate |[Dh]pik |/Jn(DH) ≤
Cmin{|Dh|k, 1}), and the fact that |Df | is bounded via (5.17) and (6.4). In this way
we establish
1
Jn(DH)
n∑
k=2
〈
[Dh]pik , [Dh]
pi
k−[Df ]pik
〉 ≤ C n∑
k=2
min{|Dh|k, 1}[|Dh|k+|Df |k]
≤ Cmin{|Dh|2, 1}[|Dh|2+|Dh|n+|Df |2] .
When we indeed control the terms on the right hand side of (6.26) as just described
and use Young’s inequality, we arrive at
(6.27) X2 ≤ m
∫
Bpiσ
〈Dh,Dh−Df〉 dL n
+ C
∫
Bpiσ
min{|Dh|2, 1}[|Df |2 + |Dh|2 + |Dh|n] dL n .
Since h is harmonic and h − f vanish at ∂Bpiσ, the first integral in (6.27) vanishes.
For the other one we split the domain of integration, we exploit that supBpiσ |Df | ≤
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√
nEδ ≤ √n holds by (5.17) and (6.4), and we find
(6.28) X2 ≤ C
[[
E2δ + E2δ
2] ∫
Bpiσ∩{|Dh|≤E
δ2}
|Dh|2 dL n
+
∫
Bpiσ∩{|Dh|>E
δ2}
[|Dh|2 + |Dh|n] dL n] .
The next step is based on (2.32), on the fact that Jn(DH) is bounded on {|Dh| ≤
1}, on the inequality (ppi)]
[‖T‖ Cpiσ] ≥ ‖(ppi)]T‖ Bpiσ = mL n Bpiσ, and on the
definitions of X and E. Indeed, these ingredients leave us with the estimate
(6.29)
∫
Bpiσ∩{|Dh|≤E
δ2}
|Dh|2 dL n ≤ C
∫
Bpiσ
∣∣ #»S − pi∣∣2 dL n
≤ C
∫
Cpiσ
∣∣ #»S − pi∣∣2 d‖T‖
≤ C
[ ∫
Cpiσ
| #»T − #»S |2 d‖T‖+
∫
Cpir
| #»T − pi|2 d‖T‖
]
≤ C[X+ rnE] ,
where C depends only on n and m. Furthermore, when we notice 2+1/δ ≥ n and use
(6.11) with p = 2+1/δ, we find
(6.30)
∫
Bpiσ∩{|Dh|>E
δ2}
[|Dh|2 + |Dh|n] dL n ≤ 2E−δ ∫
Bpiσ
|Dh|2+1/δ dL n ≤ CrnE1+δ .
With the help of (6.29) and (6.30) we can control the right hand side of (6.28).
Observing also E2δ ≤ Eδ ≤ E2δ2 (since E ≤ 1 and δ ≤ 1
2
) we come out with
(6.31) X2 ≤ CE2δ2 [X + rnE] .
Collecting the estimates (6.22), (6.25), and (6.31) and observing also E5δ ≤ Eδ ≤ E2δ2
we have in total
X ≤ C3E2δ2 [X + rnE] ,
where the constant C3 depends only on n and m. Imposing the smallness assumption
(6.32) C3E
2δ2 ≤ 1
2
we can absorb one term, and as the final estimate for X , we can conclude even
(6.33) X ≤ 2C3rnE1+2δ2 .
Next we will derive an estimate for Y, which will be based on the following refined
variant of (6.24). Indeed, we apply (2.31) and recall from Section 2.5 that ` 7→ [`]pi1 is
linear and |[`]pi1 | = |`|. Then we have∣∣ #»S − #»S (0)∣∣ ≤ |(pi + [Dh]pi1 )− (pi + [Dh]pi1 (0))|+ C[|Dh(0)|2 + |Dh|2]
= |Dh− Dh(0)|+ C[|Dh(0)|2 + |Dh|2]
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on Bpiσ. Taking into account also (6.9) and (6.8) (with η = σ/2; notice σ−σ/2 ≥ r/8)
we see
sup
Cpi2τr
∣∣ #»S − #»S (0)∣∣2 ≤ C[ sup
Bpi2τr
|Dh−Dh(0)|2 + sup
Bpi
σ/2
|Dh|4
]
≤ C
[
τ 2
rn
∫
Bpiσ
|Dh|2 dL n +
(
1
rn
∫
Bpiσ
|Dh|2 dL n
)2 ]
.
Recalling (6.29), (6.30), (6.33) the right hand side is controlled by∫
Bpiσ
|Dh|2 dL n ≤ CrnE ,
and hence we come out with
(6.34) sup
Cpi2τr
∣∣ #»S − #»S (0)∣∣2 ≤ C[τ 2E+ E2] .
From (2.18) and (4.2) we now read off
(6.35) ‖T‖(Cpi2τr) = rn(12E+mωn(2τ)n) ,
and then we infer via (6.34), (6.35), and the inequalities τ ≤ 1, E ≤ 1
(6.36)
Y =
∫
Cpi2τr
∣∣ #»S − #»S (0)∣∣2 d‖T‖ ≤ Crn(E+ τn)[τ 2E+ E2]
≤ Crn[τn+2E+ E2] .
Collecting (6.21), (6.33), and (6.36) we arrive at
(6.37)
∫
Cpi2τr
∣∣ #»T − #»S (0)∣∣2 d‖T‖ ≤ Crn[τn+2E+ E1+2δ2 ] .
Step 6. (Tilting of planes and cylinders; conclusion) Next we turn to our claim
(6.3), which follows via Lemma 5.2 from a suitable smallness assumption. Indeed, we
consider an arbitrary n-plane $ with
(6.38) |$−pi| ≤ C∗E1/(20n) ,
where C∗ will be fixed below. When we assume
(6.39) E ≤ λ−2n0 and C∗E1/(20n) ≤
τ
12n
,
Lemma 5.2 is applicable and immediately gives (6.3).
Turning to the claims (6.1) and (6.2) we now set
pi(1) :=
#»
S (0) .
As in the sequel we will fix C∗ larger than the quantity
√
C2 from (6.24) above, the
latter estimate gives the control
(6.40) |pi(1)−pi| ≤ C∗E3δ/2 = C∗E3/(40n) ≤ C∗E1/(20n) .
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In addition, (6.39) implies C∗E
1/(20n) ≤ 1
2
, and thus (6.1) is established. Furthermore,
(6.40) shows that the already proved claim (6.3) is applicable for $ = pi(1). By (6.3)
with this choice and by (6.37) we then have
(τr)nE
(
Tr/2, 0, τr, pi
(1)
) ≤ ∫
Cpi2τr
∣∣ #»T − #»S (0)∣∣2 d‖T‖ ≤ Crn[τn+2 + E2δ2]E .
Now we finally fix C∗ larger than
√
C2 and twice the constant in the last estimate,
which both depend only on n and m. Then we obtain (6.2) by postulation of the
smallness condition
(6.41) E2δ
2 ≤ τn+2 .
To conclude the proof of Proposition 6.1 we finally choose ε1 ∈ (0, ε0] small enough
that the condition E ≤ ε1 implies the previously assumed conditions (6.17), (6.32),
(6.39), and (6.41). Recalling δ = 1
20n
this choice can be achieved in such a way that
ε1 depends only on n, m, and τ . The proof of Proposition 6.1 is now complete. 
We next observe that in the situation of Proposition 6.1, Assumption 4.1 automat-
ically carries over from scale r to the smaller scale τr. More precisely, we have:
Lemma 6.2. Consider τ ∈ (0, 1
16
] and the corresponding number ε1 from Proposi-
tion 6.1. If 0 ∈ spt T and Assumption 4.1 holds for T on Cpir up to ε ≤ ε1, then it
also holds with the same multiplicity m for Tr/2 := T C
pi
r/2 on C
pi(1)
τr up to ε.
Proof. Since we require the same assumptions as for Proposition 6.1, the assertions
of the proposition can be employed. By (6.1) the choice $ = pi(1) in (6.3) is ad-
missible and we have in particular Cpi
(1)
τr ∩ spt Tr/2 ⊂ Cpir/2. This inclusion implies
(∂Tr/2) C
pi(1)
τr = (∂T ) (C
pi
r/2 ∩Cpi
(1)
τr ) and thus (4.1) carries over to Tr/2 on C
pi(1)
τr . By
the same inclusion also (4.3) carries over, and (4.4) is preserved in view of (6.2).
In connection with (4.2) we involve the bound |pi(1)−pi| ≤ min{C∗E(T, 0, r, pi)1/(20n), 12}
(which comes from (6.1)) and the following continuity argument. We first connect9
pi(0) := pi and pi(1) by n-planes pi(t) in H with 0 < t < 1 such that [0, 1] 7→ Λn(H), t 7→
pi(t) is a continuous curve and such that |pi(t)−pi| ≤ |pi(1)−pi| for all t ∈ [0, 1]. In
particular, (6.3) is applicable when $ is chosen as any of the pi(t), and we have
Cpi
(t)
τr ∩ spt Tr/2 ⊂ Cpi2τr and
〈
pi(t), pi
〉
= 1 − 1
2
|pi(t)−pi|2 > 0 for all t ∈ [0, 1]. In con-
nection with (4.1) the last inclusion implies (∂Tr/2) C
pi(t)
τr ≡ 0, and the constancy
theorem gives
(6.42)
(
ppi
(t))
]
(Tr/2 C
pi(t)
τr ) = m
(t)
q
Bpi
(t)
τr
y
9The existence of suitable pi(t) can be checked formally with the help of Lemma 2.1. Indeed,
when we write pi =
∧n
i=1 pii with orthonormal pii, and when ` : Spanpi → (Spanpi)⊥ with Graph ` =
Spanpi(1) denotes the linear map of the lemma, we can set pi(t) :=
∧n
i=1[pii+t`(pii)] and get the
n-planes pi(t) := pi(t)/|pi(t)| for 0 < t < 1. It can be checked that this choice of the pi(t) connects pi
and pi(1) continuously and such that |pi(t)−pi| is increasing.
34 LUIGI AMBROSIO, CAMILLO DE LELLIS, AND THOMAS SCHMIDT
for certain integers m(t), where m(0) equals m. We now write pi =
∧n
i=1 pii and intro-
duce ppii ∈ Lip(H) by ppii (z) := 〈pii, z〉 and ϕ ∈ Lipb(H) by ϕ(z) := (τr−|z|)+. Since
ϕ vanishes outside Cpi
(t)
τr , (6.42) implies
(6.43) Tr/2
((
ϕ◦ppi(t)) n∧
i=1
d
(
ppii ◦ppi
(t)))
= m(t)
q
Bpi
(t)
τr
y(
ϕ
n∧
i=1
dppii
)
Here, by Lemma 2.2 the Lipschitz functions ϕ◦ppi(t) and ppii ◦ppi(t) depend continuously
on t (with respect to pointwise convergence in Lip(H)), and they have uniformly
bounded Lipschitz constants. Therefore, the continuity axiom and the definition of
mass imply that the left hand side of (6.43) as a whole depends continuously on t.
On the right hand side of (6.43) we rewrite with the help of (2.10)
q
Bpi
(t)
τr
y(
ϕ
n∧
i=1
dppii
)
=
〈
pi(t), pi
〉 ∫
Bpi
(t)
τr
(τr−|z|) dL n(z) .
Here, the last expression is continuous in t (the integral is in fact t-independent) and
positive for all t ∈ [0, 1]. All in all, we can conclude from (6.42) that the integers
m(t) depend continuously on t ∈ [0, 1], and consequently we have m(1) = m(0) = m.
Hence, (6.42) with t = 1 shows that (4.2) holds also for Tr/2 on the smaller scale τr
— with the same multiplicity m. 
With the help of Lemma 6.2 we can iterate Proposition 6.1 in order to obtain the
following decay properties of the excess.
Proposition 6.3 (excess decay). For every α ∈ (0, 1) there exists a constant ε2 ∈
(0, 1], depending only on n, m and α, with the following property. If we have z ∈ spt T
and Assumption 4.1 holds for T on z+Cpir up to ε ≤ ε2, then, for all % ∈ (0, r] there
is an n-plane pi%(z) with |pi%(z)−pi| ≤ 12 such that: the requirements (4.1), (4.2), and
(4.3) of Assumption 4.1 hold also for Tr/2 := T (z+C
pi
r/2) on z+C
pi%(z)
% , and for some
constant C, which depends only on n, m, and α, we have
E(T, z, %, pi) ≤ CE(T, z, r, pi)3/(20n) ,
E(Tr/2, z, %, pi%(z)) ≤ C
(%
r
)2α
E(T, z, r, pi) .
Proof. For ease of notation we assume z = 0, and we abbreviate E := E(T, 0, r, pi)
and
β :=
3
40n
.
We will use Proposition 6.1 with a fixed τ ∈ (0, 1
16
] such that C∗τ
2 ≤ τ 2α holds for
the constant C∗ of the proposition, and when we refer to (6.2) in the following we
will understand that correspondingly C∗τ
2 has been replaced by τ 2α on its right hand
side. We record that this choice of τ fixes also the ε1 of Proposition 6.1, depending
only on n, m, and α. We will now prove — working with some ε2 ∈ (0, ε1] to be
chosen later depending only on the momentarily fixed quantities — the existence of a
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sequence (pi(i))i∈N of n-planes in H such that, understanding pi(0) := pi, the following
four claims hold for all i ∈ N:
|pi(i) − pi(i−1)| ≤ C∗τ 2βα(i−1)Eβ ,(6.44)
C$τ ir ∩ spt Tr/2 ⊂ Cpi
(i−1)
2τ ir whenever |$ − pi| ≤
C∗
1−τ 2βαE
β ,(6.45)
E(Tr/2, 0, τ
ir, pi(i)) ≤ τ 2αiE .(6.46)
Assumption 4.1 holds for Tr/2 on C
pi(i)
τ ir up to ε .(6.47)
Indeed, we will construct the pi(i) inductively. Keeping ε ≤ ε2 ≤ ε1 in mind, we first
observe that Proposition 6.1 can be applied and gives a pi(1) such that (6.44) and
(6.46) hold for i = 1. We will see at the end of the proof that we can assume
(6.48)
1
1−τ 2βαE
β ≤ E1/(20n) ,
and then also the case i = 1 of (6.45) follows from (6.3) in Proposition 6.1, and
Lemma 6.2 yields (6.47) for i = 1. Now let us assume that we have found pi(1),
pi(2), . . . , pi(k) up to some k ∈ N such that (6.44), (6.45), (6.46), (6.47) hold true for
i = 1, 2, . . . , k. We will then show the existence of an n-plane pi(k+1) such that the
same claims are also valid for i = k + 1. To this end we first exploit (6.47) for i = k,
and we apply Proposition 6.1 to Tr/2 on C
pi(k)
τkr . The proposition then gives an n-plane
pi(k+1), for which, also using (6.46) for i = k, we have
|pi(k+1) − pi(k)| ≤ C∗E(Tr/2, 0, τkr, pi(k))β ≤ C∗τ 2βαkEβ ,
and this is just (6.44) for i = k+1. Using (6.44) for i = 1, 2, . . . , k, k+1 and summing
the corresponding geometric series, we now observe that
(6.49) |pi(i) − pi| ≤ C∗
1−τ 2βαE
β holds for i = 1, 2, . . . , k, k+1 .
In order to deal with (6.45) we consider an n-plane $ with |$−pi| ≤ C∗Eβ/(1−τ 2βα).
By (6.49) we also infer
|$ − pi(k)| ≤ 2C∗
1−τ 2βαE
β .
This estimate together with (6.47) for i = k − 1 (or with the hypotheses of the
proposition, in the case k = 1) will enable us to apply Lemma 5.2 for Tr/2 C
pi(k−1)
τk−1r/2,
once we assume
(6.50)
2C∗
1−τ 2βαE
β ≤ τ
2
12n
and E ≤ λ−2n0 .
As (6.50) will be satisfied by our later choice of ε2, the conclusion of Lemma 5.2 (with
τ 2 in place of τ) indeed gives
(6.51) C$τk+1r ∩ spt (Tr/2 Cpi
(k−1)
τk−1r/2) ⊂ Cpi
(k)
2τk+1r .
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Now we exploit the inductive assumption (6.45) for i = k. Decreasing the cylinder
on the left hand side and increasing the one on the right hand side, this gives in
particular
C$τk+1r ∩ spt Tr/2 ⊂ Cpi
(k−1)
τk−1r/2 .
By the last inclusion, (6.51) simplifies to
C$τk+1r ∩ spt Tr/2 ⊂ Cpi
(k)
2τk+1r ,
so that we have obtained (6.45) for i = k+1. By (6.49) we can take $ = pi(k+1), and
thus we have as a particular case
(6.52) Cpi
(k+1)
τk+1r ∩ spt Tr/2 ⊂ Cpi
(k)
τkr/2 .
Next we come back to the above application of Proposition 6.1 and we observe that
it also yields
E(Tr/2 C
pi(k)
τkr/2, 0, τ
k+1r, pi(k+1)) ≤ τ 2αE(Tr/2, 0, τkr, pi(k)) ,
where by (6.52) the left hand-side of the last estimate simplifies to E(Tr/2, 0, τ
k+1r, pi(k+1)).
Thus, using (6.46) for i = k on the right hand side, we get (6.46) also for i = k + 1.
Similarly, Lemma 6.2 together with (6.47) for i = k tells us that Assumption 4.1
holds for Tr/2 C
pi(k)
τkr/2 on C
pi(k+1)
τk+1r up to ε, and by (6.52) this turns out to be the same
as (6.47) for i = k + 1. In summary, we have obtained all claims for i = k + 1, the
induction in k is complete, and (6.44), (6.45), (6.46), (6.47) are now available for all
i ∈ N.
Now we are ready to establish the claims of the proposition. For a given % ∈ (0, r]
we fix some i ∈ N0 with
(6.53) τ i+1r < % ≤ τ ir ,
and we estimate via (6.46)
E(Tr/2, 0, %, pi
(i)) ≤ τ−nE(Tr/2, 0, τ ir, pi(i)) ≤ τ−nτ 2αiE < τ−n−2α
(%
r
)2α
E .
Here, τ is fixed, depending only on n, m, and α, and thus we have obtained (6.3) with
pi%(0) := pi
(i). With this choice of pi%(0) the claimed validity of (4.1), (4.2), and (4.3)
for Tr/2 on C
pi%(0)
% is immediate from (6.47). Moreover, via (6.49) and the assumption
(6.50) above, we get
(6.54) |pi(i)−pi| ≤ C∗
1−τ 2βαE
β ≤ 1
2
,
which proves the stated control on |pi%(0)−pi|. Turning to the inequality (6.3), we first
record that it is is easily verified (with constant τ−n) for τr < % ≤ r. For % ≤ τr
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we fix as before some i ∈ N with (6.53), and we first deduce from (4.2), (2.18), and
(6.45) with $ = pi that
‖T‖(Cpi%) ≤ mωn%n +
1
2
%nE(T, 0, %, pi) ,
Cpiτ ir ∩ spt T ⊂ Cpi
(i−1)
τ i−1r .
Using the preceding observations along with (6.54) and (6.46), we deduce
E(T, 0, %, pi) ≤ 2%−n
[ ∫
Cpi%
∣∣ #»T−pi(i−1)∣∣2 d‖T‖+ |pi(i−1)−pi|2‖T‖(Cpi%)]
≤ 2%−n
∫
Cpi
τir
∣∣ #»T−pi(i−1)∣∣2 d‖Tr/2‖+ C2∗
(1−τ 2βα)2E
2β
[
2mωn + E(T, 0, %, pi)
]
≤ 2τ−2nE(Tr/2, 0, τ i−1r, pi(i−1)) + 2mωnC
2
∗
(1−τ 2βα)2E
2β +
1
4
E(T, 0, %, pi)
≤ 2τ−2nE+ 2mωnC
2
∗
(1−τ 2βα)2E
2β +
1
4
E(T, 0, %, pi) ,
and absorbing the last term, we get (6.3) also in the remaining cases. To conclude the
proof it suffices to take ε2 ∈ (0, ε1] small enough that E ≤ ε2 implies the previously
exploited smallness conditions (6.48) and (6.50). Recalling the choices made at the
beginning of the proof (in connection with (6.48) note specifically β = 3/(40n) >
1/(20n)), such an ε2 can be chosen, depending only on n, m, and α. 
Proof of Theorem 4.2. Highlighting their dependence on α, we write ε2;α and Cα for
the constants of Proposition 6.3. Then we choose
ε∗ := min{ε0, 2−n(C−11/2γ)20n/3, 2−nε2;1/2} ,
where ε0 is the constant of Lemma 5.1 and γ the one of Lemma 5.5. In the sit-
uation of Theorem 4.2 we can then apply Lemma 5.3 with λ = 1, and we write
f : Bpir/2 → (Span pi)⊥ for the Lipschitz function of the lemma with Lip(f) ≤ 1. More-
over, observing first E(T, z, r/2, pi) ≤ 2nE(T, 0, r, pi) ≤ min{(C−11/2γ)20n/3, ε2;1/2} for all
z ∈ Cpir/2, we can apply Proposition 6.3 with α = 12 on the cylinders z+Cpir/2 to get
E(T, z, %, pi) ≤ C1/2E(T, z, r/2, pi)3/(20n) ≤ γ(6.55)
E(T (z+Cpir/4), z, %, pi%(z)) ≤ C1/2
%
r
E(T, z, r/2, pi) ≤ C1/2%
r
ε2;1/2(6.56)
for all z ∈ spt Tr/2 and 0 < % ≤ r/2. Here, the pi%(z) are the n-planes given by
Proposition 6.3, and we have once more abbreviated Tr/2 := T C
pi
r/2. We now make
use of the fact that spt Tr/2 is compact by the discussion at the very end of Sec-
tion 2.4. It follows that ppi(spt Tr/2) is closed, and this together with (4.2) ensures
Bpir/2 ⊂ ppi(spt Tr/2). As E(T, z, %, pi) remains unchanged when one adds a vector from
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(Spanpi)⊥, (6.55) implies that the set G1 from Lemma 5.5 is all of B
pi
r/2, and then
(5.8) gives
Tr/2 = mJGraph fK .
For every given α ∈ (0, 1) we next fix rα ∈ (0, r/2] small enough that C1/2 rαr ε2;1/2 ≤
ε2;α holds. Coming back to (6.56) we then infer E(T (z+C
pi
r/4), z, rα, pirα(z)) ≤ ε2;α,
and hence — as (4.1), (4.2), (4.3) are already guaranteed by the preceding application
of Proposition 6.3 — Assumption 4.1 holds for T (z+Cpir/4) on z+C
pirα(z)
rα up to ε2;α,
for all z ∈ spt Tr/2 = Graph f . We can therefore apply Proposition 6.3 again, and
decreasing the domain of integration on the left hand side from a cylinder to a ball
we deduce
(6.57) %−n
∫
F (x)+B%
∣∣ #»T − pi%(x)∣∣2 d‖T‖ ≤ Cα( %
rα
)2α
ε2;α .
for all x ∈ Bpir/2 and all % ≤ rα/2 ≤ r/4 with some n-planes pi%(x) such that
|pi%(x)−pi| ≤ 12 . By Lemma 2.1 we can find linear maps `%(x) : Span pi → (Span pi)⊥
with Graph `%(x) = Span pi%(x) and |`%(x)| ≤ 1. As earlier we write F and L%(x) for
the graph mappings of f and `%(x), respectively, and we observe pi%(x) =
∧n
i=1 L%(x)pii
Jn(L%(x))
(compare, for instance, the proof of Lemma 2.1 for the identification of the right
sign). In the next step we exploit that |Df | and Jn(L%(x)) are bounded by a dimen-
sional constant, and we make use of the equalities 1 = |pi| = |[Df ]pi0 | = |[`%(x)]pi0 | and
|Df−`%(x)| = |[Df−`%(x)]pi1 | = |[Df ]pi1−[`%(x)]pi1 | in the terminology of Section 2.5.
Employing also (2.24) and (2.12), L n-a. e. on Bpir/2 we can estimate, with a dimen-
sional constant,
|Df − `%(x)|2 ≤ C
∣∣∣∣ DfJn(L%(x)) − `%(x)Jn(L%(x))
∣∣∣∣2
≤ C
[∣∣∣∣ 1Jn(L%(x)) − 1Jn(DF )
∣∣∣∣2 + ∣∣∣∣ DfJn(DF ) − `%(x)Jn(L%(x))
∣∣∣∣2]
≤ C
n∑
k=0
∣∣∣∣ [Df ]pikJn(DF ) − [`%(x)]
pi
k
Jn(L%(x))
∣∣∣∣2
= C
∣∣∣∣∧ni=1(DF )piiJn(DF ) −
∧n
i=1 L%(x)pii
Jn(L%(x))
∣∣∣∣2
= C
∣∣ #»T ◦F − pi%(x)∣∣2 .
When we use the last estimate, (2.13), the area formula (2.4) (where the Jacobian is
estimated from below by 1), and the inclusion F (x+Bpi%/2) ⊂ F (x)+B% in (6.57), we
find10
%−n
∫
x+Bpi
%/2
|Df − `%(x)|2 dL n ≤ C Cα
( %
rα
)2α
.
10Note that here the linear map `%(x) is understood as constant in the integration variable.
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for all x ∈ Bpir/2 and % ∈ (0, rα/2]. From the last estimate it is straightforward
to conclude that for every fixed x ∈ Bpir/2 the sequence (`2−krα(x))k∈N is a Cauchy
sequence which converges to some `(x) with error bound |`2−krα(x)−`(x)| ≤ C2−kα,
so that we get
%−n
∫
x+Bpi%
|Df − `(x)|2 dL n ≤ C˜α
( %
rα
)2α
for all x ∈ Bpir/2 and % ∈ (0, rα/4], with yet another constant C˜α, which depends only
on n, m, and α. For every Lebesgue point x of Df the corresponding Lebesgue value
is `(x), thus ` is a representative of Df , and for all x, x˜ ∈ Bpir/2 with 0 6= |x˜−x| ≤ rα/4
we have
|`(x˜)− `(x)|2 ≤ 1
ωn(|x˜−x|/2)n
∫
x+x˜
2
+Bpi
|x˜−x|/2
[|Df − `(x)|2 + |Df − `(x˜)|2] dL n
≤ 2
n
ωn
|x˜−x|−n
[ ∫
x+Bpi
|x˜−x|
|Df − `(x)|2 dL n +
∫
x˜+Bpi
|x˜−x|
|Df − `(x˜)|2 dL n
]
≤ 2
n+1
ωn
C˜α
( |x˜−x|
rα
)2α
.
This proves that the representative ` of Df is α-Ho¨lder continuous on Bpir/2 for all
α ∈ (0, 1), and now it is easy to check that f is Fre´chet differentiable at every
x ∈ Bpir/2 with derivative Df(x) = `(x). This ends the proof of Theorem 4.2. 
7. Partial regularity
In this section we prove Theorem 1.2. We begin with the following lemma, that
eventually will be applied with µ = ‖T‖ and Θ equal to the spherical n-dimensional
density of µ.
Lemma 7.1. Consider a finite, non-negative Borel measure µ in H, a relatively open
subset Γ of sptµ, and an upper semicontinuous function Θ : Γ→ [0,∞). If one has
Θ ∈ N µ-a. e., then the set
D := {z ∈ Γ : Θ(z) ∈ N and Θ ≡ Θ(z) µ-a. e. in a neighborhood of z}
is dense in Γ.
Proof. Let Γ˜ := Θ−1(N), fix z0 ∈ Γ and r > 0, and observe that (z0+Br) ∩ Γ˜ has
positive measure and is in particular not empty. Next consider a minimum point w0
for the restriction of Θ to (z0+Br) ∩ Γ˜. Clearly, this minimum point exists, because
there are finitely many integers less than Θ(z0). Then we have
Θ(w0) ≤ Θ(z) ∀z ∈ (z0+Br) ∩ Γ˜
and, by the upper semicontinuity of Θ, we get Θ ≡ Θ(w0) on (w0+Br′) ∩ Γ˜ for some
r′ > 0. Therefore w0 ∈ D and, as z0 and r are arbitrary, this proves the density of
D. 
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Proof of Theorem 1.2. Applying the previous lemma with µ = ‖T‖, Γ = Ω ∩ spt T ,
and Θ = Θn(‖T‖, ·), we know that the set D1 of points z ∈ Ω ∩ spt T such that
Θ(z) ∈ N and Θ = Θ(z) H n-a. e. in a neighborhood of z is dense. Let now ε > 0.
Consider the set D2 of points z ∈ D1 such that z+Bpir+B⊥pir is at positive distance
from H \ Ω,
(7.1) Θ ≡ m ‖T‖-a. e. on z+Bpir+B⊥pir ,
∫
z+Bpir+B
⊥pi
r
|T − pi|2 d‖T‖ < εrn ,
(7.2) ‖T‖(z+Bpi2r+(B⊥pi2r \B⊥pir/4)) < εωnrn ,
(7.3)
(
m− 1
2
)
ωnr
n < ‖T‖(z+Bpir+B⊥pir ) <
(
m+ 1
2
)
ωnr
n ,
for some m ∈ N, some r > 0, and some n-plane pi. From the definitions of D1 and
D2 and from Proposition B.2 we infer that every point in D1 has a neighborhood N
with ‖T‖(N \D2) = 0. Hence we know that also D2 is dense in Ω ∩ spt T .
Let z ∈ D2 and m, r, pi be chosen according to (7.1), (7.2), (7.3). Moreover
set U := z + Bpir+B
⊥pi
r . We claim that T˜ := T U fulfills, possibly with opposite
orientation, the assumptions of the ε-regularity Theorem 4.2, provided that we choose
ε sufficiently small depending only on n andm (notice that since we are working inside
D1 we can neglect the dependence on m). In order to prove the claim, we show first
by contradiction that
(7.4) U ∩ spt T ⊂ z +Bpir+B⊥pir/2 .
If w ∈ U ∩ spt T satisfies |qpi(w − z)| ≥ r/2, the ball w+Br/4 is contained in
z+Bpi2r+(B
⊥pi
2r \ B⊥pir/4), hence (7.2) yields ‖T‖(w+Br/4) < εωnrn. This contradicts
(2.20) if ε < 4−n. From (7.4) and the assumption (∂T ) Ω ≡ 0 we obtain that
T˜ has no boundary in the cylinder z+Cpir . Then, the constancy theorem gives
(ppi)](T (z+C
pi
r )) = m
′Jz+Bpir K for some integer m′, and (7.3) together with (2.18)
yields |m′| = m, if ε < 1.
Therefore either T˜ or −T˜ satisfy the four conditions listed in Assumption 4.1.
Moreover, a simple retraction argument shows that T˜ (and −T˜ as well) is locally
minimizing in z+Cpir . Indeed, consider R ∈ In(H) with ∂R ≡ 0 and sptR ⊂ z+Cpir ,
and let us prove that M
(
T˜
) ≤ M(T˜+R). First, possibly using a retraction of the
cylinder on U , we can assume that sptR ⊂ U . Then, recalling that U has positive
distance from H \ Ω, we can use the local minimality of T in Ω to compare T with
T+R and getM(T ) ≤M(T+R) ≤M(T˜+R)+‖T‖(H\U). Subtracting ‖T‖(H\U)
from both sides, we arrive at M(T˜ ) ≤M(T˜+R) as claimed.
Finally, notice that possibly choosing r slightly smaller we can retain the same
properties above of T˜ and have also T˜ ∈ In(H). Choosing also ε ≤ ε∗ in our construc-
tion of T˜ we can therefore apply Theorem 4.2 to obtain that U consists of regular
points of T˜ only, and the same holds for T . Since z ∈ D2 is arbitrary, this proves that
Reg T is dense. 
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Appendix A. Cartesian products and homotopy construction
In the following we will be concerned with Cartesian products of currents, which
arise by a slight variant of the cone construction as presented in [5, Definition 10.1]
(compare also with the classical construction in [20]), and we will work in the Hilbert
space R×H (with inner product 〈(t1, z1), (t2, z2)〉 := t1t2+ 〈z1, z2〉). In this regard we
use the isometric embeddings
it : H → R×H , given by it(z) := (t, z) ,
and for a Lipschitz function χ : R×H → R we write Dtχ for its partial derivative with
respect to the first variable. Given any σ-finite Borel measure µ on H this derivative
exists (L 1⊗µ)-a. e. in R×H and is bounded by Lip(χ). Consequently, for L 1-a. e.
t ∈ R the composition (Dtχ)◦it is defined µ-almost-everywhere. This last observation,
applied with χ = ψj and µ = ‖T‖, makes the following definition well-posed:
Lemma A.1 (Cartesian products). Consider an (n−1)-current T ∈Mn−1(H). Then
the specification(J0, 1K×T )(ϕ n∧
i=1
dψi
)
:=
n∑
j=1
(−1)j−1
∫ 1
0
(
(it)]T
)(
ϕDtψj
n∧
i=1
i 6=j
dψi
)
dL 1(t)
for (ϕ, ψ) ∈ Lipb(R×H)× Lip(R×H)n defines a metric functional T with
(A.1)
∥∥J0, 1K×T∥∥ ≤ n(L 1 [0, 1])⊗ ‖T‖ .
Moreover:
• if T ∈ Nn−1(H) is normal, then J0, 1K×T ∈ Nn(R×H) is a normal n-
dimensional current with
(A.2) ∂
(J0, 1K×T ) = (i1)]T − (i0)]T − J0, 1K×(∂T ) ;
• if T is (integer-)rectifiable, then also J0, 1K×T is an (integer-)rectifiable cur-
rent.
Proof. Clearly, J0, 1K×T is linear in ϕ and each ψi and is thus a metric functional.
To prove (A.1) we consider (ϕ, ψ) ∈ Lipb(R×H) × Lip(R×H)n with Lip(ψi) ≤ 1
for all i ∈ {1, 2, . . . , n}. Then from the definitions of the Cartesian product, the
pushforward, and the mass, combined with the Lipschitz bound Lip(ψi◦it) ≤ 1, we
readily deduce∣∣∣∣(J0, 1K×T )(ϕ n∧
i=1
dψi
)∣∣∣∣ ≤ n ∫ 1
0
∫
H
|ϕ◦it| d‖T‖ dL 1(t) = n
∫
[0,1]×H
|ϕ| d(L 1⊗‖T‖) .
By multilinearity and again by the definition of mass this implies (A.1) and in par-
ticular M
(J0, 1K×T ) <∞.
If T is a normal current, following the proof of [5, Proposition 10.2] one can show
that J0, 1K×T satisfies the continuity axiom and the formula (A.2). Indeed, we will not
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discuss the adaption of the respective arguments, as the required changes11 are mostly
notational ones. By applying (A.1) with ∂T in place of T we obtainM
(J0, 1K×∂T ) <
∞; then (A.2) allows to conclude M(∂(J0, 1K×T )) < ∞. As the locality axiom is
easily verified, we thus have J0, 1K×T ∈ Nn(R×H).
Finally, for T ∈ Rn−1(H) we denote by (ST , θT , #»T ) a corresponding triplet as in
Section 2.4 with countably (n−1)-rectifiable ST , and we write #»T =
∧n−1
i=1 Ti with
Borel functions Ti : ST → H. As candidates for the multiplicity and the orien-
tation of J0, 1K×T we consider ϑ : [0, 1]×ST → (0,∞) with ϑ(t, z) := θT (z) and
τ : [0, 1]×ST → Λn(R×H) with τ(t, z) := (1, 0) ∧
∧n−1
i=1 (0, Ti(z)). We moreover fix
(ϕ, ψ) ∈ Lipb(R×H)×Lip(R×H)n, and we recall that the inner product of n-vectors
is given by the determinant in (2.1); by Laplace expansion of this determinant we
then get〈
n∧
i=1
D[0,1]×STψi(t, z), τ(t, z)
〉
=
n∑
j=1
(−1)j−1 〈D[0,1]×STψj(t, z), (1, 0)〉
〈
n∧
i=1
i 6=j
D[0,1]×STψi(t, z),
n−1∧
i=1
(0, Ti(z))
〉
=
n∑
j=1
(−1)j−1Dtψj(t, z)
〈
n∧
i=1
i 6=j
DST (ψi◦it)(z), #»T (z)
〉
for all (t, z) ∈ [0, 1]×ST . We multiply this equality with ϕ(t, z) and ϑ(t, z) = θT (z)
and integrate with respect to H n−1 in z. Using additionally the representation (2.10)
for the (n−1)-current T we infer∫
{t}×ST
ϕ
〈
n∧
i=1
D[0,1]×STψi, τ
〉
ϑ dH n−1
=
n∑
j=1
(−1)j−1
∫
ST
(ϕ◦it)(Dtψj◦it)
〈
n∧
i=1
i 6=j
DST (ψi◦it), #»T
〉
θT dH
n−1
=
n∑
j=1
(−1)j−1((it)]T )(ϕDtψj n∧
i=1
i 6=j
dψi
)
for all t ∈ [0, 1]. Now we integrate the resulting equality also in t, on the left hand side
we involve the coarea formula [6, Theorem 9.4] with area factor 1 on the countably
11Indeed, t does now denote an extra variable instead of a radial one, and the partial functions
ϕ◦it and ψ◦it replace ϕt and pit. Otherwise the main difference is that S(ϕ0 dpi0) vanishes in [5,
Proposition 10.2], while in our setup the corresponding term
(
(i0)]
)
T
(
ϕ
∧n
i=1 dψi
)
remains on the
right hand side of (A.2).
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n-rectifiable set [0, 1]×ST , and on the right hand side we exploit the definition of
J0, 1K×T . We then find
(A.3)
∫
[0,1]×ST
ϕ
〈
n∧
i=1
D[0,1]×STψi, τ
〉
ϑ dH n =
(J0, 1K×T )(ϕ n∧
i=1
dψi
)
.
All in all, we have thus shown that J0, 1K×T is the current which is induced by the
triplet ([0, 1]×ST , ϑ, τ) in the sense of (2.10). By [5, Theorem 9.1] this current is
rectifiable.
Finally, for T ∈ In−1(H) the multiplicity θT can be chosen N-valued. Consequently,
the above function ϑ is N-valued, and in conclusion we get J0, 1K×T ∈ In(R×H) in
this situation. 
Remark A.2. The following two observations concern the rectifiability part of the
preceding argument. They are scarcely relevant for our purposes, but may still be
worth pointing out:
• For rectifiable currents T one can actually improve the estimate (A.1) — by
similar arguments as above and the representation of mass in (2.13) — to the
equality ∥∥J0, 1K×T∥∥ = (L 1 [0, 1])⊗ ‖T‖ .
This situation may be compared to [20, 2.10.45] and [20, 3.2.23].
• The rectifiability of J0, 1K×T can alternatively be proved by the following shorter
and more elementary reasoning provided that T is normal and rectifiable: By
definition T is concentrated on a countably (n−1)-rectifiable set S, and by
(A.1) J0, 1K×T is then concentrated on the countably n-rectifiable set [0, 1]×S.
By [5, Theorem 3.9]12 this property already implies the rectifiability of J0, 1K×T .
We now consider the pushforward H](J0, 1K×T ) under a homotopy H : [0, 1]×H →
H. We remark that for H(t, z) = tz + (1−t)z0 this pushforward becomes a cone
over T with vertex z0 ∈ H, and we get back the original cone construction of [5,
Definition 10.1] as a special case. However, in the following we will make a different
choice of H , which will lead to a proof of the following lemma.
Lemma A.3 (homotopy retraction on a graph). Consider a current T ∈ Nn−1(H)
with ∂T ≡ 0, an n-plane pi in H, and a Lipschitz function f : ppi(spt T )→ (Span pi)⊥.
If we have
(A.4) K := sup
spt T
|qpi − f◦ppi| <∞ ,
then there exists a another current V ∈ Nn(H) with spt V ⊂ (ppi)−1
(
ppi(spt T )
)
,
(A.5) ∂V = T−F](ppi)]T and M(V ) ≤ nK(1+Lip(f))n−1‖T‖(H\Graph f) .
Additionally, if T is (integer-)rectifiable, then also V can be chosen (integer-)rectifiable.
12The application of this theorem relies on the fact that J0, 1K×T is normal by the preceding
reasoning.
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Proof. We set
V = H](J0, 1K×T ) ,
where J0, 1K×T is defined in Lemma A.1, and where H : [0, 1]×spt T → H is the
Lipschitz homotopy given by
H(t, z) := tz + (1−t)F (ppi(z)) .
Then the image of H is contained in (ppi)−1
(
ppi(spt T )
)
, and the claimed inclusion of
the support of V follows at once. From the interchangeability of ∂ and H], (A.2), and
∂T ≡ 0 we moreover deduce that V is normal with
∂V = H]∂(J0, 1K×T ) = (H◦i1)]T − (H◦i0)]T = T − F](ppi)]T .
To get the mass estimate in (A.5) we first notice Lip(H◦it) ≤ 1+Lip(f) for t ∈ [0, 1].
Moreover, we have Lip(H(·, z)) = |z−F (ppi(z))| = |qpi(z)−f(ppi(z))| for all z ∈ spt T ,
which implies that |Dt(ψj◦H)◦it| ≤ |qpi−f◦ppi| holds (L 1⊗‖T‖)-a. e. on [0, 1]×spt T .
Next we employ the definitions of pushforward, product, and mass together with the
preceding observations in the following estimate13 for (ϕ, ψ) ∈ Lipb(H)× Lip(H)n∣∣∣∣V (ϕ n∧
i=1
dψi
)∣∣∣∣ = ∣∣∣∣(J0, 1K×T )((ϕ◦H) n∧
i=1
d(ψi◦H)
)∣∣∣∣
≤
n∑
j=1
∫ 1
0
∣∣∣∣T((ϕ◦H◦it)(Dt(ψj◦H)◦it) n∧
i=1
i6=j
(ψi◦H◦it)
)∣∣∣∣dL 1(t)
≤ (1+Lip(f))n−1
n∑
j=1
∫ 1
0
∫
sptT
|ϕ◦H◦it| |Dt(ψj◦H)◦it| d‖T‖ dL 1(t)
≤ n(1+Lip(f))n−1
∫ 1
0
∫
sptT
|ϕ◦H◦it| |qpi−f◦ppi| d‖T‖ dL 1(t) .
As qpi−f◦ppi vanishes on Graph f and is elsewhere controlled by (A.4), we finally get∣∣∣∣V (ϕ n∧
i=1
dψi
)∣∣∣∣ ≤ nK(1+Lip(f))n−1 ∫
[0,1]×(sptT\Graph f)
|ϕ◦H| d(L 1⊗‖T‖) .
We have thus shown
‖V ‖ ≤ nK(1+Lip(f))n−1H]((L 1 [0, 1])⊗ (‖T‖ (spt T \Graph f))) ,
and in particular the total mass estimate in (A.5) follows.
Finally, the remaining claim about conservation of (integer-)rectifiability follows
from the fact that this property is preserved under both the product construction of
Lemma A.1 and the pushforward operation. 
13The compositions with H and H◦it in this estimate are only defined on [0, 1]×sptT and sptT ,
respectively. However, by the locality statement in [5, Theorem 3.5] this is sufficient to keep all
relevant expressions well-defined.
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Appendix B. Monotonicity formula and density results
In this appendix, we denote by C1(H,H) the space of Fre´chet differentiable maps
Φ: H → H such that the derivative DΦ is continuous from H to the space of linear
maps in H endowed with the operator norm. We write Id for the identity map in H,
and we use the notation
div #»T Φ(z) := trace #»T (z)(DΦ(z))
where the right-hand side is defined in (2.7).
Proposition B.1 (first variation). Let Ω ⊂ H be open, let T ∈ In(H) be locally
minimizing in Ω, and consider Φ ∈ C1(H,H), with support at a positive distance
from H \ Ω, such that DΦ is bounded. Then we have
(B.1)
∫
H
div #»T Φd‖T‖ = 0 .
Proof. Given L : H → H linear and continuous, we denote Jn(L, #»T ) the n-dimensional
Jacobian in (2.5) with the n-plane pi given by
#»
T . We write Ψε := Id + εΦ and notice
that, for ε small enough, Ψε is injective; in addition, the area formula and the local
minimality of T give
M(T ) ≤M((Ψε)]T ) = ∫
H
Jn(DΨε,
#»
T ) d‖T‖ .
Using (2.6) (and the rule for the derivative of the square root), we can differentiate
with respect to ε to obtain (B.1). 
Proof of (2.19). For z ∈ Ω and 0 < η < σ < dist(z, ∂Ω) we will show that
‖T‖(z+Bη)
ηn
≤ ‖T‖(z+Bσ)
σn
.
We can assume, without loss of generality, ‖T‖(z+∂Bη) = ‖T‖(z+∂Bσ) = 0. Under
this extra assumption, an easy approximation argument shows that (B.1) still holds
all for vector fields Φ of the form Φ(w) = χ(|w−z|)(w−z), with χ : [0,∞) → [0,∞)
Lipschitz, with support in [0, dist(z, ∂Ω)), whose derivative χ′(t) has at most jump
discontinuities at t = η and t = σ. Now we specifically insert in (B.1) the vector field
Φ(w) :=
[
min{η−n, |w−z|−n} − σ−n]
+
(w−z) ,
whose support is the closure of z+Bσ. Then, the claim follows at once, when we
calculate div #»T Φ ≡ n[η−n−σ−n] on z+Bη and div #»T Φ ≥ −nσ−n on (z+Bσ) \ (z+Bη).

Proposition B.2. Consider T ∈ In(H). Then, for ‖T‖-a. e. z ∈ H there hold
lim
r↘0
r−n
∫
z+Br
∣∣ #»T − #»T (z)∣∣2 d‖T‖ = 0 ,(B.2)
lim
r↘0
‖Tz,r‖ = Θ(‖T‖, z)H n Span #»T (z) ,(B.3)
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where Iz,r(w) := (w−z)/r, Tz,r := (Iz,r)]T and the latter convergence is understood in
duality with bounded continuous functions with bounded support.
Proof. Let us first reduce the proof to the case when T = F]JθK for some Lipschitz
map F : Rn →H and θ ∈ L1(Rn), with θ ∈ N∪{0}L n-a. e. in Rn and F bi-Lipschitz
on θ−1(N). Indeed, thanks to [5, Theorem 4.5], we can write any integer-rectifiable
T with finite mass as a M-convergent series of currents Ti of this form with pairwise
disjoint measure-theoretic supports Si. Since for any i it holds
#»
T =
#»
Ti H
n-a. e. on Si, Θ
∗n
(∑
j 6=i
‖Tj‖, z
)
= 0 H n-a. e. on Si
(for the second statement, see for instance [20, 2.10.18(2)]) we see that both (B.2)
and (B.3) for T at H n-a. e. point of Si follow from (B.2) and (B.3) for Si.
So, let us assume T = F]JθK for some Lipschitz map F : Rn → H and some
θ ∈ L1(Rn) such that θ ∈ N∪{0} holds L n-a. e. in Rn and such that F is bi-Lipschitz
on θ−1(N). We denote by e1, . . . , en the canonical basis of R
n. Using the area formula
[6, Theorem 5.1], one can check by a straightforward computation that (B.2) holds
at a point z = F (x), with
#»
T (z) equal to the normalization of
∧n
i=1DF (x)ei, provided
that we have Θ∗n(‖T‖, z) <∞ and that x ∈ θ−1(N) satisfies
(B.4) lim
r↘0
1
‖JθK‖(x+Bnr )
∫
x+Bnr
|DF − DF (x)| d‖JθK‖ = 0 .
Here, DF exists L n-a. e. on Rn by the Rademacher theorem [9, Theorem 5.11.1],
(B.4) holds for ‖JθK‖-a. e. x ∈ Rn, and all in all the preceding conditions are satisfied
for ‖T‖-a. e. z ∈ H; thus, we arrive at the claim about (B.2).
In connection with (B.3), we consider z = F (x) with x ∈ θ−1(N) such that F is
classically Fre´chet-differentiable at x with Span
#»
T (z) equal to the image of DF (x)
and with
lim
r↘0
r−n
∫
x+Bnr
[|Jn(DF )− Jn(DF (x))|+ |θ − θ(x)|] dL n = 0 .
When we set Fr(y) := (F (x+ry) − F (x))/r and θr(y) := θ(x+ry), then Fr(y) con-
verges to DF (x)y locally uniformly in y ∈ Rn, on the level of the Jacobians Jn(DFr)
converges to Jn(DF (x)) in L
1
loc(R
n), and also θr converges to θ(x) in L
1
loc(R
n). Fur-
thermore, we have
(Iz,r)]T = (Fr)]JθrK ,
and with the help of the preceding converges we conclude
lim
r↘0
∫
H
ϕ d‖Tz,r‖ = lim
r↘0
∫
Rn
ϕ(Fr)Jn(DFr)θr dL
n
= θ(x)Jn(DF (x))
∫
Rn
ϕ(DF (x)y) dL n(y) = θ(x)
∫
Span
#»
T (z)
ϕ dH n
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for every bounded continuous function ϕ : H → R with bounded support. As a
side benefit of this convergence we also get Θn(‖T‖, z) = limr↘0 ‖Tz,r‖(B1)/ωn =
θ(x). Similar as above, the assumed conditions on z = F (x) hold true for L n-a. e.
x ∈ θ−1(N) and thus for ‖T‖-a. e. z ∈ H, so that we arrive at the claim regarding
(B.3). 
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