As bivalve aquaculture continues to grow, it is imperative to understand the spatially-explicit interactions between farmed bivalves and the environment. However, the ability of models to represent a large number of bivalve ecophysiology and environmental variables-in 3-D spatially-explicit domains-has been limited by computational constraints. To overcome some of these computational limitations, we developed an optimized hybrid model by two-way coupling a state-of-the-art Eulerian model (Regional Ocean Modeling System; ROMS) that simulates physical, planktonic and sediment dynamics, with an individual-based model (IBM) that simulates shellfish ecophysiology (SHELL-E). The IBM model efficiently represents sparsely-distributed variables that do not occur in every grid cell of the domain, and simplifies the representation of complex life-history and physiological processes, like spawning events. We applied the hybrid model to a mussel farm in Ship Harbour (Eastern Canada) and compared model results against measurements of physical variables, water samples (chlorophyll, nutrients, oxygen and suspended sediments) and mussel size distributions. The hybrid model reproduced the main dynamics of the physical, planktonic and sediment Eulerian variables, as well as the bivalve ecophysiology IBM variables. Prognostic limitations estimated by the model suggested that mussels were temperature-stressed during parts of the summer, and food-limited during parts of the winter. We also used the hybrid model to estimate the production carrying capacity of the farm and we found that the farm is not overstocked. However, we also found that the estimation of carrying capacity strongly depends on the inferred natural mortality, which is difficult to estimate accurately. This work aims to transfer sound and open-source oceanographic tools (i.e. ROMS) into the applied fields of aquaculture research and management.
Introduction
Bivalve aquaculture is growing exponentially worldwide, representing about 65% of total marine aquaculture production and about 11% of total seafood produced for human consumption (statistics for 2009; FAO, 2010) . If this industry is to expand in a sustainable manner, it is imperative to understand and quantify the effect of farmed bivalves on the environment, as well as the influence of environmental conditions on the production of bivalves. This implies that bivalve aquaculture models must include a twoway coupling scheme between bivalves and the environment, to adequately resolve the relevant feedbacks.
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Following the expansion of bivalve aquaculture, the development of models that represent bivalve-environment interactions has also been growing rapidly during the last three decades (e.g. Incze et al., 1981; Dowd, 2003; Grangeré et al., 2010) . Although these models have diverse foci and approaches, they all fall into two basic categories: (1) Eulerian or grid-based models, or (2) individual-based models.
Eulerian or grid-based models track variables inside fixed volumes of space (i.e. boxes or grid cells). They are the model of choice to simulate variables that behave like tracers (e.g. temperature, phytoplankton concentration, etc.), where a single average value represents the state inside a whole box or grid cell (Lande and Lewis, 1989) , and where exchanges among boxes or grid cells, along with changes within the box, are used to represent the dynamics everywhere within the gridded model domain. Eulerian models are by far the most commonly used models representing bivalve-environment interactions. The first models described the interactive influences of bivalve filtration and water currents on the concentration of phytoplankton in 1-D horizontal (Incze et al., 1981; Rosland et al., 2011) and vertical Duarte et al., 2008) scenarios. Later models also included primary productivity and other lower-trophic level dynamics; however, a single box (i.e. 0-D model) was used to represent an entire bay (e.g. Dame and Prins, 1998) . Some newer studies used an individual growth model forced with environmental data (Bourles et al., 2009; . Meanwhile, the spatial resolution of other bivalve-environment models has increased over the years from 2-D box models Troost et al., 2010) , to 2-D models with fine grids (Duarte et al., 2003; Grangeré et al., 2010; Guyondet et al., 2010) , to fine grids in 3-D (Marinov et al., 2007; Spillman et al., 2008; Leon et al., 2011, this study) . These bivalve-environment models can use different physiology sub-models; for example, some estimate bivalve growth using Scope-For-Growth sub-models (SFG; , while others use Dynamic Energy Budget theory (DEB; . However, all these models use the Eulerian framework, with domains divided in boxes or grid cells, and with variables representing the average state in each box or cell. Bivalves inside grid cells are also represented as an average concentration; however, unlike conventional Eulerian tracers (e.g. plankton concentration or temperature), the concentration of bivalves is not subject to transport by advection and turbulent diffusion processes. Moreover, if the Eulerian model is designed with many size-classes, each class would be defined with its own state variable. For bivalves to grow from one size-class to the next one, at each time-step some mass has to be subtracted from the smaller class and added to the larger class.
Individual-based models (IBMs; Grimm and Railsback, 2005 ) track variables associated with sparsely distributed particles, each representing an individual (e.g. a bivalve) or a group of identical individuals. Commonly, 2-D and 3-D individual-based models are used to study larval dynamics (fish larvae: see review by Miller, 2007;  bivalve larvae : North et al., 2008 : North et al., , 2010 . The majority of these IBM models are forced with output from an Eulerian bio-physical model (i.e. one-way coupling), allowing the particles (each representing an individual larva) to "drift around", thereby experiencing different environmental conditions, like temperature, plankton concentration, etc. In bivalve aquaculture, individual particles have been used to represent individual bivalves seeded in different shellfish growing areas (e.g. Ferreira et al., 2008) ; as each particle encounters different environmental conditions, the variables tracked for each particle (e.g. bivalve biomass and bivalve size) also evolved differently, depending on its surroundings. At the end of the simulation, the variables tracked for all particles are used to compute the properties of the system (e.g. total bivalve biomass, or evolution of size in a particular area). This is why, in IBM models, the system properties are said to "emerge" from the properties of the individual particles (Grimm and Railsback, 2005) . However, it is important to emphasize that-although one-way coupled IBM models are very useful to assess the impact of the environment on individuals-the reverse is not possible. That is, the model structure of conventional one-way coupled IBM models does not allow individuals to influence the variables of the Eulerian model in which they are embedded; for example, bivalves cannot change the concentration of phytoplankton.
Individual-based models have not been used extensively in studies of bivalve aquaculture. In addition to the study by Ferreira et al. (2008) mentioned above, there are a few examples of their use in 0-D applications (e.g. , and as a method for parameter optimization (Duarte et al., 2010) .
Here, we utilize a type of model referred to as an Eulerian/IBM hybrid (Ibarra, 2011) . Such hybrids simultaneously operate two models: an Eulerian model describes the dynamics of physical and planktonic ecosystem variables that are defined everywhere within a gridded domain (e.g. currents, temperature, nutrients, plankton, detritus, etc.), while an IBM model describes the dynamics of variables only defined at discrete locations that are sparsely distributed within the domain (e.g. bivalve biomass, size, assimilation rates, etc.). The Eulerian and IBM models run simultaneously and are two-way coupled, thus allowing Eulerian variables to modify IBM variables and vice-versa. Mass is exchanged among variables in the two models, and total mass is conserved in the system. The structure of hybrid models allow feedbacks between bivalves and the environment, thus enabling bivalves to alter the environment as the same time the environment modifies bivalve physiology. Additionally, because bivalve equations are only computed at some discrete locations (i.e. instead of in every grid cell within the domain), hybrid models can represent numerous bivalve ecophysiology variables, in a 3-D high-resolution domain, without compromising model speed.
The objectives of this study are to (1) develop a hybrid Eulerian/IBM model capable of resolving spatially variable interactions and feedbacks between planktonic ecosystem variables and aquacultured bivalves, (2) assess model performance by applying the hybrid model to a fjord in Eastern Canada containing mussel aquaculture, and then comparing model results against available data, (3) estimate the production carrying capacity of the mussel farm, (4) evaluate the role of natural mortality of bivalves on the estimation of production carrying capacity, and (5) highlight the advantages of hybrid models in the fields of aquaculture research and management.
Materials and methods

Model overview
We implemented the shellfish ecophysiology model, SHELL-E, in the Regional Ocean Modeling System (ROMS), which is a state-of-the-art, open-source, 3-D ocean model ; http://myroms.org). Within ROMS, we used the main hydrodynamic module, the sediment transport module , one of the lower-trophic biological modules , and the individual-based biological module (Ibarra, 2011) . The hydrodynamic, planktonic ecosystem and sediment transport models operate under an Eulerian or grid-based framework (i.e. model domain is discredited into a grid). The individual-based biological module operates in a particle-based framework (Ibarra, 2011) , where many particles can be inserted at discrete locations anywhere within the model domain. In this study, each particle represents a separate Culture Unit, each containing a number of identical bivalves (Fig. 1) . Model details and equations are provided as online supplemental material; symbols and units are presented in Table 1 . Below we only provide a brief summary of the model functioning.
In the model, each bivalve filters particles from the watercolumn (i.e. phytoplankton, zooplankton and detritus) at a rate controlled by the environmental variables experienced within the grid cell, such as temperature, salinity and oxygen concentration. The environmental control on bivalve filtration is imposed via limiting functions (e.g. Fig. 2) . Some of the material filtered by the bivalves is incorporated as bivalve somatic tissue, some is incorporated as gonads, and some is returned to the water column as waste (faeces, pseudofaeces and ammonia). Additionally, gonads are emptied during spawning events, which occur when the gonads reach a threshold fraction of the total weight. Bivalves are also subject to natural mortality and harvesting. The water-column variables and the bivalve variables are mass-balanced, therefore any change in bivalve mass causes a corresponding and inverse change of mass in the water-column variables (with the exception harvesting, where harvested biomass is assumed to exit the system). The two-way coupling between the Eulerian planktonic ecosystem . 3 Fennel et al. (2006) . 4 See text in Section 1.3 in online supplemental material. 5 Warner et al. (2008) . 6 Grant et al. (2008) . 7 Guyondet et al. (2010) . 8 Bayne et al. (1983) . 9 Gonzalez and Yevich (1976) . 10 Calculated to yield less than 10% limitation at 0 • C and 30% limitation at 15
• C (Thompson, 1984) . 11 Calculated based on lethal salinity of 10 PSU and 10% limitation at 22.5 PSU . 12 Calculated to yield a maximum mussel size of approximately 100 mm (Ibarra, 2003) . 13 Calculated to stop filtration at 17.5 mmol O2 m −3 and to cause a 5% limitation at 175 mmol O2 m −3 ). 14 . 15 Wallentinus (1984) . 16 pers. comm. (J. Stairs, 2011). 17 Lotze et al. (1999) . 18 Widdows and Johnson (1988) . 19 Fennel et al. (2013) . 20 Estimated so that, at the end of the one-year simulation, the final total biomass of bivalves in the embayment was the same as the initial total biomass. 21 Estimated from mussel meat yields (Smith et al., 2009) , where maximum observed yields correspond to mussel with full gonad and minimum yields correspond to mussels with empty gonads. 22 Tuned. model and the individual-based bivalve physiology model allows for the simultaneous computations of (1) the effect of the environment on bivalves and (2) the effect of bivalves on the environment.
Model application
We applied the coupled model to Ship Harbour, Nova Scotia, Eastern Canada (Fig. 3) , which is an estuarine fjord with a mussel farm (see farm details in Section 2.3). We compared model results with observations, however the modelling period (2004) (2005) was different than the period of collection of the observations, because we did not have boundary forcing for the time when samples were collected (water samples: 1988 -1992 CTD and currents: 2001; mussel size-distributions: 2001) . Also, we compared our model results against published data from other sites in Atlantic Canada, including Mahone Bay and Bedford Basin, Nova Scotia (Cranford and Hill, 1999) and Trinity Bay, Newfoundland (Thompson, 1984) . The application of the model encompassed five modelling analyses, which we outline below.
Analysis 1 -Comparison against physical data
Using default parameters (Table 1) , we ran the model to simulate two months (output at 15 min intervals) during a time of the year concurrent with our data of currents, temperature and salinity (see Section 2.6.1). Only the hydrodynamic module was used for this run.
Analysis 2 -Comparison against biochemical and mussel physiology data
We ran the model to produce a one-year simulation (output at daily intervals) to compare model output against water samples collected from 1988 to 1992 for analysis of nutrients, chlorophyll, oxygen and particulate organic matter (see Section 2.6.2) and against published rates of mussel physiology (Thompson, 1984; Cranford and Hill, 1999) . We used default parameters (Table 1) and Fig. 2 . Limiting functions for temperature (Eq. 6) and salinity (Eq. 7). Note that model equations are located in the online supplemental material. a mussel standing stock consistent with the stock reared at the time of collection of water samples (see Section 2.3).
Analysis 3 -Comparison against mussel size-classes
We ran the model to produce a one-year simulation (output at daily intervals) to compare model output against the sizedistributions of mussels collected in 2001 (see section 2.6.3). Note that, while all mussels in a Culture Unit are identical (same size), it is possible to create a size distribution by inserting many Culture Units (each of different size) in a single grid cell.
We used default parameters (Table 1 ) and a mussel standing stock consistent with the stock reared during 2001. However, in the location where mussel samples were collected, we inserted 33 Culture Units, each initialized with a different initial biomass (i.e. initial size) so that the ensemble of Culture Units in that location would mimic the size-distribution of the mussel samples. At the end of the simulation, the size of all the mussels from all the Culture Units in that location were binned into size-classes to evaluate the resulting size-distribution after the one-year simulation.
Analysis 4 -Determination of production carrying capacity
In this study we evaluated the production carrying capacity, defined as the "optimized level of production" of aquacultured bivalves (McKindsey et al., 2006) .
We ran 7 one-year simulations using the high resolution grid, and using all the default parameters from Table 1 (except Harvesting rate, Harv = 0 d −1 , see below). We ran each simulation with a different initial mussel density, ranging from 3 to 200 gdw m −3 . In this analysis we did not use the continuous harvesting scheme used in the previous analyses. Instead, for each simulation we estimated the harvest yield (tons), which was defined as the total mussel biomass at the end of the simulation minus the total biomass at the beginning of the simulation. The production carrying capacity was determined as the smallest initial mussel density that produced the highest harvest yield.
Analysis 5 -Effect of natural mortality on the determination of production carrying capacity
We evaluated the effect that the natural mortality of bivalves has on the estimation of the production carrying capacity by estimating carrying capacity (using the procedure described above) at natural mortalities of 0, 0.0001, 0.0005 and 0.001 d −1 . In total we ran 28 one-year simulations to estimate the harvest yield as a function of initial mussel density and mussel natural mortality.
Study site
Ship Harbour is a long (10 km) and narrow estuarine fjord, with a deeper inner basin with maximum depth of 27 m, and a shallow sill with an approximate depth of 7 m. Mean tides are 1.4 m and spring tides are 2.0 m (Gregory et al., 1993) . At the seaward boundary, Ship Harbour is open to the North Atlantic. The dominant source of fresh water is the Ship Harbour River (Fig. 3) , discharging an annual average of 18 m 3 s −1 (Gregory et al., 1993) , and driving an estuarine circulation. There is a continuous supply of silicate via the river, and of phosphate via the estuarine circulation (Strain, 2002) . Therefore, nitrate supplied from shelf waters during the winter controls most of the variability of chlorophyll and is the most important source of nitrogen driving new production in the spring bloom (Strain, 2002) .
Ship Harbour has one of the largest mussel farms in Nova Scotia (Aquaprime Mussel Ranch Ltd.). Blue mussels (Mytilus edulis and M. trossolus) are grown in mesh socks suspended from long-lines (Sénéchal et al., 2008 ). Juvenile mussels are seeded at an approximate size of 8 mm (i.e. B k = 0.016 mmol N ind −1 , see Table 1 ), and they are harvested 3 years later at a approximate size of 75 mm or 10 mmol N ind −1 (John Stairs, pers comm.). At the time of collection of the water samples used in this study (1988) (1989) (1990) (1991) (1992) , the farm contained about 225 tons of mussels (wet weight with shell; Strain, 2002) , and at the time of collection of the mussel size-distribution samples (2001) the farm had about 1000 tons of mussels (Ibarra, 2003) .
Model grids and grid nesting
We created a high resolution grid representing Ship Harbour ( Fig. 3 ) which had 100 m × 100 m grid cells and 10 sigma layers. One-year simulations using the high resolution grid required about 1 day to run on 4 CPUs on our computer system (Linux cluster with 2.8 GHz Opteron processors). In the grid, the seaward open boundary was forced with output from a large meso-scale ROMS model for the North-East North American shelf (Fig. 3 ), which has been described in detail in Fennel et al. (2008) .
Forcing
Wind speed, air temperature, air pressure, relative humidity and rainfall rate from archive records (2004) (2005) were obtained from the meteorological station in Shearwater Airport (http://www.meds-sdmm.dfo-mpo.gc.ca/isdm-gdsi/azmp-pmza/ met/plot-graph-eng.asp?a=30), which is approximately 50 km from the study site. Short wave radiation was obtained from a Satlantic Land/Ocean Biogeochemical Observatory (LOBO; http://lobo.satlantic.com), about 55 km from the study site. The LOBO buoy was not operational during the time period of the simulations, therefore we shifted the LOBO data in time by subtracting 5 years from the time stamps. We assumed that the dynamics in Ship Harbour are mainly driven by the seasonal signal of short wave radiation, and that daily variability is not as important.
The open boundary at the seaward end of Ship Harbour was forced with output from the WebTide tidal prediction model (Department of Fisheries and Oceans, Canada; http://www2.mar.dfo-mpo.gc.ca/science/ocean/coastal hydrodynamics/WebTide/webtide.html). Also, the concentrations of all planktonic ecosystem variables entering the open boundary were forced using output from the meso-scale ROMS model described above.
Fresh water entering Ship Harbour through the river was simulated using a synthetic time-series created using data from Gregory et al. (1993) . The concentration of the planktonic ecosystem tracers in the river's water was set to resemble a seasonal pattern (e.g. ).
Initial conditions
All physical and planktonic ecosystem variables were initialized with constant values over the entire domain. Simulations began after a six-month model spin-up to allow physical and planktonic ecosystem variables to reach a distribution representative of the model dynamics. However, the individual-based variables (i.e. mussel soma, gonad and number of individuals) were reset at the beginning of the simulation, to evaluate their evolution from a uniform condition.
Data collection and analysis
Physical data
Temperature, salinity and current velocity were measured every 10 min from September 19 to October 15 of 2001 using a CTD/current meter (2D-ACM, Falmouth Scientific, Inc.) moored at 4.5 m from the bottom (Fig. 3) . Instrument deployment did not coincide with the period for which boundary forcing was available. That is, our model results correspond to a different year from the year when physical data were collected. Therefore, we restricted data/model comparison to seasonal means and did not attempt to explain short term variability.
Biological and chemical samples
Biological and chemical data were obtained from the BioChem database (DFO, 2005) and correspond to water samples collected in Ship Harbour (Fig. 3 ) from 1988 to 1992. Data have been published elsewhere (Keizer et al., 1996; Strain, 2002) ; here we present only a brief description of their sample analysis. Ammonia and nitrates (i.e. nitrate + nitrite) were measured with autoanalyzer techniques (Strain, 2002) , oxygen concentration was determined using a polarographic oxygen electrode (1991 survey) and Winkler titrations (1992 survey). Chlorophyll concentrations were determined using extracted fluorometry (Strickland and Parsons, 1968) . Suspended particulate matter (SPM) was estimated using preweighed filters and gravimetric analysis (Winneberger et al., 1963 ).
2.6.3. Size-distribution of mussels Mussels in Ship Harbour were sampled in September 2001 (Ibarra, 2003) . At the time of collection, mussels from each of the three year classes were sampled from the lease shown in Fig. 3 . The length of individual mussels was measured and size-distributions for each year-class were calculated. See Appendix A for the equation to convert from mussel length into biomass.
Results and discussion
In the first five subsections below, we combined the results and discussion of each of five self-contained analyses. For clarity, results are presented in past tense, while discussions are written in present tense.
Comparison against physical data (Analysis 1)
We compared modelling results of temperature, salinity and current speed against observations recorded with a CTD/current meter deployed in Ship Harbour in 2001 (Fig. 4) . Observed average current speeds in the East-West and North-South directions were 0.03 m s −1 and 0.002 m s −1 higher than the modelled average speeds, respectively. Observed average temperature was the same as the model (15.4 • C), but the observed average salinity was 0.1 PSU lower than the model. Considering that the model simulation corresponded to a different year from the observations (but same dates), the relatively small discrepancies between model and observations indicate that the model is reproducing the main hydrodynamic features of Ship Harbour. However, it is important to be aware that comparisons of histogram distributions (e.g. Fig. 4) is not a very robust validation method because it cannot resolve differences in phase or in vertical structure.
Comparison against biochemical and mussel physiology data (Analysis 2)
Planktonic ecosystem
Water-column planktonic ecosystem variables showed large spatial variability through Ship Harbour, as well as pronounced seasonal variability (Fig. 5 ). The spring bloom caused the largest concentrations of phytoplankton nitrogen, chlorophyll, oxygen and large detritus; while the lowest concentrations of phytoplankton, chlorophyll, zooplankton and small detritus were seen in winter. Concentrations of nitrate and large detritus were lowest in the summer.
We compared observations from water samples collected from 1988 to 1992 against a one-year model simulation (Fig. 6 ). Modelled phytoplankton nitrogen and chlorophyll concentrations showed seasonal variability with a very distinguishable spring bloom (peak of 4.2 mmol N m −3 or 17 mg Chl m −3 , see Fig. 6 ) and a less distinguishable fall bloom (peak of 2 mmol N m −3 or 13 mg Chl m −3 ). However the largest modelled concentrations occurred during late December (5.2 mmol N m −3 or 23 mg Chl m −3 ). Both, phytoplankton nitrogen and chlorophyll, also showed periodic variability with a period of about 15 days, that is likely due to the spring-neap tidal cycle. Modelled chlorophyll is within the range of observations from water samples. However, the model did not reproduce very high peaks of chlorophyll seen sporadically during the summer. These peaks may be attributed to vertical migrations of phytoplankton (e.g. Hall and Paerl, 2011) , resuspension of microalgae and detritus of macroalgae during wind events (e.g. MacIntyre and Cullen, 1996; Koh et al., 2006) , or enhanced productivity associated with resuspension of sediments (e.g. Chen et al., 2010) . Modelled chlorophyll also overestimated the observed concentration during late December to mid March. We speculate that the overestimation is because the model did not account for ice formation during winter months, which drastically reduces light penetration (Pegau and Zaneveld, 2000) .
Modelled zooplankton was highest during late spring (4 mmol N m −3 ) and lowest during the winter (0.5 mmol N m −3 ). However, unlike phytoplankton, zooplankton concentrations remained relatively high during summer months. The zooplankton time series also showed an oscillation of approximately 15 days, likely due to the spring-neap tidal cycle.
Oxygen concentrations from both, water samples and model, showed highest concentrations when the water was coldest and lowest concentration when water was warmest, in accordance with oxygen solubility properties of seawater . However, the observations showed a much larger variability with depth, where lower concentrations were seen in deeper waters. At times, oxygen concentration in deeper waters was as low as 20 mmol O 2 m −3 ; close to the hypoxic threshold of 17.5 mmol O 2 m −3 . The model did not reproduce the low oxygen concentration observed in deeper waters. This implies that there are oxygen sinks in Ship Harbour that are not accounted for by the model. Also, our model immediately remineralizes organic matter reaching the bottom, while in nature remineralization is spread out over seasons (Strain, 2002) .
In both model and observations, ammonia was low in the winter (approximately 1 mmol N m −3 ) and increased during the spring and summer as the water-column stratified (approximately 20 mmol N m −3 for the observations and 5 mmol N m −3 for the model). However the increase in ammonia concentration was much more pronounced in the observations (up to 48 mmol N m −3 ) than in the model (up to 9 mmol N m −3 ). Again, this suggests that there is a source of organic matter not accounted for in the model. Strain (2002) were also puzzled by the high ammonia concentrations in Ship Harbour, which they could not explain by the presence of mussels alone.
Nitrate concentration in the model and the observations were high during the winter and late fall (up to 8 mmol N m −3 ) and very low during the summer (0 to 0.25 mmol N m −3 ). Strain (2002) analysed nitrate-salinity relationships and concluded that nitrate in Ship Harbour likely comes from shelf water when the water column is mixed. Our model results are consistent with Strain's (2002) description of the nitrate dynamics in Ship Harbour.
The concentration of both small and large detritus follow similar patterns, with highest concentrations in late spring (1.5 and 3.2 mmol N m −3 for large and small detritus, respectively), intermediate concentrations in the summer and early fall, and lowest concentrations in the winter (0.1 and 0.9 mmol N m −3 for large and small detritus, respectively). Throughout the year, the concentration of small detritus was about double the concentration of large detritus. The modelled concentration of suspended inorganic particles showed sporadic spikes (maximum of 1.5 mg m −3 ), consistent with resuspension of sediments during strong wind events. The concentration of suspended particulate matter (SPM; i.e. large detritus + small detritus + inorganic sediments + phytoplankton + zooplankton) predicted by the model was roughly within the range observed from the water samples. However the model could not reproduce some of the large spikes observed in the data. This is probably because the model did not account for resuspension of material from the mussel socks, which is likely greater than resuspension at the bottom, because socks are closer to the surface where they can experience higher current speeds.
In this study we only give an overview of environmental changes in the water column because the effect of aquacultured bivalves on the environment in Ship Harbour was studied in detail elsewhere (Ibarra, 2011) .
Mussel physiology
We compared modelling results from the individual-based SHELL-E model against published physiological rates from different parts of Atlantic Canada (Thompson, 1984; Cranford and Hill, 1999) . The modelled number of individuals in all Culture Units decreased exponentially ( Fig. 7 ; from 2-7 × 10 4 ind, to 1-4 × 10 4 ind) due to natural mortality and harvesting. Modelled soma (i.e. structural biomass of mussels) increased throughout the year (from 6.3 to approximately 6.8 mmol N ind −1 ), however it increased more slowly after May. Modelled mussels at different locations grew at different rates. Although all mussels started the simulation with the same biomass, at the end of the one-year simulation there were differences in soma biomass of up to 0.5 mmol N ind −1 , with higher values in mussels in surface layers (Fig. 5) . In model runs with higher initial density, this difference was 1.5 mmol N ind −1 (data not shown), including some mussels that did not gain any biomass during the one-year model simulation. Mussels in the surface layers appeared to grow faster than the rest, which is consistent with observation (J. Stairs, pers. comm.).
The shell length of modelled mussels was estimated diagnostically using an empirical relationship for Ship Harbour (Ibarra, 2003 ; see Appendix A). Because it was calculated from biomass, it followed the same pattern as the soma, where slower growth occurred during the winter months, and faster growth during the spring, particularly in mussels in surface layers.
The most notable pattern of the gonad state was the three spawning events. However, Guyondet et al. (2010) stated that it is common for mussels of the region to spawn 2 times per year. The discrepancy in numbers of spawning events per year may be attributed to the fact that mussels in our model spawn simply by reaching a soma/gonad threshold, while real mussels are known to spawn not only when their gonads are full, but also when presented with a temperature cue , which was not programmed in the modelled mussels. Like the soma, mussel gonads grew all year round (except during spawning events); however gonad growth was slower during the winter. Also, the gonads of mussels close to the surface grew faster and therefore, mussels close to the surface were usually the first to spawn. The total biomass of modelled mussels showed a large variability during the one-year simulation, mainly because of the spawning events, but also because of the spatial variability observed in soma growth among the modelled mussels.
Clearance rates varied throughout the one-year simulation showing both low and high frequency variations. Most of the modelled clearance rates were between 0.5 and 2.8 L gdw −1 h −1 (i.e. 0.002 and 0.012 m 3 mmol N −1 d −1 ), however there are some short moments where clearance rates in the surface layers were completely shut down because of low salinity. Also, there were some short peaks when clearance rates almost reached 4 L gdw −1 h −1 (i.e. 0.017 m 3 mmol N −1 d −1 ). One of the advantages of the SHELL-E model is its ability to separately track the different limitations modulating clearance rates. Therefore we can evaluate which environmental factor had the largest impact during different times of the year.
Temperature played a large role in limiting modelled filtration during months with hot water temperature, particularly in surface layers. However, in this study, the limitation of filtration by temperature was regulated by parameters that we chose from a study from Newfoundland (Thompson, 1984) . These parameters imposed a reduction in the modelled filtration rate of up to 80% in the summer. We cannot verify if this temperature effect on filtration indeed occurred. However, based on anecdotal information from mussel farmers, we think that mussels in Eastern Canada are stressed during the weeks of hottest temperatures. This limitation due to high temperature may be restricted to populations of mussels acclimated to cold water, since some population of mussels in Italy have been shown to exhibit normal filtration rates at temperatures above 25 • C (Schulte, 1975) .
Food limitation also played an important role modulating modelled clearance rates during most of the year (except during hot months, where temperature was the main limiting factor). Food limitation showed high frequency variations due to the tides (lowest during slack tides) and was responsible for the high frequency variability in clearance rates.
Oxygen did not play an important role in our "standard" simulation, however in other model runs with high mussel densities, mussels depleted oxygen enough to cause a limitation as low as 0.4 of the maximum rate (data not shown).
Salinity only played a small role, where it limited filtration only for short periods of time and only in surface layers. However, it is important to emphasise that the limitation of filtration by salinity was mediated through parameters we chose from a study assessing the impact of salinity on shell growth . We assumed that a decrease in shell growth reflects a decrease in filtration, but this may not be the case. The sporadic, yet pronounced, decreases in filtration due to low salinity in our modelled results (Fig. 7) are the results of our choice of parameters and we do not have any way to verify if this phenomenon indeed happens in Ship Harbour. However, this can be seen as a new hypothesis that needs field data to be tested, with results being used to improve the parameterization. Overall, the effect of salinity on our modelled results was minimal and limited only to the mussels closest to the surface.
Modelled assimilation rates were highest during blooms in the spring and late fall (approximately 40 mg gdw −1 d −1 or 0.6 mmol N ind −1 d −1 ) and remained about 8 mg gdw −1 d −1 (or 0.1 mmol N ind −1 d −1 ) for the rest of the year (see Appendix A for conversions). The variability in the assimilation rate was within the range reported by Cranford and Hill (1999) , however they observed the highest rates only during the fall. Modelled excretion rates were also highest during blooms in the spring and late fall (approximately 20 g N gdw −1 h −1 or 0.06 mmol N ind −1 d −1 ) and remained about 3 g N gdw −1 h −1 (or 0.01 mmol N ind −1 d −1 ) for the rest of the year. The variability in excretion rates was within the range reported by Thompson (1984) , however he observed the highest rates only during early fall, when water temperature was warmest. Time-series of both, assimilation and excretion rates (Fig. 7) showed variability consistent with the variability in the time-series in phytoplankton biomass (Fig. 6) .
Egestion rates were highest during the spring bloom (up to 40 mg gdw −1 d −1 or 0.4 mmol N ind −1 d −1 ); however they remained relatively high during the summer. Unlike the rates of assimilation and excretion, that closely resemble the time-series of phytoplankton, the rate of egestion depended more strongly on the local concentration of detritus and zooplankton. This is because mussels have lower assimilation efficiencies for zooplankton and detritus, compared to the assimilation efficiency for phytoplankton. Therefore, a large portion of the filtered zooplankton and detritus ends up egested as undigested faeces. Simulated egestion rates were within the range of rates measured in the field (Cranford and Hill, 1999) . However, observed rates were highest in the fall when water temperature was the warmest.
The time series of reproductive effort resembled the series of soma and length, because both, soma and reproductive effort, are calculated diagnostically as a function the soma biomass. All mussels in the simulation were initialized to have the same initial size of 63 mm (1 gdw or 5.56 mmol N), which is the size of a "standard" adult mussel. This facilitates comparisons with physiological rates in the literature; however, because all mussels in the simulation were adults, the modelled reproductive effort shows only a slight increase (from 0.92 to 0.94) over the one-year simulation.
Note that, because of the lack of physiological experiments conducted on the same species and under the same environmental conditions as our model application, we were forced to use less appropriate parameters adapted from the available literature. Sarà et al. (2013) identified this is a common bottleneck in many models, and provided insight on how to circumvent this problem.
Comparison against mussel size-classes (Analysis 3)
We compared size-frequency distribution from mussels collected in 2001 against predicted size-distributions after a one-year model simulation (Fig. 8) . Comparing the modes of each distribution, we saw that mussels of the 2000 year-class grew in the model from 40 to 50 mm during the one-year simulation (i.e. from panel A to panel D in Fig. 8) . Similarly, mussels of the 1999 year-class grew in the model from 60 to 65 mm (from panel B to panel E), and mussels of the 1998 year-class grew in the model from 65 to 70 mm (from panel C to panel F). Comparing sizes of mussels of the same age-that is, panel B with D, and panel C with E-we found that modelled growth of younger mussels was somewhat slower than the inferred from the measured differences between age classes (i.e. 10 mm year −1 or from A to D, instead of 20 mm year −1 or from A to B), while the modelled growth of older mussels (5 mm yr −1 or from B to E) was the same as the measured difference (from B to C). At the end of the simulation, the modelled variability in size of the 2000 and 1999 year-classes (panels D and E) was smaller than the observed variability of the measured counterparts at the beginning of the simulation (panels B and C). This is partially because the model does not account for the recruitment of seedlings from the spawning events, which accounted for the smallest size-classes in the initial (i.e. measured) distributions. Additionally, in this study, natural mortality ( Nat ) was assumed to be independent of size. While the effect of size on natural mortality of mussels is largely unknown, it has been shown that the natural mortality of clams varies with size (Andresen et al., 2013) . The imposed constant natural mortality rate may be responsible for some of the discrepancies between the observed and modeled mussel size distributions (Fig. 8 ), where the model tended to overestimate the abundance of mussels smaller than the median.
Considering that the model was forced with atmospheric and boundary conditions from 2005, while mussels were sampled in 2001, we concluded that the model predicts mussel growth satisfactorily.
Determination of production carrying capacity (Analysis 4)
We estimated the production carrying capacity for farmed mussels in Ship Harbour using multiple one-year simulations of the hybrid model to determine the relationship of harvested yield as Fig. 8 . Measured histograms of size-distributions of mussels collected in Ship Harbour in 2001 from three year-classes (panels A, B and C; in red). Note the seeding is done with 1-year old juvenile mussels purchased from a different site. Therefore, for clarity, we included in parentheses the age of mussels at the time of collection. These measured size-distributions were used to initialize the biomass of multiple Culture Units that were inserted at a single location corresponding to the location where the mussels were collected. After a one-year model simulation, the resulting size-distribution from the ensemble of Culture Units (panels D, E and F; in blue) can be compared against mussels of the same age from the initial distributions (i.e. compare D against B, and E against C). Fig. 9 . Estimation of production carrying capacity for a mussel farm in Ship Harbour. Each density-yield curve was generated using multiple one-year simulations of our hybrid model, and each curve depicts the relationship between initial seeding density and harvested yield under one of four scenarios with different natural mortalities. For each curve, the production carrying capacity is estimated as the point of the curve with the maximum yield. The grey dashed line connects the maximum yields of all four mortality scenarios. a function of initial seeding density 1 and natural mortality (Fig. 9) . For any given natural mortality, at low initial seeding densities, the harvested yield increased substantially with small increases in initial density. However at intermediate seeding densities, mussels became food limited, thus small increases in initial density translated into minimal or null increases in yield. Finally, at high initial seeding densities, food limitation was so strong that mussels in the centre of the lease did not get enough food to offset their catabolic metabolism (Eq. 2 in online supplemental material) and natural mortality (Eq. 17 in online supplemental material), so the Culture Units started to lose weight. Therefore, the harvested yield at high seeding densities actually decreased compared to the yield estimated at intermediate seeding densities. The production carrying capacity of the system is the optimized level of production (McKindsey et al., 2006) , which is usually reached when seeding at an intermediate seeding density. Farmers seeding mussels at a lower density than the optimal density are underutilizing their resources, while farmers seeding above the optimal seeding density are overexploiting their resources, wasting seeding effort, and ultimately not harvesting as much as with a smaller initial density.
Note that, at low initial densities, the resulting yield increased exponentially with initial density (Fig. 9) . That is, at low initial densities, a doubling of the initial density (e.g. from 20 to 40 gdw m −3 , at mortality = 0 d −1 ) resulted in more than a doubling of the resulting yield (e.g. from 600 to 1400 tons). We speculate that this may occur because mussels may act as biocapacitors, which are "charged" with nitrogen during times of abundant food (e.g. spring bloom) and then slow-release their charge throughout the year, effectively 1 Note that the mussel densities (units: mmol N m -3 ) reported in this study reflect the bivalve biomass divided by the volume of the mussel lease. Other studies used as a reference the volume of the entire inner basin of the fjord (e.g. Strain, 2002) . subsidizing primary production during times of low nutrients (i.e. during the summer). In other words, mussels may help to retain nitrogen in the system, thus increasing nitrogen recycling. As stated in previous work (Grangeré et al., 2010) , bivalve aquaculture models must have two-way coupling between bivalve physiology and lower-trophic dynamics, to be able to resolve these feedbacks.
For Ship Harbour, we estimate that the production carrying capacity should be achieved at mussel seeding densities of approximately 60 gdw m −3 (for a natural mortality of 0.001 d −1 ), yielding a harvest of about 400 tons of mussels per year. The current seeding density in Ship Harbour is about 33 gdw m −3 (Ibarra, 2003) suggesting that aquaculture activities in Ship Harbour have not reached their production carrying capacity. However, we do not advise to increase their seeding densities on the basis of this prediction alone, because of uncertainties associated with our estimation of the natural mortality rate of mussels (see section below). This parameter has to be accurately estimated before the model can provide a more reliable estimate of the production carrying capacity for Ship Harbour.
Effect of natural mortality on the determination of carrying capacity (Analysis 5)
Our results show that natural mortality played an important role in the estimation of harvest yield, where higher mortalities translated into lower yields. However, the more interesting result is that the shape of the density-yield curves changed with increasing mortality. That is, the harvest yield at high initial densities decreased very rapidly in scenarios with high mortality; sometimes to the point where the harvests are less than the initial seeding (i.e. negative yield). The main implication of this change in shape of the density-yield curves is that the maximum yield (i.e. production carrying capacity) shifts towards smaller initial densities at higher natural mortalities. In our lower-mortality simulations, a five-fold increase in natural mortality (from 0.0001 to 0.0005 d −1 ) did not change the estimated maximum yield (90 gdw m −3 ). However in our higher mortality simulations, a doubling of the natural mortality (from 0.0005 to 0.001 d −1 ) resulted in a 33% decrease in yield (from 90 to 60 gdw m −3 ). Our results emphasize the importance of considering natural mortality when attempting to estimate the production carrying capacity of a farm. Some bivalve-environment models designed to estimate carrying capacity do not explicitly account for bivalve mortality (e.g. Incze et al., 1981; Sarà and Mazzola, 2004; Filgueira et al., 2010) . Other carrying capacity models do take bivalve mortality into consideration (e.g. Dame and Prins, 1998; Duarte et al., 2003; Guyondet et al., 2010) , but these studies do not investigate the effect of natural mortality on the estimated production carrying capacity. However, there are a few studies investigating the effect of natural mortality on bivalve standing stock (e.g. Bald et al., 2009 ).
Comparison of model results against data
Data-model comparisons showed that our model predicts planktonic ecosystem variables and bivalve physiology variables within ranges observed in the field (Fig. 6 and Fig. 7 ). However, due to restricted availability of forcing, our model results correspond to a different time from the time of collection of the observations. Also, some observations (from Hill, 1999 and Thompson, 1984) were collected from different embayments than the modelled study site. This lack of concomitance limits the ability of the data to reject the model (Franks, 2009) . That is, it is difficult to separate how much of the differences between the model results and observations are due to spatial and temporal differences, and how much is due to inadequacies of the model, or errors in our assumptions. However, even with these limited abilities, the available data provided a frame of reference that allowed us to constrain the model, and to evaluate the overall range of the modelled output.
Advantages of hybrid (Eulerian/IBM) ecosystem models
The main disadvantage of traditional Eulerian models is that they run too slowly when tasked with representing many state variables in a high-resolution 3-D grid. Therefore, Eulerian models designed to represent complex bivalve physiology with many state variables are often limited to use domains with fewer grid cells (i.e. box models or 2-D grids) and/or to neglect planktonic primary productivity processes. Similarly, Eulerian models using 3-D highresolution grids are often limited to use simple bivalve physiology models (i.e. low physiological resolution). In our hybrid model, we decoupled the bivalves from the Eulerian grid-based framework, allowing us to represent complex bivalve physiology in a 3-D highresolution domain while maintaining two-way coupling between bivalves and planktonic primary productivity processes.
As mentioned above, early models were able to represent complex bivalve physiology (at reasonable model speeds) by neglecting local primary production (e.g. Incze et al., 1981; Bacher et al., 2003) . That is, these models implemented a one-way coupling scheme between plankton and bivalves, where the local concentration of phytoplankton only depended on the balance between material entering the model domain (via forcing through an open boundary) and material filtered by the bivalves. These models cannot resolve feedbacks between bivalve physiology and phytoplankton dynamics, which are thought to be important in applications where the residence time of water within the domain is comparable to the doubling time of phytoplankton (Pilditch et al., 2001) . The application of bivalve-environment models neglecting primary production should be restricted to lease-scale applications (Ibarra, 2003) .
Other bivalve-environment models do include primary productivity and two-way coupling with lower-trophic level process, but at the expense of spatial resolution. These are ecosystem box models, where an entire bay is represented with a single box (i.e. 0-D models; e.g. Dame and Prins, 1998; or with a few boxes (i.e. coarse 2-D models; e.g. Troost et al., 2010) . These models assume that the contents of the box are completely mixed, thus bivalves have access to all the food within a box. In reality, food is usually not distributed homogeneously within a bay. Physical process such as solar heating of surface waters and freshwater runoff can produce water stratification, and biological process such as the filtration by bivalves can produce gradients in the distribution of phytoplankton (Ibarra, 2003; . The differences between a fine-scale 3-D model and a coarse 2-D model was briefly studied by Guyondet et al. (2010) . They compared results from their 3-D model for the Grande-Entrée lagoon (Iles-de-la-Madeleine, Québec, Canada) against results from a 2-D multiple-box model for the same region . The coarse 2-D model predicted a reduction in the concentration of phytoplankton of 15%, and a reduction of bivalve growth of 11%, as a result of a doubling in bivalve biomass. The fine-scale 3-D model predicted a 2.6% reduction in phytoplankton and a 3.5% reduction in bivalve growth as a result of the same doubling in bivalve biomass; however there were other differences between the two models apart from their spatial resolution. Spillman et al. (2008) also developed a fine-scale 3-D model and argued that-compared to coarse 1-D or 2-D models-their model predicted lower concentrations of food (and higher waste) in grid cells closest to their modeled bivalves; however, bay-averaged concentrations of food and nutrients remained relatively unaffected.
As we mentioned before, there are other advanced bivalveenvironment models that coupled physical-biological and bivalve physiology models, and that are spatially resolved by using fine scale grids in 2-D (Duarte et al., 2003; Grangeré et al., 2010; Guyondet et al., 2010) and fine grids in 3-D (Spillman et al., 2008; Leon et al., 2011) . All these are Eulerian or grid-based models and therefore their state variables must be defined in all grid cells within the model domain; hence, equations must be solved for each variable and for each grid cell. This is the main disadvantage of Eulerian models, where only a limited number of variables can be added (e.g. additional bivalve species, or size-classes, or physiological state variables) before the model slows down beyond practical limits. Therefore, Eulerian models with many grid cells (i.e. 3-D) may be limited to use simple physiological models, while Eulerian models using many bivalve physiological variables (e.g. Soma, Gonad, f(Temp), f(Salt), f(Oxy), etc.) may be limited to use 2-D domains with fewer grid cells.
In our hybrid model, bivalves are represented using sparsely distributed particles. Adding particle-based variables also increases the length of time required to finish a simulation, however the increase in time depends on the number of particles, and not on the number of grid cells. Therefore, the Eulerian portion of the hybrid model can be 3-D and with many grid cells, while the IBM portion of the model can track many variables, without compromising the speed of the model (see Ibarra, 2011) . The particle-based portion of our hybrid model tracks 3 prognostic and 17 diagnostic variables (see Table 1 ). The prognostic variables (i.e. Soma k , Gonad k , n k ,) allow the hybrid model to represent complex physiological processes (e.g. spawning events), however these variables are not the best candidates for model testing (Franks, 2009 ) because they depend on the balance of many processes, thus the "right" outcome can be achieved with many parameter combinations. Franks (2009) suggests that diagnostic variables representing physiological rates (e.g. A k , R k , F k , etc.) are much better suited for model testing because they depend on fewer parameters than the state variables, and because they are directly comparable against results from laboratory and field experiments. Our hybrid model tracks a large number of diagnostic variables (e.g.
, etc.), many of them representing physiological rates, which increases the options to constrain and test the model. Additionally, many of the diagnostic variables tracked by our model are very valuable in site selection and farm management. For example, a map of f k (Temp) + f k (Salt) + f k (Oxy) can help a farmer select the location for a new lease. The ability of hybrid models to employ many particle-based variables makes them an ideal candidate to simulate ecosystems with multiple species and/or polyculture farms (e.g. Ibarra, 2011; Sarà et al., 2012) , and to simulate scenarios with multiple size-classes in each grid cell (e.g. this study).
Conclusions
We developed a hybrid Eulerian/IBM modelling system capable of two-way coupling planktonic ecosystem and bivalve ecophysiology processes. The Eulerian part of the modelling system was used to represent grid-based processes such as phytoplankton photosynthesis, grazing by zooplankton, uptake of nutrients and mineralization of detritus; while the IBM part of the modelling system represented bivalve ecophysiological processes, e.g., filtration, assimilation, excretion, egestion and mortality. The simultaneous and combined simulation of these grid-and particle-based processes allowed us to resolve feedbacks between the bivalves and the planktonic ecosystem. We think that one of those feedbacks, the biocapacitor effect, may be responsible for an exponential increase in harvest yield with initial seeding density at low seeding densities.
In this work, we estimated the production carrying capacity of a mussel farm, and we found that the farm in Ship Harbour is currently stocked at approximately half of its carrying capacity. However, we do not recommend to increase the farm's stocking density because of the large uncertainties associated with the testing of our model in this study (see Section 3.6). We also determined that the estimation of production carrying capacity is sensitive to the natural mortality of bivalves, a parameter that needs to be estimated accurately to produce precise estimations of the production carrying capacity of a system.
Another strength of our hybrid modelling system is that it allows the representation of numerous bivalve ecophysiology variables in a 3-D high-resolution domain. Traditional Eulerian models can only represent a limited number of bivalve variables before the model slows down beyond practical limits. Our hybrid model tracks 20 bivalve ecophysiology variables (3 prognostic and 17 diagnostic). The prognostic variables allow the hybrid model to represent complex physiological processes (e.g. spawning events). The diagnostic variables (e.g. A k , R k , f k (Temp), f k (Salt), etc.) provide information crucial to the testing of the model (Franks, 2009) and make this model a versatile tool for aquaculture management, particularly when managing multiple size-classes, or multiple species (i.e. polyculture). However, these complex models must be carefully set up with appropriate parameters and rigorously tested against data before their use in operational decision making.
The hybrid model presented in this study is part of the Regional Ocean Modeling System (ROMS), which is an ocean model that has been widely used in applications ranging from effects of climate change (Wang et al., 2008) , to larval connectivity (North et al., 2008; Rasmussen et al., 2009) , to data assimilation from autonomous underwater vehicles (Chao et al., 2008) , and is recognized as stateof-the-art ocean model by the oceanographic community. The use of ROMS for an aquaculture application is a step towards narrowing the gap between fundamental and applied sciences. It is beneficial for the aquaculture community because it adds sound tools to its repertoire, and it is also beneficial for the ocean modelling community because it makes these modelling tools more main-stream and promotes the wide use of these oceanographic techniques. 
Model overview
We implemented the shellfish ecophysiology model, SHELL-E, as part of the Regional Ocean Modeling System (ROMS; ; http://myroms.org), which is an advanced, open-source, 3-D ocean model. ROMS is made of different modules that can be included or excluded in the executable file. Besides the hydrodynamic module, we also employed the sediment transport module , one of the lowertrophic biological modules , and the individual-based biological module (Ibarra, 2011) . The first three modules (i.e. hydrodynamics, planktonic ecosystem and sediment transport) operate under an Eulerian or grid-based framework, where the model domain is discretized using a curvilinear, orthogonal and staggered Arakawa Cgrid (Arakawa, 1966; . Beneath the water-column grid there is also a three-dimensional sediment bed grid, which is used to track sediment layering and bedload transport . The individual-based biological module operates in a particle-based framework (Ibarra, 2011) , where many particles can be inserted at 2 discrete locations anywhere within the model domain. In this study, each particle represents a separate Culture Unit, each containing a number of identical bivalves (Fig.   1 ).
Hydrodynamic model (ROMS)
ROMS is a 3-D, free-surface, terrain-following numerical ocean model that solves finitedifference approximations of the Reynolds-averaged Navier-Stokes equations using the hydrostatic and Boussinesq assumptions (Haidvogel et al., 2000; Shchepetkin and McWilliams, 2005) . Here we only present relevant equations; see Ibarra et al. (2011) for a complete description of the Eulerian/IBM hybrid modelling approach.
The time rate of change of any tracer, Ψ j (e.g. salinity, phytoplankton, suspended sediments, etc.), is estimated using the following scalar transport equation (Ibarra, 2011) : terms, and is replaced with equations 19 to 23, which are described in detail in section 1.6
below. All terms vary in space and time (x,y,σ,t) but, for clarity, we omitted the spatialtemporal dependency in the terms on the right hand side of the equation. See Table 1 for a complete list of symbols and units.
Planktonic ecosystem model
ROMS includes several planktonic or lower-trophic ecosystem models. In this study we Phytoplankton nitrogen and chlorophyll are simulated separately from each other, thus allowing the nitrogen-to-chlorophyll ratio to change depending on the acclimation of phytoplankton to environmental conditions. Increases in both phytoplankton nitrogen and chlorophyll depend on the local concentration of ammonium and nitrate and the local photosynthetically available radiation (I, W m -2 ), which is calculated at each grid cell depth using a variable attenuation coefficient (i.e. κ TOTAL (m -1 ), attenuation due to water plus attenuation due to chlorophyll). For this study, we also added attenuation due to coloured dissolved organic matter (CDOM), estimated using an empirical relationship between CDOM and salinity in Ship Harbour, Nova Scotia, Canada (κ CDOM = (-0.0315·salinity) + 1.1429; Ibarra, 2003) . Both phytoplankton nitrogen and chlorophyll are subject to grazing by zooplankton, sinking, flocculation into large detritus, and natural mortality. In this study we also added an individual-based loss term representing grazing by bivalves, which is explained in Section 1.6.
Zooplankton feeds on phytoplankton and excretes ammonium produced through basal metabolism and through a variable component proportional to the ingested phytoplankton. Zooplankton is also subject to natural mortality and, in this study, to filtration by bivalves (see Section 1.6).
The small detritus pool gains matter through "sloppy feeding" on phytoplankton by zooplankton and through mortalities of zooplankton and phytoplankton. The small detritus loss terms include flocculation into aggregates, remineralisation into ammonium and sinking. We added consumption by bivalves (see Section 1.6).
Large detritus is formed by natural flocculation of phytoplankton and small detritus, and is lost by remineralisation into ammonium, and sinking. We also added a term representing gains due to bivalve faecal deposition (see Section 1.5.1.6).
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Ammonium is lost due to uptake by phytoplankton and due to nitrification. The ammonium pool increases through the respiration of zooplankton, and through the remineralisation of small and large detritus. We added remineralisation of ammonium associated with respiration of bivalves (see section 1.5.1.3) and the decomposition of dead bivalves (via natural mortality). An additional production of ammonium occurs in the sediment as a result of benthic remineralisation. This process is included as a bottom boundary condition, where the flux of sinking phytoplankton, detritus and aggregates out of the bottommost grid box results immediately in a corresponding influx of ammonium at the sediment/water interface.
Nitrate is produced by the nitrification of ammonium, which occurs only in the dark and only in aerobic conditions. Nitrate decreases due to uptake by phytoplankton.
Oxygen dynamics are described by . Oxygen is exchanged between the atmosphere and the surface layer of the ocean depending on wind speed (Wanninkhof, 1992) and on the oxygen concentration and its solubility in seawater, which is a function of temperature and salinity . In seawater, oxygen is produced via photosynthesis by phytoplankton and it is consumed by zooplankton respiration, by mineralization of detritus in the water column and of organic matter at the sea floor, and during nitrification (i.e. oxidation of ammonium to nitrate).
We added a sink term due to respiration by bivalves (see section 1.5.1.3). 6
Sediment transport model
The sediment transport model represents a three-dimensional sediment bed underneath the ocean layers. The sediment layers are initialized with specified thickness, sediment-class distribution, porosity and age. The sediment classes are specified using fixed attributes of grain diameter, density, settling velocity, critical shear stress for erosion and an erodibility constant.
If sediment is eroded from the sediment bed and suspended in the water column, then it is transported by solving the advection-diffusion equation (Eq. 1), where the term j Eul C is replaced by the source/sink terms shown in Equation 22 of .
In this study, the transport model treats suspended sediments as being inorganic and not digestible by bivalves. Therefore, inorganic sediments filtered by bivalves are immediately returned to the water column as pseudofaeces (see section 1.5.1.7). Note that, as explained above, organic particles reaching the bottom are immediately remineralized back into the water column as ammonium. This simplified bottom boundary condition is designed to maintain mass balance within the system, however it also prevents modelled bivalves from exploiting resuspended detritus, which has been shown to be an important source of bivalve food in some ecosystems (e.g. Grant et al., 1990; Sarà et al., 1998) . However, the remineralized ammonium can still be absorbed by phytoplankton, and subsequently filtered by bivalves. Therefore, bivalves do have access to recycled nitrogen, but not in the form of resuspended detritus. It is unclear if this 7 difference in the pathway for recycling nitrogen has a large impact on the overall dynamics of the system.
Shellfish ecophysiology (SHELL-E) model
Shellfish physiology and population dynamics are represented using an individual-based framework (Ibarra, 2011) , where discrete Culture Units ( Below we present functions and parameters that describe influences of environmental factors on the physiology of bivalves. It should be noted that functions and parameters can vary for different model applications; therefore careful consideration and validation of functions and parameters is required for each particular application.
Growth of an individual bivalve
Our bivalve physiology model follows a classic approach described in Kremer and Nixon (1978) , where key physiological rates are estimated as the product of a maximum rate and several dimensionless functions that impose the effect of environmental variables.
This approach is extensively used in lower-trophic ecosystem models (e.g. Fasham et al., 1990; Sarmiento et al., 1993; and is sometimes applied to bivalveenvironment models .
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Although our model is based on these previous bivalve-environment models, it also has some innovations. For example, in our model we implemented a dynamic mass allocation method to allow juvenile bivalves to mainly grow their structural biomass, while allowing adults to mainly grow their reproductive biomass (see section 1.5.1.4). We also imposed a surface-to-volume scaling between filtration and bivalve biomass by using a ⅔ exponent, which is a key aspect of the Dynamic Energy Budget theory , which is another approach that is gaining popularity in bivalve-environment models ( Van der Veer et al., 2006; Maar et al., 2009; ).
In our SHELL-E model, the time evolution of the biomass of an individual bivalve (i.e. growth), is defined by: reproduction by an individual bivalve in Culture Unit k. Note that, for simplicity, we omitted the spatial-temporal dependency (x,y,σ,t) in all variables.
Assimilation
The assimilation rate, which represents the biomass absorbed by an individual bivalve (after food filtration and ingestion), is estimated using the following equation:
where the individual filtration rate F k (m 3 ind -1 d -1 ) is multiplied by the available food (phytoplankton, zooplankton and detritus) scaled by their respective filtration efficiencies (ε P , ε Z , and ε D ) and absorption efficiencies (AE P , AE Z and AE D ). This is to account for the fact that some food in the water is not retained by the filtering apparatus of the bivalve, and also some of the ingested food is not absorbed (i.e. incorporated into bivalve tissue) and is instead returned to the detrital pool in the form of faecal biodeposits (see sections 1.5.1.6 and 1.6). No organic material is incorporated in pseudofaeces (see Section 1.5.1.7). For details on the estimation of model parameters, see footnotes in Table 1 .
Filtration
The individual filtration rate F k , which represents the volume of water that an individual bivalve clears of particles per unit time, is estimated as follows:
where terms two to five are dimensionless limiting functions for temperature, f k (Temp); salinity, f k (Salt); oxygen, f k (Oxy); and food particles, f k (Food). The first term, ; which assumes that, in isomorphic organisms, feeding is proportional to body surface, while maintenance is proportional to the body volume.
We included limiting functions for all these environmental variables because these are the variables simulated by ROMS that have been shown to affect physiology in aquaculture bivalves . However, depending on the application (e.g. species, geographical location, etc.), not all of these environmental variables may be important.
Therefore, we included the ability to (1) generate diagnostic time-series for each limiting function, and (2) (Gentleman et al., 2003) , typically used to describe the feeding response of zooplankton as a function of food concentration. We modified the sigmoid equation to include a species-specific tolerance range and a separate rate of decrease at the higher boundary (Eq. 6, Fig. 2 ). Our equation has similar functionality as the 6-parameter Arrhenius-type equation used by , Van der Veer et al. (2006) and , however our equation only uses 4 parameters. 
where Salt (PSU) is local salinity, L Salt (PSU) is the salinity at which filtration shuts down (i.e. lower end of the tolerance range), and L Salt K (PSU -1 ) defines the rate of decrease at the lower boundary (Fig. 2) .
Oxygen limitation -Similar to salinity, low oxygen concentration limits the individual filtration rate ). Thus we implemented this limitation through a sigmoid-type threshold equation: Limitation due to particle concentration -Previous modelling studies (e.g. proposed that the filtration rate of some bivalves is reduced at low concentrations of particles, and thus they implemented a Michaelis-Menten limitation of filtration dependent on the concentration of all food particles; in our case, Phy + Zoo + SDet:
where K Food (mmol N m -3 ) is the half-saturation concentration of food particles.
Respiration
The mass lost by an individual bivalve through respiration (R k , mmol N ind -1 d -1 , second term on the right hand side of 2), is estimated using Eq. 10. The individual respiration rate includes a maintenance respiration rate, which depends solely on bivalve biomass, and an active respiration rate representing losses directly related to feeding activity resulting in assimilation of food:
where R m (d -1 ) is the weight-specific maintenance respiration rate, B k is biomass of an individual bivalve (mmol N ind -1 ) and β is the dimensionless cost of assimilation coefficient .
Dynamic mass allocation
After accounting for respiration, the remaining assimilated biomass is divided between soma and gonads. The allocation of mass between the two compartments is dynamic, changing through the life cycle of the bivalve. In juveniles, all available energy is allocated to the soma, and after puberty, an increasingly larger portion of the resources is allocated to reproduction. Finally, in large bivalves, almost all resources go to gonads and growth almost stops. The dynamic allocation of mass is described in the following two equations:
where Soma k and Gonad k (mmol N ind -1 ) are the bivalve structural and reproductive compartments, respectively. The first term on the right hand side of both equations, (A k -R k ), is the Scope for Growth (SFG; and represents the net rate of increase of biomass, either soma or reproductive products. The second term of both equations, (1-RE k ) and RE k , respectively, are used to scale the SFG and define the dynamic allocation. RE k (dimensionless) is the reproductive effort, which is defined as the fraction of the total production that is allocated to reproduction, and is calculated as where Sed is the local concentration of suspended inorganic sediments (mg m -3 ). Note that bivalves can incorporate algal cells and detritus into pseudofaeces, particularly when algal cells are toxic (e.g. Mafra et al., 2009 ). This process is not included in the current model formulation.
Population dynamics
Following describing the number of individuals in a Culture Unit removed from the system in one time step through harvesting. Harvesting is described below.
Mortality
Natural mortality ( Nat λ , d
-1 ) is assumed constant through time and independent of size.
This simplification was made because the variability of mortality as a function of size and time is largely unknown. This simplification can have large implications in the resulting size distribution of the model (see discussion).
Harvesting
Every time step, a fraction of the bivalves in all Culture Units is harvested (i.e. removed from the system), as follows:
Harv is the harvesting rate (d -1 ), which is calculated to be inverse of the time that bivalves spend in the farm. For example, in Ship Harbour mussels are harvested up to 3 years after they are seeded in the farm, therefore λ Harv = 1/(3×365) = 0.0009 d -1 . Note that, in reality, the harvesting process occurs differently, where farmers harvest a few entire culture units while leaving the rest intact. We could not implement a realistic harvesting scheme because we did not have information on the timing when each culture unit was seeded and/or harvested. Therefore, we implemented this continuous harvesting function as a simple way to maintain a realistic total biomass of the aquaculture stock in the embayment (otherwise biomass would have spuriously increased over time). Future work should test whether a more realistic harvesting scheme would play an important role in the overall dynamics of the ecosystem.
Two-way coupling of planktonic ecosystem and shellfish models
Perhaps the most significant advantage of our hybrid model is its ability to represent feedbacks between bivalves and the surrounding environment. These feedbacks can be resolved because of the two-way coupling between the Eulerian planktonic ecosystem model and the individual-based bivalve physiology model, which allows for the simultaneous computations of (1) the effect of the environment on bivalves and (2) the effect of bivalves on the environment.
The effect that the environment exerts on bivalves is imposed through the dimensionless limiting functions in 4. On the other hand, the effect that the bivalves have on the environment is implemented through, Phytoplankton concentration in a grid cell G is decreased by the sum of the filtration activity of all k Culture Units within the grid cell (i.e. k ∈ G). where NOQ (units: mol N (mol O 2 ) -1 ) is the Nitrogen:Oxygen quotient.
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