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We study the superconducting instability and the resulting superconducting states in a two-
dimensional repulsive Fermi gas with Rashba spin-orbit coupling at low electron density (namely
the Fermi energy EF is lower than the energy ER of the Dirac point induced by Rashba coupling).
We find that superconductivity is enhanced as the dimensionless Fermi energy F (F ≡ EF /ER)
decreases, due to the following two reasons. First, the density of states at F increases as 1/
√
F .
Second, the particle-hole bubble becomes more anisotropic, resulting in an increasing effective at-
traction. The superconducting state is always in the total angular momentum jz = +2 (or jz = −2)
channel with Chern number C = 4 (or C = −4), breaking time reversal symmetry spontaneously.
Although a putative Leggett mode is expected due to the two-gap nature of the superconductivity,
we find that it is always damped. More importantly, once a sufficiently large Zeeman coupling is
applied to the superconducting state, the Chern number can be tuned to be ±1 and Majorana zero
modes exist in the vortex cores.
Despite an effect originating from relativity, spin-orbit
coupling (SOC) has found its way into nonrelativistic
physics. In condensed matter physics, novel systems with
SOC playing a significant role are found recently, such as
topological insulators[1, 2], two-dimensional (2D) Rashba
gases at interfaces of oxides[3, 4], Weyl semimetals[5]
and SOC-induced Mott insulators[6] and other states in
5d series[7]; while in ultracold quantum gases, although
atoms are neutral, synthetic SOC can be generated by
atom-light interaction (see Ref.[8, 9] for review). Turn-
ing to superconductivity, non-centrosymmetric supercon-
ductors, where SOC mixes spin singlet and triplet pair-
ings, have been extensively studied[10, 11]; and in 2D,
superconductivity related to SOC was observed at oxide
interfaces[4, 12].
Here, we study a 2D repulsive gas with Rashba SOC
at low density. The single-particle Hamiltonian is
H =
k2
2m
+ αR(~σ × k) · nˆ, (1)
where m is the effective mass, αR characterizes the
strength of Rashba SOC, ~σ’s components are Pauli ma-
trices, and nˆ is the direction normal to the 2D system.
By a unitary transformation to helicity basis, one finds
the dispersion
Ekλ =
(k − λkR)2
2m
, (2)
where λ = ±1 is the helicity and kR = mαR is the Rashba
momentum. (We have shifted the energy by k2R/(2m),
which will be compensated by the shift of the Fermi en-
ergy.) The spin degeneracy is lifted, resulting in two
bands touching at a Dirac point. In this system, the
competition between the three energy scales - the Fermi
energy EF , Coulomb repulsion and the “Rashba energy”
ER = k
2
R/(2m) - determines the system’s phases. We
define the dimensionless Fermi energy by F = EF /ER.
By “low density”, we refer to the regime 0 < F < 1,
as shown in Fig.1(a). While in the low-density limit,
EF
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FIG. 1. (a) The dispersion relation (fixing ky = 0), with the
helicity labeled. At low density, the Fermi level indicated by
the dashed line is below the Dirac point at energy ER. (b)
The two Fermi surfaces, the annulus between which is filled
by electrons with helicity +1. The black arrows represent the
direction of the spins around the Fermi surfaces.
the Fermi energy is much smaller than Coulomb interac-
tion and SOC energy, and Wigner crystalline phases are
found[13], we focus on the weak-coupling limit uNtot  1
(although Ntot ∼ 1/√F as discussed below), where u is
the short-range repulsion and Ntot is the total density of
states (DOS) at Fermi energy. We investigate the insta-
bility of the system to superconducting states. In earlier
papers[14, 15], the “high density” case with F > 1 was
studied. It was found that as F decreases from a large
value to 1, in general, superconductivity is enhanced, and
the total angular momentum channel jz in which Cooper
pairs condense decreases from a large value as an arith-
metic sequence with a step of 2. Finally, at F >∼ 1, jz
becomes 2. The superconductivity predominantly resides
on the outer Fermi surface, and interband coupling in-
duces a small gap on the inner Fermi surface. The super-
conducting state breaks time reversal symmetry (TRS),
and both Fermi surfaces are fully gapped.
Now, at low density, as shown in Fig.1(b), there is an
electron-like and a hole-like Fermi surface, between which
the annulus is filled by electrons. The Fermi wave vec-
tors (rescaled by kR) are kFµ = 1 + µ
√
F , where µ = 1
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or −1, corresponding to the outer and inner Fermi sur-
face, respectively. Note that the two Fermi surfaces have
the same helicity λ = 1. The DOS at the Fermi surface
is Nµ = ν0(
1√
F
+ µ), where ν0 = m/(2pi). It is likely
that superconductivity is further enhanced, since the to-
tal DOS increases with decreasing F as Ntot ∼ 1/√F .
In addition, we wonder what a topological change of the
Fermi surfaces may bring about to the dielectric func-
tions, which can give rise to the attraction in nonzero
jz channels. The enhancement of conventional super-
conductivity in attractive Rashba gases at low density
has been studied in Ref.[16], while here we address the
problem with repulsion, which leads to unconventional
superconductivity.
Renormalization group approach. We study the system
with onsite repulsive interactions, the interacting Hamil-
tonian of which is
Hint =
u
2
∑
k1...k4
∑
σσ′
δk1+k2,k3+k4c
†
k1σ
c†k2σ′ck3σ′ck4σ (3)
where u is positive. Before proceeding, we need to clar-
ify the parameter regime we are studying - the weak-
coupling limit. The potential energy per particle is
Epot =
1
2nΩ
∫
drdr′uδ(r− r′)n(r)n(r′) = 1
2
un (4)
where n(r) ≡ n is the uniform density of the gas. The
average kinetic energy per particle is
Ekin =
1
n
∫ EF
0
EN(E)dE =
1
3
EF (5)
where the Fermi energy can be expressed as EF =
(n2pi2)/(4m2ER). In the weak-coupling limit, Epot 
Ekin, implying un  EF , or equivalently uNtot  1.
As EF approaches 0, Ntot diverges, but we still keep
uNtot  1.
The interacting Hamiltonian in the helicity basis
reads[14, 15]
Hint =
u
16
∑
k1...k4
∑
µνλρ
δk1+k2,k3+k4(µe
−iθk1 − νe−iθk2 )
×(ρeiθk4 − λeiθk3 )a†k1µa
†
k2ν
ak3λak4ρ(6)
where akµ is the annihilation operator in the helicity
basis and θk is the angle of k. Following the weak-
coupling renormalization group (RG) approach devel-
oped in [14, 15] and integrating out high energy modes
from the bandwidth A to a low-energy cutoff Ω, we derive
the effective action for the low energy modes
S′int =
∫ β
0
dτ
∑
kk′µλ
eiφ
∑
jz
eijzφ
× V r(jz)µλ a∗kµ(τ)a∗−kµ(τ)a−k′λ(τ)ak′λ(τ), (7)
where β = 1/(kBT ) and a’s and a
∗’s are Grassmann
numbers. We have focused on the Cooper channel, the
(a) (b)
FIG. 2. (a) The particle-hole bubble. (b) The 4th order
correction with logarithmic divergence and finite value in high
angular momentum channels.
couplings of which are the only (marginally) relevant
ones[17], and decomposed the couplings into angular mo-
mentum channels, where φ = θk′ − θk.
Since in jz = 0 channel, u dominates, one cannot
get attractive interactions. Therefore, we go to higher
orders and look for nonvanishing terms in higher an-
gular momentum channels. At second order, we have
particle-hole bubble and particle-particle bubble, the lat-
ter of which only has jz = 0 component. The correc-
tion from the particle-hole bubble (shown in Fig.2(a)) is
u2
26 (Π(k,k
′)−Π(−k,k′)), where the dielectric function is
Π(k,k′) =
∑
αβ
∫
d2p
(2pi)2
nF (Epα)− nF (Ep+k−k′β)
Epα − Ep+k−k′β
× Fαβ(k,k′,p), (8)
where
Fαβ(k,k
′,p) = (αe−iθp − e−iθk)(eiθk′ − βeiθp−k′+k)
× (βe−iθp−k′+k − e−iθ−k)(eiθ−k′ − αeiθp).
Since Cooper pairs are expected to form between elec-
trons near the Fermi surfaces, k and k′ are restricted to
be at Fermi surface µ and λ, respectively. Straightfor-
ward calculations show that Π(k,k′) can be written in
the form
Π(k,k′) = eiφ2mΛµλ(F , cosφ), (9)
where Λµλ(F , cosφ) is a real function that depends on
the dimensionless Fermi energy F , but not on EF and
ER independently. Then the renormalized coupling ap-
pearing in Eq.(7) reads
V
r(jz)
µλ =
u2m
25
V
(jz)
µλ + ..., (10)
where V
(jz)
µλ is the jz-th Fourier component of
Λ
(S)
µλ (F , cosφ) ≡ 12 (Λµλ(F , cosφ) + Λµλ(F ,− cosφ)).
The functions Λ
(S)
µλ (F , cosφ) are plotted in Fig.3. At
F → 1−, Λ(S)++ and Λ(S)−− connect with the same func-
tions at F → 1+ calculated in Ref.[14, 15], but Λ(S)+−
changes sign due to the change of the helicity of the in-
ner Fermi surface. Clearly, the functions depend more
strongly on φ at smaller F .
FIG. 3. Λ
(S)
µλ as a function of F and φ.
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FIG. 4. The intraband and interband couplings in jz0-channel
as a function of F . At F → 1−, V (jz0)−− and V (jz0)+− vanish.
Up to the fourth order of u, there is only one term
that satisfies two conditions: (i) being finite in nonzero
angular momentum channel; and (ii) having a logarith-
mic divergence ln(A/Ω), which may give rise to an insta-
bility. This term is shown in Fig.2(b). Including it, the
renormalized couplings become
V
r(jz)
µλ =
u2m
25
V
(jz)
µλ −
u4m2
29
∑
α
NαV
(jz)
µα V
(jz)
αλ ln
A
Ω
+ ...(11)
Defining the dimensionless bare coupling g
(jz)
µλ =
u2m
16
√
NµNλV
(jz)
µλ and the dimensionless renormalized
coupling g
r(jz)
µλ = 2
√
NµNλV
r(jz)
µλ , we find the RG flow
equation
dgr(jz)
d ln Ω
= gr(jz) ∗ gr(jz) (12)
where “∗” is the matrix multiplication, and the bare cou-
plings have been replaced by the renormalized couplings.
The solution is
g
r(jz)
± (Ω) =
1
1/g
(jz)
± + ln(A/Ω)
, (13)
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FIG. 5. The effective coupling in units of u2ν20 . At F → 1−,
it goes to −0.0187 that agrees with the value at F → 1+
derived in Ref.[14, 15].
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FIG. 6. The effective coupling in units of u2N2tot.
with the initial condition
g
(jz)
± =
u2m
16
(
1
2
(N+V
(jz)
++ +N−V
(jz)
−− )
±
√
1
4
(N+V
(jz)
++ −N−V (jz)−− )2 +N+N−V (jz)+−
2
)
.(14)
The scale of the superconducting transition temperature
is given by the largest energy at which the renormalized
coupling diverges
Tc ∼ Ω∗(jz0) = Ae
−
∣∣∣∣∣ 1g(jz0)−
∣∣∣∣∣
, (15)
where jz0 is chosen in such a way that, at a given F ,
g
(jz0)
− is the most negative among all the g
(jz)
± ’s. We find
that as long as F < 1, |jz0| ≡ 2, although it increases
in general with F when F > 1[14, 15]. The interband
coupling V
(jz)
+− and intraband couplings V
(jz)
++ and V
(jz)
−−
are shown in Fig.4. As can be seen, V−− and V+− are
negligible above F ∼ 0.5, and superconductivity pre-
dominantly resides on the outer Fermi surface; and the
inner Fermi surface participates only at quite low den-
sity. The effective coupling g
(jz0)
− is plotted in Fig.5 and
Fig.6 in units of u2ν20 and u
2N2tot, respectively.
Although it seems |g(jz0)− | can acquire any large value
from Fig.5, in our weak-coupling RG approach, the result
is not justified for uNtot >∼ 1, and we see from Fig.6 that
the effective coupling is still restricted to be small in the
justifiable parameter regime. However, Tc can increase
by many orders of magnitude as F decreases. If u is
fixed, a superconductor-insulator transition is expected
as the density of the gas decreases since Wigner crystal
state should exist at strong coupling[13], but we are not
concerned with this case.
Topological phase diagram. A recent theme in con-
densed matter physics is to search for Majorana fermions
in various systems[18]. In addition to intrinsic chi-
ral p-wave superconductors[19–22], spin-orbit coupled
systems, such as topological insulators[23], semicon-
ductors with Zeeman splitting in proximity to s-wave
superconductors[24] and hole-doped semiconductors[25]
also support Majorana fermion modes in the vortex cores.
We show that the intrinsic superconducting state we have
found can also host Majorana fermions once a sufficiently
large Zeeman field is applied.
As discussed in Ref.[14, 15], the ground state breaks
TRS spontaneously and the system goes to either jz = 2
or jz = −2 superconducting state, both of which have the
same energy. Due to SOC, the paring term in the Hamil-
tonian has both triplet and singlet part, which reads
∆te
i(jz−1)θkc†k↑c
†
−k↑ + ∆te
i(jz+1)θkc†k↓c
†
−k↓
+ ∆se
ijzθk(c†k↑c
†
−k↓ − c†k↓c†−k↑) + h.c., (16)
where ∆t and ∆s are the triplet and singlet pairing
strength, respectively, and θk is the angle between k and
kx-axis. To search for Majorana fermions, instead of solv-
ing the Bogoliubov-de Gennes equations in the presence
of vortices, we apply an index theorem proved in [26] that
superconductors with an odd Chern number can support
Majorana zero modes. In Ref.[14, 15], the Chern number
C of this state has been shown to be 2jz if EF > ER, and
0 if EF < ER. To have an odd C, we apply a Zeeman
field hz[24] which couples to the system as
hz(c
†
k↑ck↑ − c†k↓ck↓). (17)
Since now the Hamiltonian breaks time reversal symme-
try, the two states with jz = ±2 have different energies.
As pointed in [27], if hz < 0, the system favors jz = 2
state; and if hz > 0, it favors jz = −2 state. These two
cases are related by time reversal operation, so we just
consider the former case. We calculate the Chern num-
ber and find three topological phases, depending on the
position of Fermi level and hz, as shown in Fig.7. The
topological phase diagram can be explained as follows.
When hz < 0, the Dirac point is gapped, and Chern
number is well defined for each band in the supercon-
ducting state. Due to the winding of spin around k = 0,
the band with helicity −1 (+1) carries Chern number 1
jz +1
jz -1
(a)
C=1
C=0 C=4
0 EF-ER
|hz|
(b)
FIG. 7. (a) The Dirac point is gapped by the out-of-plane
Zeeman field. In the superconducting state, the inner band
carries Chern number jz+1, and the outer band carries Chern
number jz−1. The three dashed lines indicate the Fermi level
in the three corresponding topological phases. (b) Topologi-
cal phase diagram. Different topological phases are indicated
by different colors, with the corresponding Chern number la-
beled.
(−1). In addition, the phase winding of the order param-
eter superimposes jz to the Chern number of each band.
Therefore, the inner and outer band carry Chern number
jz+1 and jz−1, respectively. When EF −ER > |hz|, the
Fermi level crosses both bands, and the Chern number is
the sum of the two, C = 2jz. When EF−ER < −|hz|, the
Fermi level either crosses the outer band twice, in which
case the electron pocket and hole pocket contribute op-
posite Chern number, thus C = 0, or does not cross any
band and hence C = 0. Between these two parameter
regimes, i.e. when |hz| > |EF −ER|, the Fermi level only
crosses the outer band, and then C = jz − 1. In this
case, according to the index theorem mentioned above,
Majorana zero modes exist at the edge and in the vor-
tex cores. At low density, only the left part of the phase
diagram in Fig.7(b) is available.
Collective modes. Collective modes in superconductors
were first studied by Bogoliubov[28] and Anderson[29,
30]. They found a Goldstone mode accompanying the
spontaneous breaking of U(1) gauge symmetry in a
neutral system, which corresponds to the phase oscil-
lations of the superconducting order parameter. In
a charged system, this so called Bogoliubov-Anderson-
Goldstone (BAG) mode is pushed up to the plasma
frequency. In two-band superconductors, Leggett pre-
dicted another collective mode corresponding to the os-
cillations of the relative phase of the two superconduct-
ing condensates[31]. In the superconducting state de-
rived above, due to the two-gap nature, in addition to
BAG mode, Leggett mode may also exist. The detailed
calculations are carried out in the supplemental mate-
rial. Effectively, in jz = 2 channel, we have a two-band
p + ip superconductor. Actually, if the bare interaction
were attractive, superconductivity would occur in jz = 0
channel, and the superconducting state would also have a
two-band p+ ip nature. Thus our approach also applies
to that case. We find both BAG and Leggett modes,
while the former is pushed to plasma energy, the latter
has a dispersion
ω2 = ω20 + v
2K2, (18)
where
ω20 =
N1 +N2
2N1N2
8|g12|∆1∆2
g11g22 − g212
, (19)
v2 =
(N1 +N2)c
2
1c
2
2
N1c21 +N2c
2
2
. (20)
In the above, Nλ’s are the density of states, gµλ ∼ Vµλ,
and
c2λ =
nλ
mNλ
+ 2
∆2λ
k2Fλ
(1− 2 ln A
∆λ
), (21)
where nλ is the total particle number in band λ, and
λ = 1, 2 labels the outer and inner band. Note that
the second term in Eq.(21) does not appear in a two-
band s-wave superconductor. In order for Leggett mode
to be undamped, it is necessary for ω20 to be positive,
hence g11g22 − g212 > 0. However, the whole param-
eter regime shown in Fig.4 does not satisfy this con-
dition, thus this mode must be damped in our model.
But undamped Leggett mode could exist in other SOC
superconductors.[32].
Discussion and conclusion. The superconductivity
in repulsive systems was first studied by Kohn and
Luttinger[33]. Due to the extremely low transition
temperature, to observe such superconductivity is a
formidable task. Now we estimate Tc in our setting. As-
suming the bandwidth A is of order ∼ eV , and uNtot <∼ 1,
then Tc can achieve ∼ 10−7K. While this is still a too low
temperature for experimental observation in condensed
matter, it is achievable in ultracold atoms.
In conclusion, we have investigated the superconduct-
ing instability of a 2D Rashba gas with repulsive inter-
action at low density, in the weak-coupling limit. As the
density decreases, the superconducting transition tem-
perature increases significantly. The superconducting
state is always in jz = 2 channel. When a Zeeman field
is applied, the state can have an odd Chern number, and
hence Majorana zero modes are supported. Although
Leggett mode does not exist due to the specific param-
eters, we expect it to appear in other spin-orbit coupled
superconductors because of the two-gap nature.
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SUPPLEMENTAL MATERIAL
Appendix: Collective modes in the superconducting state
In the main text, we have found that the superconducting state of a 2D repulsive Rashba gas at low density breaks
time reversal symmetry, and the Cooper pair has a total angular momentum jz = 2. In the superconducting state,
we replace the full interaction with its projection onto jz = 2 channel, and get the following Hamiltonian:
H = Hkin +Hint, (S1)
Hkin =
∑
kλ
(Ekλ − µ)a†kλakλ =
∑
kλ
ξkλa
†
kλakλ, (S2)
Hint =
∑
kk′
∑
µλ
gµλe
i(θk−θk′ )a†kµa
†
−kµa−k′λak′λ, (S3)
where gµλ ≡ u2m32 V (2)µλ . We apply path integral formalism to study the collective modes of this system, following
Ref.[34]. The partition function is
Z =
∫
Dψ†λDψλe
−S0−Sint , (S4)
where
S0 =
∫ β
0
dτ
[∑
kλ
ψ†λ(τ,k)(∂τ + ξkλ)ψλ(τ,k)
]
, (S5)
Sint =
∫ β
0
dτ
∑
kk′µλ
gµλe
i(θk−θk′ )ψ†µ(τ,k)ψ
†
µ(τ,−k)ψλ(τ,−k′)ψλ(τ,k′). (S6)
Now we go back to real space where the operator ψλ can be separated into modulus and phase variables, so that the
phase fluctuations are convenient to study. Since we were only considering the Cooper channel and the total incoming
and outgoing momenta are 0, when Fourier transforming to real space, we need to allow a finite total momentum q,
i.e.
Sint =
∫ β
0
dτ
∑
kk′qµλ
gµλe
i(θk−θk′ )ψ†µ(τ,k)ψ
†
µ(τ,−k+ q)ψλ(τ,−k′ + q)ψλ(τ,k′). (S7)
The phase eiθk =
kx+iky
kFµ
in real space transforms to −i∂x+i∂ykFµ and ξkλ transforms to
ξλ(−i∇) = −∇
2
2m
− λαR| − i∇| − µ, (S8)
where in the second term, the symbol “| |” means the amplitude of a vector, but leaves its (complex) coefficient
untouched. Then
S0 =
∫ β
0
dτ
∫
dr
∑
λ
ψ†λ(τ, r)(∂τ + ξλ(−i∇))ψλ(τ, r), (S9)
Sint =
∫ β
0
dτ
∫
dr
∑
µλ
gµλ
kFµkFλ
ψ†µ(τ, r)[−i(∂x + i∂y)ψ†µ(τ, r)]ψλ(τ, r)[−i(∂x − i∂y)ψλ(τ, r)]. (S10)
Introducing Nambu spinors
Ψλ(τ, r) =
(
ψλ(τ, r)
ψ†λ(τ, r)
)
, (S11)
the action becomes
S0 =
1
2
∫ β
0
dτ
∫
dr
∑
λ
Ψ†λ(τ, r)(∂τ + τ3ξλ(−i∇))Ψλ(τ, r), (S12)
Sint =
∫ β
0
dτ
∫
dr
∑
µλ
gµλΨ
†
µ(τ, r)τ+[−i(∂x + i∂y)Ψµ(τ, r)]Ψ†λ(τ, r)τ−[−i(∂x − i∂y)Ψλ(τ, r)]. (S13)
Here τi are Pauli matrices and τ± = 12 (τ1 ± iτ2), and 1/kFµkFλ is absorbed into gµλ. We multiply the “fat identity”∫
DΦ∗DΦe−SΦ to the partition function Z, where
SΦ = −
∫ β
0
dτ
∫
dr
∑
µλ
gµλΦ
∗
µ(τ, r)Φλ(τ, r) (S14)
= −
∫ β
0
dτ
∫
dr
∑
µλ
gµλ
{
Φ∗µ(τ, r) + Ψ
†
µ(τ, r)τ+[−i(∂x + i∂y)Ψµ(τ, r)]
}{
Φλ(τ, r) + Ψ
†
λ(τ, r)τ−[−i(∂x − i∂y)Ψλ(τ, r)]
}
, (S15)
then we have a new action describing the pairing field Φ,
Spair = Sint + SΦ (S16)
= −
∫ β
0
dτ
∫
dr
∑
µλ
(
gµλΦ
∗
µΦλ + gµλΦ
∗
µΨ
†
λτ−[−i(∂x − i∂y)Ψλ] + gµλΦλΨ†µτ+[−i(∂x + i∂y)Ψµ]
)
. (S17)
Note that the bosonic field Φ in one band now couples not only to the fermionic field Ψ in the same band, but also
to that in the other band. We can make a linear transformation to avoid this. From now on, we change our notation:
we use 1 and 2 to label the outer Fermi surface and inner Fermi surface, respectively, instead of +1 and −1. Let the
coefficient of Ψ†µτ+[−i(∂x + i∂y)Ψµ] be ∆µ =
∑
λ gµλΦλ, or in matrix form,(
∆1
∆2
)
=
(
g11 g12
g12 g22
)(
Φ1
Φ2
)
. (S18)
The inverse transformation is (
Φ1
Φ2
)
=
1
g11g22 − g212
(
g22 −g12
−g12 g11
)(
∆1
∆2
)
, (S19)
then the first term in Spair becomes∑
µλ
gµλΦ
∗
µΦλ = (Φ
∗
1,Φ
∗
2)
(
∆1
∆2
)
=
g22
g11g22 − g212
|∆1|2 + g11
g11g22 − g212
|∆2|2 − g12
g11g22 − g212
(∆∗1∆2 + ∆
∗
2∆1) (S20)
=
1
g′11
|∆1|2 + 1
g′22
|∆2|2 + 1
g′12
(∆∗1∆2 + ∆
∗
2∆1), (S21)
where
g′11 = g11(1−
g212
g11g22
), g′22 = g22(1−
g212
g11g22
), g′12 = g12(1−
g11g22
g212
). (S22)
Therefore, the pairing action can be written as
Spair = −
∫ β
0
dτ
∫
dr
∑
µλ
1
g′µλ
∆∗µ∆λ +
∑
λ
[
∆∗λΨ
†
λτ−[−i(∂x − i∂y)Ψλ] + ∆λΨ†λτ+[−i(∂x + i∂y)Ψλ]
] , (S23)
and the partition function becomes Z =
∫
DΨ†DΨD∆∗D∆e−S0−Spair .
We introduce the modulus-phase variables as follows:
∆λ(τ, r) = |∆λ(τ, r)|eiθλ(τ,r), (S24)
Ψλ(τ, r) =
(
eiθλ(τ,r)/2 0
0 e−iθλ(τ,r)/2
)
Υλ(τ, r) = e
τ3
iθλ(τ,r)
2 Υλ(τ, r), (S25)
and use the real field ∆ to denote |∆|. Then
Z =
∫
∆λD∆λDθλDΥ
†
λDΥλe
−S0{Υλ,Υ†λ,θλ}−Spair{∆λ,θλ,Υλ,Υ†λ}. (S26)
It is straight forward to show that the action in terms of modulus-phase variables is
S0 =
1
2
∫ β
0
dτ
∫
dr
∑
λ
Υ†λ
{
∂τ − τ3(∇
2
2m
+ µ) + τ3[
i∂τθλ
2
+
(∇θλ)2
8m
− λαR| − i∇|]
−[ i∇θλ · ∇
2m
+
i∇2θλ
4m
+
λαR|∇θλ|
2
]
}
Υλ, (S27)
Spair = −
∫ β
0
dτ
∫
dr
{
∆21
g′11
+
∆22
g′22
+
2
g′12
∆1∆2 cos(θ1 − θ2)
+
∑
λ
Υ†λ∆λ
(
τ−[−i(∂x − i∂y) + 1
2
(∂xθλ − i∂yθλ)] + τ+[−i(∂x + i∂y) + 1
2
(−∂xθλ − i∂yθλ)]
)
Υλ
}
. (S28)
Integrating out neutral fermions Υλ, we obtain Z =
∫
∆λD∆λDθλe
−Seff{∆λ,θλ}, with the effective action
Seff = −
∫ β
0
dτdr
[
∆21
g′11
+
∆22
g′22
+
2
g′12
∆1∆2 cos(θ1 − θ2)
]
− Tr lnG−11 − Tr lnG−12 , (S29)
where the Green’s function is
G−1λ = G
(0)−1
λ − Σλ(∂θλ), (S30)
with
G
(0)−1
λ =
1
2
[
∂τ − τ3(∇
2
2m
+ λαR| − i∇|+ µ)
]
−∆λ (τ−[−i(∂x − i∂y)] + τ+[−i(∂x + i∂y)]) , (S31)
Σλ(∂θλ) = −1
2
{
τ3[
i∂τθλ
2
+
(∇θλ)2
8m
]− [ i∇θλ · ∇
2m
+
i∇2θλ
4m
+
λαR|∇θλ|
2
]
−∆λ[τ−(∂xθλ − i∂yθλ) + τ+(−∂xθλ − i∂yθλ)]} . (S32)
Now that the modulus and phase variables are separated, we can go to frequency-momentum space by the Fourier
transform
Υλ(τ, r) =
1√
β
∑
ωn,k
Υλ(iωn,k)e
ik·r−iωnτ , (S33)
θλ(τ, r) =
1√
β
∑
Ωn,K
θλ(iΩn,K)e
iK·r−iΩnτ , (S34)
where ωn = (2n+ 1)
pi
β and Ωn = 2n
pi
β . We fix ∆λ’s to the value derived by the saddle point approximation, since we
only consider the phase fluctuations. Then the terms
∆2λ
g′λλ
can be dropped, and the Josephson term is expanded to
second order of θλ:
−
∫
dτdr
2
g′12
∆1∆2 cos(θ1 − θ2)→ ∆1∆2
g′12
∑
Ωn,K
[θ1(iΩn,K)− θ2(iΩn,K)][θ1(−iΩn,−K)− θ2(−iΩn,−K)]. (S35)
We write other terms of the action in two parts S′0 + Sθ, with Sθ including the dynamics of θλ while S
′
0 not; and Sθ
has a first order term and a second order term:
S′0 =
1
2
∑
λ
∑
ωn,k
Υ†λ(iωn,k)[−iωn + τ3ξkλ − 2∆λ(τ−e−iθk + τ+eiθk)]Υλ(iωn,k), (S36)
S
(1)
θ =
1
2
√
β
∑
λ
∑
ωl,k
∑
Ωn,K
Υ†λ(iωl + iΩn,k+K)θλ(iΩn,K)
{
τ3Ωn
2
+
iK · k
2m
+
iK2
4m
+
iλαRK
2
−i∆λ[(Kx − iKy)τ− + (Kx + iKy)τ+]}Υλ(iωl,k), (S37)
=
1
2
√
β
∑
λ
∑
ωl,k
∑
Ωn,K
Υ†λ(iωl + iΩn,k+K)θ(iΩn,K)λ
[
τ3Ωn
2
+
iK · k
2m
+
iK2
4m
+
iλαRK
2
−i∆λ(Kxτ1 −Kyτ2)] Υλ(iωl,k), (S38)
S
(2)
θ =
1
2β
∑
λ
∑
ωl,k
∑
Ωn,K1
∑
Ωm,K2
Υ†λ(iωl + iΩn + iΩm,k+K1 +K2)[
τ3
θλ(iΩn,K1)θλ(iΩm,K2)
8m
(−K1K2)
]
Υλ(iωl,k). (S39)
Treating Sθ as a perturbation, we have the cumulant expansion∫
DΥ†λDΥλe
−S′0−Sθ = 〈e−Sθ 〉 ≡ e−Se ≈ e−〈Sθ〉+ 12 (〈S2θ〉−〈Sθ〉2). (S40)
where the average is with respect to S′0 and Se is the effective action for θλ. We will keep Se to the second order of θλ.
The common factor 12 in S
′
0 and Sθ can be omitted, since it gives a constant term in Se. It is easy to see 〈S(1)θ 〉 = 0,
while
〈S(2)θ 〉 =
1
8mβ
∑
λ
∑
Ωn,K
θλ(iΩn,K)K
2θλ(−iΩn,−K)
∑
ωl,k
〈Υ†λ(iωl,k)τ3Υλ(iωl,k)〉
 (S41)
= − 1
8mβ
∑
λ
∑
Ωn,K
θλ(iΩn,K)K
2θλ(−iΩn,−K)Tr(G(0)λ τ3)
 . (S42)
The trace is
− 1
β
Tr(G
(0)
λ τ3) =
1
β
∑
ωl,k
tr(G
(0)
λ (iωl,k)τ3) (S43)
= − 1
β
∑
ωl,k
tr[
1
−iωn + τ3ξkλ − 2∆λ(τ−e−iθk + τ+eiθk)τ3] (S44)
= − 1
β
∑
ωl,k
tr[
iωn + τ3ξkλ − 2∆λ(τ−e−iθk + τ+eiθk)
ω2n + ξ
2
kλ + 4∆
2
λ
τ3] (S45)
= − 2
β
∑
ωl,k
ξkλ
ω2n + ξ
2
kλ + 4∆
2
λ
(S46)
=
∫
dk
(2pi)2
(
1− ξkλ
Ekλ
tanh
βEkλ
2
)
(S47)
= 2nλ, (S48)
where nλ at T = 0 is the total electron number in band λ. Then
〈S(2)θ 〉 =
1
8
∑
λ
∑
Ωn,K
θλ(iΩn,K)
2nλ
m
K2θλ(−iΩn,−K)
 . (S49)
We keep up to quadratic terms of θλ, so
1
2
〈S2θ 〉 ≈
1
2
〈S(1)2θ 〉 (S50)
=
1
2β
∑
λ
〈
∑
ωl,k
∑
Ωn,K
Υ†λ(iωl + iΩn,k+K)θλ(iΩn,K)
{
τ3Ωn
2
+
iK · k
2m
+
iK2
4m
+
iλαRK
2
−i∆λ(Kxτ1 −Kyτ2)}Υλ(iωl,k)
×
∑
ωl′ ,k′
∑
Ωn′ ,K′
Υ†λ(iωl′ + iΩn′ ,k
′ +K′)θλ(iΩn′ ,K′)
{
τ3Ωn′
2
+
iK′ · k′
2m
+
iK ′2
4m
+
iλαRK
′
2
−i∆λ(K ′xτ1 −K ′yτ2)
}
Υλ(iωl′ ,k
′)〉 (S51)
=
1
2β
∑
λ
∑
ωl,k
∑
Ωn,K
∑
ωl′ ,k′
∑
Ωn′ ,K′
θλ(iΩn,K)θλ(iΩn′ ,K
′)
〈Υ†λ(iωl + iΩn,k+K)
{
τ3Ωn
2
+
iK · k
2m
+
iK2
4m
+
iλαRK
2
− i∆λ(Kxτ1 −Kyτ2)
}
Υλ(iωl,k)
Υ†λ(iωl′ + iΩn′ ,k
′ +K′)
{
τ3Ωn′
2
+
iK′ · k′
2m
+
iK ′2
4m
+
iλαRK
′
2
− i∆λ(K ′xτ1 −K ′yτ2)
}
Υλ(iωl′ ,k
′)〉 (S52)
=
1
2β
∑
λ
∑
ωl,k
∑
Ωn,K
θλ(iΩn,K)θλ(−iΩn,−K)
〈Υ†λ(iωl + iΩn,k+K)
{
τ3Ωn
2
+
iK · k
2m
+
iK2
4m
+
iλαRK
2
− i∆λ(Kxτ1 −Kyτ2)
}
Υλ(iωl,k)
Υ†λ(iωl,k)
{
−τ3Ωn
2
− iK · (k+K)
2m
+
iK2
4m
− iλαRK
2
+ i∆λ(Kxτ1 −Kyτ2)
}
Υλ(iωl + iΩn,k+K)〉(S53)
≈ −1
2
∑
λ
∑
Ωn,K
θλ(iΩn,K)θλ(−iΩn,−K)
1
β
∑
ωl,k
tr
{
G
(0)
λ (iωl + iΩn,k+K)
[
τ3Ωn
2
+
iK · k
2m
+
iλαRK
2
− i∆λ(Kxτ1 −Kyτ2)
]
G
(0)
λ (iωl,k)
[
−τ3Ωn
2
− iK · k
2m
− iλαRK
2
+ i∆λ(Kxτ1 −Kyτ2)
]}
. (S54)
If αR = 0, this corresponds to the case of two-band p+ ip superconductors,
1
2
〈S2θ 〉 ≈ −
1
8
∑
λ
∑
Ωn,K
θλ(iΩn,K)M
−1
λ θλ(−iΩn,−K), (S55)
where
M−1λ = −Ω2nλΠ33(iΩn,K) +KαKβλΠαβ00 (iΩn,K)− iΩnKα[λΠα03(iΩn,K) + λΠα30(iΩn,K)]
+4∆2λ[K
2
x
λΠ11(iΩn,K) +K
2
y
λΠ22(iΩn,K)−KxKyλΠ12(iΩn,K)−KxKyλΠ21(iΩn,K)]
+2i∆λΩnKx[
λΠ31(iΩn,K) +
λΠ13(iΩn,K)]− 2i∆λΩnKy[λΠ32(iΩn,K) + λΠ23(iΩn,K)]
−2∆λKxKα[λΠα01(iΩn,K) + λΠα10(iΩn,K)] + 2∆λKyKα[λΠα02(iΩn,K) + λΠα20(iΩn,K)], (S56)
in which we have defined
λΠij(iΩn,K) ≡ 1
β
∑
ωl,k
λpiij(iΩn,K; iωl,k), (S57)
λΠαij(iΩn,K) ≡
1
β
∑
ωl,k
λpiij(iΩn,K; iωl,k)vFλα(k), (S58)
λΠαβij (iΩn,K) ≡
1
β
∑
ωl,k
λpiij(iΩn,K; iωl,k)vFλα(k)vFλβ(k), (S59)
with vFλα(k) = ∂ξλ(k)/∂kα|k=kFλ , and
λpiij(iΩn,K; iωl,k) ≡ tr[G(0)λ (iωl + iΩn,k+K)τiG(0)λ (iωl,k)τj ], (τ0 ≡ I). (S60)
Now we need to evaluate the 16 correlation functions. Using
1
β
∑
ωl
h(ωl) =
∑
j
Res h(−iz)nF (z)|z=zj , (S61)
it is straightforward to do the Matsubara sum,
1
β
∑
ωl
λpiij(iΩn,K; iωl,k)
=
1
β
∑
ωl
tr[
iωl + iΩn + τ3ξk+K,λ − 2∆λ(τ1(kx +Kx)− τ2(ky +Ky))
(ωl + Ωn)2 + E2k+K,λ
τi
iωl + τ3ξkλ − 2∆λ(τ1kx − τ2ky)
ω2l + E
2
kλ
τj ] (S62)
=
1
β
∑
ωl
tr[
iωl + iΩn + τ3ξ+ − 2∆λ(τ1(kx +Kx)− τ2(ky +Ky))
(−iωl − iΩn + E+)(iωl + iΩn + E+) τi
iωl + τ3ξ− − 2∆λ(τ1kx − τ2ky)
(−iωl + E−)(iωl + E−) τj ] (S63)
where ξ+ = ξk+K,λ, ξ− = ξkλ, and the same for E±. Then
1
β
∑
ωl
λpi00(iΩn,K; iωl,k)
=
2
β
∑
ωl
iωl(iωl + iΩn) + ξ+ξ− + 4∆2λ(k
2 + k ·K)
(−iωl − iΩn + E+)(iωl + iΩn + E+)(−iωl + E−)(iωl + E−) (S64)
=
1
2β
∑
ωl
[
(
1
−iωl − iΩn + E+ −
1
iωl + iΩn + E+
)(
1
−iωl + E− −
1
iωl + E−
)
+(
1
−iωl − iΩn + E+ +
1
iωl + iΩn + E+
)(
1
−iωl + E− +
1
iωl + E−
)
ξ+ξ− + 4∆2λ(k
2 + k ·K)
E+E−
]
(S65)
= − 1
2β
[
(1− ξ+ξ− + 4∆
2
λ(k
2 + k ·K)
E+E−
)
∑
ωl
(
1
−iωl − iΩn + E+
1
iωl + E−
+
1
iωl + iΩn + E+
1
−iωl + E− )
+(1 +
ξ+ξ− + 4∆2λ(k
2 + k ·K)
E+E−
)
∑
ωl
(
1
−iωl − iΩn + E+
1
iωl − E− +
1
iωl + iΩn + E+
1
−iωl − E− )
]
(S66)
= −1
2
[
(1− ξ+ξ− + 4∆
2
λ(k
2 + k ·K)
E+E−
)(
nF (−E−)− nF (E+)
E+ + E− − iΩn −
nF (E−)− nF (−E+)
E+ + E− + iΩn
)
+(1 +
ξ+ξ− + 4∆2λ(k
2 + k ·K)
E+E−
)(
nF (E−)− nF (E+)
E+ − E− − iΩn +
nF (E−)− nF (E+)
E+ − E− + iΩn )
]
(S67)
= −1
2
[
(1− ξ+ξ− + 4∆
2
λ(k
2 + k ·K)
E+E−
)(
1
E+ + E− + iΩn
+
1
E+ + E− − iΩn )[1− nF (E−)− nF (E+)]
+(1 +
ξ+ξ− + 4∆2λ(k
2 + k ·K)
E+E−
)(
1
E+ − E− + iΩn +
1
E+ − E− − iΩn )[nF (E−)− nF (E+)]
]
. (S68)
Similarly,
1
β
∑
ωl
λpi11(iΩn,K; iωl,k)
= −1
2
[
(1− −ξ+ξ− + 4∆
2
λ(k
2
x − k2y + kxKx − kyKy)
E+E−
)(
1
E+ + E− + iΩn
+
1
E+ + E− − iΩn )[1− nF (E−)− nF (E+)]
+(1 +
−ξ+ξ− + 4∆2λ(k2x − k2y + kxKx − kyKy)
E+E−
)(
1
E+ − E− + iΩn +
1
E+ − E− − iΩn )[nF (E−)− nF (E+)]
]
, (S69)
1
β
∑
ωl
λpi22(iΩn,K; iωl,k)
= −1
2
[
(1− −ξ+ξ− + 4∆
2
λ(k
2
y − k2x + kyKy − kxKx)
E+E−
)(
1
E+ + E− + iΩn
+
1
E+ + E− − iΩn )[1− nF (E−)− nF (E+)]
+(1 +
−ξ+ξ− + 4∆2λ(k2y − k2x + kyKy − kxKx)
E+E−
)(
1
E+ − E− + iΩn +
1
E+ − E− − iΩn )[nF (E−)− nF (E+)]
]
, (S70)
1
β
∑
ωl
λpi33(iΩn,K; iωl,k)
= −1
2
[
(1− ξ+ξ− − 4∆
2
λ(k
2 + k ·K)
E+E−
)(
1
E+ + E− + iΩn
+
1
E+ + E− − iΩn )[1− nF (E−)− nF (E+)]
+(1 +
ξ+ξ− − 4∆2λ(k2 + k ·K)
E+E−
)(
1
E+ − E− + iΩn +
1
E+ − E− − iΩn )[nF (E−)− nF (E+)]
]
, (S71)
and
1
β
∑
ωl
[
λpi03(iΩn,K; iωl,k) +
λpi30(iΩn,K; iωl,k)
]
=
4
β
∑
ωl
(iωl + iΩn)ξ− + iωlξ+
(−iωl − iΩn + E+)(iωl + iΩn + E+)(−iωl + E−)(iωl + E−) (S72)
= (
ξ+
E+
− ξ−
E−
)(
1
E+ + E− + iΩn
− 1
E+ + E− − iΩn )[1− nF (E−)− nF (E+)]
+(
ξ+
E+
+
ξ−
E−
)(
1
E+ − E− + iΩn −
1
E+ − E− − iΩn )[nF (E−)− nF (E+)], (S73)
1
β
∑
ωl
[
λpi01(iΩn,K; iωl,k) +
λpi10(iΩn,K; iωl,k)
]
=
4
β
∑
ωl
−2∆λkx(iωl + iΩn)− 2∆λ(kx +Kx)iωl
(−iωl − iΩn + E+)(iωl + iΩn + E+)(−iωl + E−)(iωl + E−) (S74)
= −2∆λ(kx +Kx
E+
− kx
E−
)(
1
E+ + E− + iΩn
− 1
E+ + E− − iΩn )[1− nF (E−)− nF (E+)]
−2∆λ(kx +Kx
E+
+
kx
E−
)(
1
E+ − E− + iΩn −
1
E+ − E− − iΩn )[nF (E−)− nF (E+)], (S75)
1
β
∑
ωl
[
λpi02(iΩn,K; iωl,k) +
λpi20(iΩn,K; iωl,k)
]
=
4
β
∑
ωl
2∆λky(iωl + iΩn) + 2∆λ(ky +Ky)iωl
(−iωl − iΩn + E+)(iωl + iΩn + E+)(−iωl + E−)(iωl + E−) (S76)
= 2∆λ(
ky +Ky
E+
− ky
E−
)(
1
E+ + E− + iΩn
− 1
E+ + E− − iΩn )[1− nF (E−)− nF (E+)]
+2∆λ(
ky +Ky
E+
+
ky
E−
)(
1
E+ − E− + iΩn −
1
E+ − E− − iΩn )[nF (E−)− nF (E+)], (S77)
1
β
∑
ωl
[
λpi12(iΩn,K; iωl,k) +
λpi21(iΩn,K; iωl,k)
]
= −16∆2λ[kx(ky +Ky) + ky(kx +Kx)]
1
β
∑
ωl
1
(−iωl − iΩn + E+)(iωl + iΩn + E+)(−iωl + E−)(iωl + E−) (S78)
= −4∆
2
λ[kx(ky +Ky) + ky(kx +Kx)]
E+E−
{
(
1
E+ + E− + iΩn
+
1
E+ + E− − iΩn )[1− nF (E−)− nF (E+)]
−( 1
E+ − E− + iΩn +
1
E+ − E− − iΩn )[nF (E−)− nF (E+)]
}
, (S79)
1
β
∑
ωl
[
λpi13(iΩn,K; iωl,k) +
λpi31(iΩn,K; iωl,k)
]
= −8∆λ[ξ+kx + ξ−(kx +Kx)] 1
β
∑
ωl
1
(−iωl − iΩn + E+)(iωl + iΩn + E+)(−iωl + E−)(iωl + E−) (S80)
= −2∆λ[ξ+kx + ξ−(kx +Kx)]
E+E−
{
(
1
E+ + E− + iΩn
+
1
E+ + E− − iΩn )[1− nF (E−)− nF (E+)]
−( 1
E+ − E− + iΩn +
1
E+ − E− − iΩn )[nF (E−)− nF (E+)]
}
, (S81)
1
β
∑
ωl
[
λpi23(iΩn,K; iωl,k) +
λpi32(iΩn,K; iωl,k)
]
= 8∆λ[ξ+ky + ξ−(ky +Ky)]
1
β
∑
ωl
1
(−iωl − iΩn + E+)(iωl + iΩn + E+)(−iωl + E−)(iωl + E−) (S82)
=
2∆λ[ξ+ky + ξ−(ky +Ky)]
E+E−
{
(
1
E+ + E− + iΩn
+
1
E+ + E− − iΩn )[1− nF (E−)− nF (E+)]
−( 1
E+ − E− + iΩn +
1
E+ − E− − iΩn )[nF (E−)− nF (E+)]
}
. (S83)
So far we have not included long range Coulomb interaction in our calculations, and in this sense we are considering
a “neutral superconductor.” At zero temperature, in the hydrodynamic limit, Ωn = 0,K→ 0, then if i 6= j,
1
β
∑
ωl
[
λpiij(0, 0; iωl,k) +
λpiji(0, 0; iωl,k)
]
= 0 (S84)
and
1
β
∑
ωl
λpi00(0, 0; iωl,k) = 0. (S85)
Thus only three correlation functions are nonzero in the hydrodynamic limit: λΠii(0, 0)’s for i = 1, 2, 3.
λΠ11(0, 0) =
λΠ22(0, 0) = −1
2
∫
dk
(2pi)2
(1 +
ξ2kλ
E2kλ
)
1
Ekλ
(S86)
= −1
2
Nλ
∫ A
−A
dξ
2ξ2 + 4∆2λ
(ξ2 + 4∆2λ)
3/2
(S87)
≈ Nλ(1− 2 ln A
∆λ
), (S88)
λΠ33(0, 0) = −Nλ
∫ ∞
0
dξ
8∆2λ
(ξ2 + 4∆2λ)
3/2
= −2Nλ, (S89)
where Nλ is the density of states of band λ at the Fermi energy, and A is the cutoff. ∆λ can be expressed in terms of
Nλ, A and gµλ from the gap equations, which should be derived by saddle point approximation. Combining all the
results, we have the effective action for θλ in the hydrodynamic limit,
Seff{θλ} = 1
8
∑
Ωn,K
{
8|g12|∆1∆2
g11g22 − g212
(θ1(iΩn,K)− θ2(iΩn,K))(θ1(−iΩn,−K)− θ2(−iΩn,−K))
+
2∑
λ=1
θλ(iΩ,K)
[
2Nλ
(
Ω2n + c
2
λK
2
)]
θλ(−iΩn,−K)
}
(S90)
where
c2λ =
nλ
mNλ
+ 2
∆2λ
k2Fλ
(1− 2 ln A
∆λ
). (S91)
cλ is the velocity of the Bogoliubov-Anderson-Goldstone mode in band λ for p + ip superconductors. Note that the
second term does not appear in s-wave superconductors. For quadratic dispersion, in 2D,
nλ = Nλ ∗ 1
2
mv2Fλ, (S92)
the first term is 12v
2
Fλ (in 3D, it is
1
3v
2
Fλ); but with spin-orbit coupling, we do not have such a simple relation. In
matrix form,
Seff{θλ} = 1
8
∑
Ωn,K
[θ1(iΩn,K) θ2(iΩn,K)]Θ
−1
[
θ1(−iΩn,−K)
θ2(−iΩn,−K)
]
, (S93)
with
Θ−1 =
[
2N1
(
Ω2n + c
2
1K
2
)
+B −B
−B 2N2
(
Ω2n + c
2
2K
2
)
+B
]
, (S94)
B =
8|g12|∆1∆2
g11g22 − g212
. (S95)
Solving det Θ−1 = 0 for collective modes and making an analytical continuation iΩn → ω + i0 we arrive at
ω2 =
1
2
[
ω20 + (c
2
1 + c
2
2)K
2 ±
√
ω40 + (c
2
1 − c22)2K4 − 2ω20
N1 −N2
N1 +N2
(c21 − c22)K2
]
(S96)
with
ω20 =
N1 +N2
2N1N2
8|g12|∆1∆2
g11g22 − g212
. (S97)
In the limit K → 0,
ω2 = c2K2, where c2 =
N1c
2
1 +N2c
2
2
N1 +N2
for “− ” sign in front of the square root in Eq.(S96); (S98)
ω2 = ω20 + v
2K2, where v2 =
N1c
2
2 +N2c
2
1
N1 +N2
for “ + ” sign in front of the square root in Eq.(S96). (S99)
The first solution corresponds to Bogoliubov-Anderson-Goldstone (BAG) mode, while the second to Leggett mode.
Including the term proportional to λαRK does not change this result, since it contributes to correlation functions
which have factors vanishing in the hydrodynamic limit, as in (S84) and (S85).
In a charged superconductor, the Coulomb interaction is also treated by Hubbard-Stratonovich transformation, and
a bosonic field ϕ is used to decouple the four-fermion term. The effective action becomes[34]
Seff{θλ} = 1
8
∑
Ωn,K
[θ1(iΩn,K) θ2(iΩn,K) eϕ(iΩn,K)]Θ
−1
 θ1(−iΩn,−K)θ2(−iΩn,−K)
eϕ(iΩn,K)
 , (S100)
where
Θ−1 =
 2N1 (Ω2n + c21K2)+B −B −4iΩnN1−B 2N2 (Ω2n + c22K2)+B −4iΩnN2
4iΩnN1 4iΩnN2 4(2N1 +N2 + V
−1
c (K))
 , (S101)
and V −1c (K) = K
2/(4pie2), which vanishes in the hydrodynamic limit. Again solving det Θ−1 = 0, we find
ω2 = ω20 + v
2K2, where v2 =
(N1 +N2)c
2
1c
2
2
N1c21 +N2c
2
2
. (S102)
Therefore, the gap of Leggett mode is not affected by the Coulomb interaction, while the velocity v is affected. Another
solution is a plasma mode,
ω2 = 8pie2(N1c
2
1 +N2c
2
2), (S103)
which is just the BAG mode pushed to plasma frequency.
