Many behavioral, physiological, and biochemical activities in a variety of organisms have been reported to show a circadian rhythm. Circadian rhythms are those rhythms that continue under constant conditions with a period of about a day, show temperature compensation of their period, and Abstract Since the advent of techniques to investigate gene expression on a large scale, numerous circadian rhythms in mRNA amount have been reported. These rhythms generally differ in amplitude and phase. The authors investigated how far a parameter not regulated by the circadian clock can influence the phase of a rhythm in RNA amount arising from a circadian rhythm of transcription. Using a discrete-time approach, they modeled a sinusoidal rhythm in transcription with various constant exponential RNA decay rates. They found that the slower the RNA degradation, the later the phase of the RNA amount rhythm compared with the phase of the transcriptional rhythm. However, they also found that the phase of the RNA amount rhythm is limited to a timeframe spanning the first quarter of the period following the phase of the transcriptional rhythm. This finding is independent of the amplitude and vertical shift of the transcriptional rhythm or even of the way constant RNA degradation is modeled. The authors confirmed their results with a continuous-time model, which allowed them to derive a simple formula relating the phase of the RNA amount rhythm solely to the phase and period of its sinusoidal transcriptional rhythm and its constant RNA half-life. This simple formula even holds true for the best sinusoidal approximations of a nonsinusoidal rhythm of transcription and RNA amount. When expanding the model to include additional events with constant exponential kinetics, such as RNA processing, they found that each event expands the phase limit by another quarter of the period when it occurs in sequence but not when it occurs as a competing process. However, the limit expansion comes at the price of minuscule amplitudes. When using a discrete-time approach to model constant rates of transcription with a sinusoidal RNA half-life, the authors found that the phase of the RNA amount rhythm is unaffected by changes in the constant rate of transcription. In summary, their data show that at least 4 distinct circadian regulatory mechanisms are required to allow for all phases in rhythms of RNA amount, one for each quarter of the period.
entrain to the daily environmental time cues such as light/dark or temperature cycles (Johnson and Hastings, 1986) .
Reports of rhythmic gene expression at the level of mRNA amount have been particularly numerous because with the advent of techniques such as microarray analysis, it became possible to determine rhythms in mRNA amount on a large scale. In Arabidopsis, for example (Harmer et al., 2000) , 6% of the nearly 8000 genes tested showed a statistically significant circadian rhythm in mRNA amount. These 453 rhythms differ greatly in amplitude and phase, with all 6 possible phases (due to the 4-hour sampling intervals) well represented. Since the amount of an mRNA is determined by its rate of synthesis versus its rate of degradation, experiments to determine circadian transcription on a large scale have also been performed. Based on the enhancertrap method with luciferase as the reporter gene, even 36% of the 335 lines assayed in Arabidopsis showed a statistically significant circadian rhythm of transcription (Michael and McClung, 2003) . Circadian rhythms of mRNA degradation have not yet been tested on a large scale, but some evidence suggests degradation rates in the form of a circadian rhythm for a few particular mRNAs (Lidder et al., 2005; Kim et al., 2005) . When investigating the model organism Chlamydomonas reinhardtii (Jacobshagen et al., 2001) , we found that several of its genes show a circadian rhythm in mRNA amount albeit with various amplitudes and phases. For one of these genes, LHCB-1, we demonstrated that the circadian clock regulates the expression of this gene at the level of transcription (Jacobshagen et al., 1996) . Our results prompted us to question whether the other genes with rhythmic mRNA amounts show circadian rhythms in transcription identical to LHCB-1, despite the differences in phase at the mRNA amount level. A few sample calculations reveal that even when 2 genes have the same circadian rhythm of transcription, their rhythms in mRNA amount can differ in phase solely because of a difference in their constant rate of mRNA degradation. The gene with the slower mRNA degradation rate will have a later phase.
Modeling circadian transcription with various forms of RNA degradation has been reported before, usually in an effort to fit experimental data for a particular gene and therefore be able to conclude on aspects of its expression not experimentally determined. So and Rosbash (1997) , for example, already demonstrated that a longer constant RNA half-life will lead to a later phase in the RNA amount rhythm. However, only when modeling rhythmic RNA degradation in addition to circadian transcription were they able to fit their nuclear run-on data with their mRNA amount data for the per gene. Therefore, they argued that the circadian clock must regulate the expression of the per gene also at the level of RNA stability or processing. Similarly, Kim and coworkers (2005) modeled rhythmic transcription and rhythmic RNA degradation for the AANAT gene. Rhythmic degradation in this case was based on the amount rhythms for 3 heterogeneous nuclear ribonucleoproteins, which they showed to mediate degradation by specifically binding to the 3′ UTR of the AANAT mRNA. Gachon and coworkers (2006) modeled circadian transcription based on their promoter binding data for 3 rhythmic transcription factors and RNA degradation via constant RNA half-lives in an effort to identify possible target genes of the transcription factors based on the phase that must be expected for a target's rhythm in RNA amount.
To comprehensively investigate circadian transcription with various constant mRNA degradation rates, we turned to the method of discrete-time modeling. To our surprise, we found that although the phase can vary depending on the constant RNA degradation rate chosen, there is a limit to how much it can vary. The phase of the rhythm in mRNA amount can occur no more than a quarter of the period later than the phase of the rhythm in transcription. Therefore, if the model is an adequate reflection of cellular events, an organism needs at least 4 distinct mechanisms by which the circadian clock regulates gene expression to allow for all possible phases of rhythms in mRNA amount.
We confirmed our discrete-time modeling results by developing a solvable differential equation, yielding a continuous-time model with an explicit formula. The differential equation also allowed us to derive a simple formula for the phase of the mRNA amount rhythm based solely on the phase and period of the sinusoidal transcriptional rhythm and the constant mRNA half-life. Since the mRNA amount rhythm has a period identical to the transcriptional rhythm, our formula may be used to calculate the phase of an underlying transcriptional rhythm from experimentally determined mRNA half-life and mRNA amount rhythm under the condition that the mRNA half-life is constant and there are no other significantly contributing processes.
MATERIALS AND METHODS

Discrete-Time Modeling
Discrete-time modeling ( Fig. 1) was performed using the computer program STELLA Version 8.1 at 0.25 h time steps, with Euler's Method chosen as the numerical integration method. The amount of RNA was modeled as a "reservoir" that could not be negative. In all our models, the amount of RNA was expressed in "RNA units," which can equally represent units of RNA amount or RNA concentration.
Rhythmic Transcription, Constant RNA Half-Life
Transcription was modeled as a cosine wave with a period of 24 h, a phase where the minimum occurred at 0 min in the time domain and an amplitude of 0.5 so that it was 1 RNA unit/h at its maximum and 0 RNA unit/h at its minimum (Enzyme_gene_TF = 0.5-0.5*COS((2*PI/24)*TIME) in Fig. 1 ). The inclusion of a selectable amplitude factor allowed for analysis of the effect that changes in the transcriptional rhythm's amplitude had on the resulting RNA amount rhythm (Enz_Amplitude_ Factor = 1 or variable in Fig. 1 ). The addition of a selectable constant rate of transcription allowed for analysis of the effects that vertical shifts in the transcriptional rhythm had on the resulting RNA amount rhythm (Basal_Transcription = 0 or variable in Fig. 1 ). The combination of all 3 parameters determined the rate of RNA synthesis in the model (INFLOWS: RNA_Transcription = Enzyme_ g e n e _ T F * E n z _ A m p l i t u d e _ F a c t o r + B a s a l _ Transcription in Fig. 1 ).
RNA degradation was modeled via exponential decay ([RNA] -[RNA] 2 -Δt/half-life ) with a selectable constant half-life in hours (OUTFLOWS: RNA_ Degradation = (RNA-RNA*2^(-DT/half-life))/DT in Fig. 1 ). The phase of the rhythm in RNA amount (RNA(t) in Fig. 1 ) was determined by visually identifying the time of the highest or lowest value in the data table. Precision for the data table was set to "free float."
Rhythmic Transcription, Constant RNA Degradation Via the Michaelis-Menten Equation
Constant RNA degradation was also modeled via the Michaelis-Menten equation (V max [RNA]/(K M + [RNA]) to account for the action of an RNase. Various values for both V max and K M could therefore be chosen to run the model with all other aspects identical to the model based on RNA exponential decay in Figure 1 (OUTFLOWS: RNA_Degradation = Vmax*RNA/(RNA+Km)).
Constant Transcription, Rhythmic RNA Half-Life or Rhythmic Percent RNA Degradation
When transcription was modeled at a constant rate but the RNA half-life with a rhythm, the OUTFLOWS were identical to Figure 1 , except that the half-life was modeled as a cosine wave with a period of 24 h (halflife = (Amplitude_Factor-Amplitude_Factor* COS((2*PI/24)*TIME))+Vertical_Shift). The amplitude factor and vertical shift variables allowed us to vary these rhythm parameters. The constant rate of transcription was modeled as a selectable parameter in RNA units/h.
To investigate a rhythm in percent RNA degradation, we modeled it as a cosine wave with a 24-h period and with selectable amplitude and vertical shift parameters (Percent_degradation = (Amplitude_ F a c t o r -A m p l i t u d e _ F a c t o r * C O S ( ( 2 * P I / 2 4 ) * TIME))+Vertical_Shift). This rhythm was integrated into the RNA degradation term (OUTFLOWS: RNA_ Degradation = RNA*Percent_degradation).
Rhythmic Transcription, Constant RNA Half-Life Combined with Constant RNA Processing/Export
Constant RNA processing and export from the nucleus was modeled as a single event with an exponential kinetics pattern. Therefore, the original model of rhythmic transcription and constant RNA half-life can also represent rhythmic transcription with constant exponential RNA processing/export. However, the processed/exported RNA is equivalent to the degraded RNA in the basic model (the outflows), whereas the not yet processed/exported RNA is equivalent to the amount of RNA (the reservoir). Constant exponential decay of the processed/ exported RNA was integrated into the model by connecting a second basic model to the first so that the outflows of the first model unit served as the inflows to the second model unit in place of the original rhythmic transcription. Therefore, the entire model contained 2 selectable half-lives, 1 for RNA processing/ export of the first unit and 1 for RNA decay of the second unit.
Constant exponential RNA decay in the nucleus as a competing process to constant exponential RNA processing/export was modeled by adding a second outflow to the reservoir of the basic model with an identical outflow formula. Therefore, the model contained 2 selectable half-lives, 1 for the outflow representing RNA processing/export and 1 for the outflow representing RNA nuclear degradation.
Continuous-Time Modeling
Let R(t) be the amount of RNA present at a time t, in hours. Let T(t) and D(t) be the transcription and degradation rates, respectively, of the RNA in the system with respect to the time t in hours. By definition, the rate of change of the RNA present at time t is the difference of the transcription and degradation rates, given by
where R′(t) represents the derivative of R(t). This will be the basic underlying differential equation governing R(t), the amount of RNA present at time t, regardless of how we model the transcription or degradation rate.
RNA Half-Life Constant
We are initially assuming that the RNA decays exponentially, with a constant half-life h. The average rate of RNA degradation over the interval [t,t + Δt] is therefore given by Then, by taking the limit using L'Hopital's rule, we have Substituting into (1), we have that R(t) will therefore be a solution to the differential equation (2) with initial condition R(0) = k for some constant k.
Rhythmic Transcription in the Form of a Sinusoidal Curve
We will assume that transcription is sinusoidal and that T(t) therefore has the form (3) for some constants a 0 , a 1 , and b 1 . Thus, T(t) can be expressed in the form with period p, mean value a 0 , amplitude and θ satisfying both and Substituting equation (3) into the differential equation (2) yields a first-order differential equation that is solvable using Laplace transforms. Let (s) denote the Laplace transform of R(t). Then, applying the Laplace transform term by term, we have
Solving for (s), we have
Applying the inverse Laplace transform term by term yields the general solution
Infinitely Slow RNA Degradation with Rhythmic Transcription in the Form of a Sinusoidal Curve
If we assume zero degradation, we can simply remove the degradation rate D(t) from our differential equation in (1). If we then still assume a sinusoidal transcription rate T(t) as in (3), we have which is easily solvable, with solution or, equivalently,
General Rhythmic Transcription Rate with Constant RNA Half-Life
Any periodic function of bounded variation (loosely, having finite arc length over the period) can be expressed as an infinite sum of trigonometric functions of the same period, known as a Fourier series. We will therefore assume that (6) for some constants a 0 , a n , and b n , n = 1, 2,. . . . Substituting equation (6) into the differential equation (2) again yields a differential equation that is solvable using Laplace transforms. Let (s) denote the Laplace transform of R(t). Then, applying the Laplace transform term by term, we have Solving for (s), we have Applying the inverse Laplace transform term by term yields the general solution (7) 
RESULTS
Discrete-Time Modeling
Rhythmic Transcription, Constant RNA Half-Life
We decided to model the rate of transcription as a sinusoidal wave because many of the transcriptional rhythms measured with nuclear run-on assays or luciferase as a reporter gene generally resemble a sine wave (Liu et al., 1995; So and Rosbash, 1997; Michael and McClung, 2003) . In addition, the 7 circadian rhythms in mRNA amount that we detected in the model organism Chlamydomonas reinhardtii also resemble a sine wave (Jacobshagen et al., 2001) . We decided to model RNA degradation via exponential decay because when RNA degradation is measured experimentally, it usually follows this pattern and is therefore most commonly expressed in half-lives.
As demonstrated in Figure 2 , a longer constant RNA half-life leads to a later phase in the RNA amount rhythm, although the sinusoidal rhythm in the transcription rate (gray in Fig. 2) is the same as for the shorter constant half-life. The rhythm in RNA amount has its peak 0.25 h later than the transcriptional rhythm when the RNA half-life is 0.1 h (black in upper panel of Fig. 2 ) but 3 h later when the constant half-life is lengthened to 2.5 h (black in lower panel of Fig. 2 ). Identical results are achieved when comparing the troughs or any other phase reference points. This demonstrates that the phase of a rhythm in RNA amount can be shifted based on a parameter that is not controlled by the circadian clock. Figure 2 also demonstrates that the period of the RNA amount rhythm remains identical to the period of the transcriptional rhythm for both constant half-lives. 
Limits to Phase
When modeling longer and longer RNA half-lives, we discovered to our surprise that the phase of the resulting rhythm in RNA amount had a limit. It could not be more than 6 h later than the transcriptional rhythm ( Fig. 3) , which represents exactly a quarter of its 24-h period.
To understand what happens when very long RNA half-lives are chosen, it is instructive to look at the case of the extremely long half-life of 1000 h or 41.67 days (Fig. 4) . In the beginning, the amount of RNA increases with a small amplitude rhythm on top of this general increase (upper panel in Fig. 4 ). However, when running the model long enough or starting out with the proper high amount of initial RNA, the RNA amount stabilizes to a high constant value on top of which it cycles with a stable, very low amplitude (lower panel in Fig. 4 ). Generally, it can be said that the longer the RNA half-life, the more cycles it takes for the amount of RNA to stabilize when starting with an initial RNA amount of zero. Table 1 summarizes the amount of RNA that can be found at the peak and trough for various RNA half-lives after the RNA amount has stabilized. Table  1 also shows that the amplitude, when expressed as the amount of RNA that lies between the peak and the trough, first increases with longer RNA half-lives but goes toward a final value for very long RNA halflives (3.82 in this specific example). When the amplitude is expressed as the difference in RNA amount between peak and trough as a portion of the peak value, however, it continues to become smaller with longer RNA half-lives. For our example, the portion of RNA amount between the peak and the trough is only 0.5% of the peak amount when the extreme halflife of 1000 h is chosen (Table 1) .
Relevance to Experiments
In experiments to determine rhythms in RNA amount through Northern blot analysis, an amplitude of at least 2-fold is often considered significantly above background noise. A 2-fold amplitude rhythm will show an RNA amount between peak and trough that is 50% of the peak amount. Consequently, such experiments would only be able to detect rhythms with a phase of up to about 4.75 h later than the phase of the transcriptional rhythm in our specific 516 JOURNAL OF BIOLOGICAL RHYTHMS / December 2008 example (Table 1) . They would not detect those rhythms whose phases are between 4.75 and 6 h later.
Effect of Amplitude and Vertical Shift
We also investigated the effect of varying the amplitude of the transcriptional rhythm ( Table 2) since promoters that are regulated by the same circadian mechanism but differ in their strength will give rise to transcriptional rhythms with different amplitudes. A weak promoter will give rise to a lower amplitude than a strong promoter, while the phase and period will remain the same. Not surprisingly, we found that the larger the amplitude of the transcriptional rhythm, the larger the amplitude of the rhythm in RNA amount (compare amounts of RNA between peak and trough in Table 2 ). In fact, the amplitude of the RNA amount rhythm changes by the same factor as the amplitude of the transcriptional rhythm. But most important, the phase of the rhythm in RNA amount is unaffected.
We also modeled the transcriptional rhythm with various vertical shifts by adding constant rates of transcription (Table 2) . Such a constant rate of transcription may account for low-level promoter activity on top of which the promoter exhibits circadian regulation. In this case, the amplitude of the RNA amount rhythm does not change since the RNA amount between the peak and the trough remains the same (Table 2) . Only when this amount of RNA between peak and trough is expressed as a percent of the peak value will it become smaller as the vertical shift increases. However, the phase of the rhythm in RNA amount is again unaffected ( Table 2 ).
In conclusion, our finding that the phase of the RNA amount rhythm is limited to a timeframe spanning the first quarter of the period following the transcriptional rhythm holds true regardless of the transcriptional rhythm's amplitude or vertical shift. Amplitude and vertical shift may, however, determine whether a rhythm in RNA amount can be . 1 ). "Delayed phase" refers to the time the phase of the RNA amount rhythm is delayed with respect to the phase of the rhythm in transcription. "ΔRNA peak to trough" refers to the amount of RNA at the peak minus that of the trough. a. These parameters are expressed in RNA units.
detected experimentally or falls below the limit of detection.
Rhythmic Transcription but Constant RNA Degradation Via the Michaelis-Menten Equation
We also modeled constant RNA degradation using the Michaelis-Menten equation (V max [RNA]/(K M + [RNA]). This approach may perhaps better reflect the action of an RNase, the kind of enzyme that actually degrades RNA. The Michaelis-Menten equation contains 2 parameters that can be varied, V max and K M . Various value combinations for these 2 parameters gave principally the same result as the exponential decay model: the phase of the rhythm in RNA amount may range between 0 and 6 h later than the phase of our transcriptional rhythm but not beyond (Figs. S2 and S3 in the supplement, available online at http://jbr.sagepub.com/supplemental/). An interesting difference between the 2 degradation models is that changes in amplitude or vertical shift of the transcriptional rhythm will lead to changes in the phase of the RNA amount rhythm for the Michaelis-Menten model ( Table S1 in the supplement). These phase changes, however, never exceed the quarter period timeframe following the phase of the transcriptional rhythm. In addition, the RNA amount rhythms in the Michaelis-Menten model do not always show a strict sine wave pattern (Fig. S1 in the supplement). As a consequence, the time difference between the peaks of both rhythms is not always the same as between the troughs (Fig. S2 in the supplement), and a phase comparison is therefore not entirely valid.
The Michaelis-Menten equation is perhaps not the best choice for representing RNA degradation in a cell. The equation was developed for the action of an enzyme in a test tube. The equation is only valid under the condition that no significant amount of product (degraded RNA in this case) has accumulated yet, a situation not necessarily present in a cell. Also, not all enzymes obey this equation, and the equation does not account for enzyme recruiting processes, as were demonstrated for some deadenylases (Funakoshi et al., 2007) , which catalyze what is considered the rate-limiting step in most mRNA degradations.
Constant Transcription, Rhythmic RNA Half-Life
The amount of RNA might also show a rhythmic pattern due to a rhythm in RNA degradation instead of transcription. Therefore, we modeled a constant rate of transcription in combination with an RNA half-life that had a sinusoidal pattern. Since an RNA half-life of 0 h leads to an instantaneous degradation of all RNA regardless of its amount, a situation not likely in an organism, we modeled the rhythm in RNA half-life with a trough of more than 0 h. A first general finding is that the resulting RNA amount rhythm does not always show a strict sinusoidal pattern (Fig. 5) . The time relationship between the RNA amount rhythm and the RNA half-life rhythm can be different depending on whether the peak or the trough is used as a reference point (Table 3) . A second general finding is that a change in the constant rate of transcription does not lead to a change in the time relationship between the RNA amount rhythm and the RNA half-life rhythm ( Table S2 in the supplement and implicit in Table 3 ). This time relationship, instead, will vary with changes in either the amplitude or vertical shift of the RNA half-life rhythm 518 JOURNAL OF BIOLOGICAL RHYTHMS / December 2008 NOTE: Amplitude and vertical shift parameters are that of the modeled cosine wave rhythm in transcription whose period was always 24 h. "Delayed phase" refers to the time the phase of the RNA amount rhythm is delayed with respect to the phase of the rhythm in transcription. "ΔRNA peak to trough" refers to the amount of RNA at the peak minus that of the trough. a. These parameters are expressed in RNA units.
( Table 3 ). A larger amplitude or a larger vertical shift will lead to a larger time difference between the 2 rhythms. Notice also in Table 3 that the peak of the RNA amount rhythm may occur later than the quarter of the period limit we encountered with our rhythmic transcription model. However, when the average of the peak and trough is taken as an indication for the phase, it will not go beyond this quarter of the period limit. We also modeled rhythmic RNA degradation in the form of percent degradation with a cosine wave and obtained basically the same results. The time relationship between the rhythm in percent RNA degradation and in RNA amount does not change when varying the constant rate of transcription but changes when varying either the amplitude or the vertical shift of the rhythm in percent RNA degradation (data not shown). The shape of the rhythm in RNA amount is also not strictly sinusoidal (Fig. S3 in the supplement).
In conclusion, although a rhythm in RNA amount may be due to a rhythm in transcription or a rhythm in RNA half-life, these 2 possibilities differ greatly in the parameters that determine the phase of the RNA amount rhythm.
Continuous-Time Model
The strict limits that we discovered in the phase of an RNA amount rhythm with respect to the phase of the sinusoidal transcriptional rhythm from which it is derived made us suspect a simple mathematical basis for these limits. We investigated this possibility by developing a solvable differential equation for the amount of RNA resulting from sinusoidal transcription and constant half-life-based RNA degradation, which is solution (4) to the differential equation (1) in the Materials and Methods section.
An example of how we can use solution (4) to predict the RNA amounts for a particular sinusoidal transcription rate, constant RNA half-life, and initial RNA value is shown in Figure 6 . This example is a replication of the discrete-time example in the lower panel of Figure 2 and shows that the initial discretetime model in the lower panel of Figure 2 is fairly accurate. Only close inspection reveals that the result from the discrete-time model is slightly off in terms of amplitude and phase due to its resolution limits (see below). 2.00 0.5 10 5.25 5.00 0.5 100 6.00 6.00 NOTE: Data were obtained by running each specified cosine wave rhythm in RNA half-life with at least the 4 constant rates of transcription of 0.3, 1, 3, and 10 RNA units/h. "Delay of peak" refers to the time the peak of the RNA amount rhythm is delayed with respect to the peak of the rhythm in RNA half-life, and "delay of trough" refers to the time the trough is delayed with respect to the trough of the rhythm in RNA half-life.
Difference in Phase between Transcriptional and RNA Amount Rhythm Assuming Sinusoidal Transcription and Constant RNA Half-Life
Solution (4) describes what experimental data should look like given the assumption of a sinusoidal transcription curve and constant exponential decay of the RNA. It is not purely periodic (see the first few hours in Figure 6 as an example) because of the first term but becomes entirely periodic over time since = 0. Consequently, after sufficient time has passed so that the first term becomes basically 0, the solution looks like (8) Therefore, we will draw conclusions from just the portion of the formula shown in (8). The first term in (8) represents a vertical shift of Thus, the vertical shift of the RNA amount is directly proportional to the half-life h; that is, multiplying the half-life by a factor will multiply the vertical shift by the same factor. The second term gives the sinusoidal part of the steady-state solution, which has the same period p as the transcriptional rhythm. The amplitude of this rhythm equals the amplitude of the transcriptional rhythm multiplied by the factor Thus, the amplitude is dependent on but not directly proportional to h. This factor, and therefore also the amplitude itself, will become larger as h becomes larger, with the factor reaching a final value of as h → ∞.
But most important, the phase difference of the curve with respect to the transcription curve is Notice that the difference in phase is only dependent on 2 parameters, the period p and the half-life h. In our example shown in Figure 6 , since the RNA half-life h is 2.5 hours, the phase difference is hours. But notice in particular that, as h → 0 the phase difference goes to and as h → ∞, the phase difference goes to This means that also for our continuous-time modeling, the phase of the RNA amount rhythm is limited to between 0 h and a quarter of the period later than the phase of the transcriptional rhythm. Interestingly, the result for an infinite half-life h holds regardless of how we model RNA degradation. An infinite half-life corresponds to zero degradation. In the Michaelis-Menten model, for example, zero degradation would correspond to V max = 0 or an extremely large value for K M or both. The solution we developed for zero degradation and sinusoidal transcription is solution (5) in the Materials and Methods section. Notice that the periodic part of this solution also has the same period p as the transcription rate T(t), with phase difference hours.
Rhythmic Transcription Rates That Do Not Follow a Sinusoidal Pattern
Circadian rhythms of transcription might not necessarily resemble a sine wave. An extreme example would be a burst-like pattern in which most of the time, transcription is silent but about every 24 h, it is high for a short period. Therefore, we also investigated (2), is in black. In this example, the period p is 24 h, the RNA half-life h is 2.5 h, the initial amount of RNA is 0 RNA units, and the periodic transcription rate is given by that is, k = = 0, a 0 = = 0.5, b 1 = = 0, and a 1 = = -0.5.
Thus, the continuous curve for the RNA amount at any time t ≥ 0 for these particular parameters is the relationship between transcription and RNA amount for transcription with any periodic function in combination with constant exponential RNA decay using the continuous-time model. The solution we developed for this kind of setup is solution (7) in the Materials and Methods section. An example of how we can use solution (7) to predict the RNA amounts for a particular periodic transcription rate, RNA half-life, and initial RNA value is shown in Figure 7 . Note that the 2 curves no longer have the same shape, and thus the concept of a "phase difference" between the 2 curves is no longer valid. However, since the trigonometric functions that form the basis for the Fourier series are orthogonal under the L 2 [0,p] norm, we may form a best-fit sinusoidal for both the transcription curve T(t) and the RNA amount curve R(t), after the effects of the exponential part of the solution fade, by truncating both trigonometric formulas to just the constant term and the trigonometric functions of period p. The approximations of the curves appear in Figure 7 as dashed lines. We may then talk about the phase difference of the sinusoidal best approximations. The phase difference of these best approximations will still be limited to
In the example shown in Figure 7 , since the RNA half-life h is 3 hours, the phase difference between the best sinusoidal approximations is hours.
Extended Modeling
RNA also undergoes other processes besides degradation, most notably processing and export from the nucleus. RNA processing and RNA export can be regulated (Terry et al., 2007; Keene, 2007) , although there is currently no evidence that they are the target of regulation by the circadian clock. Therefore, we decided to model RNA processing/ export as a single event with constant exponential kinetics in addition to rhythmic transcription and constant RNA half-life by connecting 2 model units. We found that the phase of the rhythm in the amount of processed/exported RNA that has subsequently been subject to degradation is now limited to a timeframe spanning half of the period following the phase of the transcriptional rhythm (data not shown). More specifically, the delay in phase is exactly the sum of the phase delay caused by the processing/ export event and the decay event. This is maybe not too surprising since the outflow of the first model unit (processed RNA that arrives in the cytosol) is proportional to the amount of RNA in its reservoir (not yet processed/exported RNA, which is equivalent to the amount of RNA in the single model) and therefore shows a rhythm with the same phase. Interestingly, the amplitude of the final rhythm, when expressed as a percent of the peak value, becomes extremely small for phases of between one and two quarters of the period later than the transcriptional rhythm. In conclusion, each additional constant exponential event that the RNA undergoes in sequence expands the possibility for phase delay of the final RNA rhythm by another quarter of the period. However, it requires that each event occurs very slowly, and it comes at the price of extremely reduced amplitudes. We also investigated the effect of constant exponential processes that are competing, such as RNA processing and degradation in the nucleus, by adding a second outflow to our basic model. In this case, the half-lives of processing and degradation, h 1 and h 2 , respectively, combine to give an overall half-
life of
The half-lives of both competing processes therefore determine the phase of the resulting rhythm in processed RNA that is exported to the cytosol, whereas its amplitude is determined by the factor In consequence, these competing processes do not expand the phase of the rhythm in RNA amount beyond the quarter-period limit.
DISCUSSION
Our results suggest that if the rate of transcription shows a circadian rhythm but RNA exponential decay remains constant, the RNA amount rhythms of all the possible phases that were detected in numerous microarray studies can only be achieved through a minimum of 4 distinct circadian regulatory mechanisms of transcription. This follows necessarily from our finding that the phase of the RNA amount rhythm under such conditions is limited to a timeframe spanning the first quarter of the period following the phase of the transcriptional rhythm. The limit holds true regardless of whether discrete-or continuous-time modeling is used. It is independent of the amplitude and vertical shift of the transcriptional rhythm or the way RNA degradation is modeled and also applies to the best sinusoidal approximation of a nonsinusoidal rhythm of transcription.
Our findings make it particularly interesting to evaluate the large-scale circadian transcriptional studies for whether they show only 4 precise phases, each a quarter of the period apart. The 128 different circadian rhythms of transcription in Arabidopsis discovered through the enhancer-trap method with luciferase as reporter (Michael and McClung, 2003) vary considerably in phase, as determined by their time of peak. However, only 6 of these 128 rhythms do not show a phase at subjective dawn, midday, dusk, or midnight (CT 0, 6, 12, or 18) within the range of their standard deviation (see Table III in the supplement to Michael and McClung, 2003) . Similar experiments in Drosophila (Stempfl et al., 2002) were unfortunately mainly carried out in light/dark cycles so that additional direct light effects cannot be excluded, and for the experiments carried out in constant darkness, the phase of the rhythms is not given.
Our findings also raise the question of whether RNA degradation is generally constant or shows a circadian rhythm. Methods to determine RNA decay rates on a large scale were recently developed (Gutierrez et al., 2002; Raghavan and Bohjanen, 2004) but have not been applied to this question yet. For a few particular mRNAs, there is some evidence for a circadian rhythm in RNA processing/degradation (Frisch et al., 1994; So and Rosbash, 1997) or RNA degradation (Kim et al., 2005; Lidder et al., 2005; . To our knowledge, there is no direct evidence yet that the exponential decay rate of an mRNA with circadian transcription is constant throughout a circadian cycle. Such evidence would require RNA decay studies with high time resolution. But some of the transgenic expression studies in which genes with originally rhythmic promoters were fused to nonrhythmic promoters are perhaps an indication for such a degradation pattern. For example, the amount of CCA1 transcript in Arabidopsis, when placed under the regulation of a constitutive promoter, remains fairly constant for at least 20 h when transferred to constant conditions, although it remains at higher levels in constant dark than in constant light due to a general decrease in transcript stability in the light (Yakir et al., 2007) .
Our simple model did not take into account the possible effects of RNA processing or RNA nuclear export. When we included these 2 events as a combined process with a constant exponential kinetics pattern like for the RNA decay, the effect was entirely different whether it was modeled as a process preceding the decay or as a competing process to the decay. Competition did not change the previous finding of the quarter-period limit to the phase delay. However, sequential arrangement caused an extension of the phase delay limit by a full quarter of the period so that it became half the period. In carrying the interpretation to its extreme, we must conclude that a single circadian transcription mechanism can theoretically be sufficient for all phases of mRNA amount. It would just require 4 serial events to the RNA that occur with a constant half-life. However, the amplitude under these conditions would become miniscule for all rhythms with very delayed phases, which is clearly not the experimental finding, nor would it seem advantageous to the organism.
An entirely different picture arises when modeling RNA degradation under control of the circadian clock with constant transcription. In this case, varying the nonrhythmic component of the system (i.e., ln 2 h 1 hp ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 4p 2 h 2 + p 2 ðln 2Þ 2 q :
the transcription rate) will not alter the phase of the RNA amount rhythm. Although changing the amplitude of the exponential RNA decay rhythm also changes the shape of the RNA amount rhythm, and therefore the concept of "phase difference" between RNA decay and RNA amount rhythm is no longer valid, it is interesting that the peak as well as the trough of the RNA amount rhythm changes its time relationship to the respective parameter of the RNA decay rhythm when the amplitude or vertical shift of the RNA decay rhythm is changed. And when the average of the peak and the trough is taken as reference point, the phase will not be later than a quarter of the period compared with the phase of the RNA decay rhythm. In this respect, it resembles the original model but with the important difference that the change in phase is due to a parameter of the rhythmic component rather than the constant component. A circadian rhythm in mRNA amount exclusively due to a rhythm in RNA decay has not been demonstrated yet. However, it was recently shown that one of the several deadenylases in mice shows a circadian rhythm in its protein amount . Since removal of the polyA tail from mRNAs is thought to be the rate-limiting step in mRNA decay in eukaryotes, the yet unidentified target mRNAs for this deadenylase, which is called nocturnin, may represent cases of circadian rhythms in mRNA amount exclusively due to rhythmic mRNA degradation.
The model we designed for the amount of RNA resulting from circadian transcription and constant exponential RNA degradation can also be applied to the amount of protein resulting from circadian translation and constant exponential protein degradation. Circadian translation in this case might either be due to a circadian rhythm in mRNA amount with the rate of translation strictly proportional to the amount of available mRNA or to a constant amount of mRNA with the rate of translation showing a circadian rhythm. A classic example for the latter is the luciferinbinding protein of the dinoflagellate Lingulodinium polyedrum (Morse et al., 1989) . Circadian translation in this case seems to be due to a translational repressor protein rhythmically binding to the mRNA (Mittag et al., 1994) .
Our findings provide several possible explanations of how phasing in mRNA amount rhythms might be achieved. The most important question still unanswered is whether any of our models describe what is actually occurring in a cell or organism. Insight into how common constant exponential RNA decay actually is during a circadian cycle could be investigated by large-scale mRNA decay studies with high time resolution. This information, coupled with comparable rhythmic transcription and RNA amount data, should allow assessment of the models presented here.
We succeeded in developing a simple formula that relates the phase of an mRNA amount rhythm solely to the phase and period of its sinusoidal transcriptional rhythm (or its best sinusoidal approximation) and its constant mRNA half-life. This formula is where φ RNA symbolizes the phase of the rhythm in RNA amount, φ Tr is the phase of the rhythm in transcription, p is the period of the transcriptional and RNA amount rhythm, and h is the constant half-life of the RNA. If any 3 of the 4 parameters are experimentally determined with reasonably high accuracy and time resolution, it is possible to calculate the fourth parameter using this formula. Or better yet, if all 4 parameters are experimentally determined, it is possible to evaluate whether other processes such as RNA processing/export play a significant role in phase determination.
Our findings also raise the possibility that many of the genes with "constant" amounts of mRNA are actually transcribed with a circadian rhythm but have an RNA decay rate that is very slow. For example, despite circadian transcription, constant mRNA amounts have been reported for the albumin gene in the rat liver (Wuarin and Schibler, 1990 ) and the cab1 gene in Arabidopsis (Millar and Kay, 1991) . Would there be an advantage to regulating the expression of a gene in this manner? It probably would not make much difference for the organism from the viewpoint of this particular gene and its function. However, it might be advantageous to an organism that lives in a predictably changing environment to commit its machinery to transcribing a particular gene during a certain time of day when resources are more plentiful or interference with other functions is minimized.
