SUPPORTING INFORMATION
Multidimensional Scaling Classical multidimensional scaling consists of a dimensional reduction algorithm that allows mapping the complex multidimensional data (coordinates of the structures) on a lowdimensional manifold (e.g., bidimensional points whose distance provides a rough estimate of the mean square deviation between the structures). In the present case, the mean square deviation is measured on 163 residues of the TM domains. Thus, for n structures, the matrix of the squared distances:
is first mean-centered using the following centering matrix:
, thus producing an inner-product matrix B = -½ H D H. The spectral analysis of this matrix then gives a set of n eigenvalues λ i with their corresponding eigenvectors v i . The embedding in a k-dimensional manifold projects the data on the first k non-negative eigenvalues, so that the coordinates of the i-th point are given by:
for 1≤j≤k and 1≤i≤n. The embedding vectors are optimal (in the Frobenius sense), since for all the k×n matrices y, and indicating with ⎢⎢ ⎢⎢ the Frobenius norm, the following is verified:
The equality holds if and only if k≥n and if B has no negative eigenvalues, in which case the squared distance matrix of the points x is equal to D, and the points lie on a k-dimensional surface. Negative eigenvalues in the spectrum of B indicate that the original distance matrix is non Euclidean, and as such it cannot be embedded exactly in any dimension. 
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