Abstract. The purpose of this paper is to provide a detailed description of the spaces that can be specified as L 2 domains for the operators of a first order elliptic complex on a compact manifold with conical singularities. This entails an analysis of the nature of the minimal domain and of a complementary space in the maximal domain of each of the operators. The key technical result is the nondegeneracy of a certain pairing of cohomology classes associated with the indicial complex. It is further proved that the set of choices of domains leading to Hilbert complexes in the sense of Brüning and Lesch form a variety, as well as a theorem establishing a necessary and sufficient condition for the operator in a given degree to map its maximal domain into the minimal domain of the next operator.
Introduction
Differential operators on a manifold with conical singularities are (modeled as) operators on a smooth manifold M with smooth boundary Z, of the form x −k P , where P ∈ Diff k b (M; E, F ). Here and elsewhere x denotes a fixed defining function for Z which is positive in [15] . These are the operators P ∈ Diff k (M; E, F ) singled out by the property that x −ν P x ν ∈ Diff k (M; E, F ) for any ν.
We shall be dealing with a complex 0 → C of first order cone operators A q ∈ x −1 Diff 1 b (M; E q , E q+1 ) acting on sections of vector bundles E q → M. The manifold M is assumed to be compact and the complex c-elliptic, which as in the regular case means that its c-symbol sequence is exact. The notion of c-symbol is an adaptation to cone operators of the regular symbol of a differential operator. It is defined on the c-cotangent bundle of M, the vector bundle whose smooth sections are the smooth 1-forms on M which are conormal to Z. For details on the c-symbol see [10, Section 3] .
Fix a smooth positive b-density m b on M, i.e., xm b is a positive density on M, a Hermitian metric on each of the vector bundles E q , and a number γ ∈ R, and view A q as an unbounded operator
As such, its maximal domain is
a Hilbert space with the graph inner product , respectively. The following definition goes back to Brüning and Lesch [3, Section 3] for general elliptic complexes and was inspired by the work of Cheeger [5, 6, 7] . should not be expected to be weighted b-Sobolev spaces (see [15] ) or simple variants thereof, in contrast with the case of a single elliptic cone operator [11, Proposition 3.6] . But a somewhat more elaborate statement does hold true: The proof is given in Section 7. Concerning D q max /D q min , our result is as follows. First, let P q = xA q . The Taylor expansion of P q along Z is P q = k x k P (k) q where the P (k) q have coefficients independent of x, which means that P (k) q xD x = xD x P (k) q . More properly this ought to be defined using a tubular neighborhood map and connections as in [10, Pg. 748] , and the resulting operators defined as living on the total space of π ∧ : Z ∧ → Z, the inward pointing normal bundle of Z in M; this will be reflected in the notation. Let A (k) We discuss other basic properties of the spaces E q in Sections 2 and 3. The proof of the theorem proceeds along the following lines. Objects on Z ∧ near the zero section are identified with similar objects on M near Z. Pick ω ∈ C ∞ (M), equal to 1 near Z and with support as close to Z as necessary. We first prove that the elements of E q are of the form 
q u σ0 = 0. This links the closed elements of (3.5 q ) in degree q with the maximal domain of A q . However, note that if u σ0 is exact,
min because, as is easy to prove, already ωw σ0−i ∈ D q−1 min . This is why one should remove exact elements from consideration. Of course one should also dismiss elements like u ′ that are already in D q min . Thus Σ ′ q reduces to the set Σ γ q , and the isomorphism of the theorem is the map
where u σ0 is the cohomology class of u σ0 . To show that this map is well-defined and surjective we need to consider elements of the form ω σ0∈Σ γ q u σ0 in D q min and prove that each u σ0 = 0 in cohomology. This is achieved through the following theorems, the main technical results of the paper. 
gives a nondegenerate pairing E q × E q+1 → C, reflected in cohomology in the following theorem.
and Σ ⋆γ q+1 be the analogue of A (0) q and Σ γ q for the adjoint complex, in degree q + 1, and let
is reflection of σ 0 across the line ℑσ = γ − 1/2. In other words, the pairing only relates points in Σ lying symmetrically across the line
Theorem 1.7. The Green pairing induces a nonsingular pairing
for each σ 0 ∈ Σ.
These theorems allow us to finish the proof of Theorem 1.
, then it follows from both theorems that each ωu σ0 belongs to D q min , hence [ωu σ0 , ωv] Aq = 0 for every v as in Theorem 1.6. Therefore the class of every u σ0 is zero by Theorem 1.7, which means that u σ0 is exact. Theorem 1.5 is proved in Section 3 (as Theorem 3.14) assuming the validity of Theorems 1.6 and 1.7. For the proofs of these theorems we transition the analysis from physical space to Mellin space. The corresponding results on the Mellin transform side are Theorem 4.14 and Theorem 4.13. The proof of Theorem 1.7 is the most delicate aspect of the analysis of the spaces E q . We first prove a finite dimensional case (Section 5), then show in Section 6 how to reduce to the case of Section 5 which ends our analysis of the individual spaces E q .
Section 7 collects our results on the regularity of elements of D q min . In Section 8 we show that the collection of ideal boundary conditions for the complex (1.1) is a union of algebraic varieties of (possibly) various dimensions.
Finally, in Section 9, we give necessary and sufficient conditions for the operator
min , thus removing domain requirements in degree q on the possible Hilbert complexes associated to (1.1) in x −γ L 2 b . The initial impetus to the systematic study of complexes on manifolds with singularities in the C ∞ category was given by Cheeger's papers [5, 6] concerning the de Rham complex. Since then there have been numerous developments towards a theory for general single elliptic operators as well as for complexes on such manifolds, early on by Melrose [15] and Schulze [20, 21] . The issue of having to choose domains comes up, for instance, in the case of the de Rham complex on non-Witt spaces in the papers [13] by Hunsicker and Mazzeo, and, more generally, in [1] by Albin, Leichtnam, Mazzeo, and Piazza. Without attempting to be exhaustive, domains have entered explicitly in the specific case of conical singularities in work by, for example, Bei [2] , Brüning and Lesch [4] . In the context of complex varieties with isolated or more general singularities, in work of Cheeger, Goresky, and MacPherson [8] , Fornaess, Øvrelid, and Vassiliadou [9] , Grieser and Lesch [12] , Øvrelid and Ruppenthal [16] , Pardon and Stern [17, 18] , Ruppenthal [19] , and Zucker [24] . A somewhat different category of problems concerns boundary value problems for regular elliptic complexes in which the boundary itself carries the singularities, two such examples being Shaw [22] where the boundary has conical singularities and Tarkhanov [23] , where the boundary has singularities of codimension 2.
The detailed analysis of the nature of domains of the operators of an elliptic complex on manifolds with conical analysis presented in this paper is part of our ongoing research program to develop a general theory for elliptic complexes on manifolds with more general singularities.
Preliminaries
We will continue to use the notation and objects already presented in the introduction throughout the rest of the paper without further comment.
Let
, E q ) and they form a cone-elliptic complex analogous to (1.1):
where P ⋆ q is the formal adjoint of
Let D q max and D q min be the maximal and minimal domains of
Consequently, the adjoint pairing
descends to a nondegenerate sesquilinear pairing
max with respect to ·, · q , and let E q+1 be the corresponding space for
is nondegenerate.
Proposition 2.3. We have
q + E q is contained in the kernel of the operator
4)
where
is the formal Laplacian associated with the complex (1.1) and the base Hilbert space
for the orthogonal complement of the minimal domain in the maximal domain with respect to the graph inner product is generally true for differential operators acting on sections of Hermitian vector bundles on arbitrary Riemannian manifolds. A proof of this fact is given in [10, Lemma 4.2] in the framework of cone operators (while the operator is assumed to be elliptic in that reference the proof does not make use of ellipticity in any way).
We proceed to prove the remaining statements. (5) Suppose
As pointed out already, A q with domain D q is closed because of (3) of Proposition 2.3 since A q,min is already closed. So the only condition on the spaces if they are to give an ideal boundary condition is the compatibility condition
, be a choice of ideal boundary condition for the complex (1.1). Then the cohomology spaces of
in every degree are finite-dimensional. In particular, for each q, the space
The proof is a direct application of standard Hodge theory (taking advantage of the c-ellipticity of the complex and the compactness of M). In the terminology of Brüning and Lesch, (2.6) is a Hilbert complex, and the finite-dimensionality of its cohomology groups makes it a Fredholm complex [3, pg. 90] .
Let R denote the ring of C ∞ -functions on M that are constant on Z. The following proposition shows that the maximal and minimal domains are localizable by elements of R. 
Since A q is a first order differential operator,
This formula holds over
• M with the standard principal symbol and arbitrary smooth f , but since df ∈ C ∞ (M; c T * M) because f ∈ R, it holds with the c-
we therefore obtain that both terms on the right in (2.8) 
for arbitrary N ∈ N 0 and c k ∈ C ∞ (Z; E Z ). Suppose that E Z is the restriction to Z of a bundle E on M. With the aid of a tubular neighborhood map and connections (all implicit and kept fixed from now on), identify a neighborhood of Z in M with a neighborhood of Z in Z ∧ , and sections of E on M supported near Z with sections of the pull-back of E Z to Z ∧ that are supported near Z. Let ω ∈ C ∞ c (R + ) be a cut-off function that is supported sufficiently close to x = 0, so generalized sections in ωC −∞ (
• Z ∧ ; E Z ) make sense as generalized sections of E on M supported near the boundary.
Suppose that F → M is another vector bundle. The following lemma is a standard fact in analysis on b-manifolds.
. . , N , and let
. Lemma 3.2 follows at once from the continuity of
. The operator P = xA has a Taylor expansion of order N at Z,
We will write
We now return to the complex (1.1). Using these Taylor series in the identity A q+1 A q = 0 gives
In particular, for every σ 0 there is a chain complex
, it has such an expansion with u
min . This establishes, with some ambiguities, an upper bound on the nature of the elements of E q . The ambiguities arise from several sources. On the one hand, the boundary spectrum of q may be bigger than what is necessary to describe the singular structure of the elements of E q . On the other, the determination of the minimal domain of A q is a somewhat more involved issue compared with the case of a single elliptic operator. One source of problems is the following:
min . This is in contrast with the theory of a single elliptic cone operator, in which there cannot be nonzero elements ωu σ0 as above that belong to the minimal domain. 
Proof. We have
Hence
The proof of the second statement pertaining to linear combinations of singular sections follows along the same lines and makes use of (3) of Lemma 3.1 in the last step.
To narrow down our characterization of E q we need some basic information about D q min :
Proof. Let u be an element of the left hand side of the inclusion and let
as ν → ∞, which together with the above shows that
q+1 is arbitrary we get that [u, w] Aq = 0 for all w ∈ D q+1 max , and consequently u ∈ D q min as claimed. We shall improve on this lemma in Proposition 7.4. 
min . For the proof observe that ω j u σj ∈ D q max by hypothesis and
Thus, by Proposition 3.8 and Corollary 3.10, in the sum in (3.6) the elements with ℑσ 0 = γ − 1 can be omitted because they belong to D q min . More specifically, the sum runs over the set
where spec q b (A), see Definition 4.8, is the set of points σ 0 ∈ C for which the cohomology of (3.5 q ) in degree q is nonzero. 
q u σ0 = 0.
In view of Example 3.7, elements
should be omitted. This shows the relevancy of (3.5 q ) as a complex. What is needed to completely narrow down the nature of the elements of E q is the converse of Example 3.7:
Proposition 3.13 will be proved in Section 4, utilizing the indicial cohomology of the complex (1.1), as a corollary to Theorems 4.13 and 4.14. Granted Proposition 3.13, we have identified E q for each q:
Theorem 3.14. For each q, the space E q is canonically isomorphic to the direct sum over σ 0 ∈ Σ γ q of the cohomology spaces in degree q of the complex
given by (3.11). That is, if H q σ0 (Z; A) denotes the q-th cohomology space of this complex, then
canonically.
Observe that the relevant complex depends on q: the cohomology of the complex (3.5 q ) in degrees q ′ other than q need not be related to the space E q ′ . Finally note that the complex (3.5 q ) is defined for arbitrary σ 0 ∈ C.
The adjoint complex of (1.1) gives the complex
The proof of Proposition 3.13 is based on a strong converse of this observation. More precisely, we will see that if A 
Indicial complex and boundary spectrum
We let P q = xA q , so P q ∈ Diff 1 b (M; E q , E q+1 ), and let
by definition the same as that of P q . It also coincides with the indicial family of
The ellipticity assumption on (1.1) gives that the sequence
is exact, so its Laplacian is positive definite.
. The adjoint of Λ q is defined using the already fixed Hermitian structures on the vector bundles, and L 2 spaces are constructed using these and the density (x∂
Proof. Using (2.8) with f = x iσ yields
which gives the formula for the indicial family upon restriction to the boundary. The identity
gives by restriction to Z that
For each q consider the holomorphic family of complexes
This is an elliptic complex for each σ ∈ C. There exists a discrete set Σ q ⊂ C such that this complex is exact in degree q for all σ / ∈ Σ q . The set Σ q is such that Σ q ∩ {σ : |ℑ(σ)| ≤ β} is finite for every β > 0.
Proof. The indicial families form a complex (4.5 q ) for each σ ∈ C by Lemma 4.1.
Their ellipticity follows at once from the c-ellipticity of the complex (1.1). Recalling that
. This is a holomorphic family of elliptic differential operators acting on sections of the bundle E q Z → Z. When ℑσ = γ − 1/2, q (σ) is the Laplacian associated with the complex (4.5 q ). Ellipticity of the complex (1.1) implies further that q (σ) is elliptic with real parameter ℜ(σ) uniformly for ℑ(σ) in compact sets. Indeed, q (σ) equals
because of ellipticity the term linear in σ is dominated by the sum of the other terms when |ℜσ| is large and ℑσ remains in a compact set. Consequently, for each β > 0 there is α > 0 such that q (σ) −1 exists whenever |ℑ(σ)| ≤ β and |ℜ(σ)| ≥ α. By analytic Fredholm theory,
is a finitely meromorphic function taking values in Ψ −2 (Z; E when σ is not a pole of G q (σ). For such σ we get
Returning to the complex (1.1) and its indicial complex (4.5 q ), observe that because A q depends holomorphically on σ, it gives maps
Z )) for every σ 0 and every q which assemble into a complex. Equivalently, ifû is meromorphic near σ 0 with pole at σ 0 , then
It follows that sA q+1 (· + i)sA q (·) = 0, and we have a localized complex
This complex is isomorphic to the complex (3.5 q ) via the Mellin transform. For any vector bundle F Z → Z, σ 0 ∈ C, and u ∈ S σ0 (Z ∧ ; F Z ) the Mellin transform of ω(x)u(x, z),
is holomorphic in ℑσ > ℑσ 0 with values in C ∞ (Z, F Z ). It extends as a meromorphic function to all of C with pole at σ 0 .
If u ∈ S σ0 (Z ∧ ; F Z ), we may view M u as representing a germ at σ 0 and then let s M u be its singular part (at σ 0 ). Since the class of M u modulo H σ0 (F ) is independent of the choice of the cut-off function ω, so is s M u and we have a map
This map is bijective with inverse
where C is any clockwise oriented circle centered at σ 0 . Define, for arbitrary ϑ ∈ C,
Evidently these maps are isomorphisms. A brief calculation will show they give a commutative diagram
so they define a chain isomorphism from the complex (3.5 q ) to the complex (4.6 q ). Thus the cohomology space H q σ0 (Z; A) of the previous section is identified with that of the complex (4.6 q ) (in the specific degree q). where H q σ0 (Z; A) is the cohomology in degree q of (4.6 q ). Observe here again that the relevant complex depends on q; for a different degree q ′ the complex should be centered at q ′ , or else, with the complex above, a shift. We complete the passage from the singular complexes (3.5 q ) to the complexes (4.6 q ) by transferring the canonical pairing (2.2 ′ ) to a pairing in indicial cohomology.
) dσ depends only on the classes u and v, and therefore defines a sesquilinear pairing
The curve C is the boundary of a small disc centered at σ 0 , oriented counterclockwise.
Note that v(σ ⋆ ) is antimeromorphic with pole at σ 0 .
, and suppose that sA q u and sA 
according to the notation that is used in Section 6, see formula (6.4). The translation operator τ = τ i(γ− 1 2 ) , see (4.7), induces isomorphisms of chain complexes
Consequently, the map τ carries the pairing (4.12) between cohomology of the complexes A and A ⋆ at σ 0 and σ ⋆ 0 over to the pairing (6.8) between cohomology of the complexes P and P ⋆ at σ 1 and σ 1 , respectively. Finally, the finite-dimensionality of the cohomology spaces in the hypothesis of Theorem 6.10 is guaranteed by Theorem 4.10. 
with A Consequently, the only possibly nontrivial pairings between local cohomology spaces in the critical strip γ − 1 < ℑ(σ) < γ are related by reflection about the middle line.
Proof of Theorem 4.14. To prove the formula for the adjoint pairing, it is enough to consider
ds.
Using xA
(with some notational imprecision for the inner products), of course with the contour of integration oriented by s → s + i(γ − 1) with increasing s. Similarly,
with the contour of integration analogously oriented. Using Lemma 4.3 we obtain u, A
Consequently, since A q M(u) is entire and
where C σ1 is a small counterclockwise oriented circle centered at σ 1 . We also have
We are now able to complete the argument from the previous section by proving Proposition 3.13.
Proof of Proposition 3.13. As stated in the proposition, suppose that {σ j } N j=1 lie in γ − 1 < ℑσ < γ, and let 
Holomorphic families of complexes in finite-dimensional spaces
The core of the proof of Theorem 4.13 is a similar statement, but on holomorphic families of complexes on finite dimensional spaces. These complexes are the subject of this section.
Let F q , q ∈ Z, be finite-dimensional complex vector spaces equipped with inner products. Suppose that, for each q ∈ Z, we have elements
that satisfy P q+1 • P q = 0 as germs. We thus have a holomorphic family of finitedimensional complexes
when σ is sufficiently close to σ 0 . In the same way that (4.5 q ) yields (4.6 q ), the above complex gives
with cohomology spaces
For each q define a pairing
where C is a sufficiently small counterclockwise oriented circle centered at σ 0 so that all representatives of germs in the formula are defined and holomorphic in a neighborhood of the disk bounded by C (except at the pole at the center). Note that 1 2π
and consequently v, u P ⋆ ,P = − u, v P,P ⋆ for u ∈ M σ0 (F q ) and v ∈ M σ0 (F q+1 ).
Proposition 5.5. The pairing (5.4) induces a sesquilinear pairing in cohomology,
The proof is identical to that of Proposition 4.11.
Corollary 5.8. Suppose both dim H q σ0 (P) < ∞ and dim H q+1 σ0 (P ⋆ ) < ∞. Then these dimensions are equal, and the pairing (5.6) is nondegenerate.
We now focus on the proof of Theorem 5.7. We first observe that we may assume without loss of generality that σ 0 = 0. To see this, let
for arbitrary σ 1 , ϑ. This is an isomorphism with inverse τ −ϑ . The map τ ϑ defines an isomorphism of chain complexes
Note that
and that τ σ0 P q τ −σ0 ⋆ (σ) = τ σ0 P ⋆ q τ −σ0 (σ). For the pairing (5.4) we get
We thus consider henceforth complexes (5.1) and (5.2) with σ 0 = 0.
Each space F q has an orthogonal Hodge-Kodaira decomposition
q ⊕ R q associated with the complex (5.1) at σ = 0, where
All components are holomorphic near zero, all but P q,32 (σ) vanish at σ = 0, and
The propertyP q (0) = 0 (5.11) will be used later. Of course the spaces N q are isomorphic to the cohomology spaces of the complex (5.1) at σ 0 . 
with I q the identity map. Evidently the I q (σ) are holomorphic and define a chain map I(σ) : F → F which is chain homotopic to I. We have, henceforth omitting the argument σ and the references to the degrees,
The entry in position 23 of QP + PQ is We now show thatP •P = 0. We have
Since (P • I) • (P • I) = 0 on account that P • I = I • P, the structure of the matrix representing P • (I − Q • P) gives
The roles of Ψ and Φ are played, in the case of P ⋆ , by Φ * : N → F and Ψ ⋆ : F → N . In particular, Ψ ⋆ induces isomorphisms
in all degrees.
Proposition 5.14. Let u ∈ H q 0 (P) and v ∈ H q+1 0
The last expression is equal to
The contour integration completes the proof.
Multiplication by σ gives a generic map
for any finite-dimensional vector space F , namely ς(u)(σ) = (σ → s(σu(σ))).
And if F and F
′ are finite-dimensional vector spaces and P ∈ H 0 (Hom(F, F ′ )), then
Consequently ς induces maps ker sP q → ker sP q , rg sP q−1 → rg sP q−1 , so ς determines maps ς ς ς :
for each q: if u ∈ H q 0 (P) is represented by u, then ς ς ςu = ς(u) + sP q−1 (M 0 (F q−1 )). For any u ∈ sM 0 (F ) we have ς N u = 0 if N is at least the order of the pole of u at zero. Consequently, if dim H q 0 (P) < ∞, the induced map (5.15) is nilpotent on H q 0 (P), in which case rg ς ς ς H q 0 (P) is a proper subspace unless H q 0 (P) = {0}.
is well-defined and injective onto the range of the map (5.15). We have
for all u ∈ H q 0 (P) and all v ∈ H q+1 0 (P ⋆ ), where
If u represents u ∈ H q 0 (P) and u = sP q−1 v for some v ∈ M 0 (F q−1 ), then u = sP q−1 σv so u = 0 and    is injective.
To see that rg    ⊂ rg ς ς ς, let u ∈ sM 0 (F q ) represent u ∈ H q 0 (P). Then u also represents   u ∈ H q 0 (P) according to (5.17) 
(P). The class ς ς ςw is represented by s(σw) = u, and so   u = ς ς ςw ∈ rg ς ς ς. Conversely, every element u ∈ rg ς ς ς has a representative of the form s(σu) for some u ∈ sM 0 (F q ) such that P q u is holomorphic at zero. Since P q u =P q σu is holomorphic at zero, so isP q s(σu), and thus s(σu) represents an element of H q 0 (P), evidently mapped by    to u. Thus rg    = rg ς ς ς.
Finally, we note that (5.18) follows at once from
and the definition of the pairing in (5.4).
We are now ready to prove the main result of this section.
Proof of Theorem 5.7. Without loss of generality let σ 0 = 0. The proof of the theorem proceeds by induction with respect to dim H q 0 (P). Clearly, if that dimension is zero, there is nothing to prove. So assume that the theorem is proved for complexes such that dim H q 0 ≤ k for some k ∈ N 0 . Suppose then that we are dealing with a complex P such that dim H q 0 (P) ≤ k + 1. By way of (5.11), Propositions 5.12 and 5.14 reduce the consideration to the case that P q ′ (0) = 0 for all maps P q ′ (σ) in the complex P.
σ v is holomorphic at σ = 0, so in (5.19) we may choose v to be the class of
is arbitrary we conclude that h(0) = 0, and consequently h(σ) = σĥ(σ) for someĥ ∈ H 0 (F q ). Since also h(σ) = σP q (σ)u(σ),P q u is holomorphic near 0. This implies that u is in the range of the map (5.17) defined in Lemma 5.16: u =   ũ withũ ∈ H q 0 (P). Since H q 0 (P) is isomorphic to rg ς ς ς and ς ς ς is nilpotent, dim H q 0 (P) ≤ k. Moreover, by (5.18), we have ũ,ṽ P,P ⋆ = 0 for allṽ ∈ H q+1 0 (P ⋆ ). By the inductive hypothesis we now obtain thatũ = 0, and consequently also u =   ũ = 0. This finishes the induction and the proof of the theorem.
We end the section with the following proposition giving a sufficient criterion for the finite-dimensionality of the cohomology space (5.3) in terms of exactness of the original complex (5.1) for σ near σ 0 . Now, if u is sP-closed, then P q (σ)u(σ) ∈ H σ0 (F q+1 ), and it follows that every cohomology class in H q σ0 (P) has a representative in
This is a finite-dimensional space because the order of the pole at σ 0 of any of its elements is bounded by the order of the pole of G q (σ) at σ 0 . Thus dim H q σ0 (P) < ∞ as desired.
Holomorphic families of elliptic complexes on closed manifolds
Let Z be a closed manifold and let E q Z → Z be vector bundles for q = 0, . . . , m.
Z )) such that P q+1 • P q = 0 as germs. We assume that the principal symbol sym(P q ) is independent of σ for all q, and that the complex
is exact over T * Z\0, where π : T * Z → Z is the canonical projection. We thus obtain a holomorphic family of elliptic complexes
for σ near σ 0 . Using singular parts as in previous sections, we get an induced complex
Let m a smooth positive density and suppose we are given Hermitian inner products on all the E q Z . Using the resulting L 2 -inner products we define
as germs, and we get adjoint complexes
The complex (6.5) is elliptic for each σ. We extend all complexes trivially to all degrees q ∈ Z. Let
be the cohomology spaces of (6.3) and (6.6) in degree q, respectively. The analogue of Proposition 5.20 holds.
Proposition 6.7. Suppose there exists some ε > 0 such that (6.2) is exact in degree q for all 0 < |σ − σ 0 | < ε. Then dim H q σ0 (Z; P) < ∞. Proof. The proof of this proposition is an adaptation of that of Proposition 5.20.
) is a holomorphic family of elliptic differential operators defined for σ near σ 0 that coincides with the Laplacian in degree q of the complex (6.2) for ℑ(σ) = ℑ(σ 0 ). By assumption, q (σ) is invertible for 0 < |σ − σ 0 | < ε when ℑ(σ) = ℑ(σ 0 ), and from analytic Fredholm theory we obtain that G q (σ) = q (σ) −1 is a meromorphic family of pseudodifferential operators; the Laurent coefficients of the singular part of G q (σ) at σ 0 ,
are smoothing pseudodifferential operators of finite rank. The analogue of (5.21) holds also here for the same reasons, giving
) and leading to the same conclusion as in the proof of Proposition 5.20: every cohomology class in H q σ0 (Z; P) has a representative in
is finite-dimensional because the operators G q,ℓ have finite rank. Since
is therefore also finite-dimensional, so is U q ⊂ V q , hence also H q σ0 (Z; P). Analogously to (5.4), we consider for each q the pairing
where C is a sufficiently small counterclockwise oriented circle centered at σ 0 so that all germs are defined and holomorphic in a neighborhood of the disk bounded by C (except at the pole at the center). As in Proposition 4.11, this pairing induces a sesquilinear pairing
in cohomology.
then u = 0. In particular, if both dim H q σ0 (Z; P) < ∞ and dim H q+1 σ0 (Z; P ⋆ ) < ∞, then these dimensions are equal and the pairing (6.9) is nondegenerate.
The proof follows by reduction to the finite-dimensional case via the analogues of Propositions 5.12 and Proposition 5.14. We focus on defining the operators needed in Proposition 5.12.
be the Laplacian of the complex (6.2) in degree q at σ = 0, let
The ellipticity of the complex gives that
be the orthogonal projection on N q ; this is a smoothing operator. Let G q be the Green's operator of (6.11), so
These are zeroth order pseudodifferential operators (since G q is a pseudodifferential operator of order −2), the orthogonal projections
and the fact that pseudodifferential operators preserve smoothness one obtains the smooth Hodge-Kodaira decomposition
With the obvious definitions,
The entries P q,ij (σ) are (restrictions to the respective domains of) first order pseudodifferential operators. For instance, P q,32 (σ) = Π Rq+1 P q (σ) R ⋆ q . Note that P q,ij is smoothing if i = 1 or j = 1.
We claim that P q,32 has a holomorphic inverse for σ near 0 which is the restriction to R q+1 of a holomorphic family of pseudodifferential operators of order −1. Indeed, let
Since the principal symbol of P q (σ) is independent of σ, P q (0) − P q (σ) is of order zero for each σ, so σR q+1 (σ) = (P q (0) − P q (σ))B q (0) is a holomorphic family of pseudodifferential operators of order −1 that indeed vanishes at σ = 0. We have
on account that Π Rq+1 is a projection. Thus
defined for small |σ|, is a holomorphic family of pseudodifferential operators of order zero. Let
for σ near 0. The restriction of this formula to R q+1 shows that
is invertible from the right with right inverse
Invertibility of (6.13) from the left and construction of a holomorphic left inverse for σ near 0 follows along the same lines. We now observe that Proposition 5.12 and its proof hold verbatim with this new definition; the spaces are of course the N q and the operators are defined by the formula (5.10). The cohomology groups of (6.3) are thus isomorphic to those of the complex (5.13). Furthermore, the statement and proof of Proposition 5.14 also hold in the present context, so Theorem 5.7 and Corollary 5.8 yield the conclusion in Theorem 6.10.
Finally, we point out one additional important consequence of the arguments used here: Proposition 6.14. Let H q (Z; P(σ 0 )) be the cohomology space in degree q of the complex (6.2) for σ = σ 0 . If H q (Z; P(σ 0 )) = {0}, then H q σ0 (Z; P) = {0}. Indeed, the space N q in (6.12) is isomorphic to H q (Z; P(σ 0 )). Trivially, if N q = {0}, then the cohomology group of (5.13) in degree q vanishes, thus also H q σ0 (Z; P) = {0}.
On the regularity of D min
We have completely characterized the space E q . In connection with D min , no explicit characterization should be expected in general.
where λ denotes Lebesgue measure on
min . But the Mellin transform of u does not have a holomorphic extension to ℑσ > γ −1. With the same hypotheses on support, but with Sobolev regularity H 1 we also see that the regularity of elements in D q min is difficult to characterize. Proposition 7.2. There exist cone pseudodifferential operators
in the small calculus such that
for all q and, furthermore,
be the (formal) Laplacian of the complex in degree q. Since the complex is c-elliptic, the Laplacian q is a c-elliptic operator. Let then
where in this calculation ≡ means equality modulo Ψ
The next proposition improves on Lemma 3.9 in that the a priori regularity requirements on u in that lemma can be weakened substantially, and the conclusion still remains valid.
be arbitrary. Use (7.3) and write
We have
We also have
by the mapping properties of the operator R q and our assumption about u, and
From Lemma 3.9 we then get that R q u ∈ D q min , and thus u = u 0 + R q u ∈ D q min as desired.
Examples 3.7 and 7.1 show that, unlike in the case of a single elliptic operator discussed in detail in [11, Proposition 3.6] , the opposite inclusion in Proposition 7.4 does not hold. 
Proof. Recall from Proposition 2.5 that every c-elliptic Hilbert complex of cone operators is Fredholm. This is applied here to the relative complex, i.e., the complex where every operator A q acts on its minimal domain. Thus rg(A q−1,min ) is closed, and it follows that
is c-elliptic, elliptic regularity theory for cone operators implies that there exist
and therefore necessarily A
q u s = 0 due to the location of the σ j . But then
by Lemma 3.9. This shows that ωu s = u − u c ∈ D q min . By Proposition 3.13 there exists
as desired. 
The variety of ideal boundary conditions
The maps a q form a complex. To see this, write A q+1 A q as Only the last assertion needs to be proved. 
It follows that
is an algebraic subvariety of m−1 q=0 Gr dq (E q ). 
