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論文内容の要旨
The number of readable texts is continuously increasing because of the recently developed large 
secondary-memory storages with low prices, and the growth of the Internet. Considerable efforts 
must be made to retrieve the information we really want and need 仕omthis enormous amount of 
data. 
Data compression has been studied since the dawn of computer science. Its advantages are not 
limited simply to the decrease of data size, which enables more data to be stored in a device. 
Recent computer systems have large memoηhierarchies consisting of CPU registers, cache 
memor~ maln memoη; hard disks, and so on. Therefore, decreasing the data size enables more 
data to be stored in a higher level ofhierarchy, leading to more efficient computations. 
Compression is very successful when there are redundancies and regularities in the text. The 
analysis of data is related to the problem of detecting redundancies in texts. 
To do so, we focus on the repetitive structure in a string. Repetitions are highly periodic 
substrings appearing in strings and are related to periodicity, regularities, and compression. The 
repetitive structure of strings leads to higher compression rates. Certain compression techniques 
form the core of fast algorithms for detecting repetitions in strings. 
Moreover, some data-compression schemes allow various operations to be performed in 
polynomial time in the size of the compressed data, without applying decompression. Thus, we 
can achieve super-polynomial speed-up by compressing data. 
In this thesis, we analyze the repetitive structure of a string. Using the redundancy of the 
repetition, we develop efficient algorithms for compressed strings without explicit decomposition. 
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The thesis is organized by nine chapters in all. 
In Chapter 1, we introduce background and motivations. 
In Chapter 2, we define some notations and introduce several properties of strings. 
Next, we analyze the properties ofrun structures. In Chapter 3, we introduce a heuristic search 
for finding run-rich strings. Using these run-rich strings, we show the new lower bound of 
0.944565 of functionバn)， which is the maximal number of runs in a string of length n. Then, we 
construct a series of run-rich strings. In Chapter 4, we improve the lowerbound of バn) 加
0.94457567, and conjecture that the lowerbound could be improved to 0.94457571235. In Chapter 
5, we analyze the problem of inferring a string 仕oma run structure. We show that the complexity 
depends on the alphabet size and on whether the input was given perfectly. 
Next, we considered strings compressed by Stra斜t-Line Programs (SLPs). Because 
SLP・compressedstrings can be exponentially small w.ヱt.the uncompressed (original) strings, it is 
important 加 process SLP-compressed strings without decompression in polynomial time in the 
compressed size n. 
Subsequently, we study four problems and develop the co町esponding polynomial-time 
algorithms without applying decompression. In Chapter 6, we present an 伐n4)-time and 
伐n2)-space algorithm to compute al maximal palindromes of a given SLP・compressed string. 
This algorithm is faster than the 伐n4log~-time solution obtained by combining the results of 
Gasieniec et al. and Lifshits. In Chapter 7, we present the first polynomial-time algorithm used 
to compute the longest common substring of two given SLP-compressed strings, which runs in 
伐n4logn)-time and 伐が)-space. In Chapter 8, we study the pattern-matching algorithm 防白ld
transposition occu町ences. We propose an algorithm that runs in 0(01吟time and 伐n2)・space，
where σis the alphabet size. In Chapter 9, we present an 伐max(n2， nlog2~)-time 伐I吟space
algorithm to test whether a given BSLP-compressed string is square-仕ee， where n is the size of 
BSLP and Nis the length of the decompressed string. 
In Chapter 9, we conclude the results of the thesis and give future works. 
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論文審査結果の要旨
機械可読の文書の量は爆発的に増大を続けており，その勢いは計算機能力の進歩をも凌ぐ
ものである.データ圧縮は情報科学の禦明期から研究が続けられている学問分野であり，保
管効率や転送効率を高める用途に広く活用されてきた.一方，現在広く一般に普及している
コンビュータアーキテクチャは，記憶領域を多層化する傾向にある.作業領域が CPU キャッ
シュに収まるかどうかで実行時間が大きく変わるため，アルゴリズムを設計する上で動作中
に使用する領域を節約することは重要である.著者は文字列の繰り返し構造についての理論
解析を進めるとともに，圧縮されたデータの新たな活用として，展開不要かつ省メモリで処
理を完了するアルゴリズ、ムの開発を行ってきた.本論文はこれらの成果をとりまとめたもの
で，全編 9 章からなる.
第 1 章は序論であり，第 2 章では，準備として論文中で用いる用語やデータ構造について
基本的な定義を与えている.第 3 章以降で本論文の成果を述べているが，その内容は次の 2
つに大別される.
前半では，文字列の繰り返し構造に関する組み合わせ論的な性質の究明を行っている.第
3 章では，連の多い文字列を探索的に求め，これまでに知られていた連の最大数の下界を大
きく更新している.さらに，得られた文字列の構造解析に基づいて，連の多い文字列を生成
する系列を導き出している.そしてこの文字列に含まれる連を計数することにより，よりよ
い下界を得ている.この下界は，現時点で知られている中で最良のものである.この一連の
解析において，数学的な性質の解明に，簡潔な発見的探索手法を織り込んだ斬新な計算機的
手法を活用している点が評価できる.また第 4 章では，繰り返し構造の本質的な理解を目的
として，構造からの文字列推測という逆問題についての考察を与え，その計算量が出力文字
列のアルファベットサイズに依存することを明らかにしている.文字列推測は連の最大数の
上界の導出にも用いられており，相補的な進展が期待できる.
後半では，文字列が圧縮表現として与えられたとき，その文字列の原サイズではなく，圧
縮サイズに関する多項式時間・領域で動作する圧縮文字列アルゴリズムを提案している.ま
ず 5 章では，最長共通部分文字列を求めるアルゴリズムを，そして 6 章では，文字列に含ま
れるすべての回文を発見するアルゴリズムを提案している.さらに 7 章では，文字列中に繰
り返し構造が存在しているかどうかを判定する問題を考察し，そのアルゴリズムを与えてい
る.最後に 8 章では，文字列照合問題について移調を許した拡張問題について取り組み，移
調関数に依存して計算量の異なるアルコリズムを示している.以上の 4 つの問題に取り組み，
計算量を飛躍的に改善するのみならず，既存研究において解析が不十分であった点を簡潔に
再評価している点も高く評価できる.
第 9 章では，論文での成果をまとめ，今後研究を進めるべき課題について明解に述べてい
る.
以上要するに本論文は，文字列の基本的な性質である繰り返し構造に着目し，基礎的性質
とともに，圧縮データのための文字列処理アルゴリズムへの応用について研究を進展させた
ものであり，文字列学，アルゴリズムと計算量，および、システム情報科学の発展に寄与する
ところが少なくない.
よって，本論文は博士(情報科学)の学位論文として合格と認める.
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