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1 はじめに
近年，最も注目されている量子アルゴリズムのひとつに，
Harrow, Hassidim, Lloyd によって示された量子アルゴリズム
(以下，HHL法と略す)[1]がある．HHL法は，N ×N の疎行列
Aを係数とする線形方程式 Ax = bに対し，解ベクトル xに対
応した量子状態 |x〉 = 1‖x‖x を O(s2κ2 logN/ϵ) で求めること
ができる．ここで，sは行列 Aの一列あたりの非ゼロ要素数で，
κは条件数，ϵは |x〉についての推定誤差である．従来の古典ア
ルゴリズムで |x〉 を求めようとすると，N に比例した計算量が
必要なため，HHL 法は非常に高速である．HHL 法は係数行列
Aが疎行列の場合のみ非常に高速になる一方で，係数行列 Aが
密行列の場合は高速に量子状態を求めることは困難になる．し
たがって，密行列を係数とする場合でも高速に量子状態 |x〉を求
める量子アルゴリズムは重要である．
そこで，一般的に密行列である巡回行列に注目し，すべての固
有値が正であるとき，量子状態 |x〉を求める量子アルゴリズムを
文献 [A]にて提案し，誤差を文献 [B]にて解析した．さらに文献
[C]にて固有値が複素平面の第一象限上にある場合でも |x〉を求
められるように量子アルゴリズムを改良した．
本稿の構成は以下の通りである．第 2章で，巡回行列の定義と
性質を説明する．第 3 章で，既存の量子アルゴリズムを説明す
る．第 4 章で，提案した量子アルゴリズムについてその構成と
計算量を示す．そして第 5章で，まとめと今後の課題を述べる．
2 巡回行列
2.1 定義
N ×N の巡回行列 C ∈ CN×N を次式で定義する．
C :=

c0 c1 c2 · · · cN−1
cN−1 c0 c1
. . . cN−2
cN−2 cN−1 c0
. . . cN−3
...
. . .
. . .
. . .
...
c1 c2 c3 · · · c0

. (1)
この行列の成分は Ci,j = c(j−i) mod N と書ける．
2.2 固有値と固有ベクトル
巡回行列 C の固有値 λj は λj =
∑N−1
k=0 cke
i 2pijkN で与えられ
る．ここで，i = √−1は虚数単位である．対応する固有ベクト
ル |uj〉は |uj〉 = 1√N
∑N−1
k=0 e
i 2pijkN |k〉で与えられる．
2.3 量子フーリエ変換と固有値・固有ベクトルの関係
量子フーリエ変換 FN とは FN : |j〉 7→ 1√N
∑N−1
k=0 e
i 2pijkN |k〉
を満たすユニタリ作用素 (行列) であり O(log2N) で実行でき
る．巡回行列 C の固有ベクトルは FN |j〉によって与えられる．
量子状態 |c〉 =∑N−1j=0 cj |j〉が生成できるとし，この状態に対し
て量子フーリエ変換を行うと，
FN
N−1∑
j=0
cj |j〉 =
N−1∑
j=0
(
λj√
N
)
|j〉, (2)
という量子状態が得られる．ここで，µj := λj/
√
N, |µj〉 :=∑N−1
j=0 µj |j〉 とすると，FN |c〉 = |µ〉 という関係式が得られる．
また，巡回行列である C† に対応する量子状態に対して同様に，
量子フーリエ変換を行うと量子状態 |µ∗〉 :=∑N−1j=0 µ∗j |j〉を得る
ことができる．
2.4 複素共役
λj = |λj |eiφj とする．Uµ, Uµ∗ をそれぞれ Uµ|0〉 =
|µ〉, Uµ∗ |0〉 = |µ∗〉 を満たす作用素とする．また H をアダマー
ル作用素，Iを単位行列とする．このとき
Uν := (H⊗ I)(|0〉〈0| ⊗ Uµ + |1〉〈1| ⊗ Uµ∗)(H⊗ I), (3)
を |0〉|0〉に適用すると |0〉|ν(c)〉+|1〉|ν(s)〉 =: |ν〉を得ることがで
きる．ここで，|ν(c)〉 = 12 (|µ〉+ |µ∗〉) =
∑N−1
k=0 |µk| cos(φk)|k〉,
|ν(s)〉 = 12 (|µ〉 − |µ∗〉) = i
∑N−1
k=0 |µk| sin(φk)|k〉である．
3 知られている量子アルゴリズム
3.1 量子振幅推定法 (以下，推定法)[2]
|Ψ0〉をm個の量子ビットを用いた量子状態
|Ψ0〉 :=
√
2
M
M−1∑
k=0
sin
(
(k + 1/2)pi
M
)
|k〉, (4)
とする．|ψ〉 = ∑N−1k=0 ψk|k〉 とする．また，M = 2m とし，
zj ∈ [0,M ]を用いて |ψj | = sin( zjM pi)と表現する．zj が整数の
とき，推定法は入力量子状態 |j〉|ψ〉|Ψ0〉に対して，量子状態
−i√
2
|j〉(ei zjM pi|ψ(j)+ 〉|zj〉 − e−i zjM pi|ψ(j)− 〉|M − zj〉), (5)
を出力し，|ψj |を完璧に推定できる [2]．ここで |ψ(j)± 〉は，推定
のために用いるユニタリ作用素の固有ベクトルである．上記の
量子状態 (5) を |j〉|e(ψj)〉 と表記する．zj が整数ではない実数
の場合，量子ビット列が重ね合わせの状態になる．そして量子
ビット列の値が zj に近いほど，確率が大きくなる．本要旨では
紙面の都合上，zj が整数の場合のみ考える．
3.2 回転作用素
|µj | = sin( zjM pi) とし，実関数 f+(x), fn−(x) ∈ [0, 1] を
それぞれ，f+(x) = |x|/(κ2Γ), fn−(x) = Γn/|x|n と定義
する．ここで，κ は巡回行列 C の条件数であり，κ =
maxj(|µj |)/minj(|µj |)と表現できる．また，Γ = minj(|µj |)/κ
である．|f(x)〉a := (
√
1− f(x)2|0〉a + f(x)|1〉a)とし，回転作
用素Rf を，Rf |e(x)〉|0〉a = |e(x)〉|f(x)〉a を満たすユニタリ作
用素として定義する．
4 提案手法
推定法と回転作用素を量子状態 |j〉|µ〉|Ψ0〉|0〉a に対して適用
すると，|j〉|µ〉|e(µj)〉|f(µj)〉 を得る．推定法の逆を考えること
で，以下を満たすユニタリ作用素 Vf を得られる．
Vf |j〉|µ〉|0〉a = |j〉|µ〉|f(µj)〉a. (6)
4.1 固有値が正の実数の場合
4.1.1 アルゴリズム
初期状態として量子状態 |b〉|µ〉|0〉a を用意する．この量子状
態に対して，次のアルゴリズムを実行する．
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1. (量子逆フーリエ変換): |b〉 = ∑N−1j=0 βj |uj〉 に対して量子
フーリエ逆変換を行う．すると量子状態は∑N−1j=0 βj |j〉|µ〉|0〉a
になる．ここで，βj = 〈uj |b〉である．
2. (推定法と回転作用素，推定法の逆): ユニタリ作用素 Vf1− を
適用する．すると量子状態は∑N−1j=0 βj |j〉|µ〉|f1−(µj)〉になる．
3. (量子フーリエ変換): 量子フーリエ変換を |j〉 に対して適用
する．すると量子状態は∑N−1j=0 βj |uj〉|µ〉|f1−(µj)〉になる．
4. (測定): 補助量子ビット |f1−(µj)〉a を計算基底で測定する．
すると確率 Ω(1/κ4)で 1が測定され，そのとき量子状態
1√∑N−1
j=0 |βjΓ/µj |2
N−1∑
j=0
βjΓ
|µj | |uj〉 (7)
を得ることができる．すべての固有値が正の実数のとき，すな
わち |λj | = λj のときを考える．上記の量子状態は |x〉に等しく
なる．確実に成功するために，増幅法 [2]を使い，1を得る確率
を 1に近づける．
4.1.2 計算量と誤差
この量子アルゴリズム全体の計算量は，推定法と増幅法の
計算量に依存する．推定法では，主に量子フーリエ変換で構
成されるユニタリ作用素を O(M) 回適用する．この M は推
定誤差に関係しており，|x〉 を誤差 ϵ で求めることを考えると
M = O(κ2
√
N/ϵ)になる [B]．増幅法では，成功確率を 1に近
づけるために，ステップ 1からステップ 3を O(κ2)回反復する
[2]．したがって，全体の計算量は
O(κ4
√
N log2N/ϵ) (8)
になる．古典アルゴリズムでは，O(N logN)で |x〉を求めるア
ルゴリズムが存在する．したがって提案手法は N に関して高速
である．
4.2 固有値が複素平面の第一象限上にある場合
4.2.1 アルゴリズム
初期状態として量子状態 |b〉|0〉|ν〉A|0〉Aa |µ〉B |0〉Ba を用意する．
この量子状態に対して次のアルゴリズムを実行する．
1.(量子逆フーリエ変換とアダマール変換): |b〉 =∑N−1j=0 βj |uj〉
に対して量子フーリエ逆変換，第二量子ビットに対してアダマー
ル変換を行う．すると以下の量子状態を得る．
1√
2
N−1∑
j=0
1∑
i=0
βj |j〉|i〉|ν〉A|0〉Aa |µ〉B |0〉Ba . (9)
2.(推定法と回転作用素，推定法の逆): 量子レジスタ Aに対し
て Vf+，量子レジスタ Bに対して Vf2− を行う．すると以下の量
子状態を得る．
1√
2
N−1∑
j=0
1∑
i=0
βj |j〉|i〉|ν〉A|f+(ν(i)j )〉Aa |µ〉B |f2−(µj)〉Ba . (10)
3.(量子フーリエ変換とアダマール変換): 第二量子ビットと A
の補助量子ビットが |1〉 の状態に対して，制御 σy 演算を行う．
ここで σy はパウリ行列である．その後，第一量子状態に対して
量子フーリエ変換，第二量子状態に対してアダマール変換を行
う．すると，以下の量子状態を得ることができる．
1
2
N∑
j=0
βj
( |µj cos(φj)|
κ2Γ
− i |µj sin(φj)|
κ2Γ
)
Γ2
|µj |2 |uj〉|0〉|1〉
A
a |1〉Ba
+ |garbage〉. (11)
ここで |garbage〉 は，第二量子ビットと補助量子ビット
が |0〉|1〉Aa |1〉Ba 以外の状態の和である．巡回行列 C の固有
値が複素平面の第一象限上にある，すなわち | cos(φj)| =
cos(φj), | sin(φj)| = sin(φj) のとき，量子状態 (11) は以下の
ようになる．
Γ
2κ2
N∑
j=0
βj
µj
|uj〉|0〉|1〉Aa |1〉Ba + |garbage〉. (12)
4. (測定): この量子状態に対して，第二量子ビットと補助量子
ビットを計算基底で測定する．すると確率 Ω(1/κ8)で 011が測
定され，そのとき量子状態は
1
Γ
2κ2
√∑N−1
j=0 |βj/µj |
Γ
2κ2
N∑
j=0
βj
µj
|uj〉, (13)
になる．上記の量子状態は |x〉 に等しい．確実に成功するため
に，増幅法 [2]を使い 011を得る確率を 1に近づける．
4.2.2 計算量と誤差
この量子アルゴリズム全体の計算量は，固有値が正の実数の
場合のみと同様に，推定法と増幅法の計算量に依存する．．推定
法に必要な計算量は，固有値の推定誤差を ϵλ 以内にしたときを
考えると O(
√
N/ϵλ)になる [2]．増幅法での反復回数は，O(κ4)
である．したがって，この量子アルゴリズムの計算量は，固有値
の推定誤差を ϵλ 以内にしたとき，
O(κ4
√
N log2N/ϵλ) (14)
になる．
5 まとめ
巡回行列の全ての固有値が正の実数または複素平面上で第一
象限にある場合に，量子状態 |x〉 を求める量子アルゴリズムを
提案した．O(N logN)で実行される古典アルゴリズムと比較し
て，提案手法は N に関して高速であることが示せた．今後の課
題として，固有値が第一象限上にある場合について |x〉に関する
誤差を解析することや，第一象限以外の範囲でも量子状態 |x〉を
求められるようにすることなどが挙げられる．
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