Due to uncontrollable factors (e.g., radio channel quality, wireless terminal mobility, and unpredictable obstacle emergence), a millimeter wave (mmWave) link may encounter some problems like unstable transmission capacity and low energy efficiency. In this paper, we propose a new transmission capacity stabilization scheme based on the Q-learning mechanism with the aid of edge computing facilities in an integrated mmWave/sub-6 GHz system. With aid of the proposed scheme, an integrated mmWave/sub-6 GHz user equipment (UE) can adjust its transmission power and angle, even choose a relaying UE to stabilize its transmission capacity. Differing from traditional schemes, the proposed scheme is run in edge computing facilities, where any UE only needs to provide its personalized information (e.g., base station discovery, neighboring UEs, working status (i.e., busy and idle), position coordinates, and residual energy level), and then it will receive intelligent and adaptive guidance from edge computing facilities.
Introduction
Although the current cellular networks can maintain Quality of Service (QoS) provisioning and provide good user experience [1] [2] [3] [4] [5] , current techniques in these networks hardly meet the increasing capacity demands of future wireless users [6] [7] [8] [9] . e wireless network traffic and the number of connected user equipments (UEs) are predicted to have rapid growth in the next generation cellular network [10] [11] [12] . Richer spectrum resources, higher spectral efficiency of physical layer techniques, and denser network deployment are key enablers to cope with this growth [13, 14] .
Although the sub-6 GHz frequency bands have favorable propagation characteristics, the total available bandwidth is insufficient to support the rapid growth of traffic demand. erefore, millimeter wave (mmWave) frequency bands with an abundant amount of bandwidth can be exploited [15] [16] [17] [18] . However, although mmWave bands have extremely rich spectrum resources, the users who are using mmWave devices may suffer from poor service due to the very high signal blocking loss.
Employing relay stations can circumvent obstacles thereby avoiding blockages [19] . However, in order to reduce the probability that mmWave links are blocked, mmWave base stations should be densely deployed [20] . In a mmWave network infrastructure, a distance of 75-100 meters between mmWave base stations is required for full coverage [21] , which will obviously increase capital and operating expenditures for network operators. erefore, ultradense deployment for achieving full mmWave coverage may be impracticable. Combining a mmWave network with an existing sub-6 GHz cellular network is a feasible way to exploit the mmWave technique [22] . e new mmWave antenna module (i.e., QTM052) has been developed by Qualcomm [23] , which may coexist with a sub-6 GHz antenna module in a wireless device. erefore, the sub-6 GHz antenna module can be used to connect cellular infrastructure when there is not any mmWave base station nearby. Furthermore, if a mmWave link is blocked, a sub-6 GHz cellular link is also an alternative. However, it is difficult to guarantee a consistent user experience, which is especially true for mobile users.
To maintain the consistency of user experience, it should be ensured that transmission capacity is as stable as possible.
is will be a challenging task. Although millimeter wave links with line-of-sight (LOS) conditions have very high throughput, the throughput drops sharply when such links are blocked. Since a sub-6 GHz cellular link cannot reach the original throughput level, it results in poor user experience and thus it is not a qualified alternative. Moreover, the mobility of wireless devices makes it difficult to maintain stable transmission capacity.
Since some wireless environment factors (e.g., radio channel quality, wireless terminal mobility, and unpredictable obstacle emergence), which will affect the stability of transmission capacity, may be uncontrollable, it is necessary to adjust some controllable parameters (e.g., transmission power, antenna transmitting and receiving beam width, and alternative path) in an intelligent way to suppress the instability caused by uncontrollable factors. Machine learning methods can be used to design such an intelligent regulation scheme.
Compared to typical machine learning methods (e.g., support vector machine, linear discriminant analysis, knearest neighbor, and backpropagation neural network) [24] , reinforcement learning is typically characterized by trial and error learning and delayed return. Multiarmed bandit (MAB) is a theoretical model of single-step reinforcement learning. Some wireless communication problems have been treated by using the MAB tool [25] . In MAB problems, each decision maker needs to select a subset of actions of unknown expected rewards, where its goal is to get the maximum reward over time [26] . erefore, it must firstly solve the exploration and exploitation dilemma. On the one hand, all actions should be sufficiently explored for the purpose of learning their rewards. On the other hand, those actions that are known to produce high rewards should be sufficiently exploited.
Q-learning is a model-free reinforcement learning technique, which consists of a set of agents, a set of states, and a set of actions. By performing an action in a given state, an agent gets a reward, where the goal is to maximize its accumulated reward. Usually, a Q-function is used to illustrate such a reward, which is regarded as an action utility function. Q table is adapted to store the values of such a Q-function, which is used to evaluate the pros and cons of taking an action in a specific state. Firstly, each entry in Q-table is initialized to the zero value, and then it is updated in an iterative manner after an agent executes an action and gets the corresponding reward as well as the resultant next state at each time instant. e method based on the Q value has high data utilization and stable convergence, especially when the state space is small or the number of actions is small. erefore, we introduce the Q-learning method into this paper and combine the mentioned controllable parameters with the uncontrollable factors to construct the state space. e actual state of a wireless device will be mapped to this systemmaintained state space. When the system-maintained state space is larger, the mapped state point will be closer to the actual state. However, when a target state point needs to be searched in a larger state space, it may take longer (or pay more) to reach this target state point. erefore, the training process of the Q-learning-based scheme should be run in a  resource-rich cloud infrastructure, while the trained Q table  should be sent to an edge computing facility that makes  decisions for UEs based on this Q table. When any uncontrollable factor changes, the current state will be converted to a new state, which may make the transmission capacity either better or worse. If the former happens, the user experience is usually unaffected, but network resources can be saved by adjusting the controllable parameters. If the latter occurs, the controllable parameters should be adjusted to increase resource supply in order to suppress the capacity downtrend. Based on the above analysis, we propose a Q-learning-based scheme to maintain the mmWave link capacity stability, which mainly includes the following contributions:
(1) To the best of our knowledge, we are the first to combine device-to-device (D2D) communication mode with transmission power control, beam width adjustment, and the other environmental factors (e.g., link blockage and communication distance) to construct a unified state space, which lays a foundation for stabilizing transmission capacity in millimeter wave links.
(2) Any edge computing facility can offload the Q table  training task to the cloud facility, while it makes  decisions for each UE based on the trained Q table. Also, in order to ensure the timeliness of Q table information, we combine a cloud computing facility with multiple edge computing facilities to train each Q table. Each UE only needs to periodically report its personalized state information to the edge computing facility in its vicinity. erefore, it is not frequently involved in the maintenance of its access link quality, which has a small maintenance overhead.
(3) Unlike the existing performance optimization methods based on Q-learning, which always optimizes system performance at all costs, while the proposed scheme only maintains the performance to meet the requirements of user application experience, which is beneficial to save resources as much as possible under the premise of meeting the user application experience. (4) Based on cloud training, edge decision, and end-user parameter adjustment, a closed loop process is built to form a virtuous cycle of learning and doing repeatedly, which is advantageous to suppress the oscillation of transmission capacity in mmWave links caused by dynamic environmental factors. e remainders of this paper are organized as follows. e related works are introduced in Section 2, while the system model is described in Section 3. e Q-learning solution is detailed in Section 4. Experiment setup and simulation results are presented in Section 5. e conclusions and further works are summarized in Section 6.
Related Work
Due to model-free characteristics, Q-learning has been widely applied in various wireless networks for an intelligent decision. e literature [27] proposed a heterogeneous distributed multiobjective strategy based on Q-learning, which was established for the self-configuration and optimization of femtocells. e literature [28] constituted a Q-learning-based scheme for dense small cell networks for the purpose of managing their cell outage.
To address interference management problems in a type of small cells (e.g., femtocell), the literature [29] proposed a set of distributed and hybrid Q-learning-based power allocation algorithms, where the goal is to improve network throughput, energy efficiency, and user experience. To effectively utilize limited resources of sensor nodes while meeting quality of service requirements, an effective task scheduling scheme should be adopted to address this problem. Based on a cooperative Q-learning model, the literature [30] designed a task scheduling algorithm, which can help sensor nodes intelligently to determine its next executing task. e literature [31] designed a multistate reinforcement learning method to improve p-persistent carrier sense multiple access protocol. Based on Q-learning and deep learning, the literature [32] explored a transmission scheduling mechanism to improve packet transmission efficiency in cognitive radio-based Internet of ings (IoT). To improve the throughput and energy efficiency of a directional hybrid cognitive radio media access control protocol, the literature [33] proposed a channel selection algorithm based on Q-learning and a directional transmission power control scheme, respectively. e integration of multiple Radio Access Technologies (RATs) is helpful to improve the network capacity. To maximize the long-term network throughput while meeting diverse traffic requirements, the literature [34] proposed a smart aggregated RAT access strategy and constructed a semi-Markov decision process (SMDP), where some Q-learning-based schemes are used to solve this SMDP problem.
To improve the throughput and energy efficiency of a directional hybrid cognitive radio media access control protocol, the literature [33] proposed a channel selection algorithm based on Q-learning and a directional transmission power control scheme, respectively. e former can try to select the best channel based on secondary users' observation of primary users' traffic and channel characteristics (e.g., achieved throughput and lost packets), while the latter can allow nodes to reuse the channels subject to interference constraints for the purpose of achieving maximum concurrent transmissions.
None of the above works focuses on the problem of transmission capacity stability in mmWave Links. However, the literature [35] proposed a single state Q-learning algorithm to improve the reliability of a mmWave backhaul system. When the non-line-of-sight (NLOS) operation is unavoidable, the propagation by diffraction will be employed. Based on the learning results coming from this algorithm, the system can select a suitable propagation path in a predefined time and switch to it. Although the literature [35] addresses the research on the performance reliability of mmWave links, it focuses on the improvement of the capacity of backhaul links. Moreover, in the literature [35] , each agent only models its own state-action space from a partial view of the operating environment instead of a global one. erefore, it is difficult to provide more accurate decision-making basis.
System Model
3.1. Network Architecture. As shown in Figure 1 , we consider a single macrocell, which includes an integrated mmWave/ sub-6 GHz macro base station (MBS), a certain number (denoted as m) of mmWave small base stations (SBSs), and a large number (denoted as n) of integrated mmWave/sub-6 GHz UEs. Due to the scarcity of sub-6 GHz bands, all the SBSs are only enabled on mmWave bands. As is known to all, sub-6 GHz bands have smaller bandwidth resources when compared with mmWave bands, but they have better coverage and higher stability. erefore, sub-6 GHz bands are mainly used for signaling information and network control for the purpose of managing mmWave links.
For the sub-6 GHz frequency bands, the propagation characteristics of wireless signals can be approximated by the free space model or the two ray ground model. However, as summarized in [18] , mmWave signals have the higher path loss, higher penetration loss, severe atmospheric absorption, and more attenuation due to rain and thus exhibit markedly different propagation features from those of the sub-6 GHz frequency bands. erefore, a reasonable principle should be followed to develop mathematical frameworks, which can model realistic mmWave propagation by fully considering path loss and blockage. e mmWave propagation model based on stochastic geometry involves three types of links (i.e., LOS, NLOS, and outage (OUT) links), where the probability of a link in any of the three states is considered as a function of distance according to [20] . If a direct path with good channel propagation conditions exists between two communication nodes, it is in the LOS state. Otherwise, when this direct path is blocked but there are other paths between them (e.g., via reflections), it is in the NLOS state. Furthermore, if the path loss between two communication nodes is so large that any link cannot be established between them, the OUT state occurs.
Data information can also be transmitted in sub-6 GHz links if necessary (e.g., for UEs with poor signal quality in mmWave bands). As mentioned above, it is difficult to reach the capacity level of mmWave links in LOS conditions. erefore, only in the case of small traffic demand, an integrated mmWave/sub-6 GHz UE can ignore the access channel state of the nearby mmWave SBSs and select to communicate directly with the MBS on the sub-6 GHz frequency band. However, when access traffic demand is huge, it must rely on a nearby mmWave SBS to establish a high-throughput access link. Usually, the control signals and simple service request information are small, and thus they are handled by the long-range sub-6 GHz macrocell. Short videos or photos that are shot and transmitted instantly have a lot of data, and thus, they are handled by the mmWave small cells for high capacity.
Any UE can find the desired SBS by actively initiating a probe packet or passively receiving beacon information from its nearby SBSs. When this UE needs to transmit large amounts of short video or photo data and only finds the SBS to which it can connect in NLOS conditions, that is, there only exists a NLOS direct communication link between the UE and the SBS, we consider constructing the path composed of multisegment LOS links by using the D2D communication mode, which is used to replace this NLOS mmWave link. If there is a good incentive mechanism, we believe that any UE is usually willing to act as a D2D relaying UE if it is in idle state and also requested. Such an incentive mechanism is beyond the scope of this paper, but similar schemes have been explored in some literature [13, 36] . e destination UEs and selected relaying UEs can fully exploit the wideband mmWave bands if they have LOS conditions. In addition, we assume that the edge computing facilities are deployed within the macrocell, which may take on computing tasks offloaded by UEs and provide real-time responses. Also, since the edge computing facilities only have limited computing resources, they offload the complex training task of the Q-learning scheme to the cloud infrastructure.
Problem Statement.
In this paper, our goal is to stabilize transmission capacity in mmWave links by designing a Q-learning-based scheme. To this end, we first need to build a state-space table for each UE, which should take full account of the factors that affect transmission capacity of mmWave links.
For any UE i and 1 ≤ i ≤ n, we denote the set of the associating states as B i � {b i,j | 1 ≤ j ≤ m}, where b i,j ∈ {"Unassociated," "Associated"}. "Unassociated" means that UE i cannot discover SBS j, while "Associated" means that UE i can discover SBS j with which it may be associated. e set of the distances to SBSs from UE i is denoted as
"Near" means that the distance to SBS j from UE i is less than half of the maximum coverage distance of SBS j. If the distance to SBS j from UE i is more than the maximum coverage distance of SBS j, it falls under the category "Far." Except for the above two cases, it belongs to the category "Medium." e set of the transmission powers to SBSs from UE i is denoted as
Invalid," "Low," "Medium," "High"}. "Invalid" means that UE i cannot communicate with SBS j even if it adopts its maximum transmission power. In the cases of "Low," "Medium," "High," UE i can communicate with SBS j. If the transmission power to SBS j from UE i is not more than one-third of the maximum transmission power of UE i, it belongs to "Low." If the transmission power to SBS j from UE i is more than one-third but less than two-thirds of the maximum transmission power of UE i, it belongs to "Medium." If the transmission power to SBS j from UE i is not less than twothirds of the maximum transmission power of UE i, it belongs to "High." e set of the transmission angles (or transmitting beam widths) to SBSs from UE i is denoted as
where g i,j ∈ {"Very small," "Small," "Medium," "Big"}. "Very small" means that the transmission angle to an SBS from UE i is less than 30°. "Small" means that the transmission angle to an SBS from UE i ranges from 30°to 90°. "Medium" means that the transmission angle to an SBS from UE i ranges from 90°to 180°. "Big" means that the transmission angle to an SBS from UE i is more than 180°.
We denote the set of the relaying states as L i � {l i,j | 1 ≤ j ≤ m}, where l i,j ∈ {"Unselected," "Selected"}. "Unselected" means that UE i does not select a relaying UE to forward its data to SBS j, while "Selected" means that it has done so.
When a UE cannot be associated with any SBS in the current, this state of disconnect from any SBS may change if it is moving. If it stays stationary for a period of time, it had better maintain communication with an SBS through the D2D communication mode. After broadcasting a D2D relaying request packet, a UE can select one of its neighbors that send D2D relaying response packets to act as its D2D relay. Such neighbors need to meet the following conditions: (1) they currently have no need to transmit data through an SBS but can be connected to it; (2) they can stay stationary for a period of time; and (3) they have received a D2D relaying request packet. By a D2D relaying response packet, a responder will report the link capacity between it and its associated SBS and its own position coordinates, so as to facilitate the corresponding requester to make a reasonable decision. e theoretical free space path loss (FSPL) in the D2D relaying link from the requester (e.g., UE i) to the responder (e.g., UE i′) is given by Friis' Law [37] as follows, which is used in the LOS scenario:
FSPL � 20 · log 10 (d) + 20 · log 10 f c + 32.45.
(1)
In (1), FSPL is measured in dB; f c is the carrier frequency in GHz. When the requester adopts its maximum transmission power to broadcast its D2D relaying request, the RSS value under the omnidirectional path loss is estimated by the following formula:
In (2), P RSS and P TX MAX are the RSS value of the responder and the maximum transmission power of the requester in dBm, respectively, while G RX and G TX are the receiving gain of horn antenna and transmitting gain of horn antenna in dBi, respectively, where G RX and G TX may take the value 24.5 dBi. If the UE i knows the acceptable level of receiving bit error rate (BER) of the UE i′, the corresponding receiving power threshold for the UE i′is estimated by the following formula:
In (3), p th i′ is the receiving power threshold for the UE i′, which is measured in dB; BE th is the receiving BER threshold in the D2D link from the UE i to the UE i′, where the desired BER value is usually 10 − 8 ∼10 − 10 ; and σ 2 is the ambient noise power in the receiving-end which is measured in Watt. e corresponding strategy to determine the actual adopted transmission power p i,i′ is as follows:
In (4), p t i,i′ is the desired transmission power in the D2D link from the UE i to the UE i′, which is measured in dB;p max i is the maximum transmission power of the UE i, which is measured in dB; and FSPL is the path loss value in the D2D link from the UE i to the UE i′. When the UE i knows its own position coordinates and the position coordinates for the UE i′, the distance from the UE i to the UE i′ can easily be determined by the formula for the distance between two points. Based on the distance from the UE i to the UE i′, we can estimate FSPL according to formula (1) . Based on the above, when UE i only expects to access SBS j, its state space is defined as follows:
In (5), there are 192 composite states for UE i, where each composite state contains five single state dimensions. In theory, the number of composite states will increase exponentially with the refinement of the granularity of single state values.
For any UE i, the adoptable actions that promote the state transitions are generated by changing the values of p i,j , g i,j , and l i,j since the values of b i,j and d i,j are hardly controlled by UE i. erefore, the set of actions that UE i can take is defined below:
In (6), there are 32 actions for UE i. Moreover, when UE i wants to access anyone of all the SBSs, its state space is defined as follows:
Accordingly, the corresponding action space of UE i is defined below:
In order to focus on network applications instead of spending resources on network performance maintenance, an UE delegates the edge computing facility in its vicinity to maintain its state space and make decisions for it. In order to ensure that Q tables are updated in a timely manner, we use the combination of the cloud computing facility and the multiple edge computing facilities to train them. ese Q tables are established and then trained in the cloud computing facility, which will be sent to the edge computing facilities after a certain level of training. Based on each trained Q table, the edge computing facilities can make decisions for each UE to guide it in making parameter adjustments to maintain transmission capacity stability.
Also, each computing facility updates its own Q Table. e reward values in different states can be stored in a set of reward tables, where each reward table is a two-dimensional matrix with the states as the rows and the actions as the columns, as shown in Figure 2 . In this paper, the reward value of UE i (1 ≤ i ≤ n) is defined as the transmission capacity that it can acquire to access SBS j (1 ≤ j ≤ m) in an energy efficient way after taking an action a y (1 ≤ y ≤ 32) under a state s x (1 ≤ x ≤ 192), which is denoted as s i,j ∶ r(s x , a y ) and estimated by the following formula:
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In (9), s x is a five-tuple composite state, and its first term is assigned a value from b i,j , where "Unassociated" and "Associated" are replaced as "0" and "1," respectively, for simplifying the representation. Also, the fifth term of s x is assigned a value from l i,j , where "Unselected" and "Selected" are replaced as "0" and "1," respectively, for the same reason. e other three terms are assigned a value from d i,j , p i,j , and g i,j , respectively, where the symbol * means that any value in the corresponding set can be taken. Also, a y in (5) is a threetuple, where the three terms are assigned a value from p i,j , g i,j , and l i,j , respectively.
In addition, bw is the bandwidth of UE i sending data to SBS j. σ 2 is the ambient noise power. z i,j is the channel attenuation coefficient of UE i sending data to SBS j, which can be detected and measured by the receiving end. Also, z i,j can be estimated by some empirical formulas. In this respect, the many mmWave channel propagation models are summarized in the literature [38] , which will be the basis for building such empirical formulas. p t i,j is the power of UE i sending data to SBS j, which is the first term of a y . φ t i,j is a receiving power enhancement coefficient, which is approximately expressed as follows:
In (10), g t i,j is the angle of UE i sending data to SBS j, which is just the second term of a y . e larger transmitting angle will lead to the weaker receiving power, since the transmission power is more dispersed. Formula (10) roughly characterizes this feature.
Time Slot Structure.
For each UE, the communication time is divided into even intervals with a constant length T L , and each is denoted by t ∈ T � {1, 2, . . .}, which is shown in Figure 3 . Each UE executes the following tasks in turn during each interval. Firstly, in the information report slot, each UE reports its personalized information to the edge computing facility, for example, SBS discovery, neighboring UEs, working status (i.e., busy and idle), position coordinates, and residual energy level. en, each UE will wait for feedback from the edge computing facility in the waiting for the feedback slot, during which the edge computing facility entrusts the cloud facility to perform Q table training tasks and then makes decisions for each UE based on the corresponding trained Q table. To speed up the response, the edge computing facility may make decisions by using the previous trained Q table, which was trained by the cloud computing facility based on the collected information in the previous interval, while the trained Q table based on the collected information in the current interval will be used in the next interval.
Next, based on the decision results coming from the edge computing facility, each UE will adjust its transmission parameters in the parameter adjustment slot, where the goal is to achieve the stability of access capacity as far as possible. Finally, each UE will use the adjusted parameters for data transmission in the data communication slot. If the first three time slots can be shortened as much as possible, the fourth time slot will be long enough, which is conducive to network access capacity enhancement.
Q Table.
Like a reward table, a Q table is also a twodimensional matrix with the states as the rows and the actions as the columns. Each value in a Q table means the knowledge obtained by an agent from the network environments. Each agent keeps learned values from the network environments in its Q table for all its possible actions.
At the beginning of an interval t, an agent (e.g., UE i) under a state (e.g., s x ) chooses an action (e.g., a y ) and receives a reward (e.g., s i,j ∶ r(s x , a y )) at the beginning of the next interval t + 1. Initially, because there is no experience to learn, each entry of a Q table is initialized to 0. e Q value is then updated based on the following Q-function: 6 Mobile Information Systems
In (11), α denotes a learning rate and 0 ≤ α ≤ 1, where a higher value of α gives more weight to current reward than past knowledge. β is a discount factor and 0 ≤ β < 1, where a higher value of β means that an agent attaches greater importance to future rewards. s x is the next state of s x after a y is executed. a y is the action that maximizes Q value under the state s x .
In a Q-learning algorithm, a learning rate and a discount factor are two important parameters, where the former is used to measure the speed of the learning process, while the latter is used to measure the proportion of future rewards.
State Transition Strategy.
e strategy for an agent (e.g., UE i) to choose an action from A i under a given state s x ∈ S i is modeled as follows:
In (12), V i,j denotes a strategy function, where the action that maximizes the value of V i,j under a given state s x ∈ S i will be selected.
For each UE, the edge computing facility will keep a Q table for it, which records each Q value for each environment state and each possible action. Exploitation was performed by the edge computing facility using an epsilon-greed algorithm, which randomly selects one of the other actions except for the best-known action to enhance the estimates of all the Q values at the exploration probability ϵ and selects the best-known action at the exploration probability 1 − ϵ.
Description of Q-Learning Algorithm.
e pseudocode description for reward table initialization is shown as Algorithm 1, where the specific meaning of line 7 is to adopt the allowed maximum transmission power, the allowed maximum transmission angle, and the allowed the furthest distance to SBS in a specific state to compute reward value under this state.
Since the initialization of reward tables does not require any UE's personalized information, it can be handled independently by the cloud facility. However, due to the dynamic wireless communication environment, this kind of personalized information is required to periodically update reward tables. In order to meet the timeliness requirement of the interaction, this update process should be handled by the edge computing facility.
In the information report slot of each interval with a constant length T L , each UE (e.g., i) will report its personalized information to the edge computing facility. Usually, it reports relevant information through its associated SBS (e.g., j) on a mmWave channel, which facilitates SBS j to estimate the parameter z i,j based on the channel state information it perceives. If UE i cannot be associated with any SBS, it reports relevant information through MBS on a sub-6 GHz cellular channel. In the subsequent waiting Once the personalized information is received from UE i, the edge computing facility firstly determines whether UE i is associated with an SBS according to the SBS discovery information reported by UE i. If it is true, the edge computing facility will abandon updating the reward table for UE i. Otherwise, for each neighboring UE of UE i, if the edge computing facility finds that it can be associated with an SBS according to the SBS discovery information reported by it and also it is idle according to the working status information reported by it, it is regarded as a candidate relaying UE of UE i. If UE i has multiple candidates relaying UEs, the candidates who are in the same SBS coverage area as UE i will be given priority, where it is easy to determine whether they are in the same SBS coverage area based on the information of position coordinates reported by them. Although Algorithm 3 can train Q table successfully, it needs more capital and operating expenditures. Also, it spends longer time to obtain the trained Q table. Since a real state is rarely mapped to any initial state that contains "d i,j � "Far,"" we can define a screening condition to filter all the initial states with "d i,j � "Far."" at is, if any initial state does not contain "d i,j � "Far,"" the Q table training process is allowed (i.e., the lines 4∼24 in Algorithm 3 will be executed).
Moreover, we can ignore the actions that are rarely adopted in the search process of action space. For example, when the current state contains "b i,j � "Associated,"" we can ignore the actions that contain "l i,j � "Selected."" Also, when the current state contains "b i,j � "Unassociated,"" we can ignore the actions that contain "l i,j � "Unselected."" e above constraints in terms of selecting actions are used to avoid the execution of the lines 6∼11 in Algorithm 3, so it can speed up the Q table training process. e trained Q table for UE i will be sent to the edge computing facility, which will be used to make decisions for UE i. After each decision, the corresponding Q value will be updated. Prior to receipt of a new trained Q table, the existing Q table will be both used and updated repeatedly by the edge computing facility. e pseudocode description for the Q-table-based decision and update process is shown in Algorithm 4.
In Algorithm 4, we set a threshold for energy efficiency in mmWave links, which is denoted as r th . On the one hand, when the threshold value is large, it can maintain high energy efficiency of the system, but the average decision time based on the Q table will be longer. On the other hand, when the threshold is small, the reverse is true. erefore, a reasonable setting of this threshold will achieve the appropriate tradeoff between the energy efficiency of the system and the decisionmaking speed of the proposed scheme.
In order to make readers more intuitive understanding of the collaborative relationship between the four algorithms, an example diagram of algorithms deployment and interaction is given in Figure 4 . For any UE, it collects its personalized information and then reports it to the edge For each a y ∈ a 1 , a 2 , . . . , a 32 do (4)
If UE i is not associated with SBS j then (5) s i,j : r(s x , a y ) � 0 (6) Else (7) Determine g t i,j , p t i,j , and z i,j according to s x and a y (8) φ
End if (11) End for (12) End for (13) End for ALGORITHM 1: e reward table initialization process for UE i. 8 Mobile Information Systems computing facility. Also, when it receives the feedback of the decision result, it will adjust its transmission parameters for purpose of stabilizing transmission capacity. For the edge computing facility, on the one hand, when it receives the personalized information reported by each UE and the initialized R 
Performance Evaluation
Simulation Metrics and Deployment Settings.
In our simulations, we evaluate the performance of the proposed Q-learning-based scheme for stabilizing transmission capacity. We will observe the stability of transmission capacity from the three performance indexes (i.e., the number of UEs connected with SBS, the average number of state transitions, and the average energy efficiency of working UEs). e number of UEs connected with SBS is defined as the number of working UEs that can communicate with SBSs in a direct or indirect manner. e energy efficiency is defined as the ratio of data rate to power consumption, while the average energy efficiency is an average value of all the working UEs' energy efficiency. e simulation scenario is shown in Figure 1 , where the macrocell coverage radius is 1000 meters and the mmWave small cell coverage radius is 100 meters. e number of mmWave SBSs is set to a fixed value (i.e., m � 70), and these SBSs are placed inside the macrocell in a nonoverlap way. A large number of UEs are randomly distributed in the macrocell.
At the beginning of each interval, each UE determines to move with probability p mov (e.g., a value from 0.1 to 0.5), while it decides to stay still with probability 1 − p mov until the beginning of the next interval. When determining to move, it adopts the random walk model, where a UE selects a direction randomly from 0 to 2π, a speed randomly from 0.1 to Run at the edge computing facility Input: the initialized reward table for UE i and the personalized information reported by all the UEs Output: the updated reward table for UE i (1) Find the SBS associated by UE i according to the personalized information reported by UE i (2) If there is not any SBS associated by UE i then (3) Determine the set of neighboring UEs according to the personalized information reported by UE i (4) For each neighboring UE i′ do (5) Determine its associating state and working state according to the personalized information reported by UE i′ (6) If UE i′ is both associated with an SBS and idle then (7) Record it as a candidate relaying UE of UE i and store it in the set R i (8) End if (9) End for (10) Extract each candidate from the set R i that is in the same coverage area as the UE i and then store it in the set SR i (11) If the set SR i is not empty then (12) Select the candidate with the highest energy reserve level from the set SR i , which is denoted as UE i′ and associated with SBS j (13) For each s x ∈ s 1 , s 2 , . . . , s 192 do (14) For each a y ∈ a 1 , a 2 , . . . , a 32 do (15) Determine g t i′,j , p t i′,j , and z i′,j according to s x and a y (16) φ t i′,j � ln
End for (19) End for (20) Else if the set R i is not empty then (21) Select the candidate with the highest energy reserve level from the set R i , which is denoted as UE i′ and associated with SBS j′ (22) For each s x ∈ s 1 , s 2 , . . . , s 192 do (23) For each a y ∈ a 1 , a 2 , . . . , a 32 do (24) Determine g t i′,j′ , p t i′,j′ and z i′,j′ according to s x and a y (25) φ
End for (28) End for (29) Mobile Information Systems 1 m/s, and then moves until the beginning of the next interval according to the selected direction and speed. When the mobile UE reaches the simulation boundary, it will bounce back from the simulation boundary and then continue to move, where the rebound angle is determined by the incident direction. We adopt the mmWave channel model of the 73 GHz band and consider the three types of mmWave link states (i.e., OUT, LOS, and NLOS) described each a y ∈ a 1 , a 2 , . . . , a 32 do (6) Compute s i,j : Q t+1 (s x , a y ) according to formula (7) (7) Update the corresponding entry of Q table (8) If s i,j : Q t+1 (s x , a y ) > Q max then (9) Q max � s i,j : Q t+1 (s x , a y ) (10) a max � a y (11) End if (12) End for (13) Determine the exploration probability ϵ (e.g., 0.1) based on exploration-exploitation policy (14) Generate a random number ε from 0 to 1 (15) If ε > ϵ then (16) If a max can transfer s x to the next state (e.g., s x ) then (17) s x � s x and go to 4 (18) End if (19) Else (20) Randomly select an action from a 1 , a 2 , . . . , a 32 /a max (21) If the selected action can transfer s x to the next state s x then (22) s x � s x and go to 4 (23)
End if (24) End if (25) End for ALGORITHM 3: e Q table training process for UE i.
Run at the edge computing facility Input: r th , the trained Q table for UE i, and the current state s x ∈ (s i,j ⊂ S i ) Output: the target state s d (1) s d � s x and V i,j � 0 (2) Compute the real energy efficiency value for UE i according to the personalized information reported by UE i and formula (5) , and then save it in r i (3) If r i < r th then (4) For each a y ∈ a 1 , a 2 , . . . , a 32 do (5) Get s i,j : Q t (s d , a y ) by Q table according to s d and a y (6) If V i,j < s i,j : Q t (s d , a y ) then
End if (10) End for (11) Compute s i,j : r t+1 (s d , a t ) according to formula (5) (12) If s i,j : r t+1 (s d , a t ) < r th and the action a t can transfer s d to the next state s d then (13) Compute s i,j : Q t+1 (s d , a t ) according to formula (7) (14) Update the corresponding entry of Q in [20] . e probability of a UE in the outage state is formulated as the following function in terms of this UE's transmitting angle to the SBS and the distance between this UE and the SBS:
In (13), d is the distance in meters between the UE and the SBS. When d > 60, the outage state occurs with the probability p ls , while the NLOS state happens with the probability 1 − p ls . Also, we assume that the emergence probability of NLOS and LOS states is equal, but no outage state occurs when 30 ≤ d ≤ 60, while the LOS state always occurs when d < 30. e bandwidth of a mmWave channel is set to 1 GHz, and the maximum transmission power of each UE is set to 20 dBm. Furthermore, in our simulation scenarios, the path loss values of LOS links are estimated by formula (1), while those of NLOS links are estimated by the following formula [20] :
In (14), PL is measured in dB; ω 2 is the lognormal shadowing variance, which is measured in dB; η and χ are the best fit floating intercept and slope over the measured distances (from 30 to 200 meters), respectively; and ω 2 , η, and χ take 8, 86.6, and 2.45, respectively, in the 73 GHz mmWave band.
Simulation Results and Analysis.
We compare the proposed scheme with a set of schemes in which the fixed transmission power and angle are adopted. For convenience, the compared schemes are subdivided into the compared scheme one (i.e., the transmission power and transmission angle are fixed as one-third of the maximum value), the compared scheme two (i.e., the transmission power and transmission angle are fixed as two-thirds of the maximum value), and the compared scheme three (i.e., the transmission power and transmission angle are fixed as the maximum value).
For the above four schemes, the proportion of working UEs (i.e., the UEs that have data be transmitted through SBSs) in the total number of UEs is fixed as 50%. When the channel noise power and the threshold r th for energy efficiency are set as − 100 dBm and 700 Mbps/W, respectively, the performance variation trend with the number of UEs is shown in Figure 5 . From Figure 5(a) , we see that the number of UEs connected with SBS increases with the number of UEs. e reason behind is that the number of working UEs increases with the number of UEs since the ratio of working UEs is fixed. Also, from Figure 5(b) , we observe that the average energy efficiency of working UEs hardly varies with the number of UEs, which shows that the increase in network size has no obvious effect on energy efficiency. is is because that the mmWave frequency band is rich in resources and can support high concurrent communication.
e simulation results in Figure 5 also demonstrate that the proposed scheme is obviously superior to the others in terms of both the number of UEs connected with SBS and the average energy efficiency of working UEs. On the one hand, for each working UE that cannot communicate directly with SBS, the proposed scheme may establish a communication path by selecting a relaying UE, which is beneficial to increase the number of UEs connected with SBS. On the other hand, there are fewer working UEs that cannot communicate with SBS in the proposed scheme and thus less energy is wasted when they all try to connect to SBSs.
When the number of UEs and the threshold r th for energy efficiency are set as 1000 and 700 Mbps/W, respectively, the performance variation trend with the channel noise power is shown in Figure 6 , which shows that the number of UEs connected with SBS hardly varies with the channel noise power, while the average energy efficiency decreases with the channel noise power. is is because the problem of broken links caused by high noise power may be restored by increasing the transmission power within a Reward table initialization   Reward table update  Q-table-based decision  and update process   Q table training process   Personalized information   Invoke  Algorithm 2   Invoke  Algorithm 1   Invoke  Algorithm 3   Invoke  Algorithm 4 Collect certain range. However, with the increase in transmission power, the increase in data rate becomes smaller and smaller according to Shannon theorem. e simulation results in Figure 6 also demonstrate that the proposed scheme outperforms the other three schemes in the same two performance aspects, where the interpretation for Figure 5 can be applied to Figure 6 .
When the channel noise power, the number of UEs, and the threshold r th for energy efficiency are set as − 100 dBm, 1000, and 700 Mbps/W respectively, the performance variation trend with the ratio of working UEs is shown in Figure 7 . As shown in Figure 7 (a), the number of UEs connected with SBS grows monotonically with the ratio of working UEs in the four schemes. e reason is obviously that the number of UEs that can communicate with SBSs in a direct or indirect manner is positively correlated with the number of working UEs. and thus there are fewer candidates relaying UEs. Second, more working UEs means more demand for relaying UEs. erefore, in the case of a higher ratio of working UEs, there is less probability that a working UE requiring a relay can choose a suitable relay, which will affect its energy efficiency. However, the other three schemes do not involve the use of relays, and thus they are hardly affected by the ratio of working UEs.
When the channel noise power is fixed as − 100 dBm and the number of UEs is fixed as 1000, the performance variation trend with the threshold r th for energy efficiency is shown in Figure 8 , which shows that both the average number of state transitions and the average energy efficiency increase with the threshold r th for energy efficiency in the proposed scheme. e results confirm the analysis in Section 4.5. However, the other three schemes do not involve the state transition, and thus they are hardly affected by the threshold r th for energy efficiency. Figure 8(a) shows the mean of the results over 10 time intervals. When the threshold value is relatively low, there are hardly state transitions in most time intervals. erefore, the average number of state transitions is less than one. In addition to the above simulations, we also compare the performance of Algorithm 3 before and after adding the filter conditions. When the discount factor β is fixed as 0.5, the performance variation trend with the learning rate α is shown in Figure 9 . Also, when the learning rate α is fixed as 0.5, the performance variation trend with the discount factor β is shown in Figure 10 . Since the number of episodes is set to a fixed value (e.g., 1000 in our simulations), the average number of state transitions can be used to measure the running cost of the different schemes indirectly. In Figures 9 and 10 , the energy efficiency refers to the best energy efficiency value of a training path (corresponding to an episode), while the average energy efficiency is an average value in terms of the best energy efficiency values in all the training paths. From Figures 9(a) and 10(a) , we can observe that the Algorithm 3 with the filtering conditions is clearly superior to that without the filtering conditions in terms of the average number of state transitions. is shows that it does reduce running overhead for an agent to filter some unnecessary initial states during the training process. Also, Figures 9(a) and 10(a) show that the average number of state transitions hardly changes as the learning rate α and the discount factor β change.
e main reason is that the number of state transitions depends on the selection of initial states and the number of training rounds but has little relationship with α and β.
From Figures 9(b) and 10(b), we also see that Algorithm 3 with the filtering conditions outperforms that without the filtering conditions in terms of the average energy efficiency. e reason behind this phenomenon is mainly attributed to that the state transitions from some initial states can fail to achieve a desired state that has a good energy efficiency. erefore, it is necessary that these initial states will be filtered out during the training process. In practice, UEs rarely encounter these initial states. In addition, Figure 9 (b) shows that the average energy efficiency increases as the learning rate α increases, while Figure 10 (b) shows that the average energy efficiency decreases as the discount factor β increases. is is because a larger value of α means that an agent pays more attention to the immediate interests at present instead of the past rewards. Since the past rewards do not necessarily adapt to the present situation, a larger value of α helps speed up the training process and thus gets better training results. Also, a larger value of β means that an agent attaches greater importance to future rewards instead of the current rewards. Due to the uncertainty of future expectations, a larger value of β does not helps speed up the training process and thus hardly improves training results.
Comparison of Q-Learning-Based Method and Online
Learning Solution. As mentioned in the introduction, both Q-learning model and MAB theoretical model are in the category of reinforcement learning. erefore, in this section, we briefly examine the performance of these two models used to address the concerns of this paper. rough modeling our concern problem as a contextual multiarmed bandit problem, we design a contextual online learning algorithm to compare with our Q-learning method. Based on the expression (5) defined in Subsection 3.2, we define b i,j × d i,j of the expression (5) as the context space of UE i under the coverage of SBS j, which is divided into six context subspaces.
Also, we define p i,j × g i,j × l i,j of the expression (5) as the set of resources from which UE i can request. According to the actual state of UE i, the context subspace to which it belongs can be found from the context space b i,j × d i,j . Under this context subspace, for each of the set of resources p i,j × g i,j × l i,j , there is a corresponding state that belongs to one state of the state space defined in the expression (5) , and thus the performance under this state can be determined by formula (9) .
Using the same design idea of Algorithm 1 in [39] , we can design a similar contextual online learning algorithm, which learns the expected resource performances under different contexts online over time. is algorithm works on the assumption that for, similar UE contexts, the performance of a particular resource will on average be similar.
is contextual online learning algorithm performs the following steps for UE i. It first uniformly partitions the context space into six context subspaces and learns about the performance of different resources independently in each of these context subspaces.
en, in each period, the algorithm performs either an exploration or an exploitation. A control function is used to determine which phase it enters. In exploration phases, the algorithm randomly selects one from the set of resources for UE i, while in exploitation phases, the algorithm selects the resource that showed the best performance when selected in previous periods. By observing the amount of data transmitted by UE i, the algorithm acquires performance estimate of the selected resource. erefore, it learns the performance of the different resources under different UE contexts over time. In order to save the paper space, we omit the algorithm description. Please refer to [39] for the algorithm description details. e comparison of the characteristics of the two types of learning algorithms is listed in Table 1 .
Although the training phase of Q-learning algorithm requires lots of computing resources, the speed at which decisions are made for UE i according to a well-trained Q table is faster than that of the online learning solution that does not need an additional training phase, which is also illustrated by the results in Figure 11 . Based on the above simulation settings, in our Q-learning-based method, the average decision overhead can be approximated by averaging the number of state transitions across all the feasible decision paths on the well-trained Q table.
For the contextual online learning solution, the size of its resource space is same as that of action space of our Q-learning-based method. When UE i knows its context subspace, it still needs to traverse its resource space to arrive at the decision result. erefore, the contextual online learning solution requires at most n comparisons to obtain the best resource if a simple enumeration mode is adopted, where n represents the size of the resource space of UE i.
If we rank the performance metrics of resources in its resource space, we can directly select the best performing resource that is known at decision time. However, the performance metric needs to be updated after each decision based on the actual performance of the resource, so the newly updated value needs to be reordered in the original ordered table to facilitate the next decision, which cannot be omitted. If we find the new position of the updated value in the original ordered table based on the binary search method, the maximum number of operations is log 2 n, and thus the corresponding average value is about (log 2 n/2).
Based on the above simulation settings, the average number of state transitions across all the feasible decision paths on the well-trained Q table with 192 states and 32 actions fluctuates between 1.2 and 1.3 when the number of UEs varies between 600 and 1200, while it fluctuates between 1.1 and 1.3 when the channel noise power varies between − 110 dBm and − 60 dBm.
For the contextual online learning solution, since the size of its resource space is same as that of action space of our Q-learning-based method, n takes 32 and thus (log 2 n/2) � 2.5. erefore, the overhead of updating the original ordered table after each decision can be approximated as 2.5, which can be used to approximate the decision process overhead of the contextual online learning solution. For intuition, we show the results in Figures 11(a) and 11(b) .
When the channel noise power is less than − 110 dBm, it indicates that the channel conditions are very good, where no matter what the initial state is, the room to improve performance by changing the state is very limited, so the average number of state transitions is very small in our Q-learning-based method. However, in the contextual online learning solution, the decision process overhead is essentially unchanged. As a result, the ratio of decision overhead in the Q-learning method to that in online learning solution drops abruptly.
Conclusions
In this paper, we investigated the transmission capacity problem in mmWave networks and proposed a Q-learn-based scheme to stabilize transmission capacity in mmWave links from an energy efficiency optimization perspective. e proposed scheme was compared with the other three schemes in terms of the number of UEs connected with SBS, the average number of state transitions, and the average energy efficiency. Also, we discussed how to reduce the cost of the Q table training process. e simulation results show that the proposed scheme keeps the most number of UEs connected with SBS, while it also achieves the best average energy efficiency among the four schemes. At the same time, the simulation results show that the Q table training process can be accelerated by filtering some unnecessary states and actions, and Q table performance can also meet the decision requirements.
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