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Abstract—Selection of methods will greatly impact in learning 
process. One of the methods commonly applied are Cooperative 
learning. Cooperative learning is one of many learning techniques 
to improve the performance of students in the academic literature. 
Moreover, the heterogeneity in study group’s academics can 
improve performance, but only partially implementing 
cooperative learning in a group of heterogeneous formations. The 
problem faced in this type is the process of forming group of 
students into a heterogeneous group and inter-group quality is 
relatively equal or balanced. In this study, the authors aimed to 
provide intelligent solutions in the distribution group based on the 
value (The value of achievement on related subjects) and 
personality traits of each student in the determination of the 
performance of students are using the algorithm clustering 
Partitioning Around Medoids (PAM) in consideration of the value 
of measurement Euclidean Distance (ED) and the equitable 
distribution to form heterogeneous groups based on their level of 
heterogeneity in Measured with Goodness of Heterogeneity in 
Group (GH) and the rate of coefficient variation (CV) in same 
group or between groups with groups and equitable distributions 
on college campuses. 
Keywords—Forming Heterogeneous Group, Cooperative 
learning, Clustering partitioning around medoids (PAM), equitable 
distribution 
I.  INTRODUCTION   
In general, research in education suggests that learning 
in small group format is more effective than most methods used 
in learning [1]. But there are problems that will be found in this 
format, such as forming group or grouping process students into 
one group learning [2]. Indeed, grouping based on student 
closeness (self-grouping) in the learning process is very 
commonly used, since students have autonomous freedom in 
determining their own group. However, in reality, the learning 
process becomes unfair if among the groups formed there is a 
gap because of differences in ability between group members or 
one group with another group [3][2].  
In addition, more specific problem that often found in 
class is Group formation by random (random-grouping) [4]. 
This grouping will have an impact on discrimination, because 
there is no scale that can be specified in the level of student’s 
ability so as not to provide quality assurance one group balanced 
with other groups [5] [6]. So this is related to heterogeneity in 
groups. Heterogeneity becomes a complicated problem be 
solved as much consideration as the determination of the ability 
of different scale. Variations in human capabilities cannot be 
seen from one side, but there must be some considerations 
regarding cognitive abilities and social emotional [7].  
Heterogeneous learning groups is capable and effective 
in maximizing learning in group [8][9]. Other than that, 
heterogeneous grouping will provide a competitive advantage 
because there are some differences of profitability in one group 
or between groups, if the resources are homogeneously will 
execute with same strategy [9].       
II. RELATED STUDY 
A. Heterogeneity in Group 
In group heterogeneity, the most important thing is 
that learners have different abilities in each related attribute 
[10].  Scale that used for heterogeneous measurement one of 
them is by using Euclidian Distance (ED) that defined by the 
distance between vectors representing two objects in one space. 
In the application of Euclidian Distance (ED) can be [10]: 
ED	(S1, S2) = 	ඥ∑ (ܣ௜( ଵܵ) − ܣ௜(ܵଶ))ଶ௡௜ୀଵ     ………………. (1) 
ED is Euclidean Distance, and S1, S2 are 2 objects under study. 
ܣ௜  is an attribute of each object. While n is the number of 
objects representing the attribute number [10]. 
B. Goodness of Heterogeneity in Group 
The measure of goodness of heterogeneity (GH) is 
developed with the assumption that in a reasonably 
heterogeneous group, after taking the maximum and minimum 
student-score, the rest of the student-scores are expected to lie 
half way between the maximum and minimum score. In this 
case, the absolute difference of the average difference (AD) and 
the rest of the student-scores is minimal. In the following, we 
assume and also recommend a group size of four, as it is also 
suggested by Slavin [10]. 
ܣܦ௜ = ୫ୟ୶ ௦௖௢௥௘	௢௙	(ௌభ,ௌమ,ௌయ,ௌర)ା	୫୧୬ ௦௖௢௥௘	௢௙	(ௌభ,ௌమ,ௌయ,ௌర)	ଶ ….… (2) 
ܩܪ௜ = 	୫ୟ୶ ௦௖௢௥௘	௢௙	(ௌభ,ௌమ,ௌయ,ௌర)ି୫୧୬ ௦௖௢௥௘	௢௙	(ௌభ,ௌమ,ௌయ,ௌర)	ଵା	∑ |஺஽೔ି௦௖௢௥௘	௢௙	(ௌೕ(೔))	   ……(3) 
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where ௝ܵ(௜) is the student-score of the j-th student in group i, 
excluding the maximum and the minimum student-score. 
Where a reasonable heterogeneity is experienced, the 
numerator should be greater than the denominator hence 
yielding a relatively high value of ܩܪ௜ . It is trivial to show that 
GHi = 0 when all students in a group have equal studentscores; 
GHi < 1 when there is unreasonable heterogeneity in the group 
(meaning student-scores are at two extremes) and ܩܪ௜  > 1 in 
reasonably heterogeneous groups. The greater ܩܪ௜ , the better 
the heterogeneity.  [10]. 
To know how heterogeneous groups are formed in addition to 
GH calculations, it can be done by finding the coefficient of 
variation from each member in the same group. That is the way 
as follows: 
ܥܸ =	 ఙఓ × 100%	 = 
	ටభಿ∑(௑೔ିఓೣ)మ
	భಿ∑௑೔
× 100%  (for populations data) …...…… (4) 
 
CV  = Coefficient Variations             ߪ	= Standard Deviation 
ߤ  = Rata-rata dalam satu space        N = Jumlah data 
C. Partitioning Around Medoids Algorithms 
Unlike the k-means algorithm, k-medoids choose data points 
as the centre (medoids or exemplars) and work with Manhattan 
generalizations to determine the distance between data point or 
cost (distance). The steps of using k-medoids are as follows 
[11]: 
1. Initialization: choose the object k that will serve as medoids 
2. Associate each data point with the most similar medoid by 
using distance size and calculating cost. 
3. choose a new k object (other than the initial medoid with the 
modulus calculation of the last cluster being formed) which 
will serve as a medoid and store a copy of the original set. 
4. Use the new medoids set to recalculate the cost. 
5. If the new cost or Objective Function Change (POF) is 
greater than the old charge then stop the algorithm or equal 
to 0. 
6. Repeat the step (2 until 5) until there is no change in the 
medoid. 
D. Marge Short algorithm 
Merge sort is a sorting algorithm that is easy to share but 
hard to merge. This algorithm has the time complexity of O (n 
log n). Here are the steps of the Merge sort algorithm: 
1. The array will be divided into 2 sections left and right of 
each sized n / 2. 
2. Recursively, apply the merge sort algorithm for each 
section. 
3. Combine the results of the ordering of the two parts so that 
the newly arranged table will be obtained.  
III. EXPERIMENTAL AND RESULT   
The system to be created is as follows: 
 
Figure 1 System framework 
This system aim to forming the students in the class 
into groups according to cooperative learning with 
consideration of values and personal traits owned by each 
student (from questioner). Grouping will be done 2 stages. The 
first stage is to determine the expert group. Namely groups that 
tend to be homogeneous based on grouping using k-Medoids 
(PAM) in 3 expert groups that are high group, average group, 
and low group. The second stage is to distribute data from 
original groups (grouping by k-medoids) into new groups 
consideration of the quality of each group is relatively similar.  
Illustration  
The scale used is 1 to 3, represents 3 = great, 2 = average, 
and 1 = poor. To facilitate computations given the replacement 
scales for grades obtained by students on previous subjects or 
achievement results eg A = 5, B = 4, C = 3, D = 2, and E = 1. 
10 students as sample data. 
 
 
 
 
 
TABLE 1  DATA 
Data=[5,1,1,3,1,2;     
    3,2,2,1,1,1; 
    4,2,2,2,3,3; 
    5,2,1,2,2,3; 
    5,3,1,1,3,1; 
    4,2,2,2,1,1; 
    4,1,3,1,2,2; 
    4,1,2,2,3,3; 
    3,3,3,3,3,1; 
    3,3,1,2,1,2;  
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The initial value of the subject is symbolized by POF. I.e. POF 
= 30. 
k = 3 
Determine the center of the cluster, because in this case will 
be divided into 3 groups of main capabilities of high ability, 
average, and low. So for the determination of the centre of 
cluster medoids can be done as follows stages: 
 
 
 
 
 
 
 
 
TABLE 2. CENTRE OF CLUSTER MEDOIDS 
cluster centre 
of High (c1) = 
max(data) 
cluster centre of 
low (c2) 
=min(data) 
cluster centre of 
average (c3) = 
(max+min)/2  
Student 3 Student 2 student 1 
 
Next is compare and search (differences) for each data (X) 
with the cluster centre (C) or medoids. That is, if the data (X) is 
same with the cluster centre (C) then the value is 0 if different 
is worth 1. To get the result is done the application of the 
iteration formula. And knowing the shortest distance with 
cluster data with cluster centre used formulation Euclidean 
Distance (ED) that is defined distance between vectors 
representing two student in one space. 
TABLE 3. THE RESULTS OF COMPARISON X AND C 
Student 
(X) data 
Total difference with the 
centre Medoids 
The 
smallest 
value 
Cluster followed 
C1 
high 
C2 
low 
C3 
average 
C1 C2 C3 
1 0 5 6 0 3   
2 5 0 4 0  1  
3 6 4 0 0   0 
4 4 5 3 3   3 
5 4 4 5 4 3   
6 5 2 2 2  1  
7 4 5 5 4 3   
8 5 1 1 1   1 
9 5 5 5 4  4  
10 3 5 5 3 2   
    POF  21   
 
Changes in Objective Functions (POF) 
PFO = Subjective initial value - The value of the objective 
function of the equation between each data with the centroid of 
the cluster being followed 
PFO = 30 (Initial POF) - 21 (POF Iteration 1) 
PFO = 9 
 
Because the change of objective function (POF) is not 
yet 0,  means there is still have possibility of any data going to 
move another cluster then, the calculation continued with 
iteration 2 and so on that is selecting a new cluster center 
medoids outside the cluster center that formed first base on 
mode from the last cluster result. On iteration 2 has the same 
step with the iteration 1. What distinguishes it is the centre of 
the cluster medoids for the next. Repeat and make sure the POF 
value is 0.  
 
Sehingga hasil kelompok akhir yang terbentuk adalah  
 
 
TABLE 4. RESULT OF FORMING K-MEDOIDS 
Cluster 1 represents 
the high group 
Cluster 2 represents 
the low group 
Cluster 3 represents 
the average group 
student 1 student 2 student 3 
student 4 student 5 student 6 
student 7 student 9 student 8 
student 10   
 
The next stage is the distribution, from the result of group 
formation using k-medoids that are homogeneous (based on the 
proximity to the cluster centre of the medoids) then the 
distribution algorithm is very important to do (forming a 
heterogeneous group), since in a group there is at least one 
member consist from forming by k-medoids. The first stage to 
do is sort the group from high to low for each group 
 
 
 
 
We intend to form 3 members in one group. 10 mod 3 = 1 
(meaning there is 1 person separated first). Students with a 
value of 14 is student 5, separated first because it has a value 
closest to the average value. Student data needs to be sorted first 
so that matrix can be created like this.  
 
 
students values abi
lit
y 
perso
nalit
y 
leade
rship 
Comm
unicati
ons 
Socio-
Motiva
tional 
∑ 
1 A = 5 1 1 3 1 2 13 
2 C = 3 2 2 1 1 1 10 
3 B = 4 2 2 2 3 3 16 
4 A = 5 2 1 2 2 3 15 
5 A = 5 3 1 1 3 1 14 
6 B = 4 2 2 2 1 1 12 
7 B = 4 1 3 1 2 2 13 
8 B = 4 1 2 2 3 3 15 
9 C = 3 3 3 3 3 1 16 
10 C = 3 3 1 2 1 2 12 
Group 1          Group 2          Group 3 
Student 4= 15 Student 9 = 16 Student 3 = 16 
Student 1= 13 Student 5 = 14 Student 8 = 15 
Student 7= 13 Student 2 = 10 Student 6 = 12 
Student10= 12 
Average = (15+13+13+12+16+14+10+16+15+12)/10 
Main Average = 13.6
Matrix        Average 
------------------------------ 
15, 16, 16    15.6 
15, 16, 15 13.3 
15, 16. 12 14.3 
------------------------------ 
15, 10, 16 13.6 *As a Group 1 Solution with a   
                       Value close to the main average 
15, 10, 15 13.3 
15, 10, 12 12.3 
----------------------------- 
data=data’; 
JumlahCluster = 3 
Total= totalNilai(data); 
daftarCluster = kMedoids(data,jumlahCluster); 
/* Matrix multiplication 
v = dot(data,data,1); 
[~, daftarCluster] =  max(total); 
[~, daftarCluster] =  min(total); 
[~, daftarCluster] = (max(total)+min(total)/2);
daftarClusterTerakhir = 0; while 
any(daftarCluster ~= daftarClusterTerakhir) 
    . . . 
daftarClusterTerakhir = daftarCluster; 
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Perform the next group of observations using data except 
group 1 members that have been formed. Then we continue to 
identify the following groups: 
 
 
 
Then we continue to identify the following groups: 
 
 
 
 
Thus the average ability of all groups is 13.6, 13.6 and 13.5 
(ability of each group is relatively the same). 
 
IV. ANALISIS 
Analysis of heterogeneity of group end result: 
 
 
 
 
 
 
TABLE 5. ANALIZE CV AND GH 
Coefficient Variations 
Group 1 Group 2 Group 3 
 
ߤଵ = ଵଷ (15 + 10 + 16) ߤଵ	= 13.6 
ߪଵ
= 	ඨ13෍( ௜ܺ − ߤଵ)
ଶ
	 
 
ߪଵ = 2.62 
ܿݒ = 	 ఙఓ × 100%	  
ܿݒ = 0.19 % 
 
 
ߤଶ = ଵଷ (13 + 16 + 12) ߤଶ	= 13.6 
ߪଶ
= 	ඨ13෍( ௜ܺ − ߤଵ)
ଶ
	 
  
ߪଶ = 1.7 
ܿݒ = 	 ఙఓ × 100%	  
ܿݒ = 0.12 % 
 
ߤଷ = ଵସ (13 + 12 + 15 + 14) ߤଷ	= 13.5 
ߪଷ = 	ඨ
1
4෍( ௜ܺ − ߤଵ)
ଶ
	 
  
ߪଷ = 1.12 
ܿݒ = 	 ఙఓ × 100%	  
ܿݒ = 0.08% 
0.19% 0.12 % 0.08% 
Goodness of heterogeneity  
ܣܦଵ = 13 
ܩܪଵ = ଵ଺ 	ିଵ଴ଵା(ଵଷିଵ଴)  
ܩܪଵ = 1.5 
 
ܣܦ௜ = 14 
ܩܪ௜ = ଵ଺ 	ିଵଶଵା(ଵସିଵଷ)  
ܩܪ௜ = 2 
 
ܣܦ௜ = 13.5 
ܩܪ௜ = 	 ଵ଺ 	ିଵଶଵା(଴.ହି଴ହ)  
ܩܪ௜ = 4 
 
1.5 2 4 
 
V. CONCLUSION  
PAM algorithm is suitable to forming from simple and 
categorical processes into homogeneous groups’ base on to 
cluster centre of the medoids and equitable distributions that are 
used are particularly relevant for groups from homogeneous 
data to heterogeneous data with relative similar capability 
levels of 13.6, 13.6 and 13.5. Viewed from the CV level on the 
calculation that the level of heterogeneity between groups is not 
too far (close) ie group 1 of 0.19%, group 2 is 0.12%, group 3 
is 0.08% this means the quality of heterogeneity between 
groups is relatively the same. While based on GH calculation 
that groups 1, 2, and 3 have GH> 1 or entered into the category 
reasonably heterogeneous group.  
VI. FUTURE WORK 
For the future will be implementing directly to students, by 
looking at the level of satisfaction of each student after forming 
the group by the system. Does it provide good opportunities for 
the level of learning achievement cooperative learning? 
Measured from the value of achievement and know the level of 
satisfaction students in the group.  
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