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Teaching data science is challenging: it is a multi-
disciplinary subject that requires solid mathematical
background. There are many models and approaches
to consider. It is important, in our view, to present a
unied approach to teaching this subject. We believe
that one of the most eective ways to do so is to
present historical examples. An interesting historical
example that explains Generalized Linear Models in
prediction is the quest by the German astronomer,
Johann Kepler, at the beginning of the 17-th century
to nd a unifying law explaining the motion of the
planets in our Solar system.
Keywords - Generalized Linear Models, predic-
tion, planetary motion
I Introduction
In data science one deals with two general classes of
problems: classication and prediction [2]. In clas-
sication problems, we are given a set of objects
and "distance" function describing their similarity.
We look for ways to split these objects into clus-
ters and replace the description of a large number
of objects by representative "average" cluster sam-
ples. The most widely used procedure for this is
the so-called k-means clustering. By contrast, in
prediction problems, we are given a set of n points
{(x1, y1), . . . , (xn, yn)} and we are looking for a func-
tion f(x) that explains the existing points (i.e. f(xi)
predicts yi) well and gives us good results on new
unseen points.
We will focus on prediction problem. To start, con-
sider an example of tting a set of points.


















Fig. 1. Prediction Functions and Residuals
If we have two functions f1(·) and f2(·) for pre-
diction, then we need a criteria as which function is
better. The usual criterion for this is to compute the
so-called "residuals" ri = f(xi) − yi (dierence be-
tween the predicted values f(xi) and true values yi)
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and choose the function that gives us the lower value





In addition, we would like our function f(x) to pro-
vide an easy explanation on the dependence of y in
terms of x and to give us good estimates for the un-
seen data. But how can we accomplish this if we only
know the values of f(x) for a limited set of n points?
The solution to this is to split our n points X =
{x1, . . . , xn} into two sets: training set Xtrain and
Xtest. We then use the training set Xtrain to com-
pute the mathematical formula for our function f(·)
and use the testing setXtest to estimate the loss func-
tion and to compare our function with other possible
candidates.
In addition, we would like to have our function to
have a simple form. We can start with the simplest
form, namely the linear function of the form:
f(x) = ax+ b (2)
Consider applying this function to points as shown
Figure 1. We have 6 points and let us split our points
into training set Xtrain = {x1, x2, x6} ("red" points)
and testing set Xtest = {x2, x4, x5} ("green" points).
Nest, we compute the linear regression line using
Xtrain. We can examine the loss function and use this














Fig. 2. A Simple Linear Regression
linear regression line to predict the new points. For
the example presented, we computed a simple expres-
sion y = 0.47x + 1.95 for prediction. Such equation
has the advantage of simple geometrical interpreta-
tion for both parameters a and b. The parameter
a = 0.47 is the slope coecient, whereas b = 1.95 is
the intercept of the regression line when x = 0.
In practice most models, do not t a simple expres-
sion f(x) = ax + b. One possibility is to t higher
























y = 3x4 5x3 + 10x2 2x + 19
Fig. 3. Predicting with Polynomial Models
as we consider higher degree polynomials, we may
nd that we over-t our data. As a result, we could
have very poor predictions on unseen data and our
results become very sensitive to noise. Moreover, it
is very dicult to provide explanation to the polyno-
mial coecients.
A more common solution is to use the "so-called"
link functions f(·), and g(·) and to look for models of
the form
f(y) = ag(x) + b (3)
Typical link functions are polynomials, exponential
exp(·) or logarithmic log(·). Such models are called
Generalized Linear Models or GLMs [1]. A common
approach to use such models is the following:
1. want f(y) = ag(x) + b
2. collect and clean data
3. split data X into Xtrain and Xtest
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4. try dierent link functions f and g
5. use training set Xtrain to compute parameters
for f and g
6. use testing set Xtest to choose between models
We will illustrate these steps by an important his-
torical example.
II Kepler's Laws of Planetary Motion
Johannes Kepler was a German astronomer who
worked to the Danish astronomer Tycho Brahe in
Prague at the beginning of 17-th century [3]. Tycho
Brahe compiled detailed observations for the planets,
especially Mars. Let us keep in mind that by that
time only 5 planets were known (Mercury, Venus,
Earth, Mars and Jupiter). Jupiter was discovered
by Galileo in 1610. Other planets were discovered
long after Kepler's death during the next three cen-
turies. Saturn was discovered in the middle of 17-th
century, Uranus was discovered at the end of 18-th
century, Neptune in the middle of 19-th century, Fi-
nally, Pluto was discovered in the 20-th century [5].
Fig. 4. Examples of Tycho Brahe's Notebooks
After "cleaning" this data, Kepler had the follow-
ing values for the periods T of movement of planets
around the Sun and the distances R to the Sun. The
distance from the Earth to the Sun is taken to be
one Astronomical Unit (AU) and distances for other
TABLE I. Kepler's Data for Periods and Distances
Planet Period T Distance R







planets are expressed in AU as well. Kepler strongly
believed that planets follow universal laws and was
looking for relationship between T and R. Kepler
Fig. 5. Solar System (from Wikipedia)
discovered that
R3 = aT 2 for some constant a (4)
In his own words: "I rst believed I was dream-
ingâ¦ But it is absolutely certain and exact that the
ratio which exists between the period times of any two
planets is precisely the ratio of the 3/2-th power of
the mean distance." translated from Harmonies of the
World by Kepler (1619)
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III Kepler's Computation
Let's reconstruct his computation using Generalized
Linear Models (GLMs). Recall that at the time of
his discovery, only 5 planets were known: Mercury,
Venus, Earth, Mars and Jupiter. The question fac-
ing Kepler was the following: How are R and T
related?
In the language of GLM predictive models, this
question should be re-stated as follows: Assuming
the relationship between R and T in the form
f(R) = ag(T ) + b (5)
what link functions f(R) and g(T ) match the data?
Kepler believed that the laws of nature are uni-
versal. This means that for any set of planets, the
relationship is the same for corresponding R and
T . Therefore, we can take Xtrain = {Mercury,
Venus, Earth, Mars} and use it to compute the link
functions and see how good can it predict data to
Xtest = {Jupiter}.
The simplest model to consider is linear prediction
R = aT + b. Using the above training set, Kepler
























Fig. 6. Linear Prediction for Planetary Motion
found:
R = (1.86× 10−3) · T + 0.27 (6)
With the above equation, the distance for Jupiter
would be R(Jupiter) = 8.33 AU, whereas the "exact"
value according to Kepler was 5.2 AU. This gives a
relative error of about 60%. It is clear that a simple
linear relationship between R and T is not possible.
The next logical step is to try a quadratic predic-
tion in the form R = aT 2 + bT + c. This prediction

























Fig. 7. Quadratic Prediction for Planetary Motion
gives the following formula:
R =− (1.01× 10−6) · T 2
+ (2.67× 10−3) · T + 0.17
(7)
When applied to Jupiter, it gives R(Jupiter) < 0 !!!
After some experimentation, Kepler tried logarith-
mic link functions. In other words, he tried
logR = a log T + b (8)
Eureka! The transformed values logR and log T were
on a straight line with slope 2/3:
logR = 0.66 · log T + b
3 · logR = 2 · log T + 3b
⇒ R3 ∝ T 2
(9)
This is the so-called Kepler's third law of plane-
tary motion: square of orbital period of a planet is
proportional to the cube of the semi-major axis of its
orbit
This law was derived by Kepler in 1619. We can
speculate whether Kepler used the logarithms di-
rectly (invented by John Napier a few year before in
4



















Fig. 8. log− log Prediction
1610 [4]) or whether Kepler tried a few link functions
such as quadratic and cubic.
It is interesting to compare his numerical com-
putations with present day results We can see that
TABLE II. Kepler's Results for R3/T 2
Planet Period T Distance R R3/T 2
Mercury 87.77 0.389 7.64
Venus 224.70 0.724 7.52
Earth 365.25 1 7.50
Mars 686.95 1.524 7.50
Jupiter 4332.62 5.2 7.49
Saturn 10759.2 9.510 7.43
Kepler's results are remarkably close to present day
data. For example, the Kepler's result for Earth was
7.5 vs. 7.495. This has a relative error less that
0.07%.
Finally, let us keep in mind that we can easily de-
rive Kepler's laws analytically using Newton's law of
gravitation [7]. For circular orbits, centripetal force
TABLE III. Modern Day Data for R3/T 2
Planet Period T Distance R R3/T 2
Mercury 87.9693 0.38710 7.496
Venus 224.7008 0.72333 7.496
Earth 365.2564 1 7.496
Mars 686.9796 1.52366 7.495
Jupiter 4332.8201 5.20336 7.504
Saturn 10775.599 9.53707 7.498
Uranus 30687.153 19.1913 7.506
















⇒ T 2 ∝ R3
(10)
However, we need to keep in mind that Newton's
gravitational law was discovered in 1687 [7], almost
50 year after Kepler's death in 1630.
IV General Approach Revisited
Let us now recall a general approach to Generalized
Linear Models
1. want to predict y in terms of x
2. consider a GLM model: f(y) = ag(x) + b
3. choose link functions f(·) and g(·)
4. use training set Xtrain to compute f , g
5. use testing set Xtest to choose model
Many methods for predictions in data science are
in this category such as linear or logistic regression.
For example, in logistic regression, we use log() for
as a link function for the odds ratio and model it by
linear regression [2].
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Simple linear predictions y = ax+ b for prediction
are computationally simple and easy to explain. Un-
fortunately, many models do not admit such simple
descriptions. We use link functions to transform mod-
els and look for linear functions in the transformed
space. We will then use these functions to solve our
original problem.
Kepler's quest to explain planetary motion pro-
vides an interesting historical background for this
general approach in data science.
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