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Abstract—Object segmentation is an important capability for
robotic systems, in particular for grasping. We present a graph-
based approach for the segmentation of simple objects from
RGB-D images. We are interested in segmenting objects with
large variety in appearance, from lack of texture to strong
textures, for the task of robotic grasping. The algorithm does
not rely on image features or machine learning. We propose
a modified Canny edge detector for extracting robust edges
by using depth information and two simple cost functions for
combining color and depth cues. The cost functions are used to
build an undirected graph, which is partitioned using the concept
of internal and external differences between graph regions.
The partitioning is fast with O(NlogN) complexity. We also
discuss ways to deal with missing depth information. We test the
approach on different publicly available RGB-D object datasets,
such as the Rutgers APC RGB-D dataset and the RGB-D Object
Dataset, and compare the results with other existing methods.
I. INTRODUCTION
New and affordable depth sensors, like the Kinect, have
been of great interest to the robotics community. These new
sensors are able to simultaneously capture high-resolution
color and depth images at high frame rates (RGB-D images).
Most recent work on RGB-D perception has been targeted
to semantic segmentation or labelling [7, 16], namely the task
of assigning a category label to each pixel of the image. While
this is an important problem, many practical applications
require a richer understanding of the scene. In particular, the
notion of object instances is missing from such algorithms.
Object detection in RGB-D images [11, 10], in contrast,
focusses on object instances, but the typical output of these
approaches is a bounding box.
Neither of these approaches produces a useful output rep-
resentation for robot grasping [8]. In some cases it may not
be enough to know that an area of the image contain object
pixels; at the same time, a bounding box of an individual
object instance may not be precise enough for the robot to
grasp it. The best approach for this kind of task is instance
segmentation, which consists in delineating all the object
pixels corresponding to each detection.
For instance, in [4] the authors propose a real-time algorithm
for the segmentation of RGB-D sequences. Segments represent
the equilibrium states of a Potts model. Interaction strength
between pixels is based on color difference and is penalized
based on large depth discrepancies. The Potts equilibrium
is then found using a Metropolis algorithm implemented on
GPU. The method however may not be robust to strong
textures on objects or background, and thus produce over-
segmentation.
In [12] a biologically-inspired algorithm was proposed for
segmenting regions around a set of fixation points. Monocular
cues and depth or motion information (from stereo vision or
optical flow) cues are combined in an independent way. In [13]
the approach was extended with a strategy for automatically
selecting fixation points inside ”simple” objects, by estimating
if borders belong to the inner or outer side of objects. The algo-
rithm does not explicitly deal with missing depth information
in computing the border ownership. In [15] the authors extend
a graph-based segmentation algorithm [5] by integrating depth
as a fourth component among RGB components in computing
difference between adjacent pixels.
More recently, in [6] semantically rich image and depth
features have been used for object detection in RGB-D images,
based on geocentric embedding for depth images that encodes
height above ground and angle with gravity for each pixel
in addition to horizontal disparity. Segmentation was also
performed by labelling pixels belonging to object instances
found by a Neural Network detector; decision forests were
used for region classification. The approach uses GPU.
The contribution of this work is the extension of a fast
graph-based segmentation algorithm[5] with the inclusion of
depth information (similarly to [15]) and saliency.
We focus on the problem of object detection for robotic
grasping, and in particular we are most interested in the
Amazon Picking Challenge [1] scenario. One aspect of the
competition is to attempt simplified versions of the general
task of picking items from shelves. The robots are presented
with a stationary and lightly cluttered inventory shelf and are
asked to pick a subset of the products and put them on a
table. We first propose a modified algorithm for depth image
smoothing which takes into account depth shadows. We then
describe a modified Canny edge detector that integrates depth
information for finding robust edges. Then we propose two
cost functions for creating a weighted graph that will be
partitioned into regions. We finally use some rejection steps
to discard most of the regions that do not belong to objects.
In Section II we introduce the problem of graph-based
image segmentation; in Section III we present our approach;
in Section IV we present and discuss experimental results and
finally in Section V we draw conclusions and illustrate future
work.
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II. BACKGROUND
In this work we started from the segmentation algorithm
described in [5], which is based on graph formalism. Let G =
(V, E) be an undirected graph with vertices V = (vi, . . . , vNp)
corresponding to image pixels, and edges eij = (i, j) ∈ E
, that connect pairs of neighboring vertices, namely vi and
vj . Each edge eij has a corresponding weight wij , which is
a measure of the similarity between vi and vj . Hence image
segmentation reduces to partitioning of G in subgraphs sharing
similar characteristics.
Edge weights can be computed by evaluating color or
intensity difference. If the function Λ : R2 →: R5 associates
each node (pixel) vj with the corresponding feature vector
containing both node coordinates vix , viy and the RGB values
vir , vig , , vib , then the edges weights are computed as:
wij = ||Λ(vi)− Λ(vj)||,∀(i, j) ∈ E . (1)
Let’s define the internal difference within the region Ra as:
I(Ra) = max
(i,j)∈E, i,j∈Ra
wij , (2)
The segmentation procedure starts by considering each pixel as
a different region. Such regions are pairwise compared and two
regions are merged together in a bigger cluster if the following
condition holds:
M(Ra, Rb) ≤ min(I(Ra) + γ|Ra| , I(Rb) +
γ
|Rb| ), (3)
otherwise a boundary exist between them. In (3), γ is a
constant parameter and the operator | · | returns the region
size in pixels.
The described approach considers the internal characteris-
tics of each region in the pairwise comparison, hence it is
effective in segmenting image scenes with texture or non-
uniform colors; moreover it is efficient, requiring a complexity
of O(NplogNp), where Np is the number of pixels in the
image.
III. ENHANCHED SEGMENTATION
In this section we describe the approach in detail. An
example of the algorithm in action is shown in Figure 1.
A. Color
The color difference is computed in the HSV color space
and is derived from the metric described in [4]. Separation
of color information (hue, saturation) and intensity (value) is
more robust for objects with shadows or changes in lightness.
The color difference between two vertices vi = (vih , vis , viv )
and vj = (vjh , vjs , vjv ) is defined as:
δijhsv =
√
δ2v + δ
2
s√
k2dv + k
2
ds
, (4)
where:
δv = kdv|viv − vjv |, δh = |vih − vjh |,
θ =
{
δh, if δh < 180◦
360◦ − δh, if δh ≥ 180◦
(a) (b)
(c) (d)
(e) (f)
(g)
Fig. 1. The algorithm in action. (a) RGB image; (b) depth image; (c)
smoothed and inpainted depth image; (d) obtained graph weights (color
coded); (e) segmentation result; (f) result after post-processing; (g) segmented
objects.
δs = kds
√
v2is + v
2
js
− 2visvjs cos θ.
The denominator in (4) is introduced to normalize the color
error in the range [0, 1]. The parameters kdv , kds are used
to weight the value and saturation differences respectively.
In our experiments these parameters are always kept fixed to
kdv = 4.5, kds = 0.1.
B. Depth
Since depth maps obtained from low-cost Kinect-like sen-
sors are usually noisy and prone to quantization errors, we first
apply a smoothing to the depth map. In [9], a depth-dependent
smoothing algorithm is proposed which generates a smoothing
kernel of different size for each pixel in the depth image. The
area of such a kernel is based on two indicators, i.e. depth
information of the pixel itself and the distance of the pixel
from the object borders. The former is used to generate a
wider smoothing area for pixels far from the camera, since
the noise of the depth data is proportional to the distance
from the sensor. The latter guarantees that the object edges
are not smoothed by the filter. The final smoothing kernel
sizes are saved in a Smoothing Area Map S(y, x). The average
value within a region is thus computed by means of the depth
integral image ID(y, x) and saved in the smoothed depth mapDs(y, x) as follows:
Ds(y, x) = 1
(2r + 1)2
[ ID(y + r, x+ r)− ID(y + r, x− r)
−ID(y − r, x+ r) + ID(y − r, x− r) ] ;
(5)
where: r = S(y, x) . We noticed that the smoothing from
[9] introduces noise when the depth image contains shadows
(depth image pixels with zero depth value); this is because
(5) is not able to discriminate between pixels having real
depth information and pixels having no depth component.We
therefore generate a binary image BD(y, x) from the depth
map D(y, x) as follows:
BD(y, x) =
{
0 if D(y, x) 6= 0
1 if D(y, x) = 0 (6)
The binary depth map integral image IB(y, x) is then used
to count the number of pixels with no depth information (γ0)
inside the smoothing area of a given depth image pixel.
γ0 =IB(y + r, x+ r)− IB(y + r, x− r) +
− IB(y − r, x+ r) + IB(y − r, x− r);
(7)
where: r = S(y, x) .
(5) is thus updated as shown in (8).
Ds(y, x) = 1
(2r + 1)2 − γ0
[ ID(y + r, x+ r) +
−ID(y + r, x− r)− ID(y − r, x+ r) + ID(y − r, x− r) ] ;
(8)
The denominator in (8) equals zero if and only if all depth
image pixels inside the smoothing kernel are equal to zero
(no depth data is available). In this case the smoothing has no
meaning and Ds(y, x) = D(y, x).
Figure 2 shows a comparison between the original depth
smoothing algorithm and the modified one.
The depth error between two vertices vid = (yid , xid) and
vjd = (yjd , xjd) is then defined as:
δijdepth = Ds(yid , xid)−Ds(yjd , xjd) (9)
δijdepth is then normalized to be in the range [0, 1] .
When either vid or vjd is undefined (one of the pixels
belongs to a shadow in the depth image) δijdepth is set to
0, since a shadow border is not necessarily an object border.
Shadows in Kinect-like depth images can be caused by several
effects: occlusions, highly reflective or absorbing materials,
highly skewed surfaces, thin objects, or objects placed too
near to the sensor.
(a) (b)
(c) (d)
(e) (f)
Fig. 2. Comparison of depth smoothing algorithms in presence of missing
depth values (dark blue pixels in both (a) and (b) images). Left column
shows the results of the original smoothing algorithm as described in [9].
Right column depicts the depth smoothing results obtained through our own
changes to the original algorithm. (a) and (b) show Ds(y, x). (c),(d) Show
the PointCloud extracted from Ds(y, x). (e) and (f) show object and edge
details.
C. Saliency
We compute a visual saliency map VS(y, x) on the color
image using the algorithm proposed in [14], which is a fast
implementation of visual saliency that uses an integral image
on the original scale of the image in order to obtain high
quality features in real time. The algorithm is based on a single
parameter for computing all the filter windows on a single
integral image ς = σ2s, where σ represents the surround and
s the scale. The saliency map VS(y, x) is first normalized
in the range [0, 1] and then filtered through a power-law
transformation as:
VˆS(y, x) = VS(y, x)4 (10)
This transformation lowers the values of middle gray-level
pixels while keeping the high gray-level ones (pixels close to
white) almost unchanged. The latter are pixels that are likely
to belong to object borders. Figure 3 shows the transformed
saliency image.
The saliency for each vertex vis = (yis , xis) is thus defined
as:
δisal = VˆS (yis , xis) (11)
(a) (b)
Fig. 3. (a) Original saliency image. (b) Power-law filtered saliency image
D. Removing texture edges
Similarly to [17] and [13], we also want to remove edges
caused by strong textures by calculating the difference in depth
of two pixels on opposite sides of an edge pixel. While the first
approach averages the depth gradient of an edge pixel within
a small neighborhood of pixel along a connected edge and the
second approach uses a logistic function trained over examples
for detecting depth boundary edges, we run a Canny edge
detector on the image, based on the Scharr kernels to obtain
a binary edge map EE(y, x). We also extract the gradient
directions Θ of the edge pixels and we discretize them to
one of the possible angle (namely 0◦, 45◦, 90◦, 135◦).
For each edge pixel ~e = (ye, xe) ∈ EE , we sample two points,
one along the positive edge gradient direction and the other
along the negative one and we compute the depth gradients
as:
ρ+ = Ds(~e)−Ds(~e+ ερ~n)
ρ− = Ds(~e)−Ds(~e− ερ~n)
(12)
where ~n is the edge normal vector and ερ indicate the pixel
to pick along the edge gradient direction.
A depth boundary map EB(y, x) is the computed as follows:
EB(~e) =
{
0 if ρ+ < tρ ∧ ρ− < tρ
1 otherwise
(13)
If both ρ+, ρ− are below a given threshold tρ, then the
edge point ~e does not represent a real edge, but it is caused
by texture instead; otherwise the point is a depth boundary.
While most boundary pixels of an object correspond to depth
discontinuities, the part of the object that touches the surface it
is resting on does not have present depth discontinuity across
it, therefore the contact edge pixels are filtered out from the
depth boundary map EB(y, x).
For each edge pixel ~e = (ye, xe) ∈ EE , three points along
the edge gradient direction are sampled, with the central one
being the pixel ~e. These three pixels are then projected onto
the camera frame by means of the camera intrinsic matrix K
in order to obtain the corresponding three points: ~pe, ~p+, ~p− ∈
R3.
~pe = K−1 [ Ds(~e) e˜ ]
~p+ = K−1 [ Ds(~e+) e˜+ ]
~p− = K−1 [ Ds(~e−) e˜− ]
(14)
where:
~e+ = ~e+ εe~n; ~e− = ~e− εe~n; e˜ = [xe, ye, 1]T .
The two unit vectors defined by the above three points are
computed together with their angle as follows:
~vn+ =
~p+ − ~pe
‖~p+ − ~pe‖ (15)
~vn− =
~p− − ~pe
‖~p− − ~pe‖ (16)
θv = atan2
(
~v×
~vdot
)
(17)
where: ~v× = ~vn+ × ~vn− and ~vdot = ~vn+ · ~vn− . For everyday
objects lying on ordinary surfaces (such as tables, shelves,
floors, etc.), contact edge pixels can be estimated straightfor-
ward by filtering the angle θv in (17). Common interactions
between objects and holding surfaces lead to contact angles
close to 90◦.
A contact boundary map EC(y, x) is the computed as follows:
EC(~e) =
{
0 if θv > tθH ∨ θv < tθL
1 otherwise
(18)
where tθH and tθL are high and low thresholds used to cope
with contact angles perturbations around the ideal value.
The contact boundary map as defined by (18) and (17). It
also includes false contact edges called internal boundaries as
shown in figure 4a. Since we are only interested in the objects
external contours (e.g., figure 4b), we cancel internal edge
pixels out by looking at the direction of the cross product ~v×
as depicted in figure (4g). Note that the vectors defined until
now are all expressed w.r.t the camera reference frame with
the Z-axis pointing outwards along the optical axis and the X-
axis pointing to the right. A contact edge pixel ~i = (yi, xi) ∈
EC(y, x) is estimated to be an internal boundary pixel if and
only if the x component of the cross product ~v× is less than
zero. (17) is then updated as follows:
θv =

−atan2
(
~v×
~vdot
)
if v×x < 0
atan2
(
~v×
~vdot
)
otherwise
(19)
The contact boundary map EC(y, x) definition (see 18) is
therefore left unchanged.
The final boundary map EF (y, x) is then computed as:
EF (y, x) = EB(y, x) ∪ EC(y, x) (20)
Despite the fact that the simple texture edge filtering might
be seen as limited to a small class of simple objects (i.e.,
prismatic ones), Figures 4d and 4f show how the algorithm
is very effective for other classes of objects as well (i.e.,
cylindrical ones) and, in general, is able to handle complex
object shapes (e.g., milk jugs).
The boundary for each vertex vib = (yib , xib) is thus defined
as:
δibound = EF (yib , xib) (21)
(a) (b)
(c) (d)
(e) (f)
(g)
Fig. 4. (a) Final Edge map with internal boundaries. (b) Final Edge map. (c)
Canny output with no texture edge filter (Coffe Cups). (d) Coffe Cups Final
Edge map. (e) Canny output with no texture edge filter (Milk Jugs). (f) Milk
Jugs Final Edge map. (g) Internal boundary pixels definition.
E. Weight function
Two cost functions are proposed. The first one includes
color, depth and saliency information and it is found to
work best when a large number of shadows are present in
the depth image. The second one includes depth, color and
boundary edges and works better when full depth information
is available.
In the first cost function, the difference between two vertices
vi and vj is defined as:
wij =
ky log2(1 + δijhsv ) + kx log2(1 + δijdepth)
2 + kx + ky + ks
+
δijdepthδ
1+δijdepth
isal
+ δijdepthδ
1+δijdepth
ijhsv
+ ks log2(1 + δisal)
2 + kx + ky + ks
,
(22)
where ks, ky , kx are parameters for weighting in the saliency
map, the color and depth difference respectively.
In the second cost function, the difference between two
vertices is defined as:
wij =
kxδijdepth log2(1 + δijhsv ) + kbδibound
kx + kb
, (23)
where kb is a parameter for weighting in boundary edges,
while the denominator in both (22) and (23) is needed to
normalize the weights between [0, 1].
We use base-2 logarithms since all the cues used as input to
the weight functions (δ) are in the range [0, 1]; the dynamic
range of the cues is thus left unchanged. Moreover, logarithmic
functions map a narrow range of low cue values into a wider
range of output levels while compressing higher values. This
property tends to create edge weights that are spread within
their own dynamic range rather than generating quasi-binary
weights maps.
(22) is composed by a logarithmic term which handles a single
independent variable (i.e., k log2(1 + δ)) and a coupled term
which relates two variables (i.e., δdepthδ
1+δdepth
hsv ). The former
controls the effect of each input information independently
through the parameters k. It plays a fundamental role when
no depth data are available, since the coupled terms equal
zero. The latter, instead, biases the weights assignment by
introducing depth information. The lower the depth variation
is, the lower is the contribute of color and saliency cues; this
happens in highly textured objects where two pixels, belonging
to the same object surface, generate small depth gradient but
large color (or saliency) difference. For large depth gradients
the weight shows an exponential trend and reaches maximum
together with the color (or saliency) difference. The exponen-
tial shape of w for medium-high depth gradients is needed
to mitigate the linear contribute of δdepth. This situation may
arise in presence of concave objects (i.e., ceramic bowls or
horseshoe-like objects) where medium-high variations of the
depth gradient do not necessarily mean that the corresponding
two graph vertices belong to different objects. In this case, in
fact, the function generates lower edge weights in presence of
low and medium visual cue differences.
The cost function in (23) is used when little or no shadows
are present in the depth map. We fill the small gaps in the
depth image by in-painting. Depth maps with large shadows
are not in-painted since the reconstruction error would
generate noise and false object boundaries. In this case, the
depth map is not modified and the cost function in (22) is
used instead. The second weight function has a coupled term
that trades the information of δhsv and δdepth like the first
weight function but without any saliency data. The idea of
this terms is the same defined in (22) but we noticed how the
logarithmic term here works better than the exponential one.
The second term adds a bias term kb when the vertex vi is a
boundary pixel pi = (yi, xi) ∈ EF .
The graph is partitioned using Disjoint-set Forests. At
the first iteration each node represents a distinct region Ri.
Regions are iteratively merged based on (3). The final result
is a set of regions R.
F. Post-processing
In order to discard false positives, such as regions that
belong to the background, some rejections steps are required
on the set R.
Principal component analysis is performed on each region
to estimate the principal components ~x1, ~x2, the relative
eigenvalues λ1, λ2 and its eccentricity ε. If either λ1, λ2
or ε are over given thresholds, the region is discarded. The
threshold can be roughly estimated if the classes of objects to
be found are known in advance.
We add two more rejection steps when dealing with difficult
lightning conditions and poor depth maps (see Section IV-A).
When not using in-painting of the depth image, regions whose
pixels with no valid depth data are greater than 30% of total
region size are also discarded, as this may lead to the failure
of the robot grasping policies defined thereafter. Finally, dark
regions can be discarded too. A 32 bins histogram of the
brightness component of the region is computed. If 30% of
region pixels fall within the first three bins of the histogram
(i.e., pixels values in the range [0, 24]), the region is discarded.
Since we are interested in grasping, it is also possible to
discard regions which are out of reach for a robotic arm, being
too distant to the camera frame.
IV. EXPERIMENTAL RESULTS
We tested our approach on three public datasets of RGB-D
scenes [3], [2] and [18]. We also compare the results with the
one proposed in [13] and show a qualitative comparison with
the original algorithm [5] and [4]. For each image of every
dataset, objects have been manually labelled by delineating
the pixels inside the object boundary. If the segmented objects
overlap more than 70% with the corresponding object pixels,
we consider the object as successfully segmented, as in [15].
The software has been developed using the OpenCV library
in C++ under Linux and runs on CPU. The source code will
be available online. All frames are 640× 480 and the average
processing time per image was 0.6 s on a standard PC with
a 2.3Ghz CPU (single thread). Figure 5 shows two results on
different datasets, while Figure 6 shows a comparison between
different approaches.
A. Rutgers APC RGB-D Dataset
This dataset has been created specifically for the Amazon
Picking Challenge and is composed of different runs, each
one containing a series of RGB images and corresponding
depth images, acquired using a Asus XTion sensor in different
No. of objects % of objects detected
Run 1 80 87.9%
Run 2 120 92.3%
Run 3 121 75.6%
TABLE I
RESULTS FOR THE RUTGERS APC DATASET.
No. of objects % of objects detected
Milk 2589 66.6%
Coffee Cup 2127 87.2%
Shampoo 2118 99.6%
Camera 894 96.3%
TABLE III
RESULTS FOR THE MULTIPLE INSTANCE DATASET.
positions and with a variable number of objects on shelves.
For each position, four consecutive images are provided.
The dataset is particularly challenging due to low lightning
and heavy presence of shadows and missing areas in the
depth image. We assembled three runs from the dataset with
increasing average number of objects in each image. We tested
our approach on a subset of runs. We used the first weight
function, due to the large number of shadows. Parameters have
following values: γ = 5, kx = 1.05, ky = 1.5, ks = 0.5.
Results are reported in Table I.
B. RGB-D Scenes Dataset
The RGB-D Scenes Dataset consists of 8 scenes annotated
with objects that belong to the RGB-D Object Dataset. (bowls,
caps, cereal boxes, coffee mugs, and soda cans). Each scene is
a single video sequence consisting of multiple RGB-D frames.
The objects are visible from different viewpoints and distances
and may be partially or completely occluded. We compare
the results of the proposed algorithm with the one from [13].
We tested the approach on subset of six objects and on three
different scenes. We used the second weight function and set
the parameters to the following values: γ = 0.0016, kx = 7.5,
kb = 0.66. Results are shown in Table II. It should be noted
that our approach does not rely on knowledge of the camera
pose and is thus more general, at the cost of lower accuracy for
some objects, while attaining 100% accuracy for other objects.
Results are comparable to [13], though the metric we use is
more strict (in [13] an overlap of 50% is considered as a good
detection).
C. Multiple-instance dataset
In [18], 6 objects are captured under varying viewpoint with
lots of background clutter, scale and pose changes, and in par-
ticular foreground occlusions and multi-instance representation
(three instances of the same object are present in each frame
as well as other objects and clutter). We tested the approach on
a subset of scenes. Parameters for the second weight function
are as follows: γ = 0.001, kx = 1.2, kb = 0.05. Results are
shown in Table III.
% of objects detected
Soda can Coffee mug Cap Bowl Flashlight Cereal box
Table 1 90.6% (100%) 100% (83.6%) 80.1% (93.6%) 85.5% (90.3%) 98.1% (98.1%) 72% (97.8%)
Desk 1 100% (93.7%) 100% (92.5%) 74.2% (100%) - - -
Kitchen small 1 98.6% (74.8%) 100% (70.1%) 86.5% (97.3%) 100% (90%) 100% (88.5%) 77.6% (84.4%)
TABLE II
RESULTS FOR THE RGB-D DATASET. INSIDE PARENTHESES, THE RESULTS FROM [13] ARE REPORTED FOR COMPARISON.
(a) (b)
Fig. 5. Examples of the results on the [3] dataset (a) and [18] dataset (b).
Segmented objects are highlighted.
V. CONCLUSION
We presented a fast approach for segmenting simple objects
from RGB-D images in the 2D domain, without need for
3D models of the objects. The approach builds on graph-
based image segmentation by integrating depth information
and between object boundaries and strong texture and is able to
work with texture-less objects as well as heavy textured ones.
While the approach is targeted to robot grasping, it is general
in its formulation. We specifically addressed the case of poor
depth images and light conditions. We proposed a modified
Canny edge detector that integrates depth information in order
to find robust edges in RGB-D images. We then proposed two
cost functions for computing the graph weights. The algorithm
has been tested on three public object recognition datasets,
relevant to robot grasping and containing different scenarios
and challenges. Future work will be devoted to parallelization
of the graph creation and partitioning phases and to investigate
different partitioning strategies.
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