In this paper, we propose a modified side-sensitive (MSS) synthetic ̅ chart which signals only if all the consecutive plotting statistics that lead to an out-of-control event fall on one side of the center line; unlike the non-side-sensitive, standard and revised side-sensitive synthetic ̅ charts that also signal even when some of the plotting statistics fall on opposite sides of the center line.
Introduction
Statistical process control and monitoring (SPCM) is a collection of statistical techniques and tools which allows high quality products to be produced. Among the SPCM tools, control charts are undeniably the most widely used for identifying changes in processes. Control charts are mainly used to distinguish between the chance and the assignable causes of variation. When a process has only chance causes of variation present, it is said to be statistically in-control (IC), otherwise, the process is said to be out-of-control (OOC).
Assume that { i ≥ 1; j = 1, 2,…, n} is a sequence of samples from iid N( ) distribution where and are the specified IC mean and variance, respectively. Let ̅ denote the plotting statistic calculated from { } at sampling point i. A control chart that is usually used to monitor ̅ is called the ̅ chart and it signals when a single plotting statistic falls above the upper control limit (UCL) or below the lower control limit (LCL) which are given by
where k is the distance of the control limits from the center line (CL); see Figure 1 . A Shewhart ̅ chart is known to be more efficient in detecting large process shifts, however, it is relatively insensitive in detecting small and moderate shifts. In order to increase the sensitivity of the ̅ chart for detecting smaller shifts, Wu and Spedding [24] proposed a synthetic ̅ chart for the mean which consists of two sub-charts, one, a basic ̅ chart and a second, a conforming run-length (CRL) chart.
For a synthetic chart, an OOC signal is not based on a single plotting statistic falling beyond the control limits in Equation (1), instead, when a sample produces a value beyond the control limits in Equation (1) , that sample is marked as nonconforming and the control procedure moves to the second sub-chart and a signal is obtained depending on the outcome of the CRL sub-chart. Note that when a sample produces a value falling between LCL and UCL, then that sample is marked as conforming. A CRL is defined as the number of conforming samples between two consecutive nonconforming samples, inclusive of the nonconforming sample at the end; see Bourke [6] . Note that the absence of any conforming samples between two nonconforming samples leads to the minimum CRL i.e. CRL = 1. The CRL chart signals when an observed CRL value is less than or equal to some threshold, say H (an integer, greater or equal to 1), which is defined to be the threshold / control limit of the CRL chart. Note though a more general definition of synthetic charts is given by Scariano and Calzada [22] , where they stated that a synthetic chart "consists of any control charting procedure operating in union with the CRL chart". To make the run-length analysis of the synthetic chart easier, Davis and Woodall [10] showed that a synthetic chart is a special case of a runs-rules chart i.e. a 2-of-(H+1) with a head-start (HS) feature. The HS feature implies that we assume that (at time 0) the first observation is nonconforming, consequently, we need at least one other nonconforming sample within the next H sampling points, for a 2-of-(H+1) runs-type chart to issue a signal. We can classify the available synthetic charts that are based on the sub-chart limits in Equation (1) into three types which are as follows:
(i) the non-side-sensitive synthetic chart (by Wu and Spedding [24] -denoted by WS) that signals when two nonconforming samples out of H+1 successive samples fall outside the control limits, irrespective of whether one (or both) of the nonconforming samples fall above the UCL and the other (or both) falls below the LCL, which are separated by at most H-1 conforming samples that fall between the LCL and the UCL. The control charting regions are shown in Figure 1 (a).
(ii) the standard side-sensitive synthetic chart (by Davis and Woodall [10] -denoted by DW) that signals when two nonconforming samples out of H+1 successive samples fall above (below) the UCL (LCL) which are separated by at most H-1 samples that fall below (above)
the UCL (LCL), respectively. The control charting regions are shown in Figure 1 Before discussing the aim of this paper, we also differentiate between the different types of runsrules charts (without the HS feature). For the control limits in Equation (1) , there are four types of runs-rules that are considered in the literature and these are as follows (where w 2 and 0 are specified positive integers):
(i) the non-side-sensitive w-of-(w+v) (by Derman and Ross [11] -denoted by DR) that signals when w nonconforming samples out of w+v successive samples fall outside the control limits, no matter whether some (or all) of the w nonconforming samples fall above the UCL and the others (or all) fall below the LCL, which are separated by at most v conforming samples that fall between the LCL and the UCL. The control charting regions are shown in Figure 1 (a).
(ii) the standard side-sensitive w-of-(w+v) (by Klein [16] -denoted by KL) that signals when w nonconforming samples out of w+v successive samples fall above (below) the UCL (LCL) which are separated by at most v samples that fall below (above) the UCL (LCL), respectively. The control charting regions are shown in Figure 1 (b).
(iii) the revised side-sensitive w-of-(w+v) (adopted from the synthetic chart of Machado and
Costa [18] ) that signals when w nonconforming samples out of w+v successive samples fall above (below) the UCL (LCL) which are separated by at most v conforming samples that fall between the LCL and the UCL, respectively. The control charting regions are shown in Note that unlike the signaling rules proposed by Klein [16] and Machado and Costa [18] , the signaling rules proposed by Antzoulakos and Rakitzis [5] signifies the importance of a CL because the AR scheme signals when all the w+v consecutive samples that lead to an OOC event are on one side of the CL.  Antzoulakos and Rakitzis [5] (iv) Modified side-sensitive 2-of-(H+1): (MSS)  Proposed in this paper
The abovementioned four runs-rules charts and three synthetic charts are summarized in and MC1, respectively. Therefore the aim of this paper is to supplement on the work done by the authors listed in Table 1 , by proposing a synthetic ̅ chart that has runs-type rules similar to those in Antzoulakos and Rakitzis [5] , called the MSS synthetic ̅ chart. That is, this paper makes a contribution to both synthetic and runs-rules charts by:
 proposing a new Shewhart-type synthetic ̅ chart;
 using a Markov chain imbedding technique to study the run-length properties of the synthetic charts and we use a design criterion with more emphasis on the overall performance to study the effectiveness of the each results in the best overall performance; depending on the upper bound on the range of shifts (later denoted by ).
 To supplement on the zero-state average run-length (ARL) performance of the 2-of-(H+1) DR, KL and AR, we study the steady-state ARL performance of these charts. Moreover, we evaluate the zero-state performance of MC2 scheme proposed in Machado and Costa [18] and then propose its zero-state and steady-state runs-rules version i.e. MC1.
The goal of this paper is to compare a variety of simple Shewhart synthetic and runs-rules ̅ monitoring schemes with control limits based on Equation (1) to monitor the process mean for normally distributed data. Thus, the schemes discussed herein will not outperform the more advanced schemes like the basic exponentially weighted moving average (EWMA) / cumulative sum (CUSUM), or the synthetic EWMA / CUSUM, or the runs-rules EWMA / CUSUM schemes.
An interested reader may see Khoo et al. [14] , Abbas et al. [1] , [2] , Riaz et al. [21] , Scariano and Calzada [22] and Haq et al. [13] . Thus, this paper must be considered as a framework for quality practitioners who utilise Shewhart-type synthetic and runs-rules ̅ charts. The rest of the paper is structured as follows: In Section 2 we present the operation of the MSS, the zero-state and steadystate Markov chain imbedding technique for the synthetic and runs-rules charts. In Section 3 we evaluate the OOC performance of the proposed MSS chart and compare its specific shift and overall performance with the Shewhart-type charts given in Table 1 . In Section 4 we give an illustrative example using real-life data to show how these charts are implemented. Finally, in Section 5 we give concluding remarks.
Operation and design considerations

Operation of the MSS chart
The MSS synthetic ̅ chart signals when two nonconforming samples out of H+1 successive samples plot above (below) the UCL (LCL) which are separated by at most by H-1 conforming samples plotting between the CL and the UCL (LCL), respectively. This means that the MSS chart signals when all the H+1 consecutive samples that lead to an OOC event fall on one side of the CL.
With the aid of definitions in Machado and Costa [19] , to clearly describe the operation of the MSS scheme, we need to define two types of CRLs i.e. lower CRL (denoted by CRL L ) and upper CRL (denoted by CRL U ). A CRL L is the number conforming samples (i.e. falling on region C in Figure   1 (c)) that are plotted in between the two consecutive nonconforming samples below the LCL, inclusive of the nonconforming sample at the end. However, a CRL U is the number conforming samples (i.e. falling on region B in Figure 1 (c)) that are plotted in between the two consecutive nonconforming samples above the UCL, inclusive of the nonconforming sample at the end. Note that the absence of a conforming sample implies that either the CRL U or CRL L equals one. Thus the MSS chart operates as follows:
Step (i)
On the next sampling point, take a sample of size n and compute ̅ .
Step (ii) If LCL ̅ UCL then return to Step (i).
Step (iii) However, if ̅ LCL go to Step (iv), or ̅ UCL go to Step (v).
Step (iv) If CRL L ≤ H go to Step (vi), otherwise return to Step (i).
Step (v) If CRL U ≤ H go to Step (vi), otherwise return to Step (i).
Step (vi) Issue an OOC signal, and then take necessary corrective action to find and remove the assignable causes. Then return to Step (i).
Markov chain imbedding techniques for the runs-type charts
The transition probability matrix (TPM) of the Markov chain for any general (integer) value of 0 is given by
where is the essential TPM, the vector satisfies with and . In order to construct the TPM, we follow the Markov chain imbedding technique discussed briefly by Antzoulakos and Rakitzis [4] , [5] , Low et al. [17] and in detail by Fu and Lou [12] . This entails dividing the chart into separate distinct regions (see Figure   1 ) i.e. let { ̅ ; i ≥ 1} be a sequence of iid trials taking values in the set = {O, U}, = {A, O, D} and = {A, B, C, D}. Then, define the probability that a plotting statistic falls in each region:
(i) denotes the probability that a point falls above the UCL (region A) i.e. ̅ ;
(ii) denotes the probability that a point falls between the CL and the UCL (region B) i.e.
̅ ;
(iii) denotes the probability that a point falls between the LCL and the CL (region C) i.e.
(iv) denotes the probability that a point falls below the LCL (region D) i.e. ̅ ;
(v) denotes the probability that a point falls on region O i.e. ̅ ;
(vi) denotes the probability that a point falls on region U i.e. ̅ .
For some sample size, n, suppose that the values of ̅ and ̅ are known. Thus the probabilities of a plotting statistic falling in a specific region are given by
respectively, where denotes the cumulative distribution function (cdf) of the standard normal distribution and is the shift parameter expressed in terms of the standard deviation units and we let CL = 0.
To construct the TPM, we need to define the compound patterns that result in an OOC event (which is also known as the waiting time until the first occurrence of an OOC signal). For example, the sequence of plotting statistics "AA" indicates two consecutive plotting statistics falling in region A, whereas "ABA" indicates the first plotting statistic falling in region A, the second in region B and the third in region A, etc. The symbol "±" is used to denote the assumption that (at time 0) the For illustration purpose, in Table 2 we give the compound patterns of H ≤ 5 for the eight schemes in Table 1 with charting regions in Figure 1 . The compound patterns of KL, MC1 and AR schemes exclude those simple patterns that are boldfaced in Table 2 (i.e. those starting with "±").
The aim is to show how to construct the TPM in Equation (2) and more importantly to show the difference between TPMs of DR and WS, KL and DW, MC1 and MC2, AR and MSS, respectively, that is, by removing the HS feature elements (or simple / sub-patterns) in the construction of the TPMs of the DW, MC2 and MSS results in the TPMs of KL, MC1 and AR, respectively. Note that the WS chart is non-side-sensitive, thus the initial state at time zero is in the nonconforming region U. Next, we show how to construct the state space Ω using an example with H = 2. The state spaces of the eight different monitoring schemes listed in Table 1 when H=2 are given by: 
 absorbing state
These are the union of the simple patterns listed in Table 2 
respectively. Moreover, the TPM of the DR scheme is the same as that of WS. However, the TPM of the KL, MC1 and AR are obtained from those of DW, MC2 and MSS schemes by removing the elements with the HS feature (i.e. and for DW scheme; and for MC2 scheme; , and for MSS scheme) in Equations (5), (6) and (7), respectively; note that this relation holds for every H > 0. The construction of the Markov chain TPMs follows in a similar manner for other values of H. Finally, for any H > 0, the dimension (i.e. M+1) of the TPM in Equation (2) for the runs-rules and synthetic charts are given by
and
respectively.
Design considerations
The performance of a control chart at some specific shift is usually measured by ARL given by (9) where is the initial probability vector (depending on whether a zero-state or a steady-state analysis is being considered), see Fu and Lou [12] . Zero-state and steady-state analysis are used to characterize short and long term run-length properties of a control chart, respectively. That is, the zero-state run-length is the number of sampling points at which the chart first signals given it begins in some initial state, however, the steady-state run-length is the number of sampling points at which the chart first signals given that the process begins and stays IC for a very long time, then at some random time, an OOC signal is observed, see Champ [8] and Machado and Costa [18] , [19] . Note that is the row vector of initial probabilities associated with the zero-state mode i.e.
(0 0 …1 … 0) (10) so that the initial state element on the TPM corresponds to the value of 1 in Equation (10) . That is, it has a one in the component associated with the state in which the chart begins and each of the other components is zero. For the MSS, MC2 and DW charts, the initial state corresponds to the element of the TPM equal to "±", whereas for WS, it corresponds to the element with "U". However, for AR it corresponds to "B,C" and for MC1, KL and DR, it corresponds to "O", that is, for runs-rules without HS, the initial state is given by " ". In steady-state, the vector is replaced by a vector ,
i.e. the steady-state initial probability vector given by (11) where the sum of the elements in Equation (11) sum to unity. Champ [8] showed that when is obtained from (i.e. = 0) after diving each element by its corresponding row sum, then is a vector such that subject to ∑ 1. The ARL (in Equation (9)) based on Equation (10) is denoted by ZSARL, whereas that based on Equation (11) is denoted by SSARL.
Since the ARL only measures the performance of a control chart at some specific shifts, a number of authors have suggested the use of additional indices to measure the overall performance of the charts, see for example Wu et al. [25] , Abujiya et al. [3] and Machado and Costa [19] . Since it is usually unknown what specific shift value(s) a control chart should be optimized for, Wu et al. [25] stated that it is more efficient to design a chart such that it has a better overall performance than its competitors. Thus, when the aim is to measure the overall performance of the chart over a range of shifts (i.e. 0 < δ ≤ δ max , where δ max is the upper bound of the mean shift that is of interest by the user), the objective function must be defined in terms of the extra quadratic loss (EQL) i.e.
∫ (12)
Since it is generally assumed that all mean shifts within the range 0 < δ ≤ δ max occur with equal probability, a uniform distribution of is implied, see Wu et al. [25] and Machado and Costa [19] .
Hence Equation (12) may equivalently be written as ∑
Here, we use a step shift ( ) of size 0.1. In addition to the EQL, Wu et al. [25] suggested the performance comparison index (PCI) to measure the relative effectiveness of two different charts.
In this paper, we shall use the MSS chart as the benchmark; hence the PCI is given by
where EQL MSS is EQL of the "benchmark" MSS chart. Also, the ratio of the ARLs is usually used to measure the overall effectiveness of a benchmark chart against other competitors, see Wu et al. [25] . Hence assuming a uniform distribution in , the average ratio of ARLs is given by
where ARL MSS ( ) is the ARL produced by the MSS chart. If the value of PCI or ARARL is larger than one, the competing chart will produce larger OOC ARL over a larger shift range and / or to a larger degree compared to the benchmark chart and thus, the competing chart is relatively less effective. However, if the PCI or ARARL is smaller than one, the competing chart will have higher overall effectiveness than the benchmark chart.
Discussion
In this section, we conduct an empirical study of the MSS scheme and compare its performance to the schemes listed in Table 1 for the zero-state and steady-state mode. Firstly, though in Table 3 , we use Equations (2), (3), (8a), (8b), (9) in conjunction with Equations (10) and (11) It is very interesting to notice that as H increases, the optimal values of k also increases for all the charts considered in Table 3 , however, the newly proposed MSS scheme (and its runs-rules counterpart AR) produces values of k that converges to some specific value regardless of how large H is, for both zero-state and steady-state mode. In this section, we investigate what implications does this convergence has on the overall performance, as H increases. Firstly though, we conduct an zero conforming samples in between the two consecutive nonconforming samples which implies that the CRL is equal to 1 (i.e. the nonconforming sample at the end) for the three schemes. Thus, it follows that when H=1, in zero-state, the OOC performance of the DW, MC2 and MSS charts are equivalent i.e. MSS≡MC2≡DW and also in steady-state, MSS≡MC2≡DW; see also their state spaces in Table 2 for further proof. Similarly, using the same argument, it follows that when H=1, AR≡MC1≡KL. Furthermore, in Section 2.2 we showed that when we remove the elements with a HS feature on the TPMs of MSS, MC2 and DW, these reduce to the TPMs of the AR, MC1 and KL, respectively, see Equations (5) to (7); hence in steady-state, MSS≡AR, MC2≡MC1 and DW≡KL for all H > 0. Moreover, Davis and Woodall [10] showed that in steady-state, WS≡DR for all H > 0 (we also showed that the TPMs of WS and DR are the same, see Equation (4)). Therefore based on this, we conclude that when H=1, MSS≡MC2≡DW and AR≡MC1≡KL in zero-state, whereas MSS≡MC2≡DW≡AR≡MC1≡KL and WS≡DR in steady-state. In Panel (a) of Table 4 , the ZSARL of the MSS, MC2 and DW are uniformly better than all the schemes in Table 1 and hence have the lowest EQL. In Panel (b) the six schemes (MSS, MC2, DW, AR, MC1, KL) have uniformly better SSARL than DR and WS when δ ≤ 4.4, however, when δ > 4.4 the DR and WS outperform the other six schemes. Moreover, the ̅ chart has better OOC ARL performance than DR, KL, AR (in zero-state) and all schemes in steady-state when δ ≥ 2.7, hence for these schemes the ̅ chart has the smallest EQL. Note that in Table 5 and 6, Remark 1 does not hold anymore, so that only the MSS scheme has a uniformly better ZSARL than all the schemes.
The results in these three tables are further discussed below in Figures 2 to 4 . In Panel (c) of Tables   4 to 6 Table 1 . In Table 7 , we use Equation (13) In Figures 2 to 4 , we see that for a variety of ARL 0 , δ max and H values, the MSS chart has a uniformly lower EQL values than the other schemes listed in Table 1 increase, the synthetic and runs-rules charts tend to have a better performance than the ̅ chart and the AR scheme becomes more competitive in zero-state. The convergence in the optimal values of k shown in Table 3 , leads to convergence in the overall performance of the MSS and AR schemes.
However, the overall performance of DR, KL, MC1, WS, DW and MC2 seem to decrease and then at some specific value of H, the EQL increases; this phenomenon is more evident in the steady-state mode. Thus, in Table 7 where ARL 0 = 370.4 and δ max = 5, the value of H * is ≥6 and ≥8 for the AR and MSS schemes in zero-state, respectively; whereas in steady-state H * ≥ 6, see Table 8 . Furthermore, in Table 9 it can be seen that the values of the relative effectiveness of the MSS scheme computed using Equation (14) and the EQL values in Table 7 yield PCI values that are greater than 1 for all the competing schemes listed in Table 1 (except when H=1, see Remark 1).
For instance, in zero-state, from the overall viewpoint, the MSS scheme yields a performance that is more than 100% better than that of DR and KL schemes, i.e. as H increases from 1 to 20, the quality loss in using the DR chart varies from 82.86% to 131.55%, whereas for the KL scheme it varies from 60.27% to 111.26%. Similarly, the quality loss in using the MC1, AR, WS, DW and MC2 Similarly, in Table 10 the ratios of the OOC ARLs (see Equation (15)) also indicate that the competing schemes listed in Table 1 yield larger OOC ARLs to a larger degree or extent compared to the MSS scheme. For instance, as H varies from 1 to 20, the DR scheme in zero-state is worse-off by a range of 83.30% to 142.81%, however, in steady-state the DR (and WS) scheme is only worse-off by 15.58% to 31.94% i.e. in steady-state the competing schemes do not yield as much large difference in the OOC ratios of the ARLs in comparison to the MSS (and AR) scheme. Davis and Woodall [10] stated that "… as H increases, a synthetic ̅ chart behaves more and more like an ̅ chart" -this might be the case with WS, DW and MC2 schemes. For the newly proposed MSS synthetic ̅ chart, we see that this statement does not hold because as H increases, the overall performance statistics decrease in an opposite direction as compared to the basic ̅ chart and converge to some value, no matter how large H is. However, the overall performance of the WS, DW and MC2 schemes tend to decrease, at first, and then at some point, increase towards the overall performance of the basic ̅ chart -this phenomenon is summarized in Table 8 .
Application example
To illustrate the utility and the application of the proposed chart, we consider a well-known dataset from Montgomery [20] on the inside diameters of piston rings manufactured by a forging process. This data set contains twenty-five retrospective or Phase I samples, each of size five, that were collected when the process was thought to be IC. These data are considered to be the Phase I reference data for which a goodness of fit test for normality is not rejected. This data set also contains fifteen prospective (Phase II) samples each of five observations (n = 5). Firstly, though, when the distribution parameters of a particular process are unknown, it is generally accepted that there are two phases of application of control charts, namely Phase I and Phase II, see Chakraborti et al. [7] for further discussion on this. Here we use the piston rings data to illustrate the construction and operation of the MSS, MC2, DW, WS, AR, MC1, KL and DR schemes in steady-state mode, since Champ [8] stated that a more realistic mode of analysis is the steady-state. Note though, zero-state analysis follows in a similar fashion by using the chart design constants (i.e. H and k) in Table 3 . Assume that the desired ARL 0 is 370.4 and we are interested in a 2-of-3 runs-type chart (i.e. H=2). The sample mean and sample standard deviation estimated from an IC Phase I data are 74.001 and 0.005, respectively.
Then, using the values of k in Panel (b) of Table 3 for H=2, k=3 for the ̅ chart and Equation (1), it follows that the control limits for each of these schemes are as given in Figure 5 . From Figure 5 , it is clear that the Phase I data are IC, as no OOC signal is detected by each of the 2-of-3 runs-type schemes or the 1-of-1 for the ̅ chart, for the first 25 observations. However, in Phase II, the MSS, MC2, DW, AR, MC1 and KL schemes give an OOC signal at sample number 35, as two out of three consecutive plotting statistics are above the respective UCLs. Note though, the non-sidesensitive DR and WS schemes only signal later at sample number 37 -similar to the first OOC signal by the ̅ chart. This supports the fact that the side-sensitive charts are more efficient than their non-side-sensitive counterparts.
Conclusion
The literature has witnessed a tremendous growth in synthetic charts in the last few years since many practitioners prefer waiting until the occurrence of a second nonconforming sample beyond the control limits before looking for an assignable cause. Hence, in this paper, we considered the performance of such schemes that take into account two nonconforming samples falling outside the control limits (i.e. the 2-of-(H+1) runs-rules schemes for H = 1, 2, … , 20 -with or without a head-start) before issuing an OOC signal. We then proposed a MSS synthetic ̅ chart that issues a signal when all the consecutive H+1 samples that lead to an OOC event are on one side of the center line. Using the zero-state and steady-state ARL, EQL, PCI and ARARL as performance measures, we showed that this new synthetic ̅ chart has either the same or better overall OOC performance than the other competing Shewhart-type ̅ schemes that take into account two nonconforming samples falling outside the control limits before issuing an OOC signal. Note though, the performance of this new synthetic ̅ chart is more pronounced in zero-state and relatively lower in steady-state, but it is uniformly better than the three classes of synthetic ̅ charts currently available in the literature. Based on this study, the MSS synthetic ̅ chart warrants being a strong contender to practical applications where 2-of-(H+1) runs-rules ̅ schemes with or without a head-start feature are currently used.
The results in this article are based on the assumptions of iid normally distributed observations; hence if the assumptions do not hold, the above results may have to be re-examined.
A synthetic ̅ chart with warning limits (in addition to control limits in Equation (1)) similar to the runs-rules scheme in Antzoulakos and Rakitzis [4] has been investigated and reported in Shongwe and Graham [23] . For future research purposes, we will investigate the double sampling MSS chart and compare its performance to the double sampling schemes in Khoo et al. [15] (for WS scheme) and Costa and Machado [9] (for MC2 scheme). In addition, the effect of parameter estimation may be conducted for both fixed and double sampling schemes, similar to that done in Zhang et al. [27] and You et al. [26] , respectively.
