We derive the effective action describing the long-wavelength low-energy collective modes of quasi-onedimensional spin-density-wave ͑SDW͒ systems, starting from the Hubbard model within a weak coupling approximation. The effective action for the spin-wave mode corresponds to an anisotropic nonlinear model together with a Berry phase term. We compute the spin stiffness and the spin-wave velocity. We also obtain the effective action for the sliding mode ͑phason͒ taking into account the density fluctuations from the outset and in the presence of a weak external electromagnetic field. This leads to coupled equations for the phase of the SDW condensate and the charge-density fluctuations. We also calculate the conductivity and the densitydensity correlation function.
I. INTRODUCTION
Materials with highly anisotropic crystal structure often exhibit density-wave ͑DW͒ instabilities at low temperature. 1 While inorganic linear chain compounds usually develop a charge-density-wave ͑CDW͒ instability, several groups of organic conductors present a spin-density-wave ͑SDW͒ ground state. Well known examples include transition-metal bronzes such as K 0.3 MoO 3 for CDW systems, and the Bechgaard salts (TMTSF) 2 X (XϭClO 4 ,PF 6 ) for SDW systems.
In quasi-one-dimensional ͑quasi-1D͒ systems, DW instabilities result from nesting properties of the Fermi surface. Indeed, in this case the particle-hole response function exhibits a logarithmic singularity ϳln(E 0 /T), where E 0 is an ultraviolet cutoff of the order of the bandwidth. In the presence of repulsive electron-electron or electron-phonon interactions, this leads to an instability of the metallic phase at low temperature. CDW ground states resulting from electron-phonon interaction were first discussed by Fröhlich 2 and Peierls, 3 while the possibility of a SDW ground state due to repulsive electron-electron interaction was first postulated by Overhauser. 4 In the SDW ground state, quasiparticle excitations exhibit a gap 2⌬ 0 , where ⌬ 0 is the SDW order parameter. The lowenergy behavior of the system is then dominated by lowlying collective modes. In the presence of an incommensurate SDW, two continuous symmetries are spontaneously broken: the translational symmetry and the rotational symmetry in spin space. This leads to the existence of two gapless Goldstone modes: a sliding mode ͑phason͒ and a spinwave mode ͑magnon͒. Contrary to the case of superconductors, collective modes in DW systems directly couple to external fields, so that they can easily be observed in various experiments. For instance, the nonlinear dc conductivity is a manifestation of the existence of a phason mode which is pinned by impurities in real systems.
In CDW systems, collective modes were first studied by Lee, Rice, and Anderson. 5 From the computation of the Green functions, they deduced the existence of a gapped amplitude mode and a gapless phase mode ͑phason͒. The latter corresponds to a sliding of the CDW and would lead to an infinite conductivity in a clean system ͑i.e., with no impurity͒ as first proposed by Fröhlich. 2 Fukuyama then proposed an effective phase Lagrangian L() determining the dynamics of the phason, 6 where the condensate phase determines the position of the DW with respect to the underlying crystal lattice. The first attempt to derive L() rigorously is due to Brazovskii and Dzyaloshinskii. 7 The phase Lagrangian was later used to study the interaction of the CDW with impurities and the mechanism of pinning/depinning which is at the origin of the nonlinear dc conductivity observed in transport experiments. 8, 9 To a large extent, the analysis of collective modes in CDW systems can be transposed to SDW systems. 5, [10] [11] [12] [13] [14] [15] [16] The amplitude mode has a gap 2⌬ 0 and is therefore strongly damped due to the coupling with quasiparticle excitations above the mean-field gap. 10 As in CDW systems, the phason corresponds to a sliding of the DW and leads to an infinite Fröhlich conductivity in the absence of impurities. However, since the SDW instability is driven by electron-electron interactions, the coupling to the lattice plays no role and its mass is not renormalized by phonons. The pinning by impurities is also weaker, since the SDW couples to charge inhomogeneities only to second order. The spin-wave mode, which is specific to SDW systems, is also obtained from the poles of the Green functions. [14] [15] [16] The functional integral formalism has also proven useful to study collective modes in DW systems. 7, [17] [18] [19] [20] [21] [22] [23] [24] The main advantage of this formalism is that it allows us to derive the effective Lagrangian of the Goldstone modes from first principles. Both the phase Lagrangian L() and the effective Lagrangian for the spin-wave mode can be obtained within this formalism.
In this paper we derive the effective action describing the low-energy collective modes of quasi-1D SDW systems, starting from the Hubbard model with weak on-site interaction. This effective action describes the behavior of the system at energies much smaller than the mean-field gap ⌬ 0 or, equivalently, at length scales much larger than the mean-field coherence lengths v F /⌬ 0 and v Ќ /⌬ 0 (v F and v Ќ are the velocities along and across the conducting chains͒. The improvement with respect to previous works is twofold. First, we show that the effective action for the spin-wave mode is given by an anisotropic nonlinear sigma model (NLM) together with a Berry phase term. Such a result is known for the isotropic 2D Hubbard model, 25 but has not been derived for weakly coupled chain systems. Instead, it is generally assumed that the spin dynamics can be deduced from an effective Heisenberg Hamiltonian.
1 Second, we introduce the long-wavelength charge-density field from the outset. We thus obtain an effective Lagrangian L(,) which is a functional of two independent fields: , which is the phase of the SDW condensate, and the charge-density field . This yields coupled equations of motion for and . The interaction between these two quantities leads to a renormalization of the longitudinal phason velocity.
The first step in the functional integral formalism is to introduce auxiliary fields describing spin and charge fluctuations. The main technical difficulty is then to recover the mean-field ͑or Hartree-Fock͒ solution in a saddle-point approximation, while maintaining rotational invariance in spin space which is a necessary condition for obtaining the spinwave mode. To overcome this difficulty, we introduce a space and time fluctuating spin-quantization axis, following a method introduced by Schulz 26 and Weng et al. 27 for the isotropic 2D Hubbard model. Note that in quasi-1D systems, the distinction between right-and left-moving electrons allows one to write the Hamiltonian in a rotationally invariant form which is well suited for the calculation of the spinwave mode if one focuses only on the 2k F particle-hole ͑Peierls͒ channel. 28 However, the concomitant consideration of the Landau channel ͑long-wavelength charge fluctuations͒, which is at the heart of our approach, does require the introduction of a fluctuating spin-quantization axis.
The organization of the paper is as follows. The effective action of the system is derived in Sec. II. We first introduce bosonic fields describing charge and spin fluctuations, and the fluctuating spin-quantization axis. We take special care to introduce the physical charge-density field . The standard mean-field theory is recovered in Sec. II A, while fluctuations are studied in Sec. II B. The latter are most conveniently computed by performing a chiral rotation of the Fermion fields. The corresponding Jacobian ͑the so-called chiral anomaly͒ is calculated in Sec. II B 2.
The effective action governing the dynamics of the spinwave mode is shown to be a NLM together with a topological Berry phase term in Sec. III. We explicitly calculate the spin stiffness, the spin-wave velocity, and the coupling constant of the NLM.
The sliding mode is studied in Sec. IV. We obtain coupled equations of motion for the phase of the SDW condensate and the charge fluctuations . By integrating out one of these fields, we obtain the effective action as a functional of either or . We also calculate the conductivity and the densitydensity correlation function from the effective action.
We do not consider long-range Coulomb interaction, which would require taking into account normal electrons that are thermally excited above the gap. The latter are indeed expected to play a crucial role in the screening of the interaction. 29 Note, however, that the Coulomb interaction affects neither the spin-wave mode nor the transverse phason mode sampled by optical spectroscopy.
We consider only the zero-temperature limit, and take ប ϭk B ϭ1 throughout the paper.
II. EFFECTIVE ACTION
In the vicinity of the Fermi level, the electron dispersion is well approximated as
where k x and k y are the electron momenta along and across the conducting chains, t b is the transfer integral in the transverse direction, and b the interchain distance. In Eq. 
͑2.5͒
where ␤ϭ1/T is the inverse temperature. The limit T→0 is to be taken at the end of the calculations.
At this point, it is customary to introduce auxiliary fields for the spin and charge fluctuations via a HubbardStratonovitch ͑HS͒ transformation. However, as noted earlier 26, 27 in the context of systems described by the isotropic 2D Hubbard model, such a procedure immediately leads to loss of spin-rotational invariance. The reason for this is that in writing down the Hamiltonian, we have made a particular choice (ẑ ) for the spin-quantization axis of the electrons. Other decompositions of H I in terms of charge and spin fluctuations are possible. They are all equivalent as far as the partition function is calculated exactly. The reason for choosing the decomposition ͑2.4͒ is that it allows us to recover the Hartree-Fock solution at the saddle-point level within the functional integral formalism ͑see Sec. II A͒.
In order to maintain spin-rotational invariance, one should consider the spin-quantization axis to be a priori arbitrary and integrate over all possible directions in the partition function. This is done in practice by introducing a new field n (,x) which is related to the old Fermionic field n (,x) through a unitary SU͑2͒/U͑1͒ rotation matrix R n (,x), i.e., ϭR. The rotation matrix R satisfies R z R † ϭ•n, where n is a unit vector field which gives the direction of spinquantization axis at point (x,n) and time . The new field has its spin-quantization axis along the local n vector. The interaction term in the action, S I ͓Eqs. ͑2.4͒ and ͑2.5͔͒, is invariant under this transformation while the unperturbed part, S 0 , becomes
C y dy nϩ␦ ͑ ,x͒ ͮ .
͑2.6͒
We have introduced the fields C given by
The fields C are SU͑2͒ gauge fields and the U͑1͒ gauge freedom here corresponds to an arbitrary rotation about the z axis, which does not change the state of the system. The partition function now contains an additional integral over all C or equivalently n field configurations. The C fields thus contain information about the spin excitations of the system. In writing Eqs. ͑2.6͒ and ͑2.7͒, we have considered only long-wavelength fluctuations of the spin-quantization axis, so that the matrix R acts like the unit matrix with respect to the left/right indices of the Fermionic fields. The 2k F charge fluctuations play no role in the SDW phase, so that we ignore the term ϰ cϩn * cϩn in the interaction Hamiltonian H I . We thus write the interaction term in the action as
͑2.8͒
Note that we have kept explicitly the long-wavelength charge fluctuations since they couple to the phason mode.
1 In principle, one should also retain the long-wavelength spin fluctuations which couple to the spin-wave mode. This coupling renormalizes the spin-wave velocity by the usual Stoner factor.
1 In practice, it seems difficult within our formalism to treat the long-wavelength spin fluctuations in a way that preserves spin-rotation invariance. For this reason, we shall ignore them in the following.
We introduce two HS fields, HS ͑real͒ and ⌬ ͑complex͒, corresponding to charge-and spin-density fluctuations, respectively. The action of the system can then be written as SϭS 0 ϩS I , where S 0 is given by Eq. ͑2.6͒, and S I by
Note that the HS field HS introduced here is not the physical charge-density field, but its conjugate. This can be easily checked by varying the action S with respect to HS . Following Palo et al., 30 we now introduce the physical chargedensity field by decoupling the quadratic term in n HS (,x) by means of a HS transformation. This leads to the action
It can be seen, by varying the action with respect to the HS field HS , that is indeed the physical charge-density field. Finally, we introduce a weak external electromagnetic field A in the action in a gauge-invariant manner. This does not change S I while S 0 becomes
͑2.11͒
Note that, as an artifact of the linearization of the dispersion relation along the chain, S 0 does not contain the diamagnetic term ϰA x 2 . However, as we shall see, this term is important for recovering a gauge-invariant effective action. We shall recover this term starting from the original tight-binding Hamiltonian in Sec. II B.
A. Mean-field theory
The standard mean-field theory is recovered from a saddle-point approximation with nϭẑ , C ϭA ϭ0, ϭ 0 , HS ϭ 0 HS , and ⌬ϭ⌬ 0 exp(iQ•r), where Q is the nesting wave vector and rϭ(x,nb). We take ⌬ 0 to be real, without any loss of generality. Varying the action with respect to the auxiliary fields ,
HS
, and ⌬, we obtain the mean-field equations
It is clear from the above equations that the mean field 0 is the density of particles in the system and has the same value in both the metallic and the SDW ground state. As a result, Ϫi 0 HS can be absorbed as a trivial shift in the chemical potential of the system ͓see Eq. ͑2.10͔͒. The equation for ⌬ 0 is the usual mean-field equation for the SDW order parameter.
The mean-field propagator can now be obtained from the mean-field Fermionic action
͑2.13͒
where we have dropped additive contributions to the free energy due to the mean fields 0 , 0 HS , and ⌬ 0 . Here G Ϫ1 is the inverse propagator given by
where sgn()ϭϩ(Ϫ) for ϭ↑(↓) and
is the dispersion relation for the right and left Fermions. The mean-field propagator is obtained by inverting G Ϫ1 . It is given by
where
and we have used the relation ⑀ ϩ (kϩQ)ϭϪ⑀ Ϫ (k) in obtaining the above result.
B. Fluctuations
We do not consider amplitude fluctuations, since they are gapped and decouple from the sliding and spin-wave modes in the long-wavelength limit. 1 We therefore write the auxiliary fields as
where ␦, ␦ HS , and represent small fluctuations of the fields about their mean-field values. The action can then be written as SϭS 0 ЈϩS I Ј , with
The next step to obtain the effective action of the auxiliary fields ␦, ␦
HS
, and is to integrate out the Fermion fields. This is most conveniently done by first introducing a new field Ј related to the field through a unitary chiral transformation:
This transformation leaves the interaction part of the action
͑2.20͒
where the gauge field A tot is given by
The chiral transformation therefore eliminates the phase of the order parameter ⌬. The action S 0 Ј ͓Eq. ͑2.20͔͒ therefore acquires a simple form. The tradeoff, however, is that the Fermions are now subjected to an effective potential A tot which contains the derivatives of the phase field . Notice that in contrast to the superconducting case, the gradients of the phase couple to the external electromagnetic field in a different manner. This is a consequence of the different broken symmetries in the two cases. Since we assume that the fluctuations of the order parameter ͑we have taken MF ϭ0) are small, the gradients of must be small. As a result, one can carry out a perturbative expansion of the action in ‫ץ‬ or equivalently in A tot . The chiral transformation also produces a nontrivial Jacobian J, which yields the additional contribution S J ϭϪln J to the action. We shall come back to the origin of this nontrivial Jacobian and the method of its calculation in more detail in Sec. II B 2.
We are now in a position to write the action in terms of the mean-field action S MF ͓Eq. ͑2.13͔͒ and the part involving fluctuations. The action then reads SϭS 0 ЈϩS I ЈϩS J , where
͑2.22͒
Using the fact that A y tot is a slowly varying weak field, we expand the factor exp(Ϫi͐ nb
The terms in the expansion are written in a symmetric way with respect to n and nϩ␦. Here, we retain terms up to the quadratic order in A y tot . The corresponding contribution to the action reads S y ϭS y linear ϩS y dia , where
The linear term S y linear corresponds to the coupling of A y tot to the paramagnetic current in the transverse direction, while S y dia , which is quadratic in A y tot , is the diamagnetic contribution. If we had started with the original tight-binding Hamiltonian in the x direction, we would have come up, apart from the linear paramagnetic term, with a similar diamagnetic term in the x direction given by
͑2.24͒
where t a is the hopping parameter along the chain. S x dia , which is not obtained if one uses a linear dispersion law from the very beginning, has to be included in the action in order to maintain gauge invariance.
It is convenient to introduce the charge and spin currents for the Fermions:
where the index ␣ runs over 0,x,y,z, 0 is the unit matrix, j 0 is the th component of the charge current, and j ␣ for ␣ 0 give different components of the spin current. The current g is almost the same as the charge current in the transverse direction, except that it is chiral, i.e., it has opposite sign for the left-and right-moving Fermions. This current is introduced for notational convenience, as we shall see later.
Furthermore, since the C fields are SU͑2͒ gauge fields, it is possible to write them in terms of the matrices, namely, C ϭA , where the index runs over 0,x,y and the index over x,y,z. As a result, the fields A tot can be expressed as
where the expressions for A 0 can be deduced from Eqs. ͑2.21͒ and ͑2.26͒ to be
The action ͓Eq. ͑2.22͔͒ can be conveniently expressed in terms of the charge and spin currents as SϭS MF ϩSЉϩS dia ϩS I ЈϩS J , where
͑2.28͒
and S dia ϭS x dia ϩS y dia is given by Eqs. ͑2.23͒ and ͑2.24͒. Integrating out the Fermions, we obtain to quadratic order in the fields A tot the effective action
where ͗•••͘ MF means that the average is taken with respect to the mean-field action S MF .
The evaluation of ͗SЉ͘ MF is trivial. Only the term involving j 0 0 contributes. We thus obtain
Here, we have taken the continuum limit at the end of the calculation and replaced the sum over the chains by an integral in the y direction. It can be easily seen from Eqs. ͑2.18͒
and ͑2.30͒ that the first term in ͗SЉ͘ MF cancels the term which is linear in ␦ HS in the expression of S I Ј . Thus, we finally obtain
and
It may seem unphysical at first sight that the scalar potential in the effective action couples to the constant mean-field density 0 and not to the full density ϭ 0 ϩ␦, as one would intuitively expect. However, one should bear in mind that one still has to integrate over ␦ In the next three subsections, we evaluate the diamagnetic term ͗S dia ͘ MF , the contribution S J arising from the chiral anomaly, and ͗SЉ 2 ͘ MF .
Diamagnetic contribution
In this section, we calculate the contribution of the diamagnetic term to the effective action. From Eq. ͑2.23͒, one can easily obtain in Fourier space
where we use A y *(ip n ,p)ϭA y (Ϫip n ,Ϫp) . . . for real fields and G Ϯ is the mean-field propagator given by Eq. ͑2.16͒. In the limit t b ӷ⌬ 0 , 31 we can ignore the effect of the gap and replace G Ϯ by its value in the metallic phase. To first order in p y 2 , we then have 
͑2.35͒
The calculation of the diamagnetic term in the x direction should be done using the original tight-binding dispersion law, since it involves electronic states deep in the Fermi sea which forbids the use of a linearized dispersion law. From Eq. ͑2.24͒, we deduce
where G Ϫ1 (i n ,k)ϭi n ϩ2t a cos(k x a)ϩ2t b cos(k y b)ϩ ( being the Fermi level͒. Again, we neglect the effect of the gap ⌬ 0 . Neglecting corrections of order t b /t a , we have
͑2.38͒
We do not consider the term of order q x 2 , which is consistent with the linearized dispersion law used in the rest of the calculation.
Chiral anomaly
In this subsection, we calculate the action S J due to the Jacobian of the chiral transformation ͑2.19͒. The latter produces not only a change of the gauge fields A tot ͓Eqs. ͑2.26͒ and ͑2.27͔͒, but also changes the ground state of the system. This nonperturbative effect shows up in the Jacobian of the chiral transformation. Chiral anomalies have been known for a long time in the context of DW systems. [18] [19] [20] 23, 24 Our method of calculation is similar to that of Ref. 24 .
The chiral transformation changes the local density of particle in the ground state ͑the total particle number remaining unchanged͒. Since the particle density couples to the gauge field A 0 0 , this yields an additional contribution, S J , to the action. 32 Let us first calculate the density change ␦(,r) due to an infinitesimal chiral transformation,
which changes the phase of the order parameter from (,r) to (,r)Ϫ␦(,r):
where we use the point spitting regularization scheme. A regularization is necessary to properly calculate the particle density. 24 To lowest order in ␦, we obtain ␦͑,r͒ϭϪ where G ␣ is the mean-field propagator defined in Sec. II A. 33 Introducing the Fourier transforms ␦(ip n ,p) and
͑2.42͒
after a trivial shift of integration variables, and in the limit ␦ϭ␦rϭ0. Performing the sum over n , we obtain PRB 61 13 499 EFFECTIVE ACTION AND COLLECTIVE MODES IN . . .
␦͑,r͒ϭϪ
where n ␣ (k)ϭ⌰͓k F Ϫ␣k x ϩ(2t b /v F )cos(k y b)͔ is the particle occupation number. ͓Note that n ␣ (k) has the same value in the metallic and SDW phases at Tϭ0.͔ Using
we finally obtain, to lowest order in p,
␦͑,r͒ϭ
i b␤ ͚ p n ͵ d 2 p ͑ 2 ͒ 2 p x ␦͑ip n ,p͒e ip•rϪip n ϭ 1 b ‫ץ‬ x ␦͑,r͒.
͑2.45͒
By integrating out the Fermions, we have shown that the ground-state density of Fermions couples to the gauge field A 0 0 ͓Eq. ͑2.30͔͒. Since an infinitesimal chiral transformation changes the density by ␦, it also produces the contribution to the effective action 34
͑2.46͒
Taking a variational integral of Eq. ͑2.46͒, we obtain the chiral anomaly contribution to the effective action
͑2.47͒
where we have used 1/bϭv F N(0). In deriving the action S J , we have implicitly assumed that the chiral transformation only produces a change in the density of the ground state. Following analogous steps leading to Eq. ͑2.45͒, it can be shown that the chiral transformation does not change the spin density and the spin or charge currents, so that the change in the density is the only nonperturbative effect of the chiral transformation.
ŠSЉ

‹ MF
In this subsection, we calculate ͗SЉ 2 ͘ MF . Using Eq.
͑2.28͒, we deduce
͑2.48͒
, and ⌸ gg (ip n ,p) are the current-current correlators defined by
⌸ gg ͑ ip n ,p͒ϭ͗g͑ip n ,p͒g͑Ϫip n ,Ϫp͒͘ MF , and the currents j ␣ (ip n ,p) and g(ip n ,p) are the Fourier transforms of the charge, spin, and chiral currents defined in Eq. ͑2.25͒.
In the long-wavelength limit, we need to compute the effective action to second order in a gradient expansion. For symmetry reasons, the correlators ⌸ j We also find that none of the spin currents j x,y,z couple to the charge currents j 0 or g, which simply states that the sliding and spin-wave modes decouple in the long-wavelength limit. Since the SU͑2͒ gauge fields are first order in gradient (A ϰ‫ץ‬ n ), we need ⌸ j j Ј Ј to zeroth order. This also holds for the correlator ⌸ gg , since it couples to ‫ץ(‬ y ) 2 . Based on similar reasoning, we must obtain ⌸ g j 0 to first order and ⌸ j 0 j Ј 0 to second order. As shown in the Appendix, we thus obtain
Separating charge and spin contributions, we have Ϫ͗SЉ
, where
This completes our derivation of the effective action. In the next sections, we shall use this effective action to obtain the spin-wave and the phason modes.
III. SPIN-WAVE MODE
A. NLM
The contribution to the spin part S spin eff of the effective action comes from the terms involving the gauge fields A x,y,z . From Eqs. ͑2.35͒, ͑2.38͒, and ͑2.51͒, we find
The contribution from the diamagnetic terms ͓Eqs. ͑2.35͒ and ͑2.38͔͒ cancels the terms proportional to A z in Eq. ͑2.51͒, so that we are finally left with an effective action which depends only on A x and A y . This cancellation is expected since our effective action has to be gauge invariant. As mentioned earlier, for the SU͑2͒ fields C a gauge transformation corresponds to an arbitrary rotation about the z axis, and does not change the state of the system. Such a rotation changes A z →A z ϩ1/2‫ץ‬ ⌳, where ⌳ is the rotation angle. 35 Thus to be gauge invariant, the effective action cannot depend on the A z field. The diamagnetic terms in the effective action are absolutely crucial for this cancellation and hence for obtaining a gauge-invariant effective action for the spin-wave mode.
Using the identities
we express the effective action ͓Eq. ͑3.1͔͒ in terms of gradients of the n field:
͑3.3͒
The effective action for the spins therefore turns out to be an anisotropic NLM, as expected. Since S spin eff has been obtained within a gradient expansion, it is valid for ͉p n ͉,v F ͉p x ͉,v Ќ ͉p y ͉Ӷ⌬ 0 , the NLM describes the behavior of the model only in the low-energy long-wavelength limit. Thus, Eq. ͑3.3͒ should be supplemented with cutoffs ⌳ 0 ϳ⌬ 0 in energy space and ⌳ x ϳ⌬ 0 /v F and ⌳ y ϳ⌬ 0 /v Ќ in momentum space.
The action ͑3.3͒ can be expressed in a more conventional form 36 as
͑3.4͒
where we have introduced the parameters ϭN(0)/2, sx ϭN(0)v F 2 /2, and sy ϭN(0)v Ќ 2 /2. Note that these values are only approximate. In order to obtain the correct low-energy long-wavelength behavior, it would be necessary to integrate out all high-energy short-wavelength fluctuations. The latter are expected to renormalize the bare values of , sx , and sy quoted above. To see the physical interpretation of the parameter , we note that ϭ⌸ j 0 j 0 ( ip n ϭ0,pϭ0)/4 (ϭx,y). The correlators The spin stiffness coefficients sx and sy , on the other hand, come from the diamagnetic terms ͓Eqs. ͑2.35͒ and ͑2.38͔͒, which are themselves related to the average kinetic energy. To see this point more clearly, let us consider the diamagnetic term in the y direction. We have 
N͑0 ͒v
Ќ 2 ͚ x,y 1 ␤ ͚ p n ͵ d 2 p ͑ 2 ͒ 2 ͉A y ͑ ip n ,p͉͒ 2 ϭ t b b 2 2 ͚ x,y 1 ␤ ͚ p n ͵ d 2 p ͑ 2 ͒ 2 ͉A y ͑ ip n ,p͉͒ 2 1 ␤ ϫ ͚ i n ,␣, d 2 k ͑ 2 ͒ 2 2 cos͑k y b ͒G ␣ ͑ i n ,k͒ ϭϪ b 2 2 ͗K y ͘ MF͚ x,y 1 ␤ ͚ p n ͵ d 2 p ͑ 2 ͒ 2 ͉A y ͑ ip n ,p͉͒ 2 ,
͑3.5͒
where ͗K y ͘ MF is the average kinetic energy in the y direction per unit area in the mean-field state. But we can also write the diamagnetic term as
͑3.6͒
Comparing Eqs. ͑3.5͒ and ͑3.6͒, we immediately see that the spin-stiffness parameter sy is related to the average kinetic energy in the y direction. A similar result can be obtained for sx , and we finally get 
We find that the longitudinal velocity equals the Fermi velocity, because we have neglected the coupling of the spinwave mode with the long-wavelength fluctuations. Taking into account the latter would lead to the renormalized spinwave velocity v x ϭv F ͓1ϪUN(0)͔ 
͑3.9͒
The cutoff ⌳Јϳ⌬ 0 ͑in reciprocal space͒ is now isotropic.
The dimensionless coupling constant of the isotropic NLM
ϫ͓1Ϫcos"␣͑,r͒…͔‫ץ‬ ͑,r͒.
͑3.13͒
For 2D and 3D antiferromagnets, it is generally believed that the presence of the Berry phase term plays no role. 36 The dynamics of the spin-wave mode is therefore determined by the NLM ͓Eq. ͑3.4͔͒ derived in the preceding section.
IV. PHASON MODE
The contribution to the phason effective action comes from the diamagnetic terms ͓Eqs. ͑2.35͒ and ͑2.38͔͒, the chiral term S J ͓Eq. ͑2.47͔͒, the interaction term S I ͓Eq. ͑2.32͔͒, and S 2phason ͓Eq. ͑2.51͔͒:
͑4.1͒
where the polarization tensor P and the coupling coefficients F and D are given by
The contribution from the diamagnetic terms in Eqs. ͑2.35͒ and ͑2.38͒ exactly cancels the gauge-noninvariant terms in S 2phason . In fact, it can be explicitly checked that the polarization tensor P is transverse. Also, we note that the phase field couples to the ͑gauge-invariant͒ electric field E x ϭϪp n A x ϩip x A 0 . This, together with the transverse polarization tensor P , ensures that if we integrate out the fields ␦, ␦
HS
, and to obtain an effective action S eff ͓A ͔, it will be gauge invariant. Since the coupling term between and A 0 comes from S J , it turns out that the contribution from the Jacobian of the chiral anomaly is crucial for obtaining a gauge-invariant effective action.
A. Equations of motion
We consider the electromagnetic field as being the external field, i.e., we neglect the phason-polariton mode. 38 Varying the effective action with respect to the fields , , and HS , we obtain the three coupled equations
Using Eq. ͑4.5͒, we can eliminate the HS field ␦
HS . This
gives two coupled equations for the physical fields ␦ and .
Substituting the expressions for D, P , and F from Eq. ͑4.2͒, and retaining terms up to second order in frequency and momenta, we get
Thus, we obtain the well-known relation between charge and phase fluctuations:
From Eq. ͑4.6͒, we finally obtain the ͑decoupled͒ equations of motion
where we have Wick-rotated back to real time t, and v ph ϭv F ͓1ϩUN(0)͔ 1/2 is the renormalized phason velocity. This renormalization of the longitudinal phason velocity has been obtained previously from a more conventional approach based on Green-function calculations. Ϫ1 is singular at p n ,pϭ0. Nevertheless, we note from the results of the preceding section that this term does not contribute to the equations of motion up to quadratic order in external momenta and frequency. We can therefore ignore this term while integrating out the field ␦
HS
. As we shall see, the effective action so obtained, although not exact, reproduces the correct equations of motion for the phase field .
Integration of the ␦ HS fields within the above-stated approximation then gives a factor of ͟ p n ,p ␦(␦Ϫip x /b) and we are left with the partition function
͑4.9͒
with the action
͑4.10͒
Integrating out ␦, one then gets the effective action
where 
͑4.12͒
where we have introduced the density-density correlation function
͑4.13͒
It is easy to see from the expression of the density-density correlation function that the phason does not induce any transverse density fluctuations. ϭ0.
These expressions agree with the ͑real-time͒ continuity equation ‫ץ‬ t ϩ"•jϭ0. Also, we see that there is no current due to the phason mode in the y direction. The contribution to the current across the chain comes entirely from the quasiparticle excitations. 39 where p ϭ(8e 2 v F /b) 1/2 is the plasma frequency. The phason mode completely exhausts the spectral weight and we obtain the well-known result 1 that there is no contribution to the longitudinal conductivity from the quasiparticle excitations in a clean SDW system.
V. CONCLUSION
We have derived the effective action for the low-energy collective modes of quasi-1D SDW systems. The introduction of a fluctuating spin-quantization axis in the functional integral allows us to consider the phason mode, the spinwave mode, and the long-wavelength charge fluctuations on equal footing.
We find that the spin-wave mode is governed by an isotropic NLM together with a topological Berry phase term. By a suitable length rescaling, one can obtain an isotropic NLM with an effective dimensionless coupling constant ⌬ 0 /( sx sy ) 1/2 , where sx and sy are the spin-stiffness coefficients. The coupling constant, proportional to the meanfield gap ⌬ 0 ϰe Ϫ2/UN(0) , is small in the weak-coupling limit UN(0)Ӷ1.
The sliding mode is governed by an effective Lagrangian L(,) which is a function of two independent fields: the phase of the SDW condensate and the charge-density field . From the coupled equations satisfied by these two variables, we obtain the phason dynamics and its contribution to the current-current and density-density correlation functions.
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APPENDIX
In this section, we sketch the calculation of the currentcurrent correlators. These correlators are given by ⌸ j j Ј Ј ͑ ip n ,p͒ϵ⌸ j j Ј ͑ ip n ,p͒ ϭ͗ j͑ip n ,p͒ jЈ͑Ϫip n ,Ϫp͒͘ MF . ͑A1͒
The currents j ͑or j in the simplified notation͒ can be defined using Eq. ͑2.25͒ as
ϫv ␣ Ј ͑ k y ,k y ϩ p y ͒ ␣ ͑ i n ϩip n ,kϩp͒,
͑A2͒
where we have set the area of the system to unity. The functions v ␣ Ј (k y ,k y ϩ p y ) are the current operators which can be easily read off from the definition of the currents in Eq. ͑2.25͒. For example, for the charge current in the x direction j x 0 , v ␣ Ј (k y ,k y ϩ p y )ϭv F ␣␦ Ј . From Eq. ͑A2͒, we then deduce
