I. Introduction
Microphone arrays are widely used for aeroacoustic testing. A great variety of approaches exists to collect and process the data from measurements with microphone arrays. Different beamforming algorithms, deconvolution and other processing methods are applied. On many occasions, it has turned out that it is necessary to have a better assessment of these methods. The microphone array community agreed on starting an effort to test and analyze microphone array methods using a set of common data sets.
In this contribution, two of these data sets are considered that are both based not on measured, but on synthesized input data. One of these data sets concerns a group of four point sources; the other is focused on a line source. Synthesized data provide an advantage over experimental data wen analyzing methods, as the correct solution is known. This allows the study of possible errors produced by the individual methods. A companion paper 1 addresses two experimental data sets from the same benchmark effort.
II. Participants and processing methods
The following research groups or individuals have participated and have delivered results for at least one of the two analytical benchmarks: Generally, each contributing group used their own in-house implementation of the microphone array methods. In the contributions from BTU, a freely available open-source code was used.
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A number of different processing methods were applied in the benchmark exercise. All methods are based on the cross spectral matrix (CSM) of the microphone signals and thus, work in the frequency domain. Some of them are based on Conventional Beamforming, where steering vectors are pre-and post-multiplied to the CSM to spatially filter out sources on a given grid. The extension and spatial resolution of this grid are parameters that are relevant to the performance.
The following methods were tested:
DAMAS aims at solving the convolution equation by a Gauss-Seidel procedure, replacing nonphysical negative solutions by zero. Two partners (BTU and NASA) tested their DAMAS codes. NASA applied DAMAS at three different settings: without CSM diagonal removal, with diagonal removal, and with an eigenvalue based diagonal reconstruction procedure. DAMAS requires specifying both the order in which the Gauss-Seidel system is evaluated (grid sweep order) and the number of iterations of the Gauss-Seidel procedure.
CLEAN-SC
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CLEAN-SC basically performs a decomposition of the CSM into coherent components. Unlike other deconvolution methods, it does not use the Point Spread Function. It works well in combination with CSM diagonal removal. CLEAN-SC was tested by PSA3, BTU and UniA. CLEAN-SC takes two parameters: the damping factor and the number of iterations. The latter can also be deduced automatically.
Orthogonal Beamforming
5 (OB) This method identifies the signal subspace in the CSM by performing an eigenvalue analysis. The Conventional Beamforming algorithm is applied to the signal-related eigenvectors, which are orthogonal. Thus, high performance in terms of processing speed is achieved. OB was tested by BTU. OB takes one parameter, which is the number of eigenvalues assumed for the signal subspace.
Functional Beamforming
6 (FB) FB raises the CSM to the power of 1 ν , uses the results in the beamforming algorithm, and then raises the beamforming output to the power of ν. The result is that side lobes of point spread functions are suppressed, dependent on the exponent. FB does not perform well with diagonal removal, and diagonal reconstruction methods are under investigation. FB was tested by TUD. FB takes one parameter ν ≥ 1, which is used in the algorithm as described.
Covariance Matrix Fitting
7 (CMF) The idea of CMF is to minimize, in terms of least squares, the difference between the "measured" CSM and the CSM that would be obtained with a set of uncorrelated sources of equal strength. This optimization can be done without the diagonal of the CSM. There are different types of this method, depending on what sources are assumed and what solution strategy is applied. CMF was tested by BTU, where point sources were assumed and a non-negative least squares (NNLS) solver was used to solve the system.
Source Power Integration
8 (SPI) SPI is a summation over Conventional Beamforming results, scaled by means of a source in the center of the scan grid or by a group of sources. To avoid side lobes, the summation is usually done with a certain threshold, which is also the only parameter that can be given. SPI was tested by the University of Adelaide. An advanced SPI method was tested by TUD, which assumed the existence of a line source. This is similar to CMF with the assumption of a line source and the use of an explicit solution. No threshold needs to be applied for the advanced SPI.
Global Optimization
9 (GO) This method solves essentially the same problem as CMF, but using a global optimization method. The method was tested by TUD, using Differential Evolution as the global optimization method. GO needs no grid, but a number of parameters to constrain the set of possible solutions. In addition, parameters for the optimization method itself have to be set.
Quantitative results can be computed through integration over a sector in the result map. The extension of a sector is another parameter that potentially has an influence on the result.
III. Case: four point sources
The test case is contributed by BTU and addresses the ability of the microphone array methods to obtain correct source levels for a limited number of sources. The idea is to test whether the different methods are able to do this for sources of known location.
A. Case description
The case includes four monopole sources at the corners of an 0. Independent random number generators with a normal distribution are used for each of the sources. Consequently, the contributions of the individual sources at each of the microphones are uncorrelated. To obtain the microphone signals, the source signals are first delayed by an appropriate amount of time and afterwards they are superposed for each individual microphone. The microphone signals are then sampled with a rate of 51.2 kHz. From the microphone signals, the CSM is computed using 999 frames of 1024 samples each with a Hanning window applied and 50% overlap. The CSM thus contains values for 513 frequencies (multiples of 50 Hz).
B. Metrics and contributions
The challenge is to obtain the correct value of the source strength measured as sound pressure in the array center. As all methods depend on at least one parameter, it can be expected that these parameters have some influence on the result. From the first contributions, it became clear that different contributors took very different approaches to parameter selection. In order to make a more meaningful comparison of the results, for some parameters, common values to be used by all participants were suggested. This concerned the grid and some methodspecific parameters as shown in Tab. 2. For the estimation of the source strength, a spatial integration over a square with a side length of 0.1 m centered at the nominal source position was suggested. However, not all contributors were able to adapt their computation to this set of parameters.
Because of the limited duration of the white signals, the power spectra are not perfectly flat. Therefore, the true values of the auto power spectrum measured in the array center for each source individually are used for comparison to any beamforming results. The level difference ∆L = L estimated − L true between the estimated and the true source level was used as an error metric. In the case of a perfect estimation, this level difference should vanish.
Results were contributed by all five groups and several methods -DAMAS, CLEAN-SC, OB, CMF and GO-were applied to process the data from this case. Tab. 3 gives an overview about all contributions. For all contributions, both subcase a and subcase b were considered. 
C. Results
By all contributors, third-octave band spectra of the source strength were submitted. These results were used to compute the error metric for all sources. Fig. 2 shows the results for the subcase with four equally strong sources. With two exceptions, all methods deliver results roughly with an error margin of ±1 dB. The first exception is OB. One underlying assumption for that method is that the sources have different strengths.
5 Thus, it can be expected that the method has a larger error with multiple equally strong sources. The second exception is GO, that has some larger errors at higher frequencies. This is probably due to the larger number of local optima that can be expected for higher frequencies. Better results could possibly be produced using different optimization methods or parameters for the method.
Another conclusion from the results is that different implementations of the same algorithm can deliver different results. This is obvious when comparing either all CLEAN-SC or all DAMAS results (see Fig. 3 ). Possible reasons for this behavior are implementation details such as the criterion for stopping the iteration process in CLEAN-SC or the sequence of the direction of iteration passes in DAMAS. Other possible reasons are the different grid resolutions and different steering vectors 10 used in different contributions and the different approaches regarding the CSM diagonal deletion. Fig. 4 shows the results for the subcase with sources of different strength. For the two strongest sources, all methods work within roughly 1 dB error margin. For the two weaker sources, some of the results show larger deviations or even break down. It seems to be a particular challenge for some implementations to properly estimate weak sources in the presence of much stronger sources. However, this does not seem to be connected to a certain method and instead seems to depend on implementation details. 
IV. Case: line source
The challenge for this benchmark problem provided by PSA3 is to extract the acoustic signal from a line source out of array measurements that are severely affected by incoherent noise. This is typically the difficulty with measurements of trailing edge noise (e.g., from wind turbine blade sections) in a closed wind tunnel test section with microphones mounted flush in a wall, where sound measurements are hampered by boundary layer turbulence. The geometry of this benchmark can be imagined as a large wind tunnel with 2Ö2 m 2 cross-section, capable of testing full-size wind turbine blades, see Fig. 5 .
A. Case description
Geometry
A line source of 2 m length was simulated through the origin of a Cartesian coordinate system (x, y, z), between z = −1 m and z = +1 m. A uniform flow in the x-direction was modeled at Mach number M = 0.22. The microphone array, which consisted of 93 microphones, was situated in the plane y = −1 m. The diameter of the array was 1.8 m. The simulations were carried out without the presence of (hard) tunnel walls. A scan grid of potential sources was not prescribed for this benchmark.
Signal
The line source at ξ = (ξ, η, ζ), with ξ = η = 0 m, −z 0 ≤ ζ ≤ z 0 , z 0 = 1 m, consisted of a very large number of incoherent point sources, at equal spacing and equal strengths. Each individual source corresponded with the free-field Green's function of the convective Helmholtz equation, i.e., with the solution p of
Herein, δ is the Dirac-delta function, σ the source amplitude, and k the wave number: k = 2πf /c, with f the frequency and c the speed of sound. The solution of (1) is
For a row of point sources at ξ l = (0 m, 0 m, ζ l ), we have
Since the sources are incoherent, the following expressions are obtained for the cross-powers between microphones located in x m = (x m , y, z m ) and x n = (x n , y, z n ), both with y = −1 m:
For many closely spaced sources, this can be approximated by an integral
where |σ| 2 2 is replaced by Adζ, A being the source strength per unit length. For auto-powers (m = n), the integral in (5) can be evaluated analytically:
At the center of the array, where x m = z m = 0 m we have (since ∆y = z 0 = 1 m ):
Hence, if A = 1 Pa 2 m, the sound pressure level L at the array center is 74.17 dB. For the benchmark, A was chosen such that 10 lg C mn = 71.16 − 10 − 0.34127
with f 0 = 1000 Hz.
Noise
On top of the line source induced CSM, a CSM due to white noise was added. For that purpose, 60 seconds of Gaussian white noise were generated at 51.2 kHz sampling rate, incoherent from microphone to microphone. Spectral data were obtained by means of FFT on blocks of 1024 samples, using the energy-preserving Hanning window. Auto-and cross-spectra were averaged over the entire 60 s, using 50% overlapping FFT blocks. The RMS-value of the synthesized white noise was set at 10 Pa. Consequently, at the individual frequency bands (f j = j∆f ), the RMS-value is 10/ √ 512 Pa. The corresponding sound pressure level is 86.89 dB. The signal-to-noise ratio (SNR) varied between -25.7 dB at the lowest frequency (50 Hz) to -15.7 dB at the highest frequency (10 kHz).
Through ensemble averaging, the expected SNR of the cross-spectra increases by 5 log(K), were K is the number of averages. With the above-mentioned signal processing parameters, the number of averages is 6000, implying an increase of 18.9 dB. Consequently, even after removal of the CSM diagonal, the array data contain more noise than signal. This is a worst-case scenario to study what can be extracted from a severely-contaminated dataset. An experiment should not be designed with this poor of an SNR.
B. Contributions
Results for this case were contributed by five different groups and for DAMAS, CLEAN-SC, OB, FB, SPI and CMF methods. Tab. 4 gives an overview including the details of parameters chosen for the individual contributions.
C. Results
The results are shown in Fig. 6 . Each of these figures includes the noise and the (target) signal spectrum. DAMAS spectra, shown in Fig. 6(a) , vary from very poor to quite good. The NASA results highlight the significant effect that CSM diagonal removal has for this case, which is illustrated in Fig. 7 . Furthermore, these results seem to indicate the importance of reconstructing the CSM diagonal. However, BTU results are also quite good without reconstructing the CSM diagonal, but using more iterations.
The CLEAN-SC results, shown in Fig. 6 (b), do not look very good. Apparently, the high noise levels in the cross-spectra have a negative effect on the identification of coherent sources. The results show again that different implementations of the same method may yield different results.
The SPI spectra (Fig. 6(c) ), which were obtained without applying an integration threshold, are very close to the exact solution. This is remarkable in view of the low complexity of the method. 11 The good performance of SPI can, however, be explained by considering the TUD results. TUD did not directly apply SPI, but solved a Least Squares minimization problem to find the best match between the CSM without diagonal and a line source of unknown strength. This approach, which is basically CMF with a single unknown parameter, yields the best solution (in the L 2 -sense). The minimization problem can be solved explicitly, yielding an expression which is almost equal to SPI without the integration threshold.
It must be noted that the quality of SPI depends on the width of the integration sector. This is illustrated by TUD results shown in Fig. 6(d) . However, the dimensions of this benchmark case should allow for full size wind turbine blades, for which the frequencies of interest do not exceed 4 kHz. Then, 400 mm width is more than enough to cover the length of trailing edge devices and still acceptable for integration.
Finally, in Fig. 6(e) , results are shown of other beamforming methods: OB and CMF by BTU, and FB by TU Delft. In the figure, FB shows the best agreement with the exact spectrum. However, this may be a "lucky shot". The results were obtained without diagonal removal. FB results in which fractions of the CSM diagonal were removed were significantly different. OB requires a good separation between signal-and noise-related eigenvalues, but the SNR in this benchmark case seems to be too low for that. CMF suffers from the assumption of point sources, which is a poor model in this case.
V. Conclusion
The present paper describes the results from a benchmarking exercise for microphone array methods using synthesized input data. Results are presented for two different cases showing considerable differences between individual methods. For a simple four source scenario with no extra noise, most submitted results are within an error margin of approximately 1 dB. Some method-specific deviations exist. In addition to these, implementation-specific errors manifest themselves for weak sources. Errors that are specific to a certain method and such errors that result from the implementation can be observed to have a considerable impact, especially for the second case which is the line source with strong background noise. For the line source benchmark case, with its low SNR, SPI (without integration threshold) shows the best agreement with the exact results. Overall, it can be concluded that it seems to be well worth further exploring the capabilities of the different methods and also to align the behavior of different implementations of the same method. 
