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Abstract
We study a singular di$usion on Euclidean space which is characterized by the solution of a
classical Itoˆ stochastic di$erential equation in which the di$usion coe2cient is not necessarily
of full rank. Our motivation is in earlier results of Basak (J. Multivariate Anal. 39 (1991) 44)
and Basak and Bhattacharya (Ann. Probab. 20 (1992) 312), who establish su2cient conditions
for singular di$usions to have a unique invariant probability and obtain a functional central limit
theorem and functional law of the iterated logarithm for a large class of real-valued functions of
the di$usion. Under similar conditions we establish a strong invariance principle for vector-valued
functions of the di$usion, and use this to derive several asymptotic properties of the singular
di$usion, including upper/lower-function estimates and a vector form of the functional law of
the iterated logarithm.
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1. Introduction
Consider an Rd-valued di$usion {(t); t ∈ [0;∞)} given by the solution of the clas-
sical Itoˆ stochastic di$erential equation
d(t) = b((t)) dt + ((t)) dW (t); (1)
in which the coe2cients b(·) and (·) are globally Lipschitz continuous, and {W (t); t
∈ [0;∞)} is an RD-valued standard Wiener process. Of particular interest are asymptotic
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properties of the singular di5usion {(t); t ∈ [0;∞)} which is given by (1) when the
matrix a(x), (x)T(x) fails to be nonsingular for all x∈Rd. Basak (1991, Theorem
2.1) and Basak and Bhattacharya (1992, Theorem 2.1) establish simple and general
su2cient conditions on the coe2cients b(·) and (·) which, even in the singular case,
ensure that the Markov process deHned by (1) has a unique invariant probability mea-
sure (see also Theorem 4.1 on p. 593 of Bhattacharya and Waymire, 1990 for a special
case of these results). Moreover, subject to a natural strengthening of these conditions,
Basak (1991) establishes a functional central limit theorem and a Strassen functional
law of the iterated logarithm for the real-valued process {f((t)); t ∈ [0;∞)}, for each
mapping f belonging to a large class Cr of HJolder-continuous mappings f : Rd → R
(see (3.15), together with Theorem 3.3(b) and Theorem 3.4 of Basak, 1991).
The particular challenge involved in establishing these results is that, as pointed
out in Basak (1991) and Basak and Bhattacharya (1992), functions of singular di$u-
sions generally do not have any of the usual mixing properties, such as uniform or
strong mixing, for which functional central limit theorems and laws of the iterated
logarithm are available. In fact, the primary tools used by Basak (1991) to establish
these results are Liapunov function methods, together with a functional central limit
theorem and functional law of the iterated logarithm for ergodic Markov processes due
to Bhattacharya (1982, Theorems 2.1 and 2.7).
In probability theory there is a class of limit results originating with Strassen (1964),
called strong invariance principles, which are “master theorems” on the basis of which
one can establish functional central limit theorems, functional laws of the iterated
logarithm, and several other asymptotic properties, as straightforward corollaries. If
{zk ; k=1; 2; : : :} is a sequence of RN -valued random variables on the probability space
(;F; P) then a multivariate strong invariance principle with good rate is said to
hold when there is some constant ∈ (0;∞), and some RN -valued Wiener process
{B(t); t ∈ [0;∞)} on (;F; P) (or an extension thereof), such that P-a.s.∣∣∣∣∣
∑
16k6t
zk − B(t)
∣∣∣∣∣=O(t1=2−) (as t →∞): (2)
This result says that one can approximate the sample paths of the partial-sum process
{Sn; n = 1; 2; : : :}, Sn ,
∑
16k6n zk , by the paths of some Wiener process {B(t)} to
within an error given by the right-hand side of (2). The advantage of this formulation
is that the error is precise enough for many asymptotic properties, known for the
Wiener process {B(t)}, to be readily extended to the partial sums {Sn}, including, for
example, precise upper/lower-function estimates of the rate of increase of |Sn| and its
maximum Mn , max16k6n |Sk | as n →∞, vector-valued functional laws of the iterated
logarithm for the partial sums {Sn}, and functional laws of the iterated logarithm for
the maximum process {Mn}.
Motivated by (2) we are going to establish a multivariate strong invariance principle
with good rate for an RN -valued function f((t)) of the singular di$usion {(t)} given
by (1), when the entries fi : Rd → R of the N -fold vector f , (f1; f2; : : : ; fN ) are
members of a class of real-valued HJolder continuous mappings on Rd, quite similar
to the function class Cr introduced by Basak (see (3.15) of Basak, 1991), and subject
to hypotheses on the coe2cients b(·) and (·) that are similar to, although somewhat
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stronger than, the hypotheses assumed in Basak (1991). We shall also use this result to
establish several asymptotic properties of the RN -valued process {f((t))}, including
an upper/lower-function estimate on the rate of increase of the magnitude of the process
{∫ t0 f((s)) ds}, and a vector form of the functional law of the iterated logarithm, as
more or less direct consequences of the strong invariance principle. Our basic approach
will be to use the Markov property of (1) to verify the hypotheses of a result of
Eberlein (1986), which establishes multivariate strong invariance principles of the form
(2) subject to very general conditions on the process {zk} (see Theorem 3.1 which
follows).
In Section 2 we state the basic hypotheses, the main result (a strong invariance
principle given by Theorem 2.12), and several corollaries. All proofs are relegated to
Section 3.
2. Conditions and main result
We use the following notation: Rd denotes the space of real d-dimensional col-
umn vectors with Euclidean norm |x| , [∑di=1 (xi)2]1=2 and inner product (x; y) ,∑d
i=1 x
iyi for all x; y∈Rd, while Rd×D denotes the space of real d by D matrices with
operator norm ‖A‖ , maxx∈RD; |x|=1 |Ax| for all A∈Rd×D. Write (A)′ for the trans-
pose of a matrix A; Tr{A} for the trace of a square matrix A; and min{A}, max{A},
for the minimum and the maximum eigenvalues, respectively, of a real symmetric
matrix A.
The following basic Conditions 2.1 and 2.2 will always be assumed for (1):
Condition 2.1. {W (t); t ∈ [0;∞)} is an RD-valued standard Wiener process on the
complete probability space (;F; P), and the mappings bi : Rd → R, i; j : Rd → R,
for i = 1; 2; : : : ; d, and j = 1; 2; : : : ; D, are globally Lipschitz continuous; in particular,
!0 , sup
x;y∈Rd; x =y
‖(x)− (y)‖
|x − y| ¡∞: (3)
To formulate the next condition put
a(x), (x)((x))′; a(x; y), ((x)− (y))((x)− (y))′; (4)
for all x; y∈Rd.
Condition 2.2. For some constant r ∈ [1;∞), some symmetric and positive deHnite
matrix D∈Rd×d, and some constant #∈ (2(r − 1)max{D}!20;∞), we have
2[b(x)− b(y)]′D(x − y) + Tr{a(x; y)D}
− 2(x − y)
′[Da(x; y)D](x − y)
(x − y)′D(x − y) 6− #|x − y|
2; (5)
for all distinct x; y∈Rd.
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Remark 2.3. For later use note that #∈ (2(r − 1)max{D}!20;∞) if and only if
$(r; #; D), r − #
2max{D}!20
¡ 1: (6)
Remark 2.4. For each x∈Rd, let {(t; x); t ∈ [0;∞)} denote the (pathwise-unique)
Rd-valued continuous process on (;F; P) which is adapted to the Hltration {FWt }
deHned by FWt , {W (%); %∈ [0; t]} ∨ {P-null sets in F} and which solves (1) with
the nonrandom initial condition (0) = x.
Remark 2.5. Conditions 2.1 and 2.2 do not postulate nonsingularity of a(x), and there-
fore include the case of singular di$usions. These conditions should be compared with
the following Assumptions (A1) (A2), and (A3r), which are the essential hypotheses
adopted by Basak (1991) to secure a functional central limit theorem and law of the
iterated logarithm for functions of a singular di$usion given by (1):
(A1) same as our Condition 2.1;
(A2) For some positive deHnite symmetric matrix C ∈Rd×d, and some constant
&∈ (0;∞), we have
2[b(x)− b(y)]′C(x − y) + Tr{a(x; y)C}
− 2(x − y)
′[Ca(x; y)C](x − y)
(x − y)′C(x − y) 6− &|x − y|
2;
for all distinct x; y∈Rd;
(A3r) For some constant r ∈ [1;∞), some symmetric and positive deHnite matrix
D∈Rd×d, and some constant #1 ∈ (2(r − 1)max{D}!20;∞), we have
2[b(x)]′Dx + Tr{a(x)D} − 2x
′[Da(x)D]x)
x′Dx
6− #1|x|2;
for all large |x|.
Now Condition 2.2 of course implies Assumption (A2) (with C , D and & , #).
Moreover, from the elementary inequality
zc16 ((c2−c1)zc2 +
1
(c1
∀z ∈ [0;∞) (7)
(which holds for constants 06 c16 c2 ¡∞ and (∈ (0;∞)), and Condition 2.2, it
is easily seen that, for each constant #1 ∈ (2(r − 1)max{D}!20; #), the inequality in
Assumption (A3r) holds for all su2ciently large |x|. Consequently, our Conditions 2.1
and 2.2 imply assumptions (A1), (A2) and (A3r), and therefore we can use the results
of Basak (1991) to conclude the following facts, which will be essential in the sequel:
(I) Theorem 2.1 of Basak (1991) shows that (i) there exists a unique invariant
probability measure Nm on Rd for the Markov process deHned by (1), and (ii) for each
uniformly bounded and globally Lipschitz continuous mapping f : Rd → R, we have
lim
t→∞E[f((t; x))] =
∫
Rd
f d Nm ∀x∈Rd: (8)
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Thus (8) holds, in particular, for each f in C∞c (R
d) (the set of all inHnitely smooth
mappings from Rd into R with compact support), and therefore, since C∞c (R
d) is
convergence-determining (see e.g. Theorem 5.1 on p. 645 of Bhattacharya and Waymire,
1990 or Problem 3.11.11 on p. 151 of Ethier and Kurtz, 1986), we see that (8) holds
for each uniformly bounded and continuous f.
(II) By Proposition 3.1 of Basak (1991) (see line (3.8) in particular), for each
+∈ ($(r; #; D); 1) (recall Remark 2.3) there is a constant C1(+)∈ [0;∞) such that
sup
t∈[0;∞)
E[((t; x); D(t; x))(r−+)]6 (x; Dx)(r−+) + C1(+) ∀x∈Rd:
(III) From Lemma 3.2 of Basak (1991), for each +∈ ($(r; #; D); 1), we have
∫
Rd
|x|2(r−+) d Nm(x)¡∞: (9)
Remark 2.6. Our version of Assumption (A2) in Remark 2.5 is slightly di$erent from
the statement of (A2) on p. 46 of Basak (1991), and takes into account Remark 2.2
on p. 47 of Basak (1991)—but note that the term 2b(x; y) occurring in the inequality
of Basak (1991, Remark 2.2) is misprinted and should be corrected to read 2[b(x) −
b(y)]′C(x − y). Also, our statement of Assumption (A1) looks a bit weaker than the
statement of (A1) on p. 46 of Basak (1991), which requires that b(·) be smooth with
uniformly bounded Hrst-order partial derivatives. In fact, global Lipschitz continuity
of b(·) is enough for nearly all of the results established in Basak (1991) (including
the results that we used in Remark 2.5), the smoothness of b(·) with bounded Hrst
derivatives being used only for Corollary 2.3 on p. 49 of Basak (1991), which is not
needed here.
Remark 2.7. In light of Remark 2.5(I) one sees that Conditions 2.1 and 2.2 are su2-
cient for existence of a unique invariant probability measure for the di$usion given by
(1), even when the matrix T(x) is singular for some values of x. This is in contrast
to the integral criteria of Khas’Minskii (1960) and Bhattacharya (1978) which give ex-
istence of a unique invariant probability in the case of nondegenerate di$usions (that
is, T(x) is nonsingular for each x∈Rd). Notice that Example 2.1 of Basak and Bhat-
tacharya (1992) gives a di$usion which is both nondegenerate and satisHes Conditions
2.1 and 2.2 (thus, in view of Remark 2.5(I), has a unique invariant probability) but
which, despite being nondegenerate, falls outside the scope of the integral test given
by Theorem 3.5(a) of Bhattacharya (1978), which generalizes Khas’Minskii’s integral
criterion for existence of a unique invariant probability measure.
Remark 2.8. Singular di$usions arise quite naturally in physics. Consider a particle of
unit mass with position {(t)} and velocity {v(t)} in R3, on which three forces are
acting, namely (i) an externally imposed force Held K() depending on the position 
of the particle, (ii) linear friction with coe2cient #, and (iii) a random force modeled
by a standard “white noise”. Then (t), ((t); v(t)) is given by the singular di$usion
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(1) with the coe2cients
b() ≡ b(; v),
[
v
K()− #v
]
; () ≡ (; v),
[
03
I3
]
;
and where {W (t)} is an R3-valued standard Wiener process (see Section 10 of Nelson,
1967). Thus, if Conditions 2.1 and 2.2 are veriHed for these coe2cients (notice that
!0 =0, since (·) is a constant function), then the singular di$usion (t), ((t); v(t))
has a unique invariant probability Nm (see Remark 2.5(I)), and the conclusions given
by Theorem 2.12 as well as Corollaries 2.13 and 2.15 hold for {(t)}.
Remark 2.9. Without loss of generality we will suppose that there is an Rd-valued
random vector Z on the probability space (;F; P) in Condition 2.1, which is P-
independent of {W (t); t ∈ [0;∞)} and has the invariant probability measure Nm, given
by Remark 2.5(I), for its distribution. We shall denote by { N(t); t ∈ [0;∞)} the Rd-
valued continuous process on (;F; P) which is adapted to the Hltration {FZ;Wt }
deHned by FZ;Wt , {Z;W (%); %∈ [0; t]} ∨ {P-null sets in F}, and which solves
(1) with the initial condition (0) = Z a.s. Then { N(t); t ∈ [0;∞)} is a strictly
stationary solution of (1) with one-dimensional marginal distribution given by the
probability Nm.
Remark 2.10. Our goal is to establish a strong invariance principle with good rate for
processes of the form {f((t; x)); t ∈ [0;∞)} or {f( N(t)); t ∈ [0;∞)}, for a class of
functions f which we introduce next: Fix some r ∈ [1;∞) and a pair (+; 0)∈R2 such
that +∈ (−∞; 1) and 0∈ (0; 1 − +]; then (r − + − 0)∈ [0;∞). For a Borel-measurable
mapping f : Rd → R, put
‖f‖r−+ , sup
x∈Rd
[ |f(x)|
1 + |x|(r−+)
]
; (10)
[f]r−+;0 , sup
x;y∈Rd; x =y
[ |f(x)− f(y)|
|x − y|0[1 + |x|(r−+−0) + |y|(r−+−0)]
]
; (11)
Mr;+;0(f), max{‖f‖r−+; [f]r−+;0}; (12)
and
C0(r; +; 0), {f : Rd → R: Mr;+;0(f)¡∞}: (13)
Now suppose that Condition 2.2 holds (for some r, #, and D), and let
C(r; #; D),
⋃
(+;0)
C0(r; +; 0); (14)
where the set-union in (14) is over all pairs (+; 0) such that
+∈ ($(r; #; D); 1); 0∈ (0; 1− +]; (15)
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(see Remark 2.3). In view of Remark 2.5(III) we have
∫
Rd
|f|2 d Nm¡∞ for each
f∈C(r; #; D). Observe that C(r; #; D) is essentially the same as the function class Cr
deHned by (3.15) of Basak (1991).
Remark 2.11. Without loss of generality we shall suppose that there is a uniformly
distributed random variable U : (;F; P) → [0; 1] which is P-independent of
{Z;W (t); t ∈ [0;∞)}, where Z is speciHed in Remark 2.9. This will ensure that
(;F; P) carries an “approximating” Wiener process {B(t)} in the following mul-
tivariate strong invariance principle with good rate, and that no “extension” of this
probability space is necessary:
Theorem 2.12. Suppose Conditions 2.1 and 2.2. Fix 8nitely many functions fi ∈
C(r; #; D), i = 1; 2; : : : ; N , such that
∫
Rd
fi d Nm= 0, and de8ne the mapping f : Rd →
RN by f(x) , (f1(x); f2(x); : : : ; fN (x))′, ∀x∈Rd. Let {(t); t ∈ [0;∞)} be the
Rd-valued process which is either (i) a solution {(t; x˜); t ∈ [0;∞)} of (1) with
nonrandom initial condition (0) = x˜, for some arbitrary but 8xed x˜∈Rd, or (ii)
a strictly stationary solution { N(t); t ∈ [0;∞)} of (1) with one-dimensional marginal
Nm (see Remark 2.9). Then the integrals in
Gi;j ,
∫ ∞
0
E[fi((0))fj((t))] dt +
∫ ∞
0
E[fj((0))fi((t))] dt; (16)
i; j=1; 2; : : : ; N , converge absolutely, G is a real symmetric positive semide8nite N ×
N -matrix, and there exists a constant ∈ (0;∞), and an RN -valued Wiener process
{B(t); t ∈ [0;∞)} on (;F; P), such that E[B(1)B′(1)] = G, and P-a.s.∣∣∣∣
∫ t
0
f((s)) ds− B(t)
∣∣∣∣=O(t1=2−) (as t →∞): (17)
The strong invariance principle of Theorem 2.12 enables one to apply known asymp-
totic properties of the multivariate Wiener process {B(t); t ∈ [0;∞)} to the multivariate
process {∫ t0 f((s)) ds; t ∈ [0;∞)}. The following corollaries illustrate two examples of
this:
Corollary 2.13. Suppose Conditions 2.1 and 2.2. Let the mapping f : Rd → RN ,
the Rd-valued process {(t); t ∈ [0;∞)}, and the N × N -matrix G, be as in Theo-
rem 2.12, let n1 denote the multiplicity of the largest eigenvalue of G, and put 3,
sup{|G1=2z|: z ∈RN ; |z|6 1}. Then, for each continuous and nondecreasing
 : [1;∞)→ (0;∞), we have
P
[∣∣∣∣
∫ t
0
f((s)) ds
∣∣∣∣¿3t1=2 (t) i:o: as t →∞
]
= 0 or 1;
according as
I( ),
∫ ∞
1
[ (t)]n1
t
exp{− 2(t)=2} dt ¡∞ or =∞:
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Remark 2.14. Corollary 2.13 is similar to the multivariate version of the Kolmogorov
upper/lower-function test for the rate of increase of a Brownian motion (see (14),
(15) on p. 163 of Itoˆ and McKean, 1974). The notation G1=2 indicates the unique
real symmetric positive semideHnite square root of G (see Theorem 7.2.6 of Horn and
Johnson, 1985, p. 405). For the next result let C[0; 1] be the normed vector space
of all continuous mappings h : [0; 1] → RN with the usual supremum norm, and let
AC0[0; 1] be the set of absolutely continuous mappings h : [0; 1]→ RN with h(0) = 0.
Also, put
K ,
{
h∈AC0[0; 1]:
∫ 1
0
(h˙(%))′h˙(%) d%6 1
}
: (18)
Corollary 2.15. Suppose Conditions 2.1 and 2.2. Let the mapping f : Rd → RN , the
Rd-valued process {(t); t ∈ [0;∞)}, and the N×N -matrix G, be as in Theorem 2.12,
and put
8n(t), n−1=2
∫ nt
0
f((s)) ds ∀t ∈ [0;∞); n= 1; 2; : : : : (19)
Then
(i) for P-almost all !, the sequence of RN -valued functions de8ned by{
8n(t; !)√
2 log log n
; t ∈ [0; 1]
}
is relatively compact in C[0; 1] and the set of its limit points is given by G1=2[K] ⊂
AC0[0; 1].
(ii) {8n(t); t ∈ [0;∞)} converges weakly to RN -valued Wiener measure with zero
drift and covariance matrix G as n →∞.
Remark 2.16. The preceding corollaries are included only to illustrate the type of
limiting properties which follow from a strong invariance principle, and several other
asymptotic results besides these are possible. For example, in the case where N , 1
(i.e. f((t)) is real-valued) one can establish upper/lower-function estimates, similar
in form to Corollary 2.13, for the rate of increase (as t → ∞) of the maximum
process {max06%6t |
∫ %
0 f((s)) ds|} and a functional law of the iterated logarithm for
the sequence {max06%6t |
∫ n%
0 f((s)) ds|; t ∈ [0; 1]}, n=1; 2; : : : . These follow by trivial
modiHcation of the arguments used to establish Theorem B on p. 3 and Theorem D
on p. 4 of Philipp and Stout (1975).
Remark 2.17. The main results of Basak (1991) are essentially the functional law of
the iterated logarithm and central limit theorem given by Corollary 2.15 in the particular
case where N =1 (see Theorem 3.3 and Theorem 3.4 in Basak, 1991), but established
subject to Assumptions (A1), (A2) and (A3r) of Remark 2.5 which, as we have noted,
are more general than our Conditions 2.1 and 2.2. On the other hand, in return for
our rather stronger conditions, we get a strong invariance principle which provides a
comprehensive characterization of the asymptotic properties of vector-valued functions
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of the singular di$usion {(t)}, as illustrated by Corollary 2.13, Corollary 2.15, and
Remark 2.16. Moreover, Conditions 2.1 and 2.2 are only a rather mild strengthening
of Assumptions (A1), (A2) and (A3r). In fact, the main di$erence is that (A2) is
formulated in terms of a real symmetric positive deHnite matrix C, while (A3r) is
formulated in terms of another real symmetric positive deHnite matrix D. In contrast,
Condition 2.2 allows the choice of just one real symmetric positive deHnite matrix
D, so that, in principle, one has the beneHt of an additional degree of freedom when
verifying (A2) and (A3r). In practice however, this extra degree of freedom is typically
not used, and the easiest way to check Assumptions (A2) and (A3r) is actually to
Hrst verify Condition 2.2 (e.g. by using the su2cient conditions of Proposition 2.20
to follow). Then, as noted in Remark 2.5, (A2) and (A3r) follow at once, with the
matrix C in (A2) and the matrix D in (A3r) both being given by the matrix D in
Condition 2.2.
Remark 2.18. Theorem 2.12 and its corollaries involve a trade-o$ between the pa-
rameters (r; #; D) in Condition 2.2 and the class of functions C(r; #; D) of which the
fi are members. To see this, Hx a real symmetric positive deHnite matrix D, and let
(#1; #2) and (r1; r2) be such that $(r1; #1; D)6 $(r2; #2; D)¡ 1 and 16 r26 r1. Then
it follows that #26 #1. That is, to postulate Condition 2.2 for the parameters r , r1,
#, #1 and D, is to make a more restrictive “stability” hypothesis on the coe2cients
of (1) than if one postulated Condition 2.2 for the parameters r , r2, #, #2 and D.
On the other hand, it is easily seen from Remark 2.10 that C(r2; #2; D) ⊂ C(r1; #1; D).
Thus, in return for the more restrictive hypothesis on the coe2cients of (1), we get
Theorem 2.12 for functions f of the Markov process {(t)} which belong to the larger
class C(r1; #1; D).
Remark 2.19. Suppose that Condition 2.1 holds, and the inequality (5) holds for some
real, symmetric, positive deHnite matrix D∈Rd×d, and some constant #¿ 2max{D}!20.
Then $(1; #; D)¡ 0 (see (6)). For fi : Rd → R deHned by fi(x) , xi, ∀x∈Rd,
∀i = 1; 2; : : : ; d, one sees from (13) that fi ∈C0(1; 0; 1), and, since $(1; #; D)¡ 0, the
pair (+; 0)=(0; 1) satisHes (15) with r , 1, and therefore fi ∈C(1; #; D), i=1; 2; : : : ; d.
Moreover, since #¿ 0, we see that Condition 2.2 certainly holds for r=1. Thus, Theo-
rem 2.12 and its Corollaries apply in the case where r , 1, N , d, f(x), x, ∀x∈Rd,
and thus we have a strong invariance principle with good rate, an upper/lower-function
test, and a vector-valued functional law of the iterated logarithm for the Rd-valued
process {(t); t ∈ [0;∞)}.
The following variant of Corollary 2.3 of Basak (1991) gives su2cient conditions
on the drift term b(x) of (1) which imply Condition 2.2:
Proposition 2.20. Suppose that (3) holds for some !0 ∈ [0;∞) and that the bi : Rd →
R are C1-mappings with uniformly bounded 8rst-order derivatives J i; j(x), @ibj(x),
i; j=1; 2; : : : ; d. If, for some constant r ∈ [1;∞) and some symmetric positive de8nite
matrix D∈Rd×d, we have
#, sup
x∈Rd
max{DJ (x) + (J (x))′D}¡ (3− d− 2r)max{D}!20; (20)
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then there is a constant #∈ (2(r − 1)max{D}!20;∞) such that Condition 2.2 holds
(for the same symmetric positive de8nite D and constant r).
Of particular interest is the case where the drift in (1) is linear (the stability-in-
distribution properties of (1) with linear drift were established by Basak and
Bhattacharya, 1992). We have
Corollary 2.21. Suppose that (3) holds for some !0 ∈ [0;∞), and suppose that b(x),
Bx, ∀x∈Rd, in (1), for a constant matrix B∈Rd×d, all eigenvalues of which have
strictly negative real parts. If
(d+ 2r − 3)!20max{D}¡ 1; (21)
for some constant r ∈ [1;∞), and symmetric positive de8nite matrix D∈Rd×d
given by
D,
∫ ∞
0
exp{sB′}exp{sB} ds; (22)
then there is a constant #∈ (2(r − 1)max{D}!20;∞) such that Condition 2.2 holds
(for the same matrix D and constant r).
Remark 2.22. The signiHcance of Proposition 2.20 is that one must compensate for
rapid variations in (·) (indicated by a large value for !0 in (3)) by having all eigen-
values of the symmetric matrix DJ (x) + (J (x))′D su2ciently far on the left side of
the complex plane uniformly in x∈Rd.
3. Proofs
In this section we establish the results stated in Section 2. The main result used to
establish Theorem 2.12 is the following multivariate strong invariance principle with
good rate due to Eberlein (1986, Theorem 1):
Theorem 3.1. Suppose that {zk ; k = 1; 2; : : :} is an RN -valued zero-mean sequence
adapted to the 8ltration {Gk ; k = 1; 2; : : :} on the probability space (;F; P), and
there is a uniformly distributed random variable U : (;F; P) → [0; 1] which is
P-independent of {Gk ; k = 1; 2; : : :}. Put Sin(m) ,
∑n+m
m+1 z
i
k , ∀n; m = 1; 2; : : : ; ∀i =
1; 2; : : : ; N , and suppose there are constants c1; c2; c3; c4 ∈ (0;∞), and a real symmet-
ric positive semide8nite N × N -matrix G, such that
sup
m¿1
E|E[Sin(m) |Gm]|=O(n1=2−c1 ); (23)
sup
m¿1
E|E[Sin(m)Sjn(m) |Gm]− E[Sin(m)Sjn(m)]|=O(n1−c2 ); (24)
sup
m¿1
|n−1E[Sin(m)Sjn(m)]− Gi;j|=O(n−c3 ); (25)
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sup
k¿1
E[|zik |2+c4 ]¡∞; (26)
for all i; j = 1; 2; : : : ; N . Then there exists a constant ∈ (0;∞), and an RN -Wiener
process {B(t); t ∈ [0;∞)} on (;F; P), such that E[B(1)B′(1)] = G, and P-a.s.∣∣∣∣∣
∑
16k6t
zk − B(t)
∣∣∣∣∣=O(t1=2−) (as t →∞): (27)
Remark 3.2. Notice that Theorem 3.1 does not postulate any speciHc dependency prop-
erty, such as a mixing or martingale-di$erence structure, for the process {zk}, but only
assumes rate-conditions on the Hrst and second conditional moments of the partial sum
Sn(m). Consequently, Theorem 3.1 applies to a very general class of dependency struc-
tures. As we shall see, the Markov property of (1), together with stability properties
of {(t)} that are implicit in Conditions 2.1 and 2.2, are the essential things that we
will need in order to verify the conditions of Theorem 3.1. This approach should be
contrasted with that used by Basak (1991) to establish functional central limit theorems
and laws of the iterated logarithm, which is to identify and characterize a large subset
of the range of the inHnitesimal generator of the Markov process given by (1), and
then use results of Bhattacharya (1982) which give a central limit theorem and law
of the iterated logarithm for functions of a general Markov process that belong to the
range of its inHnitesimal generator.
Remark 3.3. Suppose Conditions 2.1 and 2.2. It follows at once from Remark 2.5(II),
the Liapunov Lp-inequality (see Shiryaev, 1996, p. 193), Rayleigh’s principle (see
Theorem 4.2.2 of Horn and Johnson, 1985, p. 176), and min{D}¿ 0, that for each
+∈ ($(r; #; D); 1) and ?∈ (0; 2(r − +)], there is a constant C ∈ [0;∞), depending only
on + and ?, such that
E|(t; x)|?6C[1 + |x|?] ∀t ∈ [0;∞); x∈Rd:
This inequality will often be used in the following proofs.
Proof of Theorem 2.12. (i) Fix some x˜∈Rd, and put ˜(t) , (t; x˜). We Hrst verify
(23) for appropriately deHned Sin(m). In view of (14) we have f
i ∈C0(r; +i; 0i) for a
pair (+i; 0i) which satisHes (15), and so, from Remark 3.3 and (9), we have
sup
t∈[0;∞)
E|fi(˜(t))|26C1; (28)
for some constant C1 ∈ [0;∞). Now put
QiT (t0),
∫ T+t0
t0
[fi(˜(t))− Efi(˜(t))] dt ∀T; t0 ∈ [0;∞): (29)
From (28) and the Fubini Theorem for conditional expectations and ordinary integrals
(Ethier and Kurtz, 1986, no. 2.4.6 and 2.4.7, p. 74), we have
E[QiT (t0) |FWt0 ] =
∫ T+t0
t0
E[fi(˜(t)) |FWt0 ] dt −
∫ T+t0
t0
Efi(˜(t)) dt (30)
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(where FWt0 is deHned in Remark 2.4). For each i = 1; 2; : : : ; N , put
Bi(t; x), E[fi((t; x))] ∀t ∈ [0;∞) ∀x∈Rd; (31)
for (t; x) as in Remark 2.4, and observe from the Markov property of (1) (see e.g.
Theorem 14.27 of Elliott, 1982, p. 196) that
E[fi(˜(t)) |FWt0 ] =Bi(t − t0; ˜(t0)) ∀t ∈ [t0;∞): (32)
We need the following result, which is established later in the present section:
Lemma 3.4. Suppose Conditions 2.1 and 2.2, and 8x a pair (+; 0) such that (15)
holds. Then there are constants C ∈ [0;∞) and &∈ (0;∞), depending only on (+; 0),
such that∣∣∣∣Ef((t; x))−
∫
Rd
f d Nm
∣∣∣∣6C[f]r−+;0 exp{−&t}[1 + |x|(r−+)]; (33)
for all f∈C0(r; +; 0) and (t; x)∈ [0;∞)×Rd.
Since
∫
Rd
fi d Nm= 0, from (32) and Lemma 3.4 it follows that
|Bi(t; x)|6C2 exp{−&1t}[1 + |x|(r−+i)] ∀(t; x)∈ [0;∞)×Rd;
for some constants C2 ∈ [0;∞) and &1 ∈ (0;∞), and therefore, from (32),
|E[fi(˜(t)) |FWt0 ]|6C2 exp{−&1(t − t0)}[1 + |˜(t0)|(r−+i)]; (34)
for all t ∈ [t0;∞). Now, from Remark 3.3 and the fact that x˜ is Hxed, we have
supt0∈[0;∞) E|˜(t0)|(r−+i) ¡∞, and so, in view of (34) and &1 ¿ 0, there is a constant
C3 ∈ [0;∞) such that∫ T+t0
t0
E|E[fi(˜(t)) |FWt0 ]| dt6C3 ∀T; t0 ∈ [0;∞); (35)
and thus, from Jensen’s inequality,∫ T+t0
t0
|Efi(˜(t))| dt6C3 ∀T; t0 ∈ [0;∞): (36)
In view of (30), (35), and (36),
E|E[QiT (t0) |FWt0 ]|6 2C3 ∀T; t0 ∈ [0;∞): (37)
Now deHne the RN -valued, zero-mean, random vectors
zk ,
∫ k
k−1
[f(˜(t))− Ef(˜(t))] dt ∀k = 1; 2; 3; : : : : (38)
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Then
Qin(m) = S
i
n(m),
n+m∑
m+1
zik ∀m; n= 1; 2; : : : ; (39)
so (23) follows from (37) (with c1 , 1=2, Gm ,FWm , and Sn(m) given by (39)).
We next verify (24): In view of (28) and the Cauchy–Schwarz inequality, we have
the Hnite bound E|fi(˜(s))fj(˜(t))|6C1, ∀s; t ∈ [0;∞), so we can certainly deHne
gi; j(s; t; t0), E[fi(˜(s))fj(˜(t)) |FWt0 ]− E[fi(˜(s))fj(˜(t))]; (40)
for all t0 ∈ [0;∞) and s; t ∈ [t0;∞). From (29) and the Fubini theorem for conditional
expectations and ordinary integrals, we have
E[QiT (t0)Q
j
T (t0) |FWt0 ] =
∫ T+t0
t0
E[fi(˜(s))fj(˜(t)) |FWt0 ] ds dt
−
(∫ T+t0
t0
Efj(˜(t)) dt
)∫ T+t0
t0
E[fi(˜(s)) |FWt0 ] ds
−
(∫ T+t0
t0
Efi(˜(s)) ds
)∫ T+t0
t0
E[fj(˜(t)) |FWt0 ] dt
+
(∫ T+t0
t0
Efi(˜(s)) ds
)(∫ T+t0
t0
Efj(˜(t)) dt
)
: (41)
Now center (41) at its expectation, then use (40) and Fubini’s theorem, to get
E[QiT (t0)Q
j
T (t0) |FWt0 ]− E[QiT (t0)QjT (t0)]
=
∫ T+t0
t0
[∫ t
t0
gi; j(s; t; t0) ds
]
dt +
∫ T+t0
t0
[∫ T+t0
t
gi; j(s; t; t0) ds
]
dt
−
(∫ T+t0
t0
Efi(˜(s)) ds
)
E[QjT (t0) |FWt0 ]
−
(∫ T+t0
t0
Efj(˜(t)) dt
)
E[QiT (t0) |FWt0 ]; (42)
for all T; t0 ∈ [0;∞). We next upper-bound the expectation of the magnitude of the
Hrst term on the right-hand side of (42). From the composition rule for conditional
expectation and (32)
E[fi(˜(s))fj(˜(t)) |FWt0 ] = E[fi(˜(s))Bj(t − s; ˜(s)) |FWt0 ]; (43)
for all 06 t06 s6 t ¡∞. For each i; j = 1; 2; : : : ; N , put
Di;j(t1; t2; x), E[fi((t1; x))Bj(t2; (t1; x))]; (44)
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for all t1; t2 ∈ [0;∞), x∈Rd, so that, recalling ˜(s), (s; x˜), we have
Di;j(s; t − s; x˜) = E[fi(˜(s))Bj(t − s; ˜(s))]; (45)
for all 06 s6 t ¡∞. Also, from the Markov property for (1), we get
E[fi(˜(s))Bj(t − s; ˜(s)) |FWt0 ] = Di;j(s− t0; t − s; ˜(t0)); (46)
for all 06 t06 s6 t ¡∞. Now combine (40), (43), (45), and (46) to get
gi; j(s; t; t0) =
[
Di;j(s− t0; t − s; ˜(t0))−
∫
Rd
fi()Bj(t − s; ) d Nm()
]
+
[∫
Rd
fi()Bj(t − s; ) d Nm()− Di;j(s; t − s; x˜)
]
; (47)
for all 06 t06 s6 t ¡∞. Next, we need the following result, which is proved later
in the present section:
Lemma 3.5. Suppose that Conditions 2.1 and 2.2 hold, let fi, i=1; 2; : : : ; N , be as in
Theorem 2.12, and de8ne Bj(·) and Di;j(·) by (31) and (44), respectively. Then there
are constants C ∈ [0;∞) and &∈ (0;∞), depending only on (fi; +i; 0i) and (fj; +j; 0j),
such that
|fi(x)Bj(t; x)|6C exp{−&t}[1 + |x|(2r−+i−+j)]; (48)
for all t ∈ [0;∞) and x∈Rd, and∣∣∣∣Di;j(t1; t2; x)−
∫
Rd
fi()Bj(t2; ) d Nm()
∣∣∣∣
6C exp{−&(t1 + t2)}[1 + |x|(2r−+i−+j)] ∀t1; t2 ∈ [0;∞); x∈Rd: (49)
From Lemma 3.5 and (47), there are constants C4 ∈ [0;∞) and &2 ∈ (0;∞) such that
|gi; j(s; t; t0)|6C4 exp{−&2(t − t0)}[1 + |˜(t0)|(2r−+i−+j)]
+C4 exp{−&2t}[1 + |x˜|(2r−+i−+j)]; (50)
for all 06 t06 s6 t ¡∞. Now, put +i; j , (+i + +j)=2. We have +i; +j ∈ ($(r; #; D); 1)
(since (15) holds for the pairs (+i; 0i) and (+j; 0j)), thus +i; j ∈ ($(r; #; D); 1). In view of
Remark 3.3, we have
sup
t0
E[|˜(t0)|(2r−+i−+j)] = sup
t0
E[|(t0; x˜)|2(r−+i; j)]6C5[1 + |x˜|(2r−+i−+j)];
for some constant C5 ∈ [0;∞). From this, together with (50) and the fact that x˜ is
Hxed, we have
E[|gi; j(s; t; t0)|]6C6 exp{−&2(t − t0)} ∀ 06 t06 s6 t ¡∞; (51)
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for some constant C6 ∈ [0;∞); and therefore
E
∣∣∣∣
∫ T+t0
t0
[∫ t
t0
gi; j(s; t; t0) ds
]
dt
∣∣∣∣6C6
∫ T+t0
t0
(t − t0) exp{−&2(t − t0)} dt
6C7; (52)
for all T; t0 ∈ [0;∞) and some constant C7 ∈ [0;∞). Since an upper-bound identical in
form to (51) holds with i and j interchanged, we can similarly bound the expectation
of the magnitude of the second term on the right-hand side of (42). From this, together
with (37), (36), (52), and (42), we Hnd a constant C8 ∈ [0;∞) such that
E|E[QiT (t0)QjT (t0) |FWt0 ]− E[QiT (t0)QjT (t0)]|6C8;
for all T; t0 ∈ [0;∞), which, in view of (38) and (39), veriHes (24) (with c2 , 1 and
Gm ,FWm ).
We next verify (25). Let { N(t); t ∈ [0;∞)} be a strictly stationary solution of (1) with
one-dimensional marginal Nm (see Remark 2.9). Then {fi( N(t)); t ∈ [0;∞)} is zero-mean
(since we assume
∫
Rd
fi d Nm= 0) and strictly stationary. Put
Ei;j(t),
∫
Rd
fi()Bj(t; ) d Nm() ∀t ∈ [0;∞) (53)
(see (31)) and note, from the Markov property of (1), that
E[fi( N(s))fj( N(t))] = E[fi( N(s))Bj(t − s; N(s))] = Ei;j(t − s); (54)
for all 06 s6 t ¡∞. From Remark 2.5(III) we have E| N(0)(2r−+i−+j) ¡∞, and thus,
in the light of Lemma 3.5 (see (48)), there are constants &3 ∈ (0;∞) and C9 ∈ [0;∞)
such that
|Ei;j(t)|= |E[fi( N(0))Bj(t; N(0))]|6C9 exp{−&3t} ∀t ∈ [0;∞); (55)
so we can put
Gi;j ,
∫ ∞
0
[Ei;j(t) + Ej; i(t)] dt; i; j = 1; 2; : : : ; N: (56)
Note that Ei;j(t) = E[fi( N(0))fj( N(t))], ∀t ∈ [0;∞) (see (54)), so that G is a sym-
metric positive semideHnite N × N -matrix. From (54), (55), and standard rotation of
coordinates, one sees that there is a constant C10 ∈ [0;∞) such that∣∣∣∣ 1T
∫ T+t0
t0
∫ T+t0
t0
E[fi( N(s))fj( N(t))] ds dt − Gi;j
∣∣∣∣6 C10T ; (57)
for all T ∈ (0;∞) and t0 ∈ [0;∞). DeHne
hi; j(s; t), E[fi(˜(s))fj(˜(t))]− E[fi( N(s))fj( N(t))]; (58)
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for all s; t ∈ [0;∞). Then, from (29) and (58),
1
T
E[QiT (t0)Q
j
T (t0)]− Gi;j
=
1
T
∫ T+t0
t0
∫ T+t0
t0
hi; j(s; t) ds dt
+
[
1
T
∫ T+t0
t0
∫ T+t0
t0
E[fi( N(s))fj( N(t))] ds dt − Gi;j
]
− 1
T
(∫ T+t0
t0
Efi(˜(t)) dt
)(∫ T+t0
t0
Efj(˜(t)) dt
)
: (59)
From (58), (43), (45), (54), and (53)
hi; j(s; t) = Di;j(s; t − s; x˜)−
∫
Rd
fi()Bj(t − s; ) d Nm(); (60)
for all 06 s6 t ¡∞, thus, from Lemma 3.5, |hi; j(s; t)|6C11 exp{−&4t}, for all
06 s6 t ¡∞; for some constants C11 ∈ [0;∞) and &4 ∈ (0;∞); since an identical
upper-bound holds with i and j interchanged, we then get
∫ T+t0
t0
∫ T+t0
t0
|hi; j(s; t)| ds dt6C12 ∀T; t0 ∈ [0;∞); (61)
for some constant C12 ∈ [0;∞). Now combine (36), (57), (59), and (61), to get∣∣∣∣ 1T E[QiT (t0)QjT (t0)]− Gi;j
∣∣∣∣6 C13T ;
for some constant C13 ∈ [0;∞), and all T ∈ (0;∞) and t0 ∈ [0;∞). In view of (38) and
(39), this veriHes (25) (with c3 , 1 and Gm ,FWm ).
We next verify (26). It is enough to show that
sup
t∈[0;∞)
E[|fi(˜(t))|2+(i ]¡∞; (62)
for some (i ∈ (0;∞), for then (26) follows (with c4 , (i) from (38), (62), and Jensen’s
inequality. Since fi ∈C0(r; +i; 0i), where (15) holds for the pair (+i; 0i), there is some
?i ∈ (0;∞) such that N+i , (+i − ?i)∈ ($(r; #; D); 1). Put (i , 2?i=(r − +i), and observe
that (2 + (i)(r − +i) = 2(r − N+i). Then, from (10)
|fi(x)|(2+(i)6 [2‖fi‖r−+i ](2++i)[1 + |x|2(r− N+i)] ∀x∈Rd; (63)
so that (62) follows from (63) and Remark 3.3.
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All conditions for Theorem 3.1 have now been veriHed, and consequently there is a
constant ∈ (0;∞) and an RN -valued Wiener process {B(t)} on (;F; P), such that
E[B′(1)B(1)] =G, and (27) holds P-a.s. for {zk} deHned by (38). That is, in view of
(36), we have P-a.s.∣∣∣∣∣
∫ 	t

0
f(˜(t)) dt − B(t)
∣∣∣∣∣=O(t1=2−) (as t →∞): (64)
Now put
Fin , maxn6t6n+1
∣∣∣∣
∫ t
n
fi(˜(s)) ds
∣∣∣∣ ∀n= 1; 2; : : : : (65)
By Jensen’s inequality, together with (62), there exists some constant C14 ∈ [0;∞) such
that
E|Fin|(2+(i)6
∫ n+1
n
E|fi(˜(s))|(2+(i) ds6C14;
for all n = 1; 2; : : : ; thus, with qi , 2 + ((i=2), we have
∑
n P[|Fin|¿n1=qi ]¡∞ a.s.
Then, from the Borel–Cantelli Theorem, there is a constant 3i ∈ (0;∞) such that |Fin|=
O(n1=2−3i) (n →∞), that is,
max
	t
6%61+	t

∣∣∣∣∣
∫ %
	t

fi(˜(s)) ds
∣∣∣∣∣=O(t1=2−3i) (as t →∞): (66)
Now (17) follows from (64) and (66).
(ii) The case where {(t)} is identiHed with a strictly stationary solution { N(t)} of
(1) is an obvious simpliHcation of case (i) just considered.
Proof of Corollary 2.13. This is an immediate consequence of Theorem 2.12, together
with Theorem 2.4 of Kuelbs (1975) (which extends the Kolmogorov upper/lower-
function test for scalar Brownian motion to vector-valued Brownian motion), and the
argument used to establish Theorem 5.1 of Jain et al. (1975, pp. 130–131), which
generalizes trivially to the vector-valued case.
Proof of Corollary 2.15. This is identical to the proof of Theorem C on p. 3 of Philipp
and Stout (1975).
Proof of Proposition 2.20. The proof is quite similar to the proofs of Corollary 2.3
of Basak (1991) and Corollary 2.2 of Basak and Bhattacharya (1992), so we just
summarize the main calculations. Fix arbitrary distinct x; y∈Rd. From the Rayleigh
principle (see Theorem 4.2.2 of Horn and Johnson, 1985, p. 176) we have
Tr{a(x; y)D} − 2(x − y)
′[Da(x; y)D](x − y)
(x − y)′D(x − y) 6 (d− 1)max{D
1=2a(x; y)D1=2};
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and, from (3) and (4), we have the inequality max{D1=2a(x; y)D1=2}6 !20max{D}|x−
y|2. Also, from the mean-value theorem, the Rayleigh principle, and (20), we have
2[b(x)− b(y)]′D(x − y)
=
∫ 1
0
(x − y)′[DJ (y + 3(x − y)) + J ′(y + 3(x − y))D](x − y) d3
6#|x − y|2:
Since #¡ (3−d−2r)max{D}!20, and the preceding inequalities hold for arbitrary dis-
tinct x; y∈Rd, we obtain (5) for #, −#+(1−d)max{D}!20¿2(r−1)!20max{D}.
Proof of Corollary 2.21. From Bellman (1960, Theorem 6, p. 175) we see that the
matrix D given by (22) solves the identity DB+ B′D=−I , and is symmetric positive
deHnite. Thus max{DB + B′D} = −1, and (20) of Proposition 2.20 is an immediate
consequence of (21).
We establish Lemmas 3.4 and 3.5 in the remainder of this section. To this end, we
need the following preliminary results:
Lemma 3.6. Suppose Conditions 2.1 and 2.2. Then, for each +∈ ($(r; #; D); 1) (recall
Remark 2.3), there is a constant 3∈ (0;∞), depending only on +, such that
E[[((t; x)− (t; y))′D((t; x)− (t; y))](r−+)]
6 exp{−3t}[(x − y)′D(x − y)](r−+) ∀t ∈ [0;∞); x; y∈Rd:
Remark 3.7. Basak and Bhattacharya (1992, see (2.17)) establish this result in the
special case where r , 1 in Condition 2.2, and b(·) has the linear form b(x) , Bx,
x∈Rd. An identical computation (involving Itoˆ’s formula) works for the more general
conditions of Lemma 3.6, so the proof is omitted.
Lemma 3.8. Suppose Conditions 2.1 and 2.2, and 8x (+; 0) such that (15) holds.
Then there are constants C ∈ [0;∞) and &∈ (0;∞), depending only on (+; 0), with
the following property: if, for some f∈C0(r; +; 0), we de8ne
B(t; x), E[f((t; x)] ∀(t; x)∈ [0;∞)×Rd; (67)
then (recalling (11)) we have
[B(t; ·)]r−+;06C[f]r−+;0 exp{−&t} ∀t ∈ [0;∞): (68)
Proof of Lemma 3.8. Since r ∈ [1;∞) and 0∈ (0; 1−+], we have r−+−0¿ 0. Suppose,
to begin with, that r − + − 0¿ 0, and deHne p , (r − +)=0, q , (r − +)=(r − + − 0).
Then we have p; q∈ (1;∞) with p−1 + q−1 = 1. Since min{D}¿ 0, it follows from
Lemma 3.6, Rayleigh’s inequality, and Liapunov’s Lp-inequality that there is constant
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3∈ (0;∞), depending only on +, and a constant C1 ∈ [0;∞), such that
[E|(t; x)− (t; y)|p0]1=(p0)
6 [E|(t; x)− (t; y)|2(r−+)]1=(2r−2+)
6C1 exp
{ −3t
2(r − +)
}
|x − y| ∀t ∈ [0;∞) ∀x; y∈Rd: (69)
Now, in view of Remark 3.3, there is a constant C2 ∈ [0;∞), depending only on +, such
that supt E|(t; x)|(r−+)6C2[1 + |x|(r−+)], x∈Rd, thus there is a constant C3 ∈ [0;∞),
again depending only on +, such that
E[1 + |(t; x)|(r−+−0) + |(t; y)|(r−+−0)]q6 3qC3[1 + |x|(r−+) + |y|(r−+)]; (70)
for all t ∈ [0;∞) and x; y∈Rd. Since f∈C0(r; +; 0), it follows from (11), (67), (69),
(70), and HJolder’s inequality with conjugate exponents (p; q), that
|B(t; x)−B(t; y)|6 E|f((t; x))− f((t; y))|
6 [f]r−+;0{E|(t; x)− (t; y)|p0}1=p
×{E[1 + |(t; x)|(r−+−0) + |(t; y)|(r−+−0)]q}1=q
6 [f]r−+;0C4 exp
{ −30t
2(r − +)
}
×|x − y|0[1 + |x|(r−+) + |y|(r−+)]1=q; (71)
for all t ∈ [0;∞) and x; y∈Rd, where C4 ∈ [0;∞) is a constant, depending only on +.
Now the result follows from (11) and (71). In the case where r−+−0=0, it necessarily
follows from r¿ 1 and (15) that r=1 and ++0=1. Then |f(x)−f(y)|6 3[f]r−+;0|x−
y|0, ∀x; y∈Rd. Now an upper bound of the form on the right-hand side of (71) follows
from the second inequality of (69) and Liapunov’s Lp-inequality.
Using Lemma 3.6 and Lemma 3.8 we can establish Lemma 3.4 and Lemma 3.5:
Proof of Lemma 3.4. Fix some f∈C0(r; +; 0), and deHne B(·; ·) by (67). By the
Markov property of (1) we have Ef((s+ t; x)) = EB(t; (s; x)), ∀s; t ∈ [0;∞); x∈Rd,
so that
|Ef((s+ t; x))− Ef((t; x))| = |E[B(t; (s; x))− Ef((t; x))]|
6 E|B(t; (s; x))− Ef((t; x))|; (72)
for all s; t ∈ [0;∞); x∈Rd. From Lemma 3.8 there are constants C1 ∈ [0;∞) and
&1 ∈ (0;∞), depending only on (+; 0), such that
|B(t; x˜)− Ef((t; x))|6 [f]r−+;0C1 exp{−&1t}|x˜ − x|0
×[1 + |x˜|(r−+−0) + |x|(r−+−0)]; (73)
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for all t ∈ [0;∞) and x; x˜∈Rd. From (7) we have |x|06 1 + |x|(r−+), ∀x∈Rd, so that
|x˜ − x|0[1 + |x˜|(r−+−0) + |x|(r−+−0)]
6 21+0[1 + |x˜|(r−+) + |x|(r−+) + |x|0|x˜|(r−+−0) + |x˜|0|x|(r−+−0)]; (74)
for all x; x˜∈Rd. From Remark 3.3 there is a constant C2 ∈ [0;∞), depending only on
(+; 0), such that we have sups E|(s; x)|(r−+−0)6C2[1+|x|(r−+−0)] and sups E|(s; x)|06
C2[1+ |x|0] for all x∈Rd. In view of these uniform bounds, taking x˜ , (s; x) in (73)
and (74), and using (72), (7), and r − +− 0¿ 0, we get
|Ef((s+ t; x))− Ef((t; x))|6C3[f]r−+;0 exp{−&1t}[1 + |x|(r−+)]; (75)
for all s; t ∈ [0;∞) and x∈Rd, where C3 ∈ [0;∞) is a constant depending only on (+; 0).
Now suppose that f is uniformly bounded. Then, since f is necessarily continuous
(being a member of C0(r; +; 0)), from Remark 2.5(I) we have
lim
s→∞Ef((s+ t; x)) =
∫
Rd
f d Nm; (76)
and then, upon taking s → ∞ in (75), we get (33) for all f∈C0(r; +; 0) that are
also uniformly bounded, for constants C , C3 and & , &1 which have been seen
to depend only on (+; 0). It therefore remains to consider the case where f is un-
bounded. To this end, for some arbitrary f∈C0(r; +; 0), put f+(x) , max{0; f(x)}
and f+n (x) , min{f+(x); n}, ∀x∈Rd, n = 1; 2; : : : . Then, it is easily seen that
‖f+n ‖r−+6 ‖f+‖r−+6 ‖f‖r−+ and [f+n ]r−+;06 [f+]r−+;06 [f]r−+;0, so that (see (12)
and (13)) we have f+n ∈C0(r; +; 0), and, of course, f+n is uniformly bounded. Since
(33) has been shown to hold for all members of C0(r; +; 0) that are uniformly bounded,
we get∣∣∣∣Ef+n ((t; x))−
∫
Rd
f+n d Nm
∣∣∣∣6C3[f]r−+;0 exp{−&t}[1 + |x|(r−+)]; (77)
for all n = 1; 2; : : : ; s; t ∈ [0;∞), and x∈Rd (recall that [f+n ]r−+;06 [f]r−+;0), where
C3 ∈ [0;∞) is the constant from (75), which depends only on (+; 0). Upon taking
n →∞ in (77) and using the monotone convergence theorem, we get∣∣∣∣Ef+((t; x))−
∫
Rd
f+ d Nm
∣∣∣∣6C3[f]r−+;0 exp{−&t}[1 + |x|(r−+)]; (78)
for all s; t ∈ [0;∞) and x∈Rd. By the same reasoning, an upper-bound identical to (78)
also holds with f+ replaced with f− (the negative part of f), so that (33) follows
for arbitrary f∈C0(r; +; 0), with C , 2C3.
Proof of Lemma 3.5. To simplify the notation, put
F(t; x), fi(x)Bj(t; x) ∀(t; x)∈ [0;∞)×Rd; (79)
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where Bj(t; x) is deHned by (31). Since fj ∈C0(r; +j; 0j), where (+j; 0j) satisHes (15),
and
∫
Rd
fj d Nm = 0, from Lemma 3.4 we see that there are constants C1 ∈ [0;∞) and
&1 ∈ (0;∞), depending only on (+j; 0j), such that
|Bj(t; x)|6C1[fj]r−+j ;0j exp{−&1t}[1 + |x|(r−+j)]; (80)
for all t ∈ [0;∞), x∈Rd, thus, from (10),
|F(t; x)|6 {‖fi‖r−+i [1 + |x|(r−+i)]}
×{C1[fj]r−+j ;0j exp{−&1t}[1 + |x|(r−+j)]}; (81)
for all t ∈ [0;∞), x∈Rd. Since r¿ 1 and +i; +j ¡ 1, we have 2r − +i − +j ¿max{r −
+i; r − +j}¿ 0, and therefore (7) (with (, 1) gives
[1 + |x|(r−+i)][1 + |x|(r−+j)]6 3[1 + |x|(2r−+i−+j)] ∀x∈Rd;
so that we get (48) from (81), where the constant C in (48) depends on fi, fj, and
(+j; 0j), and the constant &, &1 depends on (+j; 0j).
To establish (49), note from (79), (11) and (10) that
|F(t; x)− F(t; y)|
6 |fi(x)− fi(y)‖Bj(t; x)|+ |fi(y)‖Bj(t; x)−Bj(t; y)|
6 {[fi]r−+i ;0i |x − y|0i [1 + |x|(r−+i−0i) + |y|(r−+i−0i)]}
×{‖Bj(t; ·)‖r−+j [1 + |x|(r−+j)]}+ {‖fi‖r−+i [1 + |y|(r−+i)]}
×{[Bj(t; ·)]r−+j ;0j |x − y|0j [1 + |x|(r−+j−0j) + |y|(r−+j−0j)]}; (82)
for all t ∈ [0;∞), x; y∈Rd. Since (15) holds for (+i; 0i) and (+j; 0j) we have that
+i + 0i6 1, thus r − +i − 0i¿ 0, thus 2r − +i − +j − 0i¿ r − +j ¿ 0 (since r¿ 1 and
+j ¡ 1), so that 2r − +i − +j − 0i ¿ r − +i − 0i. In view of these facts, we can use (7)
(with (, 1) to Hnd
[1 + |x|(r−+i−0i) + |y|(r−+i−0i)][1 + |x|(r−+j)]
6 4[1 + |x|(2r−+i−+j−0i) + |y|(2r−+i−+j−0i)];
for all x; y∈Rd. Combining this inequality with (82) gives
|F(t; x)− F(t; y)|
6 4[fi]r−+i ;0i‖Bj(t; ·)‖r−+j |x − y|0i [1 + |x|(2r−+i−+j−0i) + |y|(2r−+i−+j−0i)]
+ 4‖fi‖r−+i [Bj(t; ·)]r−+j ;0j |x−y|0j [1+|x|(2r−+i−+j−0j)+|y|(2r−+i−+j−0j)];
(83)
for all t ∈ [0;∞), x; y∈Rd. Now put
F+(t; x), max{0; F(t; x)}; F+n (t; x), min{F+(t; x); n}; (84)
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for all n= 1; 2; : : : ; (t; x)∈ [0;∞)×Rd. For arbitrary n= 1; 2; : : : ; deHne
In(t1; t2; x), E[F+n (t2; (t1; x))] ∀t1; t2 ∈ [0;∞); x∈Rd: (85)
It is easily checked that |F+n (t; x) − F+n (t; y)|6 |F(t; x) − F(t; y)|, for all t ∈ [0;∞)
and x; y∈Rd. From this, with (85) and (83),
|In(t1; t2; x˜)− EF+n (t2; (t1; x))|
6 [fi]r−+i ;0i‖Bj(t2; ·)‖r−+jH1(t1; x; x˜) + ‖fi‖r−+i [Bj(t2; ·)]r−+j ;0jH2(t1; x; x˜);
(86)
for all t1; t2 ∈ [0;∞) and x; x˜∈Rd, where
H1(t; x; x˜), 4E[|(t; x˜)− (t; x)|0i
×[1 + |(t; x˜)|(2r−+i−+j−0i) + |(t; x)|(2r−+i−+j−0i)]]; (87)
and H2(t; x; x˜) is deHned in the same way as H1(t; x; x˜), except that 0i is replaced
with 0j. We next establish upper-bounds for H1 and H2. DeHne the numbers p ,
(2r − +i − +j)=0i and q, (2r − +i − +j)=(2r − +i − +j − 0i); since (15) holds for (+i; 0i)
and (+j; 0j), it follows that p; q∈ (1;∞), and p−1 +q−1 =1. Now put +i; j , (+i+ +j)=2
and observe that +i; j ∈ ($(r; #; D); 1) and p0i = 2(r − +i; j). Then, since min{D}¿ 0,
from Lemma 3.6 and Rayleigh’s principle we get a constant 32 ∈ (0;∞), depending
only on +i; j, and a constant C2 ∈ [0;∞), such that
[E|(t; x˜)− (t; x)|p0i ]1=p6C2 exp
{ −320it
2(r − +i; j)
}
|x˜ − x|0i ; (88)
for all t ∈ [0;∞), x; x˜∈Rd. Also, in view of Remark 3.3, there is a constant C3 ∈ [0;∞),
depending only on +i, +j and 0i, such that
{E[1 + |(t; x˜)|(2r−+i−+j−0i) + |(t; x)|(2r−+i−+j−0i)]q}1=q
6C3[1 + |x˜|(2r−+i−+j−0i) + |x|(2r−+i−+j−0i)]; (89)
for all t ∈ [0;∞), x; x˜∈Rd. Combining (87), (88), and (89), and using HJolder’s in-
equality, we get constants C4 ∈ [0;∞) and &4 ∈ (0;∞), depending only on +i, +j, and
0i, such that
H1(t; x; x˜)6C4 exp{−&4t}B1(x; x˜) ∀t ∈ [0;∞); x; x˜∈Rd; (90)
where, from (7) with (, 1,
B1(x; x˜), |x˜ − x|0i [1 + |x˜|(2r−+i−+j−0i) + |x|(2r−+i−+j−0i)]
6C5[1 + |x˜|(2r−+i−+j) + |x|(2r−+i−+j)] ∀x; x˜∈Rd; (91)
for a constant C5 ∈ [0;∞) which depends only on 0i. An identical upper-bound
holds for H2(t; x; x˜), except that 0i is replaced with 0j in (91), and the constants
depend on +i, +j, and 0j. Next, by (85) and the Markov property of (1), we have
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EF+n (t2; (s+ t1; x)) = EIn(t1; t2; (s; x)), for all s; t1; t2 ∈ [0;∞), x∈Rd, and therefore
|EF+n (t2; (s+ t1; x))− EF+n (t2; (t1; x))|
6E|In(t1; t2; (s; x))− EF+n (t2; (t1; x))|; (92)
for all s; t1; t2 ∈ [0;∞) and x∈Rd. Using Remark 3.3, (90), and (91), it is seen that
there are constants &6 ∈ (0;∞) and C6 ∈ [0;∞), depending only on +i, +j, 0i, 0j, such
that
sup
s¿0
EHk(t; x; (s; x))6C6 exp{−&6t}[1 + |x|(2r−+i−+j)]; (93)
for all t ∈ [0;∞), x∈Rd, k=1; 2. Combining (93), (92), (86), (80), and using Lemma
3.8, we get
|EF+n (t2; (s+ t1; x))− EF+n (t2; (t1; x))|
6C7 exp{−&7(t1 + t2)}[1 + |x|(2r−+i−+j)]; (94)
for all s; t1; t2 ∈ [0;∞) and x∈Rd, where C7 ∈ [0;∞) and &7 ∈ (0;∞) are constants
depending only on (+i; 0i; fi) and (+j; 0j; fj). Now, for Hxed t2 ∈ [0;∞), the function
F+n (t2; ·) is continuous and uniformly bounded on Rd (see (83) and (84)), thus, upon
taking s →∞ in (94), and using Remark 2.5(I), we get∣∣∣∣EF+n (t2; (t1; x))−
∫
Rd
F+n (t2; ) d Nm()
∣∣∣∣
6C7 exp{−&7(t1 + t2)}[1 + |x|(2r−+i−+j)]; (95)
for all t1; t2 ∈ [0;∞) and x∈Rd. An upper-bound identical to (95) holds with F+n
replaced by F−n . Now take n → ∞ in (95) and its analogue for F−n , and use the
monotone convergence theorem, together with (79) and (44), to get (49).
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