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Abstract 
The Flower Pollination Algorithm (FPA) is a novel bio-inspired optimization algorithm that mimics the real life processes of the 
flower pollination. In this paper, we review the applications of the Single Flower Pollination Algorithm (SFPA), Multi-objective 
Flower Pollination Algorithm an extension of the SFPA and the Hybrid of FPA with other bio-inspired algorithms. The review has 
shown that there is still a room for the extension of the FPA to Binary FPA. The review presented in this paper can inspire 
researchers in the bio-inspired algorithms research community to further improve the effectiveness of the PFA as well as to apply 
the algorithm in other domains for solving real life, complex and nonlinear optimization problems in engineering and industry. 
Further research and open questions were highlighted in the paper.  
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1. Introduction 
Optimization can be explained as the process of searching to locate the best solution to a problem. The searching 
process can be performed using agents which typically evolve iteratively based on specified rules of mathematical 
models. Emergent characteristics of the system behavior lead to its adaptation that correspond to the best solution in 
the search space. The system converges when the criteria’s fixed for the stoppage is reach [1]. Optimization problems 
are solved using optimization algorithms often refers to as tools and techniques for the solving of problems related to 
optimization  to find the best solution. Though, the best solution has no guarantee that it can always be reachable.  The 
search for optimal solutions is complex in view of the fact that real world problem are mostly accompanied by 
uncertainties. Thus, concentration is not only focused on the optimal solution, but also robustness of the solution are 
needed in engineering design and industry. Real life application of solutions requires a solution that is both optimal 
and robust [2]. In the 1950’s and 1960’s  computer scientist model the concept of evolution that give birth to Genetic 
algorithm (GA) [3]. This development inspired the springs of bio- inspired algorithms to circumvent the limitations 
of the gradient descent algorithms in solving optimization problems. As such,   several biologically inspired global 
optimization algorithms were proposed by researchers, for example, particle swarm optimization (PSO) [4], artificial 
bee colony (ABC) [5], Bat algorithm [6], Bees algorithms [7], Monkey Search [8], Glow warm swarm [9], bacterial 
foraging [10], Fish-swarm algorithm [11], Cat swarm [12] etc. a brief review of the biologically inspired algorithms 
can be found in [13]. More recently, Flower Pollination Algorithm (FPA) [14], Chicken Swarm Optimization (CSO) 
[15], Approximate Muscle Guided Beam Search (AMGBS) [16], Magnetotactic Bacteria Optimization based on 
Moment Migration (MBOMM) [17], etc. 
    However, among the more recently biologically inspired algorithms, FPA has witnessed significant applications 
in several domains compared to CSO, AMGBS, and MBOMM. Therefore, we review the applications of the FPA in 
solving complex and nonlinear problems in numerous domains and the extension of the PFA. This review can offer 
researchers a quick glance of the applications of the FPA. Also, the review can allow researchers to quickly identify 
areas that require further development and propose novel applications of the FPA.  
Other sections of the paper are organized as follows: Section 2 gives the description of the PFA including both 
single objective and multiple objective FPA. Section 3 presents the review of the applications of the FPA in several 
domains, including the results of the studies. In Section 4, concluding remarks, further extension of the FPA and open 
questions that if answered can probably improve the performance and robustness of the FPA are presented. 
 
2   Flower Pollination Algorithm 
 
This section introduces the basic theory of the FPA including the single objective FPA (SFPA), Hybrid FPA 
(HFPA) and multi-objective FPA (MFPA), an extension of the SFPA. 
 
2.1 Single Objective Flower Pollination Algorithm 
 
Yang [14] emulated the characteristic of the biological flower pollination in flowering plant to develop SFPA based 
on the rules listed as follows: 
1. The global pollination processes are biotic and cross pollination through which the pollen transports 
pollinators perform the levy flight. 
2. Local pollination is viewed as abiotic and self pollination. 
3. Reproduction probability is considered as flower constancy which is proportional to the resemblance of the 
two flowers in concerned. 
4. The switching probability controlled both the local and global pollination p ∈  [0, 1].  Local pollination can 
have fraction p that is significant in the entire processes of the pollination because of physical proximity and 
wind.   
The plant can possess multiple flowers and every flower patch typically emits millions or even billions of pollen 
gametes in real life pollination practice. To simplify the proposed algorithm development, it was assumed that each 
plant has a single flower and each flower emit only a single pollen gamete. This result to the elimination of the need 
to differentiate pollen gamete, plant or solution to a problem. This means that a solution xi to a problem is equivalent 
to a flower and pollen gamete.  The major stages in the design of SFPA are global and local pollination.  In the 
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global pollination, the pollens of the flowers are moved by pollinators e.g. insects and pollens can move for a long 
distance since the insects typically fly for a long range of distances. This process guarantees pollination and 
reproduction of the fittest solution represented as g*. The flower constancy can be represented as: 
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From Eq.(1), tix , t, *g  and L are pollen i or solution vector ix , iteration, the best solution found in the current 
generation or iteration and strength of the pollination(step size) respectively. The levy flight is used to represent 
movement of the insects, thus, L > 0 from a Levy distribution 
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From Eq. (2), ī(Ȝ) represent the standard gamma function, and the distribution is valid for large steps s > 0. From 
rule 2, the local pollination and flower constancy is expressed as: 
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where tjx  and 
t
kx represent pollen from different flowers of the same species of plant. Thus, mimic the flower 
constancy in a limited neighborhood. The switch probability or proximity probability is used to switch between 
common global pollination to intensive local pollination. The effectiveness of the PFA can be attributed to the 
following two reasons: (1) Insect pollinators can travel in long distances which enable the FPA to avoid local landscape 
to search in a very large space (explorations). (2) The FPA ensures that similar species of the flowers are consistently 
chosen which guarantee fast convergence to the optimal solution (exploitation). 
 
 2.2   Multi-objective Flower Pollination Algorithm 
  
The MFPA is an extension of the SFPA described in section 2.1 proposed by Yang et al. [18] for solving  multi-
objective optimization problems. The difference between the SFPA and the MFPA is that, the former can only solve 
single objective optimization problem which lacks the capability to search for solutions for multi-objective problems.  
The later can solve multi-objective optimization problems.  A number of approaches exist for solving multi objective 
problems using a single objective algorithm. However, the simple approach is to use a weighted sum to integrate the 
whole multiple objectives into a composite single objective: 
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where m, and wi (i = 1, ...,m) are number of objectives and non-negative weights respectively. The random weights wi 
drawn from uniform distribution or low-discrepancy random numbers is used to accurately obtain Pareto front with 
the optimal solutions distributed uniformly on the front.  

3   Applications of the Flower Pollination Algorithm 
 
3.1 The Single Objective Flower Pollination Algorithm 
 
Yang [14] proposed SFPA in view of the fact that researchers have used only limited characteristic of nature. This 
allow a vacuum for the development of nature inspired algorithm. The SFPA was implemented on benchmark 
functions. Results showed that the performance of SFPA outperforms that of the GA and PSO.  Sharawi et al. [19] 
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used SFPA in wireless sensor network (WSN) to effectively select cluster heads and to distribute cluster nodes so as 
to overcome the limitations of the Low-Energy Adaptive Clustering Hierarchy (LEACH). Experimental simulation 
results suggested that the SFPA was found to perform better than the LEACH in terms of lifetime, the packet sent to 
base station Vs. round number, and the number of dead nodes.  Emary et al. [20] proposed SFPA for the optimization 
of retinal vessel segmentation. The optimization was conducted in two stages: (1) the SFPA searches for the optimal 
vessels of the retina. (2) The cluster center obtained was enhanced using local searches.  The results indicated that the 
SFPA convergence to the optimal solution very fast. It was found that the SFPA was robust even with abnormal 
images. Sakib et al.[21] conducted a comparative study between SFPA and Bat algorithm on both unimodal and 
multimodal, low and high dimensional continuous functions.  Comparative simulation results indicate that the SFPA 
performance was superior to that of the Bat algorithm for the continuous optimization problems.  Platt [22] applied 
SFPA in solving dew point pressure of a system exhibiting double retrograde vaporization. It was reveal from the 
experiments that the SFPA was able to obtain the pressures and molar fractions of the liquid phase.  Lukasik and 
Kowalski [23] compared the performance of the SFPA with that of PSO on benchmark continuous optimization 
problems. The comparative studies showed that the SFPA and PSO demonstrated similar performance on some of the 
benchmark functions. However, the SFPA outperforms the PSO on some of the functions. The performance of the 
two algorithms (SFPA and PSO) was not clear due to inconsistent performance that cannot obviously differentiate 
between the SFPA and the PSO. 
  
3.2 The Multi-objective Flower Pollination Algorithm 
 
    Yang et al. [18] extended SFPA to MFPA in order to solve multi-objective problems. The performance of the 
MFPA was evaluated on benchmark functions and structural design (design of a disc brake).  Comparative analysis 
of the MFPA and other algorithms indicated that the MFPA performs better than the vector evaluated genetic 
algorithm (VEGA), NSGA-II, multi-objective differential evolution (MODE), differential evolution for multi-
objective optimization (DEMO), multi-objective bees algorithms (Bees), strength Pareto evolutionary algorithm 
(SPEA), GA, and PSO.  Additional analysis of the MFPA on welded beam design further proved the superiority of 
the MFPA over GA, PSO, VEGA, NSGA-II, MODE, DEMO, Bees, and SPEA [24]. 
 
Table 1. Brief comparisons of the FPA variants with other algorithms and contributions of the studies  
 
Reference Proposed algorithm Algorithm/s compared with Contribution 
[14] SFPA GA and PSO SFPA outperform GA and PSO 
[18] MFPA VEGA, NSGA-II, MODE, DEMO, Bees, 
SPEA, GA and PSO 
MFPA outperform the comparative algorithms 
[19] SFPA LEACH SFPA outperform LEACH 
[20] SFPA Not compared  Advanced convergence speed 
[21] SFPA Bat algorithm SFPA outperform Bat algorithm 
[22] SFPA Not compared SFPA obtained the pressures and molar 
fractions of the liquid 
[23] SFPA PSO SFPA outperform PSO in some cases 
[26] SFPA + FPCHS FPCHS SFPA + FPCHS outperform FPCHS 
[27] SFPA + PSO SFPA SFPA + PSO outperform SFPA 
[28] ESSFPA PSO ESSFPA outperform PSO 
[29] DDIFPA ABC, PSO, Cuckoo Search, Gravitational 
Search Algorithm, differential evolution, 
standard SFPA, and firefly algorithm 
DDIFPA was better than the compared 
algorithms 
[30] SFPAPSO Not compared  Reduce power loss 
 
 
3.3 The Hybrid Flower Pollination Algorithm 
 
    Hybridization in FPS is the hybrid of FPA with other biologically inspired meta-heuristic algorithms, e.g. PSO, 
GA, etc. Hybridization eliminates the weakness of the FPA to improve the performance of the FPA to converge to the 
optimal solution in a short period of time. The hybrid of two or more algorithms has proven to have the ability to 
eliminate their limitations and capitalized on their strengths to converge faster to the best  solution than the individual 
algorithm [25]. Abdel-Raouf et al. [26] proposed a hybrid of SFPA and Chaotic Harmony Search (FPCHS) to enhance 
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the search accuracy of the SFPA. The performance of the proposed hybrid method was evaluated on Sudoku puzzles. 
Results have shown that the hybrid of SFPA and FPCHS converges faster to the optimal solution than the FPCHS. 
Similarly, the SFPA was hybridized with PSO to improve performance of the SFPA. The proposed hybrid SFPA was 
used to solve constrained global optimization problem. It was found that the proposed hybrid approach improves the 
performance of the state of the art algorithms [27].  Yang et al. [28] combined eagle strategy with SFPA (ESSFPA) 
to strike a balance between exploitation and exploration to improve efficiency of the algorithm. Unimodal and 
multimodal functions were used to test the algorithm performance. Results showed that the ESSFPA utilized only 
10% of the computational effort compared to PSO. Wang and Zhou [29] introduced neighborhood searching strategy, 
dynamic switching probability strategy, dimension by dimension update and improvement strategy in the SFPA to 
enhanced convergence speed and solution quality. These strategies were integrated to design a dimension by 
dimension improvement of SFPA (DDIFPA). The simulation results on the benchmark functions suggested that the 
DDIFPA outperforms the ABC, PSO, Cuckoo Search, Gravitational Search Algorithm, differential evolution, standard 
SFPA, and firefly algorithm. Kanagasabai and RavindhranathReddy [30] integrated SFPA and PSO (SFPAPSO) to 
solve a problem of reactive power dispatch. The SFPAPSO was evaluated on standard IEEE 30, IEEE 57 bus test 
systems. The simulation comparative results showed that the SFPAPSO can reduce real power loss.  Table 1 presents 
a summary for comparisons of the variants of FPA with other algorithms and contributions. 
 
4 The Trend of Publications in the Applications of Flower Pollination Algorithm 
 
    Table 2 present trend of the publications on the applications of FPA from 2012 to 2015, i.e. since inception of the 
algorithm. The publications trend showed that the FPA is attracting attention from researchers and the number of 
publications is growing very fast.  
 
Table 2: The number of publications of the FPA applications by year 
 
Year Number of publications 
2012 1 
2013 2 
2014 9 
2015 1 
 
The lowest number of publications was recorded in 2012 and 2015 which is expected since the algorithm was proposed 
in 2012 and the year 2015 is at early stage. The highest number of publications was recorded in 2014 with a total of 
nine publications. This implies that the publication in this area of research is growing and could probably continue to 
grow very fast into the future literature. 
 
 
 
 
Figure 1: Classification of the variants of FPA and the number of applications  
 
     Figure 1 showed the classification of the FPA and the numbers associated with each of the FPA variants represent 
440   Haruna Chiroma et al. /  Procedia Computer Science  62 ( 2015 )  435 – 441 
the number of applications found in the literature. From Figure 1, it can be stated that the most used variants of the 
FPA is the SFPA which has the highest number of applications. Probably is because of its efficiency and earlier 
appearance in the literature than the other variants. Other variants of the FPA result from the modifications of the 
SFPA.  
 
5. Limitations of the studies 
 
    The binary variant of the FPA is scarce in the literature. Presently, the FPA cannot be able to solve binary problems 
that can produce a binary solution.  In a binary meta-heuristic algorithms, e.g. binary CS, binary PSO, binary GA, etc. 
the solution typically comprised a set of binary numbers or bits. However, there is no Binary FPA (BFPA) as shown 
in Figure 1, indicated by 0. This is an interesting topic for further research to extend the FPA to BFPA. In the researches 
presented in Table 1, the researchers have not used statistical analysis to validate their experimental results as 
recommended by Demˇsar [31]. Comparing performance of a proposed algorithm is critical in order to assess the 
effectiveness of the algorithm but the work of [20, 22, 30] ignored the comparison. This make it very difficult to 
measure the impact of the algorithms proposed by the researchers. The researchers that compared their method for 
evaluation purposes overlooked to move further and compute the percentage improvement made by their proposed 
algorithms [14, 18-19, 21, 23, 26-29]. Yang et al. [28] improve the performance of the SFPA based on hybridization. 
However, the study has not directly compared the effectiveness of the hybrid SFPA with the standard SFPA as done 
in [29]. 
 
6   Conclusion and Futur Research 
 
     The applications of the FPA in numerous domains are review to offer researchers a quick glance of the applications 
of FPA. This can allow researchers to propose novel applications and quickly identify areas that require improvement. 
The FPA is in two major classes which are SFPA and the MFPA, the former is dedicated to solving single objective 
problems, whereas the latter is for solving multiple objective problems. The review revealed that the domains that are 
attracted by the applications of the FPA include: energy, structural design, function optimization, game, images, and 
WSN. Results suggestions from the applications of the FPA indicated that the FPA advances the performance of 
established biologically inspired algorithms such as GA, ABC, PSO, etc. including the CS that is presently attracting 
extraordinary attention from the research community due to its effectiveness and few parameters settings. In a single 
case, the performance of the PFA was found to be similar to that of PSO. From the review presented in this paper, it 
can clearly be seen that the applications of FPA are not quite much in the literature because the algorithm is relatively 
new and presently under explorations by the research community. We suggest the extension of FPA to binary FPA. 
The FPA can further be explored in other domains such as carbon dioxide emissions, crude oil production, clustering, 
big data, software engineering, education data mining, web mining, cloud computing, quantum computation, etc.  The 
following open questions, if answered, can improve the performance of the FPA: What are the optimum parameter 
values required for the execution of FPA in any domain? Which biologically inspired algorithm can best be hybridized 
with FPA?   
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