Let (a, b) be an interval, B -L p (a, b) (1 <p < oo) or B -C[a, b]
φ a non-negative function on (a, b) and r > 1 an integer. Z. Ditzian [6] cont.
by norms of second order differences of / when φ had certain regularity conditions. In connection with this he raised the problem if in the case (*, In §2 we justify this for the special case r -1 in a more general setting. Even this has many applications, e.g., the characterization of the function classes where the K n are the Kantorovich polynomials, as well as other problems concerning Kantorovich type operators. Finally, in the last section we briefly discuss the analogous problem in the C-metric.
2. As we have already mentioned, Ditzian's result is complete when φ behaves like x a (a > 0), however his "modulus of smoothness" is rather complicated and the case of an infinite interval or an infinite singularity at the endpoints is not covered. Ditzian also showed how the general case can be reduced to that where φ has no singularity inside (a, b).
We want to estimate by norms of second differences of / which contain the function φ itself and not another one of the same order. This will cause several problems, but it turns out to be very fruitful in applications. Since a linear substitution brings (a, b) to either (0,1), (0, oo) or ( -oo, oo), we may suppose (a, b) is (0,1), (0, oo) or ( -oo, oo). We also assume φ is positive and twice continuously differentiable on (α, b). We need further assumptions on φ around the endpoints, which we give for a = 0 and b -oo with the agreement that similar conditions hold around b -1 or a --oo. Thus, we suppose:
(1) φ is convex or concave in a right ("left") neighbourhood of a = 0 (6=oo); (2) there is a constant C > 2 such that in these neighbourhoods For the sake of accuracy we give the analogue of (2) at b -1:
For example our assumptions are satisfied for the functions x Λ (log(l + I x I))*, x a I log x f 9 x a (l -x) β provided that at the second one a Φ 1 when β > 0 and a = 0.
Let us agree that K denotes a constant not necessarily the same at each occurrence, but C, C,, A and A p always denote the following constants:
(a) C is as in (2); 
+Ή
and 0 < ψ(x) < 1 otherwise. We may assume C is so large that |ψ' |< C and I ψ" |< C are also satisfied. For small h > 0 let (-00, oo), and hφ(h**) = 1 -A** when (a, b) = (0,1), provided A* and A** are finite, respectively. After these preliminaries we define, for small t (see (2.2)): we can now define for small t, say 0 < t < t 0 , our moduli of smoothness: (a, b) with K x independent of f and t. We show the existence of a function/ for which
provided / is sufficiently small (here K is independent of/and /).
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We may suppose 0 < t < 1/8. For the function
and a simple calculation shows that, with φ = φ(x),
Hence, using the fact that for {C x tψ < x < 7/8 and sufficiently small we have, by φ(
we obtain from Minkowski's inequality 
* \\Ψ //ΊL
where -2f(x + uφ) + 2f(x -uφ)) dul \
Let g E L^O, 1) be a function the derivative of which is locally absolutely continuous with
where we used the fact that for the substitution p = x + uφ(x) we have
when |w|<r, | >x>(C,O* and r is small enough. Also, for small ί, I >x > (C,/)* and|ϋ|< tφ, we have
and, hence, by Taylor's formula,
where M(g; x) denotes the maximal function of g. This and the maximal inequality give, for 1 < p < oo and small t,
For/> = 1,
and so, by Taylor's formula, where at the last step we used (2.8). By (2.7), (2.9) and (2.10)
Taking on the right side the infimum over all possible g, we obtain
for all sufficiently small /, and (2.5) has been verified. 
(let/,(x) = 0 for I < Λ: < 1), then from (2.5) and (2.11) we obtain (using . If φ(x)/x is bounded as x -> oc then /z** = oc for small h and the proof of (I)(a) holds here also (even /* need not be used). If, moreover, φ(x)/x -> oo as x -> oo then A** < oo for all h. By the method of (I)(a) it can be proved that t and since we also have the proof can be completed as above.
The case (a,b) -{-oo,oc) can be treated similarly. We now turn to the proof of ω(/, /) < KK(t 2 , /). 
, 0 < Ω< 3 -)(/-gt , t) + o^)( & , r)
and the proof is complete.
In applications it will be important to supplement Theorem 1 with an estimate of K(t Let
\\φ 2 g"\\ LP((CιtrJ/S) )
be the incomplete AΓ-functional. By the proof of Theorem 1
(see (2.6)-(2.7)) and, since
x -tψ(x) > (C,/)* -^-
(the last inequality comes from (2.4)), we obtain, as in the proof of Theorem 1,
B(f) < \2C 3 A p Cϊ l (\\f-g
and, together with this,
B(f) < p
This and (2.14) yield (see also (2.2)) K*{t\ f) * Kυ{t) + \κ*\\£f, f
where we used the fact that K*(t 9 /) < ||/|| L^ for all t. 
Kv(t).
Iterating this and taking into account that/E L p (a, b) implies w(t/2 n ) = o(\) (n -* oo), we obtain and the proof is over.
As a first application let us consider the Kantorovich polynomials
KJ(x)= Σ where
These can be used to approximate a function/ G L p (0 9 l)(l</?<oo)in the L^-norm and the saturation properties of this approximation were settled by Maier [9, 10] and Riemenschneider [12] . It has been an open problem for some years to characterize those functions / for which \\K n f-f\\ L P = O{n~a) (0 < a < 1) (see [2, 3, 4, 5, 7] ). We solved this characterization problem in [18, 19] and now we give a somewhat different characterization by the aid of Theorem 1. This new approach can be applied to other operators (see the subsequent sections) and it treats the cases p = 1 and p > 1 simultaneously (our earlier method was very different in these two cases, compare [18] and [19] ).
Letφ
Then D C L*(0,1) is a linear dense set and where at the last step we also used the Hardy inequality (2.13). Since h G 1^(0,1) and (support h) C (0, 3/4) was arbitrary, (3.7) yields
by which (3.6) is proved. Now let be the nth Bernstein polynomial of/. By (3.6) and Jensen's inequality (put
where we used the equality
Hence it is enough to prove that for/ G 2) we have
\\BJ-f\\ p^* \\Sf\\ p .
By Taylor's formula 4. Generalizations. The method of the previous section solves the characterization problem for more "wild" operators than the "regular" Kantorovich ones; furthermore it enables us to give general direct and indirect estimates for the order of Kantorovich approximation (cf. Proof. Again we prove only (5.1) \\s;f -/ll,^f \\Sf\\ p (see also [17] ). Using Stein's inequality ( [13] )
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.oo) ^ K)/\\g\\p\\g"\\ P t he inequality \\f'\\ p ^ ^115/1^ can be shown as the analogue (3.6) in §3. This reduces (5.1) to (see also §3), the proof of which coincides with that of (3. Proof. We follow the arguments of the previous points. Since the analogues of (3.3) and (3.4) for the operators V* can be proved easily (the computations are very similar to those in [17, 18] -see also [16] then we obtain the bound
for the left side of (6.2), which already proves (6.2) because ||/|| L i (0 oo) -\\Sf\\ x .
In (6.3) x > 2k/n, hence We have proved (6.3) and, together with this, also Theorem 6. In the first three cases we can identify B with the subspace of C(α, b) consisting of functions having limit at a and ft, at a, and at ft, respectively. This enables us to work on {a, ft).
We keep the notations and simplifications introduced in §2. In the continuous case we need one more assumption on φ: if b = oo and ]ίm x _ o0 φ(x)/x = oo, then there is a γ > 1 such that φ(x)/x y /Όo in a neighborhood of b -oo (naturally a similar condition must hold around -oo when a = -oo).
For/ e B let 
