ABSTRACT
I. INTRODUCTION
18 F-FDG-PET has had significant success in diagnosis and staging of lung cancer due to its high sensitivity and specificity 1 . It has more recently been indicated as a means to aid gross tumor volume (GTV) delineation. However, the exact correspondence of FDG-PET uptake to histology from lung tissue specimens is difficult to establish 2 , and thus the ability of FDG-PET images to image the full spread of malignant cells is still unclear. Nevertheless some groups have reported 3, 4 considerable benefit of PET imaging over CT alone for the precision of GTV delineation in interobserver investigations, largely due to non-inclusion of collapsed lung in the GTV.
Several groups have developed methods for GTV segmentation from PET images [5] [6] [7] [8] [9] [10] [11] .
The thresholding techniques involve using a calibration curve of appropriate threshold for full volume-recovery as a function of source-to-background 6, 9 , or contrast-tobackground 11 , generated by a sphere phantom. Volume segmentation meets additional 3 problems in lung-cancer-PET images due to tumor motion during the long-data acquisition times.
Respiratory gating of PET acquisitions (4DPET) in lung cancer has been proposed as a method for reducing motion-blurring. 4DPET has received considerable attention in the literature with several groups documenting its implementation and potential limitations [12] [13] [14] [15] [16] [17] [18] [19] [20] . Limitations include the coregistration of a 4DPET frame to an appropriate CT attenuation-corrected image 16, 21, 22 , irregular breathing causing misregistration of data over extended acquisition times 13, 18 , correlation of respiratory surrogate signals to internal motion 23 and decreased signal-to-noise levels in image frames containing a fraction of the image data 24 . To improve the latter methods have been proposed to increase the signal-to-noise ratio by elastically transforming raw image data onto a reference frame using prior knowledge of the motion field 25 . This seems a promising solution but this method has hitherto only been tested on idealized phantom data and is still in the research domain.
A different paradigm has been suggested for treatment planning based on the premise that tumors are not homogeneous in function. Treatment plans, rather than concentrating on a single volume irradiated uniformly, have an inhomogeneous dose distribution according to intra-tumoral differences in radiosensitivity and tumor burden with biological image guidance [26] [27] [28] (dose-painting). Strategies for optimization and evaluation of treatment plans with explicitly inhomogeneous dose distributions using radiobiological objectives have been given in various publications [28] [29] [30] [31] [32] [33] [34] [35] . Several groups have investigated the technical feasibility of this approach [36] [37] [38] [39] [40] in planning studies. However, dose painting with biological images requires accurate quantitation of function across the tumor. Since quantitation on the voxel level is known to be challenging in PET imaging, due to partial-volume effect, motionblurring, incorrect CT attenuation correction and image noise, this approach must be further validated before application to patients. The relative impact of each source of PET image artifact on image-guided dose-painting has not been systematically performed.
The goal of this study is to assess the feasibility of using 4D PET images for dose painting in lung cancer. Sets of experiments are presented using a human torso phantom. The phantom contained clinically realistic 18 F activity concentrations in a moving lung 'tumor' insert and the background volume. 4D images were generated by phase-binning the respiratory-encoded list-mode data. The impact of artifacts on 4 dose painting was assessed for two different sphere-to-background ratios. This included the effects of residual motion within a phase bin, misregistration of CT data used for attenuation correction and poor count statistics. As a comparative measurement, tumor control probability (TCP), which is the probability that no clonogenic tumor cell remains after a given dose of radiation, was calculated for all artifactual or variable-noise cases. This was done by assigning a biological property, clonogenic cell density, to image voxels. While FDG-PET image values are not likely to directly correlate to clonogenic cell density alone, we used the assumption as a way of comparing the impact of different artifacts on the estimation of TCP. We shall
show that the artifacts and noise commonly present in PET images do not alter the TCP significantly.
II. MATERIALS AND METHODS

II.A. Image Data Acquisition
All data presented were acquired using a torso-shaped phantom 41 . It contained a tumor-shaped (spheroidal) bottle (diameter 40 mm, volume 30 cm 3 ) and air cavities for lungs. The tumor-shaped bottle was deliberately designed to be aberrant from a regular sphere so that it was more representative of a lung tumor (see Figure 1b) . The air cavities were contained within a sealed torso-shaped cylinder (see Figure 1a ). Both the spheroidal tumor-shaped bottle and the torso-shaped cylinder were filled with solutions of 18 FDG at different concentrations. Two sphere-to-cylinder (or sphere-tobackground, S/B) ratios were investigated: 3 and 10. These values were chosen since a S/B = 3 represents the limit of contrast below which the tumor would be obscured by background noise, and S/B = 10 is a likely contrast surveyed from patient data.
The sphere activity concentrations were 9 kBq cm -3 and 16 kBq cm -3 respectively.
The second activity concentration was measured to give a S/B = 10 with the background having decayed in the phantom since the first phantom set-up with S/B = 3.
The scanner used was a Philips Gemini GS PET/CT system. This consists of a modified Allegro 3D PET camera in line with an Mx8000 EXP Dual-Slice CT Imaging System. The Allegro PET camera is a fully 3D system (no septa) with 576 mm and 180 mm transaxial and axial fields-of-view respectively. A 409-665 keV 5 energy window was used and the acquisition time was 15 min for a single bed position. The list-mode data were subsequently rebinned into sinograms that were corrected for randoms. They were corrected for scatter using the Philips Single Scatter
Simulation algorithm 42 and reconstructed onto a 144x144 image voxel grid with 4mm slices using a fully 3D iterative reconstruction algorithm (3D-RAMLA). The reconstruction protocol used for all image reconstructions had a 'blob' radius (Besselfunction shaped basis functions) of 2.5 pixels, relaxation parameter of 0.045 and one iteration.
To investigate residual motion the tumor oscillated in a one-dimensional trajectory with a cos 4 θ shape 43 . Two different amplitudes of motion were tested at 20 and 25
mm. An acquisition with the sphere stationary was also performed as a control. The phantom signaled to the PET system via the cardiac gating interface at the start of each oscillation by generating a gating pulse (TTL). This simulated a gate signal being produced at the start of 'inhale' and thus Phase 1 corresponded to the 'start inhale' phase (see §II.B). The gating pulses detected by the system at the cardiac gate interface were written into the list-mode data during the PET emission acquisitions.
After image data resorting, the rebinned sinograms were reconstructed and CTAC was performed using an attenuation correction image recorded for a stationary 'tumor' at centered at the mean position of the pertinent phase.
For the CT attenuation correction artifact investigation, several low-dose CT scans (120 kVp, 50 mAs/slice) were acquired at the same table position while the sphere was shifted in its axial position between scans. The displacements ranged up to the maximum translation of 22 mm at 4 mm intervals. The sphere was stationary during the CT scan.
An in-house listmode sorter was developed in IDL (ITT Visual Information Solutions). The sorter read in the original list-mode file and used the timing information of the coincident counts relative to the gating pulses to re-sort the counts contained in the list. This enabled 1) the number of events sorted from the original listmode file to be varied, to produce shorter list-mode files with fewer counts as in the count statistics investigation, and/or 2) the number of phase bins to be varied, so lists corresponding to different time lengths of the oscillation could be produced.
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II.B. Image Data Post-processing
The data were reprocessed to perform investigations of different artifacts.
(a) Count statistics investigation
When list-mode data are phase-binned, the count statistics will necessarily be reduced in each image that represents a different phase of the respiratory cycle (or oscillation in the present study). To investigate this effect list-mode data were acquired from a stationary sphere in a 16-minute acquisition in which trigger pulses were generated at regular intervals. Using the in-house developed list-mode sorter ( §II.A) the list-mode data were retrospectively re-sorted into smaller list-mode sections using the trigger pulses as references. This enabled the single 16 min listmode data (for each S/B) acquisition to serve as a 'parent' listmode file that could be used to generate a family of smaller listmode files with fewer count statistics. The smaller list-mode files that contained a range of count statistics between 2 -25 Mcounts for S/B = 3, and 1 -10
Mcounts for S/B = 10. Images were reconstructed using a CT image for attenuation correction in which the sphere was stationary in the same position as for the PET emission acquisition.
(b) Residual motion investigation
For a moving object, residual motion will inevitably be present in some phase bins, depending on the motion trajectory and the number of phase bins into which the respiratory cycle is split. To investigate this, list-mode data from a moving sphere (for which the acquisition was described previously) were sorted into a variable number of phase bins (2) (3) (4) (5) . This enabled images to be reconstructed with a range of known 
(d) Replicate image generation for error analysis
To estimate the uncertainties in each of the 3 investigations, repeat images were generated by splitting the original list-mode data into equal and consecutive time lengths generating 2-6 replicate list-mode data files per artifact level.
For the count statistics investigation all replicates at all levels of count statistics were corrected with a CTAC image for which the sphere was stationary at the start position of the oscillation, matching the stationary position of the spheroid in the PET acquisition.
For the residual motion series, each replicate list-mode file was re-sorted to perform phase binning, and then the selected phase (e.g. phase 1 of 3 bins) reconstructed into an image (with the appropriate CTAC image for the spheroid mean position in the phase of the oscillation, as described previously). Each replicate list-mode file after phase-binning for all residual motion levels contained the same level of count statistics.
For the CTAC misalignment series 3 replicate listmode files were produced for each contrast acquisition (i.e. S/B = 3 and 10) for which the sphere was stationary. Each replicate list file had the same count statistics. Then each replicate was corrected with a CTAC image that had a given mismatch relative to the PET acquisition sphere 8 position. This was repeated for all 5 CTAC images acquired with a range of mismatch.
II.C. Image analysis
To quantify the noise present in the series of sphere images that were reconstructed from sinograms with differing count statistics, a volume of interest (VOI) This normalization is implicit in 'voxel intensity' (I) used throughout to assign clonogenic cell density.
Since the maximum voxel value is heavily influenced by noise in the image, a 'smoothed maximum' image value was calculated by finding the voxels greater than or equal to 90% of the absolute maximum image voxel, and then calculating the mean of these voxel values. This value is subsequently referred to as the image maximum value, I max . The important threshold levels for the subsequent TCP analysis were 70%
and 30% of I max . The 70% of the I max threshold level was chosen arbitrarily to illustrate the effects of uncertainty when defining a volume of increased uptake for dose-boosting. On inspection of the images it was found to cover roughly half of the 9 volume of the uniform-activity concentration sphere in the lowest artifact image. The 30% of I max threshold level was found for the S/B=10 image with 3 Mcounts (C.V~0.01) to yield the true volume of the sphere.
II.D. Radiobiological evaluation of segmented images
To evaluate the impact of image artifacts on biological treatment planning with PET images, the PET voxel values were used to infer a biological parameter. For the purposes of this study we use clonogenic cell density, since FDG uptake has been linked to the cell density in some studies [44] [45] [46] . The ensemble of voxels making up the sphere image was designated the 'tumor'. Four maps of clonogenic cell density were generated per image at the same resolution as the PET image using four sets of rules.
These represented a range of planning strategies that may be attempted while making use of biological signal from PET images (see §II.E for further details).
The tumor control probability (TCP) for a uniform irradiation of the apparent 'tumor'
was calculated for each of the error-prone images. This study therefore highlighted the errors in TCP that would be found simply due to artifactual variation in voxel values to which a biological significance is attached, for an ideal treatment plan. A uniform irradiation also ensured the integral dose stayed constant for all of the planning scenarios used in this investigation. The mechanistic Poisson-linearquadratic radiobiological model with a Gaussian spread of radiosensitivity parameter , representing the patient-population average of radiosensitivity, was used to predict dose-response 30 . The parameters used in the model were chosen for a typical lung tumor 47 and are given in Table 1 . Briefly, the method involved calculating TCP for each voxel for a given and then finding the total TCP for the image under investigation (for a given artifact and a given S/B) by multiplication of the TCPs of all constituent voxels. This was then repeated for all i values within 2 standard deviations of the mean , and the total TCP derived from the image found by a weighted average of all of the total image TCPs for given i , with weighting factors determined by the normal distribution. The TCPs were evaluated for a range of total doses (delivered in 2 Gy fractions) for each image artifact, S/B combination and for each given set of planning rules. Plots were generated of TCP against the level of artifact for each case and each set of planning-rules (see §II.E) for a dose that gave 50% tumor response.
II.E. Treatment planning rules/assumptions concerning clonogenic cell density
All modeling examples were carried out using images of the 'tumor'. Baseline clonogenic cell density values were proposed based on estimated values from literature of 10 7 cm -3 30,48 . Four image-driven planning models were considered for this analysis and are outlined below and in Figure 3 . Clonogenic cell density values were assigned to 'tumor' background-normalized voxel intensity (see §II.C). These were compared to a ground truth case for which the known uniform activity volume was assigned a single clonogenic cell density. The 'tumor' volume was segmented at the 30% I max , I 30 , in all 4 planning models. This threshold level had previously been found to render the correct 'tumor' volume for the high-quality image case for our imaging system and with this phantom set-up. The 70% I max , I 70 , was chosen to represent the 'average' intensity across the 'tumor', and was assigned a clonogenic cell density according to Equation (1).
II.E.1. Ground truth case
The 'tumor' was filled with known uniform activity concentrations, and so the "true"
clonogenic cell density was, by definition, uniform within the tumor and zero elsewhere. The 'true' volume of the tumor was also known from measurement. For the case of the 'tumor' with a S/B = 10, a maximum clonogen density of 10 8 cm -3 was used, based on the assumption that subvolumes of the tumor with a ten-fold increase in 18 FDG uptake had a factor of ten more clonogens than the rest of the tumor. For the case of the tumor with a S/B = 3, a max of 3×10 7 cm -3 was used. This ensures that max reflects the different absolute measured activity concentration in the tumor in the two different S/B cases.
II.E.2. Planning assumptions for image-driven cases
Model 1 (see Figure 3 (1) ): Uniform clonogenic cell density. Each voxel in the 'tumor' volume was assigned the same clonogenic cell density, repr,i , which was calculated using Equation (1) using the 0.7×I max,i value for the given image case (I 70,i ). (2) ): Two levels of clonogenic cell density were assigned to voxels within given intensity ranges, and thus assumed that there was a subvolume of the 'tumor' that had a higher cell density. Voxels with I > I 70 were assigned a maximum cell density and voxels with I < I 70 . were assigned , repr,i, , as in Case 1 for S/B case i.
In the S/B=10 case the higher-intensity voxels were assigned max = 10 8 cm -3 , and in the S/B=3 case in higher-intensity voxel value range were assigned a cell density scaled by the ratio of I max for the highest quality images in the S/B=3 and S/B=10
cases. Figure 3 (3) ): Clonogenic cell density was assigned on a voxel-wise basis, and thus assumed that the voxel value was linearly proportional to the underlying cell density. The cell density per voxel was calculated according to Equation (2) . 
Model 3 ((see
II.F. Error analysis
The error in boost volume segmented using thresholding at the 70% I max (I 70 ) level in Models 2 and 4 was evaluated, since this had an impact on the number of voxels assigned to the highest clonogenic cell densities in Models 2, 3 and 4. The standard error (standard deviation / √number of replicates) in volume thresholded over all of the replicates for a given artifact level was used to estimate the error.
To test the difference in volume thresholded at the I 70 level between images that had a given level of artifact and minimal artifact, the mean and standard deviation of the volumes were used in the 1-sided t-test. The results were assigned statistical significance if the probability that sample means were the same was <0.05. 
III. RESULTS
III.A. Comparison of different sources of artifact
TCP differences were used to compare the impact of the artifact on the TCP precision.
Since the differences were small the maximum differences found were reported (see Table 2 ). 'best-to-worst case' measurements were a comparison of TCP calculated for images in which the artifact present was minimal (best case) and maximal (worst case). 'Ground-truth-to-best case' measurements were a comparison of TCP calculated for the 'ground truth' and the images in which the artifact present was minimal. It thus gave a measure of how the image formation process under the best imaging conditions introduced inaccuracies in the image quantitation that impacted on the TCP when applying the different planning models.
(a) Count statistics
The lower count statistics images were less intense and lost edge definition compared to the higher statistics images (Figure 7 (a), top row). It was found that the S/B = 3 13 contrast case required higher count statistics than the S/B =10 case to achieve a similar noise level. I 70 is particularly pertinent in the TCP analysis of Model 2 and 4, as it is used to delineate the boost volume. Smaller volumes were thresholded at the I 70 level as the count statistics decreased (Table 3) . Furthermore, there was a steeper fall off in volume thresholded at I 70 with reducing count statistics or increasing coefficient of variation (C.V) at S/B =3 than at S/B = 10 (see Figure 8(a) ). TCP was found to increase slowly with increasing C.V. in Models 2, 3 and 4 for both contrast cases (see Figure 4 ). For Model 2 the 'best-to-worst case' TCP differences for S/B=3
and 10 were 0.011 (2.2%) and 0.008 (1.7%) respectively (see Table 2 ) demonstrating that the S/B = 3 images had a higher sensitivity to noise due to reduced count statistics. Consequently, larger differences were detected for thresholding at I 70 with increasing residual motion at S/B = 10 compared to S/B = 3 ( Figure 8(b) ). For residual motion displacements < 18mm at S/B = 3 the difference in volume thresholded at I 70 was not statistically significant (t-test p < 0.05), whereas for the S/B = 10 case significant differences in I 70 volume were found for displacements > 12 mm (see Table 4 ).
While differences in volume were detectable in the levels of artifact detailed above, Table 5 containing results of t-test for statistical significance). Also the lower contrast case was more strongly affected by the CTAC error than the higher contrast case, with significant differences in I 70 found for d mis >8mm. (Table 2) which was comparable to the TCP differences found for the count statistics investigation.
III.B. Comparison of the 'best-to-worst case' image calculations and 'ground truth' TCP calculation
Planning Model 3 assigns clonogenic cell density level on a voxel-wise basis, including voxels on the periphery of the object subject to the partial volume effect (PVE). Thus, making a comparison of the 'ground truth-to-best case' and 'best-toworst case' TCP differences for each artifact compares the differences in the image precision due to the PVE with those due to the artifact being investigated (noise, CTAC, motion). The 'ground truth-to-best case' TCP differences for Model 3 were 5.9% and 7.9% for S/B = 3 and 10 respectively. For the count statistics series the 'best-to-worst case' TCP difference with Model 3 was 3.4% and 2.4% for S/B= 3 and 10 at a C.V. = 0.23 and 0.13 respectively. This shows that the effect of noise on TCP calculation was weaker than the PVE. For CTAC image misalignment the 'best to worse case' TCP difference for Model 3 was 2.7% and 3.2% for S/B = 3 and 10 respectively, which again shows that the maximum effect of CTAC misalignment on TCP outcome was weaker that the impact of the partial volume effect. Similarly, the 15 results also showed that the motion-blurring artifact was much less significant than the PVE.
IV. DISCUSSION
In the present study the assignment of voxel values to a radio-biological property was used to assess the robustness of PET imaging in the guidance of radiobiological treatment planning. To our knowledge, this has not been previously reported. Four types of work-up to a 'dose-painting' style approach were proposed where clonogenic cell density was assigned to image voxels depending on the voxel intensity in varying complexity. TCP calculations were performed on clonogenic cell distributions derived from images containing a range of artifacts. The relative errors in TCP derived from images with a range of artifact levels and sources were compared. The investigations reported here cover the range of artifacts likely to occur in patient images.
IV.A. Comparison of different sources of artifact (a) Count statistics
By using a phantom emulating realistic lung-patient scatter conditions with clinically relevant 18 F activity concentrations, noise propagation from tomographic projections to reconstructed images should also be clinically relevant. It was found that images became less intense and had less distinct edges as noise increased with fewer and fewer counts in the reconstruction. From inspecting Figure 4 it was found that 0. multiplied by the number of gated frames required to sufficiently reduce the motion artifact. Given the results from the residual motion investigation, which showed that motion-blurring artifacts were not a dominant effect for medium-sized tumors (~30 cm 3 ), priority should be given to acquiring sufficient count statistics to achieve the best image possible, as opposed to increasing the number of gated frames, especially at low contrast.
(b) Residual motion
The image became elongated and less intense as the residual motion within a phase bin increased. The distribution of voxel values shifted downwards in the higher 17 motion cases as well as the volume being smeared out in the direction of motion. This was shown in the statistical analysis of the volume thresholded at I 70 where, for the higher contrast case, the volume reduced significantly for residual motion > 11 mm (p < 0.05) compared to that with no artifact. For the lower contrast case, significant differences were found between images with no artifact and images with artifacts produced by residual motion > 18mm. This was not reflected by the TCP differences calculated in Models 1, 2 and 4. Significant differences in TCP (above error margins)
were found with Model 3 at motion > 18mm for the higher contrast case only (maximum difference of 1.7%).
There could be several reasons for the lower-than-expected impact of motion on the images. Firstly, since a cos 4 trajectory representative of a lung-cancer-patient breathing pattern (Lujan et al 43 ) was used, it contained a 'rest' period in which the spheroid did not move significantly, at the start and end of the oscillation.
Consequently, for these phases (e.g. phase 1 of 2 bins) the counts forming the image have a significant proportion originating from time points when the spheroid was at rest. Translating this to the patient setting, if the end-expire or start-inspire phase is used for planning guidance, the residual motion, including the effect of 'rest' time, will only have a small impact on the voxel value distribution.
Secondly, the CT attenuation correction image was captured for a stationary sphere at the mean position of the oscillation due to CT scanner limitations. Thus voxels into which the sphere moved from its mean position along its trajectory would not have been corrected by matched attenuation correction information. The attenuation coefficient pertaining to these voxels would be for a lower density (air) and thus inadequate correction would have been applied, resulting in artificially lower voxel intensities. This meant that the result of thresholding at the 30% of image maximum was less likely to pick up the excursion of the object due to residual motion.
Thirdly, motion-blurring has also been found in the literature to be a more dominant effect for smaller spheres at a given amplitude 49 since it is the relative magnitude of the motion amplitude compared to the tumor diameter which governs the degree of blurring. Nevertheless, the size of spheroid used to simulate a tumor in the present study was 40 mm in maximum diameter and thus was of a comparable size to stage T3 (AJCC staging guidelines) lung tumors found in the clinic. Medium-to-large-sized tumors are more pertinent to this study since these are the ones which may contain inhomogeneous subvolumes benefiting from a dose-painting approach. The maximum 18 amplitude studied here is similar to the maximum amplitude of mobile tumors found in the clinic 50 .Thus the magnitude of artifact found for this particular spheroid and its impact on the TCP end-point is highly relevant to that which may be encountered when performing IMRT planning with PET image guidance.
(c) CT attenuation correction (CTAC) error
Attenuation-correcting a PET image with a CT image for which the "tumor" was in a Boosting values containing noise decreased the signal-to-noise ratio and thus may cause the object edge to be difficult to pick out from the noise, especially in lower contrast images. In the present study, the air background did not contain activity, whereas in the patient case, lungs would be perfused with a low blood concentration of 18 F-FDG. As a result background counts in the present study are likely to be lower than the patient case. However the air background has a lower density than lung tissue and thus the CTAC factor will be higher for the air density voxels compared to the 19 lung-density voxels. This may have led to an exaggerated effect in the present investigation.
IV.B. Comparison of planning models
The differences in TCP precision between the planning models were subtle. Model 1, where all voxels with I > I 30 were given the same clonogenic cell density, was the least sensitive to noise and artifacts, as expected, since this case simply depends on the placement of the thresholded edge of the object. Model 1 was the safest approach since it implicitly assumes that the imaging system cannot supply sufficiently quantitative images to define accurate contours of increased uptake, and so all voxels are assigned an "average" clonogenic cell density. However the TCP overestimations differences, suggested that the PVE causes 4 -8% error in absolute TCP, depending on the number of clonogenic cell density levels allowed in tumor subvolumes. Error margins should be considered if the absolute TCP is required.
TCP differences found in this modeling study were small compared TCP differences that may be found due to the expected range in the magnitude of clonogenic cell density and intrinsic radiosensitivity (represented by α) between tumors. The magnitude of clonogenic cell density is not precisely known and estimates ranging from 10 6 cm -3 -10 7 cm -3 have been used in literature 30, 48 . α has also been found to vary between lung cancer cell lines, and for non-small cell lung cancers the range was found to be 0.18 -0.89 Gy -1 in vitro 47 . With dose of 44 Gy (as given in the present study) the TCP would range between 1.0 -0.1 respectively for this range of α.
Compared to this range of TCP, due to possible range of α, the TCP differences found in the present study (<0.08) is small.
The choice of threshold level to be I 70 for the boost volume in Models 2 and 4 was arbitrary in the design of the models discussed in the present study. This threshold level was used to identify a subvolume containing the highest signal voxels. Use of a different threshold level at > 70% I max may be expected to change the results found in the present study. This was investigated separately but is not reported here. The maximum threshold that could be sensibly used to threshold the high intensity voxels was 90% I max (I 90 ). While the difference in volume between thresholded at I 70 and I 90 was large (8-10 cm 3 ), the volume had a similar decreasing trend with artifact level.
While the total TCP per image case was ~1% higher (due to a lower initial clonogen number), the 'best-to-worst case' differences in TCP did not change by more than 0.7% between TCP calculated in Model 2 utilizing the I 70 or I 90 threshold. This shows that the modeling methods used to evaluate artifact impact on TCP are not sensitive to choice of threshold level.
Out of the four the planning models used in the present study for assignment of clonogenic cell density, only methods similar to Model 2 have been planned and delivered in patient cases reported in the literature 51, 52 . This is probably due to the knowledge that quantitative PET has its limitations and it is only justifiable to use the 21 simplest image-guidance method conceivable. The voxel-wise assignment in Model 3 has to our knowledge only been performed in two treatment planning studies 36, 38 to assess the dosimetric feasibility of the technique. The impact of artifact was not considered in these studies, and the results of the present study should help to inform the best practice for use of PET images in IMRT treatment planning in clinical cases.
To summarize, the investigations reported here show that the range of artifacts likely to occur in patient images only produce small differences in TCP as a function of clonogenic cell density, and so the impact would be small when using TCP in a biological objective function used to optimize plans in inverse-planning techniques.
However, all of the artifacts investigated had a strong influence on the size and contour of the high-intensity voxel volume for their clinically-plausible maximum artifact level. Clearly with incorrect delineation resulting in a geographic miss of clonogenic tumor cells, the TCP would be zero. While this was beyond the scope of this paper (i.e. the geographic location of the spheroid image), it should be the topic of further investigations.
IV.C. Limitations
One possible limitation of this study was that a uniform-activity-concentration object was employed to generate biological images, whereas in the end-application of this technique tumors will have variable intra-tumoral radiosensitivity or tumor burden as evidenced by variable image voxel intensity. In a tumor, subvolumes with higher uptake that are sized below 3 times the image resolution (3 × ~7 mm) would be subject to the PVE, and this effect would render them indistinguishable from larger volumes of a relatively lower uptake not subject to the PVE. If the rules applied in model 4 were applied to this scenario, then the smaller, higher-uptake subvolumes, giving a lower image intensity (< 70% of the maximum image intensity), would be assigned an artificially low radiosensitivity and thus not dose-boosted appropriately.
Nevertheless, the impact of artifactual variation in voxel intensity could be evaluated in the present study based on the simplest ground truth case. Thus, the findings here are relevant when considering how much a TCP calculation may be in error due to known PET imaging limitations, without the complex interaction of the sources of error with a variable activity concentration ground truth.
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A further limitation is that differences in FDG uptake are likely to be caused by a complex combination of biological changes in the cell environment resulting in changes in the rate of metabolism of glucose [53] [54] [55] [56] . Other possible indications are hypoxia and increased proliferation, which will be the subject of future investigation.
Hypoxia may result in larger differences in TCP between best-to-worst case images, since oxygenation modifies radiosensitivity by up to a factor of 3. Nevertheless, a linear relationship between image intensity and clonogenic cell density is a good first approximation to evaluate the imprecision of TCP calculations that may result from treatment planning with PET images.
Finally, it was assumed that the radiation field covered all of the thresholded volume at I 30. Further work should include an evaluation of the penalty in TCP due to imprecision of the spatial position of the tumor relative to a prescribed treatment field.
V. CONCLUSION
This study considered artifacts in 4D respiratory-correlated PET images due to i) poor count statistics, ii) mis-registration of the attenuation correction CT image and iii) residual motion within a phase bin. The effects of these artifacts on radiotherapy planning with biological objectives were quantified by calculating TCP assuming a varying clonogenic cell density. While the relative effects of these artifacts were small, the partial volume effect produced large absolute differences in TCP from the ground truth calculation (up to 8%), which suggests that this approach should not be used without making steps to reduce this artifact.
Poor count statistics and CT attenuation correction image mismatch are likely to be the dominant sources TCP error, while residual motion at tumor sizes that may benefit from dose-painting led to negligible TCP differences. In terms of the impact of artifact on the volume of the high intensity compartment, amplitudes greater than a third of the tumor diameter were shown to reduce this volume. CT attenuation correction artifacts also led to significant differences in high-voxel-value compartment volume for misalignment between PET and CT greater than a third of the tumor diameter. Assigning clonogenic cell density on a voxel-by-voxel basis (Model 3) gave the largest TCP difference (out of all of the models), and this was 3.2% between images with severe CTAC artifact and minimal artifact and 3.2% 23 between images with low and high noise (3.2%). This difference is small compared TCP differences that may be found due to the expected range in the magnitude of clonogenic cell density and intrinsic radiosensitivity between tumors.
Overall, the impact of image artifacts on TCP (with variable clonogenic cell density) was small. However, techniques involving a voxel-by-voxel parameter assignment
give large errors in TCP due to the partial volume effect. Based on these results, we believe that simple techniques of biologically-guided radiotherapy planning with PET image guidance for lung cancer should be feasible with the current clinically achievable image quality.
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