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Algebraic independence of certain Mahler numbers
Keijo Va¨a¨na¨nen
Abstract : In this note we prove algebraic independence results for the values of a special class
Mahler functions. In particular, the generating functions of Thue-Morse, regular paperfolding
and Cantor sequences belong to this class, and we obtain the algebraic independence of the
values of these functions at every non-zero algebraic point in the open unit disk. The proof
uses results on Mahler’s method.
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1. Introduction and results
In the present paper we are interested in the values of special degree 1 Mahler functions F (z)
satisfying a functional equation of the form
p(z) + p0(z)F (z) + p1(z)F (z
d) = 0,
where d ≥ 2 is an integer and p(z), p0(z), p1(z) are polynomials satisfying p0(z)p1(z) 6= 0. The
values F (1/b) with integers b ≥ 2 are called Mahler numbers. The arithmetic properties of
such numbers has been an active research area in last years. In a remarkable work Bugeaud
[1] proved that the irrationality exponent of the Thue-Morse-Mahler numbers fTMM (1/b)
equals 2, here
fTMM(z) =
∞∑
n=0
tnz
n,
and (tn) is the famous Thue-Morse sequence defined recursively by t0 = 0, t2n = tn, t2n+1 =
1− tn (n ≥ 0). Then similar results were proved by Coons [3] for the values of the functions
G(z) =
∞∑
n=0
z2
n
1− z2
n , F (z) =
∞∑
n=0
z2
n
1 + z2
n ,
and by Guo, Wen and Wu [5] and Wen and Wu [10] for the values of
fRPF (z) =
∞∑
n=0
unz
n, fC(z) =
∞∑
n=0
vnz
n,
respectively, where (un) is the regular paperfolding sequence defined by u4n = 1, u4n+2 =
0, u2n+1 = un (n ≥ 0) and (vn) is the Cantor sequence on {0, 1} such that vn = 1 (n ≥ 0) if
and only if the ternary expansion of n does not contain the digit 1. For a unified expression of
these (and other) results we refer to [2]. It is also well-known that all these functions obtain
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transcendental values at every non-zero algebraic point in the open unit disk D. Here our aim
is to consider the algebraic independence of these special Mahler numbers.
Theorem 1. For every non-zero algebraic α ∈ D the numbers fTMM(α), fRPF (α) and
G(α) are algebraically independent over Q. The same holds if we replace G(α) by F (α).
Corollary 1. For every integer b ≥ 2, the three numbers
fTMM(
1
b
), fRPF (
1
b
),
∞∑
n=0
1
b2n + 1
are algebraically independent over Q.
Note that if b = 2, then the latest number above is the reciprocal sum of Fermat numbers.
Theorem 1 is obtained from the following more general result. To introduce this, let d ≥ 2
be a fixed integer, and denote
(1) Td(z) =
∞∏
n=0
(1− zd
n
), Ud(z) =
∞∏
n=0
(1 + z2d
n
),
Gd,j(z) =
∞∑
n=0
zd
n
1− zdn+j
, j ∈ N0 := {0, 1, 2, . . .}.
Then we have
Theorem 2. Let α ∈ D \{0} be an algebraic number. Then the numbers T2(α) and
G2,j(α), j ∈ N0 \{1}, are algebraically independent over Q.
Theorem 3. Let α ∈ D \ {0} be an algebraic number. If d ≥ 3, then the numbers
Td(α), Ud(α) and Gd,j(α), j ∈ N0, are algebraically independent over Q.
Since
T2(z) =
1
1− z
− 2fTMM (z)
and
G2,2(z) = zfRPF (z),
see [2], Theorem 2 implies Theorem 1.
Theorem 4. Let α ∈ D \{0} be an algebraic number. Then the numbers
(2) Td(α), U3(α), G3,1(α), Gd,j(α), d = 2, 3; j ∈ N0 \{1},
are algebraically independent over Q.
Since U3(z) = fC(z), we immediately obtain the following
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Corollary 2. Let α ∈ D\{0} be an algebraic number. Then the numbers fTMM (α), fRPF (α), F (α)
and fC(α) are algebraically independent over Q. In particular, for every integer b ≥ 2, the
four numbers
fTMM (
1
b
), fRPF (
1
b
),
∞∑
n=0
1
b2n + 1
, fC(
1
b
)
are algebraically independent over Q.
To prove Theorems 2, 3 and 4 we consider in Chapter 2 algebraic independence over C(z)
of the functions (1). Then Mahler’s method can be used to prove our theorems in Chapter 3.
2. Algebraic independence of functions
To study algebraic independence of the functions (1) we use the following special case of a
result of Kubota [6] to be found also in Nishioka [8, Theorem 3.5].
Theorem K. Let us assume that fj(z) ∈ C[[z]] \ {0} (j = 0, 1, . . . ,m+ h) converge on D
and satisfy the functional equations
(3) fj(z
d) = a(z)fj(z) + aj(z), j = 0, 1, . . . ,m, fm+i(z
d) = bi(z)fm+i(z), i = 1, . . . , h,
with a(z), aj(z), bi(z) ∈ C(z) \ {0}. Then the functions fj(z) (j = 0, 1, . . . ,m + h) are alge-
braically independent over C(z), if a(z), aj(z) and bi(z) satisfy the following conditions.
(i) If c0, . . . , cm ∈ C are not all zero, then the functional equation
g(zd) = a(z)g(z) −
m∑
j=0
cjaj(z)
does not have a solution g(z) ∈ C(z).
(ii) For any (n1, . . . , nh) ∈ Z
h \ {0} the functional equation
r(zd) = (
h∏
i=1
bi(z)
ni)r(z)
does not have a solution r(z) ∈ C(z) \ {0}.
The functions (1) satisfy functional equations of the form (3), namely
(4) Td(z
d) =
1
1− z
Td(z), Ud(z
d) =
1
1 + z2
Ud(z), Gd,j(z
d) = Gd,j(z)−
z
1− zdj
, j ∈ N0.
Applying Theorem K we prove first
Lemma 1. If d ≥ 3, then the functions (1) are algebraically independent over C(z).
Proof. Assume, against Lemma 1, that there exists an integer m ≥ 1 such that the func-
tions Td(z), Ud(z) and Gd,j(z), 0 ≤ j ≤ m, are algebraically dependent. We shall prove that
these functions satisfy conditions (i) and (ii) of Theorem K and thus obtain a contradiction
with this assumption.
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Let us consider (i) first. Assume that c0, c1, . . . , cm ∈ C are not all zero. If the functional
equation
(5) g(zd) = g(z) −
m∑
j=0
cjz
1− zdj
has a rational solution g(z), then by [9, Lemma 1] we have
g(z) =
A(z)
1− zdm
,
where A(z) is a polynomial. By (5), deg A(z) ≤ dm. Thus there exist c ∈ C and a polynomial
B(z) 6= 0 with deg B(z) < dm such that
g(z) = c+
B(z)
1− zdm
.
Letting z →∞ in (5) we get c = c+ c0, c0 = 0, and
(6)
B(zd)
1− zd
m+1 =
B(z)
1− zdm
−
m∑
j=1
cjz
1− zd
j
.
We use induction to prove that this is not possible.
If m = 1, then (6) is of the form
B(zd)
1− zd2
=
B(z)
1− zd
−
c1z
1− zd
, c1 6= 0,
and so
B(zd) = (B(z)− c1z)(1 + z
d + z2d + · · ·+ z(d−1)d).
By comparing the coefficients of zkd in this equation we get
B(z) = b0(1 + z + · · ·+ z
d−1) = b0
1− zd
1− z
implying
b0 = b0(1 + z + · · ·+ z
d−1)− c1z.
Since d ≥ 3, this leads to a contradiction b0 = c1 = 0.
Assume now that (6) is not possible, if m is replaced by m− 1 ≥ 1. If we denote
B(z) =
dm−1∑
j=0
bjz
j ,
then (6) implies
dm−1∑
j=0
bjz
dj = (
dm−1∑
j=0
bjz
j)(1 + zd
m
+ · · ·+ z(d−1)d
m
)− (1− zd
m+1
)
m∑
j=1
cjz
1− zdj
.
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We compare again the coefficients of zkd in this equation to get b0 = bdm−1 = b2dm−1 = · · · =
b(d−1)dm−1 ; b1 = bdm−1+1 = b2dm−1+1 = · · · = b(d−1)dm−1+1; . . . ; bdm−1−1 = b2dm−1−1 = · · · =
bdm−1, which means that
B(z) = (
dm−1−1∑
j=0
bjz
j)(1 + zd
m−1
+ · · ·+ z(d−1)d
m−1
) =: B1(z)
1− zd
m
1− zdm−1
.
Then, by (6),
B1(z
d)
1− zd
m =
B1(z)
1− zdm−1
−
m∑
j=1
cjz
1− zdj
.
If cm = 0, then we have a contradiction by our induction hypothesis. Therefore we necessarily
have cm 6= 0, and
B1(z
d) = B1(z)(1 + z
dm−1 + · · ·+ z(d−1)d
m−1
)− (1− zd
m
)
m∑
j=1
cjz
1− zdj
.
Repeating the above consideration we get
B1(z) = (
dm−2−1∑
j=0
bjz
j)(1 + zd
m−2
+ · · ·+ z(d−1)d
m−2
) =: B2(z)
1 − zd
m−1
1− zdm−2
.
So we have
B2(z
d)
1− zdm−1
=
B2(z)
1− zdm−2
−
m∑
j=1
cjz
1− zdj
,
where cm 6= 0. By comparing the poles on both sides of this equation we now get a contra-
diction.
We next consider the condition (ii). Assume that for some pair (n1, n2) 6= 0 the functional
equation
r(zd) = (1− z)−n1(1 + z2)−n2r(z)
has a rational solution r(z) 6= 0, and denote r(z) = s(z)/t(z) with coprime polynomials s(z)
and t(z).
If n1, n2 ≥ 0, then
s(z)t(zd) = (1− z)n1(1 + z2)n2s(zd)t(z).
Since s(z) and t(z) are coprime, this means that s(zd) is a factor of s(z), and thus s(z) = s ∈
C \ {0} and
t(zd) = (1− z)n1(1 + z2)n2t(z).
Since the polynomials t(z) and t(zd) have the same multiplicity of zero at z = 1, we necessarily
have n1 = 0 and (d − 1)D = 2n2, where D :=deg t(z). If d ≥ 4, then D < n2, and so the
equation
(7) t(zd) = (1 + z2)n2t(z)
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is not possible. If d = 3, then D = n2. The equation z
3 = c ∈ C may have at most one of i
or −i as a root. From this it follows that (7) is not possible, if d = 3. The case n1, n2 ≤ 0 is
similar.
If n1,−n2 ≥ 0, we denote N := −n2, and then
s(zd)t(z)(1 − z)n1 = (1 + z2)Ns(z)t(zd).
Thus there exists a polynomial u(z) such that t(zd)u(z) = t(z)(1− z)n1 . Since t(z) and t(zd)
have the same multiplicity of zero at z = 1, we obtain u(z) = (1 − z)n1v(z) with some
polynomial v(z) 6= 0. But then t(zd)v(z) = t(z) giving v(z) = 1, t(z) = t ∈ C \ {0}. So
s(zd)(1 − z)n1 = (1 + z2)Ns(z), and using again the fact that s(z) and s(zd) have the same
multiplicity of zero at z = 1, we necessarily have n1 = 0. But then s(z
d) = (1 + z2)Ns(z),
and this is analogous to (7) and so impossible, as we saw above. The case −n1, n2 ≥ 0 can
be considered in a similar way. This proves (ii).
Theorem K gives now the truth of Lemma 1.
Lemma 2. The functions T2(z), G2,j(z), j ∈ N0 \{1}, are algebraically independent over
C(z).
Proof. The proof of the induction step in condition (i) above works also in the case d = 2,
but the starting point of the induction does not hold, since G2,1(z) = z/(1 − z) is a rational
function, see [4, Theorem 9]. So in this case we delete G2,1(z), start with m = 2 and consider
the functional equation
B(z2)
1− z8
=
B(z)
1− z4
−
c2z
1− z4
, c2 6= 0.
Let B(z) = b0 + b1z + b2z
2 + b3z
3. Then
b0 + b1z
2 + b2z
4 + b3z
6 = (b0 + b1z + b2z
2 + b3z
3)(1 + z4) + c2z(1 + z
4),
and by comparing the coefficients of even powers of z on both sides we have B(z) = (b0 +
b1z)(1 + z
2). Thus
b0 + b1z
2
1− z4
=
b0 + b1z
1− z2
−
c2z
1− z4
,
and so b0 + b1z
2 = (b0 + b1z)(1 + z
2)− c2z implying b0 = b1 = c2 = 0, a contradiction. So we
may now start the induction from m = 2 and continue as in the proof of Lemma 1 to obtain
the condition (i).
To consider the condition (ii), let us assume that for some integer n 6= 0 the functional
equation
r(z2) = (1− z)−nr(z)
has a rational solution r(z) 6= 0, and denote r(z) = s(z)/t(z) with coprime polynomials s(z)
and t(z). If n > 0, then
s(z2)(1− z)nt(z) = s(z)t(z2).
Since s(z) and t(z) are coprime, this means that s(z2) is a factor of s(z), and thus s(z) = s ∈
C \ {0}. Therefore (1 − z)nt(z) = t(z2), which leads immediately to a contradiction n = 0.
The case n < 0 is similar.
6
Thus Lemma 2 is true.
We note that we cannot include U2(z) to the functions in Lemma 2, since U2(z) = 1/(1−
z2).
3. Proof of Theorems 2, 3 and 4
We shall need the following basic result of Mahler’s method given in [8, Theorem 4.2.1].
Theorem N1. Let K denote an algebraic number field. Suppose that f1(z), ..., fm(z) ∈
K[[z]] converge in some disk U ⊂ D about the origin, where they satisfy the matrix functional
equation
τ (f1(z
d), ..., fm(z
d)) = A(z) · τ (f1(z), ..., fm(z)) +
τ (b1(z), ..., bm(z))
with A(z) ∈ Matm×m(K(z)), τ indicating the matrix transpose, and b1(z), ..., bm(z) ∈ K(z).
If α ∈ U \ {0} is an algebraic number such that none of the αd
j
(j ∈ N0) is a pole of
b1(z), ..., bm(z) and the entries of A(z), then the following inequality holds
trdegQQ(f1(α), ..., fm(α)) ≥ trdegK(z)K(z)(f1(z), ..., fm(z)).
This result with Lemmas 1 and 2 gives immediately the truth of Theorems 2 and 3.
In Theorem 4 we consider two different values d = 2 and d = 3. For this we recall the
following special case of [7, Theorem 1], where fi,1(z), . . . , fi,mi(z) ∈ K[[z]] (i = 1, 2) converge
in D and satisfy
fi,j(z) = ai,j(z)fi,j(z
di) + bi,j(z), i = 1, 2; j = 1, . . . ,mi,
with ai,j(z), bi,j(z) ∈ K(z) and ai,j(0) = 1.
Theorem N2. Suppose that log d1/ log d2 /∈ Q. Let α ∈ D \ {0} be an algebraic number
such that none of the αd
k
i (i = 1, 2; k ∈ N0) is a pole of ai,j(z), bi,j(z) and ai,j(α
dki ) 6= 0. If,
for both values i = 1, 2, the functions fi,1(z), . . . , fi,mi(z) are algebraically independent over
K(z), then the values
fi,j(α), i = 1, 2; j = 1, . . . ,mi,
are algebraically independent over Q.
We now choose K = Q, d1 = 2, d2 = 3, and assume, against Theorem 4, that the numbers
(2) are algebraically dependent. Then there exists an integer m ≥ 2 such that the numbers
(8) Td(α), U3(α), Gd,0(α), G3,1(α), Gd,j(α), d = 2, 3; j = 2, . . . ,m,
are algebraically dependent. By Lemma 2 the functions T2(z), G2,0(z), G2,j(z) (j = 2, . . . ,m)
are algebraically independent over K(z), and, by Lemma 1, also the functions T3(z), U3(z),
G3,j(z) (j = 0, 1, . . . ,m) are algebraically independent over K(z). Thus Theorem N2 im-
plies the algebraic independence of the numbers (8). This contradiction proves the truth of
Theorem 4.
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