Convolutional Neural Networks (CNNs) have been widely used for 3D shape recognition. Despite its significant performance, we point out that there is still some rooms for improvement, including the lack of sufficient training samples and the extraction of discriminative features. In this work, we address the above limitations by suggesting a novel end-to-end learning framework named Multi-Veiw Prototype Network (MVPN). MVPN can jointly learn the features from multiple views of 3D shapes and the prototype representations of each class, recognition can then be performed by finding the nearest class prototype in the embedding space for a query sample. Furthermore, to obtain more discriminative features, we propose a discriminative loss, which encourages intra-class compactness and inter-class separability between learned representations, making the representation more discriminative and robust. Extensive experiments are conducted on two benchmarks: ModelNet dataset and ShapeNet Core55 dataset, and superior results have been achieved compared with state-of-the-art approaches. INDEX TERMS 3D shape recognition, prototype network, discriminative feature learning, convolutional neural networks.
I. INTRODUCTION
With the development of imaging and 3D reconstruction techniques, 3D shape recognition has become a fundamental task, which is of essential importance in many computer vision, computer graphics, and computer-aided design applications. A large number of algorithms have been proposed to tackle this task [1] , [2] , and plenty of benchmark datasets have been constructed [3] . Early works on 3D shape recognition are largely relied on the hand-crafted 3D shape descriptors [4] - [10] . However, these approaches do not generalize well across different datasets.
Recently, deep learning [11] has emerged as a very powerful way to learn high-level features in many communities. Following the trend, many researchers investigate various deep neural networks for 3D shape recognition. The main advantage of deep learning based model over its predecessors is that it automatically learns features without any human supervision, but data-driven. Taking a classic model, Multi-View Convolutional Neural Networks
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(MVCNN) [12] as an example, given abundant of training data, MVCNN extracts features of 3D shapes from projected images in an end-to-end trainable manner, where maxpooling and softmax loss have been employed to fine-tune the parameters of the networks. This work has achieved significant improvement over traditional hand-crafted approaches. Akin to MVCNN, many other techniques have also been proposed, e.g. VoxNet [13] , PointNet [14] , DeepPano [15] , etc. High accuracy 3D shape recognition performance have been reported consequently.
While the deep learning based approaches have achieved significant achievements, there is still some rooms for improvement. For example, existing deep learning-based approaches usually require an enormous training data to ensure the model obtaining useful patterns rather than overfitting the data. However, labeling a large archive of 3D data for recognition task is very expensive and difficult. This problem severely limits their scalability to new classes due to the annotation cost. Another example is that most of existing approaches can learn separable features but not discriminative enough. This is partly because the softmax loss they used does not explicitly encourage the intra-class compactness. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Understandably, only separable features do not guarantee the correctness on open-set recognition tasks. For example, the inter-class distance is sometimes even smaller than the intra-class distance, which will lead to failed recognition in real and complicated scenarios. In this paper, we propose a novel end-to-end deep neural network namely Multi-View Prototype Networks (MVPN), specialized to process the training data scarcity and discriminative feature extraction. Our approach is first inspired by the prototype theory from cognitive science [16] and prototype networks for few-shot learning [17] , which aim to learn the pattern of new classes from very few labelled samples. The definition of prototype networks is based on the idea that there exists a metric space in which points cluster around a single prototype representation for each class. Therefore, some researchers [17] , [18] have suggested prototype networks to jointly learn a non-linear mapping of the input into an embedding space and the prototype representations of each class. Recognition can be achieved for a query sample by finding the nearest class prototype. Witnessing the beneficial in limited-data regime and significant performance they have achieved, we extend the prototype networks to facilitate the 3D shape recognition task. Unlike 2D images, 3D shapes have more complex structures, to alleviate this issue, some researchers [12] suggested that multi-view based 3D shape representation has great potential to describe 3D shapes, which inspired us to unify the multi-view representation of 3D shapes with the prototype networks, i.e. Multi-view Prototype Networks (MVPN) to facilitate task of 3D shape recognition.
Furthermore, to obtain robust feature representation of MVPN, we propose a novel loss function, called discriminative loss, which contains terms of the compactness and the separability. Intuitively, the compactness term aims to reduce the variations between intra-class features, and the separability term tries to enlarge the differences between inter-class features. Therefore the learned feature representation is intra-class compact and inter-class separable, making the representation more discriminative and robust. We combine the multiple loss functions in our framework, i.e. softmax loss and discriminative loss, our model simultaneously updates the prototypes and learns discriminative features in the course of training. We evaluate our proposed method on two large-scale benchmarks, ModelNet dataset [3] and ShapeNet Core55 dataset [19] , and the experimental results on both benchmarks demonstrate the effectiveness of our proposed method. Our main contributions are summarized as follows:
• We present a novel framework, namely Multi-view Prototype Networks (MVPN) for 3D shape recognition, which unifies the multi-view 3D shape representation and the prototype networks.
• We propose a new loss function (called discriminative loss) to learn discriminative features by ensuring the intra-class compactness and inter-class separability in the feature space.
The rest of this paper is organized as follows. Section II reviews related work in 3D shape recognition and prototype learning. Section III introduces our algorithm. Section IV presents results and applications of our method. Finally, Section V conclusions our work.
II. RELATED WORK
In this section, we briefly go over some of the existing approaches on 3D shape recognition, as well as prototype learning.
A. 3D SHAPE RECOGNITION 3D shape recognition has been studied extensively in the literature. The traditional approaches typically rely on leveraging hand-crafted features for recognition, popular features include Shape Histogram descriptor [6] , Spherical Harmonic descriptor [9] , 3D SURF [10] , Shape Distribution [7] ,Heat Kernel Signatures [8] , etc. However these approaches are often based on certain prior assumptions of some particular property of the 3D object and hence may not generalize well.
The recent trend is to use deep learning based models to learn high-level features, or task specific metrics of 3D shapes. Generally, these approaches can be roughly categorized into three classes: model-based approaches, view-based approaches, and metric-based approaches.
The model-based approaches directly learn shape features from 3D data formats, such as surfaces [20] - [22] , voxel grid [13] , [23] , [24] , and point clouds [14] , [25] . For example, Wu et al. [3] voxelized the 3D shape into 3D grids and trained a generative model for 3D shape recognition using convolutional deep belief network. A similar approach is VoxNet [13] , which could perform 3D object recognition in real-time by using binary voxel grids and a corresponding 3D CNN architecture. Qi et al. [14] made comparisons between voxelization-based CNN and multi-view projectionbased CNN, and proposed two improved versions of volumetric CNN. The main limitations of these methods lie in the restriction of shape representation, or high computational complexity, especially for the voxel-based methods.
The view-based methods [12] , [15] , [26] - [33] usually encode a 3D shape as a collection of its rendered views on 2D images. The key challenge with the view-based representations is how to aggregate the extracted view features to a compact representation. To address this issue, Su et al. [12] utilize a max-pooling layer in a CNN framework to aggregate the features across different views. However, In their approach they treat all views equally, and do not consider the content relationship and the discriminative information of the views. To tackle this issue, Feng et al. [26] propose a groupview convolutional neural network (GVCNN) framework, which contains hierarchical view-group-shape architecture of content descriptions. In their model, the view content and the discriminative can be jointly considered for shape recognition. Leng et al. [27] further investigated the problem of assessing view importance by introducing View Discerning Networks, which learns to judge the quality of views and adjust their contributions to the representation of shapes. In the recent, Xu et al. [34] try to combine RNN-based visual attention model with MVCNN [12] for 3D shape recognition. The view confidence and view location constrains are implicitly handled in the layer of feature representation. Chen et al. [35] further adopt RNN-based visual attention model to learn attention policy of adaptively selecting a few number discriminative views.
While the aforementioned approaches focus on designing high-level feature representations for 3D shapes, another line of relevant research is deep metric learning. Schroff et al. [36] investigated the triplet loss for deep metric learning, which encourages features of data points with the same identity to get closer than those with different identities. Many researchers have therefore tried to study on the variants of these models into the 3D shape analysis field. For example, He et al. [37] investigate a novel CNN model for deep metric learning by introducing a triplet-center loss, and validate that their approach is able to further enhance the discriminative power of the features. Dai et al. [38] suggested a siamese CNN-BiLSTM network which combines MVCNN and LSTM [39] to learn a deep nonlinear transformation, mapping 3D shapes from the original space into a nonlinear feature space. Ezuz et al. [40] introduced a CNN architecture for 3D shape classification and retrieval by adopting a novel metric alignment layer, which maps unstructured geometric data within a regular domain by minimizing the metric distortion. Lim et al. [41] also explored deep metric learning techniques for perceived style similarities between 3D shapes. Their method trains a triplet network to ensure that the embedding of similar samples will be setting closer and the embedding of the dissimilar sample will be setting further away.
Our method is view-based and also employs deep CNN to extract the descriptors for the rendered views. However, we investigate novel loss functions.
B. PROTOTYPE LEARNING
The concept of prototypes has been first introduced in cognitive sciences by Rosch [42] . From a statistical point of view prototypes identification consists in searching for typical statistical units that are able to summarize a given or an a priori unknown number of categories. Based on the definition, many earlier prototype methods have been proposed to seek a minimal subset of samples that can serve as a distillation or condensed view of a data set, including K-Nearest-Neighbor (K-NN) [43] and Learning Vector Quantization (LVQ) [44] . While previous prototype learning methods are mainly based on hand-crafted features, recently many researchers have tried to integrate the concept prototype with the deep neural networks, significant performance improvements have been reported in the fields of classification [17] and semantic segmentation [18] . For example, Snell et al. [17] proposed a simple model called prototypical networks which learn a metric space in which classification can be performed by computing distances from prototype representations of each class. They have demonstrated that their approach is beneficial in the limited-data regime, and achieve excellent results. In what follows, Boney and Ilin [45] extended the Prototypical Networks to adapt to new classification task in the semi-supervised few-shot learning scenario. Dong and Xing [18] proposed semantic segmentation framework based on two-branched architecture. In their model, the first branch is prototype learner which tries to compute the prototype for each class, and the second branch is segmentation network which is adopted to compute the segmentation masks. Recently, Yang et al. [46] propose convolutional prototype learning framework for robust classification, which directly learns multiple prototypes for each class and then use prototype matching for prediction. Experiments confirmed the great advantages compared with traditional CNN models.
Inspired by the simplicity and the effectiveness of the Prototype Networks (PN) model, in this paper, we introduce the PN model to facilitate the task of 3D shape recognition. We also integrate the multi-view representation into the PN model, i.e Multi-View Prototype Networks (MVPN), to enhance the capability of our model to deal with 3D shapes. We also propose a novel loss function to enhance the robustness of the networks for feature extraction. Figure 1 illustrates our MVPN solution, which consists of three main components: multi-view 3D shape representation, the prototype-based deep architecture for feature learning, and the discriminative loss for feature optimization. In what follows, we elaborate the components one by one.
III. ALGORITHM

A. MULTI-VIEW REPRESENTATION
Akin to MVCNN, we start by pre-processing all the 3D shapes to 2D rendered views generated by a rendering engine. We first assume that the given 3D shapes are upright oriented, since most models in modern online repositories like ShapeNet [3] , satisfy such requirements. For others do not have consistent orientation, we suggest the approach of [47] to deal with them.
We place 12 virtual cameras around each shape, these cameras are pointed towards to the centroid of the shape, and are elevated 30 degrees from the plane, which is perpendicular to the upright axis. Furthermore, we set the rendering environment with the phong-reflections model [48] , and scale the shape uniformly to fit into the view's volume. After rendering the shapes from these cameras, 12 rendered images are generated for each shape of the input set, each of which has the size of 224 × 224.
These images are then fed into the fist part of CNN to extract features. As shown in Figure 1 , all the branches in the first part on CNN share the same parameters, which treats views separately without considering of the relationship among them. Then we employ element-wise maximum operation across the views in the followed view-pooling layer, which aggregate multiple views in order to incorporate the information from all views into a single, compact input to CNN2. In CNN2, only one branch CNN is used for extracting feature descriptors for each shape. We note that the structure of network like a directed acyclic graphs and can be trained or fine-tuned using stochastic gradient descent with back-propagation.
B. PROTOTYPICAL NETWORKS
We introduce the prototype learning in this subsection. We assume that we are given a set of N labeled samples S = {(x 1 , y 1 ), · · · , (x N , y N )}, where x i denotes the i-th input example and y i denotes the corresponding label. S k is the set of examples labeled with class k (1 ≤ k ≤ m). Our prototypical network computes a D-dimensional representation c k ∈ R D , or prototype, of each class through an embedding function f φ with learnable parameters φ. Each prototype is the mean vector of the embedded samples belonging to its class:
where c k is the prototypical vector for the k-th class. After we get the prototypes of all classes, the distribution of predicted classes for a new query samples can be computed by measuring distances to the prototypes in the embedding space. For instance, given a sample x i , with its embedding f φ (x i ), the probability of belonging to class k is measured by a softmax over distances to prototypes in the embedding space:
where d(·, ·) is defined to be the Euclidean distance. Based on the above class prediction formula, the loss function for a given training episode is defined to be the average negative log-probability of the correct class assignments, for all query examples:
Obviously, the typical cross entropy loss is derivable for the softmax function with regard to the parameters φ and c k .
C. DISCRIMINATIVE LOSS
We note that the above loss function defined in Equ. 3 acts like a linear classifier for deep features, which are not discriminative enough, as they still show significant intraclass variations. Ideally, discriminative features should have small variations within intra-class features and large variations among inter-class variations. To this end, we first introduce the prototype loss [37] , [49] , which aims to minimize the intra-class variations. The loss function can be expressed as:
where c y i is the prototype vector of the class y i , and function D(·) stands for the equated Euclidean distance. The prototype loss function effectively characterizes the intra-class variations by penalizing the distance between the learned features and their class centers, making the features within the same class more compact, this can implicitly increase the distance between the classes, which is beneficial for recognition. We also note that the prototype loss plays the role as the maximum-likelihood regularization [50] which is widely used in pattern recognition [51] . Besides the prototype loss, to make the distribution of different classes more balanced, i.e. to align class prototypes for a better separation in the feature space, we further introduce the distribution loss [52] which aims to make these centers to have same Euclidean norm. The distribution loss is defined as:
This loss function penalizes the differences between prototypes of each class, making the distribution of different class prototypes more balanced.
D. JOINT LOSS
We combine the softmax loss with the prototype loss, as well as the distribution loss to form our final joint loss function: 
where the parameters λ and γ are scalar values to balance the different terms. The conventional softmax loss can be considered as a special case when λ and γ are set to 0.
Understandably, the softmax loss focuses on maximize the inter-class variations, the prototype loss aims to minimize the intra-class variations, meanwhile, the distribution loss tries to guarantee that the distribution of prototypes more balanced.
Since all the parameters φ and c k in the joint loss are derivable, the learning procedure can be conducted by minimizing the joint loss, iterating over training episodes and performing gradient descent update for each sample. However, the process is non-trivial because the parameters c k depends on the learnable parameters (φ) in CNNs. Ideally, c k should be updated when the deep features x i of class k have been changed in training process. Therefore, we need to compute the average values of deep features over the whole training set, which is inefficient even impractical.
To tackle this problem, we perform the update by randomly selecting a subset of classes (mini-batch) from the training set, instead of updating the prototype vectors with respect to the entire training set. In each iteration, the prototype vectors can be computed by averaging the features of the corresponding classes in the mini-batch. We summarize the learning details in Algorithm 1.
IV. EXPERIMENTS A. IMPLEMENTATION DETAILS
We implement our method using the PyTorch library with a single GPU, Nvidia Tesla K80, an Intel i7 CPU. The batch size is set to 360, which represents 30 samples; the learning rates of CNN1 and CNN2 in MVPN are set to 1e-4 and 1e-3 respectively; the weight decay is set to 1e-3; the momentum rate is set to 0.1. Our network is first fine-tuned with single image recognition based on AlexNet. After finetuning, the last fully connected layers are removed, and the rest parts are preserved and shared.
B. EVALUATION OF PARAMETERS
In this subsection, we illustrate how the hyper-parameters influence the distribution of the learned features on the ModelNet10 dataset. We have two hyper parameters λ and γ in Equation 6, where the parameter λ controls the impact of prototype loss and the parameter γ controls the impact of distribution loss. We first initialize all the parameters with 0, thus the joint loss equals to the softmax loss, the experimental result is shown in Figure 2 (a) .
Then, we then investigate on the sensitiveness of λ and γ and with λ = 0.01 and γ = 0.0005, the experimental results are shown in Figure 2 (b). We can see that with the parameters, the distribution of class centres is aligned. Based on the above observations, we fix λ = 0.01 and γ = 0.0005 in the following experiments.
C. EXPERIMENTS ON CLASSIFICATION
We conduct 3D shape classification experiment on ModelNet10 dataset and ModelNet40 dataset [3] , to evaluate whether the learned features are qualified to correctly classify set of shapes. ModelNet10 contains 10 categories with 4899 3D shapes, and ModelNet40 dataset contains 40 categories with 12311 3D shapes. The training set and testing set have been split in their original packages.
We take the average classification accuracy as the evaluation metric. The performance of MVPN is compared with several state-of-the-art methods on 3D shape classification. These methods are Light Field Descriptor (LFD) [53] , Spherical Harmonic Descriptor (SPH) [9] , 3DShapeNets [3] , VoxNet [13] , PointNet [14] , GIFT [54] , MVCNN [12] . The comparison results are shown in Table 1 . As we can see in Table 1 , our approach achieves superior performance over the state-of-the-arts. Comparing with MVCNN, our approach has a better performance with 91.4% over 90.1%, this validates the effectiveness of our prototype networks, since the structure of our networks is akin to MVCNN, but we add several loss function constraints to assist the MVPN to obtain more robust and discriminative features. We also notice that the view-based approaches get much better performance compared with model-based approaches, we argue that this is partly because operation of voxelization will lose geometry details, which leads to inadequate performance of the model-based approaches. We report the detailed statistics of our method on each category, Table 2 presents the number of correctly classified shapes over the total number of shapes of each category. On ModelNet10, two worst categories are nightstand and table with 86.0% and 90.0% accuracy respectively. Among the misclassified shapes in nightstand, seven shapes are misclassified as dresser, three shapes are misclassified as table, and two shape is misclassified as desk. Among the misclassified in table, four shapes are misclassified as nightstand, and four shape is misclassified as desk, and the remaining two are misclassified as dress.
On ModelNet40, two worst categories are cup and nightstand with 70.0% and 76.7% respectively. The six misclassified cups are predicted to be: bottle (three), bowl (one), and vase (two). The twenty misclassified nightstands are recognized as desk (three), dresser (eight), table (four), tvstand (three), and vase (two). Understandably, the reason for these failure cases is due to the visual similarities between these categories.
D. EXPERIMENTS ON RETRIEVAL
We evaluate the retrieval performance of our approach on ModelNet10 dataset, ModelNet40 dataset [3] , and ShapeNet Core55 dataset [19] . There are many different evaluation metrics to access the retrieval performance, in our work, we use the standard metrics and follow their convention. Specifically, we use mean Average Precision (mAP) and Area Under Curve (AUC) on ModelNet10 and ModelNet40 dataset, and use mAP, F-score and Normalized Discounted Gain (NDCG) on ShapeNet Core55 dataset. All these measures range form 0 to 1, and larger values denote better performance. The detailed definitions of these measures can be found in [3] . The performance of our MVPN is compared with state-ofthe-art methods, similar to the classification methods, these methods are Spherical Harmonic Descriptor (SPH) [9] , Light Field Descriptor (LFD) [53] , 3DShapeNets [3] , DeepPano [15] , MVCNN [12] and GIFT [54] . Table 3 gives the detail comparison, our MVPN outperforms all these methods in both evaluation metrics. Figure 5 provides the precisionrecall curves, which demonstrate again the discriminative power of our model in 3D shape retrieval.
We further conduct experiment on ShapeNet Core55 dataset, which contains 51,300 3D shapes in 55 categories, and 204 subcategories. Each shape is assigned to a category label and indicating a coarse class, and a subcategory label indicating a fine class. This dataset is divided into two parts, consistently aligned 3D shapes and shapes that are perturbed.
In our work, we only process the set of aligned 3D shapes. The original dataset is split into into three subsets of 70%, 10%, and 20% for training, validation and testing.
Since the number of shapes in different categories is not the same, we use Micro-average, Macro-average and mean of Micro-average and Macro-average (Micro+Macro) to judge the capability of our method. Macro-average gives an unweighted average over the entire set, while the Micro-average is used to adjust the shape category sizes by providing a representative performance across categories. Meanwhile, NDCC is defined uses the following graded relevance: 3 for perfect category and subcategory match in query and retrieval, 2 for category and subcategory both belonging to the same category, 1 for correct category and but a sibling subcategory, and 0 for no match.
In Table 4 , a comprehensive comparison between our MVPN and some state-of-the-art methods are provided, including FMCD-LCDR [55] , MVCNN [12] , GIFT [54] , and VDN [27] . The FMCD-LCDR computes Feature Maps Covariance Descriptor (FMCD) on depth images rendered from 3D shapes, and Locally Con-strained Diffusion Ranking (LCDR) for ranking purpose. In CCMLT, each 3D shape is rendered into 36 2D projected images in sequence, where multi-channel data is utilized to train a feature fusion matrix VOLUME 7, 2019 inside a CNN. Then, in VDN, we also compute the measures based on the View Discrening Network with the channel wise score unit. As can be seen from the Table 4 , our approach achieves comparable results with VDN, but outperforms the others. Comparison with the VDN, our approach neglects the judgement of the quality of views, but is more stronger in learning discriminative features, therefore both approaches can be combined to further improve the results. Comparison with the others, we argue that one reason for the deficiency of these approaches may be due to the incapability of learning discriminative features. The comparison result validate the robustness of our model. Figure 4 shows some retrieved examples on ModelNet40, the query shapes are listed at the leftmost column, which includes 8 categories namely airplane, bathtub, bed, cup, guitar, lamp, person and vase. The top 12 retrieved shapes are listed on the right side, based on the distances to the query shape in the embedding space. All the mistaken shapes are marked with red box. As we can see from Figure 4 , for airplane, guitar, lamp and person, all the top results are correct. However, for bathtub, bed, cup, and vase, there exist some irrelevant results. We argue that this is reasonable due to the appearance-similarities between these 3D shapes. For example, the cup and vase look very similar; the bed and bathtub also look like each other.
V. CONCLUSION
In this work, we have presented MVPN, a novel deep neural networks for 3D shape representation learning.
Specifically, we introduced the notion of prototype learning to facilitate the task of 3D shape recognition by integrating the multi-view representation of 3D shape into the prototype networks. Moreover, to ensure that the learned features are robust and discriminative, we suggest several loss functions, which encourage intra-class compactness and inter-class separability between learned representations. Extensive experiments are conducted on two benchmarks, ModelNet dataset and ShapeNet Core55 dataset, and superior results have been achieved compared with state-of-the-art approaches.
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