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ABSTRACT
Human vital signs including respiratory rate, heart rate, oxygen saturation, blood pressure,
and body temperature are important physiological parameters that are used to track and
monitor human health condition. Another important biological parameter of human health
is human gait. Human vital sign detection and gait investigations have been attracted many
scientists and practitioners in various fields such as sport medicine, geriatric medicine, biomechanic and bio-medical engineering and has many biological and medical applications
such as diagnosis of health issues and abnormalities, elderly care and health monitoring,
athlete performance analysis, and treatment of joint problems. Thoroughly tracking and
understanding the normal motion of human limb joints can help to accurately monitor
human subjects or patients over time to provide early flags of possible complications in
order to aid in a proper diagnosis and development of future comprehensive treatment
plans.
With the spread of COVID-19 around the world, it has been getting more important than
ever to employ technology that enables us to detect human vital signs in a non-contact way
and helps protect both patients and healthcare providers from potentially life-threatening
viruses, and have the potential to also provide a convenient way to monitor people health
condition, remotely. A popular technique to extract biological parameters from a distance
is to use cameras. Radar systems are another attractive solution for non-contact human vital
signs monitoring and gait investigation that track and monitor these biological parameters
without invading people privacy.
The goal of this research is to develop non-contact methods that is capable of extracting
human vital sign parameters and gait features accurately.
To do that, in this work, optical systems including cameras and proper filters have been
developed to extract human respiratory rate, heart rate, and oxygen saturation. Feasibility
of blood pressure extraction using the developed optical technique has been investigated,
too. Moreover, a wideband and low-cost radar system has been implemented to detect
single or multiple human subject’s respiration and heart rate in dark or from behind the
wall. The performance of the implemented radar system has been enhanced and it has been
utilized for non-contact human gait analysis. Along with the hardware, advanced signal
processing schemes have been enhanced and applied to the data collected using the
aforementioned radar system. The data processing algorithms have been extended for
multi-subject scenarios with high accuracy for both human vital sign detection and gait
analysis. In addition, different configurations of this and high-performance radar system
including mono-static and MIMO have been designed and implemented with great success.
Many sets of exhaustive experiments have been conducted using different human subjects
and various situations and accurate reference sensors have been used to validate the
performance of the developed systems and algorithms.
v
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CHAPTER ONE
INTRODUCTION AND MOTIVATION
1.1 Human Vital Signs
Human physiological factors of respiratory rate (RR), heart rate (HR), oxygen saturation
(SpO2), blood pressure (BP), and body temperature (BT) are used for health assessment
and are known as human vital signs. There are conventional and traditional contact
methods to monitor these factors such as electrocardiography (ECG), that uses contact
electrodes on the surface of human body, finger clip or earlobe-clip pulse sensors, belt
sensors, photoplethysmography (PPG), wrist or cuff blood pressure sensors and etc. to
measure and monitor the vital signs. Figure 1.1 shows some of these conventional methods.
However, these sensors need to be in touch with human body to estimate and measure vital
signs parameters. In this way, they cause discomfort and epidermal stripping for example
in daily elderly care. Especially, in the situations when the patient has burn injuries or
significant wounds, or very sensitive skin such as premature infants in intensive care units,
it is almost impossible to use these contact techniques to monitor vital signs. Moreover,
there are specific situations such as war or earthquake that there are alive people under the
debris and are not accessible to contact these sensors to their bodies. Therefore, we need to
emphasize here the importance of non-contact human vital sign techniques that can be
utilized in various scenarios. In this work our focus is to extract human vital signs including
RR, HR, SpO2, and BP. Basically, there are two major non-contact techniques we are
addressing in this work for human vital sign detection: camera-based imaging
photoplethysmography (iPPG) and radar (radio detection and ranging) techniques.
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Figure 1.1 Examples of contact sensors for human vital sign monitoring.
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In the first one, vital signs can be measured using cameras. iPPG is an optical method that
measures the small changes in skin color that are the result of changes in blood volume in
arteries and capillaries caused by the cardiac cycle. iPPG utilizes imaging devices such as
cameras to measure these changes and provide information on cardiovascular status. iPPG
is based on the principle that blood absorbs more light than its surrounding tissues.
Therefore, by measuring variations in reflected light, as caused by variations in blood
volume, we may be able to ascertain vital signs. Hence, variations in blood volume affect
light transmission/reflection [1.1] and are related to HR and RR. In [1.2], the feasibility of
HR and RR detection using a simple webcam was demonstrated.
Moreover, a method has been developed to measure SpO2 at optical frequencies using two
cameras under regular lighting conditions [1.1]. Two cameras capture two PPG signals
simultaneously at two different wavelengths, and these signals are successfully utilized to
measure SpO2.
The second non-contact method is radar technique. In this way, an electromagnetic signal
is sent to a target using radar transmitter, reflects back from the target, and is received by
radar receiver.
For radars, several accurate non-contact methods using various types of Doppler radar have
been proposed recently for the remote triage monitoring of HR and RR [1.3-1.28].

1.2 Human Gait Analysis
Another important parameter of human health is human gait. Human gait analysis is very
important and is investigated in this work. The targeted biological and medical applications
of this work are diagnosis of health issues and abnormalities [1.29-1.31], elderly care and
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health monitoring [1.32], athlete performance analysis [1.33], and treatment of joint
problems.
There are many methods for human gait analysis. There are many types of sophisticated
equipment have been in the market to monitor, track, record, and analyze patients’ motions
like spinal cord analysis machines, adaptive motion trainers, and stretch trainers. There are
also ultrasonic systems in wearable instrumented shoes [1.34], multiple cameras for motion
sensing and analysis, pressure sensors in floor mats or shoes.
However, these types of equipment are not widely used because they are either invasive
(required to be imbedded in the patient’s body) or need contact (require touching the
patient), and can often be expensive or hard to setup. For example, multi-camera systems
are very expensive to setup, require line of sight and huge data storage, and intrude
subjects’ privacy. Ultrasound techniques have limited range and usually need long
processing time. In use of pressure sensors, we need individual sensors for each organ,
which makes it very inconvenient to wear all. Floor mat sensors are contact methods that
are able to analyze only lower body parts (lower legs) and have limited ranges depend on
the size of the mat. Therefore, there is a need to employ a non-contact and non-invasive
method for human gait analysis that is not very expensive and can be used long-term,
without invading the privacy. Considering these properties, radar techniques are very
attractive candidates. Radars are non-invasive, non-contact methods that can cover long
range, are used in indoor and outdoor environment, and are relatively low cost.
In this work we focus on extracting the gait features from a moving subject in normal
walking scenarios using radar techniques. However, among different gait parameters
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including step length, stance/swing length, step time, cadence, average speed, joint angles,
force on muscles, body posture, and joint velocities, the focus of this work is on extraction
of joint velocities that has clinical, sports, and security applications [1.35].

1.3 Radar Architectures
Several radar technologies have been applied already with some success to extract human
vital signs and various gait features of human subjects, including the impulse radar [1.17],
the continuous-wave (CW) radar [1.36-1.39], the frequency-modulated continuous-wave
(FMCW) radar [1.40], [1.22], and stepped-frequency continuous-wave (SFCW) radar
[1.24-1.28]. However, the CW radar system does not provide range information of the
subjects, which limits its application in subject detection. Although, CW radar using dual
frequency is capable of estimating the target’s direction-of-arrival, it is still susceptible to
multipath effects. On the other hand, it is relatively expensive and complicated to
implement wideband FMCW and pulse compression radars. Alternatively, ultra-wideband
(UWB) impulse Doppler radar has numerous advantages, such as relatively low proto type
cost, less power consumption, and high-resolution range profile (HRRP) using a range–
time–frequency representation. UWB impulse radar transmits a wideband signal, such as a
narrow pulse in time domain, providing both range and accurate Doppler information of
the target. However, the transmitted power of UWB radar is limited and is accompanied
by relatively high noise accumulated over its wideband causing a low signal-to-noise ratio
(SNR), making it difficult to detect. Additionally, UWB impulse radar requires high-speed
analog-to-digital converters (ADCs), which inevitably increases its complexity in system
design and hardware cost.
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Alternatively, FMCW radar, which overcomes both the drawbacks of CW and UWB
impulse radars, can be used [1.40], [1.22]. Since it transmits a CW signal, a relatively high
power can be transmitted with high SNR and without a need for high-speed ADCs.
However, it still requires calibration to compensate for the nonlinearities in frequency
sweeping [1.41], [1.42]. On the other hand, SFCW radar has been utilized for short-range
vital sign monitoring. Compared with a CW radar system, SFCW radar is capable of
localization, thereby allowing for multiple subjects monitoring in real time. Generally,
SFCW can be designed to have similar performance as UWB pulses in the frequency
domain; hence should provide comparable capabilities as UWB systems. However, it
utilizes low-speed ADCs because of its narrow instantaneous bandwidth. Furthermore,
some of its frequencies can be skipped or even randomly selected, which enables
compressive sensing implementation for even faster detection [1.28]. SFCW transmits
relatively long duration signals; hence, their received signals are significantly stronger than
UWB radar and should have higher SNRs in vital signs detection. Furthermore, compared
with FMCW radar, it is easier to calibrate signal distortion caused by any imperfection of
the SFCW radar system hardware. In this work, we develop a high-performance SFCW
radar system for both human vital sign detection and gait analysis purposes.

1.4 Organization of Dissertation
In Chapter Two, we develop a camera-based iPPG system for human vital sign detection
including RR, HR, and SpO2. However, the feasibility of BP extraction using the
aforementioned iPPG system is investigated and initial results is demonstrated. Then, we
investigate human vital sign detection using SFCW radar system and a comparison study
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of non-contact human vital sign detection using SFCW radar system and IPPG in different
experimental scenarios is shown. At the end, mono-static and real-time SFCW radar
systems are developed.
In Chapter Three, we investigate human gait analysis by addressing the main challenges of
non-contact human gait analysis and the existing reports and works.
In Chapter Four, we explain the development a high-performance SFCW radar system
required for human gait analysis, step by step.
Chapter Five is dedicated to signal processing algorithm developed for accurate human gait
analysis and extraction of human gait features in detail.
In Chapter Six, the experimental setup for human gait analysis using high-performance
SFCW radar system and the developed signal processing schemes are explained and the
results for single- and multi-subject scenarios are shown. Moreover, in this chapter, the
results are compared with other major existing works and several problem and challenges
are addressed.
In Chapter Seven, we extend the high-performance SFCW radar system in conjunction
with the signal processing algorithm employed for human gait analysis to human vital sign
detection. This investigation is then extended to multi-subject vital sign detection.
Afterwards, at the end of this chapter, multi-input multi-output (MIMO) SFCW radar
system is developed and combination methods is discussed.
Finally, Chapter Eight concludes this work, shows the accomplishments, and futuristic
view of this work.

7

CHAPTER TWO
NON-CONTACT HUMAN VITAL SIGN DETECTION
With the spread of the coronavirus, it is more important than ever before to explore
techniques to measure various vital signs without touching the patient. Non-contact vital
sign measurement techniques can help protect both patients and medical professionals from
potentially life-threatening viruses, and have the potential to also provide a fast-screening
solution to test masses of people. A popular technique to extract vital signs from a distance
is to use cameras. However, in cases that the light is not adequate, or we cannot see the
patient (e.g. when patient is behind the wall), or the privacy is important camera is not a
suitable technique for human vital sign detection. Under these conditions, radar systems
are attractive alternatives that can be utilized to extract human vital signs from a far
distance, in dark, or from behind a wall.
In this chapter, first we talk about detection of vital signs using optical techniques and the
specific vital signs that are detectable using cameras. Then, we explain radar techniques to
retrieve human vital signs in detail.

2.1 Human Oxygen Saturation Detection using Optical Technique
2.1.1 Human Oxygen Saturation (SpO2) Detection
As mentioned before, one of the most important human biological parameters or vital signs
is oxygen saturation (SpO2) which shows the level of oxygen in blood and is a risk factor
for chronic diseases of circulatory and respiratory system.
Traditionally, SpO2 is measured in a non-invasive but contact method using conventional
pulse oximeters which are clipped generally to a subject’s fingers or earlobes. This non8

invasive method is suitable for many situations. However, there are circumstances where
direct skin contact must be avoided, for example patients with serious burns or premature
infants. Imaging photoplethysmography (iPPG) has solved this problem. According to
photoplethysmography theory, which is based on blood absorption of visible light, the
changes of blood in capillaries underneath the skin due to the cardiac pulse can be detected
from very small variations in skin color. Visible light imaging devices such as cameras
can be used to detect these small changes and extract the PPG signal [2.1].
2.1.2 Detection Method and Challenges
Traditionally, the SpO2 level, which indicates the intensity of oxygen in blood, can be
expressed as
𝐻𝑏𝑂2

𝑆𝑝𝑂2 = 𝐻𝑏𝑂

2 +𝐻𝑏

× 100%

(2.1)

where HbO2 and Hb indicate oxygenated and deoxygenated hemoglobin, respectively.
Therefore, according to the above formula, oxygen saturation is defined as the ratio of
number of oxygenated hemoglobin to the total number of hemoglobin including
oxygenated and deoxygenated ones.
In order to detect oxygen saturation, we need two PPG signals at two different wavelengths.
In 2007, Kenneth Humphreys et al., for the first time, demonstrated a non-contact SpO2
measurement system which detects two PPG signals at two different wavelengths [2.2].
However, passive measurement (i.e. using ambient light) is more practical.
Most pulse oximeters work based on the Beer–Lambert law and the theory of light
transmission/reflection to extract SpO2 from two PPG signals. According to the absorption
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spectrum of HbO2 and Hb displayed in Figure 2.1, if we choose two distinct wavelengths,
we will be able to extract SpO2 using (2.2)
𝜆

𝑆𝑝𝑂2 = 𝐴

𝜆

1 /𝐼 1
𝐼𝐴𝐶
𝐷𝐶
𝜆2 𝜆2
𝐼𝐴𝐶
/𝐼𝐷𝐶

+ 𝐵 = 𝐴. 𝑅 + 𝐵

(2.2)

Where 𝐼𝐴𝐶 represents the intensity of the AC signal from the light at two wavelengths
caused by pulsation (peak-to-peak value of iPPG signal) and 𝐼𝐷𝐶 denotes the maximum
intensity of two beams of light (average value of iPGG signal). In (2.2), A and B are
empirical constants determined by calibration. The two wavelengths should be selected
such that the absorption coefficients of HbO2 and Hb at one of the wavelengths differ
greatly, but are approximately equal at the other wavelength.
Conventional finger-clip pulse oximeters usually use 660 nm and 940 nm wavelengths.
Although these two wavelengths meet the requirements to extract SpO2, we cannot use
these two wavelengths for iPPG based method which uses two cameras since the reflected
light from the skin at these two wavelengths is very weak and we need to consider camera
response. Therefore, we need to select two other wavelengths. In [1.1], Lingqin Kong and
et al. used 520 nm and 660 nm filters for their experiments. However, one of the limitations
of using a 660 nm filter is that the PPG signal at this wavelength is weak and noisy. The
noise source of the 660 nm signal is not easy to predict. One reason is that the color of
blood is red, which is close to 660 nm. Thus, the reflected signal from the blood is very
strong, on the other hand, the variation of SpO2 signal at 660 nm is very weak.
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Figure 2.1 The absorption spectrum of HbO2 and Hb [1.1].
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The weak signal implies that even small noise sources will greatly reduce the signal to
noise ratio of a measurement. Moreover, sun light has a very strong 660 nm component,
overwhelming the PPG signal. These limitations make the 660 nm filter an impractical
choice for all but the most controlled environments. Thus, we decided to use a 460 nm
filter instead of 660 nm filter. Therefore, we used two iPPG signals one at 520 nm and the
other at 460 nm wavelengths to measure oxygen saturation. Figure 2.1 shows the
absorption spectrum of HbO2 and Hb.
As it is clear from Figure 2.1, the absorption spectrums of HbO2 and Hb have the same
values at the wavelength of 520 nm, while they differ significantly at the wavelength of
460 nm. Therefore, these two wavelengths meet the requirement to be used to calculate
SpO2. Moreover, the reflected light intensity from the skin surface at these two wavelengths
is strong enough to be detected by the camera and both wavelengths are immune to the
sunlight. Hence, we chose these two new wavelengths to calculate SpO2.
However, in order to extract calibration coefficients 𝐴 and 𝐵 in (2.2) for the new filters
(wavelengths), we need to do many experiments under different conditions and with
different human subjects with various skin tones and different levels of blood oxygen
levels. In this way we need to use a reliable pulse oximeter as a reference sensor or ground
truth to be able to extract calibration coefficients.
2.1.3 Experimental Setup and Results
First, in the regular light of the room (standard lab fluorescent lighting), we setup two
monochrome CCD cameras (from Imaging Source, model: DMK 23U618) [2.3] with
adapters and lenses (from Thorlabs) [2.4], [2.5] each mounted with a narrowband-pass (460
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nm and 520 nm) filter (from Omega Optical) [2.6] about one meter from the volunteer. The
cameras were focused on the volunteer’s face. We selected the area below eyes as the
region of interest (ROI). We also used a finger-clip pulse oximeter (BVP sensor) (from TI,
model: AFE4490SPO2) [2.7] as a reference. Data was captured from the oximeter and
cameras simultaneously. The experiment was run for 20 seconds and video was captured
at 40 frames/second. Figure 2.2 shows the experimental setup.
Then, we use an image processing algorithm implemented in MATLAB to extract PPG
signals from each video. The algorithm we used first splits the ROI into lots of small
regions, each region is 10 × 10 pixels. We average the value of each region and apply a
0.5Hz-5Hz band-pass to the signal. Finally, we summed up the effective signal and
obtained the time (PPG) and frequency domain signals. From these PPG signals we are
able to detect heart rate and respiratory rate. If we apply a band-pass filter to these PPG
signals to remove the respiratory signal, we will obtain two clean PPG signals which are
ready for oxygen saturation extraction as shown in Figure 2.3.
In Figure 2.3 we can see the time domain and frequency domain signals after de-noising
and band-pass filtering. The red and black traces show the PPG signals at 520 nm and 460
nm, respectively. As we can see from the frequency domain signal, the two PPG signals
have the same frequency. Next, we can extract 𝐼𝐷𝐶 and 𝐼𝐴𝐶 at each wavelength from the
two PPG signals. The DC components are computed as the average value of the PPG
signals over the corresponding time periods. The peak-to-peak value extracted from the
PPG signal in each cycle shows the AC component, which also varies when the blood
saturation remains unchanged, because of heartbeat or pulsation.
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Figure 2.2 (a) Two CCD cameras mounted with the band-pass filters (460-nm and 520-nm
filters); (b) Experimental setup in an indoor lab with ambient light.

Figure 2.3 The iPPG signals after band pass filtering (top curve), and the spectrum of iPPG
signal (bottom curve) [2.8].
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In order to accurately extract calibration coefficients (𝐴 and 𝐵) we need to conduct sets of
experiments with a robust population of subjects at different ages and with varying blood
oxygen levels measured from a reference sensor. After several groups of breath holding
comparison tests with different volunteer subjects in the same environment temperature
and light conditions, 𝐴 and 𝐵 were extracted.
𝑆𝑝𝑂2 = 128 − 44. 𝑅

(2.3)

The error in ambient light (about 500 lx) is 2% when the subject is at 1-m distance from
the two cameras.

2.2 Human Respiratory and Heart Rate Detection using Optical
Technique
As explained above, iPPG signal is a variation of the skin color due to the small changes
in the blood volume in arteries and capillaries underneath the skin caused by heartbeat and
therefore, is proportional to the human pulsation. In fact, the reflected optical signal from
the skin has a low-frequency component that slowly varies due to the respiration rate (RR).
Meanwhile, its high-frequency component, which shows pronounced change, is related to
the blood volume change during the systolic and diastolic phases of the cardiac cycle and
therefore, can be used to calculate heart rate (HR).
Although we used two cameras with two different wavelengths to measure human SpO2,
one of the cameras is enough to extract RR and HR. In this case, when we use one camera,
the proper wavelength to extract RR and HR using iPPG is 520 nm (green light) due to the
blood’s absorptivity and skin penetrating ability of the light at this wavelength. In addition,
it is not sensitive to the sunlight noise.
15

2.2.1 Methodology
In order to retrieve RR and HR using optical techniques, like the previous section, we take
a video from the face of the human subject using a CCD camera mounted with a proper
band-pass filter (520 nm filter). Then we select ROI (the area below the eyes). Basically,
there are two major challenges to get a clean iPPG signal from the video:
1. extremely low signal strength of the color-change signal, particularly for darker skin
tones and/or under low lighting conditions; and
2. motion artifacts due to an individual’s movement in front of the camera.
There are many methods and techniques to overcome these challenges such as
DistancePPG [2.9], MRC (Maximum Ratio Combination), weighted averaging, regionbased motion tracking algorithm, and Sophia (Skin-Oxygen PPG Image Analysis) [2.10].
However, we can divide all these methods into two major techniques: average-based
methods and using independent component analysis (ICA)-based methods. In averagebased methods, we take the spatial average from all the pixel intensity within the selected
face region, and then filter it for de-noising. On the other hand, in ICA-based methods, we
decompose the different camera channels (e.g. red, green, and blue or cyan, orange, and
green) into independent source signals and then extract the desired PPG signal from one of
these independent sources.
Although ICA-based techniques have shown promising results, they usually have
expensive computational cost and therefore much longer processing time due to the
implementation of PPG extraction algorithm on multiple channels and signals.
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However, for our purposes (extracting RR and HR), taking average of all pixels in the ROI
for each frame of the taken video helps in cancelling out the unrelated signal due to the
head motion or light changing on the surface of the subject’s skin.
Therefore, by plotting these average values vs. time (associated with frame number), we
obtain a clean iPPG signal, showing the pulsation. This iPPG signal has two components;
the low-frequency component reflects RR (since human RR is between 0.1 Hz and 0.5 Hz),
while the high-frequency component shows HR (human HR is between 0.7 Hz and 3 Hz).
Therefore, after extracting iPPG signal which is a periodic signal, we apply Fast Fourier
Transform (FFT) to this signal to get the spectrum or frequency-domain signal. Afterwards
by applying suitable filter we can extract the peaks associated with RR and HR and by
multiplying the peak values (in Hz) by 60 we can retrieve RR and HR (in bpm (beat per
minute)).
Figure 2.4 shows the spectrum of vital signs including RR and HR from a camera with
520-nm filter when illumination level on the surface of the subject’s skin is 500 lx and the
results from the contact sensors as references.
As seen from Figure 2.4, the results from camera match well with the contact sensor.
We have summarized the whole procedure of retrieving RR, HR, and SpO2 in Figures 2.5
to 2.7, and Figure 2.8 shows the pulse sensor as the reference.
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Figure 2.4 Spectrum of vital signs including RR and HR from a camera with a 520-nm
filter when illumination level on the surface of the subject’s skin is 500 lx and the results
from the contact sensors as our reference [2.11].

Figure 2.5 The setup to extract iPPG signals for RR, HR, and SpO2.
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Figure 2.6 Processing pipeline to extract the respiratory rate, heart rate, and oxygen level
over time from video sequences of the skin.

Figure 2.7 Processing to extract the oxygen level over time from the video sequences of
the skin.

Figure 2.8 Pulse sensor (reference or ground truth).
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2.3 Human Blood Pressure Detection using Optical Technique
2.3.1 Blood Pressure Extraction
Recent publications have shown it is possible to estimate the blood pressure (BP) of a
patient using optical techniques [2.12], [2.13]. It has been shown that pulse transit time
(PTT), or the amount of time it takes a pulse from the heart to travel between two arterial
sites, is highly correlated with BP. By monitoring the change in pixel values over time in
two areas of the body and applying appropriate averaging and filtering, PTT can be
extracted. In this work, PTT was extracted between the face and the palm of the right hand.
After proper calibration, PTT can be used along with the calculated calibration coefficient
(𝑏) from the following equation to estimate BP, where 𝛾 = 0.0174 (from Dr. Kong,
Beijing Institute of Technology):
𝐵𝑃 =

−2
𝛾

𝑙𝑛(𝑃𝑇𝑇) + 𝑏

(2.4)

This relationship applies for both diastolic blood pressure (DBP) and systolic blood
pressure (SBP). The calibration coefficients for each can be calculated using a fitting
method, but due to the limited testing availability in this work, the calibration coefficient
was found based on one measurement as an initial test.
An important factor related to the accuracy of these measurements is the frames per second
(fps) capability of the camera in use. Because the average PTT between the face and hand
is typically very small (as small as tens of milliseconds), a camera with over 100 fps is
preferred. In this work, the back camera of the iPhone X is used in order to record video in
1080 p 240 fps. After comparing results between a 100-fps monochrome camera, the
iPhone X back camera at 120 fps, and the iPhone X back camera at 240 fps, the 240-fps
20

camera provided the most consistent results in terms of signal quality under any lighting
scenario. The monochrome camera suffered from poor focusing and heavy dependence on
lighting. The iPhone X was able to take high quality videos using natural lighting, without
the need for an external lighting source.
2.3.2 Experimental Setup and Results
To test the feasibility of the proposed technique, the average PTT’s of two subjects are
found; one for calibration, and the other one to test the calibration coefficients. This sort of
experiments has been conducted by my colleague, Chandler Bouder. In order to extract a
subject’s PTT, a video is first recorded with the subject’s face and hand in-frame for 40
seconds. The subject’s blood pressure is taken using a contact sensor directly after the video
is taken as a reference. The video is then analyzed by custom MATLAB code to specify
the regions of interest. The green channel of each of the regions is then extracted in order
to help reduce noise. To help eliminate noise caused by slight movements, rather than
taking an overall average pixel value across the whole region, the region is divided into
smaller 20 x 20-pixel regions, averaged, filtered, and added back together. The initial
results and errors of the estimations are shown in Table 2.1. However, there are
improvements that can be done to increase the accuracy of this technique. First, a much
larger sample of experiments needs to be run in order to extract unique 𝑏 and 𝛾 coefficient
values for both SBP and DBP. By holding 𝛾 constant, the difference between the SBP and
DBP will always be the same.
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Figure 2.9 Pixel average of two regions of interest, palm and the area in face bellow eyes
as ROIs.

Table 2.1 The Calibration Coefficients for Both DBP and SBP
Reference BP
127/80

Estimated BP
121/86

Avg. PTT
40ms

22

% Error SBP
4.73%

% Error DBP
7.5%

Though SBP and DBP have a somewhat linear relationship, this is not always perfect.
Blood pressure (SBP – DBP) is also known to vary widely from a person to another.
Another important improvement is including more variables in the model to predict BP.
PTT does not have a perfect correlation with BP, and other works have reported including
other parameters such as heart rate, age, height, and more [2.14], [2.15]. It has also been
reported that using variations in the hue of the video results in more accurate estimations
than extracting the green channel [2.16].
There have also been studies using transdermal optical imaging (TOI) technology that
allow the separation of re-emitted light from hemoglobin from that of melanin [2.17]. This
would greatly reduce the risk of affecting the accuracy of results based on skin tone.

2.4 Human Vital Sign Detection Using Radar Technique
Although we showed that we can retrieve human vital signs using optical techniques, there
are several limitations using this technique. The major one is that in order to use cameras,
we need to have access to the subject’s face. It means in the situation that the subject is
behind the wall or not facing the camera, we are not able to extract his/her vital signs.
Moreover, if the light on the surface of the subject’s skin is not adequate or the subject is
in dark, the performance of the camera and the optical technique degrades. In these
situations, the accuracy of retrieved vital signs is too low and results are not reliable. Hence,
optical systems are adequate only in short ranges and in a well-lit region. In [2.11], we
employed cameras and optical technique for vital sign detection in many different
situations including different distances between the subject and camera, different
orientation of the subject to the camera, and different lighting conditions. The results show
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that this technique is not effective for remote triage or through-wall detection, and it
significantly degrades or even fails under poor lighting conditions.
Another attractive solution for non-contact human vital sign detection is radar technique.
Radar techniques can detect human vital signs in the dark or behind walls.
There are different types of radars, but stepped-frequency continuous-wave (SFCW) radars
and frequency-modulated continuous-wave (FMCW) radars have been proved particularly
useful to remotely monitor multi-human subjects’ vital signs. Compared with a single-tone
continuous wave (CW) radar, they can detect the positions of the targets due to their wide
Doppler frequency spectrum and therefore, are capable of being used for multi-subject
applications. Moreover, when compared with ultra-wideband (UWB) impulse radars, they
are less sophisticated and yields higher signal-to-noise-ratio (SNR) in general. In addition,
for faster response and to drastically reduce the amount of data, multi-channel SFCW and
FMCW radars can employ compressive sensing techniques. For these reasons, a seethrough-wall SFCW radar is investigated here. The focus of this work is on extracting and
tracking respiratory and heart rates in a near real-time manner using the aforementioned
radar systems and by employing advanced signal processing techniques.
2.4.1 SFCW Radar System
The SFCW radar shown in Figure 2.10, also called frequency-domain radar, generates a
set of N consistent CW pulses whose frequencies rise from one pulse to the next by a fixed
frequency step size ∆𝑓. Therefore, the frequency of the 𝑛𝑡ℎ pulse is,
𝑓𝑛−1 = 𝑓0 + (𝑛 − 1)∆𝑓
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(2.1)

Figure 2.10 SFCW radar system detecting human vital signs.

Table 2.2 SFCW Radar System Parameters
Parameter
RF Frequency Range
Number of Channels
Frequency Step Size (∆𝒇)
Number of Frequency Steps in One Frame (𝑵)
Frame/Pulse Repetition Frequency (PRF)
Sampling Rate
Range Resolution
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Value
2-4 GHz
2
20 MHz
50
20 Hz
50 kHz
5 cm

In (2.1), 𝑓0 indicates the initial carrier frequency. Therefore, every frame of the signal
includes 𝑁 frequency steps. Figure 2.10 shows a block diagram of the designed and
implemented SFCW radar system for human vital signs detection. The characteristics of
the utilized SFCW radar is summarized in Table 2.2.
2.4.2 Signal Processing
Phase based method is a traditional method for extracting vital signs information by using
complex data from I and Q down mixing. Specifically, the methods are the complex signal
demodulation (CSD) and arctangent demodulation (AD). Since it was proven that CSD
method suffers from harmonics interference of respiratory motion of the chest [2.18], this
work will not analyze the performance of these hardware systems with CSD method. AD
extracts the phases of the I and Q signal over the range profile and phase unwrapping to
remove discontinuities when the phase exceeds π. This can be shown as [2.19]:
𝐵 (𝑡)

𝜑(𝑡) = 𝑎𝑟𝑐𝑡𝑎𝑛 (𝐵 𝐼 (𝑡)) + 𝐹
𝑄

(2.2)

where 𝐹 is added to deal with phase discontinuities. Then, FFT is implemented on the
constructed signal to extract the vital signs information of the subjects. Although AD is
known to suffer from less interference from respiratory harmonics, AD can still suffer from
DC offsets issue, which creates imbalance in the I and Q signal amplitude and phase. This
results in a shift and distortion of the received signal constellation.
2.4.3 Experimental Results
The performance of the hardware system and algorithm has been assessed through
measurements with different subjects (different genders, ages and health situations).
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Figure 2.11 Experimental Setup.

Figure 2.12 Spectrum of vital signs from SFCW radar system and arctangent demodulation
method [2.11].
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The measurement time was 20 seconds. Experiment with each participant was conducted
at different distances. Respiration monitor belt sensor NUL-236 [2.20] and pulse sensor
SEN-11574 [2.21] were used as respiratory and heart rate ground truths correspondingly.
The radar system mentioned above was used to record data from participants to quantify
the performance error on the basis of the ground truth. Figure 2.11 shows the experimental
setup in an indoor environment and Figure 2.12 shows the results of RR and HR extracted
by AD method applied to the data collected using the SFCW radar system.
As seen from the result, using SFCW radar system and AD method, we can retrieve human
vital signs accurately. However, as it is clear from the results, the amplitude of vital signs
spectrum for respiration is much higher than the one from heartbeat due to the fact that
human chest displacement caused by breathing is much larger than the tiny motions of the
body because of heartbeat or pulsation. Considering this fact, in many cases, respiration
signal has a strong harmonic near the peak of the heartbeat, which makes it really
challenging to differentiate and identify heart rate.

2.5 Comparison Study of Non-Contact Vital Sign Detection using
Optical and Radar Techniques
Although radar techniques are suitable for detecting vital signs of human subjects behind
the walls or in dark conditions, it is very challenging to detect human SpO2 using Doppler
radars. The reason is that oxygen absorption spectrum has a response in around 60 GHz.
However, at this frequency range (mm waves), radar signal cannot penetrate human skin
to detect the changes in oxygen in blood. Hence, between different human vital sign
parameters, in this work, we use radar technique to detect HR and RR. On the other hand,
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we showed that in well-lit situations, the optical technique is also able to retrieve RR and
HR accurately. Therefore, it is worth comparing these two different techniques by
conducting different sets of experiments and using camera and radar at the same time as
detection sensors simultaneously. In this way, considering each technique’s pros and cons,
we can use the proper technique or combination of both at different specific situations.
In [2.11], we conducted a complete study to be able to compare the performance of camerabased photoplethysmography and radar techniques in different situations and conditions.
In fact, we conducted many experiments with different human subjects, at different
orientations (angle to the radar boresight), and in many various experimental situations.
Here we explain one set of experiments. In this experiment, data of one subject at 1, 1.5,
and 2 m away from the experimental system with four orientations specified in Figure 2.13
have been collected simultaneously by the SFCW radar and the iPPG system (camera). The
experimental setup is shown in Figure 2.14. Antennas of SFCW radar and cameras of iPPG
system were mounted 110 cm above the ground. The transmitting and receiving antennas
were 50 cm apart, and the cameras were mounted in the middle between the transmitting
and receiving antennas of the SFCW radar. Note that for the iPPG system, when the subject
is at the “back” position, the ROI of the captured video is the neck not the face 9in this case
the area of the back of the neck is used as the ROI); while when the subject turns right or
left, ROI will be the left side of the face and right side of the face of the subject,
respectively. The subject (age 31, weight 82 kg, and 1.8 m tall) was sedentary at the same
distance from the radar receiver and iPPG system.
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(a)

(b)

(c)

(d)

Figure 2.13 Four orientations of subject (a) front, (b) back, (c) right, (d) left [2.11].

(a)

(b)

Figure 2.14 (a) Block diagram of the experimental setup. (b) Experimental setup in
laboratory [2.11].
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For evaluation, one belt sensor (NUL-236) [2.20] and one BVP sensor (pulse sensor SEN11574) [2.21] were used as references of respiration and heartbeat, respectively.
The frame rate of SFCW radar is 20 Hz and the sampling rate of camera is 20 frames/s.
Both SFCW radar and iPPG system collect data for 30 s in the experiment, while the
controlled environment illumination is measured by a lux meter (Extech LT300, FLIR
Commercial Systems Inc., Nashua, NH, USA) [2.22].
The accuracy is defined here as “𝑅𝑎𝑡𝑖𝑜”. The ratio of measurement to reference sensor is
calculated as
𝑅𝑎𝑡𝑖𝑜 =

𝑉𝑀
𝑉𝑅

× 100%

(2.3)

where 𝑉𝑀 indicates measurement result; and 𝑉𝑅 indicates reading from the reference sensor.
When a subject is 1 m away from the experimental setup at the position “front” and the
illumination level is 500 lx, the demodulated signals spectrums from both radar and optical
sensor are compared with the results of the corresponding reference sensor, as shown in
Figure 2.12. The respiratory and heart reference rates of a subject were 0.23 and 1.35 Hz,
respectively, during the experiment. Both radar and camera demonstrate high accuracies in
RR and HR monitoring. For radar, the corresponding ratios to respiratory and heart
reference rates are 100.17% and 99.63%, respectively; meanwhile for camera, the ratios to
respiratory and heart reference rates are 99.30% and 100%. These differences are less than
1% using either technique in vital signs detection.
The performance of radar and camera in vital signs detection for a subject seen at different
orientations and at different distances with 500 lx illumination have been compared.
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(a)

(b)

(c)

(d)

Figure 2.15 When illumination is 500 lx, comparison of ratio to reference using SFCW
radar and camera in RR detection when subject is at orientation of (a) front, (b) left, (c)
right, and (d) back [2.11].
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(a)

(b)

(c)

(d)

Figure 2.16 When illumination is 500 lx, comparison of ratio to reference using SFCW
radar and camera in HR detection when subject is at orientation of (a) front, (b) left, (c)
right, and (d) back [2.11].
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The results are shown in Figures 2.15 and 2.16. As shown, both radar and camera have
ratios for both RR and HR detection within 100% ± 2% for all orientations up to 2 m. Vital
signs of a subject at these different orientations can be clearly extracted using radar,
especially when subject is in close range. It is also observed that camera is capable of
accurate vital signs monitoring as long as videos of exposed human skins are captured.
This is consistent with our prediction that both radar and camera sensors possess an SNR
in the range of 27 dB when the subject is 2 m away under 500 lx illumination, which
ensures the accuracy of vital signs detection for both systems.
To investigate the influence of illumination level on performance of camera in vital signs
detection, another experiment is conducted where the subject is 2 m away for the four
indicated orientations (front, right, left, and back) but under different illumination
conditions. The results are summarized in Figures 2.17 and 2.18. When the illumination
level drops from 500 lx to 200 lx, the accuracy of camera in RR monitoring degrades by
10% as indicated by the ratio parameter when the subject is at left or right positions, while
the accuracy of HR detection is not greatly affected. When the illumination level is 100 lx,
ratios of RRs extracted by camera degrades to 70%, i.e., −30% difference to reference
readings, while the ratio of HR is overestimated by 40% when the subject is at the “right”
position. Vital signs detected by camera in low illumination level are not reliable. It is
worthwhile mentioning that radar is not influenced by illumination conditions as
demonstrated in Figures 2.17 and 2.18.
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(a)

(b)

(c)

Figure 2.17 When subject is 2 m away, comparison of ratio to reference using SFCW radar
and camera in RR detection when illumination level is (a) 500, (b) 200, and (c) 100 lx
[2.11].
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(a)

(b)

(c)

Figure 2.18 When subject is 2 m away, comparison of ratio to reference using SFCW radar
and camera in HR detection when illumination level is (a) 500, (b) 200, and (c) 100 lx
[2.11].
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(a)

(b)

(c)

Figure 2.19 When subject is at orientation of front, comparison of ratio to reference using
SFCW radar and camera in RR detection when illumination level is (a) 500, (b) 200, and
(d) 100 lx [2.11].
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(a)

(b)

(c)

Figure 2.20 When subject is at orientation of front, comparison of ratio to reference using
SFCW radar and camera in HR detection when illumination level is (a) 500, (b) 200, and
(d) 100 lx [2.11].
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The above experiment was then repeated to study the effect of subject distance from the
setup, with the subject in “front” position. As shown in Figures 2.19 and 2.20., when the
subject is at front position, RR and HR are readily monitored by camera when lighting
level is above 200 lx; when lighting level drops to 100 lx, accuracies for RRs significantly
degrade with the increase of subject distance. As shown in Figure 2.20 (c), the ratio of RR
measurement to reference degrades from 97% at 1 m, to 89.93% at 1.5 m and 115.81% at
2 m.

2.6 Mono-Static SFCW Radar System
Bi-static radar utilizes two different antennas for transmission and reception. However, use
of separate antennas provides adequate isolation between the transmitter and receiver
necessary for full duplex operation. For compact radars, however, mono-static
architectures are preferred. But isolation between the transmitter and receiver is a concern,
since a relatively low leakage from the transmitter to the receiver can cause significant
interference and dominates the very weak (low-power) signal reflected back from the
target.
For UWB impulse radars, mono-static radars have been successfully developed using high
isolation switches. Typically, the receiver is turned off while the transmitter is on, and vice
versa the receiver is on while the transmitter is off. The receiver must also be off during
any anticipated pulse fall-down time of the impulse radar. Use of fast switches with high
isolation (> 30 dB) are adequate for pulsed operation [2.23].
Meanwhile, for CW, FMCW, or SFCW radars, using RF switches results in losing a part
of signal since the radar signal is a continuous sinusoidal signal. In case of continuous39

wave radar systems, circulators or couplers are used. There have been several passive
leakage cancellation networks for mono-static CW radars [2.24-2.27]. These leakage
cancelers however have been designed for narrowband systems. Alternatively, [2.28] and
[2.29] presented mono-static transceivers using relatively high isolation couplers. In [2.28],
for example, a variable gain block amplifier and a variable phase shifter have been used
but needed calibration. In [2.29], a wideband coupler has been designed and led to high
insertion loss (> 6 dB). Other methods require use of active elements and complicated
calibration methods, but it is generally doable.
However, it is a major challenge to achieve high isolation from the transmitter to the
receiver over a wide frequency range. For example, a typical wideband circulator will
provide a fraction of a dB insertion loss for signals in clockwise direction, and 18 dB to 20
dB in opposite direction. Normally, 20 dB is not enough to protect the transmitter.
Therefore, more than one circulator are used in cascade to provide more than 40 dB
isolation from receiver to transmitter as in [2.31]. However, we still see only 20 dB leakage
isolation from transmitter to receiver. In other words, the circulator will protect the
transmitter from highly reflected signals, but the level of direct leakage from the transmitter
to the receiver is still the same as illustrated in Figure 2.22, and increasing the number of
circulators will not affect this leakage level. Similarly, low isolation performance over a
wide frequency range is expected from wideband couplers. Hence, novel methods are
required to eliminate this leakage or significantly reduce it to 30-40 dB down.
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Figure 2.21 Block diagram of mono-static radar using circulator [2.30].

(a)

(b)

Figure 2.22 (a) Block diagram of the mono-static radar using 3 circulators; (b) Results of
isolation between the transmitter and the receiver.
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In this work, we demonstrate a novel passive leakage cancellation network for a wideband
mono-static SFCW radar which is easy to implement. The operating bandwidth of the radar
system is 2 GHz (2-4 GHz) and provides adequate isolation between the transmitter and
receiver that is greater than 33 dB over the radar bandwidth.
2.6.1 Structure of The Leakage Cancellation Network
The proposed assembled leakage cancellation network is comprised of two low-cost similar
circulators (RFLC-301-4S) with a relatively poor isolation (18 dB) over a 2 GHz
bandwidth, a wideband equal power splitter, a wideband 180 phase shifter, and a
wideband in-phase equal power combiner as shown in Figure 2.23 The transmitted signal
from transmitter (Tx) is divided equally using a wideband power splitter (W1). Half of the
signal goes through a wideband circulator (C1), and then the forward signal goes to the
antenna (Ant.), while the leaked signal is fed to one input of a wideband in-phase combiner
(W2). The other half goes through the second circulator (C2), and the leaked part goes
through a phase block convertor 180 phase shifter (PS) and is fed to the second input of
W2. Both leakages travel through identical routes. It is anticipated that we have high
cancellation over a wide frequency range, and the desired received signal from the antenna
will go through C1 in a clockwise direction followed by W2 to the receiver (Rx).
Practically, it is very challenging to design a wideband phase block convertor over a 2 GHz
bandwidth, and maintain the amplitude of the two leakage signals equal due to the fact that
one of them goes through the phase convertor and suffers from extra loss. Hence, amplitude
adjustment would be needed which could make the system very complicated.
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Figure 2.23 Leakage cancellation network working through 2-4 GHz [2.30].

160 Ohm

60 Ohm

(a)

(b)

(c)

Figure 2.24 (a) Implementation of the wideband equal power splitter using microstrip lines;
Measured results ((b) output ports insertion losses, and (c) phase response) [2.30].
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To overcome these two problems, we integrated 180 phase convertor and equal power
divider by designing a wideband equal power combiner with 180° phase difference
between its two input ports using parallel-strip transmission lines.
However, the penalty of this approach is the extra loss in the received signal due to feeding
only one input port of the power combiner, in addition to the 3-dB loss in the transmitted
signal that was used to generate an exact duplicate of the leaked signal. Overall, by
removing the unwanted leakage signal, we can amplify the received signal which is mainly
reflected back from the subject.
2.6.2 Wideband Equal Power Splitter (Divider)
We simulated the Wilkinson power splitter and combiner using CST Studio Suite 2017 and
used 31 mil Rogers RT5880 as the substrate. To achieve a wideband in-phase equal power
splitter function, we designed a two-stage Wilkinson using microstrip lines to make it
wideband and optimized it to achieve equal insertion losses over the bandwidth as shown
in Figure 2.24.
2.6.3 Wideband 180° Equal Power Combiner
Figure 2.25 shows the wideband equal power combiner with 180° phase difference between
ports 2 and 3. The concept of designing this component is to use parallel-strip transmission
lines instead of microstrip lines [2.32]. In Parallel-strip lines, a substrate is sandwiched
between two strip conductor lines and therefore, the signals flowing on the upper and lower
lines always have equal magnitudes but are 180° out-of-phase. With this approach, we can
obtain a frequency-independent 180° differential phase between ports 2 and 3.
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(a)

(b)

Figure 2.25 (a) The wideband 180-degree equal power combiner using parallel-strip lines
(top layer (left); (b) bottom layer (right)), and phase response measurements [2.30].

45

This is achieved by step transitioning the parallel-strip lines to microstrip lines while
connecting the inner conductor of SMA connectors to the lower line in port 2 and to the
upper line in port 3 as shown in Figure 2.25. Measured results show 180° ± 2° phase
difference between output ports. To make the combiner wideband we used a two-stage
Wilkinson with a center frequency of 3 GHz. The insertion losses and resistors are the same
as the in-phase power splitter.
2.6.4 Measurement Results
All components in the designed leakage cancellation network were assembled, and the
measured isolation from the transmitter to the receiver is shown in Figure 2.26, while the
insertion loss from the antenna to the receiver is less than 4.05 dB over the entire
bandwidth. The results demonstrate that this cancellation network reduces the leakage
signal by more than 33 dB through the whole 2 GHz operating bandwidth, while it passes
the received backscattered signal from the target to the receiver. Thus, this network
provides a full duplex operation over a wide frequency range.
Therefore, a wideband low-cost passive leakage cancellation network comprised of a
wideband equal power divider, two circulators, and a wideband 180° parallel-strip line
power combiner has been proposed to cancel the unwanted signal due to the leakage from
the transmitter to the receiver. The implemented canceler provides more than 33 dB
isolation between the transmitter and receiver over a 2 GHz which is adequate for monostatic radar application. The performance is comparable to active leakage canceler schemes
and has even wider bandwidth. This work has been compared to similar works in Table
2.3. As be seen, this canceler has a wider bandwidth and lower insertion loss.
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(a)

(b)

(c)

(d)

Figure 2.26 The leakage cancellation network; measuring the isolation from the transmitter
to the receiver (left) (a) and (c) and measuring the insertion loss from the antenna to the
receiver (right) (b) and (d) [2.30].
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Table 2.3 Summary of Similar Leakage Cancellation Networks
Ref.

BW
(%)

Freq.
(GHz)

Insertion
loss (dB)

Isolation
(dB)

Type

Network Structure

[2.24]

8.33

24

>6

30

passive

Five Q-hybrids

[2.25]

6.25

24

N/A

35

passive

A Wilkinson and a
coupler

[2.26]

2.5

24

N/A

45

passive

Ring hybrids, Q-hybrids
and Wilkinson power
dividers

[2.27]

1.26

25.46

N/A

40.5

passive

Two large couplers and a
Wilkinson power divider

[2.28]

18.75

6.4

N/A

36

active

Tunable canceller using
variable phase shifter and
gain block amp.

[2.29]

10

60

>5

30

active

A tunable coupler

This
work

67

3

4

33

passive

Two circulators, a
Wilkinson, and a 180°
power combiner
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2.6.5 Reflection from Antenna Port
The results for leakage cancellation network are very good and the network provides a
relatively high isolation between the radar transmitter and receiver, and acceptable
insertion loss from the antenna to the receiver for a wide bandwidth. Therefore, this leakage
canceller can be used in SFCW radar system in order to reconfigure it as a mono-static
radar system. Hence, in this mono-static configuration, we only use one antenna to send
the radar signal to the target and receives the backscattered signal from the target and guide
it to the receiver side, simultaneously.
However, there is another challenge connecting the antenna to the circulator, due to the
return loss or reflection from the antenna port. In reality, in Figure 2.23, port 2 of C1
9circulator 1) is connected to the antenna. If the antenna is very good, it has the return loss
of bellow -15 dB for the entire bandwidth. Therefore, a considerable part of transmitting
signal reflects back from the antenna and goes to the receiver path, which is very strong
compared to the weak received backscattered signal from the target and is even stronger
than leakage signal due to the poor isolation of circulator. Therefore, cancelling this
reflected signal from antenna is as important as the leakage signal.
To solve this problem, we need to create the exact reflected signal from antenna in the other
path by putting the same antenna at port 2 of C2 which is facing to another direction.
However, using a programmable dummy load at port 2 of C2 can do the same duty. Figure
2.27 shows the structure of the mono-static radar system including Tx/Rx antenna and
dummy antenna for reflection cancellation purposes.
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Figure 2.27 The structure of the mono-static radar system including Tx/Rx antenna and
dummy antenna for reflection cancellation purposes.
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2.6.6 Validation and Vital Sign Detection Results
In order to validate the performance of the leakage cancellation network and therefore
mono-static SFCW radar system with two channels and operating at 2-4 GHz, we utilized
it to collect data from a human subject sitting in front of the radar. Then, we formed range
profile and then processed the collected data using arctangent demodulation method to
retrieve respiratory and heart rate. Figure 2.28 shows mono-static SFCW radar system with
only one antenna that transmits the radar signal and receives the radar returned signal from
the subject simultaneously in the indoor environment of the lab and Figure 2.29 shows the
results.
From Figure 2.29, we can see that the range profile is pretty clean and shows the subject’s
range clearly. Moreover, the results of vital signs match the contact sensors well.
Comparing the results of Figure 2.29 from the mono-static SFCW radar with the ones in
Figure 2.12 while we used bi-static configuration of the same SFCW radar system shows
that eliminating the receiving antenna does not have any adverse effect on the performance
of the SFCW radar system and still we have less than 1% error extracting vital signs. In
fact, the beauty of this method is that the leakage cancellation network is completely a
passive and low-cost network, and therefore, does not need any calibration or complex
method to use.

2.7 Near Real-Time SFCW Radar System
Near real-time operation has been developed and being improved over time for SFCW
radar system.
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Figure 2.28 Mono-static SFCW radar system for human vital sign detection.
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(a)

(b)

(c)

(d)

Figure 2.29 Results from the data collected using mono-static SFCW radar; (a) 3-D and 2D HRRP; (b) Spectrum of vital signs measured using mono-static SFCW radar; and (c)
Pulse sensor; and (d) Belt sensor.
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My colleague, Toan Vo Dai, and I developed the Graphics User Interface (GUI), shown in
Figure 2.30, that displays vital signs and distance-from-radar of subjects. Figure 2.30
shows a screenshot of the GUI.
Arctangent demodulation (AD) method is used at this time for real-time operation. In AD
method, we use I and Q channels information to extract the phase information of the radar
return signal. However, in real-time demo we put all the steps in AD method, taken towards
extracting vital signs, in a sliding window with a specific window size that is moving and
extracts vital signs. Then, we are able to estimate the values of vital sign parameters using
the overlapped parts of the window. The following steps show the flow of AD:
1) Collect data using SFCW radar;
2) De-noise the data and filter out the undesired and out-of-band data;
3) Remove the static background reflection by subtracting the mean of the radar return
signal;
4) Construct high-range resolution profile (HRRP) by applying iFFT along the range or
fast-time axis;
5) Apply FFT along the range axis of the HRRP to focus on the phase information;
6) Calculate the arctangent of the complex signal obtained from step 5;
7) Unwrap the phase to obtain the displacement signal;
8) Apply FFT on the displacement signal to extract the spectrum;
9) filter the results to extract RR and HR.
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Figure 2.30 Graphic user interface (GUI) for near real-time vital sign demo of SFCW radar
system.
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However, in real-time demo, we put all the steps inside a sliding window moving along the
slow-time (time) axis. To better estimate the heart rate, instead of conventional FFT we
employ STFT with sliding Hamming window with a length equals 2/3 the length of original
signal and an overlap of 95%. This way we have multiple heart rate estimation
corresponding to each sliding window. In this way the results are refreshed and updated
every 5 seconds. The final estimate will be done by first getting rid of outliers estimated
values using their mean and standard deviation similarly. The remaining estimated values
will be averaged to get the final heart rate estimation.

2.8 Conclusion
In recent years, researchers have presented a number of new and interesting methods for
non-contact physiological parameters detection using iPPG and radar techniques.
In this chapter, SFCW radar and iPPG technologies were briefly reviewed, discussed, and
compared. The two methods were utilized for the extraction of HR and RR at similar
conditions to simplify the comparison. Results from the experiments of the SFCW radar
system, indicated that the detection of HR was within an error rate of 2% irrespective of
the subject’s four described orientations up to 2 m. The experimental results also show that
SFCW radar has demonstrated slightly better accuracy in the extraction of HR in front and
back positions.
Conversely, iPPG technique is uniquely capable of remotely detecting oxygen saturation
levels and blood pressure and has similar performance to radar for HR and RR under
ambient light conditions. However, it is not effective for remote triage or through-wall
detection, and it significantly degrades or even fails under poor lighting conditions.
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In this chapter, we showed that different configurations of the 2.4 GHz SFCW radar
system, including bi-static and mono-static, can be used in extracting human vital signs,
accurately. Promising results from SFCW radar system, encouraged us to extend its
application and use it to retrieve more complex parameters of human health, that is human
gait. In the next chapters, we will explain the non-contact methods of human gait analysis
using radar (SFCW radar) techniques.
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CHAPTER THREE
HUMAN GAIT ANALYSIS USING RADAR TECHNIQUES
3.1 Human Gait Investigations
Human gait investigations continue to attract many scientists and practitioners in fields
such as sport medicine, geriatric medicine, bio-mechanic and bio-medical engineering.
These investigations include segmentation of human body parts for athletic performance
evaluation [3.1], health issue diagnosis [1.29], [1.30], automatic monitoring of human
activities in security-sensitive zones [3.2], elderly health care monitoring [1.32], man–
machine user interface design [3.3], and smart video conferencing [3.4]. The goal here is
to further understand any motion abnormalities; hence, we need to thoroughly track and
understand the normal motion of human limb joints first. Then, it will be very helpful to
accurately monitor human subjects or patients over time to provide early flags of possible
complications in order to aid in a proper diagnosis and development of future
comprehensive treatment plans.
Commercially, many types of sophisticated equipment have been in the market to monitor,
track, record, and analyze patients’ motions like spinal cord analysis machines, adaptive
motion trainers, and stretch trainers. However, these types of equipment are not widely
used because they are either invasive (required to be imbedded in the patient’s body) or
need contact (require touching the patient), and often are expensive. So, the search is still
prevalent for continuous indoor monitoring of patients’ motion with aims to extend to
outdoor environments. It is expected that these techniques will not obstruct patients’
regular activities and will not intrude their privacy.
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3.2 Radar Techniques for Human Gait Analysis
Alternatively, radar techniques are more suitable for these non-invasive, non-contact
motion activity observations and can provide remote monitoring. Using radars for motion
analysis provides non-contact, long-range coverage, which can be fulfilled using simple,
low-cost single-tone radars or wideband radar systems to detect and track single or multiple
subjects. Various radar types have been used for non-contact remote gait analysis;
however, it is typically hard to distinctly track different body limbs. Low cost single-tone
continuous wave (CW) radar is a very attractive option and has been used with great
success for remote gait analysis [3.5], although it cannot extract any range information and
cannot track more than one subject, which is a serious limitation for multiple-subject
monitoring.
Complex human motion is generally an amalgamation of movements from different body
limb joints. Therefore, the backscattered radar signal from a walking subject, can be
analyzed by uniquely assigning the radar returns to the individual micro-Doppler (µ-D)
signals from various limb joints.
It is generally very challenging to practically retrieve and separate µ-D features of body
part trajectories from a walking subject due to their wide Doppler frequency spectrum, i.e.
their various speeds. Additionally, range information is a must to analyze more than one
subject and be able to separate various subjects’ motions based on their range bins.
Therefore, a high-performance wideband radar is required to provide high range-resolution
information in conjunction with a robust signal processing technique to retrieve and
separate the µ-D frequencies of all moving parts in a multiple-subject scenario.
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For a wideband frequency operation, either a SFCW radar, with a linearly stepped
frequency to cover a wide bandwidth can be used, or a frequency modulated continuous
wave (FMCW) radar which emulates a wideband signal by continuously sweeping
frequencies over a wide range. Many chips for FMCW radar system currently exist and
they have been successfully addressing the challenging concern that calibration (make up
for amplitude and phase distortion for various frequencies) is needed if any non-linearity
exists due to the fact that the frequency is being swept in FMCW systems with very fine
steps or in a continuous way. Both radar systems, however, can provide localization and
multiple-subject detection.
Ultra-wideband (UWB) impulse radar is another alternative technique in which a signal
with a large instantaneous bandwidth is employed and can simultaneously extract a
subject’s velocity and range information. A disadvantage of a UWB-IR radar system is that
it requires a high-performance, fast ADC with high sampling rate or other sophisticated
devices (e.g. equivalent time sampling systems) in the receiver to capture and digitize the
data signal, which results in an expensive system and huge data storage. Recently, UWB
impulse radar chips start to be commercialized like the one from [3.6] and would require
further evaluation for this application.
On the other hand, SFCW radar is preferred here, as it has an instantaneous narrow
bandwidth combined with a wide effective bandwidth (successively over numerous pulses)
implying that the hardware necessitates less strict requirements. In other words, upon using
SFCW radar system, use of high-speed ADCs and sophisticated processors can be avoided.
Additionally, the effective receiver bandwidth is narrower, hence the collected receiver
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thermal noise “KTB”, is lower which leads to a much better instantaneous signal to noise
ratio (SNR) and this could lead to an increase in radar’s sensitivity. Moreover, SFCW radar
provides various advantageous such as high range resolution, wide dynamic range, low
noise figure, high mean power, single or multiple frequency processing, and even the
possibility of using compressive sensing methods [1.28]. It can also be programmed to
work as a CW radar if needed.
SFCW radar system’s calibration is relatively straightforward given that in a SFCW system
we have only a discrete, finite, number of frequencies with large step sizes to calibrate.
Therefore, we have chosen a SFCW radar (for this investigation) as a convenient and
attractive solution for gait analysis. SFCW radar is capable of detecting and tracking human
motion accurately and extracting μ-D features of various body joints for multiple subjects.
It only requires a low-cost digitizer or data acquisition system with less sophisticated
calibration needs compared to UWB-IR and FMCW radar systems, but the recent
availability of impulse and FMCW radar chips could open the door to be reconsidered for
further investigations.
Previously, we developed a two-channel SFCW radar system with a frame rate (or pulse
repetition frequency (PRF)) of 20 Hz [1.28]. It was used for human vital sign detection
[2.11], human fall detection [3.7], motion classification, and SAR imaging. But generally,
for proper detection of a high-speed moving body limbs, the radar PRF has to be no less
than twice the maximum measurable Doppler frequency caused by the motion with respect
to the operating frequency. Subsequently, we need to use a SFCW radar with a high PRF
to be able to extract the velocity of fast-moving body parts such as toes [3.8]. However,
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having such a system is challenging since we need to increase the frequency stepping rate
and also to develop a robust algorithm to decimate the data collected using a fast frequencystepping SFCW radar. Both hardware and data handling problems led us towards
establishing a high-performance SFCW radar system for multiple-subject gait analysis
purposes; that will be described in more detail in the following sections.

3.3 Signal Processing Algorithms for Human Gait Analysis
Along with using the appropriate radar system, there has been a large number of
investigations for implementing advanced signal processing methods to effectively utilize
the data collected by such radars. Most of these methods employ a time-frequency analysis
of the backscattered radar signals. For instance, the short-time Fourier transform (STFT)
method is widely employed for motion investigation or classification [3.9]. However,
STFT is not capable of extracting individual features of different limbs. Meanwhile, there
are other techniques like Hilbert-Huang transform (HHT) [3.8], [3.10], inverse Radon
transform [3.11], multiple signal classification (MUSIC) [3.12], wavelet transform [3.13],
artificial neural network [3.14], and short-time state space method (ST-SSM) [3.15] that
can be used. In Table 3.1, we have summarized the current signal processing techniques
employed for gait analysis which are implemented on wideband radar return signals. Table
3.1 summarizes the current signal processing techniques employed by wideband radars for
gait analysis. Among these signal processing techniques, those techniques based on statespace methods have shown great success in analyzing radar data for gait purposes. For
example, ST-SSM was successfully used by our group to extract μ-D features of human
body for gait investigation utilizing a UWB impulse radar [3.15].

62

Table 3.1 Major Investigations on Human Gait Analysis using Wideband Radar Systems
Ref.
and
Year

[3.16]
2005

[3.13]
2007

[3.17]
2008

Radar Type
and Operating
Frequency

Signal
Processing
Method

Features

---

FMCW signal with
center frequency of
10.526 GHz.

SFCW
(8.9-9.4 GHz)

Wavelet

8.9-9.4 GHz SFCW
signal; 10-MHz step
size; 20-Hz PRF
(very low PRF).

SFCW
(8.9-9.4 GHz)

S-Method +
Viterbi
Algorithm

8.9-9.4 GHz SFCW
signal; 10-MHz step
size; 20-Hz PRF
(very low PRF).

FMCW
(fc 10.526 GHz)

[3.18]
2009

FMCW
(2-4 GHz)

[3.19]
2011

SFCW
(1-2 GHz)

IFFT

IFFT

2-4 GHz FMCW
signal; 0.4-ms PRT
(very high PRF)
generated using a
fast frequency swept
YIG source.
1-2 GHz SFCW
signal; 2-MHz
frequency step size;
Four parallel PLLs;
11.1-Hz PRF (very
low PRF).
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Results
Deriving gait
characteristics
associated with
carrying a bomb
attached to the
body; Only tracking
of thorax.
Only spectrogram
results; No specific
body part or
individual organ
tracking.
Analysis in high
noise environment
situation; Lowcomputational cost
method; Results for
torso and legs of a
walking subject, but
no full cycle of
hand swing.
Fluctuation of Pulse
intensity along the
tracking; Only
tracking; No feature
extraction.

Only motion
sensing; No motion
tracking.

Table 3.1 Continued
Ref.
and
Year

[3.20]
2012

[1.17]
2012

[1.22]
2014

[3.21]
2017

Radar Type
and Operating
Frequency

UWB
(8-12 GHz)

CW + UWB
(fc 3 GHz)

CW + FMCW
(fc 5.8 GHz)

CW + UWB
(fc 24.125 GHz)

Signal
Processing
Method

Nonlinear
Least Squares
+ Expectation
Maximization

Features

UWB Impulse
signal; Highresolution radar.

STFT

3-GHz CW signal
with 700-ps pulse
with 3-GHz carrier
frequency; 75-Hz
PRF (low PRF);
FPGA-based
hardware is needed
for equivalent time
sampling.

STFT

FMCW signal with
5.8-GHz carrier
frequency and 160MHz bandwidth;
Very expensive
signal generator.

---

DWM1000 chip
from Decawave as
UWB-IR radar; Kband Doppler radar
InnoSenT IPS-154
operating at 24.125
GHz.
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Results
Very high
computational cost;
High range
resolution needed;
Tracking torso,
hands and legs of
multiple subjects
while walking.
Through-wall
sensing; Expensive
computational cost;
Real-time tracking
of target; Multisubject detection;
Only combined
spectrogram; No
feature extraction.
Positioning and
motion detection;
Doppler shifts
caused by motions;
No individual
feature extraction
from various limbs
and organs.

Walking trajectory
detection; No
feature extraction.

Table 3.1 Continued
Ref.
and
Year

Radar Type
and Operating
Frequency

Signal
Processing
Method

[3.22]
2017

FMCW
(fc 5.8 GHz)

STFT

[3.23]
2017

UWB
(0.5-3.5 GHz)

Machine
Learning

[3.8]
2017

SFCW
MHHT
(0.5-3.5 GHz)

[3.15]

UWB

2018

(1.5-4.5 GHz)

[3.5]
2019

CW + SFCW*
(70 MHz-6
GHz)

ST-SSM

1-D Block
Processing

Features

Results

5.8-GHz carrier with
320-MHz chirp
bandwidth; 3.5-ms
PRT (high PRF);
Hard to calibrate.

Detection of hand
motion in multisubject scenarios;
No limb joints
tracking.
Real time
classification using
training data set
250-Hz PRF (high
from combined
PRF); Very complex
motion-capture and
and expensive
Boulic walking
hardware.
model; Results
shown from
simulated data only.
250-Hz PRF (high
Noisy Spectrogram;
PRF); Very
Extraction of only
expensive hardware; positive velocities.
1.5-4.5 GHz impulse Analysis in lowsignal; 75-Hz PRF
SNR environment;
(Low PRF); FPGA- Extraction of only
based hardware is
torso and legs;
needed for
Feature Extraction;
equivalent time
No hand motion
sampling.
extraction.
Only CW mode
Feature extraction
(2.45 GHz) of
of different body
AD9364 SDR SDR
components;
(AD-FMCOMMS4- No multi-subject
EBZ).
detection.

*Not using SFCW mode due to the low PRF and the random changing of phase difference
between transmitter and receiver at every step of SFCW mode.
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However, ST-SSM was only limited to extract the velocity of torso, left foot, and right
foot, as the utilized PRF of this UWB-IR system was relatively low (only 75 Hz).
Therefore, we were not able to track other body joints with weaker return signals using STSSM/UWB impulse radar even with higher model orders. Hence, there have been a need
for faster frame rates or a higher PRF to track other relatively faster body parts motions
resulting in sophisticated hardware and huge data sizes.

3.4 Challenges and Problem Statement
As mentioned, among various types of signal processing methods employed by different
researchers for gait analysis and extracting of gait features (µ-D signals), state-space
method (SSM) based techniques have demonstrated promising results and the capability of
separating the µ-D features associated with different limb joints separately. However,
STFT is still used widely to explore initial motion extraction by representing timefrequency spectrogram of the motion. Here, the results from the major works on human
gait analysis using both STFT and SSM done in our research group and using other
methods and techniques implemented by other groups are presented.
3.4.1 Gait Analysis using Ultra-Wide Band (UWB) Impulse Radar
The UWB radar described in chapter one was used to collect data from human subjects in
[3.15]. Data was saved into a dataset denoted by 𝑠(𝑘, 𝑛), where 𝑘 = 1, 2, … , 𝐾 represents
fast time or range index, and 𝑛 = 1, 2, … , 𝑁 denotes the slow time or cross-range index.
We can apply FFT first to each reflected pulse along fast time and acquire its corresponding
spectrum.
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(a)

(b)

Figure 3.1 (a) Time frequency spectrogram of a walking person; (b) Range profile image
of multiple person walking scenario [1.17].
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In this manner, dataset 𝑠(𝑘, 𝑛) is transformed into 𝑆(𝑚, 𝑛) in the frequency domain, where
𝑚 = 1, 2, … , 𝑀 represents fast-time frequency index. A conventional joint timefrequency transform, i.e. STFT, can be applied to the slow-time signal 𝑆(𝑚0 , 𝑛) = 𝑆𝑚0 (𝑛),
where 𝑚0 indicates a selected frequency bin in the fast-time spectrum of the reflected pulse.
The power spectrum illustrating signal variation in both time 𝑛 and slow-time frequency f
domains for a given fast frequency 𝑚0 is calculated as
−𝑗𝑝𝑓
𝑆𝑚0 ′ (𝑛, 𝑓) = |∑∞
|
𝑝=−∞ 𝑆𝑚0 (𝑝)𝑔(𝑛 − 𝑝)𝑒

2

(3.1)

where 𝑆𝑚0 (𝑝)𝑔(𝑛) is a sliding-window function.
As a result, we could extract time-frequency spectrogram of a walking person and range
profile images of multiple subjects in a walking scenario [1.17]. Figure 3.1 shows the
results. As it is clear from Figure 3.1, no limb tracking has been performed.
On the other hand, state-space method is a parameter estimation algorithm with robustness
against noise and efficiency in computation [3.24]. In SSM, forming the Hankel matrix
from the data string (one-dimensional (1-D) data) is a key step of this algorithm. This data
string or vector is formed from a range profile data by focusing on one range bin, in the
fast-time axis in UWB radar data, or summing up the data of a range profile along the fast
time or range axis. However, since only one range bin cannot represent the whole motion
of the walking subject, we form the data vector by summing up all the data of the range
profile along the range axis. The Hankel matrix derived from 1-D data is expressed as
𝑦(1)
𝑦(2)
𝐻=[
⋮
𝑦(𝑁 − 𝐿 + 1)

𝑦(2)
…
𝑦(𝐿)
𝑦(3)
… 𝑦(𝐿 + 1)
]
⋮
⋮
⋮
𝑦(𝑁 − 𝐿 + 2) … 𝑦(𝑁)
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(3.2)

Figure 3.2 Subject 1 (with height of 1.71 m) walking in front of the radar with the speed of
0.40 ms-1; (a) HRRP; (b) Boulic model. (c) Spectrogram using STFT when a sliding
window with the length of 50 pulses is applied; (d) Spectrogram using ST-SSM when a
sliding window with the length of 50 pulses is applied [3.15].
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In Hankel matrix, 𝐿 is [𝑁/2] and brackets denote the smallest integer equal to or greater
than 𝑁/2.
In 2017, UWB impulse radar system and state-space method for human gait analysis [3.15]
was used. In this way, short-time SSM (ST-SSM), was considered for µ-D feature
extraction in low SNR situations. Similar to the ST-FT method, we focus on one data bin
𝑚0 and consider the data set 𝑆(𝑚0 , 𝑛) after FFT of each pulse, where 𝑚 = 1,2, . . . , 𝑀
represents fast-time frequency index, 𝑛 = 1,2, . . . , 𝑁 denotes slow time index. However,
we use a shorter sliding window function to obtain the data sequence, noted by 𝑦(𝑛); The
obtained data sequence 𝑦(𝑛) that is affected by noise 𝑤(𝑛) can be further modeled as
𝑦(𝑛) = ∑𝑃𝑖=1 𝑎𝑖 𝑝𝑖𝑛 + 𝑤(𝑛) , 𝑛 = 1, … , 𝑁

(3. 3)

The ﬂowchart of UWB impulse radar signal processing for µ-D features and association of
the µ-D frequencies obtained with ST-SSM to speciﬁc body joints and the processing steps
as indicated by [3.15] can be summarized as follows:
1) Collecting the data (pulses) using the UWB impulse radar system;
2) Applying a matched ﬁlter to maximize the SNR of the received signal (collected pulses);
3) Removing the static background by subtracting the mean of the data from the original
collected data; therefore, the trajectories from walking subject can be highlighted in HRRP;
4) Applying fast Fourier transform (FFT) to each pulse along the fast-time (range) axis and
acquiring a complex value for each pulse;
5) Applying arctangent demodulation process [2.19] to achieve phase information
associated with motions (the phase of each complex value);
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6) Differentiating the phase values along slow time for µ-D features overview;
7) Applying ST-SSM to the complex values of step 5 and ﬁnding µ-D frequencies
(velocities) from human body joints;
8) Sorting the µ-D frequencies based on the descending order of Boulic model and detect
strides from µ-D features along slow time;
9) Correlating µ-D frequencies with speciﬁc body joints.
However, this method was only limited to extract the velocity of torso, left foot, and right
foot, as the utilized pulse repetition frequency (PRF) of this UWB impulse system was
relatively low (only 75 Hz) [3.15]. Therefore, we were not able to track other body joints
that are faster or typically have weaker return signals. Hence, there have been a need for
higher PRF to track other relatively faster body parts movements resulting in a
sophisticated hardware and huge data sizes that would result in a very expensive
computational cost and consequently much longer processing time. Figure 3.2 shows timefrequency spectrogram for a walking person detected by the UWB impulse radar and
tracking only torso, left foot and right foot. Moreover, due to the low PRF of UWB impulse
radar and according to the Nyquist Theory, in the experiments the subject has to walk with
the velocity of less than 0.40 ms-1 [3.15].
3.4.2 Gait Analysis using Continuous-Wave (CW) Radar
To extend gait analyses to other limb joints using state-space method (SSM), a CW radar
operating at 3.5 GHz was initially developed in our lab in 2018 using software-defined
radar (SDR) by Farhan Quaiyum [3.5]. CW radar is simple and does not have the limitation
of PRF. He has used an enhanced SSM, i.e. 1-D block SSM on one-dimensional data string
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collected using CW radar, to extract the velocity of each body component. In a CW radar,
since the data is collected at one single frequency, the collected data can be modeled as
(3.4) which means the data sequence is a one-dimensional data vector. Below the
instructional steps to track limb joints using the 1-D block processing algorithm from data
collected by a CW radar are summarized [3.5]:
1) Select a model order or number of poles that represents the number of signals or joints
to track. The employed technique to estimate the model order is to look for a knee in the
plot of the singular values computed from the singular value decomposition (SVD) of the
Hankel matrix. Typically, this number is smaller than the number of desired joints to track.
Examples of this technique being implemented are shown in the results section.
2) Due to the non-linearity of the data, choose the block size or the sliding time window to
lie over a fraction of one normal motion period of a human gait to achieve adequate timing
and frequency resolution. For example, if a particular motion lasts for 0.6 s in one direction,
start with a time window size of half that period and decrease the window size gradually if
required.
3) Form the Hankel matrix from the 1-D data string and computing the state transition
matrix.
4) Calculate the eigenvalue decomposition of state transition matrix to obtain the damping
factors 𝑎𝑖 and frequencies 𝑓𝑖 .
5) Model the data vector or fit from the 𝜆𝑖 computed from the radar data for all the
eigenvalues.
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6) For complex motions where tracking of many signals may be needed, the model order
can be chosen to capture the stronger signals first.
Next a data residual is extracted by subtracting the fit (derived from the poles or
eigenvalues and amplitudes of the stronger signals) from the original data then repeat steps
3-5 with appropriate model order.
7) Repeat step 6 until all the desired limb joints are identified.
8) Since there will be more extracted features than the desired number of joints to track,
identify the appropriate features by comparing the extracted results with the reference
Boulic motion model and separate the correct ones by a nearest neighbor approach.
Figure 3.3 shows the results for a simple motion when a subject walking without hand
motion. It can be seen from Figure 3.3 that in the results the maximum velocity for each
body joint is in good agreement with results from Boulic model and also simulated results.
Farhan extended the experiments to more complex motions like walking with both hands
swinging. Figure 3.4 shows the results.
However, from the results we can see that the trajectories of simple motions were easily
tracked, but when complicated motion evolved, it was obvious that CW became less
insightful. For example, for motions including more scatterers such as walking, there are
significant discrepancies between simulated and measured results for each trajectory.
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Figure 3.3 Tracking torso, toes, ankles and knees of a subject walking without hand motion
(a) Boulic model; (b) Extracted features using 1-D block with EM simulation data; (c)
Spectrogram using STFT from measured radar data; and (d) Extracted features using 1-D
block. with measured radar data [3.5].

Figure 3.4 Tracking torso, legs and right hand for a subject walking with only right hand
swinging (a) Boulic model; (b) Spectrogram using STFT; (c) Extracted limb joint velocities
from measured data using 1-D block method; (d) Boulic model; (e) Spectrogram using
STFT; and (f) tracked limb joints from measured data using 1-D block for a subject walking
at about 1.1 ms-1 with both hands swinging [3.5].
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(a)

(a)

(b)

(c)

(c)

(d)

Figure 3.5 (a) Gait analysis results for a walking subject reported in [3.17] using an 8.9–
9.4 GHz SFCW radar; (b) Analysis performed in [3.25] using simulated UWB radar data
for identifying only the torso and lower body parts of a walking subject; (c) Motion analysis
results reported in [3.26] where identification done for the legs, hands and torso trajectories
from simulated data of a walking subject; (d) MHHT-based spectrum of the activity of
piaffing [3.8].

Table 3.2 Comparison of Other Reported Works on Limb Joint Tracking for A Walking
Human Subject.
Ref.
[3.17]
[3.25]
[3.26]
[3.9]

Problem and Challenges
The extraction of the complete hand swing is not possible.
Only the torso and lower body parts are extractable.
Results from measured data are difficult to interpret.
Only parts of motions with positive velocities can be extracted. Negative
velocities are not detectable; and the results spectrum is noisy.
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3.4.3. Other Investigations on Human Gait Analysis using Radar Techniques
On the other hand, there are other techniques employed by other researchers in order to
extract human gait features. The results from the major existing works on limb joint
tracking for a walking subject using radar techniques are shown in Figure 3.5.
Table 3.2 summarizes the results from these major reported works on human gait analysis
and the main challenge of each approach.

3.5 Conclusion
As it can be seen from the results of STFT, ST-SSM, 1-D block processing on 1-D data
vector, and other major techniques for human gait extraction, it is obvious that in order to
extract µ-D features of different body components of a walking human subject separately
and precisely, both data type collected by a radar system and signal processing scheme play
key roles in achieving these objectives. In Chapter Four, radar hardware design and
implementation to collect reliable data proper for associated signal processing algorithm
will be explained. The developed signal processing technique will be described in Chapter
Five, and the results will be represented in Chapter Six.
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CHAPTER FOUR
HARDWARE DEVELOPMENT
As mentioned in Chapter Three, in order to extract accurate human gait features in a
complex motion such as walking, we need to collect reliable data using a proper type of
radar system.
As represented in the previous chapter, the 1-D block processing was employed on the
collected 1-D data vector using the CW radar, but with modest success [3.5]. In that case,
trajectories of simple motions were easily tracked, but once complicated motion was
considered, CW radars became less insightful. Therefore, in this work the 1-D block
processing technique has been enhanced to utilize 2-D input data, and is developed to
analyze a 2-D data matrix to tackle the restrictions faced by the CW radar [3.5] with 1-D
vector data. Moreover, using 2-D data matrix enables us to form range profile to separate
different subjects in the scene in case of multi-subject scenarios. Therefore, a wideband
radar type is needed to meet these requirements.
Generally, there are different wideband radar types that provide range information; and
they can offer multi-subject tracking capability as well. One example, is the ultra-wideband
(UWB) impulse radar in which a signal with a large instantaneous bandwidth can be
employed [3.15]. A second option is the SFCW radar [2.11] with a linearly stepped
frequency to cover a wide bandwidth. A third is a frequency modulated continuous wave
(FMCW) radar, which emulates a wideband signal by continuously sweeping frequencies
over a wide frequency range. It is worth mentioning that SFCW radar is a special case of
FMCW radars.
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However, a UWB impulse radar system requires a high-performance fast analog-to-digital
convertor (ADC) with high sampling rate or a sophisticated equivalent time sampling in
the receiver to capture the data signal. However, just recently some impulse radar chips
have been developed; but still need to be explored further [3.7]. Alternatively, SFCW or
FMCW radars can be utilized. Here we adapted SFCW radars as they have an instantaneous
narrow bandwidth combined with a wide effective bandwidth, implying that the hardware
has less strict requirements. The radar provides a high range resolution, wide dynamic
range, low noise figure, high mean power, a single- or multi-frequency processing, and
provides a possibility of using compressive sensing methods [1.28].
As described in Chapter Two, we developed a SFCW radar system with a pulse repetition
frequency (PRF) of 20 Hz [2.11]. The SFCW radar was successfully used for human vital
sign detection [2.11], human fall detection [3.7], motion classification, and synthetic
aperture radar (SAR) imaging. But, it failed in detecting relatively fast moving body limb
joints, as the radar’s PRF must be no less than the maximum measurable Doppler frequency
shift caused by the motion with respect to the operating frequency. Subsequently, we
needed to develop a radar system with adequate PRF to retrieve the velocity of the fastmoving body parts [3.8]. A SFCW radar system is designed to achieve up to 200 Hz PRF
and has been used for single- and multi-subject gait analysis purposes.
Hence, in this work we will use SFCW radar that has adequate PRF to collect 2-D data that
will be utilized as the input of an enhanced 1-D block processing technique; details will be
descried in Chapter Five for retrieving human gait features in a multi-subject analysis.
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4.1 Towards SFCW with Fast Frequency-Switching Rate
The SFCW radar shown in Figure 4.1, also called frequency-domain radar, generates a set
of 𝑁 consistent CW pulses whose frequencies rise from one pulse to the next by a fixed
frequency step size ∆𝑓. Therefore, the frequency of the 𝑛th pulse is,
𝑓𝑛−1 = 𝑓0 + (𝑛 − 1)∆𝑓

(4.1)

where 𝑓0 indicates the initial carrier frequency. Therefore, every frame of the signal
includes 𝑁 frequency steps.
In this work, we have developed a SFCW radar system operating from 3 GHz to 4 GHz
with a fast PRF exceeding twice the highest Doppler frequency of potential human
activities investigated. Converting the velocity component of movement into Doppler
frequencies identified by SFCW radar with a center frequency of 𝑓𝑐 GHz, we have
𝑓𝐷 = 2𝑣𝑓𝑐 /𝑐

(4.2)

where 𝑓𝐷 denotes the Doppler frequency, 𝑣 is the velocity of the moving component, and
𝑐 indicates the speed of light. To step the frequency and generate the chain of frequencies
forming frames, we have used a direct digital synthesizer (DDS) based scheme [2.11]. The
number of frequency steps, the start and stop frequencies, and the step interval are all
adjusted through programming of an FPGA board that controls the DDS.
In order to meet the hardware requirements, we programmed the DDS board to generate
the frequency steps with a relatively high rate. Moreover, we used a fast switching phaselocked loop (PLL) with very short settling times, and an analog to digital converter (ADC)
with fast sampling rate to capture the data.
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Figure 4.1 Block Diagram of a SFCW Radar System Detecting Human Motion.

Table 4.1 SFCW Radar System Parameters
Parameter

Value

RF Frequency Range
Operation/Center Frequency (𝑓𝑐 )
Total Bandwidth (BW)
Frequency Step Size (∆𝑓)
Number of Frequency Steps in One Frame (N)
Frame/Pulse Repetition Frequency (PRF)
Sampling Rate

3-4 GHz
3.5 GHz
1 GHz
20 MHz
50
200 Hz
50 kHz
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4.1.1 Pulse Repetition Frequency (PRF) Requirement for Human Gait Analysis
The minimum PRF requirement for radar is determined by Nyquist theorem. To be able to
detect the motion and retrieve the velocity of a moving target, according to the Nyquist
theorem, the PRF of the system needs to be at least twice the maximum Doppler shift
(Doppler frequency (𝑓𝐷 )) caused by that motion. And according to (4.2), this Doppler
frequency depends on the center frequency of the radar system.
This frequency (𝑓𝐷 ) is also known as Nyquist frequency, which is half of the PRF of the
system. Therefore, for a system with lower center frequency (𝑓𝑐 ), the Doppler shift caused
by the moving velocity of 𝑣 (𝑚/𝑠), is lower than the Doppler shift caused by the same
moving velocity for a system with higher center frequency. And consequently, based on
Nyquist theorem, the minimum required PRF for the system with lower center frequency
to grasp motions with that velocity will be smaller.
To show the validity of (4.2), in radar systems with the center frequency of 𝑓𝑐 , the
transmitted signal is reflected by a target and then demodulated in the receiver. It is used
to determine the target’s speed. If 𝐷 = 𝑑𝑜 + 𝑑(𝑡) is the distance from the radar to the
target, the total number of wavelengths 𝜆 contained in the two-way path is 2𝐷/𝜆. Since
one wavelength corresponds to an angular excursion of 2𝜋 radians, the total angular
excursion 𝜑 traveled by the electromagnetic wave is 4𝜋𝐷/𝜆 radians. If the target is moving,
𝐷 and the phase 𝜑 are changing continuously. A change of 𝜑 with respect to time is equal
to a frequency, such as the Doppler angular frequency 𝜔𝐷 is:
𝜔𝐷 = 2𝜋𝑓𝐷 =

𝑑𝜑(𝑡)
𝑑𝑡
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=

𝜑(𝑡) 𝑑 (𝑑(𝑡))
𝜆

𝑑𝑡

=

4𝜋𝑣(𝑡)
𝜆

(4.3)

where 𝑣(𝑡) is the radial target speed. The Doppler frequency shift is therefore
𝑓𝐷 =

2𝑣(𝑡)
𝜆

=

2𝑣(𝑡)𝑓𝑐
𝑐

(4.4)

Thus, a velocity of 1 ms-1 detected by a radar with operating frequency of 2.45 GHz would
correspond to a Doppler frequency shift of about 16.33 Hz. We can also see that as we
increase the operating frequency, larger Doppler frequency shifts are generated which
increases the sensitivity [1.25], [4.1].
Meanwhile, analysis of the human gait or body joint velocities from a human walking
(Boulic) model explained in [2.11], [4.2] reveals that in a normal walking activity, the
velocity of the torso is the average speed of walking. While, the highest velocity component
is generated from the toes’ motion. For instance, for a subject with a height of 1.6 m, the
maximum velocity components caused by the toes’ trajectories are about 4.3 ms-1,
assuming an average speed of 1 ms-1 for walking. When the average walking speed varies,
then the velocity of the toes is scaled accordingly. Translating these velocity components
to Doppler frequencies detected by the SFCW radar system with a carrier center frequency
of 3.5 GHz using (4.2), we can realize that the maximum Doppler frequency, caused by
toe movement, is about 100 Hz. Therefore, for correct detection of the Doppler frequency
of the toes, the PRF of the system needs to be 200 Hz. In this case, the radar PRF depends
mainly on the settling/dwell time (T) of each frequency step. Therefore, we need to increase
the stepping rate of the reference signal generated by the DDS board to generate frequency
steps with a faster pace and consequently increase the frame rate; where the DDS board
generates this reference stepped frequency signal. The reference signal is then multiplied
by a programmable factor in a PLL to produce the RF signal and extend the bandwidth of
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the signal generated by DDS. Every time the frequency of the reference signal is changed
(stepped), the PLL needs to get locked onto that new frequency according to the multiplier
that has been set. As a result, we need a fast switching PLL to be able to lock onto each
frequency step very quickly. In fact, the minimum step interval is mainly restricted by the
lock time of the PLL.
In fact, in SFCW radar, the selected dwell time (internal pulse interval) should be enough
to capture the returned signal after a round trip to at least the maximum unambiguous range
typically. This should be adequate to allow capturing stable samples. Meanwhile, the
coherent processing interval (CPI) is N (N=50) times the dwell time assuming it is uniform
for all frequency steps, and the pulse repetition frequency is 1/CPI. While CPI is related to
the Doppler frequency shift range, which is double the maximum Doppler frequency shift
here as parts go closer and further away from the radar with the same maximum speed;
The description of the utilized components is given below and the characteristics of the
utilized SFCW radar is summarized in Table 4.1.
It is worth mentioning here that the maximum theoretical unambiguous range in the
implemented SFCW radar system is 7.5 m according to the following formula:
𝑐

3×108 𝑚/𝑠

𝑅𝑚𝑎𝑥 = 2×∆𝑓 = 2×20×106𝐻𝑧 = 7.5 𝑚

(4.5)

where 𝑐 indicates the speed of light and ∆𝑓 is frequency step size in the implemented
SFCW radar system (here 20 MHz).
On the other hand, the returned echo corresponding to a frequency step must be overlapped
in time with the replica of such frequency step so that the mixing process is correct.
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Considering this limitation, the real maximum detectable range of targets in the
implemented SFCW radar system is about 6 m for a discernable data.
4.1.2 Fast-Switching Phase-Locked Loop (PLL)
We utilize the ADF4152HV PLL from Analog Devices [4.3], right after the DDS board
output to generate the RF (3-4 GHz) stepped-frequency signal. The ADF4152HV does not
have an internal frequency stepping feature; hence, we use it right after the DDS board that
is programmed to generate the fast sweeping stepped-frequency reference signal. This PLL
can produce the frequency step rate that we need and is a fast-locking fractional/integer
multiplier PLL synthesizer with a lock time less than 50 µs. Moreover, ADF4152HV
evaluation board includes a USB interface to connect to a computer for locking and board
configuring commands using software; therefore, no external UWB interface is needed.
4.1.3 Reference Signal Routing
As previously mentioned, we employed a DDS board to drive the PLL and provide the
stepped-frequency reference signal. This reference signal is then multiplied by the PLL
multiplier factor (N) to produce the RF output with wider bandwidth. Although the
ADF4152HV evaluation board has an internal fixed reference signal provided by an onboard 25 MHz crystal oscillator (Y1 in Figure 4.2), it also has a REFIN port to be connected
alternatively to an external reference signal. In this case, the REFIN is connected to the
DDS board output. Therefore, we needed to modify the evaluation board of the PLL to
disconnect the routine path from the crystal oscillator and guide the reference signal from
the REFIN port. This is done by removing R100 and R101 to disconnect the crystal
oscillator from the voltage supply and necessary routing path.
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4.1.4 External Voltage-Controlled Oscillator (VCO) Replacement
The ADF4152HV has the footprint for an external VCO already. Since the VCO that comes
with the PLL evaluation board is a 1-2 GHz VCO, and we needed to make a RF signal with
3-4 GHz frequency, we replaced the VCO and implemented modifications in the board to
be able to use this new VCO. We selected a VCO from Synergy, the DCYS200400-5 [4.4],
which can cover a frequency range of 2-4 GHz and is compatible with the PCB footprint.
Because the new VCO needs a supply voltage of 5 V, we needed to provide 5 V from the
chip voltage supply with a tuning range of 0.5-16 V which is determined by the on-chip
charge pump. Therefore, we needed to adjust the voltage regulators to provide the correct
supply voltages for both the VCO and the charge pump.
4.1.5 PLL Loop Filter Configuration
Since one frame of the generated signal by the DDS board consists of 50 frequency steps,
in order to have a PRF of 200 Hz we needed to attain a settling time of 100 µs for each
frequency step and a PLL lock time of about 50 µs. The ADF4152HV is a fast PLL which
is capable of achieving such short settling and lock times; however, it cannot reach the
short lock time required for our desired PRF with the default configurations. As a matter
of fact, both lock time and stability of the PLL rely on the loop filter configuration which
we will need to modify as well for our application. Figure 4.3 shows the basic PLL structure
including the main components inside the feedback loop.
As seen from Figure 4.3, the feedback loop consists of a phase detector (PD), a charge
pump (CP), a loop filter, a VCO, and a frequency divider. The feedback structure has been
designed to make the error signal approach zero to keep the phase and the frequency
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constant (locked to the intended frequency). The phase detector tracks the error signal and
drives the charge pump. The charge pump generates the tuning voltage for the VCO,
accordingly. The higher frequency contents of the error signal are filtered out by the loop
filter, which is mainly a low-pass filter. Here, there is a trade-off between stability and
lock time. Stability depends on the loop bandwidth of the feedback route which is set by
the loop filter cut-off frequency. A larger loop bandwidth makes the settlement to the lock
condition faster, but it can also make the system less stable, while a small loop bandwidth
increases the lock time. For an optimum lock time performance, we maximized the loop
filter bandwidth while keeping the phase margin of the system greater than 45 to maintain
stability [4.5], [4.6]. We used the ADIsimPLL software from Analog Devices [4.7]; to
design the optimal loop filter. It allows us to modify the loop filter configuration and
several design parameters such as VCO sensitivity, phase margin, loop bandwidth, and the
value of the lumped components. Therefore, the user can tune and optimize the design to
meet precise design requirements. The software enables us to construct a PLL by
identifying the frequency requirements of the PLL, then choosing the PLL and VCO chips
from the library, as well as, a loop filter selected from a variety of topologies. When we
run the analysis of the configuration on the software for the evaluation board’s default loop
filter settings, the exhibited loop bandwidth is 15.9 kHz, the phase margin is 45.8° and the
lock time is about 4 ms as shown in Figure 4.4. However, by changing the configuration
of the loop filter, we can get the loop bandwidth up to 172 kHz with a phase margin of
46.6° which helps in achieving a lock time of about 30 µs as depicted in Figure 4.5.
Therefore, we implemented a new loop filter on the PLL evaluation board to complete the
PLL system with a fast frequency-switching capability. As it can be seen from Figure 4.5,
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by removing capacitances C3 and C4, the lock time has decreased dramatically, but the
frequency response is not as sharp as before due to the removal of the next stages of the
loop filter. As a result, during the lock time period, i.e. transition region, the PLL may lock
to undesired frequencies, generating unreliable signal samples. However, VCO/PLL phase
noise is a major concern in the performance of the radars. By widening the bandwidth,
phase noise increases from -124.8 dBc/Hz to -116.4 dBc/Hz at 10 kHz offset, due to the
larger operation range.
4.1.6 Analog-to-Digital Convertor (ADC)
The last important part of the hardware structure of the high-performance SFCW radar
system is an ADC to sample and digitize the received baseband signal. We utilized the
USB-205 eight-channel and 12-bit ADC from Measurement Computing (MC) [4.8] that
can collect 5 samples of each frequency step as voltage values, done at 50 kHz (sampling
rate) (or 20 µs intervals). Each sample is then stored instantly to the computer using USB,
before the next sample is made, which saves an additional data transfer time, as was
required by previously reported equivalent time sampling systems in [1.17], [3.15]. Once
the data capturing is finished, we still need to use a suitable method to select the best and
most reliable sample of each frequency step made by the PLL and implement the
consequent signal processing technique to extract the velocities of different body
components. In summary, by using this method of signal generation, we could achieve the
targeted PRF (200 Hz) that will be adequate to detect a maximum Doppler frequency of ±
100 Hz generated by any fast-moving body components.
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Figure 4.2 PLL evaluation board (Reference signal routing). Green path denotes the default
path and red one shows the intended path to the external reference signal source.

Figure 4.3 General block diagram of a PLL; (PD and CP stand for phase detector and
charge pump, respectively).
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Figure 4.4 Schematic of the PLL with the original loop filter configuration demonstrating
frequency response.

Figure 4.5 Schematic of the PLL with the newly designed loop filter configuration
demonstrating frequency response.
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4.2 Adaptive Data Decimation Algorithm
In our SFCW radar system, the PLL takes five samples of each frequency step, so, before
using the data to be processed by the gait analysis algorithm, we have chosen to decimate
the data first and then reshape it using the best sample from each frequency step. In Figure
4.6, the left panel shows time-frequency representation of the SFCW signal including the
best sample chosen out of five samples for each step, while the right picture indicates
decimated sampled stream reshaped into the frames comprising 50 frequency steps (20
MHz/step).
In order to decimate the data and obtain the most reliable frequency sample, we use the
fact that once the PLL settles, the I/Q samples should remain relatively constant until
the PLL moves to the next frequency.
We have created an offline decimation algorithm (a collaboration with MaXentric LLC;
the algorithm has been developed by Bardia Ghajari), that is designed to choose the most
reliable frequency sample for a SFCW radar given no synchronization strategy between
transmit and receive blocks. However, there are two problems associated with the SFCW
radar with no synchronization; the first problem is that the ADC will capture sample points
even when the DDS board is not fully settled resulting in invalid data samples. The second
problem is that time alignment cannot be maintained when a DDS and ADC do not share
a common reference clock. Due to this fact, samples associated with a given frequency
could be non-deterministic, making a simple decimation process difficult to implement.
Figure 4.7 illustrates these two problems in a time domain capture of a SFCW radar signal
where there are 5 samples per frequency step. Where we see, outlined in yellow braces,
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approximately three valid samples associated with each frequency step. However, we also
see there are transition samples between them. This is because the ADC path is still
capturing even when the PLL has not settled yet. Further, due to the clock frequency
difference, transition samples drift in time; thus, choosing every 5th sample will eventually
lead to errors even if capturing begins on a valid sample.
The solution is to create an adaptive down sampling algorithm that chooses the settled
sample in the flat region for each frequency step. A sample can be determined to be settled
if there is a minimal slope, i.e. “flat”, before and after that sample. This can be shown in a
time domain capture in Figure 4.7, where the ideal sampling region is indicated with a
yellow outline. The red x is the center sample in the “flat” region where the slope between
adjacent points is minimized. This algorithm is inspired by a modified early-late gate
algorithm from symbol recovery theory [4.9].
The algorithm starts by identifying the first sample index. This is accomplished by
determining the sampling phase, which is the average of the most settled in the first 400
samples. First, we obtain the indices associated with 1 to n sampling phases of the first 400
samples. From here, the algorithm calculates the slope between adjacent points of each
sampling phase index to determine which sampling phase produces samples that are in the
flat region. This is accomplished by computing early and late errors for each of the
sampling phase indices. Early error is defined as the absolute value of the difference
between the current sample and the previous one. Late error is defined as the absolute value
of the difference between the current sample and the next one. The minimum of the early
and late errors of each sampling phase set is obtained and then averaged across each
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sampling phase. The phase that has the least computed error is determined to be the best
sampling phase. Thus, the first sample’s index will be at the first best sampling phase index.
Once the initial reliable sampling point is determined, it is required to determine and
maintain the reliable sample for the subsequent frequency steps. This is determined by first
computing the sum of the early and late errors for each point of the waveform capture.
Using this error values, a loop is constructed such that the flattest point for each frequency
step is extracted. This can be accomplished by advancing the first reliable sample index by
the number of samples per frequency step, n. This value is called our pointer. If the clocks
were locked to the same reference, this would be the next reliable sample and the center
sample of the next frequency step; however, due to mismatch, we need to check all the
samples of the next frequency step to ensure we are choosing a point in the flat region. To
do this, the loop obtains the minimum of the sum of the early and late errors for each sample
in that given frequency step. As an example, the samples associated with the given
frequency step for n = 5 is the index of the previous two samples before the pointer, the
pointer value, and the next two samples after the pointer. The index of the minimum error
value is recorded as a shift from the current pointer value. The reliable sample for this
frequency step and the new pointer is calculated as the sum of the current pointer and the
shift pointer. The pointer is advanced again by n and this process repeats until the end of
the capture. The outputs of this loop are the indices associated with one reliable sample per
frequency step of the capture, in order. Using these indexes, an array of the reliable samples
from the capture is obtained. However, sharing a clock between the signal generation
(DDS) and ADC could help alleviate the issue.
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Figure 4.6 Time-frequency representation of SFCW and frame fitting.

Figure 4.7 Example of adaptive down conversion.
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Although in some systems sharing a clock could be challenging, e.g. when transmitting
and receiving hardware are physically separated. However, in our SFCW radar system, we
shared DDS board clock with the ADC. But our main problem is really the first one; where
the ADC will capture sample points even when the generator (DDS + PLL) is not fully
settled resulting in invalid data samples. It means the ADC path is still capturing even when
the PLL has not settled. The reason is that the discrete nature of the frequency updates in
SFCW signal is smoothed by the loop filter, such that the synthesized waveform is subject
to the normal phase locked loop dynamics. If the loop filter bandwidth is lower or
comparable with the rate of the CW pulses, then the loop filter will not fully settle before
a new frequency is received [4.10]. Meanwhile, in order to have enough PRF we decreased
the bandwidth of the loop filter.
In SFCW radar, some of the samples in one frequency step are not reliable because they
are located within the settling/transition region. Therefore, we always need a smart way to
choose the most reliable sample and make sure this sample is not in the transition region.
To summarize, using the adaptive decimation algorithm to decimate the data and choosing
the best sample of PLL is necessary from signal generating aspect. Although this
decimation is implemented on the received signal and data by receiver, the main reason
that we need it is the transmitting path. As a matter of fact, we generate the SFCW signal
in transmitting path using DDS board and PLL and PLL makes five samples of each
frequency step. But since this signal is injected to the receiving path as well using a mixer
for down-conversion of the RF received signal, we need to implement the adaptive data
decimation algorithm on the received signal that has been demodulated using the PLL
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output signal. Therefore, either the sample is the first order reflection or the higher order
one due to the multi-path effect, we have five of that sample due to the multiplication to
the transmitted (PLL output) signal. And consequently, we need to choose one out of five
(using adaptive data decimation algorithm). In other words, we have the samples in the
transition region of the PLL in the main signal, and all the reflection signals due to the
multi-path effect. Since PLL is not fully settled at these regions, the samples will not be
reliable. We use the early-late error calculations we described. After finding the first
sample (the index and samples associated with the first frequency step), we calculate the
early-late error between that sample and the samples of the next frequency step and find
the minimum error [4.9]. By choosing the sample that minimizes the early-late error
function, it guarantees that it is the best sample. The early-late error in a sense is the
difference or slope calculation, but looks at relative differences between adjacent points to
determine the “Flattest” point. Obviously, there is a large discontinuity when it switches to
the next frequency and where it is not settled. This will be translated to a larger error as
compared to the error/slope calculation of the sample that is settled.

4.3 Radar Performance Evaluation
Now that we have a SFCW radar system with high PRF, and the data decimation algorithm
to decimate the data properly in order to provide reliable 2-D data matrix as the input of
the enhanced signal processing algorithm to extract µ-D features of a single- or multiplemoving subject, we need to evaluate the performance of both the hardware system and the
adaptive data decimation algorithm.
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4.3.1 Data Decimation Algorithm Validation
To validate the effectiveness of the adaptive data decimation algorithm, we have setup an
experiment using a programmable actuator placed in front of the developed SFCW radar.
Meanwhile, all the experiments were conducted in the indoor environment of the lab. The
actuator is programmed to create a triangle (saw tooth) motion waveform with a motion
frequency of 0.5 Hz and an amplitude of 2 mm. We then collect radar backscattered signals
from the actuator using the developed high-performance SFCW radar.
Afterwards, the data was analyzed to retrieve the high range-resolution profile (HRRP),
the displacement waveform, and the spectrum of the motion in two different scenarios: in
the first scenario we do not decimate the data using the adaptive algorithm and process the
raw data collected from the radar by choosing a fixed sample for each frequency step (e. g.
the third sample); while in the second scenario, we decimate the data using the adaptive
data decimation algorithm to choose the best sample for each frequency step and then
process the decimated data. The results from both situations are shown in Figure 4.8.
As seen from the results shown in Figure 4.8, when we choose a fixed sample for all
frequency steps, the HRRP is not clean, the displacement signal does not show the correct
motion pattern (triangle waveform), and consequently we cannot retrieve the correct
motion frequency (0.5 Hz) of the actuator. It is because we have chosen a fixed sample for
all frequency steps and some of these samples are inside the transition regions, where the
PLL has not settled completely yet on the correct frequency and therefore, the data will not
be reliable. While using the data set acquired from the adaptive decimation algorithm, the
results confirm that the reliable samples inside the ideal sampling region have been chosen.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 4.8 First scenario: (a) HRRP, recognizing the actuator range; (b) Motion Pattern
(actuator displacement); and (c) Spectrum of the actuator motion. Second scenario: (d)
HRRP, recognizing the actuator range; (e) Motion Pattern (actuator displacement); and (f)
Spectrum of the actuator motion. Hence, we have a clean range profile leading to a correct
motion pattern and frequency measurement.
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4.3.2 SFCW Radar Performance Evaluation
In order to evaluate the performance of the SFCW radar system with a fast frequency
stepping rate equipped with a data decimation algorithm, we were able to extract gait
velocities. We utilized an experimental setup, where a human subject stands facing the
radar antennas and makes a motion or activity with a gradually increasing velocity. To
achieve this, the subject swings only one hand back and forth slowly, and then gradually
increases the velocity of the swing. The SFCW radar system collects the data at a PRF of
200 Hz. Next, we decimate the data using the adaptive data decimation algorithm.
Afterwards, we apply a simple motion analysis technique, the short-time Fourier transform
(STFT) method on the 2-D decimated data matrix to generate the time-frequency
spectrogram. Figure 4.9 shows the experimental environment and setup and Figure 4.10
presents the STFT spectrogram for the experimental setup, just described.
From the demonstrated results in Figure 4.10 we can see that the spectrogram is clean and
we can extract the Doppler frequency of hand movement successfully for low velocities.
As shown, by gradually increasing the speed of a swing, the maximum frequency related
to the speed also increases-- while the time intervals between them decreases, which
validates proper system performance. It can immediately be observed that the plot
frequency range is limited to ± 100 (half of the radar PRF). In the beginning, when the
hand motion is slow, we are able to clearly see a complete swing. By increasing the velocity
of a hand swing, the related Doppler frequencies start to exceed the limited range (± 100
Hz) and the spectrogram collapses.
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Figure 4.9 Experimental setup for gait analysis using SFCW radar in an indoor lab
environment.

Figure 4.10 STFT spectrum of the 2-D data collected using SFCW radar when the subject
stands and swings only one hand while increasing the speed of swing gradually.
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As mentioned previously in the walking experiments, the maximum velocities created by
the fast-moving components of the human body are within the limits of the detectable
Doppler frequency generated from the associated motions. Therefore, a PRF of 200 Hz is
adequate for our gait analysis purposes, i.e. walking here.

4.4 Conclusion
Various types of wideband and UWB radar systems have been developed which can be
used for human gait analysis. Major wideband radar systems utilized for gait analysis are
listed in Table 3.1 in Chapter Three. In this table the type of radar, the operating center
frequency of the radar, the radar bandwidth, and the PRF are listed as well. Table 3.1
indicates that our developed SFCW radar system has a high PRF (suitable for human gait
analysis), high range resolution and wide bandwidth (suitable for multiple-subject
detection). Additionally, it provides clean and reliable data with acceptable data sizes for
processing and there is no need for expensive components such as high-speed ADCs or
FPGAs, nor does it need any complicated calibration.
The newly developed SFCW radar system achieves a relatively high PRF of 200 Hz which
is suitable and adequate for detecting Doppler frequency shifts up to ± 100 Hz. Since the
produced Doppler shift depends on the operating center frequency of the radar, the
maximum detectable velocity by this developed radar with 3.5 GHz center-frequency and
PRF of 200 Hz is 4.3 ms-1. This setup is suitable for demonstrating walking experiments,
where we consider a walking speed of around 1 ms-1 or less (human normal walking
speeds) so that the maximum velocities caused by the fastest body-moving components are
within the PRF limit.
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However, there are two problems encountered with this SFCW radar system if no strategy
to synchronize the transmitter and receiver is employed. The first problem is that the ADC
captures the sample points before the DDS settles; thus, rendering invalid data samples.
The second issue is if there is no common reference clock to be incorporated in the system,
then no time alignment can be maintained between the DDS and the ADC circuitries. Thus,
a strong decimation technique of the SFCW data is required for data alignment, which was
introduced in this work.
Upon addressing the above challenges, the high-performance SFCW radar is ready to
provide the decimated 2-D data matrix to be processed using robust techniques for gait
analysis. Moreover, with a 1-GHz bandwidth, the range resolution capacities of this SFCW
radar should be capable of tracking multiple-subject motions. Detailed results of such a
multi-subject tracking investigation will be presented in the next two chapters of this study,
where we develop a robust signal processing technique and use the reliable data obtained
by the high-performance SFCW radar to extract motion velocities from different body
components in single- and multiple-subject motion scenarios.
Details of our signal processing methods will be explained in Chapter Five and
experimental validation results will be discussed for both single- and multiple-subject
motion scenarios in Chapter Six.
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CHAPTER FIVE
SIGNAL PROCESSING SCHEMES
As mentioned in Chapter Three, in order to detect multiple subjects and analyze human
gait in multi-subject motion applications, we needed to use a wideband radar system,
operating in a wide frequency range. In Chapter Four, we explained the development of a
high-performance, wideband SFCW radar operating within 3 to 4 GHz, with a high PRF
of 200 Hz, which is adequate for human gait extraction. It will be shown here, using this
1-GHz bandwidth radar, that the range resolution capabilities of the SFCW radar would be
suitable to track multiple subjects’ motion as well. Moreover, an advanced data decimation
algorithm developed by Bardia Ghajari from MaXentric Technologies LLC, explained in
Chapter Four, has been established and implemented to decimate and de-noise the 2-D data
matrix collected from moving human subject(s) using high-PRF SFCW radar that prepares
it for the signal processing stage for gait extraction.
However, along with using the proper data and radar type, there is a need to use a powerful
signal processing method to effectively utilize the data collected by such radars in order to
extract human gait features accurately and separate and identify the µ-D frequencies from
each moving body component. Most of the signal processing methods and algorithms
employ a time-frequency exploration of the backscattered radar signals. However, as
mentioned in Chapter Three, due to the capabilities of the state-space method (SSM)-based
techniques in extracting and separating the µ-D features of the gait, this following work
focuses on a SSM-based technique, noted by the 1-D block processing technique.
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Previously, the short-time state-space method (ST-SSM) was successfully used by our
group to extract μ-D features of the human body for gait analysis utilizing a UWB impulse
radar [3.15]. However, it was limited to extracting the velocity of torso, left foot, and right
foot only, as the utilized radar’s PRF was relatively low (only 75 Hz) and their signal-tonoise ratio (SNR) were low as well. Therefore, we were not able to track other body joints
with fast movement rates; add to that it was hard to extract weak return signals. Hence,
there has been a need for UWB radars with higher PRFs to track the other relatively faster
body parts’ movements and a methodology of isolating strong signals from shadowing
weak signals, which would require the use of sophisticated and expensive hardware and
handling of huge data sizes.
Initially, to extend gait analysis to other faster limb joints, a CW radar was used in [3.5].
The well-known ST-SSM method was excluded right away for motion retrieval as it
requires range profile, while CW radars are known that they do not provide range
information. Moreover, due to the heavy non-linearity of CW data, the sinusoidal model
used by ST-SSM for estimation is lacking. Alternatively, the 1-D block processing
introduced in [3.24] was employed on the collected 1-D data vector using the CW radar,
but we had modest success [3.5]. In this case, trajectories of simple motions were easily
tracked, but once complicated motion was considered, CW radars became less insightful.
Therefore, in this work the 1-D block processing technique is enhanced to utilize 2-D input
data instead, provided by the SFCW radar with adequate PRF. enhanced 1-D block is also
developed to analyze the 2-D data matrix to tackle the restrictions faced by both the CW
radar [3.5] with 1-D vector data, and the UWB impulse radar with low PRF [3.15].
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Meanwhile, the human Boulic model [3.15], [5.1] is selected as our reference to validate
our experimental results. Results with our new system will be compared with the results
published by other researchers as depicted in Table 3.1 in Chapter Three. Additionally, we
extended the investigation to multi-subject motion analysis and it will be discussed in this
chapter as well.

5.1 Signal Modeling and Data Type
SFCW radar system with a fast stepping rate acquires a set of 2-D data decimated with the
adaptive data decimation algorithm [5.2]. Here, the collected data from the SFCW radar
from a moving target is a 2-D matrix and when degraded with an input noise 𝑤(𝑚, 𝑛), it
can be represented by
𝑦(𝑚, 𝑛) = ∑𝑃𝑖=1 𝑎𝑖 𝑠𝑖𝑚 𝑝𝑖𝑛 + 𝑤(𝑚, 𝑛),

(5.1)

𝑚 = 1, … , 𝑀 𝑎𝑛𝑑 𝑛 = 1, … , 𝑁
where 𝑃 is the order of the signal, i.e., the number of signals forming the data, 𝑀 is the
number of frequencies, and 𝑁 is number of data sample points in the corresponding data
acquisition time. The spectral pattern of the 𝑖 𝑡ℎ body motion from a human subject is
correlated with a pole pair (𝑠𝑖 , 𝑝𝑖 ) and the complex amplitude 𝑎𝑖 which is defined by
𝑎𝑖 = |𝑎𝑖 |𝑒 𝑗𝜑𝑖

(5.2)

where 𝜑𝑖 denotes the phase. The poles si and pi yield the frequencies describing body limb
joints movements in the range (𝑟𝑖 ) and Doppler frequency (𝑓𝑖 ), respectively. These
frequencies can be estimated according to
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𝜃

𝛽

𝑟𝑖 = 2𝜋𝑖 𝑎𝑛𝑑 𝑓𝑖 = 2𝜋𝑖

(5.3)

where 𝜃𝑖 and 𝛽i refer to the phase angles associated with 𝑠𝑖 and 𝑝𝑖 respectively as detailed
in [5.3], and [5.4].
Therefore, using SFCW radar system generates a 2-D data signal expressed by an 𝑀 × 𝑁
matrix. Therefore, according to (5.1) we can represent the 2-D data collected by the SFCW
radar system as a 𝑀 × 𝑁 matrix defined by
𝑦(1,1)
𝑦(2,1)
𝑌=
⋮
𝑦(𝑀 − 1,1)
[ 𝑦(𝑀, 1)

…
𝑦(1, 𝑁)
…
𝑦(2, 𝑁)
…
.
⋮
… 𝑦(𝑀 − 1, 𝑁)
…
𝑦(𝑀, 𝑁) ]

(5.4)

The spectral pattern of the ith human body motion is correlated with the complex amplitude
𝑎𝑖 and the pole pair (𝑠𝑖 , 𝑝𝑖 ). These poles, si and pi , produce the frequencies describing
body limb joint movements in range (𝑟𝑖 ) and Doppler (𝑓𝑖 ), respectively. In the case of using
CW data as described in [3.24], due to the lack of range information, the poles associated
with the range (𝑠𝑖 ) and subsequently the related frequencies (𝑟𝑖 ) will be absent.

5.2 Data Processing
Here, we apply two effective techniques using SSM, the first is ST-SSM [3.15] and the
second is 1-D block processing [5.2], to process the 2-D data formulated in (5.4) that was
collected from a walking subject using the high-performance SFCW radar system. ST-SSM
can be applied here as we have range information as well. The methods relying on the statespace procedure, forming the Hankel (forward-prediction) matrix is the key point here.
Indeed, the Hankel matrix offers a way for computing the matrices defining the state-space
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processing technique. For ST-SSM and 1-D block processing we form the Hankel matrices
using the 2-D data in (5.4) in different ways. Therefore, we have developed ST-SSM and
1-D block processing methods to achieve the best results from the 2-D output data matrix
collected by the SFCW radar.
5.2.1 Short-Time State Space Method (ST-SSM) for SFCW Signal
In ST-SSM we need to use a short-time sliding window function operating on a 1-D data
string, 𝑦(𝑛). This data string or vector is formed from the range profile by focusing on one
range bin, 𝑚0 , in the fast-time axis like the one in [3.15]. This range bin is obtained by
selecting the effective range bins that correspond to the human subject and are accumulated
along the fast-time (range axis). Thus, ST-SSM is applied to the data from a high rangeresolution profile (HRRP). Here, using the 2-D data from the SFCW radar system and
removing the static background of the backscattered signal, we first select the effective
range bins, then accumulate them to make a 1-D data sequence vector, 𝑦(𝑛), by summing
the information of the range profile along the fast time/range axis, and then we form the
Hankel matrix using 𝑦(𝑛). The Hankel matrix derived from 𝑦(𝑛) [3.5], [3.15] is expressed
as
𝑦(1)
𝑦(2)
𝐻=[
⋮
𝑦(𝑁 − 𝐿 + 1)

𝑦(2)
…
𝑦(𝐿)
𝑦(3)
… 𝑦(𝐿 + 1)
]
⋮
⋮
⋮
𝑦(𝑁 − 𝐿 + 2) … 𝑦(𝑁)

(5.5)

where 𝐿 is [𝑁/2] and brackets denote the smallest integer equal to or greater than 𝑁/2.
In fact, to use ST-SSM we need to form the range profile first, then ST-SSM is applied on
the dimensionally reduced data from the range profile. Moreover, in ST-SSM the signals
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with weak Doppler frequencies are treated as stationary signals (or signals with constant
Doppler frequencies) in the short-time window. In this way, we change the 2-D data matrix
of the range profile to a 1-D data matrix by summing up all the range bins along the range
(fast-time) axis. This method is suitable for a system with huge data size and simple
motions such as swinging hand or leg.
The results from ST-SSM on SFCW signal will be shown in the next chapter. However,
since we collapsed the 2-D data matrix collected using SFCW radar system to a 1-D data
vector by summing up the data of range profile along the range axis, we eliminated
frequency information. Therefore, to have more accurate estimation, we needed to use the
information in both time/frequency dimensions. In this way, 1-D block processing
technique can be applied on both dimensions of the 2-D data matrix collected using SFCW
radar system.
5.2.2 Enhanced 1-D Block Processing Technique on 2-D Data Matrix of SFCW Radar
After removing the static background, we implemented the SSM-based technique noted by
the 1-D block, on a 2-D data set which is collected from the SFCW radar, where each row
is like a CW data set. Hence, we should have M rows (𝑀 = 50 frequency steps here). The
data matrix is therefore represented as (5.4).
Therefore, simple Hankel matrices are formed from each row of the 2-D data set given by
(5.4). Here, we use vectors from the 2-D data set along the row direction, and each is using
a set of time series.
In fact, the 1-D block processing is an alternative technique to the ST-SSM that is
summarized above. It accounts for weak signals by exploiting coherency between
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consecutive pulses, as well as accounting for noise to improve the SNR. It is carried out by
computing an enhanced Hankel matrix and employing a superposition approach, from
which strong and weak scattered signals are tracked separately in a recursive way.
However, the major difference between the 1-D block processing and ST-SSM is in
forming the Hankel matrix. As a matter of fact, 1-D block processing forms an enhanced
Hankel matrix with block matrix entries carried out on row/column of the data matrix.
Therefore, in the 1-D block processing technique, the block matrix entries are Hankel
matrices computed from each row or each column of the 2-D data matrix expressed in
(5.4). Thus, the Hankel matrices of mth row and nth column are

𝑟𝑜𝑤
𝐻𝑚

𝑦(𝑚, 1)
𝑦(𝑚, 2)
=[
𝑀
𝑦(𝑚, 𝑁 − 𝐿 + 1)

𝐿
𝐿
𝐿
𝐿

𝑦(𝑚, 𝐿)
𝑦(𝑚, 𝐿 + 1)
]
𝑀
𝑦(𝑚, 𝑁)

(5.6)

𝐻𝑛𝑐𝑜𝑙

𝑦(1, 𝑛)
𝑦(2, 𝑛)
=[
𝑀
𝑦(𝑀 − 𝐽 + 1, 𝑛)

𝐿
𝐿
𝐿
𝐿

𝑦(𝐽, 𝑛)
𝑦(𝐽 + 1, 𝑛)
]
𝑀
𝑦(𝑀, 𝑛)

(5.7)

where 𝐿 = [𝑁/2], and 𝐽 = [𝑀/2], where brackets denote the smallest integer equal to or
greater than the value inside.
In fact, the 2-D data matrix can be modelled by forming a row-/column-enhanced Hankel
matrix from one set of the complex matrices defined by (5.6) or (5.7). Here, we use vectors
from the 2-D data set along the row direction, and each is using a set of time series. First,
the row Hankel matrices are concatenated to form, for example (5.6) from which the row-
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enhanced Hankel matrix is computed as defined in (5.8). The 1-D block processing statespace system associates the inputs to the output 𝐻𝑒𝑟𝑜𝑤 to compute the state matrices.

𝑟𝑜𝑤
𝐻𝑚

𝑦(𝑚, 1)
𝑦(𝑚, 2)
=[
𝑀
𝑦(𝑚, 𝑁 − 𝐿 + 1)

𝐿
𝐿
𝐿
𝐿

𝑦(𝑚, 𝐿)
𝑦(𝑚, 𝐿 + 1)
]
𝑀
𝑦(𝑚, 𝑁)

(5.8)

𝑟𝑜𝑤
After forming simple Hankel matrices (𝐻𝑚
) (similar to the 1-D data set in [3.5]) from

each row vector as described by (5.8), these row Hankel matrices are then concatenated to
form (5.9). Finally, the matrix entries of (5.9) are casted into a meta-matrix that falls into
the structure of a Hankel matrix that is denoted by enhanced Hankel matrix (𝐻𝑒𝑟𝑜𝑤 ) (5.10)
and is used to compute the state transition matrix from which human subject’s motions are
estimated. The 1-D block processing state-space system associates the inputs to the output
𝐻𝑒𝑟𝑜𝑤 to compute the state matrices.
𝑟𝑜𝑤 )𝑇 ]𝑇
𝐻 𝑟𝑜𝑤 = [(𝐻1𝑟𝑜𝑤 )𝑇 (𝐻2𝑟𝑜𝑤 )𝑇 … (𝐻𝑀

𝐻𝑒𝑟𝑜𝑤

𝐻1𝑟𝑜𝑤
𝐻2𝑟𝑜𝑤
=
⋮
𝑟𝑜𝑤
[𝐻𝑀−𝐽+1

𝐻2𝑟𝑜𝑤
𝐻3𝑟𝑜𝑤
⋮
𝑟𝑜𝑤
𝐻𝑀−𝐽+2

… 𝐻𝐽𝑟𝑜𝑤
𝑟𝑜𝑤
… 𝐻𝐽+1
.
…
⋮
𝑟𝑜𝑤
… 𝐻𝑀
]

(5.9)

(5.10)

Given that the data sets are uncompressed, they can be exploited in both directions
(frequency/range and time). In fact, use of the enhanced Hankel matrix with its
full/complete structure of the 1-D block processing is novel and is more accurate approach.
Let us emphasize here again that the 1-D block processing with a 2-D data accounts for
weak signals by exploiting coherency between consecutive pulses, and mitigating the
corrupting noise as well.
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5.2.3 Signal Processing Technique for Motion Tracking
Once the enhanced Hankel matrix is computed, we estimate the block size (time window)
and model order (number of scatterers) [3.5], and apply singular value decomposition
(SVD) to define the enhanced Hankel matrix as a product of observability (𝛺) and
controllability (𝛤) matrices that give rise to the state transition matrix 𝐴𝑟 , the control matrix
𝐵𝑟 , and the observation matrix 𝐶𝑟 . Then an eigenvalue-eigenvector decomposition is
applied to 𝐴𝑟 to calculate 𝛬𝑟 which is a diagonal matrix that gives the eigenvalues 𝜆𝑖 (𝐴𝑟 )
or state-space poles as its main diagonal entries; thus, the eigenvalues 𝜆𝑖 are used to
calculate the µ-D frequencies corresponding to the body movements, 𝑓𝑖 , and the
corresponding damping factors, 𝛼𝑖 . From mathematical point of view, we can formulate
the whole process as follows:
Using SVD we decompose Hankel matrix as
𝐻𝑒𝑟𝑜𝑤 = 𝛺𝛤

(5.11)

On the other side, using the input-output relationship for the general autoregressive moving
average (ARMA) model, the 1-D block processing state-space system relates the input to
the output 𝐻𝑒𝑟𝑜𝑤 so that
𝐻𝑘𝑟𝑜𝑤 = 𝐶𝑟 𝐴𝑘−1
𝑟 𝐵𝑟 , 𝑘 = 1, 2, … , 𝑀

(5.12)

where (𝐴𝑟 , 𝐵𝑟 , 𝐶𝑟 ) are the state matrices and are related to the Ω and Γ matrices as
𝛺 = [𝐶𝑟 𝐶𝑟 𝐴𝑟 ⋯

𝐶𝑟 𝐴𝑀−𝐽
]𝑇
𝑟

𝛤 = [𝐵𝑟 𝐴𝑟 𝐵𝑟 … 𝐴𝑟𝐽−1 𝐵𝑟 ]
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(5.13)
(5.14)

Performing the SVD of the enhanced Hankel matrix and implementing a 𝑃 rank reduction,
the state-space matrices (𝐴𝑟 , 𝐵𝑟 , 𝐶𝑟 ) are derived from 𝛺; therefore 𝐴𝑟 is calculated as
−1

∗
∗
𝐴𝑟 = (𝛺−𝑟𝑓
𝛺−𝑟𝑙 ) 𝛺−𝑟𝑙
𝛺−𝑟𝑓

(5.15)

where
𝛺−𝑟𝑓 = 𝛺(𝑁 − 𝐿 + 2: (𝑀 − 𝐽 + 1)(𝑁 − 𝐿 + 1), : )
𝛺−𝑟𝑙 = 𝛺(1: (𝑀 − 𝐽)(𝑁 − 𝐿 + 1), : )

(5.16)
(5.17)

Utilizing eigenvalue-eigenvector decomposition on 𝐴𝑟 calculated in (5.15) results in the
following derivation
𝐴𝑟 = 𝑀𝑟 𝛬𝑟 𝑀𝑟−1

(5.18)

where 𝛬𝑟 is a diagonal matrix with the eigenvalues 𝜆𝑖 {𝐴𝑟 } = [𝜆1 , 𝐿, 𝜆𝑃 ] (or the state-space
poles) as the diagonal entries, 𝑀𝑟 is the matrix of eigenvectors with column vectors
[𝜐1 , 𝐿, 𝜐𝑃 ] associated with their corresponding eigenvalues. Thus, the eigenvalues 𝜆𝑖
produce the damping factors 𝛼𝑖 and the frequencies 𝑓𝑖 as
𝛼𝑖 =

𝑙𝑜𝑔|𝜆𝑖 |
𝛥𝑡

, 𝑓𝑖 =

𝑎𝑛𝑔𝑙𝑒(𝜆𝑖 )
2𝜋𝛥𝑡

, 𝑖 = 1, … , 𝐾, … , 𝑃

(5.19)

In the case of complex motions such as walking, where more than one or two scatterers are
involved, in addition to the above steps, we utilize a superposition approach, as captured
in the flow diagram depicted in Figure 5.1, to extract both strong and weak joints’ motion
signals. In this way, we carry out several runs (iterations). Initially, the 1-D block extracts
µ-D frequencies related to the body parts with stronger reflections (motions). Typically, it
is not hard to model the data matrix or compute the fit for the kth block of pulses with the
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ith set of eigenvalues 𝜆𝑖 , 𝑖 = 1, … , 𝑃. Subsequently, a new data fit, 𝑦 ′ (𝑚, 𝑛), is formed
from the related poles (eigenvalues). Then, this new data set is subtracted from the original
data set, 𝑦(𝑚, 𝑛), and a second iteration of the 1-D block algorithm is applied to the residual
data with a new (typically larger) model order. The residuals allow estimation and tracking
of weaker joints’ motions. This process is repeated until the features of all desired body
joints are extracted. Finally, we superpose all acceptable body parts’ features into one plot.
Capability of extracting low SNR signals covered by strong SNR signals is clearly one of
the advantages of this method. The Flowchart of Figure 5.1 summarizes the 1-D block with
2-D data matrix.
5.2.4 Model Order Selection
This approach is very systematic until the choice of the two main parameters: model order
and block size. We have developed a method for model order selection so it is
deterministic, while the selection of the block size is heuristic but the size would be traded
off with smoothness for optimum operation.
Model order estimation is always a challenge in signal processing, especially when the
data are not particularly clean; however, there are approaches that might provide a good
estimate of the model order. For example, the Akaike Information Criterion (AIC) [5.5]
and the Minimum Descriptor Length (MDL) [5.6]. These approaches only sometimes
work, depending on the SNR and data sampling rate.
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Figure 5.1 Gait analysis flowchart for different radars data, showing the difference between
1-D block processing technique using 2-D data matrix and using 1-D data vector. Green
boxes and arrows represent 1-D block with 2-D data set, red ones show 1-D block with 1D data set, and black ones indicate common steps; the initial steps taken by ST-SSM for
UWB radar data are in blue.
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In this work, we use Singular Value Decomposition (SVD) approach and relatively work
quite often. However, this approach is very efficient in case of using 2-D data matrix and
forming the enhanced Hankel matrix. Here is how we proceed:
1) In the 1-D block algorithm, we compute the enhanced Hankel matrix.
2) Then, we use SVD to compute the singular values from the enhanced Hankel matrix
formed in the previous step and plot their amplitude to visualize these singular values.
3) Subsequently, we look for a breakpoint or a "knee" in the plot and identify its associated
value on the x-axis to estimate the model order (Figure 5.2 shows an example of a singular
value plot computed from enhanced Hankel matrices for all time windows and identify a
general knee of the composite plots).
We use the superposition approach and successive subtraction, where we repeat these steps
from the residual 2-D data until we retrieve velocities of all the parts, since large singular
values are associated with strong radar returns, and the smaller ones are attributed to the
weak signal components covered by noise. So, we use small model orders for strong
signals, and large model orders for weak signals especially for noisy or for a scene with
multipath effects based on multiple subtraction.
As mentioned above, the first step of model order selection with this approach is forming
the Hankel matrix. However, in case of using SFCW radar to collect data, we have a 2-D
data matrix which is used to form the enhanced Hankel matrix. Therefore, the break or
“knee” in the singular value curves is more accurate and gives a better estimation of model
order.
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Figure 5.2 Singular value plots for estimating the order number. Use of the enhanced
Hankel Matrix leads to more accurate order number estimation.
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However, for block size estimation we choose it heuristically. Here we start from a block
size of 10 as a rule of thumb that satisfies the constraints to generate an unambiguous linear
image in accordance with the radar PRF, and increase the block size to find the optimum
one that prevents excessive integration steps. The large block size provides enough samples
to form an enhanced Hankel matrix that provides coherent gain to carry out the motion
estimates and smoothness in the motion estimates as time evolves. However, larger block
sizes result in higher computational cost and longer processing time as we have larger
enhanced Hankel matrices to compute SVD from.

5.3 Conclusion
Our previously developed non-contact UWB radar detection techniques supported by STSSM signal processing were successful [3.15]; however, they were only suitable to track
slowly moving body parts. The detection was hindered by the low PRF for the impulse
radar and limitations of the ST-SSM. Here, SFCW radar with a high PRF is used to
investigate the feasibility of tracking fast moving body parts, like toes, when their velocities
are extracted by the enhanced 1-D block processing technique.
The 1-D block processing was applied to CW 1-D data string. In case of CW data, the
implementation of ST-SSM is not very successful due to the lack of range information and
heavy non-linearity. Moreover, because of the formulation of the 1-D block processing, the
state transition matrix carried out from the observability matrix is computed not only
from the row indices of the block Hankel matrix, but also from the data matrix and the free
parameter L that is heuristically chosen 𝐿 = [𝑁/2]. Thus, the dynamic of the scatterers will
be better captured, i.e., the non-linearity will be accounted for. Thus, this approach, in the
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case of a single tone, will give rise to a slightly different state transition matrix for the 1-D
block processing. It is expected that the eigenvalues of the state transition matrix will
provide better estimates than those from the ST-SSM. However, the lack of information
from range indexes of CW radar still results in less accuracy. The reason is that the rowenhanced Hankel matrix formed from a sequence of rows in the 2-D data matrix collected
by SFCW radar provides a state identification matrix from which accurate poles can be
extracted that are coherent as time evolves, whereas the Hankel matrix formed from a 1-D
data vector collected by CW radar provides a state transition matrix that is computed from
a single Hankel matrix exhibiting poles that provide coarse velocity estimates. Therefore,
the poles from CW radar data fall short in coherency as time progresses.
As a result, we have expanded the 1-D block processing technique to be applied on a 2-D
data matrix collected using SFCW radar system and expect more accurate results due to
the forming of an enhanced Hankel matrix on the 2-D data. In the next chapter, Chapter
Six, the results will be shown and compared to the results from applying 1-D block
processing on CW radar data.
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CHAPTER SIX
EXPANDED MOTION ANALYSIS UPON IMPLEMENTING
ENHANCED 1-D BLOCK TO PROCESS 2-D DATA SETS
In this chapter, the experimental results obtained from the previously described
implementation of the enhanced 1-D block processing technique on 2-D data set collected
using the high-performance SFCW radar system with fast-switching frequency (i.e. faststepping rate) will be demonstrated and compared to our modeling results (as our reference
or ground truth). To complete the picture, the results from applying ST-SSM on SFCW
data and 1-D block processing technique on 1-D data vector collected using CW radar will
be shown here as well to be able to compare various methods’ accuracies and show the
advantageous of applying SSM-based techniques on 2-D data set.
Additionally, human Boulic model has been used as a reference and all results will be
compared with the results from the human Boulic model for the same experimental setup
and conditions.

6.1 Human Walking (Boulic) Model
In this study, our focus is particularly on human walking. The combination of all motions
and events happening during human normal walk is called gait cycle. In fact, human gait
is time interval between the two consecutive repetitive events in human normal walking
[5.1]. For example, consider the situation when in an event the right foot is on the ground
and its velocity is negative (stance phase), while the left foot is not in contact with the
ground and its velocity is positive (swing phase). Therefore, in a second event the right
foot is not in contact with the ground and its velocity is positive, while the left foot is
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touching the ground and its velocity is negative. Therefore, in a gait cycle, there is
symmetry in the characteristics of the motions of the peer components such as feet and
hands and the display of these characteristics is periodic due to the cyclic motions.
In order to model the human motion kinematics while walking and to have a complete
human gait analysis, we utilize an analytical model extracted from empirical data, called
the human Boulic model [5.1]. According to this model, human walking motion is modeled
by cycles with constant translational velocity. There are two inputs to this model: the
average velocity and the height of the human subject. From these two inputs, the human
body phantom can be created using 16 joints between its 17 body parts, which are identified
as the head and the lines between the joints, as depicted in Figure 6.1 (a) (The MATLAB
codes implementing the human Boulic model were developed by Dr. Kilic’s team in
Catholic University of America (CUA)). Furthermore, the fundamental spatial and
temporal motion characteristics (i.e. the length of the walking cycle, Lc, and the duration
of the walking cycle, Tc) are also determined from these inputs. The time-dependent
translation and rotation of each joint on a human body are then calculated using these two
parameters, i.e. Lc and Tc. For example, Figure 6.1 (b) shows the radial speeds of the
different human body parts for one walking cycle, Tc = 2.3 s, created by the Boulic model
for a human subject with the height of 1.72 m and walking at 0.33 m/s speed. We can see
that the lower parts of the legs such as the feet and ankles achieve a maximum μ-D
frequency at around 30 Hz, while the torso and hands oscillate slightly around the velocity
of the translational movement of the human. The motions of the left and right parts of the
human body are observed to be cyclic [5.1].
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(a)

(b)

Figure 6.1 (a) Human motion model with 17 body parts. (b) μ-D frequencies of different
body joints in one cycle [3.15].
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However, in experimental scenarios, we know the height of human subject as a priori. But
in order to have the other input of the model, i.e., velocity of human subject, we use a
camera to record the walking or motion and then we calculate the average walking speed
or velocity using the software “Tracker” [6.1]. Using this software, we can calculate the
speed of any moving component of the human body separately, as well.
In this effort we did not use simulation and results using Electromagnetic (EM) tools for
comparison, but used only the Boulic model as our ground truth. Previously, in [3.15] and
[3.5], this model was utilized to simulate radar data by implementing EM analysis as well,
where the method of moments (MoM) enhanced with a multi-level fast multi-pole
algorithm (MLFMA), and using EM simulator tool FEKO. Results were compared to the
Boulic model results. The results from the simulated data and Boulic model were in good
agreement. Given that Boulic model data were very good and EM simulation takes lots of
time in case of using SFCW signal with many frequency steps; then we used with high
confidence here only the Boulic model as our ground truth.
Moreover, this walking model enables us to recognize the different body components with
the same or similar frequency information. Different body parts (for example the right and
left feet) may produce similar or exactly the same micro-Doppler (μ-D) frequencies.
However, these μ-D frequencies happen at different time intervals. Therefore, we use timefrequency (time-velocity) representation to separate the left foot motion from the
corresponding right foot. In fact, in a normal walking scenario, when the right foot is
moving forward (with positive velocity or Doppler frequency), the left foot is lagging so
they reach their peak values at different times as shown in the Boulic model of Figure 6.1
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(b). The proposed processing scheme is different from STFT method that produces a
mixed, while SSM methods can separate the spectrum of the different body components.
In fact, state-space method or SSM-based techniques such as the 1-D block or ST-SSM
predict the states of the system as time evolves and provide motions of walking human
subjects and their dynamics as well. Therefore, using SSM-based methods, including 1-D
block, we can track different moving body components (scatterers) separately as long as
they happen at different times.

6.2 Experimental Results
6.2.1 ST-SSM vs. 1-D Block Processing
To compare the two state space methods in a simple motion scenario, we collected
experimental data from a subject with only one hand swinging for one cycle (Tc) and
conducted analyses using both ST-SSM [3.15] and 1-D block processing techniques using
2-D data sets [5.2] with the same model order and block size. Figure 6.2 shows the results
for the wrist and elbow when a model order of 6 and a block size of 80 ms were used. To
validate the results, the Boulic model for swinging only one hand with the same velocity
has been utilized as well and the results are shown in Figure 6.2. It is clear that the STSSM correctly predicts the maximum velocity of the different motions of the wrist and
elbow but the fine details of the motion are missing. Using the 1-D block method provides
better classification of the motion besides accurate prediction of the maximum velocity.
In this case, the performance of both methods have been compared by calculating the error
defined as the absolute value of the difference between the velocity and reference.
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(a)

(b)

(c)

(d)

Figure 6.2 (a) Human motion model while the subject is swinging one hand only for one
cycle (Tc); extracted velocities of the components of the swinging hand from (b) Boulic
model, (c) ST-SSM, and (d) 1-D block processing.
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Table 6.1 A Comparison of The Velocities of The Moving Components from Boulic Model
and The ST-SSM and 1-D Block Methods, Applied to The Measured Data from The SFCW
Radar for One Cycle of Hand Swing
Tracked Part

Wrist

Elbow

Time (s)
0.25
0.5
0.75
1
1.25
1.5
Sum of Errors
0.25
0.5
0.75
1
1.25
1.5
Sum of Errors

Velocity
Boulic (m/s)
1.97
1.83
-0.02
-0.55
-2.13
-1.19
0.92
0.87
-0.05
-0.28
-0.92
-0.56
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Velocity
ST-SSM (m/s)
2.30
0.69
0.00
-0.34
-1.54
-0.93
2.55
1.09
0.00
0.02
0.00
-0.51
0.00
2.36

Velocity
1-D Block (m/s)
2.09
1.85
0.55
-1.32
-2.20
-0.88
1.86
0.81
0.73
-0.03
-0.61
-0.82
-0.56
0.69

As a matter of fact, the error defined as the absolute value of the difference between the
value achieved from each method, and the velocity value obtained from the Boulic model
as a reference (correct velocity) at a 0.25-s interval for a total period of 1.5 seconds. These
error values are summarized in Table 6.1.
As can be seen from Figures 6.2 (b), (c), and (d) and Table 6.1, the results from the 1-D
block processing outperforms the results obtained by ST-SSM as the sum-value of errors
from the 1-D block processing technique is smaller than that from ST-SSM for both body
parts. In general, for 1-D block processing the state transition matrix computed from the
row/column enhanced Hankel matrix exhibits higher smoothing impact due to its large
number of rows and columns entries; thus providing more accurate frequency estimates
than those computed from the state transition matrix of ST-SSM that is carried out using a
simple Hankel matrix. In fact, for ST-SSM, by summing up the data along the range axis,
we collapse the phase information that may originate from different body parts with
different behavior for a given pulse into one sample. However, in this motion scenario, the
motion is swinging only one hand and is a very simple motion; meaning that in the same
time intervals for one swinging hand, both wrist and elbow have the same behavior and
cause the same impact on the phase information of the returned signal to the radar. For
example, from starting point (time 0 s), both are still with the velocity of 0 m/s. Then in
the forward moving cycle, the velocity of both wrist and elbow components increase
gradually and reach their maximum velocities at the same time (around 0.4 s (Tc/4) and
then start to decrease until reach the velocity of 0 m/s (at around 0.8 s (Tc/2). Then in the
backward cycle (from Tc/2 to Tc), again both wrist and elbow have the same behavior at
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the same times (and both with negative velocities). Therefore, by summing up all the range
bins along the range axis, still we are able to retrieve the velocity of wrist and elbow using
ST-SSM since they have the same effect on the phase of the radar signal.
By the way, although ST-SSM is able to retrieve the velocity of elbow in this simple
motion, the results from 1-D block shows that 1-D block outperforms ST-SSM, due to the
fact that 1-D block is using more information (all the range bins or fast-time information)
to from the enhanced Hankel matrix. Consequently, the results from 1-D block include
more details.
However, for more complex motions, such as swinging both hands in the opposite
directions or stepping or walking, ST-SSM is not able to retrieve the velocity of body
components with weaker scattered signals. In these cases, the behavior of the weaker
scatterers such as elbow is overwhelmed by the stronger ones, since they have different
impacts on the phase information with smaller amplitudes.
Therefore, in case of complex motions such as walking and consisting of several scatterer
body joints with different behaviors at the same time intervals, ST-SSM is not suitable for
extracting µ-D features of such different body parts with weaker return signals.
Now you talk about weak signals previously it was all signals but you got the elbow and
wrist very confusing. Alternatively, the 1-D block processing technique considers all the
data related to effective range bins (the range bins associated to the subject and his/her
motions) of the moving subject and consequently includes the phase information of all
moving body parts which can be separated using their frequencies. As a matter of fact, the
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1-D block processing is applied to the original data set without any dimensionality
reduction (without collapsing range-bin information).
Comparing the experimental results from the two methods with the Boulic model shows
that both methods have the capability of extracting motion features since still we are using
the time axis information and the summation of range bins (and of course signal intensity).
However, the 1-D block processing results exhibit more accurate motion velocities for
moving components of the body due to exploitations of the coherence (what do you mean
by coherence here?) (between the elements of enhanced Hankel matrix, reflecting the
correlation between the parameters or motion features) and consequently smoothness
elaborate here of the row-enhanced data matrix that gives rise to a smoother transition.
Because of the inherent structure of 1-D block processing, the state transition matrix carried
out from the observability matrix can better capture dynamics and nonlinearities of the
weak scatterers compared to the state transition matrix computed from ST-SSM [3.15].
This inherent structure allows the 1-D block processing method to successfully extract the
motion features using not only SFCW radar data, but also CW data as well.
However, the best performance has been achieved when applying the 1-D block processing
on UWB 2-D data matrix. This data as explained before is created here using SFCW radar.
In fact, ST-SSM and 1-D block processing are independent methods and their difference
is in forming the Hankel matrices. In ST-SSM the Hankel matrix is a simple one. It is
formed from a collapsed range profile by summing up the all the range bins along the range
axis. While 1-D block is performed on the original data set collected by the radar. In case
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of SFCW radar, 1-D block forms the “enhanced” Hankel matrix that is carried from set of
rows/columns of the 2-D data set.
Given that the two techniques, ST-SSM and 1-D block processing, were implemented on
the same 2-D dataset collected using the high-performance SFCW radar system from a
moving human subject, we were able to compare and evaluate the performance of these
two SSM-based methods in a fair way. Hence, we have concluded that the 1-D block
processing outperforms the ST-SSM method. Therefore, from now on we will apply the 1D block processing on the data collected from a single-subject and also from multi-subject
scenarios considering more complex motions in the following sections.
6.2.2 Single-Subject Gait Analysis
In the following, we present gait analysis of two motion scenarios for a single subject using
the 1-D block processing technique with 2-D data collected by the SFCW radar. In these
investigated two cases, after removing the static background, we form the enhanced Hankel
matrix. Typically, in case of a single person, we apply the 1-D block on the original 2-D
data set collected by the SFCW radar. But, if the SNR is low, we first form a range profile
on the original data set by applying inverse Fourier transform (iFFT) along the frequency
axis, choosing only the effective range bins related to the subject motions from the range
profile. This helps to de-noise the data set due to the subtraction of unrelated range bins
and static background. This step is followed by applying the 1-D block on each row (range
bins) of this new 2-D data set and form the enhanced Hankel matrix using these effective
range bins.
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In the first case, data was collected from a single moving subject with a height of 1.60 m,
where the 1-D block was implemented and compared to the Boulic model results. The
subject walks for one cycle (Tc) at a speed of approximately 0.5 ms-1, while the subject’s
hands are folded and immobile as indicated in Figure 6.3. The signal processing was run
for three iterations, where the second and third iterations were run on the residual signals.
In the first iteration, a model order of 4 was estimated based on the computed knee [3.5]
and the velocity of the torso was extracted first (being strong signal), while during the
second and third iterations, a model order of 12 and 17 were computed, respectively, for
the residual signals, to obtain the velocities of the remaining moving components with
weaker reflections. These large model orders are due to multipath effect and weaker signals
corrupted by noise. Meanwhile, the block size selection of the above three iterations is
heuristic; but was optimally chosen to be 90 ms. Results in this scenario are in very good
agreement with the Boulic model as will be shown in Figures 6.3 (b) and (c).
In the second scenario, a similar analysis was applied to a moving subject with a height of
1.60 m, while walking at a speed of about 1 ms-1 with both hands swinging (normal walk)
to investigate the extraction of relatively faster motion scenarios. Figure 6.4 shows the
human motion model and results from both the Boulic model and the 1-D block processing
using the enhanced Hankel representation. In this scenario, we selected 3 iterations with
estimated model orders of 3, 8, and 12, respectively, with an optimum block size of 75 ms
for all iterations. Again, very good agreement was demonstrated for these relatively fastmoving joints.
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(a)

(b)

(c)

Figure 6.3 (a) Human motion model, while walking for one cycle (Tc) without any hand
motion; extracted velocities of the moving components from (b) Boulic model, and (c) 1D Block on 2-D SFCW data. (The average velocity of moving: 0.5 ms-1.) It is imperative
to recognize here that right and left joints could have the same poles obtained from the
enhanced Hankel matrix, but their motions could be discernable in the time-frequency
representation as they occur at different time ranges as shown above.

130

(a)

(b)

(c)

Figure 6.4 (a) Human motion model, while walking for one cycle (Tc) with both hands
swinging (normal walk); extracted velocities of the moving components from (b) Boulic
model, and (c) 1-D Block on 2-D SFCW data. (The average velocity of moving: 1 ms-1.)
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6.2.3 Multi-Subject Gait Analysis
Here, we utilize the available bandwidth and range resolution capabilities of the SFCW
system to investigate four scenarios for multi-subject experimental setups, where the data
for a specific time is collected and the static background is removed. It is imperative to
mention here that in a physical therapy application for example, we can use a real deep
depth camera to measure the range and remotely identify the number of subjects in a scene.
But, if we say we are in the dark, then we can benefit from utilizing other capabilities of
our developed radar system to identify human subjects in this situation. We can use this
radar system for non-contact human vital sign detection including their respiratory rate and
heart rate. Even when a human subject is static, we can still detect him/her as a human
subject by detecting the respiratory rate and chest displacement very clearly, using phasebased method and with that comes his/her range information. It is worth emphasizing that
the human subjects, even though they are stand still, they will not be subtracted as static
background in the scene as they are still breathing. So, we first subtract the static
background and then apply iFFT along the frequency axis to form the range profile. Then,
we separate the subjects by choosing the effective range bins. Then, we implement the 1D block processing by forming the enhanced Hankel matrix from this new 2-D data set for
each subject separately.
Since the subjects move in front of the radar, we only use down-range info to separate the
motion of the different subjects. The down-range resolution of the developed SFCW radar
is 15 cm (5.9 inches) according to the following formula:
𝑐

𝑅𝑟𝑒𝑠 = 2×𝐵
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(6.1)

where 𝑐 indicates the speed of light and B is the effective bandwidth (here 1 GHz).
In order to use cross range information to better discern the motions of the different subjects
present in the scene, we need to use an array of antennas to have reasonable azimuth angle
resolution. However, in this work, it was found out that a lateral (azimuth) separation
distance of about 25 cm between the subjects was adequate to clearly see two subjects
placed symmetrically with respect to the antenna’s broadside direction.
In any case, to accurately estimate the limb joint motions, we needed high PRF, and as
explained before a PRF of 200 Hz is adequate here to capture the fastest motion of the body
parts of a walking subject. You need bring the discussion about PRF and center frequency
from the reviewers’ comments
In the first scenario setup, shown in Figure 6.5 (a), the two subjects stand in front of the
radar, one at a distance of 1.7 m to the radar and the second at 2.1 m. The subjects are
equally off-center from the radar boresight direction view, and are at a distance of 0.6 m
from each other as shown in Figure 6.5 (a). Both subjects stand and swing only their right
hands with a maximum speed of around 3 ms-1. We segragate the two subjects’motions
using their effective range bins from the range profile as seen in Figure 6.5 (b), where we
identify the effective range bins associated with each subject’s motion. Then, the 1-D block
is implemented on the relevant range bins for each subject (new 2-D data sets). This
approach helps in reducing the background noise. Figure 6.5 (c) presents the extracted
velocity of the hand for each subject.
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(a)

(b)

(c)

Figure 6.5 (a) Experimental setup for multi-subject motion analysis using SFCW radar
system for swinging only one hand (top view); (b) Extracted high range-resolution profile
identifying the two subjects and their motion ranges; and (c) Extracted hand motions from
1-D block processing. It is essential to recognize here that if we combine the motions of
the two subjects using enhanced Hankel matrix, then we will have quite similar frequencies
on top of each other, in addition, that strong signals (typically related to the close-by
subjects) will bury the signals from the further away subjects with lower SNRs. This
method efficiently separates these subjects by their relevant range bins.
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In the second scenario, we investigate the case of two subjects walking in front of the radar.
Similarly, we form a range profile from the data first. Then, we select the effective range
bins related to each subject from the range profile. Now we have two sets of 2-D data, each
associated with one of the subjects that is ready to be processed using the 1-D block
processing technique, in which enhanced Hankel matrices are formed from each 2-D data
set. Figure 6.6 (a) shows the setup scenario, where the first subject with a height of 1.75 m
walks from a distance of 3.1 m to 2 m towards the radar at a speed of 0.55 ms -1, while the
second subject with a height of 1.60 m walks from a distance of 4.4 m to 3.4 m towards the
radar at a speed of around 0.50 ms-1. Figure 6.6 (b) indicates the range profile showing the
location and distance of the subjects to the radar for the corresponding time, and Figures
6.6 (d) and (f) show the results of applying 1-D block method to extract motions from each
subject as time evolves (within two seconds). The results were validated using the Boulic
model for the same setup (same height and speed of the subject) as well as the same relative
time for each subject separately, and these results are shown in Figures 6.6 (c) and (e).
Preliminary results indicate that we are able to track different body components in multisubject scenarios. It can be seen from the results too, that certain degradation exists in
extracting the velocity of the two subjects’ body parts, which is related to multipath effects
and mutual coupling between the two subjects as the two subjects get closer to each other
in the scene. Comparing the first experimental results and the second one shows that our
results for standstill subjects with one hand movement were in good agreement with the
Boulic model, but for a walking subject, it was kind of a blur which is a well-known
problem because of both multipath and the relative motion between the radar and target.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 6.6 (a) Experimental setup for multi-subject gait analysis using SFCW radar system
for normal walk (top view); (b) Extracted high range-resolution profile recognizing the two
subjects and their motion ranges; (c) Extracted velocities from the feet of subject 1 (in
green) and subject 2 (in red) using the Boulic model, and from (d) 1-D block processing;
(e) Extracted velocities of the hands of subject 1 (in green) and subject 2 (in red) using the
Boulic model, and from (f) 1-D block processing.
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However, to improve the quality of the ISAR products, motion compensation is
recommended. Reference [6.2], for example, used range-bin alignment for translational
motion compensation to provide more robust images.
In the third scenario, we consider an experimental setup to address multipath/mutual
coupling effects on human subjects tracking. In this scenario, one subject starts to walk
towards the radar antenna, while the other subject is standstill in the scene as depicted in
Figure 6.7 (a). Although the other subject standstill, the results have been degraded slightly
due to the multipath/mutual coupling effects caused by the presence of a nearby human
subject. The reason is that a static human subject still has tiny motions due to his/her
respiration, heart beat, and body random motions that can increase the impact of
multipath/mutual coupling effects in the scene. However, the results are better than the
ones in Figure 6.6, since in that scenario both subjects are walking.
And in the last scenario, we show the capability of the 1-D block to retrieve the velocity
curves from different subjects in the scene, when they are close in range or their ranges
overlap. To show this fact, we have designed an experiment where the two subjects stand
in front of the radar system and both are swinging only their right hands. The two subjects
have the same radial distance to the radar antenna as shown in Figure 6.8 (a). 1-D block
can retrieve the velocities of the swinging hands separately (Figure 6.8 (c)). Using the 1-D
block processing technique enables separating the velocity of the moving components in a
scene and it does not depend on the range information. It means even if the two subjects
are in the same radial range, the 1-D block is still able to retrieve the velocities of the
moving components from each subject separately, but we will not be able to relate that to
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a specific subject. So, having two subjects at the same range, even though they are close to
each other when using one antenna, we would still be able to detect the various velocities
of the two subjects. However, we will not be able to relate these velocities to a specific
subject. If the two subjects are at different ranges, then we can use range information to
discern the two, as we did in the first and second experiments, but if they are at the same
range, then we need to use an array of antennas to create a SAR image (2-D image of the
scene) and identify subjects along the cross range, hence we can discern between the two
subjects/movements using cross range information. However, handling the detection of
two subjects when they are very close to each other makes distinguishing a subject’s unique
movements very challenging, especially when the subjects are moving. As mentioned
before, motion compensation is recommended here; in [6.2], for example, a range-bin
alignment is used for translational motion compensation, that provides more robust
analysis.
To summarize, having two subjects at the same range, even they are close to each other
when using one antenna, still allow us to detect the various velocities of the two subjects.
However, we will not be able to relate these velocities to a specific subject. If the two
subjects are at different ranges, then we can use range information to discriminate between
the two, but if they have the same range then we need to use an array of antennas to identify
subjects along the cross range, to discriminate between the two subjects using cross-range
information.

138

(a)

(b)

(c)

Figure 6.7 (a) Experimental setup for multi-subject gait analysis using SFCW radar system
for normal walk, when one subject is still and static and the second one walks (top view);
(b) Extracted high range-resolution profile recognizing both subjects and their motion
ranges; (c) Extracted velocities from subject 2 using 1-D block processing.
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(a)

(b)

(c)

Figure 6.8 (a) Experimental setup for multi-subject motion analysis using SFCW radar
system for the subjects at the same range and swinging only their right hands (top view);
(b) Extracted high range-resolution profile showing the two subjects and their motion
ranges; and (c) Extracted hand motions from 1-D block processing.
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6.3 Comparison and Discussion of Results
Motion trajectories can be extracted by applying demodulation of the radar signal. In fact,
phase information which is linearly proportional to target’s motion can be achieved by
applying arctangent demodulation to the radar signal. But when a subject is moving or
walking in front of the radar, the motion is composed of two parts: one part is the macro
motion due to the whole-body movements, and the other part is the micro motion due to
the swing of the different body joints.
The motion trajectories display macro motions from the strongest moving components,
which are very useful for motion sensing applications as they can give general
characterization of the body posture. In Figure 6.9 we have demonstrated the motion
trajectories of a moving human subject for different motion scenarios (swinging only one
hand, and walking) using demodulation of the radar signal.
As it can be seen from the above figures, these motion trajectories display the general
motion from the strongest moving components. Meanwhile, 1-D block processing
technique (micro-Doppler processing), is used to extract the instantaneous velocities that
are associated with the weak joint motions and can track each joint’s motion separately.
Thus, this μ-D information can be used for full motion analysis. As an example, there are
clinical studies on the elderly which link changes in various gait characteristics such as
poor balance, slower pace, shorter steps, lower walking velocity and higher cadence to gait
deficiency. However, having both macro information and micro-Doppler features, would
enable us to develop 3-D patterns of human motion which are very useful.
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(a)

(b)

Figure 6.9 Human motion trajectories for (a) swinging only one hand, and (b) walking.
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The motion trajectories include both macro and micro motions. However, since the macro
motions overwhelm the micro motions because they are much stronger and cause stronger
effect, it is very hard to see micro motions from motion trajectories. In other words, micro
motions exist in motion trajectories but they are hidden and covered by stronger signals
associated with macro motions. As a matter of fact, motion trajectory is a time-amplitude
plot., and we would need a way to extract these tiny motions and separate them from the
body movement signals with larger amplitudes. That is the reason why we have developed
1-D block processing in two dimensions to be able to discern these tiny signals caused by
swinging of body joints for example. In this way, we are looking for velocity curves (timevelocity plot) for each body joint, that enables us to classify the micro motions from macro
motions by giving us more detailed information on the motion of different body
components. 1-D block is capable of extracting very weak signals through multiple
subtraction (many iterations) as explained in Chapter Five.
In fact, the novel approach of this work is the implementation of 1-D block processing on
the 2-D data set by forming an enhanced Hankel matrix from this 2-D data set collected by
an SFCW radar. In SSM-based signal processing methods, generally, the most important
part is forming the Hankel matrices from the data to exploit the correlation between
samples from rows/columns, estimate the model order or dimension of the system and
compute the state matrices.
Previously, in [3.15], ST-SSM was implemented on the data collected by a UWB radar
system. Although the UWB radar system gave us a 2-D data set, i.e., range profile (rangetime intensity (RTI)), we collapsed this data set into a 1-D data set vector, due to the large
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number of range bins that UWB radar gives; and that had resulted in a very expensive
computational process. In this case, we summed up the range bins along the range axis and
then formed the Hankel matrix from this new 1-D data set. Hence, SSM was carried out in
the time direction because the data was compressed and the time series can be represented
by a sum of sinusoids.
Alternatively, in [3.5], the 1-D block was implemented on the original data set collected
by the CW radar, so it was a 1-D data set by itself as it came from a single-tone (singlefrequency) radar. From this point of view, the Hankel matrices formed by both [3.15] and
[3.5] are simple Hankel matrices formed from 1-D data set vectors. Therefore, in both
cases, [3.5], [3.15], the 1-D data set vectors can be written as
𝑌 = [𝑦(1) 𝑦(2) … 𝑦(𝑁)]

(6.2)

and the forward Hankel matrix is formed using this 1-D data set vector according to
𝑦(1)
𝑦(2)
𝐻=[
⋮
𝑦(𝑁 − 𝐿 + 1)

𝑦(2)
…
𝑦(𝐿)
𝑦(3)
… 𝑦(𝐿 + 1)
]
⋮
⋮
⋮
𝑦(𝑁 − 𝐿 + 2) … 𝑦(𝑁)

(6.3)

The idea of this work is implementing SSM from a 2-D data set. To do that, we developed
a SFCW radar, explained in Chapter Four, that could provide a 2-D data set, from which
each row is like a CW data set and we have 50 rows (frequency steps) in our set-up that
may be represented as (6.4).
𝑦(1,1)
𝑦(2,1)
𝑌=
⋮
𝑦(𝑀 − 1,1)
[ 𝑦(𝑀, 1)

…
𝑦(1, 𝑁)
…
𝑦(2, 𝑁)
…
⋮
… 𝑦(𝑀 − 1, 𝑁)
…
𝑦(𝑀, 𝑁) ]
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(6.4)

Therefore, a Hankel matrix is formed from each row or column of the 2-D data set given
by (6.4).
In this work, the 1-D block consists of using a set of time series, i.e., vectors from the 2-D
𝑟𝑜𝑤
data set along the row direction. Next, a Hankel matrix (𝐻𝑚
) similar to the 1-D data set

in (6.4) is formed from each row vector as described by (6.5) and the set of matrices are
later concatenated into a block row matrix (𝐻 𝑟𝑜𝑤 ) as defined in (6.6). Finally, the matrix
entries of (6.6) are casted into a meta-matrix that falls into the structure of a Hankel matrix
that we called enhanced Hankel matrix (𝐻𝑒𝑟𝑜𝑤 ) (6.7) that is used to compute the state
transition matrix from which human subject’s motions are estimated.

𝑟𝑜𝑤
𝐻𝑚

𝑦(𝑚, 1)
𝑦(𝑚, 2)
=[
𝑀
𝑦(𝑚, 𝑁 − 𝐿 + 1)

𝐿
𝐿
𝐿
𝐿

𝑦(𝑚, 𝐿)
𝑦(𝑚, 𝐿 + 1)
]
𝑀
𝑦(𝑚, 𝑁)

(6.5)

𝑟𝑜𝑤 )𝑇 ]𝑇
𝐻 𝑟𝑜𝑤 = [(𝐻1𝑟𝑜𝑤 )𝑇 (𝐻2𝑟𝑜𝑤 )𝑇 … (𝐻𝑀

(6.6)

… 𝐻𝐽𝑟𝑜𝑤
𝑟𝑜𝑤
… 𝐻𝐽+1
…
⋮
𝑟𝑜𝑤
… 𝐻𝑀
]

(6.7)

𝐻𝑒𝑟𝑜𝑤

𝐻1𝑟𝑜𝑤
𝐻2𝑟𝑜𝑤
=
⋮
𝑟𝑜𝑤
[𝐻𝑀−𝐽+1

𝐻2𝑟𝑜𝑤
𝐻3𝑟𝑜𝑤
⋮
𝑟𝑜𝑤
𝐻𝑀−𝐽+2

So, in this work the data sets are uncompressed and exploited in both directions
(frequency/range and time (or fast time and slow time)) via the enhanced Hankel matrix to
estimate the motions from a human subject. Because of the smoothness and coherency of
the enhanced Hankel matrix, a more accurate model order leading to better motion
estimates can be obtained from the 2-D data set exploited here than the 1-D data set
presented in [3.5] and [3.15].
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(a)

(b)

(c)

Figure 6.10 Summary of the steps taken by (a) ST-SSM, (b) 1-D block processing on the
CW 1-D data vector, and (c) 1-D block processing on the 2-D data matrix collected from
SFCW radar system ((i,q) → in time domain, and (I,Q) → in frequency domain).
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In fact, use of the enhanced Hankel matrix with its full/complete structure of the 1-D block
processing is novel and a more accurate approach.
Figure 6.10 summarizes ST-SSM, 1-D block on 1-D data set from CW radar, and 1-D block
on the 2-D data set of SFCW radar. In this dissertation, we tackle the 2-D data set with an
enhanced Hankel matrix instead of a simple Hankel matrix tailored for a 1-D data vector.
6.3.1 Combination of ST-SSM and 1-D Block Processing
As mentioned, ST-SSM needs the range profile inf, which is also a 2-D data matrix, and is
used to form the simple Hankel matrix upon summing of the range bins, which is a 1-D
data vector. While, the 1-D block is applied on the 2-D data obtained from the decimated
data radar returns and the formed enhanced Hankel matrix. As a matter of fact, the 1-D
block can be implemented on the range profile too. In this way, we form the range profile
using the decimated 2-D raw data collected using SFCW radar by implementing inverse
Fourier transform (iFFT). In the range profile, we subtracte the static background first, then
we choose the effective range bins associated with the moving subject and generate a new
2-D data set with reduced dimensions. In this way, the combination of the two steps, the
results of the enhanced Hankel matrix are more meaningful and slightly more accurate,
again due to the subtraction of the noise (unrelated range bins and static background). It is
obvious that in case of selecting large iFFT numbers, the computational cost of the
processing would be expensive due to the huge row-enhanced Hankel matrix formed using
high-resolution range profile (HRRP). Moreover, adding more steps would increase the
total processing time. Figure 6.11 summarizes the combination of the two methods.
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Figure 6.11 Summary of the four steps taken to extract the row-enhanced Hankel matrix
where in step 2 only the effective range bins are used and static background is subtracted).

148

The beauty of implementing the proposed 1-D block method on 2-D data set is that it can
be carried out on any 2-D datasets including those from SFCW radar that can be range
profile, phase variation, STFT spectrogram, etc. Performance analyses of SSM and its
comparison to Matrix Pencil were presented in the references [6.3-6.5]. Because the 1-D
block processing technique outperforms ST-SSM that provides similar performance to
Matrix Pencil; therefore, one can conclude that 1-D block processing outperforms also the
Matrix Pencil approach. However, because the state matrices for the 1-D block processing
are computed from an enhanced Hankel matrix obviously the computational cost is higher
than ST-SSM, ESPRIT, MUSIC, etc.
6.3.2 Comparison of Results
To compare the performance of the SFCW and CW radars, we used the 1-D block
processing technique. The limb joints’ velocities were extracted from the 2-D data
collected by the SFCW radar (shown in Figure 6.4 (c)) and the enhanced 1-D block
representation was used. While implementing the conventional 1-D block processing on
1-D data vector collected by the CW radar, in a normal walking scenario is (shown in
Figure 6.12 (b)) [3.5]. Then, their extracted velocities were compared with the relevant
Boulic model results, and the deviation error values are listed in Table 6.2.
The comparison Table demonstrates that SFCW radar with 2-D data provides more detailed
results than those of the CW radar with 1-D data especially at the points around the velocity
peaks. Applying 1-D block on CW data, shows that the results of the velocity curves are
kind of flat around the peaks and valleys.
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(a)

(b)

Figure 6.12 Extracted velocities of the moving components for one cycle of a normal walk
motion using (a) Boulic model, and (b) 1-D Block with 1-D CW data (The average velocity
of moving: 1.1 ms-1) [3.5].

Table 6.2 A Velocity Error Comparison for The Moving Components from The Boulic
Model and 1-D Block Processing Applied to The Measured Data from The SFCW Radar
in This Work and CW Radar in [3.5] for One Cycle of Walking

Foots
Time (s)

Error

Foots
Error

Left
Hand
Error

Left
Hand
Error

Right
Hand
Error

Right
Hand
Error

SFCW

CW in
[3.5]

SFCW

CW in
[3.5]

SFCW

CW in
[3.5]

0.2

0.19

2.90

0.21

0.07

0.04

1.22

0.4

0.23

0.37

0.01

0.66

0.13

0.71

0.6

0.63

0.25

0.10

0.63

0.01

0.96

0.8

0.62

5.00

0.30

0.12

0.77

0.07

1.0

0.05

0.46

0.10

0.29

0.04

1.13

1.2

0.26

2.29

0.64

--

0.40

--

Sum

1.98

11.27

1.36

1.77

1.39

4.09
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Table 6.2 Continued
Knees

Knees

Torso

Torso

Error

Error

Error

Error

SFCW

CW in [3.5]

SFCW

CW in [3.5]

0.2

0.25

0.04

0.20

0.07

0.4

0.20

0.38

0.08

0.04

0.6

0.26

0.31

0.08

0.46

0.8

0.01

0.33

0.25

0.59

1.0

0.01

0.25

0.22

0.07

1.2

0.18

0.21

0.42

0.04

Sum

0.91

1.52

1.25

1.27

Time (s)
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While in case of using 2-D data matrix collected using SFCW radar system, the velocity
results agree closer with the results from the Boulic model. The reason is that in SFCW
system, the row-enhanced Hankel matrix is formed from a sequence of Hankel matrix
entries carried out on the rows of the 2-D data matrix. Thus, it provides a state transition
matrix from which accurate poles can be extracted coherently as time evolves; and
consequently, provides smoothness of the velocity estimates. While the simple Hankel
matrix formed from the 1-D data vector collected by the CW radar provides a state
transition matrix that exhibits few poles that provide coarse velocity estimates and even
fall short in coherency as time progresses. This simple Hankel matrix can be considered as
the first element of the row-enhanced Hankel matrix computed from the 2-D data matrix,
𝐻𝑒𝑟𝑜𝑤 = 𝐻1𝑟𝑜𝑤 (𝑀 = 1 and 𝐽 = 1), due to the fact that the data set collected using a CW
(single-frequency) radar system has only one row or a frequency point. The data vector
obtained using CW radar can be represented by
𝑦(𝑛) = ∑𝑃𝑖=1 𝑎𝑖 𝑝𝑖𝑛 + 𝑤(𝑛) , 𝑛 = 1, … , 𝑁

(6.8)

when comparing (6.8) to (5.1), it is not difficult to see that CW data does not provide range
information, therefore the related poles (𝑠𝑖 ) and consequently the associated µ-D
frequencies (𝑟𝑖 ) are absent. Subsequently, lack of information from range index had
resulted in flatness around the maximum and minimum velocities in the obtained velocity
curves in [3.5] upon implementing the 1-D block processing on CW data set.
Moreover, in SFCW system, forming the enhanced Hankel matrix from 2-D data enhances
the computation of the model order as explained in Chapter Five. Using the knees that
occur on the plots of the singular values computed from the enhanced Hankel matrices
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(carried out on the original 2-D data) and the residual 2-D data matrices (using the
superposition algorithm) provide far much higher accuracy.
6.3.3 Static Human Subject vs. Other Static Targets
As we previously mentioned, in physical therapy for example, we can use a real deep depth
camera to help in measuring the range and remotely identify the number of persons in the
scene as long as they are not far away. But, in the dark or behind the wall, we can benefit
from utilizing the radar system to identify human subjects in this situation. We can use this
radar system, as well, for non-contact human vital sign detection including their respiratory
rate and heart rate and also their range (distance to the radar system). Even when a human
subject is static, we can still detect their respiratory rate and chest displacement very
clearly, using phase-based method (arctangent demodulation) for example. In fact,
respiration is the feature that other static targets like a floor lamp do not have, and there are
some studies that claim breathing pattern can be used as an ID for a specific person. In
[2.11], we have used the same radar system to extract static human subjects’ vital signs.
Where we initially, subtract the static background, and analyze the remaining of the data
(i.e. the dynamic part) to extract the μ-D frequencies. For example, in Figure 6.5, the
subject is standing while swinging his left arm and we are going to analyze this motion.
Therefore, in order to extract the velocity of the swinging hand, first we remove the
reflections from all static objects in the scene, including static background and even the
static parts of the human subject, upon simply subtracting the average of the radar received
signal from the original received signal. Now the remaining (residual) signal is only
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associated with the motions in the scene which is from swinging hand and is used to apply
the 1-D block processing to retrieve its instantaneous velocities.
Here is the mean subtraction to remove the static background means the new data will be
(data = data – mean (data)). However, the static background subtraction eliminates only
non-human static targets in the scene. In fact, a static person still breathes and his/her heart
is working, so we should be able to identify his/her breathing rate (respiratory rate) and
heart beating from Doppler shift they cause; even if he/she stops breathing we can detect
their heart beat even better.
Therefore, in order to detect human subjects in the scene, we use the fact that static human
subjects are different from static targets in the scene, due to their tiny body motions
(breathing and heart beating). This fact is the basis of all our analysis in detection, tracking,
and extracting human-related features such as vital signs and motions. In all cases, before
implementing any algorithm, we first, subtract the mean value of the received signal by
radar. In this way, we can make sure that the residual signal is from human subject, that
has the highest intensity in the range profile. Figure 6.13 shows an example of vital sign
detection from a static human subject. In this specific experiment, we put a corner reflector
in the scene next to the human subject. As it can be seen in Figure 6.13 (b), in the range
profile, we can see both static human subject and corner reflector (static target). Then, we
subtract the mean of the data and again plot the range profile (Figure 6.13 (c)). In Figure
6.13 (c), we see only the human subject because although he is static, due to the breathing
and other biological signs, his body has very tiny motions which are affecting the phase of
the reflected signal and therefore, is detectable in the range profile.
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(a)

(b)

(c)

(d)

(e)

Figure 6.13 (a) Experimental setup for detecting static human subject using SFCW radar
system; (b) High range-resolution profile (HRRP) (Range-Time-Intensity presentation)
before removing the static background; (c) HRRP after removing the static background;
(d) Extraction of tiny body motions due to the respiration and heart beat; (e) Vital signs
extraction.
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As a matter of fact, we use the range profile information to recognize the situation of two
subjects existing in the scene. We need to emphasize here that we are looking for motions
and motions analysis for these moving subjects. In this work, we have utilized the enhanced
1-D block processing to extract the velocity of “motion” caused by each limb joint. For
example, if we consider that the total time of the experiment is T seconds, and a subject in
the scene, has walked for t1 seconds and was static for t2 seconds, by implementing the
mean subtraction step, we do not drop the information from this user for the period of t1,
because he/she was moving for that period, and by implementing the enhanced 1-D block
on the remaining data for this period, we can extract his/her motion velocities. For the
period of t2, when the user is static, the velocities of all his/her body components are zero
and we do not need to implement the 1-D block for this period of time to extract motion
velocities. Therefore, by dropping the data of the period of t2, we do not lose any
information.
In fact, by subtracting the mean from the data, we remove the static background associated
with the non-human targets in the scene. However, by mean subtraction and eliminating
the static background, we cannot totally eliminate the static human subject from the range
profile for the period of time he/she is static, because of the tiny motions of human body
due to his/her heart beat, respiration, and body random motions. This fact is clear in Figure
6.14 (b) which is from the real experiment. Both subjects are moving for time period of t 1
and stop walking for period of t2. However, by implementing the mean subtraction, still we
can recognize them from the range profile for the period of t2, and since their range does
not change, we can figure out that they do not move (walk).
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(a)

(b)

Figure 6.14 (a) Experimental setup for multi-subject gait analysis using SFCW radar
system; (b) Extracted high range-resolution profile recognizing the two subjects and their
motion ranges. The two subjects walk for a period of t1 and stand still for a period of t2.
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6.3.4 Signal-to-Noise Ratio (SNR) and Multi-Path Effect
To distinguish multiple subjects, the subjects need to be resolvable by the range resolution.
Therefore, the far subject will surely lead to lower SNR. This low SNR problem could
happen for a single-subject motion analysis or multi-subject analysis. In both cases, we
first remove the static background by subtracting the average of the signal from the original
data set.
For a single subject, we normally apply 1-D block on the original 2-D data set collected by
SFCW radar. However, if the SNR is very low, we first form a range profile on the data set
by applying inverse Fourier transform (iFFT) along the frequency (fast time) axis, and
choose only the effective range bins related to the subject motions from the range profile.
Afterwards, we apply 1-D block on each row (range bins) of this new 2-D data set and
form the enhanced Hankel matrix using these effective range bins associated with the
subject’s motions. It helps us to de-noise the data set due to the subtraction of the noise
(unrelated range bins and static background).
In case of multiple subjects, first we apply inverse Fourier Transform (iFFT) along the
frequency axis to form the range profile. For example, Figure 6.5 (b) depicts the range
profile that shows the separation between the two subjects in range directions (range-time
intensity (RTI)). In the processing, first we separate the subjects by choosing the effective
range bins. In this scenario, for the further subject with lower SNR, we choose the effective
range bins among the red lines. We implement the 1-D block processing by forming the
enhanced Hankel matrix from this new 2-D data set. The extracted hand velocities, for
example, by the 1-D block processing technique are presented in Figure 6.5 (c). As it has
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been shown in the range profile of the Figure 6.5 (b), the SNR related to the second subject
is much lower than the first subject due to the second subject’s further distance to the radar.
However, as depicted in Figure 6.5 (c), 1-D block is set to retrieve the velocities of the
different body components of the second subject as well as the first one. In fact, the 1-D
block approach is a proper technique for gait analysis for SNR envirnoment. Given that the
poles in the signal model in (6.9) contain the information of target motion and are critical
for signal component separation in μ-D feature extraction. The poles automatically
represent the roots of the denominator of the transfer function of an autoregressive moving
average derived from the state-space equations [5.3], [5.4].
𝑦(𝑚, 𝑛) = ∑𝑃𝑖=1 𝑎𝑖 𝑠𝑖𝑚 𝑝𝑖𝑛 + 𝑤(𝑚, 𝑛)

𝑚 = 1, … , 𝑀 𝑎𝑛𝑑 𝑛 = 1, … , 𝑁

(6.9)

using these simole fact, the residual superposition technique when used in the 1-D block
processing helps us to retrieve the μ-D features of all components including the strong
(with higher SNR) and the weak (with lower SNR) ones. So, using the superposition
approach, we first extract the strong components, followed by subtracting them from the
model to retrieve the weaker components and then superpose them.
The 1-D block is being exploited in time direction to analyze the motions of the subjects.
As long as the radar has sufficient PRF and the subjects are within the radar detectable
(unambiguous) range, the 1-D block processing exploits the coherence between the
consecutive time series and the smoothness provided by the inherent structure to provide
μ-D features of the subject over time [5.4].
Here, the proposed method however is a multipath-limited, where in some cases the
multipath signal could be even stronger than the one from the subject. In this case, the
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direct signal model may assign most of its signal poles to the multipath. Hence, the motion
estimates may be erroneous. Fortunately, one way to reduce this multipath effect is to
thread the 2-D data set via a 2-D state-space model from which pole clusters corresponding to multipath- can be first excised before carrying out the motion estimates.
It is worth mentioning here that in our conducted experiments the radar was pointed
directly to the subjects so multipath that occurred could be due to the short distance
between the two human subjects. Other ways to reduce multipath effects include using
antennas with very directive beams and steer the beam on each subject separately, or using
MIMO arrays to reduce unwanted signals. Consequently, the radar’s return signal would
be only from the moving subject and does not include multipath signals if coherency is
correctly utilized.
However, by having more subjects present in the scene (multi-subject scenarios), the
multipath effect is stronger and affects the results as shown in Figures 6.6 (d) and (f); unless
the subjects are clearly separated based on their range bins, and we will see some kind of
distortion. As mentioned, to reduce multipath in these cases using antennas with very
directive beams and steering the beam on each subject separately, or using MIMO arrays
to reduce unwanted signals can help.

6.4 Conclusion
In this work, SFCW radar with PRF of 200 Hz was adequately used to investigate the
feasibility of tracking relatively fast-moving body parts. The velocities are extracted by the
enhanced 1-D block implemented on 2-D data sets by forming an enhanced Hankel matrix
carried out on each row of the data matrix. Here, for a 1-GHz bandwidth system, the range
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resolution capability of the SFCW radar is adequate to track multiple subjects’ motions
based on their range bins. Results agreed very well with the ground truth (Boulic model),
though slight degradation was observed. This degradation is related to multipath and
mutual coupling effects created by the two subjects being close in the scene.
Results achieved from the SFCW radar are robust, reliable and very encouraging. However,
the process is computationally expensive. First, the use of the residual superposition
algorithm that gives rise to extraction of weak motions throughout the block size selection
and estimation of model order is computationally expensive. Second, forming the enhanced
Hankel matrix from each row/column from a large 2-D data set also increases the
computational cost. Thus, we need to implement smart, reliable algorithms to reduce the
computational cost and automate the entire process. Intelligent schemes like machine
learning including deep learning methods, could significantly help here. Moreover,
dimensionality reduction could effectively cut down the computational intensity and
execution time and bring the proposed technique to be carried out in quasi-real time.
Moreover, the most difficult challenge in indoor environments is the multipath effect.
Specifically, wireless signals reflect off all subjects in the environment making it hard to
associate the incoming signal with a particular location. The proposed method however is
a multipath-limited, where in some cases the multipath signal could be even stronger than
the one from the subject. Hence, the direct signal model may assign most of its signal poles
to the multipath. And therefore, the motion estimates may be erroneous. Multipath effect
is typically a big issue when we use time delays to discriminate between different targets
as we do here. Although it is very challenging to eliminate the effect of multipath, there
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are some ways to reduce its impact. For example, one way is to use correlation to see if it
is the same signal or not. Other researchers used two radars (like in MIMO for example),
to de-noise the real signals from clutter and multipath effects.
Interference is another factor that may severely impact the returns from the human subjects
that reach the radar; thus, the signal model would give estimates that do not lie within the
true motion values of the subjects, especially when the interference is strong and within
the same frequency range, so it is fair to call the system interference limited.
One way to remedy the situation is for the radar to be equipped with an interference nulling
process or multi-band frequency operation so the radar can either excise the interference
or switch band to bypass it. Thus, returns from the human subjects can reach the radar with
minimal interference, i.e., suppressed, and the proposed signal model can give reliable
motion estimates.
Generally speaking, the beauty of the proposed 1-D block method implemented on a 2-D
data set is that it can utilize any 2-D data sets including those from SFCW radar whatever
it is a range profile, STFT spectrogram, etc. and would give reliable analysis from a human
subject’s motion, walking alone or with other subjects.
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CHAPTER SEVEN
HUMAN VITAL SIGN DETECTION USING HIGHPERFORMANCE RADAR SYSTEM AND SSM
Due to the reliable data collected using a high-performance SFCW radar system, and
successful implementation of the state-space method (SSM) on the data collected using
this radar system for gait analysis purposes, in this chapter, we use a high-performance
SFCW radar and extend SSM for human vital sign detection in single- and multi-subject
scenarios. Moreover, we use the high-performance SFCW radar system to develop multiinput multi-output (MIMO) system that can help to estimate human vital signs with higher
accuracy.

7.1 Human Vital Sign Detection using High-Performance SFCW Radar
and State-Space Method
In Chapter Five, we explained state-space method (SSM), and in Chapter Six, we applied
SSM to the data collected using SFCW radar system to retrieve gait features from a single
and multiple human moving subjects. Although, human gait is much more complex
compared to human vital signs due to the respiration and heartbeat (a sort of body motion,
i.e. the chest), SSM was capaable of diserning -D features of a human gait (or the velocity
of different limb joints of a human body), successfully. Moreover, the developed highperformance SFCW radar system comprising fast-switching frequency hardware and
adaptive data decimation algorithm was used to provide reliable data set as the input of a
SSM-based signal processing technique. On the other hand, human body motion due to the
respiration and heart beating are much simpler motions and have periodic nature.
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Therefore, they impact the frequency of the radar signal and cause Doppler shift in the
radar return signal, which can be extracted and retrieved from the radar phase variation
signal. However, as mentioned in Chapter Two, respiration signal has a strong harmonic
near the peak from heartbeat, which makes it really challenging to discern and identify
heart rate. Almost there is no processing techniques that is completely immune to this issue.
However, SSM-based techniques seem to show the most potential due to their nature.
Hence, due to the promising results of SSM implementation for gait analysis, we have
expanded SSM to retrieve human heart rate. In Chapter Two, we described the arctangent
demodulation (AD) method [2.18] that benefits the information from the in-phase (I) and
quadrature-phase (Q) down-converted signal received by the radar. Therefore, AD is using
phase information of the radar signal which is sensitive to any motion to extract respiratory
and heart rates. As we mentioned in Chapter Six, any kind of data can be used as the input
of SSM, such as raw data or range profile data. Here, we use phase variation signals
obtained from AD as the input to the SSM, since it includes motion information due to the
subject’s respiration and heartbeat. In fact, in this work, we use the combination of AD and
ST-SSM to overcome the challenge of extracting the heartbeat peak from the harmonic of
the respiration and identifying it to increase the accuracy of the results.
7.1.1 Short-Time State-Space Method (ST-SSM) for Human Vital Sign Detection
As we mentioned, state-space method refers to a signal processing technique used to extract
frequency content of a signal. As described in [5.4], we assume that the scattered signal
representing the subject’s respiration and heart waveforms are of the form
−(𝛼𝑖 +𝑗2𝜋𝜏𝑖 )𝑓𝑘
𝑦(𝑘) = ∑𝑀
+ 𝑤𝑘
𝑖=1 𝑎𝑖 𝑒
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(7.1)

where the subscript 𝑘 = 1, … , 𝑁 is used to denote the frequency content of the signal and
𝑤𝑘 is the associated noise. In (7.1) 𝑎𝑖 , and 𝛼𝑖 are the amplitude and decay factors of the
𝜑

𝑖
scattering center. Finally 𝜏𝑖 = − 2𝜋∆𝑓
, , where 𝜑𝑖 is the phase of the eigenvalue of the

eigenvalue 𝜆𝑖 of the 𝑖 𝑡ℎ scattering center. The objective of SSM is to determine these
eigenvalues, as well as the amplitude and decay factors in order to reconstruct the measured
signal and recover the frequency content therein. However, here we apply ST-SSM to the
data vector (phase variation signal as the output of AD method) to retrieve HR.
7.1.2 Experimental Results
We begin by inspecting a typical range profile of a human subject shown in Figure 7.1 (a).
Here, the range bin corresponds to the physical distance of the subject away from the radar.
The range index containing the maximum intensity (absolute value) is selected and the
corresponding phase variation is plotted in Figure 7.1 (b).
The frequency spectrum of the phase variation contains the information about the
respiration and heart rates; however, looking at the spectrum directly can be misleading
due to the presence of respiration harmonics and various measurements noise, especially
in the case of automating heart rate estimation. Figure 7.2 (a) shows the normalized
magnitude of the spectrum of the filtered phase variation from 0.8Hz to 3Hz. In this case,
the subject’s measured heart rate was 86.5 bpm, but the highest peak in the spectrum is
around 107.8 bpm. Processing the phase variation using ST-SSM yields the spectrum in
Figure 7.2 (b), with estimated heart rate of 84.4 bpm.
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(a)

(b)

Figure 7.1 (a) Range profile; (b) Phase variation.

Figure 7.2 (a) FFT of Phase Variation; (b) ST-SSM.
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7.1.3 Multi-Subject Human Vital Sign Detection
Since the results from the combination of AD and ST-SSM on SFCW radar data are very
encouraging, my colleague, Tsotne Kvelashvili, and I used this high-performance radar
system and ST-SSM applied on the phase variation signal achieved using AD method for
multi-subject vital sign detection. In this work, we set the experiments with two human
subjects in front of the radar and used the belt sensor and pulse sensor as our references
while collecting data from the subjects using SFCW radar system. The subjects are in front
of the radar and have at least 50-cm radial distance from each other. Figure 7.3 indicates
the experimental setup.
In this way, after removing the static background first, then we form the range profile or
HRRP. From HRRP we can differentiate the subjects from each other and identify them.
After forming HRRP, we select the effective range bins associated with each subject and
separate the HRRP data into two data sets. Then, we apply AD to each set of effective
range bins. Afterwards, we apply ST-SSM on the phase variation signals (AD output) and
retrieve each subject’s HR. The results from the pulse sensor and SFCW radar data for
different situations (subjects’ distances to the radar) are shown in Figures 7.4 to 7.10.
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Figure 7.3 Experimental setup for multi-subject human vital sign detection.

(a)

(b)

Figure 7.4 Results of multi-subject human vital sign detection (HR) from applying AD and
ST-SSM to the data collected using (a) reference sensor, and (b) SFCW radar system.
Subject 1 range: 170 cm, and Subject 2 range: 210 cm.

168

(a)

(b)

Figure 7.5 Results of multi-subject human vital sign detection (HR) from applying AD and
ST-SSM to the data collected using (a) reference sensor, and (b) SFCW radar system.
Subject 1 range: 170 cm, and Subject 2 range: 190 cm.

Figure 7.6 Results of multi-subject human vital sign detection (HR) from applying AD and
ST-SSM to the data collected using (a) reference sensor, and (b) SFCW radar system.
Subject 1 range: 170 cm, and Subject 2 range: 170 cm.
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Figure 7.7 Results of multi-subject human vital sign detection (HR) from applying AD and
ST-SSM to the data collected using (a) reference sensor, and (b) SFCW radar system.
Subject 1 range: 170 cm, and Subject 2 range: 150 cm.

Figure 7.8 Figure Results of multi-subject human vital sign detection (HR) from applying
AD and ST-SSM to the data collected using (a) reference sensor, and (b) SFCW radar
system. Subject 1 range: 170 cm, and Subject 2 range: 130 cm.
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Figure 7.9 Results of multi-subject human vital sign detection (HR) from applying AD and
ST-SSM to the data collected using (a) reference sensor, and (b) SFCW radar system.
Subject 1 range: 170 cm, and Subject 2 range: 110 cm.

Figure 7.10 Results of multi-subject human vital sign detection (HR) from applying AD
and ST-SSM to the data collected using (a) reference sensor, and (b) SFCW radar system.
Subject 1 range: 170 cm, and Subject 2 range: 90 cm.
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The results are very promising and show that ST-SSM that uses the phase variation signal,
obtained from AD method, as an input is capable of retrieving HR in multi-subject
scenarios with good accuracy.
However, as previously mentioned even SSM is not immune from the strong harmonic of
the RR issue, especially when we have more subjects in the scene and the multi-path effect
and mutual coupling between the subjects have stronger impact on the data. As it can be
seen from Figure 7.10, there are two close peaks in both results from pulse sensor and
SFCW radar for Subject 1. In these cases, deep learning techniques for non-contact human
vital sign monitoring are recommended.

7.2 Multi-Input Multi-Output (MIMO) SFCW Radar System
Although the developed high-performance SFCW radar system provides reliable data from
the subject, there is a situation, in which retrieving subject’s vital sign is very challenging.
This situation likes when the subject is not facing the radar antenna and has a different
orientation or angle with respect to the radar antenna boresight, and happens often in real
situations.
To address this problem, we conducted a complete set of experiments, as explained in
Chapter Two, Section 2.5 [2.11]. In that set of experiments, data of one subject at different
distances to the experimental instruments was collected with four orientations (front, back,
right, and left) of the subject to the radar antenna and camera. From these results, shown in
Figure 2.17, we can see that the results when the subject has an angle to the radar
estimations are not as accurate as the ones when the subject is facing the radar. However,
in many cases and situations that not only the subject is not facing the radar system, but
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also is not in front of the radar (has an offset to the right or left) or is in a far distance, the
estimated vital signs from the measurements are completely wrong and off from the
reference results. Therefore, using multi-input multi-output (MIMO), in which instead of
one transmitting antenna and one receiving antenna, there are several of each in different
locations, can help us to collect data and information from the subject from different
locations (point of views). In this work, we reconfigured the SFCW radar system as a
MIMO, to have one transmitter and four receivers. All four receivers, collect data from the
subject, simultaneously.
7.2.1 Hardware Development
It is very common to use RF switches for MIMO configurations. In this way, data is
collected by each receiving antenna by switching between them very fast. However, due to
the nature of SFCW signal, which is a sinusoidal contiguous-wave signal, using RF
switches causes to lose part of signal and data, even if the switch is very fast and highperformance one. Therefore, in this work, to create a MIMO SFCW radar with one
transmitting channel and four receiving channels, we used a 1-to-4 power splitter to divide
the SFCW signal generated in transmitter path into four equal parts and with the same
phases and inject each part into the signal that is received by each receiving antenna to
down-convert it. On the other hand, at the receiver path, each receiving antenna is
connected to an LNA and then goes to a mixer to mix with the in-phase and quadraturephase RF received signal with the injected LO signal coming from the transmitter side and
divided by 1-to-4 power splitter to create I and Q signals.

173

(a)

(b)

Figure 7.11 (a) MIMO SFCW radar system with one transmitter and four receivers (top
view); (b) Block diagram of the MIMO SFCW radar with one transmitter and four
receivers.
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Therefore, each receiving channel includes I and Q channels that are filtered using lowpass filters and are digitized using an ADC. Here, we use the same ADC mentioned in
Chapter Four, since it has 8 channels and is able to sample the data very fast. Figure 7.11
shows the block diagram of the developed MIMO SFCW radar.
7.2.2 Signal Processing
MIMO system results in a channel diversity of the system and can be used to improve SNR
of the signals. In order to combine all the information and data sets collected using different
receiving channels of the MIMO system, we can use the conventional method of averaging
all the channels information. However, in this way, if the error of one channel is high, it
increases the error of the results obtained from averaging all channels. A well-known
method that improves the SNR of the signal is Maximum Ratio Combining (MRC) [7.1],
that was implemented by my colleague, Kellen Oleksak, successfully on the data collected
using a commercial MIMO (comprising two transmitters and four receivers) mm-wave
FMCW radar system from TI. Therefore, we applied MRC on our MIMO SFCW radar
system data. The MRC model for combining channels is given in [7.1] by
𝑓(𝑡) = ∑𝑁
𝑖=1 𝑎𝑖 𝑓𝑖 (𝑡)

(7.2)

in which each fi is weighted by a combining coefficient ai which is proportional to the
channel gain and may be allowed to vary in accordance with the fluctuating local statistics
of the 𝑓𝑖 (𝑡). The value 𝑎𝑖 is also described as

𝑥𝑖
𝑛𝑗2

where xi is the channel rms voltage and

𝑛𝑖2 is the mean square noise source at the channel. In effect, this summation reduces the
channels which are noisy prior to combining so they do not contribute to the summation as
much.
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The MRC processing first calculates a cross correlation matrix from time domain signals
of multiple channels
𝑇
𝑅𝑋𝑌 = ∑𝑁
𝑘=1 𝑋𝑘 𝑌𝑘+𝑛

(7.3)

where superscript 𝑇 is a transpose operator. Now that a square matrix has been created,
eigenvalue decomposition is performed resulting in,
𝑅𝑋𝑌 = [𝑣1 𝑣2 … 𝑣𝑁 ]𝑑𝑖𝑎𝑔[𝜎1 𝜎2 … 𝜎𝑁 ][𝑣1∗ 𝑣2∗ … 𝑣𝑁∗ ]𝑇

(7.4)

where 𝜎1−𝑁 are the eigenvalues and 𝑣1−𝑁 are the eigenvectors for N channels. This MRC
method uses the first eigenvector as weights for the received signal on all Tx-Rx pairs such
that
𝑓𝑀𝑅𝐶 (𝑡) = 𝑣1𝐻 𝑓(𝑡)

(7.5)

where 𝐻 represents a complex conjugate transpose.
7.2.3 Experimental Results
Figure 7.12 shows the experimental setup using the MIMO SFCW radar system with one
transmitter and four receivers in an indoor lab environment. The performance of the MIMO
SFCW radar system and algorithm mentioned above were assessed through measurements
with different participants. The measurement time was 20 seconds in each experiment.
Respiration monitor belt sensor and pulse sensor were used as respiratory and heart rate
ground truths, correspondingly. The radar system mentioned above was used to record data
from the human subject at the same time to quantify its performance error on the basis of
the ground truth. In these set of experiments, we consider the worst situation, where not
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only the subject has angle to the antenna, but also has an offset to the right and is not in
front of the transmitting antenna (is not in receiving channel boresight).
After collecting data using MIMO SFCW radar system from the subject, we process the
data of each receiver using phase-based method (here AD) separately, and using MRC.
Figures 7.13 to 7.16 show the results of heart rate for each receiver and Figure 7.17 shows
the MRC results. Moreover, the received power from the four channels of the receiver and
MRC are shown in Figure 7.18.
MRC plays an important role in improving SNR of the combined signals as well as
eliminating uncorrelated channels from the process to make sure those bad channels do not
contribute significantly to the compiled estimation results. As can be seen from Figure
7.18, the SNR has been improved significantly using MRC compared to the SNR of
channel 4.
In order to evaluate MRC performance, we have summarized the performance of MRC,
the best, and the worst channel by calculating the error from each (compared with the
contact sensor).
Although the error of applying MRC is relatively larger than the one from the best channel,
we need to remember the fact that in real situations, we do not use the contact sensor as
our reference. Therefore, we do not know which channel is really the best channel. In this
way, MRC helps us to avoid overestimating or underestimating the heart rate. However,
MRC is not the best way of heart rate estimation in case of using MIMO system.
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Figure 7.12 Experimental setup using the MIMO SFCW radar system with one transmitter
and four receivers in an indoor lab environment.

Figure 7.13 Heart rate estimation (top) and phase variation signal (bottom) from receiving
channel 1 (Rx1) (Red curve: reference sensor).
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Figure 7.14 Heart rate estimation (top) and phase variation signal (bottom) from receiving
channel 2 (Rx2).

Figure 7.15 Heart rate estimation (top) and phase variation signal (bottom) from receiving
channel 3 (Rx3).
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Figure 7.16 Heart rate estimation (top) and phase variation signal (bottom) from receiving
channel 4 (Rx4).

Figure 7.17 Heart rate estimation (top) and phase variation signal (bottom) from MRC.
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Figure 7.18 Received Power comparison between MRC and separate receiving channels.

Table 7.1 Error (BPM) Comparison between MRC, The Best, and The Worst Receiving
Channels.
MRC Error
(bpm)
4

Best Channel Error
(bpm)
0
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Worst Channel Error
(bpm)
42

7.3 Conclusion
In this chapter, we used the developed high-performance SFCW radar system explained in
Chapter Four to collect data from human subject(s). Then, we took advantage of SSM to
estimate vital sign parameters, specifically heart rate which is really challenging compared
to the respiratory rate. In this way, we used the output of AD method, which is phase
variation signal, as the input of ST-SSM to estimate HR. Moreover, due to the encouraging
results for single subject, we applied this method to the multi-subject scenarios and could
retrieve the HR of each subject with a good accuracy.
However, as mentioned, none of these techniques are immune to the strong respiration rate
harmonic. Using artificial intelligence (AI) can help to identify the heart beat peak from
the adjacent peaks from the harmonic of RR and noise from other sources. However,
compared to the traditional approach such as Fast Fourier Transform (FFT), State Space
Method (SSM), etc., AI techniques usually require long data acquisition time to produce
accurate estimation of respiration rate (RR) and heart rate (HR).
Another challenge of retrieving HR in real situations, is that the subject is not always facing
the radar or in front of the radar. Therefore, we developed a MIMO SFCW radar system
with one transmitter and four receivers to collect data from human subject from different
locations. MRC is one of the combining techniques that can help avoiding wrong
estimation. The results show that the MIMO SFCW radar data are reliable and the
feasibility of using MIMO for vital sign detection when the subject is in different situation
in an indoor environment, especially for elderly care. In these cases, different antennas of
receiving channels can be located in different locations of a room (e.g. each edge of the
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room at the ceiling) and collect the information from human subject. However, MRC is not
the best way of data combining. There is still room for improvement using other techniques
of data fusion to improve SNR and estimate HR much more accurately or even in
implementing MRC.
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CHAPTER EIGHT
CONCLUSIONS AND FUTURE WORKS
This work has been supported by the US Army Medical Research and Materiel Command
under Contract No. W81XWH-14-C-0004 (Title: VitalWave: Remote Triage of Combat
Casualties.) Army SIRB Phase I and Phase II and eligible for funding for Phase III.
(Primary contractor: MaXentric Technologies LLC).
In the conduct of research where humans are the subjects, I adhered to the policies
regarding the protection of human subjects as provided by Code of Federal Regulations
(CFR) Title 45, Volume 1, Part 46; Title 32, Chapter 1, Part 219; and Title 21, Chapter 1,
Part 50 (protection of Human Subjects).
This project has been the focus of our research group at UT. It involved many colleagues
and collaboration with other universities and companies. Our group collaborated with
Catholic University of America (CUA) for developing EM analysis that has been used
extensively in the early stage of the project. We, collaborated extensively with MIT Lincoln
Laboratory (MITLL) to implement their SMM and 1-D block algorithms to enhance and
complement our experimental radar studies. Meanwhile, MaXentric Technologies LLC
was the prime contractor in all these SBIR projects.
My lab partner (Lingyun Ren) was tasked with investigating use of impulse radars for both
vital sign detection and simple body motion, while Farhan Quaiyum was interested in
pushing the use of CW radars to detect motions and vital signs as well. My main task was
the use of SFCW radars, but worked closely with Lingyun Ren then Chandler Bouder to
implement optical techniques for RR, HR, BP, and SpO2 as well.
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I have initialized multi-subject gait analysis, and Tsotne Kvelashvili joined forces recently
to extend multi-subject vital sign in standstill position and in motion as well. This work is
still in progress. Meanwhile, Kellen Oleksak, Toan Vo Dai, and Tsotne Kvelashvili have
been tasked by realizing this effort at mm-Waves to provide portable radars systems. In my
tasks, I have studied and explored non-contact methods for human vital sign detection
using both camera-based imaging photoplethysmography and radar-based techniques and
a full comparison study was published at IEEE. I concluded from this extensive study that
optical techniques using two cameras or even one can help in detecting vital signs, BP and
SpO2 for close by stand-still subjects in adequately lit regions. For long distances then,
radar techniques are favored especially in dark areas, or behind walls. My early work on
impulse radars and Farhan on CW radars led the way to analyze simple single subjects but
were not adequate for complex motions. Based on extensive trouble shooting, and use of
advanced signal processing implemented on 2-D data, I was able to discern fast moving
body parts like toes. I utilized the 1-D block algorithm to even monitor the motion of more
than one subject.
Lingyun Ren previously used SSM for vital sign detection of a single subject, Sabikun
Nahar used SFCW to detect vital signs of multi-subjects. She was successful in detecting
RR but was not able to track HR. Here, I was able to use SSM to discern the motion and
HR of multi-subject using the high performance SFCW radars.
So in this work, a high-PRF SFCW radar system were developed to retrieve the velocity
of fast moving components of human body while walking. In fact, SFCW radar with PRF
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of 200 Hz was adequately used to investigate the feasibility of tracking relatively fastmoving body parts;
The enhanced 1-D block processing technique were developed on two dimensions to
extract the velocity of different body components more accurately by forming the enhanced
Hankel matrix. The velocities were extracted by the enhanced 1-D block implemented on
2-D data sets by forming an enhanced Hankel matrix carried out on each row of the data
matrix;
And the experiments were expanded successfully to multi-subject motion scenarios. For a
1-GHz bandwidth system, the range resolution capability of the SFCW radar is adequate
to track multiple subjects’ motions based on their range bins;
Results agreed very well with the ground truth (Boulic model), though slight degradation
was observed. This degradation is related to multipath and mutual coupling effects created
by the two subjects being close in the scene; The most difficult challenge in indoor
environments is the multipath effect.
In dark or from behind the wall we recognize static human subjects from other static
background using mean subtraction, due to the vital signs;
Moreover, I developed mono-static SFCW radar configuration and real time demo for vital
sign detection, successfully.

8.1 Accomplishments
1) I was able to build an optical system using two cameras and used iPPG signals from the
two small and light cameras to retrieve human vital signs including HR, RR, SpO2, and
BP. I conducted many exhaustive experiments in indoor laboratory environment to validate
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the system and develop signal processing algorithms for accurate HR, RR, and SpO2
detection. Algorithms required the empirical constant coefficients for BP and SpO2
calibration.
2) I extended the system to be robust and addressed its sensitivity upon using different
wavelengths and new band-pass filters to extract SpO2 accurately.
3) I investigated the feasibility of BP extraction using 60-GHz radars first that was not
practical as it required using blood samples, then I initiated experiments to extract BP using
two cameras which is promising and could be a good candidate for non-contact detection
of BP.
4) I compared results from the optical system to results obtained by a SFCW radar system
with a PRF of 20 Hz that were conducted with different human subjects for various
situations. Results were published in collaboration with Dr. Ren who led the SFCW radar
development.
5) Upon figuring out that we needed a higher performance SFCW radar, I developed a
SFCW radar system with 200 Hz, an order of magnitude improvement. I was able to
retrieve the fast moving components of the human body.
6) In collaboration with MITLL, I implemented 1-D block algorithm on a 2-D data matrix
collected using the high-performance SFCW radar system for detecting a walking subject.
The enhanced Hankel matrices were formed using the 2-D data set and the gait features of
various body components including slow-moving and fast-moving ones were retrieved for
a single- and multi-subject motion scenarios with a good accuracy.
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7) Then, I utilized the high performance SFCW to retrieve human vital signs including HR
and RR with higher accuracy for multi-subjects. The results are very promising and the
used method used for multi-subject vital sign detection scenario have been very successful
as well.
8) Recognizing orientation of the subject with respect to the radar and the highperformance SFCW radar system, I reconfigured the radar system to be utilized as a MIMO
system with one transmitting and four receiving channels to address the aiming problem.
The initial results of applying MRC are promising and validated the hardware performance.
9) Besides, I developed mono-static wideband SFCW radar configuration utilizing only
one antenna for transmitting and receiving SFCW signal simultaneously, and a near realtime demo for human vital sign detection using the high-performance SFCW radar system.

8.2 List of Publications
8.2.1 Journal Papers
- F. Foroughian, F. Quaiyum, P. Theilmann, B. Ghajari, J. E. Piou, O. Kilic, and A. E.
Fathy, “Non-Contact Multi-Subject Human Gait Analysis using A State-Space Method
with Enhanced 1-D Block Representation,” accepted for publication in IEEE Journal of
Electromagnetics, RF, and Microwaves in Medicine and Biolog, September 2020 [5.2].
- L. Ren, N. Tran, F. Foroughian, K. Naishadham, J. E. Piou, O. Kilic, A. E. Fathy, “ShortTime State-Space Method for Micro-Doppler Identification of Walking Subject using
UWB Impulse Doppler Radar,” IEEE Transactions on Microwave Theory and Techniques,
vol. 66, no. 7, pp. 3521 - 3534, 2018 [3.15].
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- L. Ren, L. Kong, F. Foroughian, H. Wang, P. Theilmann, A. E. Fathy, “Comparison
Study of Noncontact Vital Signs Detection Using a Doppler Stepped-Frequency
Continuous-Wave Radar and Camera-Based Imaging Photoplethysmography,” IEEE
Transactions on Microwave Theory and Techniques, vol. 65, no. 9, pp. 3519 - 3529, 2017
[2.11].
8.2.2 Conference Papers
- F. Foroughian, and A. E. Fathy, “Wideband Leakage Cancellation Network for
Monostatic Continuous-Wave Radars,” National Radio Science Meeting, Boulder, CO,
2019 [2.30].
- A. E. Fathy, O. Kilic, L. Ren, N. Tran, T. Vo Dai, F. Foroughian, and F. Quaiyum,
“Continuous Long Term Patient Motion Monitoring Using Ultra Wide Band Radar,” IEEE
International Symposium on Antennas and Propagation & USNC/URSI National Radio
Science Meeting, Boston, MA, 2018 [8.1].
- F. Foroughian, C. J. Bauder, P. T. Theilmann, A. E. Fathy, “The Wavelength Selection
for Calibrating Non- Contact Detection of Blood Oxygen Saturation using Imaging
Photoplethysmography,” National Radio Science Meeting, Boulder, CO, 2018 [2.8].
- F. Quaiyum, L. Ren, S. Nahar, F. Foroughian, A. E. Fathy, “Development of a
Reconfigurable Low Cost Multi-Mode Radar System for Contactless Vital Signs
Detection,” 2017 IEEE MTT-S International Microwave Symposium (IMS), Honolulu, HI,
pp. 1245 – 1247, 2017 [8.2].
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8.2.3 Other Journal and Conference Publications
Journal: - F. Tamjid, F. Foroughian, C. M. Thomas, A. Gahramani, and A. E. Fathy
“Towards High Performance Wideband GNSS Antennas-Design Tradeoffs and
Development of Wideband Feed Network Structures,” IEEE Transactions on Antennas
and Propagation, vol. 68, no. 8, pp. 5796 - 5806, 2020 [8.3].
Conference: - F. Foroughian, A. Ghahremani, A. E. Fathy, “Flexible RF-Antennas
Coated by a Super Hydrophobic Paint for Minimal Water Absorption,” 2016 IEEE
International Symposium on Antennas and Propagation (APSURSI), Fajardo, Puerto Rico,
pp. 1947 - 1948, 2016 [8.4].

8.3 Future Works
In order to extract human BP accurately, as mentioned in Chapter Two, many
improvements needed to be done to significantly increase the accuracy and robustness of
this technique. Like, there is a need to include a much larger number of subjects to be
evaluated in order to extract unique calibration coefficients, 𝑏 and 𝛾 values, for both SBP
and DBP. So, there is a need to conduct many exhaustive experiments with different
subjects to extract calibration coefficients with more accuracy.
For human gait analysis, for example, we need to enhance and speed the motion
classification using machine learning methods to speed up extracting the model order and
block size selection while sustaining high accuracy. Another hurdle is multi-path impact
specially in multi-subject scenarios, we need to further study ways to reduce this adverse
effect. In addition, we are still shooting to develop algorithms that can extend human gait
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features retrieval for other different motions such as hand gesturing like motions to control
the computer system instead of using mouse, keypad, or touching the screen.
Another open problem is detecting human vital signs when the subject is walking or
moving. Preliminary efforts to detect vital signs for walking subject were not successful
even though early on we were able to discern vital signs in the presence of tiny body
random motion.
Definitely, the trend nowadays to develop portable radar systems upon utilizing mm-Wave
radars. Many FMCW and even impulse radars have been developed on chips and can be
used for vital signal analysis. Although we used the 1-D block and other signal processing
schemes on the data collected from SFCW radar system with 2-4 GHz operating frequency,
these algorithms can be easily used to analyze to the data collected using the mm-wave
systems or UWB impulse chips with very small sizes and light weight as well.
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