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Abstract
In this paper we establish a Taylor-like expansion in the context of the rough path theory
for a family of Itoˆ maps indexed by a small parameter. We treat not only the case that
the roughness p satisfies [p] = 2, but also the case that [p] ≥ 3. As an application, we
discuss the Laplace asymptotics for Itoˆ functionals of Brownian rough paths.
1 Introduction and the main result
Let V,W be real Banach spaces and let X : [0, 1]→ V be a nice path in V. Let us consider
the following W-valued ordinary differential equation (ODE);
dYt = σ(Yt)dXt, with Y0 = 0. (1.1)
Here, σ is a nice function from W to the space L(V,W) of bounded linear maps. The
correspondence X 7→ Y is called the Itoˆ map and will be denoted by Y = Φ(X).
In the rough path theory of T. Lyons, the equation (1.1) is significantly generalized.
First, the space of geometric rough paths on V with roughness p ≥ 1, which contains all
the nice paths, is introduced. It is denoted by GΩp(V) and its precise definition will be
given in the next section. Then, the Itoˆ map Φ extends to a continuous map from GΩp(V)
to GΩp(W). In particular, when 2 < p < 3 and dim(V), dim(W) <∞, this equation (1.1)
corresponds to a stratonovich-type stochastic differential equation (SDE). (See Lyons and
Qian [20] for the facts in this paragraph.)
In many fields of analysis it is quite important to investigate how the output of a
map behaves asymptotically when the input is given small perturbation. The Taylor
expansion in the calculus is a typical example. In this paper we investigate the behaviour
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of Φ(εX + Λ) as ε ց 0 for a nice path Λ and X ∈ GΩp(V). Slightly generalizing it, we
will consider the asymptotic behaviour of Y (ε), which is defined by (1.2) below, as εց 0;
dY
(ε)
t = σ(ε, Y
(ε)
t )εdXt + b(ε, Y
(ε)
t )dΛt, with Y
(ε)
0 = 0. (1.2)
Then, we will obtain an asymptotic expansion as follows; there exist Y 0, Y 1, Y 2, . . . such
that
Y ε ∼ Y 0 + εY 1 + · · ·+ εnY n + · · · as εց 0.
We call it a stochastic Taylor-like expansion around a point Λ. Despite its name, this is
purely real analysis and no probability measure is involved in the argument.
This kind of expansion in the context of the rough path theory was first done by Aida
[1, 2] (for the case where coefficients σ, b are independent of ε, [p] = 2, V,W are finite
dimensional). Then, Inahama and Kawabi [15] (see also [11]) extended it to the infinite
dimensional case in order to investigate the Laplace asymptotics for the Brownian motion
over loop groups. (The methods in [2] and [15] are slightly different. In [2], unlike in [15],
the derivative equation of the given equation is explicitly used. see Introduction of [15].)
The main result (Theorems 4.4 and 4.5) in this paper is to generalize the stochastic
Taylor-like expansion in [15]. The following points are improved:
1. The roughness p satisfies 2 ≤ p <∞. In other words, not only the case [p] = 2, but
also the case p ≥ 3 is discussed.
2. The coefficients σ and b depend on the small parameter ε > 0. In other words, we
treat not just one fixed Itoˆ map, but a family of Itoˆ maps indexed by ε.
3. The base point Λ of the expansion is a continuous q-variational path for any 1 ≤
q < 2 with 1/p+ 1/q > 1. In [15], Λ is a continuous bounded variational path (i.e.,
the case q = 1).
4. Not only estimates of the first level paths of Y 0, Y 1, Y 2, . . ., but also estimates of
the higher level paths are given.
The organization of this paper is as follows: In Section 2, we briefly recall the definition
and basic facts on geometric rough paths. We also prove simple lemmas on continuous q-
variational paths (1 ≤ q < 2). In the end of this section we prove a few lemmas, including
an extension of Duhamel’s principle, for later use.
In Section 3, we first slightly generalize the local Lipschitz continuity of the integration
map as the integrand varies (Proposition 3.1). Put simply, the proposition states that the
map
(f,X) ∈ C [p]+1b,loc (V, L(V,W))×GΩp(V) 7→
∫
f(X)dX ∈ GΩp(W)
is continuous. Here, C
[p]+1
b,loc denotes the space of [p] + 1-times Fre´chet differentiable maps
whose derivatives of order 0, 1, . . . , [p] + 1 are bounded on every bounded sets. Note that
in Lyons and Qian [20], the integrand (or the coefficients of ODE) is always fixed. In the
path space analysis, a path on a manifold is often regarded as a current-valued path. This
generalization is also necessary for such a viewpoint in the rough path context.
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In the latter half of the section, using the above fact, we slightly improve Lyons’
continuity theorem (also known as the universal limit theorem) when the coefficient of
the ODE varies. (Theorem 3.8 and Corollary 3.9). Put simply, the correspondence
(σ,X, y0) ∈ C [p]+2M (V, L(V,W))×GΩp(V)×W 7→ Z = (X, Y ) ∈ GΩp(V ⊕W)
is continuous. Here, Z = (X, Y ) is the solution of (1.1) with the initial condition replaced
with y0 and C
[p]+1
M (V, L(V,W)) (M > 0) is a subset of C [p]+1b (V, L(V,W)) (a precise
definition is given later).
In Section 4, as we stated above, we prove the main theorems in this paper (Theorems
4.4 and 4.5).
In Section 5, as an application of the expansion in Section 4, we improve the Laplace
asymptotics for the Brownian rough path given in [15]. In this paper, we are now able to
treat the case where the coefficients of the ODE are dependent on the small parameter
ε > 0 (see Remark 5.2).
Remark 1.1 In Coutin and Qian [6] they showed that, when the Hurst parameter is
larger than 1/4, the fractional Brownian rough paths exist and the rough path theory is
applicable to the study of SDEs driven by the fractional Brownian motion. In particular,
if the Hurst parameter is between 1/4 and 1/3, the roughness satisfies [p] = 3 and the
third level path plays a role.
(Recently, Friz and Victoir [10] showed existence of a geometric rough path over a
multidimensional Gaussian process provided that its covariance function, in the sense of
two dimensional functions, is of finite p-variation with p < 2.)
Since Millet and Sanz-Sole´ [21] proved the large deviation principle for the fractional
Brownian rough paths, it is natural to guess that the Laplace asymptotics as in Theorem
5.1 for the fractional Brownian rough paths is also true. This was proved in the author’s
recent preprint [12].
Note that Baudin and Coutin [4] proved a similar asymptotic problem (the short time
asymptotics for finite dimensional, one fixed differential equation) for the fractional Brow-
nian rough paths. Friz and Victoir [9] also studied a problem similar to [4] for finite
dimensional (fractional) Brownian rough paths.
2 The space of geometric rough paths
2.1 Definition
Let p ≥ 2 and let V be a real Banach space. In this section we recall the definition of
GΩp(V), the space of geometric rough paths over V. For details, see Lyons and Qian [20].
On the tensor product V⊗Vˆ of two (or more) Banach spaces V and Vˆ, various Banach
norms can be defined. In this paper, however, we only consider the projective norm on
V ⊗ Vˆ . The most important property of the projective norm is the following isometrical
isomorphism; L(V ⊗Vˆ ,W) ∼= L2(V, Vˆ;W). Here, the right hand side denotes the space of
bounded bilinear functional from V × Vˆ to another real Banach space W. (For definition
and basic properties of the projective norm, see Diestel and Uhl [8].)
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For a real Banach space V and n ∈ N = {1, 2, . . .}, we set T (n)(V) = R⊕V⊕· · ·⊕V⊗n.
For two elements a = (a0, a1, . . . , an), b = (b0, b1, . . . , bn) ∈ T (n)(V), the multiplication and
the scalar action are defined as follows;
a⊗ b = (a0b0, a1b0 + a0b1, a2b0 + a1 ⊗ b1 + a0b2, . . . , n∑
i=0
an−i ⊗ bi),
ra = (a0, ra1, r2a2, . . . , rnan), r ∈ R.
Note that, a ⊗ b 6= b ⊗ a in general. The non-commutative algebra T (n)(V) is called the
truncated tensor algebra of degree n. As usual T (n)(V) is equipped with the direct sum
norm.
Let △ = {(s, t) | 0 ≤ s ≤ t ≤ 1}. We say X = (1, X1, . . . , X [p]) : △ → T ([p])(V) is a
rough path over V of roughness p if it is continuous and satisfies the following;
Xs,u ⊗Xu,t = Xs,t for all (s, u), (u, t) ∈ △,
‖Xj‖p/j :=
{
sup
D
N∑
i=1
|Xjti−1,ti|p/j
}j/p
<∞ for all j = 1, . . . , [p].
Here, D = {0 = t0 < t1 < · · · < tN = 1} runs over all the finite partitions of [0, 1]. The
first identity above is called Chen’s identity. The set of all the rough paths over V of
roughness p is denoted by Ωp(V). The distance on Ωp(V) is defined by
d(X, Y ) =
[p]∑
j=1
‖Xj − Y j‖p/j, X, Y ∈ Ωp(V).
With this distance, Ωp(V) is a complete metric space. For X ∈ Ωp(V), we set ξ(X) =∑[p]
j=1 ‖Xj‖1/jp/j. It is obvious that ξ(rX) = |r|ξ(X) for r ∈ R.
Let BV(V) = {X ∈ C([0, 1],V) | X0 = 0 and ‖X‖1 <∞} be the space of continuous,
bounded variational paths starting at 0. By using the Stieltjes integral, we can define a
rough path as follows (p ≥ 2);
Xjs,t :=
∫
s<t1<···<tj<t
dXt1 ⊗ · · · ⊗ dXtj , (s, t) ∈ △, j = 1, . . . , [p].
This rough path is called be the smooth rough path lying above X ∈ BV(V) and is again
denoted by X (when there is no possibility of confusion). The d-closure of the totality of
all the smooth rough paths is denoted by GΩp(V), which is called the space of geometric
rough paths. This is a complete metric space. (If V is separable, then GΩp(V) is also
separable, which can easily be seen from Corollary 2.3 below.)
2.2 On basic properties of q-variational paths (1 ≤ q < 2).
Let 1 ≤ q < 2. For a real Banach space V, set
C0,q(V) = {X ∈ C([0, 1],V) | X0 = 0 and ‖X‖q <∞},
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where ‖ · ‖q denotes the q-variation norm. When q = 1, BV(V) = C0,q(V).
Let P = {0 = t0 < t1 < · · · < tN = 1} be a (finite) partition of [0, 1]. We denote by
πPX a piecewise linear path associated with P (i.e., πPXti = Xti and πPX is linear on
[ti−1, ti] for all i). The following lemma states that πP : C0,q(V) → C0,q(V) is uniformly
bounded as the partition P varies.
Lemma 2.1 Let 1 ≤ q < 2. Then, there exists a positive constant c = cq depending only
on q such that ‖πPX‖q ≤ c‖X‖q for any partition P of [0, 1].
Proof. Fix P = {0 = t0 < t1 < · · · < tN = 1}. For a partition Q = {0 = s0 < s1 < · · · <
sM = 1}, we set
SQ =
M∑
k=1
|πPXsi − πPXsi−1 |q.
Suppose that [ti−1, ti] ∩ Q contains three points (namely, sj−1 < sj < sj+1). Then, since
πPX is linear on [sj−1, sj+1], we see that
|πPXsj−1 − πPXsj |q + |πPXsj − πPXsj+1|q ≤ |πPXsj−1 − πPXsj+1|q,
which implies that SQ ≤ SQ\{sj}. (The same argument holds if it contains more than
three points.) Therefore, we have only to consider Q’s such that |[ti−1, ti]∩Q| ≤ 2 for all
i = 1, . . . , N .
Let Q be as such. If [ti−1, ti] ∩ Q = {sj}, then define sˆj = ti−1 except if sj = 1. (If
so we set sˆj = 1.) If [ti−1, ti] ∩ Q = {sj < sj+1}, then define sˆj = ti−1 and sˆj+1 = ti.
Note that 0 = sˆ0 ≤ sˆ1 ≤ · · · ≤ sˆM = 1. Some of sˆj ’s may be equal. If so, we only collect
distinct sˆj’s and call the collection Qˆ. Noting that SQˆ ≤ ‖X‖qq and that
|πPXsj − πPXsˆj | ≤ |πPXti − πPXti−1 | = |Xti −Xti−1 |,
if sj ∈ [ti−1, ti], we see that
SQ =
M∑
j=1
|πPXsj − πPXsj−1 |q
≤ cq
[ M∑
k=1
|πPXsj − πPXsˆj |q +
M∑
k=1
|πPXsj−1 − πPXsˆj−1|q + SQˆ
]
≤ c′qSQˆ ≤ c′q‖X‖qq.
Taking supremum over such Q’s, we complete the proof.
Corollary 2.2 Let 1 ≤ q < q′ < 2 and X ∈ C0,q(V). Then,
lim
|P|→0
‖X − πPX‖q′ = 0.
Here, |P| denotes the mesh of the partition P.
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Proof. This is easy from Lemma 2.1 and the fact that πPX → X as |P| → 0 in the
uniform topology.
For 1 ≤ q < 2 and X ∈ C0,q(V), we set
Xjs,t =
∫
s<t1<···<tj<t
dXt1 ⊗ · · · ⊗ dXtj , j = 1, 2, . . . , [p].
Here, the right hand side is the Young integral. As before, X = (1, X1, . . . , X [p]) satisfies
Chen’s identity and, if |Xt −Xs| ≤ ω(s, t)1/q for some control function ω (in the sense of
p. 16, Lyons and Qian [20]), then Xj is of finite q/j-variation (i.e., there exists a positive
constant C such that |Xjs,t| ≤ Cω(s, t)j/q). So, C0,q(V) ⊂ Ωp(V).
By Theorem 3.1.3 in [20], if X, Y ∈ C0,q(V) satisfy that
|Xt −Xs|, |Yt − Ys| ≤ ω(s, t)1/q,
|(Xt −Xs)− (Yt − Ys)| ≤ εω(s, t)1/q.
for some control function, then there exists a positive constant C depending only on
p, q, ω(0, 1) such that
|Xjs,t − Y js,t| ≤ Cεω(s, t)j/q, for all (s, t) ∈ △ and j = 1, . . . , [p].
In particular, the injection X ∈ C0,q(V) 7→ X = (1, X1, . . . , X [p]) ∈ Ωp(V) is continuous.
Combining this with Corollary 2.2, we obtain the following corollary. (By taking suffi-
ciently small q′(> q).) Originally, GΩp(V) is defined as the closure of BV(V) in Ωp(V).
In the the following corollary, we prove that GΩp(V) is also obtained as the closure of
C0,q(V). (The ingredients of Corollary 2.4 is partially in [10].)
Corollary 2.3 Let 1 ≤ q < 2 and p ≥ 2. For any X ∈ C0,q(V), πPX ∈ BV(V) converges
to X in Ωp(V) as |P| → 0. In particular, we have the following continuous inclusion;
BV(V) ⊂ C0,q(V) ⊂ GΩp(V).
Corollary 2.4 Let 1 ≤ q < 2 and p ≥ 2 with 1/p+1/q > 1. Let V and W be real Banach
spaces. Then, the following (1) and (2) hold:
(1). For X ∈ GΩp(V) and H ∈ C0,q(V), the natural shift X+H ∈ GΩp(V) is well-defined.
Moreover, it is continuous as a map from GΩp(V)× C0,q(V) to GΩp(V).
(2). For X ∈ GΩp(V) and H ∈ C0,q(W), (X,H) ∈ GΩp(V ⊕W) is well-defined. More-
over, it is continuous as a map from GΩp(V)× C0,q(W) to GΩp(V ⊕W).
Proof. The shift as a map from Ωp(V) × C0,q(V) to Ωp(V) is continuous. (See Section
3.3.2 in [20].) Therefore, we have only to prove that X +H ∈ GΩp(V) if X ∈ GΩp(V).
However, it is immediately shown from Corollary 2.3.
The second assertion can be verified in the same way.
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Now we consider linear ODEs of the following form: For a given L(V,V)-valued path
Ω, we set
dMt = dΩt ·Mt, M0 = IdV , (2.1)
dNt = −Nt · dΩt, N0 = IdV . (2.2)
Here, M and N are also L(V,V)-valued. It is well-known that, if Ω ∈ BV(L(V,V)), then
unique solutions M,N exist in BV(L(V,V)) and MtNt = NtMt = IdV for all t. This can
be extended to the case of q-variational paths (1 ≤ q < 2) as in the following proposition.
Proposition 2.5 Let 1 ≤ q < 2 and Ω ∈ C0,q(L(V,V)). Then, the unique solutions M,N
of (2.1) and (2.2) exist in C0,q(L(V,V)) + IdV . It holds that MtNt = NtMt = IdV for all
t. Moreover, if there exists a control function ω such that
|Ωt − Ωs|, |Ωˆt − Ωˆs| ≤ ω(s, t)1/q,
|(Ωt − Ωs)− (Ωˆt − Ωˆs)| ≤ εω(s, t)1/q, (s, t) ∈ △,
then, there exists a constant C depending only on q and ω(0, 1) such that
|Mt −Ms|, |Mˆt − Mˆs| ≤ Cω(s, t)1/q, (2.3)
|(Mt −Ms)− (Mˆt − Mˆs)| ≤ Cεω(s, t)1/q, (s, t) ∈ △. (2.4)
Similar estimates also hold for N .
Proof. By using the Young integration, set I0t = I
0(Ω)t := IdV and, for n = 1, 2, . . .,
Int = I
n(Ω)t :=
∫
0<t1<···<tn<t
dΩtn · · · dΩt1 .
If we set mt =
∑∞
n=0 I
n(Ω)t, then t 7→ mt−t0A formally satisfies (2.1) with initial condition
replaced with mt0 = A ∈ L(V,V). Therefore, we will verify the convergence. (Note that
in our construction of solutions, the “right invariance” of the given differential equation
(2.1) implicitly plays an important role.)
We will prove that, for all n ∈ N, 0 < T < 1, and (s, t) ∈ △[0,T ] = {(s, t) | 0 ≤ s ≤
t ≤ T},
|Int − Ins | ≤ Kn−1ω(s, t)1/q, where K = ω(0, T )1/q
(
1 + 22/qζ(2/q)
)
. (2.5)
Here, ζ denotes the ζ-function. Obviously, (2.5) holds for n = 1.
Suppose that (2.5) holds for n. Recall that In+1t − In+1s =
∫ t
s
dΩuI
n
u = lim|P|→0 SP ,
where, SP is given by SP =
∑N
i=1(Ωti − Ωti−1)Inti−1 for a finite partition P = {s = t0 <
t1 < · · · < tN = t} of [s, t]. It is easy to see that
|S{s,t}| = |(Ωt − Ωs)Ins | ≤ Kn−1ω(0, s)1/qω(s, t)1/q. (2.6)
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Let tj ∈ P, (j = 1, . . . , N − 1). Then, we have
|SP − SP\{tj}| =
∣∣(Ωtj − Ωtj−1)Intj−1 + (Ωtj+1 − Ωtj )Intj − (Ωtj+1 − Ωtj−1)Intj−1∣∣
=
∣∣(Ωtj+1 − Ωtj )(Intj − Intj−1)∣∣ ≤ Kn−1ω(tj−1, tj+1)2/q.
From this and a routine argument,
|SP − S{s,t}| ≤ Kn−122/qζ(2/q)ω(s, t)2/q. (2.7)
From (2.6) and (2.7), we see that |SP | ≤ Knω(s, t)1/q. This implies (2.5) for n + 1 (and,
hence, for all n by induction).
If T is chosen so that K < 1, then t 7→ mt is convergent in q-variation topology
on the restricted interval and is a solution for (2.1) which satisfies that |mt − ms| ≤
(1−K)−1ω(s, t)1/q for (s, t) ∈ △[0,T ].
Take 0 = T0 < T1 < · · · < Tk such that ω(Ti−1, Ti)1/q
(
1 + 22/qζ(2/q)
)
= 1/2 for
i = 1, . . . , k − 1 and ω(Tk−1, Tk)1/q
(
1 + 22/qζ(2/q)
) ≤ 1/2. By the superadditivity of ω,
k − 1 ≤ 2q(1 + 22/qζ(2/q))qω(0, 1). Hence, k is dominated by a constant which depends
only q and ω(0, 1). On each time interval [Ti−1, Ti], construct M by Mt = mt−Ti−1MTi−1 .
By the facts we stated above this is a (global) solution of (2.1) with desired estimate (2.3).
It is easy to verify the uniqueness.
Finally, we will prove the local Lipschitz continuity (2.4). In a similar way as above,
we will show by induction that
|(Int − Ins )− (Iˆnt − Iˆns )| ≤ εnKn−1ω(s, t)1/q, (s, t) ∈ △[0,T ], n ∈ N. (2.8)
Obviously, (2.8) holds for n = 1.
In the same way as above, we see that
|S{s,t} − Sˆ{s,t}| ≤ |(Ωt − Ωs)(Ins − Iˆns )|+ |[(Ωt − Ωs)− (Ωˆt − Ωˆs)]Iˆns |
≤ εnKn−1ω(0, s)1/qω(s, t)1/q +Kn−1ω(0, s)1/qεω(s, t)1/q
≤ ε(n+ 1)Kn−1ω(0, 1)1/qω(s, t)1/q. (2.9)
Let tj ∈ P, (j = 1, . . . , N − 1). Then,∣∣(SP − SP\{tj})− (SˆP − SˆP\{tj})∣∣
=
∣∣(Ωtj − Ωtj−1)Intj−1 + (Ωtj+1 − Ωtj )Intj − (Ωtj+1 − Ωtj−1)Intj−1
−(Ωˆtj − Ωˆtj−1)Iˆntj−1 − (Ωˆtj+1 − Ωˆtj )Iˆntj + (Ωˆtj+1 − Ωˆtj−1)Iˆntj−1
∣∣
≤ ∣∣Ωtj+1 − Ωtj ∣∣ ∣∣(Intj − Intj−1)− (Iˆntj − Iˆntj−1)∣∣
+
∣∣(Ωtj+1 − Ωtj )− (Ωˆtj+1 − Ωˆtj )∣∣ ∣∣(Intj − Intj−1)∣∣
≤ ε(n+ 1)Kn−1ω(tj−1, tj+1)2/q.
From this and a routine argument,∣∣(SP − S{s,t})− (SˆP − Sˆ{s,t})∣∣ ≤ ε(n+ 1)Kn−122/qζ(2/q)ω(s, t)2/q. (2.10)
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From (2.9) and (2.10), we see that |SP − SˆP | ≤ ε(n + 1)Knω(s, t)1/q. This implies (2.8)
for n+ 1 (and, hence, for all n by induction).
In the same way as above, we can prolong the solutions and obtain (2.4). The proof
for N is essentially the same. So we omit it. Take q′ ∈ (q, 1) and apply Corollary 2.2.
Then, because of the continuity we have just shown, we see that MtNt = NtMt = IdV for
all t.
From now on we will prove a lemma for Duhamel’s principle in the context of the
rough path theory. When the operator-valued path M below is of finite variation and
[p] = 2, the principle was checked in [15]. Here, we will consider the case where p ≥ 2, M
is of finite q-variation (1 ≤ q < 2) with 1/p+ 1/q > 1.
We set
Cq(L(V,V)) :=
{
(M,N)
∣∣ M,N ∈ C0,q(L(V,V))+ IdV ,
MtNt = NtMt = IdV for t ∈ [0, 1]
}
.
We say M ∈ Cq(L(V,V)) if (M,M−1) ∈ Cq(L(V,V)) for simplicity.
We define a map Γ : C0,q(V)× Cq(L(V,V))→ C0,q(V) by
Γ(X,M)t = Γ
(
X, (M,M−1)
)
t
:= Mt
∫ t
0
M−1s dXs, t ∈ [0, 1] (2.11)
for X ∈ C0,q(V) and M ∈ Cq(L(V,V)). Here, the right hand side is the Young integral.
Lemma 2.6 Let V be a real Banach space, p ≥ 2, 1 ≤ q < 2 with 1/p + 1/q > 1. Let Γ
be as above. Then, we have the following assertions:
(1). Assume that there exists a control function ω such that
|Xjs,t| ≤ ω(s, t)j/p, j = 1, . . . , [p], (2.12)
|Mt −Ms|L(V ,V) + |M−1t −M−1s |L(V ,V) ≤ ω(s, t)1/q (2.13)
hold for all (s, t) ∈ △. Then,∣∣Γ(X,M)js,t∣∣ ≤ Cω(s, t)j/p, j = 1, . . . , [p], (s, t) ∈ △, (2.14)
where C is a positive constant depending only on p, q, and ω(0, 1).
(2). Γ extends to a continuous map from GΩp(V)×Cq(L(V,V)) to GΩp(V). (We denote it
again by Γ.) Clearly, Γ(εX,M) = εΓ(X,M) holds for any X ∈ GΩp(V),M ∈ Cq(L(V,V))
and ε ∈ R.
Proof. The proof is not very difficult. So we give a sketch of proof. From (2.11), we have
Γ(X,M)t = Xt −Mt
∫ t
0
(dM−1s )Xs. Note that the map that associates (X,M) with the
second term above is continuous from GΩp(V)× Cq(L(V,V)) to C0,q(V). Using Corollary
2.4, we see that (X,M) 7→ Γ(X,M) is continuous from GΩp(V)×Cq(L(V,V)) to GΩp(V).
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The following corollary is called (the rough path version of) Duhamel’s principle and
will be used frequently below.
Corollary 2.7 Let V be a real Banach space, p ≥ 2, 1 ≤ q < 2 with 1/p + 1/q > 1.
For Ω ∈ C0,q(L(V,V)), define M = MΩ and N = M−1Ω as in (2.1) and (2.2). For this
(MΩ,M
−1
Ω ) and X ∈ C0,q(V) define Y := Γ(X,MΩ) as in (2.11). Then, the following
(1)–(3) hold:
(1). Y is clearly the unique solution of the following ODE (in the q-variational sense):
dYt − (dΩt) · Yt = dXt, Y0 = 0.
(2). Assume that there exists a control function ω such that
|Xjs,t| ≤ ω(s, t)j/p, j = 1, . . . , [p], (s, t) ∈ △
|Ωt − Ωs|L(V ,V) ≤ ω(s, t)1/q, (s, t) ∈ △.
Then,
∣∣Y js,t∣∣ ≤ Cω(s, t)j/p, j = 1, . . . , [p], (s, t) ∈ △, where C is a positive constant
depending only on p, q, and ω(0, 1).
(3). (X,Ω) 7→ Y = Γ(X,MΩ) extends to a continuous map from GΩp(V)×C0,q(L(V,V))
to GΩp(V).
2.3 preliminary lemmas
In this subsection we will prove several simple lemmas for later use. Proofs are easy. Let
p ≥ 2 and let V and W be real Banach spaces.
Lemma 2.8 For α ∈ L(V,W) and X ∈ GΩp(V), set α¯(X) = (1, α¯(X)1, . . . , α¯(X)[p]) by
α¯(X)js,t = α
⊗j(Xjs,t), (j = 1, . . . , [p]).
(1). Then, α¯(X) ∈ GΩp(W) and
|α¯(X)js,t − α¯(Xˆ)js,t| ≤ |α|jL(V ,W)|Xjs,t − Xˆjs,t|
for any X, Xˆ ∈ GΩp(V). In particular, α¯ : GΩp(V)→ GΩp(W) is Lipschitz continuous.
(2). If α, β ∈ L(V,W), then
|α¯(X)js,t − β¯(X)js,t| ≤ j|α− β|L(V ,W)(|α|L(V ,W) ∨ |β|L(V ,W))j−1|Xjs,t|
for any X ∈ GΩp(V).
Proof. By the basic property of the projective norm, we can see that |α⊗j|L(V⊗j,W⊗j) =
|α|jL(V ,W). The rest is easy
The following is a slight modification of Lemma 6.3.5 in p.171, [20]. The proof is easy.
Note that the choice δ > 0 is independent of ω. In the following, Γa,b,c : GΩp(V⊕W⊕2)→
GΩp(V ⊕W⊕2) is defined by Γa,b,c = aIdV ⊕ bIdW ⊕ cIdW (a, b, c ∈ R).
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Lemma 2.9 If K, Kˆ ∈ GΩp(V ⊕ W⊕2) with πV(K) = X, πV(Kˆ) = Xˆ and if ω is a
control such that
|Xjs,t|, |Xˆjs,t| ≤
1
2
ω(s, t)j/p, |Kjs,t|, |Kˆjs,t| ≤ (C2ω(s, t))j/p
|Xjs,t − Xˆjs,t| ≤
ε
2
ω(s, t)j/p, |Kjs,t − Kˆjs,t| ≤ ε(C2ω(s, t))j/p,
for all j = 1, . . . , [p] and (s, t) ∈ △, then there exists a constant δ ∈ (0, 1] depending only
on C2 and [p] such that, for any δ1, δ2 ∈ (0, δ], we have∣∣(Γ1,δ1,δ2K)js,t∣∣ ≤ ω(s, t)j/p, ∣∣(Γ1,δ1,δ2K)js,t − (Γ1,δ1,δ2Kˆ)js,t∣∣ ≤ εω(s, t)j/p,
for all j = 1, . . . , [p] and (s, t) ∈ △.
Lemma 2.10 (1) Let V be a real Banach space and {0 = T0 < T1 < · · · < TN = 1} be
a partition of [0, 1]. For each i = 1, 2, . . . , N , A(i) : △[Ti−1,Ti] → T ([p])(V) is a geometric
rough path which satisfies that∣∣A(i)js,t∣∣ ≤ ω(s, t)j/p, j = 1, . . . , [p], (s, t) ∈ △[Ti−1,Ti].
We define A : △→ T ([p])(V) by
As,t = As,Tk(k)⊗ ATk,Tk+1(k + 1)⊗ · · · ⊗ ATl−1,t(l) in T ([p])(V)
for (s, t) ∈ △ such that s ∈ [Tk−1, Tk] and t ∈ [Tl−1, Tl]. Then, A is a geometric rough
path such that ∣∣Ajs,t∣∣ ≤ (Cω(s, t))j/p, j = 1, . . . , [p] and (s, t) ∈ △.
Here, C > 0 is a constant which depends only on p and N .
(2) Let A(i) and Aˆ(i) be two such rough paths on restricted intervals as above (i =
1, 2, . . . , N). In addition to the assumption of (1) for both A(i) and Aˆ(i), we also assume
that ∣∣A(i)js,t − Aˆ(i)js,t∣∣ ≤ εω(s, t)j/p, for j = 1, . . . , [p] and (s, t) ∈ △[Ti−1,Ti].
Then, A and Aˆ defined as above satisfy that∣∣Ajs,t − Aˆjs,t∣∣ ≤ ε(C ′ω(s, t))j/p, for j = 1, . . . , [p] and (s, t) ∈ △.
Here, C ′ > 0 is a constant which depends only on p and N .
Proof. We can show this by straight forward computation. We prove (2) for example.
Assume s ∈ [T0, T1] and t ∈ [TN−1, TN ], because the other cases are easier. For the first
level path,
A1s,t = A(1)
1
s,T1 + A(2)
1
T1,T2 + · · ·+ A(N)1TN−1,t.
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Hence,
|A1s,t − Aˆ1s,t| ≤ |A(1)1s,T1 − Aˆ(1)1s,T1|+ · · ·+ |A(N)1TN−1,t − Aˆ(N)1TN−1,t|
≤ εω(s, T1)1/p + · · ·+ εω(TN−1, t)1/p ≤ εNω(s, t)1/p.
For simplicity of notation, we write s = τ0, Tk = τi (1 ≤ i ≤ N − 1), t = τN . The second
level path satisfies
A2s,t =
N∑
i=1
A(i)2τi−1,τi +
∑
1≤i<k≤N
A(i)1τi−1,τi ⊗A(k)1τk−1,τk .
From this, we see that
|A2s,t − Aˆ2s,t| ≤ ε(N + 2
N(N − 1)
2
)ω(s, t)2/p.
The higher level paths (j ≥ 3) can be done in the same way.
The first assertion of the following lemma is Corollary 3.2.1, [20]. The second one is a
weaker version of Theorem 3.2.2, [20].
Lemma 2.11 Let V be a real Banach space and let A,B : △→ T ([p])(V) be almost rough
paths.
(1). If there exist θ > 1 and a control function ω such that
|Ajs,t| ≤ ω(s, t)j/p, j = 1, . . . , [p], (s, t) ∈ △,
|Ajs,t − (As,u ⊗Au,t)j| ≤ ω(s, t)θ, j = 1, . . . , [p], (s, u), (u, t) ∈ △,
then, there is a unique rough path Aˆ associated to A ∈ Ωp(V) such that
|Aˆjs,t| ≤ Cω(s, t)j/p, j = 1, . . . , [p], (s, t) ∈ △.
Here, C > 0 is a constant which depends only on p, θ, ω(0, 1).
(2). Assume that there exists θ > 1 and a control function ω such that, for all j =
1, . . . , [p], ε > 0 and (s, u), (u, t) ∈ △,
|Ajs,t|, |Bjs,t| ≤ ω(s, t)j/p, |Ajs,t − Bjs,t| ≤ εω(s, t)j/p,
|Ajs,t − (As,u ⊗ Au,t)j |, |Bjs,t − (Bs,u ⊗Bu,t)j | ≤ ω(s, t)θ,∣∣∣(Ajs,t − (As,u ⊗ Au,t)j)− (Bjs,t − (Bs,u ⊗ Bu,t)j)∣∣∣ ≤ εω(s, t)θ
hold. Then, the associated rough paths, Aˆ and Bˆ, satisfy that
|Aˆjs,t − Bˆjs,t| ≤ εCω(s, t)j/p, j = 1, . . . , [p], (s, t) ∈ △.
Here, C > 0 is a constant which depends only on p, θ, ω(0, 1).
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Proof. For the first assertion, see Corollary 3.2.1, [20]. We can show the second assertion
by modifying the proof of Theorem 3.2.2, [20]. In this proof, the positive constant C may
vary from line to line. First let us consider the case j = 1. Let P = {0 = t0 < t1 < · · · <
tr = t} be a partition of [s, t]. Recall that
Aˆ1s,t = lim
|P|→0
A(P)1s,t, where A(P)1s,t =
r∑
i=1
A1ti−1,ti.
There exists a point tl ∈ P \ {s, t} which satisfies ω(tl−1, tl+1) ≤ 2(r − 1)−1ω(s, t). Then,
denoting P ′ = P \ {tl}, we see that∣∣∣{A(P)1s,t − A(P ′)1s,t} − {B(P)1s,t − B(P ′)1s,t}∣∣∣
=
∣∣∣(A1tl−1,tl + A1tl,tl+1 − A1tl−1,tl+1)− (B1tl−1,tl +B1tl,tl+1 − B1tl−1,tl+1)∣∣∣
≤ εω(tl−1, tl+1)θ ≤ ε2
θ
(r − 1)θω(s, t)
θ.
By routine argument,∣∣∣{Aˆ1s,t − A1s,t} − {Bˆ1s,t − B1s,t}∣∣∣
≤ lim
|P|→0
∣∣∣{A(P)1s,t − A1s,t} − {B(P)1s,t − B1s,t}∣∣∣ ≤ ε2θζ(θ)ω(s, t)θ. (2.15)
Combining this with the estimate for A1s,t − B1s,t and ω(s, t)θ ≤ Cω(s, t)1/p, we prove the
case for j = 1.
Next consider the case j = 2 ([p] ≥ 2). Recall that
Aˆ2s,t = lim
|P|→0
A(P)2s,t, where A(P)2s,t =
r∑
i=1
(A2ti−1,ti + Aˆ
1
s,ti−1
⊗ Aˆ1ti−1,ti).
In a similar way,∣∣∣{A(P)2s,t − A(P ′)2s,t} − {B(P)2s,t − B(P ′)2s,t}∣∣∣
=
∣∣∣(A2tl−1,tl + A2tl,tl+1 −A2tl−1,tl+1 + A1tl−1,tl ⊗A1tl,tl+1)
−(B2tl−1,tl +B2tl,tl+1 − B2tl−1,tl+1 +B1tl−1,tl ⊗ B1tl,tl+1)
∣∣∣
+
∣∣∣(Aˆ1tl−1,tl ⊗ Aˆ1tl,tl+1 − A1tl−1,tl ⊗A1tl,tl+1)− (Bˆ1tl−1,tl ⊗ Bˆ1tl,tl+1 −B1tl−1,tl ⊗ B1tl,tl+1)∣∣∣.
The first term on the right hand side is clearly dominated by εω(tl−1, tl+1)
θ by the as-
sumption. From (2.16) and the assumption, it is also easy to see that the second term
is also dominated by εCω(tl−1, tl+1)
θ+(1/p). Hence, the right hand side is dominated by
εCω(tl−1, tl+1)
θ ≤ εC(r − 1)−θω(s, t)θ. By using the same argument as above, we can
show that ∣∣∣{Aˆ2s,t −A2s,t} − {Bˆ2s,t −B2s,t}∣∣∣
≤ lim
|P|→0
∣∣∣{A(P)2s,t − A2s,t} − {B(P)2s,t − B2s,t}∣∣∣ ≤ εCω(s, t)θ. (2.16)
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Thus, we can prove the case for j = 2. The case j ≥ 3 can be shown similarly.
3 A slight generalization of Lyons’ continuity theo-
rem
The aim of this section is to slightly generalize Lyons’ continuity theorem (also known
as “the universal limit theorem”) for Itoˆ maps in the rough path theory. This section
is based on Sections 5.5 and 6.3 in Lyons and Qian [20]. Notations and results in these
sections will be referred frequently. The following points seem new:
1. We let the coefficient of an Itoˆ map also vary.
2. We give an explicit estimate for the “local Lipschitz continuity” of Itoˆ maps (The-
orem 6.3.1, [20]).
3.1 A review of integration along a geometric rough path
For a real Banach space V, we denote by GΩp(V) the space of geometric rough paths over
V, where p ≥ 2 is the roughness and the tensor norm is the projective norm. Let W be
another real Banach space and let f : V → L(V,W) be C [p]+1 in the sense of Fre´chet
differentiation. We say f ∈ C [p]+1b,loc (V, L(V,W)) if f is C [p]+1 from V to L(V,W) such that
|Djf | (j = 0, 1, . . . , [p] + 1) are bounded on any bounded set. In this subsection we will
consider
∫
f(X)dX (for X ∈ GΩp(X)).
For n ∈ N = {1, 2, . . .}, let Πn be the set of all permutations of {1, 2, . . . , n}. We define
the left action of π ∈ Πn on V⊗n by π(v1 ⊗ · · · ⊗ vn) = vpi−1(1) ⊗ · · · ⊗ vpi−1(n). (Note that
this is different from the definition in [20], where the right action is adopted. However,
this does not matter so much since no composition of permutations will appear below.)
Given l = {l1, . . . , li} (l1, . . . , li ∈ N), let |l| = l1 + · · · + li. We say π ∈ Πl if π ∈ Π|l|
satisfies the following conditions:
π(1) < · · · < π(l1),
π(l1 + 1) < · · · < π(l1 + l2),
· · ·
π(l1 + · · ·+ li−1 + 1) < · · · < π(|l|),
π(l1) < π(l1 + l2) < · · · < π(|l|). (3.1)
(Note: The last condition in (3.1) is missing in p.138, [20].)
Let X ∈ GΩp(V) be a smooth rough path. Then, for all (s, t) ∈ △,∫
s<u1<···<ui<t
dX l1s,u1 ⊗ · · · ⊗ dX lis,ui =
∑
pi∈Πl
πX
|l|
s,t. (3.2)
(See Lemma 5.5.1, [20]. By Corollary 2.2 and the Young integration theory, (3.2) also
holds for X lying above an element of C0,q(V).)
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For f ∈ C [p]+1b,loc (V, L(V,W)) in Fre´chet sense, we denote f j(x) for Djf(x) for simplicity
(j = 0, 1, . . . , [p] + 1). For X ∈ GΩp(V), we define Y ∈ C0,p(△, T ([p])(W)) by
Y is,t =
∑
l=(l1,...,li),1≤lj ,|l|≤[p]
f l1−1(Xs)⊗ · · · ⊗ f li−1(Xs)
〈∑
pi∈Πl
πX
|l|
s,t
〉
(3.3)
for (s, t) ∈ △ and i = 1, . . . , [p].
For a smooth rough path X , it is easy to see that, for any (s, u), (u, t) ∈ △,
[p]∑
l=1
f l−1(Xs)〈dX ls,t〉 =
[p]∑
l=1
(
f l−1(Xu)− Rl(Xs, Xu)
)〈dX lu,t〉 (3.4)
holds. Here, for x, y ∈ V,
Rl(x, y) = f
l−1(y)−
[p]−1∑
k=j−1
fk(x)〈(y − x)⊗(k−l+1)〉
=
∫ 1
0
dθ
(1− θ)[p]−l
([p]− l)! f
[p](x+ θ(y − x))〈(y − x)⊗([p]−l+1)〉 (3.5)
(See Lemma 5.5.2 in [20]. A key fact is that the symmetric part of X ls,t is [X
1
s,t]
⊗l/l!.)
Using (3.2) and (3.4), we see that, for a smooth rough path X (and for a geometric
rough path X ∈ GΩp(V) by continuity),
Ys,t = Ys,u ⊗Mu,t, in T ([p])(W) for all (s, u), (u, t) ∈ △. (3.6)
Here, Mu,t is given by M
0
u,t = 1 and, for i = 1, . . . , [p],
M iu,t =
∑
l=(l1,...,li),1≤lj ,|l|≤[p]
(
f l1−1(Xu)− Rl1(Xs, Xu)
)⊗
· · · ⊗ (f li−1(Xu)−Rli(Xs, Xu))〈∑
pi∈Πl
πX
|l|
u,t
〉
. (3.7)
(Actually, Mu,t depends on s, too. Eq. (3.6) is Lemma 5.5.3 in [20].)
Set N jt,u = Y
j
t,u−M jt,u. Then, for a control function ω satisfying that |Xjs,t| ≤ ω(s, t)j/p
for j = 1, . . . , [p], it holds that
|N ju,t| ≤ CM(f ; [p], ω(0, 1))jω(s, t)([p]+1)/p, j = 1, . . . , [p], (s, t) ∈ △. (3.8)
for some constant C > 0 which depends only on p, ω(0, 1). Here, we set
M(f ; k, R) := max
0≤j≤k
sup{|f j(x)| : |x| ≤ R} for R > 0 and k ∈ N (3.9)
and M(f ; k) := M(f ; k,∞). Then, Y defined by (3.3) is an almost rough path. Indeed,
noting that (Ys,u ⊗ Nu,t)k =
∑
i+j=k,i≥0,j≥1 Y
i
s,u ⊗ N ju,t, we can easily see from above that
there exists a constant C > 0 which depends only on p, ω(0, 1) such that
|Y js,t − (Ys,u ⊗ Yu,t)j | ≤ CM(f ; [p], ω(0, 1))jω(s, t)([p]+1)/p (3.10)
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for all j = 1, . . . , [p] and (s, u), (u, t) ∈ △.
We denote by
∫
f(X)dX the unique rough path which is associated to Y . It is well-
known that, if X is a smooth rough path lying above t 7→ Xt, then
∫
f(X)dX is a smooth
rough path lying above t 7→ ∫ t
0
f(Xu)dXu. By the next proposition, X 7→
∫
f(X)dX is
continuous, which implies that
∫
f(X)dX ∈ GΩp(W).
The following is essentially Theorem 5.5.2 in [20]. Varying the coefficient f and giving
an explicit estimate for the local Lipschitz continuity are newly added. We say fn → f
as n→∞ in Ckb,loc(V, L(V,W)) if M(f − fn; k, R)→ 0 as n→∞ for any R > 0.
Proposition 3.1 We assume f, g ∈ C [p]+1b,loc (V, L(V,W)).
(1). Let f be as above. If X ∈ GΩp(V) and a control function ω satisfy that
|Xjs,t| ≤ ω(s, t)j/p, j = 1, . . . , [p], (s, t) ∈ △,
then, for a constant C > 0 which depends only on p and ω(0, 1), it holds that
|
∫ t
s
f(X)dXj| ≤ CM(f ; [p], ω(0, 1))jω(s, t)j/p, j = 1, . . . , [p], (s, t) ∈ △.
(2). Let f, g be as above and let X, Xˆ ∈ GΩp(V) such that, for a control function ω,
|Xjs,t|, |Xˆjs,t| ≤ ω(s, t)j/p,
|Xjs,t − Xˆjs,t| ≤ εω(s, t)j/p, j = 1, . . . , [p], (s, t) ∈ △.
Then,
∣∣∫ t
s
f(X)dXj −
∫ t
s
g(Xˆ)dXˆj
∣∣ ≤ CM(f − g; [p], ω(0, 1))M˜ j−1[p] ω(s, t)j/p
+εCM˜ j[p]+1ω(s, t)
j/p
for j = 1, . . . , [p] and (s, t) ∈ △. Here, M˜k =M(f ; k, ω(0, 1))∨M(g; k, ω(0, 1)) and C > 0
is a constant which depends only on p and ω(0, 1) .
(3). In particular, the following map is continuous:
(f,X) ∈ C [p]+1b,loc (V, L(V,W))×GΩp(V) 7→
∫
f(X)dX ∈ GΩp(W).
Proof. In this proof the constant C > 0 may vary from line to line. To show the first
assertion, note that
|Y js,t| ≤ CM(f ; [p], ω(0, 1))jω(s, t)j/p j = 1, . . . , [p], (s, t) ∈ △.
From this and (3.10) we may apply Lemma 2.11 to M(f ; [p], ω(0, 1))−1 · Y to obtain the
first assertion.
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Now we prove the second assertion. First we consider
∫ t
s
g(X)dXj − ∫ t
s
g(Xˆ)dXˆj. It
is easy to see from (3.3) that
|Y js,t − Yˆ js,t| ≤ εCM(g; [p] + 1, ω(0, 1))jω(s, t)j/p, j = 1, . . . , [p], (s, t) ∈ △.
Similarly, we have from (3.8) that
|N ju,t − Nˆ ju,t| ≤ εCM(g; [p] + 1, ω(0, 1))jω(s, t)([p]+1)/p, j = 1, . . . , [p], (s, t) ∈ △.
This implies that∣∣∣[Y js,t − (Ys,u ⊗ Yu,t)j ]− [Yˆ js,t − (Yˆs,u ⊗ Yˆu,t)j ]∣∣∣
≤ εCM(g; [p] + 1, ω(0, 1))jω(s, t)([p]+1)/p j = 1, . . . , [p], (s, t) ∈ △.
Now, setting A = M(g; [p] + 1, ω(0, 1))−1 · Y and B =M(g; [p] + 1, ω(0, 1))−1 · Yˆ , we may
use Lemma 2.11 to obtain that, for all j = 1, . . . , [p], (s, t) ∈ △,
∣∣∣∫ t
s
g(X)dXj −
∫ t
s
g(Xˆ)dXˆj
∣∣∣ ≤ εCM˜ j[p]+1ω(s, t)j/p.
Next we consider
∫ t
s
f(X)dXj − ∫ t
s
g(X)dXj. It is easy to see from (3.3) that
|Y (f)js,t − Y (g)js,t| ≤ CM(f − g; [p], ω(0, 1))M˜ j−1[p] ω(s, t)j/p, j = 1, . . . , [p], (s, t) ∈ △.
Similarly, we have from (3.8) that, for j = 1, . . . , [p] and (s, t) ∈ △,
|N(f)ju,t −N(g)ju,t| ≤ CM(f − g; [p], ω(0, 1))M˜ j−1[p] ω(s, t)([p]+1)/p.
This implies that∣∣∣[Y (f)js,t − (Y (f)s,u ⊗ Y (f)u,t)j]− [Y (g)js,t − (Y (g)s,u ⊗ Y (g)u,t)j ]∣∣∣
≤ CM(f − g; [p], ω(0, 1))M˜ j−1[p] ω(s, t)([p]+1)/p j = 1, . . . , [p], (s, t) ∈ △.
Now, setting A = M˜−1[p] · Y , B = M˜−1[p] · Yˆ and ε = M(f − g; [p], ω(0, 1))M˜−1[p] , we may use
Lemma 2.11 below to obtain that, for all j = 1, . . . , [p], (s, t) ∈ △,
∣∣∣∫ t
s
f(X)dXj −
∫ t
s
g(X)dXj
∣∣∣ ≤ CM(f − g; [p], ω(0, 1))M˜ j−1[p] ω(s, t)j/p.
This proves the second assertion.
The third assertion is trivial from the second.
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3.2 Existence of solutions of differential equations
In this subsection we check existence and uniqueness of the differential equation in the
rough path sense. Essentially, everything in this subsection is taken from Section 6.3,
Lyons and Qian [20].
Let V,W be real Banach spaces and let f ∈ C [p]+1b (W, L(V,W)). We define F ∈
C
[p]+1
b (V ⊕W, L(V ⊕W,V ⊕W)) by
F (x, y)〈(ξ, η)〉 = (ξ, f(y)ξ), (x, y), (ξ, η) ∈ V ⊕W.
For given f as above and β > 0, we set
Ψβ(y, k) = β
(
f(y)− f(y − β−1k)), y, k ∈ W. (3.11)
Clearly, Ψβ is a map from W ⊕W to L(V,W).
In this section we consider the followingW-valued differential equation for given X in
the rough path sense:
dYt = f(Yt)dXt, Y0 = 0 ∈ W.
Note that, by replacing f with f( · + y0), we can treat the same differential equation
with an arbitrary initial condition Y0 = y0 ∈ W. By a solution of the above differential
equation, we mean a solution of the following integral equation:
Zjs,t =
∫ t
s
F (Z)dZj, j = 1, . . . , [p], (s, t) ∈ △, and πV (Z) = X . (3.12)
Note that Z ∈ GΩp(V ⊕W ) and we also say πW (Z) = Y is a solution for given X . (Here,
πV and πW are the projections from V ⊕W onto V and W, respectively.)
As usual we use the Picard iteration:
Z(n+ 1) =
∫
F (Z(n))dZ(n), with Z(0) = (X, 0).
For a smooth rough path X , this is equivalent to
dX = dX,
dY (n+ 1) = f(Y (n))dX, Y (n+ 1)0 = 0.
We may include the difference D(n) = Y (n)− Y (n− 1) in the equations: for n ∈ N,
dX = dX,
dY (n + 1) = f(Y (n))dX,
dD(n+ 1) = Ψ1(Y (n), D(n))dX. (3.13)
By scaling by β > 0, we see that (3.13) is equivalent to the following: for n ∈ N,
dX = dX,
dY (n+ 1) = f(Y (n))dX,
dβD(n+ 1) = Ψβ(Y (n), βD(n))dX. (3.14)
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Set Φβ : V ⊕W⊕2 → L(V ⊕W⊕2,V ⊕W⊕2) by
Φβ(x, y, z)〈(ξ, η, ζ)〉 =
(
ξ, f(y)ξ,Ψβ(y, z)ξ
)
, (x, y, z), (ξ, η, ζ) ∈ V ⊕W⊕2.
Clearly, Φβ is the coefficient for (3.14).
Lemma 3.2 Let β ≥ 1 and f be as above and define Φβ. Then, for any n, there exists a
positive constant cn independent of β ≥ 1 and R > 0 such that
M(Φβ ;n,R) ≤ cn(1 +R)M(f ;n+ 1, R), n ∈ N, R > 0.
M(Φβ ; 0, R) ≤ 1 + (1 +R)M(f ; 1, R), R > 0,
Proof. First note that if |(x, y, z)| = |x| + |y| + |z| ≤ R, then |y − θβ−1z| ≤ R for any
θ ∈ [0, 1]. Clearly, |Φβ(y, z)| = 1 + |f(y)| + |Ψβ(y, z)|. By the mean value theorem,
Ψβ(y, z) =
∫ 1
0
dθDf(y − θβ−1z)〈z〉. Hence, we have the second inequality.
Denoting by π2, π3 the projection from V ⊕W⊕2 onto the second and the third com-
ponent respectively, we have
DΨβ(y, z) = β
(
Df(y)−Df(y − β−1z)) ◦ π2 +Df(y − β−1z) ◦ π3.
We can deal with the first term on the right hand side in the same way to prove the first
inequality of the lemma for n = 1. By continuing straight forward computation like this,
we can prove the rest.
For ε, δ, β ∈ R and a smooth rough pathK lying above (k, l,m) ∈ BV(V⊕W⊕2), we de-
fine Γε,δ,βK by a smooth rough path lying above (εk, δl, βm). Then, K 7→ Γε,δ,βK extends
to a continuous map fromGΩp(V⊕W⊕2) to itself. (Note that Γε,δ,β = εIdV ⊕ δIdW ⊕ βIdW .)
The following is essentially Lemma 6.3.4, [20].
Lemma 3.3 For any r, ρ, β ∈ R \ {0} and a geometric rough path K ∈ GΩp(V ⊕W⊕2),
we have
Γρ,ρ,βρ
∫
Φr(K)dK =
∫
Φβr(Γρ,1,βK)dΓρ,1,βK.
Now we consider the following iteration procedure for given X ∈ GΩp(V):
K(n+ 1) =
∫
Φ1(K(n))dK(n) for n ∈ N (3.15)
with K(0) = (X, 0, 0) and K(1) = (X, f(0)X, f(0)X). Note that K(0) and K(1) are
well-defined not only for a smooth rough path X , but also for any geometric rough path
X . Since Φ1 is the coefficient for (3.13), this corresponds to (3.13) at least if X is a
smooth rough path.
We also set, for n ∈ N,
Z(n+ 1) =
∫
F (Z(n))dZ(n) with Z(0) = (X, 0). (3.16)
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Then, we have πV(K(n)) = X and πV⊕W(K(n)) = Z(n) for all n ∈ N. These relations
are trivial when X is a smooth rough path and can be shown by continuity for general
X ∈ GΩp(V).
Now we set H(n) = Γ1,1,βn−1K(n) for β 6= 0 and n ∈ N. If X is a smooth rough path,
then H(n) is lying above (X, Y (n), βn−1D(n)). From Lemma 3.3, we easily see that
H(n+ 1) = Γ1,1,β
∫
Φβn−1(H(n))dH(n), for β 6= 0 and n ∈ N. (3.17)
From Proposition 3.1 and Lemma 3.2 we see the following: If K ∈ GΩp(V ⊕ W⊕2)
satisfies that, for some control ω with ω(0, 1) ≤ 1,
|Kjs,t| ≤ ω(s, t)j/p for j = 1, . . . , [p] and (s, t) ∈ △,
then, for any β > 1,
∣∣∫ t
s
Φβ(K)dK
j
∣∣ ≤ (C1ω(s, t))j/p for j = 1, . . . , [p] and (s, t) ∈ △. (3.18)
Here, the constant C1 > 0 can be chosen so that it depends only on p,M(f ; [p]+1). (Note
that M(f ; [p] + 1, 1) ≤ M(f ; [p] + 1). See Lemma 3.2. Note that (i) C1 is independent of
β > 1, (ii) we can take the same C1 even if we replace f with f( · + y0) for any y0 ∈ W.)
Proposition 3.4 Let C1 as in (3.18) and for this C1 define δ as in Lemma 2.9. Choose
β > 1 arbitrarily and set ρ = β/δ. Let X ∈ GΩp(V) such that |Xjs,t| ≤ ωˆ(s, t)j/p for
j = 1, . . . , [p] and (s, t) ∈ △ for some control function ωˆ.
(1). Set
ω(s, t) =
(
2 +
ρ+ 2|f |∞
ρ
)p
ωˆ(s, t). (3.19)
Then, for all j = 1, . . . , [p] and (s, t) ∈ △,
|Xjs,t| ≤
1
2
ω(s, t)j/p, |Γρ,1,1K(1)js,t| ≤
(
ρpω(s, t)
)j/p
. (3.20)
(2). Take T1 > 0 so that ρ
pω(0, T1) ≤ 1. Then, on the restricted time interval [0, T1], we
have the following estimate:∣∣Γρ,1,1H(n)js,t∣∣ ≤ (ρpω(s, t))j/p, j = 1, . . . , [p], (s, t) ∈ △[0,T1]. (3.21)
(3). It holds that∣∣H(n)js,t∣∣ ≤ (ρpω(s, t))j/p, j = 1, . . . , [p], (s, t) ∈ △[0,T1]. (3.22)
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Proof. We prove the first assertion for the first and the second level paths. Proofs
for higher level paths are essentially the same. It is obvious that |Xjs,t| ≤ 2−jω(s, t)j/p
for j = 1, 2. Since ρIdV ⊕ f(0) ⊕ f(0) : V → V ⊕ W⊕2 is a bounded linear map, it
naturally extends to ρIdV ⊕ f(0)⊕ f(0) : GΩp(V ) → GΩp(V ⊕ W⊕2) and Γρ,1,1K(1) =
ρIdV ⊕ f(0)⊕ f(0)X . Therefore,
|Γρ,1,1K(1)1s,t| ≤ (ρ+ 2|f |∞)|X1s,t| ≤
(
ρpω(s, t)
)1/p
and, in a similar way,
|Γρ,1,1K(1)2s,t| ≤ (ρ2 + 4ρ|f |∞ + 4|f |2∞)|X2s,t| ≤
(
ρpω(s, t)
)2/p
.
Now we prove the second assertion by induction. Assume the inequality is true for n.
Then, using (3.18) with a new control function ρpω,
∣∣∫ t
s
Φβn−1(Γρ,1,1H(n))dΓρ,1,1H(n)
j
∣∣ ≤ (C1ρpω(s, t))j/p
for j = 1, . . . , [p] and (s, t) ∈ △[0,T1]. By Lemma 3.3,
∣∣Γρ,ρ,ρ ∫ t
s
Φβn−1(H(n))dH(n)
j
∣∣ ≤ (C1ρpω(s, t))j/p (3.23)
for j = 1, . . . , [p] and (s, t) ∈ △[0,T1]. Note that
∣∣πVΓρ,ρ,ρ ∫ t
s
Φβn−1(H(n))dH(n)
j
∣∣ = |ρjXjs,t| ≤ 12(ρpω(s, t))j/p (3.24)
for j = 1, . . . , [p] and (s, t) ∈ △[0,T1]. Remembering that δ (in Lemma 2.9) is independent
of the control function, we may use Lemma 2.9 for (3.23) and (3.24) to obtain
∣∣Γ1,δβ−1,δΓρ,ρ,ρ ∫ t
s
Φβn−1(H(n))dH(n)
j
∣∣ ≤ (ρpω(s, t))j/p
for j = 1, . . . , [p] and (s, t) ∈ △[0,T1]. Note that Γ1,δβ−1,δΓρ,ρ,ρ = Γρ,1,1Γ1,1,β. Then, by
(3.17), we have ∣∣Γρ,1,1H(n+ 1)js,t∣∣ ≤ (ρpω(s, t))j/p
for j = 1, . . . , [p] and (s, t) ∈ △[0,T1]. Thus, the induction was completed.
The third assertion is easily verified from the second and Lemma 2.8, since ρ−1 ≤ 1.
Set Z ′(n) = (Z(n), 0) when X is (hence, Z(n) is ) a smooth rough path. Clearly, this
naturally extends to the case of geometric rough paths and we use the same notation for
simplicity. Remember that K(n) = Γ1,1,β−(n−1)H(n) and Z
′(n) = Γ1,1,0H(n). Therefore,
it is easy to see from Lemma 2.8 that∣∣K(n)js,t − Z ′(n)js,t∣∣ ≤ jβ−(n−1)(ρpω(s, t))j/p (3.25)
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for j = 1, . . . , [p] and (s, t) ∈ △[0,T1].
Let α : V⊕W⊕2 → V⊕W be a bounded linear map defined by α〈(x, y, d)〉 = (x, y−d).
Then, |α|L(V⊕W⊕2,V⊕W) = 1. It is obvious that αK(n) = Z(n − 1) and αZ ′(n) = Z(n).
Combined with (3.25) and Lemma 2.8, these imply that∣∣Z(n)js,t − Z(n− 1)js,t∣∣ ≤ jβ−(n−1)(ρpω(s, t))j/p (3.26)
for j = 1, . . . , [p] and (s, t) ∈ △[0,T1].
Since β > 1, the inequality above implies that there exists Z ∈ GΩp(V ⊕W) such that
limn→∞Z(n) = Z in GΩp(V ⊕W). In particular,
∣∣Z(n)js,t − Zjs,t∣∣ ≤ j ∞∑
m=n
β−(m−1)(ρpω(s, t))j/p (3.27)
for j = 1, . . . , [p] and (s, t) ∈ △[0,T1]. This Z is the desired solution of (3.12) on the
restricted time interval [0, T1].
Remark 3.5 Let us recall how the constants are defined. First, C1 depends only on p and
M(f ; [p] + 1). δ depends only on C1 and p and so does ρ := β/δ, where β > 1 is arbitrary
chosen. Therefore, the constants on the right hand side of (3.26) and (3.27) depends only
on p and M(f ; [p] + 1) (and the choice of β > 1). In particular, the constants C1, δ, C3
(below) etc. can be chosen independent of y0 even if we replace f with f( · + y0).
From (3.27) and Remark 3.5,∣∣Zjs,t∣∣ ≤ (C3ω(s, t))j/p, j = 1, . . . , [p], (s, t) ∈ △[0,T1]. (3.28)
for some constant C3 > 0 which depends only on p and M(f ; [p] + 1) (and the choice of
β > 1).
Now we will consider prolongation of solutions. Take 0 = T0 < T1 < · · · < TN = 1 so
that ρpω(Ti−1, Ti) = 1 for i = 1, . . . , N−1 and ρpω(TN−1, TN) ≤ 1. By the superadditivity
of ω, N − 1 ≤ ρpω(0, 1) = (3ρ + 2|f |∞)pωˆ(0, 1). Hence, N is dominated by a constant
which depends only on ωˆ(0, 1), p, and M(f ; [p] + 1) (and the choice of β > 1).
On [Ti−1, Ti], we solve the differential equation (3.12) for a initial condition YT i−1
instead of Y0 = y0. By Remark 3.5 and Remark 3.6, we see that (3.28) holds on each time
interval [Ti−1, Ti] with the same C3 > 0. Then, we prolong them by using Lemma 2.10.
Thus, we obtain a solution on the whole interval [0, 1].
Remark 3.6 By the definition of ω in (3.19), we can take the same Ti’s even if we
replace f by f( · + y0). This is the reason why we assume the boundedness of |f |. This
fact enables us to use a prolongation method as above. If |f | is of linear growth, then the
prolongation of solution may fail. The author does not know whether Lyons’ continuity
theorem still holds or not in such a case.
Summing up the above arguments, we have the following existence theorem.
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Theorem 3.7 Consider the differential equation (3.12). Then, for any X ∈ GΩp(V)
there exists a unique solution Z ∈ GΩp(V ⊕W) of (3.12). Moreover, if X satisfies that∣∣Xjs,t∣∣ ≤ ωˆ(s, t)j/p, j = 1, . . . , [p], (s, t) ∈ △
for some control function ωˆ, then Z satisfies that∣∣Zjs,t∣∣ ≤ (Lωˆ(s, t))j/p, j = 1, . . . , [p], (s, t) ∈ △.
Here, L > 0 is a constant which depends only on ωˆ(0, 1), p, and M(f ; [p] + 1).
Proof. All but uniqueness have already been shown. Since we are mainly interested in
estimates of solutions, we omit a proof of uniqueness. See pp. 177–178 in [20].
3.3 Local Lipschitz continuity of Itoˆ maps
In this section we will prove the local Lipschitz continuity of Itoˆ maps. In [20] the coeffi-
cient of Itoˆ maps is fixed. Here, we will let the coefficient vary. This kind of generalization
of Lyons’ continuity theorem for the case [p] = 2 was done by Coutin, Friz, and Victoir
[7].
Let X, Xˆ ∈ GΩp(V) and ωˆ be a control function such that
|Xjs,t|, |Xˆjs,t| ≤ ωˆ(s, t)j/p, |Xjs,t − Xˆjs,t| ≤ εωˆ(s, t)j/p (3.29)
for j = 1, . . . , [p] and (s, t) ∈ △. Let y0, yˆ0 ∈ W be initial points such that
|y0|, |yˆ0| ≤ r0, |y0 − yˆ0| ≤ ε′ (3.30)
Let f, fˆ ∈ C [p]+2b (W, L(V,W)). For this f and fˆ , we assume that, for any R > 0,
M(f ; [p] + 1),M(fˆ ; [p] + 1) ≤M, M(f − fˆ ; [p], R) ≤ ε′′R. (3.31)
Essentially, ε′ and ε′′R vary only on 0 ≤ ε′ ≤ 2r0 and 0 ≤ ε′′R ≤ 2M , respectively.
As in Theorem 3.7 and its proof, we can solve the differential equation f and fˆ with
the initial point y0 and yˆ0, respectively, as in the previous subsection. Set
R0 := 1 + r0 + Lωˆ(0, 1), (3.32)
where L > 0 is the constant in Theorem 3.7. Then, the first level paths of the solutions
satisfy that, for any n = 1, 2, . . . , t ∈ [0, 1],
|y0 + Y (n)10,t|, |y0 + Yˆ (n)10,t||y0 + Y 10,t|, |yˆ0 + Yˆ 10,t| ≤ R0 − 1. (3.33)
So, under (3.29)–(3.31), we use information of f and fˆ only on {y ∈ W | |y| ≤ R0}.
The following is on the local Lipschitz continuity of Itoˆ maps and is the main theorem
in this section.
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Theorem 3.8 Let ωˆ, r0, R0,M , ε, ε
′, ε′′R, X, Xˆ ∈ GΩp(V), y0, yˆ0 ∈ W, and f, fˆ ∈
C
[p]+2
b (W, L(V,W)) satisfy (3.29)–(3.31). Set R0 and ε′′ = ε′′R0 as in (3.32). We denote
by Z, Zˆ be the solutions of Itoˆ maps corresponding to f, fˆ with initial condition y0, yˆ0,
respectively. Then, in addition to Theorem 3.7, we have the following; there is a positive
constant L′ such that
|Zjs,t − Zˆjs,t| ≤ (ε+ ε′ + ε′′)(L′ωˆ(s, t))j/p (3.34)
for j = 1, . . . , [p] and (s, t) ∈ △. Here, L′ depends only on ωˆ(0, 1), p, r0 and M .
For k ∈ N andM > 0, set CkM(W, L(V,W)) = {f ∈ Ckb (W, L(V,W)) |M(f ; k) ≤M}.
We say fn → f in CkM (W, L(V,W)) as n→∞ if M(f − fn; k, R)→ 0 as n→∞ for any
R > 0.
Corollary 3.9 Let Z be the solution corresponding to X, f, y0 given as above. Then, the
map
(f,X, y0) ∈ C[p]+2M (W, L(V,W))×GΩp(V)×W 7→ Z ∈ GΩp(V ⊕W)
is continuous for any M > 0.
Proof. Instead of (3.30) and (3.31), we assume that
|y0|, |yˆ0| ≤ R0 − 1, |y0 − yˆ0| ≤ ε′ (3.35)
and that
M(f ; [p] + 1),M(fˆ ; [p] + 1) ≤M, M(f − fˆ ; [p], R0) ≤ ε′′(:= ε′′R0). (3.36)
Clearly, if (3.29)–(3.31) are satisfied, then so are (3.29), (3.35), and (3.36). Now we will
start with (3.29), (3.35), and (3.36).
First, let us consider the case f = fˆ , y0 = yˆ0, X 6= Xˆ . (The argument of the previous
subsection should be modified by substitution f = f(· + y0), etc.) We will prove by
induction that there exists T1 ∈ (0, 1] such that,
|Z(n)js,t − Zˆ(n)js,t| ≤ 2ε(1 +M)[p]ωˆ(s, t)i/p, n ∈ N, j = 1, . . . , [p], (s, t) ∈ △[0,T1].(3.37)
When n = 0, (3.37) clearly holds since Z(0) = (X, 0) and Zˆ(0) = (Xˆ, 0) (with T1 chosen
arbitrarily). Now we assume that (3.37) is true for n− 1.
Let A(n) and Aˆ(n) be the almost rough path that approximate Z(n) and Zˆ(n) as in
(3.16), respectively. By straight forward computation, we see that
|A(n)js,t − Aˆ(n)js,t| ≤ 2ε(1 +M)[p]
[1
2
+ ωˆ(0, T1)
1/pqj(M, ωˆ(0, T1)
1/p)
]
ωˆ(s, t)j/p (3.38)
for any n ∈ N, j = 1, . . . , [p], (s, t) ∈ △[0,T1]. Here, qj is a polynomial of two variables with
positive coefficients which is independent of n. (In the sequel, qj may vary from line to
line.) Similarly,∣∣(A(n)js,t − (A(n)s,u ⊗ A(n)ju,t)− (Aˆ(n)js,t − (Aˆ(n)s,u ⊗ Aˆ(n)ju,t)∣∣
≤ 2ε(1 +M)[p]qj(M, ωˆ(0, T1)1/p)ωˆ(s, t)([p]+1)/p (3.39)
24
for any n ∈ N, j = 1, . . . , [p], (s, u), (u, t) ∈ △[0,T1]. Using the same argument as in Lemma
2.11 or Proposition 3.1, we have
|Z(n)js,t − Zˆ(n)js,t| ≤ 2ε(1 +M)[p]
[1
2
+ ωˆ(0, T1)
1/pqj(M, ωˆ(0, T1)
1/p)
]
ωˆ(s, t)j/p (3.40)
for any n ∈ N, j = 1, . . . , [p], (s, t) ∈ △[0,T1]. Therefore, we can choose T1 sufficiently small
so that (3.37) holds. Note that the choice of T1 independent of n.
The case f 6= fˆ , y0 = yˆ0, X = Xˆ can be done in the same way. Note that the differece
of the [p] + 1th derivative |f [p]+1(y)− fˆ [p]+1(y)| is not involved in the argument.
The case f = fˆ , y0 6= yˆ0, X = Xˆ can be reduced to the previous one by setting
g = f(· + y0) and gˆ = f(· + yˆ0). Note that |f j(y + y0) − f j(y + yˆ0)| for 1 ≤ j ≤ [p] is
dominated in terms of |y0 − yˆ0| and |f j+1(y)|. Thus, we have shown the theorem on the
restricted time interval [0, T1].
Now we consider the prolongation of solutions. We have obtained that |Y 10,T1− Yˆ 10,T1 | ≤
c1ε1, where ε1 = ε+ ε
′ + ε′′ and c1 is a positive constant. Therefore, the difference of the
initial values on the second interval [T1, T2] is dominated by |(y0+ Y 10,T1)− (yˆ0+ Yˆ 10,T1)| ≤
ε′ + ε1 ≤ (1 + c1)ε1.
Therefore, from the above computation and (3.33), on the second time interval [T1, T2],
(3.29), (3.35), and (3.36) are again satisfied, with ε′ in (3.35) being replaced with (1+c1)ε1.
(Note that ωˆ, R0, and M are not changed.)
Thus, we can do the same argument on [T1, T2] with ε
′ being replaced with (1+c1)ε1 to
obtain (3.34) on the second interval. Similarly, we obtain that |(y0+Y 10,T2)−(yˆ0+ Yˆ 10,T2)| ≤
c2ε1. Repeating this argument finitely many times and use Lemma 2.10, we can prove the
theorem.
3.4 Estimate of difference of higher level paths of two solutions
Let p ≥ 2 and 1/p+1/q > 1 and let f be as in the previous subsection. In this subsection
we only consider the case f = fˆ . For given X , the solution Z = (X, Y ) of (3.12) is
denoted by ZX = (X, YX). In Theorem 3.8 we estimated the “difference” of Z
j
X and
Zj
Xˆ
. If Xˆ ∈ C0,q(V) ⊂ GΩp(V), Then, ZXˆ is an element of C0,q(W) and, therefore, the
“difference” ZX − ZXˆ is a W-valued geometric rough path. The purpose of this section
is to give an estimate for (ZX −ZXˆ)j in such a case. Note that (ZX −ZXˆ)j and ZjX −ZjXˆ
is not the same if j 6= 1.
Roughly speaking, we will show that ‖(ZX+Λ − ZΛ)j‖p/j ≤ C(c1, κ0, f)ξ(X)j for Λ ∈
C0,q(V) and X ∈ GΩp(V) with ‖Λ‖q ≤ c1 and ξ(X) ≤ κ0. Since this is a continuous
function of (X,Λ), we may only think of X lying above an element of C0,q(V). Note also
that if we set
ω(s, t) := ‖Λ‖qq,[s,t] +
[p]∑
j=1
κ−p‖Xj‖p/jp/j,[s,t], (here, we set κ := ξ(X)),
then this control function satisfies that ω(0, 1) ≤ cq1 + [p], |Λ1s,t| ≤ ω(s, t)1/q, and |Xjs,t| ≤
κjω(s, t)j/p.
First we prove the following lemma. Heuristically, κ > 0 is a small constant.
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Lemma 3.10 Let κ0 > 0. Assume that a control function ωˆ, Λ ∈ C0,q(V) and X ∈
GΩp(V), and κ ∈ [0, κ0] satisfy that
|Λ1s,t| ≤ ωˆ(s, t)1/q, |Xjs,t| ≤ (κωˆ(s, t))j/p j = 1, . . . , [p], (s, t) ∈ △.
Then, there is a positive constant C which depends only on κ0, ωˆ(0, 1), p,M(f ; [p] + 1)
such that ∣∣∣(κ−1X,Λ, YX+Λ)js,t∣∣∣ ≤ Cωˆ(s, t)p/j, s < t.
Here, the left hand side denotes the jth level path of a V⊕2 ⊕W-valued geometric rough
path and YX+Λ denotes (the W-component of) the solution of (3.12) for X + Λ.
Proof. We will proceed in a similar way as in the previous subsection. We define F˜ ∈
C
[p]+1
b (V⊕2 ⊕W, L(V⊕2 ⊕W,V⊕2 ⊕W)) by
F˜ (x, x′, y)〈(ξ, ξ′, η)〉 = (ξ, ξ′, f(y)(ξ + ξ′)), for (x, x′, y), (ξ, ξ′, η) ∈ V⊕2 ⊕W
and define Φ˜β : V⊕2 ⊕W⊕2 → L(V⊕2 ⊕W⊕2,V⊕2 ⊕W⊕2) by
Φ˜β(x, x
′, y, z)〈(ξ, ξ′, η, ζ)〉 = (ξ, ξ′, f(y)(ξ + ξ′),Ψβ(y, z)(ξ + ξ′)),
for β > 0 and (x, x′, y, z), (ξ, ξ′, η, ζ) ∈ V⊕2 ⊕ W⊕2. Note that Φ˜β satisfies a similar
estimates as in Lemma 3.2.
Instead of (3.12), we now consider
Z˜js,t =
∫ t
s
F˜ (Z˜)dZ˜j, j = 1, 2, . . . , [p], (s, t) ∈ △, and πV⊕2(Z˜) = (X,Λ). (3.41)
It is easy to check that the solution of this equation is (X,Λ, YX+Λ).
In order to solve (3.41), we use the iteration method as in (3.13) or (3.14). More
explicitly,
dX = dX, dΛ = dΛ
dY˜ (n+ 1) = f(Y˜ (n))d(X + Λ),
dβD˜(n+ 1) = Ψβ(Y˜ (n), βD˜(n))d(X + Λ). (3.42)
Now consider the iteration procedure for given (X,Λ) ∈ GΩp(V)× C0,q(V) and for F˜
and Φ˜1 as in (3.15) and (3.16). Also define K˜(n) and Z˜(n) as in (3.15) and (3.16) with
K˜(0) = (X,Λ, 0, 0) and K˜(1) = (X,Λ, f(0)(X + Λ), f(0)(X + Λ)).
Set H˜(n) = Γ1,1,1,βn−1K˜(n) = (X,Λ, Y˜ (n), β
n−1D˜(n)). Then, in the same way as in
(3.17), we have
H˜(n+ 1) = Γ1,1,1,β
∫
Φ˜βn−1(H˜(n))dH˜(n), for β 6= 0 and n ∈ N. (3.43)
Slightly modifying Proposition 3.1 and Lemma 3.2, we see from the estimates for Φ˜β
the following: If K˜ ∈ GΩp(V⊕2⊕W⊕2) satisfies that, for some control ω0 with ω0(0, 1) ≤ 1,
|Γ1/κ,1,1,1K˜js,t| ≤ ω0(s, t)j/p for j = 1, . . . , [p], (s, t) ∈ △
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then, for any β > 1,
∣∣Γ1/κ,1,1,1 ∫ t
s
Φ˜β(K˜)dK˜
j
∣∣ ≤ (C˜1ω0(s, t))j/p for j = 1, . . . , [p], (s, t) ∈ △ (3.44)
Here, C˜1 > 0 is a constant which depends only on κ0, p,M(f ; [p] + 1). (See Lemma 3.2.
Note that (i) C˜1 is independent of β > 1, (ii) we may take C˜1 independent of y0 even if
we replace f with f( · + y0).)
Let C˜1 as in (3.44) and for this C˜1 define δ as in Lemma 2.9. Choose β > 1 arbitrarily
and set ρ = β/δ, where δ is given in Lemma 2.9. As in (3.4), there exists a constant
c = c(κ0, ρ, p, |f |∞) such that ω(s, t) = cωˆ(s, t) satisfies that , for all j = 1, . . . , [p] and
(s, t) ∈ △,
|(κ−1X,Λ)js,t| ≤
1
2
ω(s, t)j/p, |Γρ/κ,ρ,1,1K˜(1)js,t| ≤
(
ρpω(s, t)
)j/p
. (3.45)
Now we will show that, for T1 ∈ (0, 1] such that ω(0, T1) ≤ 1, it holds on the restricted
time interval [0, T1] that∣∣Γρ/κ,ρ,1,1H˜(n)js,t∣∣ ≤ (ρpω(s, t))j/p, j = 1, . . . , [p], (s, t) ∈ △[0,T1]. (3.46)
We use induction. The case n = 1 was already shown since H˜(1) = K˜(1). Using
(3.44) for ρpω, we have
∣∣Γ1/κ,1,1,1 ∫ t
s
Φ˜βn−1(Γρ,ρ,1,1H˜(n))dΓρ,ρ,1,1H˜(n)
j
∣∣ = ∣∣Γρ/κ,ρ,ρ,ρ ∫ t
s
Φ˜βn−1(H˜(n))dH˜(n)
j
∣∣
≤ (C˜1ρpω(s, t))j/p. (3.47)
By projection onto the V⊕2-component,
∣∣πV⊕2Γρ/κ,ρ,ρ,ρ ∫ t
s
Φ˜βn−1(H˜(n))dH˜(n)
j
∣∣ = |ρj(κ−1X,Λ)js,t| ≤ 12(ρpω(s, t))j/p (3.48)
We may use Lemma 2.9 for (3.23) and (3.24) to obtain
∣∣Γ1,1,δβ−1,δΓρ/κ,ρ,ρ,ρ ∫ t
s
Φ˜βn−1(H˜(n))dH˜(n)
j
∣∣ ≤ (ρpω(s, t))j/p
From this, we see that (3.46) for n + 1. Hence we have shown (3.46) for any n. From
(3.46), it is easy to see that∣∣Γ1/κ,1,1,1H˜(n)js,t∣∣ ≤ (ρpω(s, t))j/p, j = 1, . . . , [p], (s, t) ∈ △[0,T1]. (3.49)
In the same way as in (3.25)–(3.28), we obtain from (3.49) that∣∣Γ1/κ,1,1Z˜js,t∣∣ ≤ (C˜3ω(s, t))j/p, j = 1, . . . , [p], (s, t) ∈ △[0,T1]. (3.50)
for some constant C˜3 > 0 which depends only on κ0, p, and M(f ; [p] + 1) (and the choice
of β > 1).
Note that (3.50) is the desired inequality (on the restricted interval). By prolongation
of solution we can prove the lemma.
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For X and Λ as above, set Q = Q(X,Λ) := YX+Λ − YΛ. Clearly,
dQ = f(YX+Λ)dX + [f(YX+Λ)− f(YΛ)]dΛ.
Lemma 3.11 Let κ0 > 0. Assume that a control function ωˆ, Λ ∈ C0,q(V) and X ∈
GΩp(V), and κ ∈ [0, κ0] satisfy that
|Λ1s,t| ≤ ωˆ(s, t)1/q, |Xjs,t| ≤ (κωˆ(s, t))j/p j = 1, . . . , [p], (s, t) ∈ △.
Then, there is a positive constant C which depends only on κ0, ωˆ(0, 1), p,M(f ; [p] + 2)
such that∣∣∣(κ−1X,Λ, YX+Λ, YΛ, κ−1Q)js,t∣∣∣ ≤ (Cωˆ(s, t))j/p, j = 1, . . . , [p], (s, t) ∈ △.
Here, the left hand side denotes the jth level path of a V⊕2⊕W⊕3-valued geometric rough
path.
Proof. In this proof, the positive constant C may change from line to line. As before we
may assume that X ∈ C0,q(V). Recall that Λ ∈ C0,q(V) 7→ YΛ ∈ C0,q(W) is continuous
and there exists a constant C > 0 such that |(YΛ)1s,t| ≤ Cωˆ(s, t)1/q. Combining this with
Lemma 3.10, we have∣∣∣(κ−1X,Λ, YX+Λ, YΛ)js,t∣∣∣ ≤ (Cωˆ(s, t))j/p, j = 1, . . . , [p], (s, t) ∈ △.
From Lemma 3.10, we easily see that, for some constant C > 0,∣∣∣(κ−1X,Λ, YX+Λ, YΛ, κ−1 ∫ f(YX+Λ)dX)js,t∣∣∣ ≤ (Cωˆ(s, t))j/p, j = 1, . . . , [p], (s, t) ∈ △.
Note that from the local Lipschitz continuity of (the first level path of) the Itoˆ map
(Theorem 3.8), we see that, for some constant C > 0,∣∣∣κ−1 ∫ t
s
[f(YX+Λ)− f(YΛ)]dΛ
∣∣∣ ≤ Cωˆ(s, t)1/q, j = 1, . . . , [p], (s, t) ∈ △.
Here, the left hand side is the Young integral. From these, we can easily obtain the
theorem.
4 A stochastic Taylor-like expansion
4.1 Estimates for ordinary terms in the expansion
In this section we will estimate ordinary terms in the stochastic Taylor-like expansion
for Itoˆ maps. Let p ≥ 2 and 1 ≤ q < 2 with 1/p + 1/q > 1 and let V, Vˆ,W be real
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Banach spaces. Let σ ∈ C∞b ([0, 1]×W, L(V,W)) and b ∈ C∞b ([0, 1]×W, L(Vˆ ,W)). Here,
[0, 1]×W is considered as a subset of the direct sum R⊕W. We will consider the following
ODE: for ε > 0, X ∈ GΩp(V), and Λ ∈ C0,q(Vˆ),
dY
(ε)
t = σ(ε, Y
(ε)
t )εdXt + b(ε, Y
(ε)
t )dΛt, Y
(ε)
0 = 0 (4.1)
Note that if X is lying above an element of C0,q(V), then (4.1) makes sense in the q-
variational setting.
More precisely, the above equation (4.1) can be formulated as follows. Define σ˜ by
σ˜ = σ ◦ p1+ b ◦ p2, where p1 and p2 are canonical projection from V ⊕ Vˆ onto the first and
the second component, respectively. Then, σ˜ ∈ C∞b ([0, 1]×W, L(V⊕Vˆ,W)). We consider
the Itoˆ map Φε : GΩp(V ⊕ Vˆ) → GΩp(W) which corresponds to the coefficient σ˜(ε, · )
with the initial condition 0. If X ∈ C0,q(V) and Λ ∈ C0,q(Vˆ), then (X,Λ) ∈ C0,q(V ⊕ Vˆ).
This map naturally extends to a continuous map from GΩp(V)×C0,q(Vˆ) to GΩp(V ⊕ Vˆ)
(see Corollary 3.9). The precise meaning of (4.1) is that Y (ε) = Φε((εX,Λ))1.
Remark 4.1 In Azencott [3], he treated differential equations with the coefficients of the
form σ(ε, t, y) and b(ε, t, y). ODE (4.1), however, includes such cases. In order to see
this, set W ′ = W ⊕ R, Vˆ ′ = Vˆ ⊕ R, Λ′t = (Λt, t), and add to (4.1) the following trivial
equation; dY ′t = dt.
We set Y 0 = Φ0((1,Λ))1, where 1 = (1, 0, . . . , 0) is the unit element in the truncated
tensor algebra (which is regarded as a constant rough path). Note that Λ ∈ C0,q(Vˆ) 7→
Y 0 ∈ C0,q(W) is locally Lipschitz continuous (see [20]).
We will expand Y (ε) in the following form:
Y (ε) ∼ Y 0 + εY 1 + ε2Y 2 + ε3Y 3 + · · · as εց 0.
(Note that Y k does NOT denote the kth level path of Y . The kth level path of Y j will
be denoted by (Y j)k. Similar notations will be used for Ik and Jk below. This may be
a little confusing. Sorry.) By considering a (formal) Taylor expansion for σ(ε, Y
(ε)
t ) and
b(ε, Y
(ε)
t ), we will find explicit forms of Y
n (n ∈ N) as follows. (Or equivalently, we may
formally operate (n!)−1(d/dε)n at ε = 0 on the both sides of (4.1)).
dY nt − ∂yb(0, Y 0t )〈Y nt , dΛt〉 = dInt + dJnt , (n ∈ N) (4.2)
where In = In(X,Λ) and Jn = Jn(X,Λ) are given by
dI1t = σ(0, Y
0
t )dXt, dJ
1
t = ∂εb(0, Y
0
t )dΛt,
(4.3)
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with I10 = J
1
0 = 0, and, for n = 2, 3, . . .,
dInt =
n−2∑
j=0
n−1−j∑
k=1
∑
(i1,...,ik)∈S
n−1−j
k
1
j!k!
∂jε∂
k
yσ(0, Y
0
t )〈Y i1t , . . . , Y ikt , dXt〉
+
1
(n− 1)!∂
n−1
ε σ(0, Y
0
t )dXt
dJnt =
n−1∑
j=1
n−j∑
k=1
∑
(i1,...,ik)∈S
n−j
k
1
j!k!
∂jε∂
k
y b(0, Y
0
t )〈Y i1t , . . . , Y ikt , dΛt〉
+
n∑
k=2
1
k!
∂ky b(0, Y
0
t )〈Y i1t , . . . , Y ikt , dΛt〉+
1
n!
∂nε b(0, Y
0
t )dΛt (4.4)
with In0 = J
n
0 = 0. Here, ∂ε and ∂y denote the partial Fre´chet derivatives in ε and in y,
respectively, and
Smk = {(i1, . . . , ik) ∈ Nk = {1, 2, . . .}k | i1 + · · ·+ ik = m}.
Now we define functions which appear on the right hand sides of (4.3) and (4.4). Let
Xn−1 = V ⊕ Vˆ ⊕ W⊕n. An element in Xn−1 is denoted by v = (x, xˆ; y0, y1, . . . , yn−1).
Partial Fre´chet derivatives are denoted by ∂x, ∂y1 , etc. and the projection from Xn−1 onto
each components are denoted by px, py1 , etc. Set f1, g1 ∈ C∞b,loc(X0, L(X0,W)) by
f1(y
0) = σ(0, y0) ◦ px, g1(y0) = ∂εb(0, y0) ◦ pxˆ. (4.5)
For n = 2, 3, . . ., set fn, gn ∈ C∞b,loc(Xn−1, L(Xn−1,W)) by
fn(y
0, . . . , yn−1) =
[n−2∑
j=0
n−1−j∑
k=1
∑
(i1,...,ik)∈S
n−1−j
k
1
j!k!
∂jε∂
k
yσ(0, y
0)〈yi1, . . . , yik , · 〉
+
1
(n− 1)!∂
n−1
ε σ(0, y
0)
]
◦ px,
gn(y
0, . . . , yn−1) =
[n−1∑
j=1
n−j∑
k=1
∑
(i1,...,ik)∈S
n−j
k
1
j!k!
∂jε∂
k
y b(0, y
0)〈yi1, . . . , yik , · 〉
+
n∑
k=2
1
k!
∂ky b(0, y
0)〈yi1, . . . , yik , · 〉+ 1
n!
∂nε b(0, y
0)
]
◦ pxˆ. (4.6)
Clearly, the functions fn and gn are actually independent of x and xˆ.
Lemma 4.2 Let fn and gn be as above and δ > 0, C > 0, r ∈ N. For ξ = (ξ1, . . . , ξr) ∈
{0, . . . , n− 1}r, we set |ξ| =∑rk=1 ξk. Then, on the following set{
(y0, . . . , yn−1) | |yi| ≤ C(1 + δ)i for 0 ≤ i ≤ n− 1},
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it holds that, for any ξ such that |ξ| ≤ n− 1,∣∣∂rξfn(x, xˆ; y0, . . . , yn−1)∣∣ ≤ C ′(1 + δ)n−1−|ξ|,
Here, ∂rξ = ∂yξ1 · · ·∂yξr and C ′ is a positive constant independent of δ. If |ξ| > n−1, then
∂rξfn = 0.
Similarly, it holds on the same set that, for any ξ such that |ξ| ≤ n,∣∣∂rξgn(x, xˆ; y0, . . . , yn−1)∣∣ ≤ C ′(1 + δ)n−|ξ|.
If |ξ| > n, then ∂rξgn = 0.
Proof. This lemma can be shown by straight forward computation since fn and gn are
(i) C∞b in y
0-variable and (ii) “polynomials” in (y1, . . . , yn−1)-variables.
In fact, we can compute ∂rξfn = ∂yξ1 · · ·∂yξr fn explicitly as follows.
Lemma 4.3 Let fn (n = 1, 2, . . .) be as above and r = 1, 2, . . .. For ξ = (ξ1, . . . , ξr) ∈
{0, . . . , n− 1}r, set µ = ♯{k | 1 ≤ k ≤ r, ξk 6= 0}. Then, if |ξ| ≤ n− 1,
(∂rξfn)(y
0, . . . , yn−1)
=
[n−2−|ξ|∑
j=0
n−1−j−|ξ|∑
k=µ+1
∑
(i1,...,ik−µ)∈S
n−1−j−|ξ|
k
1
j!(k − µ)!∂
j
ε∂
k+r−µ
y σ(0, y
0)〈yi1, . . . , yik−µ, · 〉
+
1
(n− 1− |ξ|)!∂
n−1−|ξ|
ε ∂
r
yσ(0, y
0)
]
◦ p(ξ1,...,ξr,x).
Here, the right hand side is regarded as in Lr+1(Xn−1, . . . ,Xn−1;W). Note that if |ξ| =
n− 1 the first term on the right hand is regarded as zero. If |ξ| > n− 1, ∂rξfn = 0.
Proof. We give here a slightly heuristic proof. However, since the difficulty of this lemma
lies only in algebraic part, it does not cause a serious trouble.
From the Taylor expansion for σ
εσ(ε, y0 +∆y) ∼ ε
∑
j,k
εj
j!k!
∂jε∂
k
yσ(0, y
0)〈
k︷ ︸︸ ︷
∆y, . . . ,∆y, · 〉,
∆y ∼ ε1y1 + ε2y2 + ε3y3 + · · · , as εց 0. (4.7)
Then, we get a linear combination of the terms of the form
εj+1+i1+···+ik∂jε∂
k
yσ(0, y
0)〈yi1, . . . , yik , · 〉.
(In this proof we say the above term is of order j + 1 + i1 + · · · + ik.) Recall that the
definition of fn is the sum of terms of order n in the right hand side of (4.7).
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Let us first consider ∂ysfn (s 6= 0). Then, if n− s ≥ 0, ∂ysfn(y0, . . . , yn−1) is the sum
of terms of order n− s of the ∂ys-derivative of (4.7), which is given by
∑
j,k
εj+1+s
j!(k − 1)!∂
j
ε∂
k
yσ(0, y
0)〈
k−1︷ ︸︸ ︷
∆y, . . . ,∆y, · 〉, ∆y ∼ ε1y1 + ε2y2 + · · · .
Picking up terms of order n, we easily see ∂ysfn(y
0, . . . , yn−1) is given as in the statement
of this lemma. The case for ∂y0fn is easier.
Thus, we have shown the lemma for r = 1. Repeating this argument, we can show the
general case (r ≥ 2).
We set some notations for iterated integrals. Let Ai be real Banach spaces and let φi
be Ai-valued paths (1 ≤ i ≤ n). Define
In[φ1, . . . , φn]s,t =
∫
s<u1<···<un<t
dφ1u1 ⊗ · · · ⊗ dφnun ∈ A1 ⊗ · · · ⊗ An
whenever possible. (For example, when φi ∈ C0,q(Ai) (1 ≤ i ≤ n) for some 1 ≤ q < 2.)
Let Bi be real Banach spaces (1 ≤ i ≤ n) and B = ⊗ni=1Bi. For π ∈ Πn and
b1 ⊗ · · · ⊗ bn ∈ B, we write
π(b1 ⊗ · · · ⊗ bn) = (bpi−1(1), . . . , bpi−1(n)) ∈ Bpi−1(1) ⊗ · · · ⊗ Bpi−1(n)
Let C = ⊕mi=1Ai and consider C⊗n. The (i1, . . . , in)-component of η ∈ C⊗n is denoted
by η(i1,...,in) ∈ Ai1 ⊗ · · · ⊗ Ain. Clearly,
∑
1≤i1,...,in≤m
η(i1,...,in) = η. Let ψ = (ψ1, . . . , ψm)
be a nice path in C. The nth level path of the rough path lying above ψ is In[ψ, . . . , ψ].
The action of π ∈ Πn in component form is given by(
πIn[ψ, . . . , ψ]s,t
)(i1,...,in)
= πIn[ψipi(1) , . . . , ψipi(n)]s,t. (4.8)
This equality can be verified by straightforward computation.
Now we state our main theorem in this subsection. In the following we set
ξ(X) :=
[p]∑
j=1
‖Xj‖1/jp/j for X ∈ C0,q(V) (or X ∈ GΩp(V)).
Here, Xj denotes the jth level path of (the rough path lying above) X . Clearly, ξ(rX) =
|r|ξ(X) for r ∈ R. In the following we set ν(−2) = 1, ν(−1) = 0, and ν(i) = i for i ≥ 0.
Theorem 4.4 The map (X,Λ) 7→ (X,Λ, Y 0, . . . , Y n) extends to a continuous map from
GΩp(V) × C0,q(Vˆ) to GΩp(Xn). Moreover, for any X ∈ C0,q(V) and Λ ∈ C0,q(Vˆ), there
exists a control function ω = ωX,Λ such that the following (i) and (ii) hold:
(i) For any (s, t) ∈ △, X ∈ C0,q(V), Λ ∈ C0,q(Vˆ), j = 1, . . . , [p], and i1, . . . , ij ∈
{−2,−1, . . . , n}, it holds that∣∣Ij [Y i1 , . . . , Y ij ]s,t∣∣ ≤ (1 + ξ(X))ν(i1)+···+ν(ij)ω(s, t)j/p (4.9)
Here, for notational simplicity, we set Y −2 = X, Y −1 = Λ.
(ii) For any r > 0, there exists a constant c = c(r) > 0 such that
sup{ω(0, 1) | X ∈ C0,q(V), Λ ∈ C0,q(Vˆ) with ‖Λ‖q ≤ r} ≤ c.
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Proof. In this proof, c and ω may change from line to line and we will denote δ = ξ(X).
We will use induction. The case n = 0 is easy, since the map Λ ∈ C0,q(Vˆ) 7→ Y 0 ∈ C0,q(W)
is locally Lipschitz continuous (see [20]). Now we assume the statement of the theorem
holds for n− 1 and will prove the case for n.
Set Zn−1 = (X,Λ, Y 0, . . . , Y n−1) for n ∈ N. Then, it is obvious that
(X,Λ, Y 0, . . . , Y n−1, In) =
∫
(IdXn−1 ⊕ fn)(Zn−1)dZn−1.
By using (3.3)–(3.7), we will estimate the almost rough path Ξ ∈ AΩp(X n), which defines
the integral on the right hand side.
Let 1 ≤ k ≤ [p]. We consider the i = (i1, . . . , ik)-component of Ξk, where −2 ≤ ij ≤ n
for all j = 1, . . . , k. Set N (i) = {j | ij = n}. Note that, if j /∈ N (i) (equivalently, if
ij 6= n), then l = (l1, . . . , lk) in the sum of 3.3 must satisfy lj = 1.
We will fix such an l. For j /∈ N (i), set Lj := pij (the projection onto the ij-component)
and mj = m
′
j = ij . For j ∈ N (i), set mj = (m1j , . . . , mlj−1j ), m′j = (m1j , . . . , mlj−1j ,−2),
and
Lj =
∑
mj∈{0,...,n−1}
lj−1
∂lj−1
mj
fn(Z
n−1
s ) =:
∑
mj∈{0,...,n−1}
lj−1
L
mj
j . (4.10)
Then, from (3.3),
[Ξks,t]
(i) =
∑
l
[ ∑
mj∈{0,...,n−1}
lj−1
(L1 ⊗ · · · ⊗ Lk)
〈∑
pi∈Πl
[π(Zn−1)
|l|
s,t]
(m′1,...,m
′
k
)
〉]
. (4.11)
The sum is over such l’s. From (4.8) and the assumption of induction, we easily see that∣∣[π(Zn−1)|l|s,t](m′1,...,m′k)∣∣ ≤ c(1 + δ)ν(m′1,...,m′k)ω(s, t)k/p, (4.12)
where ν(m′1, . . . ,m
′
k) :=
∑k
j=1
∑lj
r=1 ν(m
r
j). Combining this with Lemma 4.2, we have
that ∣∣[Ξks,t](i)∣∣ ≤ c(1 + δ)ν(i)ω(s, t)k/p, k = 1, . . . , [p], (s, t) ∈ △, (4.13)
Next we estimate i-component of Ξks,t− (Ξs,u⊗Ξu,t)k for s < u < t. For that purpose,
it is sufficient to estimate Rl(x, y) in (3.5) for f = IdXn−1 ⊕ fn. If i 6= n, ith component
of Rl(x, y) (that is equal to Rl(x, y) for the projection pi) vanishes. From Lemma 4.2, the
nth component R(fn)l(Z
n−1
s , Z
n−1
u ) satisfies the following: for mj as above,∣∣∣∫ 1
0
dθ
(1− θ)[p]−l
([p]− l)! D
[p]−l+1∂l−1
mj
fn
(
Zn−1s + θ(Z
n−1)1s,u
)〈(Zn−1)1s,u)⊗([p]−l+1)〉∣∣∣
≤ c(1 + ξ(X))n−1−(m1j+···+ml−1j ), if m1j + · · ·+ml−1j ≤ n− 1.
Here, the left hand side is regarded as a multilinear map from Y m
1
j × · · · × Y ml−1j ×X . If
m1j + · · ·+ml−1j > n− 1, then the left hand side vanish.
Denoting by Lˆj the left hand side of the above inequality, we can do the same argument
as in (4.10)–(4.13) to obtain that∣∣∣[Ξks,t − (Ξs,u ⊗ Ξu,t)k](i)∣∣∣ ≤ c(1 + δ)ν(i)ω(s, t)([p]+1)/p (4.14)
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From (4.13)–(4.14), (X,Λ, Y 0, . . . , Y n−1, In) satisfies a similar inequality to (4.9) (with
Y n in (4.9) being replaced with In).
Now, by the Young integration theory, we see that |Jnt −Jns | ≤ c(1+δ)nω(s, t)1/q, which
implies that (X,Λ, Y 0, . . . , Y n−1, In + Jn) satisfies a similar inequality to (4.9) (with Y n
in (4.9) being replaced with In + Jn).
Set dΩt = ∂yb(0, Y
0
t )〈 · , dΛt〉 and set M = M(Λ) by dMt = dΩt ·Mt with M0 = IdW .
It is easy to see that Λ ∈ C0,q(V) 7→ M ∈ Cq(L(W,W)) is continuous (See Proposition
2.5). Also set Mˆ = IdXn−1⊕M ∈ Cq(L(Xn−1,Xn−1)). Then, applying Duhamel’s principle
(Corollary 2.7) for Mˆ and (rX, Y 0, rY 1, . . . , rn−1Y n−1, rn(In + Jn)) with 1/r = (1 + δ),
we obtain (rX, Y 0, rY 1, . . . , rn−1Y n−1, rnY n). This completes the proof.
4.2 Estimates for remainder terms in the expansion
In this subsection we give estimates for remainder terms in the stochastic Taylor-like
expansion. We keep the same notations as in the previous subsection. If X ∈ C0,q(V) and
Λ ∈ C0,q(Vˆ), then
Qn+1,(ε) = Qn+1,(ε)(X,Λ) := Y (ε) − (Y 0 + εY 1 + · · ·+ εnY n), ε ∈ [0, 1]
is clearly well-defined. We prove that the correspondence (X,Λ) 7→ Qn+1,(ε)(X,Λ) extends
to a continuous map from GΩp(V)×C0,q(Vˆ) to GΩp(W) and that Qn+1,(ε)(X,Λ) is a term
of “order n+ 1”.
For simplicity we assume that X ∈ C0,q(V) and Λ ∈ C0,q(Vˆ). From (4.1) and (4.2), we
see that
dQ
n+1,(ε)
t − ∂yb(0, Y 0t )〈Qn+1,(ε)t , dΛt〉 = σ(ε, Y (ε)t )εdXt −
n∑
k=1
εkdIkt
+b(ε, Y
(ε)
t )dΛt − b(0, Y 0t )dΛt − ∂yb(0, Y 0t )〈Y (ε)t − Y 0t , dΛt〉 −
n∑
k=1
εkdJkt . (4.15)
Note that Ik and Jk (k = 1, . . . , n) depends only on Y 0, Y 1, . . . , Y n−1, but not on Y n.
Set Xˆn = V⊕Vˆ⊕W⊕n+2. An element in Xn is denoted by (x, xˆ; y−1, y0, . . . , yn). Then,
in a natural way, fn, gn ∈ C∞b,loc(Xˆn, L(Xˆn,W)) and Lemmas 4.2 and 4.3 hold with trivial
modification.
In the following theorem, we set for simplicity
Zn,(ε) = Zn,(ε)(X,Λ) := (εX,Λ, Y (ε), Y 0, εY 1, . . . , εn−1Y n−1, Qn,(ε)).
This is a Xˆn-valued path. We also set Yˆ i,(ε) = εiY i for 0 ≤ i ≤ n − 1, Yˆ n,(ε) = Qn,(ε),
Yˆ −1,(ε) = Y (ε), Yˆ −2,(ε) = Λ, and Yˆ −3,(ε) = εX . Then, Zn,(ε) = (Yˆ −3, . . . , Yˆ n). We define
ν(i) = i for i ≥ 0, ν(−1) = ν(−2) = 0, and ν(−3) = 1.
Theorem 4.5 For each n ∈ N and ε ∈ [0, 1], the map (X,Λ) 7→ Zn,(ε)(X,Λ) extends to
a continuous map from GΩp(V) × C0,q(Vˆ) to GΩp(Xˆn). Moreover, for any X ∈ C0,q(V)
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and Λ ∈ C0,q(Vˆ), there exists a control function ω = ωX,Λ such that the following (i) and
(ii) hold:
(i) For any (s, t) ∈ △, X ∈ C0,q(V), Λ ∈ C0,q(Vˆ), j = 1, . . . , [p], and is ∈ {−3,−2, . . . , n}
(1 ≤ s ≤ j), it holds that∣∣Ij [Yˆ i1,(ε), . . . , Yˆ ij ,(ε)]s,t∣∣ ≤ (ε+ ξ(εX))ν(i1)+···+ν(ij)ω(s, t)j/p (4.16)
(ii) For any r1, r2 > 0, there exists a constant c = c(r1, r2) > 0 depending only on r1, r2, n
such that
sup{ω(0, 1) | X ∈ C0,q(V) with ξ(εX) ≤ r1, Λ ∈ C0,q(Vˆ) with ‖Λ‖q ≤ r2} ≤ c.
Proof. In this proof the constant c and the control function ω may change from line to
line. As before we write δ = ξ(X). We use induction. First we consider the case n = 1.
The estimate of the difference of Φε(X,Λ) and Φε(1,Λ) is essentially shown in Lemma
3.11. The estimate of the difference of Φε(1,Λ) and Φ0(1,Λ) is a simple exercise for ODEs
in q-variational sense. Thus, combining these, we can easily show the case n = 1.
Now we assume the statement of the theorem is true for n, and will prove the case for
n+ 1. First we give estimates for the first term on the right hand side of (4.15). Slightly
modifying the definition of Zn,(ε), we set Z˜n,(ε) = (X,Λ, Y (ε), Y 0, . . . , Y n−1, Qn,(ε)). We
also set
F (ε)n (y
−1, y0, . . . , yn−1) = εσ(ε, y−1)−
n∑
k=1
εkfk(y
0, . . . , yk−1). (4.17)
Then, F
(ε)
n ∈ C∞b,loc(Xˆn, L(Xˆn,W)) and F˜ (ε)n := h(ε)n ⊕ F (ε)n ∈ C∞b,loc(Xˆn, L(Xˆn, Xˆn+1). Here,
h
(ε)
n ∈ L(Xˆn, Xˆn) is defined by
h(ε)n (y
−3, . . . , yn) = (εy−3, y−2, y−1, y0, εy1, . . . , εn−1yn−1, yn).
We now consider
∫
F˜
(ε)
n (Z˜n,(ε))dZ˜n,(ε).
Since it is too complicated to give at once estimates like (3.3) for all the components
of all the level paths of the above integral, we first consider (3.3) for the first level path
of the last component of the above integral, i.e., [
∫
F
(ε)
n (Z˜n,(ε))dZ˜n,(ε)]1. Substitute i = 1,
f = F
(ε)
n , and X = Z˜n,(ε) in (3.3). Then, (the first level of) the almost rough path Θ
which approximates [
∫
F
(ε)
n (Z˜n,(ε))dZ˜n,(ε)]1 satisfies that
[Θ1]n+1 :=
[p]∑
l=1
Dl−1F (ε)n (Z˜
n,(ε)
s )〈[Z˜n,(ε)]ls,t〉. (4.18)
Here, D denotes the Fre´chet derivative on Xˆn.
Now we estimate the right hand side of (4.18). Choose l and fix it. The contribution
from the first term on the right hand side of (4.17) (i.e., εσ(ε, y−1)) is given as follows;
∂l−1y σ(ε, Y
(ε)
s )〈I l[Y (ε), . . . , Y (ε), εX ]s,t〉. (4.19)
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By the Taylor expansion for σ,
ε∂l−1y σ(ε, Y
(ε)
s )
=
∑
j,k;j+k≤n−1
εj+1
j!k!
∂l−1+ky ∂
j
εσ(ε, Y
0
s )〈
k︷ ︸︸ ︷
Y (ε)s − Y 0s , . . . , Y (ε)s − Y 0s , · 〉+ εSn,
Y (ε) = Y 0 + εY 1 + · · ·+ εn−1Y n−1 +Qn,(ε).
with |εSn| ≤ c(ε + εδ)n+1. Therefore, (4.19) is equal to a sum of terms of the following
form;
εj
j!k!
∂l−1+ky ∂
j
εσ(ε, Y
0
s )〈Yˆ i1,(ε)s , . . . , Yˆ ik ,(ε)s ; I l[Yˆ ik+1,(ε), . . . , Yˆ il−1+k,(ε), εX ]s,t〉. (4.20)
Here, 1 ≤ i1, . . . , ik ≤ n and 0 ≤ ik+1, . . . , il−1+k ≤ n. We say this term is of order
1 + j +
∑l−1+k
a=1 ν(ia), since this is dominated by c(ε + εδ)
1+j+
∑l−1+k
a=1 ν(ia)ω(s, t)l/p. Note
that, if a term of this form involves Yˆ n,(ε) = Qn,(ε), then its order is larger than n.
Let m ≤ n. It is sufficient to show that the terms of order m in (4.20) cancel off with
εmDl−1f (ε)m (Z˜
n,(ε)
s )〈[Z˜n,(ε)]ls,t〉
= εm
∑
ξ∈{0,...,m−1}l−1
∂l−1ξ f
(ε)
m (Y
0
s , . . . , Y
m−1
s )〈[I l[Y ξ1 , . . . , Y ξm−1 , X ]s,t〉.
By Lemma 4.3 and its proof, this cancels off with all the terms of order m in (4.20). (Note
that l − 1, m, k, and (ik+1, . . . , il−1+k) in (4.20) correspond to r, n, k − µ, and (ξ1, . . . , ξr)
in Lemma 4.3, respectively.) Hence, Dl−1F
(ε)
n (Z˜
n,(ε)
s )〈[Z˜n,(ε)]ls,t〉 is dominated by c(ε +
εδ)n+1ω(s, t)l/p. Thus, we have obtained an estimate for (4.18).
Let 1 ≤ k ≤ [p]. We consider the i = (i1, . . . , ik)-component of Θk, where −3 ≤ ij ≤
n+1 for all j = 1, . . . , k. Set N (i) = {j | ij = n+1}. Note that, if j /∈ N (i) (equivalently,
if ij 6= n+ 1), then l = (l1, . . . , lk) in the sum in 3.3 must satisfy lj = 1.
We will fix such an l. For j /∈ N (i), set Lj := εν(ij)pij if ij 6= n and Lj := pij if
ij = n and also set mj = m
′
j = ij . For j ∈ N (i), set mj = (m1j , . . . , mlj−1j ), m′j =
(m1j , . . . , m
lj−1
j ,−3), and
Lj = D
lj−1F (ε)n (Z˜
n,(ε)
s ) =
∑
mj∈{0,...,n−1}
lj−1
∂lj−1
mj
F (ε)n (Z˜
n,(ε)
s ) ◦ pm′j .
Then, from (3.3),
[Θks,t]
(i) =
∑
l
(L1 ⊗ · · · ⊗ Lk)
〈∑
pi∈Πl
π(Z˜n,(ε))
|l|
s,t
〉
=
∑
l
(L1 ⊗ · · · ⊗ Lk)
〈Ik[(Z˜n,(ε))l1s,·, . . . , (Z˜n,(ε))lks,·]〉. (4.21)
The sum is over such l’s as in (3.3).
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Now we estimate the right hand side of (4.21). Fix l for a while. For j /∈ N (i), Pairing
of Lj and (Z˜
n,(ε))lj is clearly of order ν(ij). For j ∈ N (i), consider the pairing of Lj and
(Z˜n,(ε))lj . Then, we can see that the same cancellation takes place as in (4.17)–(4.20) and
that this is of order n+ 1. If we notice that, for nice paths ψ1, . . . , ψ|l|,
Ik[I l1 [ψ1, . . . , ψl1]s,·, I l2 [ψl1+1, . . . , ψl1+l2 ]s,·, . . . , I lk [ψl1+···+lk−1+1, . . . , ψ|l|]s,·]s,t
=
∑
pi∈Πl
πI |l|[ψpi(1), . . . , ψpi(|l|)]s,t,
then, by using (4.16) for n, we obtain from the above observation for (4.21) that∣∣[Θks,t](i)∣∣ ≤ c(ε+ εδ)ν(i1)+···+ν(ik)ω(s, t)k/p. (4.22)
Next we estimate Rl(Xs, Xu), (s < u < t) in (3.5) with f = F
(ε)
n and X = Z˜n,(ε) (since
Rl of other components in F˜
(ε)
n clearly vanish). Fix 1 ≤ l ≤ [p]. From (4.17), the first
term in Rl(F
(ε)
n )(Z˜
n,(ε)
s , Z˜
n,(ε)
u )〈(Z˜n,(ε))lu,t〉 is given by∫ 1
0
dθ
(1− θ)[p]−l
([p]− l)! ∂
[p]
y σ(ε, Y
ε
s,u;θ)〈[(Y ε)1s,u]⊗[p]−l+1, I l[Y (ε), . . . , Y (ε), εX ]u,t〉, (4.23)
where Y εs,u;θ := Y
ε
s + θ(Y
ε)1s,u. Then, by expanding this as in the previous section, we can
see that the same cancellation takes place as in (4.17)–(4.20) and that
|Rl(F (ε)n )(Z˜n,(ε)s , Z˜n,(ε)u )〈(Z˜n,(ε))lu,t〉| ≤ c(ε+ εδ)n+1ω(s, t)([p]+1)/p.
This implies that
|[Θ1s,t −Θ1s,u −Θ1u,t]n+1| ≤
[p]∑
l=1
|Rl(F (ε)n )(Z˜n,(ε)s , Z˜n,(ε)u )〈(Z˜n,(ε))lu,t〉|
≤ c(ε+ εδ)n+1ω(s, t)([p]+1)/p, s < u < t.
From (3.5)–(3.7) and the above estimate for Rl, we may compute in the same way as
in (4.21)–(4.22) to obtain that∣∣[Θks,t − (Θs,u ⊗Θu,t)k](i)∣∣ ≤ c(ε+ εδ)ν(i1)+···+ν(ik)ω(s, t)([p]+1)/p. (4.24)
From (4.22) and (4.24) we see that the map
(X,Λ) 7→ (εX,Λ, Y (ε), Y 0, εY 1, . . . , εn−1Y n−1, Qn,(ε), ∫ σ(ε, Y (ε))εdX − n∑
k=1
εkIk
)
is continuous and satisfies the inequality (4.16) for n + 1 (with Yˆ n,(ε) and Yˆ n+1,(ε) being
replaced with Qn,(ε) and
∫
σ(ε, Y (ε))εdX −∑nk=1 εkIk, respectively).
By expanding
∫
b(ε, Y (ε))dΛ in (4.15) with Y (ε) = Y 0+ · · ·+ εn−1Y n−1+Qn,(ε), we see
that ∣∣∣∫ t
s
(
b(ε, Y (ε)u )dΛu − b(0, Y 0u )dΛu − ∂yb(0, Y 0u )〈Y (ε)u − Y 0u , dΛu〉 −
n∑
k=1
εkdJku
)∣∣∣
≤ c(ε+ εδ)n+1ω(s, t)1/q.
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(Thanks to the third term ∂yb(0, Y
0
u )〈Y (ε)u − Y 0u , dΛu〉, all the terms that involve Qn,(ε) in
the expansion are of order n+ 1 or larger.)
Let Kn+1,(ε) be the right hand side of (4.15). From these we see that the map
(X,Λ) 7→ (εX,Λ, Y (ε), Y 0, εY 1, . . . , εn−1Y n−1, Qn,(ε), Kn+1,(ε))
is continuous and satisfies the inequality (4.16) for n + 1 (with Yˆ n,(ε) and Yˆ n+1,(ε) being
replaced with Qn,(ε) and Kn+1,(ε), respectively).
By applying Duhamel’s principle (Lemma 2.7) in the same way as in the proof of
Theorem 4.4 in the previous subsection, we see that the map
(X,Λ) 7→ (εX,Λ, Y (ε), Y 0, εY 1, . . . , εn−1Y n−1, Qn,(ε), Qn+1,(ε)) (4.25)
is continuous and satisfies the inequality (4.16) for n + 1 (with Yˆ n,(ε) and Yˆ n+1,(ε) being
replaced with Qn,(ε) and Qn+1,(ε), respectively).
Finally define a bounded linear map α ∈ L(Vˆn+1, Vˆn+1) by
α(y−3, . . . , yn, yn+1) = (y−3, . . . ,−yn + yn+1, yn+1)
and apply α to (4.25), which completes the proof of Theorem 4.5.
5 Laplace approximation for Itoˆ functionals of Brow-
nian rough paths
In this section, by using the expansion for Itoˆ maps in the rough path sense in the previous
sections, we generalize the Laplace approximation for Itoˆ functionals of Brownian rough
paths, which was shown in Aida [2] or Inahama and Kawabi [15] (Theorem 3.2). In this
section we always assume 2 < p < 3.
5.1 Setting of the Laplace approximation
Let (V,H, µ) be an abstract Wiener space, that is, V is a real separable Banach space,
H is a real separable Hilbert space embedded continuously and densely in V, and µ is a
Gaussian measure on V such that∫
V
exp(
√−1〈φ, x〉)µ(dx) = exp(−‖φ‖2H∗/2), for any φ ∈ V∗.
By the general theory of abstract Wiener spaces, there exists a V-valued Brownian motion
w = (wt)t≥0 associated with µ. The law of the scaled Brownian motion εw on P (V) =
{y : [0, 1]→ V|continuous and y0 = 0} is denoted by Pˆε (ε > 0).
We assume the exactness condition (EX) below for the projective norm on V ⊗V and
µ. This condition implies the existence of the Brownian rough paths W . (See Ledoux,
Lyons, and Qian [18].) The law of the scaled Brownian rough paths εW is a probability
measure on GΩp(V) and is denoted by Pε (ε > 0).
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(EX): We say that the Gaussian measure µ and the projective norm on X ⊗X satisfies
the exactness condition if there exist C > 0 and 1/2 ≤ α < 1 such that, for all n = 1, 2, . . .,
E
[∣∣∣ n∑
i=1
η2i−1 ⊗ η2i
∣∣∣] ≤ Cnα.
Here, {ηi}∞i=1 are an independent and identically distributed random variables on X such
that the law of ηi is µ.
We consider an ODE in the rough path sense in the following form. LetW be another
real Banach space. For σ ∈ C∞b ([0, 1]×W, L(V,W)) and b ∈ C∞b ([0, 1]×W, L(R,W)) =
C∞b ([0, 1]×W,W),
dY
(ε)
t = σ(ε, Y
(ε)
t )εdW + b(ε, Y
(ε)
t )dt, Y
(ε)
0 = 0.
Using the notation of the previous section, we may write Y (ε) = Φε(εW,Υ). Here Φε is
the Itoˆ map corresponding to (σ, b) and Υ is the R-valued path defined by Υt = t.
We will study the asymptotics of (Y (ε))1 = Φ
ε(εW,Υ)1 as ε ց 0. We impose the
following conditions on the functions F and G. In what follows, we especially denote by
D the Fre´chet derivatives on L0,12 (H) and P (W). The Cameron-Martin space for Pˆ1 is
denoted by L0,12 (H), which is a linear subspace of P (W). Note that L0,12 (H) ⊂ BV(V) ⊂
GΩp(V). Set Ψ0 : L0,12 (H)→ P (W) by Ψ0(Λ) = Φ0(Λ,Υ)1.
(H1): F and G are real-valued bounded continuous functions defined on P (W).
(H2): The function F˜ := F ◦ Ψ0 + ‖ · ‖2
L0,12 (H)
/2 defined on L0,12 (H) attains its minimum
at a unique point Λ ∈ L0,12 (H). For this Λ, we write φ := Ψ0(Λ).
(H3): The functions F and G are n + 3 and n + 1 times Fre´chet differentiable on a
neighbourhood B(φ) of φ ∈ P (W), respectively. Moreover there exist positive constants
M1, . . . ,Mn+3 such that∣∣DkF (η)[y, . . . , y]∣∣ ≤ Mk‖y‖kP (W), k = 1, . . . , n+ 3,∣∣DkG(η)[y, . . . , y]∣∣ ≤ Mk‖y‖kP (W), k = 1, . . . , n+ 1,
hold for any η ∈ B(φ) and y ∈ P (W).
(H4): At the point Λ ∈ L0,12 (H), consider the Hessian A := D2(F ◦Ψ0)(Λ)|L0,12 (H)×L0,12 (H).
As a bounded self-adjoint operator on L0,12 (H), the operator A is strictly larger than
−IdL0,12 (H) in the form sense.
Now we are in a position to state our main theorem. This can be considered as a
rough path version of Azencott [3] or Ben Arous [5]. The key of the proof is the stochastic
Taylor-like expansion of the Itoˆ map around the minimal point Λ, which will be explained
in the next subsection. (There are many other nice results on this topic in the conventional
SDE theory. See Section 5.2 of Pitarbarg and Fatalov [22]. For results in the Malliavin
calculus, see Kusuoka and Stroock [16, 17], and Takanobu and Watanabe [23].)
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Theorem 5.1 Under conditions (EX), (H1)–(H4), we have the following asymptotic
expansion: (E is the integration with respect to P1 or Pˆ1.)
E
[
G(Y (ε)) exp
(− F (Y (ε))/ε2)]
= exp
(− F˜ (Λ)/ε2) exp (− c(Λ)/ε) · (α0 + α1ε+ · · ·+ αnεn +O(εn+1)),
(5.1)
where the constant c(Λ) is given by c(Λ) := DF (φ)[Ξ(Λ)]. Here Ξ(Λ) ∈ P (W) is the
unique solution of the differential equation
dΞt − ∂yσ(0, φt)[Ξt, dΛt]− ∂yb(0, φt)[Ξt]dt = ∂εσ(0, φt)dΛt + ∂εb(0, φt)dt
with Ξ0 = 0. Note that Ξ is non-random.
Remark 5.2 In [15], only equations of the following form were discussed.
dY
(ε)
t = σ(Y
(ε)
t )εdWt +
n∑
i=1
ai(ε)bi(Y
(ε)
t )dt, Y
(ε)
0 = 0.
Here, ai : [0, 1] → R are “nice” functions. This may be somewhat unnatural. However,
since we extended the stochastic Taylor-like expansion to the “ε-dependent case” in the
previous section, we are able to slightly generalize the Laplace asymptotics (and the large
deviation) as in the above theorem.
5.2 Sketch of proof for Theorem 5.1
The proof for Theorem 5.1 is essentially the same as the one for Theorem 3.2, [15], once
the stochastic Taylor-like expansion is obtained. Therefore, we only give a sketch of proof
in this subsection.
Roughly speaking, there are three steps in the proof:
Step 1: A large deviation principal for the laws of Y (ε) as εց 0.
Step 2: The stochastic Taylor expansion around the maximal point. We expand Yˆ (ε)
as ε ց 0 as in the previous sections, where Yˆ (ε) is given by the following differential
equation:
dYˆ
(ε)
t = σ(ε, Yˆ
(ε)
t )(εdWt + dΛt) + b(ε, Yˆ
(ε)
t )dt, Yˆ
(ε)
0 = 0. (5.2)
Here, Λ ∈ L0,12 (H) is given in Assumption (H2). Note that φ = Yˆ 0 if we use the notation
in the previous section.
Step 3: Combine the expansion for Yˆ (ε) with the Taylor expansion for F,G, and exp.
Firstly, we explain Step 1. We use the large deviation for Brownian rough paths
(Theorem 1 in Ledoux, Qian, and Zhang [19]. The infinite dimensional case is in [13])
and then use the contraction principle of Itoˆ map, which is continuous. This strategy was
established in [19].
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Proposition 5.3 The law of Y (ε) on P (W) satisfies a large deviation principle as εց 0
with the following rate function I:
I(y) =
{
inf{‖X‖2
L0,12 (H)
/2 | y = Ψ0(X)} if y = Φ0(X) for some X ∈ L0,12 (H),
∞ otherwise.
Proof. First recall that Pε on GΩp(V) satisfies a large deviation principle as ε ց 0 with
the following rate function J (see Theorem 1, [19] or Theorem 3.2, [13]):
J(X) =
{
‖X‖2
L0,12 (H)
/2 if X ∈ L0,12 (H),
∞ otherwise.
Then, from the slight extension of Lyons’ continuity theorem (Theorem 3.9) and the slight
extension of the contraction principle (Lemma 3.9, [13], for instance), we can prove the
proposition.
Secondly, we explain Step 2. We can use Theorems 4.4 and 4.5, if we set V = V,
Vˆ = V ⊕R and regard the equation (5.2) as follows:
dYˆ (ε) = σ(ε, Yˆ
(ε)
t )εdWt +
[
σ(ε, Yˆ
(ε)
t )dΛt + b(ε, Yˆ
(ε)
t )dt
]
, Yˆ
(ε)
0 = 0.
Finally, we explain Step 3. This step is essentially the same as in Section 6, [13]. In
this step, a Fernique type theorem and a Cameron-Martin type theorem for the Brownian
rough paths are used. (See, for instance, Theorem 2.2 and Lemma 2.3, [11].)
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