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DYNAMICAL PROPERTIES OF FAMILIES OF HOLOMORPHIC
MAPPINGS
RATNA PAL AND KAUSHAL VERMA
Abstract. We study some dynamical properties of skew products of He´non maps of C2
that are fibered over a compact metric space M . The problem reduces to understanding
the dynamical behavior of the composition of a pseudo-random sequence of He´non map-
pings. In analogy with the dynamics of the iterates of a single He´non map, it is possible
to construct fibered Green’s functions that satisfy suitable invariance properties and the
corresponding stable and unstable currents. This analogy is carried forth in two ways:
it is shown that the successive pullbacks of a suitable current by the skew He´non maps
converges to a multiple of the fibered stable current and secondly, this convergence result
is used to obtain a lower bound on the topological entropy of the skew product in some
special cases. The other class of maps that are studied are skew products of holomorphic
endomorphisms of Pk that are again fibered over a compact base. We define the fibered
basins of attraction and show that they are pseudoconvex and Kobayashi hyperbolic.
1. Introduction
The purpose of this note is to study various dynamical properties of some classes of fibered
mappings. We will first consider families of the form H : M × C2 →M × C2 defined by
(1.1) H(λ, x, y) = (σ(λ), Hλ(x, y))
where M is an appropriate parameter space, σ is a self map of M and for each λ ∈ M ,
the map
Hλ(x, y) = H
(m)
λ ◦H
(m−1)
λ ◦ . . . ◦H
(1)
λ (x, y)
where for every 1 ≤ j ≤ m,
H
(j)
λ (x, y) = (y, pj,λ(y)− aj(λ)x)
is a generalized He´non map with pj,λ(y) a monic polynomial of degree dj ≥ 2 whose
coefficients and aj(λ) are functions on M . The degree of Hλ is d = d1d2 . . . dm which does
not vary with λ. The two cases that will be considered here are as follows. First, M is
a compact metric space and σ, aj and the coefficients of pj,λ are continuous functions on
M and second, M ⊂ Ck, k ≥ 1 is open in which case σ, aj and the coefficients of pj,λ
are assumed to be holomorphic in λ. In both cases, aj is assumed to be a non-vanishing
function on M . We are interested in studying the ergodic properties of such a family of
mappings. Part of the reason for this choice stems from the Fornaess-Wu classification
([11]) of polynomial automorphisms of C3 of degree at most 2 according to which any
such map is affinely conjugate to
(a) an affine automorphism,
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(b) an elementary polynomial automorphism of the form
E(x, y, z) = (P (y, z) + ax,Q(z) + by, cz + d)
where P,Q are polynomials with max{deg(P ), deg(Q)} = 2 and abc 6= 0, or
(c) to one of the following:
• H1(x, y, z) = (P (x, z) + ay,Q(z) + x, cz + d)
• H2(x, y, z) = (P (y, z) + ax,Q(y) + bz, y)
• H3(x, y, z) = (P (x, z) + ay,Q(x) + z, x)
• H4(x, y, z) = (P (x, y) + az,Q(y) + x, y)
• H5(x, y, z) = (P (x, y) + az,Q(x) + by, x)
where P,Q are polynomials with max{deg(P ), deg(Q)} = 2 and abc 6= 0.
The six classes in (b) and (c) put together were studied in [4] and [5] where suitable Green
functions and associated invariant measures were constructed for them. As observed in
[11], several maps in (c) are in fact families of He´non maps for special values of the
parameters a, b, c and for judicious choices of the polynomials P,Q. For instance, if
Q(z) = 0 and P (x, z) = x2+ . . ., then H1(x, y, z) = (P (x, z)+ay, x, z) which is conjugate
to
(x, y, z) 7→ (y, P (y, z) + ax, cz + d) = (y, y2 + . . .+ ax, cz + d)
by the inversion τ1(x, y, z) = (y, x, z). Here σ(z) = cz + d. Similarly, if a = 1, P (y, z) = 0
and Q is a quadratic polynomial, then H2(x, y, z) = (x,Q(y) + bz, y) which is conjugate
to
(x, y, z) 7→ (x, z, Q(z) + by) = (x, z, z2 + . . .+ by)
by the inversion τ3(x, y, z) = (x, z, y). Here σ(x) = x and finally, if b = 1, Q(x) = 0 and
P (x, y) = x2 + . . ., then H5(x, y, z) = (P (x, y) + az, y, x) which is conjugate to
(x, y, z) 7→ (z, y, P (z, y) + ax) = (z, y, z2 + . . .+ ax)
by the inversion τ5(x, y, z) = (z, y, x) where again σ(y) = y. All of these are examples
of the kind described in (1.1) with M = C. In the first example, if c 6= 1 then an
affine change of coordinates involving only the z-variable can make d = 0 and if further
|c| ≤ 1, then we may take a closed disc around the origin in C which will be preserved by
σ(z) = cz. This provides an example of a He´non family that is fibered over a compact
base M . Further, since the parameter mapping σ in the last two examples is just the
identity, we may restrict it to a closed ball to obtain more examples of the case when M
is compact.
The maps considered in (1.1) are in general q-regular, for some q ≥ 1, in the sense of
Guedj–Sibony ([13]) as the following example shows. Let H : C3 → C3 be given by
H(λ, x, y) = (λ, y, y2 − ax), a 6= 0
which in homogeneous coordinates becomes
H([λ : x : y : t]) = [λt : yt : y2 − axt : t2].
The indeterminacy set of this map is I+ = [λ : x : 0 : 0] while that forH−1 is I−1 = [λ : 0 :
y : 0]. Thus I+ ∩ I− = [1 : 0 : 0 : 0] and it can be checked that X+ = H
(
(t = 0) \ I+
)
=
[0 : 0 : 1 : 0] which is disjoint from I+. Also, X− = H−
(
(t = 0) \ I−
)
= [0 : 1 : 0 : 0] which
is disjoint from I−. All these observations imply that H is 1-regular in the sense of [13].
Further, deg(H) = deg(H−1) = 2. This global view point does have several advantages as
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the results in [13], [12] show. However, thinking of (1.1) as a family of maps was seconded
by the hope that the methods of Bedford–Smillie ([1], [2] and [3]) and Fornaess–Sibony
[10] that were developed to handle the case of a single generalized He´non map would
be amenable to this situation – in fact, they are to a large extent. Finally, in view of
the systematic treatment of families of rational maps of the sphere by Jonsson (see [15],
[16]), considering families of He´non maps appeared to be a natural next choice. Several
pertinent remarks about the family H in (1.1) with σ(λ) = λ can be found in [8].
Let us first work with the case when M is a compact metric space. For n ≥ 0, let
H±nλ = H
±1
σn−1(λ) ◦ · · · ◦H
±1
σ(λ) ◦H
±1
λ .
Note that H+nλ is the second coordinate of the n-fold iterate of H(λ, x, y). Furthermore
(H+nλ )
−1 = H−1λ ◦H
−1
σ(λ) ◦ · · · ◦H
−1
σn−1(λ) 6= H
−n
λ
and
(H−nλ )
−1 = Hλ ◦Hσ(λ) ◦ · · · ◦Hσn−1(λ) 6= H
+n
λ
for n ≥ 2. The presence of σ creates an asymmetry which is absent in the case of a single
He´non map and which requires the consideration of these maps as will be seen later. In
what follows, no conditions on σ except continuity are assumed unless stated otherwise.
The first thing to do is to construct invariant measures for the family H(λ, x, y) that
respect the action of σ. The essential step toward this is to construct a uniform filtration
VR, V
±
R for the maps Hλ where R > 0 is sufficiently large.
For each λ ∈M , the sets I±λ of escaping points and the sets K
±
λ of non-escaping points
under random iteration determined by σ on M are defined as follows:
I±λ = {z ∈ C
2 : ‖H±nλ (x, y)‖ → ∞ as n→∞},
K±λ = {z ∈ C
2 : the sequence {H±nλ (x, y)}n is bounded}
Clearly, H±1λ (K
±
λ ) = K
±
σ(λ) and H
±1
λ (I
±
λ ) = I
±
σ(λ). Define Kλ = K
+
λ ∩K
−
λ , J
±
λ = ∂K
±
λ and
Jλ = J
+
λ ∩ J
−
λ . For each λ ∈M and n ≥ 1, let
G±n,λ(x, y) =
1
dn
log+ ‖H±nλ (x, y)‖
where log+ t = max{log t, 0}.
Proposition 1.1. The sequence G±n,λ converges uniformly on compact subsets of M ×C
2
to a continuous function G±λ as n→∞ that satisfies
d±1G±λ = G
±
σ(λ) ◦H
±1
λ
on C2. The functions G±λ are positive pluriharmonic on C
2 \ K±λ , plurisubharmonic on
C2 and vanish precisely on K±λ . The correspondence λ 7→ G
±
λ is continuous. In case σ
is surjective, G+λ is locally uniformly Ho¨lder continuous, i.e., for each compact S ⊂ C
2,
there exist constants τ, C > 0 such that∣∣G+λ (x, y)−G+λ (x′, y′)∣∣ ≤ C‖(x, y)− (x′, y′)‖τ
for all (x, y), (x′, y′) ∈ S. The constants τ, C depend on S and the map H only.
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As a result, µ±λ = (1/2π)dd
cG±λ are well defined positive closed (1, 1) currents on C
2 and
hence µλ = µ
+
λ ∧µ
−
λ defines a probability measure on C
2 whose support is contained in VR
for every λ ∈M . Moreover the correspondence λ 7→ µλ is continuous. That these objects
are well behaved under the pullback and push forward operations by Hλ and at the same
time respect the action of σ is recorded in the following:
Proposition 1.2. With µ±λ , µλ as above, we have
(H±1λ )
∗
µ±σ(λ) = d
±1µ±λ , (Hλ)∗µ
±
λ = d
∓1µ±σ(λ)
The support of µ±λ equals J
±
λ and the correspondence λ 7→ J
±
λ is lower semi-continuous.
Furthermore, for each λ ∈ M , the pluricomplex Green function of Kλ is max{G
+
λ , G
−
λ },
µλ is the complex equilibrium measure of Kλ and supp(µλ) ⊆ Jλ.
In particular, if σ is the identity on M , then (H±1λ )
∗µλ = µλ.
Let T be a positive closed (1, 1) current in a domain Ω ⊂ C2 and let ψ ∈ C∞0 (Ω) with
ψ ≥ 0 be such that supp(ψ) ∩ supp(dT ) = φ. Theorem 1.6 in [3] shows that for a single
He´non map H of degree d, the sequence d−nHn∗(ψT ) always converges to cµ+ where
c =
∫
ψT ∧ µ− > 0. In the same vein, for each λ ∈ M let Sλ(ψ, T ) be the set of all
possible limit points of the sequence d−n
(
H+nλ
)∗
(ψT ).
Theorem 1.3. Sλ(ψ, T ) is nonempty for each λ ∈ M and T, ψ as above. Each γλ ∈
Sλ(ψ, T ) is a positive multiple of µ
+
λ .
In general, Sλ(ψ, T ) may be a large set. However, there are two cases for which it is
possible to determine the cardinality of Sλ(ψ, T ) and both are illustrated by the examples
mentioned earlier.
Proposition 1.4. If σ is the identity on M or when σ : M → M is a contraction,
i.e., there exists λ0 ∈ M such that σ
n(λ) → λ0 for all λ ∈ M , the set Sλ(ψ, T ) consists
of precisely one element. Consequently, in each of these cases there exists a constant
cλ(ψ, T ) > 0 such that
lim
n→∞
d−n
(
H+nλ
)∗
(ψT ) = cλ(ψ, T )µ
+
λ .
Let us now consider the case when M is a relatively compact open subset of Ck, k ≥ 1
and the map σ is the identity on M . Since this means that the slices over each point in
M are preserved, we may (by shrinking M slightly) assume that the maps Hλ are well
defined in a neighborhood of M . Thus the earlier discussion about the construction of
µ±λ , µλ applies to the family (which will henceforth be considered)
H : M × C2 →M × C2,
H(λ, x, y) = (λ,Hλ(x, y)).
For every probability measure µ′ on M ,
(1.2) 〈µ, φ〉 =
∫
M
(∫
{λ}×C2
φ µλ
)
µ′(λ)
defines a measure onM×C2 by describing its action on continuous functions φ onM×C2.
This is not a dynamically natural measure since µ′ is arbitrary. It will turn out that the
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support of µ is contained in
J =
⋃
λ∈M
({λ} × Jλ) ⊂M × VR.
The slice measures of µ are evidently µλ and since σ is the identity it can be seen from
Proposition 1.2 that µ is an invariant probability measure for H as above.
Theorem 1.5. Regard H as a self map of supp(µ) with invariant measure µ. The measure
theoretic entropy of H with respect to µ is at least log d. In particular, the topological
entropy of H : J → J is at least log d.
It would be both interesting and desirable to obtain lower bounds for the topological
entropy for an arbitrary continuous function σ in (1.1).
We will now consider continuous families of holomorphic endomorphisms of Pk. For a
compact metric space M , σ a continuous self map of M , define F :M × Pk → M × Pk as
(1.3) F (λ, z) = (σ(λ), fλ(z))
where fλ is a holomorphic endomorphism of P
k that depends continuously on λ. Each fλ
is assumed to have a fixed degree d ≥ 2. Corresponding to each fλ there exists a non-
degenerate homogeneous holomorphic mapping Fλ : C
k+1 → Ck+1 such that π◦Fλ = fλ◦π
where π : Ck+1 \ {0} → Pk is the canonical projection. Here, non-degeneracy means that
F−1λ (0) = 0 which in turn implies that there are uniform constants l, L > 0 with
l‖x‖d ≤ ‖Fλ(x)‖ ≤ L‖x‖
d(1.4)
for all λ ∈M and x ∈ Ck+1. Therefore for 0 < r ≤ (2L)−1/(d−1)
‖Fλ(x)‖ ≤ (1/2)‖x‖
for all λ ∈M and ‖x‖ ≤ r. Likewise for R ≥ (2l)−1/(d−1)
‖Fλ(x)‖ ≥ 2‖x‖
for all λ ∈M and ‖x‖ ≥ R.
While the ergodic properties of such a family have been considered in [6], [7] for instance,
we are interested in looking at the basins of attraction which may be defined for each
λ ∈M as
Aλ =
{
x ∈ Ck+1 : Fσn−1(λ) ◦ . . . ◦ Fσ(λ) ◦ Fλ(x)→ 0 as n→∞
}
and for each λ ∈ M the region of normality Ω′λ ⊂ P
k which consists of all points z ∈ Pk
for which there is a neighborhood Vz on which the sequence
{
fσn−1(λ) ◦ . . . ◦ fσ(λ) ◦ fλ
}
n≥1
is normal. Analogs of Aλ arising from composing a given sequence of automorphisms of
Cn have been considered in [18] where an example can be found for which these are not
open in Cn. However, since each Fλ is homogeneous, it is straightforward to verify that
each Aλ is a nonempty, pseudoconvex complete circular domain. As in the case of a single
holomorphic endomorphism of Pk (see [14], [20]), the link between these two domains is
provided by the Green function.
For each λ ∈ M and n ≥ 1, let
Gn,λ(x) =
1
dn
log ‖Fσn−1(λ) ◦ . . . ◦ Fσ(λ) ◦ Fλ(x)‖.
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Proposition 1.6. For each λ ∈ M , the sequence Gn,λ converges uniformly on C
k+1 to a
continuous plurisubharmonic function Gλ which satisfies
Gλ(cx) = log |c|+Gλ(x)
for c ∈ C∗. Further, dGλ = Gσ(λ) ◦ Fλ, and Gλn → Gλ locally uniformly on C
k+1 \ {0} as
λn → λ in M . Finally,
Aλ = {x ∈ C
k+1 : Gλ(x) < 0}
for each λ ∈ M .
For each λ ∈ M , let Hλ ⊂ C
k+1 be the collection of those points in a neighborhood of
which Gλ is pluriharmonic and define Ωλ = π(Hλ) ⊂ P
k.
Proposition 1.7. For each λ ∈ M , Ωλ = Ω
′
λ. Further, each Ωλ is pseudoconvex and
Kobayashi hyperbolic.
Acknowledgment: The first named author would like to thank G. Buzzard and M.
Jonsson for their helpful comments in an earlier version of this paper.
2. Fibered families of He´non maps
The existence of a filtration V ±R , VR for a He´non map is useful in localizing its dynamical
behavior. To study a family of such maps, it is therefore essential to first establish the
existence of a uniform filtration that works for all of them. Let
V +R =
{
(x, y) ∈ C2 : |y| > |x|, |y| > R
}
,
V −R =
{
(x, y) ∈ C2 : |y| < |x|, |x| > R
}
,
VR =
{
(x, y) ∈ C2 : |x|, |y| ≤ R}
be a filtration of C2 where R is large enough so that
Hλ(V
+
R ) ⊂ V
+
R
for each λ ∈M . The existence of such an R is shown in the following lemma.
Lemma 2.1. There exists R > 0 such that
Hλ(V
+
R ) ⊂ V
+
R , Hλ(V
+
R ∪ VR) ⊂ V
+
R ∪ VR
and
H−1λ (V
−
R ) ⊂ V
−
R , H
−1
λ (V
−
R ∪ VR) ⊂ V
−
R ∪ VR
for all λ ∈M . Furthermore,
I±λ = C
2 \K±λ =
∞⋃
n=0
(H±nλ )
−1(V ±R ).
Proof. Let
pj,λ(y) = y
dj + cλ(dj−1)y
dj−1 + . . .+ cλ1y + cλ0
be the polynomial that occurs in the definition of H
(j)
λ . Then
(2.1) |y−djpj,λ(y)− 1| ≤ |cλ(dj−1)y
−1|+ . . .+ |cλ1y
−dj+1|+ |cλ0y
−dj |.
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Let a = supλ,j |aλ,j|. Since the coefficients of pj,λ are continuous onM , which is assumed
to be compact, and dj ≥ 2 it follows that there exists R > 0 such that
|pj,λ(y)| ≥ (2 + a)|y|
for |y| > R, λ ∈ M and 1 ≤ j ≤ m. To see that Hλ(V
+
R ) ⊂ V
+
R for this R, pick
(x, y) ∈ V +R . Then
(2.2) |pj,λ(y)− aj(λ)x| ≥ |pj,λ(y)| − |aj(λ)x| ≥ |y|
for all 1 ≤ j ≤ m. It follows that the second coordinate of each H
(j)
λ dominates the first
one. This implies that
Hλ(V
+
R ) ⊂ V
+
R
for all λ ∈M . The other invariance properties follow by using similar arguments.
Let ρ > 1 be such that
|pj,λ(y)− aj(λ)x| > ρ|y|
for (x, y) ∈ V +R , λ ∈ M and 1 ≤ j ≤ m. That such a ρ exists follows from (2.2). By
letting π1 and π2 be the projections on the first and second coordinate respectively, one
can conclude inductively that
(2.3) Hλ(x, y) ∈ V
+
R and |π2(Hλ(x, y))| > ρ
m|y|.
Analogously, for all (x, y) ∈ V −R and for all λ ∈M , there exists a ρ > 1 satisfying
(2.4) H−1λ (x, y) ∈ V
−
R and |π1(H
−1
λ (x, y))| > ρ
m|x|.
These two facts imply that
(2.5) V +R ⊂ H
−1
λ (V
+
R ) ⊂ H
−1
λ ◦H
−1
σ(λ)(V
+
R ) ⊂ . . . ⊂ (H
+n
λ )
−1(V +R ) ⊂ . . .
and
(2.6) V −R ⊃ H
−1
λ (V
−
R ) ⊃ H
−1
λ ◦H
−1
σ(λ)(V
−
R ) ⊃ . . . ⊃ (H
+n
λ )
−1(V −R ) ⊃ . . . .
At this point one can observe that if we start with a point in V +R , it eventually escapes
toward the point at infinity under forward iteration determined by the continuous function
σ, i.e., |H+nλ (x, y)| → ∞ as n → ∞. This can be justified by using (2.3) and observing
that
|ynλ | > ρ
m|yn−1λ | > ρ
2m|yn−2λ | > . . . > ρ
nm|y| > ρnmR
where H+nλ (x, y) = (x
n
λ, y
n
λ). A similar argument shows that if we start with any point in
(x, y) ∈
⋃∞
n=0(H
+n
λ )
−1(V +R ) the orbit of the point never remains bounded. Therefore
(2.7)
∞⋃
n=0
(H+nλ )
−1(V +R ) ⊆ I
+
λ .
Moreover using (2.3) and (2.4), we get
(H−nλ )
−1(V +R ) ⊆
{
(x, y) : |y| > ρnmR
}
and
(H+nλ )
−1(V −R ) ⊆
{
(x, y) : |x| > ρnmR
}
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which give
(2.8)
∞⋂
n=0
(H−nλ )
−1(V +R ) =
∞⋂
n=0
(H−nλ )
−1(V +R ) = φ
and
(2.9)
∞⋂
n=0
(H+nλ )
−1(V −R ) =
∞⋂
n=0
(H+nλ )
−1(V −R ) = φ
respectively. Set
W+R = C
2 \ V −R and W
−
R = C
2 \ V +R .
Note that (2.6) and (2.9) are equivalent to
(2.10) W+R ⊂ H
−1
λ (W
+
R ) ⊂ . . . ⊂ (H
+n
λ )
−1(W+R ) ⊂ . . .
and
(2.11)
∞⋃
n=0
(H+nλ )
−1(W+R ) = C
2
respectively. Now (2.11) implies that for any point (x, y) ∈ C2 there exists n0 > 0 such
that H+nλ (x, y) ∈ W
+
R ⊂ VR ∪ V
+
R for all n ≥ n0. So either
H+nλ (x, y) ∈ VR
for all n ≥ n0 or there exists n1 ≥ n0 such that H
+n1
λ (x, y) ∈ V
+
R . In the latter case,
H
+(n1+1)
λ (x, y) ∈ V
+
R by (2.3). This implies that
I+λ = C
2 \K+λ =
∞⋃
n=0
(H+nλ )
−1(V +R ).
A set of similar arguments yield
I−λ = C
2 \K−λ =
∞⋃
n=0
(H−nλ )
−1(V −R ).

Remark 2.2. It follows from Lemma 2.1 that for any compact Aλ ⊂ C
2 satisfying Aλ ∩
K+λ = φ, there exists Nλ > 0 such that H
+nλ
λ (Aλ) ⊆ V
+
R . More generally, for any
compact A ⊂ C2 that satisfies A ∩K+λ = φ for each λ ∈ M , there exists N > 0 so that
H+Nλ (A) ⊆ V
+
R for all λ ∈ M . The proof again relies on the fact that the coefficients of
pj,λ and aj(λ) vary continuously in λ on the compact set M for all 1 ≤ j ≤ m.
Remark 2.3. By applying the same kind of techniques as in the case of a single He´non
map, it is possible to show that I±λ are nonempty, pseudoconvex domains and K
±
λ are
closed sets satisfying K±λ ∩V
±
R = φ and having nonempty intersection with the y-axis and
x-axis respectively. In particular, K±λ are nonempty and unbounded.
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Proof of Proposition 1.1. Since the polynomials pj,λ are all monic, it follows that for
every small ǫ1 > 0 there is a large enough R > 1 so that for all (x, y) ∈ V
+
R , 1 ≤ j ≤ m
and for all λ ∈M , we have H
(j)
λ (x, y) ∈ V
+
R and
(2.12) (1− ǫ1)|y|
dj < |π2 ◦H
(j)
λ (x, y)| < (1 + ǫ1)|y|
dj .
For a given ǫ > 0, choose an ǫ1 > 0 small enough so that the constants
A1 =
m∏
j=1
(1− ǫ1)
dj+1...dm and A2 =
m∏
j=1
(1 + ǫ1)
dj+1...dm
(where dj+1 . . . dm = 1 by definition when j = m) satisfy 1 − ǫ ≤ A1 and A2 ≤ 1 + ǫ.
Therefore by applying (2.12) inductively, we get
(2.13) (1− ǫ)|y|d ≤ A1|y|
d < |π2 ◦Hλ(x, y)| < A2|y|
d ≤ (1 + ǫ)|y|d
for all λ ∈ M and for all (x, y) ∈ V +R . Let (x, y) ∈ V
+
R . In view of (2.3) there exists a
large R > 1 so that H+nλ (x, y) = (x
n
λ, y
n
λ) ∈ V
+
R for all n ≥ 1 and for all λ ∈ M . Therefore
G+n,λ(x, y) =
1
dn
log|π2 ◦H
+n
λ (x, y)|
and by applying (2.13) inductively we obtain
(1− ǫ)1+d+...+d
n−1
|y|d
n
< |ynλ| < (1 + ǫ)
1+d+...+dn−1 |y|d
n
.
Hence
(2.14) 0 < log|y|+K1 < G
+
n,λ(x, y) =
1
dn
log|π2 ◦H
+n
λ (x, y)| < log|y|+K2,
with K1 = (d
n − 1)/(dn(d− 1)) log(1− ǫ) and K2 = (d
n − 1)/(dn(d− 1)) log(1 + ǫ).
By (2.14) it follows that
|G+n+1,λ(x, y)−G
+
n,λ(x, y)| =
∣∣d−n−1 log|yn+1λ /(ynλ)d|∣∣ . d−n−1
which proves that {G+n,λ} converges uniformly on V
+
R . As a limit of a sequence of uniformly
convergent pluriharmonic functions {G+n,λ}, G
+
λ is also pluriharmonic for each λ ∈ M on
V +R . Again by (2.14), for each λ ∈M ,
G+λ − log|y|
is a bounded pluriharmonic function in V +R . Therefore its restriction to vertical lines of
the form x = c can be continued across the point (c,∞) as a pluriharmonic function.
Since
lim
|y|→∞
(G+λ (x, y)− log|y|)
is bounded in x ∈ C by (2.14) it follows that lim|y|→∞(G
+
λ (x, y) − log|y|) must be a
constant, say γλ which also satisfies
log(1− ǫ)/(d− 1) ≤ γλ ≤ log(1 + ǫ)/(d− 1).
As ǫ > 0 is arbitrary, it follows that
(2.15) G+λ (x, y) = log|y|+ uλ(x, y)
on V +R where uλ is a bounded pluriharmonic function satisfying uλ(x, y)→ 0 as |y| → ∞.
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Now fix λ ∈M and n ≥ 1. For any r > n
G+r,λ(x, y) = d
−rlog+|H+rλ (x, y)|
= d−nG+(r−n),σn(λ) ◦H
+n
λ (x, y).
As r → ∞, G+r,λ converges uniformly on (H
+n
λ )
−1(V +R ) to the pluriharmonic function
d−nG+σn(λ) ◦H
+n
λ . Hence
dnG+λ (x, y) = G
+
σn(λ) ◦H
+n
λ (x, y)
for (x, y) ∈ (H+nλ )
−1(V +R ). By (2.14), for (x, y) ∈ (H
+n
λ )
−1(V +R )
G+r,λ(x, y) = d
−nG+(r−n),σn(λ) ◦H
+n
λ (x, y) > d
−n(logR +K1) > 0,
for each r > n which shows that
G+λ (x, y) ≥ d
−n(logR +K1) > 0
for (x, y) ∈ (H+nλ )
−1(V +R ). This is true for each n ≥ 1. Hence G
+
r,λ converges uniformly to
the pluriharmonic function G+λ on every compact set of
∞⋃
n=0
(H+nλ )
−1(V +R ) = C
2 \K+λ .
Moreover G+λ > 0 on C
2 \K+λ .
Note that for each λ ∈M , G+λ = 0 on K
+
λ . By Remark 2.3, there exists a large enough
R > 1 so that K+λ ⊆ VR ∪ V
−
R for all λ ∈ M . Now choose any A > R > 1. We will show
that {G+n,λ} converges uniformly to G
+
λ on the bidisc
∆A = {(x, y) : |x| ≤ A, |y| ≤ A}
as n→∞. Consider the sets
N = {(x, y) ∈ C2 : |x| ≤ A}, Nλ = N ∩K
+
λ
for each λ ∈ M . Start with any point z = (x0, x1) ∈ C
2 and define (xλi , x
λ
i+1) for λ ∈ M
and i ≥ 1 in the following way:
(xλ0 , x
λ
1)
H
(1)
λ−−→ (xλ1 , x
λ
2)
H
(2)
λ−−→ . . .
H
(m)
λ−−−→ (xλm, x
λ
m+1)
H
(1)
λ−−→ (xλm+1, x
λ
m+2)→ . . . ,
where (xλ0 , x
λ
1) = (x0, x1) and we apply H
(1)
λ , . . . , H
(m)
λ periodically for all λ ∈ M . In-
ductively one can show that if (xλi , x
λ
i+1) ∈ Nλ for 0 ≤ i ≤ j − 1, then |x
λ
i | ≤ A for
0 ≤ i ≤ j.
This implies that there exists n0 > 0 independent of λ so that
(2.16) G+n,λ(x, y) < ǫ
for all n ≥ n0 and for all (x, y) ∈ Nλ. Consider a line segment
La = {(a, w) : |w| ≤ A} ⊂ C
2
with |a| ≤ A. Then G+n,λ −G
+
λ is harmonic on L
λ
a = {(a, w) : |w| < A} \K
+
λ viewed as a
subset of C and the boundary of Lλa lies in {(a, w) : |w| = A} ∪ (K
+
λ ∩ La). By Remark
2.2, there exists n1 > 0 so that
−ǫ < G+n,λ(a, w)−G
+
λ (a, w) < ǫ
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for all n ≥ n1 and for all (a, w) ∈ {|a| ≤ A, |w| = A}. The maximum principle shows that
−ǫ < G+n,λ(x, y)−G
+
λ (x, y) < ǫ
for all n ≥ max{n0, n1} and for all (x, y) ∈ L
λ
a . This shows that for any given ǫ > 0 there
exists n2 > 0 such that
(2.17) − ǫ < G+n,λ(z)−G
+
λ (z) < ǫ
for all n ≥ n2 and for all (λ, z) ∈M ×∆A.
HenceG+n,λ converges uniformly toG
+
λ on any compact subset of C
2 and this convergence
is also uniform with respect to λ ∈ M . In particular this implies that for each λ ∈ M ,
G+λ is continuous on C
2 and pluriharmonic on C2 \ K+λ . Moreover G
+
λ vanishes on K
+
λ .
In particular, for each λ ∈M , G+λ satisfies the submean value property on C
2. Hence G+λ
is plurisubharmonic on C2.
Next, to show that the correspondence λ 7→ G±λ is continuous, take a compact set
S ⊂ C2 and λ0 ∈M . Then
|G+λ (x, y)−G
+
λ0
(x, y)| ≤ |G+n,λ(x, y)−G
+
λ (x, y)|+ |G
+
n,λ(x, y)−G
+
n,λ0
(x, y)|
+ |G+n,λ0(x, y)−G
+
λ0
(x, y)|
for (x, y) ∈ S. It follows from (2.17) that for given ǫ > 0, one can choose a large n0 > 0
such that the first and third terms above are less that ǫ/3. By choosing λ close enough
to λ0 it follows that G
+
n0,λ
(x, y) and G+n0,λ0(x, y) do not differ by more than ǫ/3. Hence
the correspondence λ 7→ G+λ is continuous. Similarly, the correspondence λ 7→ G
−
λ is also
continuous.
To prove that G+λ is Ho¨lder continuous for each λ ∈ M , fix a compact S ⊂ C
2 and let
R > 1 be such that S is compactly contained in VR. Using the continuity of G
+
λ in λ,
there exists a δ > 0 such that G+λ (x, y) > (d+ 1)δ for each λ ∈M and (x, y) ∈ V
+
R . Now
note that the correspondence λ 7→ K+λ ∩ VR is upper semi-continuous. Indeed, if this is
not the case, then there exists a λ0 ∈ M , an ǫ > 0 and a sequence λn ∈ M converging
to λ0 such that for each n ≥ 1 there exists a point an ∈ K
+
λn
∩ VR satisfying |an − z| ≥ ǫ
for all z ∈ K+λ0 . Let a be a limit point of the an’s. Then by the continuity of λ 7→ G
+
λ it
follows that
0 = G+λn(an)→ G
+
λ (a)
which implies that a ∈ K+λ0. This is a contradiction. For each λ ∈M , define
Ωλδ =
{
(x, y) ∈ VR : δ < G
+
λ (x, y) ≤ dδ
}
and
Cλ = sup
{
|∂G+λ /∂x|, |∂G
+
λ /∂y| : (x, y) ∈ Ω
λ
δ
}
.
The first observation is that the Cλ’s are uniformly bounded above as λ varies in M . To
see this, fix λ0 ∈ M and τ > 0 and let W ⊂ M be a neighbourhood of λ0 such that the
sets
ΩW =
⋃
λ∈W
Ωλδ and KW =
⋃
λ∈W
(K+λ ∩ VR)
are separated by a distance of at least τ . This is possible since K+λ ∩ VR is upper semi-
continuous in λ. For each λ ∈ W , G+λ is pluriharmonic on a fixed slightly larger open set
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containing ΩW . Cover the closure of this slightly larger open set by finitely many open
balls and on each ball, the mean value property shows that the derivatives of G+λ are
dominated by a universal constant times the sup norm of G+λ on it – and this in turn is
dominated by the number of open balls (which is the same for all λ ∈ W ) times the sup
norm of G+λ on VR upto a univeral constant. Since G
+
λ varies continuously in λ, it follows
that the Cλ’s are uniformly bounded for λ ∈ W and the compactness of M gives a global
bound, say C > 0 independent of λ.
Fix λ0 ∈M and pick (x, y) ∈ S \K
+
λ0
. Let N > 0 be such that
d−Nδ < G+λ0(x, y) ≤ d
−N+1δ
so that
δ < dNG+λ0(x, y) ≤ dδ.
The assumption that N > 0 means that (x, y) is very close to K+λ0 . But
dNG+λ0(x, y) = G
+
σN (λ0)
◦H+Nλ0 (x, y)
which implies that H+Nλ0 (x, y) ∈ Ω
σN (λ0)
δ where G
+
σN (λ0)
is pluriharmonic. Note that
Hλ0(VR ∪ V
+
R ) ⊂ VR ∪ V
+
R , Hλ0(V
+
R ) ⊂ V
+
R
which shows that H+kλ0 ∈ VR for all k ≤ N since all the G
+
λ ’s are at least (d+ 1)δ on V
+
R .
Differentiation of the above identity leads to
dN
∂G+λ0
∂x
(x, y) =
∂G+
σN (λ0)
∂x
(H+Nλ0 )
∂(π1 ◦H
+N
λ0
)
∂x
(x, y) +
∂G+
σN (λ0)
∂y
(H+Nλ0 )
∂(π2 ◦H
+N
λ0
)
∂x
(x, y).
Let the derivatives of Hλ be bounded above on VR by Aλ and let A = supAλ < ∞. It
follows that the derivatives of H+Nλ0 are bounded above by 2
N−1AN on VR. Hence
|dN∂G+λ0/∂x(x, y)| ≤ C(2A)
N .
Let γ = log 2A/ log d so that C(2A)N = CdNγ. Therefore
|∂G+λ0/∂x| ≤ Cd
N(γ−1) ≤ C(dδ/G+λ0)
γ−1
which implies that
|∂(G+λ0)
γ/∂x| ≤ Cγ(dδ)γ−1.
A similar argument can be used to bound the partial derivative of (G+λ0)
γ with respect to
y. Thus the gradient of (G+λ0)
γ is bounded uniformly at all points that are close to K+λ0 .
Now suppose that (x, y) ∈ S \K+λ0 is such that
dNδ < G+λ0(x, y) ≤ d
N+1δ
for some N > 0. This means that (x, y) is far away from K+λ0 and the above equation can
be written as
δ < d−NG+λ0(x, y) ≤ dδ.
By the surjectivity of σ, there exists a µ0 ∈ M such that σ
N(µ0) = λ0. With this the
invariance property of the Green’s functions now reads
G+µ0 ◦ (H
+N
µ0
)−1(x, y) = d−NG+λ0(x, y).
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The compactness of S shows that there is a fixed integer m < 0 such that if (x, y) is far
away from S \K+λ0 then it be can brought into the strip{
(x, y) : δ < G+λ0(x, y) ≤ dδ
}
by (H
+|k|
λ )
−1 for some m ≤ k < 0 and for all λ ∈ M . By enlarging R we may assume
that the image of S under all the maps (H
+|k|
λ )
−1, m ≤ k < 0 is contained in VR. By
increasing A, we may also assume that all the derivatives of Hλ and H
−1
λ are bounded
by A on VR. Now repeating the same argument as above, it follows that the gradient
of (G+λ0)
γ is bounded uniformly at all points that are far away from K+λ0 – the nuance
about choosing γ as before is also valid. The choice of µ0 such that σ
N(µ0) = λ0 is
irrelevant since the derivatives involved are with respect to x, y only. The only remaining
case is when (x, y) ∈ Ωδλ0 which precisely means that N = 0. But in this case, (G
+
λ0
)γ−1 is
uniformly bounded on VR and so are the derivatives of G
+
λ0
on Ωδλ0 by the reasoning given
earlier. Therefore there is a uniform bound on the gradient of (G+λ0)
γ everywhere on S.
This shows that (G+λ0)
γ is Lipschitz on S which implies that G+λ0 is Ho¨lder continuous on
S with exponent 1/γ = log d/ log 2A. A set of similar arguments can be applied to deduce
analogous results for G−λ .
Proof of Proposition 1.2. We have
(H±1λ )
∗(µ±σ(λ)) = (H
±1
λ )
∗(ddcG±σ(λ)) = dd
c(G±σ(λ) ◦H
±1
λ ) = dd
c(d±1G±λ ) = d
±1µ±λ
where the third equality follows from Proposition 1.1. A similar exercise shows that
(H±1λ )∗µ
±
λ = d
∓1µ±σ(λ).
If σ is the identity on M , then
G+λ ◦H
±1
λ = d
±1G+λ and G
−
λ ◦H
±1
λ = d
∓1G−λ
which in turn imply that
(H±1λ )
∗µλ = (H
±1
λ )
∗(µ+λ ∧ µ
−
λ ) = (H
±1
λ )
∗µ+λ ∧ (H
±1
λ )
∗µ−λ = d
±1µ+λ ∧ d
∓1µ−λ = µλ.
By Proposition 1.1, the support of µ+λ is contained in J
+
λ . To prove the converse, let
z0 ∈ J
+
λ and suppose that µ
+
λ = 0 on a neighbourhood Uz0 of z0. This means that G
+
λ is
pluriharmonic on Uz0 and G
+
λ attains its minimum value of zero at z0. This implies that
G+λ ≡ 0 on Uz0 which contradicts the fact that G
+
λ > 0 on C
2 \ K+λ . Similar arguments
can be applied to prove that supp(µ−λ ) = J
−
λ .
Finally, to show that λ 7→ J+λ is lower semicontinuous, fix λ0 ∈ M and ǫ > 0. Let
x0 ∈ J
+
λ0
= supp(µ+λ0). Then µ
+
λ0
(B(x0, ǫ/2)) 6= 0. Since the correspondence λ 7→ µ
+
λ is
continuous, there exists a δ > 0 such that
d(λ, λ0) < δ implies µ
+
λ (B(x0; ǫ/2)) 6= 0.
Therefore x0 ∈ (J
+
λ )
ǫ
=
⋃
a∈J+
λ
B(a, ǫ) for all λ ∈ M satisfying d(λ, λ0) < δ. Hence the
correspondence λ 7→ J±λ is lower semicontinuous.
Let L be the class of plurisubharmonic functions on C2 of logarithmic growth, i.e.,
L = {u ∈ PSH(C2) : u(x, y) ≤ log+‖(x, y)‖+ L}
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for some L > 0 and let
L˜ = {u ∈ PSH(C2) : log+‖(x, y)‖ − L ≤ u(x, y) ≤ log+‖(x, y)‖+ L}
for some L > 0. Note that there exists L > 0 such that
G+λ (z) ≤ log
+‖z‖+ L
for all z ∈ C2 and for all λ ∈ M . Thus G+λ ∈ L for all λ ∈ M . For E ⊆ C
2, the
pluricomplex Green function of E is
LE(z) = sup{u(z) : u ∈ L, u ≤ 0 on E}.
and let L∗E(z) be its upper semicontinuous regularization.
It turns out that the pluricomplex Green function of K±λ is G
±
λ for all λ ∈ M . The
arguments are similar to those employed for a single He´non map and we merely point out
the salient features. Fix λ ∈ M . Then G+λ = 0 on K
+
λ and G
+
λ ∈ L. So G
+
λ ≤ LK+
λ
. To
show equality, let u ∈ L be such that u ≤ 0 = G+λ on K
+
λ . By Proposition 1.1, there
exists M > 0 such that
log|y| −M < G+λ (x, y) < log|y|+M
for (x, y) ∈ V +R . Since u ∈ L,
u(x, y)−G+λ (x, y) ≤M1
for some M1 > 0 and (x, y) ∈ V
+
R .
Fix x0 ∈ C and note that u(x0, y) − G
+
λ (x0, y) is a bounded subharmonic function on
the vertical line Tx0 = C \ (K
+
λ ∩{x = x0}) and hence it can be extended across the point
y =∞ as a subharmonic function. Note also that
u(x0, y)−Gλ(x0, y) ≤ 0
on ∂T ⊆ K+λ ∩{x = x0}. By the maximum principle it follows that u(x0, y)−Gλ(x0, y) ≤ 0
on Tx0 . This implies that u ≤ G
+
λ in C
2 \K+λ which in turn shows that LK+
λ
= G+λ . Since
G+λ is continuous on C
2, we have
LK+
λ
= L∗
K+
λ
= G+λ .
Similar arguments show that
LK−
λ
= L∗
K−
λ
= G−λ .
Let uλ = max{G
+
λ , G
−
λ }. Again by Proposition 1.1 it follows that uλ ∈ L˜. For ǫ > 0, set
G±λ,ǫ = max{G
±
λ , ǫ} and uλ,ǫ = max{G
+
λ,ǫ, G
−
λ,ǫ}. By Bedford–Taylor,
(ddcuλ,ǫ)
2 = ddcG+λ,ǫ ∧ dd
cG−λ,ǫ.
Now for a z ∈ C2 \K±λ , there exists a small neighborhood Ωz ⊂ C
2 \K±λ of z such that
(ddcuλ,ǫ)
2 = 0 on Ωz for sufficiently small ǫ. It follows that supp((dd
cuλ))
2 ⊂ Kλ.
Since G±λ = L
∗
Kλ
± ≤ L∗Kλ , we have uλ ≤ L
∗
Kλ
. Further note that L∗Kλ ≤ LKλ ≤ 0 =
uλ almost every where on Kλ with respect to the measure (dd
cuλ)
2. This is because
the set {L∗Kλ > LKλ} is pluripolar and consequently has measure zero with respect to
(ddcuλ)
2. Therefore L∗Kλ ≤ uλ in C
2. Finally, LKλ is continuous and thus L
∗
Kλ
= LKλ =
max{G+λ , G
−
λ }.
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For a non-pluripolar bounded set E in C2 the complex equilibrium measure is µE =
(ddcL∗E)
2. Again by Bedford–Taylor, µKλ = limǫ→0 (dd
cmax{G+λ , G
−
λ , ǫ})
2
which when
combined with
µλ = µ
+
λ ∧ µ
−
λ = limǫ→0
ddcG+λ,ǫ ∧ dd
cG−λ,ǫ
and
(ddcmax{G+λ , G
−
λ , ǫ})
2
= ddcG+λ,ǫ ∧ dd
cG−λ,ǫ
shows that µλ is the equilibrium measure ofKλ. Since supp(µ
±
λ ) = J
±
λ , we have supp(µλ) ⊂
Jλ.
2.1. Proof of Theorem 1.3. Let Ly be the subclass of L consisting of all those functions
v for which there exists R > 0 such that
v(x, y)− log |y|
is a bounded pluriharmonic function on V +R .
Fix λ ∈M and let ω = 1/4 ddc log(1 + ‖z‖2). For a (1, 1) test form ϕ on C2, it follows
that there exists a C > 0 such that
−C‖ϕ‖ω ≤ ϕ ≤ C‖ϕ‖ω
by the positivity of ω.
Step 1: Sλ is nonempty.
Note that
1
dn
∣∣∣∣∫
C2
(H+nλ )
∗(ψT ) ∧ ϕ
∣∣∣∣ . ‖ϕ‖dn
∫
C2
(H+nλ )
∗(ψT ) ∧ ddc log(1 + ‖z‖2)
.
‖ϕ‖
dn
∫
C2
ddc(ψT ) ∧ log(1 + ‖(H+nλ )
−1(z)‖).(2.18)
Direct calculations show that
1
dn
log+ ‖(H+nλ )
−1(z)‖ ≤ log+ |z|+ C
for some C > 0, for all n ≥ 1, λ ∈M and
(2.19) log(1 + ‖z‖2) ≤ 2 log+ |z| + 2 log 2.
It follows that
0 ≤
1
dn
log
(
1 + ‖(H+nλ )
−1‖
)
≤ 2 log+ |z|+ C
for some C > 0, for all n > 0 and λ ∈M . Hence
(2.20)
1
dn
∣∣∣∣∫
C2
(H+nλ )
∗(ψT ) ∧ ϕ
∣∣∣∣ . ‖ϕ‖.
The Banach-Alaoglu theorem shows that there is a subsequence 1
d
nλ
j
(H
+nλj
λ )
∗(ψT ) that
converges in the sense of currents to a positive (1, 1) current, say γλ. This shows that Sλ
is nonempty. It also follows from the above discussion that
∫
C2
γλ ∧ ω < +∞.
Step 2: Each γλ ∈ Sλ is closed. Further, the support of γλ is contained in K
+
λ .
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Let χ be a smooth real 1-form with compact support in C2 and let ψ1 ≥ 0 be such that
ψ1 = 1 in a neighbourhood of supp(ψ). Then
1
dn
λ
j
∫
C2
dχ ∧ (H
+nλj
λ )
∗(ψT ) =
1
dn
λ
j
∫
C2
χ ◦ (H
+nλj
λ )
−1 ∧ dψ ∧ ψ1T.
to obtain which the assumption that supp(ψ) ∩ supp(dT ) = φ is used. By the Cauchy-
Schwarz inequality it follows that the term on the right above is dominated by the square
root of (∫
C2
(
(Jχ ∧ χ) ◦ (H
+nλj
λ )
−1
)
∧ ψ1T
)(∫
C2
dψ ∧ dcψ ∧ ψ1T
)
whose absolute value in turn is bounded above by a harmless constant times dn
λ
j . Here J
is the standard R-linear map on 1-forms satisfying J(dzj) = idzj for j = 1, 2. Therefore∣∣∣∣ 1
dn
λ
j
∫
C2
(χ ◦ (H
+nλj
λ )
−1 ∧ dψ ∧ ψ1T
∣∣∣∣ . d−nλj /2.
Evidently, the right hand side tends to zero as j →∞. This shows that γλ is closed.
Let R > 0 be large enough so that supp(ψT ) ∩ V +R = φ. Let z /∈ K
+
λ and Bz a
small open ball around it such that Bz ∩ K
+
λ = φ. By Lemma 2.1, there exists an
N > 0 such that H+nλ (Bz) ⊂ V
+
R for all n > N . Therefore Bz ∩ supp(H
+n
λ )
∗(ψT ) =
Bz ∩ (H
+n
λ )
−1(supp(ψT )) = φ for all n > N . Since supp(γλ) ⊂
⋃∞
n=N supp(H
+n
λ )
∗(ψT )),
we have z /∈ supp(γλ). This implies supp(γλ) ⊂ K
+
λ . Since K
+
λ ∩ V
+
R = φ for all λ ∈ M ,
it also follows that supp(γλ) does not intersect V
+
R .
Step 3: Each γλ is a multiple of µ
+
λ .
It follows from Proposition 8.3.6 in [21] that γλ = cγ,λdd
cUγ,λ for some cγ,λ > 0 and
Uγ,λ ∈ Ly. In this representation, cγ,λ is unique while Uγ,λ is unique upto additive con-
stants. We impose the following condition on Uγ,λ:
lim
|y|→∞
(Uγ,λ − log |y|) = 0
and this uniquely determines Uγ,λ. It will suffice to show that Uγ,λ = G
+
λ .
Let γλ,x denote the restriction of γλ to the plane {(x, y) : y ∈ C}. Since Uγ,λ ∈ Ly, it
follows that
(2.21)
∫
C
γλ,x = 2πcγ,λ, Uγ,λ(x, y) =
1
2πcγ,λ
∫
C
log |y − ζ |γλ,x(ζ).
Consider a uniform filtration V ±R , VR for all the maps Hλ where R
d > 2R and |pj,λ(y)| ≥
|y|d/2 for |y| ≥ R. Let 0 6= a = sup |aj(λ)| < ∞ (where the supremum is taken over all
1 ≤ j ≤ m and λ ∈M) and choose R1 > R
d/2. Define
A =
{
(x, y) ∈ C2 : |y|d ≥ 2(1 + a)|x|+ 2R1
}
.
Evidently A ⊂ {|y| > R}. Lemma 2.1 shows that for all λ ∈ M , Hλ(x, y) ⊂ V
+
R when
(x, y) ∈ A ∩ V +R . Furthermore for (x, y) ∈ A ∩ (C
2 \ V +R ), it follows that
|pj,λ(y)− aj(λ)x| ≥ |y|
d/2− a|x| ≥ |y|+R.
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This shows that Hλ(A) ⊂ V
+
R . By Lemma 2.1 again it can be seen that H
+n
λ (A) ⊂ V
+
R
for all n ≥ 1 which shows that A ∩K+λ = φ for all λ ∈M . Let C > 0 be such that
Cd ≥ max{2(1 + |a|), 2R1}.
If |y| ≥ C(|x|1/d + 1) then
|y|d ≥ Cd(|x|+ 1) ≥ 2(1 + |a|)|x|+ 2R1.
which implies that
B =
{
(x, y) ∈ C2 : |y| ≥ C(|x|1/d + 1)
}
⊂ A
and hence K+λ ∩ B = φ. Since V
+
R ⊂ B for sufficiently large R, by applying Lemma 2.1
once again it follows that
(2.22) K+λ ∩B = φ and
∞⋃
n=0
(H+nλ )
−1(B) = C2 \K+λ
for all λ ∈M .
Set r = C(|x|1/d + 1). Since supp(γλ) ⊂ K
+
λ it follows that
supp(γλ,x) ⊂ {|y| ≤ r}
for all λ ∈M . Since
|y| − r ≤ |y − ζ | ≤ |y|+ r
for |y| > r and |ζ | ≤ r, (2.21) yields
log(|y| − r) ≤ Uγ,λ(x, y) ≤ log(|y|+ r)
which implies that
−(r/|y|)/(1− r/|y|) ≤ Uγ,λ(x, y)− log|y| ≤ r/|y|.
Hence for |y| > 2r, we get
(2.23) − 2r/|y| ≤ Uγ,λ(x, y)− log|y| ≤ r/|y|
for all λ ∈M .
For each N ≥ 1, let γλ(N) = d
N(H+Nλ )∗(γλ). Then
γλ(N) = lim
j→∞
d−nj+N
(
H
+(nj−N)
σN (λ)
)∗
(ψT ) ∈ SσN (λ)(ψT ).
Therefore
γσN (λ) = cγ,σN (λ)dd
cUγ,σN (λ)
for some cγ,σN (λ) > 0 and Uγ,σN (λ) ∈ Ly and moreover
cγ,λdd
cUγ,λ = γλ = d
−N
(
H+Nλ
)∗
γσN (λ) = cγ,σN (λ)dd
c
(
d−N
(
H+Nλ
)∗
Uγ,σN (λ)
)
.
Note that both d−N
(
H+Nλ
)∗
Uγ,σN (λ) and Uγ,σN (λ) belong to Ly. It follows that cγ,λ =
cγ,σN (λ) and d
−N
(
H+Nλ
)∗
Uγ,σN (λ) and Uγ,λ coincide up to an additive constant which can
be shown to be zero as follows.
By the definition of the class Ly, there exists a pluriharmonic function uλ,N on some
V +R such that
Uγ,σN (λ)(x, y)− log|y| = uλ,N and lim
|y|→∞
uλ,N(x, y) = u0 ∈ C.
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Therefore if (x, y) ∈ (H+Nλ )
−1(V +R ) and (x
λ
N , y
λ
N) = H
+N
λ (x, y) then
d−N
(
H+Nλ
)∗
Uγ,σN (λ)(x, y)− d
−N log|yλN | = d
−Nuλ,N(x
λ
N , y
λ
N).
By (2.15), we have that
d−N log|yλN | − log|y| → 0
as |y| → ∞ which shows that
d−N
(
H+Nλ
)∗
Uγ,σN (λ)(x, y)− log|y| → 0
as |y| → ∞. But by definition
Uγ,λ(x, y)− log|y| → 0
as |y| → ∞ and this shows that d−N
(
H+Nλ
)∗
Uγ,σN (λ) = Uγ,λ.
Let (x, y) ∈ C2 \K+λ and ǫ > 0. For a sufficiently large n, (x
λ
n, y
λ
n) = H
+n
λ (x, y) satisfies
|xλn| ≤ |y
λ
n| and (x
λ
n, y
λ
n) ∈ B as defined above. Hence by (2.23) we get∣∣d−n(H+nλ )∗Uγ,σn(λ) − d−n log|yλn|∣∣ ≤ 2Cdn|yλn|(|xλn|1/d + 1) < ǫ.
On the other hand by using (2.15), it follows that∣∣G+λ (x, y)− d−n log|yλn|∣∣ < ǫ
for large n. Combining these two inequalities and the fact that d−n
(
H+nλ
)∗
Uγ,σn(λ) = Uγ,λ
for all n ≥ 1 we get ∣∣G+λ (z)− Uγ,λ(z)∣∣ < 2ǫ.
Hence Uγ,λ = G
+
λ in C
2 \K+λ .
The next step is to show that Uγ,λ = 0 in the interior of K
+
λ . Since Uγ,λ = G
+
λ in
C2 \K+λ , the maximum principle applied to Uγ,λ(x, .) with x being fixed, gives Uγ,λ ≤ 0
on K+λ . Suppose that there exists a nonempty Ω ⊂⊂ K
+
λ satisfying Uγ,λ ≤ −t in Ω with
t > 0. Let R > 0 be so large that
⋃∞
n=0H
+n
λ (Ω) ⊂ VR – this follows from Lemma 2.1.
Since d−n
(
H+nλ
)∗
Uγ,σn(λ) = Uγ,λ for each n ≥ 1, it follows that
H+nλ (Ω) ⊂
{
Uγ,σn(λ) ≤ −d
nt
}
∩ VR
for each n ≥ 1. The measure of the last set with x fixed and |x| ≤ R can be estimated in
this way – let
Yx =
{
y ∈ C : Uγ,σn(λ) ≤ −d
nt
}
∩
{
|y| < R
}
.
By the definition of capacity
cap(Yx) ≤ exp(−d
nt)
and since the Lebesgue measure of Yx, say m(Yx) is at most πecap(Yx)
2 (by the compact-
ness of Yx ⊂ C) we get
m(Yx) ≤ π exp(1− 2d
nt).
Now for each λ ∈ M , the Jacobian determinant of Hλ is a constant given by aλ =
a1(λ)a2(λ) . . . am(λ) 6= 0 and since the correspondence λ 7→ aλ is continuous, an applica-
tion of Fubini’s theorem yields
anm(Ω) ≤ |aσn−1(λ) · · ·aλ|m(Ω) = m(H
+n
λ (Ω)) ≤
∫
|x|≤R
m(Yx)dvx ≤ π
2R2 exp(1− 2dnt)
where a = infλ∈M |aλ|. This is evidently a contradiction for large n if m(Ω) > 0.
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So far it has been shown that Uγ,λ = G
+
λ in C
2 \J+λ . By using the continuity of G
+
λ and
the upper semi-continuity of Uγ,λ, we have that Uγ,λ ≥ G
+
λ in C
2. Let ǫ > 0 and consider
the slice Dλ = {y : G
+
λ < ǫ} in the y-plane for some fixed x. Note that Uγ,λ(x, .) =
G+λ (x, .) = ǫ on the boundary ∂D. Hence by the maximum principle Uγ,λ(x, .) ≤ ǫ in Dλ.
Since x and ǫ are arbitrary, it follows that U+γ,λ = G
+
λ in C
2. This implies that
γλ = cγ,λµ
+
λ
for any γλ ∈ Sλ(ψT ). This completes the proof of Theorem 1.3.
2.2. Proof of Proposition 1.4. Let σ : M → M be an arbitrary continuous map and
pick a γλ ∈ S(ψ, T ). Let θ = 1/2 dd
c log(1 + |x|2) in C2 (with coordinates x, y) which is
a positive closed (1, 1)-current depending only on x. Then for any test function ϕ on C2,∫
C2
ϕγλ ∧ θ = cγ,λ
∫
C2
Uγ,λdd
cϕ ∧ θ = cγ,λ
∫
C
θ
∫
C
Uγ,λ∆yϕ = cγ,λ
∫
C
θ
∫
C
ϕ∆yUγ,λ.
Since y 7→ Uγ,λ(x, y) has logarithmic growth near infinity and ϕ is arbitrary it follows that
(2.24)
∫
C2
γλ ∧ θ = 2πcγ,λ
∫
C2
θ = (2π)2cγ,λ.
Let R > 0 be large enough so that supp(ψT ) ∩ V +R = φ which implies that supp(ψT ) is
contained in the closure of VR ∪ V
−
R . Then∫
C2
1
dn
λ
j
(H
+nλj
λ )
∗(ψT ) ∧ θ =
1
dn
λ
j
∫
C2
ψT ∧
1
2
(H
+nλj
λ )∗dd
c log(1 + |x|2)
=
1
dn
λ
j
∫
C2
(ψT ) ∧ ddc
(
1
2
log(1 + |π1 ◦ (H
+nλj
λ )
−1|2)
)
=
1
dn
λ
j
∫
VR∪V
−
R
ψT ∧ ddc
(
1
2
log(1 + |π1 ◦ (H
+nλj
λ )
−1|2)
)
.
It is therefore sufficient to study the behavior of log(1 + |π1 ◦ (H
+nλj
λ )
−1|2). But
log+ |x| ≤ log+ |(x, y)| ≤ log+ |x|+R
for (x, y) ∈ VR ∪ V
−
R and by combining this with
2 log+ |x| ≤ log(1 + |x|2) ≤ 2 log+ |x|+ log 2
it follows that the behavior of (1/2)d−n
λ
j log(1 + |π1 ◦ (H
+nλj
λ )
−1|2) as j →∞ is similar to
that of d−n
λ
j log+ |(H
+nλj
λ )
−1|.
Now suppose that σ is the identity on M . In this case, (H
+nλj
λ )
−1 is just the usual
nλj –fold iterate of the map Hλ and by Proposition 1.1 it follows that
lim
j→∞
d−n
λ
j log ‖(H
+nλj
λ )
−1‖ = G−λ
and hence that
4π2cγ,λ =
∫
C2
γλ ∧ θ =
∫
C2
lim
j→∞
1
dn
λ
j
(H
+nλj
λ )
∗(ψT ) ∧ θ =
∫
C2
ψT ∧ µ−λ .
The right side is independent of the subsequence used in the construction of γλ and hence
S(ψ, T ) contains a unique element.
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The other case to consider is when there exists a λ0 ∈ M such that σ
n(λ)→ λ0 for all
λ. For each n ≥ 1 let
G˜−n,λ =
1
dn
log+ ‖(Hnλ )
−1‖.
Note that G˜−n,λ 6= G
−
n,λ! It will suffice to show that G˜
−
n,λ converges uniformly on compact
subsets of C2 to a plurisubharmonic function, say G˜−λ . Let
K˜−λ =
{
z ∈ C2 : the sequence {(H+nλ )
−1(z)} is bounded
}
and let A ⊂ C2 be a relatively compact set such that A ∩ K˜−λ = φ for all λ ∈ M . The
arguments used in Lemma 2.1 show that
C
2 \ K˜−λ =
∞⋃
n=0
H+nλ (V
−
R )
for a sufficiently large R > 0. As Proposition 1.1 it can be shown that G˜−n,λ converges to
a pluriharmonic function G˜−λ on V
−
R . Hence for large m,n
(2.25) |G˜−m,λ(p)− G˜
−
n,λ(q)| < ǫ
for p, q ∈ V −R that are close enough. Let n0 be such that (H
+n0
λ0
)−1(A) ⊂ V −R and pick a
relatively compact set S ⊂ V −R such that (H
+n0
λ0
)−1(A) ⊂ S. Pick any λ. Since σn(λ)→ λ0
and the maps H±1λ depend continuously on λ, it follows that H
+n0
σn(λ)(A) ⊂ S. By choosing
m,n large enough it is possible to ensure that for all (x, y) ∈ A, (H+n0
σm−n0 (λ)
)−1(x, y) and
(H+n0
σn−n0 (λ)
)−1(x, y) are as close to each other as desired. By writing
G˜−n,λ(x, y) =
1
dn0
1
dn−n0
log+ ‖H−1λ ◦ · · · ◦H
−1
σn−n0+1(λ)
◦ (H+n0
σn−n0 (λ)
)−1(x, y)‖
and using (2.25) it follows that G˜−n,λ converges uniformly to a pluriharmonic function on
A. To conclude that this convergence is actually uniform on compact sets of C2, it suffices
to appeal to the arguments used in Proposition 1.1.
2.3. Proof of Theorem 1.5. Recall that now σ is the identity and
(2.26) H(λ, x, y) = (λ,Hλ(x, y)).
Thus the second coordinate of the n-fold iterate of H is simply the n-fold iterate Hλ ◦
Hλ ◦ · · · ◦Hλ(x, y). For simplicity, this will be denoted by H
n
λ as opposed to H
+n
λ since
they both represent the same map. Consider the disc D = {x = 0, |y| < R} ⊂ C2 and
let 0 ≤ ψ ≤ 1 be a test function with compact support in D such that ψ ≡ 1 in a
Dr = {x = 0, |y| < r} where r < R. Let ı : D → VR be the inclusion map. Let L be a
smooth subharmonic function of |y| on the y-plane such that L(y) = log |y| for |y| > R
and define Θ = (1/2π)ddcL. If πy be the projection from C
2 onto the y-axis, let
αn,λ = (πy ◦H
n
λ ◦ ı)
∗Θ
∣∣
Dr
.
By using Theorem 1.3 and Proposition 1.4 along with Lemma 4.1 in [3] it follows that if
jn be a sequence such that 1 ≤ jn < n and both jn, n− jn →∞ then
lim
n→∞
d−n(Hjnλ )∗αn,λ = cλµλ
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where cλ =
∫
ψ[D] ∧ µ+λ . Note that cλ = 1 for all λ ∈ M since µ
+
λ = (1/2π)dd
cG+λ and
G+λ = log |y| plus a harmonic term in V
+
R . As a consequence, if σn,λ = d
−nαn,λ and
µn,λ =
1
n
n−1∑
j=0
(Hjλ)∗(σn,λ),
then Lemma 4.2 in [3] shows that
lim
n→∞
µn,λ = µλ
for each λ ∈M .
For an arbitrary compactly supported probability measure µ′ on M and for each n ≥ 0
let µn and σn be defined by the recipe in (1.2), i.e., for a test function φ,
〈µn, φ〉 =
∫
M
(∫
{λ}×C2
φ µn,λ
)
µ′(λ) and 〈σn, φ〉 =
∫
M
(∫
{λ}×C2
φ σn,λ
)
µ′(λ).
We claim that
lim
n→∞
µn = µ and µn =
1
n
n−1∑
j=0
Hj∗σn.
where H is as in (2.26). For the first claim, note that for all test functions φ
lim
n→∞
〈µn, φ〉 = lim
n→∞
∫
M
〈µn,λ, φ〉µ
′(λ) =
∫
M
lim
n→∞
〈µn,λ, φ〉µ
′(λ)(2.27)
=
∫
M
〈µλ, φ〉µ
′(λ) = 〈µ, φ〉
where the second equality follows by the dominated convergence theorem. For the second
claim, note that〈
1
n
n−1∑
j−0
Hj∗σn, φ
〉
=
∫
M
〈
1
n
n−1∑
j=0
Hjλ∗(σn,λ), φ
〉
µ′(λ) =
∫
M
〈µn,λ, φ〉µ
′(λ) = 〈µn, φ〉.
Hence by (2.27), we get
lim
n→∞
1
n
n−1∑
j−0
Hj∗σn = µ.
Note that the support of µ is contained in supp(µ′) × VR. Let P be a partition of
M × VR so that the µ-measure of the boundary of each element of P is zero and each of
its elements has diameter less than ǫ. This choice is possible by Lemma 8.5 in [23]. For
each n ≥ 0, define the dn metric on M × VR by
dn(p, q) = max
0≤i≤n−1
d(H i(p), H i(q))
where d is the product metric on M × VR. Note that each element B of
∨n−1
j=0 H
−jP is
inside an ǫ-ball in the dn metric and if Bλ = (B × {λ}) ∩ VR, then the σn measure of B is
given by
σn(B) =
∫
M
σn,λ(Bλ)µ
′(λ) =
∫
M
(
d−n
∫
Bλ∩D
Hnλ
∗Θ
)
µ′(λ) =
∫
M
(
d−n
∫
Hn
λ
(Bλ∩D)
Θ
)
µ′(λ).
22 RATNA PAL AND KAUSHAL VERMA
Therefore, since Θ is bounded above on C2, there exists C > 0 such that
(2.28) σn(B) ≤ C d
−n
∫
M
Area(Hnλ (Bλ ∩ D))µ
′(λ) = C d−nArea (Hn(B ∩ (D ×M))) .
For a continuous map f : X → X on a compact set X endowed with an invariant
probability measure m, let
Hm(A) = −Σ
k
i=1m(Ai) logm(Ai),
h(A, f) = lim
n→∞
1
n
Hm
(
n−1∨
j=0
f−jA
)
for a partition A = {A1, A2, . . . , Ak} of X . By definition, the measure theoretic entropy of
f with respect to m is hm(f) = supA h(A, f). We will work with X = supp(µ) ⊂M ×VR
and view H as a self map of X .
If v0(H, n, ǫ) denotes the supremum of the areas of Hn(B∩ (D×M)) over all ǫ-balls B,
then
Hσn
(
n−1∨
j=0
H−jP
)
≥ −logC + n log d− log v0(H, n, ǫ)
by (2.28). By appealing to Misiurewicz’s variational principle as explained in [3] we get a
lower bound for the measure theoretic entropy hµ of H with respect to the measure µ as
follows:
hµ ≥ lim sup
n→∞
1
n
(−logC + n log d− log v0(H, n, ǫ)) ≥ log d− lim sup
n→∞
v0(H, n, ǫ).
By Yomdin’s result ([22]), it follows that limǫ→0 v
0(H, n, ǫ) = 0. Thus hµ ≥ log d. To
conclude, note that supp(µ) ⊂ J ⊂ M × VR and therefore by the variational principle
the topological entropy of H on J is also at least log d.
3. Fibered families of holomorphic endomorphisms of Pk
3.1. Proof of Proposition 1.6. : By (1.4) there exists a C > 1 such that
C−1‖Fσn−1(λ) ◦ . . . ◦ Fλ(x)‖
d ≤ ‖Fσn(λ) ◦ . . . ◦ Fλ(x)‖ ≤ C‖Fσn−1(λ) ◦ . . . ◦ Fλ(x)‖
d
for all λ ∈M , x ∈ Ck+1 and for all n ≥ 1. As a result,
(3.1) |Gn+1,λ(x)−Gn,λ(x)| ≤ logC/d
n+1.
Hence for each λ ∈ M , as n → ∞, Gn,λ converges uniformly to a continuous plurisub-
harmonic function Gλ on C
k+1. If Gn(λ, x) = Gn,λ(x), then (3.1) shows that Gn → G
uniformly on M × (Ck+1 \ {0}).
Furthermore, for λ ∈M and c ∈ C∗
Gλ(cx) = lim
n→∞
1
dn
log ‖Fσn−1(λ) ◦ . . . ◦ Fλ(cx)‖
= lim
n→∞
(
1
dn
log |c|d
n
+
1
dn
log ‖Fσn−1(λ) ◦ . . . ◦ Fλ(z)‖
)
= log |c|+Gλ(x).(3.2)
We also note that
Gσ(λ) ◦ Fλ(x) = d lim
n→∞
1
dn+1
log ‖Fσn(λ) ◦ . . . ◦ Fλ(x)‖ = dGλ(x)
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for each λ ∈M .
Finally, pick x0 ∈ Aλ0 which by definition means that ‖Fσn−1(λ0)◦. . .◦Fσ(λ0)◦Fλ0(x0)‖ ≤
ǫ for all large n. Therefore Gn,λ0(x0) ≤ d
−n log ǫ and hence Gλ0(x0) ≤ 0. Suppose that
Gλ0(x0) = 0. To obtain a contradiction, note that there exists a uniform r > 0 such that
‖Fλ(x)‖ ≤ (1/2)‖x‖
for all λ ∈ M and ‖x‖ ≤ r. This shows that the ball Br around the origin is contained in
all the basins Aλ. Now Gλ(0) = −∞ for all λ ∈M and since Gλn → Gλ locally uniformly
on Ck+1 \ {0} as λn → λ in M , it follows that there exists a large C > 0 such that
sup
(λ,x)∈M×∂Br
Gλ(x) ≤ −C.
By the maximum principle it follows that for all λ ∈M
(3.3) Gλ(x) ≤ −C
on Br. On the other hand, the invariance property Gσ(λ) ◦ Fλ = dGλ implies that
dnGλ = Gσn(λ) ◦ Fσn−1(λ) ◦ . . . ◦ Fλ
for all n ≥ 1. Since we are assuming that Gλ0(x0) = 0 it follows that
Gσn(λ0) ◦ Fσn−1(λ0) ◦ . . . ◦ Fλ0(x0) = 0
for all n ≥ 1 as well. But Fσn−1(λ0) ◦ . . . ◦Fσ(λ0) ◦Fλ0(x0) is eventually contained in Br for
large n and this means that
0 = Gσn(λ0) ◦ Fσn−1(λ0) ◦ . . . ◦ Fλ0(x0) ≤ −C
by (3.3). This is a contradiction. Thus Aλ ⊂ {Gλ < 0} for all λ ∈M .
For the other inclusion, let x ∈ Ck+1 be such that Gλ(x) = −a for some a > 0. This
implies that for a given ǫ > 0 there exist j0 such that
−(a + ǫ) <
1
dj
log ‖Fσj−1(λ) ◦ . . . ◦ Fλ(x)‖ < −a + ǫ
for all j ≥ j0. This shows that Fσj−1(λ) ◦ . . . ◦ Fλ(x)→ 0 as j →∞. Hence x ∈ Aλ.
3.2. Proof of Proposition 1.7. : Recall that Ωλ = π(Hλ) where Hλ ⊂ C
k+1 is the
collection of those points in a neighborhood of which Gλ is pluriharmonic and Ω
′
λ ⊂ P
k
consists of those points z ∈ Pk in a neighborhood of which the sequence
{fσn−1(λ) ◦ . . . ◦ fσ(λ) ◦ fλ}n≥1
is normal, i.e., Ω′λ is the Fatou set. Once it is known that the basin Aλ = {Gλ < 0},
showing that Ωλ = Ω
′
λ and that each Ωλ is in fact pseudoconvex and Kobayashi hyperbolic
follows in much the same way as in [20]. Here are the main points in the proof:
Step 1: For each λ ∈M , a point p ∈ Ωλ if and only if there exists a neighborhood Uλ,p of
p and a holomorphic section sλ : Uλ,p → C
k+1 such that sλ(Uλ,p) ⊂ ∂Aλ. The choice of
such a section sλ is unique upto a constant with modulus 1.
Suppose that p ∈ Ωλ. Let Uλ,p be an open ball with center at p that lies in a single
coordinate chart with respect to the standard coordinate system of Pk. Then π−1(Uλ,p)
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can be identified with C∗ × Uλ,p in canonical way and each point of π
−1(Uλ,p) can be
written as (c, z). On π−1(Uλ,p), the function Gλ has the form
(3.4) Gλ(c, z) = log |c|+ γλ(z)
by (3.2). Assume that there is a section sλ such that sλ(Uλ,p) ⊂ ∂Aλ. Note that
sλ(z) = (σλ(z), z) in Uλ,p where σλ is a non–vanishing holomorphic function on Uλ,p.
By Proposition 1.6, Gλ ◦ sλ = 0 on Uλ,p. Thus
0 = Gλ ◦ sλ(z) = log |σλ(z)|+ γλ(z).
Thus γλ(z) = − log |σλ(z)| is pluriharmonic on Uλ,p and consequently Gλ is pluriharmonic
on π−1(Uλ,p) by (3.4). On the other hand suppose that γλ is pluriharmonic. Then there
exists a conjugate function γ∗λ on Uλ,p such that γλ + iγ
∗
λ is holomorphic. Define σλ(z) =
exp(−γλ(z) − iγ
∗
λ(z)) and sλ(z) = (σλ(z), z). Then Gλ(sλ(z)) = log |σλ(z)| + γλ(z) = 0
which shows that sλ(Uλ,p) ⊂ ∂Aλ.
Step 2: Ωλ = Ω
′
λ for each λ ∈M .
Let p ∈ Ω′λ and suppose that Uλ,p is a neighborhood of p on which there is a subsequence
of
{fσj−1(λ) ◦ . . . ◦ fλ}j≥1
which is uniformly convergent. Without loss of generality we may assume that
gλ = lim
j→∞
fσj−1(λ) ◦ . . . ◦ fλ
on Uλ,p. By rotating the homogeneous coordinates [x0 : x1 : . . . : xk] on P
k, we may
assume that gλ(p) avoids the hyperplane at infinity H =
{
x0 = 0
}
and that gλ(p) is of
the form [1 : g1 : . . . : gk]. Now choose an ǫ neighborhood
Nǫ =
{
|x0| < ǫ
(
|x0|
2 + . . .+ |xk|
2)1/2}
of π−1(H) in Ck+1 \
{
0
}
so that
1 > ǫ
(
1 + |g1|
2 + . . .+ |gk|
2)1/2.
Clearly gλ(p) /∈ π(Nǫ). Shrink Uλ,p if needed so that
fσj−1(λ) ◦ . . . ◦ fλ(Uλ,p)
is uniformly separated from π(Nǫ) for sufficiently large l. Define
sλ(z) =
{
log ‖z‖ ; if z ∈ Nǫ,
log(|z0|/|ǫ|) ; if z ∈ C
k+1 \ (Nǫ ∪ {0})
Note that 0 ≤ s(z)− log ‖z‖ ≤ log(1/ǫ) which implies that
d−jsλ(fσj−1(λ) ◦ . . . ◦ fλ(z))
converges uniformly to the Green function Gλ as j →∞ on C
k+1. Further if z ∈ π−1(Uλ,p),
then
Fσj−1(λ) ◦ . . . ◦ Fλ(z) ∈ C
k+1 \ (Nǫ ∪ {0}).
This shows that d−jsλ(fσj−1(λ) ◦ . . . ◦ fλ(z)) is pluriharmonic in π
−1(Uλ,p) and as a conse-
quence the limit function Gλ is also pluriharmonic in π
−1(Uλ,p). Thus p ∈ Ωλ.
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Now pick a point p ∈ Ωλ. Choose a neighborhood Uλ,p of p and a section sλ : Uλ,p →
Ck+1 as in Step 1. Since Fλ : Aλ → Aσ(λ) is a proper map for each λ, it follows that
(Fσj−1(λ) ◦ . . . ◦ Fσ(λ) ◦ Fλ)(sλ(Uλ,p)) ⊂ ∂Aσj (λ).
It was noted earlier that there exists a R > 0 such that ‖Fλ(x)‖ ≥ 2‖x‖ for all λ and
‖x‖ ≥ R. This shows that Aλ ⊂ BR for all λ ∈ M , which in turn implies that the
sequence {
(Fσj−1(λ) ◦ . . . ◦ Fσ(λ) ◦ Fλ) ◦ sλ
}
j≥0
is uniformly bounded on Uλ,p. We may assume that it converges and let gλ : Uλ,p → C
k+1
be its limit function. Then gλ(Uλ,p) ⊂ C
k+1 \ {0} since all the boundaries ∂Aλ are
at a uniform distance away from the origin; indeed, recall that there exists a uniform
r > 0 such that the ball Br ⊂ Aλ for all λ ∈ M . Thus π ◦ gλ is well defined and the
sequence
{
fσj−1(λ) ◦ . . .◦fσ(λ) ◦fλ
}
j≥0
converges to π◦gλ uniformly on compact sets. Thus{
fσj−1(λ) ◦ . . . ◦ fσ(λ) ◦ fλ
}
j≥0
is a normal family in Uλ,p. Hence p ∈ Ω
′
λ.
Step 3: Each Ωλ is pseudoconvex and Kobayashi hyperbolic.
That Ωλ is pseudoconvex follows exactly as in Lemma 2.4 of [20]. To show that Ωλ
is Kobayashi hyperbolic, it suffices to prove that each component U of Ωλ is Kobayashi
hyperbolic. For a point p in U choose Uλ,p and sλ as in Step 1. Then sλ can be analytically
continued to U . This analytic continuation of sλ gives a holomorphic map s˜λ : U˜ → C
k+1
satisfying π ◦ s˜λ = p where U˜ is a covering of U and p : U˜ → U is the corresponding
covering map. Note that there exists a uniform R > 0 such that ‖Fλ(z)‖ ≥ 2‖z‖ for all
λ ∈ M and for all z ∈ Ck+1 with ‖z‖ ≥ R. Thus Aλ ⊂ B(0, R) and s˜λ(U˜) ⊂ B(0, 2R).
Since s˜λ is injective and B(0, 2R) is Kobayashi hyperbolic in C
k+1, it follows that U˜ is
Kobayashi hyperbolic. Hence U is Kobayashi hyperbolic.
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