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Abstract
In 1989 M.V. Tratnik found a pair of multivariable biorthogonal polynomials Pn(x) and
P¯m(x), which is not necessarily the complex conjugate of Pm(x), such that∫
∞
−∞
· · ·
∫
∞
−∞
w(x)Pn(x)P¯m(x)
p∏
j=1
dxj = µn,mδN,M ,
where x = (x1, . . . , xp), n = (n1, . . . , np), m = (m1, . . . ,mp), N =
∑p
j=1 nj , M =
∑p
j=1mj ,
µn,m is the constant of biorthogonality (which Tratnik did not evaluate),
w(x) = Γ(A− iX)Γ(B + iX)
∣∣∣∣Γ(c+ iX)Γ(d+ iX)Γ(2iX)
∣∣∣∣
2 p∏
k=1
Γ(ak + ixk)Γ(bk − ixk),
X =
p∑
k=1
xk, A =
p∑
k=1
ak, B =
p∑
k=1
bk,
and the a’s, b’s, x’s, c and d are real. In the q-case we find that the appropriate weight function
is a product of a multivariable version of the integrand in the Askey-Roy integral and of the
Askey-Wilson weight function in a single variable that depends on x1, . . . , xp.
In a related problem we find a discrete 2-variable Racah type biorthogonality:
N∑
x=0
N∑
y=0
wN (x, y)Fm,n(x, y)Gm′,n′(x, y) = νm,nδm,m′δn,n′ ,
where
wN (x, y) =
(αq/γγ′, γ′/c, αcq/γ′; q)N
(αq, 1/c, αcq/γγ′; q)N
×
(
1− γγ
′q2x−N−1
αc
)
(1− cq2y−N )
(
γγ′q−N−1
αc
, γ; q
)
x
(cq−N , γ′; q)y(
1− γγ
′q−N−1
αc
)
(1 − cq−N)
(
q, γ
′q−N
αc
; q
)
x
(
q, cq
1−N
γ′
; q
)
y
×
(1/c; q)x−y(q
−N ; q)x+y(
γγ′
αc
; q
)
x−y
(
γγ′q−N
α
; q
)
x+y
α−x(γ′)x−y,
and Fm,n(x, y), Gm′,n′(x, y) are certain bivariate extensions of the q-Racah polynomials.
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1 Introduction
Wilson polynomials [13], defined by
Pn(x) = (a+ b)n(a+ c)n(a+ d)n 4F3
[
−n, n+ a+ b+ c+ d− 1, a− ix, a+ ix
a+ b, a+ c, a+ d
; 1
]
(1.1)
satisfy an orthogonality relation on the real line∫ ∞
−∞
Pn(x)Pm(x)w(x)dx = hnδn,m,(1.2)
where
w(x) =
∣∣∣∣Γ(a+ ix)Γ(b+ ix)Γ(c + ix)Γ(d + ix)Γ(2ix)
∣∣∣∣
2
(1.3)
is the positive weight function (under the assumption that a, b, c, d are real or occur in complex
conjugate pairs), and
hn = 4pin! (n+a+b+c+d−1)n
Γ(n+a+b)Γ(n+a+c)Γ(n+a+d)Γ(n+b+c)Γ(n+b+d)Γ(n+c+d)
Γ(2n+a+b+c+d)
(1.4)
is the normalization constant. By Whipple’s transformation it is easy to see that Pn(x) is symmetric
in a, b, c, d, and that
Pn(x) = (a+ b)n(c− ix)n(d− ix)n 4F3
[
−n, 1− c− d− n, a+ ix, b+ ix
a+ b, 1− c− n+ ix, 1 − d− n+ ix
; 1
]
(1.5)
= (b+ a)n(c+ ix)n(d+ ix)n 4F3
[
−n, 1− c− d− n, a− ix, b− ix
a+ b, 1− c− n− ix, 1 − d− n− ix
; 1
]
.
Corresponding to each of these forms M.V. Tratnik [10] introduced a multivariable polynomial:
Pn(x) = (A+ c)N (A+ d)N
p∏
k=1
(ak + bk)nk(1.6)
×
∑
j
(N +A+B + c+ d− 1)J (A− iX)J
(A+ c)J (A+ d)J
p∏
k=1
(−nk)jk(ak + ixk)jk
(ak + bk)jkjk!
,
P¯n(x) = (B + c)N (B + d)N
p∏
k=1
(bk + ak)nk(1.7)
×
∑
j
(N +A+B + c+ d− 1)J (B + iX)J
(B + c)J(B + d)J
p∏
k=1
(−nk)jk(bk − ixk)jk
(bk + ak)jkjk!
,
Qn(x) = (c− iX)N (d− iX)N
p∏
k=1
(ak + bk)nk(1.8)
×
∑
j
(1− c− d−N)J (B + iX)J
(1− c−N + iX)J (1− d−N + iX)J
p∏
k=1
(−nk)jk(ak + ixk)jk
(ak + bk)jkjk!
,
2
Q¯n(x) = (c+ iX)N (d+ iX)N
p∏
k=1
(bk + ak)nk(1.9)
×
∑
j
(1− c− d−N)J (A− iX)J
(1− c−N − iX)J (1− d−N − iX)J
p∏
k=1
(−nk)jk(bk − ixk)jk
(bk + ak)jkjk!
,
where x = (x1, x2, . . . , xp), n = (n1, n2, . . . , np), j = (j1, j2, . . . , jp), and X =
∑p
k=1 xk, N =∑p
k=1 nk, M =
∑p
k=1mk, A =
∑p
k=1 ak, B =
∑p
k=1 bk, J =
∑p
k=1 jk, and the sums in (1.6)–(1.9)
are from jk = 0 to nk, k = 1, . . . , p. Each of the polynomials in (1.6)–(1.9) is of (total) degree 2N
in the variables x1, x2, . . . , xp. The overbars in (1.7), (1.9), and in (1.21) below are used to denote
distinct systems of polynomials and should not be confused with complex conjugation. Tratnik
proved that ∫ ∞
−∞
· · ·
∫ ∞
−∞
Pn(x)P¯m(x)w(x)
p∏
k=1
dxk = 0, if N 6=M,(1.10)
∫ ∞
−∞
· · ·
∫ ∞
−∞
Qn(x)Q¯m(x)w(x)
p∏
k=1
dxk = 0, if N 6=M,(1.11)
∫ ∞
−∞
· · ·
∫ ∞
−∞
Pn(x)Qm(x)w(x)
p∏
k=1
dxk = 0, if n 6= m,(1.12)
and ∫ ∞
−∞
· · ·
∫ ∞
−∞
P¯n(x)Q¯m(x)w(x)
p∏
k=1
dxk = 0, if n 6= m,(1.13)
where
w(x) =
∣∣∣∣Γ(c+ iX)Γ(d + iX)Γ(2iX)
∣∣∣∣
2
Γ(A− iX)Γ(B + iX)
p∏
k=1
Γ(a+ ixk)Γ(b− ixk).(1.14)
Note that in (1.12) and (1.13) the biorthogonality holds in all of the indices n1, n2, . . . , np, while in
(1.10) and (1.11) the biorthogonality is for polynomials of different degrees (N 6=M).
Since Whipple’s 4F3 transformation does not apply for p ≥ 2 the P ’s and Q’s are no longer
equivalent and hence the orthogonality in a single variable becomes biorthogonality in many vari-
ables.
We were curious to see what their q-analogues would be. At first sight it might appear that
they could be found in a pretty straightforward manner. We were in for a surprise. The first hurdle
is an appropriate analogue of the weight function in (1.14). There are many possible candidates
but the one that works for a q-analogue of (1.10) is:
w(p)(x; q) :=
1
(2pi)p
(e2iΘ, e−2iΘ; q)∞
(Ae−iΘ, BeiΘ; q)∞h(cos Θ; c, d; q)
(
βb1
B e
iΘ, qBβb1 e
−iΘ; q
)
∞
(1.15)
×
p∏
k=1
(βke
iθk , qβ−1k e
−iθk ; q)∞
(akeiθk , bke−iθk ; q)∞
, p ≥ 2,
3
where −pi ≤ θk ≤ pi, θk = xk log q so that e
iθk = qixk for k = 1, . . . , p, Θ =
∑p
j=1 θj, A =
∏p
j=1 aj,
B =
∏p
j=1 bj , h(cos Θ; c, d; q) is defined as in [2, (6.1.2)],β is an arbitrary complex parameter such
that β 6= q±n for n = 0, 1, . . ., and
βk+1 =
βk
akbk+1
, k = 1, 2, . . . , p − 1,(1.16)
with β1 = β. By making repeated use of the Askey-Roy integral [2, (4.11.1)] followed by the use of
the Askey-Wilson integral, we shall prove in section 2 that
W (p)(q) :=
∫ pi
−pi
· · ·
∫ pi
−pi
w(p)(x; q)
p∏
k=1
dθk(1.17)
=
2(ABcd; q)∞
∏p
k=2(bkβk, q/bkβk; q)∞
(q; q)p∞(Ac,Ad,Bc,Bd, cd; q)∞
∏p
k=1(akbk; q)∞
,
which is also valid for p = 1. It is understood that the (p − 2)-fold product in the numerator is
taken to be 1 when p = 1.
Let
Aj =
p∏
k=j
ak, Bj =
p∏
k=j
bk, Jj =
p∑
k=j
jk, Kj =
p∑
r=j
kr,(1.18)
Nj =
p∑
k=j
nk, Mj =
p∑
k=j
mk, Θj =
p∑
k=j
θk,
so that
A1 = A, B1 = B, J1 = J, K1 = K, N1 = N, M1 =M, Θ1 = Θ.(1.19)
Analogous to Tratnik’s polynomials in (1.6) and (1.7) we introduce the functions
Pn(x; q) = (Ac,Ad; q)N
p∏
k=1
(akbk; q)nk(1.20)
×
∑
j
(ABcdqN−1, Ae−iΘ; q)J
(Ac,Ad; q)J
qJ
p∏
k=1
(q−nk , ake
iθk ; q)jk
(q, akbk; q)jk
×
ei(j1Θ2+···+jp−1Θp)
Bj12 · · ·B
jp−1
p
q−(N2j1+N3j2+···+Npjp−1),
and
P¯m(x; q) = (Bc,Bd; q)M
p∏
k=1
(akbk; q)mk(1.21)
×
∑
k
(ABcdqM−1, BeiΘ; q)K
(Bc,Bd; q)K
qK
p∏
r=1
(q−mr , bre
−iθr ; q)kr
(q, arbr; q)kr
×
ei(k2(Θ2−Θ)+···+kp(Θp−Θ))
aK21 a
K3
2 · · · a
Kp
p−1
q−
∑p
r=2
kr(M−Mr),
4
Both Pn(x; q) and P¯m(x; q) are Laurent polynomials in the variables q
ix1 , . . . , qixp . Note that if we
divide Pn(x; q) by (1 − q)
3N and replace its parameters a1, . . . , ap, b1, . . . , bp, c, d, respectively, by
qa1 , . . . , qap , qb1 , . . . , qbp , qc, qd, and then let q → 1, we obtain Pn(x) as a limit case. Similarly, we
see that P¯m(x) is limit case of P¯m(x; q). In section 3 we shall do the integration and in section 4
prove the following q-analogue of (1.10):
Pn · P¯m :=
∫ pi
−pi
· · ·
∫ pi
−pi
Pn(x; q)P¯m(x; q)w
(p)(x; q)
p∏
k=1
dθk = 0, if N 6=M,(1.22)
where w(p)(x; q) is given by (1.15), and
Pn · P¯m = Lp
m1∑
k1=0
· · ·
mp−1∑
kp−1=0
q
∑p−1
j=1
kj
∑j−1
r=0
(nr−mr)(1.23)
×
(
ABcdqN−1, ABcdq
N
apbp
; q
)
k1+···+kp−1(
ABcdqN+mp , ABcdq
N−np
apbp
; q
)
k1+···+kp−1
p−1∏
r=1
(q−mr , arbrq
nr ; q)kr
(q, arbr; q)kr
,
when N =M , with n0 = 1 and m0 = 0, and Lp is as defined in (3.7).
Discrete multivariable extensions of the Racah polynomials were considered in Tratnik [12] as
well as in van Diejen and Stokman [1] and in Gustafson [5]. For other related works see, for
instance, [4, 6, 9, 11]. We have found q-extensions of Tratnik’s systems of multivariable Racah and
Wilson polynomials, complete with their orthogonality relations, see this Proceedings [3] for our
multivariable extension of the Askey-Wilson polynomials. However, there seems to be at least one
more extension that, to our knowledge, has not yet been investigated. The seed of this extension
lies in Rosengren’s [8] multivariable extension of the q-Hahn polynomials as well as in Rahman’s [7]
2-variable discrete biorthogonal system. In sections 5 and 6 we shall prove the following 2-variable
extension of the q-Racah polynomial orthogonality [2, (7.2.18)]:
N∑
x=0
N∑
y=0
wN (x, y)Fm,n(x, y)Gm′,n′(x, y) = νm,nδm,m′δn,n′ ,(1.24)
where 0 ≤ m,n,m′, n′ ≤ N,
Fm,n(x, y)(1.25)
=
(
αqN+1−x−y
γγ′ ; q
)
m+n
(qx−y/c; q)n(αcq
1+y−x/γγ′; q)m
(q−N ; q)m+n(αcq/γγ′; q)n(1/c; q)m
cn−mqmx+ny
×
m∑
i=0
n∑
j=0
(q−m, γqx, γγ′qx−N−1/αc; q)i(q
−n, γ′qy, cqy−N ; q)j(γγ
′q−M−n/α; q)i+j
(q, γ, γγ′qx−y−m/αc; q)i(q, γ′, cq1+y−x−n; q)j(γγ′qx+y−N−m−n/α; q)i+j
qi+j,
Gm,n(x, y)(1.26)
=
m∑
i=0
n∑
j=0
(q−m, q−x, γγ′qx−N−1/αc; q)i(q
−n, q−y, cqy−N ; q)j(αq
m+n; q)i+j
(q, γ, γ′qn/c; q)i(q, γ′, αcqm+1/γ′; q)j(q−N ; q)i+j
qi+j,
5
and the weight function is
wN (x, y) =
(αq/γγ′, γ′/c, αcq/γ′; q)N
(αq, 1/c, αcq/γγ′ ; q)N
(1.27)
×
(1− γγ′q2x−N−1/αc)(1 − cq2y−N )(γγ′q−N−1/αc, γ; q)x(cq
−N , γ′; q)y
(1− γγ′q−N−1/αc)(1 − cq−N )(q, γ′q−N/αc; q)x(q, cq1−N/γ′; q)y
×
(1/c; q)x−y(q
−N ; q)x+y
(γγ′/αc; q)x−y(γγ′q−N/α; q)x+y
α−x(γ′)x−y.
The normalization constant in (1.24) is given by
νm,n =
1− α
1− αq2m+2n
(q, αcq/γ′; q)m(q, γ
′/c; q)n(αq/γγ
′, αqN+1; q)m+n
(γ, 1/c; q)m(γ′, αcq/γγ′; q)n(α, q−N ; q)m+n
cn−mqmn.(1.28)
Notice that both Fm,n(x, y) and Gm,n(x, y) are Laurent polynomials in the variables q
x and qy,
and Gm,n(x, y) is a polynomial of (total) degree n +m in the variables q
−x + γγ′qx−N−1/αc and
q−y + cqy−N .
We wish to make the observation that the summation in (1.24) is over the square of length
N , although the vanishing of the weight function above the main diagonal, because of the factor
(q−N ; q)x+y in the numerator, makes it effectively over the triangle 0 ≤ x+y ≤ N . A very innocuous
observation but it will help simplify the calculations somewhat as we shall see in section 6.
It seems reasonable to expect that there is a multivariable extension of (1.24), but we were
unable to find it, mainly because an extension of the q-shifted factorials of the type (a; q)x−y
doesn’t appear too obvious to us.
2 Calculation of W (p)(q)
The key to the proof of (1.17) is to observe that by periodicity we can change θ1, θ2, . . . , θp to, say,
Θ, θ2, . . . , θp (so that θ1 = Θ − Θ2), with the limits of integration unchanged. So the total weight
transforms to
W (p)(q) =
1
(2pi)p−1
∫ pi
−pi
(e2iΘ, e−2iΘ; q)∞dΘ
(Ae−iΘ, BeiΘ; q)∞ h(cos Θ; c, d; q)(
β
B2
eiΘ, qB2β e
−iΘ; q)∞
(2.1)
×
∫ pi
−pi
· · ·
∫ pi
−pi
I2(θ3, . . . , θp)
p∏
k=3
(βke
iθk , qe−iθk/βk; q)∞
(akeiθk , bke−iθk ; q)∞
dθ3 · · · dθp,
where
I2(θ3, . . . , θp) =
1
2pi
∫ pi
−pi
(β2e
iθ2 , qei(Θ3−Θ)+iθ2/β, qe−iθ2/β2, βe
i(Θ−Θ3)−iθ2 ; q)∞
(a2eiθ2 , b1ei(Θ3−Θ)+iθ2 , b2e−iθ2 , a1ei(Θ−Θ3)−iθ2 ; q)∞
dθ2.(2.2)
However, this integral matches exactly with the Askey-Roy integral [2, (4.11.1)], provided we assume
that max(|a1|, |b1|, |a2|, |b2|) < 1 (with, of course, |q| < 1). By [2, (4.11.1)], it then follows that
I2(θ3, . . . , θp) =
(b2β2, q/b2β2, a1a2b1b2, a1β2e
i(Θ−Θ3), qei(Θ3−Θ)/a1β2; q)∞
(q, a1b1, a2b2, a1a2ei(Θ−Θ3), b1b2ei(Θ3−Θ); q)∞
.(2.3)
6
Substitution of (2.3) into (2.1) makes it clear that the integration over θ4 presents exactly the same
situation, and so does the remaining integrations up to and including θp. Finally, one is left with
an Askey-Wilson integral over Θ:
W (p)(q) =
(AB; q)∞
∏p
k=2(bkβk, q/bkβk; q)∞
(q; q)p−1∞
∏p
k=1(akbk; q)∞
1
2pi
∫ pi
−pi
(e2iΘ, e−2iΘ; q)∞
h(cos Θ; A,B, c, d; q)
dΘ(2.4)
=
2(ABcd; q)∞
∏p
k=2(bkβk, q/bk βk; q)∞
(q; q)p∞(Ac,Ad,Bc,Bd, cd; q)∞
∏p
k=1(akbk; q)∞
,
by [2,(6.1.1)], which completes the proof of (1.17).
3 Computation of the integral in (1.22)
We shall carry out the integrations in (1.22) in much the same way as we did in the previous section.
We transform the integration variables θ1, . . . , θp to θ2, . . . , θp and Θ as before; then we isolate the
θ2-integral by observing that the factors (a1e
i(Θ−Θ3)−iθ2 ; q)j1 (a2e
iθ2 ; q)j2 (b1e
i(Θ3−Θ)+iθ2 ; q)k1
×(b2e
−iθ2 ; q)k2 e
iθ2(j1+k2)+ik2(Θ3−Θ)+ij1Θ3 can be glued on to the integrand of W (p)(q), to get
(−β)j1+k2q(
j1+k2
2 )eij1Θ
1
2pi
∫ pi
−pi
(β2e
iθ2 , q1−j1−k2 ei(Θ3−Θ)+iθ2/β, βqj1+k2ei(Θ−Θ3)−iθ2 , qe−iθ2/β2; q)∞
(a2qj2eiθ2 , b1qk1ei(Θ3−Θ)+iθ2 , b2qk2e−iθ2 , a1qj1ei(Θ−Θ3)−iθ2 ; q)∞
dθ2
which via [2, (4.11.1)] equals, on a bit of simplification,
ak21 b
j1
2 q
j1k2eij1Θ3
(b2β2, q/b2β2, a1a2b1b2q
j1+j2+k1+k2 ; q)∞
(q, a1b1qj1+k1 , a2b2qj2+k2 ; q)∞
(3.1)
×
(a1β2e
i(Θ−Θ3), qei(Θ3−Θ)/a1β2; q)∞
(a1a2qj1+j2ei(Θ−Θ3), b1b2qk1+k2ei(Θ3−Θ); q)∞
.
Since Θ3 = θ3+Θ4, we may now isolate the θ3–integral in exactly the same way, carry out a similar
integration, simplify, and obtain
ak21 (a1a2)
k3(b2b3)
j1bj23 e
i(j1+j2)Θ4qj1k2+(j1+j2)k3(3.2)
×
(b2β2, q/b2β2, b3β3,q/b3β3, a1a2a3b1b2b3qj1+j2+j3+k1+k2+k3 ;q)∞
(q,q,a1b1qj1+k1 ,a2b2qj2+k2 ,a3b3qj3+k3 ;q)∞
×
(a1a2β3ei(Θ−Θ4), qei(Θ4−Θ)/a1a2β3;q)∞
(a1a2a3qj1+j2+j3 ei(Θ−Θ4), b1b2b3qk1+k2+k3 ei(Θ4−Θ);q)∞
.
A clear pattern is now emerging. The θp integral is
qj1k2+(j1+j2)k3+···+(j1+···+jp−2)kp−1(a
k2+···+kp−1
1 a
k3+···+kp−1
2 · · · a
kp−1
p−2 )(b
j1
2 b
j1+j2
3 · · · b
j1+···+jp−2
p−1 )(3.3)
×
( ABapbp q
J+K−jp−kp ; q)∞
p−1∏
r=2
(brβr, q/brβr; q)∞
(q; q)p−2∞
p−1∏
r=1
(arbrq
jr+kr ; q)∞
×

e−iΘkp
2pi
∫ pi
−pi
(
βpe
iθp , qe
i(θp−Θ)
(a1···ap−2)βp−1
, qe−iθp/βp, (a1 · · · ap−2)βp−1e
i(Θ−θp); q
)
∞(
apqjpeiθp ,
B
bp
qK−kpei(θp−Θ), bpqkpe−iθp ,
A
ap
qJ−jpei(Θ−θp); q
)
∞
eiθp(J−jp+kp)dθp

 .
7
The expression in [ ] above can, once again, be computed by use of [2, (4.11.1)], and simplified to
(
AqJ−jp
ap
)kp bJ−jpp (bpβp, q/bpβp, AβpeiΘap , qapAβp e−iΘ, ABqJ+K ; q
)
∞(
q, apbpqjp+kp , AqJeiΘ, BqKe−iΘ,
AB
apbp
qJ+K−jp−kp; q
)
∞
.(3.4)
Since, by repeated application of (1.16) we get Aβp/ap = βb1/B, the Θ-integral simply becomes
the Askey-Wilson integral
1
2pi
∫ pi
−pi
(
e2iΘ, e−2iΘ; q
)
∞
h(cos Θ;AqJ , BqK , c, d; q)
dΘ(3.5)
=
2(ABcd qJ+K ; q)∞
(q, cd,ABqJ+K , AcqJ , AdqJ , BcqK , BdqK ; q)∞
.
Collecting these results and substituting into the integral in (1.22), we find that
Pn · P¯m = Lp
∑
j
∑
k
(ABcdqN−1; q)J (ABcdq
M−1; q)K
(ABcd; q)J+K
qJ+K(3.6)
×
p∏
r=1
(q−nr ; q)jr(q
−mr ; q)kr(arbr; q)jr+kr
(q, arbr; q)jr(q, arbr; q)kr
× q
∑p
s=2
[js−1(Ks−Ns)+ks(Ms−M)],
where
Lp = (Ac,Ad; q)N (Bc,Bd; q)MW
(p)(q)
p∏
r=1
(arbr; q)mr(arbr; q)nr .(3.7)
4 Biorthogonality
The sum over j1 and k1 in (3.6) gives
(ABcdqN−1; q)J2(ABcdq
M−1; q)K2
(ABcd; q)J2+K2
qJ2+K2(4.1)
×
m1∑
k1=0
(q−m1 , ABcdqM+K2−1; q)k1
(q,ABcdqJ2+K2 ; q)k1
qk13φ2
[
q−n1 , ABcdqN+J2−1, a1b1q
k1
ABcdqJ2+K2+k1 , a1b1
; q, q1+K2−N2
]
.
Since, by [2, (3.2.7)], the above 3φ2 equals
(ABcd; q)J2+K2+k1(q
1+K2−N ; q)n1
(ABcd; q)J2+K2+n1(q
1+K2−N )k1
3φ2
[
q−k1 , ABcdqN+J2−1, a1b1q
n1
ABcdqn1+J2+K2 , a1b1
; q, q1+K−N
]
,
we can now do the summation over k1 via [2, (1.5.3)] to obtain that the expression in (4.1) reduces
to
(ABcdqN−1; q)J2(ABcdq
M−1; q)K2(ABcdq
N+M2−1; q)m1(q
1+K2−N ; q)n1
(ABcd; q)n1+J2+K2(q
1+K2−N ; q)m1
(4.2)
× (−1)m1q(
m1
2
)+(1+K2−N)m1+J2+K2
× 4φ3
[
q−m1 , a1b1q
n1 , ABcdqN+J2−1, ABcdqM+K2−1
a1b1, ABcdq
N+M2−1, ABcdqn1+J2+K2
; q, q
]
.
8
Note that the 4φ3 series is balanced. Now, the sum over j2 and k2 gives
(ABcdqN−1; q)J3(ABcdq
M−1; q)K3(ABcdq
N+M2−1; q)m1(q
1+K3−N ; q)n1
(ABcd; q)n1+J3+K3(q
1+K3−N ; q)m1
(4.3)
× (−1)m1q(
m1
2
)+(1+K3−N)m1+J3+K3
×
m1∑
k1=0
(q−m1 , a1b1q
n1 , ABcdqN+J3−1, ABcdqM+K3−1; q)k1
(q, a1b1, ABcdqn1+J3+K3 , ABcdqM2+N−1; q)k1
qk1
×
m2∑
k2=0
(q−m2 , ABcdqM+K3+k1−1, q1+K3−N2 ; q)k2
(q,ABcdqn1+J3+K3+k1 , q1+K3−N+m1 ; q)k2
qk2
× 3φ2
[
q−n2 , ABcdqN+J3+k1−1, a2b2q
k2
ABcdqn1+J3+K , a2b2
; q, q1+K3−N3
]
.
As in the previous step we apply [2, (3.2.7)] to the 3φ2 series above, use [2, (1.5.3)] to do the k2
sum and simplify the coefficients to reduce (4.3) to the following expression
(ABcdqN−1; q)J3(ABcdq
M−1; q)K3(ABcdq
N+M3−1; q)m1+m2(q
1+K3−N ; q)n1+n2
(ABcd; q)n1+n2+J3+K3(q
1+K3−N ; q)m1+m2
(4.4)
× (−1)m1+m2q(
m1+m2
2
)+(1+K3−N)(m1+m2)+J3+K3
×
m1∑
k1=0
m2∑
k2=0
(q−m1 , a1b1q
n1 ; q)k1(q
−m2 , a2b2q
n2 ; q)k2
(q, a1b1; q)k1(q, a2b2; q)k2
q(n1−m1)k2
×
(ABcdqN+J3−1, ABcdqM+K3−1; q)k1+k2
(ABcdqn1+n2+J3+K3 , ABcdqM3+N−1; q)k1+k2
qk1+k2 .
A clear pattern of terms is now emerging, and by induction we find that at the (p− 1)–th step the
sum over j1, k1, . . . , jp−1, kp−1 in (3.6) equals
(ABcdqN−1; q)Jp(ABcdq
M−1; q)Kp(ABcdq
N+Mp−1; q)M−mp(q
1+Kp−N ; q)N−np
(ABcd; q)N−Np+Jp+Kp(q
1+Kp−N ; q)M−mp
(4.5)
× (−1)M−mpq(
M−mp
2
)+(1+Kp−N)(M−mp)+Jp+Kp
×
∑
k1,...,kp−1

p−1∏
r=1
(q−mr , arbrq
nr ; q)kr
(q, arbr; q)kr

 (ABcdqN+Jp−1, ABcdqM+Kp−1; q)K−kp
(ABcdqN−np+Jp+Kp , ABcdqMp+N−1; q)K−kp
× qk1+k2(1+n1−m1)+···+kp−1(1+n1+···+np−2−m1−···−mp−2).
Using (4.5) we obtain that the sum over j and k in (3.6) equals
(ABcdqN+mp−1; q)M−mp
(ABcd; q)N−np
(−1)M−mpq(
M−mp
2
)+(1−N)(M−mp)(4.6)
×
m1∑
k1=0
· · ·
mp−1∑
kp−1=0
qk1+k2(1+n1−m1)+···+kp−1(1+n1+···+np−2−m1−···−mp−2)
×

p−1∏
r=1
(q−mr , arbrq
nr ; q)kr
(q, arbr; q)kr

 (ABcdqN−1, ABcdqM−1; q)k1+···+kp−1
(ABcdqN−np , ABcdqN+mp−1; q)k1+···+kp−1
Sp,
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where
Sp =
mp∑
kp=0
(q−mp , ABcdqM+k1+···+kp−1−1; q)kp(q
1+M−N−mp+kp ; q)∞
(q,ABcdqN−np+k1+···+kp−1 ; q)kp(q
1+kp−np ; q)∞
qkp(4.7)
× 3φ2
[
q−np , ABcdqN+k1+···+kp−1−1, apbpq
kp
ABcdqN−np+k1+···+kp−1+kp , apbp
; q, q
]
.
Note that the 3φ2 series is balanced, so by [2, (II.12)] it has the sum
(q1+kp−np , ABcdapbp q
N−np+k1+···+kp−1 ; q)np
( q
1−np
apbp
, ABcdqN−np+K ; q)np
.
Hence,
Sp =
(
ABcd
apbp
qN−np+k1+···+kp−1 ; q
)
np(
q1−np
apbp
, ABcdqN+k1+···+kp−1−np ; q
)
np
(4.8)
×
mp∑
kp=0
(
q−mp , ABcdqM+k1+···+kp−1−1; q
)
kp
(
q1+M−N−mp+kp ; q
)
∞(
ABcdqN+k1+···+kp−1 ; q
)
kp
(q; q)∞
qkp .
First, let us suppose that N ≥M ≥ 0. Then it is clear from the right side of (4.8) that Sp is zero
unless kp ≥ N −M +mp, as well as mp ≥ kp. So, we must have
mp + (N −M) ≤ kp ≤ mp.(4.9)
This is a contradiction unless N =M , and then kp = mp. In that case
Sp = q
mp
(
ABcd
apbp
qN−np+k1+···+kp−1 ; q
)
np
(
q−mp , ABcdqN+k1+···+kp−1−1; q
)
mp(
q1−np
apbp
; q
)
np
(
ABcdqN+k1+···+kp−1−np ; q
)
mp+np
.(4.10)
On the other hand, if M ≥ N ≥ 0 then
mp − (M −N) ≤ kp ≤ mp.(4.11)
So we get
Sp = q
mp+N−M
(
ABcd
apbp
qN−np+k1+···+kp−1 ; q
)
np(
q1−np
apbp
, ABcdqN−np+k1+···+kp−1 ; q
)
np
(4.12)
×
(
q−mp , ABcdqM+k1+···+kp−1−1; q
)
mp+N−M(
ABcdqN+k1+···+kp−1 ; q
)
mp+N−M
× 2φ1
[
qN−M , ABcdqN+mp+k1+···kp−1−1
ABcdq2N−M+mp+k1+···+kp−1
; q, q
]
.
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However, the above 2φ1 equals(
q1+N−M ; q
)
M−N
(ABcdq2N−M+mp+k1+···+kp−1 ; q)M−N
(ABcdqN+mp+k1+···+kp−1−1)M−N ,(4.13)
which vanishes unless N =M . This completes the proof of (1.22).
Also, with N =M , (3.6), (4.6) and (4.10) give
Pn · P¯m = Lp
(ABcdqN−1; q)N
(
apbpq1−N
ABcd ; q
)
np
(ABcd; q)N+mp(apbp; q)np
(−1)Nq−(
N
2
)−mp−np(ABcdqN )np(4.14)
×
m1∑
k1=0
· · ·
mp−1∑
kp−1=0
qk1+k2(1+n1−m1)+···+kp−1(1+n1+···+np−2−m1−m2−···−mp−2)
×
(
ABcdqN−1, ABcdq
N
apbp
; q
)
k1+···+kp−1(
ABcdqN+mp , ABcdq
N−np
apbp
; q
)
k1+···+kp−1
p−1∏
r=1
(q−mr , arbrq
nr ; q)kr
(q, arbr; q)kr
,
which is, of course, the same as (1.23). By taking p=2, e.g., in which case the series on the right
hand side of (4.14) becomes a terminating balanced 4φ3 series, it is easily seen that in general the
above inner product does not vanish when N =M and n 6= m.
In closing this section we would like to point out that unlike the q → 1 case that corresponds
to the Tratnik biorthogonalities, the q-analogues of Pn · Qm, Pn · Q¯m or Qn · Q¯m do not seem to
work out the same way as Pn · P¯m.
5 Transformations of Fm,n(x, y) and Gm,n(x, y)
We shall now address the problem of proving the biorthogonality relation (1.24). First of all, it is
very simple to use [2, (II.20)] to prove that
N∑
x=0
N∑
y=0
WN (x, y) = 1.(5.1)
The forms of Fm,n(x, y) and Gm,n(x, y) that turn out to be most convenient for the summations in
(1.24) are as follows:
Fm,n(x, y) =
(
γγ′q−N
α ; q
)
x+y
(
γγ′
αc ; q
)
x−y
(q−N ; q)x+y(c−1; q)x−y
(
α
γγ′
)x(αqN+n+1
γγ′
)m
qNn(5.2)
×
x∑
j=0
y∑
k=0
(
γγ′
α q
−m−n; q
)
j+k
(
q−x, γγ
′
αc q
x−N−1, γqm; q
)
j(
γγ′
α q
−N ; q
)
j+k
(
q, γ, γγ
′q−n
αc ; q
)
j
×
(
q−y, cqy−N , γ′qn; q
)
k
(q, cq1−m, γ′; q)k
qj+k,
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and
Gm,n(x, y) =
(αqN+1; q)m+n
(
αcq
γ′ ; q
)
m
(
γ′
c ; q
)
n
(q−N ; q)m+n
(
γ′
c ; q
)
m
(
αcq
γ′ ; q
)
m
(
γ′q−N−1
αc
)m(
cq−N
γ′
)n
(5.3)
×
m∑
j=0
n∑
k=0
(αqm+n; q)j+k(q
−m, γqx, αcγ′ q
N−x+1; q)j
(αqN+1; q)j+k(q, γ,
ac
γ′ q
n+1; q)j
×
(q−n, γ′qy, γ
′qN−y
c ; q)k
(q, γ′, γ
′qm
c ; q)k
qj+k, assuming 0 ≤ m+ n ≤ N.
Since
4φ3
[
q−m, αqj+m+n, q−x, γγ
′
αc q
x−N−1
γ, γ
′qn
c , q
j−N
; q, q
]
=
(
αcqj+1
γ′ , αq
N+n+1; q
)
m(
γ′qn
c , q
j−N ; q
)
m
(
γ′q−N−1
αc
)m
4φ3
[
q−m, αqj+m+n, γqx, αcγ′ q
N−x+1
γ, αcq
j+1
γ′ , αq
N+n+1 ; q, q
]
and
4φ3
[
q−n, αqi+m+n, q−y, cqy−N
γ′, αcq
i+1
γ′ , q
m−N ; q, q
]
=
(
γ′qm
c , αq
N+1+i; q
)
n(
αcqi+1
γ′ , q
m−N ; q
)
n
(
cq−N
γ′
)n
4φ3
[
q−n, αqm+n+i, γ′qy, γ
′qN−y
c
γ′, γ
′qm
c , αq
N+1+i
; q, q
]
by [2, (III.15)], (5.3) follows from (1.26) with a bit of simplification.
To derive (5.2) from (1.25) we need two applications of [2, (III.15)] on each of the two 4φ3 series
involved in (1.25). First
4φ3
[
q−m, γγ
′
αc q
x−N−1, γqx, γγ
′qj−m−n
α
γ, γγ
′qx−y−m
αc ,
γγ′
α q
x+y−N−m−n+j
; q, q
]
(5.4)
=
(qy−N , c−1qn−y−j; q)m(
αc
γγ′ q
1+y−x, αq
N−x−y+n+1−j
γγ′ ; q
)
m
(
αcqN−x+1
γγ′
)m
× 4φ3
[
q−x, γγ
′qx−N−1
αc , q
−m, αγ′ q
m+n−j
γ, qy−N , c−1qn−y−j
; q, q
]
=
(
αc
γγ′ q
1+y−x+m, αq
N−x−y+1+m+n
γγ′ ; q
)
x−m
(qy+m−N , c−1qm+n−y; q)x−m
(
γγ′
αc
qx−N−1
)x−m
×
(
γγ′
α q
x+y−N−m−n, cq1+y−x−n; q
)
j(
γγ′
α q
y−N−n, cq1+y−m−n; q
)
j
× 4φ3
[
q−x, γγ
′
αc q
x−N−1, γqm, γγ
′qj−m−n
α
γ, γγ
′q−y
αc ,
γγ′
α q
j+y−N−n
; q, q
]
.
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Substituted into (1.25) this leads to another balanced 4φ3 series:
4φ3
[
q−n, cqy−N , γ′qy, γγ
′
α q
i−m−n
γ′, cqy−m−n+1, γγ
′
α q
i+y−N−n
; q, q
]
which, when transformed twice in the same manner as in (5.4), leads to
(
c−1qm+n−y, αq
N+1−y+n
γγ′ ; q
)
y−n(
qm+n−N , αcq
n+1
γγ′ ; q
)
y−n
(
cqy−N
)y−n (γγ′α qy−N−n, γγ′αc q−y; q
)
i(
γγ′
α q
−N , γγ
′
αc q
−n; q
)
i
(5.5)
× 4φ3
[
q−y, cqy−N , γ′qn, γγ
′
α q
i−m−n
γ′, cq1−m, γγ
′
α q
i−N
; q, q
]
.
After some simplifications (5.4) and (5.5) give (5.2). Denoting the left hand side of (1.24) by
Fm,n ·Gm′,n′ , it follows that
Fm,n ·Gm′,n′ = Am,n,m′,n′
N∑
x=0
N∑
y=0
(
1− γγ
′
αc q
2x−N−1
)
(1− cq2y−N )
(
γγ′q−N−1
αc , γ; q
)
x(
1− γγ
′
αc q
−N−1
)
(1− cq−N )
(
q, γ
′q−N
αc ; q
)
x
(5.6)
×
(cq−N , γ′; q)y(
q, cq
1−N
γ′ ; q
)
y
γ−x(γ′)−y
×
∑
j
∑
k
(
γγ′q−m−n
α ; q
)
j+k
(
q−x, γγ
′
αc q
x−N−1, γqm; q
)
j(
γγ′q−N
α ; q
)
j+k
(
q, γ, γγ
′q−n
αc ; q
)
j
×
(q−y, cqy−N , γ′qn; q)k
(q, cq1−m, γ′; q)k
qj+k
×
∑
r
∑
s
(αqm
′+n′ ; q)r+s
(
q−m
′
, γqx, αcq
N−x+1
γ′ ; q
)
r(
αqN+1; q)r+s(q, γ,
αc
γ′ q
n′+1; q
)
r
×
(
q−n
′
, γ′qy, γ
′
c q
N−y; q
)
s(
q, γ′, γ
′qm′
c ; q
)
s
qr+s,
where
Am,n,m′,n′ =
(αq/γγ′, γ′/c, αcq/γ′; q)N (αq
N+1; q)m′+n′
(
γ′
c ; q
)
n′
(
αcq
γ′ ; q
)
m′
(αq, 1/c, αcq/γγ′ ; q)N (q−N ; q)m′+n′
(
αcq
γ′ ; q
)
n′
(
γ′
c ; q
)
m′
(5.7)
×
(
γ′q−N−1
αc
)m′ (
cq−N/γ′
)n′ (αqN+n+1
γγ′
)m
qNn.
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6 Proof of (1.24)
Since each term in the weight function can be glued on nicely with the x and y dependent terms
of the two double series in (5.6), the x, y-sum can be isolated as
6W5
(
γγ′
αc
q2j−N−1; γqr+j,
γγ′
αc
qj , qj−N ; q, γ−1q−j−r
)
× 6W5
(
cq2k−N ; γ′qs+k, cqk+1, qk−N ; q, (γ′qk+s)−1
)
=
(
γγ′
αc q
2j−N , q
−N−r
γ ; q
)
N−j
(
cq2k−N+1, q
−N−s
γ′ ; q
)
N−k(
γ′qj−r−N
αc , q
j−N ; q
)
N−j
(
cq1−N+k−s
γ′ , q
k−N ; q
)
N−k
,
by [2, (II.21)]. The sum over j, k, r, s in (5.6) now reduces to
Fm,n ·Gm′,n′ = Am,n,m′,n′
(γq, γ′q, αcq/γγ′, 1/c; q)N
(q, q, αcq/γ′, γ′/c; q)N
(6.1)
×
∑
j
∑
k
∑
r
∑
s
(
γγ′q−m−n
α ; q
)
j+k
(αqm
′+n′ ; q)r+s(
γγ′q−N
α ; q
)
j+k
(αqN+1; q)r+s
×
(
q−N , γγ
′
αc , γq
m; q
)
j
(q−N , γ′qn, cq; q)k
(
q−m
′
, αcqγ′ , γq
N+1; q
)
r(
q, γ, γγ
′q−n
αc ; q
)
j
(q, γ′, cq1−m; q)k
(
q, γ, αcq
n′+1
γ′ ; q
)
r
×
(q−n
′
, γ′/c, γ′qN+1; q)s(
q, γ′, γ
′qm′
c ; q
)
s
(γ; q)r+j(γ
′; q)s+k
(γq; q)r+j(γ′q; q)s+k
qj+k+r+s.
The sum over j is a multiple of
5φ4
[
q−N , γqr, γγ
′
αc , γq
m, γγ
′
α q
k−m−n
γqr+1, γγ
′q−n
αc , γ,
γγ′
α q
k−N
; q, q
]
(6.2)
=
(q; q)N
(
γ′q−n−r
αc ; q
)
n
(q−r; q)m
(
γ′qk−N−r
α ; q
)
N−m−n
(γqr+1; q)N
(
γγ′q−n
αc ; q
)
n
(γ; q)m
(
γγ′
α q
k−N ; q
)
N−m−n
(γqr)N ,
by [2, (1.9.10)]. Together with a similar expression for the sum over k we now have
Fm,n ·Gm′,n′(6.3)
= Am,n,m′,n′
(
αcq
γγ′ , 1/c; q
)
N
(αcq/γ′, γ′/c; q)N
∑
r
∑
s
(αqm
′+n′ ; q)r+s
(αqN+1; q)r+s
×
(
q−m
′
, αcqγ′ , γq
N+1; q
)
r
(
q−n
′
, γ
′
c , γ
′qN+1; q
)
s(
q, αcq
n′+1
γ′ ; q
)
r
(
q, γ
′qm′
c ; q
)
s
qr+s
×
(
γ′q−n−r
αc ; q
)
n
(
γ′q−N−r
α ; q
)
N−m−n
(q−r; q)m
(γqN+1; q)r
(
γγ′q−n
αc ; q
)
n
(γ; q)m
(
γγ′
α q
−N ; q
)
N−m−n
(γqr)N
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×(
cq1−m−s
γ′ ; q
)
m
(
q−N−r−s
α ; q
)
N−m−n
(q−s; q)n
(γ′qN+1; q)s(cq1−m; q)m(γ′; q)n
(
γ′
α q
−N−r; q
)
N−m−n
(γ′qs)N
= Am,n,m′,n′
(
αcq
γγ′ , 1/c; q
)
N(
αcq
γ′ ,
γ′
c ; q
)
N
(γγ′)N
(
γ′q−n
αc ; q
)
n
(
cq1−m
γ′ ; q
)
m
(q−N/α; q)N−m−n(
γ′, γγ
′q−n
αc ; q
)
n
(γ, cq1−m; q)m
(
γγ′
α q
−N ; q
)
N−m−n
×
∑
r
∑
s
(αqm
′+n′ ; q)r+s
(αqm+n+1; q)r+s
(
q−m
′
, αcq
n+1
γ ; q
)
r
(
q−n
′
, γ
′qm
c ; q
)
s
(q−r; q)m(
q, αcq
n′+1
γ′ ; q
)
r
(
q, γ
′
c q
m′ ; q
)
s
× (q−s; q)nq
(m+1)r+(n+1)s.
The r, s sum is
(−1)m+nq(
m+1
2
)+(n+1
2
)
(αqm
′+n′ ; q)m+n
(
q−m
′
, αcq
n+1
γ′ ; q
)
m
(
q−n
′
, γ
′qm
c ; q
)
n
(αqm+n+1; q)m+n
(
αcqn′+1
γ′ ; q
)
m
(
γ′qm′
c ; q
)
n
(6.4)
×
m′−m∑
r=0
n′−n∑
s=0
(αqm+n+m
′+n′ ; q)r+s
(
qm−m
′
, αcq
n+m+1
γ′ ; q
)
r
(
qn−n
′
, γ
′qn+m
c ; q
)
s
(αq2m+2n+1; q)r+s
(
q, αcq
m+n′+1
γ′ ; q
)
r
(
q, γ
′qn+m′
c ; q
)
s
qr+s
which vanishes unless m′ ≥ m and n′ ≥ n.
The sum in (6.4), via [2, (II.12) and (II.6)], equals(
q1+m−m
′+n−n′ , αcγ′ q
m+n+1; q
)
n′−n
(q1+m−m
′
; q)m′−m(
αq2m+2n+1, cq
1−m′−n′
γ′ ; q
)
n′−n
(αq2m+n+n′+1; q)m′−m
(
αqm+n+m
′+n′
)m′−m
which vanishes unless m′ ≤ m and n′ ≤ n. Thus we must have
Fm,n ·Gm′,n′ = 0 unless (m,n) = (m
′, n′), and then(6.5)
Fm,n ·Gm,n =
1− α
1− αq2m+2n
(
q, αcqγ′ ; q
)
m
(
q, γ
′
c ; q
)
n
(
αq
γγ′ , αq
N+1; q
)
m+n
(γ, 1/c; q)m
(
γ′, αcqγγ′ ; q
)
n
(α, q−N ; q)m+n
cn−mqmn,(6.6)
which completes the proof of (1.24) and (1.28).
It may be mentioned that there are other double series representations for Fm,n(x, y) that one
could use instead of (5.2) in the derivation of the biorthogonality relation (1.24) which do not
contain the factor 1/(q−N ; q)x+y that cancels out the (q
−N ; q)x+y factor in the weight function, but
the subsequent computations turn out to be quite tedious, while the final result is, of course, the
same.
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