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III this note, a new combinatorial interpretation of the natural linear orders on combinatorial 
cubes over finite sets A is given. This akws us to simplify the proof of the canoniziug ordering 
theorem for combinatorial cubes [7] considerably. Moreover, we obtain an extension of this 
theorem in case IAl = 2, which can be interpreted as a characterization theorem for natural 
partial orders on Boolean lattices. 
1. 
Let % be a structure. A total order on %Z is called natural (or clinical), if the 
restriction of this total order to an arbitrary substructure is of the s 
the order on %. A wellknown example for a natural total order 
lexicographic order on nk, the k-tuples over the (ordered) 
The natural total orders are in a sense those orders 
structure. Sinze these orders are given by local data, they are also of interest 
the complexity point of view. For example, two el 
lexicographically, can be compared in a number of steps 
than to nk. 
In [7] the canonical total orders on the vertices of combinatorial cubes 
finite set are described, introducing the slightly involved wncept of o 
schemas. Compare also [S] for a presentation of these canonical orders. 
Here, in Section 2, we give a new wmbinato 
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t A be a finite set. Without loss of generality we assume that IA 12 2. 
n &note the set of 
is a combinatorial k-subcube in A” if there exists a 
k-parameter word f E (A U {A,, . . . , A,,,)y, containing the parameters 
310 9.‘.# &, such that Jcc results from f by replacing &, . . . , AkBl by elements 
%I l l l 9 ak-1 E A. To guarantee a unique description of subcubes we require that 
min{i 1 f(i) = 5) < min{i 1 f(i) = Al}, whenever j < 1. Let A(t) denote the set of 
k-parameter words of length it. Observe that A” = A(“,). For f E A(L) and 
g E A(T) the parameter word f . g E A(z) is given by (f l g)(i) =f(i), if f(c’) E A, 
(f . g)(i) = g(j) if f(i) = 5. Hence, f l g represents a k-subcube of the m-subcube 
f of A”. For a more detailed account on parameter words cf. e.g. [l] or [3]. 
Later on, we will emphasize the case A = (0, 1). Here 2” can be viewed as the 
set of characteristic functions of subsets of (0, . . . , n - 1). Provided with the 
product order S, (2”, S) becomes i omorphic to the Boolean lattices 3(n) with n 
atoms. Note that k-parameter words f E 2(z) describe k-dimensional Boolean 
sublattices of 93(n) and vice versa. 
The celebrated Graham-Rothschild theorem for parameter words [2] states 
that for every quadruple (A, R, m, r) there exists n = n(A, k, m, r) such that for 
every mapping A : A(z) --+ r there exists f E A(L) satisfying A 1 {f l g ( g E A($!)} = 
constant. This theorem will be fundamental in what follows. We should mention 
that combinatorial cubes (in differtint notation) were introduced by Hales and 
Jewett [4] who also settled the case k = 0 of the above theorem. 
Let A = (aO, . . . , CY,_~ } be provided with a total order <, i.e. ao< u1 <. . . < 
q-1, and consider the Boolean lattice B(t - 1) on the t - 1 (ordered) atoms 
0 P l . l 9 t - 2. A O-l chain 9 in %(t - 1) is a family 9 = (Do, . . . , &) of pairwise 
distinct subsets of (0, . . . , t - 2) such that Di E Di+l for every i < k and Do = 8, 
Dk = (0, . . . , t - 23. Let I(aj) = j for every j s t - 1, i.e. 1 gives the positions of 
the elements of A with respect o the order 6. 
Now we associate to every O-l chain 6% = (Do, . . . , D,) in iB(t - 1) a total 
order =& on A” as fohows: 
Let g +, h iff there exists i s k, j E Di and m G n such that 
(1) I&(m)) sj, but I(k(m)) > j 
(2) for all m’ < m and j E Di we have I(g(m’)) G j iff I(h(m’)) s j 
(3) for all l’<i, all je e and all m s n we have Q(m)) 6 j iff I(h(m)) S j. 
1) we get the usual exicographic order (with respect o 
le we assume A = (0, 1,2} provided with 0 < 1 i 2. 
nding total orders on 3* are 
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(a < b is depicted by 
Fig. 1 
integer n. Obviously, each of these orders =&, is natural (or canonical) in the 
sense that if A” is endowed with +, then the restriction of this order to some 
f EA(&) is of the same type. 
Next we observe that different pairs (6, 9) and ( =G ‘, 9 ‘) yield different orders 
on A”. This can always be seen just considering 2-subcubes ofA”: 
ProPo&ion 2.1. Let (S, 9) # (<‘, 9 ‘). Then there exi. * ;, h E A2 such that 
g+hbuth<&g. 
Proof of Propos&ion 2.1. First assume that 6 # 6’ , i.e. there exist a, b E A such 
that a < b but B -c’ a. -Then, obviousiy, (a, bj -+, (b, b) but (6, 6) C& (a, Bj. 
Hence, let < = =s’ and let aO<aI-+~~<a,_t, but assume 9 # W, where 
9 = D,,, . . . , D&_,, 9’ = DA,. . . , Di_l. Let i be the first index where Dj differs 
from 0;. Then let j E Di\ 0; and j’ E 0; \ Dl+ Since 
( Qj, ai)+,) G (++I9 ajn) but (++I9 +) G* (aj, +.,l)- •I 
Now we reformulate (and reprove) the ain Theorem of [7], stati 
set of total orders on cubes over given by an orderi 
in B(JAl - 1) forms a canonizing set of total orders (cf. [7]): 
For every m there exists 
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t is clear, that in order to impose a total order on A”, we can Crst order the 
basis-set A in an arbitrary way and then extend this order to A” comparing 
lexicographically (from the left to the right). SO the other part, the O-l chains in 
3([_4[ - l), give in a sense the combinatorial interpretation or the co-mbinatorial 
attributes of the natural (canonical) orders on An. Note that dealing with 
equivalence r lations instead of total orders it has been shown ([9], compare also 
[lo]) that imposing an arbitray equivalence relation on A and extending this 
relation to A” gives already all canonical equivalence relaxions on A”. 
tion of the natural total orders on A” as given in Theorem 2.2 
allows us to count these orders easily by counting Q-l chains in Boolean lattices: 
.3. Let IAl = t. Then there are t! x:2?,, h! S8_1 hnatural total orders on 
A”, where the S&, are Stirling-numbers of the 2nd kind: 
Let A be a finite set, say IAl ‘t= t, and n 2 2m - 1. 
Let S* be a total order os.i A”. According to the Graham-Rothschild %eorem 
we can assume that for , n the I-subcubes of A” are ordered with 
respect to the same pat 
forevery!=l,. . . , n and for every c, f E A( I) we have that 
(3 f) . 
g.g<y. g=gs*f*h forall g,hEA! 
e total order imposed on 4 in this way is denoted by =$ say A = {a0 < aI < 
l l l -~a,._~}. Observe that cc < Y iff a,, <Q,. Moreover, for every I = 1, . l . , n 
we impose a total order on t’ by (pO, . . . , plwl) C* (yg, . . . , q+) if 
r ( l a,,, . . . 9 a,_, ) <* r l (a,, l l l 9 a,_,) f or some (and thus for all) c E A(‘f). 
For js t define Ai= (aiIjsi<t). Hence, AO=A and A,=& Then an 
_Aj-pattern is a pair (I, p), where I E (0, . . . , n - 1) and p E (t\j)? We 
associate to every g E A” an Aj-pattern by indicating those positions I of g where 
a letter of Aj occurs and then taking p = (g(i))i,l. 
Now we prove by induction on j: 
For every 1 S j s t there exists a O-l chain SJ in Se(j - 1) such 
that for all g, h E A” which have the same Aj-pattern we have (3.2) 
thatg<*hiffg<,h. 
bviously, the case j = t proves Theorem 2.2. 
1 the assertion (3.2) becomes trivial. Thus assume that 
t. 
be the O-1 chain in 
S XI let 
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{D?(O), . . . 9 ~~(I&7 - 1)). 
Di”(lDi*l) = j - 1. 
r technical reas3ns put i*(-1) = (-1) an 
We define the O-l chain 9 = (Do, . . . y *) in B(j), where 1’ = I- 1 or 1’ = 1, 
satisfying (3.2) for j + 1 as folkws: 
Let =D,*=f& 
Put i=o. 
Let p = min DT+J Dr and choose k such that DF(k - 1) < p c D:(k). 
Dominance of uj: 
If (D:(k), j - 1) <* (DT(k - 1) + 1, j) 
then put D,+l =DtU{j-l)forv=i,...,I-landlet 
9 = (Do, . . . , DI). (3.3) 
Relevance of &%j: 
If (p, j) C* (p-t= 1, max 0: + 1) and (j- 1, p+ 1) C* (j, Df(k - 1) + 1)9 
then put DV =DCU{j-l}forv=i+l,...,I-landlet 
9 = (Do, . * . , L&_& (3.4) 
Irrelevance of ui: 
If neither (3.3) nor (3.4) is fulfilled then put Di+l = Dr+1 and 
ifi+1=I-lthenputDI={O,...,j-1)andlet~=(D,,...,D,), 
otherwise repeat he whole procedure for i = i + 1. (3.5) 
Observe that by transitivity (D:(k), j - 1) C* (DF(k - 1) + 1, j) implies (p + 
1, max 0: + 1) <* (p, j) (because D,(k) 3 p + 1 and p 3 DF(k - 1) + 1). IIence, 
if (3 3) is applicable then (3.4) is not applicable. 
Next we prove some consequences of (3.3)-(3.5) which justify the choice 9. 
Since n a 2m - 1 we can assume w.1.o.g. that In \I( 2 4 for every Ai,*-pattern 
(r, P)* 
(3.6) Assume (D:(k), j - 1) <’ (DT(k - 1) + 1, j)= 
Then for every I E ID”1 + 1 we have 
(D:(l), j - ?) C* (Df(l- 1) + 1, j), 
(j - 1, D:(l)) C* (j, Dr(l - 1) + 1) and 
(j - I, j) <* (j, max Dt + 1). 
(3.6.1) 
(3.6.2) 
(3.6.3) 
(D,*(k), D?(l), j - 1) 
(2’8 *c) 
(1’8’0 
49 ‘((&!a 7 + (I - 3)ia ‘.I) %> 
((1):a ‘I + d ‘1 - !) 
iC’9’0 
(Z‘9’0 
l aqlodhy aAwnpu? 6q ‘(I+= (u. -]);a ‘[‘(j):a) *:> . . 
(1’9~) 4 W:a ? “I + (1 - 037) + 
W:a 7 - ! ‘Wia) 
Natural orders for combinatorial cubes 195 
<* 1, /J, /,J +- 1), by (3.8.11 
<* (max Di*+f + 1, p + 1, f(k - 1) + l), by inductive hypothesis. 
<* (p_ D,*(k), j - 1), by assumption (3.8.2) 
<* (p + 1, Df(k - 1) + 1, max 0: + 1), by inductive hypothesis. 
Before we show that ZB fulfills the requirement of (3.2) we state one technical 
fact more: 
Let 0 s r, I’ such that r + r’ s s and let (ai, X) S* (bi, y) for ah 
i c r and (x, a:) S* (y, bi) for all i c r’. Then 
( ao, . . . 9 a,+ x, a& . . . z a:t_r ) s” (b,, . . . , b,+ y, b;, . . . , b,._,). 
Proof of (3.9). 
r r’ 
( aO,al,...,a,-l,x,x,...,x,x ,..., x,a&a; ,..., aL ) 
~*(bo,al,...,a,_l,y,x,...,x,x ,..., x,a&a; ,..., a’? r -1 ) 
. 
s* (bo, bI, . . . , b,+ y, y, . . . , y, x, . . a , x, a& a;, . . . , a;#+) 
s* (bo, bl, l . . 9 b-1, y, y, . . . 9 y, y, . l . p y, hi, b;, . . . 9 G--1) 
All inequalities are valid according to the assumptions. This proves (3.9). 
Nowlet5B=(Do,..., DIl), where 1’ E (1 - 1, I), be defined as in (3.3)-(3.5). 
Let g, h eArn have the same Aj+l-p attern. We show that g + h implies g <* h. 
Assume that i + 1 is minimal with the property that there exists 
and there exists Y < n such that I(&@) s p, but I(h(v)) > 
all p’ E Di+l we have I(@‘) 
I(&)) = ~1. Choose k such that 
We distinguish three cases: 
(3 . 
sume that Di+l= /I#?++1 U (j - I}. 
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W.1.o.g. we can assume that I(@‘)) <j and I(h(v’)) <j for all ~‘6 v. 
Furthermore we assume that I(h(v)) = j. Otherwise the same arguments as in 
(3.10) would yield the desired conclusion g C* h. We define h’ E Am by 
I(h’(i)) = D,*,l(l - 1) + 1 if i -< v and DF+I(l - 1) c I(g(i)) s Di*,I(l), I(h’(i)) = 
Df(l - 1) + 1 if v < i and Df(l - I) <Z@(i)) S D:(l), Z(h’(i)) = max 0’ + 1 if 
v < i and I&(i)) = j, and I@‘(v)) = j. Then combining (3.7.1), (3.7.2) and (3.7.3) 
with (3.9) we get g <* h’. Et is obvious that h’ <* h and therefore g<* h. 
Finally, assume that Di+I = Dt U {j - 1). (3.12) 
Again, we can w.1.o.g. assume that I(g(y’)) < j ar e “h(v’)) <j for all v’ < v, 
and I(h(v))=j. We define WeAm by 1(/C(i))=; . ‘10l)=tl if i#v and 
Dt(l - 1) c Z(g(i)) G D,(l), I(h’(i)) = max Dt + 1 if i@(i)) = j and I(h’(v)) = j. 
Then combining (3.6.13, (3.6.2) and (3.6.3) with (3.9) gives g<* h’. Since 
obviously h’ <* h, we have g <* h. 
TICS in all three cases we conclude that g <* h. Thhs completes the proof of 
(3.2) and therefore the proof of Theorem 2.2. 0 
The special case A = (0, 1} of Theorem 2.2, which was already proven in [6] is 
of particular interest. This case admits the following formulation: 
cop0 4.1. For every m there exists n such that for every total order G* on 
B(n) there exi& a B(m) sublattice 9~ S(n) such that S* 1 Z? is iexkographic 
with respect to 0 < 1 or is lexicogruphic with respect to 1~ 0. 
Note, that if we allow for G* only extentions of the lattice-order on B(n) we 
can always guarantee asublattice which is ordered lexicographically with respect 
toL =l. 
A symmetric analogue to this corollary says that for every equivalence r lation 
= (i.e. reflexive, transitive Lgd symmetk binary relation) on B(n), where n is 
sufficiently large, there exists a B(m)-sublattice 2 G S?(n) such that s+: 1.9 is 
either constant (i.e. all elements of 3’ are in the same class) or is injective (i.e. 
the elements of S? are in mutually distinct classes). This result was first obtained 
in [9] using lhe Graha.m-Rothschild theorem for parameter words. In [S] a proof 
is indicated which relies on Erd&-Graham’s canonical version of van der 
aerden’s theorem. 
ropping the transitivity of the binary relation we get a Ramsey-situation. 
lies that the only canonical graphs, defined on 
ment, empty graph Qxovided that 
aphs 0 oolean lattices the situation 
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Let 14: be a reflexive and symmetric binary relation defined on 9(n), where II is 
K. fficiently large. By applying the Graham-Rothschild theorem successively for 
tires and for planes we get a 58(m)-sublattice, where all lines are either “edges” 
QP “‘non-edges” and every pair of incomparable points in 5!? forms either an edge 
or every such pair does not form an edge. Thus we have: 
Rem& 4.2. Let m be given. Then there exists n such that for every reflexive and 
symmetric binq relation & i.e. every graph on 9&r), there exists a B(m)- 
sublattice .5? E Se(n) such that the subgraph induced by ZE’ ic either 
(1) the complete graph, or 
(2) the inclusion graph (i.e. (8, h) E E iff g(i) = 1 *h(i) = I for every i = 
0 9 l ’ l 9 n - Ij 
or the complement of one of these two graphs. 
It is an easy observation that this set of graphs is minimal. Gf course, Ramsey’s 
theorem for 2-subsets follows immediately from Remark 4.2. 
Finally we consider the following generalization of Corollary 4. I. 
Theorem 4.3. Let m be given. Then there exists n such that for every partial order 
S* on B(n) there xists a B(m)-sublattice 9 s B(n) such that the restriction of S* 
to 9 is either 
(1) the lexicographic order (with respect to 0 c 1) or 
(2) the inclusion order (i.e. g s* h iff g(i) = 13 h(i) = 1 for eve& i = 
0 ? l l l 9 n - 1) or 
(3) the antichain, 
or one of the orders we get from (1) or (2) by interchanging 0 and 1. 
Proof. Let n = m a 3 and assume by the Graham-Rothschild theorem that all 
lines and all planes in 9(n) are of the same pattern with respect o <*. We 
distinguish three cases: 
First assume that any two points which form a line are incomparable with 
respect o s*. Assume further, that (0,l) s* (I, 0). This implies (O,O, 1) <* 
(0, 1,O) and (0, 1,O) <* (1, 0,l). Thus, by transitivity, (0, 0, I) c 
contradicts the fact that in every line 0 and 1 are incomparable. 
(1 9 0) <* (0,l) yields a contradiction i  the same way. Since eve 
contained in a plane, we conclude that in this case Se(n) forprrs an antichain wi 
respect o s*. 
Next we assume that 0 <* I. 
Assume further, that (1,O) <* (0, I). 
(0, 1,O). Hence, (1,0, 1) <* (O,O, I), w 
case we have either (0,l) C* (1,O) or ( 
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for all g, h 5 Wrt) it is valid that g s*h iff g(i) = 1 *h(i) = 1 for all i = 
0 9 l l l 9 n - 1. Thus, S?(n) is ordered with respect o inch&on. 
Finally, we assume that 1 <* 0. 
By interchanging the role of 0 and 1 we get either that 9(n) is ordered 
lexicographically, where l< 0, or thab. * 9(n) is ordered such that for all 
g, h E Se(n) we have that g ~*hiffg(~)=O~h(i)=Oforalli=O,...,n-1. 
This completes the proof of Theorem 4.3. q 
Obviously, each of these five partial orders is a natural order and from 
Theorem 4.3 it follows that there are only these five natural partial orders on 
I3oolean lattices. 
Theorem 4.3 generalizes Corollary 4.1 and therefore Theorem 2.2 for IAl = 2. 
It is an open problem how the natural partial orders on combinatorial cubes fop 
IAl a 3 look like. 
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