We consider the problem of online active learning to collect data for regression modeling. Specifically, we consider a decision maker with a limited experimentation budget who must efficiently learn an underlying linear population model. Our main contribution is a novel threshold-based algorithm for selection of most informative observations; we characterize its performance and fundamental lower bounds. We extend the algorithm and its guarantees to sparse linear regression in high-dimensional settings. Simulations suggest the algorithm is remarkably robust: it provides significant benefits over passive random sampling in real-world datasets that exhibit high nonlinearity and high dimensionality -significantly reducing both the mean and variance of the squared error.
Introduction
This paper studies online active learning for estimation of linear models. Active learning is motivated by the premise that in many sequential data collection scenarios, labeling or obtaining output from observations is costly. Thus ongoing decisions must be made about whether to collect data on a particular unit of observation. Active learning has a rich history; see, e.g., [3, 6, 7, 8, 16] .
As a motivating example, suppose that an online marketing organization plans to send display advertising promotions to a new target market. Their goal is to estimate the revenue that can be expected for an individual with a given covariate vector. Unfortunately, providing the promotion and collecting data on each individual is costly. Thus the goal of the marketing organization is to acquire first the most "informative" observations. They must do this in an online fashion: opportunities to show the display ad promotion to individuals arrive sequentially over time. In online active learning, this is achieved by selecting those observational units (target individuals in this case) that provide the most information to the model fitting procedure.
Linear models are ubiquitous in both theory and practice-often used even in settings where the data may exhibit nonlinearity-in large part because of their interpretability and flexibility. Accordingly, our focus is on actively choosing observations for optimal prediction of the resulting linear model.
Our main contributions are as follows. First, we develop an algorithm that sequentially selects observations if they have sufficiently large norm, in an appropriate space (dependent on the datagenerating distribution). Second, we provide a comprehensive theoretical analysis of our algorithm, including upper and lower bounds. We focus on minimizing mean squared prediction error (MSE), and show a high probability upper bound on the MSE of our approach (cf. Theorem 3.1). In addition, we provide a lower bound on the best possible achievable performance in high probability and expectation (cf. Section 4). In two distributional settings of interest-Gaussian and uniform-we show that this lower bound structurally matches our upper bound, suggesting our algorithm is near-optimal.
Despite these positive results, we also show that the improvement of active learning progressively weakens in higher dimensions. To address this degradation, under standard sparsity assumptions, we design an adaptive extension of the thresholding algorithm that initially devotes some budget to learn the sparsity pattern of the model, in order to subsequently apply active learning to the relevant lower dimensional subspace. We find that in this setting, the active learning algorithm provides significant benefit over passive random sampling.
Finally, we empirically evaluate our algorithm's performance. A potential concern regarding the proposed procedure is that by selecting large norm observations, it may also be vulnerable to overfitting to "outliers" in the data. Our tests on real world data show our approach is remarkably robust: the gain of active learning remains significant even in settings that fall outside our theory. Our results suggest that our threshold-based rule may be a valuable tool to leverage in observation-limited environments, even when the underlying assumptions of our theory may not exactly hold.
Active learning has mainly been studied for classification; see, e.g., [1, 2, 9, 10, 29] . For regression, see, e.g., [5, 17, 24] and the references within. A closely related work to our setting is [23] : they study online or stream-based active learning for linear regression, with random design. They propose a theoretical algorithm that partitions the space by stratification based on Monte-Carlo methods, where a recently proposed algorithm for linear regression [14] is used as a black box. It converges to the globally optimal oracle risk under possibly misspecified models (with suitable assumptions). Due to the relatively weak model assumptions, they achieve a constant gain over passive learning. As we adopt stronger assumptions (well-specified model), we are able to achieve larger than constant gains, with a computationally simpler algorithm. Suppose covariate vectors are Gaussian with dimension d; the total number of observations is n; and the algorithm is allowed to label at most k of them. Then, we beat standard σ 2 d/k MSE to obtain σ 2 d 2 /[kd + 2(δ − 1)k log k] when n = k δ , so active learning truly improves performance when k = Ω(exp(d)) or δ = Ω(d). While [23] does not tackle high-dimensional settings, we overcome the exponential data requirements via l 1 -regularization.
The remainder of the paper is organized as follows. We define our setting in Section 2. In Section 3, we introduce the algorithm and provide analysis of a corresponding upper bound. Lower bounds are given in Section 4. Simulations are presented in Section 5, and Section 6 concludes.
Problem Definition
The online active learning problem for regression is defined as follows. We sequentially observe n covariate vectors in a d-dimensional space X i ∈ R d , which are i.i.d. When presented with the i-th observation, we must choose whether we want to label it or not, i.e., choose to observe the outcome. If we decide to label the observation, then we obtain Y i ∈ R. Otherwise, we do not see its label, and the outcome remains unknown. We are allowed to label at most k out of the n observations. We assume covariates are distributed according to some known distribution D, with zero mean EX = 0, and covariance matrix Σ = EXX T . We relax this assumption later. In addition, we assume that Y follows a linear model: Y = X T β * + , where β * ∈ R d and ∼ N (0, σ 2 ) i.i.d. We denote observations by X, X i ∈ R d , components by X j ∈ R, sets in boldface: X ∈ R k×d , Y ∈ R k .
After selecting k observations, (X, Y), we output an estimateβ k ∈ R d , with no intercept. 1 Our goal is to minimize the expected MSE ofβ k in Σ norm, i.e. E β k − β * 2 Σ , under random design; that is, when the X i 's are random and the algorithm may be randomized. This is related to the A-optimality criterion, [22] . The central idea of the paper is to use the experimentation budget to minimize the variance ofβ k by sampling X from a different thresholded distribution. Minimizing expected MSE is equivalent to minimizing the trace of the normalized inverse of the Fisher information matrix X T X,
where expectations are over all sources of randomness. In this setting, the OLS estimator is the best linear unbiased estimator by the Gauss-Markov Theorem. Also, for any set X of k i.i.d. observations, β k :=β OLS k has sampling distributionβ k | X ∼ N (β * , σ 2 (X T X) −1 ), [13] .
Algorithm and Main Results
In this section we motivate the algorithm, state the main result quantifying its performance for general distributions, and provide a high-level overview of the proof. A corollary for the Gaussian distribution is presented, and we derive a CLT approximation that is useful in complex or unknown distributional settings. We also extend the algorithm by making the threshold adaptive. Finally, we show how to generalize the results to sparse linear regression.
Without loss of generality, we assume that each observation is white, that is, E[XX T ] is the identity matrix. For correlated observations X , we apply X := D −1/2 U T X to whiten them, Σ = U DU T (see Appendix A). Note that Tr(Σ(X T X ) −1 ) = Tr((X T X) −1 ). We bound the whitened trace as
To minimize the expected MSE, we need to maximize the minimum eigenvalue of X T X with high probability. The thresholding procedure in Algorithm 1 maximizes the minimum eigenvalue of X T X through two observations. First, since the sum of eigenvalues of X T X is the trace of X T X, which is in turn the sum of the norm of the observations, the algorithm chooses observations of large (weighted) norm. Second, the eigenvalues of X T X should be balanced, that is, have similar magnitudes. This is achieved by selecting the appropriate weights for the norm.
Let ξ ∈ R d + be a vector of weights defining the norm X 2 ξ = d j=1 ξ j X 2 j . Let Γ > 0 be a threshold. Algorithm 1 simply selects the observations with ξ-weighted norm larger than Γ. The selected observations can be thought as i.i.d. samples from an induced distributionD: the original distribution conditional on X ξ ≥ Γ. Suppose k observations are chosen and denoted by X ∈ R k×d . Then
where H is the covariance matrix with respect toD. This covariance matrix is diagonal as thresholding preserves uncorrelation and its diagonal terms are
Hence, λ min (EX T X) = k min j φ j , and λ max (EX T X) = k max j φ j . The main technical result in Theorem 3.1 is to link the eigenvalues of the random matrix X T X to its deterministic counter part EX T X. From the above calculations, the goal is to find (ξ, Γ) such that min j φ j ≈ max j φ j , and both are as large as possible. The first objective is achieved when there exists some φ such that
(3) We note that if X has independent components with the same marginal distribution (after whitening), then it suffices to choose ξ j = 1 for all j. It is necessary to choose unequal weights when the marginal distributions of the components are different, e.g., some are Gaussian and some are uniform, or components are dependent. For joint Gaussian, whitening removes dependencies, so we set ξ j = 1.
Thresholding Algorithm
The algorithm is simple. For each incoming observation X i we compute its weighted norm X i ξ (possibly after whitening if necessary). If the norm is above the threshold Γ, then we select the observation, otherwise we ignore it. We stop when we have collected k observations. Therefore random sampling is then equivalent to setting Γ = 0.
We want to catch the k largest observations given our budget, therefore we require that Γ satisfies P D ( X ξ ≥ Γ) = k/n. (4) If we apply this rule to n independent observations coming from D, on average we select k of them: the ξ−largest. If (ξ, Γ) is a solution to (3) and (4), then (c ξ, √ c Γ) is also a solution for any c > 0. So we require i ξ i = d. Algorithm 1 can be seen as a regularizing process similar to ridge regression, where the amount of regularization depends on the distribution D and the budget ratio k/n; it improves the conditioning of the problem. If Σ is unknown, we can estimate it online by using the n observations. Note that O(d) observations are required for accurate recovery when D is subgaussian, and O(d log d) if subexponential, [27] . Due to the sensitivity to outliers of covariance estimation, when d n, it is worth to spend enough observations on Σ recovery (no need to label).
Algorithm 1 keeps the threshold fixed from the beginning, leading to a mathematically convenient analysis, as it generates i.i.d. observations. However, Algorithm 1b, which is adaptive and updates its parameters after each observation, produces slightly better results, as we empirically show in Appendix K. Before making a decision on X i , Algorithm 1b finds (ξ i , Γ i ) satisfying (3) and
Algorithm 1 Thresholding Algorithm.
Algorithm 1b Adaptive Thresholding Algorithm. Observe X i .
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break.
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Let (ξ i , Γ i ) satisfy (3) and (5). 6: if X i ξi > Γ i or k − |S|=n − i + 1 then 7:
10:
end if 11: end if 12: end for where |S i−1 | is the number of observations already labeled. The idea is identical: set the threshold to capture, on average, the number of observations still to be labeled, that is k − |S i−1 |, out of the number still to be observed, n − i + 1. Importantly, active learning not only decreases the expected MSE, but also its variance. Since the variance of the MSE for fixed X depends on j 1/λ j (X T X) 2 [13] , it is also minimized by selecting observations that lead to large eigenvalues of X T X.
Main Theorem
Theorem 3.1 states that by sampling k observations fromD where (ξ, Γ) satisfy (3), the estimation performance is significantly improved, compared to randomly sampling k observations from the original distribution. Section 4 shows the gain in Theorem 3.1 essentially cannot be improved and Algorithm 1 is optimal. A sketch of the proof is provided at the end of this section (see Appendix B). Theorem 3.1 Let d ≥ 3, and n > k > d. Assume observations X ∈ R d are distributed according to D, continuous with known covariance matrix Σ ∈ R d×d . Also, assume components have finite fourth moment, and their marginal densities are symmetric around zero after whitening. Let X be a k × d matrix with k observations sampled from the distribution induced by the thresholding rule with parameters (ξ, Γ) ∈ R d+1 + satisfying (3). Let ψ ∈ (0, 1). Then there exists C 1 = C 1 (ψ) > 0, a positive constant (that also depends on D, d, k, n), such that the following holds with probability at least 1 − d exp(−kC 1 ):
While Theorem 3.1 is stated in fairly general terms, we can apply the result to specific settings. We first present the Gaussian case where white components are independent. The proof is in Appendix D.
Corollary 3.2 If the observations in Theorem 3.1 are jointly Gaussian with covariance matrix Σ ∈ R d×d , and if ξ j = 1 for all j = 1, . . . , d, and Γ = C d + 2 log(n/k) for some constant C ≥ 1, then with probability at least 1 − d exp(−kC 1 ) we have that
The MSE of random sampling for white Gaussian data is proportional to d/(k − d − 1). 2 Active learning provides a gain factor of order 1/(1 + 2 log(n/k)/d) with high probability. Our thresholding rule may select fewer than k observations. Then, when the number of observations yet to be seen equals the remaining labeling budget, we should select all of them (equivalent to random sampling). The number of observations with X ξ > Γ has binomial distribution, is highly concentrated around its mean k, with variance k(1 − k/n). By the Chernoff Bounds, the probability that the algorithm selects fewer than k − C √ k decreases exponentially fast in C. Thus, these deviations are dominated in the bound of Theorem 3.1 by the leading term. In practice, one may set the threshold in (4) by choosing k(1 + ) observations for some small > 0, or use the adaptive threshold in Algorithm 1b.
CLT Approximation
The proof of Corollary 3.2 is based on the fact that if X j are Gaussian, then Z ξ = d j=1 ξ j X 2 j is a chi-squared random variable with d degrees of freedom, and its tails can be accurately approximated. In general, the distribution of Z ξ could be complex or even unknown. As Z ξ is the sum of d random variables, the CLT approximation can be useful. We derive the formal CLT approximation, with its threshold and guarantees in Appendix E. As an example of how to apply these results, we study the uniform distribution with independent components. Applying the CLT approximation, we conclude that its φ in Theorem 3.1 satisfies φ ≥ 1 + 8 log(n/k)/5d − o log log(n/k)/ d log(n/k) . The gain here is just the squared-root of the Gaussian gain, as the CLT approximated norm has Gaussian tails, instead of the heavier tails of the χ 2 distribution which lead to greater gains.
Sparsity and Regularization
The gain provided by active learning in our setting suffers from the curse of dimensionality, as it diminishes very fast when d increases, and Section 4 shows the gain cannot be improved in general. For high dimensional settings (where k ≤ d) we assume s-sparsity in β, that is, we assume the support of β contains at most s non-zero components, for some s d. In Appendix J, we also provide related results for Ridge regression.
Here we state the two-stage Sparse Thresholding Algorithm (see Algorithm 2) and show this algorithm effectively overcomes the curse of dimensionality. For simplicity, we assume the data is Gaussian, D = N (0, Σ). The two-stage algorithm works as follows. First, we focus on recovering the true support, S(β); we do so by selecting the very first k 1 observations (without thresholding), and computing the Lasso estimatorβ 1 . Second, we assign the weights ξ: for i ∈ S(β 1 ), we set ξ i = 1, otherwise we set ξ i = 0. Then, we apply the thresholding rule to select the remaining k 2 = k − k 1 observations. While observations are collected in all dimensions, our final estimateβ 2 is the OLS estimator computed only based on the observations selected in the second stage, and exclusively with respect to the dimensions in S(β 1 ). Theorem H.1 summarizes the performance of Algorithm 2; it Algorithm 2 Sparse Thresholding Algorithm.
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if |S 2 | = k 2 then 15:
16:
end if 17: end if 18: end for 19: Return OLS estimateβ 2 based on observations in S 2 . requires the standard assumptions on Σ, λ and min i |β i | for support recovery (see Theorem 3 in [28] ). Theorem 3.3 Let D = N (0, Σ). Assume Σ, λ and min i |β i | satisfy the standard conditions given in Theorem 3 of [28] . Assume we run the Sparse Thresholding algorithm with k 1 = Cs log d observations to recover the support of β, for an appropriate C ≥ 0. Let X 2 be k 2 = k − k 1 observations sampled via thresholding on S(β 1 ). It follows that for any ψ ∈ (0, 1), there exists C 1 = C 1 (ψ) > 0 and some universal constants c 1 , c 2 , such that with probability at least
The performance of random sampling with the Lasso estimator is O(s log d/k). We are mainly interested in the regime s d, k =Cd and n = d δ , forC > 0, δ > 1. In that case, we obtain a bound of order s/d(1 + (δ − 1) log(d)/s), as opposed to the weaker s log d/d for random sampling. The gain is at least a log d factor (equivalent to log k up to an additive constant) with high probability.
The proof is in Appendix H. In practice, the performance of the algorithm is improved by using all the k observations to fit the final estimateβ 2 . However, in this case, observations are no longer i.i.d. Also, using the thresholding algorithm to select the initial k 1 observations strongly decreases the probability of making a mistake in support recovery. Simulations comparing different methods are provided in Section 5. Theoretical guarantees in these cases are open questions.
Proof of Theorem 3.1
We only provide a sketch of the proof of Theorem 3.1 here. The complete proof is in Appendix B. The proof is based on concentration inequalities for random matrices derived in [25] by combining Lieb's Theorem with the matrix Laplace transform technique. While these bounds are more powerful for maximum eigenvalues, they can also be applied to minimum eigenvalues, as for t > 0 P λ min X T X < t = P λ max −X T X > −t . We then bound the RHS of the equation. The assumption that marginal densities are symmetrical is for simplicity, and the specific value of C 1 is derived in the proof. Interestingly, the proof shows that if our algorithm uses (ξ, Γ) which are approximate solutions to (3), then (6) still holds with min j EDX 2 j in the denominator of the RHS, instead of φ. The d factor in the probabilistic bound (1 − d exp(−kC 1 )) is unfortunate, but it is a known phenomenon [26] arising in the context of matrix Chernoff bounds. We apply a similar technique to Chernoff bounds, with additional attention paid to the potential unboundedness of the maximum eigenvalue of XX T . Our probabilistic bounds are strongest when k ≥ Cd log d for some constant C ≥ 0, a common situation in active learning [23] , where super-linear requirements in d seem unavoidable in noisy settings. A simple bound for the parameter φ can be calculated as follows. Assume there exists (ξ, Γ) such that φ j = φ and consider the weighted squared norm
For specific distributions, Γ 2 /d can be easily computed. The last inequality is close to equality in cases where the conditional density decays extremely fast for values of d j=1 ξ j X 2 j above Γ 2 . Heavy-tailed distributions may, however, allocate mass to significantly higher values, and φ could be much larger than Γ 2 /d.
Lower Bound
In this section we derive a lower bound for our original problem setting. Suppose all the data are given. Again choose the k observations with largest norms, denoted by X . To minimize the prediction error, the best possible X T X is diagonal, with identical entries, and trace equal to the sum of the norms. No selection algorithm, online or offline, can do better. Algorithm 1 achieves this by selecting observations with large norms and uncorrelated entries (through whitening if necessary). Theorem 4.1 captures this intuition; the proof is in Appendix E. Theorem 4.1 Let A be an algorithm for the problem we described in Section 2. Then,
whereX (i) denotes the observation with the i-th largest norm. Moreover, fix α ∈ (0, 1). Let F be the cdf of max i∈[n] ||X i || 2 . Then, with probability at least 1 − α,
The upper bound in Theorem 3.1 has a similar structure, with denominator equal to kφ. By Theorem
for every component j. Hence, summing over all components: kφ = kED X 2 /d . The latter expectation is taken with respect toD, which only captures the k expected ξ-largest observations out of n, as opposed to k (9) . The weights ξ simply account for the fact that, in reality, we cannot make all components have equal norm, something we implicitly assumed in our lower bound. Moreover, let α ∈ (0, 1). Then, for any A with probability at least 1 − α and C = 2 log Γ(d/2)/d,
We prove the natural extension for the lower bound of the CLT approximation in Appendix G. As a consequence, if we apply the CLT approximation to centered uniform observations X with independent components, we conclude that for any algorithm A, E A Tr((X T X) −1 ) ≥ d/k 1 + 8 log n/5d . In the Gaussian and uniform cases, our results from previous sections (cf. Corollary 3.2, Section 3.3) have the same structure as these lower bounds; hence in these settings our algorithm is near optimal.
Simulations
We conducted several experiments in various settings. We present here experiments for regularized estimators and real-world data. In Appendix K, we also show experiments for linear models, synthetic non-linear data, and additional regularized and real-world datasets, with scatterplots for the data.
Regularized Estimators. We compare the performance in high-dimensional settings of random sampling and Algorithm 1 -both with an appropriately adjusted Lasso estimator-against Algorithm 2, which takes into account the structure of the problem (s d). For completeness, we also show the performance of Algorithm 2 when all the observations are included in the final OLS estimate, and that of random sampling (RS) and Algorithm 1 (Thr) when the true support is known in advance, and the OLS computed on those components. In Figure 1 (a), we see that Algorithm 2 dramatically reduces the MSE, while in Figure 1 (b) we zoom-in to see that Algorithm 2 (with and without all observations) is truly competitive against fundamental benchmarks that know the pattern in hindsight.
Real-World Data. In this section, we show the results of running Algorithm 1b with the simplest distributional assumption -independent Gaussian threshold, ξ j = 1 for all jversus random sampling on publicly available real-world datasets (UCI, [19] ). The algorithm estimates Σ in an online fashion. We use test squared prediction error to measure performance. For each dataset, we fix a sequence of values of n, together with k = √ n, and for each pair (n, k) we run a number of iterations. In each iteration, we randomly split the dataset in training (exactly n observations, random order), and test (all other observations). After running the algorithms,β OLS is computed based on the selected observations, and the prediction error estimated on the test set. All datasets are initially centered to have zero means (covariates and response). Empirical confidence intervals are provided.
We first analyze the Physicochemical Properties of Protein Tertiary Structure dataset (45730 observations), where we predict the size of the residue, based on d = 9 variables, including the total surface area of the protein and its molecular mass. Figure 2 (a) shows the results; Algorithm 1b outperforms random sampling for all values of (n, k). The reduction in variance is substantial. In the Bike Sharing dataset [12] we predict the number of hourly users of the service, given weather conditions, including temperature, wind speed, humidity, and temporal covariates. There are 17379 observations, and we use d = 12 covariates. The active estimator has lower mean and median MSE than random sampling, and also smaller variance; Figure 2 (b). Finally, for the YearPredictionMSD dataset [4] , we predict the year a song was released based on d = 90 covariates, mainly metadata and audio features. Our reduced dataset has 99799 observations. The MSE and variance did strongly improve; Figure 2 (c).
In the examples we see that, while active learning leads to strong improvements in MSE and variance reduction for moderate values of k with respect to d, the gain vanishes when k grows large. This was expected; the reason might be that by sampling large normed observations, we are learning parts of the space where heavy non-linearities arise, which may not be important to the test distribution. However, the motivation of active learning are situations of limited labeling budget and hybrid approaches combining random sampling and thresholding could be easily implemented if needed.
Conclusion
Our paper provides a comprehensive analysis of thresholding algorithms for online active learning of linear regression models, which are shown to perform well both theoretically and empirically. Several natural open directions suggest themselves. Additional robustness could be guaranteed in other settings by combining our algorithm as a "black box" with other approaches: for example, some addition of random sampling or stratified sampling could be used to determine if significant nonlinearity is present, and to determine the fraction of observations that are collected via thresholding.
Before thresholding the norm of incoming observations, it is useful to decorrelate and standardize their components, i.e., to whiten the data. Then, we apply the algorithm to uncorrelated covariates, with zero mean and unit variance (not necessarily independent). The covariance matrix Σ can be decomposed as Σ = U DU T , where U is orthogonal, and D diagonal with d ii = λ i (Σ). We whiten each observation toX = D −1/2 U T X ∈ R d×1 (while for X ∈ R k×d ,X = XU D −1/2 ), so that EXX T = Id. We denote whitened observations byX andX in the appendix. After some algebra we see that,
.
We focus on algorithms that maximize the minimum eigenvalue ofX TX with high probability, or, in general, leading to large and even eigenvalues ofX TX . 
Let ψ ∈ (0, 1). Then there exists C 1 = C 1 (ψ) > 0, a positive constant (that also depends on F, d, k, n), such that the following holds with probability at least 1 − d exp(−kC 1 ):
Proof Recall that we derived that
Our goal is to derive a high probability concentration bound for λ min (X TX ), as a way to induce a high probability upper bound on Tr(Σ(X T X) −1 ) by (13) . AsX TX = k i=1X iX T i is the sum of k independent random matrices, we expect concentration ofX TX around its mean. Further, we also expect λ min (X TX ) to be close to Eλ min (X TX ) with high probability. Computing Eλ min (X TX ) may be more involved, therefore, we compute λ min E(X TX ). Our proof also needs to account for this difference. The reason that the k matricesX iX T i are iid is due to the fact that the threshold of the algorithm is fixed, so they are sampled independently from the same induced distribution. From now on, we assume we are dealing with observations sampled from the whitened distribution.
For the proof, we use some recently discovered applications [25] of Lieb's Theorem [20] on concavity properties of the trace exponential function.
Let us start by computing the moment generating function of the random matrix X i X T i , which is required for the matrix Laplace Transform Method leading to concentration bounds. For an observation X = (x 1 , . . . ,
as
so that E e θXX T = I + EG − EQ. Note that Q ij = (x i x j )/ l x 2 l .
The symmetry around zero of marginal densities implies that
Similarly,
We conclude that E[ i Q ii ] = 1, so EQ is a diagonal matrix with unit trace, and positive diagonal elements. If the x i 's are iid, it is clear that EQ = Diag(1/d).
The structure of G is similar. The off-diagonal terms are also zero by the symmetry in the marginal densities
Again, we conclude that
We bound the probability that λ min (X TX ) is too small using that for t > 0
where we applied monotonicity of the exponential function, Markov's Inequality, and the Spectral Mapping Theorem [25] , respectively. Moreover, it follows that
where we used that all eigenvalues are dominated by the trace in positive definite matrices, Lieb's Theorem, and the fact that Tr(A) ≤ dλ max (A), respectively. Now, as X i X T i matrices are iid, applying the Spectral Mapping Theorem twice, and as E e θXX T = I + EG − EQ is diagonal
At this point, we want to take, for some fixed ψ ∈ (0, 1],
whereD is the sampling distribution induced by the thresholding rule. If all components are iid, then
Let us define
so P(λ min (X TX ) ≤ t) ≤ d exp(kf (θ)) for all θ < 0. We want to show that there exists some θ < 0 for which f (θ) < 0. Firstly, we see that f (0) = 0. As f is differentiable, let us compute f to investigate what happens in the neighborhood of θ = 0. Taking derivatives we see that:
We can evaluate the derivative at θ = 0 to see that
As f (θ) is continuous in θ, then it follows that we can always find some small θ * in the neighborhood of zero such that f (θ * ) < 0. This implies we have an exponential concentration bound on λ min
More generally, if white components are not iid, let
where we implicitly defined h i (θ). The maximum is attained at
We see that h i (0) = 0 for all i, so f (0) = 0, and
Note that, due to the maximum, f (θ) may not be differentiable at θ = 0.
By Taylor's Theorem, we conclude that there exists r i (θ) such that
In order to bound the remainder, using its Lagrange form, we need to compute the second derivative of h i (θ) as we know that r i (θ) = h i (ξ i )/2 for some ξ i ∈ [θ, 0]. In particular,
Evaluating the derivative at θ = 0,
Further, if we evaluate the third derivative at θ = 0, we obtain
We prove that h i (0) > 0 for all i. For the sake of clarity, we defer the proof of the latter statement to the end, and now proceed assuming it is true.
As a consequence, we can find a small neighborhood of values θ < 0 such that h i (θ) < h i (0), which allows us to bound r i (θ) ≤ h i (0)/2. Therefore, for θ < 0,
We can finally optimize with respect to θ. The minimum is reached at
leading to
By (37), it finally follows that for S =X TX
The proof is complete as λ min (ES) = φk, and C 1 can be read off from the previous equation.
Going back to (51), we will prove that h i (0) > 0 for all i by contradiction. Suppose there exists some i for which h i (0) ≤ 0. We define y = d j=1 x 2 j > 0. The algorithm induces a distribution such that E x 2 j = φ > 0 for all j. It follows that E y = dφ. Hence,
In other words,
Therefore, as 0 < x 2 i ≤ y, we see that
where the last inequality follows by Liapunov's inequality, that is, for 0 < r ≤ s and a random variable Z, we have that
Then, the RHS of (65) would be equal to
which is non-positive for d ≥ 3, a contradiction with respect to (63).
In order to see that the same happens if E y 2 > d 2 φ 2 , we define g(x) = 3φx − x 3/2corresponding to the RHS of (65)-, and show it decreases for values of x above d 2 φ 2 . The derivative is given by
We see that g (x) = 0 if x = 4φ 2 . In particular, for x = d 2 φ 2 where d ≥ 3, g is decreasing, and the RHS of (65) will be non-positive, leading to a contradiction.
So, we conclude that our initial statement is false for d ≥ 3, and the proof follows. Note that for d = 1, the previous proof under independence does hold.
C Proof of Tr(X −1 ) ≥ Tr(Diag(X) −1 )
In order to justify that we want S = X T X to be as close as possible to diagonal, we show the following lemma. Under our assumptions S is symmetric positive definite with probability 1.
Lemma C.1 Let X be a n × n symmetric positive definite matrix. Then,
where Diag(·) returns a diagonal matrix with the same diagonal as the argument.
In other words, we show that for all positive definite matrices with the same diagonal elements, the diagonal matrix (matrix with all off diagonal elements being 0) has the least trace after the inverse operation.
Proof We show this by induction. Consider a 2 × 2 matrix
and
since ac − b 2 > 0 (X is positive definite), the above expression is minimized when b 2 = 0, that is, X is diagonal.
Assume the statement is true for all n × n matrices. Let X be a (n + 1) × (n + 1) positive definite matrix. Decompose it as
By the block inverse formula, (see for example [21] )
where k = c − b T A −1 b. Note k > 0 by Schur's complement for positive definite matrices. Using the induction hypothesis, Tr(A −1 ) ≥ Tr(Diag(A) −1 ). By the positive definiteness of 
(75)
Proof We have to show that ξ j = 1 for all j, and Γ = C d + 2 log(n/k) satisfy the equations
and φ > (1 + 2 log(n/k)/d). The components ofX are independent, as observations are jointly Gaussian. It immediately follows that ξ j = 1, for all 1 ≤ j ≤ d. Thus,
The value of Z ξ is strongly concentrated around its mean, EZ ξ = d. We now use two tail approximations to obtain our desired result.
By [18] , we have that
(79) If we take exp(−x) = α, then x = log(n/k). In this case, we conclude that
Note that P( X ξ > Γ) = P(Z ξ > Γ 2 ) = α. Therefore, by definition
On the other hand, we would like to show that
as that would directly imply that Γ ≥ d + 2 log (n/k).
We can use Proposition 3.1 of [15] . For d > 2 and x > d − 2,
Take x = d + 2ψ, where ψ = log(n/k). It follows that
where we assumed, for example, d ≥ 9 and n/k > 17 (as in Proposition 5.1 of [15] ). In any case, in those rare cases (in our context) where d < 9 and n/k very small, the previous bound still holds if we subtract a small constant C ∈ [0, 5/2] from the LHS:
Equivalently, from (83) P(Z ξ ≥ d + 2 log(n/k)) ≥ k/n = α.
(84)
We conclude that
Finally, we have that
By Theorem B.1, the corollary follows.
E CLT Approximation
As we explain in the main text, it is sometimes difficult to directly compute the distribution of the ξ-norm of a white observation, given by Z ξ . Recall that Γ 2 = F −1 Z ξ (1 − k/n). Fortunately, Z ξ is the sum of d random variables, and, in high-dimensional spaces, a CLT approximation can help us to choose a good threshold. In this section we derive some theoretical guarantees.
The CLT is a good idea for bounded variables (as the square is still bounded, and therefore subgaussian), but if the underlying components X j are unbounded subgaussian, Z ξ will be at least subexponential-as the square of a subgaussian random variable is subexponential, [27] -, and a higher threshold -like that coming from chi-squared-is more appropriate.
In addition, in the context of heavy-tails, catastrophic effects are expected, as P(max j X j > t) ∼ P( j X j > t), leading to observations dominated by single dimensions.
Assume that componentsX j are independent (while not necessarily identically distributed). By Lyapunov's CLT, one can show that 3
It follows that Γ satisfies P D X i ξ ≥ Γ = k/n if
In the sequel, assume d is large enough, and the approximation error is negligible.
Then with probability at least 1 − d exp(−kC 1 ) we have that
Proof Note that, by definition, X 2 ξ ∼ Z ξ and Γ jointly solve the equations required by Theorem B.1. In order to apply the theorem, all we need to do is to estimate the magnitude of
Therefore, we want to find bounds on tail probabilities of the normal distribution. By Theorem 2.1 of [15] , we have that for small k/n 2 log(n/k) − log(4 log(n/k)) + 2
≤ 2 log(n/k) − log(2 log(n/k)) + 3/2
and the result follows.
In the main paper we show how to apply the previous result to independent uniform distributions centered around zero. In that case, we have that the fourth moment is E[X 4 j ] = 9/5, so γ = 4 5 d, leading to a gain factor φ = 1 + 8 log(n/k) 5d − o log log(n/k) d log(n/k) .
F Proof of Theorem 4.1
Theorem F.1 Let A be an algorithm for the problem described in Section 2. Then,
whereX (i) denotes the observation with the i-th largest norm.
Moreover, fix α ∈ (0, 1). Let F be the cdf of max i∈[n] ||X i || 2 . Then, with probability at least 1 − α,
Proof We want to minimize Tr(Σ(X T X) −1 ) = Tr((X TX ) −1 ). Let us define S =X TX . One can prove that H → Tr(H −1 ) is convex for symmetric positive definite matrices H. It then follows by Jensen's Inequality (assuming k > d, so S is symmetric positive definite with high probability)
Let ES be the expected value of S for an arbitrary algorithm A that selects its observations sequentially. We want to understand what is the minimum possible value the RHS of (93) can take. The sum of eigenvalues is upper bounded by
whereX (i) denotes the observation with the i-th largest norm. Because ES is symmetric positive definite, its eigenvalues are real non-negative, so that
We conclude that the solution to the minimization problem of (93) -that is, when all eigenvalues are equal-is lower bounded by
which proves (91).
In order to prove the high-probability statement (92), note that
We directly conclude that with probability at least 1 − α, max i∈[n]
as F is the cdf of max i∈[n] X i 2 . It follows that with probability at least 1 − α,
. Moreover, let α ∈ (0, 1). Then, for any A with probability at least 1 − α and C = 2 log Γ(d/2)/d,
Proof In order to apply Theorem F.1, we need to upper bound E max i∈[n] ||X i || 2 , whereX i is a d-dimensional gaussian random variable with identity covariance matrix. In other words, we need to upper bound the expected maximum of n chi-squared random variables with d degrees of freedom.
Let us start by proving (97). We can use extreme value theory to find the limiting distribution of the maximum of n random variables. Firstly, note that the chi-squared distribution is a particular case of the Gamma distribution. More specifically, χ 2 d ∼ Γ(d/2, 2). If we parameterize the Γ distribution by α (shape) and β (rate), then α = d/2 and β = 1/2.
By the Fisher-Tippett Theorem we know that there are only three limiting distributions for lim n→∞ X (n) = lim n→∞ max i≤n X i , where the X i are iid random variables, namely, Frechet, Weibull and Gumbel distributions. It is known that the Gamma distribution is in the max-domain of attraction of the Gumbel distribution. Further, the normalizing constants are known (see Chapter 3 of [11] ). In particular, we know that if X (n) := max i∈[n] ||X i || 2 lim n→∞ P X (n) ≤ 2x + 2 ln n + 2(d/2 − 1) ln ln n − 2 ln Γ(d/2) = Λ(x) = e −e −x .
We can assume that the asymptotic limit holds, as n is in practice very large, and compute the mean value of X (n) . As X (n) is a positive random variable,
We make the change of variables t = 2x + C, where C = 2 ln n + (d − 2) ln ln n − 2 ln Γ(d/2).
Then,
where γ is the Euler-Mascheroni constant. We conclude that
If we take the largest k observations, and assume we could split the weight equally among all dimensions (which is desirable), we see that the best we can do in expectation is upper bounded by
Now, let us prove (98). The following inequalities simplify our task to finding a high-probability upper bound on max i∈[n] X i 2 . We have that
Fix α ∈ [0, 1]. We need to find a constant Q such that with probability at least 1 − α, Q ≥ max i∈[n] X i 2 , so that we conclude that Tr(Σ(X T X) −1 ) ≥ d 2 /Qk with high probability. By (99) we know that
For large n, we assume the previous upper bound for X (n) is exact. We want to find Q > 0 such that
It follows that Q = 2 ln n + 2(d/2 − 1) ln ln n − log log(1 − α) −1 − 2 ln Γ(d/2). Finally, (98) follows as Observe X i . Choose X i : S 1 = S 1 ∪ X i . 4: end for 5: Set γ = 1/2, λ = 4σ 2 log(d)/γ 2 k 1 . 6: Compute Lasso estimateβ 1 based on S 1 , with regularization λ. 7: Set weights: ξ i = 1 if i ∈ S(β 1 ), ξ i = 0 otherwise. 8: Set Γ = C s + 2 log(n 2 /k 2 ). Factorize Σ S(β1)S(β1) = U DU T . 9: for observation k 1 + 1 ≤ i ≤ n do 10:
12:
if X i S ξ > Γ or k 2 − |S 2 | = n − i + 1 then
13:
Choose X i S : S 2 = S 2 ∪ X i S .
14:
16:
end if 17: end if 18: end for 19: Return OLS estimateβ 2 with observations in S 2 .
We show the following theorem.
Theorem H.1 Let D = N (0, Σ). Assume Σ, λ and min i |β i | satisfy the standard conditions given in Theorem 3 of [28] . Assume we run the Sparse Thresholding algorithm with k 1 = Cs log d observations to recover the support of β, for an appropriate C ≥ 0. Let X 2 be k 2 = k − k 1 observations sampled via thresholding on S(β 1 ). It follows that for any ψ ∈ (0, 1), there exists C 1 = C 1 (ψ) > 0 and some universal constants c 1 , c 2 , such that with probability at least
For support recovery, we use Theorem 3 from [28] :
Theorem H.2 Consider the linear model with random Gaussian design
with noise ∼ N (0, σ 2 Id k×k ). Assume the covariance matrix Σ satisfies
If for some fixed δ > 0, the sequence (k, d, s) and regularization sequence {λ k } satisfy
then the following holds with prob at least 1 − c 1 exp(−c 2 min{s, log(d − s)}):
1. The Lasso has a unique solutionβ with support in S (i.e. S(β) ⊂ S(β * )).
Define the gap
Then, if β min := min i∈S |β * i | > g(λ k ), the signed support S ± (β) is identical to S ± (β * ), and moreover β S − β * S ∞ ≤ g(λ k ).
The required definitions to apply the previous theorem are
Proof (Theorem H1)
Let X ∼ N (0, Σ) with Σ satisfying (115) and (116). Let λ k (φ d ) be like in (117), for some φ d > 2.
Assume we choose the number of observations k 1 in the first stage to be at least
and that β min is greater than (119). Then, with probability at least
we recover the right support S(β * ) = S(β) in the first stage of the algorithm.
Conditional on this event, we apply our algorithm on the remaining observations. In the second stage, we only look at those dimensions in S(β), by setting weights ξ S(β) = 1, and zero otherwise. Finally, we run OLS along the dimensions in the recovered support, and using the observations collected during the second stage. Importantly, note that the new observations are N (0, Σ SS ).
We can now apply our original results. Denote by X 2 ∈ R k2×s the set of observations collected in the second stage of the algorithm. In particular, by Corollary D.1, we conclude that for ψ ∈ (0, 1) there exists C 1 = C 1 (ψ) > 0, a positive constant (that also depends on Σ SS , s, k 2 , n 2 ), such that the following holds with probability at least 1 − s exp(−k 2 C 1 )
Under the event that the recovery is correct, the contribution to the MSE of the components of β that are not in its support is zero. In other words,
As the events that the first and second stages succeed are independent, we conclude (124) holds with probability at least Then, we have that for any algorithm A
Proof By Theorem F.1, we need to compute E max i∈[n] ||X i || 2 .
By assumption X i 2 ∼ N d, γ 2 for each i, which implies
J Ridge Regression
Regularized linear estimators also benefit from large and balanced observations. We show that, under mild assumptions, the performance of the ridge regression is directly aligned with that of previous sections.
The ridge estimator isβ λ = X T X + λI −1 X T Y, given (X, Y) and λ > 0. The following result shows how large values of λ min (X T X) help to control the MSE ofβ λ . As the optimal penalty parameter λ * is unknown until the end of the data collection process, we assume it is uniformly random in a small interval.
Theorem J.1 Let R > 0. Assume the penalty parameter for ridge regression is chosen uniformly at random λ * ∼ U [0, R]. Then, the MSE ofβ λ * is upper bounded by
where f is the following decreasing function of λ min :
where U and V are orthogonal matrices.
We define W = X T X + λI −1 , and see that
In this case, the MSE ofβ λ has two sources: squared bias and the trace of the covariance matrix. The covariance matrix ofβ λ is Cov(β λ ) = σ 2 W X T XW, while its bias is given by −λW β * (see [13] ). Thus,
Note that s 2 jj = λ j , where s jj 's are the singular values of X, and λ j 's the eigenvalues of X T X. As V is orthogonal, Tr Cov(β λ ) = σ 2 d j=1 λ j /(λ j + λ) 2 .
Unfortunately, in practice, the value of λ is unknown before collecting the data. A common technique consists in using an additional validation set to choose the optimal regularization parameter λ * . Generally, in supervised learning, the validation set comes from the same distribution as the test set, while in active learning it does not. As in the unregularized case, we want to train on unlikely data, but we want to test on likely data. We achieve robustness against this fact as follows. We fix some fairly large R > 0 such that we assume λ * ∈ (0, R). We treat λ * as a random variable, and we impose a uniform prior D λ over (0, R).
Then, we see that
The squared bias can be upper bounded by
for every λ > 0, as λ j ≥ 0 for all j. Taking expectations on both sides of (137) with respect to λ * ∼ D λ , and after some algebra
where the RHS is a decreasing function of λ min that tends to zero as λ min grows.
It follows that E β λ * − β * 2 can be controlled by minimizing λ min (X T X), and we can focus on minimizing λ min (X TX ) by the equivalence shown in the Problem Definition section of the main paper.
K Simulations
We conducted several experiments in various settings. We present here some experiments that complement those showed in the main paper. In particular, we show experiments for linear models, synthetic linear models, synthetic non-linear data, and additional regularized and real-world datasets.
K.1 Linear Models
We first empirically show the results proved in Theorem B.1. For a sequence of values of n, we choose k = √ n observations in R d , with fixed d = 10. The observations are generated according to N (0, Id), and y follows a linear model with β i ∼ U (−5, 5). For each tuple (n, k) we repeat the experiment 200 times, and compute the squared error (β * is known). The results in Figure 3 (a) show the average MSE of Algorithm 1 significantly outperforms that of random sampling. We also see a strong variance reduction. Figure 3 (b) restricts the comparison to fixed and adaptive threshold algorithms; while the latter outperforms the former, the difference is small. In Figure 3 (c) we keep n and d fixed, and vary k. Finally, in Figure 4 (a) For completeness, we repeated the simulation with observations generated according to a joint Gaussian distribution with a random covariance matrix that had Tr(Σ) = 21.59, λ min = 0.65, and λ max = 3.97. Figure 4 (a) shows that thresholding algorithms outperform random sampling in a similar way as in the white case presented in the paper. Also, Figure 4 (b) shows how the adaptive threshold slightly beats the fixed one.
Finally, in Figure 4 (c), we show the results of simulations when observations are sampled from Laplace correlated marginals (through a Gaussian Copula). We compare random sampling to two versions of the thresholding algorithm. The most simple one, denoted by Unif-Weig Algorithm, assigns uniform weights (i.e., ξ i = 1 for all i). On the other hand, denote by Opt-Weig Algorithm the algorithm that uses the optimal weights (previously pre-computed, in this case max i ξ i / min i ξ i ≈ 7, independent variables tend to require higher weights). As one would expect, the latter does better than the former. However, it is remarkable that the difference between random and thresholding is way more substantial than the difference between optimal and approximate thresholding, an observation that can be very useful in practice. 
K.2 Synthetic Non-Linear Data
The theory and algorithms presented in this paper are based on the linearity of the model. To understand the impact of this assumption, we perform an experiment where the response model was y = x T β + ψx T x for various values of ψ, and β i ∼ U (−5, 5). Note that high-order terms and transformations can easily be included in the design matrix (not done in this case). As expected, the results in Figure 5 show an intersection point. The active learning algorithms are robust to some level of non-linearity but, at some point, random sampling becomes more effective. 
K.3 Regularization
An appealing property of the proposed algorithms is that their gain is preserved under regularized estimators such as ridge and lasso. This is specially relevant as it allows for higher dimensional models where transformations and interactions of the original variables are added to better capture non-linearities in the data and regularization is used to avoid overfitting. In fact, our algorithm can be thought of as a type of regularizing process. We repeated the first experiment from the linear model simulations, using the ridge estimator with λ = 0.01. Figure 6 (a) shows that the average MSEs of Algorithms 1 and 1b strongly outperform the results of random sampling. Their variance is less than 30% that of random sampling in all cases.
We performed two experiments with Lasso estimators to investigate the behavior of our algorithms in the presence of sparse models. We do not test Algorithm 2 here, but only simple thresholding approaches. First, we fixed n = 5000, k = 150, d = 70 and white Gaussian data. The dimension of the latent subspace, or effective dimension of the model, ranges from d eff = 5 to d eff = 70. Results are shown in Figure 6 (b) . Algorithm 1 and Algorithm 1b strongly improve the performance of random sampling, while their variance is at most half that of random sampling.
In the second experiment, we fixed d eff = 7, and progressively increased the dimension of the space d from d = 70 to d = 450. Also, we kept fixed n = 1000 and k = 100. Results are shown in Figure  6 (c).
Thresholding algorithms consistently decrease the MSE of the lasso estimator with respect to random sampling, even though we are adding a large number of purely noisy dimensions. The reason is simple. While these algorithms do not actively try to find the latent subspace (Algorithm 2 does), their observations will be, on average, larger in those dimensions too. There may be ways to leverage this fact, like batched approaches where weights ξ are updated by giving more importance to promising dimensions.
K.4 Real World Datasets
The Combined Cycle Power dataset has 9568 observations. The outcome is the net hourly electrical energy output of the plant, and it has d = 4 covariates: temperature, pressure, humidity, and exhaust vacuum. In Figure 7 , we see the phenomenon explained in the main paper (for large k, the gain vanishes). In this case, and after adding all second order interactions, active learning solves the problem. Random sampling with interactions is not shown as the error was much larger. In addition, in Figure 8 we show the scatterplots of the datasets used in the paper (we omitted the YearPredictionMSD dataset as d = 90). 
