It is often di cult to predict the optimal neural network size for a particular application. Constructive or destructive methods that add or subtract neurons, layers, connections, etc. might o er a solution to this problem. We prove that one method, Recurrent Cascade Correlation, due to its topology, has fundamental limitations in representation and thus in its learning capabilities. It cannot represent with monotone (i.e. sigmoid) and hard-threshold activation functions certain nite state automata. We give a \preliminary" approach on how to get around these limitations by devising a simple constructive training method that adds neurons during training while still preserving the powerful fully-recurrent structure. We illustrate this approach by simulations which learn many examples of regular grammars that the Recurrent Cascade Correlation method is unable to learn.
Introduction
Choosing the architecture of a neural network for a particular problem usually requires some prior knowledge of the problem's complexity and/or usually involves a lot of trial-and-error. However, the network topology directly a ects the two most important factors of neural network training, e.g. generalization and training time. Both theoretical studies 38] and simulations 27] show that larger than necessary networks tend to over t the training data and thus have poor generalization; while too small a network will have di culty learning the training samples. In general a large network will also require more computation than a smaller one. Similar to directions previously explored (see references below), we treat the topology of network as a trainable parameter and allow the network to adjust its structure according to the problem to be solved.
Currently, there are no formal methods to customize or select the \right" network structure. What follows is a brief and illustrative discussion of some of the many methods discussed in the literature. This list is not meant to be inclusive; only to prepare the reader for the development of our approach.
A common method is that of \trial-and-error" { train networks with di erent sizes and select the smallest one that learns the samples. This approach usually requires quite a bit of experience in training on the particular problem at hand in order to select the optimal structure.
Another approach is to use a selection process such as genetic algorithms to select the best building blocks for the network ( 17] ). Obviously, this approach has the disadvantage of requiring a great deal of computation -genetic algorithms often require a very large population from which to choose. Also, since the neural network is a distributed system, it is unlikely that a good building block in one network will be a good component for another network.
Still another approach is a destructive or pruning method ( 29] ). This method hopes to increase the network's generalization capability by starting with a fairly large network and then removing the unimportant connection weights or units. Approaches include removing the smallest magnitude or insensitive weights or by adding a penalty term to the energy function to encourage weight decay. A recent approach, Optimal Brain Surgery 18], slightly adjusts the remaining weights after other weights are removed.
Finally, there are constructive or growth methods where the network starts with a small size and grows when needed. The obvious advantage of this method is that it might require less computation than the destructive methods. In addition, this method frees one from \guessing" a large enough initial network size and topology. However, without proper control of the growth, this process could lead to an oversized network. It is also possible to combine constructive and destructive methods.
Recurrent Neural Networks have ability to process and store temporal information and sequential signals. For example recent work has shown that various recurrent networks are able to infer small regular grammars from examples 3, 11, 27, 36, 40] . However, one of the problems associated with recurrent networks is that the training scales badly with both network and problem size 41]. The convergence time can be very slow and training errors are not always guaranteed to reduce to previously de ned tolerances. Thus, pure destructivebased methods are at a disadvantage since an oversized network must rst be trained. By using constructive training methods, the hope is that the neural network could build itself incrementally and in the process speed up the training process. We show that an existing recurrent network constructive method, Recurrent Cascade Correlation (RCC), has fundamental representational limitations when it comes to representing nite-state processes such as regular grammars. We propose an alternative method which eliminates these limitations.
Constructive Learning
A constructive method dynamically grows the network structure during the network's training. Various constructive methods have been studied and various types of network growing methods have been proposed 2, 4, 6, 9, 10, 16, 20, 25, 26, 33, 37] . A good review of some of these algorithms is found in 19]. To our knowledge \all" constructive methods with the exception of recurrent cascade-correlation 7] are for feed-forward networks.
Recurrent Cascade-Correlation
Recurrent cascade-correlation (RCC) is a \recurrent version" of cascade-correlation (CC). We rst review the Cascade-Correlation constructive algorithm ( gure 1). To quote Fahlman 6] : \Cascade-Correlation combines two key ideas: the rst is the cascade architecture, in which hidden units are added to the network one at a time and do not change after they have been added. The second is the learning algorithm, which creates and installs the new hidden units." (The constructive architectural method of CC is very similar to the pyramid method proposed by Gallant 10] .) In CC a preset number of single layer neurons are initially trained until the error is no longer signi cantly reduced. If at this point the error is not satisfactory, a single hidden unit is added and the previously trained weights are frozen. The added hidden unit connects to the original inputs and all pre-existing hidden units. The trainable weights can be updated using the desired optimization algorithm such as backpropagation; for more details see 6]. The training time for this algorithm appears to be very fast since only the newly added weights are trained.
The \recurrent" extension to cascade-correlation is straightforward 7] . Each added neuron has a timedelayed recurrent self-loop (see gure 2). This gives RCC state memory. However, we will show that this self-loop state memory is restricted in the sense that it is insu cient to represent all nite state automata. Again, all previous weights other than the newly added feedforward and recurrent ones are frozen. Since the representational restrictions of RCC are not due to the training procedure, we do not discuss them here and refer the interested reader to Fahlman 7] .
Criteria for Network Growth
In addition to the normal updating and learning rules of the neural network, a constructive training scheme must also address how to architecturally (or topologically) change the network. We note the following criteria:
1. when the network structure needs to change, 2. how to connect the newly created neurons (and/or weights) to the existing network, 3. how to assign initial values to the newly added connection weights (what knowledge these new weights must have).
In general, the changing of the network's structure would most likely change the error surface dramatically. For e cient training, we propose the following. The rst expansion criterion needs to be carefully chosen so that the network structure is relatively stable and that the network's knowledge before each expansion is maximized. RCC addresses this by changing the networks structure when the error function no longer decreases.
The second criterion should be based on the way that the network will increase its classi cation or representational power. RCC permits only local connections and no connections directly back to early neuron state values. By adding fully-connected neurons, the growing recurrent network has the capability to establish direct state-memory connections to the the earlest states formed during network growth.
For the third criterion, we propose that just as the network is about to grow, the network preserve as much previously acquired knowledge as possible. (Previous work where rules are encoded directly into the recurrent networks have shown that prior knowledge does improve the learning speed 14, 13] .) RCC accomplishes this by freezing all previous weight values after a new neuron is added. Another way to do this is to set the new weights to very small values or zero; thus causing the newly added neurons to initially have little or no e ect on training.
Simple Dynamically-Driven Recurrent Network
We brie y review recurrent networks; for a more thorough discussion see 19, 22] . A simple dynamicallydriven recurrent neural network (RNN) consists of three parts: input layer, a simple recurrent layer and output layer 5]. We term the recurrent network \driven" to denote that it responds temporally to inputs. The hidden recurrent layer is activated by both the input neurons and the recurrent layer itself. The output neurons are in general activated by the input and recurrent neurons, or by only the recurrent neurons. The recurrent neurons selectively keep track of the input information history by forming internal \state"
representations. This memory mechanism allows the recurrent network to handle temporal information of arbitrary length. This system process is similar to that of a nite state automata (FSA) in that the network only keeps the \state" information of the last time step 30] .
Connections between layers can be rst, second, or even higher orders 11, 32, 40] . 
Limitations of the Recurrent Cascade-Correlation Architecture
Recurrent Cascade-Correlation (RCC) is illustrated in ( gure 2). Regardless of the training procedure, it di ers from a fully-connected recurrent network in the sense that direct recurrent connections from the newly-added neurons to the old neurons are restricted { i.e. nonexistent. Even though this self-recurrent restriction signi cantly simpli es the training (each neuron is trained sequentially, thus the name cascade), it also restricts the representational power of the network. We will show that this type of structure with a monotone (eg. sigmoid) updating function has only limited memory and is not capable of representing all nite state automata (FSA) 21]. (In this paper all FSA are deterministic.) We contend that the representation and learning of nite state automata is representative of a class of problems that are of interest in real-world problems, such as VLSI design or speech processing. And that if the representational capabilities of the recurrent network is restricted, then so is the class of problems that the recurrent net can learn. For two di erent activation functions, the hard-threshold and a simple monotonically increasing function such as a sigmoid, we will prove the limitations of RCC. However, for other more complicated activation functions such as radial basis functions this result may not hold.
For simplicity, we consider rst-order neural networks where the state neurons S cannot be realized because the hard-threshold function is unable to generate XOR. It is evident from the output sequences listed above that the sequence S t n will after the 1st or 2nd character be either a constant or oscillate at period 2. Thus, t+1 n and S t+1 n will exhibit the same behavior. This proves that for hard-threshold neurons RCC is not capable of representing and thus learning some nite state automata, e.g. any automata which consists of a labeled digraph component which for the same input has an output with period greater than 2. From above proof, the simplest subcomponent of a FSA that RCC cannot represent is the 3-cycle digraph shown in gure 4. An example of such a FSA with this subcomponent is the (Tomita-6) automaton 39].
Sigmoid Neurons
We now prove for a monotonic activation function RCC is not capable of representing some nite state automata. The limitations of RCC can be shown by studying the network's dynamics. First we show a well known result from nonlinear dynamics. We formally de ne the following: a point is said to be a xed point of a function f (x) if f (x) = x, and is called a period-n point (n=0,1,2 . Therefore, for a monotonically increasing function f(x), there is no period-n point for n 2..
Recall equation 2 for the rst neuron S 1 . For W 11 > 0 and because of the property above, S 1 will eventually settle to a xed point, i.e. remain at a constant value ( gure 5a). For W 11 < 0, S 1 can also settle to a period-2 point, i.e. oscillate between two constant values. This is because ( (:)) is a monotonically increasing function, gure 5b.
We prove this by induction. Assume that at each time step, S 1 ; ; S n?1 either oscillate with period 2 or remain constant. Since t+1 n is a function of only S 1 ; ; S n?1 , it will at most oscillate at period 2. If t+1 n remains constant for all time, then S n will be a constant or oscillate at period 2. (The reasoning is similar to that for S 1 will approach a constant value, or will at most oscillate with period 2.
Thus, the RCC network structure with a monotone activation function will at some point fail to correctly classify constant input sequences that generate periodic output sequences with period greater than 2. Recall that an example of a FSA which has this period was previously mentioned. This indicates that the RCC network has only limited nite-state memory in the sense that it cannot represent certain cycles in a nite state automata. Again, an example of a FSA that RCC could not represent is Tomita-6, a FSA with a 3-cycle subcomponent.
It is arguable that the RCC network can have more complex dynamics during the transient period 31]. (For most simulations, this period is very short, usually a few time steps.) The transient period is the time before the neuron's activation value reaches its period point. But for the neural network to correctly represent the FSA, it must recognize arbitrarily long input strings. For an arbitrarily long input string, the transient period will have passed. The above proof does not depend on dynamical behavior during the transient period. (Of course, this ignores whether arbitrarily long strings can be correctly recognized. In our experience, this has been the case. Others have taken di erent measures to ensure this 43] .)
It is important to notice that the monotone activation function is essential to the above proof. If the activity function is Gaussian or another non-monotonic function, then a more complicated behavior might be found. But since neurons early in the RCC growth do not have information feedback from later ones, the network's memory capacity will still be limited in following sense; the previously trained neurons will not have complete access to the state information learned by the later added neurons.
Numerical Simulations with RCC
Numerical simulations have shown the RCC network is unable to learn the simple parity grammar. The 2-state FSA that classi es strings of the parity language is shown in gure 7. This FSA recognizes all strings of arbitrary length that have an odd number of 1's; the objective is to train a recurrent network to do the same. When RCC is trained on even and odd strings of the parity grammar, the number of added neurons grows linearly ( gure 7) with the longest string length of the training examples! Note that the proofs above say nothing about either of the FSA shown in gure 7 since both have period 1. Also note that the automaton labeled f sa1 does seem to be learnable by RCC!
Simple Expanding Recurrent Neural Network
The restriction that arose in the RCC is that the RCC constructive method does not preserve the necessary recursive connections. In order to get around this restriction, any constructive network must contain recursive connections to the earliest neurons. We propose a very simple constructive scheme to correct this problem and dynamically construct a recurrent network. Other more sophisticated methods could certainly be developed. In this method, the network is the same as for simple dynamically driven recurrent structure discussed in section 3. However, the recurrent layer is permitted to expand whenever needed and to keep its \full" connectivity. The only criterion for expansion is that the network spend some time learning. Previous work 24, 28] has shown that a large enough fully-connected, hard-threshold neuron recurrent network is capable of representing any nite state automaton and, more recently, with sigmoid-like neurons even more powerful automaton 35] . As the size of network grows, so does the size of the FSA it can represent. Thus, any simple expanding network that is \fully-connected" and large enough should be able to represent (or load) any FSA 1, 15] .
The importance of using prior knowledge in neural network learning has been described by many, see the discussion by Shavlik 34] . Our further assumption is that prior knowledge gained from early training is important to e ectively maintain some of the network's earlier knowledge. To do this we require the network to be \expanded smoothly," i.e. the newly added weights should be zero or very small random numbers. The old weights start with their previously trained values, but are still trainable. Thus, the new network behaves very similarly to the old one immediately after the expansion and old knowledge learned is still preserved.
We present a simple example of the above method. We train a second-order fully-recurrent neural network 11] to be a FSA by training it sequentially on positive and negative strings accepted by that FSA. For training we use a true-gradient real-time recurrent learning algorithm (RTRL), for further description see 11]. First we examine if the network can take advantage of its previous knowledge. For Criteria 1) we require that the network train for some period of time. Admittedly, the amount of time could be crucial. However, this is an issue that remains to be examined. More complex decision criteria might be based on entropy measures, network capacity, neuron activity distribution or others.
We train the network to learn a 10-state randomly generated FSA ( gure 8) as in 12]. The incremental real-time on-line training method permits the network to read through the ordered training samples until the accumulated error exceeds the preset value or all training samples are classi ed correctly. (Note that all FSA discussed here accept an arbitrarily number of strings. ) When training with a xed size 8 neuron fully-recurrent network with the initial weights randomly chosen, the network converged in 72 epoches after using 10000 positive and negative training examples. However, if rst we train a similar network with only 7 recurrent neurons for 150 epoches and then expand the network to 8 recurrent neurons, the network takes only 32 more epoches to converge. Here an epoch is de ned as a training cycle in which the network sees all training samples. (Keep in mind that there are many issues for training sequences, such as size and order of training set, and we do not attempt to address all of them.) This indicates that the network does take advantage of previous knowledge and converges faster than a network with no prior knowledge and random initial weights.
Choosing the criterion for when the network expands is very important. A simple method is to determine if the training error reaches a local minimum. However, this method has no guarantee of convergence and could lead to an explosive growth of neurons. This could be controlled by placing an upper bound on the number of grown neurons. For these simulations we only train for some short but arbitrary period of time.
In other preliminary experiments, we initially start with 2 fully-connected neurons and add one more neuron to the recurrent layer after every 50 epoches, until the network learns all the training samples. Thus, if the resultant network has 5 neurons, it trained for 200 epochs. Again, this will probably generate a slightly larger network than that generated by a more sophisticated growth criterion. In training very small grammars (those of 39]), we found that the constructive method quickly converges when the network size grows up to the minimal size required. The convergence time was not signi cantly less than that for training corresponding xed-size networks. This is understandable since for a very simple problem, the xed size network can learn the training samples very quickly (assuming a large enough network is provided). However, by avoiding training all di erent size networks, the constructive method does appear to save time in nding the smallest size network for each of these grammars. Table 1 compares the minimum network size found by trail and error 36] for each of Tomita's grammars and the various sizes of the networks trained by our constructive method for 5 di erent runs with random initial conditions. The number of neurons required for the \trail and error" method and the constructive method described above is comparable. We would speculate that for the constructive method to get the minimal number of neurons obtained by \trail and error" method, a more sophisticated criteria for neuron growth should be used. It was surprising that the constructive method does as well as it does.
Conclusions
We proved that for both monotone (eg. sigmoid) and hard-threshold neurons the recurrent casade correlation (RCC) constructive method has a representational limitation. We experimentally illustrated this by attempting to learn the parity grammar. This restriction on RCC is topological and has no relation to its training algorithms.
We then presented some preliminary results on a simple constructive learning method that maintains the fully-connected recurrence necessary to eliminate the problems of RCC. (This fully-connected recurrence could be used in other more-sophisticated constructive methods.) Our method relies on using some of the knowledge of a partially trained neural network, and more importantly, expands the network in a fully recurrent manner.The criterion for expansion of the network is a simple one; training must occur for some short period of time. More sophisticated criteria could be used 8].
The recurrent cascade-correlation construction method is certainly a step in the right direction, but it is incapable of representing and thus learning many nite state automata. The simple constructive method proposed avoids the limitations of Recurrent Cascade Correlation (RCC) networks. We illustrate new this method by learning some small grammars of Tomita and a randomly generated 10-state grammar. The reason the simple constructive method outperforms RCC is that the full recurrence of the growing network is preserved. Admittedly, the experiments described are preliminary. Obviously, further experiments are necessary to better understand the criteria for expansion and the amount of knowledge necessary for "good" learning.
Obviously, our constructive method requires further work. It seems not a good idea to simply add more neurons after a xed number of epoches. To avoid having the network grow too large, neurons need to be added only when the network has shown di culty in learning previously unseen new samples. It would most likely be useful to determine this dynamically, say during training. One obvious approach is to monitor the network's learning (error) curve. However, when using on-line training (vs. batch training), the error for di erent strings will dramatically change. It is also very di cult to nd the saddle point of the curve. One possibility is to average over a long period to get a smoother curve. A weight connection with a very large magnitude is hard to correct, since the derivative of the sigmoid becomes very small at this point; and we do not want the small network to be over trained. So the averaging proposed above might make a few weight connections very strong and thus di cult to later correct. The left most column is the FSA to be learned. The center column is the minimum number of neurons needed to learn this FSA using a \trail and error" method (see reference in text). The right column is the number of neurons needed to learn the FSA for 5 di erent randomly initialized runs for the simple contructive method discussed in the text.
