On the maximum conversion efficiency into the 13.5-nm extreme ultraviolet emission under a steady-state laser ablation of tin microspheres Theoretical investigation has been performed on the conversion efficiency (CE) into the 13.5-nm extreme ultraviolet (EUV) radiation in a scheme where spherical microspheres of tin (Sn) are simultaneously irradiated by two laser pulses with substantially different wavelengths. The low-intensity short-wavelength pulse is used to control the rate of mass ablation and the size of the EUV source, while the high-intensity long-wavelength pulse provides efficient generation of the EUV light at k ¼ 13:5 nm. The problem of full optimization for maximizing the CE is formulated and solved numerically by performing two-dimensional radiation-hydrodynamics simulations with the RALEF-2D code under the conditions of steady-state laser illumination. It is shown that, within the implemented theoretical model, steady-state CE values approaching 9% are feasible; in a transient peak, the maximum instantaneous CE of 11.5% was calculated for the optimized lasertarget configuration. The physical factors, bringing down the fully optimized steady-state CE to about one half of the absolute theoretical maximum of CE % 20% for the uniform static Sn plasma, are analyzed in detail. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4960684]
I. INTRODUCTION
The commercial success of the extreme ultraviolet (EUV) lithography depends crucially on the conversion efficiency (CE) into the 2% bandwidth around k ¼ 13:5 nm (the in-band emission) of the respective driver energy. 1, 2 The 2% bandwidth is determined by high reflectivity of the Mo/Si multilayer mirrors, used in the lithography optical schemes. For the laser-plasma EUV sources, CE is defined as the ratio of the in-band energy (power), emitted into 2p sr towards the primary mirror, to the total energy (power) of the driving laser pulse.
Previous theoretical attempts to calculate maximum possible CE have either been performed under highly idealized assumptions [3] [4] [5] [6] or relied on multidimensional radiationhydrodynamics (RHD) simulations for only limited combinations of target and laser parameters. 7, 8 Here, we undertake a more general task of full optimization for the highest possible CE that could be attained by steady-state laser ablation of mass-limited tin (Sn) targets in the two-dimensional (2D) flow geometry. Setting up the problem as a steady-state one is, on the one hand, suggested by experimental observations, 9 and, on the other hand, simplifies the complex parametric analysis of the general optimization problem, allowing, as is shown below, its reduction to optimization with respect to only two essential parameters; the latter can be already carried out with a reasonably adequate 2D RHD code.
Clearly, to have any bearing on reality, a steady-state ablation flow must (i) have a divergent pattern in order to let the main laser pulse enter-and the in-band emission exitthe EUV emission zone with the minimum attenuation en route and (ii) be essentially two-dimensional because the driving laser beam comes from only one side. Hence, all the analysis in this work is performed for a steady ablation of small spherical droplets of tin, irradiated from one side by non-divergent (i.e., with zero numerical aperture) laser beams. To gain independent control of the two principal parameters, governing CE, namely, of the spatial scale and the temperature of the EUV emission zone, we consider a scheme where Sn droplets are simultaneously irradiated by two colinear different-color laser beams. The main energy, converted into EUV, is provided by a "master" laser pulse (in this work it is the CO 2 laser), which is absorbed in a plasma cloud preconditioned by a separate "slave" laser pulse. Because the principal mission of the "slave" pulse is to ensure efficient mass ablation at low energy cost, a preferable choice would be a short-wavelength laser. Here, we consider different harmonics (1x À 4x) of the Nd:YAG as possible candidates for the "slave" laser.
The idea to use two different-color lasers is not new, and has already been advocated theoretically 7, 8, 10 and tested experimentally. 11, 12 Here, we use two lasers as a sort of two "handles," turning which one can perform full optimization and find practically feasible absolute maxima for both the steady-state and the transient-peak CE values. In the process, the key physical effects, which keep practically feasible CE values significantly below the absolute theoretical maximum of %20%, are identified and analyzed. It is also established how the main characteristics of the ablation flow and of the in-band EUV source scale with the Sn-droplet size and the principal laser parameters.
We begin by demonstrating in Sec. II that the theoretical maximum of CE lies near 20%, and by revealing the general optimum conditions under which it occurs. Section III describes briefly the physical model implemented in the RALEF-2D code, used to solve the optimization problem. In a) Electronic mail: mmbasko@gmail.com. URL: http://www.basko.net Sec. IV, the 2D ablation flow, created by the "slave" laser alone, is analyzed; approximate formulae for the dependence of its characteristics on the laser pulse parameters and the droplet radius are derived and verified by the 2D simulations. The optimization procedure for CE is formulated in Sec. V, with the results of optimization presented in Sec. VI. And finally, Sec. VII demonstrates what can be expected when the "slave" pulse is omitted.
II. OPTIMUM PLASMA PARAMETERS AND GENERAL GUIDELINES FOR LASER-TARGET OPTIMIZATION
To get a clear idea of what maximum CE values might be expected from the laser driven EUV sources, we start with the notion of the spectral purity (SP). We define the instantaneous SP for a given isolated plasma volume as the fraction of radiative power, emitted by this volume within the 2% bandwidth around 13.5 nm, relative to the total (i.e., spectrally integrated, or broad-band) radiative power escaping from this volume; all the radiation emitted into the full 4p-sr solid angle is accounted for.
In a static situation, the SP is fully determined by the spatial distribution of the plasma temperature T and density q, and can be calculated by solving the corresponding system of rate equations of the collisional-radiative (CR) plasma model 13, 14 coupled to the equation of spectral radiative transfer. In the limiting case of a black-body emitter, the maximum SP is attained at T ¼ 23.5 eV and amounts to meagre 1.5%. 4, 5 Much higher SP values can be expected from translucent Sn plasmas, as is shown in Fig. 1 .
The SP curves in Fig. 1 were calculated for three uniform Sn-plasma cylinders of different size, whose initial temperature and density were set equal to T ¼ 50 eV and q ¼ 10 À4 g/cc. The simulations were performed with the 2D RHD code RALEF (for more details, see Sec. III below). In each case, the plasma cylinder was allowed to cool down exclusively by loosing energy via thermal radiation; the hydrodynamic expansion was artificially suppressed by zeroing the plasma pressure. As the temperature drops in time (remaining in all the three cases practically uniform over the considered volume), the ratio of the in-band to the total radiative cooling power produces the SP(t) curve; by mapping the SP(t) curve to the T(t) curve from the same simulation, we obtain the SP(T) dependence. Importantly, thus obtained SP(T) function does not depend on the decay rate of T because all the simulations have been done by using the spectral opacity tables, prepared under the quasi-stationary assumption 15 for the level kinetics, i.e., by assuming that the populations of all the ionization stages and excited levels instantaneously relax to the steady-state solution of the corresponding rate equations for given q and T. It is important to emphasize that the curves in Fig. 1 have been obtained under exactly the same approximations in the CR plasma model as all the other calculations of CE for the laser ablated Sn droplets discussed in this work.
In all the three cases, shown in Fig. 1 , a well defined maximum of SP(T) is observed within the temperature interval 25 eV Շ T Շ 32 eV, where the mean ionization degree of tin is z i % 10 À 11. The highest value of SP տ 40% is reached in the optically thin limit of s uv ( 1, where s uv is the Planck mean optical thickness of the considered volume within the relevant 2% bandwidth. This high value, exceeding the black-body SP by about a factor 30, is produced by a high concentration around k ¼ 13:5 nm of numerous transitions in the Sn 8þ À Sn 12þ ions, 16 as is illustrated by the opacity plot in Fig. 2 . Note that essentially the same absolute maximum of SP % 40% was reported earlier 7, 8 (though at a somewhat higher temperature of T % 40 À 45 eV) by an independent group from Japan.
By applying Eq. (20) , given below, to the three cases of Fig. 1 , one calculates s uv % 0:1, 0.3, and 1.0 in the z direction at T ¼ 30 eV and z i ¼ 10. One sees that with the increasing s uv the peak SP(T) value monotonically decreases due to the self-absorption of the in-band radiation; in the limit of s uv ! 1, it should approach the black-body value of 1.5%.
The results shown in Fig. 1 imply that having prepared a static, uniform, and optically thin (with s uv < 0:3) Sn-plasma volume at the optimum temperature of T % 30 eV, one could, in principle, reach a steady-state efficiency of CE ¼ once the radiative losses are compensated by a steady external heating source. If the external heating is provided by a laser, the optimum plasma temperature (in combination with its density in the laser absorption zone) actually fixes the optimum laser irradiance I ml ; in our model, the optimum irradiance by a CO 2 laser falls in the range I ml ¼ ð6 À 8Þ Â10 9 W=cm 2 . The above considerations lead to the following general prescriptions for achieving the maximum possible CE:
The "master" laser pulse should be fully absorbed in the ablated plasma, i.e., the laser flux missing the target and reflected back must be minimized.
The fraction of the absorbed laser energy, converted into the kinetic energy of the plasma flow, must be reduced to a minimum. (iii) All the laser light should be absorbed near the optimum temperature (where SP peaks) of the ablated Sn plasma.
Condition (i) implies that the distribution of the free electron density n e must be nearly uniform-because negligible reflection and refraction of the CO 2 laser light are only possible when the spatial gradients of n e are sufficiently weak. In combination with condition (iii), this means that the temperature distribution across the laser absorption zone must also be nearly uniform. In this study, by performing extensive 2D RHD simulations, we explore how closely one can approach such an ideal configuration in a realistic environment, and how far below 20% the optimized realistic CE values can turn out to be.
III. SIMULATION MODEL
All the 2D RHD simulations have been done with the RALEF-2D code, 17, 18 whose hydrodynamics module is based on the upgraded version of the CAVEAT package. 19 The one-fluid one-temperature hydrodynamics equations are solved in two spatial dimensions [in either Cartesian (x, y) or axisymmetric (r, z) coordinates] on a multi-block structured quadrilateral grid by a second-order Godunov-type numerical method. An important ingredient is the mesh adaptivity, realized within the arbitrary Lagrangian-Eulerian approach. 19 The numerical algorithms for thermal conduction and radiation transport have been developed within the unified symmetric semi-implicit scheme 20, 21 with respect to time discretization. Radiation energy transport is described by the quasi-static transfer equation,
for the spectral radiation intensity I ¼ I ðt; x; XÞ; here, X is the unit vector in the direction of photon propagation, B ðTÞ is the spectral intensity of the equilibrium black-body radiation; the term c À1 @I =@t (where c is the speed of light) is neglected. Coupling to the fluid is represented by the volume-specific radiative heating rate,
In the RALEF code, the classical S n method is used to treat the angular dependence of the radiation intensity I ðt; x; XÞ, and the method of short characteristics 22 to integrate Eq. (1). The latter has an important advantage that every grid cell automatically receives the same number of light rays. Correct transition to the diffusion limit 23 on non-orthogonal grids is achieved by special combination of the first-and second-order interpolation schemes in the finite-difference approximations to Eqs. (1) and (2) .
The equation of state of tin has been constructed by using the FEOS model, 24 which allows adequate description of hightemperature plasma states together with the low-temperature liquid-gas phase coexistence region. The model for thermal conductivity is based on a semi-empirical expression for the transport cross-section of the electron-ion collisions, 25 which allows a smooth matching of the Spitzer plasma conductivity to that of metals near normal conditions.
Calculation of the adequate spectral absorption coefficient k for the transfer equation (1) is a separate complex problem. Here, we use the approach 15 based on quasi-stationary opacity tables that are prepared beforehand by finding a steady-state solution (for any given q; T pair) to a large system of CR rate equations for populations of the relevant atomic levels. The key uncertainty in this procedure is the a priori unknown intensity I of the local radiation field, which strongly affects the EUV emissivity of the Sn plasma. 15 In this work, we used partially opaque k tables, calculated with the THERMOS package 13 under the assumption of a black-body radiation field within the 10% bandwidth around k ¼ 13:5 nm, and zero radiation field outside this range. Such an approximation appears reasonable for the purposes of the present study, where the sought-for optimum plasma configurations have the optical thickness of the order of unity in the narrow bandwidth around 13.5 nm where k peaks (see Fig. 2 ), and are optically thin for the rest of the spectrum. In all the RHD simulations, discussed below, 28 discrete spectral groups of variable width were used (as shown in Fig. 2 ), with two groups belonging to the 2% inband interval.
The laser deposition was treated within a simplified model, where every elementary laser ray could propagate either forward or backward along a fixed straight trajectory; the absorption and reflection of laser light was calculated by solving the one-dimensional (1D) Helmholtz wave equation 26 along the propagation direction with an appropriate complex dielectric permittivity of the ablated plasma. 27 Laser refraction was deliberately ignored to avoid complications by the analysis of the CE-governing physics, which arise from the instability caused by the self-focusing (defocusing) of the laser beam [and the ensuing partially stochastic behavior of the instantaneous CE(t)] by its interaction with the 2D plasma flow. In all cases, a box-like focal spot profile was used.
IV. QUASI-STEADY-STATE DENSITY PROFILES PRODUCED BY THE "SLAVE" LASER
In this section, we analyze the spatial density distribution in the ablated plasma, created by the "slave" laser alone under the conditions of steady-state irradiation of an Sn microsphere. The principal task of the "slave" pulse is to provide an abundant mass outflow at a minimum energy cost. Because of a much steeper dependence of the mass ablation rate j [g cm À2 s
À1
] on the laser frequency x sl than on its intensity I sl , it is advantageous to employ a shortwavelength laser-like one of the higher harmonics of Nd:YAG-at a relatively low irradiation intensity. As a reference case, the third harmonic of the Nd:YAG laser with
was chosen.
The scaling of j with x sl ¼ 2pc=k sl and I sl ,
depends essentially on whether the laser flux is mainly absorbed at the critical surface or in the underdense corona, 28 and on the equation of state of the ablated material. 29 For tin, depending on the location of the absorption region (cf. cases I-Sn and II-Sn in Ref. 29)
All the cases, simulated in the present study with I sl varying in the range of ð0:5 À 5Þ Â 10 9 W=cm 2 and 266 nm k sl 1 lm, fall closer to the case II-Sn of absorption in the underdense corona and fit into a more narrow interval
In this situation, however, the mass flux j depends also on the length scale of the density variation, which, for a shortwavelength "slave" laser, practically coincides with the droplet radius R d ; hence, the term x As is clearly illustrated in Fig. 3 , after the plasma flow relaxes to a steady-state regime (some 20-40 ns after the turn-on of the "slave" pulse), the flow pattern approaches a nearly spherically symmetric configuration-despite the fact that the droplet is irradiated from only one side. Because in a steady spherical flow the product qur 2 is conserved, the asymptotic radial density profile can be approximated (see Fig. 4 ) to a reasonable accuracy as
where the density,
and the flow velocity u are considered to be independent of r, and R d is the initial droplet radius. It should be emphasized that such an approximation applies exclusively to the supersonic laser corona above the critical surface of the "slave" laser, where u is only a weak function of r; for this reason, and despite the fact that typically both the critical and the sonic surfaces lie close to the liquid droplet surface, the reference density q d must not be interpreted as the density of liquid tin.
If we assume for a moment that the droplet radius R d is fixed, then the density q d in Eq. (7) becomes a function of only two principal "slave" laser parameters k sl and I sl ,
where k sl;lm is the "slave" laser wavelength in micrometers, and I sl;9 its intensity in 10 9 W/cm 2 . Note that the real density profiles are somewhat steeper than / r À2 (as illustrated in Figs. 4 and 5) partially because the steady state has not been quite reached, and partially because the flow velocity u slightly grows with r. The scaling exponents in Eq. (9) can be derived from the principal scaling exponents, introduced in Ref. 29 , by noting that the density q scales as the ratio j 2 =p a , where p a is the ablation pressure. Between the cases I-Sn and II-Sn in Ref. 29 , the exponents in Eq. (9) As is indicated by the 2D color density map in Fig. 3 and confirmed by the lineout plots in Fig. 5 , the dependence of the asymptotic radial profile (9) on the polar angle with respect to the laser axis is rather weak (at least over the laser-illuminated hemisphere) and, to a first approximation, can be neglected. Therefore, the radial dependence (7) can also be used to evaluate the effective transverse EUV source size, i.e., the radius of the EUV emitting plasma volume, defined here as the radius r ¼ R mc of the critical surface for the "master" pulse where
Here, m e and Àe are, respectively, the electron mass and its electric charge, m u is the atomic mass unit, and A ¼ 118.7 is the atomic mass of the target material (Sn). From Eqs. 
where R mc;lm ; R d;lm ; k ml;lm , and k sl;lm are all measured in micrometers. The value of R mc provides a good estimate for the optimal focal radius of the "master" pulse. Note that, for a fixed wavelength k ml of the "master" laser, the transverse size R mc of the EUV source is almost exclusively controlled by the ratio R d =k sl of the droplet radius to the "slave" laser wavelength.
V. THE OPTIMIZATION ALGORITHM
Since efficient EUV generation to a large extent depends on efficient laser absorption, we begin by evaluating the optical thickness s ml for the "master" laser along a power-law radial profile, n e r ð Þ ¼ n ml;c R mc r n ;
of the free electron density n e with respect to the inverse bremsstrahlung absorption; here, n ml;c is the critical density, defined in Eq. (11), and n ! 2. Because we are interested in the optical thickness of the region where most of the laser energy is absorbed and most of the in-band EUV is expected to be generated (a "working" zone), we assume that this zone spreads over an interval a uv R mc r < þ1;
where a uv ! 1 is an a priori unknown dimensionless coefficient, allowing for a possibility of the "master" pulse being fully absorbed well above the critical surface. Then
where
heV k 2 ml;lm n e n ml;c 2 cm
is the Kramers formula for the inverse-bremsstrahlung absorption coefficient 30 in the limit of hx ml ( T. The Coulomb logarithm
is obtained from the Gaunt factor in the Born approximation.
In the above formulae, T heV is the electron temperature in 100 eV, and lnc E ¼ 0:577… is Euler's constant. For the optimal temperature T % 30 eV and k ml ¼ 10:6 lm, we calculate ln K ml ¼ 6:4. Having substituted Eqs. (13) and (16) into Eq. (15) and assuming an isothermal working zone, we find
As was established in many previous works, 7,27-29 the approximation of an isothermal coronal flow is quite close to reality; otherwise, if departures from the temperature uniformity become significant, the temperature T in Eqs. (18) , (19) , and (21) should be understood as a certain average value across the working zone. The coefficient a uv ! 1 is found by applying the following argument. If s ml , calculated from Eq. (18) with a uv ¼ 1, turns out to be less than 1, then a uv ¼ 1; in this case FIG. 5 . Density profiles at t ¼ 50 ns along two different radii for the reference case shown in Fig. 3 . 
by making use of the Planck mean absorption coefficient,
19 cm À3 30 eV
for the in-band spectral range in the Sn plasma near optimal conditions; according to the THERMOS model for Sn, the above power-law approximation to k uv ðn e ; TÞ applies at 10 18 cm À3 Շ n e Շ 10 20 cm À3 , 25 eV Շ T Շ 40 eV; it is also consistent with the calculations of radiative properties of Sn ions in Ref. 31 . Finally, from Eqs. (18) and (19), we calculate the ratio
Now we recall that the highest possible CE values require s ml ' 1 and s uv ( 1, i.e., the ratio s uv =s ml should be made as small as possible. On this premise, Eq. (21) implies that the optimum configurations would correspond to the lowest possible value of parameter a uv ¼ 1, i.e., to situations where the "master" pulse is mainly absorbed near the critical surface and the working zone lies immediately above it. Plasma configurations with a uv > 1, where the "master" pulse encounters such a shallow density gradient that it is fully absorbed in the far underdense corona are inefficient because of the inevitable strong reabsorption of the in-band EUV photons in the working zone. Remarkably, this conclusion is virtually independent of the wavelength of the "master" laser k ml (once the weak dependence of ln K ml on k ml is neglected) and of the steepness of the radial density profile represented by index n (variation of n from n ¼ 2 to n ¼ 1 changes the ratio s uv =s ml by only a factor 1.5, whereas n < 2 is not possible for our statement of the problem). So long as the optimal temperature T stays close to 30 eV, the ratio s uv =s ml is confined to a limited range of s uv =s ml % 0:3 À 0:6.
The above considerations lead to the following general logic of the optimization procedure for attaining maximum CE. Once the wavelength k ml of the "master" laser is fixed, the asymptotic density profile (13) is characterized by a single parameter R mc (hereafter we assume n ¼ 2). For any fixed value of R mc , one carries out optimization with respect to the "master" irradiation intensity I ml to determine the optimal plasma temperature T and its ionization degree z i . Then, by varying R mc , one establishes the absolute maximum of CE.
The fact that CE must have a maximum as a function of R mc becomes evident after one assumes that, for different R mc , the optimal values of T and z i undergo little variation. Indeed, because s uv and s ml are both proportional to R mc , while their ratio remains practically constant and not much different from ' 0:5, too low values of R mc imply low efficiency of EUV generation because s ml ( 1 and the laser energy is poorly absorbed; in the opposite limit, too high values of R mc lead to s uv > 1 and quenching of the in-band emission due to its self-absorption.
Equation (12) tells us that, for a fixed value of k ml , variation of the source size R mc can be achieved by changing either the droplet radius R d , or the wavelength k sl of the "slave" laser, or both; variation of the intensity I sl of the "slave" laser to this end makes little sense because of the weak dependence of R mc on this parameter.
The inverse temperature dependence in Eq. (21) suggests that the effects of departure from the local thermodynamic equilibrium (LTE) and/or from the steady-state ionization equilibrium (due to a rapid transit of plasma elements through the working zone), which typically require higher T values to attain the same ionization states z i , should lead to somewhat higher optimized CE values than those obtained in the LTE (or quasi-stationary non-LTE) approximation because the spectral purity of the EUV emission is in the first place determined by the presence of a specific group of Sn ions with z i ¼ 8-12.
VI. OPTIMIZED PERFORMANCE UNDER STEADY IRRADIATION BY TWO LASERS A. Performance analysis for a representative case
Since adequate interpretation of the optimization results requires insight into the dynamical behavior of the irradiated target, we begin by analyzing the performance of a particular representative case, marked as case 61-13 in Fig. 10 . Because it takes a few tens of nanoseconds for the "slave" laser to establish a sufficiently shallow density profile, it is advantageous to turn on the "master" pulse with a certain delay, i.e., at t ¼ t del > 0; in case 61-13, it was t del ¼ 35 ns. We call the time interval 0 < t < t del the passive phase of the operation cycle. Note that t del is not treated as yet another optimization parameter because its value can be inferred from the radial density profiles (like in Fig. 4 ), obtained from a single run for the "slave" laser, as the time after which the density gradient in the vicinity of the "master" critical density (q ' 2 Â 10 À4 g/cc for the CO 2 laser) stabilizes; for still longer t del values, the CE ceases to depend on t del whenever the "slave" power is small compared to the "master" one. As a practical rule, one may assume that the smallest acceptable values of t del vary roughly in direct proportion to R mc (see Table I ). Figure 6 displays temporal variation of different power components of the "master" pulse for the selected case 61-13, as well as that of the instantaneous conversion efficiency CE(t). Note that CE is always defined with respect to the combined power (energy) of the two lasers. Once the main pulse is turned on, the instantaneous CE(t) rapidly (within some 2 ns) rises to its peak value CE tp ¼ 11:5% at t % 37:2 ns, then drops and gradually approaches a steadystate value of CE st % 8:1%. The duration Dt % 2 ns is needed to heat up the plasma to its optimal working temperature of T ' 30 eV. One also sees that at t ¼ 37-38 ns, when CE(t) peaks, the laser absorption is virtually 100%. That is, from the point of view of the laser absorption, the density profile, produced by the "slave" laser, could not be better. But then the question arises why the peak value CE tp is still significantly below the theoretical maximum of %20%?
As already mentioned, even at 100% laser absorption, there still remain three important physical factors, degrading the CE, namely, (i) partial conversion of the laser energy into the plasma kinetic energy (plus, into its internal energy that is re-emitted elsewhere under non-optimal conditions); (ii) non-uniformity of the plasma state across the working zone (which manifests itself in that one part of the laser absorbing volume is underheated and the other overheated with respect to the optimum temperature); and (iii) reabsorption of the in-band EUV flux in the expanding plasma. The relative role of factor (i) can be evaluated by noticing that at t ¼ 37.2 ns about 86% of the absorbed laser power is converted into the broad-band EUV (see Fig. 6 ). When corrected for this factor, the peak CE would amount to %13:4%-still well below the expected 20%. The latter implies that factors (ii) and (iii) make a decisive contribution to degradation of the peak SP, with their individual inputs being, however, difficult to separate.
The passive-phase density profile, established by t ¼ 35 ns, represents a steady ablation flow induced by the "slave" laser alone. Once the "master" laser is turned on, there begins a transition to a new steady-state configuration, controlled primarily by the "master" pulse and characterized by a new active-phase density profile. This transition involves two different timescales, namely, a relatively quick (within 1-2 ns) rise of the plasma temperature, followed by a somewhat slower (within 5-10 ns) reshaping (steepening) of its spatial density profile as is shown in Fig. 7 . The corresponding evolution of the 2D density distribution is displayed in Fig. 8 . As a result, we observe a transient peak CEðtÞ ¼ CE tp of the conversion efficiency, produced by a brief beneficial combination of the optimal plasma temperature with the shallow passive-phase density gradient. Later on, as the n e profile steepens and approaches its active-phase equilibrium, the conversion efficiency CE(t) decreases and settles to its final steady-state value of CEðtÞ ¼ CE st < CE tp .
The decrease of CE(t) from its peak value CE tp ¼ 11:5% to the steady-state level of CE st % 8:1% is caused by two main factors, namely, (i) by the enhanced laser reflection from a steepened n e profile and (ii) by the increased degree of temperature and ionization non-uniformity across the laser absorbing volume. Because at t > 47 ns the laser reflection rises to 17%-18%, the factor (i) alone accounts for a CE(t) reduction from 11.5% to about 9.5%. Further reduction down to 8.1% is caused by an increased span of temperature variation across the laser absorption zone, as is illustrated in Fig.  9 . Remarkably, the ratio of the total (broad-band) EUV , and reflected (curve 3) powers of the "master" pulse in case 61-13, as well as of the broad-band (i.e., spectrally integrated) EUV power (curve 4). Right ordinates: temporal profile of the instantaneous conversion efficiency CE(t).
FIG. 7.
Plasma density profiles in case 61-13 along the laser axis at different times once the "master" laser has been turned on at t ¼ 35 ns. The thick horizontal line represents the density at the critical surface r ¼ R mc of the "master" laser. emission power to the absorbed laser power remains quite stable throughout this stage at about 90%. The latter means that, beside the decreasing laser absorption, it is the degradation of the spectral purity rather than the higher conversion into the plasma kinetic energy, which mainly contributes to the fall of CE(t).
B. Results of optimization
The above discussion implies that, when optimizing for maximum CE, one can aim either at a maximum peak value CE tp , or at a maximum steady-state value CE st , or at a maximum time-integrated value (for which we preserve the regular notation CE). Evidently, the optimization procedure, outlined in Sec. V, applies to the transient peak CE tp because it relies on the passive-phase density profile prepared by the "slave" laser. In what concerns the maxima of CE and CE st , affected by the transition to the active-phase profiles, the optimization strategy and its parametrization still remain as described in Sec. V, although the corresponding maxima may occur at different values of I ml and R mc .
Here, we present the results obtained by running several 1D optimizations with respect to the "master" intensity I ml for different values of the flow scale R mc , controlled by the droplet radius R d and the "slave" laser wavelength k sl as given by Eq. (12) . The intensity of the "slave" laser was fixed at I sl ¼ 1:5 Â 10 9 W=cm 2 on a spot with radius r sl;foc ¼ 1:5R d . The focal radius r ml;foc of the "master" pulse was chosen somewhat below R mc , so that no laser light missed the target unabsorbed (or unreflected). Every individual simulation was terminated after 35 ns of operation of the "master" laser. Figure 10 shows the results of the 1D optimization with respect to I ml for the case of R d ¼ 20 lm, for which the absolute maximum of CE tp ¼ 11:5% was found. In full agreement with the arguments of Sec. V, the plots of CE and CE tp versus I ml exhibit though flat but distinct maxima, namely, at I ml % 7 Â 10 9 W=cm 2 for the time-integrated CE, and at I ml % 9 Â10
9 W=cm 2 for the transient peak CE tp . As expected, the back reflection of the laser light grows monotonically with I ml because, on the one hand, the final equilibrium n e profile near the critical surface becomes steeper, and, on the other hand, the electron temperature at the critical surface increases, causing the electron-ion collision frequency to drop. Table I presents the main optimization results with respect to both relevant parameters I ml and R mc . For each value of R mc , the maximum values of CE tp ; CE st , and CE, obtained through the 1D optimization with respect to I ml , are given. The time-integrated laser absorption fraction f a;ml corresponds to the maximum of the integral conversion efficiency CE.
From Table I , one learns that the absolute maximum of the transient peak CE tp is achieved for the source size R mc ' 150 lm. At the same time, the local (with respect to I ml only) maxima of the steady-state CE st and of the integral CE continue to grow-although slowly-even beyond the source radius R mc ¼ 300 lm. To explain this behavior, one has to recall that the main cause for degradation of CE for too large values of R mc is the increasing self-absorption of the in-band emission as the density gradient flattens. For one and the same R mc , the length scale near the critical surface (hence the optical thickness s uv for the in-band EUV) along the steepened active-phase profile (the t ¼ 60 ns curve in Fig. 7 ) is significantly shorter than that along the shallow passive-phase profile (the t ¼ 35 ns curve). As a result, the saturation of the maximum steady-state conversion efficiency CE st with the increasing R mc due to the growing self-absorption occurs significantly later than the corresponding saturation of CE tp , namely, at source radii R mc > 300 lm not pursued in this study. The evident leveling-off of the steady-state CE st at source diameters 2R mc տ 400 lm agrees with the earlier observations of the same effect for the Nd:YAG laser. 32 
VII. SOLUTION WITHOUT THE "SLAVE" LASER
The principal function of the "slave" laser in our scheme is to provide an independent (of the "master" laser and of the droplet size) control over the mass ablation rate and, eventually, over the spatial scale across the absorption region for the main pulse. If the "slave" laser is removed, a steady "master" pulse alone produces finally a configuration with a certain steady (for a given droplet radius R d ) ablation rate, which corresponds to a certain quasi-stationary source radius R mc . We assume that the irradiation intensity I ml is at its optimum value, dictated by the optimum temperature in the working zone. Of course, a steady ablation flow establishes itself after a certain relaxation period, as the critical surface of the "master" pulse gradually swells around the ablated droplet to its quasi-stationary position.
Relaxation to a steady state under the "master" pulse alone is illustrated in Figs. 11 and 12 , where the simulation results for a R d ¼ 20 lm droplet, irradiated by a CO 2 laser pulse with a fixed intensity of I ml ¼ 8 Â 10 9 W=cm 2 , are shown. The only difference with the earlier discussed case 61-13 is the absence of the "slave" pulse and a somewhat smaller (r foc;ml ¼ 110 lm instead of r foc;ml ¼ 130 lm) focal spot of the CO 2 pulse. One sees that the reduction of R mc , caused by the removal of the "slave" pulse with k sl ¼ 0:352 lm, is by no means dramatic. Note that, without the "slave" pulse, optimization of CE with respect to the plasma length scale R mc can only be done by varying the droplet radius R d (or using a different target geometry-an option not considered here). Figure 12 compares the temporal profile of the instantaneous CE(t), calculated without the "slave" pulse (curve 2), with that from case 61-13 (curve 1). At t > 30 ns, after the ablation flow relaxes to its steady-state configuration, curve 2 stabilizes at practically the same value as the asymptotic level of curve 1. In other words, the steadystate conversion efficiency CE st is practically independent of the presence of the "slave" laser, provided that the entire laser beam is intercepted by the ablated plasma cloud. On the other hand, high energy cost of attaining the steadystate configuration under the "master" pulse alone noticeably degrades the integral CE (from 8.3% to 6.4% for the cases shown in Fig. 12) , especially when the total pulse duration is below 100 ns.
VIII. CONCLUSION
Under the conditions of steady-state ablation of the Sn plasma, the conversion efficiency of the laser energy into the 13.5-nm EUV emission is mainly controlled by two factors, namely, (i) by the intensity I ml of the main ("master") laser pulse and (ii) by the spatial structure of the flow region in the absorption zone of the main pulse. Two different-color lasers provide a means of independent control over these two factors, and a possibility to perform a full optimization study in quest for maximum CE.
Under realistic conditions, the flow geometry must, on the one hand, be open from at least one side to ensure the delivery of the main pulse to the working zone, and, on the FIG. 11. Plasma density map around a 40-lm diameter droplet, irradiated by the CO 2 laser alone with the intensity I ml ¼ 8 Â 10 9 W=cm 2 , at two different times t ¼ 10 ns (upper half) and t ¼ 60 ns (lower half). The black contour marks the position of the critical surface at n e ¼ 10 19 cm À3 . The local laser intensity is indicated as a brown shadow.
FIG. 12.
Instantaneous conversion efficiency as a function of time for the cases with (curve 1) and without (curve 2) the "slave" laser. In both cases the intensity of the CO 2 "master" laser was I ml ¼ 8 Â 10 9 W=cm 2 . other hand, be as uniform as possible across this zone. A reasonable compromise appears to be a steady quasi-spherically diverging flow, where the length scale of variation of all plasma parameters is simply the radius R mc of the laser absorption region. Because the laser irradiates the target from only one side, the problem becomes essentially two-or three-dimensional. In this work, the detailed arguments are presented why CE must have an absolute maximum with respect to the two essential parameters I ml and R mc , and the optimization strategy for calculating this maximum is described. For the main pulse, provided by a CO 2 laser with k ¼ 10:6 lm, this maximum was found by performing an optimization study with the 2D RHD code RALEF. Within the physics model implemented in RALEF, the sought-for maximum turns out to be CE tp % 11:5%. This optimum occurs at I ml % 8 Â 10 9 W=cm 2 and R mc % 150 lm, but is of transient nature and represents the instantaneous CE value during a short period of 1-2 ns.
In comparison, the CE maximum of the relaxed steadystate configuration was found to be more modest, CE st % 9%, and to occur at a considerably larger flow scale R mc տ 300 lm. The latter is explained by the fact that, under steady irradiation by the "master" pulse, the spatial structure of the laser absorption zone changes to a less homogeneous-i.e., less efficient-configuration than the one produced by the "slave" laser alone. Another implication of this fact is that the ability of the "slave" laser to provide an independent control over the uniformity of the main-pulse absorption zone is rather limited.
As a word of caution, it should be emphasized that the atomic-physics and level-kinetics models, on which the radiation transport in the present simulations was based, rely on several major simplifications, like a steady-state CR approximation and partially opaque k tables (see Sec. III for details). In addition, all the effects contributing to eventual transverse plasma non-uniformities, like laser refraction and/or non-uniform focal spots, have been deliberately ignored. Once these simplifications are removed (or refined), the specific values of the maximum CE and the optimum I ml and R mc values, calculated in this work, may change. Any additional plasma non-uniformities across the working zone generally tend to degrade the maximum CE. On the other hand, retardation in reaching the ionization equilibrium and departures from the partially opaque approximation by calculating the plasma spectral emissivity is expected to generally enhance the optimum CE values. Despite such uncertainties, the present study should adequately reproduce the principal interrelations and the relative contributions of the key physical effects determining the maximum possible CE values for the purposes of the EUV lithography.
