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The thesis which is hereby presented describes a study of the numerical modelling of
the coupled interaction of nanostructures with electromagnetic fields in the range of
microwaves. This is a very ambitious task and requires a thorough and rigorous imple-
mentation of new algorithms designed to this purpose.
The first issue to be encountered is the characterisation and the physical understanding
of the behaviour of a nanostructure. The term itself, nanostructure, defines any device
which has a nanometric size in at least one dimension, regardless of its material and ge-
ometry, hence it is a very wide definition. Carbon Nanotubes (CNT), quantum dots and
quantum wells fall into this category, for example, and in electronics these structures are
generally composed of semiconductor materials, like Silicon or Gallium Arsenide. The
first step to take, in order to model such objects from an electronics point of view, is
to solve the Schro¨dinger equation. The Schro¨dinger equation is a very general formula,
widely used in quantum physics, which, when provided with a certain electrical potential
in a material, determines the behaviour of the electrons in this material. Needless to
say, the electrical potential is the DNA of a material or, in other words, it is the physi-
cal property which affects the propagation of electrons and therefore makes a material
conducting or non-conducting. Nanostructures are often composed of several materials,
hence the potential is not constant and, with opportune geometries, it is possible, in
principle, to guide the electron currents through the device, as, for example, a channel
in a MOSFET. This principle holds for very small structures where the electron trans-
port can be considered ballistic, i.e. when the structures are smaller than the free mean
path of the particle.
The behaviour of the electrons is affected both by external factors, such as temperature or
applied electric and magnetic fields, and internal factors, such as the electron mobility or
the doping concentration, which are dependent on the used materials. This parameters
play a very important role whilst modelling the behaviour of particles such as electrons
and in this work the main focus is the study of the impact of external electromagnetic
fields. The electromagnetic fields (EM fields) are composed of an electric field component
and of a magnetic field component, which can be analysed separately in order to better
understand the response of nanostructures to their application. A rigorous analysis is
presented by showing numerical results, obtained with the modelling of the Schro¨dinger
equation, compared with the expected theoretical results, exploiting simple structures,
where it is possible to calculate the solutions analytically.
The second part of thesis focuses on the impact of the EM fields on the nanostructure,
hence the combined effect of both electric and magnetic fields affecting the electrons’
propagation, and the mutual coupling of the fields with the quantum effects. Indeed the
study of nanodevices for microwave applications requires to consider the contribution
of a parameter called quantum current density, which accounts for the quantum effects
generated by the structure. This is normally ignored in conventional devices because
the quantum contributions are negligible but, by using opportune materials and oppor-
tune geometries, these currents become relevant and they may have an impact on the
propagation of the EM fields. For this reason a consistent part of the thesis is ded-
icated to investigate the mutual coupling between EM fields and quantum effects, by
implementing the Maxwell-Schro¨dinger coupled model.
A chapter is dedicated to the novel approaches taken in order to tackle the issues and the
limits of the numerical implementation; in particular two solutions are presented, non-
uniform domains and the parallelisation of the algorithm. These approaches are vital
whilst modelling numerically such physical problems since the required computational
capacity increases with the accuracy requirements. Solving the presented algorithms
conventionally would limit the potential of the method and thus a thorough study has
been made in order to improve the efficiency of the simulations.
In the last chapter, three different scenarios are presented, each one of them showing
different features of the coupled model. The results are illustrated and discussed, includ-
ing the limits due to the chosen approximations. References to the analytical solutions
are provided in order to validate the obtained numerical results.
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Chapter 1
Introduction
The progress in the fabrication technologies achieved in the last decades have brought a
whole new spectrum of devices, such as fast transistors or semiconductor lasers, and ma-
terial characterisation, such as Carbon Nanotubes and graphene [23] [13] [24]. The tools
available nowadays allow to design and fabricate devices with a nanometric accuracy, at
reasonable costs and this is the reason why ordinary objects, such as laptops or mobile
phones, have dramatically increased their functionality. The compact size of antennas
and transistors is essential in designing integrated circuits (IC) which can boost wireless
communication, computational power and data processing.
1.1 The numerical modelling of nanostructures and EM
fields in the history of science
The purpose of this thesis is to illustrate the capabilities of the Finite-Difference Time-
Domain (FDTD) method to model the behaviour of nanostructures interacting with
electromagnetic fields. The FDTD method is a well established technique of solving dif-
ferential equation in the time domain. As the name suggest the mathematical approach
consists of subdividing the analysed structure into a grid and evaluating the considered
quantity (field, e.g.) in each cell of the grid. This method has gained wide popularity
among the scientific community in 1966 when K. S. Yee developed a new scheme to solve
the Maxwell equations [42]. This was a milestone in Computational Electro-Magnetics
(CEM), since it allowed one to model arbitrary structures in a quick and simple way.
Other outstanding studies have been carried out by Taflove [40], investigating the nu-
merical dispersion, the stability and the boundary conditions of the FDTD methods.
Mur [27] and Berenger [3] have developed novel and more accurate techniques to avoid
reflections at the boundaries of the computational domain. The FDTD method has been
1
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expanded further by Sullivan [36], when he applied it to solve the Schro¨dinger equation.
Sullivan provided a complete numerical model to solve the equation for simple problems
(1D and 2D structures) and his work covers the analysis of the conservation of energy.
Moreover his works include the study of the eigenfrequencies and the eigenenergies of a
quantum system. This feature opened the road to the characterisation of nanodevices
through numerical modelling. Subsequentely Soriano [32] investigated the stability of the
algorithm and Mittra [1] analysed the impact of EM fields on the Schro¨dinger equation
using the FDTD method. Pierantoni was the first to introduce the concept of quantum
current density, which is a parameter that expressed the contribution of the quantum
effects to the propagation of the EM fields. The work done by Sullivan included the im-
pact of magnetic fields on the nanostructures but did not take into account the coupling
of the two phenomena. Other authors [35] have since carried out the analysis of the
coupling between EM fields and quantum effects, often modelled through the Maxwell
equations and the Schro¨dinger equation. The quantum effects can be modelled by other
equations, such as the Dirac equation and the Poisson equation. With the advances of
the technique, it has been possible to model real materials, especially at nanoscale, such
as graphene [15] [9] and carbon nanotubes [16], hence providing a very powerful tool for
designers and engineers.
1.2 Contents of the thesis
The starting point of the whole work is thus the description of the properties of the
FDTD method and it is described thoroughly in (chap. 2 and chap. 3). A description
of the FDTD scheme is provided and the different approaches used to solve the Maxwell
equations are illustrated in (chap. 2). The focus of the FDTD implementation is the
solution of the Schro¨dinger equation, which gives the wavefunction of a charged particle,
as seen in (chap. 3). The wavefunction is a complex function which establishes the
probability amplitude relative to the position in space and time of the particle and it
is useful to determine the energy levels of electrons and holes [34] [38] [39]. This is
achieved by post-processing the time-domain results with a Fourier analysis. Analytical
solutions are available for very simple structure which are used to validate the algorithm.
Moreover an analysis of the conservation of energy is presented in order to elucidate the
impact of the electrical potential on the flow of particles. This is a further element to
prove the robustness and the correctness of the algorithm.
The following chapter, (chap. 4) focuses on the characterisation of the impact of external
fields on the nanostructures, as well as the study of how quantum effects affect the
propagation of the EM fields. In semiconductor devices, such as diodes and transistors,
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the application of an electric field produces variations in the current flow, thus the
determination of the field dependence is an essential tool to understand the behaviour
of nanostructures. The magnetic field has a different impact with respect to the electric
field and needs to be studied, as its application is widely used in spintronics [25] [5]
[41] [18] [28] [6] [29] [11] [10] [4]. The impact of these fields is analysed separately by
modifying appropriately the Schro¨dinger equation, as previously done in literature [37]
[30]. The results are calculated for simple structures so that a comparison with analytical
models is possible. The next step is to link the EM fields with the nanostructure and this
is done by considering the combined effect of electric and magnetic field. Furthermore
the model is coupled, hence the nanostructures produce quantum effects which affect
the propagation of the EM fields and, simultaneously, the quantum effects are in turn
modified by the propagation of the EM fields. The approach to realise this coupling
is the evaluation of the quantum current density which models the displacement of the
electrons as a current source which is added to the electric component of the EM fields
[8] [20]. Numerically speaking, a coupling raises a few issues that have to be faced, such
as the synchronisation of the two algorithms. A first example of a coupled model is
presented by using EM fields at very high frequencies, so that the involved wavelength
is in the same range as the size of the structures. This problem has been studied in
literature previously [1] [2] and it is interesting to observe the comparison between the
coupled and the uncoupled results.
The further step, which is the main original contribution of this thesis, is the analysis
of the impact of EM fields in the microwave range. This features a multi-scale problem,
treated in (chap. 5), since the numerical domain for the EM simulation is in the milli-
metric range and the domain of the quantum simulation consists of only few nanometers.
The discretisation of the scheme is chosen to be non-uniform, i.e. it is finer in correspon-
dance of the position of the nanostructure. This approach has been used in previous
works [43] [31] but it was always address to improve the accuracy when modelling ir-
regular geometries, when solving the Maxwell equations. This step is necessary in order
not to overload the computational capacity, reducing the amount of data to be stored
and hence limiting the computational time. A large numerical domain is not only very
demanding in terms of memory but it requires a very long time for the equations to be
solved. To this purpose a parallel algorithm is implemented, following works found in
literature [33]. This allows one to solve the algorithms for a higher number of iterations,
without increasing dramatically the computational time.
The last chapter, (chap. 6) presents three different cases of coupled model, a 2D struc-
ture, a 3D structure and a structure coupled with both time-varying EM fields and and
time-constant magnetic fields. The purpose of these problems is to apply the methods
described in the previous chapter to devices which are realistic. In the first case, a
Chapter 1. Introduction 4
metal-semiconductor sandwiched structure is characterised for a EM field working in
the microwave range. The energy levels of the electrons are calculated and discussed for
both the metal and the semiconductor. The second example provides a more realistic
approach to the modelling of devices as it takes into account a 3D structure: the required
computational capacity in this case is much larger than the previous case and therefore
the algorithm is parallelised, in order to reduce the computational time. The last case
models a 2D nanostructure which is affected by a very high constant magnetic field and
an EM field in the range of GHz: this is a typical example of applications in the field of
spintronics. The impact of the constant magnetic field affects the spins of the electrons
of donor atoms in a semiconductor and this results in changing the electronic properties
of the material. This is observable with the FDTD method by studying the energy levels
of the electrons.
1.3 Goals of the thesis
Starting from the state of the art of the FDTD method, the purpose of this work is to
expand existing studies to new physical problems. The Maxwell equations have been
solved for a long time by using the FDTD method and it has been proven to be an
efficient and accurate method. Regaring the Schro¨dinger equation, the FDTD method
is still not entirely established as the dominating technique. The first goal of this work is
to build a solid and flexible model which, using the FDTD method, allows the study of
the coupling between the Maxwell equations and the Schro¨dinger equation. Obviously
this is achieved by starting from existing literature. The peculiarity of the model is that
the EM fields involved in the simulations work in the range of microwaves. This has
not been done previously and therefore represents an element of novelty. The difficulty
of implementing such a model lies in the fact that the nanostructures are much smaller
than the wavelength of the considered EM fields. To this purpose, another objective is
added to the work, i.e. the efficiency of the existing algorithm must be improved. New
numerical techniques need to be found and tested in order to make the model suitable to
more problems. More complex structures need to be modelled and this can be possible
only by reducing the computational time of the simulations and the required memory
storage. The last goal is to build a preliminary model to reproduce the behaviour of
spintronics devices. This involves the consideration of a time-constant magnetic field,
together with the application of time-varying EM fields, interacting with the quantum
effects caused by the nanostructures.
Chapter 2
The FDTD Method
In this chapter the basic fundaments of the Finite-Difference Time-Domain (FDTD)
method are illustrated and a literature review is provided. This method is the corner-
stone of this thesis because the FDTD method is the mathematical tool used to build
and develop the whole physical model. The results obtained by using this model are
determined by the implementation of the FDTD and this involves the schematisation
of the FDTD grid, the choice of the time-step used in the simulation and many other
features. For this reason it is vital to describe the characteristics of this tool, so that
the future implementations, described in the next chapters, will be clear. The Maxwell
equations are a good bench test for the FDTD method and they are used to illustrate
its characteristics. The stability, the sources and the boundary conditions are treated
in the next sections, in order to highlight the capabilities and the limits of the FDTD
method. The same issues will arise in the next chapter, while treating the Schro¨dinger
equation, and the correspondances between the two physical systems will be explained.
2.1 The Finite-Difference Time-Domain Method
In 1966 K. S. Yee published the article “Numerical Solution of Initial Boundary Value
Problems Involving Maxwell’s Equations in Isotropic Media”, which contained a rev-
olutionary concept for the Computational Electro-Magnetics (CEM), i.e., the Yee-cell.
This cell is nothing but a cube which mimics the propagation of an Electro-Magnetic
(EM) field in a infinitely small space. The EM fields are an orthogonal combination of an
electric and a magnetic field, each of them propagating in three dimensions. Therefore,
an EM field is described by six components, Ex, Ey, Ez, Hx, Hy and Hz. Yee, in order
to approximate the orthogonality between the electric and the magnetic component of
the field, represented the E-fields with vectors on the edges of the cube, in all the three
5
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dimensions, and the H-fields with vectors crossing the cube faces in their centre, as seen
in (2.1).
Figure 2.1: The Yee cell.
This cell is used in a FDTD scheme to solve the Maxwell equations and thus to determine
the propagation of the EM fields. The scheme or, in other words, the discretisation of
the modelled material is the first step of the FDTD method. The Finite Differences
can be used to solve differential equations in one, two or three dimensions and the
solution of the function is achieved by exploiting the approximation in the Taylor’s
series [40]. The Taylor’s series is designed to describe a function as an infinite sum of
terms derived by its derivatives and thus, once the sum is truncated at a certain term, it
is possible to approximate the function. This approximation is very useful for numerical
calculations because it simplifies the determination of derivatives and provides a good
level of accuracy. This is exploited as well in determining a perturbation of the function
(2.1).
f(x+ ∆) = f(x) + ∆f ′(x) +
∆2
2!
f ′′(x) +
∆3
3!
f ′′′(x) + ... (2.1)
The same approximation is done to evaluate the function for negative perturbation (2.2).
f(x−∆) = f(x)−∆f ′(x) + ∆
2
2!
f ′′(x)− ∆
3
3!
f ′′′(x) + ... (2.2)
In order to estimate the first derivative of the function, the series is truncated at the
second order term, so that (2.1) and (2.2) will give:
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f ′(x) ≈ f(x+ ∆)− f(x−∆)
2∆
(2.3)
The same principle applies to higher order derivatives and the accuracy of the scheme
is dependent on the value of ∆, i.e. by the perturbation: for a infinitely small ∆
the error cause by the scheme will be null. In numerical modelling nevertheless it is
important to achieve a trade-off between accuracy and efficiency, hence the choice of ∆
is very important: a small ∆ will provide good accuracy but also a very fine grid, highly
challenging to store and process, thus ∆ cannot be too small either.
With the expressions given in (2.3) it is possible to build a numerical model to solve
differential equations of the first order, such as the Maxwell equations.
∂Ex(r, t)
∂t
=
1

[
∂Hz(r, t)
∂y
− ∂Hy(r, t)
∂z
]
(2.4)
∂Ey(r, t)
∂t
=
1

[
∂Hx(r, t)
∂z
− ∂Hz(r, t)
∂x
]
(2.5)
∂Ez(r, t)
∂t
=
1

[
∂Hy(r, t)
∂x
− ∂Hx(r, t)
∂y
]
(2.6)
∂Hx(r, t)
∂t
=
1
µ
[
∂Ey(r, t)
∂z
− ∂Ez(r, t)
∂y
]
(2.7)
∂Hy(r, t)
∂t
=
1
µ
[
∂Ez(r, t)
∂x
− ∂Ex(r, t)
∂z
]
(2.8)
∂Hz(r, t)
∂t
=
1
µ
[
∂Ex(r, t)
∂y
− ∂Ey(r, t)
∂x
]
(2.9)
Starting from the expressions in (2.4-2.5-2.6-2.7-2.8-2.9) it is possible to apply the scheme
described above. Each of the equations is described by one first order derivative in time
and two first order derivatives in space, hence eq. (2.4) can be re-written in three-
dimension as:
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Ex(x, y, z, t+ ∆t)− Ex(x, y, z, t)
∆t
=
1

[
Hz(x, y + ∆y, z, t)−Hz(x, y −∆y, z, t)
2∆y
−Hy(x, y, z + ∆z, t)−Hy(x, y, z −∆z, t)
2∆z
] (2.10)
For graphical convenience, the function present in such an equation, in this case the
electric field, it is written with indices, representing space and time, hence:
Ex(x, y, z, t) = Ex(i∆x, j∆y, k∆z, n∆t) (2.11)
where i,j and k are the integer indices in a 3-D grid scheme. Thus, Ex(i∆x, j∆y, k∆z, n∆t)
will describe the x-component of the electric field at the i-th cell on the x-axis, at the
j-th cell on the y-axis and at the k-th cell on the z-axis. The index n is the count of
time-steps, hence the field is described at the n-th time-step, ∆t.
Other representations, more compact, are the following:
Ex(x, y, z, t) = E
n
xi,j,k (2.12)
Following these conventions, the eq. (2.4), for a uniform grid where ∆x = ∆y = ∆z,
can be re-written as:
En+1xi,j,k = E
n
xi,j,k +
∆t
2∆x
[
Hnzi,j+1,k −Hnzi,j−1,k −Hnyi,j,k+1 +Hnyi,j,k−1
]
(2.13)
This is the so-called update equation, i.e. the equation which is used to evaluate the
electric field in the time-domain at each time-step. This equation is solved in three-
dimensions, through the entire domain, which is composed by cubic, or more generally
parallepiped, cells. Therefore each dimension, x, y, z, is schematised by an integer
number of cells, which define the numerical domain. This equation determines how the
fields propagate at each instant of time and it is implemented iteratively, so that the final
result will comprehend a sequence of calculated fields, which is de facto the evolution of
the EM fields in time.
The concepts introduced in this section are essential in order to understand the approach
of the numerical modelling. The core of the FDTD method lies in the discretisation of
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the modelled structures. It is very important to wisely choose the parameters of the
discretisation and this will be clearer in the next section.
2.2 Stability and limitations of the FDTD method
As previously mentioned, the two most important characteristics of a FDTD scheme
are the size of the cell, ∆x, ∆y, ∆z and the time-step, ∆t. These parameters can be
chosen arbitrarily, according to the purpose of the equation but need to be in agreement
with the stability criteria. The stability of the scheme can be interpreted physically as
a compromise between the evolution of a function, e.g. the electric field, in space and
in time. If an electric field resonates at 300 MHz, its wavelength in air will correspond
to λ = 1m and its period will be T = 3ns. This means that a cell should be smaller
than 1 m and the time-step smaller than 3ns, in order to preserve accuracy. Since it is
inconvenient to use too small values, both for ∆x and ∆t, it is desirable to choose between
space and time accuracy. Using very small cells can be acceptable when the domain is
small enough, so that a small number of cells is required, or in cases when particular
accuracy is desirable, as in objects with irregular shapes. From a mathematical point
of view the stability of a FDTD scheme makes sure that the function does not diverge
with time: a poor choice of the ∆t can lead to very large values of the function, because
the error will grow. The FDTD method, as seen above, is an approximated method
which involves errors in the solution of the differential equations: stability is achieved
by keeping this error small. In order to make the calculation reliable and stable, the
time-step normally needs to be decreased. This can be seen in (2.13), in the term on the
right-hand multiplying the magnetic field: a too large ratio of ∆t∆x will cause a incorrect
increase of the electric field. To this issue the most used approach in literature is the
Courant criterion [40] which states:
∆t ≤ c√
1
∆x2
+ 1
∆y2
+ 1
∆z2
(2.14)
This is a typical step to take whilst building a FDTD scheme: the size of the grid is
chosen first and then, according to the cell size, the time-step is determined. Another
aspect to consider is the size of the domain: as previously written a compromise between
number and size of the cells has to be made but, at the same time, the EM fields cannot
be ignored in this choice. If an EM field propagates with a wavelength of λ = 10cm,
the domain should be larger than that, at least 5 times the size of the wavelength: in
this way, the field propagation is studied in a more realistic way. A too small domain
will prevent a natural propagation of the fields and result in divergence and uncorrect
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results. This is one of the limit of the FDTD technique, i.e. the results may converge
numerically but not all the time this has a physical correspondence. For this reason
before starting to write codes and simulate it is always advisable to reason about the
scope of the simulation. Another limit is the staircase-approximation (fig. 2.2), which
is caused by the cubic shape of the cells: this can be mitigated by avoiding objects with
circular shapes or simply by decreasing the size of the cells.
Figure 2.2: An example of irregular shape: in this case the discretisation of the FDTD
method causes loss of accuracy.
2.3 The sources
In a FDTD scheme, the domain represents the geometrical structure to be modelled
and the values of the electric and the magnetic fields are evaluated for each point of the
domain at each time-step. To start the simulation, the fields need to be set to the initial
conditions at t = 0 and two options are available: a) the fields are set to null, b) the
fields are set to certain values. In the first case, in absence of a source the fields will
remain null, as no perturbation is provided. In the second case, the fields will propagate
and, in a scheme with appropriate boundary conditions (see next section), at some point
they will decrease and converge to zero. In this case the source is a hard source, i.e. it
is imposed to the fields as an initial condition. Typical initial conditions are Gaussian
pulses, as they produce a slow transition between high and low values and are capable
of containing a broad range of frequencies (fig. 2.3).
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Figure 2.3: A Gaussian pulse in space is often used as an initial condition for the
field, working as a hard source.
When setting the fields to null at t = 0, as previously mentioned, a source is needed to
produce the fields propagation. This source is a soft source as it is not imposed and
it is added to the fields at each time iteration. The simplest type of soft source is the
point-source: in this case the value of the time-dependent source is added to a field
in one point only. Another very typical approach of using a soft source is the plane
wave, where the source is added to a whole portion of the domain, generally a group
of neighbour points (fig. 2.4). Other configurations, such as array of point sources are
available but they are not used in this work, hence will not be treated.
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Figure 2.4: A plane wave can be reproduced with a Gaussian pulse in time repeated
for a number of points in the domain.
2.4 The boundary conditions
The purpose of any physical modelling is to simulate a real-life event whilst keeping it
as accurate as possible. For this reason, when simulating the propagation of EM fields,
it is necessary to consider the fields propagating in free-space. In principle this would be
achievable with an infinite numerical domain but, as it is not possible to store an infinite
number of data, a finite numerical domain must be used and boundary conditions must
be implemented. Several approaches have been implemented to tackle this issue [26],
[27], usually forcing the fields on the boundaries to reduce their reflection, or by creating
an artificial layer to absorb the impinging fields. The purpose of this layer is to avoid
reflections of the EM fields, in such a way that their behaviour matches the propagation
of fields in free-space (fig. 2.5).
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Figure 2.5: A 2D domain is surrounded by a layer of absorbing medium: this prevents
the reflection of the fields at the edges.
In 1994 Berenger [3] published an article describing a new methodology for boundary
conditions: the Perfectly Matched Layer (PML), which is an absorbing layer placed
around the numerical domain, which, unlike the works done until then, provides absorp-
tion of all incident fields. The key point of this technique is to split the fields equations
according to the spatial contribution of each field. As an example, in the transverse
electric (TE) mode in a two dimensional system, the Maxwell equations reduces to:
0
∂Ex
∂t
+ σEx =
∂Hz
∂y
(2.15a)
0
∂Ey
∂t
+ σEy = −∂Hz
∂x
(2.15b)
µ0
∂Hz
∂t
+ σ ∗Hz = ∂Ex
∂y
− ∂Ey
∂x
(2.15c)
The electric and magnetic conductivities, σ and σ∗ respectively, are relative to the
medium through which the propagation takes place. An ideal match with vacuum would
require:
σ
0
=
σ∗
µ0
(2.16)
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In this way the reflection at the interface would be avoided. The magnetic field in (2.15a-
2.15b-2.15c) can be split into two spatial components, Hzx and Hzy, which, without loss
of generality, leads to:
0
∂Ex
∂t
+ σyEx =
∂(Hzx +Hzy)
∂y
(2.17a)
0
∂Ey
∂t
+ σxEy = −∂(Hzx +Hzy)
∂x
(2.17b)
µ0
∂Hzx
∂t
+ σx ∗Hzx = −∂Ey
∂x
(2.17c)
µ0
∂Hzy
∂t
+ σy ∗Hzy = ∂Ex
∂y
(2.17d)
By setting the magnetic field as a combination of the x-component and the y-component
in (2.17a-2.17b-2.17c-2.17d) the condition on the conductivities to avoid reflection would
have more scenarios, namely:
 σx = σy = σ
∗
x = σ
∗
y = 0: this is the case of vacuum;
 σx = σy and σ
∗
x = σ
∗
y = 0: this is the case of a conductive medium;
 σx = σy and σ
∗
x = σ
∗
y : this is the case of an absorbing medium;
 σx = σ
∗
x = 0: the medium can absorb waves propagating along y but not along x;
 σy = σ
∗
y = 0: the medium can absorb waves propagating along x but not along y;
This allows us to subdivide the problem and hence the reflection can be avoided by
splitting the absorbing layer too. As shown in (fig. 2.6), different conditions apply to
different edges. As it is possible to absorb the waves propagating along x by setting
the y-components of the conductivity to zero, this conditions is implemented at the
left and right edges. On the other hand, to prevent reflections along the y-axis, the
x-components of the conductivity are set to zero in the upper and lower edges. In the
corners of the domain the conductivity is set in such a way to match the media present
in the neighbour cells.
Chapter 2. The FDTD Method 15
Figure 2.6: The approach of splitting the fields’ components lead to apply different
conditions depending on the spatial component.
This implementation affects the Maxwell equations (2.17a-2.17b-2.17c-2.17d) giving a
spatial dependence of the conductivities, rather than being constant in the entire do-
main.
Chapter 3
Simulations and methodologies to
solve the Schro¨dinger equation
The Schro¨dinger equation is described from a physical point of view in the first section
and its main characteristics, such as the wavefunctions and the electrical potentials
are illustrated. The FDTD method is applied to solve the Schro¨dinger equation for
simple examples in the second section, where the differences with respect to the Maxwell
equations are defined. In the third section a numerical example of a particle in a 1D
structure is provided, including an analysis on the energy levels. The conservation of
energy is treated in the fourth section.
3.1 The Schro¨dinger equation
When an electronic device is composed of very small parts, down to the nanometric
range, the quantum effects, present in those parts, are not negligible. The quantum
effects represent a wide range of physical mechanisms which differ from the mechanisms
described by the traditional physics. The Schro¨dinger equation is a general tool which
can be applied to any atomic structure, since it provides the wavefunction of a charged
particle in space and time. This depends on the electrical potential of the analysed
structure (3.1).
i~
∂
∂t
ψ(r, t) =
[
− ~
2
2m
∇2 + V (r)
]
ψ(r, t) (3.1)
The wavefunction is represented in space and time by ψ(r, t), i is the imaginary variable,
~ = 1.05457x10−34[Js] is the reduced Planck’s constant, m is the mass of the particle
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and V is the electrical potential. A description of the wavefunction and the potential is
provided in the next sections.
3.1.1 The wavefunction
The wavefunction ψ(r, t) is a complex function which represents the probability ampli-
tude of the presence of a charged particle. This function is described in space and time
and it is given by solving the Schro¨dinger equation. As a matter of fact this function
can be determined by other equations, such as the Dirac equation, but the Schro¨dinger
equation is the mostly common used. Since the equation is differential, it is customary
to set initial conditions for the wavefunction: this means that the position of the particle
is hypothesised at t = 0 and then determined for the other instants of time. It is impor-
tant to point out that the position of the electron is not a set of cartesian coordinates,
as it is normally the case for a body. The position described here is a pure number
between 0 and 1, for each of the points in space, which evaluates the probability to find
the particle in that specific point of the domain. Hence the wavefunction at t = 0 has to
be normalised, so that the sum of the probability for each point of the domain gives the
total probability to find the particle. The validity of the Schro¨dinger equation is limited
in space because it implies ballistic transport for the particles. This holds for devices
which are shorter than the free mean path of the particles, where their transport is not
affected by scattering phenomena. More of this is discussed in the section related to the
initial conditions of the problem.
3.1.2 The electrical potential
When an electron is said to lie in a electric shell of an atom, the physical meaning of this
statement is that it carries a certain energy. The shell of an atom is formed by a finite
number of energy levels and an electron carries the exact amount of energy corresponding
to one of these levels. Each material is composed by atoms with different electronic
configurations and therefore the electrons, in order to propagate and move to other
atoms, need to carry enough energy to lie in the highest energy level of the atom. This
required level is defined as the electrical potential of a material. Generally speaking a
conductor has a very small potential, so that the electrons can easily propagate, whereas
in an insulator this potential is very high, such that it is highly improbable for an electron
to leave the shell. In electronics the most interesting materials are semiconductors. These
materials, such as Silicon or Gallium Arsenide, present a so-called Energy gap, which
states the energy difference between the valence band and the conductance band. The
electrons, at equilibrium, lie on the valence band and, when appropriately biased or,
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in other words, when a certain amount of energy is provided, they can move to the
conductance band. This external energy can be supplied by photons, electric fields or
magnetic fields. This will be further discussed in the next chapter.
For this reason the Schro¨dinger equation needs to be re-written taking into account the
contributions of the external fields [8]:
i~
∂
∂t
Ψ(r, t) =
{
1
2m
[pˆ− qA(r, t)]2 + qΦ(r, t) + V (r)
}
Ψ(r, t) (3.2)
In this new expression, p = −i~∇ is the quantum momentum, the magnetic field con-
tribution A(r, t) is taken into account in space and time, as well as the electric field
contribution, Θ(r, t). It is evident that the impact of the magnetic fields and the electric
fields differ: from a mathematical point of view, the wavefunction has a linear depen-
dence on the electric field and a quadratic dependence on the magnetic field. From the
physical point of view the magnetic field contribution is vectorial, i.e. it depends on the
orientation of the field and it is related to the Hamiltonian using the Lorentzian gauge
[30]. The electric field contribution is scalar.
3.2 Numerical modelling of the Schro¨dinger equation
After describing the physics of the Schro¨dinger equation, it is opportune to review the
existing techniques to model it numerically. In computational physics, the Schro¨dinger
equation has been studied for the last 30 years [19] [35] [22] [21] and a pioneer of these
works is Dennis M. Sullivan, who started modelling the equation with the FDTD method
[36]. Just as the Maxwell equations can be solved for a discretised numerical domain,
the same approach can be applied to solve the Schro¨dinger equation. Obviously the
two equations are different, they describe different physical systems and give different
physical entities (EM fields and wavefunction). Nevertheless, their shape is similar,
they are both time-dependent differential equations, and therefore the FDTD method
is a good candidate for solving the Schro¨dinger equation too. The preferred scheme
used to implement the FDTD method is the centred-difference, which has been used in
literature [32] and is used in this thesis. The wavefunction is split into real and imaginary
part, which depend on each other. The imaginary part is calculated at the instant t =
(n+1/2)∆t and then the real part is derived at the instant t = (n+1)∆t, based upon the
imaginary part just calculated. This scheme shows an analogy with the one used to solve
the Maxwell equations, where the electric and the magnetic field are staggered in time,
just as the real and imaginary part of the Schro¨dinger equation. The work of Sullivan
began with the simulation of a single particle in a 1D domain and continued by moving
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to a 2D domain. This latter implementation has the advantage of representing a more
realistic environment, such as a quantum well, where the devices can be approximated
by 2D structures. The following step he took, in other works with D. S. Citrin, has
been the study of the eigenfrequencies of the wavefunction: the wavefunction is solved
in the time-domain and this gives the information about the evolution of the position
of a particle in time. In order to retrieve information about its energy, it is necessary to
evaluate its behaviour in the frequency-domain. In this article [38] a complete procedure
to determine the eigenstates of a particle is described: the first step is to solve iteratively
the Schro¨dinger equation in time within the numerical domain. The second step consists
of probing the numerical domain and recording the wavefunction in time and the third
step is to analyse in the frequency domain the probed wavefunction. This last operation
will provide the resonances or eigenfrequencies of the wavefunction. Through the De
Broglie’s relation (see next chapter), the eigenfrequencies can be transformed into energy
levels. This complete set of operations will be implemented and fully described with
examples in the next chapters, as it provides useful information for the coupled model.
 The Schro¨dinger equation is solved in space and time iteratively, using certain
initial conditions and number of iterations.
 A collection of values of the wavefunction at each time-step are stored. In principle
this can be done for every point of the domain but that will require a large memory
capacity to store the data.
 The time-dependant data are transformed into the frequency domain.
 The frequency dependence is converted into energy dependence.
The coupling between EM fields and nanostructures has been only partially covered by
Sullivan, who took into account the impact of static magnetic fields, in order to study
spintronics phenomena. A much more exhaustive investigation of the impact of EM
fields on nanostructures is present in the article by Pierantoni et al. [30]. Pierantoni
models the behaviour of a nano-wire interacting with EM fields at very high frequency
and for the first time in the CEM community uses the concept of quantum current
density. This concept will be covered extensively in chapter 4 as it is a very important
link between the two physical models; it builds the road to the final coupled model. As in
the previous chapter, a set of important characteristics of the model must be taken into
account and in the following sections the limits of the FDTD scheme for the Schro¨dinger
equation are studied.
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3.2.1 Stability
When solving the Maxwell equations with the FDTD method, the choice of ∆x and ∆t
is subject to the the stability criterion and the same applies to the Schro¨dinger equation.
In this case the criterion changes (3.3), as the physics of the system changes and existing
works in literature [32], [7] have covered this issue.
∆t ≤ ~
~2
2m
(
1
∆x2
+ 1
∆y2
+ 1
∆z2
)
+ Vp
(3.3)
As it can be seen in (3.3), the electrical potential affects the stability limit: this means
that larger potential can cause instability and therefore the time-step has to be reduced.
This is not related to the physics of the system, it is purely a numerical issue: a fast tran-
sition in the potential can lead to very large and inaccurate values of the wavefunction.
For this reason a small time-step is required to avoid this issues.
3.2.2 Sources
In the previous chapter a distinction between hard sources and soft sources has been
defined and in literature, when solving the Schro¨dinger equation, a strong preference
is given to hard sources. Strictly speaking, the initial conditions of the wavefunction,
cannot be considered as a source, as it describes the position of the electrons. This
is indeed a different scenario from the propagation of EM fields, as the electrons are
in constant motion. The electrons, unlike the EM fields, do not propagate, they are in
motion and this motion is determined by the electrical potential and by external factors.
Sullivan uses Gaussian pulses as initial condition in his works, whereas others [34] prefer
to initialise the problem with a random function. The advantage of using a Gaussian
pulse is that the wavefunction does not have fast transitions and for a probabilistic
problem this means that the probability of finding the particle in the domain is more
uniform. Obviously the pulse can be appropriately narrowed, as long as the function is
normalised.
Using this approach it is possible, in principle, to model fewer particles in the same
domain: strictly speaking the Schro¨dinger equation, as written in (3.1), holds for one
particle only. Nevertheless, when using the technique introduced by Sullivan to extract
the eigenfrequencies, this approximation is acceptable and can be very useful. The case
of multiple particles interacting with each other is not treated in this work but this
approach leaves the door open to model the coupling between particles and a more
realistic behaviour of electrons in semiconductors.
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3.2.3 Boundary conditions
The boundary conditions must be applied to the Schro¨dinger scheme in order to limit
the numerical domain, as for the case of the Maxwell equation. In this case though, the
approach is simpler: the wavefunction on the edges of the domain is set to zero. This
implies that the electrons have zero probability of being on the boundaries and this,
from a physical point of view, equals to an infinite potential. This solution confines the
electrons into the domain, thus they will be reflected: in this case, since the electrons
do not propagate as the EM fields, the reflection does not imply conceptual errors. As
a matter of fact, the term itself reflection is improper: the electrons move through a
periodic structure, such as a metal or a semiconductor, they do not propagate. Their
motion is ruled by the electrical potential of the material and the energy they carry
and, when they encounter a high barrier, their energy is not sufficient to make them
go through: in this case they move towards other directions. This principle is called
electron confinement and is very important in optical applications and in general is one
of the cornerstone of quantum electronics. It is achievable by using appropriate materials
designed with nanometric geometries and for this reason it is vital to model it.
3.3 Behaviour of a single electron in a nanowire
In order to fully understand the characteristics of the FDTD method it is opportune
to begin with a simple example and the simplest scenario consists of simulating one
particle in a 1D structure. For this case the chosen structure is a nanowire, 100[nm]
long, discretised with 10000 points. The aim of this simulation is to show the behaviour
in time of the wavefunction or, in other words, the evolution in time of the position of
the electron. To this purpose, the simulation is run for 100 cycles, using a time-step of
∆t = 0.2as.
Seeing (eq. 3.3), the higher the electrical potential, the smaller the time-step should
be. In this simulation three different potentials are implemented, 1) Vp = 0[eV ], i.e.
the free-electron, 2) Vp = 10[eV ] and 3) Vp = 50[eV ]. The potential value considered
to choose the time-step is, obviously, the higher, so that all the three simulations will
be stable. The choice of using the same time-step for different structure is not always
convenient, since a smaller time-step causes longer computational time, but in this case
the drawback is minimum. The wavefunction is recorded in the centre of the nanowire
at each time iteration and plotted versus time.
Chapter 3. Simulations and methodologies to solve the Schro¨dinger equation 22
Figure 3.1: The evolution of the wavefunction in time for a free electron, V=0eV.
In (fig. 3.1) the wavefunction amplitude is basically constant, no oscillations are present:
this means that the electrons has more or less the same probability to be in any location,
i.e., where the wavefunction is probed, at all times. This is due to the absence of external
fields and to a null potential: the electron is not subject to any physical force, hence it
is in equilibrium.
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Figure 3.2: The evolution of the wavefunction in time for a non-null potential
(V=10eV).
In this figure, (fig. 3.2), unlike the previous one (fig. 3.1), the real and the imaginary
parts of the wavefunction oscillate periodically. The only difference with respect to the
previous case is that the electrical potential of the structure is set to Vp = 10[eV ]. This
implies that the electron carries a certain energy or, in other words, that the probed
spot corresponds to a energy level of E = 10[eV ].
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Figure 3.3: The evolution of the wavefunction in time for a larger potential (V=50eV).
In the last figure (fig. 3.3), the wavefunction is represented when the structure has a
potential of Vp = 50[eV ]: the oscillations are present, as expected, and the difference
with respect to the second case is the frequency of oscillation. The time-domain results
are useful to have an overview of the mechanics of the electrons’ behaviour but it is with
the frequency analysis that the results acquire a more defined physical meaning.
3.3.1 Behaviour of a single electron in a nanowire: the energy levels
The energy levels are those discretised amounts of energy that an electron needs in
order to be in the shell of an atom. Each element has a different electronic configuration,
therefore the electrons in its shell, will carry different quantities of energy. By solving the
Schro¨dinger equation, as seen above, the position of the electrons is studied in time and
it is showed how their behaviour changes by setting different potentials. Nevertheless,
the information provided is still not sufficient to determine which element the electrons
belong too or how much energy they carry. To this purpose post-processing is necessary
[38], by applying the Fourier transform to the time-domain results. This step will provide
the frequency at which the electron oscillates or, the eigenfrequency, and, through the
De Broglie’s relation (3.4), the frequency can be transformed into energy.
E =
2pi~
q
f (3.4)
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In this way it is possible to study the contributions of the potentials and, in principle,
of all other sources of energy such as external fields, to the behaviour of the electrons.
Figure 3.4: The evolution of the wavefunction in time for a null potential (V=0eV).
Figure 3.5: The evolution of the wavefunction in time for a small potential (V=10eV).
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Figure 3.6: The evolution of the wavefunction in time for a large potential (V=50eV).
The results obtained in the previous section show that the electron studied on the
nanowire model carries exactly the amount of energy corresponding to the potential
(figs. 3.4-3.5-3.6). These examples are rather elementary but this method is necessary
when the structures become more complex, with heterogeneous materials and more
complicated geometries. In general it is not possible to determine the energy level of the
electrons a priori and this is the reason why the frequency analysis is necessary.
3.4 Conservation of energy in the Schro¨dinger equation
One of the characteristics of the Schro¨dinger equation is to describe a conservative
system. In other words, the wavefunction obtained by solving the equation can be used
to derive the energy of the system. The latter is composed of a potential and a kinetic
contribution, which are:
〈KE〉 =
〈
ψ
{
− ~
2
2m
∇2
}
ψ
〉
(3.5)
〈PE〉 = 〈ψ|V |ψ〉 (3.6)
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As can be seen from the equations above (eqs. 3.5-3.6), the kinetic energy depends on
the wavefunction only, whereas the potential energy is function of the electric potential
too. It is interesting to calculate the energy of the system as it is another confirmation
of the validity of the model. In absence of external sources of energy, a system keeps
its total energy constant. In the next figure (fig. 3.7) the potential and kinetic energies
related to the first example are plotted.
Figure 3.7: The evolution of the kinetic and potential energy in time for a null
potential (V=0eV).
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Figure 3.8: The evolution of the total energy in time for a null potential (V=0eV).
The kinetic energy is constant in time and has a value of KE = 0.7meV and the potential
energy is null. This is expected as the electrical potential of the structure is null and the
kinetic energy of an electron is very low as there are no oscillations. The total energy
(fig. 3.8) shows a slight increase with time but no substantial variation: the observed
slope could be related to the numerical error but has no physical meaning.
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Figure 3.9: The evolution of the kinetic and potential energy in time for a small
potential (V=10eV).
Figure 3.10: The evolution of the total energy in time for a small potential (V=10eV).
In the second and the third cases (figs. 3.9-3.11) the potential energy corresponds to the
values of the electric potentials: by zooming the figures, it is observed that oscillations
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are present, hence the energy is not constant. This is caused by the oscillations of the
wavefunction and, in general, the amplitude of these oscillations is small compared to
the absolute value of the potential energy. Certainly these oscillations depend on several
factors, the time-step chosen for the simulation, the size of the cells used in the grid
but mostly on the initial conditions implemented for the wavefunction and on the spot
probed in time. Furthermore, the potential energy dominates over the kinetic energy:
the kinetic energy corresponds to the quantum momentum and it is small compared
to the energy carried by the electrons. This means that the total energy corresponds
to the potential energy, as the kinetic energy is negligible. As mentioned above, the
potential energy, and thus the total energy, is not constant. This is true because of
the aforementioned oscillations but, since they are periodical, averaging the energy in
time, a constant value is found (figs. 3.10-3.12). This is the evidence that the energy
is preserved and that the results of the simulations are correct. For these scenarios, no
external source is provided hence the energy of the system is not supposed to vary.
Figure 3.11: The evolution of the kinetic and potential energy in time for a large
potential (V=50eV).
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Figure 3.12: The evolution of the total energy in time for a large potential (V=50eV).
Chapter 4
The coupled model
After describing the numerical approaches to solve the Schro¨dinger equation, this must
be linked with the Maxwell equations. These two sets of equations are the mathematical
tools that are used to model the physical behaviour of nanostructures interacting with
propagating electromagnetic fields. As the interaction is reciprocal, both sets of equa-
tions require appropriate modifications, in order to take into consideration the mutual
contributions. This means that, since the electromagnetic fields affect the Hamiltonian
of the Schro¨dinger equation, the latter must change so that the contributions of the elec-
tric and magnetic external fields are accounted for. The same change has to be applied
to the Maxwell equations, where quantum effects are seen as an additional source. The
modifications to the Hamiltonian of the Schro¨dinger equation produces the following
shape:
{
1
2m
[pˆ− qA(r, t)]2 + qφ(r, t)
}
Ψ(r, t) = i~
∂
∂t
Ψ(r, t) (4.1)
In the eq. 4.1, two momenta are present, the canonical momentum, expressed by −i~∇
and the kinematical momentum, expressed with pˆ − qA. In the following section the
separate contributions of electric and magnetic field are analysed, whereas the electro-
magnetic contribution on the wavefunction will be studied later in the chapter.
4.1 The impact of external electric fields on the wavefunc-
tion
Firstly, it is convenient to analyse the contributions of the electric and magnetic fields
separately, so that their characteristics are clear. When an external electric field is
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applied to a nanostructure it causes changes to the electrical potential of the structure.
The Hamiltonian of the system or, in other words, the total energy of the system is
modified and therefore the Schro¨dinger equation will have the following form:
i~
∂
∂t
Ψ(r, t) =
[
− ~
2
2m
∇2 + qφ(r, t) + V (r)
]
Ψ(r, t) (4.2)
The difference between eq. 4.2 and eq. 3.1 lies in the extra-term in the Hamiltonian:
this is the impact of the external electric field. The contribution of the electric field is
considered in V and multiplied by the elementary charge q, so that the amount used in
the calculation is expressed in eV. As can be seen in 4.2 the contribution of the fields
adds up linearly, hence the wavefunction energy level is supposed to shift linearly with a
changing electric field. As explained in the previous chapter, the wavefunction derived
by solving the Schro¨dinger equation resonates at an eigenenergy which corresponds to
the electrical potential of the material described by the equation. This means that any
factor affecting the electrical potential and, more in general, the Hamiltonian, affects
in turn the resonance of the wavefunction and thus the eigenenergies of the charged
particle. This can be observed in a homogeneous device, in which the electrical potential
is constant and hence an external field will decrease or increase the electrical potential
to the same extent throughout the whole device. To demonstrate this dependence, a
simulation is run and the obtained results are compared with a fitting function, which
represents the energy level depending on the external applied field.
The fitting function will read:
f = |E + E0| (4.3)
In eq. 4.3 E is the applied electric field and E0 is the electric potential of the analysed
material. When the external field corresponds to the exact opposite of the potential of
the structure, the fitting function will be null, as the position of the wavefunction’s peak
will move to zero energy. This physically means that the electrons will not need energy
to propagate because the required energy is provided by the external source.
A numerical example is provided, consisting of a Silicon patch modelled with a 2D
domain composed by 201x201 squared cells, each one with a side of 10[nm]. The
Schro¨dinger equation, (eq. 4.2), can be solved to determine its energy levels. The time-
step chosen for this simulation is 0.1[fs] and the total number of iterations is 50000. The
potential considered for the Silicon patch is 1.12[eV ], which corresponds to its energy
gap at room temperature and it is constant through the whole patch. Considering the
examples provided in 3, this set-up would give a wavefunction which in the frequency
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domain shows a clear peak at the eigenenergy of 1.12[eV ]. This peak is supposed to shift
towards higher or lower energy because of the applied external field. According to the
fitting function previously expressed (eq. 4.3) an external potential of −1.12[V ] would
erase the potential barrier of the structure, shifting the energy level of the wavelength to
zero. The Schro¨dinger equation is solved 100 times, each time with a different external
electric field, spanning from −2[V ] to +2[V ]. The next figure shows the comparison
between the fitting function and the obtained numerical results.
Figure 4.1: The position of the wavelength’s peak is plotted versus the amplitude of
the external electric field. The black line is the fitting function, whereas the red dots
represent the numerical results.
As can be seen in fig. 4.1 the numerical results are in agreement with the fitting function.
The position of the peak or, in other words, the eigenenergy of the system varies with
the applied external field. Moreover, when a field of −1.12[V ] is applied, as expected,
the wavefunction does not have a peak. As, predicted above, for this configuration, the
electrons do not encounter the potential barrier and thus are free to propagate. On
the other hand, when a null field is applied, the energy peak lies at 1.12[eV ], which is
nothing but the electric potential of the Silicon patch.
A fitting function is useful to predict the behaviour of the nanostructure when an ex-
ternal field is applied but in this case, the studied scenario is relatively simple as the
nanostructure is composed by one element only. When a structure is composed by dif-
ferent materials, the eigenenergy of the system cannot be predicted a priori, therefore it
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is not possible to determine a fitting function analytically. The simulations solving the
Schro¨dinger equation need to be run and the impact of the external magnetic field can
be observed numerically.
4.2 The impact of external magnetic fields on the wave-
function
In analogy with the impact of an external electric field, the consequence of an applied
magnetic field are described in this chapter. As seen previously, the Schro¨dinger equation
requires a modification, and it will read:
i~
∂
∂t
Ψ(r, t) =
{
− 1
2m
[pˆ− qA(r, t)]2 + V (r)
}
Ψ(r, t) (4.4)
The contribution of the magnetic field is added to the quantum momentum, through
the term A: this is related to the quantum momentum through the Lorentzian gauge
[30]. The magnetic field is a vectorial quantity and hence must be related in space with
its orientation. In the code this is achieved by multiplying the magnetic field times the
size of the cell of the domain and by adding the magnetic field space component to the
correspondant space component of the wavefunction. This is the main difference with
respect to the electric field. Furthermore, the wavefunction has a quadratic dependence
on the external magnetic field. Sullivan et al. described the impact of magnetic field as:
En,l =
l~ωc
2
+
√(
~ωc
2
)2
+ E20(2n+ |l|+ 1)
 (4.5)
In eq. 4.5 E0 is the ground energy level, l and n are quantum numbers. The cyclotron
energy reads:
ωc =
eB
m
(4.6)
The eq. 4.6 links the cyclotron frequency, ωc, with the applied magnetic field, B, through
the elementary charge, e and the electron mass, m.
Following the approach used in the previous section, a simulation modelling a Silicon
patch is run, using the same parameters as before. The external magnetic field is consid-
ered between −20[T ] and +20[T ], by running 100 times the simulation, each time with
a different field value.
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The fitting function in this case is a quadratic function that, in the general form, reads:
f = a(B − b)2 + c (4.7)
where a is a multiplicative factor, which accounts for the peaks’ amplitude, b is the
field offset and c is the energy offset. In this case, the energy offset corresponds to the
potential of the system, i.e. the energy gap of Silicon, 1.12[eV ].
Figure 4.2: The position of the wavelength’s peak is plotted versus the amplitude of
the external magnetic field.
As can be seen in fig. 4.2, the position of the peaks for different magnetic fields vary
with a parabolic trend. The fitting function matches the numerical results, as a few
features are taken into account. The field offset is related to the energy of the quantum
momentum in absence of magnetic field: the kinetic energy of the system is not null and
thus a small negative field can balance it, finding the minimum of the parabola. From a
mathematical point of view, the parameter b determines the coordinate on the x-axis of
the curve, the parameter c determines the coordinate on the y-axis and the parameter
a affects the curvature of the parabola. This is the least predictable parameter as it
depends on the initial conditions used to solve the Schro¨dinger equation, which will
determine the peaks’ amplitude. Moreover, the intrinsic numerical approximation of the
FDTD scheme causes an error and this can be observed when fitting the obtained results.
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The energy offset, as in the case of the external electric field, is trivial to estimate when
a structure is homogeneous but it is not analytically predictable otherwise.
Recapitulating the last sections, the impact of external fields on the Schro¨dinger equa-
tion is described. The two components of an electromagnetic field have been separated
and studied, through a comparison between numerical and analytical results. The tools
described here, despite being purely theoretical scenarios, will be useful for future mod-
els, described in 6, as it is possible to combine the two contributions. Moreover, these
models can be implemented when considering devices biased by external fields. As a
matter of fact, physically the electromagnetic fields cannot be considered as the sum
of an isolated electric field and an isolated magnetic field, but numerically the imple-
mentation of the algorithm will consider their contributions in the same fashion as just
described here.
4.3 The quantum current density
The quantum current density [8] is the evaluation of the displacement of the charged
particles in a system in time. Since the position of the charged particles in a quantum
system is described probabilistically by the wavefunction, the same function is used to
determine how much the electrons (and the holes) move within the structure.
J(r, t) = q
{
~
2im
[
Ψ∗(r, t)
∂Ψ(r, t)
∂r
−Ψ(r, t)∂Ψ
∗(r, t)
∂r
]
− q
m
|Ψ(r, t)|2 ·A(r, t)
}
(4.8)
The displacement of charged particles is the definition of a current and therefore, even
though at microscopic level, this current produces a variation of electric potential. Look-
ing at equation 4.8 there is a direct dependence on the magnetic field present on the
nanostructure, A(r,t) and an indirect dependence on the EM fields, through the wave-
function, ψ. The quantum current density takes into account the displacement of the
electrons in all three dimensions and therefore can be expressed in a vectorial way:
Jx(x, y, z, t) = q
{
~
2im
[
Ψ∗(x, y, z, t)
∂Ψ(x, y, z, t)
∂x
−Ψ(x, y, z, t)∂Ψ
∗(x, y, z, t)
∂x
]
− q
m
|Ψ(x, y, z, t)|2 · [Hx(x, y, z, t) ·∆x]
} (4.9)
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Jy(x, y, z, t) = q
{
~
2im
[
Ψ∗(x, y, z, t)
∂Ψ(x, y, z, t)
∂y
−Ψ(x, y, z, t)∂Ψ
∗(x, y, z, t)
∂y
]
− q
m
|Ψ(x, y, z, t)|2 · [Hy(x, y, z, t) ·∆y]
} (4.10)
Jz(x, y, z, t) = q
{
~
2im
[
Ψ∗(x, y, z, t)
∂Ψ(x, y, z, t)
∂z
−Ψ(x, y, z, t)∂Ψ
∗(x, y, z, t)
∂z
]
− q
m
|Ψ(x, y, z, t)|2 · [Hz(x, y, z, t) ·∆z]
} (4.11)
The representation of the physical quantities expressed by (eqs. 4.9-4.10-4.11) is pictured
in fig. 4.3.
Figure 4.3: The quantum current density is sketched for a generic nanostructure: this
can briefly explain the consequences on the EM fields propagating along the structure.
The quantum current density, J(r,t) is linked to the Maxwell equations as an additional
source for the electric fields. This source is as large as the studied nanostructure and,
since it is possible to characterize it in space, its contribution is split into the three
dimensions (fig. 4.3). The different electric field components will have an additional
source corresponding to the amount of displaced particles in that specific directions and
thus, the Maxwell equations are re-written as follows:
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∂Ex(r, t)
∂t
=
1

[
∂Hz(r, t)
∂y
− ∂Hy(r, t)
∂z
]
+
Jx(r, t)

(4.12)
∂Ey(r, t)
∂t
=
1

[
∂Hx(r, t)
∂z
− ∂Hz(r, t)
∂x
]
+
Jy(r, t)

(4.13)
∂Ez(r, t)
∂t
=
1

[
∂Hy(r, t)
∂x
− ∂Hx(r, t)
∂y
]
+
Jz(r, t)

(4.14)
4.4 Building the coupled model
After re-writing the Schro¨dinger equation (eq. 4.2) into (eq. 4.4), in order to consider the
impact of the electromagnetic fields, and re-writing the Maxwell equations (eqs. 4.12-
4.13-4.14), to take into account the quantum effects produced by the nanostructures,
the final coupled model can be built. Since the dependence of the two physical model is
mutual, the solution of the equations can be described by a cyclic pattern, as in fig. 4.4.
Figure 4.4: The four different phases of the coupled model are described: the sequence
is periodic and can be started arbitrarily.
The model can be broken into four different phases: a) the Maxwell equations are solved
and the EM fields derived; b) the EM fields are passed as parameters to the Schro¨dinger
equation; c) the Schro¨dinger equation is solved and the quantum current density is
calculated from the wavefunction; d) the quantum current density is taken into account
as an additional source for the Maxwell equations. These four phases do not have a
specific order, as it is possible to start from the Schro¨dinger equation, as well as from
the Maxwell equations. Both systems of equations are solved using the FDTD method
and hence they are solved in time. When the time-step is the same for both models,
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the two equations are solved simultaneously. In alternative, the system with the larger
time-step will have one iteration corresponding to more iterations of the other system
and it is necessary to synchronise the processes. Therefore, technically the two equations
are always solved simultaneously because the two phenomena occur at the same time.
A simulation is provided to give a first example of the coupled model: a 20[nm]x20[nm]
patch of copper is considered, discretised with 281x281 squared cells, each one with a
side of 0.5nm. A 7.5[nm] nanowire is placed near the patch and a EM point-source is in
the centre of the nanowire, working at λ = [15nm]. This example is provided to illustrate
the impact of the electromagnetic coupling on the behaviour of the wavefunction.
Figure 4.5: The sketch shows the metal plate and the nanowire, where the EM source
is placed.
The sketch illustrated in fig.4.5 represents the structure taken as example: the study
focuses on the evaluation of the wavefunction on the nanowire when the electromagnetic
fields are considered. These results are then compared with the wavefunction obtained
by ignoring the electromagnetic source.
The solution of the wavefunction in time gives:
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Figure 4.6: The plot shows the behaviour of the wavefunction in time: when the EM
fields are coupled with the nanostructure, higher frequency components are observed.
The inset in fig.4.6 clearly shows the difference between the wavefunction calculated with
and without the impact of the EM fields: the wavefunction is probed on the nanowire
and, when the EM fields are considered, an additional frequency component is observed.
The general trend does not change, as can be seen in the large picture: the impact of the
EM fields in this case is weak but it is present. Looking at the spectrum of the obtained
wavefunction, fig. 4.7, the additional frequency component observed in the time-domain
results causes a peak. The peak is seen at f = 2x1016[Hz], which corresponds to the
EM source, working at λ = 15[nm].
Chapter 4. The coupled model 42
Figure 4.7: The spectrum of the resulting wavefunction clearly shows an additional
frequency component due to the impact of the EM fields.
The blue line in fig.4.7 is the result obtained without the EM coupling and, in correspon-
dance of the frequency of the EM source, it is flat. The green line, describing the coupled
results, shows a clear peak. This is expected as the amount of electric and magnetic
field generated by the EM source are considered through eqs. 4.2 and 4.4, including
their variation in time. The impact of the external fields must then be considered in
relation to the peak amplitude, i.e. a very strong source will produce a higher peak
in the wavefunction spectrum, whereas a weaker one or a further one will affect poorly
the behaviour of the electrons. The impact of the source can then be related to the
wavefunction depending on its amplitude, its distance with respect to the probing point
and its frequency too. In the analysed case, the frequency component originated by the
EM source is higher than the oscillation frequency of the wavefunction but this is not
always true: in principle, when considering an appropriate EM source, the same fre-
quency could be generated, creating resonances and therefore enhancing certain energy
levels.
In 6, the considered EM fields work in the microwave range and hence their variations
in time will be much slower than the oscillations of the wavefunction.
Chapter 5
The multi-scale problem and the
parallelisation of the algorithm
In this chapter the difficulties in implementing the previously described models are faced
and novel approaches are illustrated. In computational problems the memory storage
and the efficiency are two key-parameters and they are related to each other. For this
reason, it is essential to optimise the resources to compute the formulation in a fast way.
The first solution to be introduced is the concept of a non-uniform domain, through
which it is possible to appropriately discretise the computational domain. This is done
in order to enhance the accuracy of the model where it is more important. Another
method used is the parallelisation of the algorithm: this takes advantage of a multi-core
processor and its implementation is described in the second section.
5.1 The non-uniform domain method
The physical problem to be addressed includes the propagation of EM fields in the
microwave range and this is modelled with a computational domain in the order of
millimetres. The interaction that these fields have with nanostructures can thus be seen
from a macro-scopic point of view, i.e. the modification to the fields propagation due to
the presence of a nano-device. Nevertheless, it is vital to solve the Schro¨dinger equation
and this can only be done in a much smaller range. For this reason the physical problem
is a multiscale problem. From a computational point of view the FDTD scheme has to be
built considering these issues and a compromise between accuracy and efficiency must be
found. A naive approach to keep the accuracy would be to reduce the cell size to a very
small measure, so that the Schro¨dinger equation would be solved correctly. As a matter
of fact the Maxwell equations can be solved for a very small scale but the vice-versa does
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not hold for the Schro¨dinger equation: too large cells would produce physical errors and
the results obtained for the wavefunction would not be realistic. In any case, a very
fine grid involves a higher number of cells to be stored and longer loops to evaluate
the function. The solution to this problem is to localise the nanostructures in the
computational domain and limit the finer discretisation to this area only. This approach
has been used previously [43] [31] in other electromagnetic related modelling but never
in multi-physical problems such as this one. Non-uniform domains are traditionally
used to gain geometrical accuracy, when, for example, the object to be modelled show
very odd shapes, difficult to represent with a uniform grid. In this case, the accuracy
required is far more than geometrical as quantum effects need to be determined and to
this purpose a second physical model, the Schro¨dinger equation, is implemented in this
part of the domain.
Figure 5.1: The sketch represents an example of non-uniform domain: the green
cells are coarse whereas the blue cells are fine. This can be used in spots where the
simulation needs more accuracy.
The scheme in fig. 5.1 is a simple example of this approach. As the FDTD scheme
implement cartesian grids, the implementation of a smaller structure needs to be placed
within a cell or an integer number of cells of the domain. In this way a second domain
will be created within the original one. The first domain is used to solve the Maxwell
equations, therefore from now on this will be called the Maxwell domain, whereas the
second is used to solve the Schro¨dinger equation, hence will be called the Schro¨dinger
domain.
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5.1.1 The interaction between the two domains
As seen previously the implemented model couples two different physical models, which
affect each other. For this reason the contribution of the EM fields to the Schro¨dinger
equation will be the fields calculated on the cell corresponding to the position of the
nanostructure. To this degree, the contribution of the EM fields will be considered
uniform all over the Schro¨dinger domain: this assumption is reasonable as the EM
fields work at a wavelength that is much larger than the Schro¨dinger domain itself,
hence it is likely to be constant. Moreover the contribution of the electric field has a
linear impact on the wavefunction and the electric fields is considered scalar and hence
the total contribution is the sum of all the three components in space. The magnetic
field instead behaves as a vector, thus its space components, relative to the cell where
the Schro¨dinger domain lies, are considered separately.
The quantum current density, introduced in the previous chapter, is the contribution to
the electric field and, indirectly to the magnetic field too, caused by the displacement of
the electrons and it is dependent on the wavefunction. For this reason, it is calculated for
each cell of the Schro¨dinger domain and the final contribution to the Maxwell domain
will be the sum of all the currents present in each cell. Another aspect to discuss is
the time iteration of the simulations: since the two domains have different cell sizes
and implement different physical models, different time-steps will be used. According
to the stability criteria explained in Chapter 2, the time-step used to solve the Maxwell
equation, ∆tM , will be much larger than the time-step used to solve the Schro¨dinger
equation,∆tS . Obviously the same time-step could be used in both equations but this
would not be very efficient: in fact, a larger number of iterations would be needed for the
Maxwell domain and, on top of this, the accuracy of the algorithm would not benefit, as
the variation of the EM fields is slow compared to the time-step used in the Schro¨dinger
domain. It is important that the time-step used in the Maxwell domain is an integer
multiple of the one used in the Schro¨dinger domain: in this way the contribution of the
EM fields will hold for a finite number of iteration when solving the Schro¨dinger equation.
At the same time, the quantum current density calculated from the wavefunction will
be passed as a parameter to solve the Maxwell equations only at each Maxwell iteration.
The contribution of the quantum effects will vary indeed much faster but, since the time-
step used to solve the Maxwell equation is larger, the difference in time in the quantum
current will not be detected by the EM fields.
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5.2 Parallelisation of the algorithm
When modelling objects with a discretised grid a high number of cells implies a long com-
putational time and this is due to the loops in the codes which are directly proportional
to the number of cells. In this case it is possible to use more processors and subdivide the
problem into small problems: in other words, a large domain can be divided into smaller
sub-domains and each of these is assigned to a different core, working in parallel (see fig-
5.2). This allows to reduce drastically the computational time, in principle by a factor
corresponding to the number of available cores. As shown in other works previously [33],
it is necessary to implement a communication between the different sub-domains.
Figure 5.2: A central processor communicates with the other cores of the supercom-
puter, each of them computes a sub-domain.
A domain is divided into slices and, with the exception of the first and the last slices,
all the slices communicate with a forward and a backward slice. This is necessary as
the FDTD method is built on differences between neighbour cells and when a domain
reaches its end the cells on the edge need to be evaluated differently. This means that
each sub-domain has to buffer the first and the last row of data in order to pass them
to the backward and to the forward sub-domains respectively.
To this purpose the Message Passing Interface (MPI)[12] is used. This protocol allows to
send and receive information about the address of memory cells related to different pro-
cessors and therefore their contents. It is necessary to synchronise the processes so that
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all the operations take place at the same time and to avoid errors in the communication,
see fig. 5.3.
Figure 5.3: The sketch shows the interface of two sub-domains: the first and the last
row of cells are buffered and passed to the neighbour sub-domain.
5.2.1 Testing the efficiency of a parallel algorithm
The efficiency and the capabilities of a parallel algorithm can be tested by solving the
Maxwell equations, showing the propagation of the electric field component generated
by a source point. This is done in order to evaluate the required computational time to
solve the very same physical problem, with different approaches. The propagation of a
EM field in a 2D domain, excited by a source point will give the result in fig. 5.4.
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Figure 5.4: This is the propagation of a point source in air. The simulation has been
carried on using one processor only.
If the domain is split into two sub-domains two processors will be used, each one solving
the Maxwell equations in its sub-domain only and leaving the rest of the domain blank.
Once the operations are finished, the final result is obtained by combining the sub-
domains all together, see fig. 5.5.
Figure 5.5: The plot on the left is the result obtained with the first processor, whereas
the plot on the right is obtained by the second processor.
As can be seen in the figure above, the results obtained with two processors, fig. 5.5,
are equivalent to the result obtained by a single processor, fig. 5.4. The same problem
can be used to test more processors: in the following case the domain is split into four
sub-domains and the obtained results are plotted.
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Figure 5.6: The four plots show the results obtained by the four processors, each one
related to a different sub-domain.
The plots shown in fig. 5.6 give a further confirmation of the validity of this approach.
The most important feature of the method although is its efficiency: the reason for
splitting the domain and adding computational complexity to the problem needs to be
justified by a significant improvement of the algorithm. This can be observed in fig. 5.7:
here the performances of the three different approaches are compared.
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Figure 5.7: The elapsed time is the parameter through which the parallel algorithm
is evaluated: in this case the results show a profound improvement when using more
processors.
The computational time required to solve the same physical problem drops drastically
when more processors are used: this is expected and therefore this gives a evidential
advantage to the parallel algorithm over traditional methods. The provided example is
a relatively simple problem, thus the elapsed time using a single processor is not too
high. Nevertheless, when solving more complex problems, requiring large computational
domains, the use of a single processor would no longer be feasible. In a project where
simulations are the main experiments and means of validation, a faster approach of
getting results is vital. In the computational electromagnetic community the importance
of improving the ways of simulating models is widely acknowledged and thus the parallel
algorithm will be used in the future simulations shown in the next chapter. In the coupled
model implemented in this work the parallel algorithm is applied to the Schro¨dinger
domain as it is the domain with the higher number of cells.
Chapter 6
Coupled model results
After introducing the characteristics of the Maxwell-Schro¨dinger coupled model and
the techniques used to solve it numerically, a few practical examples are given. In
order to provide a complete catalogue of possible physical problems, three scenarios
are investigated: in the first section the case of a 2D nanostructure is illustrated. A
sandwiched nanostructure composed by Al and SiO2 is placed on a much larger Si
patch and the impact of a 100GHz EM field is analysed. The second section focuses on
a similar structure but in 3D: the macrostructure is composed by a Si slab sandwiched
between two slabs of quartz. The nanostructure is placed at the quartz-Si interface and
it consists of a Al ring surrounding SiO2. The applied EM field resonates at 600GHz.
The third section provides an example where the impact of a 240GHz EM fields is
combined with a high constant magnetic field. The analysed nanostructure is a 2D
metal-semiconductor junction.
6.1 A 2D Aluminium-Silicon Oxide sandwiched structure
The first case treated here is provided to understand the techniques described in the
previous chapters. The analysed structure is a 8mm x 8mm Silicon patch excited by a
point source which resonates at λ = 3mm. On top of the Silicon patch a nanostructure
composed by three layers of Aluminium and, alternatively, two layers of Silicon Oxide
is present, together with a larger patch of Silicon Oxide.
6.1.1 Motivation of the structure
The macro Silicon Oxide patch is placed near the EM source in order to affect the
propagation of the EM fields because of its dielectric permittivity, which differs from
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the dielectric permittivity of Silicon. The choice of the materials and the geometry
of the nanostructure is made with the purpose of enhancing the impact of the EM
fields: in fact, Aluminium and Silicon Oxide presents very different electric potential,
1.26eV and 4.46eV , respectively. This prevents the electron from propagating, confining
them between the Silicon Oxide layers: this causes an accumulation of charges and the
EM fields will be more efficient on a larger concentration of charges. The operating
wavelength is chosen in such a way that the Maxwell domain is not too large and this
can save computational resources. All the same, the size of the analysed structure is
realistic and this approach could find applications in modelling the physical behaviour
of existing electronic devices.
6.1.2 Characteristics of the numerical model
As mentioned previously, the numerical domain is divided into two sub-domains: the
Maxwell domain and the Schro¨dinger domain. The Maxwell domain is a square do-
main, discretised with 100 square 2D cells per side, each one 0.2mm x 0.2mm. The
Silicon patch is a square with a side of 8mm whereas the Silicon Oxide patch is much
smaller, being only 1mm x 1mm. The time-step chosen to solve the Maxwell equation,
in agreement with the stability criteria, is 50fs and the routine is run for 4000 iterations.
Figure 6.1: The Maxwell domain consists of a Silicon patch, surrounded by air. The
Silicon Oxide patch is present on top of the Silicon patch.
The Schro¨dinger domain is also a square 2D domain, modelled with 80 x 80 cells, each
one 10nm x 10nm. The Aluminium and Silicon patches are rectangular, 100nm long and
200nm wide. The time-step used for this model is 0.1fs, which means that one iteration
of the Maxwell algorithm correponds to 500 iterations of the Schro¨dinger algorithm.
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Considering that the Maxwell algorithm is run for 4000 iterations, the wavefunction
solved by the Schro¨dinger equation, will consist of 200000 points in time.
Figure 6.2: The Schrodinger domain is depicted through its electrical potential. This
illustrates the electrical confinement of the charges, as well as the geometry of the
structures.
6.1.3 Numerical results
The results shown in this section regard the resonances of the wavefunction determined
in time domain through the coupled model. The time-domain results, as described in
section 3.2, are consequentely transformed into the frequency domain, to analyse the
energy levels of the electrons.
Figure 6.3: The frequency components of the wavefunction are shown in the figure.
Two distinct peaks are present when the wavefunction is probed on the Aluminium and
on the Silicon Oxide.
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The first consideration to point out is that the observed peaks in the spectrum appear at
0.2eV and at 0.72eV for the wavefunction on the Aluminium and on the Silicon Oxide
respectively. This does not correspond to their electrical potentials and this is due to the
impact of the two different materials on each other and to the Silicon potential, which is
the material they are based upon. In particular, electrons which propagate in the Silicon
Oxide will require a higher energy level due to its poor conductivity: this can be predicted
a priori but the specific energy level is affected by the EM fields and by the structure too
and hence varies at each scenario. Another consideration to be made is not about the
position of the peaks but about their amplitudes: the spectrum has been normalised, so
that the sum of all the frequency components gives 1. In this way the peaks’ amplitude
represents the probability of the electrons to carry that specific energy level and in this
case, it is 4 times more probable that the electrons will propagate on the Aluminium
patches rather than the Silicon Oxide patches. This gives a confirmation of the desired
electron confinement, which could be enhanced by designing a different geometry or,
for example, using a different EM field. In a homogeneous structure, composed by
one material only, the electrons would carry the same energy level corresponding to
the electrical potential of the material, as shown in section 3.3. In a complex structure,
composed by different materials and designed with a complex geometry, it is not possible
to determine the energy levels that the electron will carry analytically: this approach is
hence very useful to model electronic devices, whose behaviour cannot be predicted a
priori.
6.2 A 3D quartz-Silicon sandwiched structure
When a real device needs to be modelled, the lowest degree of approximation is desired
and simulating a 2D structure can lead to misleading results. When it is possible, a
3D model should always be implemented so that the obtained results provide a more
realistic outcome. This is the case of the following example, where a 3D macro structure,
composed by a slab of Silicon sandwiched between two slabs of quartz, is modelled.
6.2.1 Motivation of the structure
In this case the choice of the materials is done to emulate a real structure which can be
used for EM measurements. A millimetric Silicon slab sandwiched between quartz would
resonate under a EM field in the GHz range, which is the purpose of the simulation.
The nanostructure, placed at the interface between Silicon and quartz, consists of a
Aluminium rectangular ring, placed on Silicon: the ring is then surrounded by Silicon
Oxide. In analogy with the previous case, the purpose of the structure is to confine
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the electrons electrically, i.e. by using materials with a different electrical potential, but
using a different geometry. For this reason, because the goal is to confine the electrons
within the Aluminium ring, the wavefunction is probed inside the ring, at the interface
between Silicon and Silicon Oxide.
6.2.2 Characteristics of the numerical model
Since the implemented model is in 3D, the computational requirements are higher, there-
fore an appropriate choice of the time-step and of the cell size must be done to reduce the
computational time. The choice of the operating frequency of the EM source is 600GHz,
so that the wavelength correponds to 0.5mm. As the Maxwell domain needs to be of a
size comparable with the operating wavelength, working with a smaller wavelength will
not require a very large domain. This is convenient when working with 3D structures,
as a larger number of cells has to be implemented. The Maxwell domain hence consists
of a rectangular parallelepiped, composed by 100 x 100 x 80 cells, each one being a cube
with a side of 10µm. The slabs are squares of 0.4mm x 0.4mm, the quartz ones 0.05mm
thick, whereas the Silicon one is 0.1mm thick. The whole structure is surrounded by air
(fig. 6.4). The time-step is 10fs and the algorithm is run for 5000 iterations.
Figure 6.4: The Maxwell domain consists of a Silicon slab, sandwiched between two
quartz slabs. The whole structure is surrounded by air.
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The Schro¨dinger domain is as large as one cell of the Maxwell domain, therefore it is a
cube, divided into 100 x 100 x 100 cells, each of them being smaller cubes of 100nm side.
The bottom half of the domain is composed by Silicon, whereas the top half presents
the aforementioned Aluminium rectangular ring: the ring is 8µm long and 4µm wide.
Its thickness is 300nm. The chosen time-step is 10as, so that a Maxwell iteration
corresponds to 1000 Schro¨dinger iterations: the final calculated wavelength will consist
of 5000000 points in time.
Figure 6.5: The Schrodinger domain is again depicted through its electrical potential.
The ring of Aluminium shows a drop of the potential and where the electrons are most
likely to propagate.
6.2.3 Numerical results
As in the previous case, the wavefunction is calculated in the time domain and then
transformed into the frequency domain, so that the spectrum can be observed.
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Figure 6.6: The frequency components of the wavefunction are shown in the figure.
The interface between Silicon and Silicon Oxide is probed resulting in a peak at 0.71eV.
As shown in fig. 6.6, the wavefunction, probed at the interface between Silicon and
Silicon Oxide, inside the Aluminium ring, shows a energy level of 0.71eV . Since the
Silicon has a potential of 1.12eV and the Silicon Oxide has a potential of 4.46eV , this
energy level is neither one of them. This result is, just like in the previous case, the
combination of the geometry of the structure, its materials and the EM fields used to
excite it. In the previous case, where the wavefunction was probed on Aluminium and
on Silicon Oxide, the energy level corresponding to the Silicon Oxide was very similar
to the one observed in this case: this shows a consistence of the model but, nevertheless
proves that every device works differently, according to the designed configuration.
6.3 The combined interaction of high magnetic fields and
electromagnetic fields
In the following case the focus of the simulation is to add the contribution of high
constant magnetic fields to a scenario which is similar to the previously analysed cases.
The analysed structure is a millimetre-size Silicon patch where a metal nanostructure is
grown upon. The different electrical potentials of the two elements provide confinement
for the electrons as well as the geometry of the structure.
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6.3.1 Motivation of the model
The characteristics of the magnetic fields are used in electronics to manipulate the
behaviour of the electrons: in fact, a high magnetic field is capable of changing the
spin of an electron ([14]-[17]-[25]). Nevertheless, the electron carries a certain level of
energy which cannot be modified by the application of an external magnetic field. All
the same, the electrons under the application of a magnetic field can resonate when
opportunely excited by an electromagnetic field. The conditions at which the electrons
may resonate vary according to the analysed elements and to their resonance frequencies.
For this reason it is possible to detect and manipulate the spin of the electrons or, in
other words, to control them: this means that, since an electron can have two spins,
positive and anti-positive, it can be seen as binary variable. This branch of physics is
called spintronics and opens new scenarios in term of data storage and supercomputers.
The possibility of using the electrons as digital bits will impact the future computational
capacity because, as a matter of size, it will be possible to store a huge amount of data in
very reduced devices. Obviously this goal is physically very challenging as the operating
conditions are not easy to achieve and maintain. The impact of the magnetic fields
on the spins of the electrons, for example, is effective at very low temperatures only,
near 0K. In the cases treated by Hoehne and McCamey, the analysed spins belong to
Phosphorous atoms trapped in the energy gap of doped Silicon. The donor or acceptor
atoms used to dope a semiconductor are ions, therefore can have different configurations:
this has the consequence that different magnetic fields shall be used to align their spins.
Furthermore, the resonance frequency of Phosphorous atoms in such a scenario is near
240GHz but it may vary. This is an excellent reason to model the physical problems
and the Maxwell-Schro¨dinger coupled model is suitable to this purpose.
Figure 6.7: The Electrically-Detected Magnetic Resonance (EDMR) makes sure that
the analysed electrons have the same spin because of the external magnetic field. Once
this is achieved the EM field is applied to create electron-hole pairs and move the
electrons to the conduction band.
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The sketch represented in fig. 6.7 shows the two phases of the process called Electrically-
Detected Magnetic Resonance: in the first phase the spins of the electrons are manipu-
lated by the application of the magnetic field. In the second phase the electromagnetic
field causes the resonance which creates the electron-hole recombination. The impact of
this combined action can be detected in different ways, for example by measuring the
current of the generated electrons. McCamey et al. observe the spins of the atoms by
measuring the difference in responsivity; basically a light source is used to illuminate
sensitive samples which generate photocurrent. The produced photocurrent is the result
of the optical properties of the sample and, in particular, of its responsivity, which is
a parameter used in photodiodes that determines the photon-electron conversion. This
parameter is affected by the doping level of the semiconductor and hence, if the combined
action of magnetic field and electromagnetic fields yields a electron-hole recombination,
the doping concentration will vary, determining a different responsivity of the system.
This can be detected by monitoring the photocurrent. McCamey and Hoehne work on
the same physical problem with a different approach: McCamey studies the impact of
higher magnetic fields whereas Hoehne focuses on lower fields. This is addressed to
different physical properties of doped Silicon. In this section the analysis will follow the
approach used by McCamey and therefore higher magnetic fields will be studied.
6.3.2 Characteristics of the numerical model
The coupled model implemented to tackle this physical problem includes a 2D Maxwell
domain, which is a 13 x 13mm square, described by a grid of 130 x 130 square cells,
each one with a side of 0.1mm. The domain is composed by a 8mm x 8mm Silicon
patch and air around the patch. The electromagnetic source is a point-source placed
in the centre of the domain, working at λ = 1.25mm: this means that the frequency
is 240GHz, which is the resonance frequency of Phosphorous. The chosen time-step is
11.5fs and the algorithm runs for 2000 iterations.
The nanostructure consists of two metallic plates joined by a nanowire, see fig. 6.8. The
plates are 200nm x 200nm squares and the nanowire is 600nm long and 10nm wide.
The Schro¨dinger domain is a 1500nm x 600nm rectangle, divided into a grid of 150 x
60 cells, each one being a square with a 10nm side. The time-step used to solve the
Schro¨dinger equation is 0.1fs, hence 115 iterations will correspond to one iteration of
the Maxwell equation, leading to a final wavefunction with 230000 points in time.
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Figure 6.8: The Schrodinger domain is sketched: the green background represents
Silicon whereas the orange plates and nanowire are metal.
6.3.2.1 The approximation of the constant magnetic field
The main focus of this provided example is to show how a constant magnetic field affects
the behaviour of the wavefunction in time, which is already affected by a time-varying
electromagnetic field. Following the examples provided in chapter 4, the constant mag-
netic field is accounted through the Lorentzian gauge. This is an approximation, as the
effect of a constant magnetic field (or DC magnetic field) does not necessarily add up
linearly with the time-varying magnetic component of an electromagnetic field (or AC
magnetic field). First of all, the DC magnetic field is much larger than the AC magnetic
field and this could lead to numerical instability, if the two contributions are summed.
Secondly, from a physical point of view the DC magnetic field, as it is large, it is likely to
affect the propagation of the electromagnetic fields. Furthermore, as the quantum effects
are considered in the evaluation of the propagation of the electromagnetic field, in the
same way also the DC magnetic field may be affected by the quantum effects. Never-
theless, both the evaluation of the impact of high magnetic fields on the propagation of
microwave electromagnetic fields, both the impact of a nanostructure on high magnetic
fields are beyond the goal of this work and therefore will not be taken into account. All
the same, as the wavefunction is used to determine the quantum current density, which
determines the propagation of the electromagnetic field, and the wavefunction is affected
by the DC magnetic field, indirectly the electromagnetic fields are modified by the DC
magnetic field too. In this way the phenomenon is not completely ignored, although a
more accurate model may be required to achieve more realistic results. The DC mag-
netic field will be thus summed to the AC magnetic field : this will provide a preliminary
Chapter6. Coupled model results 61
analysis of the EDMR measurements. The approach used to detect the impact of the
magnetic fields on the spins will be the variation of the wavefunction. The change in
the simulation pattern can be seen in fig. 6.9.
Figure 6.9: The four different phases of the coupled model are shown with the addi-
tional DC magnetic field.
6.3.3 Numerical results
The wavefunction is probed on the nanowire described in fig. 6.8 and then subsequently
transformed into the frequency domain. It is interesting to obsverve the behaviour of
the electrons in absence of the DC magnetic field, i.e. when only the electromagnetic
fields affect the nanostructure.
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Figure 6.10: The wavefunction shows a peak at 0.2eV, when no constant magnetic
field is applied.
As shown in fig. 6.10 the wavefunction has a peak at 0.2eV, which, as in the previous
cases, is neither the potential of the semiconductor (E = 1.12eV ), neither the potential
of the metal (E = 1.68eV ). It is the result of the geometry of the structure, combined
with the electromagnetic fields and with the potential used to model the structure. The
next results include the application of the external magnetic fields and the comparison
show a shift of the peak, see fig. 6.11.
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Figure 6.11: The wavefunction’s peak is modified by the presence of external constant
magnetic fields.
The enlarged inset show a that the DC magnetic field causes a shift of the peak to
higher energies. At the same time, the peaks show a smaller amplitude as soon as
the DC magnetic field increases. To this purpose, a more accurate study is carried on,
applying an external magnetic field, from 0.5T to 10T , with a step of 0.5T . The variation
of the peak is analysed both in the amplitude, fig. 6.12, both in the position, fig. 6.13.
Figure 6.12: The wavefunction’s peak is modified by the presence of external constant
magnetic fields.
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Figure 6.13: The wavefunction’s peak is modified by the presence of external constant
magnetic fields.
The analysis of the combined effect of an external DC magnetic field with a time-
varying electromagnetic field shows that the impact of an increasing magnetic field is to
decrease the peak of energy of the wavefunction and to shift it to higher levels of energy.
The latter feature is in agreement with the study showed previously in chapter 4: an
external magnetic field provides energy to the electrons, hence they will resonate at
higher frequency and the contribution of the magnetic field is quadratic. The change in
the amplitude of the energy peak has a different trend: the higher the magnetic field, the
lower is the amplitude. Since the wavefunction is a normalised probability function, the
mathematical meaning of this result is that, with a higher magnetic field, the electrons
have less probability to carry a single level of energy. In particular, the amplitude of
the peak reduces of about a half when a 10T field is applied. The same results apply
to the lobes lying next to the peak: their amplitude is reduced too. From a physical
point of view, this can be interpreted as a less defined impact of the electromagnetic
fields: if, in absence of other external sources, the time-varying fields produce a specific
resonance of the electrons, this does not hold anymore. The magnetic field does not
enhance a certain energy level or it does it in a different fashion, thus the electrons may
carry different energies.
Chapter 7
Conclusions
The work presented in this thesis has been carried on in different steps and the final
goal of this work has been the characterisation and the modelling of the interaction
of microwave EM fields with nanostructures. This has been achieved by integrating
the existing literature on EM fields propagation modelling with FDTD models used
to solve the Schro¨dinger equation, used to take into consideration the quantum effects
related to the nanostructures. Other improvements to the model have been achieved by
using non-uniform domains and parallelising the algorithm. The integration of constant
magnetic fields has been carried on to model spintronics experiments, which consist of
a combination of time-varying EM fields and high magnetic fields applied to opportune
nanostructures.
7.1 The obtained results
The first task to be perfomed has been the characterisation of the Schro¨dinger equation:
a complete analysis of how the equation is solved with the FDTD method is present in
Chapter 3. The equation is solved in time-domain and then, the obtained results are
transformed into the frequency-domain. This step is very useful to realise the capabilities
of the equation, which provides information about the energy levels of the charged
particles. Through the wavefunction, which describes the probability of the position of
the charged particles in space and time, assuming ballistic transport, it is possible to
analyse the conservation of the energy of the system. The Schro¨dinger equation, in its
original shape, characterises the behaviour of the wavefunction through its Hamiltonian,
which can be split into kinetic and potential energy: these expressions are used to
calculate the total energy of the system and prove that it is constant. This adds a
confirmation to the validity of the scheme.
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The second task to be carried out is the study of the impact of electric and magnetic
fields on nanostructures. In appropriate conditions, it is possible to predict the results
analytically. In particular, when the nanostructure is homogeneous, i.e. it is composed
of one element only, the potential is the same through all the structure: in this case the
charged particles will carry a precise value of energy, corresponding to the potential of
the element and any external electric field, applied to the structure, would sum up with
the potential. A simulation has been made and the numerical results have shown good
agreement with the analytical predictions. The application of external magnetic fields
has been carried out following a study existing in literature and, as in the case of the
electric field, a comparison between numerical and theoretical results has been provided.
In both cases, the accuracy of the FDTD model has been provided and the dependence
of the wavefunction on the external fields has been analysed. In agreement with the
predictions, an electric field impacts the wavefunction linearly, whereas a magnetic field
will produce a quadratic dependence.
The next study has been the analysis of the quantum current density: this parameter
is the the link between the quantum effects and the propagation of the EM fields. The
quantum current density is calculated upon the wavefunction and represents the dis-
placement of the charged particles in time. When the particles change their position in
time a current is created and this, although it is normally of a small size, affects the
electric fields on the nanostructure and their propagation. Therefore, by accounting the
quantum current density as an additional source for the Maxwell equations and the EM
fields as external factors for the Schro¨dinger equation, the coupled model is built. A
first implementation of the coupled model is then provided in Chapter 4, to show the
impact of the EM fields on the wavefunction.
Nevertheless, one of the main goals of this work is to analyse the impact of microwave
EM fields on nanostructure and this implies that the wavelength of the EM fields is much
larger than the analysed structures. This requires the numerical domain to be very large
and thus very demanding in term of data storing and data computing. For this reason,
an optimisation of the numerical technique has emerged as a very important goal. To this
purpose, two different approaches have been taken, the parallelisation of the algorithm
and the non-uniformity of domains. The first task has proven to save computational time
by using a multi-core system and this has been crucial to run simulations for very large
domains. Also, besides its computational convenience, its accuracy has been proven
with a simple example, by solving the Maxwell equations. The second approach has
been necessary to balance a good level of accuracy when modelling the nanostructures
with a reasonable computational storage of data. The size of the wavelength of the EM
fields and the size of the nanostructures are very different, making the coupled model a
multiscale physical problem: this means that two systems are analysed and coupled but
Chapter 7. Conclusions 67
they show important features at different scales. It is vital to integrate the two domains
correctly, so that the coupling is well implemented.
The experiments presented in Chapter 6 show the applications of the theory described
in the previous chapters and proves that the FDTD method is a valid tool to model
nanodevices in EM applications. In particular, in the first provided example, the char-
acteristics of a metal-semiconductor structure are shown and the energy levels of the
electrons are derived. This is possible only through the FDTD coupled model as the
geometry of the device is not elementary and the structure is heterogeneous and hence
it is not possible to solve the problem analytically. The second example in Chapter 6
has been presented with the purpose of applying the techniques explained in Chapter
5. The analysed structure is in 3D and thus the amount of data to compute and store
are much larger than the previous case. Thanks to the parallelisation of the algorithm,
this problem is solvable with the FDTD method and this opens the possibility to mod-
elling real devices. The last example illustrated in this work is the most ambitious one,
since it aims to reproduce an experimental set-up of a spintronics measurement. The
impact of a high magnetic field, constant in time, combined with a microwave EM field
produces a significant change in the behaviour of the electrons in a semiconductor struc-
ture. This result can be linked with the experimental results obtained and present in
existing literature, by comparing the trend of the wavefunction with the photocurrent,
used experimentally to detect the variation of the spins of the analysed electrons. Since
the purpose of this work is to introduce the modelling techniques and improve existing
methods, the level of accuracy can still be improved and further studies can be applied
to approach future simulations.
7.1.1 Future works
The next step to take in this field is to remove some of the approximations applied in
the coupled model. One of the most crucial point to improve is the expression of the
Schro¨dinger equation for more than one particle. The form used in this work applies
for one particle only and therefore needs to be modified. A first approach is to consider
different initial conditions, so that the wavefunction would account for more than one
particle but, ultimately, the Hamiltonian of the equation needs to be adapted and inte-
grated in the model. This will cause the expression of the quantum current density to
change accordingly, providing a more accurate evaluation of the quantum effects.
Another aspect to improve, related to the Schro¨dinger equation, is the derivation of the
potential of the structure: for this study, the energy gap of the semiconductors has been
used but this holds as long as the electrons considered lie in the conduction band and
Chapter 7. Conclusions 68
the energy they carry is considered with respect to the valence band. This parameter
is affected by the temperature, the doping concentration of the semiconductor, through
the Fermi level, and hence a more accurate modelling is required. Moreover, when
the considered material is a metal or an insulator, the values used here are derived
through the electric affinity of the material in comparison with the energy gap of the
semiconductor: this could be improved by integrating a more complex set of equation
to take into account the carrier concentration.
When implementing the non-uniform domains to solve the first and the third example in
(chap. 6), the ratio of the two time-steps is in agreement with the number of implemented
iterations but the size of the Schro¨dinger domain does not match the size of a cell of
the Maxwell domain. This has not been carried out due to computational limitations
but needs to be changed to provide more precision in the calculations. The last example
provided in the work is related to the experimental set-up of a spintronics measurement
and therefore a constant magnetic field is summed to the time-varying EM fields. This
integration has been done through an approximation which may not hold for certain
scenarios. Although it is reasonable to think that the fields sum up, the operation may
not be linear. The model built for this work added the constant field to the time-varying
fields but a more complex analysis is required to achieve a higher level of accuracy. The
two fields could be analysed separately with a large signal model and a small signal
model, for example, or through a different solution rather than the Lorentzian gauge.
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