I. INTRODUCTION
A variety of symmetric graphs such as the hypercube and toroidal mesh, have been proposed as interconnection models 141, [SI, [6] , [7] , [8] , [9] . Systematic node labeling of these graphs can provide the bases for routing algorithms. In these systematic instances, labels of the source and destination node can be used to determine a next step which optimally reduces the distance to the destination. These optimal, distance-reduction routing schemes are easy to implement and thus making these graphs attractive. However, interconnection graph density becomes very important for massively parallel systems and unfortunately these systematically labeled graphs are not the densest graphs. (A dense graph has large number of nodes with a small diameter and degree. The diameter is the maximum of the minimal distance between all node pairs. The degree is the number of neighboring elements of a node.)
A special class of symmetric graphs, Borel Cayley graphs are currently, the densest known, degree-4 graphs for a range of diameters [I] .' The definition of these graphs is reviewed in the next section. Originally, Borel Cayley graphs are defined over a group of matrices, which lack a simple ordering. Furthermore, connections are defined through modular matrix multiplication. In other words, routing or path determination between nonadjacent nodes is not trivial. The question arises whether ordering the nodes in some way and labeling them with integers can lead to an efficient routing algorithm, preferably based on a formula. That is, is there an optimal, distancereduction formula based on node labels? None has been found for Borel Cayley graphs.
In this paper, we present the proof of the class congruence property, a property we discovered to be pertinent to a special representation of Borel Cayley graphs. Based on this property, we developed a two-phase routing algorithm that requires a small space complexity of O(p i k) for n = p X k nodes. Although suboptimal, the algorithm finds paths with Manuscript received Mar. 16, 1992; revised February, 1993 
I462
IlEEE TRANSACTIONS ON COMPUTERS, VOL 44, NO 12, DECEMBER 1995 0018-9340195$04 00 0 1995 IEEE length bounded by 20, where 0 is the diameter of the network. Furthermore, our computer implementation of the algonthm on networks with 1,081 and 15,657 nodes shows that the average path length is on the order of the diameter. The performance of the algorithm is then compared with that of the existing algorithms This paper is organized as follows: In Section 11, we review the definitions of GCR, CR, Cayley graphs and Borel Cayley graphs, and restate the proposihons on the representations of the general Cayley and Bore1 Cayley graphs. An example from Borel Cayley graph is used to illustrate these representations. In Section 111, we discuss the class-congruence property (CCP), a property pertinents to Borel Cayley graphs in a special GCR representation. Section IV presents the two-phase routing algorithm and use an example to illustrate the algorithm. Section V compares the performance of the algorithm with existing optimal and suboptimal algorithms. Finally in Section VI, we present a summary and conclusions.
REVIEW
In this section we review the definitions of generalized chordal rings (GCR), chordal rings (CR) [9] 
B. Cayley and Borel Cayley Graphs
The construction of Cayley graphs is described by finite (algebraic) group theory. Recall that a group (V, *) consists of a set V which is closed under inversion and a single lay of composition *, also known as group multiplication There also exists an identity element I E V. 
C. AnExample
As an example, consider a Borel Cayley graph with p = 7, a = 2, k = 3, and n = 21 nodes. Table I . This GCR rcprcscntation is depicted in Fig. I . To obtain a CR reprlesentation, we choose the transform element T = A-IB where T3 = I and class-representing elements a, = A' for class i. With these choices, the divisor q = 7 and connections can be defined as:
where the CR constants, x and Ai are listed in Table I . We show this CR representation of the graph in Fig. I .
CLASS-CONGRUENCE PROPERTY (CCP)
In the transformation of a Cayley graph to a GCR, the choices of the transform element lr and the class representing elements a, are a;' = . :
and < i + C-, denotes (i + t) (mod 4).
PROOF. By transforming the graph with
and choosing the representing element of class i as
[ :
we paitition the graph into q = k classes:
According to this partition and the mapping defined in [2], matrix is mapped to i+ yq. The representing element of class i is and According to the partition, these imply that i is connected to 
T=(k i).
and the representing element of class i to be we impose a natural numbering system for the matrices in the group. If is this numbering system that allows us to deduce analytic formulae for the GCR constants, a,, PI, a;', and f for class i. We notice that these constants are different for the different classes. However they are congruent modulo q. This implies that every class has the same class-connectivity and hence we name this property the classcongruence property (CCP) . 
The proof of this proposition zs simply the modulo q arithmetic of the connec&7. constants a,, a;', PI, and p;' in (1)
We can verify (I) and (2) with the 21-node Borel Cayley graph described in Section 1I.C In that section, we have a GCR representation of the graph with choices of T and a, that match the specifications in Propositions 3 and 4 A simple substitution shows that the values of a,, a;', P I , and P;' in Table I satisfy (1) and (2) In other words, even though the GCR constants, a,,ay',/3,, and p;' are different for the three classes, they are congruent modulo q = 3 This property is useful for routing because it facilitates the decoupling of the original graph into two smaller subgraphs We call the resulting algorithm the two-phase routzng algorithm
IV. TWO-PHASE ROUTING
In general, the goal of routing is to send messages between pairs of nodes. There are two aspects: path identification between nonadjacent nodes, and how to resolve conjicts when multiple messages in a node have the same outgoing links. In this paper, we discuss the first aspect: path identification.
Path identification is a trivial problem for graphs with pathdefining Iabels that implicitly define shortest paths between vertices.
In this case, optimal routing or shortest-path identification can be achieved computationally with an algorithm that has a space requirement independent of graph size, Le., its space complexity is O(1). The toroidal mesh [ l l ] and hypercube [6] are examples of such graphs. However, there is no existing path-defining label for Borel Cayley graphs.
When Borel Cayley graphs are represented in the special GCR representation specified in Proposition 3, two optimal routing (path identification) schemes become feasible. The first algorithm is a progressive, table look-up scheme that can be applied to any network in the integer domain [12] . The second algorithm, called vertex transitive routing, is based on the symmetric property of the network [ 121. Both algorithms are optimal in the sense that shortest paths are guaranteed. However, both have a large space commitment of O(n) at each node, or O(n2) for the entire network of size n. To reduce the space-commitment, we propose a suboptimal routing algorithm the two-phase routing for Borel Cayley graphs in the special GCR representation specified in Proposition 3. The algorithm is suboptimal only because shortest paths are not guaranteed. The performance of the algorithm is evaluated in Section V.
We call this algorithm "two-phase'' routing because the original large Borel Cayley graph with n = p x k nodes is divided into two smaller graphs. Such decoupling is made simpler because of the class-congruence property of Borel Cayley graphs described in Section 111. The algorithm is divided into two phases. Jn Phase I, we have a degree-4 GCR graph of size n1 = k. In Phase 11, we have another graph with size n, = p . In essence, Phase I deals with class-to- class routing while Phase I1 routes messages within the same class. A message is first sent to an arbitrary node of the same class as the final destination, then in Phase 11, it is routed to the destination node. We describe these two phases separately:
A. Phase I: Class-to-Class Routing
This phase of the algorithm is responsible for routing messages from the source node to an arbitrary node of the destination class. We can, therefore, consider a smaller graph with size nl = k for the q = k original classes. Through the use of the class-congruence property, we proceed to show that this smaller graph is actually a GCR with one class.
Proposition 3 provides explicit formulae for the connection constants a,, a;', p,, p;' for class 1 of a Borel Cayley graph in a special GCR representation. Furthermore, Proposition 4 (the classcongruence property) shows that: a .
The fact that c1 to c4 are independent of class implies the "class connection'' pattern of the original graph is the same for nodes in different classes. For any node j in class i, j is connected to nodes in class i + ti, i -tl, i + t2, i -t2 (mod q) through generators A, A-I, B, and B-', respectively. That is, each node in Phase I which actually represents a class in the original graph has the same connectivity constants, cI to c4. In other words, we have a smaller and simpler GCR graph with k nodes and one class. We can, therefore, apply the vertex-transitive routing algorithm (see [ 121 for details) for this smaller GCR graph. With only k nodes, the space complexity for this phase is reduced to k x 6 and the time complexity is O(Dl), where D1 is the diameter for this phase, DI I D , and 6 is the degree of the graph. With only one class, vertex transitivity becomes simple: If i connects to j by a sequence of generators, 0 connects to j' = j -i through the same sequence of generators.
Besides using the vertex-transitive algorithm in this phase, the fact that this phase involves a simple GCR with just one class facilitates an entirely computational algorithm without any storage requirement. Such an algorithm is described as follows:
From Proposition 4, we assume a GCR graph with k nodes and just one class. That is, for any vertex i in this phase, i is connected to cI, c2, c3, and c4, where
In other words, we have a simple GCR with k nodes and the constants are: *tl, &t2, and diameter is D l . Without lost of generality, we assume tl > 1, . Then for any node r E V.
where -DI I m l , m2 S D I and lmll + Im21 I Dl. The problem of routing is the same as identifying m , and m2. We define the following constants I , , 12, and Q such that 
Similarly,
We summarize this iterative algorithm in Table 11 . There is no storage space required for this algorithm. However, the time complexity is of
O(D:).
Once a message reached a node in the same class as the final destination, either by the: vertex-transitive algorithm or by the computational scheme, we proceed to the second phase. for (e'= -Q -q; Q S Q; ++Q) (
B. Phase 11: Within Class Routing
In this phase, we consider routing messages within the destination class. We assume both source and destination nodes belong to the same class. In other words, the source node i = mlq + ci and the destination node j = " 2 9 + c2, where ci = c2. Our original vertextransitive property (see [12] 
C. AnExample
In this example, we find a path between vertex 0 and 16 of the Borel Cayley graph in GCR representation described in Section ILC. This Borel Cayley graph hasp = 7, n = 21 nodes, q = 3 classes, diameter D = 3, and the connectivity are defined as: For any i E V, if i mod 3 =:
" j " : i is connected to i + a,, i +a;', i + pj, i + p7'; "0" : i is connected to i + 3, i -3, i + 4, i -10; "1" : i is connected to i + 6, i -6, i + 7, z -4; "2" : i is connected to i -9, i + 9, I + 10, i -7.
Furthermore,
In Phase I, we have a simple GCR with three nodes where each one connects to k1. In other words, routing can be achieved in a single step; taking path B for +1 and taking path B-I for -1. In this example, source node i = class (0) = 0, destination node j = class (1 6) = 1. We apply our vertex-transitive formula with j' = < j -i ><, = 1.
That is, taking path B gets to the correct destination class. Furthesmore our GCR constants show that taking path B corresponds to +4 in class 0. Hence our problem now becomes finding a path between node 4 and node 16, both of which belong to class I.
In Phase 11, we apply our vertex-transitive algorithm to a graph with p nodes. Accordingly, we have a table of size (p -1)D. Such a table is shown in Fig. 2 . We apply our vertex-transitive formula (3) for this phase and find j' = 2q. We then look up row 2 of the database and find the corresponding path to be: AA. This concludes the routing process and we have found path BAA between nodes 0 and 16. 
V. PERFORMANCE EVALUATION
We use a computer program to implement the two-phase routing algorithm. To evaluate the performance of the algorithm, a message is sent from an arbitrary source node, say node 0, to all other nodes in the network. The path length obtained through two-phase routing is recorded and compared with the optimal (shortest path) case.
The performance of the algorithm is also compared with another suboptimal routing algorithm, CR routing. CR routing exploits the CR representations of Borel Cayley graphs. For this algorithm, each node stores only two CR constants in addition to an implied +1 and -1. Messages are routed to intermediate nodes that decrease the peripheral distance from the destination node. Here peripheral distance refers to distance around the circumference of the CR graph. For example, node 1 is closer to node 3 than to node 4 in the peripheral sense. For obvious reasons, paths obtained by this algorithm are suboptimal in length. Instead of choosing an intermediate node fr the immediate neighbor of the source node, a more dynamc appro is to choose intermediate nodes from all nodes within a certain tance d from the source In other words, the source node "lookp ahead" a certain distance and routes the message towards the node that is "closest" (in the peripheral sense) to the destination node Thjs dynamic approach requires more storage, 2q = 2k constants, inst of two constants, need to be stored in each node ofp. The first case deals with p = 47, k = 23, a = 2, and n = 1,081, in the second case p = 307, k = 51, a = 4, and n = 15,657. In b cases, we consider graphs with four different sets of generators hence different diameters, the first of which corresponds to the densest degree-4 graphs. We assume the following notations. tl and t2 define the generators'
We inveshgate large Borel Cayley graphs with two different values L) stands for the diameter, "g is the determnistic average path length, which is determined by t&ng the average of all optimal path length9 between any two nodes. The following parameters are obtained from the program: avg for the average path length, and m u for the maximum path length The results are summanzed in Table 111 and Table IV In the case of CR rouhng, parameter d corresponds to the different "look ahead" distance For d = 1, only the immediate neighbors are considered and for d = 4, the neighbors at distance 1, , 4 are considered Furthemore, the average path length and the path length distnbution for the densest cases are also plotted in Figs 3 and 4 From these results, we observe that the two-phase routing has average path length comparable with the diameter D and maximum path length bounded by 20 The CR routing, on the other hand, has large path lengths in general, even though its performance improves with the "look ahead" distance d at the expense of a higher time complexity To conclude, two-phase routing gives good performance (maximum path lengths are bounded by 2 0 and average is close to the diameter D ) with a small space complexity of O@ + k), where n = p x k 
VI. CONCLUSIONS
A variety of network topologies have been proposed as efficient interconnection networks. In many cases, the networks are symmetric and have systematic vertex labels. Furthermore, knowing the vertex labels of the source and destination often permits the optimal choices of the next step in a multistep path. These choices are optimal in the sense that the distance to the destination node is reduced. Such distance-reduction routing property is essential in the efficient implementation of the network. However, these systematically labeled graphs are not the densest, an important factor in the construction of massively parallel systemis.
A special class of symmetric graphs, Cayley graphs, has received special attention as interconnection models [ 11, [ 131, [ 141. One of its subclass, Borel Cayley g,ruphs, are currently the densest known, constructive, degree-4 graphs for diameter D = 7, .. ., 13 [l] . These Borel Cayley graphs are originally defined over a group of matrices, the Borel matrices. Unlike other existing networks, Borel Cayley graphs lack a systematic vertex llabeling that can induce a distance-reduction routing algorithm. For Bore1 Cayley graphs, knowing the labels of the source and destination nodes does not render the determination of a path. In other words, path determination between nonadjacent nodes is a not a trivial prloblem.
In earlier research effort, we have proved that all Borel Cayley graphs have GCR and CIP representations. These GCR/CR graphs are existing topologies, defined in the integer domain. Furthermore, there is a concise description of connections based on class-structure. This novel concept of transforming Borel Cayley graphs into GCWCR made two optimal routing schemes, a general table look-up scheme and the vertex-transitive routing, feasible [15] , [ 121. However, these schemes require a space (commitment of O(n) at every node and O(n2) for the entire network of n nodes.
In this paper, we presented and proved a property pertinent to Borel Cayley graphs in1 a special GCR representation, the classcongruence property (CCP). Based on this property, we developed a suboptimal routing algorithm with a smaller space complexity, the two-phase routing. Its space commitment is of O@ + k) with time complexity O (D) , or O@) with time complexity O(D2). Even shortest paths are not guaranteed, the path length is bounded by 2 0 , where D is the diameter. Computer implementation of the algorithm shows that the average path length is close to the diameter. The performance of the algorithm is also compared with another suboptimal routing algorithm, the CR routing. The results indicated that two-phase routing gives much shorter path lengths than that of CR routing.
