Abstract. The generic identification problem is to decide whether a stochastic process (X t ) is a hidden Markov process and if yes to infer its parameters for all but a subset of parametrizations which form a lower-dimensional subvariety in parameter space. So far partial answers to either the decision or the inference part have been given all of which depend on extra assumptions on the processes such as stationarity. Here we present a general solution for binary-valued hidden Markov processes. Our approach is rooted in algebraic statistics hence is geometric in nature. We find that the algebraic varieties associated with the probability distributions of binary-valued hidden Markov processes are zero sets of determinantal equations which draws a connection to well-studied objects from algebra. As a consequence, our solution allows for algorithmic implementation based on elementary (linear) algebraic routines.
Introduction
Hidden Markov processes (HMPs) have gained widespread interest in statistics, predominantly due to their striking successes in applications. Central theoretical concerns have revolved around the fundamental problems of identifiability and complete identification. Here and in the following, stochastic processes (X t ) take values in a finite set (alphabet) Σ where binary-valued refers to the case |Σ| = 2. Problem 1.1 (Complete Identification). Decide whether a stochastic process (X t ) is a hidden Markov process and if yes, infer its parameters.
The problem was raised already in the late 50s and early 60s. A representative list of references is [6, 12-14, 19, 23, 25, 33] , see also the more recent contributions [2, 3, 22, 38] and the exhaustive list of references in [18] . See also [3, 4] for HMM parameter estimation from data and [9] for a textbook on related practical issues. In terms of practical arguments one can argue that it is reasonable to solve problem 1.1 for all but a null set of parametrizations which explains that also the most recent contributions [22, 38] provide generic solutions. That is, solutions apply for all, but a subset of parametrizations which form a lower-dimensional subvariety in parameter space.
The above-mentioned treatments usually raise extra assumptions on the processes, often centered around stationarity. The only exception is Heller who provided a polyhedral cone-based characterization of arbitrary, also non-stationary HMPs [27] which, however, was exposed as a reformulation rather than a solution [2] in the sense of not giving rise to an algorithmic solution of problem 1.1. To date, one can consider problem 1.1 to not have been fully resolved.
The fact that one can assign every probability distribution P : Σ n → [0, 1] over finitelength strings to a HMP on |Σ| n states (which is a well-known exercise, the hidden states of the HMP form a de Bruijn graph over Σ n , together with the obvious transition probabilities), introduces further complications when aiming at algorithmic solutions. We therefore turn our attention to the following finite reformulation of problem 1.1.
Problem 1.2 (Finite Identification
. Let P : Σ n → [0, 1] be a probability distribution over strings of finite length n. Decide whether P is due to a HMP on d hidden states and if yes, infer its parameters.
In the course of this paper, we provide a generic solution to problem 1.2 for binaryvalued alphabets in case of d ≤ n+1 2 . Our solution is rooted in algebraic statistics where we draw in particular from the concept of an algebraic statistical model, as described in [16, 31] . See for example [24, 37] for discussions on Bayesian networks, which, as latent variable models, are related with hidden Markov models. Since, as is well-known [32] , HMPs are uniquely determined by their distributions over strings of length 2d − 1, a solution of problem 1.2 also gives rise to a solution of the original problem 1.1:
1. For each n ∈ N determine d(n) as the minimal number of hidden states such that the answer in the 'Decision' part of problem 1.2 is 'Yes'. In case that there is no d ≤ Note that a process (X t ) is infinite input. Hence an infinite solution is all one can expect. Overall, a generic, algorithmic solution of problem 1.2 hence of problem 1.1 for binary-valued processes without raising other assumptions on the processes has not been presented in the literature before.
We denote the set of parameters of HMPs with d hidden states by H d,+ . By (3.6) below, H d,+ is a full-dimensional subset of the positive orthant of real affine space R d 2 +d−1 . In form of a theorem, our solution to problem 1.2 reads as follows. Theorem 1.3. Let |Σ| = 2, d ≤ n+1 2 and P : Σ n → [0, 1] be a probability distribution. There is a an algebraic variety N d ⊂ R d 2 +d−1 such that dim N d < d 2 + d − 1 and an algorithmic routine A which, when given P as input, outputs
In the first case, A also outputs the parametrization, which is unique up to permutation of hidden states.
In the course of collecting related arguments, we provide an ideal-theoretic characterization of the varieties associated with finitary processes with arbitrary output alphabets and, based on dimension arguments, point out that the varieties of finitary and hidden Markov processes coincide for binary alphabets. Relationships between finitary processes and HMPs have been noted already in seminal work on identification of HMPs (e.g. [6, 12, 13, 25, 27] ). Here we review them from the point of view of algebraic statistics. Corresponding results are summarized into the ideal-theoretic theorem 6.7, which is based on the set-theoretic lemma 6.8. Note that the ideals we encounter are determinantal in nature; corresponding relationships for latent variable models have also been noted in [7, 11, 39] .
Organization of Chapters
In section 2, we give the basic definition of an algebraic statistical model and also the definition of an algebraic process model, which serves the general purpose to treat stochastic processes in algebraic statistical settings. In section 3, we give formal definitions of finitary and hidden Markov processes. In section 4, we give the definitions of their algebraic statistical counterparts, the finitary and the hidden Markov process model. Along with these definitions, we provide a brief list of fundamental relationships. In section 5 we compute the dimensions of the algebraic varieties associated with finitary and hidden Markov process models. A crucial observation drawn in this section is that the varieties of both models coincide for binary-valued output alphabets. In section 6 we provide a Hankel-matrix-based characterization of finitary models hence also of binary-valued hidden Markov models, the ideal-theoretic formulation of which is documented as the major theorem 6.7. In section 7 we present the algorithm on which theorem 1.3 from above is based.
Major Notations
We denote by Σ * := ∪ t≥0 Σ t the set of all strings over the alphabet Σ where Σ 0 = {ǫ} with ǫ the empty string. We write v, w for elements of Σ * and vw for their concatenation. Throughout this paper, we write
for the probability that the stochastic process (X t ) generates the string v ∈ Σ n (for technical convenience we let stochastic processes start at t = 1) and we simply write p = p X if this cannot lead to confusion. We write ′ for matrix transposition throughout. Note finally that none of our algebraic arguments exceed an elementary level, see [10] for an appropriate textbook.
Algebraic Statistical Models
Definition 2.1. Following [31] , an algebraic statistical model with m parameters for strings of length n over an alphabet Σ is a map
, v ∈ Σ n are polynomials in the indeterminates Z 1 , ..., Z m and there is a parameter set S ⊂ C m (usually S ⊂ R m ) such that for z ∈ S
is a probability distribution and such that C m is the natural extension of the parameter set S to a complex affine space.
For the following explanations, we recall that varieties V ⊂ C n correspond to radical ideals I ⊂ C[X 1 , ..., X n ] insofar as V is the set of zeros of all polynomials in I [10] . We also recall that an ideal I is prime iff xy ∈ I implies x ∈ I or y ∈ I and that in terms of the above-mentioned correspondence prime ideals have irreducible varieties as counterparts. It is a well-known fact (e.g. [31, Th. 3.14]) that f (C m ), as the image of a complex-valued polynomial map is a Boolean combination of varieties. In particular, its topological closure
is an irreducible algebraic variety in C |Σ| n which corresponds to the prime ideal
where we write p v for indeterminates to stress that they are associated with probability distributions over strings v ∈ Σ n . We will write P or (p(v)) v∈Σ n for the points in complex affine space C Σ n . Polynomials g ∈ I f are referred to as (model) invariants and the goal of an algebraic statistical treatment usually is to characterize or even explicitly list these invariants. See [15, 16, 31] for related textbooks
Algebraic Stochastic Process Models
When dealing with stochastic processes (X t ), the auxiliary, helpful observation is that
As a consequence, one can make use of indeterminates p u for strings u of length m shorter than n when examining polynomial relationships in
reveals them as polynomials in the p v , v ∈ Σ n such that there is no elimination necessary. That relationship for stochastic processes is crucial for this work. We emphasize this with a definition.
Definition 2.2 (Algebraic Stochastic Process Model)
. A family of algebraic statistical models (f n :
is called algebraic (stochastic) process model if for all 1 ≤ m ≤ n and u ∈ Σ m :
Note on Stationarity
A process (X t ) which takes values in Σ is stationary if and only if
for all v = a 1 ...a n−1 ∈ Σ n−1 . Let X be a class of stochastic processes which gives rise to the process model (f X ,n ) n∈N . When studying the variety
associated with the string length n probability distributions, the stationary distributions among them are associated with the subvariety [ f j , j ∈ J denotes the ideal generated by polynomials f j , j ∈ J and + is for addition of ideals]
which, unless the processes X are stationary by definition establishes that stationary processes form a lower-dimensional subvariety in V f X ,n .
As pointed out in the Introduction, stationarity is a ubiquitous assumption in all major previous work. While the extent to which earlier treatments depend on it remains unclear † , stationarity has geometric implications: by (2.8), stationary HMPs only form a null set among all HMPs. See also remark 6.6 later in the text.
In practical applications, it is much more often than not essential to assume that processes are not stationary. This becomes evident in particular in application domains where HMPs or their close derivatives have established "gold standards", for example speech recognition [34] , protein classification (through profile HMMs) [17] , gene finding [8] and gene expression time-course analysis [35] . Therefore a general treatment of HMP identification is certainly desirable.
Processes

Finitary Processes
Finitary processes emerged in the above-mentioned early work on HMP identification [6, 12-14, 25, 27] and have remained a core concept also in recent work on identifiability [22, 38] . Finitary processes were later also referred to as linearly dependent [28] , observable operator models [29] or as finite-dimensional [20, 36] . In their possibly most prevalent application they served to determine equivalence of hidden Markov processes (HMPs) in 1992 [28] whose exponential runtime algorithm was later improved to a polynomial runtime solution [21] .
Definition 3.1 (Finitary Process). A stochastic process (X t ) is said to be finitary iff there are matrices T a ∈ R d×d for all a ∈ Σ with ( a∈Σ T a )1 = 1 (that is ( a∈Σ T a ) has unit row sums) and a vector π ∈ R d whose entries sum up to one (π ′ 1 = 1) such that
where
It is an immediate observation that a finitary process which admits a d-dimensional parametrization also admits a parametrization of dimension d + 1. Therefore the following definition makes sense.
Definition 3.2 (Rank of a Finitary Process)
. The rank of a finitary process (X t ) is the minimal dimension of a parametrization that it admits.
We conclude by providing a condition which is necessary for rank d finitary processes. For further reference, we use the notation
for any v = a 1 . . . a n ∈ Σ n . Proposition 3.3. Let (X t ) be a finitary process of rank d and let n ∈ N be an arbitrary integer. Then it holds that
for all choices of strings v 1 , ..., v n , w 1 , ..., w n ∈ Σ * .
Proof. Let ((T a ) a∈Σ , π) be a d-dimensional parametrization of (X t ). We observe that
the claim becomes obvious.
Hidden Markov Processes
Definition 3.4 (Hidden Markov process). A hidden Markov process (HMP) (X t ) on d hidden states [we write s,s ∈ {1, ..., d} or, if more convenient and does not lead to confusion with other indices, i, j for hidden states] which takes values in Σ is parametrized by a tuple Θ = (M, E, π) where
is a non-negative transition probability matrix with unit row sums n s=1 m ss = 1 (i.e. the row vectors of M are probability distributions over the hidden states)
2. E = [e sa ] ∈ R d×Σ is a non-negative emission probability matrix with unit row sums a∈Σ e sa = 1, (i.e. the row vectors of E are probability distributions over Σ) 3. π is an initial probability distribution over the hidden states
We write
for the set of HMP parametrizations. We refer to H d,+ as the stochastic parametrizations.
The naming stochastic parametrizations is to distinguish them from more relaxed, complex-valued parameter sets whose definition will follow. Note that
which means that H d,+ can be considered a full-dimensional subset of R d 2 +d(|Σ|−1)−1 . A HMP (X t ) on d hidden states as parametrized by (M, E, π) proceeds by initially moving to a state s ∈ {1, ..., d} with probability π s and emitting the symbol X 1 = a with probability e sa . Then one moves from s to a states with probability m ss and emits the symbol X 2 = b with probability es b and so on. We further observe that M decomposes as M = a∈Σ T a where
which reflect the probabilities to emit symbol a from state s and subsequently to move on to states and we use the notation
Consequently, we also write Θ = (M, (O a ) a∈Σ , π) for HMP parametrizations. In analogy to finitary process notation, we furthermore write
for any v = a 1 . . . a n ∈ Σ n . Standard technical computations (see remark 3.5 below) then reveal that, for v = a 1 ...a n ∈ Σ n
where 1 = (1, ..., 1) ′ ∈ R d is the vector of all ones.
Remark 3.5. Computation of vectors π ′ T v ∈ R 1×d and T v 1 ∈ R d×1 reflects the wellknown Forward and Backward algorithms (e.g. [18] ) for computation of HMP probabilities since entries of these vectors are just the Forward and Backward variables, that is
where (S t ) is the (non-observable) Markov process which takes values in the hidden states {1, ..., d}. 
and there exists a ∈ Σ such that
.., e db ), b ∈ Σ \ {a} can be chosen arbitrarily. Observe that
forms a Vandermonde matrix hence is invertible. It follows that [we write
is an invertible matrix. By proposition 3.3, the hidden Markov process with parametrization (M, (O a ) a∈Σ , π) has rank d.
Models
Finitary Models
Finitary models are the algebraic statistical equivalent of finitary processes.
Definition 4.1. Finitary models f M d ,n are the polynomial maps
for the variety which is associated with f M d ,n and
for the ideal of its invariants. Unlike in the definition of finitary processes, we do not require that π ′ 1 = 1 which would translate to adding the inhomogeneous invariant v p v = 1 to
By the definition of finitary process models one can further register:
Proof. This is due to that one can extend d-dimensional matrices by zero entries to obtain a d + 1-dimensional parametrization and reflects that every finitary process with a d-dimensional parametrization also admits a d + 1-dimensional parametrization.
Hidden Markov Models
We obtain an algebraic statistical treatment of HMPs by allowing that parameters in M, E and π are complex and we write
for the resulting set of parameters. Note that we still require unit row sums in both M and E while we do not make any such assumption for π. The unit row sum assumption for E implies that still
while the unit row sum assumption on M implies that
a relationship which holds for stochastic processes in general. Note that
which is explained by that in dim H d we do not require that the entries of π sum up to one-just as in case of finitary models we avoid the introduction of the non-homogeneous invariant v p v = 1 for technical convenience.
Definition 4.4. We call
a hidden Markov model for d hidden states and string length n.
The relationship (4.7) yields further:
Proposition 4.5. The family (f H d ,n ) n∈N of hidden Markov models for d hidden states is an algebraic process model.
We write
for the algebraic variety that is associated with f H d ,n and
for the ideal of its invariants.
While
Proof. 
Dimension
Finitary Models
In this section we compute the dimension of the variety V M d ,n for n ≥ 2d − 1. The key insight to this computation is the following lemma. 
(ii) There exists an invertible linear map S :
Then (ii) implies (i) and the two statements are equivalent if
which means that Θ,Θ give rise to finitary processes of rank d.
is a straightforward generalization of statements presented in previous works (e.g. [28, 29] ) to complex-valued parameters Θ,Θ.
Lemma 5.1 enables application of a well-known theorem [26, Th. 11.12] for computing dimensions of varieties.
Proof. The case |Σ| = 1 is trivial: Im f Mn,d = C 1 for all n, d. In case |Σ| ≥ 2, we note that stochastic processes of rank d exist (see example 3.8 above), that is there is
if and only if there is an invertible linear map S ∈ C d×d with S1 = 1 which transforms Θ intoΘ as described in the lemma. This translates to that the fiber f
has dimension equal to that of the space of invertible linear maps S with S1 = 1 which is
The statement of the theorem is finally obtained by application [26, Th. 11.12] . Due to standard arguments [31] , the closure of the image of f M d ,n is a quasi-projective variety.
as was claimed.
Hidden Markov Models
Lemma 5.3. Let
• M is not invertible or
• there is no a ∈ Σ such that the eigenvalues of O a are pairwise different.
Proof. Theorems 3.1 and 3.2 in [3] prove this for stationary processes. Our proof consists in observing that the stationarity assumption in [3] is not used. Moreover, it is straightforward to replace real values by complex values.
Remark 5.4. [1] provide alternative arguments to prove identifiability of stationary HMPs which, while one needs stationarity in [1] , can be easily extended to non-stationary HMPs and also to complex values. Note that [1] particularly focus on generic identifiability of HMPs from their distributions over strings of length n < 2d − 1 for alphabets |Σ| > 2. As they do not explicitly name the generic subsets, application of results from [3] is more convenient here. Corollary 5.5. As real-valued varieties,
Proof. The proof is completely analogous to that for lemma 5.3. The reduction in dimension by 1 for H d,+ is due to not requiring
Remark 5.6 (Identification Algorithm: Workflow). Our algorithm which solves the identification problem 1.2 with the probability distribution P : Σ n → [0, 1] as input proceeds in three steps:
1. Determine whether P ∈ Im f H d ,n .
If yes, determine Θ ∈ H
From this outer perspective, lemma 5.3 and corollary 5.5 are important elements when addressing the third, final step. The first two steps can be performed by procedures described in the subsequent sections 6 and 7.
Theorem 5.7. Let f H d ,n be as in definition 4.4 where n ≥ 2d − 1. Then it holds that
The proof again is an application of [26, Th.11.12] .
Arguments based on [26, Th. 11.12] and which are analogous to those for proving theorem 5.2 then further yield
(5.14)
Binary-Valued HMMs In case of a two-letter alphabet Σ we find 
In conclusion, it suffices to study finitary models when addressing generic identification of binary-valued HMPs.
Invariants
Computation of invariants for finitary models is made possible by a Hankel matrix based characterization of finitary processes, corollaries of which will also shed light on the relationship n ≥ 2d − 1 in the formulation of problem 1.2. Definition 6.2. Let p : Σ * → C be a string function.
The Hankel Matrix
is called the Hankel matrix of p (also called prediction matrix in case of a process function p, see e.g. [36] ).
• We define rk p := rk P p (6.4) to be the rank of the string function p.
• In case of rk p < ∞ the string function p is said to be finitary.
Example 6.3. Let p : Σ * → C be a string function over the binary alphabet Σ = {0, 1}. 
then is the Hankel matrix where strings of finite length have been ordered lexicographically. See also [22] for examples.
Example 6.4. The existence of ρ a ∈ [0, 1], a ∈ Σ such that p X (a 1 ...a n ) = ρ a 1 · ... · ρ an (6.5) yields rk P p X = 1 which yields in particular that rk P p X = 1 in case of iid processes (X t ) (in fact, this is a characterization of iid processes).
As an example of p X with rank at least d, see example 3.8 where the finite submatrix of P p X (there Σ was {a, b})
In case of a finitary process (X t ), the obvious question is whether the rank of (X t ) (see definition 3.2) is the rank of p X as a string function. By generalizing previous work [20] one can give an affirmative answer to this question. This establishes that M d precisely contains the parametrizations giving rise to process functions of rank ≤ d. (ii) There exist vectors x, y ∈ C d as well as matrices T a ∈ C d×d for all a ∈ Σ such that ∀v ∈ Σ * : p(v = a 1 ...a n ) = x ′ T a 1 ...T an y and (
(iii) There exists a vector x ∈ C d as well as matrices T a ∈ C d×d for all a ∈ Σ such that
where 1 = (1, ..., 1) ′ ∈ C d is the vector of all ones.
Proof.
(ii) ⇔ (iii) (where (iii) trivially implies (ii)) follows from the observation that, given an invertible linear map S :
follows from generalizing arguments from previous work [29, 36] for the real-valued case to complex-valued string functions. In fact, it is immediate to observe that the arguments in fact apply for arbitrary fields k and the corresponding process functions p : Σ * → k. Last, (i) ⇒ (ii) consists of generalizing equivalent statements available for stochastic processes [29, 36] to process functions, where the only difference is that not necessarily v∈Σ n p(v) = 1 for process functions which is not needed in the proofs in [29, 36] .
Finite Algebraic Relationships In the following, we write
for the upper left submatrices of P which refer to prefixes and suffixes of length at most m and n. As a starting point for the following note that well-known arguments (e.g. [36, lemma 2.4] ) show that rk
and further that a process function of rank ≤ d is uniquely determined by the values
which, in combination with lemma 5.3 implies that d-state hidden Markov processes are generically identifiable from their probabilities on strings of length 2d − 1. Note that [1] demonstrate that hidden Markov processes, in case of alphabets of size larger than 2, are generically identifiable already from distributions over strings of length smaller than 2d−1. However, hidden Markov processes are only generically, but not necessarily globally uniquely, determined by their distributions on strings of length smaller than 2d − 1. While we believe that [1] 's work can be employed, where applicable, to also lower bounds in this treatment, 2d − 1 remains the lowest bound for binary-valued processes presented so far.
Remark 6.6 (Stationarity). Let p represent a stochastic process and let (P p ) v : Σ * → C be the v-row in P p (that is (P p ) v (w) = p(vw)) resp. (P p ) w : Σ * → C be the w-column of P p (that is (P p ) w (v) = p(vw)). Due to that p is a process, we have
which is a reformulation of the recurring theme (2.3). In case that p is a stationary process, (2.6) translates to
which removes a certain "asymmetry" in P p .
We pause for a moment and summarize. Theorem 6.5 states that the finitary processes of rank ≤ d are precisely the ones whose process functions give rise to Hankel matrices of rank at most d. In terms of polynomial equations, this formally translates to
for all choices of strings v 1 , ..., v d+1 , w 1 , ..., w d+1 ∈ Σ * . In other words p is finitary if and only if all (d+1)×(d+1)-minors of its Hankel matrix P p are zero. This, in turn, translates to polyomial relationships in the ring C[p v | v ∈ Σ * ] which has infinitely many indeterminates. We, however, are looking for defining polynomial equations in C[p v | v ∈ Σ n ] for n ≥ 2d−1. Therefore, note that indeterminates p v where |v| < n are not an issue, due to (2.3). However, we still have to get rid of all p v where |v| > n. We will do that in the next subsection.
Ideals and Varieties
⌋ whereas J d,n is the ideal of all d-minors in P p,d−1,d−1 . Let rad I be the radical of an ideal I and I : J the quotient ideal of I with respect to J. A characterization of the ideal of invariants of the finitary model, which, in case of |Σ| = 2 agrees with the ideal of invariants of the hidden Markov model reads as follows:
Computations with Bertini [5] confirm that the quotient operation is necessary since I 3,4 is not prime. However, it remains an open problem whether the radical operation is necessary. Macaulay [30] computations reveal that it is not for d = 2, n = 3. Macaulay and Bertini computations furthermore confirm our dimension computations.
The proof of this theorem is based on a set-theoretic lemma which makes use of the insights assembled in the earlier chapters.
Lemma 6.8. Let n ≥ 2d − 1 and (p(v)) v∈Σ n ∈ C Σ n . The following statements are equivalent:
In case of (6.19), one can choose parameters for (p(v)) v∈Σ n by determining an invertible submatrix
and setting
by further application of theorem 6.5. Note that probabilities in W a may refer to strings v i aw j of length up to 2d − 1 which explains the necessity of the assumption n ≥ 2d − 1.
where we write A B for a submatrix A of a matrix B which is strictly smaller than B.
Example 6.9. Let n = 3, d = 2 and Σ = {0, 1}. Hence ⌈ n 2 ⌉ = 2 and ⌊ n 2 ⌋ = 1 such that we have
We recall the relationship p(v) = w∈Σ 3−|v| p(vw) (6.1), that is, for example, p(00) = p(000) + p (001) p ( 
where the second equation is just the definition of the rank of a string function. Since
⌋ ≤ rk P p (see (6.25)), we obtain the claim.
(ii) ⇒ (i): Let P := (p(u)) u∈Σ n ∈ C Σ n such that (6.19) applies. rk
,n : any submatrix in P p would have rank at most d − 1. In order to show that P ∈ Im f M d ,n we will demonstrate that determining V, x, y, (T a ) a∈Σ according to (6.20) ,(6.21), (6.22) ,(6.23) yields
Applying (ii) ⇒ (iii) in theorem 6.5 to x, y and the T a then proves the claim. The proof concludes by usage of the following two elementary sublemmata 6.10, 6.11.
[Proof of Lemma 6.10] By induction on |v|, we immediately obtain a proof by showing
for all v ∈ Σ * , a ∈ Σ with |v| < n 2 . Therefore, note first that
⌉ is contained in the span of the rows (P p ) v i , by choice of the v i (6.20) . Accordingly, we determine α i , i = 1, ..., d such that
This is the key insight. We finally compute
(6.36)
(6.37)
[Proof of Lemma 6.11] We do this by induction on |w|, starting with |w| = 0, that is w = ǫ and
⌋ , by (6.19) , the row (
⌋ is contained in the span of the rows (P p ) v i , by choice of the v i (6.20) . Therefore, it suffices to show the statement for v = v i where we write V i for the i-th row of V :
. . .
For the step |w| → |w| + 1, letw = aw with a ∈ Σ. Note that, by arguments which are analogous as for the start |w| = 0 above, it suffices to consider v = v i referring to one of the row space generators (P p ) v i (while the induction hypothesis already holds for all
where ( * ) is the induction hypothesis with v = v i a (note that |v i a| ≤ d ≤ ⌈ n 2 ⌉). Proof of lemma 6.8 cont. Let u ∈ Σ * such that |u| ≤ n. Split u = vw into two strings v, w such that |v| ≤ ⌈ n 2 ⌉, |w| ≤ ⌊ n 2 ⌋. We compute
This yields (6.30). To show (6.31) we compute
which yields the claim since span{(p(
The step from the set-theoretic lemma 6.8 to proving our ideal-theoretic theorem 6.7 now follows from standard algebraic arguments, as e.g. listed in [10] . In the following, A denotes the Zariski closure of a set A, which is the smallest affine algebraic variety which contains the set A, see [10] , sec. 4.4, def. 2.
In the following, we use
as a simpler notation for the image of f M d ,n .
Proof of theorem 6.7: We first compute
where the last equation is an obvious consequence of the definition of the Zariski closure where one notes that Zariski closure agrees with the topological closure if the latter one already is a variety. The irreducibility of V M d ,n implies, by definition of irreducibility,
As F 0 is just one point, dim F 0 = 0 and from theorem 5.2 we know that dim F e \ F e−1 ≤ F e = 1 e = 1 e 2 (|Σ| − 1) + e e = 2, ..., d
.
) and (6.44) together imply
By (6.25), it follows that (6.19) is equivalent to
Application of lemma 6.8 reveals that
⌋ are zero whereas B d encompasses all p such that not all d-minors in P p,d−1,d−1 are zero.
As zero sets of determinantal, hence polynomial equations, both A d+1,n and B d are varieties, and recalling the definition (6.16) of I d+1,n and J d , we can conclude that these are just the ideals associated with A d+1,n and B d . By Hilbert's Nullstellensatz (see [10, p. 174, theorem 6]):
The claim of theorem 6.7 now follows from the interrelationship between quotients of ideals and differences of varieties, as explicitly expressed by plugging rad I d+1,n and J d into I and J of the second statement of [10, p. 192, th. 7] (note that k there becomes the algebraically closed C here).
Algorithm
Let Σ := {a, b} be a binary-valued alphabet. The following algorithm determines whether a probability distribution P : Σ n → [0, 1] is due to a HMP on at most d * ≤ See below for a proof and also the supporting lemma 7.3 for further explanations. if rk P p,e−1,e−1 = rk P p,⌊ print 'HMP on e hidden states' InferFinitaryParam(P, e) is a routine which computes a e-dimensional parametrization (T a , T b , x) ∈ M e for a finitary process. It works by computing T a , T b and x according to (6.20,6.21,6.22,6.23) and subsequent application of theorem 6.5 (note that any invertible S such that S −1 y = 1 applies). According to lemma 6.8 this applies in case of rk P p,e−1,e−1 = rk P p,⌊ One then computes
The proof of theorem 7.1 is based on the following lemma for which we recall the definition of N d , see (5.7). We recall the fundamental relationship (see propositions 4.3,4.6) f He,n (H e,+ ) ⊂ Im f He,n ⊂ Im f Me,n (7.1)
In terms of (7.1), algorithm 7.2 tests for membership from right to left in the e-th iteration of the while loop, thereby stepwise approving or rejecting that P ∈ f He,n (H e,+ ) [⊂ f H d ,n (H d,+ )]. First, by lemma 6.8, step 3 tests for P ∈ (Im f Me,n \ Im f M e−1 ,n ). (7.2) Note that the case P ∈ Im f M e−1 ,n was excluded in the iteration before. This allows to infer an e-dimensional parametrization for the respective finitary process in step 6 (see the description of InferFinitaryParam above). The if condition in step 7 finally is the critical point; it determines whether P ∈ f He,n (H e,+ \ N e ) (7.3) see the description of InferHMMParam. If not, the algorithm issues the output 'No HMP' which can be mistakenly due to either P ∈ f He,n (H e,+ ∩N e ) ⊂ f He,n (N e ) or correctly due to either P ∈ f He,n (N e \ H e,+ ) or P ∈ Im f Me,n \ Im f He,n ]. By lemma 5.3, the parameters inferred in step 7 are unique, up to permutations of rows and columns. Therefore, steps 8 and 11 decide correctly.
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