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Abstract— For a nonlinear system (e.g. a robot) with its
continuous state space trajectories constrained by a linear
temporal logic specification, the synthesis of a low-level con-
troller for mission execution often results in a non-convex
optimization problem. We devise a new algorithm to solve
this type of non-convex problems by formulating a rapidly-
exploring random tree of barrier pairs, with each barrier pair
composed of a quadratic barrier function and a full state
feedback controller. The proposed method employs a rapid-
exploring random tree to deal with the non-convex constraints
and uses barrier pairs to fulfill the local convex constraints. As
such, the method solves control problems fulfilling the required
transitions of an automaton in order to satisfy given linear
temporal logic constraints. At the same time it synthesizes
locally optimal controllers in order to transition between the
regions corresponding to the alphabet of the automaton. We
demonstrate this new algorithm on a simulation of a two linkage
manipulator robot.
I. INTRODUCTION
Linear temporal logic (LTL) helps control system de-
signers to define specifications for controlling dynamical
systems. Synthesizing a controller subject to an LTL spec-
ification usually starts with constructing a finite discrete
abstraction of a dynamical system through a partition of
the continuous state space. The atomic propositions (APs)
associated with the temporal logic specification represent
different regions of the partitioned state space. Then, we can
use formal synthesis methods to build a discrete controller
for fulfilling the LTL specification. However, a dynamical
system with an LTL specification naturally leads to a hybrid
control problem [1]. To complete the LTL synthesis process
for a dynamical system, we also need to find the low-
level controllers (in the continuous state space) for executing
the transitions between the abstract states of the high-level
discrete controller.
Hybrid control that bridges the LTL specification and
continuous state-space dynamics is a challenging problem,
especially for nonlinear dynamical systems such as robots.
By synthesizing barrier certificates through sum-of-squares
optimization [2], temporal logic specifications can be effec-
tively verified when applied to nonlinear dynamical systems
[3]. However, this work is not focused on control synthesis.
In [4], an optimal control synthesis algorithm using approx-
imate dynamic programming combines dynamical system
variables and automata transitions into a single cost function.
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Fig. 1. Atomic proposition ainit, a1, a2, a3, agoal represent the polytopic
regions (red) in workspace. The proposed BP-RRT consists of a sequence of
barrier pairs with their sub-level sets B≤0 (blue) interconnected to guarantee
the transition between ainit and agoal. An example trajectory (black) switches
to a different barrier pair controller as it enters the sub-level set of another
barrier pair.
This method is used to synthesize continuous state trajecto-
ries that follow a deterministic finite automaton transferred
from a co-safe LTL specification. Nevertheless, this work
only addresses problems with convex state-space constraints.
The low-level control synthesis needs to guarantee that
the transitions for all continuous states in one AP region
to another AP region following the high-level discrete con-
troller. It can be considered as a trajectory planning problem
with uncertain initial state conditions corresponding to the
regions defined by the atomic propositions. The region of
attraction of the generated robust trajectory planner is also
known as a ‘funnel’ [5]. A ‘funnel’ can be synthesized over
a shooting trajectory via multiple local stabilizing controllers
[6] or by solving quadratic programs based on control barrier
functions [7]. These strategies have been proposed to solve
closed system problems [8] and reactive synthesis problems
[9] with temporal logic constraints. The real challenge is that
the trajectory planning problem in its general form is a non-
convex problem, for instance, when there are AP regions
located between the initial and goal AP regions. In [10], a
simulation-based method to solve the non-convex problem is
proposed by simulating a number of ‘funnels’ and checking
constraint satisfaction for each funnel. However, simulation-
based methods suffer from high computational costs.
For robotic systems, this type of non-convex motion
planning problem is usually addressed using sampling-based
methods such as the rapidly-exploring random tree (RRT)
method [11]. In an RRT algorithm, a random position xrand
is sampled from the reachable space in every iteration. An
RRT graph expands toward the sampled position from its
closest vertex xnear by a predefined distance δ. The trajectory
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that connects an initial position xinit and a desired position
xgoal can be extracted from the graph in the end. By incor-
porating optimal control theory in the sampled trajectory of
RRT, the convergence rate of the motion planning problem
is greatly improved [12]. To improve the exploration of
the RRT graph, a sampling strategy based on the estimated
feasibility set of a robot is proposed in [13]. However, the
transitions between the vertices of the RRT trajectory are
not guaranteed to avoid collisions with the undesirable state-
space regions without having barrier certificates [2] along the
RRT trajectory.
In order to solve the non-convex robot motion planning
problem with LTL constraints, we propose a new approach
consisting of a rapidly-exploring random tree of barrier pairs
[14], where each barrier pair is composed of a quadratic
barrier function and a full state feedback controller. Our
method employs RRT to deal with non-convex constraints
while employing barrier pairs equipped with sub-optimal
stabilizing controllers to fulfill local convex constraints. By
using our approach, a sequence of barrier pairs is effectively
synthesized to execute the required transitions of an automa-
ton that satisfy given LTL specifications. For validation, we
implement our new approach on a simulation of a two-link
manipulator robot.
II. PRELIMINARIES
In this section, we recall the basics of multi-body robot
dynamics, barrier pairs, rapidly-exploring random trees and
nondeterministic Buchi automaton. For convenience, ai is
defined as an atomic proposition corresponding to a region
in the workspace of a robot, and a¯i , Rnr ai is defined as
a workspace region excluding the set for ai.
A. Multi-Body Robot Dynamics
The Lagrangian dynamics of an n-DOF robot can be
expressed as
M(q)q¨+C(q, q˙)q˙ = u (1)
where M(q) is the matrix of inertia, C(q, q˙) is the co-
efficient matrix of Coriolis and centrifugal effects, q ,
[q1, · · · , qn]> is the vector of joint positions with q˙ and
q¨ defined as its first and second order time derivatives and
u , [u1, · · · , un]> is the vector of joint torques. The n-
dimensional workspace position vector x , [x1, · · · , xn]>
can be calculated from the joint position vector using
x = F(q) (2)
where F(·) represents the forward kinematics. By linearizing
(1) and (2) around an equilibrium point [qe>, ~0>]>, we
obtain the state-space form[
˙˜q
¨˜q
]
=
[
0 I
0 M−1(qe)C(qe, ~0)
] [
q˜
˙˜q
]
+
[
0
M−1(qe)
]
u (3)
x˜ =
[
J(qe) 0
] [q˜
˙˜q
]
(4)
where q˜ , q− qe and x˜ , x− xe with xe = F(qe). The
partial derivative of F(q) with respect to q is the Jacobian
matrix J(q).
Algorithm 1 G ← RRT(xinit, xgoal, δ, a¯1, · · · , a¯no)
Input: Initial state xinit, goal state xgoal, incremental dis-
tance δ, state constraints a¯1, · · · , a¯no
Output: RRT graph G
1: δ0 ← GetDistance(xgoal, xinit)
2: G.AddVertex(xgoal)
3: xnew ← xgoal
4: while δ0 > δ do
5: xrand ← RandomState(
⋂no
i=1 a¯i)
6: xnear ← NearestVertex(xrand, G)
7: xnew ← NewState(xnear, xrand, δ)
8: if xnew ∈ ⋂noi=1 a¯i then
9: δ0 ← GetDistance(xnew, xinit)
10: G.AddVertex(xnew),G.AddEdge((xnear, xnew))
11: end if
12: end while
13: G.AddVertex(xinit),G.AddEdge((xnew, xinit))
B. Barrier Pairs
Definition 1 [14]: A barrier pair is a pair consisting of a
barrier function and a controller (B, k) with the following
properties
(a) −1 < B(q˜, ˙˜q) ≤ 0, u = k(q˜, ˙˜q) =⇒ B˙(q˜, ˙˜q) < 0,
(b) B(q˜, ˙˜q) ≤ 0 =⇒ [q˜>, ˙˜q>]> ∈ Z, k(q˜, ˙˜q) ∈ U,
where [q˜>, ˙˜q>]> ∈ Z and u ∈ U are the state and input
constraints. These properties are also called the invariance
and constraint satisfaction properties of a barrier pair. If we
define the barrier pair as
B =
[
q˜
˙˜q
]>
Q−1
[
q˜
˙˜q
]
− 1, k = K
[
q˜
˙˜q
]
(5)
where B is a quadratic barrier function with a positive defi-
nite matrix Q and k is a full state feedback controller, the bar-
rier pair synthesis becomes a linear matrix inequality (LMI)
optimization problem [14]. We define Be , {[q˜>, ˙˜q>]> |
B = e} as the level set of B corresponding to a value e
and B≤e , {[q˜>, ˙˜q>]> | B ≤ e} as the sub-level set of B
corresponding to e.
C. Rapidly-Exploring Random Trees
Let us recall the algorithm of RRT that generates trajec-
tories from xinit to xgoal subject to workspace constraints
x ∈ ⋂noi=1 a¯i where no is the number of undesirable regions.
In Algorithm 1, a random state xrand is sampled from the
reachable space in line 5. In line 6-7, the graph extends
toward the sampled state from its closest vertex by a constant
distance δ. The algorithm terminates when distance to the
initial state xinit is smaller than δ. The trajectory that
connects xinit and xgoal can be generated from the graph.
D. Nondeterministic Buchi Automaton
Definition 2: A Nondeterministic Buchi automaton
A = (S, 2AP, d, S0, Sf) is a tuple where
(a) S is a set of discrete states,
(b) 2AP is the power set of atomic propositions,
(c) d : S× 2AP → 2S is a transition function,
(d) S0 ⊆ S is a set of initial states, and
(e) Sf ⊆ S is a set of accept states.
A LTL specification ϕ can be transformed into a nondeter-
ministic Buchi automaton and satisfied by an accepting run
(of transitions) of its corresponding nondeterministic Buchi
automaton if the run visits a state in Sf infinitely often.
III. PROBLEM STATEMENT
In this paper, we consider a robot with its workspace
trajectories constrained by a LTL specification. The LTL
specification is defined based on APs that represent different
polytopic regions in the workspace of the robot.
Problem: For a given linear temporal logic specification
φ, find a rapidly-exploring random tree of barrier pairs such
that the robot fulfills an accepting run of a nondeterministic
Buchi automaton that represents φ.
IV. METHODS
The proposed approach is illustrated in Fig. 1. It starts with
finding an equilibrium point inside the goal AP region agoal
and synthesizing a barrier pair in the form of (5), subject to
local convex state constraints (e.g. surrounding undesirable
AP regions) for this equilibrium. We then sample a new
equilibrium point inside the sub-level set Bgoal
≤0 for the first
barrier pair and synthesize a new barrier pair subject again
to local convex state constraints for the new equilibrium.
Inside the sub-level sets of the existing barrier pairs, another
equilibrium is sampled, followed by a barrier pair synthesis.
This barrier pair sampling process is iterated until the sub-
level set of a barrier pair contains the equilibrium of a
barrier pair whose sub-level set Binit
≤0 contains the entire
initial AP region ainit. In the end, we obtain a sequence of
interconnected barrier pairs between ainit and agoal without
passing through undesirable AP regions.
A. Norm-Bound Linear Differential Inclusion Model
Our proposed method relies on formulating an LMI prob-
lem to synthesize the barrier pairs subject to local convex
constraints. However, the linearized state space equations (3)
and (4) become inaccurate if the state [q>, q˙>]> deviates
from the equilibrium. Before employing barrier pair synthe-
sis, we need to ensure that the linear model is valid for all
states in the constrained state space Z of the barrier pair.
If we express the norm-bound uncertainties of the lin-
earized robot dynamical model in (3) and (4) as
M−1(q)C(q, q˙) ∈ {A1 +A2∆A3 : ‖∆‖ ≤ 1} (6)
M−1(q) ∈ {B1 + B2∆B3 : ‖∆‖ ≤ 1} (7)
J(q) ∈ {J1 + J2∆J3 : ‖∆‖ ≤ 1} (8)
for all state [q>, q˙>]> in the constrained state space Z
around the equilibrium, a norm-bound linear differential
inclusion (LDI) [15] that is valid for all states in Z can be
expressed as[
˙˜q
¨˜q
]
=
[
0 I
0 A1 +A2∆A3
] [
q˜
˙˜q
]
+
[
0
B1 + B2∆B3
]
u (9)
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Fig. 2. By projecting a random joint space position qrand to the hyper-
surface of Benear of the nearest barrier pair, a new equilibrium of BP-RRT is
created. Notice that even if the workspace undesirable regions are polytopic,
their joint space projections are not guaranteed to be also polytopic.
x˜ =
[
J1 + J2∆J3 0
] [q˜
˙˜q
]
. (10)
One way of finding the norm-bound LDI is to calculate
M−1(q)C(q, q˙), M−1(q) and J(q) from a number of sample
states in Z and use quadric inclusion programs [16] to fit an
inclusion model.
Since we assume the AP regions are polytopic, each edge
of an AP region can be transformed into an inequality
constraint. To exclude the undesirable regions of a transition,
only one of these inequality constraints need to be considered
for each undesirable region. Otherwise, the state space can be
over-constrained. If the workspace position xe of an equilib-
rium satisfies multiple inequality constraints associated with
an undesirable region, we can select the edge which has
the maximal distance to xe to avoid being over-constrained.
Based on the selected inequality constraints |aix˜| < a¯i
associated with all undesirable regions a1, a2, · · · , ano , a
local convex state space region Zsafe can be defined as
Zsafe , {[q˜>, ˙˜q>]> : |ai(J1 + J2∆J3) q˜| < a¯i,
‖∆‖ ≤ 1, i = 1, · · · , no},
(11)
where ai for i = 1, · · · , no are row vectors with no as the
number of undesirable AP regions.
However, Zsafe cannot be directly used as the constrained
state space region Z for barrier pair synthesis because it has
no joint velocity state constraints. In some cases, a selected
edge of an undesirable region has a very long distance
to xe and result in a very large uncertainty of the norm-
bound LDI model. Therefore, we need some additional state
space constraints for defining Z. Let us first define another
constrained state space Z0 as
Z0 , {[q˜>, ˙˜q>]> : |bi(J1 + J2∆J3) q˜| < x¯i, |bi ˙˜q| < ¯˙qi,
‖∆‖ ≤ 1, i = 1, · · · , n},
(12)
where bi for i = 1, · · · , n are the standard basis (row) vec-
tors of n-dimensional Euclidean space. Then, the constrained
state space region for the valid norm-bound LDI model is
defined as Z , Zsafe ∩ Z0.
Similar to (11) and (12), the constrained input space region
U for the barrier pair synthesis can be defined as
U , {u : |biu| < u¯i, i = 1, · · · , n}. (13)
B. Barrier Pair Synthesis Sub-Problems
The barrier pair synthesis problem includes a series of
LMI constraints and generates a quadratic barrier function B
with a full state controller k in the form of (5). First, the
sequence of barrier pairs needs to contain the two desired
AP regions ainit and agoal defining the automaton transitions
and exclude all undesirable AP regions a1, · · · , ano .
Although a desired AP region ad is assumed to be poly-
topic in the Cartesian workspace, its joint space projection
is not guaranteed to be polytopic. In order to ensure that the
ellipsoidal sub-level set B≤0 of a barrier pair contains ad, we
sample a number of points from all edges of ad and let B≤0
contain the joint space projections of these Cartesian space
samples using the following set of LMIs[
1 ?
R(xi)− qe S1QS1>
]
 0, ∀ i = 1, . . . , np (14)
where np is the number of sampled workspace points at the
edge of ad with ad = Co{x1, · · · , xp}, R(·) is an inverse
kinematics operator and S1 , [In×n, 0n×n].
Using the S-procedure [17], the inequality constraints
|aix˜| < a¯i of Zsafe in (11) can be transformed into a set
of LMIs
a¯2i Q ? ? ?
0 γiI ? ?
aiJ1S1Q γiaiJ2 1 ?
J3S1Q 0 ~0 γiI
  0, ∀ i = 1, . . . , no (15)
where γi for i = 1, . . . , no are positive real scalar variables.
Similar to (15), the workspace position constraints |bix˜| <
x¯i of Z0 defined in (12) can be transformed into a set of LMIs
x¯2i Q ? ? ?
0 µiI ? ?
biJ1S1Q µibiJ2 1 ?
J3S1Q 0 ~0 µiI
  0, ∀ i = 1, . . . , n (16)
where µi for i = 1, . . . , n are positive real scalar variables.
The joint velocity constraint LMIs of Z0 are expressed as[
Q ?
biS2Q ¯˙q2i
]
 0, ∀ i = 1, . . . , n (17)
where S2 , [0n×n, In×n].
Although the full state feedback controller k in (5) turns
the input constraints into state constraints, K is also a variable
to be solved. In [15], a new variable Y , KQ is introduced
to express the input constraints into LMIs. After the barrier
pair synthesis problem is solved, K can be extracted by
multiplying Y by Q−1 on the right hand side. The input
constraint LMIs can be expressed as[
Q ?
biY u¯2i
]
 0, ∀ i = 1, . . . , n (18)
Algorithm 2 G ← BPRRT(ainit, agoal, e, a¯1, · · · , a¯no ,Z0,U)
Input: Initial AP region ainit, goal AP region agoal, barrier
function threshold e, constraints associated with unde-
sirable AP regions a¯1, · · · , a¯no , state space constraint
Z0, input constraint U
Output: BP-RRT graph G
1: xinit ← GeometricCenter(ainit)
2: (Binit, kinit)← BP(xinit, ainit, a¯1, · · · , a¯no , Z0, U)
3: xgoal ← GeometricCenter(agoal)
4: (Bgoal, kgoal)← BP(xgoal, agoal, a¯1, · · · , a¯no , Z0, U)
5: G.AddVertex(xgoal), G.AddBP((Bgoal, kgoal))
6: (Bnew, knew)← (Bgoal, kgoal), xnew ← xgoal
7: while xinit /∈ B≤enew do
8: qrand ← RandomJointSpacePosition(Rn)
9: xrand ← ForwardKinematics(qrand)
10: if xrand ∈
⋂no
i=1 a¯i then
11: qnear, Benear ← NearestBP(qrand, G, e)
12: qnew ← NewEquilibrium(qnear, qrand, Benear)
13: xnew ← ForwardKinematics(qnew)
14: (Bnew, knew)← BP(xnew,∅, a¯1, · · · , a¯no ,Z0,U)
15: G.AddVertex(xnew), G.AddBP((Bnew, knew)),
G.AddEdge((xnear, xnew))
16: end if
17: end while
18: G.AddVertex(xinit), G.AddBP((Binit, kinit)),
G.AddEdge((xnew, xinit))
for enforcing the input constraints |biu| ≤ u¯i of U defined
in (13).
To guarantee the invariance of the barrier function, we
include a Lyapunov stability LMI in [15] for the norm-bound
LDI model H+ 2αQ ? ?A3S2Q −µxI ?
B3Y 0 −µuI
  0, (19)
where µx and µu are positive real scalar variables, α is a
basic decay rate of the barrier function and H is defined as
H , He{S>1 S2Q+ S>2 A1S2Q+ S>2 B1Y}
+µxS>2 A2A>2 S2 + µuS>2 B2B>2 S2
(20)
where He{?} , ?+ ?>.
Finally, the volume of the ellipsoid B≤0 is maximized
through the cost function of the log of the determinant
of Q [15]. A barrier pair synthesis sub-problem (B, k) =
BP(xe, ad, a¯1, · · · , a¯no , Z0, U) for finding a sub-level set
B≤0 that contains the desired AP region ad and excludes the
undesirable AP regions a1, a2, · · · , ano can be expressed as
maximize
Q, Y
log(det(Q))
subject to Q  0,
(14), (15), (16), (17), (18), (19)
(21)
which automatically generates a barrier pair (B, k) if the
problem is feasible.
C. Barrier Pair Sampling Algorithm
In Algorithm 1, line 5-7 can be considered as the essential
steps of building a RRT trajectory with the rest of the
algorithm checking the state constraint satisfaction and the
distance to xinit. We leverage these essential steps of RRT to
combine the barrier pair into a sequence that connects two
AP regions in the reachable workspace.
Algorithm 2 describes our barrier pair rapidly-exploring
random tree (BP-RRT) method. Line 1-6 in Algorithm 2
initialize the graph by creating two barrier pairs which
contain workspace regions ainit and agoal. The graph starts
from the barrier pair of agoal. In order to build the graph,
a joint position qrand is sampled in line 8. If a sample of
qrand is not reachable because of the undesirable AP regions,
it will be excluded from the rest of the algorithm in line 10.
Line 11-14 in Algorithm 2 is similar to line 5-7 in Algo-
rithm 1. However, instead of applying a constant incremental
distance δ as RRT, the new equilibrium qnew is obtained by
projecting the random equilibrium qrand to the hyper-surface
of level set Benear of the nearest barrier pair with −1 < e ≤ 0
(Fig. 2). Therefore, qnew is always inside the boundaries of
the previously created barrier pairs and there is no need to
check if qnew satisfies the AP constraints.
The algorithm terminates if there exists a sub-level set
B≤enew of a new barrier pair that contains the equilibrium of
the barrier pair of ainit. Then, the branch that connects ainit
and agoal can be extracted from the BP-RRT graph. The
barrier pair sequence is executed in reverse order for barrier
pair synthesis to achieve the transition from ainit to agoal.
V. EXAMPLE
Our BP-RRT algorithm is demonstrated through a simu-
lation of a 2-link manipulator robot with an equal length of
0.75 m for each link, a mass of 2.5 kg located at the distal
end of each link, and a torque limit of 25 N ·m for each
joint. Fig. 3 shows the definition of APs in the workspace of
the robot end effector, where a0, a1, a2 represent the desired
task regions, a3, a4, a5 represent obstacle regions, and a6
represents the region where the robot’s base is located. A
LTL specification φ is defined as
φ , φinit ∧ φlive ∧ φsafe
φinit , a0
φlive , ♦a0 ∧♦a1 ∧♦a2
φsafe , (freeU (a0 ∨ a1 ∨ a2))
(22)
where , ♦, and U are the LTL operators representing
‘always’, ‘eventually’, and ‘until’ [18]. In addition, we define
free , ¬ 6∨
i=0
ai. Although the robot’s end effector moves in
a convex workspace region Xconvex , {[x, y]> : x2 + y2 ≤
2.25}, the free workspace region Xfree , Xconvexr
6⋃
i=0
ai is
non-convex.
Fig. 4 shows a Buchi automaton corresponding to φ. An
accepting run of the Buchi automaton starts from a0 and
repeats the sequence of a0, free, a1, free, a2, free such that
−1.0 −0.5 0.0 0.5 1.0
−1
.0
−0
.5
0.
0
0.
5
1.
0 a0
a1
a4 a5
a2
a6
a3
m2
m1
q1
q2
l1
l2
x (m)
y
(m
)
Fig. 3. A 2-link manipulator robot (blue) moves its end effector in a
workspace with AP regions (red).
s1
s4
s2
s3
s0
a0 ∨ a1 ∨ free
a1a0
start
a0 ∨ a2 ∨ free
a2
a1 ∨ a2 ∨ free a1 ∨ a2 ∨ free
a0
Fig. 4. A Buchi automaton represents LTL specification φ.
the accept state s3 of the Buchi automata is visited infinitely
often.
In order to implement this accepting run of the Buchi
automaton, we use BP-RRT to build barrier pair sequences
from a0 to a1, from a1 to a2, and from a2 to a0 (see
Fig. 5). The value of the barrier function threshold e is set
to be −0.2. In the barrier pair synthesis sub-problem, the
value of barrier function decay rate α is set to be 1. The
video of the trace execution using BP-RRT is available at
https://youtu.be/JiqQs1n9AM8.
VI. DISCUSSION
In (2), we define a forward kinematics equation with the
same number of dimensions between the joint space and
workspace. In the case of a redundant robotic system, the
workspace position can be realized by an infinite number of
joint space configurations in a manifold. Potential issues are
raised in some of the barrier pair synthesis sub-problems,
which rely on the unique solutions of the inverse kinematics
function R(·) in LMI (14). To solve this type of issue, we
can replace R(·) by a pseudo-inverse of the Jacobian function
J(·) for enforcing uniqueness.
(a) a0, free, a1 (b) a1, free, a2 (c) a2, free, a0
x (m) x (m) x (m)
y
(m
)
−1.0 −0.5 0.0 0.5 1.0−1.0 −0.5 0.0 0.5 1.0−1.0 −0.5 0.0 0.5 1.0
−1
.0
−0
.5
0.
0
0.
5
1.
0
Fig. 5. Barrier pair sub-level sets (blue) connect ainit and agoal (red non-striped) and avoid passing through the undesirable AP regions (red striped).
In the 2-DOF manipulator example, we set x¯ = y¯ =
0.2 m for defining the state-space constraints introduced in
(12). Under these constraints, the resulting volumes of the
ellipsoidal regions of attraction are sufficient for covering
the desirable regions and exploring the reachable workspace.
The volumes of the ellipsoidal regions of attraction will be
smaller if the barrier pair synthesis uses smaller values of x¯
and y¯. However, if we adopt larger values of x¯ and y¯, the
barrier pair synthesis does not guarantee to generate larger
ellipsoidal regions of attraction due to the increment of the
uncertainty in the norm-bound LDI model. For achieving the
optimal size of the ellipsoidal region of attraction, the barrier
pair synthesis needs to keep a balance between the state-
space constraints and the model uncertainty.
In this paper, the proposed BP-RRT algorithm generates
the low-level controllers for executing an accepting run of
a nondeterministic Buchi automaton representing the given
LTL specification. In a more general case, the high-level
discrete controller is in the form of a finite-state transition
system instead of a particular accepting run of the LTL
specification. Similar to the process we show in our 2-DOF
manipulator example, the barrier pair sequences that execute
the discrete state transitions can be created off-line using the
BP-RRT method and activated following the requests from
the finite-state transition system.
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