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Abstract. Algorithms based on upper-confidence bounds for balancing
exploration and exploitation are gaining popularity since they are easy
to implement, efficient and effective. In this paper we consider a variant
of the basic algorithm for the stochastic, multi-armed bandit problem
that takes into account the empirical variance of the different arms. In
earlier experimental works, such algorithms were found to outperform
the competing algorithms. The purpose of this paper is to provide a the-
oretical explanation of these findings and provide theoretical guidelines
for the tuning of the parameters of these algorithms. For this we analyze
the expected regret and for the first time the concentration of the regret.
The analysis of the expected regret shows that variance estimates can
be especially advantageous when the payoffs of suboptimal arms have
low variance. The risk analysis, rather unexpectedly, reveals that except
for some very special bandit problems, the regret, for upper confidence
bounds based algorithms with standard bias sequences, concentrates only
at a polynomial rate. Hence, although these algorithms achieve logarith-
mic expected regret rates, they seem less attractive when the risk of
suffering much worse than logarithmic regret is also taken into account.
1 Introduction and notations
In this paper we consider stochastic multi-armed bandit problems. The origi-
nal motivation of bandit problems comes from the desire to optimize efficiency
in clinical trials when the decision maker can choose between treatments but
initially does not know which of the treatments is the most effective one [9].
Multi-armed bandit problems became popular with the seminal paper of Rob-
bins [8], after which they have found applications in diverse fields, such as control,
economics, statistics, or learning theory.
Formally, a K-armed bandit problem (K ≥ 2) is defined by K distributions,
ν1, . . . , νK , one for each “arm” of the bandit. Imagine a gambler playing with
these K slot machines. The gambler can pull the arm of any of the machines.
Successive plays of arm k yield a sequence of independent and identically dis-
tributed (i.i.d.) real-valued random variables Xk,1, Xk,2, . . . , coming from the
distribution νk. The random variable Xk,t is the payoff (or reward) of the k-th
arm when this arm is pulled the t-th time. Independence also holds for rewards
across the different arms. The gambler facing the bandit problem wants to pull
the arms so as to maximize his cumulative payoff.
The problem is made challenging by assuming that the payoff distributions
are initially unknown. Thus the gambler must use exploratory actions in order
to learn the utility of the individual arms, making his decisions based on the
available past information. However, exploration has to be carefully controlled
since excessive exploration may lead to unnecessary losses. Hence, efficient on-
line algorithms must find the right balance between exploration and exploitation.
Since the gambler cannot use the distributions of the arms (which are not
available to him) he must follow a policy, which is a mapping from the space of
possible histories, ∪t∈N+{1, . . . ,K}t×Rt, into the set {1, . . . ,K}, which indexes
the arms. Let µk = E[Xk,1] denote the expected reward of arm k.
4 By definition,
an optimal arm is an arm having the largest expected reward. We will use k∗
to denote the index of such an arm. Let the optimal expected reward be µ∗ =
max1≤k≤K µk.
Further, let Tk(t) denote the number of times arm k is chosen by the pol-
icy during the first t plays and let It denote the arm played at time t. The
(cumulative) regret at time n is defined by
Rˆn ,
n∑
t=1
Xk∗,t −
n∑
t=1
XIt,TIt(t).
Oftentimes, the goal is to minimize the expected (cumulative) regret of the
policy, E[Rˆn]. Clearly, this is equivalent to maximizing the total expected reward
achieved up to time n. It turns out that the expected regret satisfies
E[Rˆn] =
K∑
k=1
E[Tk(n)]∆k,
where ∆k , µ
∗ − µk is the expected loss of playing arm k. Hence, an algorithm
that aims at minimizing the expected regret should minimize the expected sam-
pling times of suboptimal arms.
Early papers studied stochastic bandit problems under Bayesian assump-
tions (e.g., [5]). Lai and Robbins [6] studied bandit problems with parametric
uncertainties. They introduced an algorithm that follows what is now called the
“optimism in the face of uncertainty”. Their algorithm computes upper con-
fidence bounds for all the arms by maximizing the expected payoff when the
parameters are varied within appropriate confidence sets derived for the param-
eters. Then the algorithm chooses the arm with the highest such bound. They
4
N denotes the set of natural numbers, including zero and N+ denotes the set of
strictly positive integers.
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show that the expected regret increases logarithmically only with the number of
trials and prove that the regret is asymptotically the smallest possible up to a
sublogarithmic factor for the considered family of distributions. Agrawal [1] has
shown how to construct such optimal policies starting from the sample-mean of
the arms. More recently, Auer et al. [3] considered the case when the rewards
come from a bounded support, say [0, b], but otherwise the reward distributions
are unconstrained. They have studied several policies, most notably UCB1 which
constructs the Upper Confidence Bounds (UCB) for arm k at time t by adding
the bias factor √
2b2 log t
Tk(t− 1)
to its sample-mean. They have proven that the expected regret of this algorithm
satisfies
E[Rˆn] ≤ 8
(∑
k:µk<µ∗
b2
∆k
)
log(n) +O(1). (1)
In the same paper they propose UCB1-NORMAL, that is designed to work with
normally distributed rewards only. This algorithm estimates the variance of the
arms and uses these estimates to refine the bias factor. They show that for this
algorithm when the rewards are indeed normally distributed with means µk and
variances σ2k,
E[Rˆn] ≤ 8
∑
k:µk<µ∗
(
32σ2k
∆k
+∆k
)
log(n) +O(1). (2)
Note that one major difference of this result and the previous one is that
the regret-bound for UCB1 scales with b2, while the regret bound for UCB1-
NORMAL scales with the variances of the arms. First, let us note that it can
be proven that the scaling behavior of the regret-bound with b is not a proof
artifact: The expected regret indeed scales with Ω(b2). Since b is typically just
an a priori guess on the size of the interval containing the rewards, which might
be overly conservative, it is desirable to lessen the dependence on it.
Auer et al. introduced another algorithm, UCB1-Tuned, in the experimental
section of their paper. This algorithm, similarly to UCB1-NORMAL uses the
empirical estimates of the variance in the bias sequence. Although no theoretical
guarantees were derived for UCB1-Tuned, this algorithm has been shown to
outperform the other algorithms considered in the paper in essentially all the
experiments. The superiority of this algorithm has been reconfirmed recently in
the latest Pascal Challenge [4]. Intuitively, algorithms using variance estimates
should work better than UCB1 when the variance of some suboptimal arms is
much smaller than b2, since these arms will be less often drawn: suboptimal arms
are more easily spotted by algorithms using variance estimates.
In this paper we study the regret ofUCB-V, which is a generic UCB algorithm
that use variance estimates in the bias sequence. In particular, the bias sequences
of UCB-V take the form√
2Vk,Tk(t−1)ETk(t−1),t
Tk(t− 1) + c
3bETk(t−1),t
Tk(t− 1) ,
3
where Vk,s is the empirical variance estimate for arm k based on s samples, E
(viewed as a function of (s, t)) is a so-called exploration function for which a
typical choice is Es,t = ζ log(t) (thus in this case, E independent of s). Here
ζ, c > 0 are tuning parameters that can be used to control the behavior of the
algorithm.
One major result of the paper (Corollary 1) is a bound on the expected
regret that scales in an improved fashion with b. In particular, we show that for
a particular settings of the parameters of the algorithm,
E[Rˆn] ≤ 10
∑
k:µk<µ∗
(
σ2k
∆k
+ 2b
)
log(n).
The main difference to the bound (1) is that b2 is replaced by σ2k, though b still
appears in the bound. This is indeed the major difference to the bound (2).5
In order to prove this result we will prove a novel tail bound on the sample
average of i.i.d. random variables with bounded support that, unlike previous
similar bounds, involves the empirical variance and which may be of independent
interest (Theorem 1). Otherwise, the proof of the regret bound involves the
analysis of the sampling times of suboptimal arms (Theorem 2), which contains
significant advances compared with the one in [3]. This way we obtain results
on the expected regret for a wide class of exploration functions (Theorem 3).
For the “standard” logarithmic sequence we will give lower limits on the tuning
parameters: If the tuning parameters are below these limits the loss goes up
considerably (Theorems 4,5).
The second major contribution of the paper is the analysis of the risk that
the studied upper confidence based policies have a regret much higher than its
expected value. To our best knowledge no such analysis existed for this class
of algorithms so far. In order to analyze this risk, we define the (cumulative)
pseudo-regret at time n via
Rn =
K∑
k=1
Tk(n)∆k.
Note that the expectation of the pseudo-regret and the regret are the same:
E[Rn] = E[Rˆn]. The difference of the regret and the pseudo-regret comes from the
randomness of the rewards. Sections 4 and 5 develop high probability bounds for
the pseudo-regret . The same kind of formulae can be obtained for the cumulative
regret (see Remark 2 p.13).
Interestingly, our analysis revealed some tradeoff that we did not expect: As
it turns out, if one aims for logarithmic expected regret (or, more generally, for
subpolynomial regret) then the regret does not necessarily concentrate expo-
nentially fast around its mean (Theorem 7). In fact, this is the case when with
positive probability the optimal arm yields a reward smaller than the expected
5 Although this is unfortunate, it is possible to show that the dependence on b is
unavoidable.
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reward of some suboptimal arm. Take for example two arms satisfying this con-
dition and with µ1 > µ2: the first arm is the optimal arm and ∆2 = µ1−µ2 > 0.
Then the distribution of the pseudo-regret at time n will have two modes, one
at Ω(log n) and the other at Ω(∆2n). The probability mass associated with this
second mass will decay polynomially with n where the rate of decay depends on
∆2. Above the second mode the distribution decays exponentially. By increasing
the exploration rate the situation can be improved. Our risk tail bound (The-
orem 6) makes this dependence explicit. Of course, increasing exploration rate
increases the expected regret. This illustrates the tradeoff between the expected
regret and the risk of achieving much worse than the expected regret. One les-
son is thus that if in an application risk is important then it might be better to
increase the exploration rate.
In Section 5, we study a variant of the algorithm obtained by Es,t = Es.
In particular, we show that with an appropriate choice of Es = Es(β), for any
0 < β < 1, for an infinite number of plays, the algorithm achieves finite cumu-
lative regret with probability 1 − β (Theorem 8). Hence, we name this variant
PAC-UCB (“Probably approximately correct UCB”). Besides, for a finite time-
horizon n, choosing β = 1/n then yields a logarithmic bound on the regret that
fails with probability O(1/n) only. This should be compared with the bound
O(1/ log(n)a), a > 0 obtained for the standard choice Es,t = ζ log t in Corol-
lary 2. Hence, we conjecture that knowing the time horizon might represent a
significant advantage.
Due to limited space, some of the proofs are absent from this paper. All the
proofs can be found in the extended version [2].
2 The UCB-V algorithm
For any k ∈ {1, . . . ,K} and t ∈ N, let Xk,t and Vk,t be the empirical estimates
of the mean payoff and variance of arm k:
Xk,t ,
1
t
t∑
i=1
Xk,i and Vk,t ,
1
t
t∑
i=1
(Xk,i −Xk,t)2,
where by convention Xk,0 , 0 and Vk,0 , 0. We recall that an optimal arm is
an arm having the best expected reward k∗ ∈ argmaxk∈{1,...,K} µk. We denote
quantities related to the optimal arm by putting ∗ in the upper index.
In the following, we assume that the rewards are bounded. Without loss of
generality, we may assume that all the rewards are almost surely in [0, b], with
b > 0. We summarize our assumptions on the reward sequence here:
Assumptions: Let K > 2, ν1, . . . , νK distributions over reals with support
[0, b]. For 1 ≤ k ≤ K, let {Xk,t} ∼ νk be an i.i.d. sequence of random variables
specifying the rewards for arm k.6 Assume that the rewards of different arms
are independent of each other, i.e., for any k, k′, 1 ≤ k < k′ ≤ K, t ∈ N+,
6 The i.i.d. assumption can be relaxed, see e.g., [7].
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the collection of random variables, (Xk,1, . . . , Xk,t) and (Xk′,1, . . . , Xk′,t), are
independent of each other.
2.1 The algorithm
Let c ≥ 0. Let E = (Es,t)s≥0,t≥0 be nonnegative real numbers such that for
any s ≥ 0, the function t 7→ Es,t is nondecreasing. We shall call E (viewed as a
function of (s, t)) the exploration function. For any arm k and any nonnegative
integers s, t, introduce
Bk,s,t , Xk,s +
√
2Vk,sEs,t
s
+ c
3bEs,t
s
(3)
with the convention 1/0 = +∞.
UCB-V policy:
At time t, play an arm maximizing Bk,Tk(t−1),t.
Let us roughly describe the behavior of the algorithm. At the beginning (i.e.,
for small t), every arm that has not been drawn is associated with an infinite
bound which will become finite as soon as the arm is drawn. The more an arm k
is drawn, the closer the bound (3) gets close to its first term, and thus, from the
law of large numbers, to the expected reward µk. So the procedure will hopefully
tend to draw more often arms having greatest expected rewards.
Nevertheless, since the obtained rewards are stochastic it might happen that
during the first draws the (unknown) optimal arm always gives low rewards.
Fortunately, if the optimal arm has not been drawn too often (i.e., small Tk∗(t−
1)), for appropriate choices of E (when Es,t increases without bounds in t for any
fixed s), after a while the last term of (3) will start to dominate the two other
terms and will also dominate the bound associated with the arms drawn very
often. Thus the optimal arm will be drawn even if the empirical mean of the
obtained rewards, Xk∗,Tk∗(t−1), is small. More generally, such choices of E lead
to the exploration of arms with inferior empirical mean. This is why E is referred
to as the exploration function. Naturally, a high-valued exploration function also
leads to draw often suboptimal arms. Therefore the choice of E is crucial in order
to explore possibly suboptimal arms while keeping exploiting (what looks like to
be) the optimal arm.
The actual form of Bk,s,t comes from the following novel tail bound on the
sample average of i.i.d. random variables with bounded support that, unlike
previous similar bounds (Bennett’s and Bernstein’s inequalities), involves the
empirical variance.
Theorem 1. Let X1, . . . , Xt be i.i.d. random variables taking their values in
[0, b]. Let µ = E [X1] be their common expected value. Consider the empirical
expectation Xt and variance Vt defined respectively by
Xt =
∑t
i=1 Xi
t
and Vt =
∑t
i=1(Xi −Xt)2
t
.
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Then for any t ∈ N and x > 0, with probability at least 1− 3e−x,
|Xt − µ| ≤
√
2Vtx
t
+
3bx
t
. (4)
Furthermore, introducing
β(x, t) = 3 inf
1<α≤3
( log t
logα
∧ t
)
e−x/α, (5)
we have for any t ∈ N and x > 0, with probability at least 1− β(x, t)
|Xs − µ| ≤
√
2Vsx
s
+
3bx
s
(6)
hold simultaneously for s ∈ {1, 2, . . . , t}.
Remark 1. The uniformity in time is the only difference between the two asser-
tions of the previous theorem. When we use (6), the values of x and t will be
such that β(x, t) is of order of 3e−x, hence there will be no real price to pay for
writing a version of (4) that is uniform in time. In particular, this means that
if 1 ≤ S ≤ t is a random variable then (6) still holds with probability at least
1− β(x, t) and when s is replaced with S.
Note that (4) is useless for t ≤ 3 since its r.h.s. is larger than b. For any
arm k, time t and integer 1 ≤ s ≤ t we may apply Theorem 1 to the rewards
Xk,1, . . . , Xk,s, and obtain that with probability at least 1− 3
∑∞
s=4 e
−(c∧1)Es,t,
we have µk ≤ Bk,s,t. Hence, by our previous remark at time t with high prob-
ability (for a high-valued exploration function E) the expected reward of arm k
is upper bounded by Bk,Tk(t−1),t. The user of the generic UCB-V policy has two
parameters to tune: the exploration function E and the positive real number c.
A cumbersome technical analysis (not reproduced here) shows that there are
essentially two interesting types of exploration functions:
– the ones in which Es,t depends only on t (see Sections 3 and 4).
– the ones in which Es,t depends only on s (see Section 5).
2.2 Bounds for the sampling times of suboptimal arms
The natural way of bounding the regret of UCB policies is to bound the number
of times suboptimal arms are drawn (or the inferior sampling times). The bounds
presented here significantly improve the ones used in [3]. This improvement is
necessary to get tight bounds for the interesting case where the exploration
function is logarithmic. The idea of the bounds is that the inferior sampling
time of an arm can be bounded in terms of the number of times the UCB for the
arm considered is over a some threshold value (τ in the statement below) and
the number of times the UCB for an optimal arm is below the same threshold.
Note that even though the above statements hold for any arm, they will be only
useful for suboptimal arms. In particular, for a suboptimal arm the threshold
can be chosen to lie between the payoff of an optimal arm and the payoff of the
arm considered.
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Theorem 2. Consider UCB-V. Then, after K plays, each arm has been pulled
once. Further, the following holds: Let arm k and time n ∈ N+ be fixed. For any
τ ∈ R and any integer u > 1, we have
Tk(n) ≤ u+
∑n
t=u+K−1
(
1{∃s:u≤s≤t−1 s.t. Bk,s,t>τ}
+1{∃s∗:1≤s∗≤t−1 s.t. τ≥Bk∗,s∗,t}
)
,
(7)
hence
E [Tk(n)] ≤ u+
∑n
t=u+K−1
∑t−1
s=u P
(
Bk,s,t > τ
)
+
∑n
t=u+K−1 P
(∃s : 1 ≤ s ≤ t− 1 s.t. Bk∗,s,t ≤ τ). (8)
Besides we have
P
(
Tk(n) > u
)
≤∑nt=3 P(Bk,u,t > τ)+ P(∃s : 1 ≤ s ≤ n− u s.t. Bk∗,s,u+s ≤ τ). (9)
Proof. The first assertion is trivial since at the beginning all arms has an infinite
UCB, which becomes finite as soon as the arm has been played once. To obtain
(7), we note that
Tk(n)− u ≤
n∑
t=u+K−1
1{It=k;Tk(t)>u} =
n∑
t=u+K−1
Zk,t,u,
where
Zk,t,u = 1{It=k; u≤Tk(t−1); 1≤Tk∗ (t−1);Bk,Tk(t−1),t≥Bk∗,Tk∗ (t−1),t}
≤ 1{∃s:u≤s≤t−1 s.t. Bk,s,t>τ} + 1{∃s∗:1≤s∗≤t−1 s.t. τ≥Bk∗,s∗,t}
Taking the expectation on both sides of (7) and using the probability union
bound, we obtain (8). Finally, (9) comes from a more direct argument that
uses the fact that the exploration function ξs,t is a nondecreasing function with
respect to t. Consider an event such that the following statements hold:{∀t : 3 ≤ t ≤ n s.t. Bk,u,t ≤ τ,
∀s : 1 ≤ s ≤ n− u s.t. Bk∗,s,u+s > τ. .
Then for any 1 ≤ s ≤ n− u and u+ s ≤ t ≤ n,
Bk∗,s,t ≥ Bk∗,s,u+s > τ ≥ Bk,u,t.
This implies that arm k will not be pulled a (u+ 1)-th time. Therefore we have
proved by contradiction that
{
Tk(n) > u
} ⊂ ({∃t : 3 ≤ t ≤ n s.t. Bk,u,t > τ}
∪{∃s : 1 ≤ s ≤ n− u s.t. Bk∗,s,u+s ≤ τ}), (10)
which by taking probabilities of both sides gives the announced result.
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3 Expected regret of UCB-V
In this section, we consider that the exploration function does not depend on s
(yet, E = (Et)t≥0 is still nondecreasing with t). We will see that as far as the
expected regret is concerned, a natural choice of Et is the logarithmic function
and that c should not be taken too small if one does not want to suffer polynomial
regret instead of logarithmic one. We derive bounds on the expected regret and
conclude by specifying natural constraints on c and Et.
Theorem 3. We have
P(Bk,s,t > µ
∗) ≤ 2e−s∆2k/(8σ2k+4b∆k/3), (11)
and
E[Rn] ≤
∑
k:∆k>0
{
1 + 8(c ∨ 1)En
(
σ2k
∆2k
+
2b
∆k
)
+ne−En
(
24σ2k
∆2
k
+ 4b∆k
)
+
n∑
t=16En
β
(
(c ∧ 1)Et, t
)}
∆k,
(12)
where we recall that β
(
(c ∧ 1)Et, t
)
is essentially of order e−(c∧1)Et (see (5) and
Remark 1).
Proof. Let E ′n = (c ∨ 1)En. We use (8) with u being the smallest integer larger
than 8
( σ2k
∆2
k
+ 2b∆k
)E ′n and τ = µ∗. For any s ≥ u and t ≥ 2, we have
P(Bk,s,t > µ
∗) = P
(
Xk,s +
√
2Vk,sEt
s + 3bc
Et
s
> µk +∆k
)
≤ P(Xk,s +√ 2[σ2k+b∆k/2]Ets + 3bcEts > µk +∆k)+ P(Vk,s ≥ σ2k + b∆k/2)
≤ P(Xk,s − µk > ∆k/2)+ P(Psj=1(Xk,j−µk)2s − σ2k ≥ b∆k/2)
≤ 2e−s∆2k/(8σ2k+4b∆k/3),
(13)
proving (11). Here in the last step we used Bernstein’s inequality twice and in the
second inequality we used that the choice of u guarantees that for any u ≤ s < t
and t ≥ 2,
√
2[σ2
k
+b∆k/2]Et
s + 3bc
Et
s ≤
√
[2σ2
k
+b∆k]E′n
u + 3b
E′n
u ≤
√
[2σ2
k
+b∆k]∆
2
k
8[σ2
k
+2b∆k]
+
3b∆2k
8[σ2
k
+2b∆k]
= ∆k2
[√
2σ2
k
+b∆k
2σ2
k
+4b∆k
+ 3b∆k
4σ2
k
+8b∆k
]
≤ ∆k2 ,
(14)
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since the last inequality is equivalent to (x − 1)2 ≥ 0 with x =
√
2σ2
k
+b∆k
2σ2
k
+4b∆k
.
Summing up the probabilities in Equation (13) we obtain
t−1∑
s=u
P(Bk,s,t > µ
∗) ≤ 2
∞∑
s=u
e−s∆
2
k/(8σ
2
k+4b∆k/3) = 2
e−u∆
2
k/(8σ
2
k+4b∆k/3)
1− e−∆2k/(8σ2k+4b∆k/3)
≤
(
24σ2k
∆2
k
+ 4b∆k
)
e−u∆
2
k/(8σ
2
k+4b∆k/3) ≤
(
24σ2k
∆2
k
+ 4b∆k
)
e−E
′
n , (15)
where we have used that 1 − e−x ≥ 2x/3 for 0 ≤ x ≤ 3/4. By using (6) of
Theorem 1 to bound the other probability in (8), we obtain that
E [Tk(n)] ≤ 1 + 8E ′n
(
σ2k
∆2k
+
2b
∆k
)
+ ne−E
′
n
(
24σ2k
∆2k
+
4b
∆k
)
+
n∑
t=u+1
β((c ∧ 1)Et, t),
which by u ≥ 16En gives the announced result.
In order to balance the terms in (12) the exploration function should be
chosen to be proportional to log t. For this choice, the following corollary gives
an explicit bound on the expected regret:
Corollary 1. If c = 1 and Et = ζ log t for ζ > 1, then there exists a constant cζ
depending only on ζ such that for n ≥ 2
E[Rn] ≤ cζ
∑
k:∆k>0
(
σ2k
∆k
+ 2b
)
logn. (16)
For instance, for ζ = 1.2, the result holds for cζ = 10.
Proof (Sketch of the proof). The first part, (16), follows directly from Theorem 3.
Let us thus turn to the numerical result. For n ≥ K, we have Rn ≤ b(n − 1)
(since in the first K rounds, the optimal arm is chosen at least once). As a
consequence, the numerical bound is nontrivial only for 20 logn < n− 1, so we
only need to check the result for n > 91. For n > 91, we bound the constant term
using 1 ≤ log nlog 91 ≤ a1 2b∆k (log n), with a1 = 1/(2 log 91) ≈ 0.11. The second term
between the brackets in (12) is bounded by a2
( σ2k
∆2
k
+ 2b∆k
)
logn, with a2 = 8×1.2 =
9.6. For the third term, we use that for n > 91, we have 24n−0.2 < a3 logn,
with a3 =
24
910.2×log 91 ≈ 0.21. By tedious computations, the fourth term can
be bounded by a4
2b
∆k
(logn), with a4 ≈ 0.07. This gives the desired result since
a1 + a2 + a3 + a4 ≤ 10.
As promised, Corollary 1 gives a logarithmic bound on the expected regret
that has a linear dependence on the range of the reward, contrary to bounds for
algorithms that do not take into account the empirical variance of the rewards
(see e.g. the bound (1) that holds for UCB1).
The previous corollary is well completed by the following result, which es-
sentially says that we should not use Et = ζ log t with ζ < 1.
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Theorem 4. Consider Et = ζ log t and let n denote the total number of draws.
Whatever c is, if ζ < 1, then there exist some reward distributions (depending
on n) such that
– the expected number of draws of suboptimal arms using the UCB-V algorithm
is polynomial in the total number of draws
– the UCB-V algorithm suffers a polynomial loss.
So far we have seen that for c = 1 and ζ > 1 we obtain a logarithmic regret,
and that the constant ζ should not be taken below 1 (whatever c is) without
risking to suffer polynomial regret. Now we consider the last term in Bk,s,t, which
is linear in the ratio Et/s, and show that this term is also necessary to obtain a
logarithmic regret, since we have:
Theorem 5. Consider Et = ζ log t. Whatever ζ is, if cζ < 1/6, there exist
probability distributions of the rewards such that the UCB-V algorithm suffers a
polynomial loss.
To conclude the above analysis, natural values for the constants appearing
in the bound are the following ones
Bk,s,t , Xk,s +
√
2Vk,s log t
s
+
b log t
2s
.
This choice corresponds to the critical exploration function Et = log t and to
c = 1/6, that is, the minimal associated value of c in view of the previous
theorem. In practice, it would be unwise (or risk seeking) to use smaller constants
in front of the last two terms.
4 Concentration of the regret
In real life, people are not only interested in the expected rewards that they
can obtain by some policy. They also want to estimate probabilities of obtaining
much less rewards than expected, hence they are interested in the concentration
of the regret. This section starts with the study of the concentration of the
pseudo-regret, since, as we will see in Remark 2 p.13, the concentration properties
of the regret follow from the concentration properties of the pseudo-regret.
We still assume that the exploration function does not depend on s and that
E = (Et)t≥0 is nondecreasing. Introduce
β˜n(t) , 3 min
α≥1 M∈N
s0=0<s1<···<sM=n
s.t. sj+1≤α(sj+1)
M−1∑
j=0
e−
(c∧1)Esj+t+1
α .
(17)
We have seen in the previous section that in order to obtain logarithmic
expected regret, it is natural to take a logarithmic exploration function. In this
case, and also when the exploration function goes to infinity faster than the
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logarithmic function, the complicated sum in (17), up to second order logarithmic
terms, is of the order e−(c∧1)Et. This can be seen by considering (disregarding
rounding issues) the geometric grid sj = α
j with α close to 1. The next theorem
provides a bound for the tails of the pseudo-regret.
Theorem 6. Let
vk , 8(c ∨ 1)
(
σ2k
∆2k
+
4b
3∆k
)
, r0 ,
∑
k:∆k>0
∆k
(
1 + vkEn
)
.
Then, for any x ≥ 1, we have
P
(
Rn > r0x
) ≤ ∑
k:∆k>0
{
2ne−(c∨1)Enx + β˜n(⌊vkEnx⌋)
}
, (18)
where we recall that β˜n(t) is essentially of order e
−(c∧1)Et (see the above discus-
sion).7
Proof (sketch of the proof). First note that
P
(
Rn > r0x
)
= P
{ ∑
k:∆k>0
∆kTk(n) >
∑
k:∆k>0
∆k(1 + vkEn)x
}
≤
∑
k:∆k>0
P
{
Tk(n) > (1 + vkEn)x
}
.
Let E ′n = (c∨1)En. We use (9) with τ = µ∗ and u = ⌊(1 + vkEn)x⌋ ≥ vkEnx. From
(11) of Theorem 3 , we have P(Bk,u,t > µ
∗) ≤ 2e−u∆2k/(8σ2k+4b∆k/3) ≤ 2e−E′nx.
To bound the other probability in (9), we use α ≥ 1 and the grid s0, . . . , sM
realizing the minimum of (17) when t = u. Let Ij = {sj + 1, . . . , sj+1}. Then
P
(∃s : 1 ≤ s ≤ n− u s.t. Bk∗,s,u+s ≤ µ∗) ≤ M−1∑
j=0
P
(∃s ∈ Ij s.t. Bk∗,s,sj+u+1 ≤ µ∗)
≤
M−1∑
j=0
P
(∃s ∈ Ij s.t. s(Xk∗,s − µ∗) +√2sVk∗,sEsj+u+1 + 3bcEsj+u+1 ≤ 0)
≤ 3
M−1∑
j=0
e−
(c∧1)Esj+u+1
α = β˜n(u) ≤ β˜n(⌊vkEnx⌋),
where the second to last inequality comes from an appropriate union bound
argument (see [2] for details).
When En ≥ logn, the last term is the leading term. In particular, when c = 1
and Et = ζ log t with ζ > 1, Theorem 6 leads to the following corollary, which
essentially says that for any z > γ logn with γ large enough,
P
(
Rn > z
) ≤ C z−ζ,
for some constant C > 0:
7 Here ⌊x⌋ denotes the largest integer smaller or equal to x.
12
Corollary 2. When c = 1 and Et = ζ log t with ζ > 1, there exist κ1 > 0 and
κ2 > 0 depending only on b, K, (σk)k∈{1,...,K}, (∆k)k∈{1,...,K} satisfying that for
any ε > 0 there exists Γε > 0 (tending to infinity when ε goes to 0) such that for
any n ≥ 2 and any z > κ1 logn
P
(
Rn > z
) ≤ κ2Γε log z
zζ(1−ε)
Since the regret is expected to be of order logn the condition z = Ω(logn) is not
an essential restriction. Further, the regret concentration, although increasing
with ζ, is pretty slow. For comparison, remember that a zero-mean martingale
Mn with increments bounded by 1 would satisfy P(Mn > z) ≤ exp(−2z2/n).
The slow concentration for UCB-V happens because the first Ω(log(t)) choices
of the optimal arm can be unlucky, in which case the optimal arm will not be
selected any more during the first t steps. Hence, the distribution of the regret
will be of a mixture form with a mode whose position scales linearly with time
and which decays only at a polynomial rate, which is controlled by ζ.8 This
reasoning relies crucially on that the choices of the optimal arm can be unlucky.
Hence, we have the following result:
Theorem 7. Consider Et = ζ log t with cζ > 1. Let k˜ denote the second optimal
arm. If the essential infimum of the optimal arm is strictly larger than µk˜, then
the pseudo-regret has exponentially small tails. Inversely, if the essential infimum
of the optimal arm is strictly smaller than µk, then the pseudo-regret has only
polynomial tail.
Remark 2. In Theorem 6 and Corollary 2, we have considered the pseudo-regret:
Rn =
∑K
k=1 Tk(n)∆k instead of the regret Rˆn ,
∑n
t=1 Xk∗,t −
∑n
t=1 XIt,TIt (t).
Our main motivation for this was to provide as simple as possible formulae and
assumptions. The following computations explains that when the optimal arm
is unique, one can obtain similar contration bounds for the regret. Consider the
interesting case when c = 1 and Et = ζ log t with ζ > 1. By modifying the
analysis slightly in Corollary 2, one can get that there exists κ1 > 0 such that
for any z > κ1 logn, with probability at least 1 − z−1, the number of draws
of suboptimal arms is bounded by C z for some C > 0. This means that the
algorithm draws an optimal arm at least n−C z times. Now if the optimal arm
is unique, this means that n − Cz terms cancel out in the summations of the
definition of the regret. For the Cz terms which remain, one can use standard
Bernstein inequalities and union bounds to prove that with probability 1−Cz−1,
we have Rˆn ≤ Rn + C′
√
z. Since the bound on the pseudo-regret is of order z
(Corollary 2), a similar bound holds for the regret.
5 PAC-UCB
In this section, we consider that the exploration function does not depend on
t: Es,t = Es. We show that for an appropriate sequence (Es)s≥0, this leads to
8 Note that entirely analogous results hold for UCB1.
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an UCB algorithm which has nice properties with high probability (Probably
Approximately Correct), hence the name of it. Note that in this setting, the
quantity Bk,s,t does not depend on the time t so we will simply write it Bk,s.
Besides, in order to simplify the discussion, we take c = 1.
Theorem 8. Let β ∈ (0, 1). Consider a sequence (Es)s≥0 satisfying Es ≥ 2 and
4K
∑
s≥7 e
−Es ≤ β. (19)
Consider uk the smallest integer such that
uk
Euk
>
8σ2k
∆2
k
+ 26b3∆k . (20)
With probability at least 1 − β, the PAC-UCB policy plays any suboptimal arm
k at most uk times.
Let q > 1 be a fixed parameter. A typical choice for Es is
Es = log(Ksqβ−1) ∨ 2, (21)
up to some additive constant ensuring that (19) holds. For this choice, Theorem 8
implies that for some positive constant κ, with probability at least 1−β, for any
suboptimal arm k (i.e., ∆k > 0), its number of play is bounded by
Tk,β , κ
( σ2k
∆2k
+
1
∆k
)
log
[
K
( σ2k
∆2k
+
b
∆k
)
β−1
]
,
which is independent of the total number of plays! This directly leads to the
following upper bound on the regret of the policy at time n∑K
k=1 Tk(n)∆k ≤
∑
k:∆k>0
Tk,β∆k. (22)
One should notice that the previous bound holds with probability at least 1− β
and on the complement set no small upper bound is possible: one can find a
situation in which with probability of order β, the regret is of order n (even if
(22) holds with probability greater than 1−β). More formally, this means that the
following bound cannot be essentially improved (unless additional assumptions
are imposed):
E[Rn] =
K∑
k=1
E[Tk(n)]∆k ≤ (1 − β)
∑
k:∆k>0
Tk,β∆k + βn
As a consequence, if one is interested in having a bound on the expected regret
at some fixed time n, one should take β of order 1/n (up to a logarithmic factor):
Theorem 9. Let n ≥ 7 be fixed. Consider the sequence Es = log[Kn(s + 1)].
For this sequence, the PAC-UCB policy satisfies
– with probability at least 1− 4 log(n/7)n , for any k : ∆k > 0, the number of plays
of arm k up to time n is bounded by 1 +
( 8σ2k
∆2
k
+ 26b3∆k
)
log(Kn2).
– the expected regret at time n satisfies
E[Rn] ≤
∑
k:∆k>0
( 24σ2k
∆k
+ 30b
)
log(n/3). (23)
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6 Open problem
When the horizon time n is known, one may want to choose the exploration
function E depending on the value of n. For instance, in view of Theorems 3 and 6,
one may want to take c = 1 and a constant exploration function E ≡ 3 logn. This
choice ensures logarithmic expected regret and a nice concentration property:
P
{
Rn > 24
∑
k:∆k>0
(
σ2k
∆k
+ 2b
)
log n
}
≤ Cn . (24)
This algorithm does not behave as the one which simply takes Es,t = 3 log t.
Indeed the algorithm with constant exploration function Es,t = 3 logn concen-
trates its exploration phase at the beginning of the plays, and then switches
to exploitation mode. On the contrary, the algorithm which adapts to the time
horizon explores and exploits during all the time interval [0;n]. However, in view
of Theorem 7, it satisfies only
P
{
Rn > 24
∑
k:∆k>0
( σ2k
∆k
+ 2b
)
logn
}
≤ C
(log n)C
.
which is significantly worse than (24). The open question is: is there an algorithm
that adapts to time horizon which has a logarithmic expected regret and a
concentration property similar to (24)? We conjecture that the answer is no.
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