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Resumen. Se presentan tres posibles formas de aplicar técnicas derivadas del 
tratamiento de la información textual al ámbito de los sistemas de e-learning 
basados en objetos de aprendizaje (learning objects) reutilizables: la generación 
automática de metadatos (LOM. IMS-MD, SCORM, Dublín Core) a partir de 
recursos didácticos, la generación automática de cuestionarios de evaluación 
(IMS-QTI), y la construcción de buscadores lingüísticos de objetos didácticos 
en repositorios normalizados (IMS-DRI) y en repositorios semánticos basados 
en ontologías. 
1 Introducción 
La Ingeniería Lingüística tiene como principal objetivo proporcionar medios para 
ampliar y mejorar la utilización de la Lengua, haciendo de ella una herramienta más 
eficaz. Desde el punto de vista tecnológico, la Ingeniería Lingüística ayuda a mejorar 
la utilización de la Lengua en los sistemas informáticos, asimilando, analizando, se-
leccionando y presentando la información con el objetivo de que las máquinas lle-
guen a “entender” el lenguaje natural y, de esta forma, se satisfagan las necesidades 
de información de los usuarios con mayor precisión y se contribuya a superar el pro-
blema de exceso de información. Teniendo en cuenta que tales usuarios pueden ser 
los estudiantes que reciben formación a través de sistemas informáticos de e-learning, 
parece evidente que entre ambos campos se pueden establecer diferentes interrelacio-
nes, algunas de la cuales se presentan en este trabajo.  
El resto del artículo está estructurado de la siguiente forma: en primer lugar se rea-
liza una introducción a los fundamentos de la ingeniería lingüística para, a continua-
ción dedicar tres apartados a diferentes propuestas de aplicación de las técnicas de 
esta ingeniería. Las propuestas están relacionadas con la posibilidad de generar de 
forma automática de los metadatos establecidos por especificaciones y estándares de 
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facto, como IEEE-LOM, IMS-MD o SCORM, para los objetos de aprendizaje (lear-
ning objects); con la generación automática de exámenes con formato estándar (IMS-
QTI) a partir de los contenidos de objetos de aprendizaje; y con el desarrollo de sis-
temas avanzados de búsqueda y anotación de objetos en repositorios semánticos con 
arquitectura IMS-DRI.  
2 Fundamentos de la Ingeniería Lingüística 
La secuencia de procesos básicos de la Ingeniería Lingüística consiste fundamental-
mente en la introducción de material en un sistema informático proveniente de dife-
rentes fuentes (habla, texto impreso, etc.); el reconocimiento de la lengua en la que 
está elaborado el material, con distinción de las palabras independientes; la “com-
prensión” del significado del material en el nivel apropiado a cada aplicación especí-
fica; la utilización de la comprensión en aplicaciones de transformación, búsqueda de 
información o traducción; la generación del medio para presentar los resultados de la 
aplicación; y, finalmente, la presentación de los resultados a los usuarios humanos 
mediante un dispositivo periférico adecuado: pantalla, altavoz, impresora, etc. Una 
parte importante de estos procesos se basa en la comprensión del lenguaje natural, 
para lo cual se utilizan lematizadores, analizadores morfológicos, analizadores sintác-
ticos y modelos semánticos. 
 Los lematizadores son programas que implementan algoritmos (en inglés, stem-
ming algorithms) para extraer el lexema o raíz de las palabras, considerando como un 
solo término palabras que literalmente son diferentes pero que poseen una raiz co-
mún. Esto es muy útil en los Sistemas de Recuperación de Información, para conse-
guir que palabras con significado similar se reduzcan a los mismos lexemas. Los 
algoritmos lematizadores se dividen en dos categorías: los algoritmos de supresión de 
sufijos, que se basan en reglas para suprimir sufijos frecuentes en un determinado 
idioma; y los algoritmos de variedad de letras sucesoras, que se basan en árboles de 
letras sucesoras de las palabras, sobre los que se calcula la entropía o variedad máxi-
ma donde se separa el lexema [1, 2, 3]. 
Los analizadores morfológicos se utilizan para describir la información de las fra-
ses a partir de los elementos básicos de la lengua: morfemas, palabras y partes de la 
oración, señalando los grupos de elementos que funcionan como un todo, lo que per-
mite identificar las entidades del texto. Los analizadores sintácticos agrupan los 
constituyentes de las frases tomando como entrada el resultado del proceso de análisis 
morfológico. Permiten extraer componentes más grandes que las palabras de un cor-
pus textual e identificar sintagmas que se pueden agrupar posteriormente en oracio-
nes. Finalmente, los modelos semánticos se utilizan para representar el significado del 
lenguaje en términos de conceptos y de relaciones entre ellos, utilizando la capacidad 
de abstracción, el razonamiento lógico y la capacidad de organización y estructura-
ción de los datos. 
Actualmente se desarrollan líneas de investigación en este campo centradas en la 
incorporación de los avances en Ingeniería Lingüística, especialmente, al sector de las 
comunicaciones, de la edición y la enseñanza. En este último caso, se están llevando a 
cabo proyectos para la generación automática de contenidos docentes utilizando téc-
nicas lingüísticas [4]. Otras líneas de investigación pretenden la incorporación de 
técnicas de Ingeniería Lingüística al ámbito de los Sistemas de Recuperación de In-
formación, especialmente en Internet, para reducir al mínimo el “nivel de ruido” en 
las consultas, evitando documentos sin información relevante; y para conseguir que 
los documentos aparezcan en un orden de prioridad adecuado [5, 6, 7, 8]. 
Los autores de este artículo estamos trabajando actualmente en la aplicación de 
técnicas estándar de normalización de textos para conseguir una mayor precisión de 
los sistemas de recuperación de información, mediante la extracción automática de 
términos y sintagmas que caracterizan semánticamente a un documento [9, 10]. Se 
está construyendo un sistema de extracción con el que evaluar distintos algoritmos de 
asignación de relevancia, como punto de partida para la creación de un sistema de 
generación automática de cuestionarios de autoevaluación para entornos de enseñanza 
basados en Internet (e-learning), como evolución de un sistema básico desarrollado 
recientemente [11]. 
3 Generación automática de metadatos de objetos de 
aprendizaje 
Para facilitar su reutilización, los objetos de aprendizaje deben ofrecer a sus potencia-
les usuarios suficiente información sobre su origen, tipo de contenido, complejidad, 
etc., como para que éstos puedan decidir si dichos objetos son candidatos en un pro-
ceso de selección de contenidos para una actividad formativa basada en e-learning. 
Esta información se conoce como metadatos o descriptores del objeto de aprendizaje. 
Existen diferentes propuestas para normalizar los metadatos necesarios para describir 
un objeto de aprendizaje, como la del IMS Global Learning Consortium [12], o la de 
ADL a través de su modelo de referencia SCORM [13]; ambas caracterizadas por 
tomar como referencia el estándar elaborado por la asociación IEEE con el nombre de 
LOM (Learning Object Metadata) [14], proponiendo la utilización de un subconjunto 
de los 64 metadaos definidos por este estándar, englobados en nueve categorías. Al-
gunos de estos metadatos son: título, idioma, descripción, palabras clave, tamaño, 
duración, edad recomendada, nivel de dificultad, etc. 
El principal inconveniente que existe en la práctica respecto a los metadatos es que 
es difícil encontrar objetos de aprendizaje, por ejemplo publicados en los repositorios 
existentes en la Web2, que tengan cumplimentados ni siquiera un mínima parte de sus 
metadatos asociados. Lo habitual es que los únicos datos disponibles sean el título, 
nombre del autor y la fecha de creación. Los autores no suelen disponer del tiempo 
necesario para cumplimentar los aproximadamente 60 metadatos restantes que, según 
LOM, podrían utilizarse para describir el objeto de aprendizaje, a pesar de disponer 
de editores software de libre uso para ello, como Reload Editor (www.reload.ac.uk) o 
LRN (www.microsoft.com/elearn). 
Una forma de ayudar a los autores a cumplimentar el mayor número de metadatos, 
sería ofreciéndoles un contenido por defecto para los mismos, de tal forma que el 
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autor solo debería confirmarlo o modificarlo en parte. Aquí es donde la Ingeniería 
Lingüística puede jugar un importante papel, ya que puede ofrecer un contenido ini-
cial para metadatos que habitualmente no se rellenan, como la descripción del recur-
so, las palabras clave, etc. Se podrían aplicar técnicas de Ingeniería Lingüística para, 
a partir de los contenidos educativos de un objeto de aprendizaje, ser capaces de ge-
nerar, por ejemplo, la descripción del objeto, mediante un proceso de elaboración de 
resumen automático. El problema que se plantea en estos casos es que un objeto de 
aprendizaje no consta de un único documento que analizar, sino que puede estar for-
mado por múltiples recursos textuales y multimedia, por lo que se plantea la dificul-
tad añadida de tener que manejar múltiples formatos de archivo. 
En este departamento de la Universidad de Alcalá ya se ha desarrollando un soft-
ware de Ingeniería Lingüística para la extracción de términos clave en documentos en 
formato Word (.doc) [15], que se está adaptando para generar de forma automática el 
valor del metadato Keyword asociado a objetos de aprendizaje, a partir de los conte-
nidos educativos en formato Word o HTML incluidos en paquetes SCORM con es-
tructura .zip, y ampliando también los formatos admitidos, para reconocer texto en 
archivos pdf o ppt. 
Dicho software permite identificar, dentro del texto completo de los objetos de 
aprendizaje, los sintagmas que son más relevantes acerca de su contenido. Para ello, 
es preciso disponer antes de un conjunto de objetos de aprendizaje pertenecientes a 
un corpus similar al de los objetos estudiados, cuyos sintagmas relevantes sean cono-
cidos de antemano. A partir de dicho conjunto y mediante un proceso de entrena-
miento se construye una tabla de discretización de las características asociadas a los 
términos considerados relevantes en los objetos del conjunto de entrenamiento. 
Una vez entrenado el sistema, el proceso de identificación automática de los térmi-
nos que serán considerados valores de los metadatos de un nuevo objeto de aprendi-
zaje, consiste en lo siguiente: tras una fase de normalización del texto se obtiene una 
primera relación de sintagmas candidatos, desechando aquellos que no cumplen una 
serie de condiciones (que su longitud no esté entre un máximo y un mínimo preesta-
blecidos, que comiencen o terminen por palabras vacías, que no alcancen una fre-
cuencia mínima de aparición, etc.). También se somete a los candidatos a una fase de 
lematización con el objetivo de considerar solamente las raíces de las palabras. A 
continuación, se establece una baremación discreta de cada sintagma, basada en los 
valores de su frecuencia en el texto en relación con el conjunto de control (TFxIDF), 
la longitud desde el comienzo del texto hasta la primera aparición del sintagma y 
cuántas veces es considerado como relevante entre los objetos del conjunto de con-
trol. Finalmente, un clasificador Naïve-Bayes ordenará la lista de sintagmas candida-
tos de acuerdo con la probabilidad total normalizada de que sean relevantes y de ahí 
se elegirán los n primeros, siendo n el número de valores con que se desee dotar al  
metadato Keyword. 
4 Generación automática de cuestionarios de evaluación a partir 
de objetos de aprendizaje 
La generación automática de enunciados de exámenes a partir de documentos textua-
les es uno de los campos de estudio de la Ingeniería lingüística. Se han desarrollado 
técnicas que permiten obtener, por ejemplo, cuestionarios tipo test para comprobar los 
conocimientos de una persona después de realizar la lectura de una documentación 
determinada, a partir del texto de dicha documentación. En la Universidad de Alcalá 
se han aplicado este tipo de técnicas en algunas asignaturas de carácter práctico, ge-
nerando en tiempo real diferentes cuestionarios con diferente estructura y preguntas 
sobre una misma materia, para que sean realizados por los alumnos con el fin de vali-
dar sus conocimientos sobre esa materia antes de pasar al estudio de la prevista a 
continuación en el programa docente [11]. 
Habitualmente los sistemas que realizan este tipo de generación no tienen en cuen-
ta los estándares que en la actualidad se están implantando en las plataformas de e-
learning para la gestión de evaluaciones, como la especificación QTI (Question and 
Test Interoperability) del IMS Learning Consortium [16, 17]. Esta norma ha sido 
creada con el objetivo de ofrecer una estructura básica que describa la forma de re-
presentar evaluaciones (assessments) y sus calificaciones correspondientes, para que 
sean intercambiables entre diferentes sistemas de e-learning. Es una idea similar a la 
de reutilización de los objetos de aprendizaje (learning objects), pero en este caso 
aplicada a la reutilización de objetos de evaluación. La especificación QTI establece, 
por una parte, la estructura que deben tener los objetos de evaluación y, por otra, la 
que deben tener los objetos que almacenan los resultados de la evaluación.  
Un sistema de generación automática de exámenes tipo test basado en técnicas de 
Ingeniería Lingüística debería ser capaz de generar archivos con el formato estableci-
do por IMS, a partir del contenido de objetos de aprendizaje. Suponiendo que este 
artículo formara parte de un objeto de aprendizaje sobre Ingeniería Lingüística, un 
ejemplo de pregunta de respuesta múltiple podría haber sido generada de forma au-
tomática a partir del texto del tercer párrafo del apartado segundo del artículo, apli-
cando un algoritmo de generación similar al implementado en el sistema descrito en 
[11]. El texto de la pregunta podría ser: ¿Qué son los lematizadores?, y la respuesta 
correcta (por ejemplo, b. Programas que implementan algoritmos para extraer el 
lexema o raiz de las palabras) se obtendrían de la primera frase del párrafo indicado; 
mientras que el resto de opciones no válidas ofrecidas al alumno (por ejemplo, a. 
Analizadores morfológicos, c. Analizadores sintácticos) se extraerían de un contexto 
próximo a la frase anterior, en este caso, del siguiente párrafo en el mismo apartado. 
Los autores han aplicado técnicas de Ingeniería Lingüística en la generación de 
cuestionarios a partir de textos técnicos [11]. Los algoritmos de generación han fun-
cionado razonablemente bien, aunque están limitados a este tipo de textos, siendo 
necesaria una labor de investigación en el futuro para conseguir obtener resultados 
aceptables a partir de documentos no técnicos (por ejemplo, poemas).  
5 Sistemas de búsqueda en repositorios de objetos de 
aprendizaje 
El objetivo de los estándares sobre objetos de aprendizaje es facilitar la reutilización 
de estos objetos en diferentes plataformas de e-learning y por diferentes usuarios 
interesados en su contenido, bien para aprender (usuario con perfil de alumno) o para 
utilizarlo en la creación de un proceso de aprendizaje (usuario con perfil de profesor). 
Para que esta reutilización sea real, es necesario que los objetos de aprendizaje que se 
desarrollen se almacenen en repositorios a los que puedan acceder, a través del siste-
ma de búsqueda adecuado, los usuarios interesados en ellos.  
En este sentido, el IMS Learning Consortium ha elaborado la especificación IMS 
Digital Repositories Interoperability (DRI) [18], que incluye recomendaciones en 
relación con las funciones que deberían ofrecer estos repositorios, con el objetivo de 
facilitar la interoperabilidad entre repositorios de diferentes plataformas implementa-
dos con tecnologías de almacenamiento diferentes, y de universalizar el acceso a los 
mismos desde diferentes sistemas o motores de búsqueda de objetos de aprendizaje. 
Esta especificación también sugiere algunas de las funciones que podrían incluir los 
sistemas que realizan búsquedas en repositorios, como la traducción de las peticiones 
realizadas en un lenguaje diferente al del sistema de almacenamiento del repositorio, 
la conversión de datos necesaria para aprovechar todos los metadatos incluidos en 
cada objeto de aprendizaje almacenado, o la distribución de las consultas a todos los 
almacenes o repositorios gestionados por el sistema de búsqueda.  
La Ingeniería Lingüística puede ser de utilidad en la implementación de este tipo 
de sistemas. Así, un sistema desarrollado con las técnicas apropiadas, podría permitir 
a un usuario realizar peticiones en Lenguaje Natural, encargándose el sistema, como 
establece IMS-DRI, de su traducción a una petición equivalente en el lenguaje interno 
del repositorio (por ejemplo, el lenguaje XQuery cuando se trate de un repositorio 
XML) que incluya las referencias necesarias a los metadatos más adecuados según la 
petición realizada. 
Realmente, si se tiene en cuenta que los objetos de aprendizaje almacenados en un 
repositorio son, al fin y al cabo, recursos de información, el sistema de búsqueda 
anterior se podría desarrollar aplicando la experiencia acumulada durante décadas en 
el campo de la Lingüística y de las Ciencias de la Documentación respecto a la crea-
ción y utilización de numerosos y avanzados Sistemas de Recuperación de Informa-
ción y Documentación. En este sentido, recursos lingüísticos como los vocabularios, 
las bases de datos léxicas o los tesauros de descriptores pueden también utilizarse 
para la indización de los recursos que se registran en el repositorio (en este caso, 
objetos de aprendizaje en lugar de documentos); y en su búsqueda posterior a partir 
de lenguajes de consulta que permitan, por ejemplo, extender una búsqueda de obje-
tos sobre una determinada materia a otros sobre otras materias relacionadas con la 
anterior en el tesauro de descriptores utilizado en su momento como lenguaje de indi-
zación.  
En este último caso pueden utilizarse técnicas como la construcción automática de 
tesauros [19] a partir del corpus analizado (los objetos de aprendizaje en este caso). 
Esta técnica se basa en la llamada hipótesis de asociación, que afirma que las pala-
bras de un corpus relacionadas entre sí tienden a coincidir en ese corpus [20]. Para 
evitar problemas con documentos muy largos se utiliza una ventana de texto de tama-
ño fijo. Para medir el grado de coincidencia entre dos palabras en el corpus se utiliza 
una variante de la cantidad de información mutua esperada (EMIM, Expected Mutual 
Information Measure) [20, 21]. Esta medida es el número de veces que las dos pala-
bras coinciden en alguna ventana de texto del corpus, normalizada por el número de 
veces que las dos palabras aparecen en todo el corpus. 
Cuando un usuario desea extender una búsqueda de objetos sobre una determinada 
materia a otros sobre materias relacionadas, puede suministrársele, con ayuda del 
tesauro automático desarrollado sobre todas las materias relacionadas entre sí a las 
que pertenece el objeto original, una serie de palabras relacionadas con las palabras 
representativas de este objeto. Estas palabras relacionadas son redundantes en muchos 
casos, con el objetivo de maximizar el recall de la consulta expandida. Con el fin de 
que este aumento de recall no perjudique la precisión, el propio usuario puede elimi-
nar de la consulta expandida las palabras que considere que van a perjudicar la preci-
sión de la nueva búsqueda. Hay que tener en cuenta que en la consulta expandida sólo 
figurarán palabras que están en los objetos de aprendizaje, ya que el tesauro se ha 
construido (automáticamente) sobre el propio corpus que se está manejando (los obje-
tos de aprendizaje). 
5.1 Ontologías para repositorios de objetos de aprendizaje  
Además de recursos lingüísticos tradicionales, como los citados, y al igual que está 
ocurriendo con los sistemas de recuperación de información más avanzados, también 
en el caso de los repositorios de objetos de aprendizaje es posible la creación de sis-
temas de búsqueda semántica, que ayuden al usuario a encontrar más fácilmente 
aquellos recursos didácticos que realmente se adapten a sus necesidades. La conve-
niencia de estos nuevos sistemas de búsqueda la han puesto de manifiesto numerosos 
autores, especialmente a partir de la iniciativa de creación de una Web Semántica que 
sustituya a la Web Lingüística actual [22]. 
 El elemento fundamental de esta nueva forma de organizar la información es la 
ontología. Una ontología es “una especificación explícita de una conceptualización”  
[23], es decir, una representación formal de un dominio de conocimiento. Las ontolo-
gías se expresan a través de lenguajes de marcado basados en XML, como OWL 
(Ontology Web Language) [24], lo que facilita su reutilización en diferentes plata-
formas de anotación y búsqueda de recursos. Estos lenguajes definen etiquetas para 
representar los diferentes elementos de la ontología. Una ontología puede utilizarse 
para anotar recursos que posteriormente serán susceptibles de ser localizados por los 
usuarios que utilicen un buscador semántico que tiene acceso a la ontología.  
Recientemente, algunos autores han propuesto la utilización de ontologías en repo-
sitorios de objetos de aprendizaje para facilitar la organización y búsqueda de estos 
recursos didácticos [25, 26]. Teniendo en cuenta estas iniciativas sobre la incorpora-
ción de ontologías en los repositorios de objetos de aprendizaje, es posible también la 
aplicación de técnicas de Ingeniería Lingüística que han demostrado su utilidad en el 
tratamiento de ontologías, ya que es evidente que existe una estrecha relación entre 
las ontologías y la Lingüística. Algunos autores afirman que una ontología es un 
recurso lingüístico más, como los vocabularios, las taxonomías, los tesauros o las 
bases de datos léxicas [27]. En una base de datos léxica las unidades léxicas (pala-
bras) son descritas como objetos lingüísticos, pero pueden ser relacionadas con una 
jerarquía conceptual localizada en una ontología. En el caso de los tesauros, las onto-
logías pueden considerarse como una evolución de éstos, caracterizadas por un desa-
rrollo semántico más profundo en las relaciones entre conceptos, lo cual es posible 
por el uso que hacen de la lógica de descripciones [28]. 
Como afirma Vossen [29], la Ingeniería Lingüística puede resultar de gran utilidad 
para asociar palabras y expresiones con conceptos de una ontología; esto es, encon-
trar el significado de las palabras, así como minimizar la ontología y relacionar auto-
máticamente los documentos o términos con las clases de la ontología. Además, si-
guiendo el razonamiento de este autor, dado que gran parte de la información todavía 
está en formato textual, aunque se desarrollen agentes “inteligentes” que ayuden al 
usuario en la búsqueda e interpretación de la información, éstos necesitarán de la 
Ingeniería Lingüística para “aprender” de esta información textual; y, por otra parte, 
también hay que tener en cuenta que al final de un proceso de búsqueda se requiere 
una comunicación lingüística del agente con el usuario. 
En cuanto a la posible utilidad de las técnicas lingüísticas en un repositorio basado 
en ontologías, se sugieren las siguientes: 1) utilizar estas técnicas para crear la onto-
logía del repositorio a partir de información textual, especialmente para extraer los 
conceptos relacionado con los dominios de conocimiento con los que están relaciona-
dos los objetos e aprendizaje almacenados; 2) combinar ambas tecnologías en los 
procesos de búsqueda de objetos, utilizando el conocimiento del dominio representa-
do en la ontología para limitar los resultados de la búsqueda, aplicando, como sugiere 
Vossen [29], la Ingeniería Lingüística para extraer información de un texto que coin-
cida con esa ontología, es decir, interpretando sólo expresiones que tengan sentido 
dentro del marco interpretativo de la ontología. 
6   Conclusiones 
En este artículo se han presentado algunas propuestas de aplicación de la Ingeniería  
Lingüística en el campo del e-learning. La primera propuesta se refería a la posibili-
dad de generar de forma automática algunos metadatos estándar asociados a los obje-
tos de aprendizaje con valores no normalizados; por ejemplo, el metadato Description 
establecido por la especificación IEEE-LOM. Estas técnicas podrían integrarse con 
las propuestas de otros autores para la generación de bibliotecas de objetos de apren-
dizaje a partir de contenidos preexistentes [30], que resuelven el problema de la gene-
ración de la estructura de los objetos a partir de plantillas y hojas XSLT, pero que no 
contemplan la posibilidad de generar de forma automática también el contenido de los 
metadatos. 
Otra posible aplicación analizada ha sido la posibilidad de generación de cuestio-
narios de evaluación compatibles con el estándar IMS-QTI. En este sentido, la pro-
puesta incluida en este trabajo se ha basado en la versión 1.2 de esta especificación, y 
es intención de los autores adaptarla a la nueva y más completa versión 2.0 de la 
norma, contemplando todos los posibles tipos de cuestionarios contemplados por la 
nueva versión. Además, aunque no lo contempla QTI, nuestra intención es ampliar el 
sistema informático de evaluación al caso más complejo de generación y corrección 
automática de exámenes, mediante el análisis del texto de las respuestas expresadas 
por los alumnos en Lenguaje Natural, a partir de la experiencia de otros autores en 
este campo [31].  
Por último se ha tratado la posible combinación de las técnicas de Ingeniería Lin-
güística en los repositorios de objetos de aprendizaje y sistemas de búsqueda asocia-
dos, para su integración en la arquitectura de repositorios sugerida por IMS-DRI. En 
este sentido, la propuesta es aplicar las técnicas ya utilizadas en los sistemas de recu-
peración de información (SRI), teniendo en cuenta que los objetos de aprendizaje no 
son sino un caso particular de recurso de información. Al igual que ocurre con los 
SRI, que empiezan a utilizar métodos de búsqueda semántica que mejoren los resul-
tados de las consultas del los usuarios, para hacer realidad, en el caso de Internet, lo 
que se conoce como Web Semántica, los repositorios de recursos de aprendizaje 
también comienzan a incorporarse a esta tendencia, por lo que se han sugerido en este 
trabajo algunas posibles combinaciones de la Ingeniería Lingüística con las ontologí-
as en las que se basarán los repositorios semánticos en el futuro.  
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