Abstract-A new controller for a grid-connected inverter with an LCL filter is proposed in this paper. The system is described by its complex representation, and the controller is designed using the complex root locus method. The complex representation allows a considerable reduction in the order of the system, simplifying the design task and making it possible to use advanced techniques, such as the complex root locus. The new complex controller adds an extra degree of freedom that makes it possible to move the poles of the systems and to improve the stability and speed of response compared with the conventional controls. This paper includes a detailed discussion of the effect of the gains of the controller on the root locus. The proposal is validated with simulation and experimental results.
, linear Lyapunov tools [6] , a state-feedback approach [7] , linear quadratic regulators [8] , and an linear-quadratic-Gaussian state-feedback controller with resonators [9] . Other examples include the model predictive control [10] , the use of observers [11] , and the pseudoderivative-feedback control method [12] . One of the most common approaches is the weighted average current control (WACC) strategy [13] . The WACC methodology has been recently studied by Dòria-Cerezo and Bodson [14] and also by Han et al. [15] . Also, nonlinear techniques have been used for LCL inverters. Examples include sliding mode control [16] , [17] , nonlinear feedback, and Poincaré analysis [18] .
On the other hand, some papers propose controller designs for LCL inverters connected to unbalanced grids. Generally, the schemes involve controlling in parallel the positive and negative sequences. For example, He et al. [19] present a modified cascaded boundary-deadbeat control law for a four-wire inverter, Guo et al. [20] study the current injection without the need of phase-locked loop (PLL) calculation, or the work presented in [21] that also considers the operation under grid faults and the fault ride through capability. Other alternatives can be found in [22] that mix robust predictive control and sliding modes, in [23] and [24] wherein resonant controllers are considered, and in [25] wherein a pole placement technique is used.
In most cases, tuning the controller gains proceeds by trial and error, without a comprehensive understanding of the resulting dynamics. The main reason for this shortcoming is that LCL inverters are described by a sixth-order model in the dq or αβ coordinates, so that the analysis of the closed-loop system is complicated. The objective of this paper is to improve the design methods and their analysis based on a complex description of the inverter.
The analysis of systems described by transfer functions with complex coefficients was first proposed by Novotny and Wouterse [26] and later used by Dalton and Gosbell [27] for the control and analysis of induction machines. Then, the approach was applied to current regulators in [28] and [29] . Some time later, an overview of applications to three-phase systems with complex transfer functions was published in [30] . Recently, Bodson [31] initiated a new effort by applying stability analysis tools and design techniques in the complex domain, which was extended in [32] and [33] . The main advantage is the reduction of the order of the system that facilitates the analysis and the synthesis of the controllers [34] . Recently, some frequencydomain results were revisited in [35] . Additionally, filters based on complex coefficients have been proposed for PLLs and synchronization techniques [36] . The root locus method was extended to the complex domain in [37] , and its application to three-phase electrical systems was proposed in [14] . As a result of the simplification, it is possible to develop control schemes for which tuning rules can be provided for the control gains. The main contribution of this paper is the use of new control design tools for a power inverter using a complex transfer function description and the evaluation of the resulting feedback system on a real platform. With the use of complex-based techniques, the design and the analysis are simplified, converting the multiple-input multiple-output (MIMO) problem into a single-input single-output (SISO) problem. Compared with [14] , the novelty of this paper comprises the following.
1) A detailed gain design/tuning method.
2) A study of the effect of parameter variations.
3) A control scheme considering the case of unbalanced grids. 4) A quantitative analysis of the effect of delays on the stability. 5) The implementation on a real platform, yielding experimental results. This paper is organized as follows. Section II details the modeling procedure to obtain the transfer function with complex coefficients. The control design and the gain tuning discussion are presented in Section III. Then, some practical issues are considered in Section IV, including parametric variations, unbalanced grids, and the effect of feedback delays. Simulation and experimental results are presented in Section V and, finally, conclusions are stated in Section VI.
II. THREE-PHASE LCL INVERTER DYNAMICAL MODEL

A. Dynamical Model
A three-phase grid-connected inverter with an LCL filter is shown in Fig. 1 . The dynamics of this system are described by
C dv
where i 
B. Complex Representation of the LCL Inverter
It is well known that a set of three-phase sinusoidal functions (electrical variables) f abc = (f a (t), f b (t), f c (t)), with the same frequency ω g can be expressed as a sum of three sets of symmetrical variables as follows:
where in this case, because of the absence of a neutral connection, the zero-sequence is f 0 abc = 0. Similar to [14] , the complex representation of (4) is obtained by applying the abc to αβ transformation as follows:
3 ), and defining, we have
where dθ/dt =ω g andω g is the estimated grid frequency. Consequently, the dynamics (1)-(3) can be decomposed into two subsystems, for the positive (or forward) sequence as follows:
and for the negative (or backwards) sequence as follows:
where the state variables (omitting subindices + and −) (8)- (10) and (11)- (13) are similar, hereafter, the transfer function model and the control design are only detailed for the positive sequence. 2 The control design consists of separating the problem into two regulation schemes.
The open-loop dynamics (8)- (10) can be written as follows:
Finally, the system has a complex transfer function, i.e.,
where
or, by splitting into the real and imaginary parts, we have
with
III. CONTROL DESIGN In this section, the controller proposed in [14] is reviewed and a detailed discussion on the gain tuning procedure for a real application is proposed.
From (17), and treating v g as a disturbance (v g = 0), the complex transfer function of the system from the input u to the output i g is given by
A classical approach for controlling the LCL three-phase inverter is to decouple the d and q components [13] . This approach is helpful in tuning the PI gain parameters and implies the same closed-loop behavior for both dq components. The decoupling is obtained with a feedforward term cancelling all the cross-terms that, in the complex representation, are found in the imaginary part of D O L (s), i.e., N i (s). Based on this observation, the controller proposed in [14] consists of a conventional PI current controller plus a feedback on i f , i.e., is the grid-side dq-current reference. In (22), k f is a complex number that adds an extra degree of freedom to place the poles.
Inserting (22) in (21), we get
Remark 1: The conventional PI current controller is recovered with k f = 0, i.e.,
Fig . 2 shows the block diagram of the proposed controller. It mainly consists of a PI controller plus two additional feedback terms on i g and i f , which is similar to a classical state feedback scheme (see examples in [38] , [24] , and [9] ). The current variables (in a complex description) i g and i f are obtained through the abc/dq transformations corresponding to (5) and (6) and (7). (22) is noncausal. For implementation purposes, N i (s) can be approximated by the causal operator as follows:
2 s 2 + 1 s + 1 where 2 and 1 are small values (see [39] for its digital implementation). For the experimental plant used in Section V, as the numerical coefficients of (20) 
A. Root Locus Analysis
First, the influence of the control parameters on the root locus is analyzed. In particular, the case of the LCL inverter described in Section V is studied. Fig. 3 shows the root locus when k f = 0 for varying k P and for different values of T i . The open-loop poles are at the origin (pole p 1 ) and on the negative real axis (pole p 2 ), with two more complex poles having a negative real part (poles p 3 and p 4 ). Note that the poles p 3 and p 4 are close to the imaginary axis and, to maintain the stability of the system, the gain k P must be sufficiently small. Moreover, following Rule 4 of the complex root locus method [37] , a breakaway point exists for
, which can be viewed in the detail of the complex root locus shown in Fig. 3 . Overall, the convergence speed is determined by the pole p 1 on the imaginary axis starting at the origin, but when raising k P to increase the convergence speed, the complex poles p 3 and p 4 become unstable. This implies that only slow time responses can be achieved using the conventional PI structure (23) . Fig. 4 illustrates the comparison of the root locus for k f = 0 and k f = 0. The pole at the origin p 1 remains there, the pole p 2 moves out from the real axis and to the left, and poles p 3 and p 4 move to the left. For varying gain, p 1 goes to zero at −1/T i , while p 2 goes to infinity asymptotically on the negative real axis. The two complex poles p 3 and p 4 still cross to the righthalf plane before reaching asymptotes at ±60
• (not shown). The main advantage is that the feedback on i f moves the open-loop poles p 3 and p 4 to a location farther in the left-half plane than for the conventional control law (k f = 0).
Although the complex gain introduces an additional coupling between the d-and q-axes, it can be used to achieve better performances designing by the pole p 1 and by dominating all the other poles. In Fig. 5 , the starting points (open-loop poles) of the root locus are shown for different values of k f . The variation in the location of the starting points when k f is a real number is shown in blue. The pole p 1 remains, but the other starting points move to the left, reaching a minimal value for p 3 and p 4 (• marks). The imaginary part of k f can also be tuned (red and green lines for negative and positive imaginary values, respectively), which affects the starting pole placement.
Finally, the effect of T i is analyzed, as shown in Fig. 6 . In all cases, the root locus is similar. The main difference is where the zero −1/T i is placed and how the pole p 1 moves to −1/T i . The choice of T i can be related to the desired performance.
B. Control Gain Tuning
Gain tuning consists of finding the control parameters that provide the desired performance. For the application described in Section V, the desired settling time has been set at t s = 20 ms (one power grid period) with minimal overshoot. As suggested by the analysis in the previous section, the pole p 1 can be used for the design (dominant pole) while placing the other poles further to the left.
The proposed procedure consists of the following four steps. (blue line shown in Fig. 6 ), which gives a minimum overshoot and allows the selection of an appropriate k P for the specifications. 
IV. ANALYSIS AND DESIGN TOOLS FOR PRACTICAL ISSUES
A. Robustness to Inductance Variations
This section analyzes the root locus in the presence of parametric variations of L f and L g . These variations originate from different causes, such as saturations, temperature effects, aging of the inductors, and others. Also, the influence of the grid impedance could be roughly accounted for as a variation of L g (increasing). Fig. 7 shows how the closed-loop poles move when L f (red) and L g (blue) change from 0.5 to 5 times the nominal values (these huge variations are considered in order to observe the effects). The poles obtained with the gains selected in the previous section are indicated with star marks ( * ), the closed-loop poles for 0.5 times the nominal value are marked with upside-down triangles ( ), and the ones for 5 times the nominal value are denoted by square marks ( ). It can be seen that, when L g increases, the dominant pole (p 1 ) moves to the left but remains close to the desired value. Poles p 3 and p 4 move to the left (increasing the stability), and p 2 moves to the right, but without affecting the dominance. When L g is decreased, p 3 and p 4 move to the right. Also, p 1 slightly moves to the left, increasing the speed response (see the detail of the pole movement shown in Fig. 7) . A similar discussion applies to variations of L f . Notice that, even though poles p 2 , p 3 , and p 4 significantly move with variations of L g and L f , p 1 remains close to the nominal placement.
For the system considered in this paper, a typical variation (reduction of 10%) in L g was tested and the following values were obtained: In a case where the L g variation compromises the performance, the abovementioned tuning procedure should be repeated with less restrictive requirements.
B. Design for Unbalanced Power Networks
The control scheme presented in Section III can be adapted to guarantee balanced grid currents by adding a loop for the negative current sequence [40] . The design follows the model derived in Section II, but using (11)- (13) . The only difference is that (14)- (16) 
and, consequently, (18) can now be expressed as where N r (s) and N i (s) are the same as (19) and (20) . Notice that, for the negative sequence, the root locus is the conjugate of the one obtained for the positive sequence, and all the tuning procedures are similar.
Then, the proposed controller for the negative sequence is similar to (22) , with a minus in the feedforward term, i.e.,
(24) Overall, the control scheme is the addition of the two current loops (22) and (24), as shown in Fig. 8 , where the dual secondorder generalized integrator-frequency-locked loop (DSOGI-FLL) algorithm [41] is included to determine both positive and negative sequences. The DSOGI-FLL method together with the positive (or negative) sequence controller is a narrowband system centered around the positive (or negative) grid frequency. In particular, the components at plus (or minus) two times the grid frequency are approximately removed. This makes it possible to design the feedback loops for the two components separately, with the two control signals simply added together.
The gain tuning procedure of (24) is the same as the one described in Section III. In order to decouple the dynamics of the positive and negative sequences, it is recommended to design the negative sequence response as slower than the positive sequence. For the case considered in Section V, the desired settling time is set at t s = 200 ms, and it can be obtained with k 
C. Robustness in the Presence of Time Delays
Delays appear in a feedback loop due to the filter on the currents and the sampled data system. The effect of these delays on the stability can be studied by including the dynamics of the filter and a Padé approximation of the delay in the procedure described in Section III. An interesting option provided by the complex analysis is to compute the delay margin of the feedback system based on the phase of the complex loop transfer function at the crossover frequency (or frequencies) [30] . The computation of the delay margin originates from the Nyquist criterion and can interpreted from the Nyquist plot as for transfer functions with real coefficients. However, some adjustments need to be made because the Nyquist plots of complex transfer functions for positive and negative frequencies are not necessarily the complex conjugates of each other.
To compute the delay margin, the complex loop transfer function GH(s) is obtained from (21) using (22) as follows:
where (15) and (16) have been used. Fig. 9 shows the Nyquist plot 3 of GH(jω) for −∞ < ω < ∞ . The phase margin is determined from the intersection of the Nyquist plot with a circle of radius 1 centered at (−1, 0), and it can be computed numerically. To address the differences between the real and complex transfer function cases, we define the phase margin as the angle φ m ∈ ( −π, π) such that
where ω c is the crossover frequency such that |GH(jω c )| = 1. In this manner, φ m can be positive or negative (for phase delay or phase advance), and an interval is obtained for the phase margin using the intersections for positive and negative frequencies (denoted by φ + m and φ − m , respectively). Since a delay T d corresponds to a phase delay of ωT d , a phase margin φ m corresponds to a delay margin given by
Applying these concepts to the system with the parameters from Section V, we get that the phase margins are φ 
V. SIMULATION AND EXPERIMENTAL RESULTS
The proposed control strategy has been validated through simulation and experimental results. The simulation tests were performed using a complete model of the system, which includes losses in the power converter and switching effects. Moreover, the experimental results were obtained using an LCL inverter laboratory prototype. The parameters used in the simulation match those of the experimental system and are as follows:
2ω g , and C = 4.4 μF, with a resistor of R c = 100 kΩ in parallel to damp the resonance of the LCL filter.
For a practical implementation, where a switched action is required, a frequency analysis is necessary to avoid resonance phenomena due to the switching frequency. From (17), we can deduce that
. Fig. 10 shows the Bode plots of G r (s) (blue) and G i (s) (red). Notice that a first resonance peak appears close to 50 Hz and a pair of resonance peaks at around 3.5 kHz. This suggests a commutation at higher frequencies, and the switching frequency of the pulsewidth modulation strategy was set at 20 kHz. 
A. Simulation Results
With the aim of considering a realistic scenario in the simulation tests, the grid voltage has 2% of a fifth harmonic, 1% of a seventh harmonic, and 10% of unbalance (calculated according to IEC standard). In addition, parameter variations in the LCL filter were considered (10% in L f , L g , R f , and R g ). The simulated test comprises the following three different scenarios. Figs. 11 and 12 show the three-phase currents and the positive and negative sequences of the grid currents during the test, respectively. Also, Fig. 11 includes a zoom-in view of the transient between scenarios from A to B and from B to C. It can be noticed how, initially, the proposed control scheme regulates only the positive sequence of the grid currents i g at the desired values but, as expected, they are unbalanced. From t = 1.25 s, the grid currents become balanced with the designed settling 
B. Experimental Tests
The experimental tests were performed using an LCL threephase grid inverter laboratory prototype with the estimated parameters used during the simulation stage. The inverter has a semix-101GD12E4s module of Semikron (1200 V, 100 A) and the controller algorithm was implemented in a TMS320F28335 floating point DSP of Texas Instrument. Fig. 13 shows the testbench, including the inverter and the microcontroller. All tests in this section were performed using a real grid voltage with 2.63% of total harmonic distortion (THD) and 6% of unbalance calculated according to IEC standard. The tests that were carried out are the same as the simulation tests presented in the previous section with scenarios A, B, and C. Fig. 14(a) and (b) shows the grid currents for the positive and negative sequences, respectively, during the test. It can be observed that, between 1 and 1.25 s, the controller regulates the dq-currents i gd and i gq with the desired performance. Nevertheless, the grid currents are unbalanced because the control of the negative sequence is not used. From t = 1.25 s, when the control of the negative sequence is turned-ON, the grid currents become balanced in the specified time. In the same test, at t = 1.75 s, the reference of the d-axis grid current i Figs. 15 and 16 plot the steady-state currents before and after the control of the negative sequence current is engaged. As expected, the currents are balanced, even though the grid voltages are unbalanced, when the negative sequence control is ON. The behavior of the three-phase grid currents for a change of the reference current (from i ref gd = 1.5 to 2 A) is illustrated in Fig. 17 . As can be observed, the time response of the currents to the step change corresponds to the desired value, i.e., one grid period.
Finally, Fig. 18 shows a detail of the grid voltage and current for phase a when i In the steady state, the grid current has a low distortion and is in phase with the voltage. As shown in Fig. 19 , even though the controller only considers the fundamental (with both positive and negative sequences), the THD of the current is 2.76% (within the standard values, i.e., below 5%), which is mainly due to the THD of the voltage grid. 
VI. CONCLUSION
This paper uses a new approach for the design of controllers in electrical power systems based on the description of the dynamics using transfer functions with complex coefficients. The methodology has been applied to a three-phase grid inverter with an LCL filter, including practical scenarios such as parameter variations, unbalanced grids, and the effect of delays. The use of the complex description of the plant allows one to explore alternatives to the approaches reported in the literature. In particular, the use of SISO tools for a MIMO problem implies that the typical decoupling term is not necessary. In fact, the resulting design suggests a coupling of the dq-coordinates by means of a complex value of k f , moving the starting poles of the root locus to the left and improving the stability margin. The design procedure was detailed, including discussions on the root locus. Both simulations and experimental results validate the controller design and show the usefulness of the proposed gain-tuning procedure for achieving the desired performance. Future works would include the use of the presented approach for systems with high THD, as well as its application to other electrical power systems.
