We consider a set of interwoven harmonic oscillators where the acceleration of a given oscillator is determined by the position of its nearest neighbor. We show that this problem of N non-local oscillators with periodic boundary conditions leads to a 2N -th order initial value problem. We discuss the numerical solution of this using a non-polynomial spline method. A very precise numerical method that minimizes the error can be developed, which we test for a few examples of driving forces.
Introduction
Coupled harmonic oscillators are a standard paradigm in many engineering, physical, chemical or biological systems. The basic ingredient of the harmonic oscillator dynamics is the fact that the acceleration of each oscillator is proportional to its position, with a proportionality constant given by the negative of the frequency squared. In addition, for non-equilibrium situations there are time-dependent driving forces on each oscillator.
In this paper we are interested in a fundamental modification of this approach. We assume that the acceleration of each oscillator is proportional to the position of its neighboring oscillator. By this, of course, a strongly coupled structure is introduced, and a kind of non-local dynamics, since the acceleration of a given oscillator is determined by a position variable elsewhere. Such a dynamics is motivated for very strongly coupled individual systems. For example in [1, 2, 3] strongly coupled oscillator systems are studied, which degenerate to our type of dynamics in the infinite coupling limit. In this limit individual local oscillator behavior is influenced in a hierarchical way by nearest neighbors. We assume a driven non-equilibrium situation where each oscillator is also driven by individual time-dependent driving forces.
We will show that the above dynamics, for N oscillators with periodic boundary conditions, leads to a high-order initial value problem, indeed of order 2N . Thus rather large derivatives will become relevant if there are just a few oscillators coupled in this way. These types of initial value problems require effective numerical methods, which depend on the number N . Useful in this context are non-polynomial spline methods. We will describe the optimum way to solve this system numerically for a given set of driving forces. In fact, we will show that there is an optimum method with minimum error, which is in particular useful if highest precision numerical results are required. As main examples, we will deal with the cases N = 2 and N = 3.
Nonlocal coupling of driven harmonic oscillators
To illustrate the idea we start with two uncoupled driven harmonic oscillators:
ω i is the frequency of oscillator i, and g i (t) is a local driving force on oscillator i. As mentioned in the introduction, the basic idea is to consider a modified dynamics where the position y 1 of the first oscillator determines the acceleration force of the second one, and vice versa. That is to say, instead of the above trivial (uncoupled) dynamics we consider the following coupled dynamics:ÿ
Differentiating eq. (2.4) twice we get
2 (t) (2.5) where y (k) denotes the k-th derivative with respect to time t. Eliminating in this equation y
1 using eq. (2.3) we get
2 (t) (2.6) This is equivalent to a 4-th order equation of the form
where
2 (t) − ω Together with the initial position and velocity of the two oscillators, this leads to an initial value problem of 4th-order, for which we will describe the optimum numerical method in section 3.
But let us here first extend the problem, by considering N = 3 non-local oscillators, and later an arbitrary number N . The non-locally coupled dynamics for 3 oscillators reads
(2.10)
Differentiating eq. (2.12) twice we get
3 (t). (2.13)
Eliminating in this equation y
1 using eq. (2.10) we get
3 (t) (2.14)
or y
3 (t) − ω Differentiating twice this leads to
1 (t) (2.16) and using (2.11) to eliminate y
2 we get
1 (t) + ω Apparently, this can be written in the form
It is obvious how to generalize this problem to N oscillators. In this case one obtains a 2N -th order initial value problem of the form
and g(t) is a sum of various derivatives of local driving forces g i (t) weighted with frequencies. The optimum numerical way to solve these high-order initial value problems depends on N in a nontrivial way. In the following, we allow for general time-dependent functions f (t) and deal in detail with the cases N = 2 and N = 3. The case of two oscillators (N = 2) leads to the following fourth order initial value problem
where the u i (i = 0, 1, 2, 3) are finite real constants while the functions f (t) and g(t) are continuous on [a, b] . To simplify the notation, we have written y(t) instead of y 2 (t). Of course, from an engineering point we are interested in four initial values given by initial position and velocity of oscillator 1 and 2. These are related to the constants u i by
We have reduced the 4-dimensional problem of the space-space structure of the two coupled nonlocal oscillators to a 1-dimensional initial value problem of 4-th order, for which we can apply very precise numerical methods, as described in the following subsection. While for our nonlocal oscillator example f (t) = const = −ω 2 1 ω 2 2 , the numerical method developed in the following is applicable general time-dependent functions f (t), as long as they are continuous.
Nonpolynomial Spline Method
To develop the spline approximation to the problem (3.23), the interval [a, b] is divided into n equal subintervals, using the grid points t i = a + ih ; i = 0, 1, . . . , n, where h = (b − a)/n. Consider the following restriction S i of the solution to each subinterval
(3.29)
Following [4] and postulating that at the end points of the intervals the 1st and 3rd derivatives are continuous, one derives the following consistency relation between the values of splines and their fourth order derivatives at border points:
Here θ = ωh is an arbitrary parameter. The relation (3.30) forms a system of n − 3 linear equations in the n unknowns (y i , i = 1, 2, ..., n), while N i is taken from IVP (3.23) to be equal to
Following [5] , three equations (end conditions) are determined to find the complete solution of y i s appearing in eq. (3.30), as given below:
, (3.31) The local truncation errors associated with the linear equations (3.31) − (3.33) and (3.30) are calculated as
where c is a constant which depends only on the values of α and β and is independent of h.
Let us mention that the solution obtained using the system of linear equations (3.31) − (3.33) and (3.30) is second order convergent. But if α, β and γ are taken such that α = − (3.38)
The truncation errors of the corresponding equations arẽ where c is a constant which depends only on the values of α and β and is independent of h.
To illustrate the powerfulness of the method, two analytically solvable examples are discussed in the following:
Examples Example 1
Consider the following IVP
The analytic solution of the above problem is
The observed maximum errors (in absolute values) associated with y i , for the problem (3.41), corresponding to the different values of α, β and γ, are summarized in Table 1 . It is confirmed from Table 1 that if h is reduced by factor 1/2, then E is reduced by a factor 1/4, which indicates that the method gives second-order results. The observed maximum errors (absolute values) associated with y i for the problem (3.41), corresponding to the use of improved end conditions, are summarized in Table 2 . A significant improvement of precision is obtained. 
Example 2
Consider the following IVP y (4) (t) + ty(t) = −e t (8 + 7t + t 3 ),
The corresponding analytic solution is now
The observed maximum errors for different values of α, β and γ are summarized in Table  3 . It is confirmed from Table 3 that if h is reduced by factor 1/2, then E is reduced by a factor 1/4, which indicates that the method gives second-order results. The observed maximum errors using improved improved end conditions are summarized in Table 4 .
4 N=3: Optimized numerical solution of the 6th order initial value problem
Non-polynomial spline solution for N=3
A similar optimized numerical method can be developed for the case N = 3. In this case the IVP reads 
Again the interval [a, b] is divided into n equal subintervals, using the grid points t i = a+ih (i = 0, 1, . . . , n), where h = (b − a)/n. Again we consider the restrictions S i of the solution to each subinterval [t i , t i+1 ], i = 0, 1, . . . , n − 1,
and define
We denote by y(t) the exact solution of the IVP (4.43) and y i is the approximation to y(t i ), obtained by the spline S(t i ). From continuity of the first, third and fifth derivatives at the border points, i.e. S (µ) which can further be written as Here θ = ωh. The relation (4.47) forms a system of n − 5 linear equations in the n unknowns (y i , i = 1, 2, ..., n), while L i is taken from IVP (3.23) to be equal to −f i y i + g i , i = 0, 1, . . . , n.
Following [6] , five equations (end conditions) are determined to find the complete solution of y i s appearing in eq. (4.47), as given below: The local truncation errors associated with the linear equations (4.48) − (4.52) and (4.47) are calculated, as
i = 5, (−1 + 2α + 2β + 2γ + δ)h 6 y (6) (t i ) + 
where c is a constant.
The solution obtained using the system of linear equations (4.48) − (4.52) and (4.47) in general is second order convergent. Again, however, the order of accuracy of the method can be improved significantly to h 8 . The local truncation error of the system (4.47) can be expressed in the following form . For other choices of the parameters (not listed here), one can make the method to be of order h 2 , h 4 , h 6 , respectively. Results corresponding to the order h 2 , h 4 , h 6 and h 8 are described in the following section.
Test of the method with analytically solvable examples Example 3
Consider the IVP y (6) 
The analytic solution of this IVP (4.56) is
The observed maximum errors are summarized in Table 5 . It is confirmed from Table 5 that if h is reduced by factor 1/2, then E is reduced by a factor 1/4, which indicates that the method gives second-order results. The observed maximum errors (in absolute values) associated with y i , for the problem (4.56), corresponding to different orders of method are summarized in Table 6 . 
Example 4
The second example is y (6) (t) + y(t) = 6(2t cos(t) + 5 sin(t)),
with analytic solution y(t) = (t 2 − 1) sin(t) .
The observed maximum errors (in absolute values) associated with y i , for the system (4.57), corresponding to the different values of α, β γ and δ are summarized in Table 7 . Again it is confirmed from Table 7 that if h is reduced by factor 1/2, then E is reduced by a factor 1/4, which indicates that the method gives second-order results. The observed maximum errors corresponding to the different orders of the method are summarized in Table 8 .
Conclusion and Outlook
In this paper we started from a set of N nonlocal coupled harmonic oscillators, each driven by a driving force. We showed that this leads to an 2N -th order initial value problem (IVP) in a single variable. In a sense this gives 'physical meaning' to high-order IVP in one variable, which so far have mainly been looked at without any physical interpretation. Engineering applications include strongly coupeld oscillator problems where the state of a local oscillator is strongly influenced by the position of the nearest neighbor. By implementing improved end conditions, a very precise numerical method could be developed to solve this system numerically. In fact, we believe it is one of the most precise methods known in the field. Apparently our results are relevant to find very precise numerical solution schemes for higher-dimensional differential equations. We showed that a transformation of an N -dimensional 2nd order differential equation to a 1-dimensional differential equation of order 2N can be highly advantageous from a numerical point of view. One can implement improved end conditions that allow for a significant reduction of the error. After the 2N -th order IVP has been solved very precisely, the solution can be translated back into the original physical setting of N nonlocal oscillators.
While we have explicitly worked out the cases N = 2 and N = 3, in principle our method can be extended to higher values of N , though the complexity of the formulas used to minimize the truncation error increases rapidly.
