Abstract. We define invariants for measure-preserving actions of discrete amenable groups which characterize various subexponential rates of growth for the number of "essential" orbits similarly to the way entropy of the action characterizes the exponential growth rate. We obtain above estimates for these invariants or actions by diffeomorphisms of a compact manifold (with a Borel invariant measure) and, more generally, by Lipschitz homeomorphisms of a compact metric space of finite box dimension. We show that natural cutting and stacking constructions alternating independent and periodic concatenation of names produce Z 2 actions with zero onedimensional entropies in all (including irrational) directions which do not allow either of the above realizations.
Introduction
The smooth realization problem for measure-preserving transformations has many aspects and facets, most of them far from well understood. For the sake of this discussion we * Partially supported by NSF grant DMS-94 04061] * * The second author would like to express his gratitude to the Pennsylvania State University mathematics department for financial support and warm hospitality during his visit in January-February 1995 when the present paper was written will stick to two basic types of questions. Let T be a measure-preserving transformation of a Lebesgue space (X, µ).
Does there exists a smooth, say C
∞ , diffeomorphism f of a compact differentiable manifold M , preserving a Borel probability measure ν such that f considered as the automorphism of the Lebesgue space (M, ν) is metrically isomorphic to T ? 2. The same with an extra requirement that the measure in question is absolutely continuous, or smooth, or given by a smooth positive density.
The basic and well-known restriction on the possibility of smooth realization is finiteness of entropy h µ (T ). This was originally shown by Kushnirenko for the absolutely continuous measures in his seminal paper [Ku] and was first proven by Margulis for arbitrary Borel measures in the late sixties (unpublished). This fact follows from the entropy inequalities in [Ru] or [Ka] . In fact, the entropy of a Lipschitz homeomorphism of any metric space of finite box dimension is also finite (see e.g. [KH] , Theorem 3.2.9).
The realization problem 1 for finite entropy transformations has been solved positively by Lind and Thouvenot [LT] based on the methods of the Krieger generator theory. In their work M = T 2 , the two-dimensional torus. In fact, they showed that the measure ν can be made positive on open sets. Without the latter requirement their method works for an arbitrary compact manifold of dimension ≥ 2. However, with that requirement the smooth realization on an arbitrary manifold or, for that matter, on S 3 , is not known. A related fact is that an arbitrary measure-preserving transformation with finite entropy can be realized as a homeomorphism of an arbitrary differentiable compact manifold of dimension ≥ 2 preserving a measure given by a smooth positive density ([K3] , Chapter 15; for the case of T 2 this result was proved earlier in [LT] ). The situation with the "genuine" smooth realization (problem 2) is much less understood. There are no known restrictions for realization within the class of all compact manifolds. As is well-known if M = S 1 any diffeomomorphism preserving a non-atomic measure is conjugate to a rotation. The only non-trivial restriction follows from Pesin's theory of diffeomorphisms with non-zero Lyapunov exponents which implies that in dimension two any positive entropy diffeomorphism is essentially Bernoulli [P] . No restrictions are known in the zero entropy case in dimension greater than one and in the positive entropy case in dimension greater than two.
When one passes from single automorphisms to groups of measure-preserving transformations the situation changes. Orbit growth characteristics derived from and similar to entropy provide a number of obstructions to smooth realization. Let us consider the simplest interesting case, that of the free abelian groups Z k , k ≥ 2. For smooth actions the (l-dimensional ) entropy of the restriction of the action to any subgroup Γ of Z k of rank l ≥ 2 must be equal to zero. Furthermore, the entropy with respect to an absolutely continuous invariant measure is given by the Pesin formula [P] as the sum of positive Lyapunov exponents and hence entropy of an element is a subadditive function on the group. Since there are example of actions for which this is not true (such examples were constructed independently by the second author and by Ornstein and Weiss [OW] ) we deduce that not every action whose elements have finite entropy allows smooth realization with an absolutely continuous invariant measure. Furthermore, one had to take into account "irrational" directions in the group. The entropy in such a direction can be described as the entropy of an appropriate element of the suspension action of R k . Particularly interesting examples of that kind constructed by the second author feature an ergodic action of Z 2 whose elements have zero entropy but some (evidently irrational) element of the suspension has positive entropy. Since smooth realization of an action implies a smooth realization of its suspension such actions cannot be realized with an absolutely continuous invariant measure.
In the present paper we construct obstructions to smooth realization (even with just a Borel invariant measure) of actions of finitely generated amenable groups which can be non-trivial already for actions of Z k , k ≥ 2 for which all elements of the suspension have zero entropy. In fact, our obstructions work for realization of actions by Lipschitz homeomorphisms of compact metric spaces of finite box dimension. This is different in an essential way from the obstructions used in [OW] which relied on much deeper facts from smooth ergodic theory. Our invariants generalize to the group actions the invariants for individual maps whose description is outlined in section 11 of [K1] . They represent asymptotics of the growth of the number of balls in the Hamming metrics needed to cover the "names" representing an essential measure of codes with respect to a partition. The key observation (Proposition 1) is that to majorize those asymptotics it is sufficient to consider a single generating partition or, more generally, a family of partitions whose σ-algebras asymptotically generate the σ-algebra of all measurable sets (generating or sufficient families). This property makes the invariants both calculable and useful unlike the asymptotics of the entropy of iterated partitions which are useless in the zero entropy case. For smooth and Lipschitz transformations our invariants can be estimated from above via the box dimension and Lipschitz constants (Proposition 3). More generally, for groups of homeomorphisms of compact metric spaces there is an intimate connection between the invariants and similar asymptotics obtained from the sequences of metrics measuring the maximal distance between finite pieces of orbits (Proposition 2) It is rather remarkable that zero-entropy examples not allowing smooth or Lipschitz realization come from the most natural and "regular" cutting and stacking constructions which alternate random and periodic behavior for increasing time scales (Proposition 4 and Corollary 1). In order to keep notations reasonable and presentation short we describe examples only for Z 2 actions although proper modifications work for finitely generated amenable groups which are not finite extensions of Z. Let T : (X, µ) × Γ → (X, µ) be an action of the group Γ by measure-preserving transformations of a Lebesgue space; let ξ = (c 1 , . . . , c N ) be a finite measurable partition. Our constructions will use an ordering of elements of ξ but the results will be independent of a particular choice of an ordering. We define the "coding map" Even though in this paper we use only the quantities of the first kind, all three kinds can be used for the construction of our asymptotic invariants as the following inequalities show:
For the special case
1.2.Comparison of codes.
Any ordering of elements of ξ induces the lexicographical ordering of elements of ξ E . We will compare codings via ξ and via ξ E in terms of the Hamming distance. Notice that the F -names with respect to ξ E are completely determined by EF -names with respect to ξ. Furthermore, any disagreement between EF -names with respect to ξ will show up at most card E times as a disagreement between F -names with respect to ξ E . Furthermore,if F ⊃ F there are at most (card F − card F ) more disagreements between F -names than between F -names. Hence the following inequalities hold:
and hence
Finally let us consider two partitions
Using Chebychev inequality one immediately sees that
This translates into the following inequality
1.3.Asymptotic invariants.
Now assume that Γ is an amenable group, {F n }, n = 1, 2, . . . is a Følner sequence of finite subsets of Γ, i.e.
Our invariants are built from the characteristics of the asymptotic growth of the quantities S H ξ (T, F n , , δ) as n → ∞. We then let → 0 and δ → 0 and take the supremum over all finite partitions ξ. Specific characteristics of the asymptotic growth can be produced in a number of ways. For example, fix a sequence of positive numbers a n increasing to infinity and take
Alternatively, one can fix a "scale" i.e. a family a n (t) of sequences increasing to infinity and monotone in t such as the power family n t , 0 < t < ∞ and define the following characteristic of the asymptotic growth sup{t : lim sup
or similarly with lim inf. The reader will find without much difficulty other convenient characteristics of the asymptotic growth. Whatever specific procedure is chosen, we will denote the resulting quantity which may be either a non-negative real number or infinity by A(ξ, , δ). Since S H ξ (T, F, , δ) are by definition non-increasing in and δ
Thus our invariants are defined as sup
where ξ is an arbitrary finite partition. Let us point out that if the action T is ergodic and we use the exponential scale a n (t) = exp tn in our definition the resulting invariant coincides with the entropy of the action (See [K2] where the case Γ = Z is treated in detail). Thus if the entropy h µ (T ) is equal to zero, in order to produce non-trivial invariants we should use slower scales such as n t or exp tn α for some α < 1. The resulting invariant may then be called the "slow entropy" associated with the given scale.
Similarly to the case of the standard (exponential) entropy we need to develop effective methods of calculating our invariants. Recall that a partition ξ is called a generator for the action T if the minimal invariant σ-algebra containing ξ is the σ-algebra of all measurable sets. This fact is symbolically denoted by ξ Γ = where denotes the partition into single points generating the σ-algebra of all measurable sets. More generally we will call a sequence of partitions ξ m generating (or sufficient) if ξ 
Corollary 1. If η is a generating partition for T then
Proof of the Proposition. The proof follows the same general scheme as the corresponding proof for the entropy of a single transformation (See e.g. [KH] , Theorem 4.3.12). We will use inequalities (1.1) -(1.3); (1.1) will be used to show that A(ξ) = A(ξ E ) for any finite set E ⊂ Γ; this is the only place in the proof where amenability of the group Γ is used; 
where the second inequality follows from (1.2). Now we can use the fact that F n is a Følner sequence (see (1.4)) and pick n 0 such that for any n ≥ n 0 card EF n − card F n card EF n < 4 .
Using (1.1) we obtain for any such n the inequality
and hence with n → ∞
Combining this inequality with (1.5) we obtain
Taking supremum over the second and third arguments completes the proof: 
Proposition 2. For any
β > 0, S H ξ (T, F, δ, β + δ) ≤ S d (T, F, α 2
, β).
Proof. Denote the neighborhood U α (∂ξ) simply by U . Consider the set Proof of the Lemma. Since the cover is minimal B ∩ C = ∅. Let x ∈ C. That means that among points T (γ)x, γ ∈ F less than δ card F belong to the set U α (∂ξ). Let
For every γ ∈ F x , the 
To finish the proof of the proposition let us consider any cover A of a set A with µ(A) ≥ 1 − β by balls in the d 
2.2.Estimates of d
T F covers for smooth and Lipschitz actions. Now we assume that the group Γ is generated by a finite set Γ 0 and that the Følner set F n consists of elements whose word-length norm with respect to Γ 0 does not exceed a n . Furthermore, we assume that the compact space X has finite box dimension D with respect to the metric d and that Γ acts on X by bi-Lipschitz homeomorphisms. Let L be a common Lipschitz constant for all elements T (γ), γ ∈ Γ 0 Γ −1 0 . Then obviously all elements of T (F n ) have a common Lipschitz constant L a n .
Proposition 3. For any partition ξ with µ(∂ξ)
Proof. By our assumption about dimension for any given > 0 the space X can be covered by c( ) exp (D log La n ) balls of radius
L −a n where the choice of α has been explained before Proposition 2. By our assumption on the Lipschitz constants every such ball lies inside an
Since one can always find a generating sequence of partitions satisfying the assumption of Proposition 3 one can apply Proposition 1 to show that a necessary condition for realization of a measure-preserving action of Γ by Lipschitz homeomorphisms in a space of finite box dimension, e.g. by diffeomorphisms of a compact manifold, is that the slow entropy should be no more than exponential as measured against the diameter of the Følner sets in the word-length metric. Naturally, zero entropy of the action corresponds to the subexponential growth measured against the number of elements in the Følner sets. For any group which is not a finite extension of Z there is a gap between the two asymptotics which allows to construct actions by zero entropy maps whose slow entropy is superexponential in terms of the diameter of Følner sets. Hence such actions do not allow smooth or Lipschitz realization. For example, let Γ = Z k , k ≥ 2; F n , the standard symmetric n-cubes around the origin, Γ 0 the standard set of generators. In this case a n = kn, card F n = (2n + 1) k . In the next section we will construct actions of Z 2 such that every element of the suspension R 2 action has zero entropy but the growth of S H ξ (T, F n , , δ) is faster than exponential in n and hence in a n . By the results of the present section such actions do not allow smooth of Lipschitz realization.
3.Construction of examples
As before, we consider a Lebesgue space (X, µ) and a finite measurable partition ξ = (c 1 , . . . , c N ) . For a measurable set A ⊂ X we denote by H(ξ|A) the entropy of the trace of the partition ξ on A, i.e. the entropy of ξ with respect to the conditional measure µ|A . If η = (d 1 , . . . , d M ) is another finite measurable partition of X we denote by H(ξ|η) entropy of ξ relative to η. It is a standard fact that [KH] , Section 4.3.).For A ⊂ X we define the numbers 
Proof. Let ζ n be the partition of X into the images of the set
. By subadditivity of entropy the right-hand expression in the previous inequality is greater or equal than
To finish the proof of (3.1) it is enough to notice that
The proof of (3.2) uses essentially the same argument. We begin with a cover of a set B of measure ≥ 1 − δ by -balls in the metric d H C k .Using Chebychev inequality one can find (p 0 , q 0 ) ∈ C k such that among the sets T ak+p 0 1
T bk+q 0 2
A n , (a, b) ∈ C l the proportion of those which intersect B by a set of conditional measure ≥ 1 − δ 1 2 is at least 1 − δ 1 2 . After that it remains to compare C n -names and C -names using (3.3).
For a single measure-preserving transformation
Lemma 3. Let T be a measure-preserving transformation of a Lebesgue space.Given a partition ξ as before, a positive integer k and > 0 there exists an integer n o and δ > 0 such that in n ≥ n 0 is an even number and A n is a measurable set disjoint with its first n − 1 images and such that
Proof. Let r be the smallest positive measure of an element of the partition ξ k . Pick δ 1 > 0 so small that for any probability measure ν such that
Let E be the projection to the the algebra of T -invariant functions. We do not assume that T is ergodic; in the latter case E corresponds to taking average. Let us pick n 0 so big that for any n > n 0 and for every element c ∈ ξ
Therefore using Chebychev inequality one can find for each c ∈ ξ k from a set of conditional
(1 + δ 1 r) (depending on c) such that on the set T s A n the following inequality holds
Pick a δ > 0 so small that for every c ∈ ξ k , | A n Eχ c dµ − µ(c)| < δ 1 r. We have
By (3.5) the last integral is within 2δ 1 r from
, and hence (3.4) implies the assertion of the Lemma.
Lemma 4. Given a measure-preserving transformation T : (X, µ) → (X, µ) and a finite partition ξ assume that for every positive integer n 0 and > 0 there exist n > n 0 and a set A n such that
(1) The sets
Proof. First we show that if n is large enough and > 0 is small enough 1 n H(ξ n |A n ) is close to H (T, ξ) . To see this we use the argument of Lemma 2 for the case of a single transformation instead of a Z 2 -action to obtain
Consider the partition η which consists of intersections of the elements of ξ n with A n and the complements of A n . The invariant σ-algebra generated by η approximates ξ up to .
Hence H(η) ≥ H(T, η) ≥ H(T, ξ)− , and the statement follows since |H(η)−H(ξ
n ). Now we show that under our assumptions
as n → ∞ and → 0.This together with the previous statement and assumption (3) imply the statement of the lemma.
Let ζ n be the partition into the sets
Lemma 3 implies that the last term converges to
so the statement follows.
Now we are ready to describe the construction of our example of a Z 2 -action. Proof. First, notice that due to the subadditivity of entropy of iterated partitions condition (2) follows from the fact that generators of the action have zero entropy, which in turn follows from (3). The generating partition ξ will consist of two intervals of equal Lebesgue measure 1 2 .The construction will be determined by a sequence k(n), n = 0, 1, . . . where
At the step n there will be an integer h(n) and a set A n such that the sets C h(n) are disjoint and cover the whole interval [0, 1].
We will alternate two types of construction. When k(n) = 0 we set h(n + 1) = 2h(n) and the set A n+1 is partitioned into C h(n+1) names in such a way that four blocks of C h(n) names occur independently inside the C h(n+1) names. This is achieved by the standard cutting and stacking construction. At the base of the induction we put h(0) = 2, λ(A 0 ) = 1 4 and all 16 elements of the partition ξ C 2 are intervals of equal measure. If k(n) = L > 0, we set h(n + 1) = Lh(n). In this case A n+1 is partitioned into C h(n+1) -names in such a way that for every C h(n+1) name the L 2 C h(n) names, which are obtained by tiling it, are identical.
Thus we see that the names in ξ C n |A n are obtained from an independent distribution extended periodically in a fixed pattern determined by the sequence k ( n). In order to guarantee the zero entropy condition (3) we need to assume that k(n) = 0 for infinitely many values of n. On the other hand, by taking long enough blocks of zeroes in k(n) we can guarantee condition (1). In fact, even a stronger condition with lim inf instead of lim sup would hold. This can be seen as follows. Due to the independent nature of cutting and stacking the numbers S H ξ,A n (T, C k(n) , , δ) can be calculated from the number of different C k(n) names in the set A n and can be made to grow faster than any given speed which is subexponential in n 2 . Then lemma 2 implies (1). Now we will prove that if k(n) = 0 for infinitely many values of n condition (3) 
