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Roobroeck, Niels Sluijs, Kristof Steurbaut en Olivier Van Laere, bedankt om me
in te wijden in het leven van een doctoraatstudent. Hun bureaus werden ingevuld
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Samenvatting
– Summary in Dutch –
Het vakgebied van de datawetenschap (data science) is de afgelopen jaren sterk
in opmars. Veel bedrijven en organisaties maken tegenwoordig gebruik van data-
wetenschap om betere zakelijke beslissingen te kunnen nemen. Datawetenschap
leidt ook in wetenschappelijke kringen tot nieuwe mogelijkheden, niet enkel om
bestaande modellen te verifie¨ren of te weerleggen, maar ook om problemen vanuit
een totaal ander perspectief en op een andere schaal te bekijken en te modelleren.
Het vroegtijdig detecteren van afwijkingen in de monitoringgegevens van toestel-
len en software kan bijvoorbeeld het falen van machines en software voorkomen,
en significante besparingen opleveren. De hoofdreden van de opkomst van da-
tawetenschap is dat bijna elke sector van de economie momenteel toegang heeft
tot meer data dan wat een decennium geleden denkbaar was. IBM schat dat 90
procent van de data in de wereld gecree¨erd werd tijdens de afgelopen twee jaar.
Deze heel grote verzamelingen aan data worden ‘big data’ genoemd en worden
vaak omschreven door 4Vs: het extreme Volume van de data, de grote Varie¨teit
aan types van data, de snelheid (Velocity) waaraan de data moet verwerkt worden,
en de varie¨rende kwaliteit (Veracity) van big data. In dit proefschrift spelen sociale
media (zoals Twitter of Facebook) een belangrijke rol. Deze zijn in het bijzonder
veelbelovend voor het vakgebied van datawetenschap omdat ze grote volumes aan
data bevatten, over een brede gebruikersgroep beschikken en een real-time karak-
ter hebben. In de eerste plaats kunnen sociale media gebruikt worden om nieuwe
informatie te detecteren voordat deze beschikbaar wordt in gestructureerde data-
banken. Veel evenementen kunnen bijvoorbeeld gedetecteerd worden via de soci-
ale media, zelfs voordat deze worden gerapporteerd in de traditionele media. Ten
tweede, omdat sociale media een belangrijke bron zijn geworden om nieuwe klan-
ten te werven, is het voor bedrijven en organisaties essentieel om de interacties
op sociale media in relatie met hun merk, producten en ideee¨n te verzamelen, te
analyseren, en te optimaliseren.
De toepassing van datawetenschappen op sociale media data brengt een aan-
tal belangrijke uitdagingen met zich mee. In dit proefschrift beschouwen we drie
grote uitdagingen. De eerste uitdaging die we beschouwen is dat bij het behan-
delen van sociale media data de inhoud van een individueel item vaak erg kort,
grammaticaal incorrect, en divers is, en daarom heel moeilijk automatisch te inter-
preteren. Meer dan 50% van de berichten op Twitter bevatten bijvoorbeeld weinig
nuttige informatie en zijn willekeurige gedachten, zelfpromotie, of onderhoud van
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aanwezigheid zoals ‘kben terug’ of ‘net TV gekeken’. Er moeten dus methodes
ontwikkeld worden die efficie¨nt de nuttige informatie uit de erg grote en diverse
verzameling aan sociale media extraheert. Als een eerste stap om deze uitdaging
aan te pakken, introduceren we een aanpak die, gebruik makend van sociale me-
dia, interessante plaatsen ontdekt en karakteriseert. In het bijzonder onderzoeken
we hoe geografische geannoteerde tekstuele informatie die verzameld werd via
sociale media kan gebruikt worden om nieuwe plaatsen te ontdekken. De in dit
proefschrift voorgestelde methode blijkt in staat om diverse soorten van plaatsen
te vinden, die nog niet aanwezig zijn in de databanken gebruikt door Foursquare,
Google, LinkedGeoData, of Geonames. We breiden dit werk uit door een me-
thode te introduceren die het semantische type (bvb. ‘conferentie’ of ‘sportevene-
ment’) inschat van automatisch uit sociale media gee¨xtraheerde evenementen. De
hiertoe gebruikte technieken maken gebruik van de wijze waarop het semantische
evenement-type beı¨nvloed wordt door de tijdruimtelijke aarding van het evene-
ment, het profiel van de aanwezigen, en het semantische type van de plaats, en an-
dere entiteiten die geassocieerd worden met het evenement. Experimentele resul-
taten tonen aan dat onze methodologie kan gebruikt worden om uit sociale media
evenementen van een gegeven semantisch type te ontdekken die niet worden ver-
meld in de Upcoming evenementen databank. Als laatste deel over gestructureerde
informatie beschouwen we de extractie van onderwerpen met hoge nieuwswaarde
uit sociale media. De voorgestelde methode verwerkt automatisch grote hoeveel-
heden van binnenkomende sociale media data om journalisten te voorzien van een
uitgebreid real-time overzicht aan krantenkoppen en complementaire informatie.
Onafhankelijke evaluatie toont de effectiviteit van de voorgestelde methodologie
aan.
Ten tweede vereist het werken met grote hoeveelheden real-time gegevens
nieuwe methodologiee¨n en technologiee¨n. Er moeten raamwerken worden ge-
bouwd om grote hoeveelheden aan gegevens in real-time te verzamelen en te ana-
lyseren. In dit proefschrift stellen we een generiek raamwerk voor dat kan gebruikt
worden om het consumptiegedrag van gebruikers op nieuwswebsites te verzame-
len en te analyseren. Het raamwerk laat toe om de populariteit en kenmerken van
online nieuwsartikels in real-time te verzamelen, en is zodanig opgebouwd dat het
kan worden geschaald om miljoenen bezoekers en duizenden artikels te behan-
delen. Er werd een grondige evaluatie uitgevoerd op twee verschillende nieuws
websites: een jong online nieuws bedrijf dat als doel heeft lezers te bereiken via
sociale media (newsmonkey), en een online platform van de gevestigde openbare
omroep met een meer traditionele kijk op nieuwsconsumptie (deredactie.be). We
tonen aan dat het raamwerk en de voorgestelde analyse aanpak erg geschikt zijn
voor beide contexten, en dat hiermee nieuwe inzichten in online nieuwsconsump-
tie kunnen worden bekomen.
De laatste uitdaging die we beschouwen in dit proefschrift is het voorspellen
van de populariteit van media data (zoals nieuwsartikelen) over sociale media. Dit
is erg uitdagend door de grote verschillen in de populariteitsdistributie (heel veel
weinig populaire content en erg weinig zeer populaire content) en de grote ver-
zameling aan factoren die de populariteit beı¨nvloeden. Daarom is er nood aan
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technieken die toelaten de complexe afhankelijkheid tussen de kenmerken van de
beschouwde media data en de finale populariteit modelleren. Om deze uitdaging
aan te pakken, stellen we in dit proefschrift een nieuwe methode voor om de po-
pulariteit van online nieuws te modelleren en te voorspellen. We voeren eerst een
grondige analyse uit naar de consumptiepatronen van online nieuws en hun on-
derliggende distributies. Deze kennis wordt dan gebruikt om de populariteit van
nieuwsartikels beter te voorspellen, in vergelijking met verschillende bestaande
methodes. We tonen aan dat het gebruik van eigenschappen gerelateerd aan de
inhoud, metadata en temporeel gedrag van de artikels leidt tot een significante ver-
betering van de voorspellingen, in vergelijking met bestaande aanpakken die alleen
de historische populariteit van de artikels beschouwen.
Naarmate meer en meer takken binnen de industrie sterker afhankelijk zul-
len worden van het analyseren van data, zal de toepasbaarheid van deze bijdragen
groeien. De inzichten verworven in dit proefschrift kunnen een grondige basis
vormen voor verder onderzoek. De online nieuwsanalyse en het voorspellings-
raamwerk werden bijvoorbeeld reeds ontplooid bij newsmonkey en deredactie.be.
Het raamwerk zal ook beschikbaar worden gesteld voor andere nieuwswebsites,
om hun data te verzamelen, te analyseren en te voorspellen om zo hun publicatie-
strategie te optimaliseren. In verder onderzoek kunnen de voorgestelde inzichten
rond het consumptiegedrag van online nieuws en het voorspellen van hun popu-
lariteit gebruikt worden om methodes te ontwikkelen die actief bijdragen tot het
optimaliseren van de publicatiestrategie.

Summary
Data science is a field that has gained a lot of interest in the last few years, and has
heavily influenced research and business practices. Many companies and organiza-
tions nowadays use data science to make better business decisions. Additionally,
data science leads to new opportunities in the scientific community, not only to
verify or disprove existing models, but also to consider problems from a totally
different perspective and to model them at a much larger scale. For instance, de-
tecting anomalies in monitoring data of equipment and software at an early stage
may prevent failure of machines and software, significantly reducing costs. The
main reason underlying the rise of data science is that almost every sector of the
modern economy now has access to more data than was imaginable even a decade
ago. IBM estimates that 90% of the global data today has been created in the past
two years. Such very large sets of data are referred to as ‘big data’ and are often
described using 4Vs: the extreme Volume of data, the wide Variety of types of
data, the Velocity at which the data must be processed, and the Veracity of big
data. In this dissertation, social media such as Twitter or Facebook play an impor-
tant role. Social media are particularly promising for the field of data science, due
to their large data volume, broad user base, and real-time nature. In the first place,
social media can be used to discover information before it is picked up and stored
in structured databases. Examples include the use of social media to detect events,
even before they are reported in traditional media. Secondly, as social media form
an important tool to attract new customers, it becomes increasingly important for
companies and organizations to monitor, analyze and optimize the interactions on
social media in relation to their brand, products, and ideas.
A number of challenges arise when applying data science to social media data.
In this dissertation, we address three major challenges. The first challenge we
address is that social media content is often very short, noisy and diverse, and
therefore very difficult to interpret automatically. For instance, more than 50%
of the messages on Twitter do not contain useful information and are mostly ran-
dom thoughts, self promotion or presence maintenance such as ‘im back’ or ‘just
watched TV’. In other words, methods should be constructed that efficiently ex-
tract the useful content from the very large and diverse social media data. As
a first step to tackle this challenge, we propose an approach that discovers and
characterizes places of interest using social media. In particular, we investigate
how geographically annotated textual information obtained from Flickr photos and
Twitter posts can be used to discover new places of a given type such as ‘hotel’ or
‘school’ to extend semantic databases of places. For several place types, our pro-
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posed methodology finds places that are not yet contained in the databases used by
Foursquare, Google, LinkedGeoData and Geonames. We have extended this work
by introducing a method for discovering the semantic type of events which are ex-
tracted from social media. We have in particular focused on how the semantic type
such as ‘conference’ or ‘sport event’ is influenced by the spatio-temporal ground-
ing of the event, the profile of its attendees, and the semantic type of the venue and
other entities which are associated with the event. Experimental results show that
our methodology can be used to discover events of a given semantic type which are
not mentioned in the Upcoming datasets, by analyzing social media data. As our
last contribution on structured information extraction, we consider the extraction
of newsworthy topics from social media. The proposed method allows automat-
ically mining social media streams to provide journalists with a set of headlines
and complementary information that summarizes the current newsworthy topics.
Independent evaluation shows the effectiveness of the proposed methodology.
Secondly, working with a large amount of real-time data requires distinctive
new techniques and technologies. Frameworks should be developed to handle and
analyze a large volume of data in real-time. In this dissertation, we propose a
generic framework which can be used to monitor and analyze the consumption
patterns of users on news websites. The framework monitors the popularity and
features of online news articles in real-time, and can be easily scaled to handle
millions of visits and thousands of articles. Our framework has been thoroughly
evaluated on two quite different news websites: a young online news company
that focuses on accessing readers through social media (newsmonkey), and the
online platform from an established national broadcaster, with a more traditional
take on news consumption (deredactie.be). We show that our generic data-driven
framework and analysis approach are well suited for both use cases, and lead to
new insights into online news sharing and consumption behavior.
The last challenge we handle in this dissertation is to predict the popularity
of media content (e.g., news articles) in social media. This is very challenging
due to the high skewness in the popularity distribution and due to the very large
and complex set of factors which influence the popularity. Therefore, advanced
prediction methodologies should be constructed that can model the complex de-
pendencies between the features of content and their final popularity. To address
this challenge, we propose in this dissertation a novel methodology to model and
predict the popularity of online news. We first conduct a thorough analysis of the
view patterns of online news, and their underlying distributions. This knowledge is
then used to better predict the popularity of articles, compared to various existing
methods. By means of a new real-world dataset, we show that the combination of
features related to content, meta-data, and the temporal behavior leads to signifi-
cantly improved predictions, compared to existing approaches which only consider
features based on the historical popularity of the considered articles.
As most industries will become more data-driven, the applicability of our con-
tributions will grow and the insights gained in this dissertation can form a sound
basis for further research. For example, the online news monitoring and prediction
framework has been deployed at newsmonkey and deredactie.be. The framework
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will also be made available for other news websites, to monitor and analyze their
data and to optimize their strategy. In future research, the knowledge presented
in this dissertation on consumption behavior of online news and its predicted pop-
ularity can be used to construct methodologies which actively suggest how the




“It’s important to remember that the primary value from big data comes not from
the data in its raw form, but from the processing and analysis of it and the insights,
products, and services that emerge from analysis.”
– Thomas H. Davenport
1.1 Context
1.1.1 Data Science
Data science is the scientific discipline that studies the various processes and sys-
tems to extract knowledge or insights from data in various forms, either structured
or unstructured. The general task of data scientists is to find and interpret rich
data sources, manage large amounts of data, extract structured information from
large sets of unstructured or semi-structured data, discover patterns in large data
sets, build mathematical models using the data, and present and communicate the
insights and findings. Data science has gained more and more interest in recent
years, and affects academic as well as applied research in many domains, includ-
ing speech recognition, search engines, recommendation systems, and predictive
modeling. As almost every sector of our modern economy now has access to more
data than was imaginable even a decade ago, data science heavily influences eco-
nomics, business, and finance. It is used in many industries to allow companies
and organizations to make better business decisions as well as in the scientific
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community to verify or disprove existing models or theories. For instance, detect-
ing anomalies in monitoring data of equipment and software at an early stage may
prevent failure of machines and software, reducing costs. Another example, rele-
vant for the work presented in this thesis, is the prediction of which content will
be most popular on social media, allowing online news agents and marketeers to
optimize their publishing strategy.
Data sets are growing rapidly because they are increasingly gathered by e.g.
cheap and numerous information-sensing mobile devices, software logs, cameras,
social media, and wireless sensor networks. IBM estimates that 90% of the global
data today has been created in the past two years.1 Such (very) large sets of data are
often referred to as ‘big data’. Working with this amount of data requires distinc-
tive new skills and tools. The datasets are often too voluminous to fit on a single
computer, to manipulate with traditional databases or to analyze with standard sta-
tistical techniques. The data is also more heterogeneous than the highly curated
data of the past. Digitized text, audio, and visual content, such as social media
and blog data, is typically messy, incomplete, and unstructured. Novel methods
and techniques are needed to extract useful information from such data with un-
certain quality. Gartner uses ‘3Vs’ to describe big data: the extreme Volume of
data, the wide Variety of types of data and the Velocity at which the data must be
must processed [1]. Additionally, a new V is added by some definitions to denote
the Veracity of big data. Despite the additional challenges when data scientists
cope with big data versus ‘small data’, analyzing big data offers the opportunity
to enhance insights, decision making, and process automation for very large and
complex models. This data, when extracted, manipulated, stored, and analyzed
can help a company to gain useful insights to increase revenues, get or retain cus-
tomers, and improve operations. For instance, all websites on the world wide web
can be indexed and processed to construct advanced search engines [2], or all in-
teractions on commercial websites can be monitored and analyzed to improve user
interactions and online sales [3].
1.1.2 Data Science in Social Media
The pervasive use of social media sites such as Facebook, Instagram, LinkedIn,
and Twitter has led to large amounts of a new form of data, simply known as so-
cial media data. This data is mostly user-generated, informal, incomplete, and
multimedia, and is often accompanied with information about time and location.
The data is large in scale with quick updates taking place continuously, all over
the world. Social media are particularly promising for the field of data science,
because they capture a continuously growing amount of user-generated data. In
the first place, social media can be used to discover information before it is picked
1http://www-01.ibm.com/software/data/bigdata/what-is-big-data.html
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up and stored in structured databases. The data can for instance be used to detect
events, even before they are reported in traditional media [4]. In addition, social
media can be used to discover places of interest not yet known by structured data-
bases such as Google Places and Foursquare [5], or to estimate the opinions about
a product or person [6]. Secondly, as social media become an important tool to
attract new customers, it becomes increasingly important for companies and or-
ganizations to monitor, analyze, and optimize the interactions on social media in
relation to their brand, products, and ideas [3, 7]. However, the process is not
without its challenges. The stream of social media data is a prime example of
‘big data’, as described in Section 1.1.1. Dealing with data sets of enormous sizes
which constantly grow, is a challenge on its own, but there is an additional and
unique problem to social media related to the large noise-to-signal ratio. These,
and related, challenges will be handled in this dissertation. Section 1.2 will de-
scribe the challenges we handle in this dissertation in more detail, and in Section
1.3 we summarize the main contributions of our research.
1.2 Problem Statement
Due to the large amount of real-time data produced by social media, these form an
ideal source to discover facts not yet contained in structured databases. The most
important challenge to handle social media is that its content is often very short,
noisy, and diverse (i.e. veracity and variety of the data). For instance, more than
50% of the messages on Twitter do not contain generally useful information and
are mostly random thoughts, self-promotion or presence maintenance such as ‘im
back’ or ‘just watched TV’ [8]. In addition, the characteristics of different kinds of
social media data are very diverse as e.g. Flickr photos are mostly taken at points
of interest associated with structured tags, whereas the geo-locations of Twitter
posts are more widespread with more noisy content [9]. Because of the potentially
useful information hidden in social media data, we need methods which efficiently
extract that content. This content should then be interpreted and correctly enriched
to construct the structured data, e.g., to populate knowledge bases.
The volume and velocity of big social media data leads to the second chal-
lenge. Big data requires novel techniques and technologies to reveal insights from
datasets that are complex and of a massive scale. Frameworks should be con-
structed to handle a large volume of data in real-time, and to timely analyze it.
These insights can for example be used to optimize publication strategies on social
media [3] or to receive knowledge about users’ opinions about products [10].
The last challenge we handle in this dissertation is to predict the popularity
of content in social media. This is very challenging due to the high skewness
in the popularity distribution (i.e. a large amount of unpopular content and very
little popular content) and the very large and complex set of factors which influ-
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ence the popularity (e.g. sentiment of the content, timing, and the influence of
early adopters) [11]. Therefore, advanced predictions methodologies should be
constructed which can model the complex dependencies between the features of
the content and their final popularity. These predictions can, together with the
extracted data and insights, be used to make better decisions. For example, by
predicting which content will be most popular on social media, online news agents
and marketeers can optimize their publishing strategy [12].
1.3 Main Research Contributions
The main research contributions of this dissertation address the challenges which
are described in Section 1.2. The following contributions are detailed in this dis-
sertation:
1. Methodologies for discovering and characterizing structured information
using social media.
Databases of structured data have become increasingly popular. Event data-
bases such as Upcoming2 and Facebook Events3 are used to find interesting
events in the vicinity of the user. Databases of places, e.g. Google Places4
or Geonames5, can be used to detect the geographic location of a place, and
to discover places of a given type that are close to a user-specified loca-
tion. Also, users can search in the databases of news websites to find media
items which they find interesting. As it is important for these systems to
use an up-to-date database with a broad coverage, there is a need for tech-
niques that are capable of expanding structured databases with new facts in
an automated way. Furthermore, the entities (places, events, topics. . .) need
an associated semantic type that allows for easier browsing and searching
through the database.
The main focus of these contributions is on how the often noisy and diverse
data obtained from social media can be used to discover new information to
extend structured databases. In this dissertation, we consider three types of
structured information:
(a) Places of Interest
We investigate how geographically annotated information obtained from
Flickr photos and Twitter posts can be used to discover new places of
a given type such as ‘hotel’ or ‘school’ to extend semantic databases






are not yet contained in the databases used by Foursquare, Google,
LinkedGeoData and Geonames.
(b) Events
We introduce a method for discovering the semantic type of events
which are extracted from social media, focusing in particular on how
this type is influenced by the spatio-temporal grounding of the event,
the profile of its attendees, and the semantic type of the venue and
other entities which are associated with the event. We estimate the
aforementioned characteristics from meta-data associated with social
media covering the event. Experimental results show that our method-
ology can be used to discover events of a given semantic type from
social media that are not mentioned in the Upcoming datasets.
(c) Newsworthy Topics
Extensive work has shown that social media can successfully be used
to detect events, even before they are reported in traditional media [4].
Therefore, social media may form an excellent source for news profes-
sionals to monitor the newsworthy topics that emerge from the crowd.
The task at hand is to automatically mine social media streams to pro-
vide journalists with a set of headlines and complementary information
that summarize the newsworthy topics for a number of time intervals
of interest. Independent evaluation shows the effectiveness of the pro-
posed methodology.
2. A framework to collect and analyze large amounts of online news data in
real-time.
It is often important to monitor and analyze social media data in real-time
and at a large scale. For example, due to the strong competition between
online news publishers in order to reach the largest possible audience, there
is a need for a well thought-out online publishing strategy. This can be
achieved by acquiring profound and real-time insights into the consumption
and social sharing behavior of users with respect to their online content.
Therefore, we propose a generic framework which can be used to monitor
and analyze the consumption patterns of users on news websites. The frame-
work monitors the popularity of online news articles in real-time, and can
be easily scaled to handle millions of visits and thousands of articles. Our
framework is thoroughly evaluated on two quite different news websites: A
young online news company that focuses on accessing readers through so-
cial media (http://newsmonkey.be), and the online platform from an estab-
lished national broadcaster, with a more traditional take on news consump-
tion (http://deredactie.be). We show that our generic data-driven framework
and analysis approach is well suited for both use cases, and use it to provide
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new insights into online news sharing and consumption behavior.
3. An approach to predict the virality of online news.
It is very useful to predict the future state of social media data. By predict-
ing the popularity of advertisement or online articles on social media, for
instance, marketeers and news agents can optimize their online publishing
strategy. In this dissertation, we handle the use case of predicting the pop-
ularity of online news articles. We first conduct a thorough analysis of the
view patterns of online news, and their underlying distributions. This knowl-
edge is then used to better predict the popularity of articles, compared to var-
ious existing methods. By means of a new real-world dataset, we show that
the combination of features related to content, meta-data, and the temporal
behavior leads to significantly improved predictions, compared to existing
approaches which only consider features based on the historical popularity
of the considered articles.
1.4 Outline of this Dissertation
This dissertation is composed of a number of publications that were written within
the scope of this Ph.D. research. The selected publications provide an integral and
consistent overview of the work performed. The different research contributions
are detailed in Section 1.3 and the complete list of publications that resulted from
this work is presented in Section 1.5. Within this section we give an overview of
the remainder of this dissertation and explain how the different chapters are linked.
Table 1.1 shows the challenges that were highlighted in Section 1.2 as they apply
to the different chapters.
Table 1.1: An overview of the challenges per chapter in this dissertation.
Ch.2 Ch.3 Ch.4 Ch.5 Ch.6
Data Extraction • • •
Big Data Collection and Analysis •
Data Prediction •
The research described in Chapter 2, Chapter 3 and Chapter 4 focuses on struc-
tured information extraction from social media. In particular, Chapter 2 focuses
on the discovery and characterization of places of interest using social media. We
discuss how geographically annotated information obtained from social media can
be used to discover new places. In particular, we first determine potential places of
interest by clustering the locations where Flickr photos were taken. The tags from
the Flickr photos and the terms of the Twitter messages posted in the vicinity of
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the obtained candidate places of interest are then used to rank them based on the
likelihood that they belong to a given type.
In Chapter 3, we propose a method to discover the semantic type of events
which have been extracted from social media. We first detect events which are not
yet contained in existing databases using Flickr. This is done by first clustering a
large set of Flickr photos based on their similarity in text, geographical location,
and creation time. The obtained clusters are considered as candidate events, and
events which are already known by the Upcoming event database are removed. In
Chapter 2, we only use textual information of the social media to discover seman-
tic types. In Chapter 3, however, more advanced features are discussed to better
estimate the semantic type of events. In particular, the hypothesis we consider in
this chapter is that in many cases the event type can be better estimated by look-
ing at additional properties, such as timing, the type of venue, or characteristics of
attendees. These properties can be readily obtained from the meta-data associated
with the Flickr photos of the event. They are used to describe the events, and an
ensemble learner is then used to identify their most likely semantic type.
In Chapters 2 and 3, we focus on the extraction of structured information from
social media. In Chapter 5 and Chapter 6, we focus on the collection, analysis
and prediction of the popularity of online news content in social media. Chapter 4
makes a bridge between these two parts as it considers the extraction of newswor-
thy topics from social media. In particular, Chapter 4 describes our submission
for the SNOW 2014 Data Challenge. The challenge was to mine Twitter streams
to provide journalists with a set of headlines and complementary information that
summarizes the most newsworthy topics for a number of given time intervals. We
propose a 4-step approach to solve this. First, a classifier is trained to determine
whether a Twitter user is likely to post tweets about newsworthy stories. Second,
tweets posted by these users during the time interval of interest are clustered into
topics. For this clustering, the cosine similarity between a boosted tf-idf represen-
tation of the tweets is used. Third, we use a classifier to estimate the confidence
that the obtained topics are newsworthy. Finally, for each obtained newsworthy
topic, a descriptive headline is generated together with relevant keywords, tweets
and pictures.
In Chapter 5 and Chapter 6, we focus on the monitoring, analysis, and predic-
tion of the popularity of online news. In Chapter 5, we introduce a highly scalable
framework which monitors and analyzes the consumption behavior of online news
articles in real-time. As the optimal publishing strategy is highly publisher-specific
and depends on the considered popularity metric (e.g., number of Facebook shares
vs. total number of page views), our framework can be easily scaled to cover many
news websites, and we discuss six popularity metrics. In addition, we introduce a
number of article features used by our monitoring system, and show that these are
vital for a good understanding of the news consumption and sharing behavior.
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Chapter 6 presents a novel methodology to model and predict the popularity of
online news. We show that well-chosen base functions can nicely model the view
patterns of online news, and show how the influence of day versus night on the total
view patterns can be taken into account to further increase the accuracy, without
leading to more complex models. To predict the popularity of online news, we
propose a method that (i) explicitly makes use of the temporal model underlying
the historical view pattern of the considered article, (ii) considers, in addition to
the historical popularity of the article, content-based and meta-data related features
(such as author, category, emotion, etc.), and (iii) uses the gradient tree boosting
algorithm instead of the more traditional linear regression techniques for making
predictions.
Finally, Chapter 7 highlights the most important contributions of this disserta-
tion and summarizes the perspectives for future research.
1.5 Publications
The research results obtained during this PhD research have been published in
scientific journals and presented at a series of international conferences. The fol-
lowing list provides an overview of these publications.
1.5.1 Publications in international journals
(listed in the Science Citation Index6)
1. Steven Van Canneyt, Philip Leroux, Bart Dhoedt, and Thomas Demeester.
Predicting the Popularity of Online News based on Temporal and Content-
Related Features Submitted to Multimedia Tools and Applications, July
2016.
2. Steven Van Canneyt, Philip Leroux, Bart Dhoedt, and Thomas Demeester.
Towards a Data-Driven Online News Publishing Strategy. Submitted to
IEEE Transactions on Knowledge and Data Engineering, April 2016.
3. Cedric De Boom, Steven Van Canneyt, Thomas Demeester, and
Bart Dhoedt. Representation learning for very short texts using weighted
word embedding aggregation. Published in Pattern Recognition Letters,
pages 150–159, 2016.
6The publications listed are recognized as ‘A1 publications’, according to the following definition
used by Ghent University: A1 publications are articles listed in the Science Citation Index Expanded,
the Social Science Citation Index or the Arts and Humanities Citation Index of the ISI Web of Science,
restricted to contributions listed as article, review, letter, note or proceedings paper.
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4. Steven Van Canneyt, Steven Schockaert, and Bart Dhoedt. Categorizing
events using spatio-temporal and user features from Flickr. Published in
Information Sciences, 328, pages 76–96, 2016.
5. Steven Van Canneyt, Steven Schockaert, and Bart Dhoedt. Discovering
and characterizing places of interest using Flickr and Twitter. Published
in the International Journal on Semantic Web and Information Systems
(IJSWIS), 9(3), pages 77–104, 2013.
1.5.2 Publications in international conferences
1. Cedric De Boom, Steven Van Canneyt, Steven Bohez, Thomas Demeester,
and Bart Dhoedt. Learning semantic similarity for very short texts. Pub-
lished in the proceedings of the 2nd ICDM International Workshop on Rep-
resentation Learning for Semantic Data, pages 1229–1234, 2015.
2. Rupert Lemahieu, Steven Van Canneyt, Cedric De Boom, and Bart Dhoedt.
Optimizing the popularity of Twitter messages through user categories. Pub-
lished in the proceedings of the 2nd ICDM International Workshop on Social
Multimedia Data Mining, pages 1396–1401, 2015.
3. Cedric De Boom, Steven Van Canneyt, and Bart Dhoedt. Semantics-driven
event clustering in Twitter feeds. Published in the proceedings of the 5th
WWW International Workshop on Making Sense of Microposts, pages 2–9,
2015.
4. Steven Van Canneyt, Nathan Claeys, and Bart Dhoedt. Topic-dependent
sentiment classification on Twitter. Published in the proceedings of the
37th European Conference on Information Retrieval (ECIR), pages 441–
446, 2015.
5. Steven Van Canneyt, Steven Schockaert, and Bart Dhoedt. Estimating the
semantic type of events using location features from Flickr. Published in
the proceedings of the 8th ACM SIGSPATIAL International Workshop on
Geographic Information Retrieval, pages 57–64, 2014.
6. Steven Van Canneyt, Matthias Feys, Steven Schockaert, Thomas Demeester,
Chris Develder, and Bart Dhoedt. Detecting newsworthy topics in Twitter.
Published in the proceedings of the SNOW 2014 Data Challenge, pages 25–
32, 2014.
7. Steven Van Canneyt, Steven Schockaert, Olivier Van Laere, and Bart Dhoedt.
Using social media to find places of interest: A case study. Published in
the proceedings of the 1st ACM SIGSPATIAL International Workshop on
Crowdsourced and Volunteered Geographic Information, pages 2–8, 2012.
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8. Steven Van Canneyt, Steven Schockaert, Olivier Van Laere, and Bart Dhoedt.
Detecting places of interest using social media. Published in the proceedings
of the 2012 IEEE/WIC/ACM International Conference on Web Intelligence,
pages 447–451, 2012.
9. Steven Van Canneyt, Steven Schockaert, Olivier Van Laere, and Bart Dhoedt.
Time-dependent recommendation of tourist attractions using Flickr. Pub-
lished in the proceedings of the 23rd Benelux Conference on Artificial In-
telligence (BNAIC), pages 255–262, 2011.
1.5.3 Publications in national conferences
1. Steven Van Canneyt, Steven Schockaert, and Bart Dhoedt. Categorizing
events using spatio-temporal and user features from Flickr (abstract). Pub-
lished in the proceedings of the 14th Dutch-Belgian Information Retrieval
Workshop (DIR), page 14, 2015.
2. Steven Van Canneyt, and Bart Dhoedt. A context-aware tourism recom-
mendation system. Published in the proceedings of the 12th UGent-FEA
PhD symposium, page 61, 2011.
INTRODUCTION 11
References
[1] D. Laney. 3D data management: Controlling data volume, velocity, and
variety. Technical report, 2001.
[2] B. Sergey and L. Page. The anatomy of a large-scale hypertextual Web search
engine. Computer Networks and ISDN Systems, 30:107–117, 1998.
[3] S. Van Canneyt, P. Leroux, B. Dhoedt, and T. Demeester. Towards a Data-
Driven Online News Publishing Strategy. submitted to IEEE Transactions on
Knowledge and Data Engineering,, 2016.
[4] T. Sakaki. Earthquake shakes Twitter users: Real-time event detection by
social sensors. In Proceedings of the 19th International Conference on World
Wide Web, pages 851–860, 2010.
[5] S. Van Canneyt, S. Schockaert, and B. Dhoedt. Discovering and charac-
terizing places of interest using Flickr and Twitter. International Journal on
Semantic Web and Information Systems, 9(3):77–104, 2013.
[6] R. Lemahieu, S. Van Canneyt, C. De Boom, and B. Dhoedt. Optimizing the
popularity of Twitter messages through user categories. In Proceedings of
the 2nd ICDM International Workshop on Social Multimedia Data Mining,
pages 1396–1401, 2015.
[7] S. Yu and S. Kak. A survey of prediction using social media. ArXiv e-prints,
pages 1–20, 2012.
[8] M. Naaman, J. Boase, C.-h. Lai, and N. Brunswick. Is it really about me?
Message content in social awareness streams. In Proceedings of the 2010
ACM Conference on Computer Supported Cooperative Work, pages 189–
192, 2010.
[9] V. Murdock. Your mileage may vary: on the limits of social media. SIGSPA-
TIAL Special, 3(2):62–66, 2011.
[10] S. Van Canneyt, N. Claeys, and B. Dhoedt. Topic-dependent sentiment clas-
sification on Twitter. In Proceedings of the 37th European Conference on
Information Retrieval, pages 441–446, 2015.
[11] I. Arapakis, B. B. Cambazoglu, and M. Lalmas. On the feasibility of pre-
dicting news popularity at cold start. In Proceedings of the 6th International
Conference on Social Informatics, pages 290–299, 2014.
[12] S. Van Canneyt, P. Leroux, B. Dhoedt, and T. Demeester. Predicting the
popularity of online news based on temporal and content-related features.
submitted to Multimedia Tools and Applications, 2016.

2
Discovering and Characterizing Places
of Interest using Flickr and Twitter
Databases of structured data have become increasingly popular. Databases of
places can be used, for example, to identify places of a given type that are close
to a user-specified location. As it is important for such applications to use an up-
to-date database with a broad coverage, there is a need for techniques that are
capable of expanding structured databases in an automated way. In this chapter
we discuss how geographically annotated information obtained from social media
can be used to discover places which are not yet included in existing place data-
bases. In particular, we first determine potential places of interest by clustering
the locations where Flickr photos have been taken. The tags from the Flickr photos
and the terms of the Twitter messages posted in the vicinity of the obtained can-
didate places are then used to rank them based on the likelihood that they belong
to a given type (e.g., ‘school’ or ‘shop’). For several place types, our methodol-
ogy finds places that are not yet contained in the databases used by Foursquare,
Google, LinkedGeoData and Geonames. Furthermore, our experimental results
show that the proposed method can successfully identify errors in existing place
databases such as Foursquare.
? ? ?
S. Van Canneyt, S. Schockaert, B. Dhoedt
Published in the International Journal on Semantic Web and Information
Systems (IJSWIS), 9(3), pages 77-104, 2013
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2.1 Introduction
Berners-Lee’s vision of the Semantic Web [1] has become increasingly popular in
the last few years. The World Wide Web would evolve to a highly interconnected
network of data that could be easily accessed and understood by machines. Appli-
cations could for instance use the Semantic Web to construct customized answers
to a particular question. In such applications the user is no longer required to
search for information or pore through results. A question can be ‘What are loca-
tions of the restaurants in London?’. To answer this question, a structured dataset
has to be available containing places located in London (entities), associated with
their location and semantic type (properties). However, a lot of information on the
Web is still unstructured or only semi-structured. Therefore, there is a need for
automated methods to extend structured datasets using existing Web data. Sev-
eral methods of this form have been proposed, e.g. YAGO2 [2] and BabelNet [3]
are knowledge bases that are constructed using Wikipedia and Wordnet. Other re-
search focuses on establishing structured datasets containing information of a spe-
cific type. For instance, LinkedGeoData [4] is a dataset of places constructed using
OpenStreetMap, an application in which users can submit geographical data such
as place semantics. In this chapter, we will focus on improving existing databases
of places. More precisely, we will add new places and discover likely errors using
data from the Web. Social media data is particularly promising in this respect, due
to the large amounts of geographically annotated data produced by these media.
For example, about 1.5% of all Twitter posts (i.e. tweets) are annotated with ge-
ographical coordinates [5]. In addition, there are currently more than 190 million
geotagged Flickr photos.1 This data has been used to e.g. automatically detect
events [6–8], to find popular places [9, 10] and tourist routes [11, 12].
The main focus of this chapter is on how geographically annotated informa-
tion obtained from social media can be used to discover new places of a given type
such as ‘hotel’ or ‘school’ to extend semantic databases of places. Our hypothesis
is that the type of a place can be derived from the tags of the Flickr photos and the
terms of the Twitter posts associated with locations in the vicinity of the place. For
example, if photos around a particular location contain tags such as ‘food’, ‘din-
ner’ and ‘eating’, this strongly suggests that there is a restaurant at that location.
In our previous work [13], we have provided evidence for the validity of this hy-
pothesis: given the location of various places of interest (POIs), we addressed the
task of identifying those POIs that are most likely to be of a particular type. Our
main conclusion was that Flickr tags are a rich source of information for deciding
on the type of a place. Using Twitter terms further improved the results although
this improvement was more limited. We also considered the correlation between
the type of the POIs and the types of the places in the vicinity to categories the
1http://www.flickr.com/map, visited on February, 2013
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POIs. However, this additional information led to a minimal improvement of the
performance of our methodology, and in this chapter we are mainly interested in
the use of social media by itself to improve databases of places. Therefore, we do
not consider such correlations here. In [14] we considered the more challenging
problem of finding locations where places of particular types can be found, with-
out providing a list of candidate locations. Instead, we used a simple grid overlay
to find candidate locations and compared the results against existing databases
of places. This qualitative analysis demonstrated the potential of the proposed
method to find POIs in London that are not yet contained in Foursquare, Google
Places, Geonames and LinkedGeoData. Encouraged by these initial results, we
improve the proposed methodology in this chapter and present a more detailed ex-
perimental evaluation. First, the Support Vector Machine classifier used in [13, 14]
is replaced by a language modeling approach, which improves the results signifi-
cantly. Second, we analyze the behavior of different feature selection techniques.
We conclude that for the Flickr data correlation coefficient feature selection [15]
performs significantly better than χ2 feature selection. The performance of the
proposed methodology can be further improved when names of cities and coun-
tries are removed from the considered features. Finally, we perform a large-scale
evaluation on 88 different cities, where we examine the results for London in more
detail. Based on this evaluation, we can conclude that our approach is able to ex-
tend and validate data sets of places. In particular, our method is able to detect
new places of a particular type, even when the locations of places of interest are
not given. Furthermore, our experimental results show that the proposed method
can also be used to successfully identify errors in existing place databases such as
Foursquare.
The remainder of this chapter is structured as follows. We start with a review
of related work. The subsequent section explains how training and test data have
been collected. Thereafter, we describe our methodology of discovering places of
a given type. This section is followed by an experimental evaluation. Finally, we
conclude our work in the last section.
2.2 Related Work
To fill in the gap between the unstructured and semi-structured data from the Web
and the structured data in the Semantic Web, a number of methodologies have been
proposed. Kwok [16] and Etzioni [17], for instance, extracted named entities from
unstructured web pages using natural language processing. Other research [2, 3]
used semi-structured data available in Wikipedia and Wordnet to construct a struc-
tured dataset in an automatic way. The used semi-structured data available in
Wikipedia have been improved by applying information extraction techniques on
the main text of the corresponding Wikipedia article [18, 19]. To further construct
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structured data, social media have been used due to the large amount of data avail-
able. Social media are, on the one hand, used to derive ontologies which describe
relations between words [20, 21]. This information can for instance be used to
improve search results: Given a word as query, similar words can be used to ex-
tend the results. Schmitz [20] detected subsumption relations between Flickr tags
using the co-occurrence of the tags. The methodology applied in [21] measures
the similarity of tags used in the social bookmarking system BibSonomy using
several statistical measures such as cosine similarity, Jaccard similarity and the
mutual information metric. On the other hand, social media can be used to extract
entities and their semantics. Sakaki [7] for example constructed a probabilistic
model to detect the location and time of earthquake and typhoon occurrences us-
ing Twitter. The researchers in [8] described a method which discovered events by
detecting unusual regional activities in Twitter. Other research [11, 12] developed
methodologies that automatically constructs travel itineraries using Flickr.
In this chapter, we are focusing on automatic detection of place locations and
semantics using social media. This data can e.g. be used for personalized place
recommendations. Ozdikis [22] for instance developed an application which rec-
ommends places similar to a user defined place. Initial work on extending semantic
datasets of places by discovering points of interest (POIs) from social media has
been exclusively based on analyzing the coordinates of geotagged data. For in-
stance, Crandall et al. [9] used the mean shift method to cluster the locations of
geotagged Flickr photos to detect POIs. This method has among others been ap-
plied in [10, 23, 24] to detect and recommend popular tourist places in cities. In
this chapter, mean shift clustering is used as the first step of the proposed method-
ology to detect candidate locations of places of a given type. The Antourage sys-
tem [12] on the other hand uses a hexagonal grid overlay over a city map, and
associates with each hexagon a weight based on the number of Flickr photos that
have been taken within the boundaries of that cell. Given such a weighted grid, the
max-min ant system meta-heuristic [25] is used to find distance constrained trips
in a city covering as much as possible popular POIs. These contributions focus on
using locations of geotagged photos to detect POIs. In particular, in the aforemen-
tioned works, no attempt is made to associate semantic information with places.
In contrast, in this chapter we aim to discover places of a given semantic type,
and we do not restrict ourselves to tourist places, by also considering e.g. schools,
graveyards and libraries.
A second line of research relevant for our work analyzes text originating from
social media, in order to discover places and to retrieve semantic information on
these places. Rattenbury et al. [6] used multiscale burst analysis to detect place-
related Flickr tags. This technique was applied in [26] to detect names for arbitrary
areas in the world. They spatially clustered the locations where Flickr photos
were taken using k-means clustering. For each cluster, representative tags were
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searched using TF-IDF and the percentage of users in the cluster that used a given
tag. To find landmarks, their names and their most representative photos, Abbasi
et al. [27] proposed a further extension of this approach. To detect landmarks in
a city, they first select photos containing the city name. Second, using support
vector machines and the tags that have been assigned to the photos, these photos
were classified either as being or not being taken of a landmark. As training data,
photos were obtained from manually selected photo groups such as ‘landmarks
around the world’. Finally, tags and photos that describe landmarks in a given city
were extracted based on the obtained photos. This research demonstrates that text
from social media can be used to detect POIs and their associated name. However,
the semantic type of the obtained places was not determined.
Our work is most closely related to Gazetiki [28], a gazetteer which was au-
tomatically derived from Wikipedia, Panoramio and web search using a four step
approach. The method proposed in [28] first collected Wikipedia articles which
contain associated geographic coordinates, and a geographical concept (i.e. a place
type from Geonames) in their first sentence. From these articles, links to other
Wikipedia articles with a geographical concept in their first sentence were ex-
tracted. For each obtained Wikipedia article, a candidate geographical entity was
constructed with the name equal to the title of the article and the type extracted
from the first sentence of the article. If the article also contains a coordinate, this
coordinate was used as coordinate of the geographical entity. Second, named en-
tity recognition was used to find additional geographical names in the titles of
Panoramio photos. In addition, a candidate geographical entity was constructed
for each obtained geographical name. For the candidate geographical entity ob-
tained using Panoramio, the place type was determined by taking into account the
number of search results of queries such as ‘<geographical name> is a <place
type>’ on the Alltheweb search engine. Third, the obtained candidate geographi-
cal entities without associated coordinates were geotagged by the center of gravity
of the coordinates of the Panoramio photos that have been tagged with the ge-
ographical name. Finally, the obtained places were ranked using the number of
results by searching for the geographical name in Alltheweb and the number of
times the place was photographed.
However, to the best of our knowledge, no effort has so far been devoted to
discover places of a particular type using social media, given only some examples
of places of that type. In addition, none of the described work analyzed whether
their approach was able to detect places which were not yet included in existing
databases or is able to detect incorrect data in existing databases of places.
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Figure 2.1: Plot of the cities in our dataset.
2.3 Data Acquisition
Our goal is to determine the locations in a city C which correspond to places of
a given type t (e.g. schools, hospitals, train stations and restaurants), based on the
tags of the Flickr photos taken in the city and the terms of the tweets posted in
the city. To obtain training and test data, we collected a set of places with known
location and type for several cities. We subsequently mined Flickr and Twitter to
find metadata about these places. We now explain these steps in more detail.
2.3.1 Collecting Bounding Boxes of Cities
The considered cities were selected by first selecting the names of all cities with
a population of more than 15,000 inhabitants using Geonames. For each of the
obtained cities, its bounding box was determined using Yahoo! PlaceFinder. When
the two bounding boxes of two different cities overlap, only the city with the largest
bounding box was kept to ensure that there is no overlap in the bounding boxes of
the cities in the training, test and development set. After identifying the bounding
boxes of the cities, only cities where more than 1000 Flickr photos were taken
and more than 1000 tweets were posted were retained. Through this process, we
collected bounding boxes of 530 cities, whose locations are plotted in Figure 2.1.
More detailed plots of the locations of the obtained cities in Europe and the USA
are shown in Figure 2.2 and 2.3, respectively. In these figures, the radius of the
circles is proportional to the number of Flickr photos and tweets posted in the city.
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Figure 2.2: Plot of the considered cities in Europe, with the radius of the circles
proportional to the number of Flickr photos and tweets posted in the city.
Figure 2.3: Plot of the considered cities in the USA, with the radius of the circles
proportional to the number of Flickr photos and tweets posted in the city.
20 CHAPTER 2
Table 2.1: The place types that are considered in this chapter, together with their
corresponding category names in LinkedGeoData (LGD) and Geonames.
place type LGD categories Geonames categories
Place of Worship PlaceOfWorship S.CH S.MSQE
School School University S.SCH
Shop Shop S.RET
Restaurant Restaurant FastFood S.REST
Graveyard GraveYard S.CMTY S.GRVE
Hotel TourismHotel Motel Hostel S.HTL
Pub Pub Bar Cafe S.PUB S.CAFE
Station RailwayStation TramStop S.RSTN S.RSTP S.RSTN S.MTRO
Hospital Hospital S.HSP S.HSPC S.HSPD S.HSPL





Finally, the dataset has been split in three parts: two thirds of the cities were
used as training data (called the training set, Straining), while one sixth of the
cities were used to find optimal values of the parameters in our method (called the
development set, Sdev). The remaining sixth was used for evaluation (called the
test set, Stest). This was done by ranking the cities in descending order based on
the number of tweets and Flickr photos taken in the city. The cities ranked 1st, 7th,
13th . . . were considered as development set, the cities ranked 2nd, 8th, 14th . . .
as test set, and the remaining cities as training set. In this way we obtain three sets
that contain cities with all varieties of number of Flickr photos and tweets.
2.3.2 Collecting Places of Interest
To obtain locations of known places of different types, we have used two open
source databases: LinkedGeoData (LGD) and Geonames. We have in particular
collected all places in these databases of the types shown in the first column of
Table 2.1. These are the types with the highest number of instances in the union of
the LinkedGeoData and Geonames database.
In LinkedGeoData and Geonames, some places occur multiple times. How-
ever, both the name and location of duplicate entries may be slightly different.
Therefore, we used a heuristic based on the approach from [22] to detect and re-
move duplicates.2 First, places are indicated as duplicates when they are located
2We use a simple heuristic to detect and remove duplicate places as this method is only used to
clean our ground truth dataset. This method is not part of our proposed place detection and categoriz-
ing methodology. In future work, more advanced data fusion methods could be used to improve the
duplication detection and merging (e.g. [29]).
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Table 2.2: Statistics of the used datasets of places.
place type LGD Geonames combined in considered cities
Shop 326 388 38 316 773 64 124
Restaurant 217 145 1 315 215 613 51 647
School 284 141 241 041 349 157 46 473
Place of Worship 315 532 241 745 356 329 45 227
Pub 133 761 0 132 123 32 829
Hotel 67 563 83 210 136 174 28 567
Station 80 849 58 484 125 556 18 225
Hospital 54 363 24 281 59 599 8 400
Monument 35 110 746 32 322 4 598
Library 22 730 11 549 22 946 4 373
Graveyard 136 655 125 481 139 096 3 524
Museum 18 060 5 000 19 421 3 328
Airport 1 138 24 547 25 591 753
Castle 5 043 3 666 8 474 410
total 1 698 478 821 103 1 939 174 312 478
closer than 5 meters to each other. Second, to detect additional duplicates of a
given place p all neighboring places of the same type in a range of 100 meter were
selected as candidate duplicates. Each of the names of these candidates was con-
verted to lower case, and stripped of category words such as ‘restaurant’, ‘bar’,
‘tavern’, etc. A place from the candidate set is assumed to be a duplicate of p if its
Damerau-Levenstein distance to p is sufficiently small. For our experiments, we
have used a threshold of x/3, with x the maximum of the lengths of both names.
This way, we obtained 1,939,174 distinct places of which 312,478 are located in
the considered cities. We define K as the set of known places located in the cities
of Straining, which are used to train our model. The places located in Sdev and
Stest are used as ground truth to respectively optimize and evaluate our method-
ology. An overview of the number of places per type and source can be found in
Table 2.2.
2.3.3 Collecting Social Media Data
We collected data from Flickr and Twitter to obtain textual descriptions of places,
which will be used to estimate their semantic type.
Collecting Flickr data We crawled the metadata of around 70% of the geo-
referenced photos from the photosharing site Flickr that were taken before May
2011 and which contain a geotag with street level precision (geotag accuracy of at
least 15). Once retrieved, we ensured that at most one photo was retained in the
collection with a given tag set and user id, in order to reduce the impact of bulk
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uploads [30]. In addition, photos with invalid coordinates or without tags were re-
moved. The dataset thus obtained contains 23,324,644 geotagged photos of which
9,516,714 are located in the considered cities.
Collecting Twitter data We used the Twitter Streaming API to collect tweets.
Using the ‘Gardenhose’ access level, we collected about 10% of the public geo-
tagged tweets posted between March 13, 2012 and June 23, 2012. Because we
were specifically interested in the added value of using Twitter, we removed con-
tent which was automatically created by other services. More precisely, automatic
generated content from Foursquare, Instagram, Path and Yahoo! Koprol was re-
moved. Finally, the tweets were converted to lower case, and URLs and special
characters such as #, & and punctuations were removed. After filtering, we ended
up with a total number of 30,095,000 tweets of which 8,138,974 are located in the
considered cities.
2.4 Methodology
In this section we describe various aspects of our proposed approach to discover
places of interest. More precisely, we want to determine the locations in a city
C which correspond with places of a given type t. Therefore, we first cluster
the locations where Flickr photos have been taken to obtain the locations which
potentially correspond to places of interest (POIs) in city C. We then associate
with each candidate place of interest a feature vector based on the tags of the Flickr
photos that are associated with locations nearby. Afterwards, a query associated
with place type t is constructed based on the descriptions of known places of type
t. This query is then used to rank the obtained POIs in C, based on the likelihood
that they belong to type t. Finally, we discuss how Twitter can be used to further
improve the results.
In the remainder of this section we describe the steps of our proposed approach
in more detail. To further clarify our methodology, we explain in a running exam-
ple how each step could be applied to a fictional city E. This city contains three
places of interest: a museum, a church and a monument located inside the church.
These places are considered as the ground truth of E.
2.4.1 Detecting Places of Interest
In the first step, we determine the locations in city C ∈ Stest that potentially cor-
respond to a place of given type t. To this end, we cluster the locations where
Flickr photos have been taken using mean shift clustering [31]. Mean shift cluster-
ing is a straightforward iterative procedure that shifts each coordinate to the mean
of the coordinates in its neighborhood. This algorithm is particularly suitable for
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this task, as it is scalable, does not require a predefined number of clusters, and al-
lows us to adapt the scale at which clusters should be identified. Moreover, mean
shift clustering has already been successfully applied to detect POIs from Flickr
photos [9].
Let L be the set of coordinates where Flickr photos have been taken in city C.
The mean shift mb(l) of coordinate l ∈ L is then given by the difference of l and









with b the bandwidth parameter, d(l, l′) the geodesic distance in meters between
coordinate l and l′, and Gb(l, l′) the kernel function which determines the weight
associated with coordinate l′ depending on its distance to l. We use a Gaussian





The mean shift procedure then computes a sequence starting from all initial coor-
dinates l1 ∈ L where
li+1 = li +mb(li) (2.3)
which converges to a location that corresponds to a local maximum of the under-
lying distribution as mb(li) approaches zero. Based on the obtained clusters, we
consider the center of each cluster as a candidate points of interests, called set UF .
In our running example, two candidate points of interests corresponding to the
center of the museum (poi1) and the center of the church (poi2) may be detected.
This is formally noted by UFE = {poi1, poi2}, where poii is represented by a
latitude and a longitude value.
2.4.2 Describing Places of Interest
We associate a feature vector Vpoi to each candidate point of interest poi ∈ UF
based on the tags of the Flickr photos that are associated with locations nearby poi.
Let D be the dictionary containing all the tags of the Flickr photos in our dataset,
the vector contains a component associated with each word w ∈ D. Formally,
for feature vector Vpoi of candidate point of interest poi ∈ UF , the component
cpoi,w associated with word w ∈ D is given by a Gaussian-weighted count of the
number of nearby photos that have been tagged with w. For efficiency, photos









with f a Flickr photo, Fw the set of Flickr photos that contain tag w, σU the devi-
ation value used for the description of the candidate POIs in set UF and d(poi, f)
the geodesic distance in meters between poi and the coordinates of the photo f .
The candidate points of interests poi1 and poi2 in the fictional city E have
associated feature vectors Vpoi1 and Vpoi2 , respectively. Assume for instance that
Vpoi1 = (5.99, 3.81, 0.76, 0, 0, 0) and Vpoi2 = (0, 0, 0, 7.87, 6.74, 6.63) where
the six components of these vectors respectively refer to ‘museum’, ‘art’, ‘bike’,
‘church’, ‘statue’ and ‘monument’.
2.4.3 Constructing a Query
To rank the candidate POIs based on the likelihood that they are associated with
the given type t, we first construct an associated query qt. Let Kt be the set of all
known places of type t located in the cities of the training set Straining and Dt the
dictionary of all words which are indicative for place type t. A query qt of type
t is represented as a vector with one component qt,w associated with each word













with f a Flickr photo, Fw the set of Flickr photos that contain tag w, σK the
deviation value used for the descriptions of the places in the training set K and
d(poi, f) the geodesic distance in meters between poi and the coordinates of the
photo f .
Starting from dictionary D containing all the tags of the Flickr photos in our
dataset, dictionary Dt is defined as a subset of all the words that are likely to be
indicative for type t. To identify such words, feature selection techniques can be
used. In this chapter, we discuss chi-square (χ2) and correlation coefficient (CC)
based feature selection. The dictionary Dt is then obtained by taking the m tags
with the highest χ2, respectively CC, value. Chi-square based feature selection
has been successfully applied in other research [32] and is defined as
χ2 =
N × (Ow,t ·Ow,t −Ow,t ·Ow,t)2
(Ow,t +Ow,t)× (Ow,t +Ow,t)× (Ow,t +Ow,t)× (Ow,t +Ow,t)
(2.7)
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Value Ow,t is the number of occurrences of word w in the descriptions of places
of type t, Ow,t the number of occurrences of w in the descriptions of places of
another type than t, Ow,t the number of occurrences of all words w′ ∈ D\{w} in
the descriptions of places of type t, Ow,t the number of occurrences of all words
w′ ∈ D\{w} in the descriptions of places of a different type than t, and N the
total number of occurrences of all words w′ ∈ D in the descriptions of all places
in K. The correlation coefficient CC, introduced in [15], is a variant of the more
popular χ2 feature selection metric, where CC2 = χ2:
CC(w, t) =
√
N × (Ow,t ·Ow,t −Ow,t ·Ow,t)√
(Ow,t +Ow,t)× (Ow,t +Ow,t)× (Ow,t +Ow,t)× (Ow,t +Ow,t)
(2.13)
CC can be viewed as a ‘one sided’ χ2 metric. The correlation coefficient CC
selects the words that are highly indicative of membership in a category, whereas
the χ2 metric will also pick out words that are indicative of non-membership in
the category. In the evaluation section, we compare the results of our methodology
using the CC and χ2 metric in more detail.
As a final optimization, we exclude fromDt the names of the cities in the train-
ing set and the names of the countries in which these cities are located. Lists of
alternative names of the cities and their corresponding countries were obtained us-
ing Geonames. The rationale behind filtering the names of the cities and countries
is as follows: A lot of names of cities from the training set and their corresponding
countries have high CC and χ2 values because some cities have a disproportional
number of places of particular types. For example, 5% of the stations in the train-
ing set are located in Tokyo leading to a highCC and χ2 value for the word ‘tokyo’
when type t is equal to ‘station’. This may result in a false positive observation of
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a station when the word ‘tokyo’ is used in other cities. The impact of introducing
this additional filter step is described in more detail in the evaluation section. In fu-
ture work, word sense disambiguation and relatedness measures will be considered
to cluster tags by meaning [33].
Note that dictionary Dt may contain indicative words for place type t in dif-
ferent languages. For example, for type ‘graveyard’ it contains words ‘cemetery’
(English), ‘cementerio’ (Spanish) and ‘begraafplaats’ (Dutch). The proposed ap-
proach can thus handle all those different languages without distinguishing them.
However, there may be a problem when the same word has a different meaning in
different languages. For instance, ‘coffeeshop’ means in most parts of the world
‘an establishment where coffee is served’, but may also mean ‘a casual, popular-
priced restaurant similar to a diner’ in the USA, or ‘a place where cannabis prod-
ucts are sold and consumed’ in the Netherlands3. This problem may be solved by
constructing a different dictionary and place description for each considered lan-
guage and/or country. The impact of this approach on the quality of the detected
places will be examined in future work.
In our running example, we consider three types of places, i.e. museums,
places of worship and monuments. The query qmuseum associated with type ‘mu-
seum’ contains weighted components qmuseum,museum = 109.92 and
qmuseum,art = 78.75. We note that Dmuseum for instance could initially contain
the word ‘paris’ which is eliminated in the final optimization step in the query con-
structing phase. In addition, qplaceofworship contains components
qplaceofworship,cathedral = 50.81 and qplaceofworship,church = 46.80; and
qmonument the components qmonument,monument = 80.97 and
qmonument,statue = 78.94. For clarity of the example, only non-zero qt,w values
are mentioned.
2.4.4 Ranking Places of Interest
Using the locations and descriptions of the candidate points of interest UF in city
C and a query qt associated with place type t, we rank the points of interests based
on the likelihood that they belong to type t using a language modeling approach.
Other classification methods may be used, e.g., methods based on k-nearest neigh-
bors or decision trees. However, preliminary experiments have shown that the use
of language models outperforms the other methods. The probability P[poi|qt] that
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where qt,w is the weighted number of occurrences of wordw in query qt as defined
in (2.5). We estimate P[w|poi] using Jelinek-Mercer smoothing as
P[w|poi] = λ · cpoi,w∑
w′∈D
cpoi,w′
+ (1− λ) · P[w|K] (2.15)











As the value of P[poi|qt] may be very small, the values are calculated in log-space







qt,w · logP[w|poi] (2.17)




qt,w · logP[w|poi] (2.18)
Finally, the candidate points of interest from set UF are ranked based on their
score(poi|t) value, in descending order.
For each considered place type in the running example (i.e., museum, place of
worship and monument) we rank the candidate POIs in UFE according to the likeli-
hood that they belong to the given type. For museum, we get a score(poi1|museum)
of -139 and a score(poi2|museum) of −∞ when we set λ equal to 1. This leads
to a list where poi1 is ranked above poi2. Note that a score of−∞ indicates a like-
lihood of 0. In a similar way, for both the ‘place of worship’ and the ‘monument’
place type, poi2 is ranked above poi1. Note that when a candidate point of interest
corresponds to several places of different types, it can be ranked first for different
types.
2.4.5 Improving Results using Twitter
In the same way as for the Flickr data, we can obtain a ranked list of POIs only
using the Twitter data. First, the locations where the tweets have been posted are
clustered to find locations of candidate POIs. We will refer to this clustering as
UT . Second, these candidate POIs are ranked based on the terms of the Twitter
posts that are associated with locations nearby. This is performed in a similar
way as described in the previous sections, where the Flickr data is replaced by the
Twitter data.
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We can also use the Flickr and Twitter data together to improve the results. To
this end, we again use the clustering UF , which is only based on the Flickr data.
We have also tested other clustering approaches to detect locations of candidate
POIs. In one approach, the candidate POI set obtained using Twitter (UT ) was
used. In a second approach, we clustered both the locations where Flickr photos
have been taken and tweets have been posted, called set UF∪T . Finally, the sets
UF and UT have been combined to UF ∪ UT in the last approach. Experiments
have shown that these alternatives yield worse results, which is why we do not
consider them in the remainder of this chapter. After the clustering step, we use
the Flickr data and Twitter data separately to get two estimates which indicates
the likelihood that a poi ∈ UF belongs to a given type t. More precisely, we first
use the Flickr data to describe the POIs in UF , to construct the queries associated
with the place types, and to estimate for each poi ∈ UF the likelihood that poi
belongs to a given type t. The log of this likelihood is indicated by scoreF (poi|t)
as defined in (2.18). In a similar way, the Twitter data is used to describe the POIs
in UF , to construct the queries, and to estimate for each poi ∈ UF the log of
the likelihood that poi belongs to type t, given by scoreT (poi|t). Afterwards, the
scoreF (poi|t) and scoreT (poi|t) are combined to obtain a scoreF,T (poi|t) value
which indicates the log of the likelihood that poi belongs to type t:
scoreF,T (poi|t) = η · scoreF (poi|t) + (1− η) · scoreT (poi|t) (2.19)
with η ∈ [0, 1]. Finally, the candidate points of interest from set UF are ranked
based on their scoreF,T (poi|t) value, in descending order.
In the running example, we obtained a scoreF (poi1|museum) value of -139.
Recall that this value corresponds to the log of the likelihood that poi1 belongs to
place type ‘museum’, based on the Flickr data. Using the Twitter data, an addi-
tional feature vector V Tpoi1 describes poi1 using the tweets in the vicinity of this
POI. The components of this vector are for instance equal to cTpoi1,exposition =
9.03 and cTflower = 2.68. The query q
T
museum associated with type ‘museum’
is constructed using the tweets in the vicinity of known museums and contains
weighted components qTmuseum,museum = 149.29 and q
T
museum,exposition = 132.10.
Using V Tpoi1 and q
T
museum we get score
T (poi1|museum). When we set η equal
to 0.75, a scoreF,T (poi1|museum) value of -113 is obtained.
2.5 Evaluation
In this section, we describe how we optimized the parameters using the develop-
ment set. Subsequently, we use the test set to examine to what extent our method-
ology is able to discover places which are not yet known by existing databases and
to identify errors in existing databases of places.
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2.5.1 Parameter Optimization
The task we consider is to discover the locations of possible POIs in a city C
and to rank them according to the likelihood that they belong to a given type t.
In this section, we use the development set to optimize the quality of these ranked
POIs by determining the impact of different parameter values and feature selection
techniques. When optimizing the parameter settings, it is useful to consider only
one metric to measure the performance of our methodology. Additionally, the used
metric has to summarize the performance of our methodology in one value (e.g.
between 0 and 100). In particular, this metric must have an optimal value when
the distances between the discovered POIs and the places of type t in our ground
truth are minimal, and when the POIs which are located very close to a place of
type t in our ground truth are ranked at the top. To this end, the quality of a ranked
list of POIs associated with city C and type t is measured using the Normalized





with DCG(C, t) the Discounted Cumulative Gain of the ranking






where UF is the set of all candidate POIs in city C, and rel(C, t)@i the relevance
of the POI at position i in the ranked list, defined as




with poii the POI at position i of the ranked lists of POIs for city C and type t,
nni,t the place of type t in the ground truth which is nearest to poii, d(poii, nni,t)
the geodesic distance in meters between poii and nni,t, and h the deviation value
which is set to 40. Furthermore, the Ideal Discounted Cumulative Gain, IDCG(C, t),
is defined as the DCG value of the optimal ranking, i.e. when the POIs located in
C are ranked by relevance. Finally, we calculate the mean NDCG of all cities in






with Sdev the set of all cities in the development set.
We first optimize for each considered place type the deviation value σK from
(2.6) and σU from (2.4) which is used to describe the known places from the train-
ing set K and the obtained candidate POIs UF , respectively. The optimal value
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Table 2.3: Optimal parameter values.
place type b σK σU η m (Flickr) m (Twitter) λ (Flickr) λ (Twitter)
Shop 5 25 80 0.44 1000 7000 0.75 0.70
Restaurant 5 5 60 0.43 20 300 0.95 0.95
School 5 5 55 0.82 1600 2900 0.85 0.10
Place of Worship 5 10 35 0.10 400 50 0.55 0.95
Pub 5 5 45 0.87 100 5000 0.95 0.95
Hotel 5 5 50 0.23 1400 1200 0.95 0.95
Station 5 15 50 0.49 50 1500 0.85 0.35
Hospital 5 15 100 0.24 4500 100 0.80 0.45
Monument 5 5 40 0.65 400 6000 0.80 0.90
Library 5 45 45 0.99 50 50 0.95 0.80
Graveyard 25 10 75 0.32 1800 20 0.70 0.90
Museum 5 15 45 0.88 1100 6000 0.75 0.75
Airport 25 60 60 0.76 700 20 0.10 0.50
Castle 25 15 70 0.35 3000 100 0.95 0.90
Table 2.4: Optimal number of features (m) and corresponding MNDCG values for χ2, CC
and CC+filter on the place descriptions from Flickr.
place type Optimal number of features (m) MNDCG
χ2 CC CC+filter χ2 CC CC+filter
Shop 2000 1000 1000 50.13 50.13 50.33
Restaurant 20 20 20 56.61 56.61 56.62
School 1600 1600 1600 35.36 35.36 36.98
Place of Worship 300 400 400 58.38 58.41 58.46
Pub 100 100 100 64.14 64.77 67.79
Hotel 1400 1400 1400 59.61 59.61 60.38
Station 50 50 50 74.08 74.09 74.09
Hospital 4500 4500 4500 42.12 42.14 42.36
Monument 500 500 400 63.30 63.64 64.33
Library 50 50 50 52.49 52.61 54.44
Graveyard 1700 1800 1800 74.34 74.34 74.55
Museum 100 1100 1100 60.96 61.24 61.36
Airport 700 700 700 67.55 67.56 67.57
Castle 2800 2800 3000 85.58 85.60 85.63
for each considered place type can be found in the second and third column of
Table 2.3. The most informative words associated with the given place type t can
be found in the tags of the Flickr photos taken close nearby the places of type t in
the training set. To detect new POIs on the other hand, also tags of Flickr photos
taken further away from the POI may be useful to determine its place type. For
example, Flickr photos may have been taken at some distance of the actual POI.
This observation leads to a smaller deviation value σK for the descriptions of the
places in the training set than the deviation value σU for the description of the
obtained candidate POIs.
Using these σ values, we compare the feature techniques described above, i.e.
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Table 2.5: Optimal number of features (m) and corresponding MNDCG values for χ2, CC
and CC+filter on the place descriptions from Twitter.
place type Optimal number of features (m) MNDCG
χ2 CC CC+filter χ2 CC CC+filter
Shop 300 7500 7000 46.00 45.48 45.58
Restaurant 300 300 300 52.14 52.14 52.15
School 4500 4500 2900 32.38 32.41 32.40
Place of Worship 50 50 50 36.14 36.15 36.14
Pub 6000 5000 5000 54.25 54.30 54.28
Hotel 1200 1200 1200 48.25 47.70 47.71
Station 100 100 1500 52.17 52.63 52.43
Hospital 100 100 100 33.96 33.96 33.96
Monument 4500 6000 6000 47.01 47.18 47.17
Library 50 50 50 36.68 36.45 36.61
Graveyard 20 20 20 59.00 59.00 59.00
Museum 6000 5500 6000 39.89 39.90 39.90
Airport 20 20 20 65.38 65.38 65.39
Castle 100 100 100 81.51 81.51 81.51
χ2, the correlation coefficient (CC) and CC after filtering city and country names
(CC + filter). For these experiments, we use for each place type their optimal σ
values, a bandwidth value b (see Equation 2.2) of 5, and a λ value (see Equation
2.15) of 0.9. Tables 2.4 and 2.5 show for each described feature selection tech-
nique the optimal number of features m and their corresponding MNDCG value.
We indicate that for some place types such as libraries, restaurants and places of
worship the informative terms are located at the very top of the ranked features
leading to an optimal number of features around 150. For other types, e.g. schools
and hotel, the informative terms are more distributed leading to larger m values.
Note that the optimal number of features may also vary depending on when Flickr
data or Twitter data is used.
When only the Flickr data is used (Table 2.4), we find that using CC results
in a significant improvement over χ2 (Wilcoxon signed ranks test, p < 0.01). As
an example, the MNDCG values of the χ2 and CC feature selection for place
type ‘monument’ are plotted in Figure 2.4. The top 300 ranked words according
to χ2 do not contain words that strongly characterize places of other types than
monuments resulting in behavior which is similar to CC when m is smaller than
300. However, χ2 ranks for place type ‘monument’ the words ‘nationalcemetery’
and ‘food’ at respectively position 359 and 384. While such terms are potentially
useful to exclude particular other places types, they appear to be less effective
than the terms that are directly indicative of monuments that are preferred by CC.
For the other considered place types, a similar observation can be made. When
we compare CC without and with the filtering step we also get a significant im-
provement (Wilcoxon signed ranks test, p < 0.01). For example, for place type
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Figure 2.4: MNDCG values for different number of tags when χ2 and CC feature selection
is used on the place descriptions from Flickr, for place type ‘monument’.
‘hotel’ the word ‘italy’ receives the largest CC value because a lot of hotels in the
training set are located in Italy (more precisely in Venice), but this word may also
refer to Italian design, cars or restaurants. By filtering such terms, the effective-
ness of the method is improved. In particular, we get significant improvement of
the optimal MNDCG value. Finally, by comparing the MNDCG values of the χ2
and CC + filter we conclude that latter technique performs significantly better
(Wilcoxon signed ranks test, p < 0.01).
Surprisingly, in contrast to Flickr, there is no clear difference in the use of the
different feature selection techniques for the Twitter data (Table 2.5; Wilcoxon
signed ranks test, p > 0.2). This relates to the fact that Twitter data contains
a lot of non-informative terms such as opinions, statements and personal status
updates [34]. Moreover, tweets contain less geographic information such as city
and country names than Flickr [35], which reduces the impact of our filtering step.
We note that filtering out names of cities and countries may even decrease the
performance. For schools, for instance, the word ‘lacrosse’ is excluded because
it may refer to the city La Crosse, located in Wisconsin, United States. However,
‘lacrosse’ may also refer to a team sport which is played in many US colleges
and the occurrence of the word ‘lacrosse’ may therefore indicate the presence of a
school. For several place types, the result is not very sensitive to the actual number
of features which is used. In such a case, the optimum number of features may
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Figure 2.5: MNDCG values for different number of tags when CC and CC+filter feature
selection is used on the place descriptions from Twitter, for place type ‘station’.
change quite drastically between CC and CC + filter. This is most pronounced
in the case of ‘station’, as shown in Figure 2.5. In the rest of this chapter, we will
use CC + filter to obtain a fair comparison between Flickr and Twitter.
Using the optimal settings of our methodology, we finally optimize the remain-
ing parameters b (see Equation 2.2), λ (see Equation 2.15) and η (see Equation
2.19). The optimal values of all parameters can be found in Table 2.3.
2.5.2 Quantitative Evaluation
In this and the following section, we apply our proposed methodology to the cities
from the test set, using the optimal parameters that were obtained from the cities
in the development set. In this section we perform a quantitative evaluation, where
we compare the difference in performance when Flickr or Twitter data is used,
and demonstrate how Flickr and Twitter can be combined to optimize the results.
Given a city C ∈ Stest and a place type t, we evaluate the rankings of POIs
using the Average Precision AP (C, t, y) metric in addition to the NDCG metric
defined in (2.20). The average precision metric is added because it can be used
for a more detailed analysis than the NDCG metric by using different distance
thresholds (indicated by parameter y). On the other hand, the use of NDCG is
more useful for parameter optimization because it summarizes the performance of
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our methodology in one metric. As for NDCG, the AP value lies between 0 and
100, in which a higher value means a better performance.
To define the average precision metric, we first define Precision at position n,
P (C, t, y)@n, which is the fraction of the top n ranked POIs that are relevant to
the user’s information need. P (C, t, y)@n is formally given by






For the calculation of the precision, a point of interest poi ∈ UF is considered as
relevant if the ground truth of city C contains a place of type t within y meters of
poi, where we will consider different values of y:
relevant(C, t, y)@i =
{
1 d(poii, nni,t) ≤ y
0 otherwise
The Mean Precision at position n, MP (t, y)@n, is defined as the mean of the
Precision at position n values of all cities in the test set:
MP (t, y)@n =
∑
C′∈Stest
P (C ′, t, y)@n
|Stest| (2.25)
with Stest the set of all cities in the test set. In addition, the Recall at position n
metric, R(C, t, y)@n, corresponds to the fraction of POIs that are relevant which
are successfully ranked in the top n POIs:








By computing a precision and recall for each n ∈ [1, |UF |] one can plot a precision-
recall curve and consider the area under the curve as the relevance of the ranked
list. This value can be approximated using the Average Precision metricAP (C, t, y)
[36], which is defined as
AP (C, t, y) =
|UF |∑
n=1





We finally define the Mean Average Precision MAP (t, y) as the mean of the Av-
erage Precision values of all cities in the test set:
MAP (t, y) =
∑
C′∈Stest
AP (C ′, t, y)
|Stest| (2.28)
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Table 2.6: MNDCG of the ranked points of interest when Flickr and/or Twitter data is
used. The last column indicates the MNDCG values for London when both the Flickr and
Twitter data is used.
place type Flickr (SVM) Flickr Twitter Flickr+Twitter London
Shop 43.14 46.27 42.26 46.73 89.20
Restaurant 50.99 54.19 52.36 56.82 92.79
School 34.12 34.19 33.20 35.26 68.89
Place of Worship 49.37 49.77 33.13 49.83 78.76
Pub 61.87 66.17 57.77 66.97 95.27
Hotel 50.97 51.69 41.69 54.08 88.17
Station 69.70 69.89 49.98 71.73 87.86
Hospital 36.24 36.14 33.56 37.68 71.97
Monument 66.91 67.71 55.45 67.76 83.10
Library 53.65 54.22 40.37 54.07 59.08
Graveyard 74.90 74.97 60.60 74.42 -
Museum 60.88 64.76 41.73 65.52 76.17
Airport 68.39 68.65 60.59 68.62 -
Castle 84.79 86.45 79.00 86.38 95.02
with Stest the set of all cities in the test set. The MAP and MNDCG values of
each considered approach are listed in Tables 2.6 and 2.7. In the remainder of this
section, we discuss each approach in more detail.
Flickr results We start our experiments by only using the Flickr data to discover
POIs in a city C and to rank them according to the likelihood that they are asso-
ciated with a given place type t. First, we use the methodology from our previous
work as a baseline [13, 14]. To this end, we cluster the locations where Flickr
photos have been taken to obtain the locations of candidate POIs and associate a
description to them as described above. We then train a multi-class support vector
machine (SVM) classifier [37] for a given place type t based on the descriptions
of the places in the training set. Subsequently, we use this classifier to rank the
locations which potentially contain a place of interest based on the probability that
they contain a place of the given type t. The performance of this approach can be
found in the columns labeled with ‘Flickr (SVM)’ in Tables 2.6 and 2.7.
Second, we used the approach described in this chapter on the Flickr data to
discover places of a given type. The main difference with our previous work is
that we replaced the SVM classifier by a language model approach and introduced
a feature selection technique. The performance of this approach is shown in the
‘Flickr’ columns of Tables 2.6 and 2.7. By comparing the performances of the two
approaches, we found that our new approach significantly outperforms the SVM
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Table 2.8: Mean Precision at 1, MP(t,500)@1, of the ranked points of interest when Flickr
is used.
Shop Restaurant School Place of Worship Pub Hotel Station
60.23 59.09 54.55 63.64 76.14 68.18 81.48
Hospital Monument Library Graveyard Museum Airport Castle
51.59 69.32 57.95 55.68 64.77 67.05 78.41
To further interpret the results we calculated Mean Precision at one, denoted
as MP (t, 500)@1 (see Table 2.8). Based on these metric values, we can conclude
that for 81% of the cities in the test set the highest ranked POI is located within
500 meter of a known station. This is due the fact that in the most cities there are a
lot of pictures taken nearby the main train station, and such pictures typically have
highly indicative tags such as ‘train’, ‘station’‘ and ‘railway’. However, there are
some challenges with using Flickr for detecting places. For instance, for 48% of
the cities in the test set, the highest ranked POI is not located within 500 meter
of a known hospital. One reason is that the Flickr tags can be misleading (e.g.
a photo of an ill person far away from a hospital). Second, our Flickr data may
contain no photos with descriptive tags taken nearby a smaller hospital of the city.
Third, some hospitals are found by our methodology using Flickr, but the distance
between the location of the detected POI and the hospital is larger than 500 meter.
This is mainly due the fact that most of the pictures at the hospital are taken in the
hospital rooms, whereas the ground truth may refer to another part of the hospital
(e.g. the main entrance). Finally, it may be the case that an actual hospital is found,
which is not contained in our ground truth, as LGD and Geonames are inherently
incomplete. The effect of missing places in the ground truth will be investigated
in more detail in the next section.
Twitter The results for the Twitter data are shown in the columns labeled with
‘Twitter’ in Tables 2.6 and 2.7. Although a large number of tweets are not infor-
mative [5], we observed that some tweets are very useful to recognize place types.
For example tweets such as ‘About to have dinner #feelsgood’, ‘@DavidSahadi:
Enjoying the first (of a few) micro beers at the outdoor bar at Big River Brewery’
and ‘waiting for the train...’ may indicate the occurrence of restaurants, pubs and
stations, respectively. However, our training data hardly contain tweets describing
places of types such as places of worship and hospitals, resulting in low MNDCG
and MAP values for these types.
Flickr and Twitter combined Comparing the results obtained using the Twitter
data with the results obtained using the Flickr data, we find significantly better
MAP and MNDCG values for Flickr (Wilcoxon signed ranks test, p < 0.01).
Based on this observation, we may conclude that Flickr tags are more informative
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for finding places of a given type than Twitter posts. However, when we use both
Flickr tags and Twitter terms (‘Flickr+Twitter’ columns Table 2.6 and 2.7), we get
a further significant improvement for the average MNDCG and MAP values over
all considered place types (Wilcoxon signed ranks test, p < 0.01). However, no
clear improvement can be observed for place types with only a few instances in
our ground truth dataset such as castles and airports.
We observed the best performance for London. With over 600,000 Flickr pho-
tos and over 120,000 tweets this is the city with most social media data in our
test set. The MNDCG values for London are shown in the column labeled with
‘London’ in Table 2.6. These values suggest, somewhat unsurprisingly, that the
number of available photos and/or tweets substantially impacts the performance of
our method. With our current dataset, the performance for London is sufficiently
high to support practical applications, but this may not yet be the case for some
smaller cities. As more and more geo-annotated social media becomes available,
however, we could expect to see a comparable performance for a wider range of
cities. Still, even for London, the performance varies substantially across different
types of places. As people are less likely to tweet from a library than from a pub,
it should perhaps not come as a surprise that the method works better for pubs. To
further widen the applicability of the proposed method, a wider range of sources,
beyond Flickr and Twitter, may need to be considered. The ability of discovering
new places of interest in London will be further investigated in the next section.
2.5.3 Qualitative Evaluation
Discovering New Places of Interest In this section, we will analyze to what
extent our method can discover places of type t in a city C that are not yet con-
tained in LinkedGeoData, Geonames, Foursquare and Google Places. To find such
places, we first remove from the results those places that are within distance 2σU
from a place in the ground truth of the same type; see Table 2.3 for the values of
sigma for each place type. We will focus on London to get a deeper insight in the
ability of our methodology to detect new places.
Table 2.9 shows the top 10 of the resulting rankings, and indicates which places
can not been found in Google Places or Foursquare when a user searches for places
of a particular type (databases accessed on February 27, 2013). This may be be-
cause the places are not included in Google Places or Foursquare at all, or because
they are included but classified as another type. Entries in Table 2.9 are shown
in bold if they are not included in Google Places or Foursquare. Additionally,
they are marked with Go and Fo is they are not included in Google Places and
Foursquare, respectively, and with Go and Fo if they are only included with a
different type. The place names mentioned in the table have been manually de-
termined, as detecting place names is outside the scope of this chapter. For each































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































of the discovered places, we manually assessed whether they were of the correct
type. The erroneously detected places are those shown in italic.
In London, our method is able to find places of worship, schools, shops, restau-
rants, graveyards, castles, hotels, pubs, stations, libraries, museums and monu-
ments that are not yet included in our LinkedGeoData and Geonames. Our method
was not able to find new airports because the considered region of London con-
tains no airports. Several of these places are not yet included in the Google Places
and Foursquare database. As shown in Table 2.9, places not present in Google
Places are for instance shops, restaurants, hotels, monuments, libraries, graveyards
and museums. Additionally, our method is able to extend Foursquare with shops,
schools, monuments and graveyards. Finally, some places such as the Savanna
shop at Portobello Road, the Women of World War II monument, and All Saints
Church Cemetery are neither included in Foursquare nor Google Places. Further-
more, several places were detected that were already present in Foursquare and
Google Places, but without the desired type associated.
Our proposed method is thus able to detect places which are not available in
LinkedGeoData, Geonames, Google Places and Foursquare. However, the de-
tected places should be manually checked before adding them to existing databases
to obtain a 100% of accuracy. Closer examination of the detected places revealed
some challenges with using social media. The first challenge is that Flickr photos
may be taken at a far distance from the place of interest (e.g. a photo taken from
the St. Thomas’ Hospital taken at Leathermarket Gardens more than 500 meter
away). Second, the used Flickr and Twitter data may be out-of-date (e.g. a photo
of the Hops bar which closed down). Third, the Twitter term and Flickr tags cor-
responding to a name of a place or region may incorrectly suggest the presence
of a place of a particular type (e.g. the tag ‘Elephant and Castle’, corresponding
to a major Junction in London, incorrectly suggest the presence of a castle). Fi-
nally, the Flickr tags and Twitter terms may not be related to the place nearby the
location of the user (e.g. the tweet ‘waiting for a taxi to go to the hospital’).
Validation of Known Places of Interest In the previous sections, we have de-
scribed how social media can be used to extend databases of places. Another way
of improving databases of places is to identify and remove incorrect information
in these databases. The presence of incorrect place information may be due to var-
ious reasons: places of interest may have been closed, their type may have been
changed (e.g. a shop converted into a pub), or the places may even have been in-
correctly added to the database. However, it is very time-consuming to manually
check the correctness of the data in existing databases. We describe in this sec-
tion how our methodology can be used to facilitate this data validation process.
In particular, given a type t and the locations of the places in the databases which
are associated with this type, we indicate which places are most likely incorrect.















































































































































































































































































































































































































































































































































































































































































































































































































































Places are considered as incorrect when there is no place of type t at their location.
For this case study we use the database of Foursquare, a platform on which
users can freely add places to the database. The database contains a lot of unver-
ified places, indicating that the owners of the places of interest have not claimed
and did not verify the place information. For instance, about 95% of the places
we collected from London were not verified. For these unverified places in partic-
ular, a method to automatically assess the likelihood that they are accurate would
be useful. We first collected 21,436 Foursquare places from London with a type
corresponding to one of the considered place types in this chapter. The task we
consider is to determine which of the collected places are most likely incorrect. In
particular, given a type t and the locations of the places in the Foursquare database
which are associated with this type, we used the Flickr and Twitter data posted
nearby the locations to rank them based on the likelihood that there is no place of
type t located nearby.
The results are shown in Table 2.10. Places are marked with 1 if the type of
the place is incorrect, with 2 if the place is incorrectly located and with 3 if the
Foursquare place is no place of interest at all. Finally, detected Foursquare places
that are wrongly indicated as incorrect are indicated in italic. Most of the places
which are considered most likely to be incorrect are indeed incorrect, most often
because they have an incorrect location. Additionally, some places have a wrong
associated type. For instance Epio HQ is a software company which is incorrectly
categorized as museum. Finally, some places in the Foursquare databases do not
correspond with a general place of interest. Examples are the ‘pub’ labeled ‘Home
Of Morris’ which corresponds to someone’s home.These results confirm that our
method is able to facilitate the detection of incorrect information in databases of
places.
2.6 Conclusion
In this chapter, we demonstrated how social media can be used to improve existing
databases of places. We first used mean shift clustering on the locations of a set
of Flickr photos to obtain the locations which potentially correspond to places of
interest (POIs) in a given city C. We then associated with each candidate POI a
feature vector based on the tags of the Flickr photos that are associated with lo-
cations nearby. Afterwards, we associated a query with each place type t based
on the descriptions of known places of that type. The obtained query is used to
rank the candidate POIs based on the likelihood that they belong to type t. To pro-
duce this ranking, we relied on a language modeling approach, which performed
significantly better than the Support Vector Machine classifier used in our previ-
ous work [13, 14]. Finally, we discussed how Twitter can be used to improve the
results.
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In the optimization phase of our proposed methodology, we analyzed the be-
haviour of different feature selection techniques. We concluded that for the Flickr
data, correlation coefficient feature selection [15] performs significantly better than
χ2. The performance of the proposed methodology was further significantly im-
proved when names of the cities in the training set and the names of the countries
in which these cities are located were removed from the features. Surprisingly, in
contrast to Flickr, we did not find a clear difference in performance between the
use of the different feature selection techniques for the Twitter data.
We performed a large-scale evaluation on 88 different cities. Using Flickr, our
methodology was for instance able to find a location which is within 500 meter of a
known station for 81% of the cities in the test set. We concluded that Flickr tags are
more informative for finding places of a given type than Twitter posts. However, as
we have demonstrated in this chapter, using tweets in addition to Flickr photos can
still be used to improve the quality of the results. We further examined the results
for London in more detail to analyze to what extent our approach can discover new
places of a particular type. Based on this evaluation, we could conclude that our
method is able to detect places which were not yet included in LinkedGeoData,
Geonames, Google Places and Foursquare. Additionally, we explained how our
methodology can be used to identify errors in existing databases of places such as
Foursquare.
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Spatio-Temporal and User Features
from Flickr
In Chapter 2, we demonstrated that places could be discovered and characterized
using social media. In Chapter 3, we now focus on the detection and categorization
of events, again using social media. Based on Flickr, we show that it is possible to
detect events not yet contained in existing databases. In Chapter 2, we only used
textual information of the social media to discover semantic types. In Chapter
3, however, more advanced features are discussed to better estimate the semantic
type of events. In particular, we introduce a method for discovering the semantic
type of extracted events, focusing on how this type is influenced by the spatio-
temporal grounding of the event, the profile of its attendees, and the semantic type
of the venue and other entities which are associated with the event. We estimate the
aforementioned characteristics from metadata associated with Flickr photos of the
event and then use an ensemble learner to identify its most likely semantic type.
Experimental results based on an event dataset from Upcoming.org and Last.fm
show a marked improvement over bag-of-words based methods.
? ? ?
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Published in Information Sciences, 328, pages 76-96, 2016
50 CHAPTER 3
3.1 Introduction
Several authors have shown that social media can successfully be used to detect
events [1–6], even before they have been reported in traditional media [7]. How-
ever, it is difficult to evaluate queries such as ‘In which countries did U2 perform
during 2013?’ against a set of events that have been detected in this way. An-
swering such queries requires access to a structured representation of events. The
absence of such structured representations limits the applicability of current meth-
ods for event extraction from social media. In particular, it is of interest to learn
structured representations of the kind that have traditionally been considered in
template-based information extraction [8, 9]. The most relevant template for a
given event is often based on the semantic type of that event. For instance, for a
football match we want to encode the final score. In contrast, we want to know the
magnitude and number of casualties of an earthquake. In this chapter, we study
how the semantic type of events can be extracted from social media, as a first step
towards automatically extending and creating structured event databases.
Evidence about the semantic type of an event can be obtained by analyzing
social media documents, such as Flickr photos taken at the event, which we con-
sider in this chapter, or tweets that have been sent about the event. In particular,
similar to e.g. [1, 2, 5], we represent an event as a set of social media documents
related to that event, together with its associated characteristics. A set of social
media documents related to an event may for instance be automatically extracted
from social media [1–3, 5] or may be extracted from existing event databases such
as Upcoming.1 Most initial work about discovering the semantic types of events
only used textual information [10–12], which may lead to poor performance when
the text is noisy (e.g. in some Twitter posts) or absent (e.g. in some Flickr photos).
However, social media documents also contain metadata which provide an indica-
tion about the spatio-temporal and attendees features of an event. The hypothesis
we consider in this chapter is that in many cases the event type can be discovered
by looking at properties, such as timing, the type of venue or characteristics of
attendees, which can be readily obtained from social media sources. For example,
when an event occurs on a Saturday inside a sport complex and it has basketball
players as main actors, it is very likely that this event is of type ‘basketball game’.
Even though our methods can be applied more generally, we will restrict our-
selves in this chapter to experiments on Flickr photos. In particular, the considered
characteristics of an event are estimated using its associated Flickr photos, and
these characteristics are then used to describe the event. To estimate the type of a
given event, we use an ensemble of classifiers, one for each of the considered de-
scriptors. Subsequently, we consider two use cases. First, these trained classifiers
are used to analyze in detail to what extent our methodology is able to discover
1http://upcoming.org/
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the semantic type of known events that have no associated semantic type. This is
useful, for example, to improve existing event databases such as Upcoming, for
which we found that about 10% had no known type. Second, the model is used to
estimate the semantic type of events which have been automatically detected from
Flickr, which could substantially increase the applicability of existing methods for
automated event detection.
The remainder of this chapter is structured as follows. We start with a review
of related work in Section 3.2. Next, in Section 3.3, we describe our methodology
for classifying events based on their characteristics. Subsequently, Section 3.4
presents the experimental results. Finally, we discuss and conclude our work in
Section 3.5 and Section 3.6.
3.2 Related Work
Early work on extracting structured data from text focused largely on news articles.
The Message Understanding Conferences (MUC) were organized during the 1990s
[9] to encourage the development of new and better methods to extract information
from documents. The main task of these conferences was to automatically fill in
a template with information about the event described in a given news article.
For each event type considered, a template was constructed by the organizers with
characteristics specific to it. For example, the template of the ‘airplane crash’ event
type contained characteristics such as the place and the consequences of the event.
The standard methodology to handle this task consisted of two major parts. First,
the system extracted facts, i.e. entities and actions, from the text through local text
analysis. Second, global text analysis was used to merge the discovered facts or
to produce new facts through inference. The obtained knowledge was finally used
to fill in the event templates. More details on this method are described in [8].
An interesting project related to event detection using news media is the GDELT
project2. GDELT monitors the world’s broadcast, print and web news in real-
time. It identifies and connects people, locations, organizations, themes, emotions,
quotes and news-oriented events which are stored in a structured event database.
This information gives a global perspective on what is happening, its context, who
is involved, and how the world is feeling about it. This data was for instance used
to visualize the protests and unrest around the world on a map in real-time.
In the last few years, the focus has shifted somewhat from news articles to
social media due to the latter’s large data volume, the broad user base and its real-
time aspect. However, social media documents tend to be noisy and are often very
short compared to news articles, which has led to new challenges.
2http://gdeltproject.org/
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There has been a lot of interest in detecting events and their associated docu-
ments using social media. In [3], for example, the authors analyzed the temporal
and locational distributions of Flickr tags to detect bursty tags in a given time win-
dow, employing a wavelet transform to suppress noise. Afterwards, the tags were
clustered into events such that each cluster consists of tags with similar geographi-
cal distribution patterns and with mostly the same associated photos. Finally, pho-
tos corresponding to each detected event were extracted by considering their re-
lated tags, time and location. EDCoW [6] used wavelet transformations to measure
the bursty energy of each word used in Twitter posts. It then filtered words with
low energy in a given time window t. Finally, the remaining words were clustered
using modularity-based graph partitioning to detect events in t. Twevent [4] im-
proved the approach of EDCoW by first splitting the incoming tweets in n-grams.
An n-gram was then considered as an event segment in a given time window when
the occurency of that n-gram was significantly higher than its expected occurency.
The obtained event segments were finally clustered into events and ranked based
on the importance of their event segments in Wikipedia.
Becker et al. [1] represented an event as a cluster of social media documents re-
lated to that event. To detect events, they clustered social media documents based
on their textual, time and location similarity features. They used a classifier with
these similarity scores as features to predict whether a pair of documents belongs
to the same cluster. To train the classifier, known clusters of social media docu-
ments were used, which were constructed manually and by using the Upcoming
database. When the probability that a document belongs to an existing cluster is
larger than a threshold, a new cluster is generated for this document. Becker et
al. [2] introduced an additional step which classifies the clusters corresponding to
candidate events as ‘event’ or ‘non-event’ based on e.g. the burstiness of the most
important words in the clusters and the coherence of the content of the social media
documents in the cluster. Using the methodology described in [1, 2], the authors
were able to detect events using Flickr and Twitter data. Their methodology was
evaluated in [1] by comparing the detected photo clusters and the photo clusters
collected from the Upcoming dataset. The approach from [5] added two steps to
the approach of Becker et al. First, the methodology from [5] only used the k
nearest clusters as candidate clusters of a given document. Second, they used a
classifier to determine if a document belongs to an existing cluster or a new clus-
ter, instead of using a threshold. This improved the approach of Becker et al. both
in terms of scalability and accuracy. A work similar to [1] is proposed by Petkos
et al. [13]. As in [1], the probability of whether a pair of Flickr photos belongs to
the same cluster was determined using a classifier. In addition to textual, time and
location similarities as input for this classifier, they also considered visual simi-
larities. Given the probabilities of all document pairs, the photos were clustered
using k-means clustering. Instead of combining the textual, temporal and location
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similarity feature into one similarity metric as in [1, 5, 13], Li et al. [14] proposed
a method that clusters two Flickr photos into one event if all three similarities are
smaller than given thresholds. Subsequently, the obtained events are ranked based
on the importance of the events at a given moment. To estimate the importance of
an event, they consider the number of photos associated with the event, the number
of users who created those photos, the area and period covered by all photos, and
the time between the creation time of the photos and the given time. The aim of
clustering Flickr photos into events was also considered in the yearly social event
detection challenge at MediaEval [15], first organized in 2011. The challenge in
2011 and 2012 consisted in returning sets of photos from a given collection that
represent social events satisfying some criteria (e.g. soccer matches in Barcelona).
For the challenges held in 2013 and 2014, the task was to first cluster a photo col-
lection into events, and then select events of interests (e.g. events of a particular
type or matching a query). The most common approach was to cluster by location
and time. Additionally, external sources such as the Google Geocoding API and
Freebase were often used to better determine whether an event matches the given
criteria. A more comprehensive summary of the challenges, pursued approaches
and results can be found in [15].
Some initial research has been performed to discover the semantic type and
other characteristics of an event using social media. The methodology introduced
in [11], for instance, consists of classifying Flickr photos into different event types
using their tags, description and title. For this purpose, a Naive Bayes classifier
was trained on photos associated with events of known types. The authors also
experimented with adding the creation date of the photos as a feature, but no clear
improvement was observed. Yao et al. [16] detected events using the tagging his-
tory of the social bookmarking webservice Del.icio.us. The authors organized the
detected events by mapping them to a hierarchy of semantic types, i.e. an automat-
ically generated taxonomy extracted from the same tag space from which bursty
events were detected [10]. The detected events were then mapped to an appropri-
ate type at a suitable level based on the coverage of tags of the event in the subtree
of the type. The task of classifying photos was also considered in the social event
detection challenge at MediaEval 2013 [17]. In particular, photos had to be classi-
fied into ‘event’ and ‘non-event’ and into event types. Training data was collected
using the Instagram API and retrieved photos were manually labeled into event
types such as conferences, protests and sport events. Participants mainly used tex-
tual features such as the tags, title and description of the photos. Some participants
enriched these textual features using e.g. a mapping to Wordnet or by extracting
latent topics.
Some related work focused on visual features of photos to estimate the seman-
tic type of the event shown in a photo. Li et al. [18], for instance, classified the
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type of an event in a photo using texture and geometry features of the image. In
addition, their proposed method provided semantic labels to the image scene and
object components in the photo. All these photo properties were estimated simul-
taneously using a generative model. The approach described in [19] used a set of
photos labeled with the type of the event shown in the photos to train a support
vector machine. In addition, the satellite photos corresponding to the photo lo-
cations were obtained, and were used to train an AdaBoost classifier. The input
features used for both classifiers were obtained using the color and texture prop-
erties of the photos. Given an image with an unknown event type, both classifiers
were used to estimate the event type. Finally, these two estimations were fused
using a meta-classifier to obtain a final estimation. The objective of the approach
introduced by [20] was to detect the semantic type of an event described by a col-
lection of photos. They first extracted color and texture features for each image
associated to the event. The k-means algorithm was used to cluster the features
resulting in 1000 visual words. Each visual word corresponds to a component of
the event feature vector. The component value of the vector is set to the number
of images associated with the event that contain the visual word related to that
component. The obtained feature vector was finally normalized. Subsequently,
the most discriminative compositional features were extracted and used to train
an AdaBoost classifier. Their approach was tested on Flickr photos of frequently
occurring events with distinctive visual characteristics such as a road trip, skiing
and a wedding. In contrast to use the visual features of the images which occur in
social media, we are focusing on how the metadata of social media documents can
be used to detect the semantic type of events.
Benson et al. [21] introduced a structured graphical model which simultane-
ously analyzes individual tweets, clusters them according to an event, and induces
a canonical value for each event characteristic. In the evaluation of their approach,
they focused on concerts and considered the artist and venue as characteristics of
these events. The artists and venues mentioned in tweets are extracted using a con-
ditional random field approach together with an approach which matched words to
a dataset of known artists and venue names. The approach described in [22] also
used text analysis techniques on tweets to extract characteristics of events. They
first extracted a ‘snapshot’ of tweets mentioning a given entity during a given time
interval. The snapshot was then classified as ‘event’ or ‘non-event’ using differ-
ent features such as the entity burstiness in Twitter during the given time interval.
For snapshots related to events, the associated entities, actions performed by these
entities and audience opinions about these events were extracted using regular ex-
pressions. The focus of the methodology described in [23] was to automatically
determine when an event started and ended. In particular, tweets about an event
were first classified as posted ‘before’, ‘during’ or ‘after’ the event. For this step,
a classifier was trained using only textual features of the tweet such as the tense
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of the verbs. These estimated labels were then used as input for a Hidden Markov
model to estimate the temporal boundaries of the event. The authors of [7] devel-
oped a methodology which estimates in real time the location of earthquakes using
Twitter data. For earthquakes, tweets were first collected using a keyword search
to extract tweets which are potentionally related to real earthquakes. Examples of
such keywords used in this paper are ‘earthquake’ and ‘shaking’. Second, a classi-
fier was used to estimate if these tweets are truly referring to an actual earthquake
occurrence. Third, the locations of the tweets were estimated using their associated
geo-coordinates or based on the home location of their user. Finally, a Twitter user
is considered as a ‘social sensor’ which reports about an earthquake occurrence by
tweeting about it. By regarding a tweet as a sensor value, the earthquake location
estimation problem was then reduced to detecting an object and its location from
sensor readings. To solve this problem, Kalman filtering and particle filtering were
considered.
The work most related to our approach is described by Ritter et al. [12]. The
approach uses the estimated date, actor and action of an event to improve the pre-
diction of its semantic type. In particular, the words corresponding to the actor and
the action of the event are extracted from its associated tweets. In addition, they
mapped temporal expressions in the tweets associated with the event to calendar
dates, which are used to estimate the date of the event. The date and the words
corresponding to the actor and the action are then used to cluster the events, where
a kind of regularization constraint is imposed that makes it more likely that two
events which occurred on the same date are assigned to the same cluster. The ob-
tained clusters were finally manually labeled with event types. However, 53.5% of
their detected events were allocated to a cluster containing events with incoherent
types or with types which are not of general interest. Note that [12] considers a
clustering problem in which they first cluster the events and then manually label
these clusters with event types. In contrast, we consider a classification problem in
which classifiers are trained to recognize events of a particular type. Furthermore,
the approach does not consider other characteristics such as the event location and
participants to further improve the event classifications.
In our previous work [24], we focused on how location features extracted from
Flickr photos of an event can be used to estimate the semantic type of the event. In
this chapter, we extend our previous work in the following way: First, we also in-
vestigate how the event type is influenced by the temporal grounding of the event,
the profile of its attendees, and the semantic type of the entities which are associ-
ated with the event. Second, the evaluation of the proposed methodology has been
extended thoroughly. In particular, a dataset from Last.fm is now used to examine
how well the approach is able to discover fine-grained event types. Finally, we
evaluate our method’s ability to discover events of a given semantic type that are
not mentioned in the Upcoming database.
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3.3 Methodology
The objective of this chapter is to discover the semantic type of events based on
characteristics of the event that can be derived from the metadata of Flickr pho-
tos. In particular, the metadata we consider are the creation time and date of the
photos, the user who created the photo, and the geographic location of the photos,
where available. In the following, we assume that a training set K is available,
containing events with a known semantic type, together with a list of associated
Flickr photos. Additionally, we consider a set U containing events whose semantic
type our method will try to estimate. This set may contain known events with an
unknown semantic type, or events which have been automatically extracted from
social media and therefore have no associated type. Both cases will be considered
in the evaluation section. As mentioned, an event is represented as a set of Flickr
photos related to that event and an associated semantic type, which is similar to
the representation used in e.g. [1, 2, 5]. The set of all events is called E = K ∪U ,
the set of photos that are associated with event e ∈ E is denoted by De, and the
set of event types associated with e is denoted by Te ⊆ T where T is the set of all
considered event types. Note that an event may have more than one type, e.g. an
event where a person gives a lecture about art can be classified as both ‘education’
and ‘art’.
In Section 3.3.1, we explain how the social media documents related to an
event can be used to estimate characteristics such as its actors, participants, time
and location. These characteristics are used to describe the event. To estimate
the type of a given event, we use an ensemble of classifiers, one for each of the
considered descriptors. More details about the classification framework we used
can be found in Section 3.3.2.
3.3.1 Descriptions of Events
In this section, we describe how several characteristics of an event are estimated
using their associated Flickr photos, and how they are used to construct feature
vectors for the event.
3.3.1.1 Bag-of-Words (baseline)
A baseline approach to describe the events is to use the textual content of the Flickr
photos associated with them. The textual content associated with a photo consists
of a set of tags, a title and a description. In previous work, the textual content of
social media documents has already been used to classify events [11, 16]. In this
‘bag-of-words’ approach, a vector describing an event e ∈ E is constructed, whose
components are associated with a word that appears in dictionary W . This dictio-
naryW is the set of all terms from the textual content of the photos associated with
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the events in the training set K. For feature vector V be of event e, the component





with |dw| the number of times photo d ∈ De contains word w. We use the Eu-
clidean norm to normalize these feature vectors. We also tested TF-IDF weight-
ing, but as this yielded worse results, we do not consider it in the remainder of the
chapter. The set of all non-zero bag-of-words feature vectors corresponding to the
events in K is denoted by V b(K). Note that we do not consider vectors with all
components equal to zero for training. A zero vector can for instance be obtained
when there is no textual information available for the event. We denote a zero
vector by 0.
3.3.1.2 Entities Associated with Events
The semantic type of the entities associated with an event can provide valuable
information about the type of the event. For example, if the event is associated
with a musician it is more likely to be a music event, and if it is located in a football
stadium it is more likely to be a sport event. To determine the entities which are
related to the events, we map mentions of names in the text associated with the
event onto canonical entities registered in the YAGO2 knowledge base [25]. The
text of an event consists of the tags, descriptions and titles of its associated photos.
For this process, we use the AIDA entity detection framework [26]. Given a natural
language text, it maps mentions of ambiguous names onto entities (e.g. persons
or places) registered in the YAGO2 knowledge base. The similarity between a
detected mention and its associated entity is given by a mention-entity similarity
score between 0 and 1, denoted by sm. In addition, it maps these entities to a
semantic type from the YAGO2 taxonomy. For example, the mention ‘La Tasca’
in sentence ‘Our team at La Tasca!’ is mapped to YAGO2 entity La Tasca of type
‘restaurant’ with similarity score sm of 0.6. The confidence pm that a detected
mention m corresponds to the recognized entity is based on the mention-entity
similarity sm. This confidence score is conservative and we noted that several
mappings with sm = 0 were actually correct. For instance, the AIDA framework
correctly maps the mention ‘SSV Markranstadt’ in sentence ‘Budissa Bautzen -
SSV Markranstadt’ to football club SVV Markransta¨dt, but the associated sm is
set to zero. Therefore, we use the following, smoothed confidence score:
pm = 0.9 · sm + 0.1 (3.2)
Note that by smoothing sm, we ensure that each detected ambiguous entity name
receives a non-zero confidence score.
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Based on this semantic information, a feature vector V re for each event e ∈ E
is constructed. Each component of this vector is associated with a semantic type
from S, the set of all semantic types of the entities associated with the events in
training set K. Formally, for feature vector V re of event e, the component comp
r
s
associated with semantic type s ∈ S is given by the weighted number of mentions





with Me,s the list of all mentions of names in the description of event e which
are linked to an entity of semantic type s. Finally, we use the Euclidean norm to
normalize these feature vectors. We write V r(K) for {V re | e ∈ K,V re 6= 0}.
3.3.1.3 Event Participants
Social media contain valuable information about the behaviour of users, which can
be valuable for estimating their interests. For example, it has been shown that the
social media behaviour of users is useful for recommending places of interest [27].
Taking inspiration from this, for an event e, we use the types of the events in
K\{e} that have been visited by the participants of e as evidence about the type
of e. For example, when a lot of the participants of an event visited comedy shows
in the past, it is more likely that this event is also a comedy show. We make the
assumption that the creators of Flickr photos from an event are the participants of
that event; we denote this set of users by Ue. Formally, the component comput
associated with event type t ∈ T of vector V ue is given by the number of events




|{e′ | e′ ∈ Kt,u, e′ 6= e}| (3.4)
with Kt,u ⊆ K the events of type t which have been visited by user u. Finally, we
use the Euclidean norm to normalize these feature vectors. We write V u(K) for
{V ue | e ∈ K,V ue 6= 0}.
3.3.1.4 Event Time and Date
The type of an event may be correlated with its time and date. For instance, an
event occuring on a Saturday night is more likely to be a music related event than
a family event. Time and date information extracted from social media data has
already been successfully used for point of interest recommendation [28]. We
consider a feature vector based on the creation time and date of the Flickr photos
in De. The vector V ie contains one component for each hour of the day, day of the
CATEGORIZING EVENTS USING FEATURES FROM FLICKR 59
week, week of the month and month of the year. The component compip is given
by the number of photos d ∈ De that have been created during time period p:
compip = |De,p| (3.5)
with De,p the photos in De which have been taken during time period p. Finally,
we use the Euclidean norm to normalize these feature vectors. We write V i(K)
for {V ie | e ∈ K,V ie 6= 0}.
3.3.1.5 Event Location
If we know the type of some events which have taken place near the location of
the considered event e, then this might be used as further evidence about the type
of e. For example, when a lot of music events were organized nearby e, it is
more likely that e is also a music event (e.g. because the location of e corresponds
to a concert hall). Furthermore, the photos taken nearby the event may contain
words which relate to the place type of the venue of the event, the types of the
events organized in the past at that place, etc. This information can then be used
to discover the semantic type of the event. We first describe how the locations of
the events were estimated using their associated Flickr photos. Second, we give
formal descriptions of event feature vectors based on their locations.
Estimating Event Locations To estimate the locations of an event e ∈ E, we
use the geographic coordinates of the photos inDe, where available; we denote this
set of coordinates by Oe. We consider three approaches to estimate the location of
a given event e from the set Oe. When Oe is empty, we consider the location of
the event as unknown.
The first approach considers the geometric median of the coordinates in Oe as
the location of the event e, denoted by Le = {l}. In this approach, we assume
that an event has only one location. Therefore, the weight w(l) of the location
l ∈ Le is set to 1. For instance, the Madrid Flickr meet was held on July 10, 2008
at the zoo of Madrid (Upcoming id 865742). Figure 3.1(a) shows the photos and
estimated location of this event. The dots indicate the geographic coordinates of
its associated photos in De. The marker indicate the estimated locations of the
event, sorted by their weight. This approach is called ‘median location’.
However, photos which are associated with an event may have been taken at
different locations. For instance, ‘the day of the donut’ (Upcoming id 472136)
which was held on April 16, 2008 took place at different locations, of which 20 are
shown in Figure 3.1(b). On this day, people came together at different restaurants,
pubs, bakeries and shops to share and eat donuts. To estimate different locations
for the same event, we apply meanshift clustering [29] to the coordinates in Oe.






Figure 3.1: Estimated event locations using different approaches. The dots indicate the
geographic coordinates of the photos associated with the event. The markers and lines
indicate the estimated locations, sorted by importance.
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with b the bandwidth parameter which is set to 2.5, dist(o, o′) the geodesic distance
in kilometers between coordinate o and o′, andGb(o, o′) the kernel function which
determines the weight associated with coordinate o′ depending on its distance to





The mean shift procedure then computes a sequence starting from all initial coor-
dinates o1 ∈ Oe where
oi+1 = oi +mb(oi) (3.8)
which converges to a location that corresponds to a local maximum of the under-
lying distribution as mb(oi) approaches zero. In this second approach, the coordi-
nates of the center of all the clusters are considered as the locations of event e. We
denote the set of these locations by Le = {l1, l2 . . . lk}. The weight w(li) of loca-
tion li ∈ Le is taken as the percentage of coordinates from Oe that are clustered to
location li. This approach is called ‘meanshift all’.
In the third approach, called ‘meanshift top’, we assume that an event only
takes place at one location and that photos which were taken far from this loca-
tion are noise. For example, the Yahoo! BBC Hackday 2007 event (Upcoming
id 173371) was held at London (see Figure 3.1(c)). 33 out of the 35 associated
photos are indeed taken at the venue of the event (number 1). However, some par-
ticipants took photos of event items at their home location. Thus, for this event,
the estimated location with most associated photos is the real venue of the event.
Therefore, in this approach, the coordinates of the center of the cluster contain-
ing most coordinates from Oe is considered as the location of the event e. This
location is denoted by Le = {l1} and the weight w(l1) of l1 ∈ Le is set to 1.
Finally, note that we assume in this chapter that events are held at one or more
points of interest. However, some events in the Upcoming and Last.fm database are
not held at a fixed point of interest. Figure 3.1(d), for instance, shows the locations
where the photos of the UK Flickr Meet were taken (Upcoming id 1827864). A
group of photography enthusiasts took a walk in the Tyne and Wear county of
England, and took photos at different locations during that walk. In this case, the
location of the event takes the form of a trajectory, rather than a point or a fixed
set of (disjoint) points. An approach which estimates the location of an event as a
trajectory may be considered in future work.
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Nearest Events The nearest events feature vector is based on the types of the
events which have taken place nearby the location of the considered event e. For-
mally, for feature vector V ne of event e, the component comp
n
t associated with








w(l) · w(l′) · e− dist(l,l
′)2
2·σ2 (3.9)
with σ > 0 determining the geographic scale, dist(l, l′) the geodesic distance
in kilometers between location l and l′, and Lt the locations from L which are
associated to an event of type t. Set Le contains the locations of event e and are
obtained using the ‘median location’, ‘meanshift top’ or ‘meanshift all’ approach
described above. Instead of using a Gaussian weighting, we also consider the
following alternative, in which the k nearest events are considered for a fixed k,






w(l) · w(l′) · 1
1 + dist(l, l′)
(3.10)
with dist(l, l′) the geodesic distance in kilometers between location l and l′. The
set of all detected locations associated with events in the training set K is denoted
by L. The set Nk,l containing the k locations from L \ Le which are closest to
l, and Nk,l,t contains the locations from Nk,l which are associated to an event of
type t. Finally, we use the Euclidean norm to normalize these feature vectors. We
write V n(K) for {V ne | e ∈ K,V ne 6= 0}.
Nearest Documents This type of feature vector is inspired by the approach de-
scribed in [30], which uses the tags of Flickr photos taken nearby a place to dis-
cover its semantic type. Our assumption is that the textual content of all Flickr
photos taken in the vicinity of an event may provide evidence about its type. In
contrast to the photos in De, there is no guarantee that these nearby photos are
associated with the event itself. For instance, the photos may even have been cre-
ated years before the event took place. However, these nearby photos may contain
words which relate to the place type of the venue of the event, the types of the
events organized in the past at that place, etc. This information can then be used
to discover the semantic type of the event.
We consider F as a large set of Flickr photos. Using the textual content of the
photos in F which have been created nearby the location of the events, we describe
an event e as a feature vector V fe . Similar as for the ‘nearest events’ approach, we
consider the ‘median location’, ‘meanshift top’ and ‘meanshift all’ approaches to
estimate the location of the event. Each component of this vector is associated
with a term from the dictionary W f , containing all tags of the photos which have
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been taken nearby events in the training set. In the first representation, component
compfw associated with term w ∈ W f is given by the Gaussian-weighted number







w(l) · |dw| · e−
dist(l,d)2
2·σ′2 (3.11)
with dist(l, d) the geodesic distance in kilometers between location l and the co-
ordinates of the photo d ∈ F , and |dw| the number of times photo d ∈ F contains







w(l) · |dw| · 1
1 + dist(l, d)
(3.12)
with set N ′k′,l containing the k
′ photos from F which are closest to l. Finally, we
use the Euclidean norm to normalize these feature vectors. We write V f (K) for
{V fe | e ∈ K,V fe 6= 0}.
3.3.2 Classification Framework
For each type of feature vector described above, we learn a separate classifier.
Each type of feature vector is used to classify the events in U . The output of
these classifiers is then combined to estimate the semantic types of the events in
U . To achieve this, we use a method which is based on the stacking framework
introduced by Wolpert [31] and Ting and Witten [32], which we describe in detail
in the following paragraphs. How an event with an unknown type is classified
using this method is visualized in Figure 3.2.
Our classification framework consists of two phases. In the first phase, a set
of learning algorithms Lb, Lr, Lu, Li, Ln, Lf is selected, one for each described
feature vector. A learning algorithm is a function which maps a set of training
items (i.e. feature vectors) to a classifier. The optimal learning algorithm for each
vector is selected using 5-fold cross-validation on the training set K (see Section
3.4.1.2). For each type of feature vector x ∈ {b, r, u, i, n, f}, a base classifier Cx
is trained on V x(K) using learning algorithm Lx, i.e. Cx = Lx(V x(K)). Using
this classifier, we can classify each event e from set U using its associated feature
vector V xe . We denote the resulting classification for event e by pred
x(e), and the
confidence that e belongs to type t ∈ T is denoted by conf x(t|e). Note that it may
be the case that vector V xe = 0, e.g. the nearest-documents vector V
f
e contains
only zero values if the location of the event is unknown. For these zero vectors,
the confidence conf x(t|e) is set to the same value for each considered type t ∈ T .
In addition, predx(e) is set to the type with most associated events in the training
set.
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Figure 3.2: Schematic overview of our approach for classifying an event e. For each base
feature vector type, the confidence that event e belongs to each considered type t ∈ T is
determined, denoted by confx(t|e) for each x ∈ {b, r, u, i, n, f}.The meta feature vector
V me is then constructed by combining these confidence values. Finally, this meta feature
vector is used to estimate the confidence conf(t|e) that event e belongs to type t ∈ T . The
predicated type pred(e) of event e is set to the type t with largest confidence value
conf(t|e).
In the second phase, a meta-classifier is learned that combines the outputs of
the base classifiers. To generate a training set for learning the meta-classifier, a
k-fold cross-validation procedure on the training set K was used, with k set to
5. We train each of the base classifiers using 80% of the training set K. We
then use the learned classifiers to classify the remaining 20% of the training data.
Repeating this process five times results in predictions predx(e) and conf x(t|e) for
each event e in K, each type of vector x and each event type t ∈ T . We also tested
other values for k, yielding similar results, but for clarity we limit discussion to
the case of k = 5. Similar as proposed in [32], the meta feature vector V me is
then constructed by combining the conf x(t|e) values for each x ∈ {b, r, u, i, n, f}
and t ∈ T . We can also use the predx(e) values as described in [31] or both the
predx(e) and conf x(t|e) values, or just the combination of all the base features
{V xe |x ∈ {b, r, u, i, n, f}}. Initial experiments have shown that these alternatives
yield worse results, which is why we do not consider them in the remainder of the
chapter. Finally, a classifier Cm is trained on vector set V m(K) using a learning
algorithm Lm, i.e. Cm = Lm(V m(K)). For each event e ∈ U , this classifier is
then used to estimate its type pred(e) and the confidence that it belongs to semantic
type t ∈ T , denoted by conf(t|e).
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3.4 Experimental Results and Discussion
In this section, we first use a dataset collected from Upcoming to examine the per-
formance of each considered feature. In the Upcoming dataset, high level event
types are considered such as ‘sport’, ‘music’ and ‘conferences’. Subsequently, a
dataset from Last.fm is used to examine how the proposed methodology performs
for more fine-grained event types (i.e. subtypes of music events). Finally, we eval-
uate our method’s ability to discover events of a given semantic type that are not
mentioned in the Upcoming database.
3.4.1 Assigning General Types to Known Events
The first part of this section explains how the ground truth data is collected using
the Upcoming event database. Second, we describe how we determine the opti-
mal learning algorithms and event representations using 5-fold cross-validation on
training set K. Finally, we examine to what extent the proposed characteristics of
events are helpful for discovering their type.
3.4.1.1 Data Acquisition
Similar to [1], in this section we use ground truth data from the Upcoming event
database. This database contains information about a large set of events. For each
event, it stores an ID, an event type and references to a set of Flickr photos as-
sociated with the event. In addition, these Flickr photos contain the ID of their
associated Upcoming event as one of their tags. Using the Flickr API, we first col-
lected all photos which are tagged with an event ID from the Upcoming database.
In this way we obtained 373 494 Flickr photos which were taken between January
1, 2000 and April 30, 2013 and which are associated with 22 290 events. Note
that one photo may be associated with more than one event, e.g. a photo may be
associated with an event such as a conference and one of its subevents such as the
social dinner. Second, we retrieved the semantic types of the collected events from
the Upcoming database. The 2 670 events (12%) with an unknown semantic type
were removed. Finally, events with the same set of associated documents were
considered as duplicates and only one of these events was retained in our dataset.
As a result of this process, we obtained 16 469 events with a known type and
347 320 Flickr photos which are associated with at least one of these events. We
collected the tags, title, description, user, creation date and geographic location of
the photos, where available. In particular, for 40% of the photos in our dataset,
geographic coordinates were available, and that 35% of these events have at least
one associated photo which contains geo-coordinates. The considered types and
the number of examples of each type in our dataset can be found in Table 3.1.
Note that the sum of the number of events per type (20 647) is larger than the
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Table 3.1: Upcoming dataset: number of events per type.
event type #events event type #events
Music 6401 Family 600
Social 4571 Comedy 544
Performing Arts 2412 Commercial 543
Education 1726 Media 540
Festivals 1149 Conferences 209
Community 886 Technology 171
Sports 767 Politics 128
Table 3.2: Optimal learning algorithms for each type of feature vector.
feature vector learning algorithm
Bag-of-Words L2-regularized L2-loss SVM (dual) [34]
Entities L2-regularized L2-loss SVC (dual) [34]
Participants L1-regularized logistic regression [34]
Time and Date L2-regularized logistic regression (primal) [34]
Nearest Events (3.9) L2-regularized logistic regression (primal) [34]
Nearest Events (3.10) L2-regularized logistic regression (primal) [34]
Nearest Documents (3.11) L2-regularized L1-loss SVC (dual) [34]
Nearest Documents (3.12) L2-regularized L1-loss SVC (dual) [34]
Meta-Classifier L2-regularized logistic regression (primal) [34]
total number of obtained events (16 469) because one event may have more than
one type. Finally, the dataset of events has been split in two parts: 5/6th of the
dataset was used as training data (called the training set, K) and 1/6th was used
for testing (called the test set, X). This test set is used to examine to what extent
the proposed methodology is able to discover the semantic type of known events.
For a fair evaluation, we ensured that no Flickr photos were associated with both
an event in the training set and an event in the test set.
We crawled an additional set of Flickr photos, called set F , using the Flickr
crawling tool3 developed by Van Laere et al. [33]. As stated in [33], about 70% of
the georeferenced photos from the photo-sharing site Flickr can be collected using
their tool. In particular, we crawled the tags, description, title, user, creation date
and geographic coordinates of the photos that were taken between May 2011 and
April 2014 which contain a geotag with street level precision (geotag accuracy of
at least 15). The dataset thus obtained contains 60 235 552 geotagged photos. This
dataset is used to calculate the ‘Nearest Documents’ features of the events.
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3.4.1.2 Optimal Learning Algorithms
We used 5-fold cross-validation on the training set to find the learning algorithms
that optimize the classification accuracy. In particular, the training dataset K was
randomly partitioned in five equally sized subsets. The following process was
repeated 5 times. Each time, one of the five subsets was used as validation (set
Kv) and the remaining four sets were formed to form training set Kt. We trained
a classifier using set Kt, which was then used to classify the events of Kv and
to calculate its classification accuracy. The settings that optimized the average
accuracy of the five folds were found by repeating this cross-validation approach
for several learning algorithms. As candidate learning algorithms, we considered
all methods implemented in WEKA [35] as well as the Support Vector Machine
(SVM) implementations of LibLinear [34]. We used the standard configurations of
the learning algorithms, both for WEKA and LibLinear.4 The learning algorithms
that were obtained from the training set can be found in Table 3.2.
3.4.1.3 Optimal Event Location Representation
We also used the 5-fold cross-validation process to determine the optimal nearest-
events and nearest-documents representations, as described in Section 3.3.1.5.
This cross-validation process is performed on the events in training set K which
contain at least one associated photo with geographic coordinates. As mentioned,
we consider three approaches to estimate the location of an event, called ‘median
location’, ‘meanshift top’ and ‘meanshift all’. Table 3.3 shows a histogram of how
many locations were found for the events in the collected Upcoming dataset. Ad-
ditionally, two types of feature vector representations have been considered, one
based on a Gaussian distribution (3.9) (3.11) and another based on the k nearest
neighbours of the event (3.10) (3.12). The average accuracies for different param-
3https://github.com/ovlaere/flickr-crawler
4We also did experiments with tuned parameters, yielding similar results, but for clarity we limit
our discussion to the standard configurations.
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(a) Nearest Events (3.9)





































(b) Nearest Events (3.10)





































(c) Nearest Documents (3.11)





































(d) Nearest Documents (3.12)
Figure 3.3: The average accuracy for different nearest-events and nearest-documents
representations.
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Table 3.4: Optimal parameters (par) and related average classification accuracy in
percentage (ACA) for different nearest-events and nearest-documents representations
using cross-validation on the training set.
median location meanshift top meanshift all
par ACA par ACA par ACA
Nearest Events (3.9, σ) 0.440 51.15 0.460 51.62 0.440 52.01
Nearest Events (3.10, k) 5 56.15 6 56.55 6 56.55
Nearest Documents (3.11, σ′) 0.038 59.74 0.037 60.31 .047 60.67
Nearest Documents (3.12, k′) 27 61.85 16 62.27 16 62.53
eter values of the six considered nearest-events representations can be found in
Figure 3.3(a,b), and for the nearest-documents representations in Figure 3.3(c,d).
The optimal parameter values and their associated average accuracy values can be
found in Table 3.4.
We first discuss the performance of the different nearest-events representa-
tions. Figure 3.3(a) shows the average accuracies for different σ values when the
Gaussian-weighted features are used (3.9). We can observe that the average accu-
racy increases when σ increases from 0.010 to 0.200, and stagnates when a larger σ
value is used. As (3.9) only considers nearby events located at a maximum of 2 ·σ
kilometers of the given event e, this means that events up to 400 meters of e tend to
be relevant for determining its semantic type. The average accuracies when using
different k values for the k nearest neighbours of an event used in (3.10) are shown
in Figure 3.3(b). The average accuracy increases between k = 1 and k = 6, then
decreases until k = 12 and then stagnates. To further compare the performance
of each considered nearest-events representation, we look at their average classi-
fication accuracy when their optimal parameters are used (Table 3.4). For each
location estimation approach, the representation from (3.10) significantly outper-
forms the representation from (3.9) (sign test, p < 0.001). The average accuracy
for ‘meanshift top’ and ‘meanshift all’ is significantly higher than for ‘median lo-
cation’ (sign test, p < 0.001) when (3.9) is used, but the difference in accuracy is
not significant in the case of (3.10). Note that one reason why the use of a clus-
tering method instead of the median location shows only limited improvement is
because only for 1.5% of the events in the training data more than one cluster is
found by the meanshift method (see Table 3.3). As 65% of the collected Upcom-
ing events have no associated photos with geo-coordinates, we also experimented
with automated methods for estimating the coordinates of Flickr photos in De for
each considered event e based on their tags [33]. However, initial experiments did
not yield better results. We find no significant difference when ‘meanshift top’
or ‘meanshift all’ are used for both (3.9) and (3.10) (sign test, p > 0.05). As
the ‘meanshift all’ location estimation in combination with (3.10) gives the best
average accuracy, we will use this representation in the rest of the chapter.
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The average accuracies for the considered nearest documents representations
are shown in Figure 3.3(c,d). Similar to the nearest-events vectors, the average
classification accuracy first increases when the parameter σ′ increases, after which
it stagnates. However, the sigma value for which the average accuracy starts to
stagnate for the nearest-documents representations (σ′ = 0.025) is much smaller
than for the nearest-events representations (σ = 0.200). One of the reasons is that
the set of potential nearest documents (set F , |F | = 56.7 million) is much larger
than the set of potential nearest events (set K, |K| =13 725), which means that
even with a small σ′ value enough information can usually be obtained. Figure
3.3(d) shows the average accuracies when (3.12) is used. The average accuracy in-
creases substantially between k′ = 1 and k′ = 5, and is optimal for k′ = 16. The
average classification accuracy for each considered nearest-documents representa-
tion is shown in the last two columns of Table 3.4. In each case, we assume that
the optimal parameters are used. Similar to the nearest-event representations, the
representation from (3.12) significantly outperforms the representation from (3.11)
(sign test, p < 0.001). For both (3.12) and (3.11), ‘meanshift all’ and ‘meanshift
top’ performs significantly better than ‘median location’. However, there is no
significant difference between ‘median location’ and ‘meanshift top’ (sign test,
p > 0.05). As the ‘meanshift all’ location estimation in combination with (3.12)
gives the best average classification accuracy, we will use this representation in the
rest of the chapter.
3.4.1.4 Experimental Results
The task we consider in this section is to estimate the semantic type of the known
events in test set X . Tables 3.5 and 3.6 summarize the result of our evaluation on
test set X . The precision-recall curves for each semantic type are shown in Figure
3.4. The differences in accuracy are sometimes limited partly because the test set is
imbalanced. Even a naive classifier returning the most occuring category (‘Music’)
achieves 38% of accuracy, for instance. Therefore, the average precisions of the
events fromX which are ranked based on the confidence conf(t|e) that they belong
to type t are also considered.
When using all the proposed characteristics, we observe that the average pre-
cision is always higher than when the baseline is used and that the mean average
precision significantly increases from 30% to 53% and the accuracy from 65%
to 73% (sign test, p < 0.001). Furthermore, the average precision substantially
improves for relatively rare event types (e.g. ‘family’, ‘comedy’, ‘commercial’,
‘conferences’ and ‘technology’). For instance, the average precision for confer-
ences increases from 4% to 52%. The types with a lot of associated events in the
training set (see Table 3.1) have in general a higher classification performance than
relatively rare event types. However, there are some exceptions, for instance the
average precision for sport and comedy is much higher than for the types with a
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Music 86.00 62.74 73.22 48.39 49.57 62.40 89.46
Social 68.08 41.18 58.28 33.46 38.02 41.52 77.72
Performing Arts 42.55 20.10 48.70 18.56 23.07 24.87 61.83
Education 40.83 15.93 46.12 17.88 17.79 15.10 58.19
Festivals 23.17 8.35 21.52 9.99 12.21 6.96 42.43
Community 17.91 11.09 37.67 14.36 11.94 10.98 41.16
Sports 55.32 15.98 33.57 14.86 14.34 17.60 76.58
Family 10.59 11.01 33.27 4.78 13.21 9.18 36.75
Comedy 23.10 6.63 65.23 6.02 7.49 5.94 70.77
Commercial 14.26 3.33 25.34 3.74 13.41 4.31 42.87
Media 23.30 4.13 29.68 4.73 5.33 4.56 46.10
Conferences 4.34 3.18 41.61 3.42 3.03 3.00 52.43
Technology 9.23 2.50 36.52 3.25 6.35 1.82 38.79
Politics 2.45 1.05 5.80 1.79 5.43 1.12 10.67
similar number of associated events in the training set. The photos associated with
sport events have a lot of indicative associated tags, leading to a high performance
when using the bag-of-words features. The comedy shows and related photos are
mostly uploaded by the organizers of these events as a form of advertisement. This
boosts the performance of the participant features for the comedy event type. To
better understand when the proposed approach is most useful, we partition the
events in the test set based on the number of associated photos and the number of
words in their associated text fields (Table 3.7).
For all considered sets of events, except for the set of events with more than
100 associated words, the accuracy of our approach is significantly higher than
that of the baseline (sign test, p < 0.001). As expected, these results confirm
the assumption that using additional features is mostly useful for events that have
few associated photos or only photos for which a limited amount of text has been
provided.
In the remainder of this section, we will discuss the performance of each event
characteristic in more detail. Based on the classification accuracies in Table 3.6, we
can conclude that the bag-of-words representation leads to the best classification
accuracy if only one feature vector type is used. As described in Section 3.3.1.1,
the bag-of-words feature vectors are based on the tags, titles and descriptions of
the Flickr photos. In accordance with the findings from [11], we can conclude
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Table 3.6: Classification accuracy and mean average precision (MAP) per feature vector
type.
event characteristic accuracy (%) MAP (%)
Bag-of-Words (baseline) 65.20 30.08
Entities 47.16 14.80
Participants 64.43 39.75
Time and Date 41.84 13.23
Location: Nearest Events 46.68 15.80
Location: Nearest Documents 46.98 14.95
Bag-of-Words + Entities 65.78 40.52
Bag-of-Words + Participants 72.38 52.87
Bag-of-Words + Time and Date 66.80 43.84
Bag-of-Words + Nearest Events 66.95 43.70
Bag-of-Words + Nearest Documents 65.78 40.38
All Features 72.78 53.27
Table 3.7: Influence of the number of photos and the number of words on the improvement
in classification accuracy.
#photos #events accuracy (%)
baseline all difference
1 1 113 58.58 72.15 13.57
2 - 5 564 73.58 78.19 4.61
6 - 20 531 68.17 70.81 2.64
> 20 536 67.16 69.59 2.43
#words #events accuracy (%)
baseline all difference
0-1 282 35.46 64.54 29.08
2-5 316 56.96 74.68 17.72
6-10 204 67.65 75.00 7.35
11-35 510 69.41 74.12 4.71
36-100 470 71.70 73.83 2.13
> 100 962 70.69 72.45 1.76
that the Flickr tags provide the best individual classification accuracy (61.55%),
in comparison to only using the titles (53.83%) or only using the descriptions
(52.44%). In contrast to the findings from [11], however, combining all types
of textual information outperforms using only the tags (sign test, p < 0.001). For
instance, the photos associated with the national robotic week event in our test set
(Upcoming id 7965146) has no tags. However, an associated photo contains the
description ‘@ National Robotics Week at Stanford Law School’ which leads the
classifier to correctly derive that this event is of type ‘education’.
We observe no significant improvement of the baseline when combining the
entities representation and the bag-of-words representation (sign test, p > 0.05).
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This seems related to the fact that the entity features are extracted from the text
fields. In particular, the entities vector can only perform well when enough textual
information is available, in which case the bag-of-words representation is also
likely to perform well. Additionally, we use the AIDA framework to determine the
types of the entities which are mentioned in the text of the events. The accuracy
of this framework is about 80% [26] which will lead to the introduction of some
noise in the feature representations. For example, AIDA maps the word ‘SFAC’
in text ‘Image courtesy of the Artist and SFAC Galleries’ incorrectly to YAGO2
entity ‘San Francisco Italian Athletic Club’ of type ‘athletic club’. Therefore, the
classifier considers the event with this associated text (Upcoming id 10906905) as
a sport event instead of an event of type ‘performing arts’. Had the words ‘SFAC
Galleries’ been correctly mapped to ‘San Francisco Arts Commission Gallery’ the
discovered event type would have been correct.
The characteristic with the best individual MAP score is the ‘event partici-
pants’, which by itself already yields a MAP score which is higher than the base-
line. It is particularly interesting to note that the features based on event partici-
pants yield a higher average precision on event types for which little training data
is available, such as ‘family’, ‘comedy’, ‘conferences’, ‘technology’ and ‘poli-
tics’. For instance, the photos associated to conferences hardly contain informative
words leading to poor performance of the baseline. On the other hand, there is a
strong correlation between the users who have taken a photo at a conference and
the semantic types of the other events they have visited. For example, a lot of con-
ference organizers take photos of all their events. Therefore, the average precision
for conferences increases from 4% to 57% when adding the user information to the
textual data. Combining ‘event participants’ with the bag-of-words representation
improves the MAP score with 23 percentage points and significantly increases the
classification accuracy (sign test, p < 0.001). However, it should be noted that
the user overlap between the events in the training set K and test set X may be
unusually large because both sets are obtained from the Upcoming database. For
instance, a user who created a photo of an event inE = K∪X has on average cre-
ated photos associated with 2.5 other events in E. One of the main reasons is that
event organizers often add information and photos of all their events to Upcoming
as a form of publicity. This leads to a high percentage of events with non-empty
‘event participant’ feature vectors. In particular, 86% of the events in X have at
least one associated user who also created a photo of an event in the training set
K. The added value of the user features is further examined in the last section
of the evaluation where the test set consists of events which are automatically ex-
tracted using Flickr data and which are not included in existing databases such as
Upcoming.
The features based on the event time provide the lowest MAP score and clas-
sification accuracy. However, jointly considering the bag-of-words and the time-
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Figure 3.4: The precision-recall curves for the baseline (bag-of-words) and our approach
(all features).
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and-date vectors does outperform the bag-of-words representation in a statistically
significant way (sign test, p < 0.001). For example, for an event in our test set
(Upcoming id 108479) with associated words such as ‘show’ and ‘fantastic’, it is
not clear whether it belongs to semantic type ‘comedy’, ‘performing arts’ (e.g. a
theater show) or ‘music’. However, when we know that the associated photos are
taken between Friday 10 p.m. and Saturday 3 a.m., it is more likely that this is a
music event.
The use of the known type of the nearest events improves the MAP score of
the baseline with more then 10 percentage points and significantly improves the
classification accuracy (sign test, p < 0.001). A similar observation can be made
when the text of the nearest photos is used. For instance, the baseline approach
was unable to discover that a skateboard race event in our test set (Upcoming id
318498) was of type ‘sport’ because its associated tags were not sufficiently in-
formative. However, the photos taken close to the event contain words such as
‘ferrari’ and ‘race’ which may indicate that the event was held on a race track.
Together with the information that all known nearby events are of type ‘sport’,
the ensemble learner was able to discover the correct type. We also experimented
with automated methods for estimating the coordinates of Flickr photos in De for
each considered event E based on their tags with the aim of increasing the num-
ber of events whose location can be estimated [33]. However, initial experiments
did not yield better results. We did not find a significant difference between the
classification accuracy when the nearest-events or the nearest-documents vectors
are used (sign test, p > 0.05). However, the classification accuracy is significantly
better when the bag-of-words and both location features are used (67.27%) com-
pared to only using the bag-of-words and nearest-events vectors or only using the
bag-of-words and nearest-documents vectors (sign test, p < 0.001).
3.4.2 Assigning Fine-Grained Types to Known Events
The dataset from Upcoming used in the previous section contains events of general
types such as ‘festivals’, ‘politics’ and ‘social’. In this section, we want to examine
if the proposed methodology also works for more fine-grained types such as ‘rock
music’, ‘folk music’ and ‘pop music’. Therefore, a dataset was collected using the
Last.fm database containing events with an associated semantic type which is a
subtype of ‘music event’.
3.4.2.1 Data Acquisition
The Last.fm database contains information about a large set of music events. For
each event, it stores an ID, the artists performing at the event, and references to a
set of Flickr photos associated with the event. Similar to the Upcoming database,
these Flickr photos contain the ID of their associated Last.fm event as one of their
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tags. First, we collected all photos which are tagged with an event ID from the
Last.fm database using the Flickr API. In particular, we obtained 2 271 172 Flickr
photos which were taken between January 1, 2000 and August 31, 2014 and which
are associated with 88 057 events.
In contrast to the Upcoming database, we can not extract the semantic types
of the Last.fm events directly from their API. However, Last.fm artists have asso-
ciated tags which are generated by the users. These tags often indicate the music
genre to which the artists belong, such as ‘rock’, ‘alternative’ and ‘electronic’.
Therefore, we use the tags of the artists performing at an event as indication of
the semantic type of that event. In particular, we used the Last.fm API to deter-
mine the most popular artist tags and manually discarded those tags that did not
correspond to music genres. This process resulted in a total of 30 music genres,
called set T . To determine the semantic types of the collected events based on
the tags of their artists, we first extracted the artists performing at the events using
the Last.fm API. For 87 265 events at least one artist was collected, resulting in
a set of 106 779 unique artists. Second, the tags of these artists were collected
using the Last.fm API, and the tags which are not element of T were discarded.
The tags are weighted by Last.fm (between 0 and 100) based on the number of
users which associated the tag to the artist. Third, we associated with each event
a set of weighted tags, defined as the average tag weight of the artists associated
with that event. An event is associated with a semantic type if the corresponding
tag has a weight of at least 50. This resulted in a set of 62 095 events with an
associated type. In addition, 1 434 569 Flickr photos associated with these events
were obtained. Note that one photo can be associated with more than one event,
e.g. a photo may be associated with an event such as a music festival and one of its
subevents such as one of the performances at the festival, both of which may have a
different ID in Last.fm. For 33% of these photos geographic coordinates are avail-
able, this means that 37% of the Last.fm events have at least one associated photo
with geo-coordinates. The considered types and the number of events per type are
shown in Table 3.8. Similar to the Upcoming dataset, the Last.fm dataset was split
in two parts: 5/6ths of the dataset was used as training data (called training set K ′)
and 1/6th was used for testing (called the test set, Y ).
3.4.2.2 Experimental Results
The results of our evaluation on the Last.fm dataset is summarized in Tables 3.9
(a), 3.9 (b) and 3.10. The entities features were not used in this ‘all characteristics’
approach because we observed in Section 3.4.1 that they do not significantly im-
prove the classification accuracy. Similar as for the Upcoming dataset, we observe
that the proposed model substantially outperforms the bag-of-words representation
in terms of average precision. Furthermore, the mean average precision increases
from 27% to 52% and the classification accuracy increases in a statistically signifi-
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Rock 84.79 53.10 47.23 46.53 45.98 86.24
Electronic 72.74 43.64 27.23 25.77 23.09 80.42
Folk 67.72 36.68 18.80 20.12 18.54 78.65
Pop 47.45 32.69 14.57 16.64 13.34 65.31
Punk 46.32 29.89 9.21 13.34 12.17 67.48
Metal 73.04 46.02 9.12 13.80 10.36 84.67
Acoustic 31.39 16.52 7.09 7.83 6.01 60.12
Hardcore 52.89 38.16 5.74 15.19 6.94 73.60
Ambient 36.92 16.65 4.31 5.82 4.46 60.02
Hip Hop 24.09 14.35 3.40 4.10 3.32 60.63
Dance 14.99 13.66 3.92 3.76 2.76 50.55
Jazz 37.47 18.02 4.33 6.16 5.55 63.31
Emo 15.02 15.88 3.29 3.85 2.84 50.97
Blues 12.32 13.12 3.04 4.99 3.16 47.00
80s 15.14 8.54 2.82 2.39 1.95 53.29
78 CHAPTER 3


















































Soul 12.94 8.15 2.02 2.81 1.80 48.78
Rap 15.35 12.93 1.92 2.66 1.91 54.15
Country 14.97 9.85 1.62 5.13 2.33 51.86
Reggae 29.68 5.33 1.06 1.45 1.34 50.81
Techno 8.91 25.49 6.12 6.19 1.21 47.40
90s 5.88 6.53 0.89 0.64 0.64 32.43
House 5.01 10.59 5.09 0.97 0.98 22.93
World 12.93 3.38 0.89 0.96 0.87 46.26
Latin 12.33 6.87 0.61 4.46 2.12 37.71
RnB 5.06 5.19 0.83 0.67 0.66 31.11
Classical 19.85 17.81 0.88 2.70 4.10 54.85
Disco 8.67 9.18 0.67 3.05 3.05 20.35
70s 1.77 4.46 0.59 0.48 0.47 32.03
00s 7.92 3.31 0.82 0.57 0.57 15.76
60s 5.36 0.35 0.44 0.61 0.62 24.07
Table 3.10: Classification accuracy and mean average precision (MAP) per feature vector
type.
event characteristic accuracy (%) MAP (%)
Bag-of-Words (baseline) 77.35 26.63
Participants 53.40 17.54
Time and Date 44.25 6.28
Location: Nearest Events 45.20 7.45
Location: Nearest Documents 43.04 6.11
Bag-of-Words + Participants 77.67 51.43
Bag-of-Words + Time and Date 77.26 44.40
Bag-of-Words + Nearest Events 77.21 43.76
Bag-of-Words + Nearest Documents 77.36 40.14
All Characteristics 77.69 51.76
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cant way (sign test, p < 0.001). Again we see the most dramatic increase for event
types with the least amount of training data. For instance, the average precision
for techno events increases from 9% to 47% by adding the proposed features to
the bag-of-words representation.
Similar as for the Upcoming dataset, we can conclude that the bag-of-words
features lead to the best individual classification accuracy. Generally, the more
instances of an event type the training set K ′ contains, the better the associated
average precision gets. However, there are a number of exceptions as can be seen
in Tables 3.9 (a) and 3.9 (b). For instance, the average precision of ‘classical’
(20%) with 297 associated events in the training set is higher than the average
precision of ‘dance’ (15%) with 1500 associated events in the training set. One
of the underlying reasons is that a lot of classical music events have associated
photos containing tags which indicate the type of the event such as ‘johnwilliams’,
‘operafestival’ and ‘classical’, whereas such informative tags tend to be rarer for
dance events.
Based on the performance values shown in Table 3.10, we note that the use of
the participants features leads to the second best individual classification perfor-
mance. Combining the participants features with the bag-of-words representations
improves the MAP score with 25 percentage points and significantly increase the
classification accuracy (sign test, p < 0.001). This is similar to the observations
when the general types of the Upcoming dataset are used.
In contrast to the Upcoming dataset results, we get no statistically significant
improvement in classification accuracy when the ‘time and date’, ‘nearest events’
or ‘nearest documents’ features are added to the bag-of-words features (sign test,
p > 0.05). The main reason for this is that these features are very similar for the
considered subtypes of the ‘music’ type. For instance, a lot of different types of
music events take place at very similar locations (e.g. a club) and time (e.g. in the
evening). However, these features may still be useful for fine-grained event types
as they slightly improve the mean average precision.
3.4.3 Assigning Types to Detected Events
So far we have focused on estimating the type of a given set of events. In prac-
tice, on the other hand, we will often be more interested in using social media to
discover new events of a given type. To assess the usefulness of our method in
such a context, in this section, we will analyze how it performs on the output of a
standard method for event detection from social media.
3.4.3.1 Data Acquisition
We used the approach from [1] to obtain a set Z of photo clusters from Flickr,
each assumed to represent an event. In particular, we clustered the Flickr pho-
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tos in F based on their similarity in text, geographical location and creation time.
We used a logistic regression model [35] with these similarity scores as features
to predict whether a pair of Flickr photos should belong to the same cluster. To
train the model, the Flickr photos associated to events in Upcoming training set
K were used. When the probability that a photo d ∈ F belongs to an existing
cluster is smaller than threshold τ , a new cluster is generated for this photo. For
our experiments, we have used a threshold of 0.5. Finally, the clusters containing
photos associated with an Upcoming event were removed, as we want to specifi-
cally examine if the proposed methodology can be used to detect new events of a
given type from social media. More details about this event detection method can
be found in [1]. As a result of this process, 13 680 365 photo clusters (set Z) with
an average of 4.4 associated photos were retrieved. These obtained photo clusters
are considered as ‘candidate events’.
3.4.3.2 Experimental Results
For a particular event type t, we rank the candidate events from Z based on the
confidence conf(t|e) that they are of type t. The highest ranked events can then be
used to automatically extend or construct a structured database of events, possibly
after a manual verification of their correctness. For evaluation purposes, we man-
ually evaluated the top 100 discovered events for each type t ∈ T and calculated
its precision at position 10, 50 and 100. The results can be found in Table 3.11.
The performance of the baseline (bag-of-words) is highly dependent on the
considered event type. For some types, the events in the training set have a lot of
associated text which is indicative of the type, resulting in high P@n values. The
baseline classifier has learned, for example, that words such as ‘convention’ and
‘comiccon’ may indicate the occurence of a commercial event (i.e. a fan conven-
tion), whereas music events are associated with words such as ‘concert’ and ‘gig’.
However, the training set hardly contains informative words for community events,
technology events and conferences. One of the reasons of the poor performance
of the detected community events is that only 36% of these events in the training
set have associated photos with tags, in comparison to an average of 74% for all
events in K.
In Section 3.4.1.4, we found that the participants features lead to the best in-
dividual average precision for Upcoming events. Again we find that incorporating
the participants features substantially improves the results. One of the reasons for
this improvement is that 1.5% of the events in Z are associated with a photo from
a user who also has photos in the training set K. For the ‘technology’ type, for in-
stance, the classifier prefers events which have associated photos created by users
who also took photos at technology events in K. This leads to a better quality of
the top ranked events. One of these Flickr users is a PhD student who is also in-
volved in the OpenStreetMap project and who therefore often visits technological










































































































































































































































































































































































However, we found that some users who only post photos of comedy events in
K also post photos of other types of events in Z. As a result of this, taking user
interests into account actually leads to a worse performance for this event type.
These events and related photos are mostly uploaded to the Upcoming database
by organisers of comedy shows as a form of advertising, but these users also take
photos at other events which are not in the Upcoming database. In particular, when
both the participants and bag-of-words features are used, most top-ranked events
of type comedy are from a single Flickr user. Accordingly, all photos taken by this
user in K are from comedy events. However, this user also took many photos at
events of other semantic types, leading to a decrease of the considered P@n values
in comparison to the classifier which only uses bag-of-words features. When we
remove the events visited by this user from set Z, however, we obtain a P@10 of
90%, a P@50 of 80%, and a P@100 of 83%.
The performance of the classifier when all the considered feature vectors are
used can be found in the last three columns of Table 3.11. Similar as for the Last.fm
dataset, the entities features were not used in the ‘all characteristics’ approach be-
cause their computation time is relatively high in comparison to the increase of the
classification accuracy. Similar as for test set X , we observe that the best perfor-
mance is obtained when all the considered features are combined. However, the
improvement compared to the case when only the bag-of-words and participants
features are used is limited.
3.5 Discussion
In future work, we would like to investigate how our proposed methodology can
be applied to other social media platforms such as Twitter. The advantage of using
Twitter posts instead of Flickr photos is that Twitter generates a lot more data. In
particular, about 500 million tweets are sent per day5 and an estimated 1.5% of
these tweets are geotagged [36]. This gives a rough estimation of 7.5 million geo-
tagged tweets per day. In contrast, around 1 million photos per day are uploaded
to Flickr6 of which about 3.3% contain geo-data7, i.e. there are about 0.33 million
new geotagged Flickr photos per day. However, using Twitter instead of Flickr to
discover and categorize events would lead to some challenges. First, the content
of Twitter posts are often far less informative than the text associated with Flickr
photos [36]. Naaman et al. [37] analyzed the content of tweets, and determined
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statements, such as ‘Im happy’, ‘good morning twitter’ and ‘the sky is blue’, re-
spectively. As these types of tweets use the same vocabulary across a wide geogra-
phy and time, they will not be useful to discover and categorize events. Other types
of tweets, such as information sharing and opinions may not contain information
about the event the user is attending. Moreover, in contrast to the text associated
with Flickr photos, the content of tweets may be not relevant to the location of
the user and the time the tweet was posted. For instance, a tweet may contain
information about an event the user attended the previous day. However, Van Can-
neyt et al. [30] have shown that using the content of tweets posted nearby places
of interest, in addition to the tags of the Flickr photos taken nearby these places,
significantly improves the automatic categorization of these places. Therefore, it
would be interesting to investigate how Twitter can be used in our methodology,
as an addition to Flickr data, to further improve the categorization of events. The
second challenge of using Twitter is to retrieve training data of tweets related to
structured event datasets. For instance, Upcoming and Last.fm events are not as-
sociated with tweets. However, training data could be determined using Twitter
hashtags. For example, Twubs contains a database of hashtags related to events8.
These hashtags are categorized into event types such as ‘concert’, ‘conference’ and
‘meetup’. Using the tweets containing these hashtags and the semantic type of the
hashtags, our classifiers can be trained on Twitter data.
Instead of using the stacking framework described in Section 3.3.2, we could
combine the features described in Section 3.3.1 into one vector to train a single
classifier. Similar to the approach described in Section 3.4.1.2, we used 5-fold
cross-validation on the training set to find the learning algorithms that optimize the
classification accuracy. This resulted in the L2-regularized L2-loss support vector
classification implementation of LibLinear. When using the Upcoming dataset,
we obtained a classification accuracy 68.04% and a mean average precision of
45.40%. These results are significantly worse than our proposed stacking ensemble
(see ‘all features’ in Table 3.6, sign test, p < 0.001). One of the reasons is that
in the stacking ensemble, the learning algorithm is optimized for each considered
feature type as described in Section 3.4.1.2. For example, for the small participants
feature vectors with length equal to the number of considered event types, logistic
regression works best. On the other hand, support vector machines give the best
performance for the long bag-of-words feature vectors, with a length equal to the
number of words in the dictionary. First optimizing the learning algorithm for each
feature type and then combining the predictions using a meta-classifier gives thus




The problem of event detection from social media has been widely studied. To
maximize the potential of event detection, however, there is a need to learn struc-
tured representations of events. As a first step towards automatically extending
and creating structured event databases, we have proposed a methodology to dis-
cover the semantic type of events, using the relationship between an event type
and other event characteristics. These characteristics have been estimated using
the metadata of the Flickr photos associated with the event. We first used a dataset
collected from Upcoming to examine the performance of each considered char-
acteristic. In the Upcoming dataset, high level event types are considered such
as ‘sport’, ‘music’ and ‘conferences’. When using our methodology instead of the
baseline which only uses the text of the Flickr photos related to an event to estimate
its semantic type, the classification accuracy increased significantly. We observed
that considering the type of the events visited in the past by the participants of the
event led to the most substantial improvement over the baseline approach. The
classification performance was further improved when the types of known events
organized nearby the event, the textual content of the photos taken in the vicinity
of the event, and the time and date of the event were considered. The classifica-
tion accuracy did not change statistically significantly when the semantic types of
the entities associated to the event were also considered. Examining the specific
results, this seemed to be related to the fact that the entity features are extracted
from the text fields. Second, a dataset from Last.fm was used to demonstrate that
the proposed methodology also works for more fine-grained event types (viz. sub-
types of music events). Finally, we showed how our methodology can be used
to discover events of a given semantic type from Flickr that are not mentioned in
existing event datasets.
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4
Detecting newsworthy topics in Twitter
In the previous two chapters, we focused on the extraction of structured informa-
tion from social media. In Chapter 5 and Chapter 6, we will focus on monitoring,
analyzing, and making predictions in the context of online news content in social
media. The current chapter makes a bridge between these two parts as it considers
the extraction of newsworthy topics from social media. In particular, we discuss
a methodology to solve the SNOW 2014 Data Challenge. The task was to mine
Twitter streams to provide journalists with a set of headlines and complementary
information, summarizing the most newsworthy topics for a number of given time
intervals. We propose a 4-step approach to solve this. First, a classifier was trained
to determine whether a Twitter user is likely to post tweets about newsworthy sto-
ries. Second, tweets posted by these users during the time interval of interest were
clustered into topics. Third, we used a classifier to estimate the confidence that
the obtained topics are newsworthy. Finally, for each obtained newsworthy topic,
a descriptive headline was generated together with relevant keywords, tweets, and
pictures. We ended at place 4 out of 11 participants, e.g. our method detected 34
out of 59 ground truth topics whereas the winner detected 39 of them.
? ? ?
S. Van Canneyt, M. Feys, S. Schockaert, T. Demeester,
C. Develder, B. Dhoedt




Social media is an excellent source to detect events due to their large data volume,
broad user base and real-time nature. Extensive work has shown that social media
can successfully detect events [1–5], even before they are reported in traditional
media [6, 7]. Therefore, social media may be an excellent source for news profes-
sionals to monitor the newsworthy topics that emerge from the crowd. However,
we have to deal with noisy text fragments which are in addition often very short
(e.g. Twitter posts).
In this chapter, we propose our methodology for a solution to the SNOW 2014
Data Challenge. The task of this challenge is to automatically mine social streams
to provide journalists with a set of headlines and complementary information that
summarize the newsworthy topics for a number of timeslots (time intervals) of in-
terest. For an overview of the details of this challenge, we refer to [8]. Given a
stream of tweets and a time interval of interest, we first determine the users who
posted the tweets during that time interval which are most likely to post about
newsworthy stories. This is accomplished by a classifier trained on profile features
of the users. Second, the tweets posted by these users are clustered into topics
based on the cosine similarity of their boosted tf-idf representations. This boost-
ing is considered, on the one hand, to raise the importance of bursty words. On the
other hand, proper nouns and verbs are boosted as they are essential keywords in
most discussed topics (e.g. topic subjects and actions). Third, several features of
the obtained topics are determined which are used to classify them as ‘newswor-
thy’ or ‘not newsworthy’. Finally, for each detected newsworthy topic, a headline
that summarizes the topic, accompanied by a set of relevant tweets, pictures and
keywords are determined. The quality of the extracted newsworthy topics will be
evaluated by a panel of news professionals selected by the challenge organizers.
However, initial observations show the effectiveness of our methodology.
The remainder of this chapter is structured as follows. We start with a review
of related work in Section 4.2. Next, in Section 4.3, we describe our methodol-
ogy for discovering newsworthy topics. Subsequently, Section 4.4 presents the
experimental results. Finally, we conclude our work in Section 4.5.
4.2 Related work
There has been a lot of interest in detecting events and trending topics in social
media. This research can be divided in two types of approaches. In the first type,
social media documents (e.g. tweets) are clustered. This is referred to as document-
pivot. An event or topic is thus represented by a cluster of documents. The second
line of work first selects the most important words, which are then clustered. In
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this approach, referred to as feature-pivot, an event or topic is represented by a
cluster of words.
Document-pivot approaches cluster social media documents by leveraging some
similarity metric between them. TwitterStand [7], for instance, only uses the tweets
of Twitter users who usually post news related tweets. They however did not use a
classifier to determine these users, but manually constructed an initial set of these
users. This set is updated based on the number of times the tweets of a user is
associated with a newsworthy topic. Subsequently, an online clustering algorithm
is used, which assigns the news related tweets to the closest cluster if the distance
to this cluster is smaller than a given threshold. Otherwise, a new cluster with this
tweet as the only member is created. The distance between a cluster and a tweet
is based on the words in the tweet and the time at which the tweet was posted.
The obtained clusters are considered as newsworthy topics. Finally, for each ob-
tained topic, additional relevant tweets are searched using the hashtags present in
the tweets of its corresponding cluster. Becker et al. [1] clustered social media
documents based on their textual, time and location similarity features. They used
a classifier with these similarity scores as features to predict whether a pair of doc-
uments belongs to the same cluster. To train the classifier, known clusters of social
media documents were used which were constructed manually and by using the
Upcoming database. When the probability that a document belongs to an existing
cluster is smaller than a threshold, a new cluster is generated for this document.
Becker et al. [9] introduced an additional step which classifies the clusters corre-
sponding to candidate events as ‘event’ or ‘non-event’ based on e.g. the burstiness
of the most important words in the clusters. Using the methodology described
in [1, 9], the authors were able to detect events using Flickr and Twitter data.
Feature-pivot methods use statistical models to extract sets of words that are
representative for the most important topics and events described in a corpus of
documents. In [2], for example, the authors analyze the temporal and locational
distributions of Flickr tag usage to detect bursty tags in a given time window, em-
ploying a wavelet transform to suppress noise. Afterwards, the tags are clustered
into events such that each cluster consists of tags with similar locational distri-
bution patterns and with similar associated photos. Finally, photos corresponding
to each detected event are extracted. EDCoW [5] uses wavelet transformations
to measure the bursty energy of each word used in Twitter posts, and then filters
words with low energy in a given time window. Finally, the remaining words are
clustered using modularity-based graph partitioning to detect events. Twevent [3]
improved the approach of EDCoW by first splitting the incoming tweets in n-
grams. An n-gram was then considered as an event segment in a given time win-
dow when the occurency of that n-gram was significantly higher than its expected
occurency. The obtained event segments were finally clustered into events using
Jarvis-Patrick clustering and ranked based on the importance of their event seg-
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ments in Wikipedia. SocialSensor [10] selects the most bursty n-grams in a time
window t based on their df-idft score. This score is an adapted version of the
tf-idf metric, penalizing n-grams whose popularity began in the past and which
are still popular in the present. In addition, a boost factor is considered to raise
the importance of proper nouns. The top ranked n-grams are then clustered using
a hierarchical clustering algorithm and the co-occurences of the n-grams in the
tweets. Finally, the clusters are ranked according to the highest df-idft score of the
n-grams contained by the cluster. They compared their approach with a standard
feature-pivot, a standard document-pivot, and a Latent Dirichlet Allocation (LDA)
approach. The document-pivot approach outperformed the feature-pivot and LDA
approach. However, the quality of the top ranked topics was higher for their pro-
posed approach than for the document-pivot approach. The authors also introduced
two approaches which are based on Frequent Pattern Mining with similar or worse
performance.
4.3 Methodology
For a stream of tweets (called test set, Tn), we want to determine the most news-
worthy topics. In particular, for each time interval of interest i ∈ I , m ≥ 1 news-
worthy topics will be automatically extracted. To easily interpret the extracted
topics, each topic will be in the form of a short headline that summarizes the topic,
accompanied by a set of tweets, URLs of relevant pictures, and a set of keywords.
To optimize the proposed methodology, we use a training set T k of tweets with
known newsworthy topics.
For a given stream of tweets Tn and a time interval i ∈ I , we first deter-
mine the users who posted the tweets during time interval i who are most likely to
post about newsworthy stories. The tweets of these users are then clustered into
topics. Thereafter, the obtained topics are ranked based on the confidence that
they are newsworthy. Finally, for each detected newsworthy topic, the headline,
most relevant tweets, tags and pictures are determined. The implementation of our
methodology has been made publicly available to the research community.1 In the
rest of this section, we will explain each step in more detail.
4.3.1 News Publisher Detection
The first step of the proposed methodology is to estimate the likelihood that a Twit-
ter user will post tweets about newsworthy topics. We indicate Twitter users who
almost always publish newsworthy tweets as ‘news publishers’. Examples are offi-
cial twitter accounts of news papers, news programs or news websites. Given a set
of tweets, the corresponding authors can then be ranked based on the probability
1https://github.com/svcanney/twittertopics
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Table 4.1: Features used to detect Twitter accounts of news publishers.
Textual features
username bag-of-words term frequencies of the words in the user name
description bag-of-words term frequencies of the words in the user description
Meta-data features
#followers number of followers
#following number of following
#follower
#following+1 number of followers in comparison to the number of following
#tweets number of tweets the user posted
#favorites number of tweets the user favorited
#lists number of lists the user follows
verified? is the user account verified or not?
URL? contains the user profile an URL or not?
that they are news publishers. Only tweets of the top ranked users will be used to
detect newsworthy topics.
We first manually annotate 10,000 Twitter users as ‘news publisher’ or ‘other’.
We call this set of user U . Second, we use 5-fold cross-validation on the set
U to find relevant user features and to train a classifier that optimizes the aver-
age precision of the users, which are sorted based on the likelihood that they are
news publishers. As candidate classifiers, we consider all methods implemented
in WEKA [11] as well as the Support Vector Machine (SVM) implementations of
LibLinear [12]. The obtained features are shown in Table 4.1. The classifier which
led to the largest average precision is a Bayesian belief network that uses a local
K2 search algorithm [13].
Finally, user set U is used to train a Bayesian belief network which estimates
the probability that the users which posted the tweets in test set Tn during time
interval i are news publishers. The users with probability larger than α are consid-
ered as ‘news publishers’, noted as set Pni . Similarly, for each i
′ ∈ I ′, the news
publishers who posted tweets in the training set T k during time i′ are contained
in the set P ki′ . Set I
′ contains the considered time intervals corresponding to the
training set T k.
4.3.2 Topic Detection
In the second step of our methodology we cluster the tweets posted by users in Pni .
Using only the tweets of news publishers, we significantly reduce the noisy tweets
leading to ‘junk’-topics. The clustering is performed using the DBSCAN [14]
algorithm with parameters  and minimum number of points required to form a
cluster minPts.
As distance measure we use the cosine distance between the boosted tf-idf
representations of the tweets. The boosted tf-idf value of a word w in tweet t
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posted during time interval i is given by
tf-idfwi = tf-idf
w · E-boostw · T -boostwi (4.1)
Factor tf-idfw is the standard term frequency-inverse document frequency for word
w in tweet t. The document frequencies used for this tf-idfw value are obtained
from a set of tweets T e which is unrelated to T k and Tn. As T k and Tn may
contain tweets which are related to a specific event (see Section 4.4.1), we would
have much lower tf-idfw values for the event-specific words when these sets were
used to calculate the document frequencies. Nonetheless, these words can be very
relevant in the detected topics. By using an unrelated set of tweets, we are thus
able to use more general event-independent document frequencies.
The first boosting factor E-boostw is the boosting of proper nouns and verbs,
similar as in [15], since they are typically more important than other words. The
authors of [15] discovered that a boosting value of 1.5 for this kind of words and
1 for other words led to the best clustering results. Therefore, we use the same
boosting values in this chapter. We use TweetNLP [16] to tokenize the tweets and
determine the grammatical function of the words.
The second boosting factor T -boostwi is temporal boosting, in which we boost
the words based on their relative document frequency in this time interval i versus






as the relative frequency of word w in time interval i, with dfwi the document
frequency of the word in the time interval andNi the total number of tweets posted





with pw0,i−1 the exponential moving average of the relative frequencies of the word
w for the time intervals 0 until i− 1, using a smoothing factor λ.
Finally, we define the center of a cluster c ∈ Cni as vector centerc, obtained by
averaging out all boosted tf-idf representations of the tweets in cluster c.
The detected topics from tweet test set Tn during time interval i are given by
Cni . Similarly, the detected topics of training set T
k during interval i′ ∈ I ′ are







We explore different features to describe the detected clusters of Cni in order to
identify newsworthy topics. A classifier trained on Ck is then used to detect news-
worthy topics in the set of clusters Cni during interval i, indicated by the set S
n
i .
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The training set of detected topics Ck is used to find the optimal features and
classifier. Similar to the approach described in Section 4.3.1, we consider all meth-
ods implemented in WEKA [11] as well as the Support Vector Machine (SVM)
implementations of LibLinear [12] as candidate classifiers. We first manually la-
bel the topics in training set Ck as ‘newsworthy’ or ‘not newsworthy’. Second, Ck
is partitioned into two disjoint subsets of topics, based on their time intervals: de-
velopment setCd comprises the first two thirds, the validation setCv the last third.
The topics of the development set Cd are used to train a classifier. This classifier
is then used to estimate the likelihood that a topic c ∈ Cv is newsworthy. For a
particular time interval, the corresponding topics can then be ranked based on this
likelihood. The objective is thus to optimize the mean average precision of these
rankings. The obtained features are shown in Table 4.2. These features are divided
in four categories. The first category takes the number of tweets in the clusters and
their type into account. For instance, a cluster with just a few associated tweets
may not be related to a newsworthy topic. The second category considers the fea-
tures of the users. If the users who posted the tweets in the clusters are very likely
to be news publishers (e.g. with probability higher than 0.9), the cluster probably
corresponds to a newsworthy topic. The third category of features describes the
topical coherence of the cluster, based on the hypothesis that newsworthy clusters
tend to address a central topic, whereas noisy non-newsworthy topics cover more
heterogeneous topics. The last category of features is used to exclude clusters cor-
responding to a topic that was already detected in a previous time interval, as we
consider topics only as newsworthy when they occur for the first time. The clas-
sifier that leads to the highest mean average precision is Support Vector Machines
(SVM) trained using sequential minimal optimization [17].
4.3.4 Topic Enrichment
The final step in our methodology is the topic enrichment. This step starts from
each obtained newsworthy topic s ∈ Sni and generates a headline, extracts key-
words, a list of associated tweets and a list of pictures. These steps are mostly
handled individually and are discussed in the following subsections.
4.3.4.1 Headline Creation
The headline of newsworthy topic s is constructed as a cleaned up version of the
most representative tweet sentence in the set of tweets related to s. These tweet
sentences are obtained by splitting each tweet in tweet sentences based on the
presence of punctuation marks, and only retaining sentences containing at least
one verb. To retrieve the most representative tweet sentence, we select the sen-
tence with maximum cosine similarity between its boosted tf-idf representation
and the vector associated with the topic center centers. Subsequently, we apply a
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Table 4.2: Features used to detect newsworthy topics.
Tweet features
#tweets number of tweets in the cluster
%original tweets percentage of tweets in the cluster which are original tweets
%retweets percentage of tweets in the cluster which are retweets
%replies percentage of tweets in the cluster which are replies
%mentions percentage of tweets in the cluster which contains user mentions
User features
#users number of users who posted the tweets in the cluster
%news publishers
percentage of users whose probability that they are news publishers
is larger than x, with x ∈ {0.6, 0.7, 0.8, 0.9}
Topical coherence features
%topic tweets (1)
percentage of tweets in the cluster containing the word of centerc
with highest tf-idfwi value
%topic tweets (2)
percentage of tweets in the cluster containing the word of centerc
with second highest tf-idfwi value
%topic tweets (3)
percentage of tweets in the cluster containing the word of centerc
with third highest tf-idfwi value
Non duplicates features
max similarity (1)
highest cosine similarity between the cluster center and
the center of previous detected newsworthy clusters
max similarity (2)
second highest cosine similarity between the cluster center and
the center of previous detected newsworthy clusters
max similarity (3)
third highest cosine similarity between the cluster center and
the center of previous detected newsworthy clusters
max similarity (4)
fourth highest cosine similarity between the cluster center and
the center of previous detected newsworthy clusters
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set of rules to clean the obtained sentence: (1) Removing the mentions of users if
they are part of a retweet mention. (2) Removing all URLS and emoticons. (3)
Removing hashtags if they do not syntactically belong in the sentence. (4) Re-
moving the ‘@’ and ‘#’-symbols from the remaining hashtags and user mentions.
(5) Removing parts of sentences inside parentheses. (6) Splitting the camel case
words into different words. (7) End the headline with a punctuation mark.
4.3.4.2 Keywords Extraction
The keywords are chosen as the words present in the headline which are in the top
50% of the most important words associated to topic s. This importance of a word
w is given by its tf-idfwi value in centers.
4.3.4.3 Representative Tweets Extraction
To extract a representative set of tweets, we first expand the list of tweets related
to our topic by including tweets from users which are not indicated as ‘news pub-
lishers’. In particular, we consider all tweets in Tn posted during i with a cosine
similarity between their boosted tf-idf representation and the center of the topic
which is higher than ω. Next, these tweets are ordered based on their relevance
to the topic, denoted as relevancets. The relevance
t
s value of tweet t is defined as
the cosine similarity between its boosted tf-idf representation and the center of the
topic centers, multiplied by the user factor. This factor is υ ≥ 1 if the user who
posted tweet t is indicated as a ‘news publisher’ and 1 otherwise. This ordered list
of tweets related to topic s is denoted by Tns .
The tweets associated with a single topic should be sufficiently different from
each other, therefore we discard tweets in Tns which are near-duplicates of tweets
that are ranked higher in the list. To measure the similarity between the tweets
in Tns , we use the cosine similarity between the non-boosted version of the tf-
idf representations of the tweets. In particular, tweets are considered as ‘near-
duplicates’ if their similarity is higher than ϕ. We discard boosting in this step,
since the goal of boosting was to increase the impact of the topic-related words,
thereby diminishing the impact of the other words in the tweet. However, the
tweets in Tns are all related to the same topic, and all contain these topic-related
words leading to a high cosine similarity of their boosted tf-idf representations,
mainly caused by the presence of these topic-related words. As we want to obtain
a coherent diverse set of tweets describing this topic, we want tweets that contain
these topic-related words, but have a significant number of different non-topic-
related words. If we had used the boosted tf-idf, the cosine similarity would almost
only be impacted by the number of matching topic-related words. Finally, the top
5 tweets of this filtered Tns list are considered as representative for topic s.
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4.3.4.4 List of pictures
In order to obtain a full list of pictures related to topic s, the tweets of Tns contain-
ing the same picture URL are grouped. Picture URLs are obtained by using the
media entities associated with the tweets. The picture URLs are then sorted based
on the sum of the relevancets values of the tweets containing the URL. Finally, the
top 5 picture URLs are considered as relevant to topic s.
4.4 Evaluation
4.4.1 Data Acquisition and Settings
In order to evaluate our approach, we crawled the Twitter posts meta-data of the
given Twitter id’s related to the 2012 US elections event posted on Twitter be-
tween November 6, 2012 23:30 GMT and November 7, 2012 7:00 GMT (training
set, T k). The test set Tn contains tweets related to the Syria, Ukraine, terror and
bitcoin-problems mentioned on Twitter between February 25, 2014 18:00 GMT
and February 26, 2014 18:00 GMT. More details about the training and test set
can be found in [8]. Additionally, an unrelated set tweets was obtained from the
sample-stream of the Twitter Streaming API from November 29, 2013 until Febru-
ary 5, 2014 (external set, T e). Non-English tweets were removed using LDIG2.
To calculate the term frequencies in the obtained tweets, TweetNLP [16] was used
to tokenize the tweets and to remove words related to punctuations, URLs, deter-
miners, etc. The obtained words were then transformed to lower case and words
with fewer than three characters were removed. Finally, the words were Porter
stemmed [18]. As a result of this process, we obtained 928 791 tweets for training
our methodology (training set, T k), 973 658 tweets for evaluating our methodol-
ogy (test set, Tn), and 77,741,801 tweets which have been used as external set
T e. User set U contains 10,000 Twitter users who are randomly selected from the
users who posted the tweets in T e. The time intervals of interest for the test set and
training set are given by the challenge organizers and are respectively 15 minutes
and 10 minutes long. We empirically set α = 0.04,  = 0.4, minPts = 3, λ = 0.5,
ω = 0.6, υ = 1.5 and ϕ = 0.7.
4.4.2 Experimental Results
4.4.2.1 News Publisher Detection
As described in Section 4.3.1, we use 5-fold cross-validation on the user set U
to optimize and evaluate the methodology which detects news publisher. User set
U contains 10 000 Twitter users who are manually annotated as ‘news publisher’
2https://github.com/shuyo/ldig
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or ‘other’. As a result of this process, 1.64% of the users were labeled as ‘news
publisher’. The proposed methodology to rank users based on the likelihood that
they are news publishers resulted in an average precision of 88.83%. In general,
99.41% of the users in U were correctly classified, which is significantly higher
than the 98.36% accuracy when all users are classified as ‘other’ (sign test, p <
0.001).
4.4.2.2 Topic Ranking
The training set of detected topics Ck is used to optimize and evaluate the topic
ranking methodology, as described in Section 4.3.3. SetCk contains 116 manually
annotated clusters, of which 54 are labeled as ‘newsworthy’. For each considered
time interval i′ corresponding to clusters in validation set Cv , the clusters of Cv
associated with i′ are ranked based on the confidence that they are related to a
newsworthy topic. The mean average precision of these rankings is 99.17%. In
general, 82.05% of the clusters in the validation set were classified correctly.
4.4.2.3 Methodology Performance





i . The newsworthy topics of time intervals February 26, 2014 09:15
until 10:15 GMT are shown in Table 4.3. These results show the effectiveness of
our methodology to discover newsworthy topics in Twitter. As we only use tweets
posted by ‘news publishers’ to detect topics, most of the discovered topics are
indeed newsworthy. However, we observe that some duplicates are not removed
mainly because users sometimes discuss one topic in different words, i.e. the high
similarity of these topics can not be detected using cosine similarity on their as-
sociated words (e.g. topic 7 and 10). In addition, some non-newsworthy topics
were incorrectly extracted due to users who are classified as ‘news publisher’ who
post non-newsworthy content (e.g. topic 15). Finally, we observe that the obtained
headlines are informative and constructed in a syntactically correct way.
The extensive summary of the newsworthy topics extracted during time inter-
val February 26, 2014 09:15 can be found in Table 4.4. We observe that the repre-
sentative tweets for a particular topic are sufficiently different from each other, i.e.
no near-duplicates or retweets are given. Additionally, we note that the coherence
of the tweets associated with topic 2 is higher than the coherence of the tweets as-
sociated with topic 1. In particular, topic 2 covers one clear topic (i.e. about Sofia
monument’s makeover), in contrast, topic 1 covers very similar, but different, top-
ics (i.e. about a military vehicle in Kiev, Ukraine; and about a military vehicle in
Sevastopol, Ukraine). The discovered pictures related to these newsworthy top-
ics are shown in Figure 4.1. In total, 24% of the discovered newsworthy topics
contains at least one related picture.
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Table 4.3: Automatically extracted newsworthy topics from Twitter.
nr time interval headline
1 26-02-14 09:15
Jubilant protesters driving military vehicle from a Kiev Museum
around Parliament building.
2 26-02-14 09:15 Sofia monument’s latest makeover provokes protest from Russia.
3 26-02-14 09:30 I’m in Charge of Miltary Now, Ukraine’s Interim President Says.
4 26-02-14 09:30 GDP grew 0.7% in Q4, unrevised from preliminary estimate.
5 26-02-14 09:30
Russia urges OSCE to condemn “neo-fascist” sentiment in west
Ukraine.
6 26-02-14 09:30 The price of Bitcoin on MT. Gox is US $135.0000.
7 26-02-14 09:30 Bitcoin Has Made A Really Impressive Recovery.
8 26-02-14 09:45 Ukraine minister disbands Berkut riot police blamed for violence.
9 26-02-14 09:45 Japanese Authorities Probing Collapsed Bitcoin Exchange.
10 26-02-14 09:45 How bitcoin can turn it around.
11 26-02-14 09:45
Hezbollah says Israel bombed its positions near Syrian border
2 days ago, vows response.
12 26-02-14 10:00
Russia’s deputy finance minister says no multilateral talks on
financial aid to Ukraine are taking place.
13 26-02-14 10:00 Japan donates $14 mil. for Syria weapons disposal.
14 26-02-14 10:15 This is Beijing, less than three weeks apart.
15 26-02-14 10:15 Your spring tweet has appeared in our latest Edition mag.
16 26-02-14 10:15 Ukraine ‘set to unveil new government’.
Table 4.4: Summaries of extracted newsworthy topics during time interval 26-02-14 09:15.




Jubilant protesters driving military vehicle from a
Kiev Museum around Parliament building #Kiev #Ukraine
Another #Russia—n armored vehicles spotted in #Sevastopol




Pro-Ukraine paint job - Sofia monument’s latest
makeover provokes protest from Russia http://bbc.in/1frf9UN
Kijw w Sofii. RT: @BBCWorld Pro-Ukraine paint
job in Sofia provokes protest from Russia http://bbc.in/1frf9UN
Pro-#Ukraine paint job-Sofia monument’s latest makeover
provokes #protest from R http://bbc.in/1frf9UN via @BBCWorld




Figure 4.1: Pictures related to newsworthy topic number 1 (a,b) and number 2 (c).
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4.4.2.4 Evaluation by the SNOW organizers
The newsworthy topics in Sn and their summaries are evaluated across a mixture of
quantitative and qualitative dimensions by a panel of news professionals selected
by the SNOW 2014 Data Challenge organizers [8]. The evaluation was conducted
by three independent evaluators, located in different countries and organizations.
The evaluation was done on a set of five timeslots (starting at 18:00, 22:00, 23:15
on 25/2, and on 1:00, 1:30 on 26/2), and was blind, i.e. the evaluators did not know
which participant produced which topic they evaluated.
The organizers first constructed two ground truth sets of topics. The first, Tref ,
comprised the 59 topics manually created by the organizers based on mainstream
media stories in UK news outlets (BBC and NewsWhip) during the 24 hours of
the Twitter crawl. The second, denoted as Text, was created in a pooled way based
on the submissions of participants during the five selected timeslots. More specif-
ically, the evaluators assessed all submitted topics during those five timeslots as
being newsworthy or not. Topics that received at least two votes by evaluators
were included in a list. After removing duplicates, a set of |Text| = 70 participant-
pooled topics was defined. To evaluate the performance of the extracted topics by
the participants, four evaluation criteria were used: precision-recall, readability,
coherence/relevance and diversity. The recall score, Rref , was calculated on the
Tref dataset, and the F1 score, Fext, was calculated based on the Text dataset.
Evaluators were instructed to assign a score between 1 and 5 indicating the read-
ability of the headline, the coherence and the diversity of the tweets. The readabil-
ity score Q, coherence score C and diversity score D were computed only on the
basis of the newsworthy topics, and by averaging over the three evaluators. For
each of the scores, the organizers first identified the maximum attained scores, and
then normalized the scores of each participant with respect to the latter. In the end,
the aggregate score for each participant was derived by the following equation:
AS = 0.25 ·Rref · Fext + 0.25 ·Q+ 0.25 · C + 0.25 ·D (4.4)
The results can be found in Table 4.5. Our team name was ‘IBCN’ and we ended at
place 4 out of 11 participants. We, for instance, obtained 34 out of the 59 topics in
ground truth set Tref , whereas the winner Insight [19] detected 39 of them. More
details about the evaluation process can be found in [8].
Insight [19] performed an approach similar to ours. Their first step was also
aggressive tweet filtering. The authors filtered the tweets based on their content
(number of hashtag. . .), whereas we filtered based on the user. They also clus-
tered and ranked the obtained tweets to obtain newsworthy topics. However, they
made some different choices to implement those steps. For example, they used
hierarchical clustering instead of DBSCAN, and ranked the clusters based on the
maximum boosted tf-idf term value in the cluster instead of using a classifier. Their
performed topic enrichment step was very similar to ours. The Insight approach
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Table 4.5: Overview of normalized scores and aggregate results.
Team Rref Fext Q C D AS Rank
UKON 0.667 0.615 0.870 0.885 0.611 0.694 7
IBCN 0.879 0.592 0.998 0.821 0.680 0.755 4
ITI 0.485 0.661 0.911 0.942 0.666 0.710 5
math-dyn 0.955 0.640 0.931 0.988 0.608 0.785 3
Insight 1.000 1.000 0.961 1.000 0.608 0.892 1
FUB-TORV 0.591 0.119 0.848 0.962 0.576 0.614 10
PILOTS 0.364 0.227 1.000 0.972 0.553 0.652 9
RGU 0.909 0.686 0.955 0.849 0.942 0.842 2
UoGMIR 0.258 0.775 0.974 0.795 0.680 0.662 8
EURECOM 0.364 0.062 0.686 0.755 0.720 0.546 11
SNOWBITS 0.212 0.408 0.876 0.877 1.000 0.710 6
std. deviation 0.292 0.290 0.090 0.084 0.282 0.100
thus did not use a significantly different approach, but their implementation and
parameter settings resulted in better performance.
Note that there are some limitation to the evaluation approach of the SNOW
organizers. As the evaluation process is conducted manually by evaluators, we are
not able to optimize the used methods and parameters automatically. Therefore,
it is hard to conclude whether the performance is due to the used approach or due
to the used implementation and parameter settings. Furthermore, the evaluation
was only conducted on 5 timeslots. Finally, our method removed topics which
were already found in previous timeslots, whereas the winner for instance did no
duplication removal. As a result of our duplication removal step, we could find
topics of the ground truth in other timeslots than the evaluated timeslots. These
topics were not used to calculate the recall and F1-score, leading to worse results
in the SNOW evaluation process. On the other hand, detection of duplicated topics
was not penalized.
4.5 Conclusions
We proposed a methodology which automatically mines Twitter streams to pro-
vide journalists with a set of headlines and complementary information that sum-
marizes the most important topics for a number of time intervals of interest. As
we are only interested in newsworthy topics, we only use tweets of users who are
classified as ‘news publishers’. These tweets are then grouped into topics using a
DBSCAN clustering algorithm, whereby the similarity between the tweets is de-
termined using the cosine similarity on their boosted tf-idf representations. There-
after, a classifier is trained to estimate which of the detected topics is newsworthy.
Finally, for each obtained newsworthy topic, a descriptive headline, together with
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relevant tweets, keywords and pictures is determined. Experimental results show
the effectiveness of the proposed methodology.
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Towards a Data-Driven Online News
Publishing Strategy
Due to the global availability of online news, there is a strong competition be-
tween online publishers in order to reach the highest possible audience. This is
why an intelligent online publishing strategy is of the highest importance to news
publishers. This can be achieved by acquiring profound and real-time insights into
the consumption and social sharing behavior of users with respect to their online
content. In this chapter, we propose a highly scalable framework that monitors
and analyzes the consumption behavior of online news articles in real-time. As the
optimal publishing strategy is highly publisher-specific and depends on the con-
sidered popularity metric (e.g. number of Facebook shares), our framework can
be easily scaled to cover many news websites and it considers six popularity met-
rics. In addition, we introduce a number of article features used by our monitoring
system, and show that these are vital for a good understanding of the news con-
sumption and sharing behavior. Our framework is thoroughly evaluated on two
quite different news websites. We show that our generic data-driven framework
and the analysis approach are well suited for real-world use cases, and use them
to provide new insights into online news sharing and consumption behavior.
? ? ?
S. Van Canneyt, P. Leroux, B. Dhoedt, T. Demeester




Online news constitutes a large and still growing market. A higher popularity
of content generally means more revenues, for any underlying business model.
However, for a news article to become popular, it is essential that it reaches a large
audience within a short time. The popularity of an article can be improved by
promoting the article on the front page of the news website, or by publishing a link
to the article on different social media platforms such as Facebook and Twitter.
However, there is a complex interaction between different articles, restricting the
possible actions publishers can take to promote individual articles. For instance,
the number of articles journalists can write and put on their home page is limited,
as is the number of Twitter and Facebook messages publishers can afford to send
out per day, in order to retain the interest of their audience. Especially via social
media channels, the competition is harsh, because different sources compete to
generate content which is potentially relevant to a large subset of the population.
Therefore, nowadays a well thought out online publishing strategy is of the highest
importance to publishers. This can be achieved by acquiring profound insights into
the consumption and social sharing behavior of users with respect to online news.
These insights can help to provide answers to questions such as ‘What story works
best on which medium and when?’ and ‘What is best joint strategy for both social
media and the own news portal for a given set of news articles?’.
A primary analysis was performed for some specific online news agencies and
a limited set of popularity metrics [1]. However, we noticed that the analysis can
be highly dependent on the considered news website and popularity metric. For in-
stance, the strategy to optimize the number of Facebook shares for website A may
be very different from the strategy to optimize the number of visits for website B.
Therefore, we propose a generic framework which can be used to monitor and an-
alyze the consumption and social sharing behavior of users on news websites. The
framework monitors the popularity of online news articles in real-time, and can be
easily scaled to handle millions of visits and thousands of articles. As the publish-
ing strategy depends on the popularity metric that the agency wants to optimize,
the framework handles six different metrics including the contributions of Face-
book and Twitter shares and the direct browsing behavior of readers. Additionally,
we consider a large set of article features such as the article’s title and category.
Some new article features are introduced, such as the emotion that expresses why
users are expected to share the article, which appears to be highly indicative for
the sharing and visiting behavior of the articles. The proposed framework can be
used by any news website to acquire profound insights into the consumption and
social sharing behavior of users with respect to their online news articles.
The proposed framework is evaluated thoroughly on two Belgian news web-
sites which have very different publishing strategies. The first considered website
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is newsmonkey1. This Buzzfeed-like private news agency website was launched in
2013 and publishes a wide variety of content, ranging from local and global news
to viral entertainment articles. The website mainly focuses on optimizing their
content in terms of the number of Facebook shares and Facebook visits. The sec-
ond website is deredactie.be2, owned by the national public-service broadcaster
for the Flemish Region Belgium (VRT). The website was launched in 2003 and
mainly covers traditional news items and movie fragments of programs broad-
casted by their public television channel. This website focuses on the number of
article views by optimizing their websites front-end.
We verified that our framework is able to collect data in real-time for a data-
driven online news publishing strategy. The framework has been running in a
stable way since April 2015, monitoring tens of thousands of articles and captur-
ing millions of visits. The framework can easily be scaled to handle a lot more
views, articles, and websites. During the evaluation of the framework, we no-
ticed that the type of content that is popular, depends on the considered popularity
metric. For instance, news about taboo, malicious pleasure and video fragments
are much more popular in term of social visits than in term of social shares. On
the other hand, articles covering opinions are more likely to be shared than to be
visited. We also observed a strong difference between the average consumption
and sharing behavior between the articles of newsmonkey en deredactie.be. For
example, the difference between the Facebook and Twitter behavior is much more
clear for newsmonkey articles. In addition, deredactie.be covers other article cate-
gories than newsmonkey, leading to other observations. These insights are used by
the journalists to proactively adapt and optimize their news publishing and social
sharing strategies.
The remainder of this chapter is structured as follows. We start with a review
of related work in Section 5.2. Next, in Section 5.3, we describe the proposed
framework to collect and analyze the popularity behavior of articles in real-time.
Subsequently, in Section 5.4 and 5.5, we evaluate our framework thoroughly on
two news websites. Finally, we conclude our work in Section 5.6.
5.2 Related Work
A small number of research contributions discuss the relationship between news
article features and their popularity, and this for a limited set of specific news
websites and popularity metrics. Berger et al. [1] investigated the impact of the
article features on the likelihood that they will be included in the ‘most e-mailed
list’. The data was collected from the New York Times, which continually reports




on the impact of emotion in the article, and concluded that content that evokes high
arousal emotions (awe, anger, anxiety) are more likely to be popular than other
emotions (e.g., sadness) or low emotions. In addition, articles that are featured
longer in more prominent positions on the New York Times home page, articles
by more famous authors, and longer articles are more likely to make it to the most
e-mailed list.
Other research focuses on the predictivity of article features towards its popu-
larity. Tsagkias et al., for example, [2] collected articles from Dutch news websites
and used the number of comments as popularity metric. They investigated the pre-
dictivity toward the popularity of five different groups of article features. They
concluded that textual features (e.g., tf-idf values of the article text) and seman-
tic features (e.g., number of person-type entities) are most predictive, and that the
predictivity of meta-data features (e.g., publication time, category), cumulative
features (e.g., number of near-duplicates), and real world features (temperature
and publication time) is more limited. The authors of [3] investigated methods
to predict the number of tweets that will mention a given news article, based on
its features. The most predictive feature they considered was the article source.
The contribution of the category of the article, the subjectivity of its content, and
named entities appeared to be limited. The research described in [4] investigated
the prediction models constructed in [3] more thoroughly and added content fea-
tures such as the length of the title and the popularity of the named entities on
Twitter, Wikipedia, and web search. As popularity metrics, they considered both
the number of tweets and the number of page views one week after publishing. The
focus of the paper was not to investigate the relationship between the features and
the popularity of the article, but the feasibility of predicting news popularity be-
fore its actual publication. They concluded that it is hard to accurately estimate an
article’s popularity, solely on the basis of content features, without incorporating
any early-stage popularity information.
In this chapter, we propose a generic framework that can be applied to any
news website and that considers a more extensive set of popularity metrics and
article features than previously reported. We evaluate the framework on two news
websites with very different publishing strategies over a nine-month period.
5.3 Framework
In order to collect profound insights into the consumption and social sharing be-
havior of users, we propose a generic framework containing three main parts, as
visualized in Figure 5.1. First, the most prominent part of the framework is the
monitoring system. This system monitors the popularity of news articles in real-
time and collects a set of features related to the articles. Second, this monitored
data is analyzed to acquire insights. Finally, we demonstrate an example Graph-
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Figure 5.1: High-level visualization of proposed framework.
Figure 5.2: Monitoring architecture.
ical User Interface (GUI) which displays the monitored article data in real-time,
together with the analysis. This GUI can be used by news agents to improve their
insights into the popularity behavior of their articles and to optimize their publish-
ing strategy. The framework is explained in more detail in the rest of this section.
5.3.1 Monitoring System
The real-time monitoring of online news websites demands a solid scalable archi-
tecture, both in terms of storage and speed. The overview of the architecture we
developed to collect features and to monitor the number of views of articles in
real-time is shown in Figure 5.2. We embedded a Javascript snippet in all the web
pages of the news articles we wanted to track. Each time a web page is visited, this
tracking code sends information about the user to our platform. This information
includes the web page URL, the HTTP referer, and the user IP. The information is
112 CHAPTER 5
Figure 5.3: Storm topology used to monitor the data.
sent in JSON format to an Apache Kafka3 message broker. Kafka is used because
it is optimized to be fast and scalable, and messages are persisted on disk and
replicated within the cluster to prevent data loss when Kafka or other parts of our
monitoring system fails. An Apache Storm4 computation system reads the mes-
sages from Kafka and in real-time computes a series of features and the number
of views of the news articles. Storm is a distributed real-time computation system
that is designed to be scalable, fast, and fault-tolerant. Finally, the article features
and number of views are saved in an Apache Cassandra5 database. This type of
database can handle large amounts of data across many servers, providing high
availability with no single point of failure. The used technologies are designed to
be fast and fault-tolerant. Additionally, they can be easily distributed over several
servers, making the framework highly scalable in terms of the number of news
websites, processed articles, and monitored visits. These big data streaming and
storage technologies have been set up using Tengu [5].
As mentioned, a Storm system was constructed to determine the articles fea-
tures and views in real-time. An application in Storm is described through a di-
rected acyclic graph with spouts and bolts acting as the graph vertices. Edges on
the graph direct data from one node to another. Together, the topology acts as a
real-time data transformation pipeline. Spouts and bolts can be distributed over
different threads and machines. Our used topology is visualized in Figure 5.3. The
spout reads the JSON messages from Kafka. These messages are sent to the Parse
bolt which parses the JSON messages into Java article objects and determines if
the view originates from Facebook, Twitter, or elsewhere. The obtained article
objects are then sent to the Counter bolt. This bolt detects if the viewed article
is already known by our system. If the article is known, the view counters of the
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for the article is added to the Cassandra database. This record contains basic ar-
ticle information such as its URL and number of views. The objects of unknown
articles are sent to the Feature bolt. This bolt determines additional features of the
article. In particular, the article title, authors, categories, and potential sources are
parsed from the HTML page of the news article. Named entities are extracted from
the article title using [6], and the Facebook shares and number of tweets contain-
ing the article sources are collected. The features are finally added to the database.
See Section 5.3.3 for an overview of the used features.
We launched a separate Storm process to construct popularity series of the
news articles. Each hour, the popularity of the news articles that are published
no longer than one week ago are extracted and stored in the Cassandra database.
The current number of Facebook, Twitter and total views of an article are retrieved
from our Cassandra database. The Facebook Graph API is used to collect the so-
called Facebook buzz of messages containing the URL of the news article (see
Section 5.3.2). We used the Twitter Rest API to retrieve the number of tweets
containing the URL of the news article as an additional measure of popularity. In
addition, each hour, the messages posted during the last 6 hours on the official
Facebook pages and Twitter accounts of the news websites were collected. This
information was used to determine for each article when it was posted on the news
agency’s social media pages.
5.3.2 Popularity Metrics
The framework considers six different popularity metrics. In particular, we con-
sider the number of total views, Facebook views, Twitter views, direct views, Face-
book buzz, and Twitter posts. Facebook views and Twitter views are the page
visits which come directly from, respectively, Facebook and Twitter. The direct
views, mostly from users directly browsing through the news agency’s web page
or through search engines, are constructed as the total views minus the Facebook
and Twitter views. The Facebook buzz is the sum of the number of Facebook likes,
comments, and shares related to the article. Finally, the Twitter posts or ‘tweets’
are the number of posts on Twitter that contain the article’s URL.
An article’s popularity is measured as the value of the previously introduced
metrics 7 days after publishing on the website. We observed that most articles
have a lifetime considerably shorter than that, such that the previously introduced
metrics become stable well before a week after their initial publication.
5.3.3 Article Features
Both automatically retrieved features and manually annotated features are consid-
ered by our framework. The automatically constructed features are based on the
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title and the publication time of the article. In particular, we determine if the ar-
ticle contains a number and we also use named entity recognition [6] to extract
the named entities and their types from the title. In addition, the day of week and
the hour of day the article is published on the news website is determined. The
manual features are constructed by the journalist and are dependent on the news
website. A manual feature used by most websites contains the article’s topics. The
journalists working for these websites have tagged each article with one or more
categories (e.g., politics and economy). The journalists of news websites consid-
ered in this chapter also label their articles with other features such as emotion and
target audience (see Section 5.4.1).
5.3.4 Analysis Module
In the analysis module, we investigate the impact of the various article features
on the different popularity metrics. This module is implemented in Java and is
performed on all data currently in the database. In contrast to the monitoring of
the articles’ popularity and features, the analysis module is not in real-time. The
module can for instance be rerun every couple of days. The analysis is performed
in batches because we want some general insights into the consumption behavior
of the articles, which mostly do not change very fast. For example, the best pub-
lication time based on the articles of last year, the best performing category on
Facebook for the last week, or the author with receiving most retweets for each of
the past 24 hours.
To evaluate the impact of the article features on their popularity, we determine
for each considered feature the average popularity of the articles containing this
feature. For a fair evaluation, we only consider articles which are published on
Facebook for the Facebook related popularity metrics (Facebook views and Face-
book buzz). The same approach is applied for the Twitter related metrics. This
filtering is conducted to eliminate the bias of the publishing strategy of the news
website.
We also investigate the predictivity of the article features towards the popu-
larity metrics. In other words, we study to what extent can we predict the final
popularity of an article given its features. For this task, we split the data in two
parts. The first two thirds are used as training set K, and the last third is consid-
ered as test set U . We train a linear regression model6 on our training set K with a
subset of the article features as input variables and the total popularity after 7 days
as output variable. This regression model is then used to predict the total popu-
larity of the articles in the test set U . The root mean squared log error (RMSLE)
is used to evaluate the performance of these predictions. This evaluation metric is
6We use the WEKA data mining library [7].
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Figure 5.4: Screenshot of a part of the GUI showing the number of views of an article
received over time.
also used in the ECML/PKDD 2014 Predictive Analytics challenge7. In general
we can state that article features which lead to a smaller RMSLE have a higher
predictive power.
5.3.5 Graphical User Interface
The Graphical User Interface (GUI) visualizes the news articles with their features
and popularity in real-time. Together with the insights calculated by the analysis
module, this information can be used to better make decisions on the publishing
and sharing strategy. A screenshot of the number of views an article received over
time is shown in Figure 5.4.
The back-end is implemented using the Play Framework8, which is a lightweight
web framework optimized for highly scalable applications. It retrieves data from
the Cassandra database and represents it as JSON data. The front-end uses css,
html and angularJS to nicely represent the monitored and analyzed data.
5.3.6 Evaluation
The framework has been running in a stable way starting from April 2015, and
monitored about 40,000 articles, 15 million visits and 4 million social shares be-
fore February, 2016. At the moment it monitors two news websites, i.e., news-
monkey (Dutch and French website) and deredactie.be, and handles on average
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Figure 5.5: Newsmonkey: Histogram of the total number of views.
framework can easily be scaled to handle a lot more views and websites. The in-
sights (see next sections) and real-time monitored data are used by the journalists
of newsmonkey and deredactie.be to improve their publishing strategy.
5.4 Use Case: newsmonkey
In this section and Section 5.5, we apply the proposed framework on existing news
websites and discuss the obtained insights. A collaboration with these news sites
was set up to be able to track their news articles. In the first use case, we consider
the news website of newsmonkey. Newsmonkey is a private Buzzfeed-like news
website, currently focusing on the Belgian market. Similar to Buzzfeed, they com-
bine breaking news with highly shareable stories. The website mainly focuses on
retrieving views and shares from Facebook.
5.4.1 Monitoring: Data Statistics
The monitoring system collected 5,652 articles between April 27, 2015 and Jan-
uary 20, 2016. The average number of views per article is around 2,500, of which
65% come directly from Facebook and only 1% from Twitter. The average Face-
book buzz and Twitter posts per article are respectively about 200 and 5. This is
in line with the strategy of newsmonkey, with the main focus on optimizing Face-
book buzz and Facebook views. An article receives on average 6 Twitter views per
Twitter post, and 8 Facebook views per Facebook buzz unit. The histogram for the
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Table 5.1: Newsmonkey: Top articles for each considered popularity metric.
popularity article title
+93,000 views What happened in Cologne has a name: taharrus jama’i. This is what you should know about it:
+92,000 views 13 reasons why a West-Flemish guy is the perfect love
+46,000 direct views Popcorn Time is back
+15,000 direct views Call for media silence about #BrusselsLockdown is massively followed: that’s the power of social media
+81,000 Facebook views What happened in Cologne has a name: taharrus jama’i. This is what you should know about it:
+80,000 Facebook views “World War III might start this summer. If we are lucky, it won’t be a nuclear one”
+1000 Twitter views 10 things we did not know our iPhones are able to do
+900 Twitter views Hi-laaaa-rious: the NMBS-Twitter remains deadly calm with idiotic questions
+25,000 Facebook buzz 13 reasons why a man who can cook is super sexy
+24,000 Facebook buzz 13 reasons why a West-Flemish guy is the perfect love
+140 Twitter posts “Unfortunately for us we have only one politician blessed with the Churchill-factor: Bart De Wever”
+100 Twitter posts There are certainties: the socialist rail union is striking again
Table 5.2: Newsmonkey: Emotional reasons to engage with news article on Facebook,
together with an example article’s title.
emotion article title
recognizability 21 issues only people with a tattoo understand
identity 19 reasons for why nurses are real superheroes
awe 14 hidden gems: affordable holidays that aren’t obvious
humor 13 things men say when they are drunk
pride 19 reasons for why it is great to have a big sister
malicious pleasure It’s the time of the wedding parties: here are 37 pictures of thing that can go wrong
altruism 29 ingenius tricks that make your parents’ lives less tiring
taboo 13 sex questions that men do not dare to ask women
outrage 28 sentences that ICT professionals never want to hear again
nostalgia Yummie! Here are 21 candies from our childhood that we terribly miss
softening 21 great reasons why rabbits are the most awesome and cutest pets in the world
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total number of views is shown in Figure 5.5. We see that there is a high skewness
in the popularity distribution, i.e., a large number of unpopular articles and a very
few popular articles. In other words, the popularity of the most popular article is
very high in comparison to the average popularity. The top two articles for each
metric are shown in Table 5.1. The original content is in Dutch, but we translated
the titles into English for convenience. As can be observed based on these titles,
the type of articles that are popular depends on the considered metric. This will be
investigated thoroughly in Section 5.4.2.
Prior to publication, the journalists of newsmonkey manually label all articles
with one or more category (e.g. politics and economy) from a set of 16 categories
(see Table 5.3). They also indicate whether, according to their experience, they
estimate those articles are likely to go viral on Facebook. For the articles assigned
the ‘will go viral’ label, they also indicate the target audience and expected emo-
tion. The target audience is given by the target gender (female, male, or both) and
target age range (18-24, 25-34 years, or 18-34 years old). The annotated emotion
label of a particular article is not the direct emotion the article content is expected
to provoke in the readers, as considered in previous research [1, 4]. Instead, it is
the emotion users expect to solicit by their sharing of the content. The considered
emotion labels are recognizability, identity, awe, humor, pride, malicious pleasure,
altruism, taboo, outrage, nostalgia, and softening. Example titles for each emotion
can be found in Table 5.2. In the considered dataset, only 336 articles were manu-
ally labeled by the journalists as ‘will go viral’ and were annotated with the target
audience and emotion.
5.4.2 Analysis
In this section, we investigate the impact which features impact the different pop-
ularity metrics for the newsmonkey articles most. The average article popularity
for the considered features and metrics can be found in the Tables 5.3 (direct and
total views), 5.4 (Twitter) and 5.5 (Facebook). The popularities are given rela-
tive to the average article popularity (in percentage). The RMSLE values for the
considered article features and popularity metrics is listed in Table 5.6. Note that
the insights gained from our analysis only reflect the behavior of the target au-
dience of the considered publisher, i.e., in this case Flemish readers. Unlike the
proposed framework and analysis method, the reported insights cannot be directly
generalized to any other publisher or target audience.
5.4.2.1 Category
The articles’ category is the most predictive feature (see Table 5.6). This is in con-
trast to the observations of [3], where the authors concluded that the predictivity
of the category feature was very limited towards the number of Twitter posts. The
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Table 5.3: Newsmonkey: The average relative popularity for the articles containing the
given feature (in percentage), considering all 5,652 articles. The ranks of the features for
each feature type are given between brackets.
Total views Direct views % articles
all articles 100 100 100
category: society 91 (9) 108 (5) 23
category: politics 55 (14) 90 (10) 10
category: tv 175 (3) 176 (1) 9
category: music 75 (10) 83 (12) 9
category: life and style 189 (1) 112 (4) 8
category: cyberspace 99 (6) 103 (8) 8
category: tech and gadgets 93 (8) 103 (7) 6
category: planet 67 (11) 82 (13) 6
category: travel 95 (7) 85 (11) 6
category: movies 62 (13) 67 (14) 5
category: stars 120 (4) 116 (3) 4
category: economy 65 (12) 93 (9) 4
category: body and soul 188 (2) 116 (2) 4
category: science 100 (5) 107 (6) 3
category: pets 45 (15) 42 (16) 2
category: games 37 (16) 48 (15) 1
no number in title 81 (2) 92 (2) 71
number in title 147 (1) 119 (1) 29
no named entity in title 117 (1) 96 (4) 37
named entity in title: person 87 (4) 105 (2) 27
named entity in title: organization 93 (3) 110 (1) 23
named entity in title: location 79 (5) 94 (5) 18
named entity in title: other 99 (2) 102 (3) 14
publication on website: week 99 (2) 98 (2) 81
publication on website: weekend 106 (1) 107 (1) 19
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Table 5.4: Newsmonkey: The average relative popularity for the articles containing the
given feature (in percentage). For a fair evaluation, we only consider articles that are
published on Twitter (3747 articles). The ranks of the features for each feature type are
given between brackets.
Twitter views Twitter posts % articles
articles published on Twitter 100 100 100
category: society 98 (8) 121 (3) 28
category: politics 135 (6) 177 (1) 14
category: tv 57 (13) 62 (13) 12
category: music 48 (14) 58 (14) 10
category: life and style 159 (2) 77 (8) 2
category: cyberspace 152 (3) 89 (6) 8
category: tech and gadgets 169 (1) 109 (4) 7
category: planet 82 (11) 99 (5) 7
category: travel 114 (7) 72 (10) 5
category: movies 16 (15) 37 (16) 7
category: stars 71 (12) 43 (15) 4
category: economy 148 (5) 135 (2) 5
category: body and soul 153 (4) 78 (7) 2
category: science 90 (9) 70 (11) 4
category: pets 7 (16) 75 (9) 1
category: games 84 (10) 65 (12) 1
no number in title 104 (1) 100 (1) 76
number in title 87 (2) 99 (2) 24
no named entity in title 118 (1) 108 (1) 28
named entity in title: person 95 (3) 96 (4) 32
named entity in title: organization 98 (2) 107 (2) 28
named entity in title: location 87 (4) 104 (3) 22
named entity in title: other 75 (5) 72 (5) 16
publication on Twitter: week 98 (2) 100 (2) 77
publication on Twitter: weekend 108 (1) 102 (1) 23
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Table 5.5: Newsmonkey: The average relative popularity for the articles containing the
given feature (in percentage). For a fair evaluation, we only consider articles that are
published on Facebook (4366 articles). The ranks of the features for each feature type are
given between brackets.
Facebook views Facebook buzz % articles
articles published on Facebook 100 100 100
category: society 92 (8) 85 (4) 20
category: politics 34 (16) 57 (12) 10
category: tv 149 (3) 138 (3) 11
category: music 64 (10) 64 (10) 10
category: life and style 202 (2) 289 (1) 9
category: cyberspace 99 (5) 46 (14) 8
category: tech and gadgets 89 (9) 38 (16) 6
category: planet 58 (11) 82 (5) 6
category: travel 96 (6) 78 (6) 6
category: movies 56 (12) 53 (13) 6
category: stars 108 (4) 57 (11) 5
category: economy 52 (13) 42 (15) 4
category: body and soul 223 (1) 238 (2) 4
category: science 92 (7) 68 (9) 3
category: pets 42 (15) 74 (7) 2
category: games 48 (14) 71 (8) 1
no number in title 76 (2) 64 (2) 71
number in title 161 (1) 190 (1) 29
no named entity in title 129 (1) 140 (1) 36
named entity in title: person 72 (5) 63 (5) 28
named entity in title: organization 79 (3) 77 (4) 23
named entity in title: location 78 (4) 89 (2) 17
named entity in title: other 97 (2) 87 (3) 15
publication on Facebook: week 99 (2) 101 (1) 72
publication on Facebook: weekend 107 (1) 88 (2) 38
not labeled as ‘will go viral’ 83 (2) 70 (2) 92.3
labeled as ‘will go viral’ 307 (1) 463 (1) 7.7
target audience: 18-34 years 296 (2) 450 (2) 6.3
target audience: 18-24 years 246 (3) 226 (3) 0.6
target audience: 25-34 years 440 (1) 761 (1) 0.8
target audience: women and men 306 (2) 395 (2) 5.7
target audience: women 304 (3) 727 (1) 1.6
target audience: men 322 (1) 358 (3) 0.4
emotion: recognizability 334 (4) 314 (5) 1.7
emotion: identity 256 (8) 590 (2) 1.6
emotion: awe 179 (9) 235 (8) 1.1
emotion: humor 322 (6) 307 (6) 0.9
emotion: pride 581 (1) 1694 (1) 0.6
emotion: malicious pleasure 289 (7) 103 (11) 0.5
emotion: altruism 212 (10) 198 (9) 0.5
emotion: taboo 322 (5) 186 (10) 0.5
emotion: outrage 458 (2) 587 (3) 0.4
emotion: nostalgia 363 (3) 497 (4) 0.4
emotion: softening 140 (11) 261 (7) 0.0
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Table 5.6: Newsmonkey: Root mean squared log error (RMSLE) of linear regression
predictions if feature is considered.
Total views Direct views Facebook views Twitter views Facebook buzz Twitter posts
all features 1.164 0.915 2.202 2.474 1.772 0.859
category 1.177 0.936 2.228 2.530 1.777 0.861
number in title 1.267 1.003 2.357 2.487 1.854 0.975
named entities in title 1.273 1.006 2.355 2.512 1.863 0.964
‘will go viral’ label 1.271 1.013 2.362 2.518 1.854 0.972
audience: age 1.271 1.013 2.362 2.518 1.855 0.972
audience: gender 1.272 1.012 2.362 2.521 1.855 0.973
emotion 1.268 1.011 2.358 2.519 1.851 0.972
time of day 1.282 1.003 2.389 2.472 1.886 0.966
week/weekend 1.276 1.004 2.366 2.492 1.869 0.973
reason may be that the authors of [3] used Feedzilla news categories which are less
indicative toward an article’s popularity than the newsmonkey categories.
If we consider Facebook buzz (Table 5.5) versus Twitter posts (Table 5.4), we
observe on the one hand that the top 3 categories for Facebook are life and style,
body and soul, and tv; and for Twitter politics, economy and society. In other
words, the type of content most shared on Facebook is light-weighted and with
emotional content, lists, and funny pictures. On the other hand, news related facts
such as breaking news about politics and thorough analysis about the economy are
more likely to be shared on Twitter.
Categories such as politics and planet are higher ranked for Facebook buzz
and Twitter posts than for Facebook views and Twitter views. Examples are ‘Sp.a
demands one police district for Brussels and more resources for State security’
and ‘Daring plan to clear away plastic from the sea using an ocean vacuum cleaner
starts in Japan next year’. This leads to a low average number of views per share
(about 5 views per share, versus an average of about 7.5 views per share). Users
want to share the message and opinion of the article with their friends, but are
less interested in the content details of the article. On the other hand, categories
such as cyberspace and tech-and-gadgets are higher ranked for Facebook views
and Twitter views than for Facebook buzz en Twitter buzz. These articles receive
on average more than 10 views per share. The titles of these article are for instance
‘Apple does it again and baffles the entire audience: Microsoft is called on stage’
and ‘12 things we didn’t know are lethal to our smartphone’s battery’. Typical
users are more interested in the details of those technical subjects than the desire
to share the articles with their friends.
5.4.2.2 Title
We first determine if the article title contains a number. Those articles are mostly
articles containing lists and their title often starts with ‘n reasons why. . .’, with n
a number. These ‘list’ articles are constructed with the main objective that they
TOWARDS A DATA-DRIVEN ONLINE NEWS PUBLISHING STRATEGY 123
are very shareable on Facebook. As can be seen in Table 5.5, articles containing
a number in their title receive indeed on average 2 to 3 times as much Facebook
engagement than articles without a number in their title. However, articles con-
taining a number do not perform well on Twitter (see Table 5.4). Articles with a
number in their title even receive on average less Twitter engagement than articles
that do not have a number in their title.
The assumption is that articles containing a named entity in their title are
mostly factual news items, e.g. ‘IS claims attacks in Paris’. In contrast, for light
weight news, we assume that the title often will not contain a named entity, for in-
stance ‘9 reasons for why journalists are the best sweethearts’. As expected based
on the previous observations, we notice articles without a named entity in their
title obtain a higher Facebook engagement than articles with named entities (Table
5.5). On average, the Facebook engagement is more than 60% higher for articles
without an associated named entity than with. More surprisingly, the Twitter en-
gagement is also higher for articles without than with associated named entities
(Table 5.4). This is in contrast with the observations in Section 5.4.2.1, where we
noticed that fact-related news performs better on Twitter than light-weight news.
A reason for this may be that having a named entity in the title is not optimal to
decide whether the article is purely factual. For instance, article titles such as ‘Buf-
falooo! 13 reasons why AA Ghent really deserves the title’ contain named entities
and are light-weighted. The category of the article may be a more informative
feature to indicate the kind of news. However, we note that the difference in pop-
ularity between articles with and without named entities in their title is lower in
terms of Twitter engagement than in terms of Facebook engagement.
5.4.2.3 Label ‘will go viral’
The journalists of newsmonkey manually annotated a news article as ‘will go viral’
if they estimate that it will be very popular on Facebook. Indeed, those articles
receive on average 4 times as much Facebook views and 7 times as much Facebook
buzz than articles that are not labeled as ‘will go viral’ (see Table 5.5). Based on the
input from the publishers, we define articles as ‘viral’ on Facebook if they belong
to the top 15% of all articles in terms of Facebook views or in terms of Facebook
buzz. Using this definition, we observe that 66% of the articles which are labeled
as ‘will go viral’ are indeed going viral on Facebook (precision). In addition, 20%
of the articles that did go viral were labeled as ‘will go viral’ (recall). In other
words, with the proposed cut-off of virality as the top 15% most popular articles,
we can say that most of the articles which are labeled as ‘will go viral’ will indeed
go viral. However, the low recall indicates that most articles that turn out to go
viral, are not identified as such before publication.
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5.4.2.4 Target Audience
The most popular content on Facebook is targeted to the older half of the target
audience of newsmonkey (25 - 34 years), see Table 5.5. Articles targeted to an
audience between 18 and 24 years are about half as popular in terms of Facebook
views and less than a third as popular in terms of Facebook buzz. Articles targeted
to men receive on average more Facebook views per Facebook buzz (on average
7 views/buzz) than articles targeted to women (on average 3 views/buzz). This
may indicate a different sharing behavior for men and women. However, a more
thorough analysis is needed in order to make clear conclusions.
5.4.2.5 Emotion
The most important emotional reason to engage on Facebook with news articles is
pride (see Table 5.5). Example articles are ‘19 reasons for why it is great to have
a big sister’ and ‘15 reasons for why Star Wars fans are the best lovers’. Identity
is an important reason to share an article with friends or to like or comment on an
article. However, those articles receive a relatively small number of click-troughs
(rank 2 versus rank 7, with an average of less than 4 Facebook views per Facebook
buzz). The users identify themselves with the title of the article and want to share
it with their friends, they are less interested in the actual content of the article.
The opposite behavior is observed for articles containing malicious pleasure or
taboo content, which receive a high number of Facebook views per Facebook buzz
(rank 6 vs. 10, with on average more than 14 Facebook views per Facebook buzz).
The users are interested in the content of those articles, but do not like to talk
about it. This is common behavior associated with taboo topics. The rank for the
softening emotion is also very different for Facebook views and Facebook buzz.
Yet, as the dataset contains only two articles associated with this emotion, we can
make no clear conclusions, except that most likely the journalists think this kind of
content is not likely to go viral and hence avoid spending time writing them. The
importance of the other emotions is similar for both the Facebook views and buzz.
These emotions are outrage, nostalgia, recognizability, humor, awe, and altruism
(sorted by importance).
5.4.2.6 Publication time
The average article popularity as a function of publication time is plotted in Figure
5.6. Note that in this figure the publication time for total and direct views corre-
sponds to the moment that the article is published on the newsmonkey website.
In contrast, the considered publication time for the Facebook views and buzz, and
Twitter views and posts, corresponds to the moment that the article is published on
Facebook and Twitter, respectively.
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Figure 5.6: Newsmonkey: The average relative popularity as a function of the publication
hour. The publication time is set to the moment the article is published on (a) the website,
(b) Facebook, and (c) Twitter, respectively.
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As can be seen in Figure 5.6a, the best time to publish an article on the website
is at 8am. The reason for this may be that a lot of people go in the morning to
news websites for a general news update. The best moments to publish articles
on Facebook are around 11am, 4pm and 7pm (Figure 5.6b). The first two hours
correspond to the hour before the noon break and the end of the work day. At
the end of those work blocks, people probably tend to go on Facebook for some
relaxations and news updates. Additionally, the start of the evening, at 7pm, is a
moment that a lot of people consume articles on Facebook. When posting articles
on Facebook at those times, more people will see the news article and will engage
with them. The moment when an article is published on Twitter has no clear
correlation with its popularity (Figure 5.6c). This may be explained by the low
Twitter engagement of the articles in our dataset receive.
5.5 Use Case: deredactie.be
The second website we consider is deredactie.be9. The website is owned by the
Flemish public broadcaster in Belgium (VRT). It mainly covers traditional news
items and movie fragments of programs broadcasted by their public television
channel. This website mainly focuses on the total number of article views by
optimizing their website’s front-end, but is starting to focus more on social media
such as Facebook.
5.5.1 Monitoring: Data Statistics
Our monitoring system collected 30,674 articles between April 27, 2015 and Jan-
uary 20, 2016. 4,760 of those articles are not in the main language of the website
(Dutch), and are not considered in this chapter. The average number of views per
article is about 2,500, of which 10% come directly from Facebook and only 0.4%
comes from Twitter. In other words, about 90% of the visits are direct views orig-
inated by users directly browsing through the news agency’s web page or through
search engines. This is a lot more than for newsmonkey articles (about 34%) and
is in line with the strategy of deredactie.be, which mainly focuses on users directly
visiting the deredactie.be website. The average Facebook buzz and Twitter posts
per article are respectively about 120 and 0.5. An article retrieves on average 20
Twitter views per Twitter post, and 2 Facebook views per Facebook buzz unit.
The journalists of deredactie.be manually label all articles with a category (e.g.,
politics or culture) from a tree of categories. In this chapter, we consider the 9 main
categories, which are shown in Table 5.7. Note that the TV programs category con-
tains movie fragments of programs broadcasted by their public television channel
9http://deredactie.be
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Table 5.7: Deredactie.be: The average relative popularity for the articles containing the
given feature (in percentage), considering all 25,914 articles.
Total views Direct views % articles
all articles 100 100 100
category: TV programs 66 (10) 65 (10) 39
category: abroad 100 (8) 104 (8) 18
category: domestic 103 (7) 106 (7) 16
category: culture and media 112 (5) 110 (6) 12
category: politics 112 (6) 117 (5) 4
category: economy 69 (9) 74 (9) 3
category: entertainment 332 (1) 306 (1) 3
category: opinion 202 (3) 204 (3) 2
category: science 216 (2) 211 (2) 1
category: other 119 (4) 120 (4) 1
no number in title 101 (1) 101 (1) 83
number in title 96 (2) 97 (2) 17
no named entity in title 113 (2) 111 (2) 35
named entity in title: person 110 (3) 109 (3) 26
named entity in title: organization 72 (5) 73 (5) 15
named entity in title: location 77 (4) 79 (4) 28
named entity in title: other 115 (1) 117 (1) 8
publication on website: week 99 (2) 99 (2) 82
publication on website: weekend 103 (1) 105 (1) 18
(mainly news and current affairs programs), whereas the other categories cover
more traditional news articles.
5.5.2 Analysis
The difference between the visit and share behavior can be clearly seen in Table 5.8
and Table 5.9. Articles containing opinions or political content are more popular in
terms of social shares then in terms of visits. Opinions provoke reactions, leading
to shares, reactions, and likes, but it appears that the users are less interested in the
details of the article. On the other hand, entertainment and TV program articles
are much more popular in terms of social visits than in number of shares. These
articles contains video fragments that can only be watched when visiting the article
on the news website. We can not observe a large difference between Facebook and
Twitter behavior. However, we notice that entertainment and TV program articles
are even more unpopular in terms of Twitter posts than in terms of Facebook buzz.
There is no clear difference between the popularity of articles containing a
number in their title and other articles. The main reason for that is that the pres-
ence or absence of a number in the title has no indication of the type of content
the article contains. This is in contrast to newsmonkey articles, where articles
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Table 5.8: Deredactie.be: The average relative popularity for the articles containing the
given feature (in percentage). For a fair evaluation, we only consider the articles that are
published on Twitter (10,276 articles).
Twitter views Twitter posts % articles
all articles 100 100 100
category: TV programs 90 (8) 6 (10) 7
category: abroad 69 (9) 105 (5) 25
category: domestic 107 (7) 119 (3) 27
category: culture and media 111 (6) 103 (6) 18
category: politics 114 (5) 120 (2) 6
category: economy 63 (10) 93 (7) 6
category: entertainment 187 (1) 48 (8) 4
category: opinion 129 (3) 145 (1) 3
category: science 123 (4) 106 (4) 2
category: other 168 (2) 43 (9) 1
no number in title 103 (1) 98 (2) 83
number in title 88 (2) 112 (1) 17
no named entity in title 114 (1) 98 (4) 34
named entity in title: person 101 (3) 105 (2) 26
named entity in title: organization 91 (4) 110 (1) 17
named entity in title: location 79 (5) 100 (3) 30
named entity in title: other 113 (2) 88 (5) 8
publication on Twitter: week 102 (1) 88 (2) 84
publication on Twitter: weekend 100 (2) 151 (1) 16
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Table 5.9: Deredactie.be: The average relative popularity for the articles containing the
given feature (in percentage). For a fair evaluation, we only consider the articles that are
published on Facebook (3,008 articles).
Facebook views Facebook buzz % articles
all articles 100 100 100
category: TV programs 127 (2) 84 (8) 15
category: abroad 87 (6) 97 (6) 17
category: domestic 72 (7) 102 (4) 17
category: culture and media 89 (5) 95 (7) 20
category: politics 54 (9) 115 (3) 4
category: economy 49 (10) 74 (10) 1
category: entertainment 160 (1) 98 (5) 15
category: opinion 125 (3) 202 (1) 3
category: science 71 (8) 120 (2) 5
category: other 101 (4) 80 (9) 2
no number in title 102 (1) 100 (1) 85
number in title 88 (2) 97 (2) 15
no named entity in title 117 (1) 103 (2) 42
named entity in title: person 98 (2) 109 (1) 30
named entity in title: organization 73 (5) 89 (5) 12
named entity in title: location 80 (3) 100 (3) 19
named entity in title: other 79 (4) 96 (4) 10
publication on Facebook: week 101 (1) 99 (2) 84
publication on Facebook: weekend 97 (2) 105 (1) 16
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containing a number in their title mostly contain lists which are very shareable on
Facebook. This type of content is not covered by deredactie.be.
Note that a number of insights are similar to the observations made in the
newsmonkey use case. For example, articles covering (political) opinions perform
much better in term of social shares than in term of visits. However, some obser-
vations are different between the two considered news websites. For instance, the
difference between Twitter and Facebook behavior is less clear for deredactie.be
articles then for the newsmonkey use case. In addition, deredactie.be covers types
of content (e.g. video fragments), which are covered by newsmonkey during the
monitored period, and vice versa (e.g. lists). This confirms our hypothesis that
the analysis into news consumption and sharing behavior is different for different
websites, and that we need a generic framework which can be applied to any news
website.
5.6 Conclusion
To help optimizing publishing strategies of news agencies, we proposed a frame-
work to monitor and analyze the consumption and social sharing behavior of users
on news websites. To test the potential of this framework, we evaluated it thor-
oughly on two major news websites. We concluded that it is able to monitor the
popularity of online news articles in real-time, as it has been running for more than
11 months now10 having collected more than 40,000 articles, 15 million visits and
4 million social shares. The framework is constructed so that it can scale up to
handle many more articles, visits, shares and websites in the future. During the
evaluation, we observed that the optimal publishing strategy depends on the con-
sidered popularity metric, and differs for both discussed news sites. For example,
there is a clear difference in Twitter share behavior and Facebook share behav-
ior for newsmonkey articles. In particular, light-weighted newsmonkey articles
with emotional content, funny pictures or lists perform best on Facebook. On the
other hand, newsmonkey articles containing breaking news and a thorough analy-
sis about politics or economy perform much better on Twitter than on Facebook.
The difference in behavior between Facebook and Twitter was less clear for the
deredactie.be articles. Studying new article features led to better understanding
of the sharing behavior. For instance, the feature that indicates the emotion that
captures why users want to share the article, led to the insight that taboo may be
a good indicator to read an article, but not to share it with friends. These obser-
vations confirm our assumption of a need for a framework which can be used for
a data-driven online news publishing strategy, covering several popularity metrics
and features, and which can be applied on any news website.
10March, 2016
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This real-time monitoring and analysis framework has been deployed at news-
monkey and deredactie.be, and will be used to optimize their publishing strategy.
The framework will also made available for other news websites, to monitor and
analyze their data and to optimize their strategy. In future work, we will introduce
novel methodologies to predict the popularity of online articles. This information
can then be used to better decide what article to publish on what social platform at
what time.
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Predicting the Popularity of Online
News based on Temporal and
Content-Related Features
In Chapter 5, we proposed a framework to monitor and analyze the consump-
tion behavior of online news articles in real-time. In this chapter, we introduce
novel methodologies to model and predict the popularity of online articles. This
information can then be used by news agents to optimize their online publishing
strategy. We first conduct a thorough analysis of the view patterns of online news,
and their underlying distributions. We show that well-chosen basic functions lead
to suitable models, and show how the influence of day versus night on the total
view patterns can be taken into account to further increase the accuracy, without
leading to more complex models. Second, we turn to the prediction of future popu-
larity, given recently published content. By means of a new real-world dataset, we
show that the combination of features related to content, meta-data, and the tem-
poral behavior leads to significantly improved predictions, compared to existing
approaches which only consider features based on the historical popularity of the
considered articles.
? ? ?
S. Van Canneyt, P. Leroux, B. Dhoedt, T. Demeester
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6.1 Introduction
The online consumption of news content, a large and still growing market with
respect to the traditional printed media, is undergoing major changes. The original
paradigm of users consuming content that was pre-selected by news agents, shifts
towards a setting where users themselves decide on which content is relevant to
them and their circles, and whom they share it with over social media. As there is a
strong competition between online publishers in order to reach the highest possible
audience, it is becoming very important to decide which articles to promote on the
front page of a news website, and which articles to publish on different social
media platforms such as Twitter and Facebook. Therefore, in this chapter, we
propose a novel methodology to model and predict the popularity of online news
articles. These popularity models and predictions can then be used by news agents
to optimize their online publishing strategy (which falls outside the scope of the
current work).
We first conduct a thorough study to identify the distributions which underlie
the view patterns of articles, i.e., the number of visits articles receive over time.
This is important in order to understand how the popularity changes over time.
This study is performed on the articles published by the Belgian Buzzfeed-like
website newsmonkey1 between April and September 2015. We observe that a view
pattern in general consists of several components. The contribution that we refer to
as the direct views, becomes visible as soon as the article is published on the news
publisher’s website. However, when the article is additionally published on social
media channels, clear additional components in the view patterns start to appear.
In this chapter, besides the direct views, we will focus on the Facebook views and
the Twitter views. We introduce a model that closely fits these components and
demonstrate that this model performs better than baseline log-normal fits [1–3].
Additionally, we take the influence of the diurnal cycle on the view patterns into
account to further increase the accuracy, without obtaining more complex models.
As a second contribution, we propose a novel methodology to predict the final
popularity of online news articles. As the total number of views consists of easily
identifiable components related to the origin of the views (i.e., direct views, Face-
book views, Twitter views), we train different regressors to respectively predict the
behavior for each of these components. Existing approaches train linear regressors
using features based on historical popularity values of the articles [4–7]. We inves-
tigate three ways to improve upon these baseline methods: (a) We explicitly make
use of our proposed temporal model underlying the historical view pattern of the
considered article, and use its parameters as additional features for the regressors.
(b) In addition to using the historical popularity of the articles, we show that a
variety of content-based and meta-data related features (such as author, category,
1http://newsmonkey.be
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emotion, etc.) significantly contribute to improving the popularity predictions. (c)
Finally, we show that more complex regression algorithms, as compared to the
standard linear regression approach, can further improve the prediction effective-
ness.
The remainder of this chapter is structured as follows. We start with a review
of related work in Section 6.2. In Section 6.3 we describe the data acquisition
process. Subsequently, in Section 6.4, we investigate the dynamics of the views
received by articles, and propose a simple and effective model to model the view
patterns. Our methodology to better predict the final popularity of articles using
novel features and advanced regression algorithms is described in Section 6.5. Fi-
nally, we conclude our work in Section 6.6.
6.2 Related Work
The prediction of the popularity of online content has recently attracted a consid-
erable amount of research. Some authors tackled the problem of predicting the
popularity of an item before its publication [2, 8, 9]. Pre-publication predictions
are particularly useful for web content characterized by a short lifespan such as
online news articles. The researchers in [2, 8, 9] built classifiers to classify news
articles into different classes, such as ‘low popularity’, ‘medium popularity’, and
‘high popularity’. As quantitative indicators of popularity, they considered the
number of comments on an article, the number of associated tweets, and the num-
ber of views. However, the researchers in [2] and [9] concluded that it is hard to
accurately estimate an article’s popularity without incorporating any early-stage
popularity information. We did similar pre-publication experiments on our dataset
which led to the same conclusion. Therefore, we will focus on post-publication
predictions in this chapter.
Post-publication prediction methods predict an item’s popularity based on the
users’ attention received early after publication. Kaltenbrunner et al. [1] analyzed
the popularity of news articles, and found that the long term target popularity of
online content is strongly correlated with its early reference popularity. Based on
that observation, they proposed a linear popularity prediction model with the early
popularity and a constant multiplication factor as input. The multiplication factor
was set to the average growth in the training set. The authors of [4] improved that
prediction model by optimizing the multiplication factor specifically for the con-
sidered performance metric. Their method showed good predictive performance
on several data sets: votes on Digg stories [4], views of Youtube videos [4], views
of blog posts [10], and comments on articles published on a French [3] and Dutch
news platform [3, 11].
While the model of Szabo and Huberman [4] seems reasonably accurate, es-
pecially given its simplicity, it does have shortcomings. In particular, different
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pieces of content may display a very similar popularity at an early stage, yet ex-
hibit a diverse popularity behavior afterwards. In other words, despite the obser-
vations in [1], online content may experience very different popularity evolution
patterns [5, 6]. Therefore, the authors of [5, 12] investigated whether the use of
the historical popularity values of online content between the publication time and
an early reference time leads to more accurate predictions of the total popularity
at a future target time. Pinto et al. [5] divided the time between publication of the
article and the reference time into different intervals, and trained a linear regres-
sion model using the number of observed views the articles received during each
time interval. This model was further improved by incorporating features con-
structed from the similarities between the considered view pattern and the training
instances. The model proposed in [12] used the retweet pattern of a tweet during
its first hour to predict the number of retweets three days after publication. The
authors partitioned the first hour into five equally sized time intervals, and then
recorded the number of retweets during each time interval. This information was
used to describe each tweet by a set of features (such as retweet time series, retweet
acceleration, and author). These features were used to determine the most similar
tweets in the training set of the given tweet. The predicted popularity was then set
to the weighted average of the number of retweets among these similar tweets.
The last category of post-publication prediction methods uses data from one
domain (e.g. social media) and transforms it into knowledge to predict content pop-
ularity in another domain (e.g. the site where the content was published). Oghina
et al. [13] trained a linear regression model based on several textual features ex-
tracted from Twitter, as well as various statistics from Youtube, to predict movie
ratings on IMDb. The authors of [6] proposed a second-order multiple linear re-
gression model to predict the number of views of online news articles after 7 days.
For a given reference time, the model used the total number of views, Facebook
shares and Twitter posts of the article, in addition to Twitter statistics such as the
average number of followers of people sharing on Twitter and the entropy of the
tweets.
The objective of the ECML/PKDD 2014 Predictive Analytics challenge2 was
to predict the number of views, Facebook shares, and Twitter posts of web pages
after their first 48 hours online. As input, the popularity trends during the first
hour were given. The winner [7] of the challenge combined different ideas of the
models proposed in [6] and [5]. Similar to [6], they used second-order multiple
linear regression models based on several popularity metrics to predict the number
of views. For the given reference time (i.e., one hour after publication), the model
considered the number of views, Facebook shares and Twitter posts per time in-
terval (i.e., 5 minutes), starting from the publication time until the reference time.
Additional features were formed using the publication weekday and hour of the
2https://sites.google.com/site/predictivechallenge2014/
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article. The authors of [7] further improved their model by using the ideas pre-
sented in [5]. In particular, they also used the similarity of the view pattern to
canonical patterns extracted from the training set, in order to improve the model
performance. These canonical patterns were constructed by normalizing and clus-
tering all view patterns in the training set.
Our proposed method differs from these post-publication approaches in mul-
tiple aspects. We explicitly model the temporal behavior underlying the historical
popularity of the articles, and use the resulting parameters as additional features
for the regressors. We also consider features related to the content and meta-data of
the articles. Finally, we propose the use of a more advanced regression algorithm.
6.3 Experimental Data
In this study we use data from the newsmonkey online news platform. Newsmon-
key is a Buzzfeed-like news website, currently focusing on the Belgian market.
Similar to Buzzfeed, newsmonkey combines breaking news with highly shareable
stories. Our dataset consists of 2614 articles and the detailed associated click data,
which we collected between April 27, 2015 and September 10, 2015. The first
three quarters (until July 25, 2015) are used as a training set K, and the last quar-
ter is considered as the test set U (with content from August 6, 2015 onwards,
in order to limit the immediate correlation between both). An article’s final pop-
ularity is measured as the number of views 120 hours (5 days) after publication
on the website. The boxplot of the total number of views received per day after
publication is plotted in Figure 6.1. We observed that most articles have a life-
time considerably shorter than this 5 day period, such that the number of views
becomes stable well before 5 days after their initial publication. The average num-
ber of views per article is about 2000, of which 62% directly come from Facebook
and only 3% from Twitter. This is in line with the strategy of newsmonkey, mainly
focusing on optimizing their popularity on Facebook.
Few articles reach a very high number of views, whereas the majority of arti-
cles only get a low reach. As an illustration, Figure 6.2 shows the number of views
for all articles as a function of the rank of each article, when sorted by decreasing
number of views. Except for the least popular articles, the observed behavior is
approximately linear on logarithmic axes. This Zipfian behavior means that the
number of views per article follows a power law.
Figure 6.3 shows the normalized popularity for the articles in the training set as
the fraction of views for each hour of the day, considered separately for the views
originating from Facebook (Facebook views), from Twitter (Twitter views), and
all remaining views (direct views). We notice that the users are much less active at
night than during the day. Also, there is some difference in behavior between the
three considered types of views.
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Figure 6.1: Boxplot of number of total views received per day after publication, for all
articles in the dataset.























Figure 6.2: Zipfian distribution of the number of views for all articles in the dataset,
ranked in decreasing order.
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Figure 6.3: Normalized number of direct views, Facebook views, and Twitter views for
each hour of the day, averaged over the articles in the training set.
6.4 Popularity Pattern Modeling
A good understanding of how the popularity changes over time and which external
elements have the largest impact, is essential in order to create a suitable model,
or to design appropriate features for popularity predictions. Therefore in this sec-
tion we propose a new temporal popularity model. Despite its simplicity, we show
that this model is able to accurately capture the temporal behavior of a particular
popularity measure for a given article, and compare it with a number of existing
models. In this chapter, we consider the evolution of the total number of views
of each article, measured at hourly intervals. However, the methodology can be
easily extended towards other popularity metrics (e.g. Facebook shares) and more
fine-grained time intervals. As an illustration throughout this section, we will use
the total number of views of a typical article, shown in Figure 6.4. This particu-
lar article was published on Twitter immediately after its publication online, and
on Facebook 25 hours later. In Section 6.5, a prediction model is introduced that
makes use of the insights obtained from the proposed temporal model and explic-
itly uses its parameters as features.
6.4.1 Log-normal Baseline
In previous work, the popularity of online news articles is often modeled using a
log-normal distribution [1–3, 11]. In particular, its cumulative distribution can be
used to model the total number of views at a particular time:
vit ≈ si · clogn(t;µi, σi) (6.1)
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Figure 6.4: Number of views of an example article as a function of time.
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Fit of total views
(a) Log-normal fit of total views, Eq. 6.1.
Total views RRSE=0.342.
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Fit of total views
(b) Log-normal fit per component, Eq. 6.3.
Total views RRSE=0.077.
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Fit of total views
(c) LinExp fit per component, Eq. 6.6.
Total views RRSE=0.067.
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Fit of total views
(d) Transformed-time fit per component.
Total views RRSE=0.045.
Figure 6.5: Example curve fit with different models, for the example in Figure 6.4, with
indication of the root relative squared error (RRSE) of the total views fit.
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with vit the observed total number of views of article i at time t, s the scale factor
that corresponds to the number of views at infinity, and clogn the cumulative log-











with µ and σ the parameters of the distribution. The log-normal fit of the view
pattern of Figure 6.4 is shown in Figure 6.5a.
The authors of [1, 3] used user comments as popularity metric. However, the
number of view patterns may be more complex. As can be seen in Figure 6.4, the
curve of the total number of views consists of multiple components which do not
necessarily start at the publication time. As could be anticipated, it appears to be
a good approximation to assume that the direct views start to arrive at the moment
the article is published on the website (t = 0), the Facebook views at the moment
the article is published on Facebook, and the Twitter views at the moment it is
posted on Twitter. Since we can measure which views originate from Facebook,
Twitter, or from elsewhere, we can explicitly model these different components.
A better model for the total number of views therefore consists of the sum of the
separate log-normal fits of the different components:
vit ≈ sid · clognd(t;µid, σid)
+ bF · siF · clognF (t− tF ;µiF , σiF )
+ bT · siT · clognT (t− tT ;µiT , σiT ) (6.3)
with clognd(·), clognF (·) and clognT (·) the log-normal distribution associated
with respectively the direct views, Facebook views, and Twitter views as defined
in Equation 6.1. Parameter bF (resp. bT ) is a known binary parameter that indicates
whether the article is published on Facebook (resp. Twitter). Parameter tF is the
number of time units after the original publication (t = 0) that the article is posted
on Facebook, and similarly for tT on Twitter. Strictly speaking, clogn(t;µ, σ) is
not defined for t < 0, but in Equation 6.3 we simple assume the contributions from
the Facebook and Twitter components to be zero before their respective publication
moments. The fit of the example article of Figure 6.4 according to this strategy can
been seen in Figure 6.5b.
6.4.2 Linear-Exponential Popularity Model (LinExp)
In this section, we investigate alternative models, accurately capturing the ob-
served behavior, preferably having parameters that are intuitively interpretable.
When inspecting the data, measured by the hour, we rarely observed the typi-
cal log-normal behavior of an initial slow uptake, which increases and then again
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slows down towards the asymptotic value. We noticed that most often there sim-
ply is an initial uptake speed, that immediately starts to relax in a gradual way.
Also, sometimes we noticed a small and constant uptake, independent from the
large initial uptake directly after publication. A simple model for the uptake speed
ν (or the number of views per time unit) corresponding to these observations and
starting at time t = 0 is





T + c2 (6.4)
The first term of the right-hand side represents an exponential relaxation that re-
flects the gradual decrease of the uptake speed. The second term is the small
constant uptake that sometimes becomes visible. It can be explained intuitively
by assuming a small constant chance that a random user clicks the considered ar-
ticle, e.g. when browsing the news site, and which is independent of the article’s
publication time.
By integrating Equation 6.4 up to the current time t, the cumulative behavior
becomes
V (t; c1, c2, T ) = c1(1− e− tT ) + c2t. (6.5)
The total number of views vit for article i at time t can thus be modeled by adding
different components of this form, for direct views, Facebook views, and Twitter
views.
vit ≈ Vd(t; ci1,d, ci2,d, T id)
+ bF · VF (t− tF ; ci1,F , ci2,F , T iF )
+ bT · VT (t− tT ; ci1,T , ci2,T , T iT ) (6.6)
We will call this the Linear-Exponential model, abbreviated as the LinExp model.
The fit of the example article of Figure 6.4 according to this proposed popularity
model can be seen in Figure 6.5c.
6.4.3 Time Transformation
As can be seen in Figure 6.4, the number of visits retrieved between 7 and 14 hours
and between 31 and 38 hours after publication is almost zero. This corresponds
more or less to the period between 1 am and 8 am. As most people in the target
audience sleep during that period, the articles do not retrieve a lot of additional
visits and the view pattern also ‘sleeps’. This is reflected by the average number
of views per hour of the day or night as shown in Figure 6.3 for direct views,
Facebook views, and Twitter views. We would like to include this behavior into
the model, without adding more degrees of freedom than necessary. In order to
give a better qualitative idea of the problem, in Figure 6.6a we show all direct
views for two randomly chosen consecutive days (June 10-12, 2015), as a function





































































































Figure 6.6: Number of direct views in function of time for articles published between
June 10, 2015 12:00 and June 12, 2015 12:00.
of time. The x-axis denotes the time starting on June 10, 2015 at noon, up to 2 days
later. Along the y-axis, the direct views are shown, normalized for convenience by
their stabilized value after 5 days. We clearly see that the night has a similar effect
on most articles. This effect is stronger with later publication times. Also, during
the second night that articles have been online, this effect is less pronounced but
still present.
There are several ways to model this effect. Directly replacing the functions
from Equation 6.5 by a more complex mathematical expression that depends on the
publication time and models the observed behavior, would come with additional
parameters and lead to a more complex model. This can be avoided by noticing
that the day/night effect seems to be article-independent. We therefore propose the
following heuristic: we replace each uniform time interval by the corresponding
normalized value of the average number of reads during that hour, i.e., the values
shown in Figure 6.3 for the respective components. As a result, nightly hours have
a shorter normalized duration or effectively go faster, whereas during the day the
effective time goes slower than on average. By applying this time transformation,
the average number of reads per unit of normalized time would become uniform
throughout the day. If indeed this time effect is completely article independent, we
can expect that the day/night effect in the individual article view patterns disap-
pears as well. Figure 6.6b shows the same view patterns as Figure 6.6a, but with
the transformed time axis, and we can conclude qualitatively that the day/night
effect is no longer clearly visible. Note that the time transformation needs to be
applied for each of the components (direct, Facebook, Twitter) separately, as they
are subject to a different reading behavior as already shown in Figure 6.3.
The proposed time transformation seems to be a suitable heuristic, and has
an important advantage: we need to calculate the transformation only once per
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component type (direct views, Facebook, or Twitter), after which we can apply the
original model of Equation 6.5 on the transformed time axis, without adding any
model parameters. Even more, this transformation could be adapted to the day of
week or weekend, or to the seasons, just by suitably averaging the number of views
per hour. While evaluating the model, the inverse transformation needs to be made.
For example, the predicted popularity at transformed time t˜ corresponds to the
predicted popularity at the actual time t, in which t˜ was obtained by transforming
t as described above. The transformed-time fit of the example article of Figure 6.4
can be seen in Figure 6.5d.
6.4.4 Parameter Estimation
For the log-normal baseline, the parameters s, µ, and σ are estimated using maxi-
mum likelihood estimation (MLE), as described in [14].
For the LinExp popularity model of Section 6.4.2, the parameters are also es-
timated with MLE. More in particular, with c := [c1, c2]> and φ(t) := [(1 −
e−
t
T ), t]>, we can write V (t; c, T ) = c>φ(t). Note that in line with Section 6.4.3,
t denotes the transformed time with respect to the start of the considered compo-
nent.
Minimizing the sum of squared errors, or equivalently, maximizing the like-
lihood under the assumption of additive Gaussian noise, leads to the following












in which vt denotes the observed popularity value at time t, and we shortly write
φt := φ(t). A detailed treatment of this linear regression problem is given in [15].
The time constant T is also an unknown parameter. It can be determined by
applying the expectation maximization (EM) algorithm, in which the expectation




















with vit the observed number of total views at time t of article i, and vˆ
i
t the value
approximated by the model. We denote the average of the vit observations for the
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Table 6.1: MRRSE of the temporal popularity models.
All differences between models are significant (p < 0.001).
model MRRSE
log-normal fit, Eq. 6.1 0.233
log-normal fit per component, Eq. 6.3 0.211
linexp fit per component, Eq. 6.6 0.151
transformed-time fit per component 0.124
considered article as vi. For our experiments we have an hourly observation of
the total views, starting from the moment of publication, up to 5 days (120 hours)
later, or t = 0, . . . , 120. The RRSE is calculated over the articles in the training set







The MRRSE values for the considered temporal popularity models are shown
in Table 6.1. We notice that the curve fitting performance is improved by explicitly
modeling the different components (Equation 6.3) instead of directly fitting the
total number of views (Equation 6.1). The proposed LinExp model as defined
in Equation 6.6 leads to further improvements. We can hence conclude that the
functions in Equation 6.5 better describe the separate components than the log-
normal model. The time transformation leads to a further decrease in the average
error. All mentioned improvements appeared significant up to the level p = 0.001,
using a one-sided bootstrap significance test [16].
Figure 6.5 clearly shows the added value of modeling the direct views, Twitter
views and Facebook views separately instead of directly fitting the total number of
views (Figure 6.5a vs. 6.5b). The error further decreased when using our proposed
model (Figure 6.5c). However, the error reduction is small because the popularity
totally stagnates after two days, leading to a small linear component c2t in Equa-
tion 5. Finally, the use of the time transformation leads to further improvements
(Figure 6.5d). Figure 6.7 provides another visual illustration. It shows the various
model fits for a less popular article as compared to Figure 6.4, with indication of
the RRSE. In this example, the article was published on Facebook and Twitter to-
gether with its initial online publication, such that modeling all three components
separately does not contribute much with respect to directly modeling the total
number of views (Figure 6.7a vs. 6.7b). However, we notice that while the Twitter
and Facebook views have become stable after one day, there is a slight linear in-
crease of the direct views, which continues during the subsequent days. The linear
component c2t in Equation 6.5, which we introduced as a constant (i.e., publica-
tion time independent) rate of users browsing to the article, accurately models that
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Fit of total views
(a) Log-normal fit of total views, Eq. 6.1.
Total views RRSE=0.160.
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Fit of total views
(b) Log-normal fit per component, Eq. 6.3.
Total views RRSE=0.156.
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Fit of total views
(c) LinExp fit per component, Eq. 6.6.
Total views RRSE=0.101.
0 24 48 72 96 120














Fit of total views
(d) Transformed-time fit per component.
Total views RRSE=0.065.
Figure 6.7: Another example curve fit with different models, with indication of the root
relative squared error (RRSE) of the total views fit.
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behavior. This leads to a lower error, as seen from Figure 6.7b with the log-normal
model vs. Figure 6.7c with the proposed LinExp popularity model of Equation
6.6. The time-transformed model as described in Section 6.4.3 further reduces the
error, confirming the added value of taking into account the variation in popularity
throughout the day.
6.5 Popularity Prediction
In this section, we show how the total popularity of news articles can be predicted.
An important insight from the previous section, is the need to model the different
components separately, which we follow for the prediction task as well. In par-
ticular, we train three different regressors to respectively predict the direct views,
Facebook views, and Twitter views. The articles’ final popularity is measured for
each of these components, at target time τ after publication on the website, on
Facebook, or on Twitter, respectively. The objective is thus to predict for each
article at a particular reference time r its final popularity at a future point in time,
which we will refer to as the target time τ (with 0 ≤ r ≤ τ ). Note that we use
the general term ‘views’ to indicate any of the previously introduced popularity
metrics. It may refer to direct views, Facebook views, or Twitter views, but also to
other popularity metrics like Facebook shares, which we do not explicitly treat in
this chapter.
In Section 6.5.1, we give an extensive overview of existing approaches, which
we implemented as baseline methods. Our proposed prediction methodology is
described in Section 6.5.2. Finally, we evaluate the baselines and the proposed
methodology in Section 6.5.3.
6.5.1 Baselines
This section provides an overview of baseline methods based on linear regres-
sion models. Similar to the approaches described in [4, 6, 7] we log-transform
the popularity values as there is a better correlation between the log-transformed
popularities at reference time r and target time τ than between the untransformed
popularities. The regression model thus takes the form
log(1 + vˆτ ) = log(1 +Xr)β (6.11)
in which we assume a component-wise logarithmic transformation of the vector
vˆτ of predicted views at target time τ for the considered articles, and of the article
features in matrix Xr constructed at reference time r. Each row xir in matrix Xr
corresponds to the vector of feature values of article i and




with vector vˆiτ the predicted number of views at target time τ of article i. The
parameters β are estimated using ordinary least squares on the training set K:
β = argminβ ||log(1 + vτ )− log(1 +Xr)β||22 (6.13)
with vτ the observed views at target time τ and || · ||22 the squared L2-norm. The
goal of this objective function is to minimize the sum of the squared errors on the
log-transformed data. We consider several baseline methods that are based on this
linear regression model and describe them in the following paragraphs.
Szabo and Huberman model (SH model) The simplest model, introduced by





with vir the number of visits for article i at reference time r.
Multivariate Linear model (ML model) Pinto et al. [5] extended the SH





2 . . . v
i
r] (6.15)
with vit the number of visits for article i, observed t time units after publication.
Radial Basis Functions model (RBF model) The authors of [5] extended their
ML model by indirectly incorporating the different possible popularity patterns. In
particular, they proposed to take into account the similarity in terms of early popu-
larity between the article and n randomly selected examples from the training set,
called subset S. Gaussian Radial Basis Functions (RBF) were used for measuring






with xir the ML feature vector as defined in Equation 6.15, and parameter σ > 0.
Equation 6.12 can then be rewritten as






with xir as defined in Equation 6.15. The ML model and RBF model were origi-
nally optimized and evaluated using the mean relative squared error, instead of the
sum of the squared logarithmic errors as used in this chapter.
First-Order Social Media model (FOSM model) The fourth baseline is based
on the model introduced by Castillo et al. [6]. The authors proposed a multiple lin-
ear regression model which uses the number of visits at reference time, together
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with vir,F the number of views originating from Facebook article i received at
reference time r, vir,T the number of article i views originating from Twitter at
reference time r, and mir,F and m
i
r,T the number of respectively Facebook shares
and tweets related to article i at time r. To be precise, the original model described
in [6] does not consider Facebook or Twitter views. Instead, their model includes
the number of visits from link referrals, direct traffic from e-mail, and some Twitter
statistics such as the entropy of the tweets and number of unique tweets. However,
since these features are not available in our dataset, we replace them by the features
listed in Equation 6.18.
Second-Order Social Media model (SOSM model) The paper of [6] also
describes a second-order variant of their first-order social media model. In addi-
tion to the first-order features described in Equation 6.18, they also include the
second-order interactions of these features. These features are included to model
the interdependency of the variables.
Mixed model Our last baselines are based on the models proposed by Figueiredo
et al. [7], winner of the ECML/PKDD 2014 Predictive Analytics Challenge. Their
models are based on the ideas of the RBF and SOSM model. The first model
considers both the whole history of the popularity metric values and the metrics
retrieved from social media. The vector representing the whole history of the num-
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r] (6.19)
Similarly, the history of Facebook views, Twitter views, Facebook shares and Twit-






r,T , respectively. The bi-
nary vector di is a one-hot feature vector to represent the week day, and similarly,
hi represents the publication hour of article i. The feature vector xir representing





r,F , and m
i
r,T , and all of their pairwise interactions, represented by the
elementwise products. Again, the original model does not consider the Facebook
views and Twitter views. It considers the time series of the average time each user
spends on the page, which we have to leave out as it is unavailable in our dataset.
Mixed-Trend model Similar to the RBF model, the authors of [7] extended
their Mixed model by indirectly incorporating the different possible popularity
patterns. In particular, they proposed to take into account the similarity in terms of
early popularity between the article and k cluster centers. The early popularity of
article i can be represented by the vector
pir = [log(1 + δ
i
1), log(1 + δ
i








t− vit−1. The sim-
ilarity between two articles a and i is then quantified using the euclidean distance:
dista(i) = ||pir − par ||2 (6.21)
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with pir the z-normalized vector of p
i
r. This distance function is used to determine
k cluster centers (set C) using the k-means algorithm on the training set. Equation
6.12 can then be modified to





wa · dista(i). (6.22)
6.5.2 Proposed Methodology and Features
We will evaluate the popularity predictions based on five different models, besides
the baselines described above. These five proposed models differ in terms of the
considered regression algorithm, and the different types of included features. The
features, discussed below, are listed in Table 6.2. For the models, we distinguish
between a linear regression model (similar to the baselines) and the gradient tree
boosting (GTB) algorithm. The latter is often used in winning methodologies
for Kaggle competitions3, because it can handle non-linearities in the data and
interactions between the features. We use the regression implementations available
in the Python scikit-learn package.4 The models can be characterized as follows
• LM history: linear regression model, based on the ‘history’ features de-
scribed in Table 6.2,
• LM history+curve: linear regression model, based on the ‘history’ and
‘curve’ features described in Table 6.2,
• RIDGE history+curve: linear regression model with L2 regularization (ridge
regression, α = 1.0), based on the ‘history’ and ‘curve’ features,
• GTB history+curve: GTB regression, with the ‘history’ and ‘curve’ fea-
tures,
• GTB all: GTB regression, with all described features.
We provide a short description for each feature groups listed in Table 6.2:
History These features capture the popularity pattern of the article. Similar
to [6], we use the popularity expressed by other metrics (e.g., Facebook views
and Twitter views) to better predict the considered popularity metric (e.g., direct
views). In particular, the total views, direct views, Facebook views, Twitter views,
and Facebook shares are considered. Similar to the prediction method described
in Section 6.5.1, all popularity values are log-transformed.
Curve Features We incorporate our knowledge of the distributions which un-
derlie the article popularity pattern, as discussed in Section 6.4. In particular, we
estimate the parameters of Equation 6.5 for the known historical popularity values
3https://www.kaggle.com/
4http://scikit-learn.org










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































as described in Section 6.4.4. These parameters are then used as features for the
regression model.
Author We include the average popularity of the articles in the training set
published by the same author of the considered article, its standard deviation, and
also the number of training articles by that author. In addition, one-hot feature
vectors are used to indicate the specific author.
Category The journalists of newsmonkey manually labeled all articles with
one or more category from a set of 16 categories (society, politics, tv, music, life
and style, cyberspace, tech and gadgets, planet, travel, movies, starts, economy,
body and soul, science, pets, and games). Similar to the author features, we rep-
resent the categories of the article by an average popularity, standard deviation,
number of articles, and a binary vector to indicate the categories.
Publication Time and Date Similar to [7], we include the publication hour
and week day as features.
Title We determine whether the title of the considered article contains a num-
ber (binary feature). Articles containing a number in their title are mostly articles
containing lists, and their title often starts with a phrase like ‘n reasons why . . .’,
with n a number. These ‘list’ articles are constructed with the main objective to be
very shareable on Facebook, which makes the described feature very informative.
Additionally, we use named entity recognition [17] to extract the named entities
and their type from the title. The possible entity types, for which binary features
are introduced, are organization, location, person, or miscellaneous.
Source Article With a binary feature, we indicate whether or not the article
refers to a source article, i.e., an article from another news website which is cited
by the article (for example from Business Insider or Mashable). We also include a
feature with the number of Facebook shares the source article already received at
publication time of the considered article.
Virality The journalists of newsmonkey annotated some articles with labels
reflecting their experience on which articles will go viral on Facebook and why. In
particular, they manually labeled their articles as ‘will go viral’ if they estimated
that the article would be very popular on Facebook.
Target Audience For the articles labeled as ‘will go viral’, the authors also
indicated the target audience. The target audience is given by the target gender
(female, male, or both) and target age range (18-24, 25-34, or 18-34 years old).
Emotion In addition to the target audience, the authors labeled ‘will go viral’
articles with an emotion label, which is included as a binary feature vector. The an-
notated emotion label of a particular article is not the direct emotion it is expected
to provoke in the readers, as considered in previous research [9, 18]. Instead, it
is the emotion of why users are expected to share the article. The considered
emotion labels are recognizability, identity, awe, humor, pride, malicious pleasure,
altruism, taboo, outrage, nostalgia, and softening.
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6.5.3 Evaluation
In this section, we evaluate the proposed prediction methodologies. The models
are trained using training set K and evaluated on the articles in a separate test set
U . The parameters of the models are optimized using 5-fold cross-validation on
the training set. As evaluation metric indicating the performance of the predictions,







(log(vˆiτ + 1)− log(viτ + 1))2 (6.23)
with viτ the observed number of views of article i at target time τ , and vˆ
i
τ the
predicted number of views. In other words, the RMSLE indicates how well the
popularity at target time τ is predicted for all articles in the test set. This evaluation
metric is also used in the ECML/PKDD 2014 Predictive Analytics challenge5.
To determine whether the difference in performance of two methods is statistical
significant, we use the unpaired bootstrap hypothesis test [16]. We consider the
predictions with a target time τ of 5 days (120 hours) after publication of the
article, and reference time r one to 24 hours after publication, with time intervals of
one hour. For each considered reference time and popularity metric (direct views,
Facebook views and Twitter views), we train and evaluate a separate regressor.
We focus on the first 24 hours after publication, because in order to adapt the
publishing strategy it is most important to get good predictions at an early stage
after publication on the website. For example, 90% of the Facebook publications
of the articles in our dataset appear within 13 hours after they were published on
the website. We first describe our evaluation on the predictions of the direct views,
after which we discuss the Facebook and Twitter predictions.
6.5.3.1 Direct views
We first consider the number of direct views five days after online publication as
the popularity quantity to be predicted. The performance of the five methods we
proposed in Section 6.5.2 is shown in Figure 6.8. The RMSLE is shown as a func-
tion of the reference time r. In other words, the RMSLE indicates for a particular
reference time r how well the popularity at target time τ is predicted, given obser-
vations and features up to time r. The linear regression model trained on both the
historical popularity and the curve features (LM history+curve) performs better
than the linear model only trained on the historical popularity (LM history) be-
fore hour 20. However, the improvement is not statistically significant (bootstrap
hypothesis test, p > 0.2). The error of the linear models (LM history and LM
history+curve) decreases steadily up to 19 hours after publication, after which the
5https://sites.google.com/site/predictivechallenge2014/
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Figure 6.8: Performance of the four different versions of our proposed methodology,
considering direct views.
error increases again and starts to fluctuate. This is mainly due to over-fitting of the
linear model. When regularization is applied (RIDGE history+curve), we notice
that the performance is similar for the first 19 hours after publication (bootstrap
hypothesis test, p > 0.2). However, the error for the regularized model further
decreases after hour 20, as over-fitting is avoided. The GTB regressors (GTB his-
tory+curve) are also robust to over-fitting, and lead to a slight improvement with
respect to the ridge regressors (RIDGE history+curve) for reference hours 5 to
17 (bootstrap hypothesis test, p > 0.2). The last model, which applies GTB re-
gression on all proposed features (GTB all), outperforms GTB history+curve for
reference time r between hours 1 and 19. The improvement is statistically signifi-
cant for 3 ≤ r ≤ 6 and 10 ≤ r ≤ 14 (p < 0.05). We conclude that adding content
and meta-data related features on top of temporal features significantly improves
the prediction effectiveness.
To investigate the contribution of each content and meta-data related feature
type described in Table 6.2, a GTB regressor is trained using the history features
and the features of the considered type. The performances of these models at
reference time 10 can be found in Table 6.3. We observe that the author features
leads to the best increase of performance (about 5% in RMSLE), closely followed
by the manually annotated features (i.e. virality, target audience and emotion).
The use of the publication or category features in addition to the history features
also improves the performance (about 1% in RMSLE). On the other hand, the
article source and title features hardly improve the GTB history model. Using all
introduced content and meta-data features results in the best performance (increase
of about 7% in RMSLE).
We now compare the baselines introduced in Section 6.5.1 with our best model
PREDICTING THE POPULARITY OF ONLINE NEWS 155













0 6 12 18 24





















Figure 6.9: Performance of the baselines and our proposed methodology, considering
direct views.
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(GTB all), as shown in Figure 6.9. First of all, and most importantly, we see that
our method outperforms all seven considered baselines significantly between one
hour and 16 hours after publication (p < 0.05). Furthermore, between reference
hour 3 and 16, our method improves on all baselines with more than 10% in RM-
SLE. As it is most important to get good predictions in an early stage after publica-
tion, our proposed methodology has a high added value compared to the baselines.
For instance, the RMSLE for the method GTB all at reference hour 7 (0.387) is
only achieved at reference hour 17 for the best baselines. In other words, the pre-
diction performance of the baselines 17 hours after publication is already achieved
by our method after only 7 hours. Starting from reference hour 20, all methods
(except for Mixed and Mixed-Trend) have similar performance (bootstrap hypoth-
esis test, p > 0.2). This is because the popularity of articles typically becomes
stable after having been published that many hours. As a result, for r ≥ 20, the
added value of more complex regression algorithms and additional features on top
of the historical popularities is no longer significant.
When we compare the baseline methods, we see that one of the most complex
methods (Mixed) introduced by [7] performs on average as the best baseline model
between hour one and six. This is in line with the observation made by [7], testing
their model with a reference time of one hour after publishing and target time of
48 hours after publishing. However, starting from 7 hours after publication, the
RMSLE for the methods Mixed and Mixed-Trend increases and starts to fluctuate.
This is due to over-fitting of their linear regression model trained on a large set of
features. This could be resolved by using regularization, but from the description
in [7], it was unclear if and which sort of regularization was used. Between 7
hours and 19 hours after publication, the RBF model introduced by [5] has the
best baseline performance. However, the improvement above the other baselines
(except for Mixed and Mixed-Trend) is not statistically significant (p > 0.2).
6.5.3.2 Facebook views
We now consider the number of Facebook views five days after publishing the ar-
ticle on Facebook as the popularity to be predicted. We only consider the training
articles which effectively got published on Facebook (1940 out of 2614 articles).
The performance of the baselines and our proposed methodology is shown in Fig-
ure 6.10. Our model (GTB all) is the best performing model between hour 1 and
16 after publication on Facebook. The improvement with respect to the base-
lines is significant between reference hour 5 and 8 (p < 0.05). In particular, for
2 ≤ r ≤ 11, the RMSLE decreases with more than 8% when using our method in-
stead of the baseline. As an example, the RMSLE for our method at reference hour
6 (0.223) is only achieved after 10 hours for the baselines. Starting from 12 hours
after publication on Facebook, all considered methods (except Mixed and Mixed-
Trend) display a similar performance (p > 0.2). We notice that the Mixed and
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Figure 6.10: Performance of the baselines and our proposed methodology, considering
Facebook views.
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Figure 6.11: Performance of the baselines and our proposed methodology, considering
Twitter views.
Mixed-Trend baselines start to over-fit at hour 4, which could again be avoided
using regularization. The other baselines show similar prediction performances
(p > 0.2).
6.5.3.3 Twitter views
We now evaluate the performance of the models in their ability to predict the num-
ber of Twitter views. We only consider the 1724 training articles effectively pub-
lished on Twitter, and predict the number of Twitter views five days after publish-
ing the article on Twitter. The performance of all models is shown in Figure 6.11.
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We see that their performance (except for Mixed en Mixed-Trend) is very similar
(p > 0.2). The main reason is that the average number of Twitter views received
for articles published on Twitter is very low (around 80 views), and becomes con-
stant soon after publication. It is thus not obvious to improve the prediction perfor-
mance in terms of RMSLE by using more advanced features and algorithms. Note
that this behavior is not representative for any news data, but in Belgium Twitter is
not as widely adopted as in other countries [19].
We can conclude that our method outperforms all baselines during the first
hours after publication, when direct views or Facebook views are considered. As
mentioned before, the prediction of the direct views and Facebook views at these
early hours is most relevant to optimize the publishing strategy of online articles.
The significant improvement with respect to previously published methods there-
fore has a high added value for popularity predictions in practice.
6.6 Conclusion
In order to improve the online publishing strategy of news content, methods to
model and predict the popularity of online news articles are required, which forms
the main topic of this chapter. We first identified the distributions which underlie
the view patterns of online news articles. These consist of several distinct com-
ponents. The first component becomes visible as soon as the article is published
on the news publisher’s website. The corresponding views are referred to as the
direct views and originate from e.g. search and browsing. When the article is pub-
lished on social media, clear additional components in the view patterns start to
appear. In this chapter, we focused on the views originating from Facebook and
Twitter. We then introduced a model that allows to accurately model these view
pattern components. This model captures the popularity behavior, is simple to fit
to observed views, and has parameters that are intuitively interpretable. Based on
real-world data from a young Belgian publisher that actively targets the distribu-
tion of its content over social media, we demonstrated that this model outperforms
previously proposed log-normal fits. In addition, we took the influence of the
day versus night on the view patterns into account to further increase the accu-
racy, without leading to a more complex model. By transforming each actual time
interval into an equivalent time interval with an effective duration equal to the nor-
malized total number of views for that time interval, the influence of the average
hourly variations in number of views is largely canceled out, which allowed for a
better fit of the view pattern to smooth basic functions.
As a second contribution, we proposed a methodology to predict the final pop-
ularity for each component adding to the total popularity of an article (i.e., direct
views, Facebook views, and Twitter views). We focused on articles which are at
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most one day old, as the predictions of those articles are most useful. Our pri-
mary model was based on existing methods, with linear regression algorithms and
features based on the historical popularity of the articles. We then proposed mod-
els with improved prediction effectiveness, based on the following three ideas.
First, we used the parameters of our proposed popularity model as additional in-
put features, leading to a small overall improvement during the first hours after
publication, although not significant. Second, we showed that the use of a more
advanced regression technique, i.e., Gradient Tree Boosting, gives more accurate
predictions. Third, the prediction performance was significantly improved by con-
sidering features based on the content and meta-data of the articles. Our best
model outperformed all discussed baselines during the first hours after publica-
tion, at least for the direct views or Facebook views. In particular, we considered
seven baseline methods, with features mainly capturing the historical popularity of
the considered articles. The performance of the Twitter view predictions appeared
similar to the baseline predictions. However, the average number of Twitter views
per article appeared very low in our experimental setup, which prevented further
improvements by using a more complex method. As the prediction of the direct
views and Facebook views at the early hours are most relevant in order to optimize
the publishing strategy of online articles, the significant improvement with respect
to previously published methods has a high added value for popularity predictions
in practice.
In this chapter, we proposed a method which predicts the final popularity of
news articles. In future work, these predictions will be improved by considering
additional features such as the positions of the articles on the home page, the pop-
ularity of articles with similar content, and the relationship between the articles
and the hot news topics at the moment they are published. Additionally, we fo-
cused on articles with at most one Facebook and Twitter push. In future work, we
will extend our monitoring and prediction approach to handle more than one push
per social media platform. In addition to predicting the final popularity, it is of-
ten useful to also predict the popularity dynamics between the current time stamp
and its final popularity. This information can for instance be used to better decide
which would be the most suited moment to publish and promote an article over
social media. Therefore, in future work, we will propose a methodology that pre-
dicts the entire future popularity pattern. This will be achieved by combining the
knowledge of the proposed popularity model, including the day-night behavior of
the different components, with the prediction method with content and meta-data
related features in a single time series prediction setup.
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Conclusion
In this dissertation, we have addressed several research challenges with regard to
data science in the context of social media. These challenges can be subdivided
into three main parts: (1) extracting useful content in a structured form from a
large corpus of noisy and diverse social media data; (2) constructing frameworks
to collect and analyze large amounts of data in real-time; and (3) predicting the
popularity of social media content. This chapter highlights the most important
contributions of this work and summarizes the perspectives for future research.
The research described in Chapters 2, Chapter 3 and Chapter 4 focused on the
challenge of structured information extraction from social media. In Chapter 2,
we demonstrated how social media can be used to improve existing databases of
places. We first used mean shift clustering on the locations of a set of Flickr photos
to obtain the locations which potentially correspond to places of interest (POIs) in
a given city. We then associated with each candidate POI a feature vector based
on the tags of the Flickr photos that are associated with locations nearby. After-
wards, we associated a query with each place type t based on the descriptions of
known places of that type. The obtained query was used to rank the candidate
POIs based on the likelihood that they belong to type t. In the optimization phase
of our proposed methodology, we analyzed the behavior of different feature se-
lection techniques. We concluded that for the Flickr data, correlation coefficient
feature selection performs significantly better than χ2. Based on a large-scale eval-
uation on 88 different cities, we concluded that Flickr tags are more informative
for finding places of a given type than Twitter posts. However, it appeared that
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using tweets in addition to Flickr photos contributes to obtaining better results
yet. We further examined the results for London in more detail to analyze to what
extent our approach can discover new places of a particular type. Based on this
evaluation, we could conclude that our method is able to detect places which were
not yet included in LinkedGeoData, Geonames, Google Places, and Foursquare.
Additionally, we explained how our methodology can be used to identify errors in
existing databases of places.
Chapter 3 focused on discovering the semantic type of events, using the re-
lationship between an event type and other event characteristics. These charac-
teristics were estimated using the metadata of the Flickr photos associated with
the events. We first used a dataset collected from Upcoming to examine the per-
formance of each considered characteristic. We considered high-level event types
such as ‘sport’, ‘music’, and ‘conferences’. When using our methodology instead
of the baseline which only uses the text of the Flickr photos related to an event to
estimate its semantic type, the classification accuracy increased significantly. We
observed that considering the type of events visited previously by event partici-
pants leads to a substantial improvement over the baseline approach. The classi-
fication performance was further improved by also including the types of known
events organized nearby, the textual content of the photos taken nearby, and the
time and date of the event. Second, a dataset from Last.fm was used to demon-
strate that the proposed methodology also works for more fine-grained event types
(in this case, subtypes of music events). Finally, we showed how our methodology
can be used to discover events not yet mentioned in existing event datasets.
In Chapter 4, we proposed a methodology to automatically mine Twitter streams
in order to provide journalists with a set of headlines and complementary informa-
tion that summarizes the most important topics for a number of time intervals
of interest. We started with a dataset of tweets related to the problems of Syria,
Ukraine, terror, and bitcoin, mentioned on Twitter during February 2014. As we
were only interested in newsworthy topics, we used tweets of users classified as
‘news publishers’. These tweets were then grouped into topics using the DBSCAN
clustering algorithm, where the similarity between the tweets was determined us-
ing the cosine similarity on their boosted tf-idf representations. Thereafter, a clas-
sifier was trained to estimate which of the detected topics was newsworthy. Finally,
for each obtained newsworthy topic, a descriptive headline, together with relevant
tweets, keywords, and pictures were determined. The obtained topics and infor-
mation were evaluated by the organizers of the SNOW2014 Data Challenge who
indicated the effectiveness of our proposed methodology.
The challenges about collecting and analyzing big data in the context of online
news content were covered in Chapter 5. To help optimizing publishing strategies
of news agencies, we proposed a framework that can be used to monitor and an-
alyze the consumption and social sharing behavior of users on news websites. To
CONCLUSION 165
test the potential of this framework, we evaluated it thoroughly on two major news
websites. We concluded that it is able to monitor the popularity of online news
articles in real-time, as it has been running in a stable way between April 2015 and
January 2016, having registered more than 40,000 articles, 15 million visits and 4
million social shares. The framework was constructed in a scalable way, such that
it can handle many more articles, visits, shares, and websites in the future. While
anallyzing the obtained data, we observed that the optimal publishing strategy de-
pends on the considered popularity metric, and differs for both of the considered
news websites. For example, there is a clear difference in sharing behavior via
Twitter versus Facebook for newsmonkey articles. In particular, light-weighted
newsmonkey articles with emotional content, funny pictures, or lists perform best
on Facebook. On the other hand, newsmonkey articles containing breaking news
and a thorough analysis of politics or economy perform much better on Twitter
than on Facebook. The difference in behavior between Facebook and Twitter was
less clear for the deredactie.be articles. Studying new article features led to bet-
ter understanding of the sharing behavior. For instance, the feature indicating the
emotion that captures why users want to share articles, led to the insight that taboo
may be a good indicator to read an article, but not to share it with friends. These
observations confirmed the need for a data-driven framework to support online
news publishing strategies.
In Chapter 6, the last challenge of this dissertation was described. We pre-
sented a novel methodology to model and predict the popularity of online news.
We first identified the distributions which underlie the view patterns. These consist
of several distinct components. The first component becomes visible as soon as an
article is published on the news publisher’s website. The corresponding views
are referred to as the direct views and originate from, e.g., search and browsing.
When the article is published on social media, clear additional components in the
view patterns start to appear. In this paper, we focused on the views originating
from Facebook and Twitter. We then introduced a model that allows to accurately
model these view pattern components. This model captures the popularity behav-
ior, is simple to fit to observed views, and has parameters that are intuitively inter-
pretable. Based on real-world data, again from newsmonkey, we demonstrated that
this model outperforms previously proposed log-normal fits. In addition, we took
the influence of the day versus night on the view patterns into account to further
increase the accuracy, without leading to a more complex model. As a second con-
tribution, we proposed a methodology to predict the popularity for each component
adding to the total popularity of an article (i.e., direct views, Facebook views, and
Twitter views). We focused on articles of at most one day old, as the predictions of
those articles are most useful. Our primary model was based on existing methods,
with linear regression algorithms and features based on the historical popularity
of the articles. We then proposed models with improved prediction effectiveness,
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based on the following three ideas. First, we used the parameters of our proposed
popularity model as additional input features, leading to a small overall improve-
ment during the first hours after publication, although not significant. Second, we
showed that the use of a more advanced regression technique, i.e., Gradient Tree
Boosting, gives more accurate predictions. Third, the prediction performance was
significantly improved by considering features based on the content and meta-data
of the articles. Our best model outperformed all discussed baselines during the
first hours after publication, at least for the direct views or Facebook views. In
particular, we considered seven baseline methods, with features mainly capturing
the historical popularity of the considered articles. The performance of the Twitter
view predictions appeared similar to the baseline predictions. However, the av-
erage number of Twitter views per article appeared very low in our experimental
setup, which prevented further improvements by using a more complex method.
As the prediction of the direct views and Facebook views at the early hours are
most relevant in order to optimize the publishing strategy of online articles, the
significant improvement with respect to previously published methods has a high
added value for popularity predictions in practice.
We see a number of opportunities for future work. We proposed methodologies
in Chapter 2 and Chapter 3 to discover places and events from social media, and to
estimate their semantic type. This can be extended in future work by discovering
additional features of the places and events using social media. For instance, by
encoding the final score for football matches or to detect the best items on the menu
of a restaurant. This additional structured information can be used to perform more
complex queries, e.g. ‘In which countries did U2 perform during 2016?’.
In recent years, the importance of neural networks to solve big data problems
has increased a lot. For instance, in March 2016, there was a breakthrough for
artificial intelligence as the Go-playing AI AlphaGo, developed using neural net-
works, has beaten world-class player Lee Se-dol.1 Additionally, Microsoft built a
neural network which is able to identify objects in a photograph or video with an
accuracy that meets and sometimes exceeds human-level performance.2 Due to the
large amount of data in social media and the new developments in neural networks,
in future work, the potential of neural networks should be investigated to handle
the challenges discussed in this dissertation. For instance, neural networks can be
developed to classify events and places into semantic types. This may improve
the performance of the feature engineering approaches introduced in Chapters 2
and 3. In addition, it should be investigated if neural networks can improve the





In Chapters 5 and Chapter 6, we proposed a framework which monitors, ana-
lyzes and predicts the consumption behavior of online news articles in real-time.
This framework has been deployed at newsmonkey and deredactie.be, and will
be used to optimize their publishing strategy. The framework will also be made
available for other news websites, to monitor and analyze their data and to opti-
mize their strategy. In future work, the knowledge into consumption behavior of
online news and their predicted popularity should be used to construct method-
ologies which actively suggest how the publishing strategy can be optimized. For
instance, by recommending in real-time which articles should be published at what
time on which social media platform to reach the highest possible audience.
Data scientists constantly need to extend their skills and knowledge to improve
state-of-the-art methods and discover and solve new challenges. Therefore, I want
to end my PhD dissertation with the same words with which Steve Jobs concluded
his famous commencement speech at Stanford University in 2005:
Stewart and his team put out several issues of The Whole Earth Catalog, and
then when it had run its course, they put out a final issue. On the back cover of
their final issue was a photograph of an early morning country road, the kind you
might find yourself hitchhiking on if you were so adventurous. Beneath it were the
words: ‘Stay Hungry. Stay Foolish.’ It was their farewell message as they signed
off. Stay Hungry. Stay Foolish. And I have always wished that for myself. And
now, as you graduate to begin anew, I wish that for you.
Stay Hungry. Stay Foolish.
Thank you all very much.



