Abstract. The development and evaluation of texture synthesis algorithms is discussed. We present texture synthesis algorithms based on the gray-level co-occurrence (GLC) model of a texture field. These algorithms use a texture similarity metric, which is shown to have high correlation with human perception of textures. Synthesis algorithms are evaluated using extensive experimental analysis. These experiments are designed to compare various iterative algorithms for synthesizing a random texture possessing a given set of second-order probabilities as characterized by a GLC model. Three texture test cases are selected to serve as the targets for the synthesis process in the experiments. The three texture test cases are selected so as to represent three different types of primitive texture: disordered, weakly ordered, and strongly ordered. For each experiment, we judge the relative quality of the algorithms by two criteria. First, we consider the quality of the final synthesized result in terms of the visual similarity to the target texture as well as a numerical measure of the error between the GLC models of the synthesized texture and the target texture. Second, we consider the relative computational efficiency of an algorithm, in terms of how quickly the algorithm converges to the final result. We conclude that a multiresolution version of the ''spin flip'' algorithm, where an individual pixel's gray level is changed to the gray level that most reduces the weighted error between the images second order probabilities and the target probabilities, performs the best for all of the texture test cases considered. Finally, with the help of psychophysical experiments, we demonstrate that the results for the texture synthesis algorithms have high correlation with the texture similarities perceived by human observers.
Introduction
Image synthesis or scene generation can be approached from two somewhat different directions. In the first, which can be called ''qualitative perceptual-cue'' approach, the goal is to develop synthetic images that have the appearance of a particular type of textured surface. Capturing the appearance quality is the primary goal of such synthesis algorithms. They synthesized textures need to invoke a realistic surface appearance in the observer's eyes. Examples of this kind of synthesis are approaches used in video games and animated films. In the second type of synthesis approach, which can be called ''quantitative perceptualcue'' approach, the objective is to generate texture fields that are based on quantitative, physical models underlying important perceptual cues or physical properties. The ability to derive a texture field that has a prescribed quantitative characterization of the underlying physical and perceptual models is fundamental in developing these algorithms. Good examples of this kind of synthesis algorithms are those required for infrared and visible scene generation for design and evaluation of target recognition systems. 1 We concentrate on texture synthesis algorithms of this kind.
Texture is an important preattentive cue in human and machine vision. 2 Most natural images are rich in texture, which is the result of regular and repetitive spatial arrangements of some characteristic tiling pattern. Texture models are shown to form the basis of human preattentive vision. 3 We present texture synthesis algorithms based on the graylevel co-occurrence ͑GLC͒ model of a texture field. One of the important and unique features of this research is to provide psychophysical experimental support to the synthesis algorithms. This support is sought for two reasons: first, to seek a quantitative metric to compare the similarities between two textures, which can provide a useful termination criterion, and second to correlate the performance of a synthesis algorithm to the human observer's assessment of texture similarities and differences. These texture synthesis algorithms are evaluated using extensive experimental analysis. These experiments are designed to compare various iterative algorithms for synthesizing a random texture possessing a given set of second-order probabilities as char-acterized in a GLC model. Three texture test cases are selected to serve as the targets for the synthesis process in the experiments. The three texture test cases are selected to represent three different types of primitive texture: disordered, weakly ordered, and strongly ordered. For each experiment, we judge the relative quality of the algorithms by two criteria. First, we consider the quality of the final synthesized result in terms of the visual similarity to the target texture, as well as a numerical measure of the error between the GLC models of the synthesized texture and the target texture. Second, we consider the relative computational efficiency of an algorithm, in terms of how quickly the algorithm converges to the final result. We conclude that a multiresolution version of the ''spin flip'' algorithm ͑as described in Sec. 3͒, using a new weighted error criterion, performs the best for all of the texture test cases considered.
Texture Representation and Experimental Methodology

GLC Model
The second-order gray level probability distribution of a texture image can be calculated by considering the gray levels of pixels in pairs ͑two at a time͒. A second-order probability is often called a GLC probability. For a given displacement vector ⌬ϭ͓⌬ x ⌬ y ͔, the joint probability of a pixel at location (x,y) having a gray level i, and the pixel at location (xϩ⌬ x ,yϩ⌬ y ) having a gray level j in the texture, is represented by P(i, j͉⌬):
P͑i, j͉⌬ ͒:
where N is the number of pairs of pixels separated by the displacement ⌬ such that both lie within the image I, and g͓.͔ϭ1 if f (x,y)ϭi and f (xϩ⌬ x ,yϩ⌬ y )ϭ j, and g͓.͔ ϭ0 otherwise. Allowing i and j to take on any of the G possible integer gray-level values, the GLC probabilities for any single displacement are normally tabulated in the form of a GϫG matrix, with i serving as the row index and j serving as the column index. The notation P(⌬) will be used to refer to the entire GLC matrix for displacement ⌬.
A GLC matrix P͑⌬͒ is a discrete joint probability distribution, and as such, the sum of its elements is unity:
P͑i, j͉⌬ ͒ϭ1. ͑2͒
A texture model is developed on the basis of GLC matrices, inspired by the work of Gagalowicz and Ma on texture synthesis. 4 The model T consists of a set of GLC matrices:
where D is the set of displacement vectors. To simplify the nomenclature, a texture and the model computed from it will be synonymous, and will be represented as T. The texture model T is essentially a vector of GLC matrices. The set of displacement vectors D is an ordered set, defined as
.
͑4͒
The displacement vectors are nonredundant and T NX and T NY represent the maximum displacement in the x and y direction. For digital images, all ⌬ x and ⌬ y are discrete and belong to the set of integers I. Figure 1 shows the spatial axis convention for determining the displacement vector ͓⌬ x ⌬ y ͔ for a GLC matrix. Notice that using symmetry P(i, j͉⌬)ϭ P( j,i͉Ϫ⌬), so we need to consider only displacements in directions varying over 180 deg. Thus, while the x coordinate for the displacement vector is varied from ϪT NX to ϩT NX , the y coordinate is varied only from 1 to T NY , plus there are T NX additional displacements from ͓1 0͔ to ͓T NX 0͔. The number of displacements T NGLC corresponding to the texture model T is:
The number of GLC matrices comprising the model increases drastically and nonlinearly with the latter maximum displacement values. Higher values of T NX and T NY will result in a more extensive texture model, but the computational cost for a large model may overwhelm the desire for quality, and a judicious compromise must be made. After B. Julesz made the important conjecture about the role of second-order statistics in human texture discrimination, GLC models have found many useful applications in machine vision. 5 Many studies have utilized features com- puted from GLC matrices, such as inertia, cluster shade, entropy, and local homogeneity. Specific definitions for these measures may be found in Refs. 6 -9. It is known that these measures do not gauge all the important texture context information contained in a GLC matrix. Therefore the elements of a GLC matrix themselves are also used as measures. In several studies to compare the relative power of various texture analysis techniques to perform texture discrimination, GLC matrices generally outperformed other methods. 6,10-13 GLC matrices have also been used for object detection, 7, 8 scene analysis, 9,14 as well as texture synthesis. 4, 15, 16 Other studies have demonstrated the wealth of texture information contained within GLC matrices. [17] [18] [19] Also, the human preattentive vision mechanism has been shown to be described quantitatively by GLC matrices. 7, 12 GLC matrices contain essentially the same information as some other texture analysis tools, such as Gibbs/Markov random fields, 20 in that they consist of tabulated secondorder probabilities.
Experimental Methodology for Comparative Analysis of Algorithms
We discuss several experiments designed to compare various iterative algorithms for synthesizing a random texture possessing a given set of second-order probabilities as tabulated in a GLC model. For each experiment, we judge the relative quality of the algorithm in terms of two criteria. First, we consider the quality of the final synthesized result, both qualitatively and quantitatively. Qualitative judgments are made by comparing the visual appearance of the synthesized texture to that of the original target texture. Quantitative judgments are made using a numerical measure of the error between the GLC models of the synthesized texture and the target texture. The measure we use for this purpose is simple average co-occurrence error ͑ACE͒, which has also been found to be highly correlated with human judgments of the visual distinctness between different textures. 21, 22 It is defined as:
Second, we consider the relative computational efficiency of an algorithm in terms of how quickly the algorithm converges to the final result. Computational efficiency is judged by examining how quickly the value of the ACE measure decreases versus computing time. All experiments were performed on the same machine, a Silicon Graphics Indy with a 132-Mhz IP22 processor. All of the iterative algorithms discussed require the generation of pseudorandom numbers, which in itself carries a certain computational overhead. No attempt is made to separate the computational overhead of random number generation from the rest of the algorithm. We consider the generation of needed random numbers to be an implicit part of the algorithm. 
Selection of Texture Test Patterns
We would like to analyze the effectiveness of various synthesis algorithms regardless of what texture is being synthesized. However, image textures have widely varying visual and statistical qualities. Some texture representation or synthesis methods may be more or less effective for some textures than others. For this reason, we selected a set of three texture test cases to serve as the target textures for all of the experiments. These three textures are from the Brodatz album of textures, 23 and represent all three of the classes of primitive textures in Rao's taxonomy. 24 The three selected textures are shown in Fig. 2 . The pigskin texture, D92 from Brodatz, is classified by Rao as a disordered texture; the raffia texture ͑D84͒ is classified as strongly ordered; the wood grain texture ͑D68͒ is classified as weakly ordered.
As explained previously, the co-occurrence probabilities in a complete GLC texture model are tabulated in a total of T NGLC matrices, each of which is of size GϫG. The three selected texture images were originally quantized to the standard Gϭ256 gray levels. To keep the texture models to a more easily manageable size, it was desired to reduce the quantization level of each of the three texture images to Gϭ8 levels. It was also desired to accomplish this histogram reduction with as little change in the appearance of the textures as possible. This means that we wish to minimize the change in gray levels for every pixel. For this reason, the K-means clustering algorithm 25 was used to select the eight gray levels for the new histogram. The algorithm was run separately for each of the three texture test case images. Figure 3 shows the resulting reduced histograms for the three 256ϫ256 texture test images. The visual appearance of the images with the reduced histograms is indistinguishable from the original Gϭ256 level images shown previously in Fig. 2 . For all of our experiments, we use the GLC models computed from these Gϭ8 reduced histogram texture images as the target model for the synthesis. 
Spin-Flip Versus Spin-Exchange Synthesis Algorithms
Using a GLC model for image texture, texture synthesis consists of generating a random pattern with the particular set of second-order probabilities contained within the target GLC model. The general procedure is to iteratively modify a random image so as to bring its second-order probabilities closer to the target probabilities. There are two basic algorithms that have been used to accomplish this iterative modification of the image. In the Metropolis spin-flip algorithm, 26, 27 an individual pixel's gray level is changed to the gray level that most reduces the error between the image's current second-order probabilities and the target probabilities. This is essentially the method of Gagalowicz and Ma. 4 In the Metropolis spin-exchange algorithm, introduced in image analysis by Cross and Jain 28 and applied to GLC models by Ravichandran, King, and Trivedi 29 and by Lohmann, 16 pairs of pixels are chosen randomly to be considered for a gray-level exchange. If exchanging the gray levels of the two pixels reduces the error between the current and target second-order probabilities, then the exchange is executed. A temperature annealing schedule can also be used, 30 which essentially means that the exchange occurs with probability min͓1,exp͑Ϫ⌬E/T)͔, where ⌬E is a measurement of the change in probabilities and T is a temperature that is gradually reduced to zero. Annealing could also be included with the spin-flip algorithm. However, we wish to study the performance of synthesis algorithms independent of annealing schemes, so the synthesis experiments described use no annealing. This corresponds to an infinite annealing temperature, and simply means that the flip or exchange is always executed if it results in a reduction in co-occurrence error.
In the first synthesis experiment, we compare the relative efficiency of the spin-flip and spin-exchange algorithms for iterative modification. For this experiment, the GLC models used as the targets of the synthesis included GLC matrices for all displacements up to T NX ϭT NY ϭ8 pixels. In actual practice, the GLC model for the current image as well as the target GLC model are stored in pro- gram memory as matrices of integers, representing the absolute number of co-occurrences for every gray-level pair and for every displacement. If we used the corresponding probabilities P(i, j͉⌬), this would require the use of floating point numbers. Manipulation of integer values generally requires less computation time and memory than for floating point numbers. The GLC model for the current image is updated after every modification by simply incrementing or decrementing the appropriate elements in the matrix for each displacement. To determine how a modification would affect the co-occurrence error, we count the number of matrix elements in which the value would be brought closer to the corresponding value in the target GLC model. The result of this is that the measure of cooccurrence error used to determine if a modification would be beneficial is essentially the same as the ACE measure given in Eq. ͑6͒.
For both algorithms, the initial starting point for the iterative modification is a 256ϫ256 image consisting of pixels with uncorrelated, randomly generated gray levels. The gray level is chosen for each pixel such that the probability of any particular gray level is the same as its proportion in the histogram of the target texture. Thus, we can expect that the histogram of this initial image will be approximately the same as the histogram of the target texture ͑shown in Fig. 3͒ .
One iteration is counted when every pixel has been considered for a modification, and no pixel is considered twice during a single iteration. The procedure for selecting a pixel for consideration is to first select a random location in the image. If that pixel has already been considered during the current iteration, then we step through the image in raster order until we find a pixel that has not yet been considered during the current iteration. We present the result of five iterations for the spin-flip algorithm and 15 for spinexchange, requiring a roughly similar length of computation time.
For each of the three texture test cases and for both of the algorithms, a total of ten patterns was synthesized, each with a different number provided as the initial seed for the random number generator. Since the initial random number seed has an effect on the progress of the synthesis as well as the final synthesized result, any single synthesis run is essentially drawing a sample from the space of all possible results for any given target GLC model. For this reason, it would be unwise to draw conclusions about a synthesis algorithm from only one sample from this space. Figure 4 shows the value of the ACE measure versus computing time, for both the spin-flip and the spinexchange algorithms. The ACE measure that is plotted in each case is the average over the ten test runs. These plots indicate that the spin-flip algorithm converges more quickly than spin-exchange. It is also evident that the reduction in ACE levels off to a lower final level for spin flip than for spin exchange. Figure 5 shows the number of modifications considered and the number actually executed for this same experiment. Again, the statistics plotted are averaged over the ten test runs. In every case, we see that the spin-exchange algorithm considers modifications more quickly. The spin-flip algorithm requires more time to consider a modification because it must compute the effect on the error of changing the pixel's gray level to each of the seven other possible gray levels, while the spin-exchange algorithm must only consider one possibility-the simple exchange of gray levels between two pixels. This fact, along with the fact that the spin-exchange algorithm considers two pixels at a time, explains why 15 iterations of the spin-exchange algorithm can be completed in roughly the same computing time as only five iterations of spin flip. Also from the plots in Fig.  5 , we see that although the spin-exchange algorithm is considering more modifications, the spin flip is actually execut- ing more. Because the spin-flip algorithm can change a pixel's gray level to any of the other possible gray levels, it has more flexibility and is more likely to discover a change that will reduce the error. Table 1 gives the final number of modifications considered and executed. For all three texture test cases, we see that the spin-flip algorithm executed almost double the percentage of modifications executed by spin exchange. Figure 6 shows the final result of the spin-flip algorithm for one of the ten test runs. Figure 7 shows the final result of the spin-exchange algorithm. All of the synthesized images exhibit some ''speckle,'' which resembles highfrequency noise. This is an artifact left over from the random uncorrelated gray levels, which served as the initial image for the synthesis. But we can see that the spin-flip results exhibit less of this speckle, and generally appear more similar to the target textures of Fig. 2 .
The evidence appears to favor the spin-flip algorithm over the spin-exchange algorithm. However, we must address one important advantage of the spin-exchange algorithm. Since it only allows gray-level exchanges, the histogram of the image being synthesized never changes. For some applications, this may be required. For example, we have used the spin-exchange algorithm to generate stimuli for the texture perception experiments described in Sec. 7. Since we wished to study the perceptual qualities represented by second-order statistics separate from first-order statistics, we needed images that all possessed exactly the same histogram. In Fig. 8 , we plot the average change, from initial to final image, in the number of pixels at each gray level for the spin-flip algorithm. The error bars show the spread of the amount of this change over the ten test runs. For the pigskin texture, the maximum change over all the gray levels and over all ten test runs was 0.018%; for raffia, 0.015%; and for wood grain, 0.019%. We feel that for most applications, the advantages of the spin-flip algorithm in terms of convergence speed and visual quality of the result outweigh the slight modification of the histogram. Spin flip is the algorithm used in the experiments that follow. 
GLC Similarity Measures: Absolute Error Versus Weighted Error
In the previous experiment, to determine how a modification would affect the co-occurrence error, we counted the number of matrix elements in which the value would be brought closer to the corresponding value in the target GLC model. A change by one co-occurrence in any matrix element is considered equivalent to a change of one cooccurrence in any other matrix element. We refer to this as a measure of absolute co-occurrence error. In this next experiment, we consider the use of a different, weighted measure of co-occurrence error. In this new measure, a change by one co-occurrence in any matrix element is weighted by the current surplus or deficit in co-occurrences, compared to the target model, in that matrix element. The result is that if there is a large surplus or deficit for a particular matrix element, this is considered more important than a small surplus or deficit in another element. Using absolute error, these would be considered of equal importance. Five iterations of the spin-flip algorithm, using the weighted error criterion, were run for the three texture test cases. Figure 9 shows plots of the convergence of the algorithm along with plots from the spin-flip convergence from the previous experiment, using absolute error. Again, all statistics are averaged over ten test runs. During the early stages of the iterative modification, the ACE using absolute error drops more quickly than the ACE using weighted error. This is most evident in the plot for wood grain. But eventually, the algorithm using weighted error settles to a lower ACE value for all three test cases. Figure 10 shows that both algorithms consider modifications at about the same rate, but the algorithm using weighted error executes many more of them. Table 2 gives the final number of modifications considered and executed. Again, we see that using weighted error greatly increases the proportion of modifications considered that are executed. Figure 11 shows the final result after five iterations of the spin-flip algorithm using weighted error for one of the ten test runs. Comparing these images to the ones for absolute error in Fig. 6 , we see that using weighted error results in less of the speckle that was evident previously, and produces a final result that appears more similar to the desired target textures. Spin flip using weighted error is the algorithm used in the experiments that follow.
Evaluating Spatial Neighborhood Extent Effects
As mentioned previously, the number of matrices in a GLC model increases drastically and nonlinearly with higher values of T NX and T NY . In the next experiment, we compare the results of texture synthesis for varying values of T NX and T NY . In the previous experiments, we used GLC models with T NX ϭT NY ϭ8 pixels. In this experiment, we try values for these parameters of 2, 4, and 16 pixels. In every case, these parameters describe the extent of the spatial neighborhood for the target GLC model as well as the model of the image being synthesized. Figure 12 shows the convergence of spin-flip iterative modification using weighted error for various values for the maximum spatial extent of the texture model. It is of no benefit to compare the magnitude of ACE computed for GLC models for different values of T NX and T NY , since the error is averaged over a different set of displacement vectors D. Instead, these plots are presented to compare how quickly the value of ACE levels off to a final level. It is evident the ACE levels off much more quickly for maximum displacements of 2 or 4 pixels than for 8 ͑from the previous experiment͒ or 16 pixels. Figure 13 shows the number of iterative modifications considered and executed for various values of T NX and T NY . The smaller the spatial extent of the GLC model, the more quickly modifications are both considered and executed. This is because the algorithm must examine the GLC matrix for every displacement in the set D and consider the effect the modification would have on the error for that matrix.
Multiresolution Texture Synthesis Approach
The previous experiment demonstrated how much more quickly the synthesis considers and executes modifications for GLC models of lesser spatial extent. However, a GLC model using a spatial model of lesser extent is less successful at capturing information about patterns with larger texture tiles. 29 In this section, we examine a multiresolution approach to the synthesis algorithm, which is capable of synthesizing larger tile patterns while still taking advantage of the increased speed of using a GLC model of small spatial extent. Figure 14 shows the general scheme for multiresolution texture synthesis. The original texture image, which will be the target of the synthesis, is at the upper left of the diagram. The GLC model is computed from the texture image at its original scale, then the resolution of the image is halved twice, and the GLC model is also computed from these two smaller images. The synthesis begins at the lowest level of resolution, at the bottom right of the diagram. The initial image subjected to the spin-flip algorithm at the lowest level consists of pixels with uncorrelated, randomly generated gray levels. The initial image for the two higher levels is the one synthesized at the next lower level, but doubled in size. In this manner, larger texture tiles can be synthesized first, and then the finer details of the texture are synthesized. Figure 15 shows the result of multiresolution synthesis, using a model at each resolution level with maximum spatial extent of T NX ϭT NY ϭ2. Figures 16 and 17 show the result for spatial extents of T NX ϭT NY ϭ4 and T NX ϭT NY ϭ8. Comparing the images in Fig. 15 to those in Fig. 11 , we see that we can achieve results using the multiresolution approach and relatively small T NX ϭT NY ϭ2 models comparable to the single resolution results using a much larger T NX ϭT NY ϭ8 model. Also from these results, we see that for the pigskin and raffia textures, there is no noticeable difference in the multiresolution results as we increase the size of the models from T NX ϭT NY ϭ2 to T NX ϭT NY ϭ8. These texture patterns consist of relatively small tiles. For the wood grain texture, the results for T NX ϭT NY ϭ4 and T NX ϭT NY ϭ8 have large shading patterns similar to the target texture in Fig. 2 , which are not evident in the results for T NX ϭT NY ϭ2. It is clear that some textures will require a GLC model of larger spatial extent to capture information about larger tiling patterns.
The texture synthesis algorithms presented can be used for a wide range of textures. As an illustration, Fig. 18 shows an image of stones and bushes from a natural scene and the result of multiresolution synthesis of the natural texture, using models with spatial extents of T NX ϭT NY ϭ4 pixels. The total computation time was 2.5 min. 
Hybrid Texture Synthesis and Psychophysical Study
The purpose of this next experiment is to assess the ability of the GLC-based error metric ͓Eq. ͑6͔͒ to model the perceptual distance between textured patterns by considering the case where the texture patterns are hybrids of two significantly different textures. The creation of the stimuli to be used in the experiment was accomplished as follows. Two different 256ϫ256 texture patterns were selected. After experimenting with several different pairs of textures, we settled on a wood grain texture and a grass texture, both from the Brodatz album of textures. 23 These two texture patterns are shown in Fig. 19 . The grass texture is considered disordered, while the wood grain texture is weakly ordered. 24 The GLC models were then computed from the two texture images, considering all possible displacements of up to nxϭnyϭ8 pixels. From these two GLC models, nine new synthetic models were created by linearly combining the two real models using nine different weighting schemes. This linear combination was performed by simply taking each element of each GLC matrix for texture model A, multiplying it by the weight w A , and adding it to the corresponding matrix element from texture model B multiplied by weight w B . The weights were chosen such that they always summed to unity, meaning that the resulting synthetic model represents a proper probability distribution in that the elements in each GLC matrix also sum to unity. This combination of two real GLC models to form a synthetic model is described by Eq. ͑7͒:
A synthetic texture model created in this way from textures A and B can be described by the two weights, w A and w B . These models will be referred to as hybrid texture models.
Designating the grass texture model as A and the wood grain model as B, the nine hybrid texture models for our and B ͑0,1͒, we now have a total of eleven GLC models. Next, eleven different 256ϫ256 textures were synthesized with the spin-exchange method, using the eleven GLC models as inputs. The synthesis process in every case was continued until no further improvement in the results was evident. Also, a different initial seed for the random number generator was used for each of the eleven textures, resulting in a unique initial spatial distribution of pixel intensities. These eleven different synthesized textures would serve as the background patterns for the experiment stimuli.
Target patterns were again synthesized in a 96ϫ96 square in the center of each of the 256ϫ256 background textures. The GLC model from which the target pattern was synthesized in every case was the model computed from the original grass texture ͓the ͑1,0͒ model͔. Thus, the stimuli all had the same target texture model and only the background textures were different. The spin-exchange algorithm was used for the synthesis, with blending along the boundary between target and background to minimize edge effects. Once again, the synthesis process in every case was continued until no further improvement in the results was evident, and a different initial random number seed was used for each target. The eleven stimuli used in the experiment are shown in Fig. 20 . Stimulus 1 should rheoretically have no target visible, since the original grass ͑1,0͒ model was used for both target and background synthesis. Stimulus 11 should theoretically have the most visible target, since it consists of a texture synthesized from the grass ͑1,0͒ model against a background synthesized from the wood ͑0,1͒ model. The nine stimuli between these two extremes have targets synthesize from the grass ͑1,0͒ model against backgrounds synthesized from the hybrid texture models.
A paired-comparison experiment was conducted using the synthesized stimuli. Since there were nϭ11 stimuli used in the experiment, there were a total of n(nϪ1)/2 ϭ(11)(10)/2ϭ55 possible pairs of stimuli. For each paired comparison, the human observer was required as before to choose the image in which he thought the target pattern is more distinct from its background. So the attribute being judged in the experiment is the ''perceptual distinctness'' of the target from the background, but no specific instructions were given on what perceptual cues the test subjects were to use when making their decisions. Ten observers were used. The data that were collected from the experiment consist of the number of times, out of ten observations, that each of the stimuli was judged greater than each of the other stimuli, i.e., its target pattern was judged more distinct. This raw data was used in a law of comparative judgment ͑LCJ͒ analysis to solve for the scale values for each stimulus. 31 The scale values resulting from this method are given in the fourth column of Table 3 . Figure 21 shows graphically the relative locations of the scale values along the perceptual continuum representing target distinctness. Note that stimulus 11 could not be assigned a relative scale because it was chosen over every other stimulus by every observer. In this case, we can think of the normal curve representing the distribution of discriminal processes for stimulus 11 as being so far separated from the distributions of the other stimuli as to have practically zero overlap, so we cannot accurately estimate its relative location on the continuum. It was impossible to foresee this situation when the stimuli for the experiment were created. There was, however, plenty of perceptual overlap among the other ten stimuli, so the LCJ analysis was successful when only these ten were analyzed. These scale values, neglecting stimulus 11, exhibit a correlation of 0.93 with the ACE measure ͓Eq. ͑6͔͒. Figure 22 shows the ten finite stimuli plotted using the ACE metric computations and the LCJ scale values. Also shown is the best fitting line from a linear regression analysis.
Concluding Remarks
We have presented development and analysis of texture synthesis algorithms based on GLC model of a texture field. One of the important and unique features of this research is to provide psychophysical experimental support to the synthesis algorithms. This support is sought for two reasons: first, to seek a quantitative metric to compare the similarities between two textures, which can provide a useful termination criterion; and second, to correlate the performance of a synthesis algorithm to the human observer's assessment of texture similarities and differences. These algorithms are evaluated using extensive experimental analysis. These experiments are designed to compare various iterative algorithms for synthesizing a random texture possessing a given set of second-order probabilities as characterized in a GLC model. Three texture test cases were selected to serve as the targets for the synthesis process in the experiments. The three texture test cases are selected so as to represent three different types of primitive texture: disordered, weakly ordered, and strongly ordered. For each experiment, we judge the relative quality of the algorithms by two criteria. First, we consider the quality of the final synthesized result in terms of the visual similarity to the target texture as well as a numerical measure of the error between the GLC models of the synthesized texture and the target texture. Second, we consider the relative computational efficiency of an algorithm, in terms of how quickly the algorithm converges to the final result. We conclude that a multiresolution version of the spin-flip algorithm, using a new weighted error criterion, performs the best for all of the texture test case considered. Also, with the help of psychophysical experiments, we were able to demonstrate a 
Fig. 22
The ten finite stimuli in the texture hybridization experiment plotted using the ACE metric computations and the LCJ scale values. high degree of correlation between synthetically generated textures and how human observers perceive texture differences.
