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Diffusion in the presence of high-diffusivity paths is an important issue of current 
technology. In metals high-diffusivity paths are identified with dislocations, grain 
boundaries, free surfaces and internal microcracks. Diffusion in a media with two 
distinct families of diffusion paths is modelled by two coupled linear partial 
differential equations of parabolic type with diffusivities D, and D,. Physically the 
situation D, < D, is of some considerable interest and previously established 
results, for D, non-zero, for the solution of boundary value problems, are not 
applicable to the idealized theory characterized by D, vanishing. An integral 
equation, which arises in the solution of boundary value problems for this idealized 
theory. is formally solved. 
1. INTRODUCTION 
In this note we give a formal derivation of the solution of an integral 
equation which occurs within a limiting situation of double diffusion theory. 
For media with two distinct families of diffusion paths the theory of diffusion 
is described by the following coupled system of two linear partial differential 
equations (see [ 1, 2]), 
ac 
1= D,V*c, - (K,C, + K2Cz), 
at 
ac, at= D,V*c, + (K,C, + Kzc2), (1.1) 
where c,(x, t) (a = 1, 2) denote concentrations and D, and K, are constants 
for which we suppose the following physically motivated inequalities 
D, >O, D, > 0, -K, > 0, K2 < 0. (1.2) 
The basic equations (1.1) are simplified somewhat if we introduce 
“stretched” coordinates 
x* = (K~/D,)“‘x, t” = K, t. (1.3) 
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On dropping the “asterisk” (1.1) becomes 
ac,- V’c, - (c, + Kc,), ac 81 - $= DV2cz + (c, + Kc~), (1.4) 
where D = D,/D, and K = K~/K, and from (1.2) we have 0 < D < 1 and 
K < 0. In a recent paper ] 3 ] it has been shown that the general solution of 
(1.4) can be expressed in terms of integrals of two functions h,(x, t) 
(a = 1, 2) which satisfy the “classical” diffusion equation 
iih 
a= V=h,. 
at (1.5) 
Moreover, in ]3 ] it has been shown that for D non-zero these relations can 
be “inverted” so as to express the two functions h,(x, t) in terms of integrals 
involving the concentrations c,(x, t). In this way we can deduce boundary 
conditions on h,(x, t) from prescribed conditions on c,(x, t). Thus, for 
example, this is the case for Dirichlet type boundary conditions, 
c,(x, 0) =fO(x) for x E a and c,(x, t) = g,(t) for x E LX2, (1.6) 
and further the solution of (1.4) for these boundary conditions is unique 
(see 141). 
Now in many physical situations the diffusion along one family of paths is 
a good deal less than along the other, therefore D, < D, say and the limiting 
situation D = 0 is of some considerable interest (see [2]). If for D = 0 the 
boundary data g,(t) in (1.6) satisfies (1.4),, namely g;(t) = gi(t) + Kg2(t) 
then the proof of the uniqueness theorem of [4] (Theorem 3.1) still holds and 
the solution of (1.4) with boundary conditions (1.6) is unique. However for 
D = 0 the general solution of (1.4) becomes (see [3]), 
c,(x, t) = ep’h,(x, t) + (K\“28’ 1’ eC(liK)r 
-0 
z,(Oh,(x, 2) +IK/“= IoK)h,(x, 7) 
I 
& 
(1.7) 
c2(x, t) = eKfh2(x, 0) + IK11’2eKf 
1 
’ e-(1+K)+ 
0 
5 
X- 
[i i 
- II2 
dr, 
t-r 
z,(tPz(x, r> + IKI-“2 zo(CP,(x, t> 
I 
where h,(x, t) (a = 1, 2) are arbitrary solutions of (1.5), I, and I, are the 
usual modified Bessel functions and [ is given by 
(‘= 2 /KJ”’ [r(t - ,)I”‘. (1.8) 
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In this case we cannot “invert*’ (1.7) to express /2,(x, t) as integrals of 
c,(x, t) since the two relations (1.7), and (1.7)2 are not independent because 
of (1.4)> with D = 0. Thus if we choose the boundary values of h,(x, t) such 
that c,(x, r) has the prescribed value g,(l) then the boundary value of c2(x, t) 
as generated from (1.7), automatically satisfies g;(t) = g,(f) + Kg*(t). If we 
observe that (1.7), can be written as 
-K [‘CT (’ +lor /2,(x, 7) I,([) d7, (1.9) 
. 0 
then we see that in both cases if either of h,(x, t) is specified on the 
boundary, the boundary value of the other is determined by solving an 
integral equation of the type 
-t 
I e- " + Ior h(x, 7) I,((‘) ds = g(x, t) for x EcYB, (1.10) 
-0 
and g(x, 0) = 0 for x E X6’. 
If in (1.10) we make the substitution c = (K[“‘s and replace j K(‘!‘t by t 
then finally we obtain an integral equation of the form 
j”f(Q ro[W2(t - t,“‘J dt = s(t), 
“” 
(1.11) 
where g(0) = 0. In the following section we show that we can express the 
solution of (1.11) in terms of infinite integrals involving Bessel functions J,) 
and J, . In Section 3 we evaluate the infinite integral #(a, b) given by (2.13) 
and finally in Section 4 we deduce the solution of (1.11). 
2. SOLUTION IN TERMS OF INFINITE INTEGRALS 
We denote the Laplace transform off(t) by As). In this section we shall 
need the following three results, 
-3c I e-sr 
-0 
~S(5)Zo[2:“2(f-r)‘.2Jd~~ dl=if’(s--!I, Re(s)> 1, (2.1) 
J, [2t”*(t + 2~3”~) d< 
I 
df 
= ; {f(O) -3[(2 + 4p2 -s]}, Re(s) > 0, (2.2) 
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~f(S)J,[2(~t)“‘]&~ dr=fS(b), Re(s)>O, (2.3) 
each of which can be proved by changing the order of integration and 
making use of standard Laplace transforms (see, for example, (5, pp. 127, 
138 and 153 I). If now we use p as the transform variable then on taking the 
transform of (1.11) and using (2.1) we have 
1 1 
F f( --I 
P 
P 
= t?(P)? Re(p) > 1. (2.4 ) 
We now let s=p-pm’ and observe that for real p, s we have s tending to 
-co and co as p tends to zero and 03, respectively, thus 
p= 2r’((? + 4y + sj. (2.5) 
Let q = [(s* + 4)“2 - s 1 then p = 2/q and (2.4) becomes 
f(s)=fi (:), Re(s) > 0. (2.6 1 
We thus introduce i(s) such that 
(2.7) 
and we observe that 
which tends to g(0) as s tends to zero. But by hypothesis g(0) = 0 and 
therefore from (2.2) and (2.6) we deduce that 
j-(t) = -2 I’^ f,,2(;;s:r,,,2 .1,[2t”~(t + 2t)“‘l dt, 
'0 
where using (2.3) we have 
/i(s) = 1’” eCs’ h(t) df = d = -0 5 (i) ix eeS”* g(t) J,[2(t<)“‘] dt, -0 1 -0 fm d<\ 
and hence 
s(t) J$(~i;>“‘] dt. (2.9) 
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If in (2.8) we put < = x/2 then we obtain from (2.8) and (2.9) that the 
solution of the integral equation (1.11) is given by 
xk(x) 
P2(f + x)“2 
J, [ 2t”‘(t + x)“‘] dx, (2.10) 
where k(x) = 2-‘h(x/2), is given by 
k(x) = f” g(t) J,,l’W)‘~21 &.
-0 
(2.11) 
If we substitute (2.11) into (2. lo), change the order of integration and put 
x = ty2 then we have 
f(f) = -2~ if” s(t) #la(t> t>, b(t) I&‘, 
'0 
(2.12) 
where @(a, b) is defined by 
$(a,b> = )-" Y3J,W 
J,{b(l +YZ)“2] 
-0 
(1 +y2)l12 dY- (2.13) 
where a and b are given by 
a = 2(t<)“‘, b = 21. 
In the following section we evaluate the integral (2.13) explicitly. 
(2.14) 
3. EVALUATION OF #(a, b) 
We define ~(a, b) to be given by 
w(a, b) = rrn YJ,(w) J,lb(l +~‘)“‘l dy d 0 (1 +y2)‘12 ’ (3.1) 
then from Sonine’s second integral (see, for example, Sneddon 16, p. 345 1) 
we have 
I&, b) = b- ‘J, [ (b2 - a’)“‘] H(b - a), (3.2) 
where H(x) denotes the usual Heaviside function. In the following we shall 
use the convention that primes denote differentiation with respect to the 
argument indicated. We also remind the reader that the generalized functions 
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and their derivatives appearing below will only be interpreted under the 
integral sign in (2.12). If we further define 
x(a, b) = 1% YJ&.Y)J”jb(l +Y*)“*] dy, (3.3) 
. 0 
then we have in a straightforward manner, 
Moreover since 
av aa = “(= Y2Jb@Y) J,[b(l +y2P21 dy 
0 (1 + y*)“* 
1 Qz =-- 
I b o 
YJX~Y> $ Vo[b(l + Y*)“*I 1 ~YY 
we deduce from integration by parts and Bessel’s equation for Jo, 
b all/ x=---. 
a aa (3.5) 
Thus from (3.4) and (3.5) we see that the required integral #(a, b) is given by 
o=$.&+;!&/. 
If we formally perform these differentiations then from (3.2) and (3.6) and 
Bessel’s equation for Jo we obtain, 
4(aT ‘1 = 
2bJ&[(b* - u2)“*] 
--@c a2)3/2 
+ a*J,[(b* -a*)“*] 
b(b* - a’) 
H(b - a) 
(a + b) .I;[ (b* - a*)“*] -- 
a(b2 - a*)“* 
60, _ a> _ J,Kb’ - a2)1’21 --- 6’(b - a), 
a 
(3.7) 
where we have used the result H’(x) = 6(x), where 6(x) is the usual Dirac 
delta function. 
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4. SOLUTION OF THE INTEGRAL EQUATION 
On substituting (3.7) into (2.12) we see from (3.7) there are three 
contributions to consider. We introduce z by 
z = b _ a = 2t’:Z(t’12 - (‘/2), (4.1) 
so that we have 
and from (2.14) and (4.2),, 
(b2 -a’) = z(4t -z). (4.3) 
Using (4.1), (4.2) and (4.3) we find from (2.12) that the contribution tof(t) 
arising from the first term of (3.7) becomes, 
2t 
4t 1 ( Z2 g 0 t+z-Z )I J;[z”‘(4t z)1’2] - z”2(4t z)‘/2 + - (t+ S-2) J,[z”2(4t - z)“‘] 2tz(4t-z) -1 
x (z - 2t) dz. 
If we make the successive substitutions, 
z = 2ut, v = (1 - u)2, q = vt, (4.4) 
then the first contribution becomes, 
- 1 I t g(v) t”2J;[2P(t - ‘1)“2] + #Jo[2t”2(t - q)“‘] (t - IJp to - VI t . drl 0 
The second contribution arising from (3.7) becomes, 
(z”2(4t - z)~‘~] 6(z) dz, 
zy4t - zy 
which is simply 2t g(t). Similarly we can show that the final term of (3.7) 
gives rise to the following contribution tof(t), 
- Jo[z”2(4t-z)“2]B’(z)dz, 
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and a straightforward integration by parts gives g’(t) - tg(l). Thus altogether 
the solution of (1.11) is given by 
J-(t) = g’(t) + t&T(t) 
t’q)[2t”2(t - q)“2] + ‘12.ro[2P2(t - ?p2] 
(t - ffp2 t(t - 7) 
dq. (4.5) 
We can deduce an alternative expression for f(t) by considering the 
integral, 
r = t'12 f g(q) 
.qzt”‘(t - q)“*] drl 
'0 (t - fjy2 
= 2p I I 0 g(r,+f;[2t”2(t - q)“*] f (t - q)-“* dry, 
which on integration by parts and recalling g(0) = 0 gives, 
f = -2t g(t) + 2t 
J I 
-’ g(r) 
J{[2t”‘(t - ?jq’2] -g,(r) .q2t”‘(t - ‘1P21 
(t - fl) p*([ - q)‘/2 ! 
dv 
. 
0 
On adding r to both sides of this equation and using Bessel’s equation for Jo 
we have 
r=-tg(t)-t ’ 
Jl 
g(q) 
Jo[2t”*(t - q)“2] + g,(rl) Jb[2t”2(t - v)“21 
(t - rl) t*q - 11)‘/* 1 
dv 
’ 
0 
and thus from (4.5) we have that the solution of the integral equation (1.11) 
is given by 
f(t) = g’(t) + Q(t) + fl: (t + v) 0) JoPt”20 - v)“~I dv 
112 
- 
c 
1 g’(q) J, [2t”*(t - q)“‘] dv, 
where we have used Jo = --.I,. An alternative expression involving only Jo 
can be deduced from integration by parts of the second integral in (4.6). We 
obtain, 
f(f) = g’(O) Jocw + 2@(t) 
+ 1; jg”(rl) + (1 + ;) g(v)/ Jo12t”‘O - c9”21 dv. (4.7) 
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As an illustration consider the case of g(t) = t. From the integral (see, for 
example, [7, p. 7401) 
fn’2Jo(a sin B)(cos 13)~~+‘sin BdB= 2O ‘zb:,‘) JD+,(a) 
‘0 
WC,4 > -11, 
we can deduce from (4.7) by means of the substitution r] = t cos’ 0, 
f(t) = 2t2 - +Jo(2t) + f ( 1 - ;) J;(2). (4.8) 
5. DISCUSSION 
We have given a formal derivation of the solution (4.7) of the integral 
equation (1.11). Although we have not been able to verify this solution 
independently we see from (1.11) that we have f(0) = g’(0) and 
f’(0) = g”(0) and we can at least confirm these results at various stages of 
the analysis. For example from (2.10) we have 
d&s) f(0) = -f= xk(x) dx = lii ds, 
0 
while from (2.11) using (2.3) we obtain 
Thus from (5.1) and (5.2) we have 
f(0) = 1:~ $i”l ep I” c dt = f$ $i”: e--4 g(sk) dA, (5.3) 
0 0 
and hence we confirm f(0) = g’(0). Also from (4.7) we can check that f(t) 
and f’(t) have the correct values at t = 0. 
As an example consider the Dirichlet boundary conditions (1.6) with 
c,(x, t) = IKI c, c2(x, t) = c for x E LX2, (5.4) 
where c is a constant. If we take h,(x, t) = IKj c for x E LM2 then from (1.9) 
we see that the boundary value of h,(x, t) satisfies the integral equation 
(1.10) where the function g(x, t) is given by 
g(x,t)=c(l -K)p’(e-Kt-eet) for x E da. (5.5) 
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In deriving (5.5) we have made use of (2.1) to evaluate the integral in (1.10). 
The appropriate boundary condition on h,(x, t) becomes 
w, f> = IKI 112 ,(I t wrf((~yt), (5.6) 
wheref(t) is obtained from (4.7) and the function g(t) in (4.7) is given by 
g(t) = c(l _ K) yeI” ?I _ e-l”l 12’). 
(5.7) 
Thus we have obtained an expression for the boundary values of h,(x, t). 
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