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Abstract
In this paper we explore a speci/c semi-classical orthogonal sequence, namely the generalized Gegenbauer orthogonal
polynomials (GG) which appear in many applications such as the weighted Lp mean convergence of Hermite–Fej6er
interpolation or the chain of harmonic oscillators in the absence of externally applied forces. First we trace back the
genesis of GG underlining its links with the Jacobi orthogonal polynomials. Second we establish a di8erential–di8erence
relation and the second-order di8erential equation satis/ed by this sequence. We end by giving the fourth-order di8erential
equation satis/ed by the association (of arbitrary order) of the GG. c© 2001 Elsevier Science B.V. All rights reserved.
MSC: primary 33C45; 33D45; 42C05; 34-XX; secondary 34Kxx; 39A10
Keywords: Orthogonal polynomials; Second- and fourth-order di8erential equations; Associated orthogonal polynomials;
Gegenbauer polynomials
1. Preliminaries
First let us recall some features of semi-classical orthogonal sequences (for more details see [7]
and the literature quoted there). Let {Pn}n¿0 be a semi-classical sequence orthogonal with respect
to L; that is to say that L satis/es a functional equation, i.e.
 L+D[L] = 0; (1)
with { 〈 L; P〉 := 〈L;  P〉;
〈D[L]; P〉 := − 〈L; P′〉: (2)
 and  are the given polynomials related to the sequence {Pn}n¿0.
E-mail address: belmehdi@ano.univ-lille1.fr (S. Belmehdi).
0377-0427/01/$ - see front matter c© 2001 Elsevier Science B.V. All rights reserved.
PII: S 0377-0427(00)00643-9
196 S. Belmehdi / Journal of Computational and Applied Mathematics 133 (2001) 195–205
If
∏
	∈Z(|r	|+ |( L)0|)¿ 0, then s :=max{degree of  − 1; degree of − 2} will be called the
class of the sequence {Pn}n¿0 or the class of the functional L, where Z is the set of zeros of ; r	
and  	 are de/ned in the following way:{
(x) = (x − 	)	(x);
 (x) + 	(x) = (x − 	) 	(x) + r	
(3)
and ( 	L)0 := 〈 	L; 1〉.
If L is represented by a weight function  then the logarithmic derivative of  is a rational
function.
Recall the three-term recurrence relation satis/ed by monic orthogonal polynomials,{
Pn+2(x) = (x − n+1)Pn+1(x)− n+1Pn(x); n¿0;
P1(x) = x − 0; P0(x) = 1;
(4)
with (n; n) ∈ C×C∗, 0 := 〈L; 1〉 is the /rst moment and does not appear in the recurrence relation,
by convention, we will take it equal to unity.
Among the various characterizations of semi-classical sequences we list the ones we will use in
the sequel
1. Each Pn(x) satis/es a second-order di8erential equation of Laguerre–Perron type, i.e.
(x)Dn(x)P′′n (x) + {C0(x)Dn(x)−W ((x); Dn(x))}P′n(x){
W
(
Cn(x)− C0(x)
2
; Dn(x)
)
− Dn(x)
n−1∑
k=0
Dk(x)
k
}
Pn(x) = 0; (5)
where 

Cn+1(x) =−Cn(x) + 2Dn(x)n (x − n); n¿0;
Dn+1(x) =−(x) + nn−1Dn−1(x) +
Dn(x)
n
(x − n)2 − Cn(x)(x − n); n¿0;
C0(x) =− (x)− (x);
D0(x) =−
〈
Lu;
 (x)−  (u)
x − u
〉
−
(〈
Lu;
(x)− (u)
x − u
〉)′
;
W (f; g) = fg′ − f′g:
(6)
n and n are the coeKcients in the three-term recurrence relation. In this paper polynomials with
negative subscript and empty sum are zero, empty product is equal to 1.
2. {Pn}n¿0 satis/es the following structure relation:
(x)P′n+1(x) =
Cn+1(x)− C0(x)
2
Pn+1(x)− Dn+1(x)Pn(x); n¿0; (7)
with ; Dn and Cn the quantities introduced above.
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3. The formal Stieltjes function of L, namely∫
(x) =−
∑
k¿0
(L)k
xk+1
(8)
satis/es a linear non-homogeneous /rst-order di8erential equation, i.e.
(x)
∫ ′
(x) = C0(x)
∫
(x) + D0(x); (9)
where ; C0 and D0 are as above and (L)k = 〈L; xk〉.
2. Relation between Jacobi and generalized Gegenbauer polynomials
Let us start with the irreducible canonical functional equation of class one, when  in (1) has
three simple zeros [4,7]:

{−( M	+ M + M+ 3)x2 + [( M	+ M + 2)c + M − M	]x + ( M	− M)c + M+ 1}L
+D[(x2 − 1)(x − c)L] = 0;
{| M	|+ |( M	+ M + M+ 2)(L)1 − ( M	+ M + 1)c + 2 M	+ M+ 1|}
× {| M|+ |( M	+ M + M+ 2)(L)1 − ( M	+ M + 1)c + 2 M − M− 1|}
× {| M|+ |( M	+ M + M+ 2)(L)1 + M	− M + Mc|} 	= 0:
(10)
If we set

M	= M = 	;
M= 2 + 1;
c = 0
(11)
in Eq. (10), we get

[− 2(	+  + 2)x2 + 2( + 1)]L+D[x(x2 − 1)L] = 0;
{|	|+ |(2	+ 2 + 3)(L)1 + 2(	+  + 1)|}
× {|	|+ |(2	+ 2 + 3)(L)1 + 2(	−  − 1)|}
× {|2 + 1|+ |(2	+ 2 + 3)(L)1|} 	= 0:
(12)
As shown in [7] L may be represented by
〈L; P〉 :=K
∫ 1
−1
(1− x2)	|x|2+1P(x) dx; (13)
where K is a normalization term; it will be chosen such that (L)0 = 1.
Up to a displacement, the orthogonal polynomials with respect to this linear functional were /rst
introduced by Heine [11, Vol. 1, pp. 294–296] in the special case 	=− 12 and  =− 34 .
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These polynomials, when 	= a=2; = (a− 2)=2, can be interpreted as a limiting case of Racah’s
q-polynomials when q → −1 [3].
The case 	= 0;  = (a− 1)=2 appears in the study of frictionless spring–mass system [17].
For an application of these polynomials to the weighted Lp mean convergence of Hermite–Fej6er
interpolation, see [22].
The linear functional de/ned by Eq. (13) belongs to the large class of the generalized Jacobi
weight functions which play a very important role in the mean convergence of Lagrange interpolation
[1,2,19,20].
Notice that the weight function w(x)=(1−x2)	|x|2+1 is an even function over [−1; 1]. From now
on we will note G	; the linear functional represented by this weight function and {Sn(x)}n¿0 the
corresponding orthogonal polynomials. As the linear functional G	; is symmetric, the odd moments
are all zero and Eq. (12) becomes{
[− 2(	+  + 2)x2 + 2( + 1)]G	; +D[x(x2 − 1)G	;] = 0;
{|	|+ 2|	+  + 1|}{|	|+ 2|	−  − 1}|2 + 1| 	= 0: (14)
To ensure the validity of the integral representation of G	;, and the irreducibility of the functional
equation satis/ed by G	;, we must set
	; ¿− 1;  	= − 12 : (15)
• We will see later that through some changes we may enlarge the range of these parameters.
• w(x) may be viewed as a modi/cation of the Gegenbauer weight function, in this paper we are
not dealing with this aspect, for details on the modi/cations of linear functionals, see [4,5].
According to the principle of symmetrization of Chihara [10, p. 40 and s.] there exist two linear
functionals L1 and L2 de/ned by

〈L1; xn〉=
∫ 1
0
xn−1=2w(x1=2) dx;
〈L2; xn〉=
∫ 1
0
xn+1=2w(x1=2) dx:
(16)
Let us call {Pn(x)}n¿0 (resp. {Qn(x)}n¿0) the polynomials orthogonal with respect to the weight
function w1 = x−1=2w(x1=2) (resp. w2 = x1=2w(x1=2)) on 0¡x¡ 1; such that
S2m(x) = Pm(x2); S2m+1(x) = xQm(x2) for all m¿0: (17)
Let us rewrite the expressions of w1(x) and w2(x){
w1 = (1− x)	x;
w2 = (1− x)	x+1;
(18)
that is to say that the sequence {Pn(x)}n¿0 (resp. {Qn(x)}n¿0) is, up to a displacement (x → 2x−1),
a Jacobi sequence with the parameters (	; ) (resp. (	;  + 1)). In other words
S2m(x) = kmP	;m (2x
2 − 1); S2m+1(x) = k˜mxP	;+1m (2x2 − 1) ∀m¿0; (19)
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where P	;m (x) denotes the Jacobi’s polynomials which are orthogonal with respect to J	;, this last
linear functional satis/es
[− (	+  + 2)x − 	+ ]J	; +D[(x2 − 1)J	;] = 0: (20)
km and k˜m are normalization terms (cf. [16]). If we consider only monic orthogonal polynomials,
Eq. (19) becomes
S2m(x) =
1
2m
P	;m (2x
2 − 1); S2m+1(x) = 12m xP
	;+1
m (2x
2 − 1) ∀m¿0: (21)
In addition, the GG verify the following three-term recurrence relation:

Sn+2(x) = xSn+1(x)− n+1Sn(x); n¿0;
S1(x) = x; S0(x) = 1;
n+1 =
(n+ 1 + #n)(n+ 1 + 2	+ #n)
4(n+ 1 + 	+ )(n+ 2 + 	+ )
with #n = (2 + 1)
1 + (−1)n
2
; n¿0:
(22)
The fact that “n does not vanish for any integer n” is equivalent to the statement that the Hankel
determinant associated with G	; are not zero, and this ensures the existence of the sequence {Sn}n¿0
without any reference to the integral representation of G	;. As we see from the three-term recurrence
relation, the above considerations lead to the following conditions:
 	∈ {−n; n ∈ N∗};
	+  	∈ {−n; n ∈ N∗}:
The last conditions and the condition of the irreducibility of the functional equation satis/ed by G	;,
i.e.
 	= −1=2;
give now the new range of validity of the parameters 	 and . From now on we will deal with
monic orthogonal polynomials and the parameters 	 and  as described above, of course we lose
the integral representation of G	; but all the algebraic properties are still valid.
3. Semi-classical aspect
According to the /rst section we may exhibit all the characterizations of the GG.
3.1. Structure relation
The Jacobi monic orthogonal polynomials satisfy the following structure relation [6]:
(x2 − 1) d
dx
[P	;m (x)] =
C	;m (x)− C	;0 (x)
2
P	;m (x)− D	;m (x)P	;m−1(x) ∀m¿0; (23)
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where

C	;m (x)− C	;0 (x)
2
= m
(
x +
 − 	
2m+ 	+ 
)
;
C	;0 (x) = (	+ )x + 	− ;
D	;m (x) = 4
n(m+ 	+ )(m+ 	)(m+ )
(2m− 1 + 	+ )(2m+ 	+ )2 :
(24)
Taking into account Eqs. (21)–(24) we get

(x)S ′n+1(x) =
Cn+1(x)− C0(x)
2
Sn+1(x)− Dn+1(x)Sn(x); n¿0; with (x) = x(x2 − 1);
Cn+1(x)− C0(x)
2
= (n+ 1)x2 + #n;
C0(x) = (2	+ 2 + 1)x2 − (2 + 1);
Dn(x)
n
= 2(n+ 	+  + 1)x; n¿0;
(25)
which is the structure relation of the GG.
Remark. From the structure relation we can infer that the zeros of Sn(x) are simple except one
(zero for odd polynomials) which may be double according to the relative position of n, 	 and .
3.2. Second-order di6erential equation
In order to obtain the di8erential equation satis/ed by the GG we have computed all the ingredients
which appear in this equation. Characterization 1 leads to
x2(x2 − 1)S ′′n (x) + x[(2	+ 2 + 3)x2 − 2 − 1]S ′n(x)
−[n(2	+ 2 + 2 + n)x2 − #n−1]Sn(x) = 0; (26)
which is in accordance with the di8erential equation and obtained by another technique by Konoplev
[13].
3.3. Pseudo-spectral character
The classical orthogonal polynomials (Hermite, Laguerre, Jacobi and Bessel) may be viewed as
eigenfunctions of di8erential operators of second order, i.e. if {Pn}n¿0 is one of the four families,
then Pn satis/es

L[Pn] = $nPn; where L= 
d2
dx2
−  d
dx
;
$n =
n[(n− 1)′′ − 2 ′]
2
:
(27)
 (resp.  ) is a polynomial of degree at most 2 (resp. degree 1). Notice that the coeKcients of 
and  do not depend on n.
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Bochner [9] classi/ed, up to a linear change of the variable, all second-order di8erential equations
admitting a sequence of orthogonal polynomials as solution and he pointed out that there are four
di8erent situations corresponding to the four classical families. It is natural to ask, when does a
sequence of orthogonal polynomials {Pn}n¿0 satisfy a linear di8erential equation in which all the
coeKcients except the one of 0th derivative are polynomials independent of the indexing parameter
n? Such a di8erential equation will be called a spectral di8erential equation. The answer was given
by Krall [14] who showed that the order of such a di8erential equation has to be even and he gave
a necessary and suKcient condition on the moments of the linear functional with respect to which
{Pn}n¿0 is orthogonal, that ensures that Pn satis/es a spectral di8erential equation. Recently examples
of spectral di8erential equations of higher (fourth, sixth, etc.) order appear in the literature [15,18].
Our concern here is to highlight an intermediate situation between higher order and second-order
spectral di8erential equations.
De!nition. A di8erential equation will be called pseudo-spectral if all the coeKcients do not depend
on the indexing parameter n except the coeKcient of the 0th derivative which is a polynomial of
/xed degree with coeKcients depending on n.
Let us write the second-order di8erential equation satis/ed by Pn(x)
(x)Dn(x)P′′n (x) + {C0(x)Dn(x)−W ((x); Dn(x))}P′n(x){
W
(
Cn(x)− C0(x)
2
; Dn(x)
)
− Dn(x)
n−1∑
k=0
Dk(x)
k
}
Pn(x) = 0; (28)
if we divide throughout the last equation by Dn(x), we get
(x)P′′n (x) +
{
C0(x) + ′(x)− (x)D
′
n(x)
Dn(x)
}
P′n(x)
+
{
Cn(x)− C0(x)
2
D′n(x)
Dn(x)
− C
′
n(x)− C ′0(x)
2
−
n−1∑
k=0
Dk(x)
k
}
Pn(x) = 0: (29)
By elementary consideration on logarithmic derivative of Dn(x), we may state
Proposition. Eq. (28) is pseudo-spectral if and only if Dn(x) can be written as a product of function
of n and a polynomial in x; i.e. Dn(x) = %nB(x). Eq. (29) becomes
(x)B(x)P′′n (x) + {C0(x)B(x)−W ((x); B(x))}P′n(x)
+
{
W
(
Cn(x)− C0(x)
2
; B(x)
)
− B2(x)
n−1∑
k=0
%k
k
}
Pn(x) = 0: (30)
According to the results obtained in the previous two subsections, the GG satis/ed a pseudo-spectral
di8erential equation, this aspect provides us with facilities to compute the di8erential operators in-
volved in the fourth-order di8erential equation in the next section.
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4. Fourth-order di%erential equation for the associated orthogonal polynomials
We de/ne the associated orthogonal polynomials of order r (an integer) with regard to L(r−1) as
follows:
r−1P(r)n (x) =
〈
L(r−1);
P(r−1)n+1 (x)− P(r−1)n+1 (t)
x − t
〉
; r¿1; n¿0; (31)
assuming that P(0)n = Pn and L
(0) =L, where L(r−1) is the linear functional with respect to which
{P(r−1)n }n¿0 is orthogonal, and it is understood that L(r−1) acts on t.
Let us call
∫
r the formal Stieltjes function of L
(r), it is a well-known result that [21]
∫
0
(x) =− (L)0
x − 0 +
∫
1(x)
; (32)
it is easy to show that
(L(r))0 = r
and ∫
r
(x) =− r
x − r +
∫
r+1(x)
: (33)
Lemma. If L is semi-classical; then
∫
r satis:es the following Riccati equation:
(x)
∫ ′
r
(x) =
Dr−1(x)
r−1
∫ 2
r
(x) + Cr(x)
∫
r
(x) + Dr(x); r¿0: (34)
The key to the relation between
∫
r and the associated orthogonal polynomials is given by basic
identity [12]
∫
r
(x) = r
P(r+1)n (x)−
∫
r+n+1(x)P
(r+1)
n−1 (x)
P(r)n+1(x)−
∫
r+n+1(x)P
(r)
n (x)
: (35)
After a tedious computation we obtain the following important relations:


(x)(P(r)n+1)
′(x) =
Cr+n+1(x)− Cr(x)
2
P(r)n+1(x)− Dr+n+1(x)P(r)n (x) +
r
r−1
Dr−1(x)P(r+1)n (x);
(x)(P(r+1)n )
′(x) =
Cr+n+1(x) + Cr(x)
2
P(r+1)n (x)− Dr+n+1(x)P(r+1)n−1 (x)−
Dr(x)
r−1
P(r)n (x):
(36)
We apply these results to the GG.
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By using the three-term recurrence relation satis/ed by {S (r)n }n¿0, and Eq. (6) and making the
appropriate substitution (for more details about these operations, see [8]), we get


Dr; n[Y ] =Nr+1; n−1[Z];
where
Dr; n = (x)
Dr+n(x)
r+n
d2
dx2
+
[
Cr(x)
Dr+n(x)
r+n
−W
(
(x);
Dr+n(x)
r+n
)]
d
dx
−
{
W
(
Cr+n+1(x) + Cr(x)
2
;
Dr+n(x)
r+n
)
+
Dr+n(x)
r+n
r+n∑
k=r
Dk(x)
k
}
id;
Nr+1; n−1 =
r
r−1
{
2Dr−1(x)
Dr+n(x)
r+n
d
dx
−W
(
Dr−1(x);
Dr+n(x)
r+n
)
id
}
:
(37)


D˜r+1; n−1[Z] = N˜r; n[Y ];
where
D˜r+1; n−1 = (x)
Dr+n(x)
r+n
d2
dx2
−
[
Cr(x)
Dr+n(x)
r+n
+W
(
(x);
Dr+n(x)
r+n
)]
d
dx
−
{
W
(
Cr+n+1(x)− Cr(x)
2
;
Dr+n(x)
r+n
)
+
Dr+n(x)
r+n
r+n∑
k=r
Dk(x)
k
}
id;
N˜r; n =−2Dr(x)Dr+n(x)rr+n
d
dx
+W
(
Dr(x);
Dr+n(x)
r+n
)
id;
(38)
where
Y = S (r)n (x);
Z = S (r+1)n−1 (x):
Using the expressions of Cn(x); Dn(x)=n; #n and after simpli/cation, we get


L2[Y ] = Ex2Z ′
with
L2 = (r + 	+  + 1)
{
x2(x2 − 1) d
2
dx2
+ [(2r + 2	+ 2 + 3)x3 − (−1)r(2 + 1)x] d
dx
− [n(n+ 2r + 2	+ 2 + 2)x2 − (−1)r#n+1]id
}
;
E = (r + 2	+ #r+1)(r + #r+1):
(39)
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

M2[Z] = E˜x2Y ′
with
M2 = x2(x2 − 1) d
2
dx2
− [(2r + 2	+ 2 − 1)x3 − (−1)r(2 + 1)x] d
dx
− [(n+ 1)(n+ 2r + 2	+ 2 + 1)x2 + (−1)r#n]id};
E˜ =−4(r + 	+  + 1):
(40)
By di8erentiating Eq. (38) and multiplying the result by x2 − 1, we obtain
(x2 − 1)D ◦ L2[Y ] = E[x2(x2 − 1)Z ′′ + 2x(x2 − 1)Z ′]: (41)
By extracting x2(x2 − 1)Z ′′ from Eq. (35), we get
(x2 − 1)D ◦ L2[Y ]− EE˜x2D[Y ] = [(A˜+ 2)x2 + B˜− 2]ExZ ′ + (C˜x2 + D˜)EZ (42)
with 

A˜= (2r + 2	+ 2 − 1);
B˜= (−1)r+1(2 + 1);
C˜ = (n+ 1)(n+ 2r + 2	+ 2 + 1);
D˜ = (−1)r#n:
(43)
We multiply the last but one equation by x and take into account Eq. (38) to get
{x(x2 − 1)D ◦ L2 − [(A˜+ 2)x2 + B˜− 2]L2 − EE˜x3D}[Y ] = x(C˜x2 + D˜)EZ: (44)
We set
L1 = x(x2 − 1)D− [(A˜+ 2)x2 + B˜− 2]id; (45)
then, we have
L3[Y ] = x(C˜x2 + D˜)EZ; (46)
where
L3 = L1 ◦ L2 − EE˜x3D: (47)
Di8erentiation of Eq. (45) and multiplication of the resulting equation by x, and Eq. (38) leads to
L4[Y ] = x(3C˜x2 + D˜)EZ; (48)
where
L4 = xD ◦ L3 − (C˜x2 + D˜)L2: (49)
We eliminate Z between Eqs. (45) and (47) to get
{(C˜x2 + D˜)L4 − (3C˜x2 + D˜)L3}[Y ] = 0; (50)
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which is the fourth-order di8erential equation satis/ed by the associated polynomial S (r)n . Notice that
we obtain this equation in almost factorized form, i.e. if we call M4 its di8erential operator, we
have
M4 = [[(C˜x2 + D˜)xD− (3C˜x2 + D˜)id] ◦ L1 − (C˜x2 + D˜)2 id] ◦ L2
−EE˜x3[x(C˜x2 + D˜)D2 + 2D˜D]: (51)
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