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Abstract
The incompressible Navier–Stokes equations are re-formulated to involve an
arbitrary time dilation; and in this manner, the modified Navier–Stokes equa-
tions are obtained which have some penalization terms in the right hand
side. Then, the solid rigid bodies are modeled as the regions where time is
dilated infinitely. The physical and mathematical properties of the modified
equations and the penalization terms are investigated, and it is shown that
the modified equations satisfy the no-slip, no-diffusion, no-advection, and
no-pressure coupling conditions. The modified equations can be used in ex-
act imposition of the solid rigid bodies on the incompressible Navier–Stokes
equations. To show the capability of the modified equations, three classical
exact solutions of the Navier–Stokes equations, that is, the Stokes first prob-
lem, the plane stagnation point flow, and the stokes flow over a sphere are
re-solved exactly, this time in the presence of a solid region.
Keywords: Incompressible Navier–Stokes equations; Time dilation;
Immersed rigid surfaces; Penalization terms
1. Introduction
Efficient imposition of the solid boundaries on the incompressible Navier–
Stokes equations has been one of the longstanding challenges of the theoret-
ical as well as computational fluid dynamics. The effects of the solid bound-
aries on the fluid flow are commonly modeled by the no-slip condition, which
means the velocities of the fluid and solid are equal at the solid boundaries.
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In spite of the extensive body of literature on the implementation of the
no-slip condition, both for the regular boundaries [3, 5, 2], and the immersed
boundaries [6, 7], it seems that exact implementation of this condition so
that the velocity vector remains solenoidal all over the solution domain is
still an unsolved problem.
The present article, suggests modification of the incompressible Navier–Stokes
equations so that the solid rigid bodies can be implemented exactly. By the
term rigid we mean a material of infinite elastic modulus. This is a simplified
model which may be used in many fluid–solid problems, at least approxi-
mately. In these materials, by their nature, the distribution of stresses is not
a continuous function. In particular, the distribution of stresses in the body
is not depended on the stresses on the boundaries. It means the stresses
on the boundary of a rigid body, in a fluid–solid system, do not affect the
stresses inside the rigid body. This is a mutual effect, that is, the stresses
in the rigid body do not affect the stresses in the fluid as well. In fact, the
stresses field in the fluid–solid system are discontinuous at the solid surface.
Therefore, the rigid body surface is a singularity surface in that the informa-
tion do not exchange between its two sides.
Such singularity surfaces are well-known in the general relativity and cos-
mology. In fact, the black holes have been in studying for several decades
as the singularities in the space–time structure [4]. The black hole surface
(the event horizon, as it is called in the general relativity) is assumed to be
a singularity surface that no information can be exchanged between its two
sides. For the black holes, the singularity is due to infinite curvature in the
space–time manifold which, in turn, is a result of extremely strong gravity
of the black hole, which causes an infinite time dilation.
Now, in a fluid–solid system, if we assume that vanishing of the velocities in
the solid body is a result of stopping the time (i.e. infinite time dilation),
not the result of properties of the material, then many similarities can be
observed between the presence of a black hole in the space–time and the
presence of a solid rigid body in an incompressible flow (except for the grav-
ity of coarse). This is the key assumption we made in our study.
In the approach we suggest in the present article, the fluid–solid system is
modeled by a fluid flow field having two different time dilations. The fluid
region has no time dilation, while in the solid region the time dilation goes
to infinity. As it will be seen, the presence of the solid body will fully sense
by the fluid flow in this way.
In the sequel, at first, we re-formulate the incompressible Navier–Stokes equa-
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Figure 1: A typical fluid-solid (rigid) body problem. The solid body Ωs with its boundary
∂Ωs is placed in the flow of an incompressible Newtonian fluid occupies the flow domain
Ωf . The fluid flow is formulated and solved in a regular domain Ω with its boundary ∂Ω.
tions to involve an arbitrary time dilation. Then, suitable time dilation for
imposition of the rigid solid bodies is introduced in the equations and the
physical and mathematical characteristics of the resulting modified Naver–
Stokes equations are discussed. Finally, the capability of the modified equa-
tions in imposition of the solid bodies is demonstrated via solution of three
classical exact solutions of the Navier–Stokes equations.
2. Modifying the incompressible Navier–Stokes equations
The modified Navier–Stokes equations are derived in this section. Begin-
ning from the classical incompressible Navier–Stokes equations, an arbitrary
time dilation is imposed on the equations and then a particular time dila-
tion is proposed so that the rigid bodies can be modeled. The physical and
mathematical properties of the modified equations are discussed in the end.
2.1. Preliminaries and basic definitions
According to Fig. 1, consider a regular domain Ω ∈ Rd where d =
2 or 3 and its boundary ∂Ω, containing a rigid solid obstacle Ωs with its
boundary ∂Ωs. Moreover, assume that the fluid domain Ωf = Ω \ Ω¯s (where
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Ω¯s = Ωs ∪ ∂Ωs), is occupied by an incompressible Newtonian fluid that its
dynamics is governed by the incompressible Navier–Stokes equations{
∂tu˜+ (u˜
T · ∇)u˜ = −1
˜̺
∇p˜ + ν˜∇2u˜ in Ωf × R+,
∇ · u˜ = 0 in Ωf , (1)
in which u˜ = [u˜1 · · · u˜d]T is the velocity vector, p˜ is the pressure, ˜̺ and ν˜
are the fluid density and the kinematic viscosity. The initial and boundary
conditions for the above system are:
IC : u˜(x, 0) = u˜0(x) in Ωf , (2)
BCs : u˜(∂Ω, t) = u˜∂Ω(t), (3)
u˜(∂Ωs, t) = 0, (4)
where we assume that the initial velocity is solenoidal ∇ · u˜0(Ωf ) = 0; and
the initial and boundary data are compatible.
For the future usage, system (1) with the initial/boundary conditions (2)–
(4) is called S0. At this point we assume that system S0 has a unique solution,
which means there are sufficiently smooth velocity vector filed u˜(x, t) and
pressure field p˜(x, t) that satisfy equations (1) and the boundary conditions
(2)–(4).
2.2. The Incompressible Navier-Stokes equations in the presence of time di-
lation
Now, it is desired to re-formulate the incompressible Navier–Stokes (with-
out rigid obstacles) in the presence of an arbitrary local time dilation. The
formulation is provided in the regular domain Ω (see Fig. 1).
In the regular domain Ω ∈ Rd and its boundary ∂Ω, occupied by a New-
tonian fluid, we consider two distinct inertial space–time coordinates; that
is, a reference space–time coordinate (x, t) and a local space–time coordi-
nate (x∗, t∗). Merely the time dilation is desired (without any changes in the
space or other). Therefore, we assume x∗ = x while t∗ = t/λ where the time
dilation factor λ = λ(x, t) is given at each reference time instant t. The fluid
flow is observed by both local and reference observers; however, the time
dilation is recognizable only by the reference observer.
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Since the physical laws are invariant in all inertial coordinates [4], the
Navier–Stokes equations (1) are valid in the local coordinate (x∗, t∗) ≡ (x, t∗),
that is{
∂tu
∗ + (u∗T · ∇)u∗ = − 1
̺∗∇p∗ + ν∗∇2u∗ in Ω× R+,
∇ · u∗ = 0 in Ω, (5)
with the initial/boundary conditions
IC : u∗(x, 0) = u∗0(x), in Ω, (6)
BCs : u∗(∂Ω, t) = u∗∂Ω(t). (7)
In these equations (·)∗ are quantities that are observed from the local co-
ordinate. Particularly, note that ̺∗ and ν∗ are the molecular density and
viscosity, which assumed to be constant. Moreover, we assume that the ini-
tial velocity is solenoidal (i.e. ∇·u∗0 = 0), and the initial and boundary data
are compatible.
In the next sections, system (5) with the initial/boundary conditions (6)–(7)
will be referred as S1.
Remark 1: It should be noted that the only boundary is ∂Ω (and therefore,
the only required boundary condition is on ∂Ω); and the no-slip condition
is eliminated for now (In fact it will be imposed by the forcing terms in the
future.)
Now we can obtain the above equations in the viewpoint of the reference
space–time coordinate (x, t). To this end:
i) The velocities: One can write
u∗ =
dx∗
dt∗
=
dx
dt∗
= λ
dx
dt
= λu, (8)
where u is observed from the reference coordinate.
ii) The pressure and the density: In the incompressible Navier–Stokes
equations the pressure is not a thermodynamics quantity. Therefore,
the relation between the local and reference pressures cannot be deter-
mined uniquely by merely determining the time dilation.
In general, one can say
Fluid particles acceleration =
Du∗
Dt∗
∼ − 1
̺∗
dp∗
dx
, (9)
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where D
Dt
is the material derivative and x is a space coordinate. There-
fore
− 1
̺∗
dp∗
dx
∼ λ2Du
Dt
. (10)
This is the only restriction that the incompressible Navier–Stokes equa-
tions is enforced. Therefore, there are two degrees of freedom (that is,
the relations between the local and reference density and pressure could
be determined concurrently). In fact, any p∗ = λmp and ̺∗ = λn̺ that
m− n = 2 results in the momentum equations that their two sides are
consistent; and produces a pressure jump in crossing the solid boundary
(which physically is legitimated).
However, in order to have a model that is as simple as possible, we
choose n = 0, which means m = 2, that is
p∗ = λ2p, (11)
̺∗ = ̺. (12)
iii) The viscosity: The Reynolds number must be an invariant quantity
(it is not physically meaningful looking at a low Reynolds number flow
and observing turbulence.) Therefore:
Re =
UL
ν
= Re∗ =
U∗L
ν∗
=
λUL
ν∗
which means
ν∗ = λν. (13)
In fact, the viscosity observed by the reference observer (i.e. ν), is a
function of λ. On the other hand, substitution from ̺ results in
µ∗ = ̺∗ν∗ = ̺(λν) = λµ. (14)
Using the above assumptions, one can find the Navier–Stokes equations in
the viewpoint of the reference coordinate (x, t); by substituting t∗, u∗, p∗, ̺∗
and ν∗ in Eqns. (5), and using the following vector identities:
∇ · (λu) = λ∇u+ (uT · ∇)λ,
[(λu)T · ∇](λu) = λ2(uT · ∇)u+ λu(uT · ∇λ), (15)
∇2(λu) = λ∇2u+ u∇2λ+ 2∇u · ∇λ.
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In fact, it can easily be verified that using the above relations, the Navier–
Stokes equations observing from the reference space–time coordinate are:{
∂tu+ (u
T · ∇)u = −1
̺
∇p+ ν∇2u+ Fλ,
∇ · u = Gλ. (16)
in which {
Fλ = 1
λ
[νu∇2λ+ 2ν∇u · ∇λ− u(uT · ∇)λ− 2p
̺
∇λ],
Gλ = − 1
λ
(uT · ∇)λ. (17)
This system of equations will be called the modified Navier–Stokes equations,
and will be used in imposition of rigid immersed surfaces on the incompress-
ible Navier–Stokes equations.
With regard to these equations the following points are noticeable:
(1) Both the momentum and continuity equation are modified. In fact,
the difference between the modified Navier–Stokes equations (16)–(17)
and the original Navier–Stokes equations (1) is the forcing terms Fλ
and Gλ.
(2) The support of both Fλ and Gλ are the support of ∇λ. In fact, for any
constant time dilation factor λ(x) = λ, both Fλ and Gλ are vanished,
and the original Navier–Stokes equations are retrieved. In particular
this is in agreement with the general relativity.
(3) The forcing terms Fλ and Gλ were obtained for a general λ; however,
as it will be shown in § 2.4.2, when we impose the rigid surface, finally
Gλ = 0, (18)
and the classical continuity equation is retrieved.
(4) The boundary and initial conditions for system (16)–(17) can be ob-
tained directly by substitution of Eq. (8) in Eqns. (6) and (7). In this
manner
IC : u(x, 0) = u0(x) =
u∗0
λ
in Ω, (19)
BCs : u(∂Ω, t) =
u∗∂Ω(t)
λ
. (20)
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Figure 2: Imposition of solid body by time dilation. In the solid body Ωs the time dilation
gets a large positive number λ(Ωs) = Λ → ∞, while λ(Ωf ) = 1. In the interface region
Γs = supp(∇λ), we have 1 ≤ λ ≤ Λ.
Moreover, we assume that the initial velocity satisfies the modified
continuity equation
∇ · u0 = −1
λ
(uT0 · ∇)λ (21)
and the initial and boundary data are compatible.
For the future usage, system (16)–(17) with the initial/boundary conditions
(19)–(20) is called S2.
Now these modified equations can be used in imposing solid bodies in the
fluid flow.
2.3. Imposition of a rigid body using the time dilation
Presence of a solid body can be implemented to the modified equations
(16)–(17) by letting λ → +∞ in the solid region while leaving λ = 1 in the
fluid region.
More precisely, according to Fig. 2, we assume that Ω consists of two
regions; the fluid region Ωf , and the solid region Ωs (i.e., Ω = Ωf ∪Ωs). Now,
we associate a constant positive large number to the time dilation factor in
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Ωs, that is λ(Ωs) = Λ→ +∞; while leave λ(Ωf ) = 1. Naturally, there is an
interface region in the vicinity of ∂Ωs that 1 ≤ λ ≤ Λ (in Fig. 2 it is shown
by Γs = supp(∇λ) ).
The sharpness of λ in the interface region affects the convergence rate of
the solutions to the solution of system S0, which is our goal. In general, we
define the time dilation factor λ as
λn(x) = 1 + (Λ− 1)Hn(Ωs), (22)
where Hn is an approximation for the Heaviside function
Hn(Ωs) =
{
1 if x ∈ Ωs,
0 otherwise,
(23)
where we define Hn as
Hn(Ωs) =
∫
δn(x− x∂Ωs)dx, (24)
in which
δn(x) =
n√
2π
exp (−n
2
2
x2), (25)
which is one of the conventional ways in definition of the Heaviside function
and Dirac delta function. Moreover, for the future use, we define a limiting
case
λ∞ = lim
n→∞
λn, (26)
which is the sharpest Heaviside function that we will use.
With regards to the above definitions the following points should be noticed:
(i) The original Navier–Stokes equations (1) are valid in both Ωf and Ωs;
however, in Ωs we have λ → ∞,which means time is stopped. In
particular, it means u(Ωs, t) = u
∗(Ωs, t)/λ→ 0 and µ(Ωs, t) = µ∗/λ→
0; that is, the Ωs is occupied by an inviscid fluid with zero velocity.
(ii) In the fluid region Ωf where λ = 1, we have u(Ωf , t) = u
∗(Ωf , t),
and the original Navier–Stokes equations (1) are in action. This is the
region that the solution is sought in.
(iii) In the interface region supp(∇λ) the forcing terms Fλ and Gλ are
non-zero and the modified equations (16)–(17) differ from the original
Navier–Stokes equations.
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Naturally, in the interface region supp(∇λ) the behavior of the modified
equations (16)–(17) is under the influence of Fλ and Gλ, which is discussed
in the sequel.
2.4. The physical and mathematical characteristics of the modified equations
The mathematical and physical properties of the modified equations (16)–
(17) are discussed in order to show that the dynamics of the inside and outside
of the solid surface are separated.
2.4.1. The penalizing functions ∇λ/λ and ∇2λ/λ
The interface region Γs affects the modified Navier–Stokes equations via
the derivatives of λ, that is, ∇λ/λ and∇2λ/λ (see the forcing functions (17)).
Therefore, the properties of the modified equations (16)–(17) cannot be fully
understood without insight on the properties of these penalizing functions.
At first, according to the definition of λ, obviously
lim
Γs→∂Ωs
∇λ
|∇λ| = −nˆ, (27)
where |∇λ| is the magnitude of ∇λ, and nˆ is the unit normal vector of ∂Ωs.
Therefore ∇λ
λ
= −|∇λ|
λ
nˆ. (28)
Since λ is a positive number, one can conclude that ∇λ/λ is a vector, per-
pendicular to ∂Ωs and in the direction of −nˆ (into Ωs).
Now, to see the other properties of the penalizing terms, we investigate
λ′n/λn and λ
′′
n/λn on the −nˆ direction (denotes by x coordinate), instead of
investigating ∇λ/λ and ∇2λ/λ in the Cartesian coordinate.
The time dilation factor λn is defined by Eqns. (22)–(25). Now, assuming
(Λ− 1) ≈ Λ for Λ≫ 1, for a point xΓ on Γs one can write:
λ′n =
d
dx
(1 + ΛHn) = Λδn = Λ
(
n√
2π
)
exp
[
−n
2
2
(x− xΓ)2
]
, (29)
λ′′n =
d
dx
λ′n = Λ
dδn
dx
= −Λ
(
n3√
2π
)
(x− xΓ) exp
[
−n
2
2
(x− xΓ)2
]
. (30)
Investigation of these terms is in order:
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Figure 3: The penalizing functions ∇λ/λ and ∇2λ/λ in one space dimension. Left: λ′′/λ.
Right: λ′/λ. In contrast to λ′ and λ′′ which are symmetric, λ′′/λ and λ′/λ are non-
symmetric and are shifted to the fluid region. Although λ′′/λ ≫ λ′/λ, the curves are
scaled such that be comparable visually.
(i) At first, if we define a characteristic width ∆n =
6
n
for λ′n = Λδn(x)
(see panel (A) of Fig. 3), we can obtain an estimation for the order of
magntude of λ′n/λn and λ
′′
n/λn. That is
1
O
(
λ′n
λn
)
= O
(
d
dx
λn
λn
)
=
O
(
Λ√
2pi
)
O(∆n)
O
(
Λ√
2π
) = O( 1
∆n
)
= O (n) , (31)
O
(
λ′′n
λn
)
= O
(
d2
dx2
λn
λn
)
=
O
(
Λ√
2pi
)
O(∆n2)
O
(
Λ√
2π
) = O( 1
∆2n
)
= O (n2) .(32)
Both are large numbers and both go to infinity as n goes to infinity
(this is the reason that we recognize them as the penalizing functions);
although λ′′n/λn > λ
′
n/λn. Moreover, note that the sharpness of the
interface (i.e., ∆n) is controled via n.
(ii) In contrast to λ′ and λ′′ which are symmetric, λ′n/λn and λ
′′
n/λn have
not symmetry axes. This issue is emphasised in Fig. 3. In panel (A),
1The definition ∆n =
6
n
has its root in the conventional definitions 6σ width for a
normal distribution, where σ is the standard deviation (we know that λn(±3σ) ≈ 0.003Λ).
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Fluid Region Solid Region
Figure 4: The maximums of λ′/λ and λ′′/λ occur in different places, and bf is closer to
the fluid region. ∆′n ≈ 0.125∆n, therefore, by approaching n to infinity, ∆′n → 0, and bf
and bs approach to each other.
λn, λ
′
n, and λ
′
n/λn are illustrated. As one can see, λ
′
n/λn is skewed and
its maximum is shifted to the left (to the fluid region). The same issue
can be seen in panel (B) in comparison of λ′′n and λ
′′
n/λn. Again λ
′′
n/λn
is skewed and its maximum value is shifted to left (i.e. to the fluid
region). The places that (λ′n/λn)max and (λ
′′
n/λn)max are occurred will
be called bf and bs.
(iii) (λ′n/λn)max and (λ
′′
n/λn)max occur in different places for finite n. To
stress the issue λ′n/λn and λ
′′
n/λn are illustrated in Fig. 4. It is noticable
that bf is closer to the fluid region, and bs is deeper in the solid region.
As it is shown in Fig. 4 the distance between bf and bs is called ∆
′
n.
For this particular form of δn that we used (see Eq. (25)), one can show
that ∆′n ≈ 0.125∆n. However, note that ∆n and ∆′n both go to zero as
n goes to infinity.
Now we are ready to investigate the mathematical and physical characteris-
tics of the modified equaitions.
2.4.2. The modified continuity equation
Consider the modified continuity equation
∇ · u−Gλ = ∇ · u+ 1
λ
uT · ∇λ = 0.
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This particular form of the mass conservation law (or the volume conser-
vation, since ̺ is constant) is a result of curvature of the space–time manifold.
In fact, in the presence of time dilation, the net spatial rate of change of ve-
locity of the fluid particles can be written as
∂
∂x
(λu) = λ
∂u
∂x
+ u
∂λ
∂x
, (33)
which means the net rate of change is a summation the rate of change of
velocity in a constant λ and the rate of change due to change of λ, that is,
the curvature in space–time manifold. Now, summation in all directions and
equating by zero results in the modified continuity equation.
However, note that the above equations were derived for a general λ. But,
when λ→ λ∞ (see Eq. (26)), we have supp(∇λ)→ ∂Ωs, where u = 0 (as it
will be seen in the next section § 2.4.3) which means
Gλ = 0, everywhere in Ω¯ (34)
and the classical continuity equation is retrieved.
In fact, when λ → λ∞, there is no any flow across the solid boundary;
there are two separate regions (i.e., the fluid region and the solid region), each
one has its constant λ, and therefore, ∇ · u = 0 in both regions separately.
2.4.3. The modified momentum equation
Assuming that u(x, t) is solenoidal everywhere in Ω at each time instant,
the dynamics of the flow governs by the momentum equation. Therefore, in
order to separate the dynamics of the inside and outside of the solid body, it
should be no momentum exchange between two sides of the solid boundary
∂Ωs. In the following we explain how the penalization terms Eq. (17) do this
indeed.
In order to facilitate the analysis, we decompose the forcing function Fλ
(see Eq. (17)) to
Fλ = FλDiff. + F
λ
Adv. + F
λ
Press. (35)
where
FλDiff. =
ν
λ
(u∇2λ + 2∇u · ∇λ), (36)
FλAdv. = −
1
λ
u(uT · ∇)λ, (37)
FλPress. = −
2
λ
· p
̺
∇λ. (38)
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Figure 5: Simultaneous imposition of the no-slip and no-diffusion conditions make the
velocity u ∈ C0. Left: the no-slip condition enforces u|bf = 0 while the no-diffusion
condition enforces ∇u|bs = 0. Right: when n → ∞, then ∆′n → 0, therefore, bf and bs
approach to each other, and u approaches to a continuous function that is not differentiable
at the boundary.
Particularly, it is aimed to show:
1. There is no diffusion between two sides of the solid boundary.
2. There is no advection between two sides of the solid boundary.
3. The pressure acts separately in each region, that is, the pressure of each
region does not affect the other region.
Below these issues are discussed.
(1) No diffusion between two sides of the solid boundary
The diffusion forcing function
FλDiff. = νu
∇2λ
λ
+ 2ν∇u · ∇λ
λ
,
is obtained directly from expansion of the viscous (diffusion) terms of the
Navier–Stokes equations. In fact, we expanded 1
λ2
(λν)∇2(λu), and used the
vector identities (15) to obtain FλDiff..
Now, note that FλDiff. has two terms, in the first one u is multiplied by the
penalizing term ∇2λ/λ, and in the second one ∇u is multiplied by ∇λ/λ.
Therefore, we have both u→ 0 and ∇u→ 0 at the boundary, which means:
(i) Obviously, u = 0 means no diffusion due to transfer of mass; the term
that we usually refer to as the no-slip condition.
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(ii) Recalling the classical equation for the diffusion of momentum, that is
∇· (ν∇u) , one can see that, ∇u = 0 means no diffusion of momentum
due to the velocity gradient.
Therefore, all kinds of diffusion between two sides of the solid boundary are
discarded by letting u→ 0 and ∇u→ 0 at the boundary.
There is still another interesting fact which will be revealed when we
notice to the positions that the no-slip condition u = 0 and the no-diffusion
condition ∇u = 0 are occurred:
u is multiplied by∇2λ/λ while∇u is multiplied by∇λ/λ. There-
fore, recalling our discussion in section 2.4.1, one can say that
u = 0 is occurred at bf while ∇u = 0 is occurred at bs. There-
fore, the velocity u(x) is so that u|bf = 0 and ∇u|bs = 0. Now,
when λ → λ∞,we have ∆n → 0 and ∆′n → 0. Therefore, bf and
bs approach to each other, making u(x) ∈ C0. It is particularly
in agreement with our anticipation of velocity in the presence of
a solid body. The issue is illustrated intuitively in Fig. 5.
(2) No advection between two sides of the solid boundary
The advection penalization term
FλAdv. = −u(uT ·
∇λ
λ
),
is obtained from expansion of the advection term of the Navier–Stokes equa-
tions. In fact, we expanded 1
λ2
[(λu)T · ∇](λu), and used the vector identities
(15) to obtain FλAdv..
As one can see, uuT is multiplied by ∇λ
λ
. Therefore, this term enforces
uuT → 0, at bs, that is, the no-momentum flux condition. It should be em-
phasized that although the last no-diffusion condition imposes ∇u = 0 at bs,
it does not guarantee u = 0 at bs. In fact, the no-momentum flux is another
condition which is somehow independent of the no-diffusion condition.
(3) No pressure coupling between inside and outside of the solid
body
In analysis of the momentum equation, we assume that the pressure is a
known quantity (obtained somehow from an elliptic equation, to impose the
continuity). Therefore, the pressure is not going to be determined directly in
15
Figure 6: The role of FλPress.. We assumed that there is a constant pressure p0 in the
fluid region, while p = p0
λ2
→ 0 in the solid region. The non-zero pressure gradient in the
interface region Γs should be compensated such that
dp
dx
do not induce a net driving force
to the fluid particles, this is the way that FλPress. affects the momentum equation.
the momentum equation. As a consequence, the decoupling of the pressure
cannot be fully justified here by merely analysis of the momentum equation
without considering the elliptic pressure equation (which will be discussed in
the next section).
However, with regard to the pressure penalization term FλPress. the follow-
ing issues are noticeable:
(i) The pressure penalization term
FλPress. = −2
p
̺
∇λ
λ
,
is obtained from expansion of the pressure gradient term of the Navier–
Stokes equations. In fact, we expanded − 1
λ2
1
̺∗∇(λ2p) and used the
vector identities (15) to obtain FλPress..
It is well-known that in an incompressible fluid flow the pressure driv-
ing force produces by the pressure gradient not by the absolute value of
the pressure (the reason that the pressure gradient appears in the mo-
mentum equation). With this regard, the forcing term −2p
̺
∇λ
λ
in which
p is appeared explicitly is somehow unusual, and must be justified.
(ii) To elucidate the issue, we consider the hydrostatic pressure in the vicin-
ity of a solid boundary (see Fig. 6). To simplify the situation, we as-
sume that all the velocities are zero, and we neglect the external forces.
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Therefore, we are faced with a constant hydrostatic pressure, say p0, in
the fluid. Now, notice to the pressure in the vicinity of the solid bound-
ary in Fig. 6. We have a pressure jump at the boundary, because the
pressure changes from p = p∗ = p0 in the fluid to p =
p∗
λ2
→ 0 in
the solid body. Therefore, the pressure encounters a non-zero gradient
in Γs. However, this pressure gradient should not impose an acceler-
ation to the fluid particles indeed, because it is a result of curvature
in the space–time manifold. Therefore, this pressure gradient must be
balanced by another term, which is FλPress..
In order to show that FλPress. balance the pressure gradient in crossing
the boundary, we write the modified momentum equation for this flow.
All the velocities are zero, and there is no external forces, therefore,
from the modified momentum equation
−1
̺
∇p− 2p
̺
∇λ
λ
= 0 =⇒ −1
̺
∇p = 2p
̺
∇λ
λ
, (39)
which means the pressure gradient is balanced by FλPress. everywhere in
Ω, including at the solid boundary. But FλPress. = 0 everywhere except
at the solid boundary.
2.4.4. On the conservation of Fλ
Before ending analysis of the modified momentum equation, we shall in-
vestigate solenoidal property of Fλ. To this end, we introduce F˜λ as
F˜λ = FλDiff. + F
λ
Adv., (40)
and according to Eq. (35), we have
Fλ = F˜λ + FλPress.. (41)
Now it is not so difficult to verify that
∇ · F˜λ = 0, (42)
that is, F˜λ is conservative. We will use this property in obtaining the pressure
elliptic equation in the next section.
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2.4.5. Elliptic nature of the flow and the pressure equation
Isolating a part of the solution domain in an elliptic equation is one
of the most difficulties of any theory of interaction of a solid body with an
incompressible flow. The theory should allow pressure jump at the boundary,
and the pressure of inside of the solid body should not affect the pressure of
the outside, and vice versa. In the present method, the pressure jumps to
zero at the solid boundary, and accordingly, in the elliptic pressure equation,
presence of penalizing terms in the left hand side allow this jump and vanish
the pressure gradient in the solid body.
Similar to the classical Navier–Stokes equations, here we derive the pres-
sure equation by taking divergence of the modified momentum equations,
that is
∇·(∂tu)+∇·
[
(uT · ∇)u] = −∇·[ 1
λ2̺∗
∇p∗
]
+ν∗∇·
[∇2u
λ
]
+∇·(F˜λ). (43)
Note that FλPress. is included in the pressure gradient term, therefore, the
forcing term in the right hand side is F˜λ not Fλ; moreover, we substituted
ν = ν∗/λ. Now, since u and F˜λ are divergence free, by simplifying the
equation and substitution of ̺ = ̺∗ we have
∇ ·
(
1
λ2
∇p∗
)
= −̺∇ · [(uT · ∇)u] + µ∇λ
λ
∇2u. (44)
Now, notice to the left hand side of the equation. This is a diffusion equation
for p∗ with a variable diffusion coefficient 1
λ2
. In the fluid region 1
λ2
= 1 and
the classical Poisson’s pressure equation is retrieved, while in the solid region
1
λ2
→ 0, and p∗ = Cte., irrespective of the right hand side of the equation.
Therefore, one can say
p =
p∗
λ2
→ 0 x ∈ Ωs. (45)
This property of the pressure will be seen in practice in our exact solutions
(in section 3).
Although the present form of Eq. (44) is physically meaningful, it is not
in the familiar form of the elliptic equations. In order to convert it to a more
conventional form, we expand the left hand side. In this manner
∇2p+ 2∇λ
λ
∇p+ 2∇ ·
(∇λ
λ
)
p = −̺∇ · [(uT · ∇)u] + µ∇λ
λ
∇2u. (46)
This is the elliptic pressure equation, and plays the role of the Poisson’s
pressure equation in the classical Navier–Stokes equations.
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3. Application of the modified equations: (1) Exact solutions
As it was discussed above, all the mechanisms of momentum exchange
between the solid body and the fluid flow are discarded by the penalization
terms at the solid boundary. Therefore, exact imposition of a solid body on
the solution of the incompressible Navier–Stokes equations is anticipated.
3.1. The Stokes first problem
Since both the no-slip and no-diffusion conditions are satisfied by the
penalization terms, a diffusive boundary can be implemented exactly.
3.1.1. An overview on the classical solution
In a uniform two-dimensional velocity field U on the half plan (x, y ≥ 0)
the no-slip condition is implemented at y = 0 from t = 0+. By simplification
of the classical Navier–Stokes equations, we have:
∂u
∂t
= ν
∂2u
∂y2
. (47)
Now, by definition of the similarity variables
η =
y
2
√
νt
; and fStokes(η) =
u
U
, (48)
and substitution in Eq. (47), one obtains

f ′′Stokes + 2ηf
′
Stokes = 0,
fStokes(η = 0) = 0,
fStokes(η →∞) = 1,
(49)
with the exact solution of
fStokes(η) = erf(η) =
2√
π
∫ η
0
e−x
2
dx, (50)
on the interval η ∈ [0,+∞). The primes show derivatives with respect to η.
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Figure 7: Set up of the Stokes first problem using the time dilation. From the time instant
t = 0+, time dilation λ = Λ is implemented in the lower half plane y ≤ 0, where a uniform
flow U is existed.
3.1.2. Set up of the new solution
According to Fig. 7, in a uniform two-dimensional velocity field U , a time
dilation λ = 1+ΛH(y) is imposed from t = 0+, where H(·) is the Heaviside
function and Λ→∞ is a large positive number.
First, we simplify the modified Navier–Stokes equations for this flow.
Beginning from the modified continuity equation (??) (recalling that Gλ =
0), since ∂
∂x
= 0, we have
∂v
∂y
= 0. =⇒ v(x, y) = 0. (51)
Now, using v(x, y) = 0, the modified y–momentum equation (ignoring the
external forces) reduces to
1
λ2
d
dy
(λ2p) = 0 =⇒ λ2p = Cte. (52)
Assuming a constant pressure in the fluid region, say p0, one can write
p(Ωs) = p(y < 0) =
p0
λ2
→ 0, (53)
which means the pressure of the solid region is zero.
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Now, from the modified x–momentum equation
∂u
∂t
= ν
∂2u
∂y2
+ ν
[(
1
λ
∂2λ
∂y2
)
u+ 2
(
1
λ
∂λ
∂y
)
∂u
∂y
]
︸ ︷︷ ︸
Fλx
. (54)
This is the governing equation both for the solid and fluid regions, and as it
will be seen it can be solved by the similarity solution.
3.1.3. Similarity equation
We chose the local similarity variable as
η∗ =
y
2
√
ν∗t∗
. (55)
But since t∗ = t/λ and ν∗ = λν, then
η∗ = η =
y
2
√
νt
. (56)
And for the similarity function
f ∗(η∗) =
u∗
U∗
=
u
U
= f(η). (57)
By substitution in Eq. (54), we faced with the problem

f ′′ + 2ηf ′ + 2λ
′
λ
f ′ + λ
′′
λ
f = 0,
f(η → −∞) = 0,
f(η → +∞) = 1,
(58)
which should be solved to find the solution in η ∈ (−∞,+∞). In this equa-
tion primes stand for the derivatives with respect to η. With regard to this
problem, the following points should be noted:
(1) There is a forcing term F λx = −2λ
′
λ
f ′− λ′′
λ
f in Eq. (58) with the support
of supp(λ′) (i.e., η = 0) which imposes both the no-slip condition f = 0
and no-diffusion condition f ′ = 0.
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(2) The classical Stokes first problem (49) is defined on η ∈ [0,+∞), and
the solid boundary is implemented by imposing the no-slip condition at
η = 0; while in our problem (58) the solution domain is η ∈ (−∞,+∞),
and the solid boundary is implemented in η = 0 via the forcing term
F λx (see Fig. 8).
(3) With the best knowledge of the author, this is the first time that a
single similarity equation is found for a fluid–solid system.
In the sequel, at first we find the exact solution of Eq. (58) and then we will
solve it numerically.
3.1.4. Exact solution
A closed-form solution can be obtained for problem (58). To this end,
at first, we extend the Stokes solution to the negative η. Obviously, this
extension is not unique. However, for the present problem, the simplest way
is extending the range of η
fExtStokes(η) =
2√
π
∫ η
0
e−x
2
dx, η ∈ (−∞,+∞). (59)
Now, for the exact solution fe we suggest:
fe(η) = G(η) · fExtStokes(η) = G(η)
2√
π
∫ η
0
e−x
2
dx, (60)
where G(η) is a function that is going to be found such that fe satisfy Eq.
(58). From Eq. (60) and using the Leibnitz rule, one can obtain:
f ′e = G
′ 2√
π
∫ η
0
e−x
2
dx︸ ︷︷ ︸
I
+G
2√
π
e−η
2
. (61)
G′ is required to be non-zero only in the vicinity of η = 0. But in this place,∫ η=0
0
e−x
2
dx = 0, therefore, term I is vanished, and
f ′e =
2√
π
G(η)e−η
2
. (62)
And by differentiation once
f ′′e =
2√
π
(G′ − 2ηG) e−η2 . (63)
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Now, by substitution of Eqns. (60), (62) and (63) in Eq. (58), one obtains(
G′ + 2
λ′
λ
G
)
e−η
2
+
λ′′
λ
G
∫ η
0
e−x
2
dx︸ ︷︷ ︸
II
= 0. (64)
As we kow, λ
′′
λ
is non-zero only in the vicinity of η = 0, where
∫ η=0
0
e−x
2
dx =
0. Therefore, term II vanishes, and we have a first–order ODE

O.D.E. : G′ + 2λ
′
λ
G = 0,
B.C. : G(η > 0) = 1.
(65)
The B.C. is obtained by the fact that we want fe meet fStokes for η > 0.
Integrating the above equation yields:
G(η) =
1
λ2(η)
. (66)
Therefore, Eq. (58) has a closed-form solution
fe(η) =
2√
π
1
λ2
∫ η
0
e−x
2
dx, η ∈ (−∞,+∞). (67)
As one can see
fe(η) =
{
fStokes for η > 0,
0 for η < 0.
(68)
In order to have an estimation for the error in η ' 0, we define the error as
Err =
∫ +∞
0
|fe − fStokes|dη =
∫ ∆
0
|fe − fStokes|dη, (69)
where ∆ is the characteristic width of H(η). Now, by substitution
Err =
∫ ∆
0
| (1− 1
λ2
)︸ ︷︷ ︸
I

 2√π
∫ η
0
e−x
2
dx︸ ︷︷ ︸
II

 |dη (70)
where I can be approximated as bellow:
I = (
λ− 1
λ
)(
λ+ 1
λ︸ ︷︷ ︸
O(1)
) ≈ (λ− 1
λ
) ≈ 1− η
∆
. (71)
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And for small ∆, II can be approximated as a linear function
II =
2√
π
∫ η≤∆
0
e−x
2
dx ≈ aη, (72)
where a is a constant. By substitution
Err ≤
∫ ∆
0
aη(1− η
∆
)dη =
a
6
∆2, (73)
which means
Err = O(∆2). (74)
In addition to the exact solution, we shall solve Eq. (58) numerically.
3.1.5. Numerical solution
The Heaviside function H(η) is constructed by a scaled error function
erf(Sη), where S is a scale factor which controls the sharpness of the Heav-
iside function. The derivatives λ′ and λ′′ are approximated by second order
central finite–differencing of the Heaviside function. By λ′ and λ′′ in hand,
equation (58) is discretized on η ∈ [−5, 5], using the second–order finite dif-
ference method. The discretized equation results in a tri-diagonal system of
equations that is solved by the classical Thomas algorithm.
Λ = 1030 is chosen, and the problem is solved on a N = 2048 point
uniform grid with different ∆. The results are shown in Fig. 8. In the
left panel, f(η) is shown on η ∈ [−5, 5] for ∆min ∼ 1/N . As one can see,
f(η) behaves like the error function for η ≥ 0, while for η ≤ 0, f(η) is zero.
Additionally, in this panel, a closer view of f(η) in η ≈ 0 is shown. Obviously,
the penalizing terms have managed to make f(η) zero at the first grid point
in the fluid region; and ∂f/∂η = 0 at the first grid point in the solid region.
The L2 convergence rate of the solution versus ∆ is in the right panel. The
∆ is reduced until ∆min ∼ 1/N (i.e., the Heaviside function width is one
grid distance). As one can see, the convergence rate is first order as it is
anticipated.
3.2. Plane stagnation point flow
Although the method can easily be applied to the Falkner–Skan flow, as
a wider class of problems, however, the stagnation point flow is chosen here,
because it is obtained directly from the Navier–Stokes equations not from a
simplified version of them (i.e., the boundary layer equations).
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Figure 8: The results of a second–order finite difference solution of Eq. (58) on a N = 2048
point uniform grid with Λ = 1030. Left: f(η) on −5 ≤ η ≤ 5. On the solid domain η ≤ 0
we have f(η) = 0 while in the fluid domain η ≥ 0, f(η) follows the Stokes solution. Right:
the rate of decaying of L2 norm of the solution (in comparison with the exact solution) is
plotted versus ∆. The rate of decaying is obtained O(1) as it is anticipated.
3.2.1. An overview on the classical solution
In the half plane (x, y ≥ 0), by definition of
η =
√
a
ν
y, (75)
the velocity vector
u˜ = (u˜, v˜) = (axf˜ ′,−√aνf˜), (76)
is solenoidal for any arbitrary function f˜(η), defined on half plane (x, η ≥ 0).
In these relations, ν is the kinematic viscosity, a is an arbitrary constant and
(·)′ show derivative with respect to η. Substitution of this velocity vector in
the classical Navier–Stokes equations results in
f˜ ′′′ + f˜ f˜ ′′ − f˜ ′2 = −1, (77)
for the (up to now arbitrary) function f˜(η). Now, in order to model the
viscous stagnation point flow, from all the possibilities for f˜ , we are seeking
the functions that satisfy the following boundary conditions:
f˜(0) = f˜ ′(0) = 0, (78)
f˜(η →∞) = 1. (79)
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Figure 9: Set up of the plane stagnation point flow using the time dilation. The lower half
plane has infinity time dilation.
The non-linear differential equation (77) with the boundary conditions (79)
has not a closed-form solution; although it can be solve numerically, as it is
provided in many references.
3.2.2. Set up of the new solution
The plane (x, y) is occupied by an incompressible fluid with the local
velocity vector field
u∗ = (u∗, v∗) = (a∗xf ∗′,−√a∗ν∗f ∗), (80)
in which a∗ is a constant with dimension [a] = T−1 (and therefore will be
scaled by λ), ν∗ is the molecular kinematic viscosity, and f ∗ = f ∗(η) is (for
now) an arbitrary smooth function of
η∗ =
√
a∗
ν∗
y, (81)
and (·)′ is derivative with respect to η∗.
Now, according to Fig. 9, a time dilation is imposed in the lower half
plane η ≤ 0 as λ = 1 + ΛH(η); and we are seeking a function f such that
the velocity vector
u =
u∗
λ
= (
u∗
λ
,
v∗
λ
) = (
a∗
λ
xf ′,−
√
a∗ν∗
λ
f), (82)
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model the plane viscos stagnation point flow, in which (·)′ is derivative with
respect to η, where
η =
√
a
ν
y =
√
a∗
ν∗
y = η∗. (83)
Note that we defined a∗ = λa, and like before ν∗ = λν. Now, these quantities
can be used in a similarity solution.
3.2.3. The similarity equations
The above velocity vector u should satisfy the modified momentum equa-
tions, together with a pressure p = p∗/λ2. At first, it can easily be verified
that the above velocity vector satisfies the continuity equations (it is not
shown here.) On the other hand, recalling ∂λ
∂x
= 0, the modified momentum
equations simplify to:
(uT · ∇)u = − 1
̺∗λ2
∂p∗
∂x
+ ν∇2u+ 1
λ
[
νu
d2λ
dy2
+ 2ν
∂u
∂y
dλ
dy
− uvdλ
dy
]
︸ ︷︷ ︸
F˜λx
,(84)
(uT · ∇)v = − 1
̺∗λ2
∂p∗
∂y
+ ν∇2v + 1
λ
[
νv
d2λ
dy2
+ 2ν
∂v
∂y
dλ
dy
− v2dλ
dy
]
︸ ︷︷ ︸
F˜λy
. (85)
Note that the molecular density is substituted because we want to work with
constant quantities; and p∗ still is not replaced by p (therefore, the forcing
terms are F˜ λ not F λ). Now, by substitution from the velocities (82)
λ2
̺∗a∗2x
∂p∗
∂x
= f ′′′ + ff ′′ − f ′2 + λ
′′
λ
f ′ +
λ′
λ
f ′′ +
λ′
λ
ff ′︸ ︷︷ ︸
F˜λx
, (86)
− λ
2
a∗µ∗
∂p∗
∂η
= f ′′ + ff ′ + 2
λ′
λ
f ′ +
λ′′
λ
f +
λ′
λ
f 2︸ ︷︷ ︸
F˜λη
. (87)
The η–momentum equation is only a function of η. Therefore, by integration
with respect to η, one can write
p∗ − p∗0 = a∗µ∗[K1(η) +H(x)], (88)
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where K1(η) is a function of η will be explained later, H(x) is a function of
x, p∗0 is the local pressure at the stagnation point, and p
∗ is the local pressure
at each point (x, η). This equation and the distribution of pressure will be
discussed later. But for now, by differentiation of the above equation with
respect to x, we have
∂p∗
∂x
=
∂
∂x
H(x). (89)
Substitution in the x–momentum equation of Eq. (87), and taking λ2 to the
right hand side, one can deduce that the left and right hand sides must be
constant, that is
1
λ2
[
f ′′′ + ff ′′ − f ′2 + F˜ λx
]
= C. (90)
But this constant is different in the solid and fluid regions. Recalling F˜ λx = 0
for η 6= 0, the following properties of f is desired:
(1) f ′ = 1; f ′′′ = f ′′ = 0 when η →∞; (91)
(2) f ′ = 0; f ′′′ = f ′′ = 0 when η → −∞. (92)
The above requirements will be satisfied if C = −1/λm, for m > 2. In the
following we have chosen m = 3, which yields
f ′′′ + ff ′′ − f ′2 + F˜ λx =
−1
λ
. (93)
in which
F˜ λx =
λ′′
λ
f ′ +
λ′
λ
f ′′ +
λ′
λ
ff ′. (94)
This is the similarity equation that must be solved on η ∈ (−∞,∞) with
suitable boundary conditions (will be discussed later). This equation is a
special case of the Falkner–Skan equation
f ′′′ + ff ′′ + β[1− (f ′)2] = 0, (95)
with β = 1, and addition of a forcing term F˜ λx (and replacing β by
β
λ
). The
equation does not have exact solution, and therefore, it should be solved
numerically.
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3.2.4. Numerical solution
Traditionally, such two-point boundary value problems are solved using
the shooting method, in which the equation is integrated iteratively form
η = 0 to η = η∞ →∞ with a trial value for f ′′. However, in Eq. (93) there
are penalization terms that work properly when we solve the problem as a
boundary value problem not an initial value problem. Moreover, although
the equation is third order, the no-slip condition is implementing by the
penalization terms, therefore, we need just two boundary conditions. Because
of these issues, we have to solve Eq. (93)–(94) as a boundary value problem.
To this end, we adopted the method of Asaithambi [1] here (originally
proposed for solution of the Falkner–Skan equation). The method contains
two main steps. At first, by definition of a length scale η∞, the equation is
transformed to a new coordinate ξ = η/η∞ as
1
η3∞
f ′′′ +
1
η2∞
ff ′′ − 1
η2∞
f ′2 +
1
η∞
λ′′
λ
f ′ +
1
η2∞
λ′
λ
f ′′ +
1
η∞
λ′
λ
ff ′ =
−1
λ
, (96)
where primes are derivatives with respect to ξ.
The next step is to define an auxiliary variable
u =
1
η∞
df
dξ
, (97)
and substitution to the above equation, which yields:
u′′ + η∞(f +
λ′
λ
)u′ + η2∞
[
1
λ
+ (
λ′
λ
f +
λ′′
λ
)u− u2
]
= 0. (98)
Now, by second–order central finite-difference discretization of the equation
on a uniform grid ξj that j = 0, · · · , (N − 1) one obtains
Gj(u, f) =
[
1− 1
2
η∞(fj +
λ′
λ
)∆ξ
]
uj−1 −
[
2− η2∞(
λ′
λ
fj +
λ′′
λ
− uj)∆ξ2
]
uj
+
[
1 +
1
2
η∞(fj +
λ′
λ
)∆ξ
]
uj+1 +
η2∞∆ξ
2
λ
= 0, (99)
in which u = [u0 · · · uN−2]T and f = [f0 · · ·fN−2]T . On the other hand, the
auxiliary equation Eq. (97) is discretized as
fj = fj−1 +
1
2
η∞(uj + uj−1)∆ξ. (100)
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The solution methodology is based on iterative Newton solution of the non-
linear system
G(u, f) = 0 (101)
with the auxiliary equation (100).
With this regards, linearization of Eq. (101) yields
J(uk)∆uk = −G(uk, fk), (102)
in which the j-th row of the (tri-diagonal) Jacobean matrix J has the entities
Jj−1 = 1− η∞
2
∆ξ
(
fj +
λ′
λ
)
,
Jj = −2 + η2∞∆ξ2
[
λ′
λ
fj +
λ′′
λ
− 2uj
]
, (103)
Jj+1 = 1 +
η∞
2
∆ξ
(
fj +
λ′
λ
)
.
Solution of Eq. (102), results in uk+1 via
uk+1 = uk +∆uk, (104)
which complete the needed equations for the iterative solution of Eq. (93)–
(94).
The algorithm of Asaithambi [1] is designed so that η∞ be found as a part
of solution. In the present work, we assume that η∞ = 5 has already known
(based on the last studies of the classical stagnation point flow). There-
fore, our algorithm has one loop (in contrast to the original algorithm of
Asaithambi that has two loops):
(0) Begin from η∞ = 5 and u = f = 0; on a N -point uniform grid ξj ,
j = 0, . . . , N − 1.
(1) Equation (102) is solved (by using a classical Thomas algorithm) with
the boundary conditions ∆u0 = ∆uN−1 = 0
(2) Velocity u is updated from Eq. (104), with the boundary conditions
u0 = 0, uN−1 = 1.
(3) f is updated from Eq. (104), and the boundary conditions f0 = 0.
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Figure 10: The results of numerical solution of equations (93)–(94). Left: f, f ′ and f ′′ are
shown versus η. The results are in very good agreement with the classical solutions. Right:
Rate of decaying of the errors is studied. The errors are defined as the difference between
f ′′N(0) calculated on the N -point grid and the reference value f
′′
Nmax
(0) = 1.23260377. An
O(1.8) is found in the mean.
(4) Repeat steps (1) to (3) until convergence.
The above algorithm was applied on the uniform grids with different resolu-
tions from Nmin = 512 + 1 to Nmax = 16384 + 1, and the convergence rate
was obtained. The Heaviside function H(η) is constructed by a scaled error
function erf(Sη), where S is a scale factor which controls the sharpness of the
Heaviside function. The derivatives λ′ and λ′′ are approximated by second
order central finite–differencing of the Heaviside function. On all grids the
maximum sharpness ∆ ∼ 1/N were chosen and in all runs, Λ = 1030.
The results are shown in Fig. 10. In the left panel, f, f ′ and f ′′ are
shown on −1.5 ≤ η ≤ 1.5. As one can see, the no-slip condition is captured
correctly. Moreover, note that all the three quantities are vanished in the
solid region η ≤ 0.
In the right panel, the convergence rate of the numerical solution is stud-
ied. Since there is not an exact solution for this flow, we defined our error
based on the f ′′(η = 0). This quantity, which is in relation with the wall
stresses, is the free parameter in the conventional shooting method, and
should be determined correctly in order to have an accurate solution. As the
reference value we used f ′′Ref.(0) = 1.23260377 which is obtained on a Nmax-
point grid using the Asaithambi method for the classical stagnation point
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flow. The errors are calculated in comparison with this reference value. As
one can see, the rate of decaying of errors is of O(1.8) in the mean.
Pressure distribution
As it was mentioned earlier, the η–momentum of Eq. (87) can be integrated
directly with respect to η that gives Eq. (88). In this equation, it is not so
difficult to show that H(x) ∼ x2, and therefore, H(0) = 0. Consequently, on
the stagnation line, Eq. (88) can be written as
p∗ − p∗0 = a∗µ∗K1(η), (105)
where
K1(η) =
∫ η
0
1
λ2
(
f ′′ + ff ′ + F˜ λη
)
dη. (106)
At first, by a looking at f(η) and f ′(η) that we found, one can see that
F˜ λη = 0; and the above integral can be written as
K1(η) =
∫ η
0
1
λ2
d
dη
(
f ′ +
1
2
f 2
)
dη. (107)
We treat the fluid and solid regions in separation:
(1) For the fluid region η ≥ 0, we have λ = 1, and
p∗ − p∗0 = p− p0 = a∗µ∗
(
f ′ +
1
2
f 2
)
, (108)
which is in agreement with the classical plane stagnation point flow
solutions.
(2) For the solid region η < 0, we have λ→∞, and
dp∗
dη
= 0 =⇒ p∗ = p∗0 = p0. (109)
Now, since p∗ = λ2p, we can write:
p =
p0
λ2
→ 0. (110)
Note that although in the solid region p∗ remains p0, but jump in p is possible
because of the λ2 coefficient. In fact p→ 0 suddenly at the solid boundary.
In Fig. 11 distribution of p/p0 and p
∗/p0 along the stagnation line are
illustrated for a∗µ∗ = 1. In this figure f and f ′ are substituted from our
numerical solution.
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Figure 11: Pressure distribution in fluid and solid regions for the plane stagnation point
flow. In the solid region p∗ remains equal to p0, while p has a jump to zero.
3.3. Stokes flow over a sphere
The modified equations for the Stokes flow are obtained, in the spherical
coordinate, and the Stokes flow over a sphere is re-solved using them. In con-
trast to the classical Stokes solution, the new velocities and pressure vanish
inside the sphere.
3.3.1. An overview on the classical solution
According to Fig. 12, a solid sphere of radius R is placed in a uniform
velocity field (−U eˆx), of a Newtonian fluid with the molecular viscosity µ∗,
such that the Reynolds number Re = ̺
∗UR
µ∗ → 0. Therefore, the flow field is
governed approximately by the Stokes equations. Recalling ∂/∂φ = 0, these
equations can be written in the spherical coordinates as
1
µ∗
∂p∗
∂r
= ∇2u∗r −
2u∗r
r2
− 2
r2 sin θ
∂
∂θ
(u∗θ sin θ), (111)
1
µ∗
1
r
∂p∗
∂θ
= ∇2u∗θ −
u∗θ
r2 sin2 θ
+
2
r2
∂u∗r
∂θ
, (112)
1
r2
∂
∂r
(r2u∗r) +
1
r sin θ
∂
∂θ
(u∗θ sin θ) = 0, (113)
33
Figure 12: Stokes flow over a sphere. A solid sphere of radius R is placed in a uniform
velocity field (−U eˆx), such that Re = ̺
∗UR
µ∗
→ 0.
in which ∇2 is defined as
∇2 = 1
r2
∂
∂r
(
r2
∂
∂r
)
+
1
r2 sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
. (114)
Using the separation of variables technique, Stokes admirably found a solenoidal
velocity vector uSt = (uStr , u
St
θ ) that satisfies the no-slip condition at the
sphere surface
uStr = U
[
−1
2
(
R
r
)3 +
3
2
(
R
r
)− 1
]
cos θ, (115)
uStθ = U
[
−1
4
(
R
r
)3 − 3
4
(
R
r
) + 1
]
sin θ. (116)
By substituting these velocities in the momentum equations and integrating,
one obtains the pressure distribution
pSt − p∞ = 3
2
(
R
r
)2 cos θ. (117)
The Stokes solution (uSt, pSt) models the fluid flow outside the solid sphere
very satisfactorily such that the resulting stresses and the drag force are
in very good agreements with experiments. Not only uSt satisfies the no-
slip condition, but also, surprisingly, it satisfies partially the no-diffusion
condition. In fact, by a looking at the radial velocity (115), one can see that
∇uSt · nˆ|r=R = ∇ruSt|r=R = ∂
∂r
uStr (R, θ) = 0. (118)
However, the no-diffusion condition is not satisfying completely, because (by
looking at Eq. (116)), one can see
∂
∂r
uStθ (R, θ) 6= 0. (119)
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Moreover, the velocity components are not vanishing inside the sphere. In
fact,(uSt, pSt)→ (−∞,+∞) at the center of the sphere.
The new solution
In a uniform velocity field (−U eˆx) of a Newtonian fluid with the molecular
viscosity µ∗, the time dilation λ = 1+ΛH(R) is implemented that R is small
enough such that Re = ̺
∗UR
µ∗ → 0. By substitution of (u∗, p∗) = (λu, λp) in
the Stokes equations (111)–(113), one can find the modified Stokes equations
as
1
µ
∂p
∂r
= ∇2ur − 2ur
r2
− 2
r2 sin θ
∂
∂θ
(uθ sin θ) + F
λ
r , (120)
1
µ
1
r
∂p
∂θ
= ∇2uθ − uθ
r2 sin2 θ
+
2
r2
∂ur
∂θ
+ F λθ , (121)
1
r2
∂
∂r
(r2ur) +
1
r sin θ
∂
∂θ
(uθ sin θ) = 0, (122)
in which
F λr =
(
λ′′
λ
+
2
r
λ′
λ
)
ur + 2
λ′
λ
∂ur
∂r
− 2
µ
λ′
λ
p, (123)
F λθ =
(
λ′′
λ
+
2
r
λ′
λ
)
uθ + 2
λ′
λ
∂uθ
∂r
, (124)
where ∇2 is defined in (114), the primes show the derivatives with respect
to r, and µ = µ∗/λ.
It should be noted that the no-advection condition is absent in the modified
Stokes equations (120)–(124), because the advection terms are ignored in the
original Stokes equations.
It is not difficult to verify that the Stokes solution (uStr , u
St
θ , p
St) does not
satisfy the modified Stokes equations (120)–(124). On the other hand, we
define the exact solution as
(u, p) = (uSt/λ, pSt/λ2). (125)
Particularly, for the radial pressure distribution, by substitution of uSt in the
right hand side of the radial momentum equation (120) and (123) we have
λ
[
1
µ
∂p
∂r
+
2
µ
λ′p
]
= ∇2uStr −
2uStr
r2
− 2
r2 sin θ
∂
∂θ
(uStθ sin θ), (126)
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Figure 13: Comparison of the classical and new solutions of the Stokes flow over a sphere.
The classical velocities (uStr , u
St
θ ) and pressure p
St are not vanished inside the sphere. In
fact (uSt, pSt)→ (−∞,+∞) at the center of sphere. In the new solution, all the quantities
go to zero inside the sphere. Partiulary, jump of the pressue at the bounday is observable.
which means
1
µ∗
∂
∂r
(λ2p) = ∇2uStr −
2uStr
r2
− 2
r2 sin θ
∂
∂θ
(uStθ sin θ); (127)
therefore
λ2p = pSt, (128)
which means
p =
pSt
λ2
→ 0 for r < R. (129)
The radial distribution of the velocities and pressure are illustrated in Fig.
13. As one can see, the new solution goes to zero inside the sphere.
In summary, we showed that the solution of the modified Stokes equations
is equal to the Stokes solution in the fluid side, and it goes to zero in the
sphere.
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4. Conclusions
An approach for exact imposition of the immersed solid boundaries on
the incompressible Navier–Stokes equations has been proposed. The method
consists of modification of the Navier–Stokes equations so that involve ar-
bitrary time dilations. The modified Navier–Stokes equations have some
penalization terms in the right hand side, each one discards one mechanism
of coupling of inside and outside of the solid body, that is, the advection,
diffusion, and pressure coupling. The method is applied on three classical
exact solutions of the Navier–Stokes equation, that is, the Stokes first prob-
lem, the plane stagnation point flow, and the Stokes flow over a sphere; and
it has been shown that the exact solutions are obtainable in the presence of
solid rigid bodies.
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