This paper discusses learning algorithms for ascertaining membership, inclusion and equality in permutation groups. The main results are randomized learning algorithms which take a random generator set of a xed group G S n as input. We discuss randomized algorithms for learning the concepts of group membership, inclusion, and equality by representing the group in terms of its strong sequence of generators using random examples from G. We present O(n 3 log n) time sequential learning algorithms for testing membership, inclusion and equality. The running time is expressed as a function of the size of the object set. (G S n can have as many as n! elements.) Our bounds hold for all input groups. We also introduce limited parallelism, and our lower processor bounds make our algorithms more practical.
Introduction

Motivation
In mathematical discussions, we often employ a set of illustrative examples to demonstrate general principles as well as to supplement the \theorem-proof" discourse. The use of examples to exhibit creative mathematical ideas dates back to ancient Greek philosophers. E ective examples can be gainfully engaged to appeal to the audience's intuition, and can be successfully used to introduce creative theorems. Examples are also used as a research tool to cultivate a deeper appreciation of, and to draw inference about, virgin ideas. As Paul Halmos said: \The heart of mathematics consists of concrete examples and concrete problems."
This paper is primarily concerned with learning mathematical concepts from examples. Since algebraic groups nd applications in a diverse arena of topics, we specialize our investigations to mathematical concepts involving algebraic groups. Of special interest to us are the permutation groups. The problems in group theory (see W64, H82] ) are not only interesting on their own accord, but they also nd applications in several areas of computer science, physics, chemistry, and engineering. For example, computer scientists working in graphics and vision are interested in computing symmetries of intricate multidimensional solids.
See A75, FHL81, J82, J86, H82, BLP87, BLS88, CFP89] for e cient algorithms (and also parallel algorithms MK84, MKC84] ) for various group theoretic problems given the generators. There also has been work using a group-theoretic approach to the graph isomorphism problem B79, L81, GHLSW82] . This approach involves reducing the isomorphism to a membership test in the group of all automorphisms (bijective mapping onto itself) of the graph (also see ).
Our methods rely on a source of examples of the group elements, and they demonstrate how succinct representation of the group structure can be e ciently computed, and used to e ciently ascertain membership, inclusion, and equality in groups. We say that we have learned the structure of a group, if we have a polynomial time algorithm to construct a representation of the group, such that we can answer the membership question in polynomial time. The complexity is measured in the terms of the size of the underlying object set. Our algorithms can be employed to e ciently learn a feasible representation of symmetries of such multidimensional solids. For a more empirical example, consider the RUBIK's cube. The set of all permutations of the cube form a group under the function composition. Our results imply that it is possible to generate the entire group (with arbitrarily high probability) from a very small number of examples. Furthermore, our algorithms can be used to verify (with arbitrarily high probability) the correctness of a \solution method" to the cube, by applying the \solution method" to a small number of permutations.
Some practical applications of our algorithms lie in peripheral elds of physics and chemistry, in particular, solid state physics and molecular symmetry. Suppose that you are examining a model of a water molecule (which consists of an oxygen atom bonded to two hydrogen atoms). The model is so well constructed that it is impossible to distinguish between the two hydrogen atoms. Now, if you were to momentarily close your eyes, someone can rotate the model so that both the oxygen atoms have moved but it is impossible to distinguish between the initial and nal positions of the molecule. See The symmetry of a molecule is characterized by the fact that it is possible to perform operations, which whilst interchanging the positions of some of the atoms, give arrangements of atoms which are indistinguishable from the initial arrangement. The set of symmetry operations (on a molecule or a crystal) form a group under the function composition. In a simple structure like the water molecule it is not very di cult to deduce all the symmetries. Nevertheless, when one studies more complex structures, with an increasing number of symmetries, it becomes exceedingly di cult to deduce all symmetries of the molecules or the crystals. Our results can be used to learn the structure of the entire symmetry group by analyzing relatively few examples of symmetry operations. Furthermore, symmetry groups nd important applications in theory of angular momenta, which is a topic in itself.
Learnability
The ability to learn new concepts is an essential manifestation of intelligent behavior. We say that a concept has been acquired by learning if the method for identifying the concept has been developed without explicitly programming the concept itself. Human beings are capable of grasping a fresh concept with the aid of their sensory perceptions and reasoning faculties. The ve sensory abilities serve as a protocol for collecting information. This information is used by the reasoning faculty to learn the concept by associating it with some features. Similarly, a Learning machine consists of a learning protocol and a deduction procedure. The protocol accumulates information, which is used by the deduction procedure to assimilate the concept. Learning in our world implies deduction of a recognition procedure by which a machine can correctly classify a given input as being a positive or a negative example of a concept.
The learning protocol can be thought of as a data collector for the deduction procedure. We employ the most commonly used learning protocol 1 : A source of examples (which will be referred to as EXAMPLE henceforth). Generally, an example can be a completely or an incompletely speci ed vector. A request to this source, EXAMPLE(G), produces a positive example of the concept G. Our preliminary analysis is based on the assumption that a call to EXAMPLE(G) 1 Another commonly used protocol is ORACLE(x) which determines if the input x is a possible example of the concept.
produces every possible positive example of the concept G with a probability 1 jGj . This facilitates our developing a thorough comprehension of the methods. In the strict de nition of learnability, we are not allowed to place any restriction on the distribution of EXAMPLE(G). Consequently, we extend the analysis of our algorithms to other xed distributions.
Our goal is to devise sequential and parallel algorithms which would learn to representation any group in such a way that we are able to`e ciently' answer the membership query. For our models of computation, we assume the unit cost random access machine (RAM) for sequential computation and the CRCW parallel RAM (PRAM) for parallel computation (see also the texts of J aJ a J 92] and Reif R93] ).
The succinct representation of an arbitrary algebraic group is the concept we desire to learn, and the members of the group are the examples of the concept (which would enable us to learn the concepts).
Suppose, we are learning a class C of concepts, where each element in the class consists of a representation of some group (which is a subgroup of the the group of all bijective mappings from a set of n elements onto itself, i.e. S n ). A single concept c is selected from the class C, and we are given a set of examples of this concept. Now, a learning algorithm for class C is a function which takes the relevant examples, and returns as its hypothesis some concept in class C. This hypothesis is a suitable representation of some subgroup G of S n (symbolically G S n ). Formally, a concept If we are interested in answering group theoretic questions, the group representation scheme we deploy is of paramount importance. We are concerned with space conservation as well as time e ciency. When we talk about representation of groups as concepts, there are several conceivable ways to describe them in terms of their component features. For example, we may represent a group by enumerating all its members. Such a naive approach has its obvious shortcomings because a permutation group on n elements can have size n! (which is O(n n )). Even though, the membership question can be answered with some degree of e ciency, this representation is forbidding due to its space consumption and other notable shortcomings. Instead, we can choose to represent the groups in terms of their generators. This representation is easy to compute, but it does not lend itself to e cient algorithms for ascertaining group membership, and answering other group-theoretic concepts. Nevertheless, there are some merits to representing groups by their generators, and several fundamentally productive concepts become evident in the development of this idea. However, we will see that it is preferable to depict them in terms of their Strong Sequence of Generators because it is more computationally e cient representation. This technique involves recursively representing a group by elements of its cosets.
There are several learning paradigms, and most of these paradigms (like failure-driven or exploratory) are dependent on examples to formulate and strengthen their hypothesis for the concept they are learning.
De nition 1.2.2 (Examples) Ifx 2 G thenx is a positive example of the concept G, otherwise it is a negative example of the concept G. For our applications the positive examples are elements of the group G S n , and the negative examples are the elements of S n which are not in G.
We treat representation of groups as concepts, and the members of the groups are examples of the concept. Valiant formalized the notion of complexity-based learning from examples. In this paper, we extend and specialize Valiant's model to learning concepts de ned by group structures.
In learning a class C of concepts from examples, a single concept is selected from C, and we are given a nite set of positive examples of this concept (which would be members of the group at hand).
De nition 1.2.3 (Learning) Learning in our world implies deduction of a recognition procedure by which a machine can correctly classify a given input as being a positive or a negative example of a concept.
A learning algorithm for a class C is function that returns a representation of G S n , which is its hypothesis for the given concept. A learning algorithm operates by drawing m examples of the concept to be identi ed, and then forms a hypothesis of the concept. The bounds on the number of examples drawn, in order to learn the concept, are required to be independent of the underlying probability distribution of the examples. The model of a learning machine has the following properties:
For su ciently large m, the learning machine should be capable of achieving arbitrarily small error with arbitrarily high probability. Let U be the set of all concepts, and consider G; H 2 U. Let (G; H) represent the symmetric di erence between the two concepts. So (G; H) is the set of all vectors for which G and H disagree :
is the probability that a call to EXAMPLE(G) will produce an element of (G; H) with respect to a xed distribution D. For our purposes, d(G; H) is a measure of di erence between concepts G and H. Given parameters ; , where 0 < f ; g < 1, we require that
, where L o is the actual concept to be learned, and L h is the deduced concept (which is the output of the learning algorithm). It is capable of learning a whole \class" of concepts. By a \class" of concepts, we mean a set of concepts which have some common properties such that if the machine can \learn" one of them it can also learn the other concepts in the same class. In this spirit, our learning algorithms work for all groups. The computational procedure by which the machines learn, i.e. the learning algorithm, learns the desired concept such that the number of steps are polynomial in the inverse error probabilities as well as in the size of the sample. Our analysis accounts for worst-case possibility. Observe that we are not allowed to explicitly program the recognition procedure itself. In his paper, Valiant V84] 
Overview of Results and Organization
In this Section 1 we introduce and motivate the topic of probabilistic group theoretic alorithms, and also describe our results. The next Section 2 covers these preliminary concepts. We discuss the three fundamental group theoretic problems we will be concerned with in this paper:
1. Group Membership : Given an arbitrary input x 2 S n where G S n , determine whether x 2 G.
2. Group Inclusion : Given two groups G and H, determine whether G H. 3. Group Equality : Given two groups G and H, determine whether G = H.
Section 3 describes methods for generating examples, and to infer group representation from random examples. We present algorithms for constructing strong sequence of generators for a nite abstract group, and algorithms for ascertaining membership, inclusion, and equality.
In Section 4 we specialize the discussion to permutation groups and present several learning algorithms for permutation groups. We introduce methods to compute G-orbits, and an algorithm to construct the Sims' Table of a permutation group in O(n 3 log n) sequential time. We then proceed to show how the Sims' Table can be used to ascertain group membership in O(n 2 ) sequential time, and group inclusion as well as group equality in O(n 2 k) time (where k is the number of generators required to generate the groups at hand).
Subsequently, in Section 5 we shift our attention to parallel algorithms for general permutation groups. We can use the parallel algorithm of Shiloach and Vishkin SV82] to compute connected components of a graph in logarithmic time with a linear number of processors. (Alternatively, we may use the randomized parallel algorithm of Gazit G91] , which uses logarithmic time with linear work; that is, the product of processors and time is linear.) This leads to several parallel algorithms for the problems mentioned above. Realizing that membership, inclusion, and equality problems appear inherently sequential for general permutation group, we introduce some limited parallelism for these problems. We parallelize the algorithm for constructing Sims' Table to run in O(n) time using O(n 2 log n) processors. We then exhibite how the Sims' Table can be used to ascertain group membership in O(n) time using n processors, and group inclusion as well as group equality in O(n) time using nk processors (where k is the number of generators required to generate the groups at hand). Our modest processor bounds make our algorithm particularly feasible.
The nal Section 6 presents some specialize polylog algorithms for 2-groups. We show that learning 2-groups is in class NC by reducing the membership, inclusion, and inequality problems to solving linear systems over GF(2). Using parallel algorithms for the solution and basis vectors of linear systems, we present an O(log 3 n) time learning algorithm using n ! processors for learning concepts of 2-groups from examples (where n n matrix product takes logarithmic time using n ! processors).
Organization
2 Groups, Subgroups, and Tower of Subgroups
Fundamentals of Group Theory
There are several algebraic structures which exhibit similar properties. The unifying theme of abstract algebra is to construct adequate abstraction of algebraic structures to prove general results. In turn, these general results which can be specialized to the particular structure to which we decide to apply them. A Group is one of the most elementary algebraic structures.
De nition 2.1.1 (Group) A group (G; ) is a set G together with a binary operation ( _ ) : G G 7 ! G, written (a; b) 7 ! a b such that: Associativity : The operation is associative. Identity : There is an element e 2 G such that e g = g = g e for all g 2 G. Inverse : For this element e, there is to each element g 2 G an element g ?1 2 G with g g ?1 = e = g ?1 g.
A one-to-one mapping from a nite set (S) onto itself is called a permutation. A permutation group (G) on the set S is a collection of permutations acting on S that form a group under the function composition (the group operation). S is called the object set of the group G. In this paper we will use the Cauchy's cycle notation to represent permutations. For example (134)(25) denotes the following mapping: 1 7 ! 3, 3 7 ! 4, 4 7 ! 1, 2 7 ! 5, 5 7 ! 2, and the rest of the elements map to themselves. In general, a permutation of n elements can be represented as = (a 1;1 a 1;2 :::a 1;j 1 )(a 2;1 a 2;2 :::a 2;j 2 ):::(a m;1 a m;2 :::a m;jm ) where a k;l 2 f1; ::; ng, and represents a i;1 7 ! a i;2 , a i;2 7 ! a i;3 , ... , a i;j (i?1) 7 ! a i;j i and a i;j i 7 ! a i;1 for all positive i m.
The order of a group G is the cardinality of the group (jGj), and the degree is the cardinality of the object set (jSj). If a subset, H, of a group, G, is itself a group under the group operation, then H is called a subgroup of G (symbolically, H G). For For detailed exposition of the fundamental concepts of group theory, Wielandt's book W64] is recommended.
The Tower of Subgroups
Our goal is to e ciently compute a group representation (from random examples), which will be capable of accurately and e ciently answering the membership query and other related questions, with high probability.
Consider a nite group, G, which is generated by a nite set of generators < g 1 ; g 2 ; g 3 ; ::::; g k >.
Let I = feg denote the identity group, where e is the identity element. A computationally feasible representation of a group is in terms of its Strong Sequence of Generators (SSG). The fundamental underlying idea is to represent any nite group G using the notion of factor groups as follows:
We start by setting G 0 G. If G 0 6 = feg then we \factor" G 0 by representing it as (G 0 =G 1 )G 1 for some subgroup G 1 of G 0 . If G 1 6 = feg then we continue the process and \factor" G 1 by representing it as (G 1 =G 2 )G 2 , for some subgroup G 2 of G 1 .
We continue to repeatedly \factor" G i by representing it as (G i =G i+1 )G i+1 , for some subgroup G i+1 of G i , until G i = feg (for some i = h). Since the cardinality of G i is monotonically decreasing as i increases, and G 0 is nite, we are guaranteed to nd some i(= h) such that G i = feg. Thus, we can write 0; 2; 4; 6; 8; 10; 12; 14; 16; 18; 20; 22; 24; 26; 28); (1; 3; 5; 7; 9; 11; 13; 15; 17; 19; 21; 23; 25; 2 G 1 =G 2 = f0 + G 2 ; 2 + G 2 ; 4 + G 2 g = f(0; 6; 12; 18; 24); (2; 8; 14; 20; 26); (4; 10; 16; 22; 28)g G 2 =G 3 = f0 G 3 ; 6 G 3 ; 12 G 3 ; 18 G 3 ; 24 G 3 g = f(0); (6); (12); (18); (24) The tower has height h. We can write G as follows: 
and can be represented as follows:
G 3 = f0g G 2 = f0; 6; 12; 18; 24g G 1 = f0; 2; 4; 6; 8; 10; 12; 14; 16; 18; 20; 22; 24; 26; 28g G 0 = f0; 1; 2; 3; 4; 5; 6; 7; 8; 9; 10; 11; 12; 13; 14; 15; 16; 17; 18; 19; 20; 21; 22; 23; 24; 25; 26; 27; 28; 29g Now, using the concept of Subgroup Tower, we introduce a representation scheme which is computationally more powerful than representing the concept of a group by the generators of the Example 2.2.3 In the running example, from the cosets associated with the subgroup tower of Z 3 0 we can select the SSG of the group Z 3 0: R 1 = f0; 1g R 2 = f6; 8; 4g R 3 = f0; 6; 8; 12; 18; 24g Remark 2.2.1 Now, every element 2 G has a unique representation of the form = 1 2 3 :: h such that for all i 2 f1; :::; hg; i 2 R i .
The unique representation is a direct consequence of the fact that belongs to a xed coset at each level i coupled with the construction of the sequence fR i g i=1;::;h , such that each coset has exactly one representative. As we sift down (up) the tower, we lter out the appropriate components. For example, consider the representation of Z 3 0 as R 1 = f0; 1g, R 2 = f6; 8; 4g, R 3 = f0; 6; 8; 12; 18; 24g. In this SSG 7 has has a unique representation as 1 + 6 + 0. 24 has a unique representation as 0 + 6 + 18. Also, 3 has the unique representation 1 + 8 + 24 (recall + is addition mod 30.
For permutation groups, we are able to use a restricted SSG notion known as Sims' Table ( (12); (13); (23); (123); (132)g is as follows: (12) Representation of group elements is more succinct in terms of SSG. Moreover, computations involving group elements can be carried out by sifting through the coset representatives. These preliminary concepts introduced above will prove to be useful in the development of our learning algorithms later.
An Illustrative Example
Consider the dihedral group of order 8 (D 4 ) associated with the group of symmetries of a rectangle. This group has two generators, namely 2 radians rotation ( = (1234)), and re ection across the horizontal plane ( = (14)(23) We start with G 0 = D 4 , and select G 1 = f ; ; 2 ; 3 g. So G 1 = f ; ; 2 ; 3 g, and G 1 = f ; ; 2 ; 3 g. Consequently, we can express G 0 =G 1 = f G 1 ; G 1 g. We can choose R 1 to consist of and . Now, since G 1 = f ; ; 2 ; 3 g, we can select G 2 = f ; 2 g. This leads to G 1 =G 2 = f G 2 ; G 2 g, and R 2 = f ; g. Finally, G 2 = f ; 2 g forces G 3 = I = f g, and G 2 =G 3 = f G 3 ; 2 G 3 g. As a result R 3 = f ; 2 g. Thus, a Subgroup Tower for D 4 is G 0 = (G 0 =G 1 )(G 1 =G 2 )(G 2 =G 3 )G 3 , with G 0 = D 4 , G 1 = f ; ; 2 ; 3 g, G 2 = f ; 2 g, and G 3 = I = f g. The associated strong sequence of generators will be R 1 = f ; g, R 2 = f ; g, and R 3 = f ; 2 g.
Randomized Algorithms for Finite Groups
Generating Examples
We choose to employ the most commonly used learning protocol for our algorithms: A function EXAMPLE(G) which returns an example of the concept group G. The distribution of EXAMPLE(G) conforms to some arbitrary prespeci ed probability distribution function. In the strict de nition of learning, we are not allowed to make any assumptions about the distribution of EXAMPLE(G).
However, we shall rst derive some results using uniform distribution.
De nition 3.1.1 (UNIFEX(G)) The function UNIFEX(G) generates examples of elements of a group G according to uniform distribution :
Given some function EXAMPLE(G), we also need to de ne (EXAMP LE(G)) and (EXAMP LE(G)) to be lower and upper bound (respectively) on the probabilistic distribution corresponding to EXAMPLE(G).
De nition 3.1.2 ( (EXAMP LE(G)) and (EXAMP LE(G) ) We de ne (EXAMP LE(G)) 2 0; jGj] to be the greatest real number such that for all x 2 G:
And, we de ne (EXAMP LE(G)) 2 0; jGj] to be the smallest real number such that for all x 2 G: Lemma 3.1.1 If G is a group and x 2 G, then UNIFEX(G) x UNIFEX(G).
PROOF We can de ne a function x : G 7 ! G such that x (y) = x y. Now, the function x is one-to-one and onto. (xy 1 = xy 2 implies y 1 = y 2 , and for any y 2 G, x (x ?1 y) = y). The lemma follows.
Lemma 3.1.2 Let H < G, and let R be a complete set of coset representatives for G=H. Then
UNIFEX(G) UNIFEX(R) UNIFEX(H).
PROOF Suppose UNIFEX(R) = r for some arbitrary r 2 R, and UNIFEX(H) = h for some arbitrary h 2 H. We are interested in the element selected x = rh. Intuitively, choice of r determines the coset rH 2 G=H which contains x, then choice of h determines the particular element x within the coset rH. Our task is to prove that x is uniformly distributed in G.
We de ne a function f : R H 7 ! G such that f(r; h) = rh. This function f : R H 7 ! G is one-to-one and onto because:
1. For f : R H 7 ! G de ned above, let g 1 = f(r 1 ; h 1 ) and g 2 = f(r 2 ; h 2 Thus, for any xed x, there is a probability of UNIFEX(R) UNIFEX(H) is x is 1=(jG=HjjHj) = 1=jGj. The Lemma follows.
A more concise but less instructive proof of this lemma can be formulated by the use of Bayes' Theorem.
Example 3.1.1 For the SSG of Z 3 0 described in Example 2.2.3, observe that the probability of generating any element of G 0 by UNIFEX(R 1 ) UNIFEX(G 1 ) is exactly 1 2 1 15 = 1 30 . This is exactly the probability of generating any element of G using UNIFEX(G 0 ).
Given a strong sequence of generators R 1 ; ::; R n for group G, with respect to its subgroup tower G = G 0 > G 1 > G 2 > ::::: > G n = I, we will present a simple algorithm for random element generation based on the following Lemma. Remark 3.1.1 It is interesting to observe that a random element of G can be generated by this method in parallel by a binary product tree of depth O(log n) using O(n) processors. There are n input nodes of the tree, and the ith input node is fed with UNIFEX(R i ). The rest of the processors perform the group operation on the two inputs they receive.
Example 3.1.2 It follows from the discussion in Subsection 2.3 that UNIFEX(D 4 ) UNIFEX(f ; g) UNIFEX(f ; g) UNIFEX(f ; 2 g).
Finding Generators from Random Examples
In this subsection we will show an important result concerned with group inference from random examples. Let G be a xed nite group of permutations. Let L = fx 1 ; x 2 ; x 3 ; :::g be a possibly
in nite set of random elements chosen independently from G using UNIFEX(G). Our objective is to nd an upper bound on the number of examples required to generate G (with very high success probability). be generated with the set of generators found so far. Even though, the list J can be constructed by repeatedly drawing a random element from the group, and appending it to the list of generators if it cannot be generated by the previous set of generators. Since the main concern of the theorem is nding an upper bound, and not actual computation, we will only keep track of the indices of the elements we decide to keep. The idea is to repeat, m times, the process of nding new elements of the group G, which cannot be produced by generator set found thus far. Consequently, m 1 + (log(jGj)) log(1= 1 ) su ces. The proof of the theorem is now complete.
Remark 3.2.1 For small , 1 = log(jGj), So m 1 + (log(jGj) log( log(jGj) ). In practice, this bound can be deceiving because for small the log( log(jGj) ) factor can be fairly large.
For jGj = 2 1024 and = 2 ?10 , m 20480.
Retracing our steps back through the proof of Theorem 3.2.1 above, we can also nd upper bounds on the total number of generators, and the height of the subgroup tower. Theorem 3.2.2 For any nite group G, there is a subgroup tower of height at most log 2 (jGj).
Furthermore, G can be generated by a subset K (of G) consisting of no more than log 2 (jGj) elements of G. PROOF The proof is by induction. For any group G, we can construct the subgroup tower G = G 0 > G 1 > G 2 > G 3 > ::::: > G h = I. Inductively assume that G i =< K i > where K i is a subset of at most h?i elements of G i . Now, there must be a permutation i?1 of G i?1 which is not a member of the group G i . Let K i?1 = K i f i?1 g and G i?1 =< K i?1 >, and K i?1 contains no more than h ? (i ? 1) elements. This proves that there is subset K 0 (of G 0 ) which contains no more than h elements.
Observe that G i?1 > G i , so by Lagrange's theorem jG i j jG i?1 j=2. Hence, jG h j jG 0 j=(2 h ). Thereore, h log 2 (jGj). Furthermore, since jK 0 j h, G can be generated by a subset consisting of no more than log 2 (jGj) elements. .
Constructing Strong Generators
Suppose, we wish to nd a complete set of coset representatives of G=H. Let PROOF Let C denote a xed coset in G=H. Since UNIFEX(G) has an equal probability of being a member of any coset in G=H, Prob (L \ C = ) = (1 ? 1=c) m . Since there are c cosets in G=H, Prob (:E) c(1 ? 1=c) m . Thus Prob (E) = 1 -Prob (:E) 1 ? c(1 ? 1=c) m . . Now, if L \ C 6 = choose a random r C 2 L \ C for each coset C 2 G=H. We de ne R = fr C 2 L \ CjC 2 G=Hg. Since L contains at least one element from every coset with a very high probability ( 1 ? c(1 ? 1=c) m ), R contains exactly one element from each coset in G=H with the same high probability ( 1 ? c(1 ? 1=c) m ). For x 2 C, we de ne a function f C : C ) H as follows: f C (x) = r ?1 C x where r C is the previously selected element of L\C. Note that, by property number 3 of Lemma 2.1.1, we know that r ?1 (1)L 0 = f ; 2 ; ; ; ; 2 ; 2 ; 2 ; 3 ; 3 2 ; 3 ; 3 2 g (2)G 0 = S 4 ; G 1 = f j k j0 j 2; 0 k 1g; G 2 = f k j0 k 1g; G 3 = f g
The algorithm proceeds as follows: First Pass:
1. R 1 .
2. G 1 = f j k j0 j 2; 0 k 1g. 3. G 0 =G 1 = fG 1 ; G 1 ; 2 G 1 ; 3 G 1 g. The following tree sketches the path followed by the algorithm for testing membership of 6 2 Z 12 , where Z 12 is represented by R 1 = f3; 4g; R 2 = f0; 6g; R 3 = f0; 4; 8g Phase One:
Observe 2 R 1 , and 1 . So we set x . Phase Two:
Observe 2 R 2 , and 2 . So we set x .
Phase Three:
Observe 2 R 3 , and 3 . So we set x . Consequently, we return \x 2 G". Remark 3.4.2 Given another nitely generated group G 0 =< h 1 ; ::::; h k 0 >, and a strong generator sequence for G, we can test group inclusion G 0 G by simply ascertaining 8i = 1; :::k 0 , that h i 2 G. Remark 3.4.3 Moreover, given strong generator sequences for nitely generated groups G =< g 1 ; :::; g k > and G 0 =< h 1 ; :::; h k 0 >, we can test group equality (G = G 0 ) by ascertaining 8i = 1; :::; k that g i 2 G 0 , and 8j = 1; :::; k 0 , that h j 2 G. 
Randomized Algorithms for Permutations Groups
Permutation Groups
Group theoretic algorithms may be classi ed into two categories: Algorithms for abstract groups (represented by generators and relations) and algorithms for permutation groups (speci ed by permutations of an object set). Computer scientists have shown deeper interest in permutation groups for several reasons. At the outset, permutation groups have a natural concrete representation on the computer, and to complement this there is a natural de nition of group operations. Furthermore, permutation groups have direct applications to the graph isomorphism problem as well as solid state physics and molecular symmetry. In this section, we will speci cally concentrate on problems which arise in permutation groups. We also take this opportunity to recall Cayley's Theorem which assures us that every group has an isomorphic permutation group.
Remark 4.1.1 Every group is isomorphic to a group of permutations.
Computation of Orbits
Let G S n be a permutation group on the set A = f1; ::; ng. Since, our algorithms rely heavily on computation of orbits. We recall some elementary de nitions before proceeding further. PROOF For all i 2 f1; ::; ng; G i G, the Lemma follows.
Lemma 4.2.2 Consider a graph (V; E), such that the vertex set V = f1; ::ng corresponds to the elements of the object set. The edge set E = i=1;::;k E g i , where for a permutation 2 S n , we de ne E = f(i; j)j (i) = j or (j) = ig
The G-orbits of G < g 1 ; ::; g k > are the connected components of the graph and PROOF The proof follows from de nitions White].
This lemma is the harbinger of the utility of orbits in computing Sims' table (the strong sequence of generators for the point stabilizing tower of a group).
Let k be the number of G-orbits of the permutation group G. Let B be be any partition of f1; :::; ng into jBj blocks such that no block of B contains more than a single G-orbit. Now if we are given any permutation 2 G, we construct B from B as follows: This implies that (B)=2 > (B ) for more than jGj=2 permutations 2 G. To collect these permutations, for every distinct block A of B we de ne the set H A f 2 Gj (A) = Ag. The set H A contains all the permutation which leave the member of the block A una ected. Hence, by the pigeon hole principal there exists a a block A 2 B such that jH A j > jGj=2. ( Suppose not then all the blocks in B remain una ected for jGj=2. This counters our supposition that (B)=2 > (B ) for more than jGj=2 permutations 2 G.) Now, we observe that H A forms a subgroup of G, because H A is closed under group operation and inverses: Corollary 4.2.1 We can compute the G-orbits using O(log n) elements from UNIFEX(G) in O(n log n) sequential time, with error probability < n ? for any su ciently large constant > 1.
PROOF We use the depth rst search algorithm developed by Hopcroft and Tarjan   HT73 ] to compute the connected components of a graph. There would be at most n vertices (f1; ::; ng) in the graph. Since jV j = n, and there are O(n log(n)) edges (E 1 ::: E m ). The Corollary follows from the O(jV j + jEj) complexity of the depthrst search algorithm.
The Construction of the Sims' Table
Unfortunately, it is very expensive to construct the Sims' Table by known techniques, and often construction Sims' Table becomes the bottleneck of the algorithms that use it. The rst polynomial time algorithm (O(n 6 )) was presented by Furst, Hopcroft and Luks FHL81] . Jerrum J82] (also see BLP87]) improved this time bound to the best known worst-case bound of O(n 5 ). We present an algorithm with O(n 3 log n) time complexity.
Algorithm 4.3.1 (Sims ' Table) INPUT: m = ( + 1)cn log(n) elements of G S n OUTPUT: The Sims' table for G BEGIN Let L 0 be a list of independently drawn m random elements using UNIFEX(G). for i = 1 to n do begin Let us rst prove the correctness of this algorithm. Assume inductively that for i > 1; L i?1 is a list of (n ? i)( + 1)c log(n) elements of UNIFEX(G i?1 ). By Lemma 4.2.2, with probability 1?n ? , V i is the G i -orbit (of G i ) containing i. We can compute a spanning tree T i and its preorder traversal in sequential time O(n 2 ) using depth-rst search since there are at most n vertices. Observe that for all j 2 V i , the permutation r i;j is in G i?1 such that r i;j (i) = j. Hence, R i = fr i;j jj 2 V j g is a complete set of coset representatives for G i?1 =G i , as required. Furthermore, L i = fr ?1 i; (i) j 2 F i?1 g is a list of (n ? i ? 1)( + 1)c log(n) elements of UNIFEX(G i?1 ). Thus R 1 ; :::; R h is the Sims' Table with very high probability ( 1 ? 1 n ). The complexity of the algorithm can be calculated by observing that the most costly step of each iteration is step 10.
Step 10 takes O(n 2 log(n)) time because there are O(n log(n)) elements in F i?1 , and each it takes O(n) operations to compute product of two permutations of n elements. Since there are n iterations of the loop, the total time complexity is O(n 3 log(n)). Table   Three Lemmas follow immediately from the discussion of Subsection 3.4.
Solving Permutation Group Problems using Sims'
Lemma 4.4.1 Given the Sims' Table of a permutation group G S n , and an input x 2 S n , Sims' membership test ( x 2 G ? ) takes O(n 2 ) sequential time in the worst case.
PROOF We can conduct membership test using Algorithm 3.4.1. The critical step in this algorithm is to nd a y 2 R i such that x i y. Since jR i j = n ? i, the cost of the ith step is n ? i. Thus, in the worst case the total execution time is P n i=1 (n ? i)
Theorem 4.4.1 With c n log n random elements of permutation group(s) in S n , we can ascertain permutation group membership, group inclusion, and group inequality in O(n 3 log(n)) expected time.
These bounds hold with very high probability ( 1 ? n ? for any su ciently large constant > 1).
PROOF Using Algorithm 4.3.1, we can construct Sims' Table in expected sequential time of O(n 3 log n) with very high probability ( 1 ? n ? for su ciently large constant > 1). Using Sims' Table we can perform Group membership, inclusion, and equality test in O(n 3 log(n)) worst case time. The corollary follows.
Theorem 4.4.2 Let A be class of representations of an arbitrary group G in terms of Sims' Table. Then class A is learnable.
PROOF Algorithm 4.3.1 is a polynomial time algorithm, which computes a (correct) representation from examples of elements of G, with very high success probability.
This representation can be used to ascertain group membership, group inclusion, and group equality in polynomial time. Lemma 5.1.1 Given an undirected graph of jV j vertices and jEj edges, the connected components, a spanning forest, and a preorder of each tree in the forest can all be computed in O(log jV j) time using jV j + jEj processors.
Alternatively, we may use the randomized parallel algorithm of Gazit G91] , which uses logarithmic time with linear work; that is, the product of processors and time is linear.
Parallel Computation of Orbits and Blocks of Permutations Groups
Suppose G S n be a permutation group over f1; 2; ::; ng. Theorem 5.2.1 In the worst case, we can compute the orbits of the group G =< g 1 ; :::; g k > in time O(log(n)) using O( min fnk; n 2 g) processors.
PROOF The proof follows from Lemma 4.2.2, and Lemma 5.1.1. From Lemma 4.2.2 we know that G-orbits are the connected components of the graph with vertex set V = f1; ::; ng, and the edge set E = i=1;::;k E g i . This graph has n vertices, and min fnk; n 2 g edges. By Lemma 5.1.1, we can compute the connected components in O(log n) time using O( min fnk; n 2 g) processors. The Theorem follows. , there is probability at least 1 ? 1 n , such that if m = cn log(n) then the G-orbits are the connected components of graph with vertex set V = f1; ::ng, and edge set E = i=1;::;m E i . There are n vertices and min f cn 2 log n; n 2 g = O(n 2 ) edges, so we should be able to compute the connected components in O(log n) time using O(n 2 )
processors.
Suppose we are given a group G represented by < g 1 ; :::; g k >. For two distinct elements a; b 2 f1; ::; ng, let us construct the undirected graph with vertex set f1; ::; ng, and edge set E a;b f(a; b)g f(g i (a); g i (b))j1 i kg. Atkinson A75] shows (also see H82]): Lemma 5.2.1 The connected components of (f1; ::; ng; E a;b ) containing a is the smallest G-block containing fa; bg.
We have essentially reduced the problem of nding G-blocks to the problem of computing undirected graph connectivity, Theorem 5.2.3 The smallest G-blocks can be computed in O(log n) using n 2 (n+k +1) processors.
PROOF There are n vertices and k+1 edges in the graph for each pair (a; b). There are a total of n 2 ordered pairs (a; b). For each of these ordered pairs we can compute the smallest G-blocks in O(log n) time using n + k + 1 processors (Lemma 5.1.1). If we compute smallest G-blocks in parallel (for all pairs), we can do it in the same amount of time (O(log n)), using n 2 (n + k + 1) processors.
Theorem 5.2.4 If G is represented by a list of random elements, the smallest G-blocks can be found in expected time O(log n) using O(n 3 log n) processors.
PROOF There are n vertices and cn log n + 1 edges in the graph for each pair (a; b). There are a total of n 2 ordered pairs (a; b). For each of these ordered pairs we can compute the smallest G-blocks in O(log n) time using O(n log n) processors (Lemma 5.1.1). If we compute smallest G-blocks in parallel (for all pairs), we can do it in the same amount of time (O(log n)), using O(n 3 log n) processors.
Limited Parallelism for General Permutation Group
Sims' group membership algorithm was improved by Furst, Hopcroft and Luks FHL81] to be a polynomial time algorithm. Nevertheless, it appears to be inherently sequential (cannot be speeded up to polylog time by parallelization). We face several obstacles in our e ort to parallelize our randomized algorithms. Our algorithms do not have a polylog running time, but our lower processor bounds can prove to be useful from a practical point of view. We observe the following results:
Lemma 5.3.1 Given a Sims' PROOF It su ces to ascertain G 1 G 2 , and G 2 G 1 . By Lemma 5.3.2, this can be done in O(n) time using n(k 1 + k 2 )) processors.
Lemma 5.3.4 A Sims' Table can be constructed from a random representation of a given permutation group G S n , in expected O(n log n) time using n 2 processors. PROOF All the steps in the main loop in Algorithm 4.3.1 can be performed in O(log n) time using at most n 2 processors. Since there are n executions of the main loop, the total time of execution is O(n log n) using n 2 processors. :
Corollary 5.3.1 Suppose we are given a random representation of a group G S n (conforming to the requirements of Algorithm 4.3.1). We can ascertain permutation group membership, inclusion and equality can all be done in O(n log n) expected time using O( max fn 2 ; n(k 1 + k 2 )g processors.
PROOF Follows from Lemmas 5.3.1, 5.3.2, 5.3.3, and 5.3.4. : 6 Polylog Time Algorithms for 2-groups 6.1 The Structure of 2-groups
In the previous subsections we traded e ciency for generality. However, if we restrict our attention to 2-groups then we can construct polylog time learning algorithms for group theoretic problems.
De nition 6.1.1 (2-groups)
A nite group G is a 2-group if every element is of the order 2 l for some integer l. (l is not an invariant for a given group, i.e. all elements are not necessarily of the same order).
Very frequently 2-groups prove to be useful in a vast variety of applications, In this subsection, we will show that any 2-group has a certain subgroup tower of height h = blog nc. Using this we can test for membership from the generators in O(log n) 3 time using n O(1) processors. Moreover, if G is given by random presentation, we can construct such a tower in O((log n) 3 ) time using n O(1) .
Both problems are in class NC.
Structure Forest Representation of 2-groups
We can represent the group S n where n = 2 a , for some integer a, by automorphisms of a binary tree with n leaves (one for each element in the object set). In the same spirit we can construct a Structure Forest F G of complete binary trees for a 2-group G II . Each structure tree is a complete binary tree, and can be identi ed by its leaves. The set of leaves belonging to each Structure Tree is an orbit in G II . Hence, G II is a subgroup of natural direct product of the automorphism groups of the Structure Trees in F G . Any 2-group G II can be decomposed into a subgroup of the natural direct products of the iterated wreath products. It follows that if B 1 and B 2 are the set of leaves of two immediate subtrees of a (non-leaf) structure tree T then fB 1 ; B 2 g are required to be G-blocks in the set of leaves of T.
Lemma 6.2.1 The structure forest F G of 2-group G S n can be constructed from the generators of the group in O(log n) 2 time using O(n 2 ) processors.
PROOF Suppose we are given the set of generators fg 1 ; :::; g k g of a 2-group G II S n . By executing rst the G-orbit Algorithm 4.2.1, we can compute the orbits of the group G II . This can be done in O(log n) parallel time using O(n log n) processors (cf. 6.3 Root Flips are Linear for 2-groups
In this subsection we will prove that root ips are linear, to exhibit that membership testing can be reduced to solving linear system over GF(2). Let G II be a 2-group generated by < g 1 ; :::; g k >.
Let a 1 ; :::; a t be the roots of the structure forest F G . We say that 2 G ips root a i if permutes the two children of a i . For any 2 S n , letÃ( ) = (a 1 ( ); :::; a r ( )) T , where a i ( ) = 1 if ips the root r i , otherwise a i ( ) = 0. ThusÃ( ) is a boolean column vector which has 1 in the ith position (row), if ips the ith root. The next lemma follows: Lemma 6.3.1 ForÃ de ned above, the permutations are commutative with respect to root ips: 8 1 ; 2 2 S n ;Ã( 1 2 ) =Ã( 2 1 ).
PROOF Basically a i ( 1 2 ) = 1 if and only if exactly one of the two permutations Thus permutations ip commutatively on the roots of the structure forest. Now, we de ne a r k boolean matrix M. We de ne ith column to be exactly the column vectorÃ(g i ). Thus the element Lemma 6.5.4 above implies that we can repeat the above procedure for construction of G 2 from the random elements of G 1 . We rede ne m 0 = m 0 (1 ? 1= log n), and then proceed in a similar fashion using rst m = m 0 = log n elements of the list. After log n stages of the procedure yields the entire block structure tower. The linear algebraic computations (such as computing basis vectors), required in each stage of the above construction of G i , can be done using the method of Borodin, van zur Gothen, and Hopcroft BGH82] . This would take O(log n) 2 using n ! processors. Since there are at most log n stages, the Theorem follows.
Theorem 6.5.1 Given a random presentation of a 2-group G II , we can construct generators foe each subgroup of the block structure tower in O((log n) 3 ) time using n ! processors.
PROOF The Lemma 6.5.4 above implies that we can repeat the above procedure for construction of G 2 from the random elements of G 1 . We rede ne m 0 = m 0 (1?1= log n), and then proceed in a similar fashion using rst m = m 0 = log n elements of the list. Exactly log n stages of the procedure yield the entire block structure tower. The linear algebraic computations (such as computing basis vectors), required in each stage of the above construction of G i , can be done using the algorithm of Borodin, van zur Gothen, and Hopcroft BGH82] . This would take O(log n) 2 using n ! processors. Since there are at most log n stages, the Theorem follows.
Corollary 6.5.1 Given a random presentation of (worst case) 2-group G II < S n , and some x 2 S n , we can test membership in G II in expected time O(log n) 3 using n ! processors.
PROOF Follows from the Theorem 6.4.1 and Theorem 6.5.1 .
Corollary 6.5.2 Given random presentations of (worse case) 2-group G II ; G 0 II S n , we can ascertain G II G 0 II , and G II = G 0 II in O(log n) 3 expected time using n ! processors.
