This article introduces and investigates the properties of a new bootstrap method for time-series data, the kernel block bootstrap. The bootstrap method, although akin to, o ers an improvement over the tapered block bootstrap of Paparoditis and Politis (2001), admitting kernels with unbounded support. Given a suitable choice of kernel, a kernel block bootstrap estimator of the spectrum at zero asymptotically close to the optimal Parzen (1957) estimator is possible. The paper shows the large sample validity of the kernel block bootstrap and derives the higher order bias and variance of the kernel block bootstrap variance estimator. Like the tapered block bootstrap variance estimator, the kernel block bootstrap estimator has a favourable higher order bias property. Simulations based on the designs of Paparoditis and Politis (2001) indicate that the kernel block bootstrap may be e cacious in practice.
Introduction
Since its introduction in the landmark article Efron (1979) , the bootstrap has become a standard tool for empirical research in statistics. This paper proposes and investigates the properties of a novel bootstrap method, the kernel block bootstrap, appropriate for stationary and weakly dependent data which, importantly, admits an optimal bootstrap method.
The kernel block bootstrap applies the standard non-parametric bootstrap for randomly sampled observations to a kernel function-based weighted transformation of the original data. It generalises the tapered block bootstrap of Paparoditis and Politis (2001) relaxing their requirements on the taper function, in particular, that of bounded support. Critically, therefore, a bootstrap variance estimator asymptotically close to one based on the optimal quadratic spectral (Andrews, 1991, p.821) or BartlettPriestley-Epanechnikov kernel (Priestley 1962 , pp. 567-571, Epanechnikov, 1969 , and Sacks and Yvisacker, 1981 is possible. The kernel block bootstrap variance estimator also possesses a favourable higher order bias property similar to that for the tapered block bootstrap, a property noted elsewhere for consistent variance estimators using tapered data (Brillinger, 1981, p.151) .
Additionally, the paper links some of the extant results on bootstrap variance estimation. Politis and Romano (1994) show that the moving blocks bootstrap variance estimator (Kn"fugnch, 1989, and Liu and Singh, 1992) is approximately equivalent to the Bartlett kernel variance estimator in large samples. Similarly, Paparoditis and Politis (2001) show the tapered block bootstrap variance estimator is asymptotically close to a Parzen (1957) variance estimator constructed using a particular kernel function which is the self-convolution of a unimodal, non-negative taper function with bounded support. Because the kernel function whose self-convolution is the quadratic spectral kernel is admissible, a kernel block bootstrap variance estimator that closely approximates the optimal Parzen (1957) estimator is possible; see, for example, Andrews (1991) .
After outlining some preliminaries Section 2 introduces the kernel block bootstrap. Section 3 details the theoretical results, describing the assumptions, the large sample validity of the kernel block bootstrap estimator of the distribution of the sample mean and the higher order asymptotic bias and variance of the kernel block bootstrap variance estimator. Optimality issues relating to the choice of kernel function and bandwidth parameter are also examined. Section 4 contrasts and compares the kernel and tapered block bootstraps and brie y discusses connections with the literature on consistent variance matrix estimation. A simulation study reported in Section 5 compares the kernel and tapered block bootstraps using designs employed in Paparoditis and Politis (2001) and indicates that the kernel block bootstrap may be e cacious in practice. Proofs of the results in the text are provided in the Supplementary Material.
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2 Kernel Block Bootstrap
Some Preliminaries
The set-up closely follows that of Paparoditis and Politis (2001) in which a sample of T observations, X 1 ; :::; X T , is available on the scalar strictly stationary real valued sequence fX t ; t 2 Zg having unknown mean = E(X t ) and autocovariance sequence R(s) = E((X t )(X t+s )). The principal objective of the paper is the provision of an e cacious interval estimate for .
The approach here uses a kernel block bootstrap approximation to the distribution of the sample mean X = T 1 P T t=1 X t . Recall that the asymptotic distribution of the centred and scaled statistic T 1=2 X is normal with mean 0 and variance
E(jX t j 2+ ) < 1 and P 1 k=1 =(2+ ) X (k) < 1 for some > 0, (Ibragimov and Linnik, 1971, Theorem 18.5.3, pp. 346, 347) . Hence, estimation of k are the -algebras generated by fX t ; t 0g and fX t ; t kg respectively; see Rosenblatt (1985, pp. 62, 73) .
The kernel block bootstrap samples the kernel-weighted centred observations
k( r S T )(X t r X); t = 1; :::; T; (2.1)
where S T is a bandwidth parameter, T = 1; 2; :::, k(x) a kernel function andk 2 = P T 1 s=1 T k(s=S T ) 2 =S T ; see also Paparoditis and Politis (2001, Step 2, p.1107).
Remark 2.1. The de nition of X tT (2.1) rescales that in Kitamura and Stutzer (1997) and Smith (1997 Smith ( , 2011 by S 1=2 T with k 2 replaced without loss byk 2 , see Corollary K.2 in the Supplementary Material, where k j = R 1 1 k(x) j dx, j = 1; 2. The scale normalisation k 1 = 1 is imposed throughout.
The sample mean of X tT , t = 1; :::; T , is denoted X T = T 1 P T t=1 X tT . Under assumptions stated in Section 3, X T is weakly consistent for 0 and (T =S T ) 1=2 X T = 1 converges in distribution to a standard normal variate; see, for example, Smith (2011, Lemmas A.1 and A.2, pp.1217-19) . Moreover, the kernel block bootstrap variance estimator, de ned in standard random sampling outer product form,
is weakly consistent for 2 1 (Smith, 2011 , Lemma A.3, p.1219 and is automatically non-negative.
Kernel Block Bootstrap
The kernel block bootstrap applies the standard \m out of n" non-parametric bootstrap method to the index set T T = f1; :::; T g; see Bickel and Freedman (1981) . That is, the indices t s , s = 1; :::; m T , are a
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random sample of size m T drawn from T T , where m T = [T =S T ], the integer part of T =S T .
The kernel block bootstrap sample mean is
Remark 2.2. The reformulation (2.3) emphasises the block-wise nature of the kernel block bootstrap since X m T is the sample mean from a random sample of size m T taken from the blocks
, t = 1; :::; T . Note that the blocks fB t g T t=1 are overlapping and, if k(x) has unbounded support, the block length is T .
The probability measure conditional on X tT , t = 1; :::; T , or, equivalently, the data X 1 ; :::; X T , is denoted by pr with E and var the corresponding conditional expectation and variance respectively. Therefore, since the bootstrap sample X t s T , s = 1; :::; m T , is a random sample of size m T drawn from the sample space fX tT g T t=1 with each sample point X tT , t = 1; :::; T , having equal probability 1=T , it is immediate that E ( X m T ) = X T and m T var ( X m T ) =^ 2 kbb .
Theoretical Results

Assumptions
Assumptions 3.1-3.3 below are adaptations of Smith (2011, Assumptions 2.1, 2.2 and 2.3(d)(e), pp.1199-1200) and are su cient for the uniform convergence of the kernel block bootstrap distribution to its asymptotic counterpart.
Assumption 3.1. The process fX t ; t 2 Zg is a scalar stationary and strong mixing process with mixing coe cients satisfying
Assumption 3.1 is weaker than that in Paparoditis and Politis (2001, Theorem 2, p.1108) . Noting (Doukhan, 1994, Remark 1, p. 4) , the condition
is su cient for the asymptotic validity of the kernel block bootstrap given in Theorem 3.1 below. The stricter Assumption 3.1 is required for the higher order results of Theorem 3.2.
Let I(A) be the indicator function, that is, I(A) = 1 if A true and 0 otherwise.
, and is continuous at 0 and almost everywhere; (c)
where k(x) = I(x 0) sup y x jk(y)j + I(x < 0) sup y x jk(y)j; (d) K( ) 6 = 0 for all 2 R where
Assumption 3.3. (a) E(jX t j ) < < 1 for some > max(4 ( + 1) ; 1= ); (b) 2 1 is positive and nite.
Assumptions 3.2(b)(c) ensure that k 2 > 0 and, moreover, guarantee that the induced self-convolution kernel k (y) = R 1 1 k(x y)k(x)dx=k 2 is a member of the positive semi-de nite class K 2 of symmetric kernels (Andrews, 1991, p.822 ) used for consistent covariance matrix estimation (Smith, 2011 , Lemma C.3, p.1234 , that is,
r=max[1;1 s] (X r+s X)(X r X)=T . Assumption 3.2(c) ensures that certain normalised sums dened in terms of the kernel k(x) converge appropriately to their integral representation counterparts; see Jansson (2002) . Assumption 3.1 together with Assumption 3.3(a) ensures fX t ; t 2 Zg satis es the hypotheses of Andrews (1991, Lemma 1, p.824) . Assumptions 3.1 and 3.3 also guarantee that a central limit theorem of Ibragimov and Linnik (1971) holds.
The following assumption on k(x) is needed for results on the higher order bias and variance of^ 2 kbb (2.2).
Remark 3.1. To allow the kernel functions to have unbounded support, Assumption 3.4(d) imposes a rate of decay on the tails of k(x) implying, in particular, that lim jxj!1 k(x) = 0. This extension is important because, as described in Section 3.4, a kernel function with unbounded support is optimal in a particular sense.
Large Sample Validity
Theorem 3.1 details the uniform convergence of the bootstrap distribution of the scaled and centred kernel block bootstrap sample mean m
Theorem 3.1. Let Assumptions 3.1-3.3 hold. Then, in probability,
Theorem 3.1 mirrors Paparoditis and Politis (2001, Theorem 3, (4) , p.1108) for the tapered block bootstrap. Alternatively, (Paparoditis and Politis, 2001, (5) , p.1108), sup x2R jpr fm
) xgj ! 0 in probability but, being only approximately zero in mean, is likely to be less accurate than (3.1); see Paparoditis and Politis (2001, p.1108) .
Asymptotic Bias and Variance
De ne
2 ), where
The following theorem provides the higher order bias, variance and mean-squared error of the kernel block bootstrap variance estimator^ 2 kbb (2.2).
Theorem 3.2. Let Assumptions 3.1-3.4 hold and k (2) 2 [0; 1),
Theorem 3.2(a)(b) are results similar to Parzen (1957, Theorems 5A and 5B, pp.339-340) and Andrews (1991, Proposition 1, p.825) , when the Parzen exponent q equals 2; see also Paparoditis and Politis (2001 , Theorems 1 and 2, pp.1107 , 1108 . The bandwidth parameter S T corresponds to the block length B for the moving and tapered block bootstraps; see Section 4.1 below. Hence, the bias of the kernel block bootstrap estimator is of order O(1=S 2 T ), a rate identical to that of the tapered block bootstrap but faster than O(1=S T ) for the moving block bootstrap. The variance of the kernel block bootstrap variance estimator is O(T =S T ) coinciding with that for both methods.
Optimality
To indicate explicitly its dependence on the bandwidth parameter S T , the kernel block bootstrap variance estimator^ 2 kbb is now written as^ 2 kbb (S T ). Theorem 3.2(c) shows that the expression M SE(T =S T ;^ 2 kbb (S T )) is identical to that for the mean squared error of the Parzen (1957) estimator based on the induced self- Andrews (1991, Proposition 1, p.825) . The optimality results presented here are an immediate consequence of Theorem 3.2(c) and the theoretical results of Andrews (1991) for the Parzen (1957) estimator. The rst result concerns the choice of optimal kernel, while the second discusses the optimal bandwidth parameter.
The quadratic spectral or Bartlett-Priestley-Epanechnikov kernel is
where a = 6 =5. The kernel (3.2) is well-known to possess optimality properties for the estimation of spectral densities (Priestley, 1962; 1981, pp. 567-571 ) and probability densities (Epanechnikov, 1969, [5] Sacks and Yvisacker, 1981) . (Smith, 2011 , Example 2.3, p.1204 , where
function of the rst kind (Gradshteyn and Ryzhik, 1980, 8.402, p.951) with ( ) the gamma function.
Let~ 2 kbb (S T ) denote the kernel block bootstrap variance estimator computed with the kernel function (3.3). Lemma K.5 in the Supplementary Material veri es that (3.3) satis es Assumptions 3.2 and 3.4.
Since kernel functions are not subject to any normalisation, in any comparison dissimilar results will be obtained for identical kernel functions with arguments scaled di erently. Hence, to provide a valid comparison of estimators of 2 1 , bandwidth parameters are chosen to ensure that the respective asymptotic variances scaled by T =S T of Theorem 3.2(b) coincide; see Andrews (1991, p.829) . Hence, for k (y), the requisite bandwidth parameter is
Corollary 3.1 follows from Theorem 3.2(c) and Andrews (1991, Theorem 2, p.829) .
Corollary 3.1. Let Assumptions 3.1-3.4, k (2) 2 [0; 1) and
for any sequence of bandwidth parameters fS T g such that S T ! 1 and S
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T =T ! 2 (0; 1), the kernel (3.3) is preferred to any other kernel function satisfying Assumptions 3.2 and 3.4 in the sense that
0. The inequality is strict if k (y) 6 = k QS (y) with positive Lebesgue measure:
2 is an immediate consequence of Theorem 3.2(c) and Andrews (1991, Corollary 1, p.830) ; see also Paparoditis and Politis (2001, Section 3.1, p.1110) .
Corollary 3.2. If Assumptions 3.1-3.4 are satis ed, k (2) 2 (0; 1), X 1 s= 1 jsj 2 R(s) < 1 and k 2 (0; 1), then, for any sequence of bandwidth parameters fS T g such that S T ! 1 and S
T =T ! 2 (0; 1), the sequence fS T g is preferred to fS T g in the sense that
4 Comparisons
Tapered Block Bootstrap
It is helpful to re-call the kernel block bootstrap sample mean (2.3) 
:::; S T , where w S T (r) = wf(r 1=2)=S T g and
1=2 ; see Paparoditis and Politis (2001, (3), p.1106, and  Step 2, p.1107). Each block B t then has equal length S T , that is,
, t = 1; :::; T S T +1. Thus, with the bootstrap sample B t s , s = 1; :::; m T , the tapered block bootstrap sample mean (Paparoditis and Politis (2001, Step 3, p.1107) is
after scaling by S 1=2 T to ensure comparability with the kernel block bootstrap sample mean (4.1); see Paparoditis and Politis (2001, Theorem 3, p.1108) and Theorem 3.1. Hence, comparing (4.1) with (4.2), the implicit transformed variates (2.1) are
w S T (r)(X t+r 1 X), t = 1; :::; T S T + 1;
, with, when expressed in terms of a kernel function, the taper
in (4.1), where
Important di erences between the tapered and kernel block bootstraps, apart from those noted above, are immediately apparent. First, and most crucially, kernel block bootstrap variates (4.1) may be de ned using kernel functions with unbounded support, in particular, the optimal kernel function (3.3).
Secondly, the tapered block bootstrap, by employing the same block length S T , omits blocks of length less than S T formed from the data points
T , t = 1; :::; [S T =2] and t = T S T + [S T =2] + 1; :::; T , at the beginning and end of the kernel block bootstrap sample space with kernel k(x) = w(x + 1=2).
As a consequence, tapered block bootstrap variance estimators are de cient relative to the kernel block bootstrap variance estimator using the optimal kernel (3.3). To see this, rst, Corollary 3.1 implies
coincide. Secondly, let^
2 denote the tapered block bootstrap variance estimator, where
X tbb tT =(T S T ). Theorems 1, p.1107, and 2, p.1108, of Paparoditis and Politis (2001) establish that, under their Assumptions 1, 2 and 3, p.1107,
w(x + 1=2) 2 dx. Hence, the resultant induced kernel k tbb (y) di ers from the quadratic spectral kernel k qs (y) with positive Lebesgue measure and, therefore, the limit
2 , see Section S.4.3, pp.S.5-S.6, of the Supplementary Material, to gauge the de ciency of the optimal tapered block bootstrap variance estimator (Paparoditis and Politis, 2001, p.1111 Politis and Romano (1994) note that the block and stationary bootstrap variance estimators are approximately equivalent to the Bartlett kernel variance estimator; see, e.g., Newey and West (1987) . Smith 
Consistent Variance Estimation
Finite Sample Performance
This section investigates the nite sample performance of the kernel block bootstrap based on the optimal kernel (3.3). To provide a basis for comparison with the optimal tapered block bootstrap method using the trapezoidal taper (Paparoditis and Politis, 2001 , Sections 3.1 and 3.2, pp. 1110-1112), identical simulation designs are employed.
The rst set of simulation experiments investigates the sensitivity of the methods to the choice of the bandwidth while the second set evaluates their performance when the estimated optimal block size/ bandwidth is used.
Design I
Model 1. Nonlinear autorgressive model.
Model 2. Exponential autoregressive model.
Samples t = 1; :::; T are generated from both models with the initialisation X 50 = 0 and fZ t g independent and identically distributed N (0; 1).
All simulations for the kernel block bootstrap usek 2 in (2.1) rather than k 2 ; see Remark 1. This approximation, since it also depends on the bandwidth, appears to compensate for situations in which the values of the bandwidth are too large or too low relative to the optimal bandwidth S T .
The mean and variance 2 1 for each process are approximated as follows: 5000 independent sample means X(i) = P 10000 t=1 X t (i)=10000, i = 1; :::; 5000, are computed, each based on a sample X t (i), t = 1; :::; 10000. The population mean is then approximated by X 5000 = P 5000 i=1 X(i)=5000 and 2 1 by 10000 P 5000 i=1 X(i) X 5000 2 =5000. The simulation samples are drawn independently of these samples.
are generated for the sample sizes T = 200 and T = 1000 with 5000 replications. Within each replication, both kernel and tapered block bootstraps were used to compute 95% equal tailed bootstrap con dence intervals for the population mean and the empirical mean squared error of the bootstrap estimators of the long run variance Models 1 and 2 respectively, the superiority of the kernel block bootstrap occurs over a larger range for S T with the performance of both bootstraps then broadly similar for moderate and large block sizes.
The tapered block bootstrap method tends to be more robust to the choice of block size with empirical coverage initially increasing and then becoming relatively stable over a large range of S T particularly for the smaller sample size T = 200. Similar conclusions may also be drawn from Figure 2 where again, in terms of empirical mean squared error of the respective estimators of 2 1 , the kernel block bootstrap is superior initially for small values of S T with a deterioration in relative performance for moderate and large block sizes for T = 200 for Model 1 but this nding is somewhat less pronounced for Model 2.
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Similarly to the results on empirical coverage, the negative aspects of these ndings are ameliorated for the larger sample size T = 1000.
Design II
Given the sensitivity of the performance of the kernel block bootstrap to bandwidth/block size S T , and because S T is not xed but depends on the sample size T , the behaviours of both bootstrap methods are further investigated when implemented using the estimated optimal bandwidth/block size as described in Paparoditis and Politis (2001 , section 3.2, pp. 1111 -1112 and Politis and White (2004, ftn. c, p. 59) .
See also Politis and Romano (1995) .
The simulation experiments were based on samples t = 1; :::; 200 from the MA(2) model X t = Z t + 1 Z t 1 + 2 Z t 2 with fZ t g N (0; 1) distributed as above and the initialisations Z 50 = Z 49 = 0 (Paparoditis and Politis 2001 , pp. 1113 -1114 . The MA parameters 1 and 2 take values in the set f 1:0; 0:6; 0:3; 0:1; 0:4; 0:7; 1:0g. 
Table 2 about here
The ratio of the empirical mean squared error for the kernel block bootstrap variance estimator 2 kbb divided by that of the tapered block bootstrap is reported in Table 2 . These results con rm the conclusion from Table 1 that the kernel block bootstrap estimates of 2 1 are generally better in the lower right triangular part of the table, that is, for positive 1 and 2 , with the opposite result in the upper left triangular portion of the table. Nevertheless, overall, the kernel block bootstrap provides an improvement in 57% of the cases considered. Although not reported here, this proportion increases to 76% if the infeasible optimal bandwidth S T is used. Hence, although the kernel block bootstrap o ers theoretical advantages over the tapered block bootstrap, given the increased sensitivity to the choice of the bandwidth, these advantages are somewhat diluted in practice.
Table 3 about here
To examine the location of the estimator of the optimal bandwidth/block size S T for the quadratic spectral kernel block bootstrap, Table 3 
Note: KBB-QS: optimal kernel block bootstrap; TBB-PP: optimal tapered block bootstrap; KBB-PP: kernel block bootstrap with optimal tapered block bootstrap kernel; MBB: moving blocks bootstrap. Note: KBB-QS: optimal kernel block bootstrap; TBB-PP: optimal tapered block bootstrap; KBB-PP: kernel block bootstrap with optimal tapered block bootstrap kernel; MBB: moving blocks bootstrap. 
S.1 Introduction
This Supplement to the paper Kernel Block Bootstrap details the proofs of Theorems 1 and 2 together with a number of subsidiary results used in establishing Theorems 1 and 2.
S.2 Preliminaries
Throughout the Supplement, C denotes a generic positive constants that may be di erent in di erent uses with CS, M, and T the Cauchy-Schwarz, Markov and triangle inequalities respectively.
To simplify the analysis, the Supplement considers the transformed centred observations
with k 2 substituting fork 2 = P T 1 t=1 T k(t=S T ) 2 =S T in the main text. Corollary K.2 establishes that the results given below also apply for X tT as de ned in the main text.
Without loss of generality, since
and
the transformed and original samples are regarded below as having been drawn from a zero mean process, i.e., = 0.
For simplicity, where required, T =S T is assumed to be integer.
S.3 Some Notation
For ease of reference some notation used in the following is collected here.
Let
Also de neR
S.4 Proofs of Results
S.4.1 Large Sample Validity
Proof of Theorem 1. The result is proven in Steps 1-5 below; cf. Politis and Romano (1992, Proof of Theorem 2, pp. 1993-5). For simplicity, let m T = T =S T be integer.
Step 1: X ! 0 in probability. Follows by White (1984, Theorem 3.47, p.46) .
Step 2: prfT 1=2 X= 1 xg ! (x), where ( ) is the standard normal distribution function.
Follows by White (1984, Theorem 5.19, p.124) .
Step 3: sup x prfT 1=2 X= 1 xg (x) ! 0. Follows by P olya's Theorem (Ser ing, 1980, Theorem 1.5.3, p.18) from Step 2 and the continuity of ( ).
Step 4:
The result follows since (Smith, 2011 , Lemma A.2, p.1219 , S T =T = o(1), Assumption 2(a), and Smith, 2011 , Lemma A.3, p.1219 ).
Step 5:
Applying the Berry-Ess een inequality, Ser ing (1980, Theorem 1.9.5, p.33), noting the bootstrap sample
are independent and identically distributed,
The equality follows since max t X tT X T max t jX tT j (Newey and Smith, 2004 , Proof of Lemma A1, p.239), and
, see the Proof of Step 4 above. Therefore
by Assumption 2(a), yielding the required conclusion.
S.4.2 Asymptotic Bias, Variance and Mean Squared Error
Proof of Theorem 2. (a)
From Lemma B.1,
and, from Lemma B.2,
Therefore,
since, see Parzen (1957) and Andrews (1991, Proposition 1(b), p.825),
By Lemma B.3,
Therefore, collecting terms,
From (a) and (b)
and, in particular,
All the terms are o(1) by Assumptions 2(a) and 4(d) and by hypothesis S
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T =T ! 2 (0; 1). The result is then immediate.
S.4.3 Optimality
Let the induced kernel function k (y) = R 1 1 k(x y)k(x)dx=k 2 satisfy Assumptions 1, 2(a)(b)(c) and jK ( )j > 0 for all 2 R where K ( ) = (2 )
Then, if S 5 T =T ! for some 2 (0; 1) and 
k (S T k )) = 1 since the bias term is unbounded; see Andrews (1991, Proof of Theorem 2, pp.853-854) . In conclusion,
k (2)qs with strict inequality if k (y) and k qs (y) di er by positive Lebesgue measure;
see Andrews (1991, eq. (A.20) , p.854).
[ a (x)dx = 0, and
Proof. From Lemmas K.2 and K.3,
The result is then immediate since by hypothesis
Lemma B.2. Under Assumptions 1, 2, 3(a) and 4,
Proof. Consider the di erence 
Using Doukhan (1994, Theorem 3. (1), p.9),
where the last inequality follows from Assumption 3(a). By T
jE(X r+s X r )j
For t s
Similarly by T
Hence, also by T,
By the mean value theorem
(1) (x) and, thus, by Assumption 1
and, similarly 1
Lemma B.3. Under Assumptions 1, 2. 3(a) and 4,
Proof. Write
Using the c r inequality, White (1984, Proposition 3.8, p.33) ,
First,
Secondly, by CS,
the second inequality follows from a 
S.5.2 Asymptotic Variance
S.5.2.1 Preliminaries
Nordman (2009, Theorem 2, p.365) is used below and is stated here for ease of reference. Let
Also let
De ne the smoothing window H T (!) = P T 1 s=0 a 2 s;T (1 T 1 s) exp(is!) and the non-negative kernel Assumption N.1.
Assumption N.2. P 1 t1;t2;t3= 1 j (X 0 ; X t1 ; X t2 ; X t3 )j < 1: Then, if in addition sup T max 0 s T 1 ja s;T j < 1, then (a)
and the components of
which together with X 2 T are examined below. 
S.5.2.2 Results
De ne
uniformly s. Thus
Lemma V.1. If Assumption 2 is satis ed then sup T max 0 s T 1 ja s;T j < 1. 
Lemma V.2. Let Assumptions 2 and 4 hold. Then,
Proof. Now
By symmetry
Then, by Lemmas K.2 and K.3,
Lemma V.3. If Assumptions 2 and 4 are satis ed, then
Proof. By symmetry and Smith (2005, eq. (A.5) , p.169),
By T and Lemma K.4,
by Assumption 2(c).
Lemma V.4. Suppose Assumptions 2(b)(c) and 4(a)(b) are satis ed. Then
Proof. Note that, for s 2,
Hence, by T
where c and C are positive constants. The second inequality follows from Assumptions 2(c) and 4(a) and Lemma K.4, the fourth inequality from Assumption 4(b) since R
C and the nal inequality since
by Assumption 2(c) and Lemma K.4.
Theorem N is applied to
Theorem V.1. Let Assumptions 1-4 hold. If
Proof. Lemma V.1 establishes sup T max 0 s T 1 ja s;T j < 
Finally, since B T = o(1), to establish the order of the remainder, consider (
Hence the result follows.
[S.13]
Theorem V.2. If Assumption 1-4 hold, then
Proof. Let X r+s X r if t s:
By T and using the Minkowski inequality (White, 1984, Ex. 3.53(i) , p.46),
A further application of the Minkowski inequality
By a Doukhan (1994) moment bound, see, for example, Politis et al. (1997, Lemma A.1, eq. (A.4), p.304) , and noting that st consists of no more than jtj terms,
uniformly s and t. Thus, uniformly s,
[S.14] Therefore, combining the above results,
with the inequality following from Lemma K.4.
Theorem V.3. If Assumptions 1-4 hold,
Proof. Recall from the Proof of Lemma B.3
; t = 1; :::; T:
By a 
CT from Assumption 3(a). Now C(4; ) is bounded by Assumption 1. Therefore c; c] ) and suppose k( ) satis es Assumptions 4(a) and (b). Then 
De ne m i as the mid-point of interval J i , (i = 1; :::; 2S T ). Hence, using integration by parts,
Also, again applying integration by parts, 1 2
Multiplying by S 2 T and summing over i = 1; :::; 2c T ,
Now, by hypothesis k ). Therefore the conclusion holds since both LHS and RHS of the above inequalities converge to lim
The case c T =S T ! 1 and k(x) with unbounded support is considered here; k(x) with bounded support follows straightforwardly. De ne l T = M S T + c T + 1 and u T = M S T + c T and let
To simplify the notation write
For all M > 0, there exists a T such that, for all
), i = 1; :::; 2c T . For T large enough, there exists a constant M > 0 such that k (j) (x) < ", j = 0; 1; 2, for all jxj M as lim jxj!1 k (j) (x) = 0, j = 0; 1; 2, from Assumption 4(c).
Both sums are o(1) as " > 0 is arbitrary and, since both sums have c T M S T terms, from Assumption 
a (x)=12k 2 S T need be demonstrated as pointwise convergence is uniform on compact sets; see Rudin (1976, Exercise 16, p.168) . That is, for every " > 0, there exists a > 0 such that
for all ja 1 a 2 j < . By T 
The conclusion holds since both LHS and RHS of the above inequalities converge to lim
a (x)dx=12, i.e., R 1 1 k
a (x)dx=12.
Lemma K.2. Suppose Assumptions 2 and 4 hold. Then,
uniformly s:
Proof. Consider the di erencẽ 
Therefore,k
uniformly s.
Again let a = s=S T . 
a (x)dx = 0 the remainder is
Proof. Set c T = T 1 and consider 
uniformly s. Similarly, uniformly s,
By Corollary K.1,
uniformly a. Now by CS, also using Assumption 4(d),
uniformly a. Similarly, uniformly a,
Corollary K.2. Suppose S T ! 1, S T =T ! 0 and Assumptions 2(b)(c) and 4(a)-(c) hold. Then, if Assumption 4(d) is satis ed,
Proof. Set s = 0 in Lemma K.3.
