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В настоящее время во многих отраслях науки и практической деятельности при-
ходится сталкиваться с задачей многокритериального выбора. В общем плане она ста-
вится следующим образом:  
Пусть в рамках решения некоторой задачи выявлено множество возможных ее 
решений или альтернатив              . Выбор того или иного решения лицом 
принимающим решения (ЛПР) зависит от множества критериев              , оп-
ределяющих предпочтительность ЛПР (отношение R) того или иного решения. В об-
щем плане требуется либо найти наиболее предпочтительное решение (объект из мно-
жества U) по множеству всех критериев V, либо упорядочить решения (объекты) на 
множестве U [3]. 
Существует достаточно большое количество методов решения подобных задач:  
1. Метод расчета компромиссных кривых – аналитический метод [3]; 
2. Группа методов ЭЛЕКТРА [4]; 
3. Метод Подиновского [11];  
4. Метод Джоффриона-Дайера-Файнберга  [12];  
5. Процедура Зайонца-Валлениуса [12]. 
6. Метод [12]; 
7. Метод STEM (STEp Method) [12];  
8. Методы, использующие визуализацию точек и кривых [12]; 
9. Методы случайного поиска [12]; 
10.  Эволюционные методы [12]; 
11. Analytic Hierarchy Process (Метод анализа иерархий);  
Каждый из этих методов в общем плане ориентирован на определенный класс 
задач, связанный с тем или иным измерением данных, ограничениями на данные и по-
становку задачи и другими условиями [3] [4] [11] [12]. 
Среди этих методов особенно широкую популярность приобрел метод Analytic 
Hierarchy Process (AHP), разработанный американским математиком Томасом Саати в 
начале 1970-х годов [1]. В русскоязычной литературе этот метод известен как метод 
анализа иерархий (МАИ) [5]. 
МАИ базируется на использовании линейной функции полезности [12] и по-
строении иерархии взаимодействия объект-критерий [1].  Метод позволяет на основе 
оценок экспертов найти веса каждого объекта, ранжировать их, разместить на шкале 
приоритетности [1]. Именно представление результата в виде шкалированного множе-
ства является наиболее интересной особенностью метода. Другими преимуществом ме-
тода можно назвать возможность задавать критерии и оценки как численно, так и от-
ношением порядка, простоту вопросов на которые отвечает ЛПР.  
Рассмотрим этот метод подробнее. 
МАИ основывается на построении иерархии взаимодействия объект-критерий. 
На основе этой иерархии строятся матрицы попарного сравнения всех объектов по всем 
критериям. Допустим, мы выбираем из n объектов, имеющих m критериев. Сформули-
руем определение прямой задачи Саати. 
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Определение 1. Прямой задачей Саати назовем задачу нахождения весов объек-
тов исходя из весов критериев и данных о попарном сравнении объектов относительно 
каждого критерия.  
Тогда мы получим  m матриц размерности [n n]. 












   
   
   








       
       
       













Кроме того мы должны построить матрицу B – матрицу попарного сравнения 
весов критериев.  
Далее вычисляются m доминирующих собственных векторов и строим на их ос-
нове матрицу А.  
Определение 2. Доминирующим собственным вектором будем называть собст-
венный вектор соответствующий наибольшему собственному числу (см. теорему Пей-
рона-Фробениуса) [13]. 
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  - собственный вектор матрицы   . 
Вычислим V – транспонированный доминирующий собственный вектор матри-
цы B. 
Теперь мы можем вычислить вектор весов объектов U. 
     
Элементы вектора U будет весами объектов, из которых ведется выбор по кри-
териям [1]. Таким образом, вектор U – решение прямой задачи Саати. 
В настоящее время этот метод реализован во многих пакетах прикладных про-
грамм, таких как SuperDecisions, Expert Choice, MPRIORITY, Император 3.1 [6] [7] [8] и 
др.   Но при этом многие из этих пакетов имеют не вполне естественные ограничения 
(по размеру и структуре матрицы исходных данных, визуализации и др).  Так пакет в 
MPRIORITY невозможно использовать свою оценочную шкалу (есть только 9 балль-
ная) и невозможно работать с более чем 9 объектами и 9 критериями [6]. Император 3.1 
больше не поддерживается и имеет крайне неудобный интерфейс, который, судя по 
всему, не предполагает работу более чем с 10 объектами. 
Автором разработано собственное программное обеспечение DIPS (Direct and 
Inverse Problems Saaty) на основе технологии Java, свободное от рассмотренных недос-
татков и, кроме того, обладающее дополнительными возможностями, в частности, в 
области решения, так называемой обратной задачи. Обратная задача ставиться на осно-
ве Определения 1 прямой задачи Саати: 
Определение 3. Обратной задачей Саати назовём задачу нахождения весов кри-
териев, основываясь на весах объектов и данных о попарном сравнении объектов отно-
сительно каждого критерия. 
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Предлагаемое решение обратной задачи Саати основывается на основе решение 




Однако в общем случае матрица A не квадратная и ее обращение в классическом 
понимании невозможно. Для решения этой проблемы используется псевдообращением 
Мура-Пенроуза (в DIPS используется метод основанный на SVD (сингулярное разло-
жение)) [13] [14].  
Для быстрой работы с матрицами используется библиотека Efficient Java Matrix 
Library (EJML), доступная по GNU Lesser General Public License [10]. Визуальный ин-
терфейс реализован с помощью свободных библиотек Swing и Prefuse для Java. 
Разработанное программное обеспечение было с успехом применено при обра-
ботке медицинских данных, в частности, при определении доминирующих показателей, 
влияющих на детское ожирение [15]. 
Апробация разработанного метода показывает, что он может быть эффективно 
применён для решения многих задач, постоянно возникающих перед представителями 
науки, предпринимательства и политики. Примерами могут служить задачи следующих 
типов:  
 Проверка результатов ранжирования и группировки объектов, когда ран-
жирование и группировка была проведена какими-либо другими методами 
(возможно не математическими); 
 Решение задач прогнозирования повторного многокритериального выбора. 
На основе первоначально проведенного выбора можно оценить веса крите-
риев с помощью решения обратной задачи Саати и, используя их, спрогно-
зировать выбор из новых объектов уже с помощью решения прямой зада-
чи; 
 Оценка влияния критерия на успешность (вес, важность) объекта. Исполь-
зуя апостериорные веса объектов можно посчитать веса критериев и сде-
лать выводы по влиянию каждого критерия на успех объекта. Подобная 
информация позволит более целенаправленно подходить, например, к раз-
работке программ кандидатов, и прогнозировать результаты голосования 
на выборах; 
 Создание всевозможных рейтингов и проверка адекватности существую-
щих; 
 и др. 
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