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Abstract
This is a set of notes which reviews and addresses issues in the SL(2, R) confor-
mal field theory, while working primarily in a basis of vertex operators of definite
weight under the affine algebra. Following a review of the H3 coset model and the
spectrum of the SL(2, R) CFT, derivations are given for the selection rules and
the reduction of descendant to primary correlators involving arbitrary spectral
flowed modules. Together with a description of the equivalence of correlation
functions of fixed total spectral flow, this leads to an enumeration of the min-
imal set of three-point amplitudes required to determine the fusion rules. The
corresponding fusion rules for elements of the spectrum are compared to those
which arise through analytic continuation of the OPE of primary fields in the H3
model, and the apparent failure of the closure of the associated SL(2, R) OPE is
described in detail. A discussion of the consistency of the respective fusion rules
with the conjectured structure of equivalent factorizations of SL(2, R) four-point
correlators is presented.
1mcelgin@lsu.edu
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1 Introduction
The SL(2, R) conformal field theory has elicited great interest for more than two decades as a non-
rational WZNW model incorporating a timelike direction. Much of this interest has been based
on the expectation that the model may be tractable enough to allow an exact description of string
propagation on the AdS3 spacetime, defined here to be the universal cover of the SL(2, R) group
manifold. Physical motivation for understanding string theory on AdS3 has followed partly from
the realization that black holes may be formed from AdS3 by both a coset construction, as in the
SL(2, R)/U(1) CFT, and through orbifolding, as in the case of strings on BTZ black holes. More
significantly, the AdS3 spacetime has served a very important role in elucidating the relationship
between string theory on anti-deSitter spacetimes and conformal field theories defined on their
conformal boundaries (for a review see [1]). In particular, since only NS fields are required to
define an exact background for the superstring, and since the corresponding boundary CFT, while
possessing somewhat unfamiliar properties [2][3][4], is two-dimensional, the SL(2, R) model has
permitted a description of the AdS/CFT correspondence beyond the supergravity approximation
that is more explicit than is available through other means. Related to these motivations has been
the hope that the SL(2, R) CFT can play a role in clarifying the status of time in string theory,
and in helping to resolve enduring mysteries in black hole physics.
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The development of the technical description of the SL(2, R) CFT has moved at a slower pace
than theoretical developments that have required its use. More progress has been made in under-
standing the CFT associated with H3 , the Euclidean continuation of AdS3 , which corresponds to
the SL(2, C)/SU(2) coset model. Using methods which were originally applied to rational CFTs,
and later used successfully in the solution of Liouville theory [5][6][7], the presence of degener-
ate affine modules [8] was exploited to derive the three-point function and the operator product
expansion for the H3 CFT on the Riemann sphere [9][10]. The close relationship with Liouville
theory led to a proof of the crossing symmetry of the H3 four-point function [11], with a form of
effective equivalence between the two theories subsequently demonstrated conclusively [12]. Sig-
nificant efforts to describe string theory on AdS3 in the context of the AdS/CFT correspondence
succeeded in uncovering the relationship between string vertex operators and operators in the
boundary CFT [13][14][3][4]. However, glaring problems associated with the unitarity of the string
spectrum on AdS3 remained. In particular, the requirement of unitarity for Virasoro primary
states in conventional discrete affine representations of SL(2, R) imposes an apparent upper bound
through the string constraints on the conformal dimensions of operators in a unitary CFTM which
appears as part of a string background AdS3 ×M. These seeming pathologies were eliminated in
a series of three papers, the first of which proved a no-ghost theorem for an extended spectrum
which includes representations which follow from the spectral flow automorphism of the SL(2, R)
current algebra [15]. That these affine representations are distinct from those arising from the
representations of the global SL(2, R) algebra reflects the fact that the isometry group of AdS3 is
not simply connected, but has fundamental group Z which it inherits from the Z× Z fundamental
group of the group of isometries (SL(2, R)× SL(2, R))/Z2 of the group manifold SL(2, R) . This
is unlike the case of the corresponding automorphism of the analogous SU(2) affine algebra, where
the spectrum of states is mapped to itself under spectral flow. Further evidence that these repre-
sentations give rise to a sensible string spectrum was provided through a path-integral calculation
of the partition function of strings on the quotient of H3 corresponding to the Euclidean BTZ
black hole [16]. Following this, correlation functions involving states in spectral flow sectors were
investigated [17], and many of the outstanding problems in the SL(2, R) CFT were resolved.
Following these advances, the SL(2, R) model has been the focus of attention of numerous
research efforts, including [18][19][20]. Prominent among these was the extension [21] of the work
of [12] which presented an explicit expression for arbitrary n-point primary correlation functions2 in
the H3 model with total spectral flow |w| via the computation of an amplitude in the Liouville CFT
involving 2n− 2− |w| primary operators, of which n− 2− |w| are in degenerate Virasoro modules.
The relations appearing in [12][21] were further investigated [22][23][24] by numerous authors, and
many additional efforts [25][26][27][28] were made using various techniques to compute correlation
functions of the SL(2, R) CFT on the Riemann sphere, and to understand the H3 and SL(2, R)
CFTs on both open and higher-genus closed Riemann surfaces [29][30][31][32][33]. Among these
investigations, building on the work of [20] for the unflowed sectors, was the examination in [34]
of a definition of the OPE of the SL(2, R) model for generally flowed primary states via analytic
continuation from the H3 model, with discrete intermediate states of the SL(2, R) CFT appearing
as poles crossing the contour of integration of the spectrum of continuous states. It is important to
note that an ansatz for the SL(2, R) OPE following from a presumed completeness of the spectrum
requires only that the associated |w| ≤ 1 three-point amplitudes be derived from the H3 model.
2It should be noted that spectral flowed operators in the H3 CFT are non-normalizable, unlike the corresponding
operators in the SL(2, R) model to which they may be related though analytic continuation.
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A corresponding definition of the SL(2, R) CFT thus presently lacks only a proof of crossing
symmetry, though it might be hoped that such a proof would follow naturally through analytic
continuation from those for the H3 or Liouville CFTs. Additionally, the factorization of string
amplitudes is generally formulated3 in terms of the analytic continuation of factorized Euclidean
CFT amplitudes. The definition of the OPE introduced in [34] was motivated by the observation [21]
that the appearance of intermediate states which are flowed elements of the SL(2, R) spectrum
would seem to require the introduction of non-normalizable flowed elements in the H3 model prior
to analytic continuation. However, at least in the case of the spectral flow conserving four-point
amplitude, the additional flowed intermediate states appear to be superfluous since this amplitude
is assumed to be computable entirely in terms of unflowed external and intermediate H3 states.
Instead, the OPE coefficients involving states in spectral flowed sectors make an appearance in
associated alternative factorizations of equivalent spectral flow conserving amplitudes. As suggested
in [21], this picture was extended in [34] to a conjectured equivalence for generally spectral flow
non-conserving four-point correlation functions for alternative choices of factorization on respective
|w| ≤ 1 intermediate H3 states. However, it is not clear that this leads to a consistent picture since
the fusion rules associated with the respective factorizations do not in general agree with those
derived under the assumption of the completeness of the SL(2, R) spectrum. As is evident in the
selection rules discussed in section 4 , for unflowed product states in the OPE involving at least
one state in the continuous representations, no choice of factorization on states in a single spectral
flow sector |w| ≤ 1 can produce all of the required flowed affine modules. Furthermore, as outlined
in [34], in choices of factorization where these fusion rules do not agree, discrete intermediate states
which are outside of the SL(2, R) spectrum make an appearance.
The order of topics covered in these notes is as follows. In Section 2 an introduction to the H3
CFT is given, with a comparison of the two- and three-point functions in a number of bases of vertex
operators. The respective bases comprise the Φj(x) basis in which the H3 model is often defined, the
ϕj(µ) basis which is useful for elucidating the relationship between the H3 and Liouville CFTs, and
the basis Vj(m) of definite affine weight which is predominantly employed in these notes. Following
this are descriptions of both Liouville theory and the mapping presented in [12] which relates n-
point correlation functions of primary operators in the H3 model and correlation functions of 2n−2
primary operators in Liouville theory. In Section 3 a description of the spectrum of the SL(2, R)
CFT introduced in [15] is given, including those sectors which appear due to the spectral flow
automorphism of the SL(2, R) current algebra, and the consequences of the condition of unitarity
of the string spectrum are discussed. In Section 4 the correlation functions of the SL(2, R) CFT
are investigated, beginning with a detailed derivation of the selection rules [17] for flowed affine
modules and associated primary states. Following this is a description of the process, which proceeds
somewhat differently for the SL(2, R) model than for more conventional CFTs, of the reduction of n-
point descendant correlators to those of primary states. The reduction to primary states of all three-
point amplitudes permitted by the selection rules is described, and the minimal set of correlators
required to compute the fusion rules involving elements of the spectrum is enumerated. The
three-point function of unflowed primary fields is then analytically continued to produce a discrete
two-point function which has a finite coefficient in a vertex operator normalization which imposes
V0(0) = Φ0(x) = 1 . This is followed by a description of the flowed primary vertex operators Vwj (m)
in terms of parafermions and a timelike free boson which leads to a demonstration of the equivalence
3Many of the difficulties expected to be encountered in defining string amplitudes via analytic continuation in the
Vj(m) basis are not evident in the treatment involving the Φj(x) basis appearing in [15].
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of spectral flow conserving correlators. This construction also leads to a finite normalization for
the factor ωj which appears both in the operator equivalence Vwj (±j) = ωjVw±1˜ (∓˜) , where ˜ =
k/2− j , and in the expression for the unit spectral flow operator Vk/2(±k/2) in terms of free field
exponentials. Using some of the results of [21], the equivalence between primary correlators4 of fixed
total spectral flow is then described. The unit spectral flowed three-point function is then computed
using a similar approach to that outlined in [17], but involving a distinct basis of flowed primary
fields Φwj (x) . A finite normalization of this amplitude is provided both by requiring consistency
of the identification Vwj (±j) = ωjVw±1˜ (∓˜) for the discrete two-point function, and through an
explicit computation involving analytic continuation of the factorization of the corresponding four-
point amplitude in the H3 model. Section 5 involves a derivation of the fusion rules for all flowed
affine representations of the SL(2, R) spectrum. This is done by making use of the discrete two-
point function, the spectrum of the SL(2, R) model, and the normalized three-point amplitudes,
rather than through analytic continuation [34] as described in section 6. As is suggested by the
results in [34], and unlike in the treatment of the OPE of the corresponding string amplitudes
given in [17], it will be found that all continuous and discrete spectral flow sectors which are
permitted by the selection rules have finite and non-vanishing OPE coefficients for some range
of values of the j quantum number. Section 6 contains an investigation of the factorization of
the four-point function in the H3 model and the associated analytic continuation to the SL(2, R)
CFT. A description of the pole structure in the complex j plane of the integral over intermediate
states in the Φj(x) basis is given. This is followed by a demonstration that the x  1 limit of
the conformal blocks corresponds to a projection onto w = 1 flowed primary states. A detailed
discussion is then given of the fusion rules which follow via analytic continuation of the OPE
of primary states in the H3 model, with a particular emphasis on the appearance of discrete
intermediate states outside of the spectrum of the SL(2, R) CFT. Also discussed is the structure of
alternative factorizations [34] of the spectral flow conserving four-point correlator, which depends
crucially on the equivalence of amplitudes of fixed total spectral flow. A conjectured picture of
alternative factorizations for spectral flow non-conserving four-point correlators is then presented.
This is followed by a conclusion in section 7 which contains some remarks on the relationship
between the set of apparent alternative factorizations of SL(2, R) four-point correlation functions
and the failure of the closure of the related OPE coefficients on the SL(2, R) spectrum. Some
further review and technical details are contained in the appendix.
4The summation considered here is over the spectral flow parameter of the primary representations, not of the
corresponding affine modules. While the equivalence Dˆ±w = Dˆ∓w±1 exists for the affine modules, with the exception of
the state Vwj (±j) , the corresponding primary representations D±w and D∓w±1 are distinct.
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2 The H3 CFT
The H3 coset CFT, like the SL(2, R) model considered below, has an affine symmetry with asso-
ciated holomorphic currents Ja(z) which have the following OPE’s
J3(z)J3(w) ∼ − k/2
(z − w)2 (2.1)
J3(z)J±(w) ∼ ± J
±(w)
(z − w) (2.2)
J+(z)J−(w) ∼ k
(z − w)2 −
2J3(w)
(z − w) (2.3)
These are assembled into the worldsheet stress tensor via the Sugawara construction
T (z) = (k − 2)−1 ηab :JaJb : (z) (2.4)
The corresponding central charge is given by
c =
3k
k − 2 = 3 + 6b
2 (2.5)
where we have introduced the Liouville coupling b−2 = k − 2 .
2.1 The Φj(x) primaries
We consider the primary fields Φj(x) with worldsheet conformal dimension given by
h(j) = h(1− j) = j(1− j)
k − 2 (2.6)
Suppressing anti-holomorphic dependence, these fields satisfy the following OPEs
Ja(z) Φj(x|w) ∼ −D
a Φj(x|w)
(z − w) (2.7)
Here the generators Da are given by
D+ = − ∂
∂x
D3 = −x ∂
∂x
− j D− = −x2 ∂
∂x
− 2jx (2.8)
and satisfy the SL(2, R) algebra [D3, D±] = ±D± , [D+, D−] = −2D3 with the Casimir charge
−D3D3 + 12
(
D+D− +D−D+
)
= j(1− j) (2.9)
The (Mobius-fixed) three-point correlation function5 of the H3 CFT is given by
〈 Φˆj3(x3)Φj2(x2|1)Φj1(x1)〉 = C(jp)W (jp, xp) (2.10)
5Here the convention Φj(x) = Φj(x|0) has been used, and u = 1/z frame operators are given by Φˆj(x|u) as
described in appendix D .
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where, defining ˆ =
∑3
p jp , the global SL(2, C) symmetry leads to
W (jp, xp) = |x1 − x2|2(2j3−ˆ) |x2 − x3|2(2j1−ˆ) |x3 − x1|2(2j2−ˆ) (2.11)
and the imposition of crossing symmetry on four-point correlators involving the insertion of oper-
ators in degenerate affine modules [9] leads to
C(j1, j2, j3) = −ν1−ˆ b
−2
2pi2
Γ(1− b2)
Γ(1 + b2)
G(ˆ− 1)
G(1)
3∏
p=1
G(ˆ− 2jp)
G(2jp − 1) (2.12)
The function G(j) in (2.12) may be defined6 through the Υb(x) function (E.22) which appears in
Liouville theory
G(j) = (k − 2)
−j(k−1−j)
2(k−2) Υ−1b (bj) (2.13)
Defining γ(x) = Γ(x)/Γ(1 − x) , given the relations (E.23) for Υb(x) , it may be seen that G(j)
satisfies
G(j) = G(k − 1− j) (2.14)
G(1− j) = (k − 2)(2j−1) γ(1− j)G(j) (2.15)
G(j + 1) = γ(1− j/(k − 2))G(j) (2.16)
Also, given the locations of the zeros (E.26) in Υb(x) , G(j) is meromorphic with poles at
j = −n−m(k − 2) and j = (n+ 1) + (m+ 1)(k − 2) for n,m ∈ Z≥0 (2.17)
The constant ν is undetermined by the bootstrap procedure through which (2.12) may be derived,
but will be fixed here to
ν =
Γ(1− b2)
Γ(1 + b2)
(2.18)
as required by the relations between the H3 model and Liouville theory which appear in section 2.4 ,
as well as to produce the normalizations of the zero-mode quantum mechanics described in section B
in the b2 → 0 limit. Here C(jp) is normalized such that, with Φ0(x) = 1 , the two-point function
is given by
〈 Φˆj2(x2)Φj1(x1)〉 = δ2(x2 − x1) δ(s2 + s1) +Bj1 |x2 − x1|−4j1 δ(s2 − s1) (2.19)
where we have defined jq =
1
2 + isq with sq ∈ R . This may be seen to follow from
C(j1, j2, ) ' Bj1 δ(s2 − s1) +  pi−1δ(s2 + s1) (2.20)
as well as (E.1). Here Bj is defined in terms of
Rj = R−11−j =
piBj
(2j − 1) = ν
1−2j Γ(1− b2(2j − 1))
Γ(1 + b2(2j − 1)) (2.21)
Note that the choice (2.18) fixes R0 = limk→∞Rj = 1 . It may also be seen that
C(j1, j2, j3)
C(j1, j2, 1− j3) = Rj3
Γ(1− 2j3)
Γ(2j3 − 1)
γ(j3 + j2 − j1)
γ(1− j3 + j2 − j1) (2.22)
6Note that this definition differs from that in much of the literature in the sign of the argument.
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The primaries Φj(x) must then satisfy the reflection relation
Φj(x) = Bj
∫
d2y |x− y|−4j Φ1−j(y) (2.23)
which is defined in the sense of analytic continuation from a convergent domain, and follows from
the integral (E.9). The reflection symmetry and the two-point function (2.19) imply that the
(continuum normalizable) spectrum of the H3 model is given by operators Φj(x) for j =
1
2 + is
with s ∈ R≥0 . This is denoted below by j ∈ S+C = 12 + iR+ .
All descendant correlation functions in the H3 model may be readily reduced
7 to those of primary
fields, which may in turn be computed by making use of the H3 OPE [10]
Φj2(x2|z)Φj1(x1) =
∫
d2x
∫
R+
ds 〈 Φˆ1−j(x)Φj2(x2|z)Φj1(x1)〉 [Φj(x) + . . .] (2.24)
where j = 12 + is . The sum includes descendants whose coefficients are determined entirely by the
affine symmetry. The reflection symmetry (2.23) implies that the integrand in (2.24) is invariant
under j → 1− j , and thus that the s integral may be extended to the entire real axis (equivalently
to j ∈ SC = 12 + iR ). The domain of validity of this expression is given by
|Re(j1 − j2)| < 1/2 , |Re(1− j1 − j2)| < 1/2 (2.25)
Outside of this domain, which clearly includes jp ∈ SC , (2.24) possesses a well-defined analytic
continuation to jp ∈ C under which poles in the integrand cross the contour of integration and
produce discrete contributions. Further features of the H3 CFT in the Φj(x) basis will be examined
in section 6 in the context of the factorization of the four-point function.
2.2 The ϕj(µ) primaries
To examine the correspondence between the H3 and Liouville CFTs, it is very useful to intro-
duce [12] the Fourier transformed fields
ϕj(µ) = −|µ|2j pi−1
∫
d2x eµx−µ¯x¯ Φ1−j(x) (2.26)
Here we have chosen the normalization ϕ0(0) = R−10 1 , where R0 = 1 in the normalization given
by (2.18) . The above fields may be seen to satisfy the reflection relation
ϕj(µ) = Rj ϕ1−j(µ) (2.27)
where, given (E.6),
Rj = R
−1
1−j = R1−j
Γ(2j − 1)
Γ(1− 2j) (2.28)
It may be seen that the fields ϕj(µ) satisfy the following OPEs
Ja(z)ϕj(µ|w) ∼ −F
a ϕj(µ|w)
(z − w) (2.29)
7See section 4.2 for a discussion of subtleties which arise in the corresponding reduction of descendant correlators
in the SL(2, R) CFT.
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Here the SL(2, R) generators F a are given by
F+ = µ F 3 = µ
∂
∂µ
F− = µ
∂2
∂µ2
+ j(1− j)/µ (2.30)
The three-point function in this basis takes the form
〈 ϕˆj3(µ3)ϕj2(µ2|1)ϕj1(µ1)〉 = δ2(
∑3
p=1µp) |µ3|2C(1− jp)W (jp|y) (2.31)
where we have defined y = µ1/(µ1 + µ2) and
W (jp|y) = −γ(ˆ− 1) |y|2j1 |1− y|2j2
∫
d2x |x|2(ˆ−2j1−1) |1− x|2(ˆ−2j2−1) |x− y|2(1−ˆ) (2.32)
which may be computed using (E.9). The corresponding two-point function is given by〈
ϕˆj2(µ2)ϕj1(µ1)
〉
= |µ1|2 δ2(µ2 + µ1) (δ(s2 + s1) +Rj1δ(s2 − s1)) (2.33)
The OPE for the H3 model in the ϕj(µ) basis takes the form
ϕj2(µ2|1)ϕj1(µ1) =
∫
R+
dsC(1− j1, 1− j2, j)W (j1, j2, 1− j|y) [ϕj(µ) + . . .] (2.34)
where µ = µ1 + µ2 . The OPE (2.34) shares the domain of validity (2.25) with (2.24).
2.3 The Vj(m) primaries
We would also like to examine modes of definite affine weight
Vj(m) = Bj
(1− 2j)
∫
d2xx−j−mx¯−j−m¯ Φ1−j(x) (2.35)
where the normalization Vj(j) = Φj(0)/(1 − 2j) has been chosen given the analytic continuation
of (2.23). The currents have the following OPE’s with the modes
J3(z)Vj(m|w) ∼ mVj(m|w)
(z − w) (2.36)
J±(z)Vj(m|w) ∼ (m± j)Vj(m± 1|w)
(z − w) (2.37)
The spacetime energy and angular momentum are given by E = m + m¯ and ` = m − m¯ ∈ Z ,
respectively. For the H3 coset model E = −iω ∈ iR , while for the SL(2, R) model E ∈ R . From
(2.23) the modes satisfy the reflection relation
Vj(m) = Rj(m)V1−j(m) (2.38)
where, given (E.8),
Rj(m) = R
−1
1−j(m) = Rj
Γ(2j − 1)
Γ(1− 2j)
Γ(1− j −m)
Γ(j −m)
Γ(1− j + m¯)
Γ(j + m¯)
(2.39)
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These relations lead to the transforms
Vj(m) = −R−1j Rj(m)pi−1
∫
d2xxj−1−mx¯j−1−m¯ Φj(x) (2.40)
and, given (E.7),
Vj(m) = Rj Γ(1− j −m)
Γ(j + m¯)
pi−1
∫
d2µµm−1µ¯m¯−1 ϕj(µ) (2.41)
The three-point function in this basis takes the form
〈 Vˆj3(m3)Vj2(m2|1)Vj1(m1)〉 = pi−2 δ2(
∑3
p=1mp)A(jp|m1,m2) (2.42)
where
A(jp|m1,m2) = pi2C(1− jp)W (jp|m1,m2)
∏3
p=1
Bjp
(1− 2jp) (2.43)
Here δ2(m) is defined by (E.3) and,
W (jp|m1,m2) =
∫
d2x d2y x−j1−m1 x¯−j1−m¯1 y−j2−m2 y¯−j2−m¯2
× |1− x|2(ˆ−2j2−1) |1− y|2(ˆ−2j1−1) |x− y|2(ˆ−2j3−1) (2.44)
This may be computed [35] using (E.13). The corresponding two-point function is given by〈 Vˆj2(m2)Vj1(m1)〉 = pi−2 δ2(m2 +m1) (δ(s2 + s1) +Rj1(m1) δ(s2 − s1)) (2.45)
For the discrete primary operators Vj(m) considered below with m = j + n and m¯ = j + n¯ ,
where n, n¯ ∈ Z≥0 and j ∈ R+ , we have
Vj(m) = Γ(2j)
Γ(2j + n)
Γ(2j)
Γ(2j + n¯)
∂n+n¯
∂xn∂x¯n¯
Φj(0)
(1− 2j) (2.46)
This operator expression, which follows from the relations (2.23, 2.35), should be understood in the
sense of analytic continuation of correlation functions from a convergent domain in the absence of
another operator Φj′(x
′) at x′ = 0 , and is exhibited in the form of the wavefunctions (B.6, B.27).
As discussed below, these vertex operators are normalizable in the SL(2, R) model if 1/2 < j <
(k− 1)/2 . To similarly express the corresponding conjugate operator Vj(−m) , denote the x frame
operator as Φxj (x) and define Φ
r
j(r) to be the r = 1/x frame operator given by
Φrj(r) =
∣∣∣∣∂r∂x
∣∣∣∣−2j Φxj (x) = x2j x¯2j Φxj (x) (2.47)
Here we have taken Φj to have a boundary conformal dimension given by j. For example, sup-
pressing the superscript on Φxj (x) , we have from (2.10)
〈 Φˆrj3(0)Φj2(1|1)Φj1(0)〉 = C(j1, j2, j3) (2.48)
and,
〈 Φˆrj2(0)Φj1(0)〉 = Bj1δ(s2 − s1) (2.49)
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Note that the reflection relation (2.23) is preserved by this change of frames, and that the transform
(2.35) takes the form
Vj(−m) = Bj
(1− 2j)
∫
d2r r−j−m r¯−j−m¯ Φr1−j(r) (2.50)
Thus the conjugate relation to (2.46) is expressed essentially identically as
Vj(−m) = Γ(2j)
Γ(2j + n)
Γ(2j)
Γ(2j + n¯)
∂n+n¯
∂rn∂r¯n¯
Φrj(0)
(1− 2j) (2.51)
The OPE for the H3 model in the Vj(m) basis is given by
Vj2(m2|1)Vj1(m1) =
∫
R+
dsA(j1, j2, 1− j|m1,m2) [Vj(m) + . . .] (2.52)
where m = m1 + m2 . In terms of the jp quantum numbers the OPE (2.52) shares the domain of
validity (2.25). In terms of E = m+ m¯ and L = m− m¯ , the domain of validity is described by
|Re(E)| < 1 + |L| (2.53)
This is equivalent to
Max(Re(m),Re(m¯)) > −1/2 and Min(Re(m),Re(m¯)) < 1/2 (2.54)
Clearly this includes the spectrum of the H3 model in the Vj(m) basis since in this case Re(E) = 0
and j ∈ SC . As for the Φj(x) and ϕj(µ) bases considered above, outside of this domain the OPE
(2.52) possesses a well-defined analytic continuation under which poles in the integrand cross the
contour of integration and produce discrete contributions.
2.4 The H3 model from Liouville theory
In order to more clearly describe the relation between Liouville theory and the H3 model, we
introduce a basis of primaries8 Va for Liouville theory. In the relation (2.64) below we will identify
the Liouville parameter a with the SL(2, R) parameter j as follows
a(j) =
k
2
− 1 + j (2.55)
The central charge of the Liouville CFT is given by
cL = 1 + 6 (b+ b
−1)2 = 25 + 6
(k − 3)2
k − 2 (2.56)
The conformal dimension of the operator Va is given by
9
hL(a) = hL(q − a) = a(q − a)
k − 2 =
j(1− j)
k − 2 +
k
4
(2.57)
8Here Va is equated with the conventional Liouville operator Vα with α = ba , and the conventional parameter Q
is given by Q = b+ b−1 = bq with q = k − 1 .
9For notational simplicity, in this subsection the subscript on hL(a) = h(j) + k/4 will henceforth be dropped and
h(a) will denote the conformal dimension of Liouville operators rather than those of the H3 model.
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where q = k − 1 . The Liouville three-point function is given by
〈 Vˆa3Va2(1)Va1〉 = Ca3a2a1 =
b
2pi
(
νbL b
4
)q−aˆ G(aˆ− q)
G(1)
3∏
p=1
G(aˆ− 2ap)
G(2ap)
(2.58)
with aˆ =
∑3
p=1 ap . This expression is invariant under the duality transformation b→ b−1 and ap →
b2 ap . The constant
10 νL is undetermined by the Liouville bootstrap and is self-dual in Liouville
theory. However, the correspondence between Liouville theory and the H3 model fixes νL = ν
−1/b .
With this identification, the Liouville primaries satisfy the reflection relation Va = R
L
a Vq−a , where
RLa = (R
L
q−a)
−1 = R1−j Γ(2j − 1)
Γ(1− 2j) (2.59)
This has been expressed in terms of the H3 parameter j = a− 12b−2 to demonstrate that RLa = Rj
(2.28). Taking V0 = 1 , the two-point function is given by
〈 Vˆa2Va1〉 = Ga2a1 = b−1δ(s2 + s1) +RLa1b−1δ(s2 − s1) (2.60)
Here we have defined a = q/2+ is , which is equivalent to j = 1/2+ is , and introduced the notation
Ga2a1 to emphasize the role of the two-point function as a metric on fields. The reflection relation
(2.59) and the form of (2.60) implies that the spectrum of normalizable states in Liouville may
be taken to correspond to s ∈ R+ . The corresponding inverse metric then leads to the identity
operator on primary fields
δa1a2 =
∫
R+
dsGa1aGaa2 = δ(s2 − s1) +RLa1δ(s2 + s1) (2.61)
Here again a = q/2+is , and the form of the identity in the basis Va is consistent with the reflection
relation (2.59). The operator product expansion in Liouville theory takes the form
Va2(z)Va1 =
∫
R+
ds3C
a3
a2a1 |z|−2(hˆ−2h3) [Va3 + . . .] (2.62)
where hp = h(ap) , and hˆ =
∑3
p=1 hp . The sum includes Virasoro descendant states which are
determined by the conformal symmetry. It may be seen that
Ca3a2a1 =
∫
R+
dsGa3aCaa2a1 = R
L
q−a3Ca3a2a1 (2.63)
Building on the work of Stoyanovsky, which examined the relationship between the Knizhnik-
Zamolodchikov equation of the H3 CFT and the Belavin-Polyakov-Zamolodchikov differential equa-
tion for degenerate representations in Liouville theory, Teschner and Ribault [12] constructed the
following map between H3 and Liouville correlators
〈ϕjn(µn|zn) . . . ϕj1(µ1|z1)〉
= b δ2(
∑n
p=1µp) |Θn(zr, ys)|2 〈Van(zn) . . . Va1(z1)Va−(yn−2) . . . Va−(y1)〉 (2.64)
10The correspondence with convention is νL = (piµLγ(b
2))1/b with the choices νL = ν
−1/b and (2.18) leading to
piµL = b
2 .
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where a− = −12b−2 , and ap = a(jp) = jp − a− as defined by (2.55). The respective variables are
related through
n∑
p=1
µp
t− zp = u
∏n−2
p=1 (t− yp)∏n
p=1(t− zp)
(2.65)
which implies u =
∑n
p=1 µpzp . We also have
Θn(zr, ys) = u
∏
r<s≤n
(zr − zs)−a−
∏
r<s≤n−2
(yr − ys)−a−
∏
r≤n
∏
s≤n−2
(zr − ys)a− (2.66)
In particular, the relation between the two-point functions (2.33, 2.60) follows from RLa = Rj .
Furthermore, the Mobius-fixed three point function (2.31) may be computed as
〈 ϕˆj3(µ3)ϕj2(µ2|1)ϕj1(µ1)〉 = b |µ3|2δ2(
∑3
p=1µp) |y(1− y)|2a− 〈 Vˆa3Va2(1)Va−(y)Va1 〉 (2.67)
where (2.65) implies y = µ1/(µ1 + µ2) . This requires
〈 Vˆa3Va2(1)Va−(y)Va1 〉 = b−1C(1− jp) |y(1− y)|−2a−W (jp|y) (2.68)
In general the Liouville four-point function may be factorized as
〈 Vˆa4Va3(1)Va2(y)Va1 〉 =
∫
R+
dsCa4a3
aCaa2a1 |Faa4a3a2a1(y) |2 (2.69)
where the conformal block Faa4a3a2a1(y) is normalized as
Faa4a3a2a1(y) = yh(a)−h2−h1 (1 +O(y)) (2.70)
Degenerate Virasoro representations in Liouville theory appear for
a±n,m = q/2± (n+ b−2m)/2 = q − a∓n,m (2.71)
where n,m ∈ Z>0 . These representations correspond to the degenerate affine representations of
SL(2,R) given by (C.1). The null descendant of Va− , where a− = a−1,2 = −12b−2 , satisfies(
L−2 + b2L2−1
) · Va− = 0 (2.72)
Making use of the conformal Ward identities we find the hypergeometric equation(
b2
∂2
∂y2
+
(
1
1− y −
1
y
)
∂
∂y
+
h1
y2
+
h2
(1− y)2 +
h1 + h2 − h3 + h−
y(1− y)
)
Faa3a2a−a1(y) = 0 (2.73)
where h− = h(a−) . The corresponding two solutions imply that for the amplitude (2.68) the
integral (2.69) may be written as the sum of two terms as follows
〈 Vˆa3Va2(1)Va−(y)Va1 〉 = A+ |Fa1+a−a3a2a−a1(y) |2 + A− |Fa1−a−a3a2a−a1(y) |2 (2.74)
It may be seen that (2.73) has the solutions
Fa1±a−a3a2a−a1(y) = yh(a1±a−)−h−−h1(1− y)h(a2±a−)−h−−h2
× 2F1(±ˆ+ 12 ∓ 32 ,±(ˆ− 2j3) + 12 ∓ 12 ; 1± (2j1 − 1); y) (2.75)
14
where ˆ =
∑3
p=1 jp = aˆ + 3a− . Using the hypergeometric identity (E.11), we find that (2.68)
requires
A+ = −pi b−1C(1− jp) γ(1− 2j1)γ(ˆ− 1)γ(ˆ− 2j2)γ(ˆ− 2j3) (2.76)
and
A− = −pi b−1C(1− jp) γ(2j1 − 1)γ(ˆ− 2j1) (2.77)
Making use of the normalization (2.18), a careful treatment of the countour integral in (2.69)
demonstrates that this is the correct result. In particular, by recognizing that the integrand is
invariant under a → q − a , the contour may be extended to the entire real s axis. Under the
analytic continuation of a− from q/2 + iR+ to a− = −12b−2 , it may be shown that the only
non-vanishing contributions to (2.69) lead to
A± = ∓
∮
a1±a−
dsCa3a2
aCaa−a1 (2.78)
Here the respective (counter-clockwise) contours encircle poles11 at a = q/2 + is = a1 ± a− which
cross the real s axis. This is consistent with the operator product expansion
Va−(z)Va1 =
∑
σ=±1
Bσ |z|2(h(a1+σa−)−h−−h1)
[
Va1+σa− + . . .
]
(2.79)
where B+ = 1 and
B− = b−4 ν−b
−2
γ(2a1 − q)/γ(2a1) (2.80)
As has been shown in [12], having treated the H3 two-point and three-point functions, the formula
(2.64) may then be proven through induction.
3 The spectrum of the SL(2, R) CFT
The holomorphic worldsheet12 currents of the SL(2, R) model have the mode expansions
Ja(z) =
∑
n∈Z
Jan z
−n−1 (3.1)
The OPEs (2.1) of the currents lead to the associated mode algebra
[J3n, J
3
m] = −12 kn δn+m
[J3n, J
±
m] = ±J±n+m
[J+n , J
−
m] = −2J3n+m + kn δn+m (3.2)
11In addition there are identical contributions from reflected poles at q − a = q − a1 ∓ a− which cross the s axis
and cancel the factor of 1/2 from the extension of the contour of integration.
12In what follows we will primarily work with holomorphic quantities on a Euclidean worldsheet which is defined
through the mapping from the Lorenztian cylinder (w0, w1) to the Riemann sphere (z, z¯) given by z = ew
2−iw1 with
the continuation w0 → −iw2 . In the notation for the related Killing vector fields in appendix A, we will also define
Ja+ ≡ Ja and Ja− ≡ J¯a . However, this notation invites confusion since, unlike the case of the H3 model where
(J±+ )
∗ = J±− and (J
3
+)
∗ = J3− , for the SL(2, R) model J
a
+ and J
a
− are not related through complex conjugation.
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The stress tensor (2.4) has the following expansion in Virasoro generators
T (z) =
∑
n∈Z
Ln z
−n−2 (3.3)
In terms of the modes, for p = n/2 ∈ Z the Virasoro generators have the form
(k − 2)Ln = 12
(−2J3pJ3p + J+p J−p + J−p J+p )
+
∑∞
m=1
(−2J3p−mJ3p+m + J+p−mJ−p+m + J−p−mJ+p+m) (3.4)
And for p = (n− 1)/2 ∈ Z they have the form
(k − 2)Ln =
∑∞
m=0
(
−2J3p−mJ3p+1+m + J+p−mJ−p+1+m + J−p−mJ+p+1+m
)
(3.5)
Given the mode algebra (3.2), the Virasoro generators satisfy
[Ln, J
a
m] = −mJam+n (3.6)
and the Virasoro algebra
[Ln, Lm] = (n−m)Ln+m + c
12
n(n2 − 1) δn+m (3.7)
with central charge c = 3k/(k − 2) .
3.1 The unflowed spectrum
To determine the spectrum of the SL(2, R) CFT we first examine primary vertex operators Vj(m)
of definite weight under the global SL(2, R) algebra generated by Ja0 , out of which affine modules
are built by application of the modes of positive conformal weight Ja−n for n > 0 . To contribute
to a basis of physical string states, these primary operators, unlike their affine descendants, must
lie in unitary representations. The unitary representations of the SL(2, R) algebra are described in
detail in appendix B. Elements of the spectrum must also be normalizable under the norm derived
from the associated two-point function, which, like all correlation functions of the SL(2, R) CFT,
we take to be inherited from the H3 model under analytic continuation. This norm, which is the
CFT analog of the quantum mechanical L2 norm given by (B.17), is described in subsection 4.4 .
As in the zero-mode quantum mechanics, normalizability places restrictions on the range of unitary
representations which appear in the SL(2, R) spectrum. We will find below that the associated
affine representations must be extended to include representations which arise due to the spectral
flow automorphism of the SL(2, R) current algebra. The unflowed spectrum of primary states
consists13 of the direct sum H0 = D+0 ⊕D−0 ⊕ C0 . The continuous representations C0 comprise the
irreducible representations Cαj (0) as
C0 =
∫ 1
2
− 12
dα
∫
S+C
dj Cαj (0) (3.8)
13In general all primary and affine representations of the SL(2, R) CFT appearing in this paper are diagonal
products of holomorphic and anti-holomorphic copies. This is suppressed for notational simplicity with , for example,
C0⊗C0 simply denoted as C0 . Also, in anticipation of the introduction of spectral flow, the unflowed representations
are denoted by the quantum number w = 0 .
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where
S+C = 1/2 + iR≥0 (3.9)
Suppressing anti-holomorphic dependence, for Vj(m) ∈ Cαj (0) we have14 m = α + p with p ∈ Z .
The corresponding affine modules are denoted by Cˆ0 and Cˆαj (0) . The discrete representations D±0
comprise the irreducible representations D±j (0) as
D±0 =
∫
SD
dj D±j (0) (3.10)
where
SD = (1/2 , (k − 1)/2) ⊂ R (3.11)
For Vj(m) ∈ D±j (0) we have m = ±(j + q) with q ∈ Z≥0 . The range appearing in (3.11), which
will be seen below to be consistent with the complete SL(2, R) spectrum including flowed repre-
sentations, is a restriction from the range 0 < j < k/2 required by unitarity. As in the quantum
mechanical picture described in appendix B, this is a consequence of the requirement of normaliz-
ability under the two-point function (4.62). The corresponding affine modules are denoted by Dˆ±0
and Dˆ±j (0) .
3.2 Spectral flow
Absent an extension of the unflowed spectrum, the restriction (3.11) associated with the discrete
representations D±j (0) places highly unphysical constraints on the spectrum of physical string vertex
operators. In particular, the relevant string constraint (3.39) on unflowed descendant states in
Dˆ±j (0) places an upper bound on both the affine SL(2, R) level number and on the conformal
dimensions of operators in a unitary CFTM which appears as part of a string background AdS3×
M. The solution to this problem was found in [17], where use was made of the fact that the affine
algebra (3.2) is preserved by the spectral flow symmetry defined by
J3n(w) = J
3
n − 12kwδn and J±n (w) = J±n±w (3.12)
where w ∈ Z . From (3.4, 3.5), the corresponding Virasoro generators are given by
Ln(w) = Ln + wJ
3
n − 14kw2δn (3.13)
The spectrum HˆSL(2,R) =
∑
w∈Z Hˆw of the SL(2, R) CFT is parameterized by the spectral flow
integer w ∈ Z . The affine module Hˆw comprises the descendants15 of the spectrum of flowed
primaries given by
Hw = D+w ⊕D−w ⊕ Cw (3.14)
Here,
D±w =
∫
SD
dj D±j (w) and Cw =
∫ 1
2
− 12
dα
∫
S+C
dj Cαj (w) (3.15)
14The range −1/2 ≤ α < 1/2 has been chosen here, rather than the conventional range 0 ≤ α < 1 , to facilitate
discussion of the spectral flowed current algebra representations treated below. Note that C−1/2j = C1/2j .
15The corresponding affine representations are denoted by Cˆαj (w) , Cˆw , and similarly for the discrete representations.
For reasons of notational clarity, the notation Cˆ(w) = Cˆw , C(w) = Cw , and etc. will sometimes be used.
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where S+C and SD are given by (3.9) and (3.11), respectively. More precisely, Hˆw is given by the
action of the flowed raising operators Ja−n(w) with n > 0 on the vertex operators16 Vwj (m) ∈ Hw
which satisfy
Jan(w) · Vwj (m) = 0 (3.16)
for n > 0 , and
J30 (w) · Vwj (m) = mVwj (m) (3.17)
Taking C(w) to be the Casimir operator built from the flowed zero modes,
C(w) = −J30J30 + kwJ30 − 14k2w2 + 12
(
J++wJ
−
−w + J
−
−wJ
+
+w
)
(3.18)
for the primaries Vwj (m) we have
C(w) · Vwj (m) = (k − 2)L0(w) · Vwj (m) = j(1− j)Vwj (m) (3.19)
The most general state in Hˆw is given by a superposition of eigenstates of J30 and L0 with eigenvalues
M and H , respectively. The corresponding eigenstates will be denoted in a condensed notation by
|j,M,N,w〉. Using (3.13) the eigenvalues may be seen to be related by
H =
j(1− j)
k − 2 +N − wM +
1
4kw
2 (3.20)
where N = L0(w)− C(w)/(k − 2) is the level of the state in Hˆw .
Through application of Ja−n(w) with n ≥ 0 all states in Cˆαj (w) can be generated from the state
Vwj (α) . For states in Cˆαj (w)
M = α+ 12kw + P (3.21)
where P ∈ Z and, taking j = 1/2 + is ∈ S+C ,
H =
(1/4 + s2)
(k − 2) − wα−
1
4kw
2 +N − wP (3.22)
The corresponding primary (N = 0) states Vwj (m) ∈ Cαj (w) have m = α+P . Of particular interest
are primary states Vw1/2(α) ∈ Cα1/2(w) with s = 0 and P = 0 . As shown in Figure 1, these are states
with eigenvalues of lowest H for a given M among all states in the SL(2, R) CFT. For a given
w , for −1/2 ≤ α < 1/2 the eigenvalues of these states have the ranges ∆M = 1 and ∆H = −w .
Figure 2 shows the (M,H) eigenvalues for a number of spectral flow sectors of Cˆαj (w) for fixed j
and α . It may be seen from (3.21, 3.22) that J30 charge conjugation, (M,H)→ (−M,H) , acts as
j → j , w → −w , α → −α , N → N , and P → −P . Thus Cˆαj (w) and Cˆ−αj (−w) are J30 charge
conjugate representations.
Through application of Ja−n(w) with n ≥ 0 all states in Dˆ±j (w) can be generated from the
primary state Vwj (±j) which satisfies J∓0 (w)Vwj (±j) = 0 . For states in Dˆ±j (±w)
±M = j + 12kw +Q−N (3.23)
16As for the H3 CFT, the anti-holomorphic charge m¯ is suppressed here. The behavior of the anti-holomorphic
sector follows straightforwardly since on AdS3, which is the universal cover of the SL(2, R) group manifold, the
spectral flow parameter satisfies w = w¯ .
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L0
J30
Figure 1: The figure above shows the J30 and L0 charges for representative primary states Vwj (α) ∈
Cαj (w) and Vwj (±j) ∈ D±j (w) , where the choice k = 4 has been made to emphasize features in the
figure. The charges of the primary states Vwj (α) appear in red for −2 ≤ w ≤ 2 and j ∈ S+C with
−1/2 ≤ α < 1/2 . Among these are primaries Vw1/2(α) of lowest L0 for a given J30 , with charges
which appear above as (red) line segments given by (3.21, 3.22) with s = N = P = 0 . The charges
of the primaries Vwj (±j) appear in blue for 0 ≤ ±w ≤ 2 and j ∈ SD as segments of the parabolas
given by (3.23, 3.24) with N = Q = 0. Also shown in green is the L0 = 1 line below which physical
string states lie.
where Q ∈ Z≥0 and, for j ∈ SD ,
H =
j(1− j)
k − 2 − wj −
1
4kw
2 + (1 + w)N − wQ (3.24)
The corresponding primary states Vwj (m) ∈ D±j (w) have m = ±(j + Q) . As shown in Figure 1,
together with the states Vw1/2(α) ∈ Cα1/2(w) , the states Vwj (±j) ∈ D±j (w) trace out a curve in the
(M,H) plane below which no states in the SL(2, R) CFT appear. For fixed w and j ∈ SD for
D±j (±w) the eigenvalues of these states have the ranges ∆M = ±(k − 2)/2 and ∆H = −(w +
1
2)(k−2)/2 . The fact that the curve in figure 1 can clearly be continuously mapped to the real line
relies on the range of SD (3.11). Figure 3 shows the (M,H) eigenvalues for a number of spectral
flow sectors of Dˆ±j (w) for fixed j . It is clear from from (3.23, 3.24) that Dˆ+j (w) and Dˆ−j (−w) are
J30 charge conjugate representations.
The states with Q = 0 in Dˆ±j (w) , which are annihilated by J∓0 (w) , are given by(
J∓−1(w)
)N Vwj (±j) (3.25)
It may be seen from (3.23, 3.24) that the states (3.25) are physically equivalent to(
J∓0 (w ± 1)
)N Vw±1˜ (∓˜) ∈ D∓˜ (w ± 1) (3.26)
where ˜ = k/2− j . For N = 0 the corresponding primaries are identified by the relation
Vwj (±j) = ωjVw±1˜ (∓˜) (3.27)
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Cˆα1/2(0) Cˆα1/2(1)
Cˆα1/2(2)
Figure 2: The figure above shows the J30 and L0 charges for the continuous representations Cˆαj (w)
for j = 1/2 , α = 1/4 , and k = 4 for w = 0 through w = 2 . These are examples of representations
built on the primaries Vw1/2(α) ∈ Cα1/2(w) of lowest L0 for a given J30 charge, with charges which are
given by the red line segments in the figure. Note that the lines of primary states Cαj (w) have slope
−w , and that Cˆαj (w) is J30 charge conjugate to Cˆ−αj (−w) .
where the factor ωj is calculated in section 4.5 below. The fact that each of these operators are
terminating states under the global algebra in their respective spectral flow sectors is a consequence
of the other being primary under the corresponding current algebra generators. This results from
J±1 (w) = J
±
0 (w ± 1) = J±1±w (3.28)
Thus the affine representations are identified as
Dˆ±j (w) = Dˆ∓˜ (w ± 1) (3.29)
However, except for the identification (3.27), the corresponding spaces of primaries D±j (w) and
D∓˜ (w± 1) are not identified, but are related as described by (3.25, 3.26, 3.27). In what follows the
convention will be to mainly choose Dˆ±w = Dˆ±(w) for ±w ≥ 0 .
3.3 Physical string states
The single string Hilbert space is the BRST cohomology of a tensor product of the worldsheet ghost
state space with a matter state space given by HˆSL(2,R) ⊗ HˆM , where M denotes the target space
for a unitary CFT with central charge
cM = 26− 3k
k − 2 (3.30)
Taking Ln to be the Virasoro generators for theM CFT, and |h〉 to be a corresponding state with
conformal dimension h ≥ 0 , the physical state conditions
(Ln + Ln − δn) |j,M,N,w〉|h〉 = 0 for n ≥ 0 (3.31)
lead to
j(1− j)
k − 2 +N − wM +
1
4kw
2 + h− 1 = 0 for n = 0 (3.32)
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Figure 3: The figure above shows the J30 and L0 charges for the discrete representations Dˆ+j (w) for
2j−1 = (k−2)/3 and k = 4 for w = 0 through w = 2 . These are examples of representations built
on the primaries Vwj (±j) ∈ D±j (w) of lowest L0 for a given J30 charge, with charges which are shown
in the figure as segments of blue parabolas. The lines of primary states D±j (w) have slope −w and
are tangent to the respective parabolic segments at j = 1/2 , while the lines of descendant states
(3.25), which are identified with the primaries D∓˜ (w±1) for ˜ = k/2−j , have slope −w∓1 and are
tangent to the respective parabolic segment at j = (k − 1)/2 . Note that the affine representation
Dˆ±j (w) = Dˆ∓˜ (w ± 1) is the J30 charge conjugate of Dˆ∓j (−w) .
and
(Ln(w)− w J3n + Ln) |j,M,N,w〉|h〉 = 0 for n > 0 (3.33)
where the expression (3.20) for H = 1− h has been used. For Cˆαj (w) , making use of the inequality
−12 ≤ α < 12 , (3.32) and (3.21) lead to the constraint
− w
2
≤ (1/4 + s
2)
k − 2 +N − Pw −
1
4kw
2 + h− 1 < w
2
(3.34)
For Dˆ±j (±w) , given the inequality 1/2 < j < (k − 2)/2 , (3.32) and (3.23) allow a solution for j
2j − 1 = −w(k − 2) + [1 + 4(k − 2) (h− 1 + (1 + w)N − wQ− w(w + 1)/2)]1/2 (3.35)
which leads to the constraint
1
4kw
2 + 12w <
1
4(k − 2) + h− 1 + (1 + w)N − wQ <
1
4k(w + 1)
2 − 12(w + 1) (3.36)
For H = 1−h < 14(k−2)−1 and w ≥ 0 it may be seen from Figure 1 that the states Vw1/2(α) ∈ Cα1/2(w)
and Vwj (j) ∈ D+j (w) , which are states17 of lowest H for a given M , are also states of lowest M for
a given H , and thus may be considered ground states of the SL(2, R) CFT for a fixed conformal
weight h of theM CFT. The picture is more complicated in the gap given by 1 > H > 14(k−2)−1 ,
where a discrete set of ground states appears. Note that this gap is present for all k satisfying
(3.30) since cM > 0 implies k > 52/23 > 9/4 . Thus for Cˆαj (0) a tachyon (N = 0) is always present
17The restriction w ≥ 0 is imposed here (and α ≥ 0 for Cˆαj (0)) because of the identification of the representations
under J30 conjugation which has been described above.
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in the physical spectrum, and from (3.21) there are states in Cˆαj (0) with M ≤ 0 for α ≥ 0 . While
the structure of the ground states will not be elucidated in detail here, it will be shown that for all
other representations with w ≥ 0 we have M ≥ 0 , with a unique state (J−−1J¯−−1) · V1(1) ∈ Dˆ+1 (0)
which has M = M¯ = 0 .
For Dˆ+j (w) with w ≥ 0 the physical state of lowest M will appear for Q = 0 and H ≤ 1 in
(3.23, 3.24), which correspond to states in D−˜ (w + 1) with ˜ = k/2− j . Given Q = 0, for N = 0
we have M = j + 12kw > 1/2 , and for N > 0 equations (3.23) and (3.24) may be solved to give
M =
1
(w + 1)
(
h+
(j − 1)(k − 2− j)
(k − 2) +
1
4kw(w + 2)
)
(3.37)
This is minimized for h = 0 and j = 1/2 , producing the following inequality
M ≥ 1
4(w + 1)
(
1
(k − 2) − 2 + kw(w + 2)
)
(3.38)
It may be seen that for w > 0 the right hand side is strictly positive. For Dˆ±j (0) (3.24) reads
N = 1− h− j(1− j)
(k − 2) (3.39)
For N > 0 and j ∈ SD , this has solutions for j ≥ 1 and k ≥ 3 . From the form of (3.37, 3.39),
this implies that the state of lowest M satisfies w = 0 , j = 1 , h = 0 and N = 1 , leading to the
eigenvalues M = 0 and H = 1 . Thus, the unique physical state with E = M + M¯ = 0 is given by
|j = 1,M = 0, N = 1, w = 0〉 = J−−1J¯−−1 |V1(1)〉 (3.40)
This state is associated with the zero-mode of the dilaton on AdS3 , and may be integrated to form
the identity operator18 of the spacetime boundary CFT
I =
1
k2
∫
d2z (J−−1J¯
−
−1) · V1(1|z) (3.41)
The operator I may be seen to be invariant under the global algebra. This results from (J30J
−
−1) ·
V1(1) = 0 , (J−0 J−−1) · V1(1) = 0 , and
(J+0 J
−
−1) · V1(1|z) = (k − 2)L−1 · V1(1|z) = (k − 2)
∂
∂z
V1(1|z) (3.42)
which follows from the Knizhnik-Zamolochikov equation (C.3) and the affine algebra (3.2). The
total derivative requires the treatment of contact terms, which may be shown to vanish.
For Cˆαj (w) with w > 0 it may be seen that for h ≥ 0 we have the inequality
M =
1
w
(
h− 1 + (1/4 + s
2)
(k − 2) +N +
1
4kw
2
)
≥ 1
4w
(
1
(k − 2) − 4 + kw
2
)
≥ 0 (3.43)
18Note that the state V1(1) has H = 0 but M = 1 , and thus is not the identity operator of the SL(2, R) CFT,
which arises through analytic continuation via limj→0 Vj(j) = 1 .
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Note that for w = 1 and k = 3 the bound on the right is saturated. In the notation introduced
above (3.21, 3.22), this corresponds to the single state given by s = 0 , N = 0 , h = 0 , α = −1/2
and P = −1 . Using Dˆ+j (w) = Dˆ−˜ (w + 1) with ˜ = k/2 − j , the significance of this state may be
seen as follows. The current algebra representation Cˆ−1/21/2 (w) may be seen to be equivalent [15] to
Dˆ+1/2(w)⊕ Dˆ−1/2(w) . Thus for w = 1
Cˆ−1/21/2 (1) = Dˆ+1/2(1)⊕ Dˆ−1/2(1) = Dˆ+1/2(1)⊕ Dˆ+(k−1)/2(0) (3.44)
and for k = 3 the M = 0 state is contained in Dˆ+(k−1)/2(0) = Dˆ+1 (0) .
The consistency of the structure of the spectrum of the SL(2, R) CFT depends upon the precise
bound j ∈ SD (3.11) for Dˆ±j (w) . It is helpful to briefly discuss how this bound arises. As discussed
in section B below, unitary representations D±j of the global SL(2, R) algebra Ja0 appear for
j > 0 . Furthermore, as discussed in subsection 4.6, the (Mobius fixed) two-point function is
independent of the spectral flow sector. Thus the identification (3.27) implies that if D±j (w) is a
unitary representation, then D∓˜ (w± 1) for ˜ = k/2− j is also unitary. This suggests the unitarity
bound 0 < j < k/2 for the respective affine representations in (3.29) which may appear in string
amplitudes. It may be shown that all states which satisfy the physical state conditions (3.31)
can be expressed as the sum of a BRST exact state and a state19 in the SL(2, R)/U(1) coset
CFT. Thus unitarity of the string spectrum requires the restriction to those representations of the
SL(2, R) current algebra which are built by applying J3<0(w) to unitary representations of the coset
SL(2, R)/U(1) . It turns out that the condition 0 < j < k/2 is sufficient to ensure unitarity of
representations of SL(2, R)/U(1) . As an example, the coset state J−−1 · Vj(j) ∈ Dˆ+j (0) has norm
〈Vj(j)| J++1J−−1 |Vj(j)〉 = (k − 2j) 〈Vj(j) | Vj(j)〉 (3.45)
Note that this is also a Virasoro primary state in the flowed primary representation D−˜ (1) , where
˜ = k/2− j , and so must have positive norm to appear in the spring spectrum. While this imposes
j < k/2 (or ˜ > 0), in the quantum mechanical picture described in section B normalizability in
the L2 norm (B.17) requires j > 1/2 . This suggest the bound 1/2 < j < (k− 1)/2 for the discrete
affine representations Dˆ±j (w) which appear in the spectrum of the SL(2, R) CFT. This unitarity
bound may be seen to follow directly from the form of the two-point function (4.62), which is the
CFT analogue of the quantum mechanical L2 norm.
4 SL(2, R) correlation functions
We now consider the computation of correlation functions of the SL(2, R) CFT for vertex operators
in the spectrum of definite affine weight described in the previous section. This spectrum consists20
of the flowed affine modules
HˆSL(2,R) = Cˆ ⊕ Dˆ+ ⊕ Dˆ− =
∑
w∈Z
Cˆw ⊕
∞∑
w=0
Dˆ+w ⊕ Dˆ−−w (4.1)
19More precisely, the relevant cohomology may be described by states which are annihilated by the lowering
operators J3>0(w) , without necessarily satisfying the J
3
0 + J¯
3
0 = 0 condition imposed in the SL(2, R)/U(1) model.
20Here we introduce the notation Cˆ = ∑w∈Z Cˆw , C = ∑w∈Z Cw , and etc.
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where the identification Dˆ±w = Dˆ∓w±1 (3.29) has been made. The corresponding Virasoro primary
states are Cw ⊂ Cˆw and D±w ⊕D∓w±1 ⊂ Dˆ±w . In what follows it will also be helpful to define
B±w = B∓w±1 = D±w ∩ D∓w±1 (4.2)
which consist of the terminating states Vwj (±j) ∈ B±j (w) . As for the flowed affine modules Dˆ±w , the
convention will be to generally take B±w for ±w ≥ 0 to avoid redundancy due to (3.27). Similarly,
to lighten the notation, general descendant operators will be denoted by ϕ , or more specifically by
ϕc ∈ Cˆ and ϕ± ∈ Dˆ± . Also, affine primaries will be denoted by φ , or more specifically by φc ∈ C
and φ± ∈ D± . Finally, elements of B± will be denoted by ω± .
A reasonably complete description of the SL(2, R) CFT on closed genus zero Riemann surfaces
would include a demonstration that all descendant correlation functions
〈∏np ϕp(zp)〉 (4.3)
are in principle computable. Also required would be a demonstration that the associated operator
product expansion gives rise to a well-defined CFT in terms of a generalization to non-rational and
non-unitary theories of the conditions described in [36]. These conditions include the requirement
of crossing symmetry of correlation function, or equivalently the associativity of the OPE. In
a conventional WZNW model, where primary operators are annihilated by affine modes Ja>0 of
negative conformal weight, an analysis would begin with the observation that n-point correlation
functions of descendant fields may be straightforwardly reduced to n-point correlation functions of
corresponding primary fields. This also applies to correlators of unflowed primaries in the SL(2, R)
CFT. Considering the unflowed primaries Vjp(mp|zp) , this relies on the fact that the contours of
modes Ja<0 of positive conformal weight in the n-point correlator
〈Ja<0 · Vjn(mn|zn)
∏n−1
p Vjp(mp|zp)〉 (4.4)
can be pulled back both to annihilate the identity at infinity as well as onto the other primaries
to produce a linear combination of primary correlators. This process of reduction of descendant
correlators does not proceed as simply for descendants in spectral flow sectors. For example,
assuming that ±wn > 0 and q > 0 , consider the correlator
〈J±−q(wn) · Vwnjn (mn|zn)
∏n−1
p Vwpjp (mp|zp)〉 (4.5)
For q < ±wn , the mode operator J±−q(wn) = J±±wn−q is of negative conformal weight, and does
not annihilate the identity at infinity when the associated contour is pulled back. Furthermore,
when the contour is pulled onto the respective spectral flowed primaries, descendant operators are
in general produced. Thus, this somewhat naive argument merely reduces correlation functions
of spectral flowed descendants to those involving only mode operators of non-positive conformal
weight of the following form ∏±w
q=1
(
J±−q(w)
)s±q · Vwj (m) (4.6)
Here we have chosen ±w > 0 and introduced s±q ∈ Z≥0 . The process of reduction to spectral
flowed (and thus Virasoro) primaries is somewhat more involved, and will be discussed in detail
in section 4.2 . It is helpful in this context to introduce the spectral flow selection rules [17] , the
derivation of which is described in section 4.1 , imposed by the affine algebra on the spectral flowed
modules.
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A fact that will prove useful in the following section is that a general n-point descendant corre-
lator (4.3) can be simply reduced to sums of correlators of the following form
〈ϕn(zn)
n−1∏
p
φp(zp)〉 (4.7)
where repeated application of operators of the form∫
∞
dz J±(z)
n∏
p
(z − zp)±wp+rp = 0 (4.8)
with rp ∈ Z , has been used to reduce the n−1 vertex operators to flowed affine primaries φp . These
operators, which encircle all of the fields, allow flowed affine raising modes of negative conformal
dimension to be pulled away from n − 1 of the fields and applied to the field ϕn . The operator
annihilates the identity at infinity if
∑n
p (±wp + rp) ≤ 0 , a choice that can always be made by
applying a mode of sufficiently negative rn to ϕn . More precisely, defining nc to be the number of
insertions of elements of Cˆ, and n± to be the number of insertions of elements of Dˆ±, we will use
the conjugation symmetry to set n+ ≥ n− , and reduce the most general correlator as follows. If
nc > 0 we will choose the descendant to be ϕ
c
nc ∈ Cˆ and reduce to correlators of the form
〈
ϕˆcnc
nc−1∏
p
φcp(z
c
p)
n+∏
a
ω+a (z
+
a )
n−∏
b
ω−b (z
−
b )
〉
(4.9)
Here a Mobius transformation has been used to place the field ϕcn at infinity, and the primary fields
φcp have been reduced to spinless fields
Hp − H¯p = −wp(Mp − M¯p) = 0 (4.10)
where Mp = mp +
1
2kwp is the global J
3
0 eigenvalue, to simplify further analysis. Since ω
±
a are also
spinless primaries, global J30 conservation implies Mnc = M¯nc for ϕ
c
nc . If nc = 0 we will choose
the descendant to be ϕ+n+ ∈ Dˆ+ and reduce to correlators of the form
〈
ϕˆ+n+
n+−1∏
a
ω+a (z
+
a )
n−∏
b
ω−b (z
−
b )
〉
(4.11)
Again, here global J30 conservation implies Mn+ = M¯n+ for ϕ
+
n+ , which has been pushed to infinity.
4.1 Derivation of spectral flow selection rules
Spectral flow selection rules [17] apply to all correlators, with amplitudes vanishing if the following
bounds are violated. If nc > 0 for correlators of the form (4.9) we have
− (nc + n+ − 2) ≤
n∑
p
wp ≤ (nc + n− − 2) (4.12)
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If nc = 0 for correlators of the form (4.11) we have
− (n+ − 1) ≤
n∑
p
wp ≤ (n− − 1) (4.13)
Note that both of these inequalities are invariant under J30 charge conjugation, which takes wp →
−wp and n+ ↔ n− . They are also invariant under a relabeling using Dˆ±w = Dˆ∓w±1 which preserves
n+ + n− . It is important to recognise that these selection rules apply to the respective current
algebra modules, Cˆw and Dˆ±w , and that more restrictive selection rules could apply to states (for
example to sets of flowed primaries) within these modules.
The derivation of selection rules which appears below requires that the two-point function
〈ϕ2(z2)ϕ1(z1)〉 of general flowed descendants of definite affine weight vanishes unless the vertex
operators are in J30 conjugate modules related by Cˆαj (w) → Cˆ−αj (−w) , and Dˆ±j (w) → Dˆ∓j (−w) .
Using Mobius invariance (D.5) to produce linear combinations of descendant correlators of the form
〈ϕˆw22 ϕw11 〉 = 〈ϕˆw11 ϕw22 〉 , with M2 = −M1 and H2 = H1 , this may be seen as follows. Pulling all
flowed raising operators away from ϕw11 produces a correlator of the form 〈ϕˆw22 φw11 〉 where φw11 is a
primary field. If φw11 ∈ D±j1(w1) then the correlator can be further reduced to the form 〈ϕˆw22 ωw11 〉
where ωw11 ∈ B±j1(w1) . In this case a non-zero correlator only arises if ϕw22 ∈ B∓j1(−w1) ⊂ D∓j1(−w1)
since, as may be seen from figure 1 , the states Vwj (±j) ∈ B±j (w) have unique L0 and J30 eigenvalues.
Alternatively, if φw11 ∈ Cα1j1 (w1) then J30 conjugation symmetry allows the choice w1 ≥ |w2| ≥ −w2
with ϕw22 ∈ Cˆα2j2 (w2). In this case the zero mode J−0 (w1) can be extracted from φw11 to produce a
correlator of the form 〈
ϕˆw22 J
−
0 (w1)φ
w1
1
〉
= − 〈 φˆw11 J−w1+w2(w2)ϕw22 〉 (4.14)
Carrying this out repeatedly will lead to a vanishing correlator unless w1 + w2 = 0 . Furthermore,
in this case any flowed raising mode (n > 0) may be extracted from ϕw22 to produce〈
φˆw11 J
a
−n(w2)ϕ
w2
2
〉
= − 〈 ϕˆw22 Jan(w1)φw11 〉 = 0 (4.15)
Thus ϕw22 is a flowed affine primary state ϕ
w2
2 = φ
−w1
2 ∈ Cα2j2 (−w1) . From the spectrum described
above, φ−w12 must have eigenvalues j2 = j1 and α2 = −α1 , a fact that may also be seen from (4.99),
which imposes
〈
φˆ−w2 φ
w
1
〉
=
〈
φˆ2 φ1
〉
for spectral flow conserving two-point primary correlators.
To demonstrate the inequality (4.12) we make use of the orthogonality of the respective flowed
modules to write 〈
ϕˆcnc
nc−1∏
p
φcp(z
c
p)
n+∏
a
ω+a (z
+
a )
n−∏
b
ω−b (z
−
b )
〉
=
〈
ϕˆcncΨ
c
nc
〉
(4.16)
where Ψcnc ∈ Cˆ(−wcnc) is taken to arise from the operator product expansion. The state Ψcnc is
annihilated by ∫
∞
dz J±(z)
nc−1∏
p
(z − zcp)±w
c
p+1
n±∏
a
(z − z±a )±w
±
a +1
n∓∏
b
(z − z∓b )±w
∓
b (4.17)
where the contour encircles all of the n− 1 primary operators. Pulling the contour back onto ϕcnc
and using the Mobius symmetry leads to
0 = −
∞∑
q=0
cq
〈
ΨˆcncJ
±
λ±+1+q(w
c
nc)ϕ
c
nc
〉
=
∞∑
q=0
cq
〈
ϕˆcncJ
±
−λ±−1−q(−wcnc) Ψcnc
〉
(4.18)
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where cq is a function of the operator insertion points and
λ± = ∓
∑
p
wp − nc − n± (4.19)
Since the affine modules are non-degenerate, if Ψcnc 6= 0 and λ± + 1 ≥ 0 , then
∞∑
q=0
cq J
±
−λ±−1−q(−wcnc) Ψcnc 6= 0 (4.20)
Thus for ∓∑pwp ≥ (nc + n± − 1) the vanishing of (4.18) implies Ψcnc = 0 , which leads to the
selection rules (4.12).
For the inequality (4.13) we write
〈
ϕˆ+n+
nc∏
p
φcp(z
c
p)
n+−1∏
a
ω+a (z
+
a )
n−∏
b
ω−b (z
−
b )
〉
=
〈
ϕˆ+n+Ψ
+
n+
〉
(4.21)
where Ψ+n+ ∈ Dˆ−(−w+n+) is in the module conjugate to that of ϕ+n+ ∈ Dˆ+(w+n+) . Primary fields φcp ∈
C(wcp) have been inserted for comparison with the inequality (4.12). The state Ψ+n+ is annihilated
by the following operator which encircles the primary fields∫
∞
dz J±(z)
nc∏
p
(z − zcp)±w
c
p+1
n+−1∏
a
(z − z+a )±w
+
a +θ±
n−∏
b
(z − z−b )±w
−
b +θ∓ (4.22)
where θ+ = 1 and θ− = 0 . Pulling the contour back onto ϕ+n+ leads to
0 = −
∞∑
q=0
dq
〈
Ψˆ+n+J
±
λ±+θ±+q(w
+
n+)ϕ
+
n+
〉
=
∞∑
q=0
dq
〈
ϕˆ+n+J
±
−λ±−θ±−q(−w+n+) Ψ+n+
〉
(4.23)
where, again, dq is a function of the operator insertion points. Since Dˆ−(−w+n+) is non-degenerate,
and is preserved by J±−θ±(−w+n+) and modes of higher conformal weight, if Ψ+n+ 6= 0 and λ± ≥ 0 ,
then ∞∑
q=0
dq J
±
−λ±−θ±−q(−w+n+) Ψ+n+ 6= 0 (4.24)
Thus for ∓∑pwp ≥ (nc + n±) (4.23) implies Ψ+n+ = 0 , which leads to the selection rule
− (nc + n+ − 1) ≤
n∑
p
wp ≤ (nc + n− − 1) (4.25)
In general this is a less restrictive condition than (4.12), but in the case that nc = 0 it gives the
selection rule (4.13).
In the treatment of the fusion rules the focus will be on the flowed primaries Cw and D±w ⊕D∓w±1
associated with the modules Cˆw and Dˆ±w = Dˆ∓w±1 . The selection rules which apply to a particular
correlation function involving flowed primaries in the discrete modules Dˆ± will in general be more
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restrictive than those which apply to the modules themselves. In the analysis below, elements
ω± ∈ B±w = D±w ∩ D∓w±1 , which are terminating states of the discrete representations D±w , will be
distinguished from other flowed primaries φ ∈ Pw in the w spectral flow sector. This distinction
will be expressed here as
Pw = Cw ⊕D+w ⊕D−w 	 B+w 	 B−w (4.26)
Note again that, while B±w = B∓w±1 , the states in D±w and D∓w±1 are otherwise distinct. For the
sake of clarity, in this expression we have deviated from the convention that B±w will be chosen for
±w ≥ 0 . Now consider an n-point primary correlator with N elements φp ∈ P and N± elements
ω±a ∈ B±
〈
N∏
p
φp(zp)
N+∏
a
ω+a (z
+
a )
N−∏
b
ω−a (z
−
b )〉 (4.27)
For N > 0 , a correlator of the form (4.27) can always be produced by applying the operator∫
∞
dz J±(z) (z − zN)±wN
N−1∏
p
(z − zp)±wp+1
N±∏
a
(z − z±a )±w
±
a +1
N∓∏
b
(z − z∓b )±w
∓
b (4.28)
to the same correlator with φN = J
±
0 (wN)φ˜
±
N replaced by φ˜
±
N ∈ P(wN)⊕ B±(wN) . The conditions
for this operator to vanish when pulled back onto the identity at infinity lead to the selection rule
− (N +N+ − 2) ≤
n∑
p
wp ≤ (N +N− − 2) (4.29)
where n = N + N+ + N− = nc + n+ + n− . A similar construction can be applied for one of the
states ω±a ∈ B± , but the corresponding selection rule is less restrictive than (4.29) except in the
case N = 0 , where it reproduces the selection rule (4.13) with n± replaced with N± .
4.2 Reduction to flowed primary correlators
Consider the correlator (4.9) with the descendant ϕcnc Mobius transformed away from infinity〈
ϕcnc(z
c
nc)
nc−1∏
p
φcp(z
c
p)
n+∏
a
ω+a (z
+
a )
n−∏
b
ω−b (z
−
b )
〉
(4.30)
Under the condition that it annihilates the identity at infinity, the following operator∫
∞
dz J±(z) (z − zcnc)±w
c
nc
−q
nc−1∏
p
(z − zcp)±w
c
p
n±∏
a
(z − z±a )±w
±
a +1
n∓∏
b
(z − z∓b )±w
∓
b (4.31)
for q ≥ 1 both preserves the form of the correlator as involving an element of
Cˆ ⊗ (C)nc−1 ⊗ (B+)n+ ⊗ (B−)n− (4.32)
and permits the reduction of the flowed affine level of ϕcnc . That is, the corresponding mode
operators J±−q(wcnc) can be extracted from ϕ
c
nc under the condition
∓
n∑
p
wp + q − n± ≥ 0 (4.33)
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Thus, choosing q = 1 and imposing the selection rule (4.12), it is apparent that an n-point correlator
of the form (4.30) can be directly reduced to flowed primaries in (C)nc ⊗ (B+)n+ ⊗ (B−)n− if it
satisfies
1− n± ≥ nc + n∓ − 2 (4.34)
or n = nc + n+ + n− ≤ 3 . Note that while a given n > 3 correlation function of the form (4.30)
may satisfy both (4.33) for q ≥ 1 and the selection rule (4.12), this is always true for n ≤ 3 .
We now take nc = 0 and examine the reduction of correlators of the form (4.11) with the
descendant ϕ+n+ Mobius transformed away from infinity
〈
ϕ+n+(z
+
n+)
n+−1∏
a
ω+a (z
+
a )
n−∏
b
ω−b (z
−
b )
〉
(4.35)
This involves an element of Dˆ+ ⊗ (B+)n+−1 ⊗ (B−)n− and is reduced using operators of the form∫
∞
dz J±(z) (z − z+n+)±w
+
n+
−q (z − z−n−)±w
−
n−
n±−1∏
a
(z − z±a )±w
±
a +1
n∓−1∏
b
(z − z∓b )±w
∓
b (4.36)
for q ≥ 1 . These operators preserve the form of the correlator as involving an element of
Dˆ+ ⊗D− ⊗ (B+)n+−1 ⊗ (B−)n−−1 (4.37)
Here it is helpful to recognize that the selection rule (4.13), along with the choices ±w±a ≥ 0 and
n+ ≥ n− , imply that n− > 0 . Thus, the mode operators J±−q(w+n+) can be extracted from ϕ+n+
under the condition
∓
n∑
p
wp + q − n± + 1 ≥ 0 (4.38)
Choosing q = 1 and imposing the selection rule (4.13), it is apparent that an n-point correlator of
the form (4.35) can be directly reduced to flowed primaries in D+ ⊗D− ⊗ (B+)n+−1 ⊗ (B−)n−−1 if
it satisfies
2− n± ≥ n∓ − 1 (4.39)
or n = n+ + n− ≤ 3 .
An example of a generally non-zero correlation function which fails to satisfy (4.33) for q ≥ 1 is
the following correlator involving an element of Cˆ(2)⊗ C(0)3〈
φ4 φ3 φ2 J
+
−1(2) · φ1
〉
(4.40)
where w4 = w3 = w2 = 0 and w1 = 2 . Despite this seeming obstruction, it may be shown that all
flowed descendant correlators can be reduced to corresponding primary correlators by making use
of the Sugawara construction of the stress tensor. In the case of (4.40), taking φ1 = J
−
0 (2) · φ˜1 for
the flowed primary φ˜1 , we have
21
J+−1(2) · φ1 =
(
(k − 2)L−1(2) + 2J3−1(2)J30 (2)− J−−1(2)J+0 (2)
) · φ˜1 (4.41)
21Note that in the case of the relevant corresponding discrete flowed primary states D+(2) the state φ˜1 would also
exist.
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Each of the terms on the right side of this equations involve an operator of positive conformal weight
which acts on a flowed primary field and which can be pulled back to produce correlators involving
only flowed primary fields. Although this is essentially the simplest such example that could be
considered, a careful examination of the most general flowed descendant correlator shows that a
similar, though potentially much more cumbersome, use of the Sugawara form of the stress tensor
will always permit a reduction to correlators involving only flowed primary fields. In the follow-
ing subsections the further simplification and computation of the three-point primary correlation
functions will be considered, and the fusion rules for spectral elements will be examined.
4.3 Selection rules and reduction of three-point correlators
The selection rules (4.12 , 4.13) imply the following non-vanishing three-point correlators for the
flowed affine modules
Cˆw3 ⊗ Cˆw2 ⊗ Cˆw1 wˆ = −1, 0, 1
Cˆw3 ⊗ Cˆw2 ⊗ Dˆ±w1 wˆ = 0,∓1
Cˆw3 ⊗ Dˆ±w2 ⊗ Dˆ±w1 wˆ = ∓1
Cˆw3 ⊗ Dˆ+w2 ⊗ Dˆ−w1 wˆ = 0
Dˆ±w3 ⊗ Dˆ±w2 ⊗ Dˆ∓w1 wˆ = 0,∓1
(4.42)
Here we have defined wˆ =
∑3
pwp and made the choice ±w ≥ 0 for Dˆ±w . Defining w3 = w1 +w2 , the
selection rules (4.12 , 4.13) then lead to the following fusion rules22 for the spectral flowed sectors
Dˆ−w2 × Dˆ+w1 → Dˆ+w3 ⊕ Dˆ−w3 ⊕ Cˆw3 (4.43)
Cˆw2 × Dˆ±w1 → Dˆ±w3 ⊕ Cˆw3 ⊕ Cˆw3±1 (4.44)
Cˆw2 × Cˆw1 → Cˆw3 ⊕ Cˆw3+1 ⊕ Cˆw3−1 ⊕ Dˆ+w3 ⊕ Dˆ−w3 (4.45)
Here use has been made of Dˆ±w = Dˆ∓w±1 , under which (4.43) is equivalent to
Dˆ±w2 × Dˆ±w1 → Dˆ±w3 ⊕ Dˆ±w3±1 ⊕ Cˆw3±1 (4.46)
The specific dependence of the fusion rules on the j quantum numbers through the computation
of non-vanishing OPE coefficients of spectral elements will be considered below.
Due to the further restrictions imposed by the selection rule (4.29), the structure of the fusion
rules involving the flowed primary states D±w ⊕D∓w±1 ⊂ Dˆ±w is somewhat more intricate than that
which follows directly from (4.43) for the corresponding affine modules. It is those flowed primaries
which are in the intersection of the corresponding sets defined by (4.12 , 4.13 , 4.29) that appear in
the fusion rules. More precisely, three-point amplitudes for primary states which are elements of
the affine modules (4.42) are generally non-vanishing except in the cases
D±w3 ⊗D±w2 ⊗D±w1∓1 wˆ = ∓1
D∓w3±1 ⊗D∓w2±1 ⊗D∓w1 wˆ = 0
(4.47)
22The continuous representation Cˆw3 should appear with multiplicity two in the fusion rules for Cˆw2×Cˆw1 . However,
this factor will be suppressed until the discussion appearing in section 6.3 .
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which vanish23 by the selection rules (4.29). Here again ±w ≥ 0 for Dˆ±w has been imposed for the
corresponding affine modules. Note that wˆ =
∑3
pwp is the total spectral flow of the affine modules
(4.42), not the total spectral flow in the respective correlators of primary states. If we denote the
total spectral flow in a given correlator of primary states by w˜ , then the non-vanishing three-point
primary correlators satisfy |w˜| ≤ 1 , while the excluded correlators (4.47) satisfy |w˜| = 2 . As
discussed below, it is the |w˜| ≤ 1 three-point primary correlators, including elements of D±, which
are ultimately defined via analytic continuation of H3 correlators.
Given the form of the non-vanishing three-point primary correlators, the fusion rules for flowed
primaries in the cases (4.44 , 4.45) follow without further restriction
Cw2 ×D±w1 → D±w3 ⊕D∓w3±1 ⊕ Cw3 ⊕ Cw3±1 + . . . (4.48)
Cw2 × Cw1 → Cw3 ⊕ Cw3+1 ⊕ Cw3−1 ⊕ D+w3 ⊕D−w3+1 ⊕D−w3 ⊕D+w3−1 + . . . (4.49)
where w3 = w1 + w2 , and flowed descendants have been suppressed on the right side of these
equations. The fusion rules for the flowed primaries corresponding to (4.43) and (4.46) are not
equivalent since D±w and D∓w±1 are distinct sets except for B±w = B∓w±1 . In the case (4.43) there are
no further restrictions
D−w2 ×D+w1 → D+w3 ⊕D−w3+1 ⊕D−w3 ⊕D+w3−1 ⊕ Cw3 + . . . (4.50)
However, the case (4.46) involves further restrictions due to (4.29)
D±w2 ×D±w1 → D±w3 ⊕D∓w3±1 ⊕D±w3±1 ⊕ Cw3±1 + . . . (4.51)
In particular, a contribution D∓w3±2 associated with the vanishing three-point correlators (4.47)
does not appear. The computation of the three-point flowed primary correlators is described below,
along with a reduced set of OPE coefficients required to establish the j dependence of the fusion
rules for the affine modules. Given the condition |w˜| ≤ 1 , the further enforcement of the selection
rules may be seen to follow from the form of the spectral flow conserving (4.59) and non-conserving
(4.128) three-point correlators involving discrete states. It may be also be shown that those primary
representation which appear in the fusion rules (4.48 , 4.49 , 4.50 , 4.51) have generally non-vanishing
OPE coefficients. That is, in terms of the spectral flow sectors of the primary states, the selection
rules entirely determine the fusion rules.
As shown above, making use of the conjugation symmetry and defining wˆ =
∑n
p wp , for n = 3
all correlation functions can be reduced to the flowed primary representations
Cw3 ⊗ Cw2 ⊗ Cw1 wˆ = −1, 0
Cw3 ⊗ Cw2 ⊗ B+w1 wˆ = −1, 0
Cw3 ⊗ B+w2 ⊗ B+w1 wˆ = −1
Cw3 ⊗ B+w2 ⊗ B−w1 wˆ = 0
D+w3 ⊗ B+w2 ⊗D−w1 wˆ = −1, 0
(4.52)
23However, the correlator associated with B±w3 ⊗B±w2 ⊗B∓w1 , which is common to all sets of primary correlators in
Dˆ±w3 ⊗ Dˆ±w2 ⊗ Dˆ∓w1 , is not constrained to vanish.
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Here we are using the convention ±w ≥ 0 for B±w and, in the notation introduced above, have
taken n+ ≥ n− with n− > 0 for nc = 0 . In the case D+w3 ⊗ B+w2 ⊗D−w1 for wˆ = 0 the operator∫
∞
dz J−(z) (z − z3)−w3 (z − z2)−w2 (z − z1)−w1 (4.53)
permits reduction to D+w3 ⊗ B+w2 ⊗ B−w1 . Alternatively, the operator∫
∞
dz J+(z) (z − z3)w3 (z − z2)w2+1 (z − z1)w1−1 (4.54)
then provides the choice of reduction to B+w3 ⊗ B+w2 ⊗ D+w1−1 . Similarly, in the case wˆ = −1 the
operator ∫
∞
dz J+(z) (z − z3)w3 (z − z2)w2+1 (z − z1)w1 (4.55)
permits reduction to B+w3 ⊗ B+w2 ⊗D−w1 . The operator∫
∞
dz J−(z) (z − z3)−w3−1 (z − z2)−w2 (z − z1)−w1 (4.56)
then provides the choice of reduction to D−w3+1 ⊗B+w2 ⊗B−w1 . These primary correlation functions
can be written in terms of a smaller subset of correlators when taking into account the equivalence
between those of equal total spectral flow. This equivalence will be discussed in more detail in 4.6
but ultimately permits all three-point correlators of spectral elements to be written in terms of
C0 ⊗ C0 ⊗ C0
C0 ⊗ C0 ⊗ C1
C0 ⊗ C0 ⊗ B+0
C0 ⊗ B+0 ⊗ B−0
D+0 ⊗ B+0 ⊗ B−0
(4.57)
Here free use has been made of the J30 conjugation symmetry. Note that the only spectral flow
non-conserving amplitude required involves the continuous flowed representation C1 . Alternatively,
the identification B±w = B∓w±1 allows for the computation of all correlators in terms of either total
spectral flow w = 1 three-point primary correlators or unflowed correlators of the form C0⊗C0⊗C0 .
4.4 Unflowed three-point primary correlators
We now consider the two-point and three-point correlation functions of primary states of the un-
flowed24 representations of the SL(2, R) CFT. As discussed above, the unflowed spectrum of pri-
maries is given by D+ ⊕ D− ⊕ C with J30 charge conjugation implemented as Cαj → C−αj , and
D±j → D∓j . In general, the corresponding three-point functions, as well those which involve un-
flowed non-normalizable operators, arise through analytic continuation25 of the expression (2.42).
The two-point function is given by〈 Vˆj2(m2)Vj1(m1)〉 = lim
→0
〈 Vˆj2(m2)V(|1)Vj1(m1)〉 (4.58)
24As in appendix B, in this section we omit the spectral flow quantum number from the w = 0 primary represen-
tations. Thus, for example, C(0) = C0 is written here as C .
25Here δ2(m) takes the form (E.3) with δ(ω)→ δ(E) where E = −iω ∈ R .
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This amplitude will only be finite for elements of the spectrum, and for two vertex operators in
C it takes the form (2.45). Given (2.41), this may be seen to agree with the quantum mechanical
result (B.31) in the limit k →∞ .
The three-point functions involving tensor products of the form C ⊗ C ⊗ C do not generally
simplify considerably from the expression (2.42), and thus we concentrate on three-point functions
in which at least one primary is in D+⊕D−. That is, we consider26 (2.42, 4.58) with Vj1(m1) ∈ D−j1 ,
where j1 ∈ SD and m1 = −j1−n1 with n1 ∈ Z≥0 . The function W (ji,mi) in (2.42) then becomes
W (ji,mi) = −pi2F (ji,m2, m¯2) Ŵ (ji,m2, n1) Ŵ (ji, m¯2, n¯1) (4.59)
where,
F (ji,m2, m¯2) =
1
2
s(ˆ) s(ˆ− 2j2)
s(2j1) s(ˆ− 2j3)
(
s(j2 +m2)
s(j3 + j1 −m2) +
s(j2 + m¯2)
s(j3 + j1 − m¯2)
)
(4.60)
and, using the identity (E.19),
Ŵ (ji,m, n) =
Γ(ˆ− 1) Γ(ˆ− 2j2)
Γ(2j1) Γ(1− ˆ+ 2j3)
Γ(1− j3 + j1 −m+ n) Γ(1− j2 −m)
Γ(1− j3 + j1 −m) Γ(j3 + j1 −m+ n)
× 3F2(1 + 2j1 − ˆ, ˆ− 2j3,−n ; 2j1, 1− j3 + j1 −m; 1) (4.61)
Here s(x) = sin(pix) , and ˆ = j1 + j2 + j3 . Note that, since n1 and n¯1 are non-negative integers, it
is clear from the expression (E.18) that the hypergeometric function in (4.61) is a finite sum.
From the form of the functions W (ji,mi) in (4.59) and C(j1, j2, j3) in (2.12) it may be seen that
the two-point function of one primary in C and another in D+⊕D− vanishes. Of course, due to J30
conservation, this is also true of two operators both of which are in either D− or D+ . Furthermore,
using the SL(2, R) algebra, the two-point function for two primaries in D−j and D+j′ with j, j′ ∈ SD
is given by 〈 Vˆj(−m)Vj′(m′)〉 = Dj(n) δnn′ δn¯n¯′ 〈 Vˆj(−j)Vj′(j′)〉 (4.62)
where m = j + n for n ∈ Z≥0 , and
Dj(n) =
Γ(2j) Γ(1 + n)
Γ(2j + n)
Γ(2j) Γ(1 + n¯)
Γ(2j + n¯)
(4.63)
The two-point function for the highest/lowest weight discrete states in (4.62) may be computed by
taking m1 = −j1 , m2 = j2 and m3 = j3 = j1 − j2 in (2.42). This yields
W (ji,mi) = −pi2 (1− 2j1)−2 (4.64)
Now, taking j2 = → 0 , and making use of
lim
→0
C(1− j1, 1− , 1− j1 + ) = R1R1−j1 (2j1 − 1)/(2pi2) (4.65)
we find the result 〈 Vˆj(−j)Vj′(j′)〉 = Bj δ(j − j′)
(2j − 1)2 (4.66)
26The reason D−j1 is preferred here and below, rather than D+j1 , is that the form of the expression (E.13) is somewhat
more tractable in this case. Hypergeometric identities would lead to a form in which D+j1 would be preferred.
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which is non-zero and finite for j ∈ SD (3.11). Note that (4.66), which may be seen to be formally
equivalent to (2.49), has been derived from the limit of the three-point function (2.42) rather than
from analytic continuation of the two-point function (2.45). Unlike the cases of (2.45, 2.49), the
term δ(j − j′) in (4.66) is not contributed by the function C(j1, j2, j3) in (2.12, 2.20) but follows
from δ(E−E′) in (2.42). The normalization of the vertex operators associated with the transform
(2.35), which fixes Φ0(0) = V0(0) = 1 , avoids the introduction of a divergent factor in defining the
discrete two-point function. In the choice of normalization in much of the literature, denoted here
by V˜j(m) , the operators of definite affine weight do not include the factor in front of the integral in
(2.40). Thus, up to a factor which is finite for spectral elements, they are the j → 1− j reflection
of those appearing here
Vj(m) = Bj
(1− 2j) V˜1−j(m) = −pi
−1R1−j Rj(m) V˜j(m) (4.67)
For example, the associated lowest weight operators27 are related by the limit
Vj(j) = pi−1 (1− 2j)−1 lim
→0
V˜j(j + )/Γ(−) (4.68)
From (2.40) we find the formal result
V˜0(0) = 1
∫
d2x/|x|2 = 1Vconf (4.69)
Here Vconf is the (divergent) volume of the global conformal subgroup
28 which leaves two points
fixed on the Riemann sphere, and may be taken to be pi lim→0 Γ(−) under analytic continuation.
The two-point function (2.45) may be seen to be continuum normalizable with positive norm
for j ∈ S+C , while (4.62) may be seen to be continuum normalizable with positive norm for j ∈ SD .
The associated norm is given by〈Vj(m) | Vj′(m′)〉 = 〈 Vˆj(m)Vj′(m′)〉 (4.70)
The complex conjugation map Vj(m) → Vj(m) acts as Vj(m) = V1−j(−m) for j = 1 − ¯ ∈ S+C ,
and Vj(m) = Vj(−m) for j = ¯ ∈ SD . As for the quantum mechanical expression (B.19), (4.66)
has no reflection term (j → 1 − j) since the relation (2.38) degenerates (Rj(m) = 0) for elements
of D±j . Note that while the operator Vj(±(1− j+n)) for j ∈ SD and n ∈ Z≥0 is non-normalizable
in the SL(2, R) CFT, the operator V1−j(±(j + n)) merely suffers from a singular vertex operator
normalization. As in (B.20), it is consequently helpful to introduce the vertex operators
Wj(m) = W1−j(m) = Ω1−j(m)Vj(m) (4.71)
where,
Ωj(m) = Rj(m) Ω1−j(m) = ν1−j
Γ(1− b2(2j − 1)) Γ(2j − 1)
Γ(1− b2) Γ(j −m) Γ(j + m¯) (4.72)
27Thus, for instance, the spectral element V1(1) and the identity V0(0) = 1 are finite operators of zero conformal
weight which are normalizable and non-normalizable, respectively. The corresponding reflected operators V0(1)
and V1(0) have singular vertex operator normalizations. Reflection-symmetric operators Wj(m) = W1−j(m) are
introduced below which avoid these singularities.
28It should be mentioned that the divergent factor Vconf is required [17] to define the boundary two-point function
(equivalently to give meaning to the string two-point function) in the AdS/CFT correspondence. However, there is
no apparent need for its inclusion in the SL(2, R) CFT.
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The choice here has been made so that limj→0Wj(j) = 1 . It may be shown that for both Cαj and
D±j the relationship between the norm and the two-point function is given by〈Wj(m) |Wj′(m′)〉 = (Ω1−j(m))2 〈 Vˆj(−m)Vj′(m′)〉 = Ω1−j(m)
Ω1−j(−m)
〈Wˆj(−m)Wj′(m′)〉 (4.73)
For elements of Cαj with j = 1/2 + is and m = α+ p for p ∈ Z and α ∈ (−12 , 12) we compute
〈Wˆj(−m)Wj′(m′)〉 = (−1)p+p¯ ∣∣∣∣Γ(j + α+ p¯)Γ(j + α+ p)
∣∣∣∣2 〈Wj(m) |Wj′(m′)〉
= ν
Γ(1 + b2)
Γ(1− b2)
pi−1 sin(pib2)
sinh(2pisb2)
cosh(2pis) + cos(2piα)
sinh(2pis)
(−1)p+p¯ δpp′δp¯p¯′δ(α− α′)δ(s− s′) (4.74)
Here we have fixed j, j′ ∈ S+C since reflected values follow from Wj(m) =W1−j(m) . For elements
of D−j and D+j′ with m = j + n for n ∈ Z≥0 the two-point function is given by〈Wˆj(−m)Wj′(m′)〉 = (−1)n+n¯ Γ(1 + n¯) Γ(2j + n¯)
Γ(1 + n) Γ(2j + n)
〈Wj(m) |Wj′(m′)〉
= ν
Γ(1 + b2)
Γ(1− b2)
pi−1 sin(pib2)
sin(pib2(2j − 1)) (−1)
n+n¯ δnn′ δn¯n¯′ δ(j − j′) (4.75)
Note that the norm (4.73) diverges at the boundaries of SD , and agrees precisely with (B.22) in
the limit k → ∞ with ν given by (2.18). Again, here we have fixed j, j′ ∈ SD , making use of the
symmetry under the reflection (4.71). Thus, while the basis element V1−j(±(j + n)) degenerates
because Rj(±(j +n)) = 0 , the operator Wj(±(j +n)) =W1−j(±(j +n)) ∈ D±j is non-degenerate.
However, care must be taken since for j ∈ SD the operator Wj(±(1− j+n)) is not normalizable in
the SL(2, R) CFT. In this regard it should be noted that while (4.74) is invariant under j → 1− j,
this is of course not true of (4.75).
4.5 Parafermions and spectral flow conserving primary correlators
As discussed below, it may be shown that all correlation functions of primary states of definite affine
weight which conserve spectral flow, that is those which satisfy
∑N
i=1wi = 0 for an N -point function
involving Vwiji (mi) , have the same form as for the corresponding unflowed correlators, except for
zi-dependent factors which depend on the spectral flowed dimensions of the vertex operators. Some
insight into the relationship between unflowed correlators and spectral flow conserving correlators
may be gained by expressing the primary fields Vwj (m) in terms of parafermions Ψj(m) as
Vwj (m) = Ψj(m) ei
√
2/k (m+ 1
2
kw)φ (4.76)
where the anti-holomorphic dependence has been suppressed. The unflowed holomorphic currents
are expressed as
J3 = −i
√
k/2 ∂φ J± = ψ± e±i
√
2/k φ (4.77)
where ψ± are the parafermions of the adjoint representation, and the Hermitian field φ satisfies
the free OPE φ(w)φ(z) ∼ ln(z − w) , with a sign associated with a timelike boson. Denoting the
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J30 charge by M and recognizing that
M(Vwj (m)) = M( ei
√
2/k (m+ 1
2
kw)φ ) = m+ 12kw (4.78)
it follows that M(Ψj(m)) = 0 . Furthermore, denoting the L0 eigenvalue by H , it may be shown
that
H( ei
√
2/k (m+ 1
2
kw)φ ) = −(m+ 12kw)2/k (4.79)
Thus, since
H(Vwj (m)) =
j(1− j)
k − 2 −mw −
1
4kw
2 (4.80)
it follows that
H(Ψj(m)) =
j(1− j)
k − 2 + m
2/k (4.81)
It is clear that all dependence on the spectral flow sector is contained in the free boson exponen-
tial in (4.76). More generally, the parafermions describe the SL(2, R)/U(1) coset model, and all
dependence on the timelike direction is contained in the free-boson factors. As mentioned above,
there is the following physical equivalence between primary vertex operators
Vwj (±j) = ωjVw±1˜ (∓˜) (4.82)
with ˜ = k/2 − j . Since the arguments of the free boson exponentials in (4.82) are identical, the
respective parafermions are related by
Ψj(±j) = ωjΨ˜(∓˜) (4.83)
The normalization parameter ωj may be determined from the discrete unflowed two-point function
(4.62). Since the Mobius fixed two-point function is independent of the spectral flow sector,〈 Vˆ−wj (−j)Vwj′ (j′)〉 = 〈 Vˆj(−j)Vj′(j′)〉 = Bj δ(j − j′)(2j − 1)2 (4.84)
Considering (4.82) this may be written as〈 Vˆ−wj (−j)Vwj′ (j′)〉 = ω2j 〈 Vˆ−w−1˜ (˜ )Vw+1˜ ′ (−˜ ′)〉 = ω2j B˜ δ(˜− ˜′)(2˜− 1)2 (4.85)
Since δ(j − j′) = δ(˜− ˜ ′) , using BjB˜ = pi−2b−4ν2−k , it follows that
ωj = ω
−1
˜ = ν
k/2−1 b2piBj
(2˜− 1)
(2j − 1) =
ν ˜ Γ(1 + b2(2˜− 1))
νj Γ(1 + b2(2j − 1)) (4.86)
where the choice of sign has been made so that for j = ˜ = k/4 we have Ψj(j) = Ψj(−j) . The
relation (4.83) implies
V0(0) = Ψ0(0) = ω0 Ψk/2(±12k) = 1 (4.87)
and leads to the definition of the one-unit spectral flow operator29
ω0 Vk/2(±12k) = e±i
√
k/2φ (4.88)
29As in the case of (4.66), the normalization associated with the transform (2.35) avoids the introduction [17] of a
divergent factor in the definition of the one-unit spectral flow operator.
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which is a non-normalizable vertex operator arising via analytic continuation from D±0 . Defining
M = m+ 12kw , the operator (4.88) may be seen to act as
30
Vw±1j (m) = ω0 limz→0 z
±M z¯±M¯ Vwj (m|z)Vk/2(±12k) (4.89)
For the corresponding reflection symmetric operators Wwj (m) (4.71) it may be shown that the
choice (4.72) leads to
Wwj (±j) = Ww±1˜ (∓˜) (4.90)
and
Wk/2(±12k) = e±i
√
k/2φ (4.91)
Consider an unflowed N -point correlator with Vji(mi) ∈ D+0 ⊕D−0 ⊕ C0〈∏N
i=1Vji(mi)
〉
=
〈∏N
i=1Ψji(mi)
〉 〈∏N
i=1e
imi
√
2/k φ
〉
(4.92)
The free boson correlator requires
∑N
i=1mi = 0 . Its computation, given knowledge of the un-
flowed correlator, leads to an expression for the parafermion correlator. This in turn allows for the
computation of the corresponding flowed correlator〈∏N
i=1Vwiji (mi)
〉
=
〈∏N
i=1Ψji(mi)
〉 〈∏N
i=1e
i (mi+
1
2
kwi)
√
2/k φ
〉
(4.93)
under the condition
∑N
i=1wi = 0 of spectral flow conservation, which is required for a non-vanishing
result for the free boson correlator in (4.93). The treatment of amplitudes which do not conserve
spectral flow is more subtle and, as described below, may be derived from the above definition of
the spectral flow operator, or from the relation of the H3 correlators to those in Liouville theory. In
both the spectral flow conserving and non-conserving cases, since the discussion here is aimed at the
computation of the lowest order term in the OPE, only the two-point and three-point amplitudes
appearing in the selection rules (4.43 - 4.45) will be considered.
4.6 Equivalence of primary correlators with fixed total spectral flow
We first consider spectral flow conserving correlation functions of flowed affine primary operators
φw which satisfy L0(w) ·φw = hφw and Ja0 (w) ·φw = −taφw for some set of SL(2, R) generators ta .
These satisfy L1 · φw = (L1(w)−wJ31 ) · φw = 0 but are not in general of definite global conformal
weight31 under L0 . As discussed in [21] , the identity for the flowed Virasoro generator L−1(w)(
b−2L−1 + (wb−2 − 2t3)J3−1 + t−J+w−1 + t+J−−w−1
) · φw = 0 (4.94)
which follows from the Sugawara construction of the stress tensor, leads to a twisted form of the
Knizhnik-Zamolodchikov equation for spectral flow conserving correlation functions of flowed affine
primary operators. These correlators are related to unflowed correlators via a simple twist〈∏n
p φ
wp
p (zp)
〉
= κ
〈∏n
p φp(zp)
〉
(4.95)
30For w = 0 this definition is essentially equivalent, including the absence of a divergent factor, to that given in
terms of the Φj(x) operators in appendix E of [17]. However, the operators are transposed in the definition given
here as required for consistency with the equivalences appearing in subsection 4.6 . In particular, the above definition
leads to an expression for the w = 1 three-point amplitude (4.128) which respects Mobius invariance.
31However, to ensure mutual locality, the operator (−1)L0−L¯0 acts as an involution on all fields. This fact impacts
many of the relations given in this section which involve fields of non-zero worldsheet spin.
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where, with
∑n
p wp = 0 and
∑n
p t
3
p = 0 , suppressing anti-holomorphic dependence
κ =
n∏
p
ρ
t3p− 14kwp
p (4.96)
and
ρp =
n∏
q 6=p
(zp − zq)wq (4.97)
Note that κ is symmetric under operator exchange as required by crossing symmetry.
Given (D.5), for the two-point function we have〈
φ−w2 (z2)φ
w
1 (z1)
〉
= (−z−221 )h1+wt
3
1− 14kw2
〈
φˆ−w2 φ
w
1
〉
(4.98)
where h1 = h2 due to global J
3
0 conservation. Then (4.95) leads to〈
φˆ−w2 φ
w
1
〉
=
〈
φˆ2 φ1
〉
(4.99)
The spectral flow conserving two-point function in the Vwj (m) basis is given by〈V−wj2 (m2|z2)Vwj1(m1|z1)〉 = (−z−221 )H1 〈 Vˆj2(m2)Vj1(m1)〉 (4.100)
Here H1 = H2 = h1−m1w− 14kw2 with h1 = h2 = j1(1− j1)/(k− 2) . In the ϕwj (µ) basis we have〈
ϕ−wj2 (µ2|z2)ϕwj1(µ1|z1)
〉
= (−z−221 )h1−
1
4
kw2
〈
ϕˆj2(µ2w)ϕj1(µ1)
〉
(4.101)
where µ2w = (−z−221 )−wµ2 . Note the non-trivial worldsheet coordinate dependence, which reflects
the fact that these fields do not have have definite L0 weight. Here we have used
αL0 ϕwj (µ) = α
h− 1
4
kw2 ϕwj (α
wµ) (4.102)
In the Φwj (x) basis
32 the two-point function takes the form〈
Φ−wj2 (x2|z2) Φwj1(x1|z1)
〉
= (−z−221 )h1−wj1−
1
4
kw2
〈
Φˆj2(x2) Φj1(x1w)
〉
(4.103)
where x1w = (−z−221 )−wx1 .
For flowed primary fields the three-point function takes the form〈∏3
p=1φ
wp
p (zp)
〉
= (−1)H3
∏
p>q
z
Hpq
pq
〈
φˆw33 φ
w2
2 (1)φ
w1
1
〉
(4.104)
where Hp = hp + wpt
3
p − k4w2p , hp = jp(1 − jp)/(k − 2) , Hpq = Hˆ − 2Hp − 2Hq and Hˆ =
∑
pHp .
For the spectral flow conserving case, using hp = h¯p and wp = w¯p , (4.95) leads to〈
φˆw33 φ
w2
2 (1)φ
w1
1
〉
= (−1)w2t31 〈 φˆ3 φ2(1)φ1〉 (4.105)
32Note that this basis is different than that which appears in [17], where the x coordinate is associated with the
global generators Ja0 acting as in (2.8), and the corresponding flowed fields are in discrete global representations.
Here Φwj (x) , which are both Virasoro and flowed affine primaries, are Fourier transforms of the fields ϕ
w
j (µ) which
appear in [21], and are acted on by the flowed generators Ja0 (w) as in (2.8). In particular, the fields Vwj (m) are the
modes of Φwj (x) given by the transform (2.40).
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For the flowed primaries Vwj (m) of definite global conformal weight this is expressed as
〈 3∏
p
Vwpjp (mp|zp)
〉
=
3∏
p
ρ
−mp
p
〈 Vˆj3(m3)Vj2(m2|1)Vj1(m1)〉∏
p>q
z
hpq− k2wpwq
pq (4.106)
while for the flowed primaries ϕwj (µ|z) ,
〈 3∏
p
ϕ
wp
jp
(µp|zp)
〉
=
〈
ϕˆj3(ρ3µ3)ϕj2(ρ2µ2|1)ϕj1(ρ1µ1)
〉∏
p>q
z
hpq− k2wpwq
pq (4.107)
and, using jp = ¯p , for the flowed primaries Φ
w
j (x|z) we have
〈 3∏
p
Φ
wp
jp
(xp|zp)
〉
=
〈
Φˆj3(x3/ρ3)Φj2(x2/ρ2|1)Φj1(x1/ρ1)
〉∏
p>q
z
hpq− k2wpwq−wqjp−wpjq
pq (4.108)
Spectral flow non-conserving primary correlators
〈∏np=1 φwpp (zp)〉 (4.109)
are also discussed in [21]. Denoting wˆ =
∑
pwp to be the total spectral flow
33 of the primary fields
in a particular correlation function, consider the operators
Γ±α =
∫
∞
dz J±(z) zα
∏n
p=1(z − zp)±wp (4.110)
It may be seen that the following sets vanish for ∓wˆ ≥ 0
{Γ±0 , . . . ,Γ±∓wˆ} (4.111)
This leads to two independent relations between spectral flowed affine primary fields for |wˆ| = 0 ,
and |wˆ| + 1 relations for |wˆ| > 0 . For |wˆ| > 0 , the disappearance of |wˆ| − 1 linearly independent
equations associated with the spectral flowed KZ equations is compensated for by the extra relations
provided by the vanishing operators (4.110), allowing for the computation of all correlation functions
of primary fields in all spectral flow sectors permitted by the selection rules.
In the case of the three-point function, it may be seen that the selection rules for flowed primaries
impose −1 ≤ wˆ ≤ 1 , where wˆ = ∑3p=1wp . Suppressing anti-holomorphic dependence and using
the Mobius symmetry,
〈∏3p=1Vwpjp (mp|zp)〉 = κ(wp)G(wˆ) = 〈 Vˆw3j3 (m3)Vw2j2 (m2|1)Vw1j1 (m1)〉 (−1)H3 ∏
p>q
z
Hpq
pq (4.112)
Here G(wˆ) = G(wˆ|jp,mp, zp) is independent of wp for fixed wˆ . Note that
κ(wp) =
∏
p 6=q
(zpq)
−wq(mp+ k4wp) (4.113)
33This notation has been recycled from the discussion in 4.3 above, where wˆ referred to the total spectral flow
assigned to the corresponding flowed affine modules, while that of the primary fields, which could differ in the case
of the appearance of discrete states, was denoted by w˜ .
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and thus G(wˆ) , are symmetric functions under operator exchange. This leads to
G(wˆ) = 〈 Vˆw3j3 (m3)Vw2j2 (m2|1)Vw1j1 (m1)〉 (−1)m1w2
∏
p>q
z
hpq+wˆ(mp+mq+
k
4
wˆ)
pq (4.114)
This implies that for two Mobius-fixed three point functions of equal wˆ
(−1)m1w2 〈 Vˆw3j3 (m3)Vw2j2 (m2|1)Vw1j1 (m1)〉 = (−1)m1w
′
2 〈 Vˆw′3j3 (m3)V
w′2
j2
(m2|1)Vw
′
1
j1
(m1)〉 (4.115)
Thus,
〈 Vˆw3j3 (m3)Vw2j2 (m2|1)Vw1j1 (m1)〉 = (−1)m1w2 〈 Vˆj3(m3)Vj2(m2|1)Vwˆj1(m1)〉 (4.116)
Here only holomorphic dependence appears so that the factor (−1)m1w2 denotes the sign (−1)`1w2 ,
where `1 = m1 − m¯1 ∈ Z .
4.7 Spectral flow non-conserving three-point primary correlator
The relation (4.89) may be used to determine the
∑3
i=1wi = ±1 spectral flow non-conserving
three-point function. Along with the spectral flow conserving amplitudes considered above, these
determine the OPE coefficients for primary fields in the spectrum of the SL(2, R) CFT. We would
like to compute
〈 Vˆj3(m3)Vj2(m2|1)V±1j1 (m1)〉 = 〈 Vˆj3(−m3)Vj2(−m2|1)V∓1j1 (−m1)〉 (4.117)
where we have made use of the J30 charge conjugation symmetry. Thus, suppressing anti-holomorphic
dependence, it suffices to compute
〈 Vˆj3(m3)Vj2(m2|1)V+1j1 (m1)〉 =
ω0 lim
z→0
zm1 z¯m¯1 〈 Vˆj3(m3)Vj2(m2|1)Vj1(m1|z)Vk/2(k/2)〉 (4.118)
It is perhaps simplest to perform this computation in the Φwj (x) basis introduced in subsection 4.6 .
The computation equivalent to (4.118) may be shown to be
〈 Φˆj3(x3)Φj2(x2|1)Φ+1j1 (x1)〉 =
ω0
(1− k) limz→0 z
j1 〈 Φˆj3(x3)Φj2(x2|1)Φj1(x1z|z) Φk/2(0)〉 (4.119)
where the identification Vj(j) = Φj(0)/(1− 2j) has been used. Making use of
〈 Φˆj4(x4)Φj3(x3|1)Φj2(x2|z) Φj1(x1)〉 = x−2j242 xj2+j3−j1−j441 xj1+j2−j3−j443 xj4−j3−j2−j131
〈 Φˆrj4(0)Φj3(1|1)Φj2((x21x43)/(x42x31)|z) Φj1(0)〉 (4.120)
and, with z1 = −z2/(1− z2) and x1 = −x2/(1− x2) ,
〈 Φˆrj4(0)Φj3(1|1)Φj2(x2|z2) Φj1(0)〉 =
(1− z2)h4−h1−h2−h3 (1− x2)j4−j1−j2−j3 〈 Φˆrj4(0)Φj3(1|1)Φj1(x1|z1) Φj2(0)〉 (4.121)
40
the amplitude (4.119) may be computed [17] from
〈 Φˆrj3(0)Φj2(1|1)Φk/2(x|z)Φj1(0)〉 = F (j1, j2, j3) |F(x|z)|2 (4.122)
where we have anticipated, as shown explicitly below, a factorization of the four point function
involving a single conformal block. Due to the presence of the degenerate field Φk/2(x|z) the
amplitude (4.122) satisfies the null state decoupling equation (C.13) in the form(
∂
∂x
+
j1(x
2 − 2x+ z) + j2(x2 − z)− (j3 − k/2)(x2 − 2xz + z)
x(1− x)(z − x)
)
F(x|z) = 0 (4.123)
In addition (4.122) satisfies the KZ equation with one null state (C.18) in the form(
∂
∂z
+
x(1− x)
z(1− z)
∂
∂x
+
j1(1− x)− j2 x− (j3 − k/2)(z − x)
z(1− z)
)
F(x|z) = 0 (4.124)
These may be combined to yield(
∂
∂z
+
j1x(1− z) + j2(1− x)z + (j3 − k/2)z(1− z)
z(1− z)(z − x)
)
F(x|z) = 0 (4.125)
The solution to (4.123) and (4.125) may be seen to be
F(x|z) = zj1(1− z)j2(z − x)k/2−j1−j2−j3xj2−j1+j3−k/2(1− x)j1−j2+j3−k/2 (4.126)
up to a constant which is incorporated into F (j1, j2, j3) . This leads to the following (worldsheet
Mobius fixed) form of the w = 1 three-point function in the Φwj (x) basis
〈 Φˆj3(x3)Φj2(x2|1)Φ+1j1 (x1)〉 =
ω0
(1− k) F (j1, j2, j3) x
−2j1
1 x
−2j2
2 x
−2j3
3 (x
−1
3 + x
−1
1 − x−12 )k/2−j1−j2−j3 (4.127)
Finally, from the transform (2.40) and the integral (E.8), the w = ±1 three-point function in the
Vwj (m) basis is given by
〈 Vˆj3(m3)Vj2(m2|1)V±1j1 (m1)〉 =
piω0
(k − 1)
F (j1, j2, j3)
γ(ˆ− k/2)
× pi−2 δ2(mˆ± k/2) (−1)m2−m¯2 ∏3i=1 Γ(2ji − 1)Γ(1− 2ji) Γ(1− ji ± m¯i)Γ(ji ∓mi) (4.128)
Here the definitions mˆ =
∑3
i=1mi and ˆ =
∑3
i=1 ji have been used. Note that this amplitude
is not symmetric under (j2,m2) ↔ (j3,m3) due to the factor (−1)m2−m¯2 which enforces Mobius
invariance given H1−H¯1 = ∓(m1−m¯1) . This follows from the general result for Virasoro primaries
of definite conformal weight
〈 Vˆ3V2(1)V1 〉 = (−1)s2 〈 Vˆ1V2(1)V3 〉 = (−1)s1+s2+s3 〈 Vˆ3V1(1)V2 〉 = (−1)s1 〈 Vˆ2V3(1)V1 〉 (4.129)
where we have taken sj = Hj − H¯j ∈ Z .
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To determine the factor F (j1, j2, j3) the relation between discrete states (4.82) may be used to
construct
〈 Vˆj3(m3)Vj2(m2|1)Vj1(−j1)〉 = ωj1 〈 Vˆj3(m3)Vj2(m2|1)V−1˜1 (˜1)〉 (4.130)
where ˜p = k/2− jp . A comparison of (4.128) with (2.42) using (4.59) yields
F (j1, j2, j3) =
Bj1
B0
C(˜1, j2, j3) =
Bj2Bj3
B0B˜1
C(˜1, ˜2, ˜3) (4.131)
where the identity
Bj1C(˜1, j2, j3) = Bj2C(j1, ˜2, j3) = Bj3C(j1, j2, ˜3) (4.132)
has been used at right. Making use of the identities (4.129) and the action (4.89) of the one-unit
spectral flow operator, the above normalizations can be verified by computing
〈 Vˆ∓1j2 (m2)V±1j1 (m1)〉 = ω0 〈 Vˆk/2(∓12k)Vj2(m2|1)V±1j1 (m1)〉 = 〈 Vˆj2(m2)Vj1(m1)〉 (4.133)
where the corresponding limit of the expression (4.128) has been compared to the two-point func-
tions (2.45, 4.62). The factor F (j1, j2, j3) may be determined more explicitly by factorizing the
amplitude (4.122) using the H3 OPE
Φj′(x
′|z)Φj1(x1) =
∫
d2x
∫
R+
ds 〈 Φˆ1−j(x)Φj′(x′|z)Φj1(x1)〉 [Φj(x) + . . .] (4.134)
where j = 1/2 + is . Recognizing that the integrand in the OPE is invariant under j → 1 − j ,
the integral may be extended over the entire real s axis. The amplitude (4.122) is factorized in
the z → 0 limit while incorporating the result (4.126). The integrand vanishes along the original
contour as well as for all poles which cross the real s axis except for the poles at j = ˜1 and
j = 1− ˜1 , which lead to identical contributions. We find the result (4.131) given∮
˜1
dsC(j, k/2, j1) = Bj1B˜1/B0 = pi
−1 ν1−k b−2γ(−b2) (4.135)
where the contour encircles the pole at j = ˜1 . This follows under analytic continuation of
C(j, j′, j1) from j′ = 1/2 + is′ ∈ S+C to j′ = k/2 . Equivalently, the identity appearing in (4.132)
may be used in conjuction with (2.20). This computation also shows that the factorization of the
amplitude (4.122) involves only the single intermediate representation with primary field Φ˜1(x) .
The three-point function (4.128) is consistent with the construction described by Ribault [21]
which maps Liouville amplitudes to spectral flowed primary correlators in the H3 model. This is
an extension of the work of Teschner and Ribault [12] where each unit of spectral flow violation
in an H3 n-point function leads to the removal of one of the n − 2 degenerate Liouville primary
field insertions in the mapping associated with the unflowed correlator (2.64). Thus for the n = 3
and
∑3
i=1wi = ±1 , we expect the amplitude (4.128) to be proportional to a three-point Liouville
correlator without degenerate insertions. This is demonstrated by verifying the relation34
piω0
(k − 1)
F (j1, j2, j3)
γ(ˆ− k/2) = b
−1 ν−k/2
Γ(1 + b2)
Γ(1− b2) CL(k/2− jp) (4.136)
Here CL(ap) = Ca3a2a1 is the Liouville three-point function (2.58).
34This is equivalent to the determination of the constant ck in [21] .
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5 The SL(2, R) fusion rules
In this section the fusion rules of the respective spectral flow modules treated in subsection 4.3,
which follow directly from the selection rules of subsection 4.1, will be refined to describe the
dependence of the OPE coefficients on the j quantum number. Here the term OPE coefficient is
intended to refer to the expansion coefficients of products of elements of the SL(2, R) spectrum
in terms of elements of this spectrum, which is presumed to form a complete set. As described in
section 6, a definition of such an expansion via the analytic continuation of factorized H3 amplitudes
is elusive at best. In particular, the introduction of intermediate spectral flowed modules prior to
A.C. from H3 to SL(2, R) amplitudes appears to be superfluous. This redundancy is associated with
sets of alternative factorizations which are closely related to the equivalences between amplitudes
of fixed total spectral flow described in subsection 4.6 . In addition, the corresponding discrete
intermediate states that arise via A.C. do not in general lie in the spectrum of normalizable state
of the SL(2, R) model. This represents an apparent failure of the closure of an SL(2, R) OPE
defined via A.C. of correlators factorized on the H3 spectrum. Before investigating these questions
in detail, it is useful to provisionally introduce a definition, which was first proposed in [21] and
later investigated in [34][28], of the SL(2, R) OPE which incorporates at the outset both spectral
flow conserving and non-conserving OPE coefficients in the H3 model.
A condensed notation will be briefly employed for vertex operators of definite affine weight by
defining Vwa = Vwj (m) , with J30 conjugation defined by Vwa → V−wa¯ = V−wj (−m) . The two point
function (2.45 , 4.62) of primary states is of the form
〈 Vˆw2a2 Vw1a1 〉 = Ga1 δw1+w2 δ(a1 − a¯2) (5.1)
where Ga = Ga¯ . Using the notation of subsection 4.6, this leads to an OPE of the form
35
Vw2a2 (z2)Vw1a1 (z1) = (−1)m1w2
∑
wˆ
∫
da3G
−1
a3 〈 Vˆa¯3Va2(1)V−wˆa1 〉 zH2121
(
Vw3+wˆa3 (z1) + . . .
)
(5.2)
where we have used (4.116), and have defined36 w3 = w1 + w2 while fixing the range of the sum
to −1 ≤ wˆ ≤ 1 . Implicitly, the integral over a3 includes all of the distinct primary states in Cw3+wˆ
and D±w3+wˆ . More explicitly37 for some function f(a) = fj(m) ,∫
da f(a) =
∫
S+C
dj
∫ 1
2
− 12
dα
∑
p∈Z
fj(α+ p) +
∑
σ=±1
∫
SD
dj
∞∑
n=0
fj(σ(j + n)) (5.3)
Here we have ignored anti-holomorphic dependence since, as discussed below, when computing the
fusion rules for flowed affine modules it is sufficient to consider38 sums over flowed primaries with
` = m−m¯ = 0 . Note that in the case of the discrete affine representations with identification Dˆ±w =
35Here only holomorphic dependence appears so that(−1)m1w2 denotes the sign (−1)`1w2 , where `1 = m1−m¯1 ∈ Z .
36It has been found convenient both here and below to define w3 = w1 + w2 , rather than to have w3 denote the
spectral flow sector of the intermediate states with quantum number j3 .
37The integral
∫
S+C
dj is to be computed as
∫∞
0
ds for j = 1/2 + is . Thus, we replace dj with ds = −idj .
38These states also have zero worldsheet spin (H − H¯ = 0) in all spectral flow sectors. Using (E.4), for m = m¯ we
may write
∫ 1
2
− 1
2
dα
∑
p∈Z fj(α+ p) =
∫
R dmfj(m) = 2pi
2
∫
d2mδ` fj(m) .
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Dˆ∓w±1 , the spectral flow quantum numbers appearing here are associated with the corresponding
respective flowed primary states D±w ⊕D∓w±1 . Defining mˆ = m1 +m2 − wˆk/2 , we first write
〈 Vˆa¯3Va2(1)V−wˆa1 〉 = 〈 Vˆj3(−m3)Vj2(m2|1)V−wˆj1 (m1)〉
= pi−2 δ2(mˆ−m3) (−1)−`2wˆ Awˆ(a1, a2, a¯3) (5.4)
where Awˆ(ap) = A
wˆ(jp|m1,m2) corresponds to the symmetric coefficients in (2.42, 4.128). Then
for `1 + `2 = 0 we have the OPE
Vw2j2 (m2|1)Vw1j1 (m1) = (−1)`1w2
∑
wˆ
(−1)−`2wˆ
[ ∫
S+C
dj3A
wˆ(1− j3)
(
Vw3+wˆj3 (mˆ) + . . .
)
+
∫
SD
dj3
∞∑
n3=0
Awˆ(j3)
2(2j3 − 1)2
Dj3(n3)Bj3
δ(j3 + n3 − |mˆ|)
(
Vw3+wˆj3 (mˆ) + . . .
) ]
(5.5)
where we have abbreviated Awˆ(j3) = A
wˆ(j1, j2, j3|m1,m2) .
It is important to recognize that the above construction assumes that three-point amplitudes
may be factorized on the SL(2, R) spectrum, and makes direct use of the form of the discrete
two-point function (4.66) as well as the domain SD of the discrete spectrum. In particular, the
expansions (5.2, 5.5) essentially amount to an ansatz for the OPE, and are not taken to be derived
through the analytic continuation of both flow conserving and non-conserving OPE coefficients39 in
the H3 model as in [34]. As will be discussed in detail in subsection 6.3, this analytic continuation
does not entirely restrict the summation of discrete fields appearing in the OPE to the domain
SD . Of course, depending on the domain of the product fields, many contributions from flowed
affine modules appearing in (5.5) vanish due to the selection rules described above. There is
also a clear redundancy in the form of the OPE (5.5) in the case of the discrete contributions
since the flowed primary states in D∓˜ (w3 ± 1) , where ˜ = k/2 − j and w3 = w1 + w2 , appear
as descendant contributions in the OPE coefficients involving the D±j (w3) primaries. While the
corresponding affine modules are identified, due to J30 conservation, only one of the flowed primaries
in D±j (w3)⊕D∓˜ (w3±1) can appear in the OPE. It is thus helpful when considering OPE coeffcients
involving flowed primary fields to include both terms in the OPE, choosing the representation of
the operator as a flowed primary rather than the corresponding flowed descendant. The single
state in the intersection B∓˜ (w3 ± 1) = B±j (w3) should appear only once, with (4.82) and the
normalization factor in the OPE ensuring that the result will be independent of the choice of either
Vw3j (±j) or Vw3±1˜ (∓˜). Note that, due to the vanishing of the corresponding three-point functions,
the primary states in D∓˜ (w3 ± 2) do not appear, and non-vanishing descendants with identical
associated J30 values appear only once in the descendant contribution arising from the D±j (w3± 1)
primaries. Each of the respective terms in the fusion rules of spectral elements of the flowed
affine modules which are permitted by the selection rules will now be considered, with the aim of
determining which j quantum numbers40 appear with non-vanishing coefficients. It will be shown
that all such coefficients are non-singular for elements of the spectrum, and that for the fusion
39States in spectral flow sectors are non-normalizable in the H3 model, and thus do not appear in the factorization
of H3 amplitudes. However, the corresponding |w| = 1 three-point amplitude (4.128) is well-defined in the H3 model,
as is implied from its derivation [21] in terms of three-point primary amplitudes in the Liouville CFT.
40Except where relevant, the α quantum number of the irreducible representations Cˆαj (w) will be ignored.
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rules (4.43 , 4.44 , 4.45) each term has non-vanishing coefficients for some range of the respective j
quantum numbers. Thus, as far as the indexing of representations by the spectral flow quantum
number w is concerned, the selection rules are equivalent to the fusion rules; there are no spectral
flow representations allowed by the selection rules which vanish41 due to unrelated features of the
form of the OPEs coefficients.
5.1 Fusion rules for Cˆw2 × Cˆw1
The fusion rule (4.45)
Cˆw2 × Cˆw1 → Cˆw3 ⊕ Cˆw3+1 ⊕ Cˆw3−1 ⊕ Dˆ+w3 ⊕ Dˆ−w3 (5.6)
involves the following reduction of a general three-point descendant correlator
Dˆ∓j3(−w3)⊗ Cˆj2(w2)⊗ Cˆj1(w1) ⇒ B∓j3 ⊗ Cj2 ⊗ Cj1 (5.7)
The OPE coefficients42 associated with Cˆj3(w3) and Cˆj3(w3±1) will not be examined here since they
are manifestly well-defined and will have some non-vanishing elements for all j3 ∈ S+C . Making use
of B±j = B∓˜ (±1) with ˜ = k/2−j , it is somewhat simpler in the case of the discrete representations
Dˆ±j3(w3) to consider the general spectral flow non-conserving amplitudes43 appearing in the discrete
OPE coefficient in (5.5) which involve elements of B±˜3(∓1)⊗Cj2⊗Cj1 . Since these are J30 conjugate
representations, from (4.128) we compute44
〈 Vˆ−1˜3 (˜3)Vj2(m2|1)Vj1(m1)〉 = pi−2 δ2(m1 +m2 − j3)
piω0
(k − 1)
B˜3
(2˜3 − 1)
C(j1, j2, j3)
γ(j1 + j2 − j3)
∏
i∈{1,2}
Γ(2ji − 1)
Γ(1− 2ji)
Γ(1− ji −mi)
Γ(ji +mi)
(5.8)
Given that none of the poles (2.17) in G(2j − 1) or G(j) appear for j ∈ SD , it is evident that
for every j3 ∈ SD there exist nonzero amplitudes (all of which are non-singular) for j1, j2 ∈ S+C .
Of course, for fixed ±(m1 + m2) ∈ SD only B±j3 , not B∓j3 , appears in the fusion rule for Cj2 × Cj1 .
However, the above analysis is focused on the fusion of the affine modules Cˆj2(w2) × Cˆj1(w1) for
each pair j1, j2 ∈ S+C . As follows trivially from the fact that the primary representations Cj are
J30 self-conjugate, for all j3 ∈ SD both of the modules Dˆ±j3(w3) make an appearance. Thus, with
41This statement will have to be reexamined below when discussing the computation of discrete string amplitudes
following analytic continuation of H3 correlators as described in [17].
42As mentioned in subsection 4.3 above, the multiplicity two associated with the continuous representation Cˆw3
will be suppressed until the discussion appearing in section 6.3 .
43Note that here we are making use of the fact that both the factor ωj in (3.27) and the factors multiplying the
three-point function in (5.5) are non-vanishing and non-singular for j3 ∈ SD .
44For the purpose of computing the fusion rules, the fields appearing in the reduced primary three-point correlators
considered here and below may be taken to satisfy ` = m − m¯ = 0 , and thus have zero worldsheet spin in all
spectral flow sectors. The single exception, which we are not treating in detail, is the spectral flow conserving case
Cj3 ⊗ Cj2 ⊗ Cj1 , in which ` = 0 can only be imposed on one of the fields.
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w3 = w2 + w1 , we may write
Cˆj2(w2)× Cˆj1(w1) →
∫
S+C
dj3
(
Cˆj3(w3)⊕ Cˆj3(w3 + 1)⊕ Cˆj3(w3 − 1)
)
⊕
∫
SD
dj3
(
Dˆ+j3(w3)⊕ Dˆ−j3(w3)
)
(5.9)
5.2 Fusion rules for Cˆw2 × Dˆ±w1
For the fusion rule (4.44)
Cˆw2 × Dˆ±w1 → Dˆ±w3 ⊕ Cˆw3 ⊕ Cˆw3±1 (5.10)
the respective correlators are reduced as follows
Dˆ∓j3(−w3)⊗ Cˆj2(w2)⊗ Dˆ±j1(w1) ⇒ B∓j3 ⊗ Cj2 ⊗ B±j1 (5.11)
Cˆj3(−w3)⊗ Cˆj2(w2)⊗ Dˆ±j1(w1) ⇒ Cj3 ⊗ Cj2 ⊗ B±j1 (5.12)
Cˆj3(−w3 ∓ 1)⊗ Cˆj2(w2)⊗ Dˆ±j1(w1) ⇒ Cj3(∓1)⊗ Cj2 ⊗ B±j1 ⇒ Cj3 ⊗ Cj2 ⊗ B∓˜1 (5.13)
The cases (5.12, 5.13) are essentially equivalent for the present purposes to (5.7). Making use of
the J30 conjugation symmetry, and the fact that if j ∈ SD then ˜ = k/2− j ∈ SD , it is sufficient to
compute the correlator
〈 Vˆj3(−m3)Vj2(m2|1)V−1˜1 (˜1)〉 (5.14)
This leads to a result equivalent to (5.8) so that, for a given j1 = m2 − m3 ∈ SD and j2 ∈ S+C ,
for all j3 ∈ S+C there are non-zero OPE coefficients, all of which are non-singular. The case (5.11)
requires the computation of
〈 Vˆ−1˜3 (˜3)Vj2(m2|1)Vj1(j1)〉 = pi−2 δ2(j1 +m2 − j3)
piω0
(k − 1)
B˜3
(2˜3 − 1)
1
(2j1 − 1)
C(j1, j2, j3)
γ(j1 + j2 − j3)
Γ(2j2 − 1)
Γ(1− 2j2)
Γ(1− j2 −m2)
Γ(j2 +m2)
(5.15)
Again, for j1 ∈ SD and j2 ∈ S+C , for all j3 ∈ SD there are non-zero OPE coefficients with m2 =
j3 − j1, all of which are non-singular. Thus we have the fusion rule
Cˆj2(w2)× Dˆ±j1(w1) →
∫
SD
dj3 Dˆ±j3(w3) ⊕
∫
S+C
dj3
(
Cˆj3(w3)⊕ Cˆj3(w3 ± 1)
)
(5.16)
5.3 Fusion rules for Dˆ−w2 × Dˆ+w1
It is convenient in the case of the OPE of discrete states to fix ±w ≥ 0 for Dˆ±w for w1 and w2 and
to treat the fusion rules (4.43) and (4.46) as distinct. For the fusion rule (4.43)
Dˆ−w2 × Dˆ+w1 → Dˆ+w3 ⊕ Dˆ−w3 ⊕ Cˆw3 (5.17)
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we have the following reductions45 of OPE coefficients involving Cˆw3 and Dˆ±w3
Cˆj3(−w3)⊗ Dˆ−j2(w2)⊗ Dˆ+j1(w1) ⇒ Cj3 ⊗ B−j2 ⊗ B+j1 (5.18)
Dˆ∓j3(−w3)⊗ Dˆ−j2(w2)⊗ Dˆ+j1(w1) ⇒ D∓j3 ⊗ B−j2 ⊗ B+j1 (5.19)
The case (5.18) involves computing the following correlator for an element of Cj3 ⊗ B+˜2(−1)⊗ B+j1
〈 Vˆj3(−m3)V−1˜2 (˜2|1)Vj1(j1)〉 (5.20)
This is equivalent to (5.15), and thus for j1, j2 ∈ SD , for all j3 ∈ S+C there are non-zero OPE
coefficients with m3 = j1 − j2 , all of which are non-singular. Note that the irreducible continuous
representations Cˆα3j3 (w3) which appear have α3 = m3 − [m3] , where [m3] is m3 = j1 − j2 rounded
to the nearest integer. For the case (5.19), making use of the conjugation symmetry, we consider46
elements of D+j3⊗B+j2⊗B+˜1(−1) for the Dˆ+w3 term in (5.17). For the Dˆ−w3 term we consider elements
of D+j3 ⊗B+˜2(−1)⊗B+j1 . Since in (4.128) these are related by j1 → ˜2 and j2 → ˜1 , it is sufficient to
calculate the correlator
〈 Vˆj3(j3 + n3)Vj2(j2|1)V−1˜1 (˜1)〉 = pi−2 δ2(j3 + n3 + j2 − j1)
piω0
(k − 1)
B˜1
(2˜1 − 1)
1
(2j2 − 1)
C(j1, j2, j3)
γ(j3 + j2 − j1)
(−1)n3
(2j3 − 1)
Γ2(2j3)
Γ2(2j3 + n3)
(5.21)
Given the form (2.12) of C(j1, j2, j3), and making use of the identity (2.15), since none of the poles
in G(2j− 1) appear for j ∈ SD , it may be seen that there are no zeros in this amplitude except for
those enforced by the delta function. Poles in this amplitude could only appear in the product
G(j1 + j2 + j3 − 1)G(1− j3 + j1 − j2)G(j1 + j2 − j3)G(j1 + j3 − j2) (5.22)
Substituting j3 = j1 − j2 − n3 , this may be written as
G(1 + n3)G(2˜1 + n3)G(2j2 + n3)G(2j3 + n3) (5.23)
where (2.14) has been used. It may be seen that for j3 ∈ SD , which requires j1 − j2 ≥ 1/2 and
imposes n3 ≤ j1 − j2 − 1/2 , no poles appear in (5.23). Note that values of j3 do not extend to the
upper bound of SD since j1 − j2 ≤ (k − 2)/2 < (k − 1)/2 . Considering both terms in (5.19), and
defining j+ = j1 − j2 = −j− , we have47
Dˆ−j2(w2)× Dˆ+j1(w1) →
∫
S+C
dj3 Cˆα3j3 (w3) ⊕
∑
σ=±
[jσ ]−1∑
n3=0
∫
SD
dj3 δ(j3 + n3 − jσ) Dˆσj3(w3) (5.24)
where for the continuous representations α3 = j+ − [j+] . Note that the condition j± ≥ 1/2
requires one of the discrete contributions to vanish. It is important to emphasize in this regard
45Using the J30 conjugation symmetry, and the arguments appearing in (4.3), it may be seen that the result (5.19)
is independent of the sign of w3 = w1 + w2 .
46This choice minimizes the required use of identities of the function G(j) in order to arrive at a non-singular
expression for the corresponding correlators.
47As above, the notation [j±] denotes j± rounded to the nearest integer. The condition n3 ≤ j±−1/2 is equivalent
to fixing [j±]− 1 as the upper bound on the sum over n3 .
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that, while w1 ≥ 0 and w2 ≤ 0 , the condition ±w ≥ 0 for Dˆ±w has not been imposed on w3 . For
w3 = w1 + w2 6= 0 it is perhaps more illuminating to use the conjugation symmetry to set w3 > 0
and write Dˆ−j3(w3) = Dˆ+˜3(w3 − 1) . This leads to
Dˆ−j2(w2)× Dˆ+j1(w1) →
∫
S+C
dj3 Cˆα3j3 (w3) ⊕
[j+]−1∑
n3=0
∫
SD
dj3 δ(j3 + n3 − j+) Dˆ+j3(w3)
⊕
[j−]−1∑
n3=0
∫
SD
dj3 δ(k/2− j3 + n3 − j−) Dˆ+j3(w3 − 1) (5.25)
In the last term we have j3 = k/2+j1−j2+n3 , and thus j3 ∈ SD is equivalent to k/2+j1−j2+n3 ≤
(k − 1)/2 . As above, this requires j− = j2 − j1 ≥ 1/2 and n3 ≤ j− − 1/2 . Note that for
−1/2 ≤ j1 − j2 ≤ 1/2 only the continuous representations Cˆw3 appear. It may be seen that the
OPE coefficients involving discrete states vanish as j± → 1/2 , a result which is consistent with the
emergence of a continuum of states in Cˆw3 with finite OPE coefficients. The basic picture here is
very similar to that which is treated in the following subsection and illustrated in Figure 4 .
5.4 Fusion rules for Dˆ±w2 × Dˆ±w1
The fusion rule (4.46)
Dˆ±w2 × Dˆ±w1 → Dˆ±w3 ⊕ Dˆ±w3±1 ⊕ Cˆw3±1 (5.26)
requires the reduced correlators
Cˆj3(−w3 ∓ 1)⊗ Dˆ±j2(w2)⊗ Dˆ±j1(w1) ⇒ Cj3(∓1)⊗ B±j2 ⊗ B±j1 ⇒ Cj3 ⊗ B∓˜2 ⊗ B±j1 (5.27)
Dˆ∓j3(−w3)⊗ Dˆ±j2(w2)⊗ Dˆ±j1(w1) ⇒ D±˜3(∓1)⊗ B±j2 ⊗ B±j1 ⇒ D±˜3 ⊗ B∓˜2 ⊗ B±j1 (5.28)
Dˆ∓j3(−w3 ∓ 1)⊗ Dˆ±j2(w2)⊗ Dˆ±j1(w1) ⇒ D∓j3(∓1)⊗ B±j2 ⊗ B±j1 ⇒ D∓j3 ⊗ B∓˜2 ⊗ B±j1 (5.29)
The case (5.27) involves the computation of
〈 Vˆj3(−m3)V−1j2 (j2|1)Vj1(j1)〉 (5.30)
which is equivalent to (5.20) under j2 → ˜2 = k/2 − j2 . Thus for j1, j2 ∈ SD , for all j3 ∈ S+C
there are non-zero OPE coefficients48 with m3 = j1 + j2 − k/2 , all of which are non-singular. For
the cases (5.28) and (5.29) we consider elements of D+˜3 ⊗B+j2(−1)⊗B+j1 and D+j3 ⊗B+˜2(−1)⊗B+˜1 ,
respectively. Since these are related by jp → ˜p , we consider (5.28) and compute
〈 Vˆ˜3(˜3 + n3)V−1j2 (j2|1)Vj1(j1)〉 = pi−2 δ2(j1 + j2 + n3 − j3)
piω0
(k − 1)
1
(2j1 − 1)
1
(2j2 − 1)
C(j1, j2, j3)
γ(j1 + j2 − j3)
B˜3
(2˜3 − 1)
(−1)n3 Γ2(2˜3)
Γ2(2˜3 + n3)
(5.31)
48Again, the irreducible continuous representations Cˆα3j3 (w3) appearing in the OPE are restricted to α3 = m3−[m3] .
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which, of course, is just (5.21) with j3 → ˜3 and j1 → ˜1 after using (4.132). As for (5.21), the
amplitude (5.31) has no zeros except for those enforced by the delta function, while poles could
only appear in the product
G(j1 + j2 + j3 − 1)G(j3 + j2 − j1)G(1− j1 − j2 + j3)G(j1 + j3 − j2) (5.32)
Substituting j3 = j1 + j2 + n3 , this may be written as
G(1 + n3)G(2j1 + n3)G(2j2 + n3)G(2˜3 + n3) (5.33)
It may be shown that for j3 ∈ SD , which requires j1 + j2 ≤ (k−1)/2 and imposes n3 ≤ (k−1)/2−
j1 − j2 , no poles appear in (5.33). Similarly, taking jp → ˜p , for (5.29) the delta function fixes
j3 = j1 + j2−k/2−n3 , which requires j1 + j2 ≥ (k+1)/2 and imposes n3 ≤ j1 + j2− (k+1)/2 ; the
corresponding amplitude is similarly well-defined. Defining g+ = j1 +j2−k/2 = −g− the respective
(mutually exclusive) conditions may be written as g± ≥ 1/2 with n3 ≤ g± − 1/2 . This leads to a
fusion rule of the form
Dˆ±j2(w2)× Dˆ±j1(w1) →
∫
SC
dj3 Cˆα3j3 (w3 ± 1) ⊕
[g−]−1∑
n3=0
∫
SD
dj3 δ(k/2− j3 + n3 − g−) Dˆ±j3(w3)
⊕
[g+]−1∑
n3=0
∫
SD
dj3 δ(j3 + n3 − g+) Dˆ±j3(w3 ± 1) (5.34)
where for the continuous representations ±α3 = g+ − [g+] . Note that for (k − 1)/2 ≤ j1 + j2 ≤
(k + 1)/2 only continuous representations appear. It may be seen that the fusion rule (5.25) is
identical to (5.34) using Dˆ−j2(w2) = Dˆ+˜2(w2 − 1) , so that (5.24) is the most general expression for
the fusion rules of discrete flowed affine representations without imposing the condition ±w ≥ 0
for Dˆ±w . As illustrated49 in Figure 4 , the somewhat intricate relations between the various terms
in the fusion rules given here depend crucially on the range of the discrete spectrum SD .
6 The factorization of the four-point function
The three-point function of the H3 model in the Φj(x) basis was derived [9] from null equations
satisfied by the four-point function with a single insertion of fields in degenerate affine modules. An
analysis of the corresponding zero-mode quantum mechanics and the form of the two-point function
led to an assumed spectrum of normalizable states given by j ∈ S+C = 1/2 + iR≥0 . Together these
defined the OPE and an associated factorization of the four-point function [10] of the form50
〈 Φˆrj4(0)Φj3(1|1)Φj2(x|z)Φj1(0)〉 =
∫
SC
dj C(j) |Fj(x|z)|2 (6.1)
where the jp dependence is suppressed in Fj(x|z) and C(j) = B−1j C(j4, j3, j)C(j, j2, j1) has been
introduced. Note that this integral extends over j ∈ SC = 1/2 + iR , rather than the spectrum
49As above, the condensed notation D±w denotes the set D±j (w) for all j ∈ SD .
50Here, as above, the worldsheet z argument in Φj(x|z) is suppressed in Φj(x) = Φj(x|0) , and the r-frame fields
Φrj (r|z) are defined as in (2.47) for r = 1/x .
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j=(k−1)/2
j=(k+1)/2
B+j
B+j+1
B+j+2
Dˆ+0
Dˆ+1
Cˆ1
Figure 4: The figure at left above shows primary states in the discrete affine representations
Dˆ+0 = Dˆ−1 which arise from fusion rule of B+j1(0) × B+j2(0) . The blue curve is the set of states
B+0 = B−1 which are the intersections of the flowed primaries D+0 and D−1 . With a particular
choice of j = j1 + j2 , a finite number of discrete primary states (shown as blue dots) in D−˜−n(1)
(represented as black line segments), where n ∈ Z≥0 and ˜ = k/2− j, appear. The lowest of these
states lies in B+j (0) = B−˜ (1) . The choices k = 11 and j = 11/5 have been made here, leading to
a total of nmax + 1 = [ ˜ ] = 3 discrete states. The red line is the upper bound on these discrete
states where states in the continuum representations Cˆ1 begin. It may be seen that no states in
Dˆ+0 appear for j > (k − 1)/2. The same discrete states (also for k = 11) are shown in the figure
at right, which includes the affine representations Dˆ+1 = Dˆ−2 which also appear for j > (k + 1)/2.
In this case the discrete primary states are elements of the representations D+−˜−n(1) . The blue
curves at right are indexed by n ∈ Z≥0 and give the locations of the discrete primary states for a
particular value of j. It is apparent that there are no discrete states for (k− 1)/2 < j < (k+ 1)/2 .
S+C , and thus the four-point function of the H3 model does not permit a chiral factorization in
the conventional sense. This may also be seen from the fact that there are two independent
(hypergeometric) solutions to the Knizhnik-Zamolodchikov equation at lowest order in z which are
related by the reflection symmetry j → 1− j as required by monodromy invariance. Thus we have
Fj(x|z) = zh(j)−h2−h1
(
xj−j2−j1 Fj(x) +O(z)
)
(6.2)
where Fj(x) = 2F1(a, b; c;x) for
a = j + j2 − j1 b = j + j3 − j4 c = 2j (6.3)
These solutions correspond to the contribution of primary fields to the intermediate states, from
which descendant contributions follow uniquely [10][17]. The domain of validity of the expression
(6.1) is given by
|Re(j1 − j2)| < 1/2 , |Re(1− j1 − j2)| < 1/2
|Re(j4 − j3)| < 1/2 , |Re(1− j4 − j3)| < 1/2 (6.4)
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This is clearly just two copies of the domain of validity of the OPE (2.24), outside of which (6.1)
possesses a well-defined analytic continuation to jp ∈ C as poles in C(j) cross the contour of
integration and produce discrete contributions. The poles in C(j) follow from the poles (2.17) in
G(j) given by
j = −fnm and j = (k − 1) + fnm (6.5)
where
fnm = n+mb
−2 (6.6)
From (2.12) the poles in C(j, j1, j2) are given by
± (j − 1/2) = 1/2 + fnm + (j1 + j2 − 1) (6.7)
±(j − 1/2) = 1/2 + fnm + (˜1 + ˜2 − 1) (6.8)
±((k − 1)/2− j) = 1/2 + fnm + (j1 + ˜2 − 1) (6.9)
±((k − 1)/2− j) = 1/2 + fnm + (˜1 + j2 − 1) (6.10)
In what follows some subset of jp will be analytically continued from the domain (6.4) to the values
SD of the discrete representations. In all cases for which jp correspond to elements (continuous or
discrete) of the spectrum only the following four sets of poles may appear in the region between
the contours SC = 1/2 + iR and S˜C = (k − 1)/2 + iR at the boundaries of SD. These are
Poles1 j = j1 + j2 + n (6.11)
Poles2 j = k − j2 − j1 + n (6.12)
Poles3+ j = j1 − j2 − n (6.13)
Poles3− j = j2 − j1 − n (6.14)
It will become relevant below that if j ∈ SC then ˜ = k/2− j ∈ S˜C , and that while SC is preserved
under j → 1− j , S˜C is preserved under j → k − 1− j . As illustrated in figure 5, under the A.C.
considered Poles3± may cross SC but not S˜C , while the converse is true for Poles1 and Poles2 .
In what follows it is helpful to define the condensed notation
φ(j2,j1)(x|z) = Φj2(x|z)Φj1(0) (6.15)
and
φˆ(j4,j3) = Φˆ
r
j4(0)Φj3(1|1) (6.16)
Introducing the projection operator onto unflowed affine primaries
Π0 =
∫
S+C
dj
∫
d2x Φj(x)〉 〈 Φˆ1−j(x) (6.17)
the factorization of (6.1) for z  1 may be seen to follow from
〈 φˆ(j4,j3) Π0 φ(j2,j1)(x|z)〉 =
∫
S+C
dj
∫
d2y 〈 φˆ(j4,j3)Φj(y)〉 〈 Φˆ1−j(y)φ(j2,j1)(x|z)〉
=
∫
SC
dj C(j) zh(j)−h2−h1 xj−j2−j1 |Fj(x)|2 (6.18)
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1/2
SC
−(k−3)/2 (k−1)/2
S˜C
k−3/2
j=k−j1−j2+n
j=j1+j2+n
j=j1−j2−n
j=j2−j1−n
Poles2
Poles1
Poles3+
Poles3−
Figure 5: The figure above shows the locations of the sets of poles of the function C(j, j1, j2) in
the complex j plane which can appear in the region between the contours j ∈ SC = 1/2 + iR and
j ∈ S˜C = (k − 1)/2 + iR for j1, j2 ∈ SD = (1/2 , (k − 1)/2) ⊂ R . For clarity the (real) poles have
been separated along the imaginary axis, and the value k = 20 has been chosen. The blue dots
show the locations of the leading (n = 0) poles in both the case of minimum j1 + j2 = 1 for Poles1
and Poles2 and in the case of minimum j1 − j2 = 0 for Poles3+ and Poles3− . Note that none of
the sets of poles cross the contour SC in the case j1, j2 ∈ SC . The red dots show the locations of
the leading (n = 0) poles in both the case of maximum j1 + j2 = (k− 1) for Poles1 and Poles2 and
in the case of maximum j1 − j2 = (k − 2)/2 for Poles3+ and Poles3− . Note that none of the sets
of poles cross the contour S˜C in the case j1, j2 ∈ S˜C . Also shown (in black) are the sets of poles in
the case j1 + j2 = k/3 < (k − 1)/2 and j1 − j2 = k/5 .
where anti-holomorphic powers of z and x are suppressed. Given
λj ≡ C(1− j)/C(j) = f(a, b, c) (6.19)
where f(a, b, c) is defined in (E.28), this follows from∫
d2y 〈 φˆ(j4,j3)Φj(y)〉 〈 Φˆ1−j(y)φ(j2,j1)(x|z)〉 =
C(j) ∣∣zh(j)−h2−h1 xj−j2−j1 ∣∣2 (|Fj(x)|2 + λj ∣∣x1−2jF1−j(x)∣∣2) (6.20)
The KZ equation also implies that the H3 chiral blocks have a singularity of the form (z − x)δ ,
where δ = k −∑4p jp . This behavior, which is shown explicitly in (4.126), may be elucidated by
an indentification between the four-point chiral block Fj(x|z) of the H3 model and a five-point
conformal block of Liouville theory with a degenerate operator insertion at worldsheet position x .
This (FZ) relation, which follows from a similar relation discovered by Fateev and Zamolodchikov
between the four-point chiral block in the SU(2) WZNW model and a five-point conformal block
in the minimal model, was the foundation of a proof of crossing symmetry [11] in the H3 model.
The FZ relation was further investigated in [30], where it was found that the fusion matrices of
the H3 model may be written as a sum of two fusion matrices in Liouville theory. This result was
somewhat suggestive of a more straightforward and fundamental identification, described in [12]
utilizing the ϕj(µ) basis (2.26), between n-point primary correlators in the H3 model and (2n−2)-
point primary correlators with n− 2 degenerate field insertions in the Liouville CFT. The analytic
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continuation of two-point and three-point primary correlators of unflowed representations from the
H3 model to the SL(2, R) CFT in the Vj(m) basis was treated in [20]. The description of the
associated fusion rules following from the OPE coefficients of primary fields was found to be in
complete agreement with SL(2, R) representation theory. Making use of the symmetric coefficients
of the unflowed three-point function defined in (5.4), the H3 four-point function in the basis Vj(m)
of definite affine weight may be factorized as [26][34][28]
〈 Vˆj4(m4)Vj3(m3|1)Vj2(m2|z)Vj1(m1)〉 = pi−2 δ2(
∑
pmp )
× 12
∫
SC
dj R−1j (m)A
0(j4, j3, j|m4,m3)A0(j, j2, j1|m2,m1) |F (0,0)j (m|z)|2 (6.21)
where m = m1 +m2 = −m3−m4 . The jp and mp dependence is suppressed in F (0,0)j (m|z) , where
the superscript denotes the total spectral flow of the respective OPE coefficients. This factorization
shares the domains of validity (6.4) and (2.53), outside of which discrete contributions are produced.
6.1 The appearance of flowed intermediate states
As will be discussed in more detail below, an extensive investigation of correlators involving spec-
tral flowed states, including the computation of the |w| = 1 three-point correlator, was carried out
in [17]. Here the focus was on string amplitudes, employing normalizations51 relevant for describ-
ing correlation functions in the boundary CFT, and no attempt was made to directly describe a
Lorentzian SL(2, R) CFT with AdS3 as the target space. In particular, the treatment of the string
four-point function in [17] involved unflowed primary fields in the Φj(x) basis factorized on the H3
spectrum in the x 1 limit. Integrating over the string modulus z , four-point string amplitudes
of unflowed discrete states were defined through analytic continuation from the H3 model in the
Φj(x) basis, without attempting to first compute the Lorentzian SL(2, R) four-point function in
the Vj(m) basis. It was shown that for jp ∈ SD the monodromy invariant solutions to the KZ
equation expressed in terms of x and u = z/x lead to an alternative factorization of (6.1) given by
〈 φˆ(j4,j3)φ(j2,j1)(x|z)〉 =
∫
S˜C
dj C(j) |Gj(x|u)|2 + Discrete (6.22)
where we have
Gj(x|u) = Fj(x|ux) = xj−j2−j1+h(j)−h2−h1
(
uh(j)−h2−h1 Gj(u) +O(x)
)
(6.23)
and where Gj(u) = 2F1(α, β; γ;u) for
α = j1 + j2 − j β = j3 + j4 − j γ = k − 2j (6.24)
Note the appearance of the shifted contour S˜C = (k− 1)/1 + iR . In this context it is useful to note
that, in analogy to (6.19),
λ˜j ≡ C(k − 1− j)/C(j) = f(α, β, γ) (6.25)
51The associated boundary two-point function follows from the definition of the string two-point function, which
is gauge-fixed by dividing by the singular factor Vconf described in (4.69).
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Following integration over the string modulus z = ux the associated (on-shell) string amplitudes
exhibit x behavior which identifies the intermediate states with flowed w = 1 affine modules. This
identification, which will emerge in a similar guise below, makes use of the relation
h(j) + j = h(k − 1− j) + (k − 1− j) = h(˜) + k/4 (6.26)
where h(j) = j(1 − j)/(k − 2) and ˜ = k/2 − j . It will now be shown that the result (6.22) for
x 1 may be seen to follow from the projection onto w = 1 flowed affine primary states. First, it
may be demonstrated that
〈 φˆ(j4,j3)V+1j (m)〉 = fj4 〈 φˆ(˜4,j3)Vj(−m)〉
= −fj4
C(j, j3, ˜4)
γ(j + j3 − ˜4)
Γ(2j − 1)
Γ(1− 2j)
g(j3 −m− ˜4)
g(j −m) (6.27)
Here g(m) = Γ(m)/Γ(1− m¯) has been introduced which satisfies g(m) = (−1)Lg(m¯) for m− m¯ =
L ∈ Z , and for m = m¯ we have g(m) = γ(m) . This is equivalent to
〈 φˆ(j3,j2)Φ+1j (x)〉 = limx3→0 x
2j3
3 〈 Φˆj3(x3)Φj2(1|1)Φ+1j (x)〉 (6.28)
= f0 lim
z→0
zj 〈 φˆ(j3,j2)Φj(xz|z) Φk/2(0)〉 (6.29)
= fj3 C(˜3, j2, j) (1− x−1)˜3−j2−j x−2j (6.30)
Also introduced above is
fj = f
−1
˜ = ωj
(1− 2j)
(1− 2˜) = ν
k/2−1 b2 pi Bj (6.31)
Furthermore, suppressing anti-holomorphic variables
〈 Vˆ−11−j(−m)φ(j2,j1)(x|z)〉 = zj2 x−2j2 fj1 〈 Vˆ1−j(m)φ(j2,˜1)(z/x|z)〉 (6.32)
Consider the following projection operators built from flowed primaries of definite affine weight
Πw =
1
2
∫
SC
dj pi2
∫
d2m Vwj (m)〉 〈 Vˆ−w1−j(−m) (6.33)
where Π0 is equivalent to (6.17). The x  1 limit of the factorization of the unflowed four-point
function may be seen to be equivalent to the projection onto the subspace of intermediate w = 1
spectral flowed affine primaries defined through the following analytic continuation. For jp ∈ SC ,
and using C˜(j) ≡ B−1j C(˜4, j3, j)C(j, j2, ˜1) = f˜1f˜4 C(˜) ,
〈 φˆ(j4,j3) Π1 φ(j2,j1)(x|z)〉
= AC
˜4→j4
AC
˜1→j1
1
2
∫
SC
dj pi2
∫
d2m 〈 φˆ(˜4,j3)V+1j (m)〉 〈 Vˆ−11−j(−m)φ(j2,˜1)(x|z)〉
= zj2 x−2j2 AC
˜4→j4
AC
˜1→j1
1
2
∫
SC
dj
∫
d2y f˜1f˜4 〈 φˆ(j4,j3)Φj(y)〉 〈 Φˆ1−j(y)φ(j2,j1)(z/x|z)〉
= zj2 x−2j2
∫
S˜C
dj C(˜) zh(˜)+˜−k/4−h2−h(˜1) uk/2−˜−j2−˜1 |G˜(u)|2
=
∫
SC
dj C(j) zh(j)−h2−h1 xj−j2−j1 |Gj(u)|2 (6.34)
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where in the third line the relation (6.32) has been used, followed by the insertion of Π0 in the form
(6.17). In the fourth line we have made use of the fact that, in the process of the A.C. j1, j4 → ˜1, ˜4 ,
Poles3± are avoided and no Poles1 or Poles2 are encountered if the contour is also shifted from SC
to S˜C . In the final line (6.26) has been used, and the change of variables j → ˜ = k/2− j has been
made. Note that this final expression involves intermediate states V+1˜ (m) with ˜ = k/2− j ∈ S˜C ,
and that no poles cross the contour for jp ∈ SC . The result (6.22) appearing in [17] may be seen
to follow from shifting the contour in (6.34) back to S˜C and implementing the A.C. to jp ∈ SD . It
may be seen that (6.34) is equivalent to
〈 φˆ(j4,j3) Π1 φ(j2,j1)(x|z)〉 = zj2 x−2j2 fj1fj4 ACj4→˜4 ACj1→˜1 〈 φˆ(j4,j3) Π0 φ(j2,j1)(u|z)〉 (6.35)
That the analytic continuation implemented here is correct will be shown from the corresponding
w = 1 OPE coefficients for two unflowed operators in the Vj(m) basis which are calculated below.
6.2 Fusion rules via analytic continuation of extended H3 OPE
A somewhat different route is taken here than in [34] to derive the fusion rules via analytic continu-
ation from the H3 model. As long as one of the product fields in the OPE is taken to be in a discrete
representation, the discussion in section 4 shows that it is sufficient to examine the transformation
of (6.34) to include a single unflowed operator in the Vj(m) basis. Thus we compute the projection
onto w = 1 intermediate states of
〈 φˆ(j4,j3)Vj2(m2|z) Φj1(0)〉 = R−1j2 Rj2(m2)pi−1
∫
d2xxj2−m2−1 〈 φˆ(j4,j3)φ(j2,j1)(x|z)〉 (6.36)
which, with u = z/x and jp ∈ SC , is computed as
〈 φˆ(j4,j3) Π1 Vj2(m2|z) Φj1(0)〉
= R−1j2 Rj2(m2)pi−1
∫
d2xxj2−m2−1 AC
˜4→j4
AC
˜1→j1
∫
S˜C
dj C˜(j) zh(j)−h2−h(˜1) xj−j2−˜1 |G˜j(u)|2 (6.37)
where G˜j(u) = 2F1(α˜, β˜; γ;u) and
α˜ = ˜1 + j2 − j β˜ = ˜4 + j3 − j γ = k − 2j (6.38)
Now,
C˜(k − 1− j)/C˜(j) = f(α˜, β˜, γ) = λ˜ (6.39)
And,
G˜k−1−j(u) = 2F1(1 + α˜− γ, 1 + β˜ − γ; 2− γ;u) (6.40)
We compute the x integral by writing (6.34) as a function of z and u = z/x in order to integrate
over u in (6.37) using x = z/u . Following this the projection onto w = 0 intermediate affine
primaries will be considered. In the computation of string amplitudes [17][46], the integral over the
string modulus z may be computed first by writing (6.34) as a function of x and u = z/x in order
to integrate over u using z = ux . Thus in the first case we consider
1
2
∫
S˜C
dj C˜(j) zh(j)+j−h2−j2−h(˜1)−˜1 uj2+˜1−j
(
|G˜j(u)|2 + λ˜ |u1−γ G˜k−1−j(u)|2
)
(6.41)
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while in the case of string amplitudes it is also useful to examine
1
2
∫
S˜C
dj C˜(j)xh(j)+j−h2−j2−h(˜1)−˜1 uh(j)−h2−h(˜1)
(
|G˜j(u)|2 + λ˜ |u1−γ G˜k−1−j(u)|2
)
(6.42)
Making use of (E.27) and (6.26) the amplitude (6.37) is given by
〈 φˆ(j4,j3) Π1 Vj2(m2|z) Φj1(0)〉
= R−1j2 Rj2(m2) AC˜4→j4 AC˜1→j1
1
2
∫
S˜C
dj C˜(j) zh(j)+j−h2−m2−h(˜1)−˜1
pi−1
∫
d2uum2+˜1−j−1
(
|G˜j(u)|2 + λ˜ |u1−γ G˜k−1−j(u)|2
)
= fj1fj4
γ(2j2)
(1− 2j2)
g(j3 + j4 −m2 − j1)
g(j2 + m¯2)
AC
˜4→j4
AC
˜1→j1
1
2
∫
SC
dj CS(j) zh(j)+k/4−m2−˜1−h(˜1)−h2 g(j +m2 + ˜1 − k/2)
g(j − m¯2 − ˜1 + k/2) (6.43)
Here we have introduced the symmetric function
CS(j) = CS(1− j) = C(j) γ(2j)
γ(j + j2 − j1)γ(j + j3 − j4) (6.44)
From (2.12) and (2.15) it may be seen that C(j, j1, j2)/γ(j + j2 − j1) has the following poles
± (j − 1/2) = 1/2 + fnm + (j1 + j2 − 1) (6.45)
±(j − 1/2) = 1/2 + fnm + (˜1 + ˜2 − 1) (6.46)
±(j − 1/2) = 1/2 + fnm + j1 − j2 (6.47)
±(j − 1/2) = (k − 1)/2 + fnm + (˜1 + j2 − 1) (6.48)
The corresponding sets of poles which appear in the region between the contours SC and S˜C for jp
in the SL(2, R) spectrum differ from those given in (6.11). The sets Poles1 and Poles2 which can
cross S˜C still appear. However, of the poles which can cross SC , while Poles3− appear, no Poles3+
at j = j1 − j2 − n appear. Rather new poles at 1 − j = j2 − j1 − n are introduced which are
j → 1− j reflections of Poles3− .
Note that no sets of j-dependent or m-dependent poles in (6.43) cross SC for m2 ∈ iR . Fur-
thermore, under the A.C. ˜1 → j1 and ˜4 → j4 for jp ∈ SC no j-dependent poles cross the contour.
However, introducing the global J30 eigenvalue M = m+k/2 = m2+j1 , and defining 2m
± = E±|L|
for E = m+ m¯ and L = m− m¯ ∈ Z , m-dependent poles appear unless
Re(m+) = Max(Re(m),Re(m¯)) > −1/2 (6.49)
If this condition is satisfied then
〈 φˆ(j4,j3) Π1 Vj2(m2|z) Φj1(0)〉
= fj1fj4
γ(2j2)
(1− 2j2)
g(j3 + j4 −m2 − j1)
g(j2 + m¯2)
1
2
∫
SC
dj C˜S(j) zh(j)−m−k/4−h1−h2 g(j +m)
g(j − m¯) (6.50)
56
where we have defined
C˜S(j) = AC
j4→˜4
AC
j1→˜1
CS(j) = C˜(j) γ(2j)
γ(j + j2 − ˜1)γ(j + j3 − ˜4) (6.51)
The corresponding intermediate states in this expression are w = 1 affine primaries V+1j (m) with
conformal dimension H = h(j) − m − k/4 , and the amplitude is defined through A.C. from
Re(m+) > −1/2 and jp ∈ SC . As shown below, under further A.C. there are discrete contri-
butions from j-dependent poles which are duplicated under j → 1 − j , thus canceling the factor
of 1/2 in front of the integral. These cross SC for j = j2 − ˜1 − n corresponding to D+j (1) with
1/2 < j < k/2 − 1 for (k + 1)/2 < j1 + j2 < (k − 1) . For Re(m+) < −1/2 there are dupli-
cated m-dependent poles for j = −m+ − n crossing SC corresponding to D−j (1) . The associated
w = 1 discrete contributions to the OPE via A.C. from the H3 model for j1 ∈ SD (so that
Φj1(0) = (1− 2j1)Vj1(j1) ∈ B+j1(0) ) are now considered for comparison with the calculation of the
fusion rules for elements of the SL(2, R) spectrum given in section 5 .
C0 × B+0 → D−1
Consider m2 ∈ R with j2 ∈ SC so that Vj2(m2) ∈ Cj2(0) . There are no j-dependent poles for
j = j1 + j2 − k/2− n which cross SC . There are m-dependent poles for m = m2 + j1 − k/2 which
cross SC for j = −m+ − n with Re(m+) < −1/2 . These correspond to states V+1j (m) ∈ D−j (1)
with OPE coefficients
〈 φˆ(j4,j3) Π1 Vj2(m2|z) Φj1(0)〉 =
[−m+]−1∑
n=0
fj1 〈 φˆ(j4,j3)V+1jn (m)〉 zHn−h1−h2 B−1jn
γ(2j2)
(1− 2jn)
(1− 2j2)
C(jn, j2, ˜1)
γ(jn + j2 − ˜1)
∮
jn
dj
g(j + m¯)
g(j2 + m¯2)
(6.52)
where jn = −m+−n and Hn = h(jn)−m−k/4 . The range of the sum is imposed by Re(j) > 1/2
which fixes 0 ≤ n ≤ [−m+]− 1 , where [−m+] is −m+ rounded to the nearest integer. The above
OPE coefficient may be shown to be finite using∮
jn
dj
g(j + m¯)
g(j′ + m¯)
=
∮
jn
dj
g(j +m)
g(j′ +m)
=
2pi (−1)n Γ(1− j′ −m−)
Γ(1 + n)Γ(1 + n+ |L|)Γ(j′ +m+) (6.53)
where j′ = j2 + m2 −m = j2 + ˜1 . It should be noted that while jn > 1/2 there is no truncation
of the intermediate states to jn < (k − 1)/2 . Of course this represents an apparent failure of the
closure of the OPE on elements of the SL(2, R) spectrum.
D+0 × B+0 → D−1
Consider m2 = j2 + n2 with j1 + j2 < (k − 1)/2 so that Vj2(m2) ∈ D+j2(0) for j2 ∈ SD , and there
are no j-dependent poles. There are m-dependent poles for m = j2 + n2 − ˜1 which cross SC for
j = −m+ − n with Re(m+) < −1/2 . Here m+ = j2 + n+2 − ˜1 where n+2 = Max(n2, n¯2) . These
correspond to states V+1j (m) ∈ D−j (1) with OPE coefficients which are identical in form to those
in (6.52) with jn = −m+ − n = ˜1 − j2 − n+2 − n and Hn = h(jn) −m − k/4 . This may be seen
to be finite from (6.53) with j′ = j2 + ˜1 , and because the poles in C(jn, j2, ˜1) cancel against the
zeros in γ(jn + j2 − ˜1) (equivalently CS(j) has no poles for j = j1 − j2 − Z≥0 ). It may be seen
that all intermediate states appearing here satisfy jn ∈ SD .
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D−0 × B+0 → D−1
Now consider m2 = −j2− n2 so that Vj2(m2) ∈ D−j2(0) . Due to the factor Γ(j2 + m¯2) in (6.50) the
amplitude vanishes for the j-dependent poles j = j1 + j2 − k/2 − n which cross SC for j1 + j2 >
(k + 1)/2 . There are also no contributions from the original contour corresponding to states in
Cj(1) . There are m-dependent poles for m = −j2 − n2 − ˜1 which cross SC for j = −m+ − n
with Re(m+) < −1/2 . Here m+ = −j2 − n−2 − ˜1 where n−2 = Min(n2, n¯2) . These correspond to
states V+1j (m) ∈ D−j (1) with OPE coefficients which are identical in form to those in (6.52) with
jn = −m+ − n = ˜1 + j2 + n−2 − n and Hn = h(jn)−m− k/4 . In this case the factor (6.53) with
j′ = j2 + ˜1 takes the form
2pi (−1)n Γ(1− j′ −m−)
Γ(1 + n)Γ(1 + n+ |L|)Γ(j′ +m+) =
2pi (−1)n Γ(1 + n+2 )
Γ(1 + n)Γ(1 + n+ |L|)Γ(−n−2 )
(6.54)
where |L| = n+2 − n−2 . The zeros which appear here are canceled by poles from C(jn, j2, ˜1) for
jn = ˜1 + j2 + Z≥0 . This imposes n−2 − n ≥ 0 and leads to finite OPE coefficients. Here again,
while jn > 1/2 there is no truncation of the intermediate states to jn < (k − 1)/2 .
D+0 × B+0 → D+1
Consider m2 = j2 + n2 with j1 + j2 > (k + 1)/2 so that Vj2(m2) ∈ D+j2(0) , and there are no
m-dependent poles which cross SC . The j-dependent poles for jn = j1 + j2 − k/2− n > 1/2 which
cross SC correspond to states V+1j (m) ∈ D+j (1) with m = m2 + j1 − k/2 = jn + n + n2 . The
following OPE coefficients52 may be seen to be finite
〈 φˆ(j4,j3) Π1 Vj2(m2|z) Φj1(0)〉 =
[j2−˜1]−1∑
n=0
〈 φˆ(j4,j3)V+1jn (jn + n+ n2)〉 zHn−h1−h2 fj1 B−1jn
γ(2j2) g(2jn + n+ n¯2)
g(2j2 + n¯2) γ(2jn + n)
(1− 2jn)
(1− 2j2)
∮
jn
dj C(j, j2, ˜1) (6.55)
where Hn = h(jn)− jn − n− n2 − k/4 . All intermediate states appearing here satisfy jn ∈ SD .
We would also like to project onto w = 0 primary states. Using (E.27), for jp ∈ SC
〈 φˆ(j4,j3) Π0 Vj2(m2|z) Φj1(0)〉
= R−1j2 Rj2(m2) 12
∫
SC
dj C(j) zh(j)−h2−h1
pi−1
∫
d2xxj−m2−j1−1
(
|Fj(x)|2 + λj |x1−c F1−j(x)|2
)
=
γ(2j2)
(1− 2j2)
g(j3 − j4 +m2 + j1)
g(j2 − m¯2)
1
2
∫
SC
dj CS(j) zh(j)−h2−h1 g(j −m)
g(j + m¯)
(6.56)
As above, we introduce the global J30 eigenvalue M = m = m2 + j1 , and define 2m
± = E ± |L| for
E = m+ m¯ and L = m− m¯ ∈ Z . Note that no sets of j-dependent or m-dependent poles in (6.56)
cross SC for m2 ∈ iR and jp ∈ SC . More generally, m-dependent poles appear unless
Re(m−) = Min(Re(m),Re(m¯)) < 1/2 (6.57)
52Note that the three-point functions corresponding to (6.27) which appear in this expression actually vanish.
This is irrelevant in terms of the computation of the OPE coefficients which determine the fusion rules via analytic
continuation, and would not occur in general if all states were in the Vj(m) basis.
58
The corresponding intermediate states in this expression are unflowed primaries Vj(m) , and the
amplitude is defined through A.C. from Re(m−) < 1/2 and jp ∈ SC . As shown below, there are
discrete contributions from duplicated j-dependent poles crossing SC for j = j2 − j1 − n (Poles3−)
corresponding to D−j (0) with 1/2 < j < k/2− 1 for 1/2 < j2 − j1 < k/2− 1 . For Re(m−) > 1/2
there are duplicated poles for j = m− − n crossing SC corresponding to D+j (0) . The associated
discrete w = 0 contributions to the OPE via A.C. from the H3 model for j1 ∈ SD are now considered
for comparison with the results of section 5 .
C0 × B+0 → D+0
Consider m2 ∈ R with j2 ∈ SC so that Vj2(m2) ∈ Cj2(0) . There are no j-dependent poles for
j = j2 − j1 − n which cross SC . There are m-dependent poles for m = m2 + j1 which cross SC for
j = m− − n with Re(m−) > 1/2 . These correspond to states Vj(m) ∈ D+j with OPE coefficients
〈 φˆ(j4,j3) Π0 Vj2(m2|z) Φj1 〉 =
[m−]−1∑
n=0
〈 φˆ(j4,j3)Vjn(m)〉 zHn−h1−h2 B−1jn
γ(2j2)
(1− 2jn)
(1− 2j2)
C(jn, j2, j1)
γ(jn + j2 − j1)
∮
jn
dj
g(j − m¯)
g(j2 − m¯2) (6.58)
where jn = m
−−n and Hn = h(jn) . The range of the sum is imposed by Re(j) > 1/2 which fixes
0 ≤ n ≤ [m−]− 1 . Note that, due to the relation
〈 φˆ(j4,j3) Π1 Vj2(m2|z) Φj1 〉 =
γ(2j2)
(1− 2j2)
Γ(1− j2 −m2)
Γ(j2 + m¯2)
Γ(j3 + j4 −m2 − j1)
Γ(1− j3 − j4 + m¯2 + j1)
fj1 fj4
1
2
∫
SC
dj C˜S(j) zh(j)−m2−j1+k/4−h1−h2
Γ(j +m2 + j1 − k/2) Γ(1− j +m2 + j1 − k/2)
Γ(1− j − m¯2 − j1 + k/2) Γ(j − m¯2 − j1 + k/2)
= z−m2 fj1 fj4 〈 φˆ(˜4,j3) Π0 Vj2(−m2|z)Φ˜1(0)〉 (6.59)
which is valid without discrete contributions for m2 > (k − 1)/2 prior to analytic continuation,
this OPE coefficient is mapped to (6.52) (divided by z−m2 fj1 fj4) given (6.27) if the identifications
m2 → −m2 , j1 → ˜1 , and j4 → ˜4 are made. This relation, which follows directly from (6.35),
and which implies m→ −m , allows the above arguments for the w = 1 case to be followed closely.
Thus, (6.58) may be shown to be finite using (6.53) with m± → −m± and j′ = j2 +j1 . In addition,
as for (6.52), while jn > 1/2 there is no truncation of the intermediate states to jn < (k − 1)/2 .
D−0 × B+0 → D+0
Using (6.59) this follows directly from the case D+0 ×B+0 → D−1 treated above. Here m2 = −j2−n2
with j1 − j2 > 1/2 so that Vj2(m2) ∈ D−j2(0) , and there are no j-dependent poles. There are m-
dependent poles for m = j1 − j2 − n2 which cross SC for j = m− − n with Re(m−) > 1/2 . Here
m− = j1 − j2 − n+2 where n+2 = Max(n2, n¯2) . These correspond to states Vj(m) ∈ D+j (0) with
OPE coefficients which are identical in form to those in (6.58) with jn = m
−−n = j1− j2−n+2 −n
and Hn = h(jn) . As for D+0 ×B+0 → D−1 , all OPE coefficients are finite and all intermediate states
appearing here satisfy jn ∈ SD .
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D+0 × B+0 → D+0
Again, using (6.59) this follows directly from the case D−0 × B+0 → D−1 treated above. Here
m2 = j2 + n2 so that Vj2(m2) ∈ D+j2(0) . Due to the factor Γ(j2 − m¯2) in (6.56) the amplitude
vanishes for the j-dependent poles j = j2 − j1 − n which cross SC for j2 − j1 > 1/2 . There are
also no contributions from the original contour corresponding to states in Cj(0) . There are m-
dependent poles for m = j1 + j2 + n2 which cross SC for j = m− − n with Re(m−) > 1/2 . Here
m− = j1 +j2 +n−2 where n
−
2 = Min(n2, n¯2) . These correspond to states Vj(m) ∈ D+j (0) with OPE
coefficients which are identical in form to those in (6.58) with jn = m
−−n = j1 + j2 +n−2 −n and
Hn = h(jn) . As for D−0 ×B+0 → D−1 , all OPE coefficients are finite and the condition n−2 − n ≥ 0
is imposed. Also, while jn > 1/2 there is no truncation of the intermediate states to jn < (k−1)/2 .
D−0 × B+0 → D−0
Using (6.59) this case follows from the case D+0 ×B+0 → D+1 . Here m2 = −j2−n2 with j2−j1 > 1/2
so that Vj2(m2) ∈ D−j2(0) , and there are no m-dependent poles which cross SC . The j-dependent
poles for jn = j2 − j1 − n > 1/2 which cross SC correspond to states Vj(m) ∈ D−j (0) with
m = j1 − j2 − n2 = −jn − n − n2 and Hn = h(jn) . As is consistent with the identification
with D+0 × B+0 → D+1 , all intermediate states appearing here satisfy jn ∈ SD , with finite OPE
coefficients given by
〈 φˆ(j4,j3) Π0 Vj2(m2|z) Φj1 〉 =
[j2−j1]−1∑
n=0
〈 φˆ(j4,j3)Vjn(−jn − n− n2)〉 zHn−h1−h2 B−1jn
γ(2j2) g(2jn + n+ n¯2)
g(2j2 + n¯2) γ(2jn + n)
(1− 2jn)
(1− 2j2)
∮
jn
dj C(j, j2, j1) (6.60)
6.3 Summary of the fusion rules
The fusion rules derived in the previous subsection may be seen to be identical53 to those which
appear in [34] through analytic continuation of the OPE of the H3 CFT extended to include (non-
normalizable) spectral flowed continuous representations
Vw2j2 (m2|1)Vw1j1 (m1) = (−1)`1w2
∑
|w|≤1
(−1)−`2w
∫
S+C
dj3A
w(1− j3| − mˆ)
(
Vw3+wj3 (mˆ) + . . .
)
(6.61)
Here Vj1(m1) and Vj2(m2) are elements of the H3 spectrum with jp ∈ S+C and mp + m¯p ∈ iR , and
the conventions here are as in (5.5). Except for the absence of a direct imposition of the closure
of the SL(2, R) spectrum, this leads to an expression identical to that in (5.5), and thus the above
comments concerning the patent redundancy of the discrete contributions apply here as well. For
intermediate states which are elements of the spectrum, the fusion rules54 following from (6.61) are
also in complete agreement with those computed in section 5, which are restated below in (6.62),
(6.63), (6.64), and (6.65). Using Dˆ±j3(w3) = Dˆ∓˜3(w3 ± 1) , and disregarding subtleties which arise
at the boundaries of SD for intermediate states in discrete representations, it should be noted that
the fusion rule (6.64) can be computed via analytic continuation of the w = 0 OPE coefficient
53The vertex operator normalizations appearing in these notes, which impose V0(0) = 1 and lead to a finite discrete
two-point function coefficient, differ from those of [34].
54For another derivation of the SL(2, R) fusion rules see [43].
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alone, while the fusion rule (6.65) can be computed via analytic continuation of the w = ±1 OPE
coefficient alone. In contrast, the fusion rule (6.62) requires all three |w| ≤ 1 OPE coefficients, while
the fusion rule (6.63) requires two OPE coefficients with 0 ≤ ±w ≤ 1 . Depending on the boundary
(j = 1/2 or j = (k − 1)/2) of SD being considered, and depending on the representations of the
respective product and intermediate states, there are essentially three cases which appear in the
results of the analytic continuation of (6.61) that are summarized below. The first case is when the
intermediate states are constrained by the affine algebra (though charge conservation or selection
rules), as described in the treatment of section 5, to fall in the spectrum of normalizable states due
to the domain of the product states. The second case is when the analytic continuation procedure
itself restricts intermediate states to the spectrum. The third case is when product states in the
spectrum produce intermediate discrete states outside of SD , thus representing an apparent failure
of the OPE defined by (6.61) to close on the spectrum of the SL(2, R) model.
It will be assumed here, as in [34], that the non-vanishing OPE coefficients involving primary
fields which appear in the previous subsection extend to the respective flowed affine modules ap-
pearing in (6.61), thus permitting comparison with the SL(2, R) fusion rules of section 5. These
fusion rules are assembled again here, with the definition w3 = w1 + w2 , and with detailed ranges
of the j3 quantum number appearing only where relevant. For the fusion rule of two continuous
states we have
Cˆw2 × Cˆw1 → 2 Cˆw3 ⊕ Cˆw3+1 ⊕ Cˆw3−1 ⊕ Dˆ+w3 ⊕ Dˆ−w3 (6.62)
The factor of 2 appearing in the flow-conserving contribution of the continuous representations
corresponds to two independent intermediate states for fixed j3 in the Cˆj3(w3) affine module. This
follows from the fact that the associated three-point function of primary fields (E.13) is a sum of
two linearly independent functions of j1 and j2 . When at least one of these fields is in a discrete
representation there is only a single independent contribution which exhibits a chirally factorized
form (either D12C
12C¯12 or D21C
21C¯21 depending on the discrete modules). In the representation
theory of SL(2, R), this is seen in the doubling of the contribution of the continuous representations
to the Clebsch-Gordon coefficients of the tensor product of two continuous representations. More
generally, the identification of |w| = 1 three-point H3 correlators with three-point correlators in
Liouville [21] makes it apparent why all multiplicities in the fusion rules described here, with the
exception of Cˆw2×Cˆw1 → 2 Cˆw3 , are trivial. As discussed above (4.57), all three point correlators in
the SL(2, R) model may ultimately be reduced to those involving either three unflowed continuous
primaries or to those involving two unflowed primaries and a single |w| = 1 primary. The former
case leads to a fusion coefficient of multiplicity two due to the appearance of two intermediate
Virasoro representations in the factorization of the degenerate Liouville four-point amplitude, while
the latter cases should be expected to have multiplicity one due to the single Liouville three-point
amplitude. Since the relevant ranges of the j3 quantum number for the discrete representations
Dˆ±w3 under analytic continuation from the H3 model are essentially the same as those for the
following case of Cˆw2×Dˆ±w1 , the corresponding OPE of primary states was omitted in the preceding
subsection. However, the analytic continuation implemented in [34] leads to the bound j3 ≥ 1/2 for
the non-vanishing unflowed OPE coefficients containing the primary representations D±j3(w3) , and
the complementary bound j3 ≤ (k − 1)/2 , or ˜3 = k/2 − j3 ≥ 1/2 , for the non-vanishing |w| = 1
flowed OPE coefficients containing the primary representations D∓˜3(w3 ± 1) .
For one continuous and one discrete state we have
Cˆw2 × Dˆ±w1 → Dˆ±w3 ⊕ Cˆw3 ⊕ Cˆw3±1 (6.63)
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The fusion rules of the preceding subsection impose constraints through analytic continuation on
the j3 quantum number for the discrete representations Dˆ±j3(w3) = Dˆ∓˜3(w3 ± 1) . In particular, in
the OPE of primary fields given by C0×B+0 → D+0 the intermediate primary representation D+j3(0)
is constrained at the lower boundary of SD to satisfy j3 > 1/2 , but is unconstrained at the upper
boundary. Similarly, in the OPE of primary fields given by C0 × B+0 → D−1 the corresponding
intermediate flowed primary representation D−˜3(1) is constrained to satisfy ˜3 > 1/2 , but is not
constrained to satisfy ˜3 < (k − 1)/2 . As emphasized in [34], these cases are complementary
since ˜ = k/2 − j , and the overlap in the two cases is SD . However, note again that both the
w = 0 and w = ±1 OPE coefficients in (6.61) are required to produce (6.63), and that neither of
the respective expansions exhibit closure on the SL(2, R) spectrum. It will be argued below that
these properties may be related due to the equivalence of alternative factorizations required by a
definition of SL(2, R) amplitudes through analytic continuation from the H3 model.
For the fusion rules of discrete representations we take ±w ≥ 0 for Dˆ±w , and treat the below
fusion rules (6.64) and (6.65) as distinct despite the equivalence as expressed in (5.24). Defining,
j = |j1−j2| and σ = sign(j1−j2) , in section 5 the following result was found under the assumption
that the OPE closes on the SL(2, R) spectrum
Dˆ−j2(w2)× Dˆ+j1(w1) → Cˆw3 ⊕
[ j ]−1∑
n=0
Dˆσj−n(w3) (6.64)
Here it was necessary to impose the condition j3 = j−n ∈ SD at the lower bound of SD (j3 ≥ 1/2)
through the upper bound55 of the sum, which requires j ≥ 1/2 . The condition j3 ≤ (k−1)/2 at the
upper bound of SD is satisfied automatically if j1, j2 ∈ SD . Now consider the constraints imposed in
the preceding subsection though analytic continuation from the H3 model. For the OPE of primary
fields for D−0 × B+0 → D+0 given above j1 − j2 > 1/2 and j3 > 1/2 are imposed by the analytic
continuation procedure. Conversely, for the OPE coefficients in the case D−0 ×B+0 → D−0 analytic
continuation imposes j2 − j1 > 1/2 and j3 > 1/2 . Thus the non-vanishing w = 0 OPE coefficients
exhibit closure on the SL(2, R) spectrum in the case (6.64). Perhaps not coincidentally, since
the unflowed continuous module Cˆw3 is also produced by (6.56), the w = 0 OPE coefficients also
produce all terms in (6.64). This is to be contrasted with the w = 1 OPE coefficients appearing
in D−0 × B+0 → D−1 . The intermediate states V+1˜3 (m) ∈ D−˜3(1) are not constrained to satisfy
˜3 < (k−1)/2 . Thus j3 = k/2− ˜3 violates the lower bound on SD and the w = 1 OPE coefficients
fail to exhibit closure on the SL(2, R) spectrum. The w = −1 OPE coefficients defined through
analytic continuation may be seen to behave similarly in the case D−0 ×B+0 → D+−1 . This behavior
should be seen in the context of the fact that Cˆw3 is not produced by the w = ±1 OPE coefficients,
so that these two contributions, unlike the w = 0 case, do not produce all of the representations
appearing in (6.64) either separately or together.
Finally, defining j = j1 + j2 with ˜ = k/2− j , and again assuming as in section 5 that the OPE
closes on the SL(2, R) spectrum we have
Dˆ±j2(w2)× Dˆ±j1(w1) → Cˆw3±1 ⊕
[ ˜ ]−1∑
n=0
Dˆ±j+n(w3) ⊕
[−˜ ]−1∑
n=0
Dˆ±−˜−n(w3 ± 1) (6.65)
55Again, here [j] is j rounded to the nearest integer.
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In the flow conserving discrete sum the condition j3 = j + n ∈ SD is satisfied automatically at the
lower bound of SD if j1, j2 ∈ SD . However, it was necessary in section 5 to impose j3 ≤ (k − 1)/2
at the upper bound of SD through the upper bound of the sum, which requires j ≤ (k − 1)/2 . In
the flow non-conserving discrete sum the condition j3 = −˜ − n ∈ SD is satisfied automatically at
the upper bound of SD if j1, j2 ∈ SD , and was imposed in section 5 at the lower bound of SD by
the upper bound of the sum, which requires j ≥ (k + 1)/2 . Since these cases are clearly mutually
exclusive, a single term must appear in (6.65) for a given value of j, as follows from the equivalence
of (6.64) and (6.65) for the fusion rules of the affine modules. The OPE of primary fields treated in
the previous subsection in the case D+0 ×B+0 → D+0 shows that the upper bound j3 < (k− 1)/2 in
D+j3(0) ⊂ Dˆ+j3(0) does not follow though analytic continuation from the H3 model using the w = 0
OPE coefficients. Conversely, in the case D+0 × B+0 → D−1 the upper bound j3 < (k − 1)/2 in
D−˜3(1) ⊂ Dˆ+j3(0) follows though analytic continuation from the H3 model using the w = 1 OPE
coefficients. Similarly, in the case D+0 × B+0 → D+1 the lower bound j3 > 1/2 in D+j3(1) ⊂ Dˆ+j3(1)
for non-vanishing OPE coefficients follows though analytic continuation. Again we see that when
the OPE coefficients for intermediate states in a particular spectral flow sector, in this case for
w = 1, close on the SL(2, R) spectrum, all modules in the corresponding OPE (6.65) are produced.
When all of the modules in the OPE do not appear in the corresponding intermediate states, as in
the w = 0 case here, the OPE coefficients produced via analytic continuation fail to close on the
spectrum.
As has been observed in [34], it is clear that the closure of the OPE to j3 ∈ SD for intermediate
discrete representation does not follow directly from the definition of the SL(2, R) CFT through
analytic continuation from the H3 model. Furthermore, despite expectations [34][28] expressed in
the literature, it is not clear that any natural mechanism (imposed by crossing symmetry, the KZ
equation, etc.) exists to avoid discrete intermediate states outside of the SL(2, R) spectrum. Any
such mechanism would appear to violate the analytic properties on which much of the theory is
constructed. As discussed in the following subsection, the redundancy of (6.61) for discrete inter-
mediate contributions is part of a much more significant set of conjectured equivalences between the
flowed and unflowed contributions to the factorization of general SL(2, R) correlators via analytic
continuation from the H3 model. It will be argued that these equivalences, which are intimately
connected to the equivalences between correlators of fixed total spectal flow discussed in subsec-
tion 4.6, obviate the need for a construction such as (6.61). However, a consistent picture has not
emerged due the failure of intermediate states for certain choices of equivalent factorizations to lie
in the spectrum of the SL(2, R) CFT.
It is worthwhile pointing out that, in contrast to the fusion rules of the SL(2, R) CFT described
here and in [34], the discrete flowed representation Dˆ+1 , which appears in the w = 1 spectral flow
non-conserving term Dˆ+0 ×Dˆ+0 → Dˆ+1 ⊕ Cˆ1 in the fusion rule (4.46), does not make a contribution to
intermediate states of the discrete string four-point amplitude computed in [17]. In particular, the
string four-point amplitude of unflowed discrete states apparently fails to factorize unless j1 + j2 ≤
(k+1)/2 and j3+j4 ≤ (k+1)/2 . This constraint is consistent with the bound in [17] which imposes∑n
p=1 jp < (k+n−3) for well-defined n-point amplitudes of discrete unflowed representations. This
bound is satisfied for n = 3 due to the fusion rules for discrete states discussed above. However,
for n = 4 these fusion rules imply that intermediate states in Cˆ1 and Dˆ+1 should appear outside of
this bound. Specifically, as pictured in Figure 4 , non-vanishing coefficients in the SL(2, R) OPE
considered above lead to the emergence of intermediate states in the Dˆ+1 representations precisely
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when the above constraint is violated. It is argued in [17] that the corresponding string correlators
factorize on three-point amplitudes which vanish for states in Dˆ+1 . The normalization of these
amplitudes differ from those of the SL(2, R) CFT since they incorporate the boundary two-point
function, equivalently the string two-point function normalized by dividing by the divergent residual
SL(2, C) subgroup volume (4.69), rather than the worldsheet two-point function. The distinction
between the factorizations of SL(2, R) correlators and string amplitudes [17][44][45] has been the
subject of some investigation [34], as has the nature of both local and non-local contributions from
the worldsheet OPE to boundary correlators [46]. However, a comprehensive understanding of these
issues for general string amplitudes has been elusive, and certainly warrants further investigation.
6.4 Alternative factorizations
A definition of an OPE in the SL(2, R) CFT though analytic continuation of (6.61) was originally
suggested in [21], which extended the results of [12] to include the spectral flowed representa-
tions [15][16][17] appearing as non-normalizable fields in the H3 model. This work described the
construction of n-point primary correlators in the H3 model with w units of total spectral flow in
terms of (2n − 2 − |w|)-point primary correlators with n − 2 − |w| degenerate field insertions in
the Liouville CFT. As discussed in [34], it should be evident that the definition (6.61), being an
extension of the H3 OPE, is difficult to reconcile with a definition of the correlators of the SL(2, R)
CFT which arises via analytic continuation from the corresponding correlators in the H3 model. A
further assertion appears in [21] which points to a possible resolution of the problem of defining an
OPE for the SL(2, R) model. This states that correlators in the H3 model permit a factorization
using either the w = 0 or the w = ±1 OPE depending on the appropriate selection rules. If more
than one OPE is permitted then the corresponding factorizations are taken to be equivalent. A
variant of this conjecture as applied to spectral flow conserving amplitudes in the SL(2, R) model
appears in [34], with the implication that some form of non-trivial equivalence also applies to in-
termediate states in spectral flow non-conserving amplitudes. More specifically, as assumed in [17]
for the string four-point function, the spectral flow conserving four-point function of the SL(2, R)
model, which is equivalent to the unflowed four-point function, is taken to arise though analytic
continuation from that of the H3 model factorized exclusively on unflowed normalizable states as in
(6.21). This might seem like a questionable assertion since, as outlined in the preceding subsection,
the H3 OPE (2.52) produces only unflowed intermediate representations when the product fields
are analytically continued to unflowed normalizable states in the SL(2, R) model. Of course, if
the assertion is correct, then the more elaborate definition of the SL(2, R) CFT following from
(6.61) exhibits an apparent redundancy that is much more extensive than that which applies to
intermediate discrete states due to Dˆ±j3(w3) = Dˆ∓˜3(w3 ± 1) . A further complication involves the
general failure, depending on the product states and the spectral flow sector w of the intermediate
states, of the OPE defined in (6.61) to close on the SL(2, R) spectrum. This raises the question as
to whether the apparently redundant contributions are genuinely equivalent.
The general picture that emerges in the preceding paragraph is one of seeming inconsistencies
which appear to be compounded in the case of spectral flow non-conserving correlators. As part
of an effort to clarify this picture, an outline of equivalent factorizations of flow conserving and
non-conserving amplitudes in the SL(2, R) CFT will be given below. As is true of the computation
of (4.128), this will utilize only the H3 OPE, equivalently the H3 factorization ansatz on unflowed
normalizable states, and will generally involve the appearance, rather than the prior introduction
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as in (6.61), of both the w = 0 and |w| = 1 OPE coefficients. It might be argued that all |w| ≤
1 OPE coefficients are required to enforce consistency with the flow non-conserving three-point
function, since the unflowed OPE coefficient manifestly does not include flowed states. However,
it should be kept in mind that the |w| = 1 three-point function itself arises from an H3 four-
point function factorized on unflowed states. As discussed below, it may be conjectured that
all SL(2, R) correlators may be factorized in this way, with spectral flow non-conserving OPE
coefficients arising from the introduction of spectral flow operators Vk/2(±k/2) in H3 correlators,
and appearing as governed by the specific nature of the analytic continuation, but without being
required to be inserted at the outset of the factorization procedure. In the case of the unflowed four-
point amplitude (6.21), an alternative factorization on |w| = 1 OPE coefficients may be formulated
from the equivalent flow conserving amplitude
〈 Vˆ±1j4 (m4)Vj3(m3|1)Vj2(m2|z)V∓1j1 (m1)〉 = pi−2 δ2(
∑
pmp )
× 12
∫
SC
dj R−1j (m)A
±1(j4, j3, j|m4,m3)A∓1(j, j2, j1|m2,m1) |F (±1,∓1)j (m|z)|2 (6.66)
where m = m1 + m2 ∓ k/2 = −m3 −m4 ∓ k/2 . The descendant contributions contained in the
chiral block are taken to arise from the terms suppressed in the resolution of the identity on the
H3 spectrum
1 = P0 = pi
2
∫
d2m
∫
S+C
dj Vj(m)〉 〈 Vˆ1−j(−m) + . . . (6.67)
Here we have treated the flow conserving SL(2, R) amplitude as a six-point function, including
the insertion of two spectral flow operators, in the H3 model factorized on unflowed states prior
to the analytic continuation which defines the spectral elements of SL(2, R) . This is conjectured
to be a valid procedure since the associated four-point amplitudes produced prior to analytic
continuation are those which define the |w| = 1 spectral flow non-conserving three point amplitudes.
Equivalently, it is effectively assumed that, following the analytic continuation which defines the
non-normalizable H3 states V∓1j1 (m1) and V±1j4 (m4) , prior to further analytic continuation the state
Vj2(m2|z)V∓1j1 (m1)〉 can be expanded in the complete set (6.67) for the purpose of contraction
with 〈 Vˆ±1j4 (m4)Vj3(m3|1) . Given m = m1 + m2 ∓ k/2 , this factorization is taken to share the
domains of validity (6.4) and (2.53), outside of which discrete contributions are produced via
analytic continuation. Thus, while the conjectured equivalence of (6.21) and (6.66) is consistent
with the identity
〈 Vˆ±1j4 (m4)Vj3(m3|1)Vj2(m2|z)V∓1j1 (m1)〉 = z±m2 〈 Vˆj4(m4)Vj3(m3|1)Vj2(m2|z)Vj1(m1)〉 (6.68)
the corresponding factorizations are defined via analytic continuation from distinct domains. Two
related identities involving projection onto flowed and unflowed primary states are given by
〈 Vˆ±1j4 (m4)Vj3(m3|1) Π∓1 Vj2(m2|z)V∓1j1 (m1)〉
= z±m2 〈 Vˆj4(m4)Vj3(m3|1) Π0 Vj2(m2|z)Vj1(m1)〉 (6.69)
and,
〈 Vˆ±1j4 (m4)Vj3(m3|1) Π0 Vj2(m2|z)V∓1j1 (m1)〉
= z±m2 〈 Vˆj4(m4)Vj3(m3|1) Π±1 Vj2(m2|z)Vj1(m1)〉 (6.70)
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These follow, respectively, from
〈 Vˆ±1j (−m)Vj2(m2|z)V∓1j1 (m1)〉 = z±m2 〈 Vˆj(−m)Vj2(m2|z)Vj1(m1)〉 (6.71)
and
〈 Vˆ±1j (−m)Vj2(m2|z)Vj1(m1)〉 = z±m2 〈 Vˆj(−m)Vj2(m2|z)V±1j1 (m1)〉 (6.72)
Note that both sides of (6.69) and (6.70) are defined via analytic continuation from identical
domains, though the corresponding domains of the two equations are distinct. These follow from
(2.53) with m = m1 + m2 for (6.69) and m = m1 + m2 ± k/2 for (6.70), corresponding to the
domains of (6.21) and (6.66), respectively.
If one assumes that the identity (6.70) extends to factorization on the corresponding complete
sets of states Pw , where P0 is the identity of the H3 CFT given by (6.67), and
P± = pi2
∫
d2m
∫
S+C
dj V±1j (m)〉 〈 Vˆ∓11−j(−m) + . . . (6.73)
then validity of (6.21) and (6.66), together with the identity (6.68), produces an equivalent factor-
ization of (6.21) expressed as
〈 Vˆj4(m4)Vj3(m3|1)Vj2(m2|z)Vj1(m1)〉 = 〈 Vˆj4(m4)Vj3(m3|1)P0 Vj2(m2|z)Vj1(m1)〉
= 〈 Vˆj4(m4)Vj3(m3|1)P1 Vj2(m2|z)Vj1(m1)〉 (6.74)
A number of comments are in order here. First, as for the factorizations on P0 appearing in (6.21)
and (6.66), the domains from which the analytic continuations are taken differ between the P0 and
P1 factorizations in (6.74). This has consequences in terms of the respective flowed and unflowed
discrete intermediate representations which are expected to appear. In particular, for a set of affine
modules which are equivalent given Dˆ±0 = Dˆ∓±1 , both of the specific intermediate modules Dˆ±j (0)
and Dˆ∓˜ (±1) will not appear if one lies outside the spectrum of states of the SL(2, R) CFT. This
is equivalent to the discussion of the closure of the OPE following from analytic continuation as
discussed in subsection 6.3 . It should also be noted that while the relation (6.74) may be implied
by (6.21) and (6.66), if the validity of these expressions is accepted, then there does not appear to
be a need to introduce expansions such as (6.73) on non-normalizable states in the H3 model in
order to define either flowed or unflowed SL(2, R) correlators. In contrast, the definition implicit in
the analytic continuation of the OPE (6.61) suggests that the left side of (6.74) should be computed
via summation over contributions involving the insertion of the H3 identity (6.67) as well as the
two projectors P± in (6.73).
In the discussions appearing in [34][28] the validity of the alternative factorization (6.74) is
taken to be implied from the assumed validity of the factorization of unflowed correlators on the
H3 spectrum as in (6.21). This is a weaker conjecture than assuming the validity of (6.66), and
applies in the case of the restricted set of amplitudes
〈 Vˆj4(−j4)Vj3(m3|1)Vj2(m2|z)Vj1(j1)〉
= z−m2 〈 Vˆ+1j4 (−j4)Vj3(m3|1)Vj2(m2|z)V−1j1 (j1)〉
= z−m2 ωj1 ωj4 〈 Vˆ˜4(˜4)Vj3(m3|1)Vj2(m2|z)V˜1(−˜1)〉 (6.75)
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where use has been made of the identification (3.27). In this case the identities (6.69) and (6.70)
both reduce to
〈 Vˆj4(−j4)Vj3(m3|1) Π1 Vj2(m2|z)Vj1(j1)〉
= ωj1 ωj4 〈 Vˆ−1˜4 (˜4)Vj3(m3|1) Π1 Vj2(m2|z)V+1˜1 (−˜1)〉
= z−m2 ωj1 ωj4 〈 Vˆ˜4(˜4)Vj3(m3|1) Π0 Vj2(m2|z)V˜1(−˜1)〉 (6.76)
Thus, assuming that both the unflowed correlators appearing in (6.75) can both be factorized on
P0 leads to the statement (6.74) of equivalent factorizations in the case of these amplitudes. It is
important to note that (6.74) does not directly follow from this argument, though this is strongly
suspected [34] due to the assumed identification of the analytic continuation of the unflowed H3
four-point correlator and the unflowed SL(2, R) four-point correlator. Of course, the same issues
related to the initial domains of the analytic continuations, and the related closure of the OPE,
apply here as well. Given the equivalences outlined here, there might appear to be a small dis-
tinction between a direct analytic continuation from the H3 model and the explicit introduction of
the flow non-conserving terms in (6.61). However, at least for spectral flow conserving amplitudes,
these equivalent terms lead to redundant contributions beyond those immediately apparent for
discrete states as outlined in section 5, and will be taken here to be entirely superfluous in terms of
the process of factorization of SL(2, R) correlators. This conclusion is reinforced by the results of
[28], which computes the flow-conserving SL(2, R) four-point function via a well-justified free-field
calculation following on the results of [27]. While the free-field methods avoid the introduction of
the H3 factorization ansatz, they are rigorously defined only for (discrete) amplitudes which re-
spect 1−∑p jp ∈ Z≥0 . In this context, flow conserving four-point amplitudes are expressed in the
semi-classical limit [28] alternatively in terms of either flow conserving or flow non-conserving OPE
coefficients. It is further argued that general flow-conserving four-point amplitudes may be com-
puted via analytic continuation, thereby strengthening the arguments appearing in [34]. It would
be helpful to develop an understanding of these results beyond the semi-classical approximation,
including the details of the associated descendant contributions.
In the case of the spectral flow non-conserving w = 1 four point function, beginning with a
five-point function in the H3 model, it is expected that the following factorization is valid
〈 Vˆ1j4(m4)Vj3(m3|1)Vj2(m2|z)Vj1(m1)〉 = pi−2 δ2(
∑
pmp )
× 12
∫
SC
dj R−1j (m)A
1(j4, j3, j|m4,m3)A0(j, j2, j1|m2,m1) |F (1,0)j (m|z)|2 (6.77)
where m = m1 + m2 = −m3 − m4 − k/2 . This rests on the same assumptions as the alterna-
tive factorization (6.66). If the prescription implicit in (6.61) is used a single additional term is
expected here involving the intermediate flowed states given by the sum P− in (6.73). However,
given the equivalence between the w = 0 three-point amplitudes 〈 Vˆ1j4(m4)Vj3(m3|1)V−1j (m)〉 and
〈 Vˆj4(m4)Vj3(m3|1)Vj(m)〉, the resulting expression is essentially redundant and reflects the form
of the factorization of the equivalent w = 1 four-point function
〈 Vˆj4(m4)Vj3(m3|1)Vj2(m2|z)V1j1(m1)〉 (6.78)
on unflowed H3 intermediate states. Finally, consider the maximally flow non-conserving w = 2
four-point function. Distributing the spectral flow quantum numbers to take advantage of the
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above factorization assumption leads to
〈 Vˆ1j4(m4)Vj3(m3|1)Vj2(m2|z)V1j1(m1)〉 = pi−2 δ2(
∑
pmp )
× 12
∫
SC
dj R−1j (m)A
1(j4, j3, j|m4,m3)A1(j, j2, j1|m2,m1) |F (1,1)j (m|z)|2 (6.79)
where m = m1 + m2 + k/2 = −m3 −m4 − k/2 . It may be seen that the selection rules constrain
the OPE prescription (6.61) to also produce this single non-vanishing contribution. Each of the
above factorizations may be understood in terms of the factorization of equivalent amplitudes
in Liouville theory. In the maximally flow non-conserving case (6.79) this leads to a factorized
Liouville four point amplitude, with associated three-point functions corresponding to w = 1 three-
point amplitudes in the H3 model prior to analytic continuation to SL(2, R) amplitudes. It should
be noted that each of the respective factorizations (6.21), (6.66), (6.77), and (6.79) correspond
to amplitudes in the H3 model involving normalizable intermediate states, and require further
analytic continuation, in general with the appearance of discrete contributions, for the computation
of correlators in the SL(2, R) CFT.
The presumed equivalence of alternative factorizations, together with the associated complimen-
tary domains of the OPE under analytic continuation described in subsection 6.3 was argued in
[34] to imply the existence of a presently unknown (presumably non-analytic) mechanism which is
required to impose the closure of the OPE on the spectrum of states. This argument is partially
based on an analysis of the primary states appearing in the following equivalent fusion rules
B+j2(−1)× B+j1(0) = B−˜2(0)× B+j1(0)→ C0 ⊕
[ ˜ ]−1∑
n=0
D−˜−n(0) ⊕
[−˜ ]−1∑
n=0
D+−˜−n(0) + . . . (6.80)
where we have defined j = j1 + j2 , and made use of the selection rules of subsection 4.1 and the
fusion rules (6.64) and (6.65). The assertion made in [34] is that, despite the operator identity
Vj(±j) = ωjV˜(∓˜) , the representations appearing in (6.80) for the respective flowed and unflowed
OPE coefficients via analytic continuation do not coincide. Of course the representation content
in these expressions would be identical if the upper bounds on the sums, which enforce closure on
the SL(2, R) spectrum, were respected under analytic continuation. This is certainly the case for
the flowed (w = 1) and unflowed (w = 0) OPE coefficients for B+j2(−1) and B−˜2(0), respectively.
However, since B+j2(−1) = B−˜2(0) is taken as an operator identity in the SL(2, R) CFT, if (6.80) were
not a precise identity even when the OPE does not close on the spectrum this would represent a
significant pathology in the SL(2, R) CFT as defined via analytic continuation from the H3 model.
That this is not the case can be seen from an examination of the particular case j > (k − 1)/2 for
which the D−˜−n(0) terms do not appear in the fusion rules involving spectral elements. However,
identical contributions in B+j+n(−1) ∈ D−˜−n(0) appear outside the bound j < (k−1)/2 for both (not
just the former as stated in [34]) the unflowed (w = 0) and flowed (w = −1) OPE coefficients for
B+j2(−1) and B−˜2(0), respectively. This follows from the D+0 × B+0 → D+0 and (under conjugation)
D−0 × B+0 → D−1 OPE coefficients considered in subsection 6.2 above.
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7 Concluding remarks
The purpose of these notes has been to elucidate issues in the SL(2, R) CFT that remain unresolved
in the literature, and to establish consistent notation and techniques for further efforts in this di-
rection. The vertex operator normalization for states of definite affine weight used in these notes
has led to well-defined OPE coefficients for all representations permitted by the selection rules, and
a confirmation of fusion rules [34] previously derived from an examination of poles in analytically
continued OPE coefficients from the H3 coset model. The alternative factorizations described in
section 6 above, which depend crucially on the selection rules and the equivalence of correlators of
fixed total spectral flow, suggest the existence of a consistent picture of the SL(2, R) CFT under
analytic continuation from the H3 model. In particular, it appears unnecessary to introduce an
extended H3 OPE as in (6.61). Furthermore, give the equivalences between correlators of fixed
total spectral flow outlined in subsection 4.6 , the introduction of flowed intermediate states, as
opposed to |w| = 1 OPE coefficients, does not appear to be required for the computation of arbi-
trary SL(2, R) correlation functions. However, regardless of the validity of these arguments, the
analytically continued factorized expressions for SL(2, R) correlators generically include discrete
intermediate contributions outside the spectrum of normalizable states, with no apparent natural
mechanism for their truncation. While it might be hoped that use of the various equivalent factor-
izations, perhaps accompanied by judicious contour choices, could eliminate these contributions, it
is difficult to avoid the conclusion that the failure of closure of the SL(2, R) OPE is an inevitable
consequence of an attempt to define it via analytic continuation from the H3 model. If this is
correct then it might be thought that the failure of closure represents a fundamental pathology
of an associated definition of the SL(2, R) CFT, at least as expressed in the Vwj (m) basis. This
does not necessarily imply a consequent related pathology in string theory on AdS3 , which could
be defined via analytic continuation [17] entirely in terms of boundary amplitudes via worldsheet
integration of H3 correlators in the Φj(x) basis. This is consistent with the fact that the failure of
closure is entirely due to m-dependent rather than j-dependent poles in the expressions analyzed
in subsection 6.2 . It may also be that the failure of closure is required due to the fact that alter-
native factorizations defined via analytic continuation from the H3 model, which are conjectured
to produce identical analytic expressions for correlation functions, are generally distinct in terms
of the representations which appear in the OPE coefficients. As mentioned in subsection 6.3 , for
choices of factorization for which this representation content is identical to that appearing in the
SL(2, R) fusion rules, the OPE closes on the spectrum of states of the SL(2, R) CFT. Thus, for
instance, the states for j > (k−1)/2 in the unflowed OPE coefficients for D+j2(0)×D+j1(0)→ D+j (0)
may be conjectured to appear precisely to provide the additional spectral content which appears
in the w = 1 case. In this context, it is tempting to view the additional intermediate states outside
of the spectrum as somewhat similar to those which appear for correlators involving normalizable
states in the H3 model if the countour is deformed from S+C to enclose poles corresponding to inter-
mediate non-normalizable fields. The difference for the SL(2, R) CFT is that there is apparently
no choice of contour or factorization which leads to the closure of the OPE in the most general
case. To resolve the issue of closure a better understanding of how discrete descendant states make
an appearance in the analytically continued four-point function seems required. It may be hoped
that the mapping between the H3 and Liouville CFTs described in [12][21] could be useful in this
regard. More broadly, a proof of crossing symmetry and a greater understanding of SL(2, R) string
amplitudes, particularly spectral flow non-conserving correlators and non-local contributions [46]
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on the worldsheet, seems desirable. Insight gained from such investigations may also shed further
light on the nature of the boundary CFT, particularly on questions [3] related to the variable
central extensions of the corresponding boundary affine algebras. Given the extensive, and largely
successful, efforts which have gone into investigating the SL(2, R) CFT, these issues might appear
to be a relatively minor loose ends. However, as has been repeatedly evident in the now long his-
tory of this model, their resolution may illuminate aspects of worldsheet string models with both
non-trivial time-dependence and relevance to a holographic description of spacetime physics, as
well as the general structure of non-rational conformal field theories, in ways that cannot easily be
anticipated.
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Appendix :
A Some preliminaries for AdS3 and H3
The string action in global coordinates on AdS3 takes the form
S[t, ρ, ϕ] =
k
2pi
∫
d2z (− cosh2ρ ∂t∂¯t+ ∂ρ∂¯ρ+ sinh2ρ (∂ϕ∂¯ϕ+ ∂t∂¯ϕ− ∂ϕ∂¯t)) (A.1)
The corresponding metric is given by
G = k
(− cosh2ρ dt2 + dρ2 + sinh2ρ dϕ2) (A.2)
and the B field is
B = k sinh2ρ dt ∧ dϕ (A.3)
The metric describes a symmetric space of constant negative curvature with Rab = −(2/k) gab , and
volume form given by ε = −12dB . Note that the above action is defined on a Euclidean worldsheet
and has an imaginary part coming from the B field. Under continuation to a Lorentzian worldsheet,
with σ2 → iσ0 , where z = σ1 + iσ2 and d2z = 2dσ1dσ2 , the action is real. Choosing x± = t∓ ϕ ,
the following vector fields generate isometries on AdS3
K1± = −12 sin(x±) ∂ρ − cos(x±) (f+ ∂± + f− ∂∓) (A.4)
K2± = −12 cos(x±) ∂ρ + sin(x±) (f+ ∂± + f− ∂∓) (A.5)
K3± = −∂± (A.6)
where, f± = 12(tanh ρ± tanh−1ρ) . It may be shown that [Ka+,Kb−] = 0 and, suppressing identical
subscripts,
[K1,K2] = K3 [K2,K3] = −K1 [K3,K1] = −K2 (A.7)
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These generators comprise the SO(2, 1) algebra, with the Killing vector fields Ka± satisfying the
SO(2, 2) = SO(2, 1) × SO(2, 1) algebra. The SL(2, R) group manifold may be seen to be the
double cover of SO(2, 1) = SL(2, R)/Z2 , which corresponds to the Poincaire patch of SL(2, R) .
AdS3 may be seen to be the universal cover of SL(2, R), which may be constructed through the
identification t ∼ t+ 2pi . Defining the generators Ja = −iKa , and taking J± = J1 ± iJ2 we find
the algebra
[J3, J±] = ±J± [J+, J−] = −2J3 (A.8)
The associated Killing fields are J3± = i∂± , and for σ = ±1 ,
Jσ± = e
−iσx± (f+ i∂± + f− i∂∓ − 12σ∂ρ) (A.9)
The continuation to H3 is given by t→ −iτ and leads to
S[τ, ρ, ϕ] =
k
2pi
∫
d2z (∂τ ∂¯τ + ∂ρ∂¯ρ+ sinh2ρ (∂ϕ− i∂τ)(∂¯ϕ+ i∂¯τ)) (A.10)
which is manifestly real and positive. Defining w = ϕ + iτ , under this continuation the above
Killing vector fields take the form
K1+ = −K¯1− = 12 sin(w) ∂ρ + cos(w) (f+ ∂w − f− ∂w¯) (A.11)
K2+ = K¯
2− = −12 cos(w) ∂ρ + sin(w) (f+ ∂w − f− ∂w¯) (A.12)
K3+ = −K¯3− = ∂w (A.13)
where K¯a± = (Ka±)∗ and w¯ = (w)∗ = ϕ− iτ . We may then form the real vector fields
R1 = iK1+ + iK
1− B
1 = K1+ −K1− (A.14)
R2 = iK2+ − iK2− B2 = K2+ +K2− (A.15)
R3 = K3+ −K3− B3 = −iK3+ − iK3− (A.16)
where Ra and Ba comprise the rotation and boost generators, respectively, for SO(3, 1) . Thus,
exp (θaR
a + βaB
a) ∈ SO(3, 1) for θa, βa ∈ R (A.17)
As above, suppressing subscripts, we may also define the generators Ja = −iKa , and J± = J1±iJ2 ,
which satisfy the algebra (A.8). It may be seen that J3 ≡ J3+ = J¯3− and J± ≡ J±+ = J¯±− . The
associated Killing fields are J3 = −i∂w and
J± = −e±iw (f+ i∂w − f− i∂w¯ ± 12 ∂ρ) (A.18)
Defining c · J = c3J3 + c+J+ + c−J− with cα ∈ C , an element of SO(3, 1) = SL(2, C)/Z2 is
constructed as follows
exp
(
c · J + c¯ · J¯ ) ∈ SO(3, 1) for cα ∈ C (A.19)
Another commonly used coordinate system on H3 is given by the transformation
γ = eτ−iϕ tanh ρ
φ = −τ + ln(cosh ρ) (A.20)
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The corresponding massless fields are
G = k ( dφ2 + e2φdγdγ¯ ) (A.21)
and, defining B˜ = B − ik d (ln(cosh ρ) dϕ) , which is B up to an exact form, we have
B˜ = 12 k e
2φ dγ¯ ∧ dγ (A.22)
This leads to the action
S[φ, γ, γ¯] =
k
2pi
∫
d2z (∂φ∂¯φ+ e2φ∂γ¯∂¯γ) (A.23)
In the (φ, γ, γ¯) system, we have
J+ = −∂γ J3 = 12∂φ − γ∂γ J− = γ∂φ − γ2∂γ + e−2φ∂γ¯ (A.24)
Note that the (γ, γ¯, φ) coordinates cover all of H3 and are defined through a continuation from
global AdS3 ; there is an inequivalent continuation using these coordinates from H3 to the Poincare
patch of SL(2, R) .
B Wavefunctions and norms on AdS3 and H3
B.1 Unitary representations of SL(2, R)
States in the zero-mode quantum mechanics of strings on AdS3 are constructed out of unitary
representations of the isometry group SL(2, R)× SL(2, R) . What follows is a short review of the
unitary representations56 of SL(2, R) [37]. Consider a state |j,m〉 in a unitary representation of
SL(2, R) which satisfies J3 |j,m〉 = m |j,m〉 and C |j,m〉 = j(1 − j) |j,m〉 , where the Casimir
operator is given by
C = −J3J3 + 12
(
J+J− + J−J+
)
(B.1)
Since C = C† we may use the (redundant) parameterization j ∈ R or 2j− 1 ∈ iR . Assuming that
±m > 0 and 〈j,m | j,m〉 > 0 , then the following inequality is satisfied
‖J± |j,m〉‖2 = 〈j,m| J∓J± |j,m〉 = 〈j,m| J±J∓ ± 2J3 |j,m〉 ≥ ±2m 〈j,m | j,m〉 > 0 (B.2)
Thus if |j,m〉 for ±m > 0 is normalizable then all states |j,m± n〉 with n ∈ Z≥0 are also normaliz-
able. Thus repeated application of J∓ to |j,m〉 for ±m > 0 will either produce an infinite number
of normalizable states or there will be a state |j,±l〉 with l > 0 for which J∓ |j,±l〉 = 0 . In the
latter case we have
j(1− j) |j,±l〉 = (−J3J3 ± J3 + J±J∓) |j,±l〉 = l(1− l) |j,±l〉 (B.3)
Since l ∈ R>0 , we must have j ∈ R . For j ≥ 1 there is the solution l = j , for j ≤ 0 there is
the solution l = 1 − j , and for 0 < j < 1 there are the two solutions l = j and l = 1 − j . It is
56Note that the representations of the universal cover of SL(2, R) , which is the AdS3 spacetime, are considered
here. Thus the parameter j has continuous, rather than half-integral, eigenvalues in the discrete representations.
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conventional57 to impose the restriction l = j > 0 and denote these (discrete) representations by
D±j . In the case of a non-terminating set of states, taking −1/2 ≤ α < 1/2 to be the J3 eigenvalue
of smallest absolute value, consider the state |j, α〉 . For ±α ≥ 0 we have
‖J∓ |j, α〉‖2 = 〈j, α| J±J∓ |j, α〉 = 〈j, α| (C + J3J3 ∓ J3) |j, α〉 > 0 (B.4)
Thus, j(1 − j) > |α|(1 − |α|) . For 2j − 1 ∈ iR this condition is satisfied, and the corresponding
(continuous) representations are denoted by Cαj . For j ∈ R (B.4) leads to |j − 1/2| < 1/2 − |α| ,
and the corresponding (exceptional) representations are denoted by Eαj . There is also the identity
representation consisting of the single state |0, 0〉 .
B.2 Wavefunctions on AdS3
Depending on the norm that is chosen, only a subset of the above representations will appear in
a scalar field quantization on AdS3 [38][39][40][41]. In the string zero-mode quantum mechanics,
we expect the corresponding Hilbert space to be a direct sum of tensor products of two identical
representations58 of SL(2, R) , with a norm on states inherited through analytic continuation from
the theory on H3 . Using the coordinates x
± = t ∓ ϕ from section A above, and defining z =
cosh−2ρ , the generators take the form J3± = i∂± , and for σ = ±1 ,
Jσ± =
1
2 (1− z)−1/2 e−iσx
±
((2− z) i∂± − z i∂∓ + 2σz(1− z) ∂z) (B.5)
The wavefunction corresponding to the basis element |j,m〉 ≡ |Vj(m)〉 is given by59
Vj(m|x, z) = e−i(m+x++m−x−) Uj(m|z) (B.6)
Consider first the representation Dσj , with terminating state which satisfies J−σ± |j, σj〉 = 0 , leading
to the conventionally normalized solution Uj(σj) = zj . The Hilbert space Dσj is then constructed
from
|j,m〉 = Γ(2j)
Γ(2j + n+)
Γ(2j)
Γ(2j + n−)
(
Jσ+
)n+ (Jσ−)n− |j, σj〉 (B.7)
where m± = σ(j + n±) with n± ∈ Z≥0 and j ∈ R>0 . Suppressing identical subscripts, the
normalization has been chosen to produce the relations
J3 |j,m〉 = m |j,m〉 (B.8)
J± |j,m〉 = (m± j) |j,m± 1〉 (B.9)
For the states (B.7) with the action of the algebra (B.8, B.9), any norm on Dσj must satisfy〈
j,m | j′,m′〉 = δσσ′ δ2nn′ Γ(2j)Γ(1 + n+)Γ(2j + n+) Γ(2j)Γ(1 + n−)Γ(2j + n−) 〈j, σj | j′, σj′〉 (B.10)
57Note that these representations are indexed by the lowest J3 eigenvalue (±j for D±j with j > 0 ), rather than
the value j(1− j) of the Casimir.
58As in the treatment of the SL(2, R) CFT, a condensed notation is adopted here which suppresses the left/right
doubling of diagonal representations. Thus, for example, Dσj ⊗Dσj → Dσj , (m+,m−)→ m , (x+, x−)→ x , and etc.
59It should be noted that the notation used in this appendix to denote the zero-mode solutions, in this case Vj(m) ,
is identical to that used in the main body of the paper to denote the corresponding CFT primary vertex operators.
The relevant normalizations have been chosen so that quantities such as the reflection coefficients Rj(m) (B.14)
coincide with the k →∞ limit of the corresponding CFT expressions. Note that this limit is to be distinguished from
the 2+1 dimensional flat-space limit, which also requires the scaling of both the charges and the vertex operators.
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More generally, we are looking for solutions to the Klein-Gordon equation(∇2 − µ2)Vj(m) = 0 (B.11)
of mass µ2 = −4j(1−j)/k ∈ R , energy E = m++m− ∈ R , and angular momentum ` = m+−m− ∈
Z . The solutions which are regular at z = 1 (ρ = 0) can be written in terms of hypergeometric
functions
Uj(m) =
Γ(A+1−j)Γ(A
−
1−j)
Γ(1 + |`|)Γ(1− 2j) (1− z)
|`|/2 zj 2F1(A+j , A
−
j , 1 + |`|, 1− z) (B.12)
where A±j = j + (|`| ± E)/2 , and Uj(m) is invariant under m± → −m± and m± → m∓ . The
asymptotic behavior for z → 0 (ρ→∞) is given by
Uj(m) ∼ zj +Rj(m) z1−j (B.13)
The reflection coefficient is given by
Rj(m) = R
−1
1−j(m) =
Γ(2j − 1)
Γ(1− 2j)
Γ(1− j −m+) Γ(1− j +m−)
Γ(j −m+) Γ(j +m−) (B.14)
with the wavefunctions (B.6) satisfying
Vj(m) = Rj(m)V1−j(m) (B.15)
It may seen that Rj(m) = 0 for elements of Dσj with j ∈ R>0 , and that the solutions given by
(B.12) are identical to those given by (B.7) and take the form
Uj(m) = (1− z)(n+−n−)/2 zj 2F1(−n−, 2j + n+, 2j, z) (B.16)
B.3 The L2 and Klein-Gordon norms on AdS3
We would like to consider the following L2 norm on AdS3
〈V | V ′ 〉L2 = (pi
√
k)−3
∫
d3x
√
g V¯ V ′ (B.17)
where V¯ = (V)∗ . It is the analogue of this norm which appears in the SL(2, R) CFT that arises
through continuation of the Euclidean target space theory on H3 . From (B.6),
〈V | V ′ 〉L2 = 2pi−1δ(E′ − E) δ``′
∫ 1
0
dz z−2 U¯ U ′ (B.18)
As may be computed through analytic continuation of the Euclidean expression (B.31), it may
be seen from (B.13) that this integral converges in the delta function sense for 2j − 1 ∈ iR , and
thus Cαj appears in the spectrum associated with the L2 norm. It may similarly be seen that this
integral does not converge for j ∈ R>0 unless Rj(m) = 0 and j > 1/2 . Thus neither the identity
representation nor Eαj appear in the L2 spectrum. Furthermore, with the restriction j, j′ > 1/2 ,
Dσj appears with norm for the terminating state given by〈Vj(σj) | Vj′(σj′)〉L2 = 〈j, σj | j′, σj′〉L2 = pi−1(2j − 1) δ(j − j′) (B.19)
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which agrees with (4.66) in the k → 0 limit. Note that this expression does not include a reflection
term (j → 1− j) since the reflection relation (B.15) degenerates (Rj(m) = 0) for elements of D±j .
It is helpful in this case to introduce the wavefunctions
Wj(m) = W1−j(m) = Ω1−j(m)Vj(m) (B.20)
where,
Ωj(m) = Rj(m) Ω1−j(m) =
Γ(2j − 1)
Γ(j −m+)Γ(j +m−) (B.21)
For elements of Dσj with m± = σ(j + n±) for j > 1/2 and n± ∈ Z≥0 this leads to the norm〈Wj(m) |Wj′(m′)〉 = Ω1−j(m) Ω1−j′(m′) 〈Vj(m) | Vj′(m′)〉
=
pi−1
(2j − 1)
(
Γ(1 + n+) Γ(2j + n+)
Γ(1 + n−) Γ(2j + n−)
)σ
δσσ′ δ
2
nn′ δ(j − j′) (B.22)
which agrees with (4.75) in the k → 0 limit. Note that while the corresponding reflected wavefunc-
tion W1−j(m) =Wj(m) is non-degenerate, the wavefunction Wj(m) with m± = σ(1− j + n±) for
j > 1/2 and n± ∈ Z≥0 is non-normalizable.
We may also consider the Klein-Gordon norm on AdS3
〈V | V ′ 〉
KG
=
i
2pi
√
k
∫
Σ
d2x
√
gΣ n
a
(V¯∂aV ′ − V ′∂aV¯) (B.23)
Here Σ is a spacelike surface for AdS3 , which we choose to be a surface of constant t , and n
a is
the corresponding future-directed unit vector field normal to Σ . From (B.6),
〈V | V ′ 〉
KG
= 12(E
′ + E) e−i(E
′−E)t δ``′
∫ 1
0
dz z−1 U¯ U ′ (B.24)
It may be seen that elements of Cαj are (point rather than continuum) normalizable under this
norm. This is also true of elements of Eαj . For Dσj it may be seen from (B.13) that this integral
converges for all j > 0 , with norm for the terminating state given by
〈j, σj | j, σj〉
KG
= 1 (B.25)
Thus, although Cαj may be excluded since the associated mass is tachyonic (both in the sense of the
associated bosonic string vertex operators and due to the violation of the Breitenlohner-Freedman
bound on AdS3), all unitary representations of SL(2, R) are normalizable under the Klein-Gordon
norm. Note that here, unlike in the case (B.19) of the L2 norm, j = j′ must be imposed, and
wavefunctions of different AdS3 mass are not orthogonal under the KG norm (B.24). Thus the KG
norm is not suitable to serve as a metric on primary fields in the SL(2, R) CFT.
B.4 Wavefunctions on H3
Solutions to the Klein-Gordon equation on H3 in global coordinates arise via continuation of the
solutions Vj(m) given above (B.6, B.12). Normalized solutions require the condition E → −iω
with ω ∈ R , so that e−iEt = eiωτ , as well as the condition j = 1/2 + is with s ∈ R . To conform
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to the CFT conventions introduced above, we will denote60 the corresponding solutions on H3 by
Vj(m) . The operators Ja and their conjugates act on Vj(m) as given by (B.8, B.9). For comparison
with other solutions introduced below, we express the asymptotic (φ → ∞) form of Vj(m) in the
(φ, γ, γ¯) coordinates as
Vj(m) ∼ γ−m γ¯−m¯
(
(e2φγγ¯)−j +Rj(m) (e2φγγ¯)j−1
)
(B.26)
The wavefunction Vj(m) satisfies the reflection relation Vj(m) = Rj(m)V1−j(m) with coefficient
Rj(m) which is the k → ∞ limit of that (2.39) which applies to the corresponding CFT vertex
operator.
Another basis of solutions to the Klein-Gordon equation on H3 which is often utilized is
Φj(x) = (1− 2j)
(
e−φ + eφ|γ − x|2
)−2j
(B.27)
These functions satisfy JaΦj(x) = −DaΦj(x) , and the complex conjugate relation, where Da are
the x-dependent operators given by (2.8). They may be seen to have the asymptotic form
Φj(x) ∼ − e−2(1−j)φ piδ2(γ − x) + (1− 2j) e−2jφ |γ − x|−4j (B.28)
As can be verified using (E.29), the wavefunctions Φj(x) satisfy a reflection relation which is given
by the k →∞ limit of the reflection relation (2.23) for the analogous primary fields of the H3 CFT.
For Re(j) > 1/2 it may be seen from (B.28) that, given the volume factor e2φ which appears in
(B.31), the divergence of the norm of Φj(x) is concentrated around γ = x , while for Re(j) < 1/2
the norm diverges for all γ . The wavefunctions Φj(x) are related to Vj(m) via the transform (2.40).
The Fourier transform of Φj(x) leads to a third basis of solutions to the Klein-Gordon equation
on H3 . The analogous basis (2.26) of primary vertex operators has proven useful in relating the
H3 and Liouville CFTs. Given (E.30), this basis is given by
ϕj(µ) =
eµγ−µ¯γ¯
Γ(1− 2j) 2|µ|e
−φ K2j−1(2|µ|e−φ) (B.29)
These functions satisfy Jaϕj(µ) = −F aϕj(µ) , and the complex conjugate relation, where F a are
the µ-dependent operators given by (2.30). The wavefunctions ϕj(µ) have the asymptotic form
ϕj(µ) ∼ e
µγ−µ¯γ¯
Γ(1− 2j)
(
|µ|2je−2jφ Γ(1− 2j) + |µ|2(1−j)e−2(1−j)φ Γ(2j − 1)
)
(B.30)
and satisfy the reflection relation ϕj(µ) = Rj ϕ1−j(µ) . The reflection coefficient Rj is the k →∞
limit of that which appears in the CFT (2.27, 2.28). In addition, the wavefunctions ϕj(µ) are
related to the modes Vj(m) via the transform (2.41). In analogy with the CFT, the associated
two-point function with j = 1/2 + is is defined as
〈ϕˆj2(µ2)ϕj1(µ1)〉 = 〈ϕ¯j2(µ2) |ϕj1(µ1)〉L2 = pi−3
∫
d2γdφ e2φ ϕj2(µ2)ϕj1(µ1)
= |µ1|2 δ2(µ2 + µ1) (δ(s2 + s1) +Rj1 δ(s2 − s1)) (B.31)
60Here 2m = 2m+ = −iω + ` and 2m¯ = 2m− = −iω − ` , so that m¯ = −(m)∗ . This corresponds to the fact that
the Killing vector fields J3 and J¯3 are anti-hermitian operators with respect to the L2 norm (B.17) on H3 .
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Here we have used the orthogonality relation for K Bessel functions (E.31). It may be seen that this
relation corresponds precisely to the k →∞ limit of the CFT two-point function (2.33). Similarly,
using the transforms (2.26, 2.41) it may be shown that the above forms for the wavefunctions Φj(x)
and Vj(m) lead to the k →∞ limit of the CFT two-point functions (2.19, 2.45).
C Degenerate modules and the Knizhnik-Zamolodchikov equation
Degenerate affine modules in the H3 CFT exist at h = j(1− j)/(k − 2) for
2jr,s − 1 = ± (r + s(k − 2)) (C.1)
with r, s ∈ Z>0 . There are also degenerate modules for
2jm − 1 = −m (C.2)
with m ∈ Z>0 , values of j for which the reflection symmetry j → 1− j is not satisfied. Note that
there are degenerate operators at j = 0 and j = k/2 but none in the range 0 < 2j − 1 < (k − 2) ,
which corresponds to the physical spectrum for discrete states SD (3.11) of the SL(2, R) CFT. As
may be seen semi-classically from the form of the wave functions (B.27), the finite dimensional
representations (C.2) satisfy (D+)mΦ(1−m)/2 = 0 , where the representation of the algebra (2.8) has
been used. These representations may be seen to be the analogues of the half-integer representations
of SU(2) .
The Knizhnik-Zamolodchikov (KZ) equation follows from the Sugawara construction of the stress
tensor (2.4). Considering the action of L−1 (3.5) on a primary field O we find[
(k − 2)L−1 −
(−2J3−1J30 + J+−1J−0 + J−−1J+0 ) ] · O = 0 (C.3)
Suppressing anti-holomorphic dependence, a correlator of n primary fields Φjr(xr|zr) satisfies
(k − 2) ∂
∂zq
〈∏nr=1Φjr(xr|zr)〉 = −2∑
p6=q
(zp − zq)−1 ηabDaqDbp 〈
∏n
r=1Φjr(xr|zr)〉 (C.4)
where Dap to corresponds to (2.8) with (j, x)→ (jp, xp) . More explicitly, the KZ equation reads,
(k − 2) ∂
∂zq
〈∏nr=1Φjr(xr|zr)〉 = −∑
p 6=q
1
(zp − zq)
[
(xp − xq)2 ∂
2
∂xq∂xp
+2(xp − xq)
(
jp
∂
∂xq
− jq ∂
∂xp
)
− 2jq jp
]
〈∏nr=1Φjr(xr|zr)〉 (C.5)
Suppressing anti-holomorphic dependence, consider the lowest weight state Vk/2(k/2) which is an
element of the degenerate module j1,1 appearing in (C.1). We will assume
61 that the associated
null descendant decouples from correlation functions, producing the operator equation
J−−1 · Vk/2(k/2) = 0 (C.6)
61This is a non-trivial assumption since, while the norm of J−−1 · Vk/2(k/2) vanishes given the SL(2, R) current
algebra (3.2), in a non-unitary theory it should not be expected that zero-norm states vanish identically. Nevertheless,
as stressed in [4], it does not appear that either the H3 or SL(2, R) CFT can be defined absent this assumption.
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Since J−0 · Vk/2(k/2) = 0 , in this case the KZ equation (C.3) reads(
L−1 + J3−1
) · Vk/2(k/2) = 0 (C.7)
It is helpful to express (C.6) and (C.7) in the Φj(x) basis, from which they may be derived by
taking Vk/2(k/2) = Φk/2(0)/(1− k) . In the case of the field Φk/2(x) , the null state condition may
be derived as follows. Since J+0 Φj(x) =
∂
∂xΦj(x) from (2.8), for any operator O we may define an
operator translated with respect to the boundary coordinates (x, x¯) as
O(x) = eJ+0 xO e−J+0 x (C.8)
where anti-holomorphic dependence is suppressed. In particular we define
J+(x|z) = J+(z) (C.9)
J3(x|z) = J3(z)− xJ+(z) (C.10)
J−(x|z) = J−(z)− 2xJ3(z) + x2J+(z) (C.11)
and introduce the modes expanded around z
Jan(x) =
1
2pii
∮
dw (w − z)nJa(x|w) (C.12)
The null state condition (C.6) then takes the form J−−1(x) ·Φk/2(x) = 0 , which follows from (2.46).
For a correlator of Φk/2(x|z) with n primary fields Φjr(xr|zr) this translates to
n∑
p=1
(xp − x)
(zp − z)
(
(xp − x) ∂
∂xp
+ 2jp
)
〈Φk/2(x|z)
∏n
r=1Φjr(xr|zr)〉 = 0 (C.13)
It follows from (3.6) that L−1(x) = L−1 , and thus for Φk/2(x) (C.7) reads(
L−1 + J3−1(x)
) · Φk/2(x) = 0 (C.14)
Here we have used
J+0 (x) · Φj(x) =
∂
∂x
Φj(x) (C.15)
J30 (x) · Φj(x) = j Φj(x) (C.16)
J−0 (x) · Φj(x) = 0 (C.17)
This leads to the KZ equation with Φk/2(x) and n primary fields Φjr(xr|zr)[
∂
∂z
−
n∑
p=1
(zp − z)−1
(
(xp − x) ∂
∂xp
+ jp
)]
〈Φk/2(x|z)
∏n
r=1Φjr(xr|zr)〉 = 0 (C.18)
It may be seen that this equation follows from (C.5) and (C.13).
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D Conventions for vertex operators
In describing correlators of Virasoro descendants and primary operators of indefinite conformal
weight or non-zero spin, it is helpful to employ a somewhat more flexible notation [42] than is
used in most expressions in this paper. In this convention, which suppresses anti-holomorphic
dependence, the vertex operator associated with a general state ϕ is denoted by V (ϕ|z) with
V (ϕ|0) ≡ V (ϕ) = ϕ . Where no risk of confusion exists the more common notation V (ϕ|z) = ϕ(z)
will be employed. The action of a general Mobius transformation z → γ(z) is given by
DγV (ϕ|z)D−1γ = V ((γ′)L0 egL1ϕ|γ(z)) (D.1)
where g(z) = γ′′/(2γ′) . For some worldsheet operator O , this is consistent with the more common
notation V (Oϕ|z) = O · ϕ(z) . For γ(z) = u = 1/z we have u-frame operator
Vˆ (ϕ|z) = DγV (ϕ|z)D−1γ = V ((−z−2)L0 e−z
−1L1ϕ|z−1) = V (ezL1 (−z−2)L0ϕ|z−1) (D.2)
where we have used
αL0eβL1 = eα
−1βL1αL0 (D.3)
The symmetry of the Mobius-fixed two-point function〈
Vˆ (ϕ2)V (ϕ1)
〉
=
〈
ϕˆ2 ϕ1
〉
=
〈
ϕˆ1 ϕ2
〉
(D.4)
permits it to be used as a metric on the space of states. Using Mobius transformations the two-point
function can be written as〈
ϕ2(z2)ϕ1(z1)
〉
=
〈
Vˆ (e−L1(z−121 )
L0ϕ2)V (e
−L1(−z−121 )L0ϕ1)
〉
(D.5)
=
〈
Vˆ (e−z
−1
21 L1ϕ2)V (e
−z21L1(−z−221 )L0ϕ1)
〉
(D.6)
For primary fields φp of definite conformal dimension this implies h1 = h2 and〈
φ2(z2)φ1(z1)
〉
= (−z−221 )h1
〈
φˆ2 φ1
〉
(D.7)
E Some useful relations
Here is a convenient representation of the delta function which appears in the computation of the
two-point function (2.19)
lim
→0
 x−p−1x¯−q−1 =
pi
p!q!
∂p∂¯qδ2(x) for p, q ∈ Z≥0 (E.1)
The following definition is useful to relate expressions involving Vj(m) to those involving Φj(x)
δ2(x− y) = |y|−2
∫
d2m (y/x)−m (y¯/x¯)−m¯ (E.2)
For the primary fields of definite affine weight Vj(m) we have the definitions E = −iω = m + m¯ ,
` = m− m¯ ∈ Z . The definition of the expression δ2(m) appearing in (2.44) is then given by
δ2(m) = (2pi)2 δ(ω) δ` =
∫
C
d2xxm−1 x¯m¯−1 (E.3)
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so that ∫
d2m =
1
(2pi)2
∑
`∈Z
∫
dω (E.4)
For the Fourier transform in (2.26) we use the normalization
δ2(µ) = pi−2
∫
d2x eµx−µ¯x¯ (E.5)
The following integral is required above in (2.28)
pi−1
∫
d2x eµx−µ¯x¯ |x|−4j = Γ(1− 2j)
Γ(2j)
|µ|2(2j−1) (E.6)
this may be seen to follow from
pi−1
∫
d2xx−j+m x¯−j+m¯ ex−x¯ =
Γ(1− j + m¯)
Γ(j −m) (E.7)
which is required in (2.41) and elsewhere. Here is an important Dotsenko-Fateev integral which is
required in (2.39) and throughout this paper
pi−1
∫
d2xxα−1(1− x)β−1 x¯α¯−1(1− x¯)β¯−1 = Γ(α)Γ(β)Γ(1− α¯− β¯)
Γ(1− α¯)Γ(1− β¯)Γ(α+ β) (E.8)
This integral is defined for α − α¯ ∈ Z and β − β¯ ∈ Z , and, using Γ(x)Γ(1 − x) = pi/ sin(pix) , it
may be shown to be invariant under (α, α¯;β, β¯)→ (α¯, α; β¯, β).
The reflection relation (2.23) in the Φj(x) basis and the three-point function (2.31) in the ϕj(µ)
basis require the integral
pi−1
∫
d2x |x|2(a−1)|1− x|2(b−1)|x− y|2(c−1)
=
γ(b)γ(a+ c− 1)
γ(a+ b+ c− 1) 2F1(1− c, 2− a− b− c; 2− a− c; y)
+
γ(a)γ(c)
γ(a+ c)
|y|2(a+c−1) 2F1(1− b, a; a+ c; y) (E.9)
Where γ(x) = Γ(x)/Γ(1 − x) , and 2F1(a, b; c; y) = 2F1(a, b; c; y) 2F1(a, b; c; y¯) . Here we have the
representation
2F1(a, b; c; 1) =
∞∑
n=0
Pn(a)Pn(b)
Pn(c)Pn(1) (E.10)
This sum is convergent for Re(c − a − b) > 0 . Here Pn(x) = Γ(x + n)/Γ(x) is the Pochhammer
function. Here are some 2F1 identities
2F1(a, b; c; z) = (1− z)(c−a−b) 2F1(c− a, c− b; c; z) (E.11)
=
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) 2F1(a, b; a+ b+ 1− c; 1− z)
+
Γ(c)Γ(a+ b− c)
Γ(a)Γ(b)
(1− z)(c−a−b) 2F1(c− a, c− b; 1 + c− a− b; 1− z) (E.12)
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The three-point function (2.42) in the Vj(m) basis requires the integral
W (jp|m1,m2) =
∫
d2x d2y x−j1−m1 x¯−j1−m¯1 y−j2−m2 y¯−j2−m¯2
× |1− x|2(ˆ−2j2−1) |1− y|2(ˆ−2j1−1) |x− y|2(ˆ−2j3−1)
= D12C
12C¯12 +D21C
21C¯21 +D3
(
C12C¯21 + C21C¯12
)
(E.13)
where, defining s(x) = sin(pix) ,
D12(j1, j2, j3,m1,m2) =
s(j2 +m2)s(j3 + j1 − j2)
s(j1 −m1)s(j2 −m2)s(j3 −m1 −m2)
× (s(j1 +m1)s(j1 −m1)s(j2 +m2)− s(j2 −m2)s(j2 − j3 −m1)s(j2 + j3 −m1)) (E.14)
with D21 = D12(j2, j1, j3,m2,m1) , and
D3(j1, j2, j3,m1,m2) = −s(ˆ− 2j1)s(ˆ− 2j2)s(j1 +m1)s(j2 +m2)s(j1 + j2 −m1 −m2)
s(j1 −m1)s(j2 −m2)s(j3 −m1 −m2) (E.15)
where ˆ = j1 + j2 + j3 . We also have
C12(j1, j2, j3,m1,m2) =
Γ(ˆ− 1)Γ(1− j3 −m1 −m2)
Γ(j3 −m1 −m2)
× 3G2(j3 −m1 −m2, ˆ− 2j2, 1− j2 −m2 ; j1 − j2 −m1 −m2 + 1, j1 + j3 −m2) (E.16)
with C21 = C12(j2, j1, j3,m2,m1) , C¯
12 = C12(j1, j2, j3, m¯1, m¯2) , and C¯
21 = C12(j2, j1, j3, m¯2, m¯1) ,
where we have defined
3G2(a1, a2, a3 ; b1, b2) =
Γ(a1)Γ(a2)Γ(a3)
Γ(b1)Γ(b2)
3F2(a1, a2, a3 ; b1, b2 ; 1) (E.17)
Here we have the representation
3F2(a1, a2, a3 ; b1, b2 ; 1) =
∞∑
n=0
Pn(a1)Pn(a2)Pn(a3)
Pn(b1)Pn(b2)Pn(1) (E.18)
which is convergent for Re(bˆ − aˆ) > 0 , where aˆ = a1 + a2 + a3 and bˆ = b1 + b2 . Here Pn(x) =
Γ(x+ n)/Γ(x) is the Pochhammer function. Here are some 3G2 identities
3G2(a1, a2, a3 ; b1, b2)
=
Γ(a2)Γ(a3)
Γ(b1 − a1)Γ(b2 − a1) 3G2(b1 − a1, b2 − a1, bˆ− aˆ ; bˆ− aˆ+ a2, bˆ− aˆ+ a3) (E.19)
=
Γ(a2)Γ(a3)Γ(bˆ− aˆ)
Γ(b1 − a2)Γ(b2 − a1)Γ(b1 − a3) 3G2(a1, b1 − a2, b1 − a3 ; b1, bˆ− aˆ+ a1) (E.20)
=
s(b1 − a2)s(b2 − a2)
s(a1)s(a3 − a2) 3G2(a2, 1 + a2 − b1, 1 + a2 − b2 ; 1 + a2 − a3, 1 + a2 − a1)
+
s(b1 − a3)s(b2 − a3)
s(a1)s(a2 − a3) 3G2(a3, 1 + a3 − b1, 1 + a3 − b2 ; 1 + a3 − a2, 1 + a3 − a1) (E.21)
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The three-point function in both Liouville theory and the H3 model involves the function G(j)
which is defined in terms of Υb(x) by (2.13). Defining Q = b + b
−1 , the function Υb(x) has the
integral representation
ln Υb(x) =
∫ ∞
0
dt
t
(
e−2t (Q/2− x)2 − sinh
2[(Q/2− x)t]
sinh(bt) sinh(t/b)
)
(E.22)
which converges for 0 < Re(x) < Q . Note that Υb(x) satisfies
Υb(x) = Υb(Q− x) = Υb−1(x) (E.23)
Υb(x+ b) = γ(bx) b
1−2bx Υb(x) (E.24)
Υb(x+ b
−1) = γ(b−1x) b2b
−1x−1 Υb(x) (E.25)
Using these relations and (E.22) it may be shown that Υb(x) is an entire function with zeros at
x = −nb−mb−1 and x = (n+ 1)b+ (m+ 1)b−1 for n,m ∈ Z≥0 (E.26)
The following integral is employed in section 6
pi−1
∫
d2uud−1 u¯d¯−1
(
|2F1(a, b; c;u)|2 + f(a, b, c)
∣∣u1−c 2F1(1 + a− c, 1 + b− c; 2− c;u)∣∣2)
=
γ(c)
γ(a)γ(b)
Γ(d)Γ(1− c+ d)
Γ(1− d¯)Γ(c− d¯)
Γ(a− d¯)Γ(b− d¯)
Γ(1− a+ d)Γ(1− b+ d) (E.27)
where
f(a, b, c) = − γ
2(c)
(1− c)2
γ(1− a) γ(1− b)
γ(c− a) γ(c− b) (E.28)
The following integral may be used to verify the k → ∞ limit of the reflection relation (2.23)
for the wavefunctions (B.27)
(
1 + |α|2)−2j = (1− 2j)pi−1∫ d2β |α− β|−4j (1 + |β|2)−2(1−j) (E.29)
The Fourier transform of (E.29) is given by
pi−1
∫
d2x eµx−µ¯x¯
(
1 + |x|2)−2j = 2|µ|(2j−1)
Γ(2j)
K1−2j(2|µ|) (E.30)
which is required in (B.29). The following orthogonality relation for the K Bessel functions for
a, b ∈ R is used in the computation of the two-point function (B.31)∫ ∞
0
dxx−1Kia(x)Kib(x) =
pi
2a
pi
sinh(pia)
(δ(a+ b) + δ(a− b)) (E.31)
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