I. Introduction
Compound distributions gained their importance from the fact that natural factors have compound effects, as in the medical, social and logical experiments. On the other hand, many relations are being characterized as being contagious, such as bacterization. In such cases, a simple distribution is assigned to describe each factor in the complex phenomenon (or each stage in the contagious data) and combining them in one distribution called compound distribution.
CW distribution was first introduced by [1] , where she compounded Weibull distribution with gamma distribution, and by means of suitable transformations she reduced it to the F and beta distributions. [2] derived theoretical expressions for low flow distribution by CW distribution and used L-moments and probability weighted moments methods to estimate its parameters. [3] studied various properties of the CW distribution and used the ML method for estimating its parameters. [4] derived new recurrence relations satisfied by the product and single moments of the progressively type two right censored order statistics from CW distribution and its truncated form, they obtained the ML estimators and the best linear unbiased estimators of the scale and location parameters and used a simulation method to make comparison between the MSE of them.
If X is a random variable from known distribution and one of its parameters θ is considered as a random variable with a specified distribution then, we can say that X has a compound distribution [5] . The general form of the compound density function is
where ( | ) is a conditional density function depending on the parameter , which is considered as a random variable with density function ( ) that will be called the compounder distribution. The variable that has distribution function ( 1) will be symbolized by X and will be called a compound of the variable X with respect to the compounding . Relation ( 1) will be symbolized as
where the symbol is the compounding operator [6] .
This paper is organized as follows: Section 1, introduction to CW distribution. Section 2 presents properties of the CW distribution, special cases and related distributions of the CW distribution are derived, estimation of the unknown parameters of the distribution using M, ML and Bayesian methods, a simulation study is performed to investigate these estimation methods and a real data set is used to compare between Weibull and CW distributions. The conclusions are shown in Section 3.
From Weibull to Compound Weibull Distribution
In this section, the functions of the CW distribution are presented with graphical representation; probability density function (PDF), cumulative distribution function (CDF), reliability function (RF) and hazard rate function (HRF). Some of the important properties of the CW distribution are introduced; r th moment, mean, variance, skewness, kurtosis, mode and median. [1] derived the CW distribution by assuming a conditional random variable X follow the Weibull distribution, and its scale parameter follow a gamma distribution. The resulting unconditional PDF is called the CW distribution. Let the conditional random variable X follow the Weibull distribution with two parameters whose PDF is given by 
From equation (6) and Fig. 1 it is clear that, the HRF of Weibull distribution is increasing for , constant for and decreasing for This property of having a flexible hazard function, which can take a decreasing, constant or increasing shape over time, makes the Weibull distribution applicable in many fields. It is widely used distribution in reliability and lifetime data analysis such as: reliability engineering, material science, physics, chemistry, meteorology and hydrology, medicine, economics and business, biology and forestry and many other areas [7] . Let the scale parameter of the Weibull distribution with PDF given in (3) follow a gamma distribution with parameters and , then the PDF of can be written as:
Now, the can be obtained as:
with shape parameters and , and scale parameter . The above PDF (8) is the PDF of the CW distribution. The quantile function corresponding to the distribution in equation (9) is given by
The RF and HRF for the CW distribution are given respectively by ( ) Fig. 4 represents the HRF and it is clear that:
) is approximately constant function of at (3) ( ) is a unimodal shaped when This property of having a flexible hazard function, which can take a decreasing, approximately constant or unimodal shape over time, makes the CW distribution as the Weibull distribution, applicable in many fields. The r th moment of the CW distribution is given by
The mean and variance of the CW distribution are given respectively by
The skewness and kurtosis are given respectively by
The mode of the CW distribution is at the point
this mode exists only for and the median can be obtained as
Special cases and related distributions
In this subsection, special cases and related distributions to the CW distribution are presented. Burr type XII( ), compound exponential-gamma( ), compound Weibull-exponential( )and compound exponential-exponential( )distributions are all special cases of the CW distribution [1] . The CW distribution is related through variable transformations to a wide range of known distributions such as type I beta( ), type beta( ), F( )distributions [1] , Pareto type Π (a,c), exponential( ) and Burr type XII( ) distributions [3] . Some other special cases and related distributions to the CW distribution are derived. Tables 1 and 2 summarized the special cases and related distribution to the CW distribution. 
Estimation methods
In this subsection, M, ML and Bayesian methods is used to estimate the unknown parameters ( )of the CW distribution. Bayesian method is conducted using informative prior distribution and different prior distributions is used. The Bayes estimates under squared and absolute error loss functions is obtained.
1.2.1
Parameters estimation of the compound Weibull distribution using the method of moments Let ( ) be a random sample of size n from CW distribution, to apply the method of M for estimating ( ), we need to equate the population M to the corresponding sample M (20) and then, solve the three equations simultaneously for .
Numerical calculations are required to find the solution of the system of the nonlinear equation (20).
Parameters estimation of the compound Weibull distribution using the maximum likelihood method
Let ( ) be a random sample of size n from CW distribution. The likelihood function ( ) is given by
where for i=1,2,…,n, ( ) The log-likelihood function is given by
Differentiating (22) with respect to the parameters , and respectively, and equating each of the resulting equations to zero, we get
To obtain the ML estimates of the vector of parameters ( ), numerical calculations are required to find the solution of the system of the nonlinear equation (23).
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Parameters estimation of the compound Weibull distribution using Bayesian method
Assume that the vector of unknown parameters ( ) are independent, the Bayesian estimators of the parameters of the CW distribution are obtained using informative prior. Suppose that, there are different prior distributions; case 1 in which and follow gamma distribution, case 2 in which follows exponential distribution and , follow gamma distribution. The posterior distributions, Bayes estimators under squared error loss and absolute error loss functions for the parameters under each prior will be obtained.
First case
Let each of , and follow one parameter gamma ( ) distribution, respectively, then the prior distribution for each parameters can be written as follows
The joint prior density function of the independent parameters and can be obtained from equation (24) as
then the joint posterior probability density function of given can be obtained from equation (21) and (25) as
where A is a normalizing constant that is
The B1sq estimators can be obtained by taking the mean of the equation (26). Case 1 of the Bayesian estimators under absolute error loss function (B1abs) can be obtained by taking the median of (26). MCMC technique is used to find the Bayesian estimates of numerically.
Second case
Let follow an exponential distribution with parameter , and each one of the two parameters , follow a one parameter gamma distribution with parameter , respectively, then the prior distribution for each of the parameters can be written as follows
Therefore, the joint prior density function of the independent parameters can be obtained from equation (28) as
then the joint posterior probability density function of given can be obtained from equation (21) and (29) as
where B is a normalizing constant as
Case 2 of Bayesian estimators under squared error loss function (B2sq)can be obtained by taking the mean of the equation (30). The Bayesian estimators case 2 under absolute error loss function (B2abs) can be obtained by taking the median of (30). MCMC technique is used to find the Bayesian estimates of numerically.
Simulation study
In this subsection, simulation study and results are presented. Simulation study have been performed to obtain the estimates presented in (2.2) subsection. This simulation was performed for different sample size n=30, 50, 100. Each sample size is repeated 1000 times. For 1000 replications, the estimated MSE, bias and Variance (Var) of the estimates are calculated for each method. The results are shown in Table 3 . It is observed from Table 3 that: the MSE of ̂ ̂ and ̂ are decreasing when n is increasing using the ML and Bayesian methods. The MSE of ̂ ̂and ̂a re increasing when n is increasing using Mmethod. The best estimation method is B1sq, when the prior distribution of the parameters are gamma distribution, under squared error loss function, since the MSE of the estimators are approximately the smallest between all estimation methods. Bayes estimators under case 1, when the prior distribution of the parameters are gamma distribution have smaller MSE's than case 2, when follows exponential distribution and , follow gamma distribution. Bayesian estimators under squared error loss function is better than Bayesian estimators under absolute error loss function.
Application
In this subsection, a real data set is used to compare between Weibull and CW distributions. [8] assumed that, the lifetime of breakdown voltages of electrical cable insulation is follow Weibull distribution. She described data at 34 kilovolts and the length of time (in minutes) until breakdown was recorded. The data set with n=19 is: 0. Table 4 . From Table 4 , we observe that the CW distribution has the lowest K-S test statistic, AIC, BIC and CAIC values compared with Weibull distribution. In this regard, the CW distribution provides better fit for this data set than the Weibull distribution. Thus, we may conclude that, the CW distribution could fit the lifetime data better than the Weibull distribution.
II. Conclusion
In this paper, properties of the CW distribution are studied with graphical representations. The HRF shape of the distribution decreasing at , approximately constant at and unimodal at which allows this distribution to fit different types of lifetime data. Special cases and related distributions to the CW distribution are derived. Different estimation methods are used. We find that the B1sq is the best estimation method to estimate the unknown parameters of the CW distribution. Bayesian estimators under squared error loss function is better than Bayesian estimators under absolute error loss function. An application on electrical cable insulation give a reliable evidence that the CW distribution provides a better fit than Weibull distribution.
