Introduction
============

To learn about the environment and interact adaptively with it, humans need to extract regularities from the incoming sensory signals and make sense of them. This perceptual inference takes place continuously, even without awareness ([@bib78]; [@bib83]; [@bib11]; [@bib73]), with contributions from all levels of sensory and cognitive processing. In vision, the grouping of elements is based on the extraction of regularities such as collinearity, orientation, or proximity ([@bib102]; [@bib50]), properties to which neurons in low-level stages, such as V1--V3, are selectively responsive (e.g., orientation---[@bib40]; [@bib104]; collinearity---[@bib49]). Higher stages appear to be involved in the recognition of arrangements of features that constitute different objects and in their association to particular semantic concepts ([@bib13]; [@bib96]; [@bib76]; [@bib46], [@bib45]; [@bib30]; [@bib89]; [@bib98]; [@bib5]; [@bib29]). However, it is not clear how the information extracted at each processing stage influences activity at successive or antecedent levels.

Stages in the visual processing of scenes, involved in processes such as figure--ground segregation and object recognition, are hypothesized to interact with each other through recursive loops of top-down and bottom-up signals ([@bib34]; [@bib43]; [@bib55]; [@bib54]; [@bib30]), mediated in the brain by forward and backward connections between different visual areas ([@bib80], [@bib81]; [@bib23]). Top-down signals can help to disambiguate percepts and make the processing in lower areas more efficient, either by reducing the activity that is inconsistent with the high-level interpretation or by enhancing the activity of populations encoding percepts efficiently or more sparsely ([@bib64]; [@bib43]; [@bib35]; [@bib77]; [@bib25]). In a hierarchical system in which top-down signals originate in several levels, the signal from each functionally specialized level may represent different aspects of the visual input. In this scenario, all top-down influences may complement each other to optimize processing in lower areas.

Single-unit recordings in macaques' V1 have shown that the response rate of a neuron increases when an oriented stimulus presented within its receptive field is accompanied by a second collinear stimulus in the surround of its classical receptive field, while the same oriented stimulus presented orthogonal to the main axis will produce inhibition or at least less facilitation ([@bib49]). Responses in V1 are stronger when the same texture is part of a figure than when it is part of the background ([@bib53]). Given the latencies of these stronger evoked responses, this process is thought to be mediated by excitatory top-down influences.

Evidence obtained using functional magnetic resonance imaging (fMRI) has shown that objects activate intermediate areas (such as V3A, V4, and the lateral occipital complex \[LOC\]) more strongly than do scrambled images ([@bib57]; [@bib33]) and that real objects cause stronger activations than nonreal objects in high-level areas such as the middle occipital, inferior temporal, middle temporal, fusiform, and inferior frontal cortex ([@bib76]; [@bib30]; [@bib98]). Activations are also higher in the precuneus, medial parietal cortex and fusiform gyrus, when the same visual pattern is recognized as a meaningful image compared with when it is not ([@bib16]; [@bib47]; [@bib3]; [@bib59]). This suggests that higher visual areas are recruited if high-order regularities can be extracted from stimuli (i.e., objects vs. scrambled objects; meaningless objects vs. meaningful objects). In areas V1, V2, and V3, it has been demonstrated that colinear lines cause higher activations than randomly orientated lines (this effect was even larger in the LOC) ([@bib2]; [@bib51]; [@bib9]) and that responses are enhanced when forms have a global coherence (i.e., responses are higher when a group of visual features are organized into a coherent global shape but not when they lose this global arrangement because of reorientation or sequential, instead of simultaneous, presentation; [@bib4]; [@bib61]). Again, these effects are probably mediated by top-down signals, given that the local information in the stimuli is the same.

In contrast, higher activations have also been shown in V1 with a random arrangement of lines compared with closed shapes ([@bib65]; [@bib17]) and with incoherent motion compared with coherent motion ([@bib60]; [@bib36]), effects also thought to be mediated by top-down mechanisms. Furthermore, [@bib21] have shown in V1 a reciprocal pattern of increased higher level and decreased lower level activity as a function of perceived coherence of identical moving patterns. These results showing higher activations in lower visual areas with less coherent patterns are in agreement with a predictive coding theory of cortical processing, in which higher level areas send top-down signals to lower ones and the system aims to reduce the mismatch between top-down signals and the bottom-up inputs ([@bib64]; [@bib77]; [@bib25]).

The evidence from lower areas presented above, which seems at first contradictory, could be reconciled if it is considered that top-down signals aim to reduce the mismatch between the sensory input and the high-level interpretation, and also mediate the enhancement of the activity of populations that are coding the percepts more efficiently.

In summary, images that contain recognizable patterns, such as global structure or previously observed objects, cause greater activations in higher visual areas specialized in processing the recognizable feature. The ensuing signals can then be sent to yet higher ones for processing of higher order attributes of the scene, but they can also be sent back to lower levels, to help "disambiguate" the sensory input. These top-down signals are often thought of as constraints or empirical priors, which optimize inference at lower levels. If top-down and bottom-up signals influence activity in different visual areas, one might expect to see that coherence in the images increases the coupling (i.e., the influence activity in one region exerts over activity in another; [@bib24]) between the brain areas that are critical for perceptual inference. Top-down effects have been shown with connectivity analysis in previous neuroimaging studies, hypothesizing that these effects are critical for perceptual inference and that could contribute to the disambiguation of sensory inputs ([@bib5]; [@bib94]; [@bib52]; [@bib18]). Effective connectivity analyses, such as dynamic causal modeling (DCM), aim to estimate and make inferences about the coupling between brain areas and how this coupling is influenced by experimental manipulations ([@bib26]). Models of effective connectivity are appropriate for situations where there is a priori knowledge and experimental control over the system of study ([@bib24]; [@bib26]). It is therefore possible to apply this approach to the study of the brain by modeling interactions among neural populations using neuroimaging methods: time series obtained with fMRI or magnetoencephalography. The advantage of DCM is that it makes use of the temporal information contained in fMRI data, allowing us to make inferences about the causal relationships of activity patterns in different brain areas ([@bib26]).

Knowing where signals originate and which areas they target should help us understand the role of top-down and bottom-up mechanisms involved in the perception of visual forms. With this in mind, we wanted to investigate if top-down signals come from more than one higher area, and whether they are functionally inhibitory or excitatory.

To answer these questions, we performed an fMRI experiment where subjects were presented with 3 different sorts of images and were asked to perform a symmetry judgment task (to ensure attention to the global configuration and figure--ground segregation without recognition-related judgments; see Methods; [@bib37]; [@bib19]). The stimuli consisted of oriented lines grouped together to produce different levels of recognizable patterns. In the first condition (noncollinear), some lines were oriented differently from the background, forming a nonsense figure that could be segregated from the background lines ([Fig. 1](#fig1){ref-type="fig"}). In the second (meaningless), the differently oriented lines were collinear, lending the images a recognizable regularity (i.e., collinearity) even though they were still nonsense objects ([Fig. 1](#fig1){ref-type="fig"}). In the third group (meaningful), the lines were collinear but also represented objects such as a pram or a Christmas tree ([Fig. 1](#fig1){ref-type="fig"}), allowing subjects to associate the figures in them with semantic concepts. We expected that collinear and meaningful images would engage higher visual areas more than noncollinear, meaningless images, resulting in a differential increase in blood oxygen level--dependent (BOLD) signal. These areas could send outputs to even higher visual areas for further processing and to lower ones to optimize low-level processing. We anticipated an increase in the connectivity between higher and lower areas when collinearity or meaning is present in the stimuli. An analysis of coupling between different areas, using DCM, was performed to test this hypothesis.

![Examples of the stimuli used in the experiment. There were 3 sorts of stimuli: MF, ML, and NC. Stimuli in each condition were composed of 313 oriented white lines presented against a gray background. Each stimulus was presented for 500 ms, and subjects had to judge if the figures were symmetrical or asymmetrical (see Methods for details). Oriented lines that constituted the figures are shown as thick gray lines for schematic purposes; in the experiment all the lines were white.](cercorbhq122f01_ht){#fig1}

Methods
=======

Stimuli and Experimental Design
-------------------------------

Seventeen subjects participated in the study. All had normal or corrected-to-normal vision, were at least 18 years old, and had no history of neurological or psychiatric disorders. They all gave informed written consent to participate in the study, in accordance with the Declaration of Helsinki and with the approval of the Ethics Committee of the National Hospital for Neurology and Neurosurgery, London, United Kingdom. One subject was excluded due to problems with recording the button presses and 2 others were excluded because they fell asleep during the experiment. The results from 14 subjects (10 male, mean age = 28.5 years \[range 23--40\], 2 left handed) were analyzed and are reported here.

The stimuli were visual images consisting of a rectangular area (5° vertical and horizontal) filled with 313 oriented white lines against a gray background. They were projected using an LCD projector onto a screen located at a distance of 60 cm, which subjects viewed through an angled mirror. There were 3 stimulus conditions: collinear-meaningful (MF), collinear-meaningless (ML), and noncollinear-meaningless (NC), each of which comprised 70 individual images. For the MF condition, some of the lines were reoriented and made collinear to form abstract representations of meaningful objects ([Fig. 1](#fig1){ref-type="fig"}). In the ML condition, lines were collinear but represented figures with no meaning ([Fig. 1](#fig1){ref-type="fig"}). Stimuli in the ML and MF groups were matched to have the same number of straight and round components, and the same symmetry in the vertical, horizontal, and diagonal axes. An analysis of the spatial frequency components showed no significant differences in the power spectrum between both groups of stimuli (*P* \< 0.05, corrected). Stimuli for the NC condition were generated by recombining the lines (keeping their orientation constant) of all the stimuli of MF and ML into new NC figures, maintaining 1) the mean change in orientation for each position, 2) the mean number of lines oriented differently from the background, and 3) the symmetry of the figures. On average, there were 33.31 ± 1.33 standard error of mean lines per image oriented differently from the background in the MF group, 32.13 ± 1.26 in the ML and 32.74 ± 2.36 in the NC.

Due to the abstract appearance of the stimuli and to differences between individual subjects in interpreting them, stimuli were classified prior to scanning by a different group of subjects, and only those stimuli that were recognized as meaningful more than 70% of the time, and meaningless less than 30%, were included in the MF condition. The opposite criteria were adopted to include stimuli in conditions ML and NC. After the scanning, subjects were asked to judge the figures as "meaningful" or "meaningless" in a 2-alternative forced-choice (2-AFC) task (see Results), the whole set of stimuli being presented over 2 sessions, with the same presentation and interstimulus time used during the scanning period.

Subjects participated in 4 scanning runs of 8--10 min each. The whole set of 210 stimuli (70 per condition) was presented twice: once in the first 2 runs and for a second time in the following 2 runs. The order of stimuli was counterbalanced across runs and subjects. The flicker of a red central fixation cross indicated the beginning of each trial. After a fixation period of 2--2.7 s, a stimulus was presented for 500 ms. Subjects' task was to determine, in 2-AFC task, if the stimulus was symmetric or asymmetric across the vertical axis. The task was chosen to ensure subjects paid attention to the whole image and separated the figures from the background, without making any semantic evaluation. Similar symmetry judgment tasks have been used before to ensure configural processing without explicit semantic elaboration ([@bib37]; [@bib19]). Subjects were instructed to answer as fast as possible, without compromising accuracy, by pressing a button with their right or left hand. The hand used to respond "symmetric" and "asymmetric" switched between runs, the order counterbalanced across subjects. As soon as subjects made a response the fixation cross flickered, indicating the beginning of a new trial. If no response was made after 7 s, the next trial started automatically. Each condition had the same amount of symmetric and asymmetric figures. In each session, there were 20--40 null events. Since the main purpose of the symmetry judgment task was to ensure attention to the stimuli and efficient figure--ground segregation, but not its analysis, the symmetric and asymmetric images within each form group are not equated for low-level features (note that groups of forms are equated for low-level features, but within a given form group, symmetric and asymmetric images are not). In particular, the orientation of the given lines with respect to the background, and the number of lines oriented differently from the background orientation, will be unequal between symmetric and asymmetric images. Therefore, we did not analyze the effect of symmetry on the brain activity since any result obtained from this analysis could not be uniquely interpreted in terms of this variable.

Before the experimental sessions, subjects performed a practice session inside the scanner with a set of 30 stimuli (different from those used in the experiment), to get used to the scanning environment and the task.

All stimuli were designed and displayed using Matlab v6.5 (Mathworks Inc.) and Cogent ([www.vislab.ucl.ac.uk](www.vislab.ucl.ac.uk)).

Eye Movements
-------------

To demonstrate that there were no differences in eye movements between conditions, we conducted a separate experiment outside the scanner. Six different subjects took part in 2 experimental sessions, where the whole set of 210 stimuli (70 per condition) was presented once. The experiment had exactly the same design as during scanning, where subjects had to decide, in a 2-AFC task, if the figures were symmetric or asymmetric. Eye movements were measured with an ASL 5000 eyetracker system (Applied Science Laboratories) with an infrared pan-tilt camera. The percentage of eye movements bigger than 0.5° from fixation was 15.5 ± 6.1% for MF, 18.8 ± 8.7% for ML, and 14.2 ± 5.8% for NC, with no significant differences between conditions (*F*~2,10~ = 1.79, *P* = 0.21\].

Imaging
-------

BOLD contrast--weighted echoplanar images were acquired with a 3T Siemens ALLEGRA scanner fitted with a head coil. Each volume comprised 38 axial slices of 2-mm thickness and 1-mm gaps, with an in-plane resolution of 3 × 3 mm^2^, covering the whole brain with a repetition time (TR) of 2.47 s. The first 5 volumes of each scanning run were discarded to allow for T1 equilibration effects. Images were preprocessed and analyzed using SPM5 (<http://www.fil.ion.ucl.ac.uk/spm>). They were realigned to the first volume of the first experimental session, resliced to a final voxel resolution of 3 × 3 × 3 mm^3^, normalized to the Montreal Neurological Institute (MNI) reference brain in Talairach space, and smoothed spatially with a Gaussian kernel of 8-mm full width at half maximum. All coordinates are in MNI space. In all figures, the right hemisphere is shown on the right-hand side of the image.

Main Analysis
-------------

The experiment was designed in an event-related manner with a total of 3 different conditions: MF, ML, and NC. For every condition, each stimulus presentation was modeled as a stick function (a boxcar of duration 1/16th of the TR), convolved with SPM5\'s canonical hemodynamic response function, and entered into a multiple regression analysis to generate parameter estimates for each regressor at every voxel. The natural logarithm of the reaction times (RTs), for each stimulus presentation, was included as a first-order parametric effect of no interest for each experimental condition (see Results). Null events were modeled in a separate regressor, with the onset being specified at the time the fixation period finished. Head movement parameters, obtained during the realignment step, and the subjects' button presses were included in the analysis as events of no interest. Data were high-pass filtered with a low-frequency cutoff of 1/128 Hz to remove low-frequency signal drifts. Contrast images were created for each subject and entered separately into voxel-wise 1-sample *t*-tests (individual contrasts: \[MF--ML\], \[ML--NC\], \[ML--MF\], \[NC--ML\]; Figs 3 and 4) or one-way analyses of variance (ANOVAs) (conjunction analysis; [Fig. 2](#fig2){ref-type="fig"}), in a random effects analysis ([@bib69]), for inference at the between-subject level. Conjunction analyses were performed testing the "conjunction null" hypothesis.

![Areas commonly activated by all visual stimuli. The figure shows SPMs obtained with a conjunction analysis (conjunction null) for (MF^∧^ML^∧^NC). All activations are shown at a threshold of *P* \< 0.001, uncorrected, for display purposes, but only those significant at *P* \< 0.05, corrected, are discussed in the text. See [Supplementary Figure 1](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1) for a color version of this figure.](cercorbhq122f02_ht){#fig2}

If not indicated otherwise, statistical parametric maps (SPMs) are shown and summarized in tables at a threshold of *P* \< 0.001, uncorrected for multiple comparisons, for display purposes, but activations are discussed only if they survive whole-brain correction for multiple comparisons at *P* \< 0.05 or a small volume correction (SVC) if we had a strong anatomical hypothesis (i.e., regions previously known to be involved in the processing of visual objects). The SVC procedure, as implemented in SPM5, allows results to be corrected for multiple nonindependent comparisons within a defined region of interest (ROI). In all cases, the SVC was applied for the activation peak for an aspheric volume of, at least, 8-mm radius from the contrast maxima.

Dynamic Causal Modeling
-----------------------

To test for changes in connectivity between brain areas under the different experimental conditions, we performed an effective connectivity analysis using DCM ([@bib26]), as implemented in SPM5. DCM makes use of the temporal information contained in fMRI data, allowing one to make inferences about the causal relationships of activity patterns between different brain areas ([@bib26]). Given a set of regional responses and connections, DCM models the activity at the neuronal level and transforms it into area-specific BOLD signals using a hemodynamic model of fMRI measurements. Hemodynamic and coupling parameters are estimated using a Bayesian estimation scheme, such that the BOLD signals obtained with the joint forward model are as similar as possible to the observed BOLD responses ([@bib26]; [@bib63]).

Three kinds of coupling parameters are estimated in DCM: 1) direct, extrinsic inputs to the system (i.e., the effect of all visual stimuli); 2) "intrinsic" or "fixed" connections that couple neuronal states between regions (i.e., the connectivity strength between areas); and 3) modulatory parameters that model the changes in fixed connectivity induced by the experimental manipulations (i.e., the additive change a certain manipulation, like collinearity, has on the strength of a connection). The parameters describe the speed at which the neural population response changes, which has an exponential decay nature ([@bib71]; [@bib92]; [@bib91]). Therefore, parameters correspond to rate constants of the modeled neurophysiological processes with units in Hertz.

Time series were extracted from 4 ROIs in the left hemisphere (see Results): medial middle occipital (mMO), lateral middle occipital (lMO), posterior inferior temporal (pIT), and inferior temporal/fusiform gyrus (IT/F). Subject-specific time series for each ROI were extracted as the principal eigenvariate of the responses across all sessions. For each subject, each ROI was based on anatomical and functional criteria. First, the centers of each ROI were determined as the maxima in subject-specific SPMs testing for the appropriate effects, within 25 mm of the group maximum for that particular contrast and ROI. The maxima for mMO were identified using the contrast \[ML--MF\], for lMO and pIT using the contrast \[ML--NC\], and for IT/F with the contrast \[MF--ML\]. As a summary time series, the first eigenvector was computed across all voxels that were above the indicated peak threshold ([Supplementary Table 1](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1)) for an *F*-test of all the conditions of interest within a 6-mm-radius sphere centered on the maxima for each subject (with the exception of S6 where a 3-mm-radius sphere was used for areas mMO and lMO to avoid overlap between the voxels of each area). For each subject and each ROI, the highest possible peak threshold was used (0.05 Bonferroni corrected, or 0.001, 0.005, 0.002, 0.01, and 0.05, uncorrected) to extract the first eigenvector from the most significantly active voxels. The average number of voxels for each ROI was 38.2 ± 10.4 for mMO, 55.6 ± 10.4 for lMO, 86.1 ± 9.9 for pIT, and 65.0 ± 11.8 for IT/F. [Supplementary Table 1](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1) also shows the coordinates of each ROI for each participant.

We modeled as inputs all the visual presentations (a single variable covering all trials from conditions NC, ML, and MF), entering the DCM through areas mMO and lMO. There were 2 modulatory influences: "collinearity," which included conditions ML and MF, and "meaning," which included only condition MF. These modulatory parameters were allowed to affect every connection.

For each subject, 4 models were specified ([Fig. 5*B*](#fig5){ref-type="fig"}) and estimated separately. To choose the optimal model given our data, we used Bayesian model selection, which takes into account the relative fit and complexity (number of free parameters) of competing models ([@bib70]). This entails a comparison of the model evidence, which can be considered as a normalization constant for the product of the likelihood of the data and the prior probability of the parameters. Bayesian model comparison was performed by calculating, separately for each subject, the free energy (negative log evidence) for each of the 4 models. The log evidences were then pooled across subjects for each model. A model with a larger evidence (log evidence) is considered better. Note that a difference in log evidence of 3 between 2 models represents strong evidence in favor of the first model (i.e., odds of 20 to 1) ([@bib70]). The 4 models differed on the presence or absence of a lateral connection between regions in the first level (i.e., between middle occipital areas; see Results), and a connection between the first and third levels (i.e. between middle occipital and the IT/F; see Results). These 2 connections were considered as different factors in a 2 × 2 repeated measures ANOVA of the log evidences over subjects to evaluate their contribution to the models and to inform the selection of the best model.

Based on the Bayesian model comparison results, a model was chosen, and parameters for the inputs, fixed connections, and modulations were obtained for each subject and were used to make statistical inferences at the group level with 1-sample *t*-tests. DCM was performed using SPM5 software. Analysis of the coupling parameters at the group level was performed using MATLAB 6.1 and SPSS 14.0.

Results
=======

Behavioral Data
---------------

Subjects participated in 4 scanning sessions during which stimuli containing NC, ML, and MF stimuli were shown for 500 ms. After each presentation, subjects had to determine, in a 2-AFC task, if the figures in the image were symmetric or asymmetric across the vertical axis. This task was selected to ensure that subjects were attending to the images, evaluating them as a whole and grouping the lines perceptually. Mean accuracy in the task was 79.49 ± 1.39% for MF, 77.04 ± 1.55% for ML, and 78.52 ± 1.93% for NC, with no significant difference between conditions (*F*~2,26~ = 1.85, *P* = 0.176). Average RTs were 1105 ± 69 ms for MF, 1083 ± 61 ms for ML, and 1168 ± 72 ms for NC. A 1-way repeated measures ANOVA revealed a significant effect of condition (MF, ML, and NC) on the RT (*F*~2,26~ = 15.83, *P* \< 0.001). Individual contrasts indicated that RTs are significantly higher for condition NC compared with MF and ML (\[MF--NC\]: *F*~1,13~ = 19.83, *P* \< 0.001; \[ML--NC\]: *F*~1,13~ = 18.47, *P* \< 0.001), but there was no significant difference between MF and ML (\[MF--ML\]: *F*~1,13~ = 3.24, *P* = 0.095). This suggests that NC stimuli were more difficult to judge. Due to these differences in RT between conditions, we included the log RT as confounding effect in our statistical models.

Imaging Results
---------------

### Conjunction Analysis

We first identified brain regions significantly active under the 3 experimental conditions. All conditions are made of oriented lines with equaled low-level manipulations (see Methods). From each of these images, the figure embedded needs to be segregated from the background, and the sensory input will presumably be matched with some store representation (even when this was not the task). All images will therefore share, up to a certain level, a common neural representation. To identify this, a conjunction analysis (conjunction null hypothesis) was performed at the second (between-subject) level ([@bib27]). Contrast images were generated for each condition and each subject, and entered into a one-way ANOVA with 3 levels (MF, ML, and NC). We found a significant conjunction (i.e., the minimum *t*-value was significant at *P* \< 0.05, corrected) in the inferior and medial occipital cortex dorsally, extending to the ventral occipitotemporal cortex and the anterior fusiform gyrus ([Fig. 2](#fig2){ref-type="fig"} and [Supplementary Fig. 1](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1); [Table 1](#tbl1){ref-type="table"}). This is consistent with previous studies of object and form processing ([@bib57]; [@bib48]; [@bib76]; [@bib32], [@bib33]; [@bib46]; [@bib30]). We also observed significant conjunctions (*P* \< 0.05, whole-brain corrected; [Fig. 2](#fig2){ref-type="fig"} and [Supplementary Fig. 1](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1); [Table 1](#tbl1){ref-type="table"}), in the anterior part of the insula (bilaterally), left cerebellum, right thalamus, and right inferior frontal gyrus (however, all these activations are bilaterally significant at *P* \< 0.001; see [Fig. 2](#fig2){ref-type="fig"} and [Supplementary Fig. 1](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1)). These results are to be expected when subjects are engaged in a demanding visual task ([@bib31]; [@bib72]; [@bib56]). A conjunction analysis (conjunction null hypothesis; [Supplementary Fig. 2](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1)) of all the parametric modulators of the form regressors shows activations in areas such as the anterior insular cortex, the supramarginal gyrus, and regions in the frontal lobe, known to be involved in cognitive control tasks ([@bib38]; [@bib7]; [@bib12]), demonstrating that this covariate successfully removes any difficulty-related activity. In addition, there was no significant difference (*P* \< 0.001, uncorrected) between any of the parametric modulators, suggesting that there is no difference in the strategy used to solve the task in each condition.

###### 

Significant conjunction (MF^∧^ML^∧^NC)

  Side   Brain areas                                 *Z*-score   *x*   *y*   *z*
  ------ ------------------------------------------- ----------- ----- ----- -----
  R      Posterior fusiform gyrus                    7.93        34    −68   −8
  L      Anterior fusiform gyrus                     7.16        −38   −46   −18
  R      Middle occipital cortex                     7.55        32    −90   0
  L      Middle occipital cortex                     7.16        −30   −98   4
  L      Cerebellum                                  5.96        −6    −72   −18
  R      Inferior frontal gyrus (pars opercularis)   5.00        50    10    24
  R      Thalamus                                    4.99        10    −14   −6
  L      Insula                                      4.96        −40   10    4
  R      Insula                                      4.90        30    24    −4

Note: All peaks at *P* \< 0.05, whole-brain corrected.

### Individual Contrasts

When evaluating the effect of meaning with the contrast \[MF--ML\], we observed significant activations (*P* \< 0.05, SVC) in anterior fusiform gyrus and inferior temporal gyrus (bilaterally, [Fig. 3](#fig3){ref-type="fig"} and [Supplementary Fig. 3*B*,*C*,*D*](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1); [Table 2](#tbl2){ref-type="table"}). This contrast not only showed significant activations (*P* \< 0.05, SVC) in visual areas but also in bilateral inferior frontal gyrus (pars opercularis) and hippocampus, left anterior inferior temporal gyrus, right inferior frontal gyrus (pars triangularis), and left inferior parietal lobule (bilaterally in the last 2 regions at *P* \< 0.005, uncorrected; data not shown). These results replicate the results of previous studies that compared real and nonreal objects ([@bib76]; [@bib30]; [@bib98]). The \[ML--NC\] contrast testing for the effect of collinearity revealed significant activations (*P* \< 0.05, SVC) in bilateral pIT gyrus, fusiform gyrus, and parietal lobule ([Fig. 3](#fig3){ref-type="fig"} and [Supplementary Fig. 3*A*--*D*](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1); [Table 2](#tbl2){ref-type="table"}). Collinearity also has an effect in lower visual areas located in the middle occipital cortex ([Fig. 3](#fig3){ref-type="fig"} and [Supplementary Fig. 3*A*,*B*](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1), blue clusters; [Table 2](#tbl2){ref-type="table"}), where we did not observe any significant effect of meaning in the stimuli.

###### 

Activations and deactivations in response to "collinearity" and "meaning"

  Side                                            Brain areas                                  Z-score                                  *x*   *y*    *z*
  ----------------------------------------------- -------------------------------------------- ---------------------------------------- ----- ------ -----
  Activation effect of meaning: MF \> ML                                                                                                             
      R                                           Anterior fusiform gyrus                      4.69[\*](#tblfn1){ref-type="table-fn"}   42    −38    −22
      L                                           Anterior fusiform gyrus                      3.74                                     −28   −40    −20
      L                                           Posterior IT/F                               4.13[\*](#tblfn1){ref-type="table-fn"}   −48   −56    −14
      R                                           Posterior inferior temporal gyrus            3.40                                     52    −66    −20
      L                                           Anterior inferior temporal gyrus             4.08                                     −64   −34    −16
      R                                           Middle temporal gyrus                        3.38                                     56    −50    −4
      R                                           Hippocampus                                  3.76                                     20    −2     −26
      L                                           Hippocampus                                  3.44                                     −24   −8     −22
      L                                           Inferior frontal gyrus (pars opercularis)    3.61                                     −36   12     32
      R                                           Inferior frontal gyrus (pars opercularis)    3.49                                     32    10     28
      R                                           Inferior frontal gyrus (pars triangularis)   3.60                                     50    30     16
      L                                           Inferior parietal lobule                     3.38                                     −44   −80    26
  Activation effect of collinearity: ML \> NC                                                                                                        
      L                                           Posterior inferior temporal gyrus            4.79                                     −46   −72    −14
      R                                           Posterior inferior temporal gyrus            3.63                                     52    −70    −14
      R                                           Anterior fusiform gyrus                      4.40                                     30    −40    −16
      L                                           Fusiform gyrus                               4.14                                     −32   −50    −20
      L                                           Middle occipital cortex                      4.09                                     −32   −92    18
      R                                           Middle occipital cortex                      4.02                                     30    −88    16
      L                                           Middle occipital cortex                      3.54                                     −36   −94    0
      R                                           Superior parietal lobule                     4.02                                     32    −60    64
      R                                           Precuneus                                    3.58                                     4     −68    54
      L                                           Inferior parietal lobule                     3.37                                     −46   −80    22
  Deactivation effect of meaning: ML \> MF                                                                                                           
      L                                           Middle/superior occipital gyrus              4.88                                     −22   −98    18
  Deactivation effect of collinearity: NC \> ML                                                                                                      
      R                                           Superior occipital cortex                    4.15                                     10    −102   18
      L                                           Superior occipital cortex                    3.71                                     −10   −104   12
      L                                           V1/V2                                        4.06                                     −8    −94    10
      L                                           V1/V2                                        4.03                                     −8    −82    −12

Note: All voxels significantly active at *P* 0.001 (uncorrected) and *P*\< 0.05 (SVC for the activation peak within a sphere of, at least, 8-mm radius). Only those voxels in which we had a prior hypothesis to do an SVC are included.

Significant at cluster-level *P* \< 0.05, whole-brain corrected.

![Clusters activated by "collinearity" and "meaning." Suprathreshold regions obtained with the contrast \[MF--ML\] are shown in white and those identified by the contrast \[ML--NC\] in dark gray. Regions commonly activated are shown in light gray. SPMs are displayed on coronal (*A* and *E*), sagittal (*B* and *D*), and transversal (*C*) slices, and show activations in middle occipital cortex (*A* and *B*), anterior fusiform gyrus (*B* and *C*), pIT gyrus (PIT; *C* and *D*), parietal lobule (*D*), and inferior frontal gyrus (*E*). All activations are shown at a threshold of *P* \< 0.001, uncorrected, for display purposes, but only those significant at *P* \< 0.05 (Bonferroni or SVC if a strong prior hypothesis) are discussed in the text. See [Supplementary Figure 3](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1) for a color version of this figure.](cercorbhq122f03_ht){#fig3}

In summary, 2 clusters of activation were observed in the ventral occipitotemporal cortex for collinearity and meaning, but those elicited by the former were in a more posterior location than those elicited by the latter ([Fig. 3](#fig3){ref-type="fig"} and [Supplementary Fig. 3*B--D*](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1)). There is an overlap between both effects in the right anterior fusiform gyrus. These results show that more recognizable stimuli evoke stronger activations in more anterior areas compared with less recognizable ones. If each activated area sends an inhibitory signal to lower areas, we would expect to see posterior visual areas to be more active for NC than ML, and for ML than MF. This is what we observed ([Fig. 4](#fig4){ref-type="fig"} and [Supplementary Fig. 4](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1)). Areas V1/V2, both in the dorsal and the ventral portion, are more active for NC than for ML ([Fig. 4](#fig4){ref-type="fig"} and [Supplementary Fig. 4](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1), \[NC--ML\], visual areas 17/18; *P* \< 0.05, SVC; [Supplementary Fig. 5](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1)). When we tested the contrast \[ML--MF\], to identify areas relatively deactivated by meaning, we observed significant effects in the left middle occipital cortex ([Fig. 4](#fig4){ref-type="fig"} and [Supplementary Fig. 4](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1), *P* \< 0.05, corrected), which were bilateral at a lower threshold (*P* \< 0.005, [Supplementary Fig. 6](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1)). It is important to point out that these results show relative deactivation (i.e. areas less active for MF than for ML stimuli) but not necessarily BOLD signal levels below those of baseline. As shown in [Figure 4](#fig4){ref-type="fig"} and [Supplementary Figure 4](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1), significant clusters are more posteriorly located for the contrast \[NC--ML\] than for \[ML--MF\]. The coordinates of the activations seen with the contrasts \[NC--ML\] and \[ML--MF\] are shown in [Table 2](#tbl2){ref-type="table"}.

![Deactivations by "collinearity" and "meaning" in early visual areas. Suprathreshold regions obtained with the contrast \[ML--MF\] are shown in white, and those obtained with the contrast \[NC--ML\] are shown in gray. SPMs are displayed on coronal and sagittal slices, showing clusters in the middle occipital cortex (orange) and V1/V2 (blue). The label of V1/V2 was given using the calcarine sulcus as a landmark and the Anatomy toolbox in SPM ([@bib20]). All activations are shown at a threshold of *P* \< 0.001, uncorrected. See [Supplementary Figure 4](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1) for a color version of this figure.](cercorbhq122f04_ht){#fig4}

In summary, conventional SPM analyses have shown that stimuli with recognizable high-order patterns cause greater activations in higher, more anterior visual areas. In contrast, when the images contain more random unrecognizable arrangements, activations are greater in posterior visual areas. This occurs at different levels of the visual processing---ML elicit more anterior activations than NC, and MF yet more anterior ones than ML. Furthermore, NC activates posterior regions more strongly than ML, and ML activates more posterior regions than MF. There is thus a posterior to anterior axis of increased activation with more coherent patterns, and an anterior to posterior axis of stronger deactivation. These results are consistent with the hypothesis that coherent stimuli recruit higher (anterior) visual areas that then send messages to lower (posterior) areas. If this signal matches the input, the result will be a more efficient coding in lower sensory cortices and a concomitant decrease in activation. Under this hypothesis, the decrease in posterior responses is due to top-down signals. Therefore, with an effective connectivity analysis, which studies the effects that one neural system has over another ([@bib24]), we should see a negative coupling with coherent stimuli; that is, a stronger negative coupling between regions will be the result of higher visual areas reducing activity in lower areas through top-down effects when the high-level predictions match the sensory inputs.

In contrast, if the top-down signals target neuronal populations encoding relevant stimulus features, the coupling between higher and lower visual areas should be positive because the top-down effect will be increasing the overall activity of the lower visual area (or relevant units).

Effective Connectivity Analysis---DCM
-------------------------------------

To distinguish between these alternatives, we carried out an effective connectivity analysis using DCM. The aim of this kind of analysis is to estimate and make inferences about the coupling between brain areas, and how this coupling is influenced by experimental manipulations ([@bib26]). The advantage of DCM over other methods of connectivity analysis is that it makes use of the temporal information contained in fMRI data, allowing us to make inferences about the causal relationships of activity patterns in different brain areas ([@bib26]). This means that if we see an increase in connectivity from region A to region B, we can say not only that there is a correlation between the activity in both regions but, since this analysis is causal, also that an increase in activity in A causes the increase in B and not the other way around. The goal of this analysis was to see whether there is a top-down modulation when stimuli have high-order attributes compared with when they do not. Our specific aim was to investigate if top-down signals could arise from one or more "higher" areas, and if they are predominantly inhibitory or excitatory. We used the simplest model that was sufficient to answer these questions (to reduce the number of free parameters and make estimation more accurate). For this reason, we constrained the DCMs to areas in the left hemisphere and restricted the models to an input and 2 further levels: one activated by collinearity and one activated by meaning. DCM was performed in areas of the left hemisphere because behavioral evidence shows preferential encoding there of viewpoint-independent and more abstract categorical information than in the right hemisphere, where there is preferential processing of exemplars and viewpoint-specific images ([@bib58]; [@bib8]). Furthermore, neuroimaging data have shown preferential processing for objects in ventral visual areas in the left hemisphere ([@bib85]; [@bib16]; [@bib87]); in particular, object-specific learning effects ([@bib16]) and viewpoint-independent priming effects ([@bib98]). We chose the middle occipital cortex as the input stage as it is a relatively lower visual area, and because it showed a significant main effect for any visual presentation ([Fig. 2](#fig2){ref-type="fig"} and [Supplementary Fig. 1](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1)) and a greater activation with collinear stimuli compared with random lines ([Fig. 5*A*](#fig5){ref-type="fig"} and [Supplementary Fig. 7](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1), \[ML--NC\], green) and also a decrease in activity with MF stimuli compared with ML ones ([Fig. 5*A*](#fig5){ref-type="fig"} and [Supplementary Fig. 7](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1), \[ML--MF\], blue). Since this cortical zone was more strongly activated by the first level of coherence (collinear stimuli), but less active in response to meaningful stimuli, we could potentially discern top-down effects that result in an increase in activity (with collinearity as a modulatory effect) and effects that result in a decrease in activity (with meaning as a modulatory effect). Voxels more active for the contrast \[ML--NC\] were deployed more laterally than those activated in the contrast \[ML--MF\]. Therefore, we defined 2 areas in the middle occipital cortex: medial and lateral (mMO: −22, −98, 18; and lMO: −32, --92, 18), the first centered on the maxima for the contrast \[ML--MF\] and the other centered on the maxima for the contrast \[ML--NC\]. These 2 regions constitute the first level of our hierarchy. The following level in the model was a region in the pIT cortex centered on the maxima of the contrast \[ML--NC\], with coordinates −46, --72, --14 ([Fig. 5*A*](#fig5){ref-type="fig"} and [Supplementary Fig. 7](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1), green). Finally, for the third level, we chose the more anterior cluster in the posterior IT/F (−48, −56, −14), centered on the maxima for the contrast \[MF--ML\] ([Fig. 5A](#fig5){ref-type="fig"} and [Supplementary Fig. 7](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1), red). The pIT and IT/F were the regions that showed the most significant activations to collinear and meaningful stimuli, respectively, in the left hemisphere; therefore, we could expect top-down effects to originate here. Also, IT/F is more anterior than pIT, which respects the hierarchical structure of our models. For these reasons, we chose these regions for the DCM analysis over the other ones also significantly active in the presence of meaning and collinearity. To see how recognition of high-order form induced changes in connectivity between brain areas, we included collinearity (ML "and" MF) and meaning (MF) as modulatory effects, and allowed them to change any connection in the model.

![DCM model comparison. (*A*) Location of areas included in the DCM analysis and the contrasts used to isolate them. See [Supplementary Figure 7](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1) for a color version of this figure. (*B*) Schematic representation of the models tested. The best model was selected using Bayesian model comparison (see Methods). The difference between the models is that they either have or do not have 1) connections between lMO and mMO (models 1 and 2) and 2) connections between MO areas and IT/F (models 3 and 4). (*C*) Mean log evidence averaged across subjects for each DCM model. The log evidence units are dimensionless.](cercorbhq122f05_ht){#fig5}

In summary, for each subject, 4 ROIs were defined---mMO, lMO, pIT, and IT/F ([Fig. 5*A*,*B*](#fig5){ref-type="fig"} and [Supplementary Fig. 7](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1); the response in these areas to each experimental condition is shown in [Supplementary Fig. 8](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1)), to construct hierarchical models with 3 levels: the first activated by collinearity and deactivated by meaning; the second more activated by collinearity, and the third by meaning. This DCM allowed us to ask if the activations and deactivations in the first level were due to top-down influences from one or both of the higher levels, whether these influences depended on stimulus coherences, and whether they were positive or negative in their effect on target populations.

We do not know if mMO and lMO are different parts of the same area, or if they are 2 adjacent areas; therefore, we did not make any assumption about connectivity between these regions and evaluated, using Bayesian model comparison, models with and without these connections ([Fig. 5*B*](#fig5){ref-type="fig"}). Anatomical studies in monkeys have revealed connections between areas in the middle occipital lobe and the ventral occipitotemporal cortex ([@bib84]; [@bib15]; [@bib22]; [@bib6]), and these connections are assumed to be reciprocal ([@bib23]; [@bib15]). Therefore, we constructed models with reciprocal connections from lMO and mMO to pIT and IT/F. We also used Bayesian model comparison to adjudicate between models in which the middle occipital areas are connected to both areas in the inferior temporal gyrus (models 3 and 4; [Fig. 5*B*](#fig5){ref-type="fig"}), or just to the level above (models 1 and 2; [Fig. 5*B*](#fig5){ref-type="fig"}). Reciprocal connections between the anterior and posterior part of the inferior temporal cortex have been described in macaque ([@bib14]; [@bib88]; [@bib101]; [@bib15]). We therefore included a reciprocal connection between IT/F and pIT in our models.

Bayesian model comparison was performed by calculating the log evidence (free energy) for each of the 4 models separately for each subject (see Methods, [Fig. 5*C*](#fig5){ref-type="fig"}, and [Supplementary Table 2](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1)) and then taking these values to a between-subject analysis. The pooled (summed) log evidences across subjects for each model, relative to the first, was as follows: M1 = 0; M2 = 9.5; M3 = 40.5; and M4 = 20.3 ([Fig. 5*C*](#fig5){ref-type="fig"}). Note that a difference in log evidence of 3 between 2 models represents strong evidence in favor of the first model (i.e., odds of 20 to 1) ([@bib70]). These results ([Fig. 5*C*](#fig5){ref-type="fig"}) indicate stronger evidence for M3 \> M4 \> M2 \> M1. A 2 × 2 repeated measures ANOVA of the log evidences with factors "MO--IT/F connections" (present, absent) and "lMO--mMO connections" (present, absent) showed a significant main effect of MO--IT/F connections (*F*~1,13~ = 9.51, *P* = 0.009), reflecting the fact that the presence of a connection between the middle occipital regions and the IT/F increases the log evidence of a model consistently across subjects. There was also a significant interaction between the factors (*F*~1,13~ \< 10.81, *P* = 0.006). However, there was no significant main effect of the lateral lMO--mMO connections (*F*~1,13~ \< 1, *P* = 0.44). Moreover, the difference between M3 and M4, even when in favor of M3, was not significant across subjects ([Fig. 5*C*](#fig5){ref-type="fig"}; *t*~13~ = −2.04, *P* = 0.062). Based on these results, there is strong evidence for models with a top-down connection between middle occipital areas (first level) and IT/F (third level), but there is no evidence for lateral connections between lMO and mMO (first level). However, we decided to use the more complete model M4 for further analysis because it allowed us to compare top-down and lateral connections in a quantitative sense. The results of this model comparison resolve our first question and allow us to conclude that top-down effects are not limited to neighboring levels in the visual hierarchy but can transcend multiple levels.

To see the effect of stimulus on each connection, the posterior means of the fixed connection and modulatory effects were harvested for each subject and taken to a second-level (between-subject) analysis using 1-sample *t*-tests. [Figure 6](#fig6){ref-type="fig"} and [Table 3](#tbl3){ref-type="table"} show the results. Panel *A* shows the results for the fixed connections. These represent the connectivity between areas in the absence of modulatory or bilinear effects due to collinearity or meaning. There were significant reciprocal connections between lMO and pIT, and between pIT and IT/F. There was also a significant positive coupling from lMO to IT/F, and a negative coupling from IT/F to mMO. These results suggest a default circuit between areas mMO, pIT, and IT/F in the processing of any visual image, which is in agreement with the conjunction analysis ([Fig. 2](#fig2){ref-type="fig"} and [Supplementary Fig. 1](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1)) that shows that all these areas are significantly active with all the experimental conditions. Interestingly, the only negative or functional inhibitory effect was expressed by the top-down connection from IT/F to mMO.

###### 

Group results for model 4

  Connection   Fixed                "Collinearity"   "Meaning"                                              
  ------------ -------------------- ---------------- ------------------- ------------- -------------------- -------------
  mMO → lMO    −0.012 ± 0.033       0.73             **0.070** ± 0.022   **0.03**      0.005 ± 0.016        0.807
  mMO → pIT    0.091 ± 0.057        0.16             0.070 ± 0.027       0.07          0.023 ± 0.013        0.191
  mMO → IT/F   −0.088 ± 0.050       0.13             0.034 ± 0.022       0.26          **0.073** ± 0.025    **0.045**
  lMO → mMO    0.020 ± 0.022        0.42             0.016 ± 0.023       0.61          −**0.134** ± 0.013   **\<0.001**
  lMO → pIT    **0.250** ± 0.039    **\<0.001**      **0.172** ± 0.019   **\<0.001**   0.041 ± 0.015        0.057
  lMO → IT/F   **0.116** ± 0.033    **0.006**        0.073 ± 0.029       0.07          **0.152** ± 0.024    **\<0.001**
  pIT → mMO    −0.004 ± 0.053       0.94             0.004 ± 0.008       0.70          −**0.032** ± 0.004   **\<0.001**
  pIT → lMO    **0.062** ± 0.022    **0.018**        **0.025** ± 0.005   **0.003**     0.007 ± 0.009        0.568
  pIT → IT/F   **0.097** ± 0.036    **0.027**        0.012 ± 0.009       0.34          **0.027** ± 0.008    **0.022**
  IT/F → mMO   −**0.097** ± 0.034   **0.020**        −0.012 ± 0.005      0.096         −**0.022** ± 0.007   **0.025**
  IT/F → lMO   0.038 ± 0.022        0.13             0.015 ± 0.006       0.08          0.012 ± 0.008        0.290
  IT/F → pIT   **0.124** ± 0.044    **0.022**        0.014 ± 0.007       0.15          0.003 ± 0.005        0.627

Note: The table shows the strength of the connection between the indicated areas under the fixed connection and the modulatory effect of "collinearity" and "meaning." Parameters can be understood as rate constants with units in Hertz (see Methods). Significant values are shown in bold.

SEM, standard error of mean.

![DCM results. Schematic representations of the group results obtained with a DCM analysis. Each DCM comprised 4 areas: mMO, lMO, pIT, and IT/F. Positive parameters are represented by thick black lines and negative ones by thick gray lines. Parameters can be understood as rate constants with units in Hertz (see Methods). Thick lines represent significant modulations at *P* \< 0.05, \* *P* \< 0.01, and \*\* *P* \< 0.001. Dotted lines show connections that were not statistically significant at the between-subject level.](cercorbhq122f06_ht){#fig6}

With collinearity in the visual stimuli, there is an increase in the strength of the connectivity between lMO and pIT, both in the backward and forward connections ([Fig. 6*B*](#fig6){ref-type="fig"}). Collinearity also has a positive modulatory effect in the connection from mMO to lMO, which was not significant for the fixed connectivity. It should be noted that there was no significant negative coupling with collinearity; this was expected since none of the areas included in DCM showed a decrease in activity with condition ML compared with condition NC. Finally, when meaning is also present in the stimuli, there is a significant positive modulation in all the forward connections to IT/F but not to pIT or lMO ([Fig. 6*C*](#fig6){ref-type="fig"}). In contrast, there was a significant increase in the negative coupling in the backward connections from pIT and IT/F to mMO, and also a very strong negative change in the coupling from lMO to mMO. Therefore, top-down effects account, at least partly, for the increase in activity observed with collinearity in mMO and the decrease observed with meaning in lMO.

In summary, the results of the DCM analysis reveal a circuit involved in the processing of all forms that includes lMO, pIT, and IT/F, all positively coupled, and a negative connection from IT/F to mMO. With collinearity, there is an increase in the connectivity between lMO and pIT in both directions; and with meaning, there is a positive modulation in all the forward connections toward IT/F and a negative modulation in all the connections to mMO, but not to any other region. These results show that top-down signals are generated at each level of the visual hierarchy, that a single area can receive top-down influences from multiple levels, and that inhibitory effects are seen only in top-down and lateral coupling. This is consistent with a role of top-down signals disambiguating activity in lower areas and enabling a more efficient processing of low-level visual attributes that conform to the processing established by higher level areas.

Discussion
==========

Using a conventional general linear model analysis, we have shown that stimuli with recognizable high-order form cause stronger activations in anterior (higher) visual areas and deactivations in posterior (lower) areas. With an effective connectivity analysis (DCM), we demonstrated that high-order form induces top-down signals from more than one level of the visual brain. Our analysis shows that all our stimuli caused activations in visual areas, from those located in the inferior occipital cortex to the ones in middle occipital cortex dorsally, and the anterior fusiform gyrus ventrally. This suggests that form information is transmitted continuously and in parallel between levels in the visual brain ([@bib105]; [@bib41]; [@bib9]), and not in a discrete fashion, where information processing needs to be completed at one level before being sent to a next level. Our results are not only in agreement with previous studies showing stronger anterior activations in the selective processing of object\'s structural and semantic properties ([@bib31], [@bib30]; [@bib98]; [@bib90]) but also show that coherence in the stimuli causes deactivations in lower visual areas following a hierarchical organization---V1/V2 were less active with collinearity, whereas the middle occipital cortex, a more anterior region, was less active with meaning. Stronger responses for meaningful objects were observed in higher visual areas (bilateral anterior fusiform gyrus and inferior temporal gyrus) and also in areas associated with memory, semantics, and object-based decisions, such as the hippocampus and inferior frontal gyrus ([@bib28]; [@bib31]; [@bib93]; [@bib1]; [@bib98]; [@bib90]). Areas responding more strongly to collinear stimuli were purely visual, with clusters in the fusiform gyrus, pIT gyrus and middle occipital cortex. All areas more active for collinear stimuli were always located more posteriorly than those activated by meaningful ones. Furthermore, collinearity and meaning caused deactivations in lower visual areas, also with a posterior to anterior progression, where the deactivations caused by collinearity are located in V1/V2 and those by meaning were found in the middle occipital cortex. This suggests that the presence of learnt regularities in the visual input cause activations in more anterior (higher) areas, which are accompanied by deactivations in posterior (lower) ones. These results agree with previous studies showing deactivations in lower visual areas with increases in coherence ([@bib60]; [@bib65]; [@bib17]; [@bib21]) and also show that they occur in reverse hierarchical order, in which deactivations caused by an abstract property, such as meaning, are found in more anterior areas than those caused by a lower level property, such as collinearity. Deactivations in lower visual areas with more coherent stimuli have been argued to be due to statistical properties of the image and not global form ([@bib17]), but in this case the authors acknowledge that these could be mediated by top-down signals. Overall, these results are in agreement with a predictive coding theory of cortical processing, where higher areas send top-down signals to lower ones. The goal of the implicit recurrent message passing among different levels is to reduce the mismatch between top-down predictions and bottom-up sensory information. Once the mismatch has been accounted for in neural terms, the predictions are a sufficient representation of the sensory input ([@bib64]; [@bib77]; [@bib25]). In the context of our study, areas activated by collinearity and meaning will send top-down signals that will account for these regularities in the input, resulting in a refined representation of the sensory stimulation. This process will continue in further stages, in which top-down influences from areas in the parietal and frontal cortices could contribute signals related to prior beliefs, attention, or imagery. All these combined signals will contribute to a more efficient overall coding of the form, including its segregation from the background and recognition. The refined information will then be used for efficient decision making and the corresponding deployment of motor responses. Since the same task was performed while participants viewed all categories, and we found no differences in brain activity between the regressors coding for task difficulty, any difference in the results are due to the processing of stimulus properties, and not to differences in the strategy used to judge the symmetry of meaningful or meaningless images; that is they reflect a network and dynamics of successful form perception (in particular figure--ground segregation) independently of task. Further support for our conclusions come from extensive behavioral and computational evidence showing top-down influences that assist recognition and figure--ground segregation (see [@bib106] for a recent review). For example, when 2 regions of space are separated by an edge, the one that has the shape of a known object is more likely to be assigned as the figure, showing the influence that previous knowledge has on the segmentation of the scene (see [@bib75] for a review). Furthermore, evidence from computer science also supports this view, with successful computer models of figure--ground segregation achieved when top-down knowledge is included to aid the segmentation process ([@bib97]; [@bib86]).

To identify the nature and origin of potential top-down and bottom-up modulations, we performed a DCM analysis using a simple model that included 3 stages: 1) an input level (mMO and lMO), parts of which were either more active or inhibited by high-order structure; 2) an intermediate level (pIT) activated more by simple high-order form (collinearity); and 3) a final level (IT/F) activated more by forms with semantic associations (meaning). The DCM analysis showed a strong fixed coupling (i.e., when the system was processing any condition) between lMO, pIT, and IT/F, in agreement with the fact that we saw activations in all these areas with any kind of visual stimulus ([Fig. 2](#fig2){ref-type="fig"} and [Supplementary Fig. 1](http://cercor.oxfordjournals.org/cgi/content/full/bhq122/DC1)). Again, all these areas seem to be involved in the processing of form, but more anterior ones are more active if the stimulus is recognizable. This is reflected in the positive modulation observed in the forward connections to pIT with collinearity and to IT/F with meaning. Collinearity also caused a positive modulation in the backward connections from pIT to lMO, which results in an overall increase in the connectivity loop between these 2 areas. In contrast, meaning caused a negative modulation in the backward connections to an mMO region. A simple account of these findings is that mMO represents the lowest level of the visual processing hierarchy and that top-down signals are aimed at reducing the mismatch between the sensory input and the high-level interpretation. However, there are many alternative explanations; for example, in the human visual brain, the foveal to peripheral representation runs from lateral to medial parts of retinotopically mapped cortex ([@bib100]). In our stimuli, the lines subtending recognizable "figures" were always central. This suggests that positive top-down signals may be sent to populations coding relevant information (in this case the figure) and inhibitory signals to those responsive to potentially irrelevant information (the background). It should be noticed that in the DCM analysis, inhibitory signals came from both higher and lateral areas, suggesting that any activated area can contribute inhibitory signals. Top-down signals of different nature in the same visual area have been shown in humans and macaques ([@bib43]; [@bib103]). In macaque, top-down signals have been shown to amplify responses to objects within a classical receptive field and enhance suppression evoked by background stimuli in the surrounding region ([@bib43]). In humans, [@bib103] have shown, using fMRI, differential top-down signals to cortical regions that are part of the same visual area but represent different portions of the visual field. In their experiment, they observed a foveal response to object categories presented in the periphery of the visual field. Although the authors did not speculate about the positive or negative nature of the top-down signal, they showed that their response was position invariant and task relevant, and therefore probably caused by top-down signals from areas such as LOC. In brief, our DCM analysis shows not only negative top-down signals that suppress activity in lower visual areas with recognizable stimuli but also a positive top-down signal to areas already activated by the visual stimulus. This positive signal could enhance the activity of those neurons coding relevant information, as shown in figure--ground segregation experiments ([@bib53]; [@bib43]). Our conclusions are based on top-down effects elicited by collinearity and meaning involving visual areas in the occipital and temporal lobe. However, the organizational principles that resulted from our study could probably be applied to any stage in the processing of sensory information, such as top-down modulations in object processing areas elicited by attention ([@bib67]; [@bib39]; [@bib74]; [@bib99]), working memory ([@bib82]), mental imagery ([@bib44]; [@bib68]; [@bib62]), semantics ([@bib42]; [@bib10]; [@bib66]), prior beliefs ([@bib94]; [@bib95]), emotion ([@bib107]), and task demands ([@bib79]), many of which originate in prefrontal and parietal regions.

To conclude, using a conventional analysis we have shown that stimuli with high-order forms cause larger activations in more anterior visual areas. In contrast, when the images contain random or unfamiliar arrangements, activations are greater in posterior visual areas. In addition, with a DCM analysis we demonstrated that form regularities engage higher visual areas and generate top-down signals simultaneously, at several stages in the visual system. These results are consistent with the hypothesis that each visual area activated sends a top-down signal accounting for an attribute of the stimuli to lower areas. If a stimulus has many recognizable patterns, the specialized areas processing these patterns will send parallel top-down influences to the area concerned, helping to explain different hierarchical attributes of the visual scene. These top-down signals could optimize the transmission of relevant information, which will result in a more efficient encoding of the sensory stimulation.
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