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Regulator Design for a Congested Continuum Traffic Model with
App-Routing Instability
Stephen Chen1, Huan Yu1, and Miroslav Krstic1
Abstract—In this paper, we propose a control design method-
ology for a linearized continuum traffic model in the congested
regime. The continuum traffic flow on a highway is modeled
using a linearized quasilinear hyperbolic partial differential
equation model known as the Aw-Rascle-Zhang (ARZ) model.
The linear traffic model is augmented with a novel non-
local boundary condition representing car influx due to the
use of routing apps such as Google Maps and Waze. The
routing apps act as real-time previews for highway traffic,
introducing potentially destabilizing feedback in the app-based
navigation decision process, necessitating the development of
a feedback controller. We first study small-time H1 solutions
of the linearized model with the addition of the app-routing
for sufficiently small initial data. We introduce an extended,
multi-tiered boundary control design based upon the method
of infinite-dimensional backstepping. Using an intermediate de-
coupling transformation, we account for the non-local boundary
condition arising from routing app feedback. We study the
existence of the extended backstepping method by characteriz-
ing the existence of the companion kernels associated with the
backstepping method. Finally, we study the linear ARZ model
with the app-routing extension under the designed feedback,
and show that for sufficiently small H1 data, the equilibrium
congestion solution is exponentially stable and guarantees the
existence of closed-loop solutions on the infinite time interval.
I. INTRODUCTION
In the recent years, there has been a growing interest in
the mathematical modeling and control of vehicular traffic
in various contexts, especially with the advent of vehicular
connectivity arising in novel technologies such as V2X
(vehicle-to-everything) adaptive cruise control and mobile
sensors affording greater actuation and sensing in system
level traffic control and estimation.
In this paper, we are particularly interested in macroscopic
models, which treat traffic phenomena as a modified fluid
flow. Within this continuum context, several varying models
are typically studied in analysis and control problems, and
are classified into first- and second-order systems. The first-
order system is developed by Lighthill-Witham-Richards
(LWR) [1], [2], involving a quasilinear first-order hyperbolic
partial differential equation. While widely utilized, the LWR
model approximates velocity as a static map of density, and
as a result, fails to capture potential oscillatory instability
(known colloquially as stop-and-go traffic). The second-order
model widely used in the existing literature, in contrast,
exhibits dynamics in both density and velocity, which in-
ternally generate oscillations within certain conditions. This
second-order model, developed by Aw and Rascle [3] and
later extended by Zhang [4] (together, collectively known as
the ARZ model) is the model that we consider for control
purposes in the paper.
Because of widespread smartphone adoption, real-time
navigational routing apps such as Waze and Google Maps
introduce a new significant phenomenon in traffic systems.
In particular, they introduce feedback in road traffic through
using real-time traffic data, however, these apps generally
route in a greedy manner by locally optimizing routes.
Because of this behavior, potential instability arises in road
traffic. In particular, if one route has significant traffic,
the incoming flux of routed cars decreases due to routing
alternate routes. Conversely, if a route has little to no traffic,
the routing apps will begin to prescribe a larger influx of cars.
It is not difficult to conjecture that a given road will begin
to operate in extreme conditions, in which it may alternate
between congestion and free-flow.
Some prior literature has investigated strategies for atten-
uating undesirable phenomena arising in traffic by utilizing
feedback controls using several different actuation methods,
such as ramp metering and real-time variable speed limits.
We build on top of the results found in [5], which achieves
L2 stabilization around equilibrium traffic profiles via a
linearization of the ARZ model. Other particularly relevant
research work is found in [6], which studies a modified
ARZ model with nonlinear dynamic boundary condition. Of
particuar interest in this work is the state space in which the
authors work – the pointwise bounded condition mandated
in the original work by Aw, Rascle, and Zhang can be
guaranteed on the infinite time interval, unlike stability in L2.
We incorporate this idea in the work in this paper. Finally,
in a different context, [7] studies the stabilization of traffic
phenomena in a nonlinear setting using in-domain control
arising in time gap settings for adaptive cruise control. Such
a paradigm employs the modern technology referred to as
V2X – vehicle-to-everything communication.
In the continuum model context, we seek to apply the
method of infinite-dimensional backstepping [8] to design a
continuum feedback controller whose purpose is to attenuate
instability arising from routing apps. In the realm of back-
stepping control design for continuum flow models, several
results exist that we build upon and extend. In [9], [10], full-
state feedback control designs for systems of fully actuated
linear hyperbolic balance laws are studied. Of particular
relevance is [11], which investigates the linear backstepping
control design applied to a 2×2 quasilinear hyperbolic PDE,
which the ARZ model is. Notably, the linear control design
(which stabilizes an equilibrium solution in L2) necessitates
stability in H2 in the nonlinear case. Of more relevance are
control for hyperbolic balance laws with non-local behavior,
such as the underactuated case in [12], and non-local integral
terms in [13].
II. MODELING
A. Aw-Rascle-Zhang traffic model
The commonly studied Aw-Rascle-Zhang (ARZ) traffic
model is a 1-D continuum traffic model consisting of a
quasilinear 2 × 2 hyperbolic partial differential equation
system. One state describes the evolution of density ρ ∈
L2(0,∞;L∞(R)), while the other describes the evolution
of velocity v ∈ L2(0,∞;L∞(R)).
∂tρ¯+ ∂x(ρ¯v¯) = 0 (1)
∂tv¯ + (v¯ − ρ¯p′(ρ¯))∂xv¯ = 1
τ
(V (ρ¯)− v¯) (2)
where the traffic pressure p : R → R is a C1 function on
R+ defined as
p(ρ¯) := vf
(
ρ¯
ρm
)γ
(3)
and the equilibrium velocity profile is chosen to be Green-
shield’s model
V (ρ¯) = vf − p(ρ¯) (4)
where vf ∈ R+ is the freeflow velocity, ρm ∈ R+ is the
maximum road density, γ ∈ R+ is a parameter capturing the
aggressiveness of drivers in the road segment, and τ ∈ R+ is
a relaxation parameter related to the reaction time of drivers.
In letting the relaxation τ → 0, the velocity v¯ becomes the
static relation v¯ = V (ρ), which reduces (1),(2) to the widely
studied Lighthill-Witham-Richards (LWR) first-order model.
We also consider the initial conditions
ρ¯(x, 0) = ρ¯0, v¯(x, 0) = v¯0 (5)
with initial H1 data (ρ¯0, v¯0).
The well-posedness of (1),(2) is studied in [3], [4], in
which the ARZ model is shown to be strictly hyperbolic
except for cases near vacuum (ρ¯ = 0) where the eigenvalues
of the convection operator coalesce. We consider solutions
in the admissible region R = {(ρ¯(t), v¯(t)) ∈ L2(D)|0 <
ρ¯(t) ≤ ρm, 0 < v(t) ≤ v¯ − p(ρ¯)}.
B. Linear ARZ
As with [5], we will first apply a change of variables from
(v¯, ρ¯) to (v¯, q¯), with q¯ = ρ¯v¯ (also known as the flow rate).
The flow rate q¯ and the velocity v¯ will follow the system
dynamics governed by
∂tq¯ + v∂xq¯ =
q¯(γp− v¯)
v¯
∂xv¯ +
vf − p− v¯
τ v¯
q¯ (6)
∂tv¯ − (γp− v¯)∂xv¯ = vf − p− v¯
τ
(7)
which follows directly from (1),(2). The traffic pressure p
can be rewritten in the (v¯, q¯)-coordinates as
p =
vf
ργm
( q¯
v¯
)γ
(8)
and the intial condition for q is given by
q¯(x, 0) = ρ0v0 (9)
We will study the system around constant equilibrium flow
rate q∗ and velocity v∗. These chosen equilibrium states are
not independent – they must satisfy the following compati-
bility condition:
q∗ = ρmv
∗ γ
√
vf − v∗
vf
(10)
which arises due to (4), and is consistent with a stationary
point in the transformed model (7). By investigating suffi-
ciently small pertubations about (v∗, q∗)
q˜ := q¯ − q∗, v˜ := v¯ − v∗ (11)
we can find linearized dynamics for flow rate and velocity
as
∂tq˜ + v
∗∂xq˜ =
q∗(γp∗ − v∗)
v∗
∂xv˜
+
q∗
τ
(
1
v∗
− 1
γp∗
)
v˜ − γp
∗
τv∗
q˜
(12)
∂tv˜ − (γp∗ − v∗)∂xv˜ = γp
∗ − v∗
τv∗
v˜ − γp
∗
τv∗
q˜ (13)
In particular, we will study solutions around the so-called
congestion regime, that is, an equilibrium profile (v∗, q∗)
satisfying the following condition:
0 < v∗ <
γ
γ + 1
vf (14)
We utilize the following transformation to diagonalize the
convection operator:
w := q˜ − q∗
(
1
v∗
− 1
γp∗
)
v˜ (15)
v :=
q∗
γp∗
v˜ (16)
The transformation admits the (v, w)-system:
∂tw = −v∗∂xw (17)
∂tv = (γp
∗ − v∗)∂xv + c(x)w (18)
subject to boundary conditions
w(0, t) = k1v(0, t) + Urout(t) (19)
v(L, t) = k2w(L, t) + Uramp(t) (20)
and initial conditions
w(x, 0) = w0, v(x, 0) = v0 (21)
The coefficients are given by
c(x) = − 1
τ
exp
(
− x
τv∗
)
(22)
k1 =
γp∗ − v∗
v∗
(23)
k2 = exp
(
− L
τv∗
)
(24)
Note that one can determine the congestion condition (14)
to enforce the following conditions on convection speeds:
v∗ > 0, γp∗ > v∗ (25)
The system (17),(18) represents a highway segment on the
domain (0, L), where w represents a deviation around an
0 L
x
k
1 k2
w
vc
a
Fig. 1. Schematic representation of the Riemann invariants of the linear
ARZ model. Potentially destabilizing coupling appears in two ways: via the
interior coupling c, and/or via the routing feedback a.
equilibrium flow profile w∗, while v represents a deviation
around an equilibrium velocity profile v∗. There are two
controls present at x = 0, x = L.
1) Urout(t): Represents the influence that the routing app
has on the influx of cars. One may conjecture that if
the road is more congested, Urout(t) should decrease,
and conversely, the opposite true if the road exhibits
more free-flow characteristics.
2) Uramp(t): Represents on-ramp metering control of influx,
to be designed.
We postulate a strict-feedback representation of the app-
routing feedback–in general, this routing feedback may be
extremely complex and include feedforward as well as
feedback. However, the system (17),(20) will lose its strict-
feedback structure. Thus, as an initial result, we assume
(heuristically) the following destabilizing app-routing feed-
back that preserves strict-feedback:
Urout(t) =
∫ L
0
a(y)w(y, t)dy (26)
One can intepret the routing app to be an adversarial
feedback controller that potentially destabilizes the system.
C. Local well-posedness of linear ARZ with routing feedback
Before feedback control design, we must first determine
the notion of an admissible solution to the linear ARZ model.
We note, in particular, that several boundedness conditions
must be satisfied pointwise:
0 < q¯ < qmax = ρmv¯, 0 < v¯ < vf , ∀x ∈ [0, L] (27)
These box constraints must be met for every spatial point.
The first obvious condition is that q¯, v¯ must be positive quan-
tities. In fact, the quasilinear ARZ (1),(2) exhibits vanishing
coefficients at vacuum (ρ¯ = 0), which is problematic for
establishing existence of solutions (one can note that the
characteristics coalesce when ρ¯→ 0). The second condition
q¯ < qmax, v¯ < vf imposes pointwise maximum values
on flow rate and velocity. In particular, we do not desire
the pointwise flow rate to exceed a value associated with
maximum road density. If density exceeds this maximum at
a point, then one may expect traffic collisions, which are
undesireable.
From these observations, it becomes clear that it is desire-
able to seek pertubation solutions (v, q) that are sufficiently
bounded in the sense of the L∞ norm. That is, we impose
the following conditions:
||q˜||L∞ < min{qmax − q∗, q∗} (28)
||v˜||L∞ < min{vf − v∗, v∗} (29)
which we conservatively combine into one condition
||(v˜, q˜)||L∞ < ε0 := min{qmax − q∗, q∗, vf − v∗, v∗} (30)
As opposed with control design in previous literature,
we recognize that the space of L2 functions is insufficient
to capture pointwise boundedness. Thus, we derive energy
growth estimates in H1 for the linearized ARZ model with
Uramp = 0. The model necessitates a set S¯ of admissible
states defined by pointwise boundeded (L∞) box constraints:
S¯ = {(v, w) ∈ L∞| ||(v, w)||L∞ < ε, ∀x ∈ [0, L]} (31)
where ε can be computed from ε0 from (15),(16),(30). We
restrict the set S¯ to that of an H1-bounded subset S. Note
that this restriction is conservative, since the bound on the
pointwise energy ||(v, w)||L∞ becomes less sharp. However,
the analysis in H1 is simpler than that of L∞, therefore,
as an initial result, we utilize this restriction. We define the
subset S:
S = {(v, w) ∈ H1| ||(v, w)||H1 <
√
Lε, ∀x ∈ [0, L]} (32)
One can note that S ⊂ S¯ from Sobolev embedding, where
the factor of
√
L arises from the Sobolev embedding in-
equality in one dimension (note: there may be more optimal
factors to incorporate more admissible initial conditions).
Thus, seeking solutions in the set S is sufficient to guarantee
existence of solutions in S¯, but is particularly restrictive.
It is worth to note that in [6], the authors study control for
a different, nonlinear model with the same considerations on
pointwise bounded states, and seek solutions in the Sobolev
spaceW 2,∞, which is naturally endowed with the L∞ norm.
In our case, however, in the context of a purely linear ARZ
model, we seek pointwise bounded states by considering the
state space in H1, which is more conservative but tractable
for the Lyapunov arguments we utilize. However, if one is
to consider the linear control design applied to the nonlinear
ARZ model akin to the work in [11], one may need to seek
W 2,∞ solutions (or conservatively, the embedded space H3)
to achieve pointwise boundedness.
Lemma 1 (H1 energy estimates). Consider the strictly hy-
perbolic system (17),(18) and associated initial and bound-
ary conditions. Then the followingH1 energy estimates hold:
||(v, w)||H1 (t) ≤ C(t) ||(v0, w0)||H1 (33)
where C : [0, T ) → R+. Then for sufficiently small initial
data (v0, w0) there exists a T > 0 such that
||(v, w)(·, t)||H1 < ε (34)
for all t ∈ [0, T ). The finite time T will depend on the
parameters a, c, k1, k2, and initial data (v0, w0), as well as
the bound ε.
We omit the full proof for space in this paper, but will
sketch the methodology. We first apply the transformation
ω(x, t) = w(x, t) −
∫ L
x
a(y − x)w(y, t)dy (35)
and seek H1 growth bounds for (v, ω). One takes L
2 inner
products of the dynamic equations for (v, ω) with the states
(v, ω) and integrate by parts to generate L2 estimates. The
dynamic equations for (v, ω) are differentated once in x,
and the previous method is repeated for (∂xv, ∂xω), which
generate L2 estimates in the spatial derivatives. The two L2
estimates are combined to derive an H1 estimate for (v, ω).
H1 equivalence in norm is established between (v, w) and
(v, ω) using (35) and the regularity properties of a, thus
generating an H1 energy estimate for (v, w).
III. FEEDBACK DESIGN FOR LINEARIZED SYSTEM
We first utilize the following backstepping transformation
to shift the interior term c(x)w(x, t) in (17)-(20) into the x =
L boundary, where it can be neutralized with the boundary
controller.
z(x, t) = v(x, t)−
∫ x
0
k(x, y)v(y, t)dy
−
∫ x
0
l(x, y)w(y, t)dy
−
∫ L
x
m(x, y)w(y, t)dy (36)
The kernels of transformation k, l ∈ C1(Tl),m ∈ C(Tu) are
to be determined, where Tl = {(x, y) ∈ R2|0 ≤ y ≤ x ≤ L}
and Tu = {(x, y) ∈ R2|0 ≤ x ≤ y ≤ L}.
This transformation is an extension to the standard infinite-
dimensional backstepping technique, which typically does
not exhibit the so called forwarding transformation, which
appears as the Volterra integral operator characterized by the
kernel m. However, despite this non-standard structure, the
transformation (36) remains a Volterra integral transforma-
tion of the second kind, as the forwarding integral enters in
an affine manner in v ↔ z.
(36) admits the following intermediate target system.
∂tw(x, t) = −v∗∂xw(x, t) (37)
∂tz(x, t) = (γp
∗ − v∗)∂xz(x, t) (38)
w(0, t) = k1z(0, t) +
∫ L
0
a(x)w(x, t)dx (39)
z(L, t) = Vramp(t) (40)
where Vramp(t) is defined to be
Vramp(t) := Uramp(t) + k2w(L, t)−
∫ L
0
k(L, y)v(y, t)dy
−
∫ L
0
l(L, y)w(y, t)dy
(41)
The kernels of transformation k, l,m must satisfy a set of
coupled conditions that comprise the following hyperbolic
PDE system:
∂xk(x, y) + ∂yk(x, y) = 0 (42)
(γp∗ − v∗)∂xl(x, y)− v∗∂yl(x, y) = c(y)k(x, y)
+ v∗l(x, 0)a(y)
(43)
(γp∗ − v∗)∂xm(x, y)− v∗∂y∂ym(x, y) = v∗l(x, 0)a(y)
(44)
subject to the boundary conditions
k(x, 0) =
k1v
∗
γp∗ − v∗ l(x, 0) (45)
l(x, x) = m(x, x) − c(x)
γp∗
(46)
m(x, L) = 0 (47)
m(0, y) = 0 (48)
The wellposedness of this PDE system will be studied in a
later section.
The target system (37)-(40) still exhibits feedback. How-
ever, due to the first transformation (36), the recirculatory
feedback now appears strictly in the boundary. We will apply
a series of two moree invertible transformations to attenuate
this recirculation.
We will define the following parameter µ∗:
µ∗ =
v∗
γp∗ − v∗ (49)
The parameter µ∗ is the ratio of transport speeds between
v, w.
The app routing feedback, a nonstandard recirculation be-
havior, motivates the use of a new, piecewise transformation
that shifts the nonlocal boundary coupling to that of a trace
coupling existing on the interior.
We define the following piecewise transformation from
z ↔ η
η(x, t) =


k1z(x, t)
+
∫ L
µ∗x
a(y)w(y − µ∗x, t)dy x ∈
[
0,
L
µ∗
]
k1z(x, t) otherwise
(50)
Computing the time derivative of this transformation, one
finds
∂tη(x, t) =


k1(γp
∗ − v∗)∂xz(x, t)
−Ω[w](x) x ∈
[
0,
L
µ∗
]
k1(γp
∗ − v∗)zx(x, t) otherwise
(51)
where the operator Ω is defined
Ω[w](x) :=
∫ L
µ∗x
v∗a(y)∂yw(y − µ∗x, t)dy (52)
Computing the spatial derivative on (0, L/µ∗)∪(L/µ∗, L),
∂xη(x, t) =


k1∂xz(x, t)
−(γp∗ − v∗)−1Ω[w](x)
−a(µ∗x)w(0, t)
x ∈
[
0,
L
µ∗
]
k1∂xz(x, t) otherwise
(53)
We compute this spatial derivative almost everywhere, where
a potential jump discontinuity in zx may appear at x = L/µ
∗.
This, however, is not an issue – the solution space we con-
sider is H1, where piecewise differentiability is admissible.
By combining (51),(53), the following evolution equation
for η(x, t) is found:
ηt(x, t) = (γp
∗ − v∗)ηx(x, t) + aˇ(x)w(0, t) (54)
where the parameter aˇ(x) is defined piecewise as:
aˇ(x) :=
{
(γp∗ − v∗)a(µ∗x) x ∈ [0, L/µ∗]
0 otherwise
(55)
The (w, η) system can then be expressed as
∂tw(x, t) = −v∗∂xw(x, t) (56)
ηt(x, t) = (γp
∗ − v∗)ηx(x, t) + aˇ(x)η(0, t) (57)
w(0, t) = η(0, t) (58)
η(L, t) = Wramp(t) (59)
where Wramp(t) is found from evaluating the transform (50)
at x = L, noting that depending on the case µ∗ ≤ 1, µ∗ > 1
one has a piecewise representation which we have compactly
formulated as:
Wramp(t) := k1Vramp(t) +
∫ L
min{µ∗L,L}
a(y)w(y − µ∗x, t)dy
(60)
The final step involves a single backstepping transforma-
tion from η(x, t) to ξ(x, t). The target dynamic for ξ is
formulated as
ξt(x, t) = ξx(x, t) (61)
ξ(L, t) = 0 (62)
which is achieved through the backstepping transformation
ξ(x, t) = η(x, t)−
∫ x
0
n(x− y)η(y, t)dy (63)
This leads us to our final target system (w, ξ), which is
trivially finite-time stable.
∂tw(x, t) = −v∗∂xw(x, t) (64)
ξt(x, t) = (γp
∗ − v∗)ξx(x, t) (65)
w(0, t) = ξ(0, t) (66)
ξ(L, t) = 0 (67)
The kernel of transformation (63) must satisfy the following
Volterra integral equation of the second kind:
n(x) = (v∗ − γp∗)−1
[
aˇ(x) +
∫ x
0
aˇ(y)n(x− y)dy
]
(68)
Finally, the controller Wramp(t) can be found by evaluating
transform (63) at x = L:
Wramp(t) =
∫ L
0
n(L− y)η(y, t)dy (69)
By combining (41),(60),(69), the feedback controller
Uramp(t) can be found:
Uramp(t) = a(t)− k2w(L, t) +
∫ L
0
Fv(y)v(y, t)dy
+
∫ L
0
Fw(y)w(y, t)dy
−
∫ L
min{µ∗L,L}
k−11 a(y)w(y − µ∗x, t)dy (70)
where Fv(y), Fw(y) are given by the following relations:
Fv(y) = k(L, y) + n(L− y)−
∫ 1
y
n(L− ξ)k(ξ, y)dξ
(71)
Fw(y) = l(L, y) +
∫ L−y
µ∗
0
k−11 n(L− ξ)a(y + µ∗ξ)dξ
−
∫ 1
y
n(L− ξ)l(ξ, y)dξ
−
∫ y
0
n(L− ξ)m(ξ, y)dξ (72)
and a(t) is a dynamic extension with dynamics defined as
a˙(t) = −k3a(t) (73)
where k3 > 0 is chosen, and the initial condition a(0) is
chosen to fulfill compatibility conditions between the initial
control value U(0) and the initial condition v0. It is impor-
tant to note that the dynamically extended state is trivially
exponentially stable, and therefore does not compromise the
(exponential) stability of the system.
We state the main theorem of the paper below:
Theorem 2. The boundary controller (70) H1-exponentially
stabilizies the zero solution of the linear pertubation ARZ
model (12),(13). That is, there exists M,γ ∈ R+ such that
||(v, w)||H1 ≤M exp(−γt) ||(v0, w0)||H1 (74)
Moreover, (70) ensures the global (in time) existence of solu-
tions for sufficiently small initial conditions ||(v0, w0)||H1 <
M−1ε, where (74) generates a priori H1 energy estimates
for the solution (v, w).
The full proof is not given in the interest of space, but
the argument is a small extension to the standard method in
previous backstepping literature. One utilizes an H1 stability
estimate of the target system (64)-(67) coupled with invert-
ible (and regularity-preserving) backstepping transformations
(36),(50),(63) to derive H1 stability for (v, w). These prop-
erties are studied briefly in Section IV.
To enforce the global existence of solutions, we employ
an argument similar to Theorem 1, although instead of
seeking H1 energy estimates, we employ our H1 stability
estimate (74) instead, which, in fact, are decaying energy
estimates. We seek small H1 initial conditions such that
(34) is enforced on the time interval (0,∞). A sufficient
set of admissible initial conditions can be found as the H1
neighborhood {(v0, w0) ∈ H1| ||(v0, w0)||H1 < M−1ε}.
IV. CLOSED-LOOP STABILITY IN H1
To show the feedback controller (70) exponentially sta-
bilizes the pertubation equilibrium (v∗, q∗), we utilize a
Lyapunov argument. It is not only necessary to prove con-
vergence, but also to prove pointwise boundedness in our
stability estimate. To ensure existence of solutions to the
closed-loop model, the states cannot exceed a threshold either
arising due to the linear model approximation failing beyond
the domain of attraction, and/or the state exceeding physical
flow rate/velocity constraints (positivity, maximum capacity,
speed limits).
We will give a series of lemmas that establish H1 stability
in the target system and establish equivalence in H1 norm
between all transformed states. The combination of the
following lemmas will admit the result Theorem 2. We will
forgo some of the more straightforward proofs, and instead
sketch the argument.
Lemma 3. The zero solution of the target system (64)-(67)
is exponentially stable in the sense of H1, that is,
||(η, w)||H1 ≤M1 exp(−γt) ||(η0, w0)||H1 (75)
Lemma 3 is not difficult to see. One can utilize the
following Lyapunov function
V (t) =
∫ L
0
[
e−δ1xw(x, t)2 + d1e
δ2xv(x, t)2
+ e−δ3x∂xw(x, t)
2 + d2e
δ4x∂xv(x, t)
2
]
dx (76)
where the coefficients are chosen δi > 0, i ∈ {1, ..., 4}, and
d1 > µ
∗, d2 > 1/µ
∗. The coefficients M1, γ are then given
by
M1 =
max{eδ2L, eδ4L}
min{e−δ1L, e−δ3L} (77)
γ =
1
4
min{δ1v∗, δ3v∗, d1δ2(γp∗ − v∗), d2δ4(γp∗ − v∗)}
(78)
Lemma 4. The transformation (63) and its associated in-
verse transform establishes H1 equivalence in norm between
(ξ, w) and (η, w), i.e. there exist C1, C2 > 0 such that
C1 ||(ξ, w)||H1 ≤ ||(η, w)||H1 ≤ C2 ||(ξ, w)||H1 (79)
Partial proof. We will derive the estimate C1 ||(ξ, w)||H1 ≤
||(η, w)||H1 . The computation of the upper estimate is iden-
tical, but employs the inverse transformation.
The equivalence in H1 norm is a nontrivial extension
from equivalence in L2 norm typically found in backstepping
literature, since the kernel of transformation (63) has, in
general, L2 regularity, and may not be continuous.
We compute theH1 bound on ξ using (63) and the triangle
inequality property of norms:
||ξ||H1 ≤ ||η||H1 +
∣∣∣∣
∣∣∣∣
∫ x
0
n(x− y)η(y, t)dy
∣∣∣∣
∣∣∣∣
H1
(80)
From the definition of the H1 norm,∣∣∣∣
∣∣∣∣
∫ x
0
n(x− y)η(y, t)dy
∣∣∣∣
∣∣∣∣
H1
=
( ∣∣∣∣
∣∣∣∣
∫ x
0
n(x− y)η(y, t)dy
∣∣∣∣
∣∣∣∣
2
L2
+
∣∣∣∣
∣∣∣∣∂x
[∫ x
0
n(x− y)η(y, t)dy
]∣∣∣∣
∣∣∣∣
2
L2
) 1
2
(81)
The first term is easily bounded using Cauchy-Schwarz, and
the fact that x ∈ [0, L]. The second term, however, requires
a more involved analysis.∣∣∣∣
∣∣∣∣∂x
[∫ x
0
n(x− y)η(y, t)dy
]∣∣∣∣
∣∣∣∣
L2
=
∣∣∣∣
∣∣∣∣n(0)η −
∫ x
0
n′(x− y)η(y, t)dy
∣∣∣∣
∣∣∣∣
L2
(82)
Note that because of the discontinuity in n, the derivative
n′ is unbounded. However, since n is a special convolution
kernel, one can utilize integration by parts to shift the deriva-
tive, apply the triangle and Cauchy-Schawrz inequalities, and
establish an estimate. The integration by parts yields∣∣∣∣
∣∣∣∣∂x
[∫ x
0
n(x− y)η(y, t)dy
]∣∣∣∣
∣∣∣∣
L2
=
∣∣∣∣
∣∣∣∣n(x)η(0, t) +
∫ x
0
n(x− y)∂yη(y, t)dy
∣∣∣∣
∣∣∣∣
L2
≤ |η(0, t)| ||n||L2 + ||n||L2 ||∂xη||L2 (83)
By using a Sobolev embedding inequality (Agmon or Mor-
rey’s inequality in R), one can bound the trace term η(0, t)
via an H1 estimate on ∂xη:∣∣∣∣
∣∣∣∣∂x
[∫ x
0
n(x− y)η(y, t)dy
]∣∣∣∣
∣∣∣∣
L2
≤ 2 ||n||L2 ||η||H1 (84)
Combining (80),(81),(84), one finds the following estimate:
||ξ||H1 ≤ ||η||H1 + ||n||L2 ||η||L2 + 2 ||n||L2 ||η||H1
≤ (1 + 3 ||n||L2) ||η||H1 (85)
Noting that w is purely an identity transform, it is easy to
see that one finds the bound
C1 ||(ξ, w)||H1 ≤ ||(η, w)||H1 (86)
with
C1 = (1 + 3 ||n||L2)−1 (87)
We stress that due to the convolution structure of the kernel
n, it is sufficient to seek L2 bounds on n (studied in Section
V) for H1 norm equivalence.
Lemma 5. The transformation (50) and its associated in-
verse transform establishes H1 equivalence in norm between
(η, w) and (z, w), i.e., there exist C3, C4 > 0 such that
C3 ||(η, w)||H1 ≤ ||(z, w)||H1 ≤ C4 ||(η, w)||H1 (88)
For (50), the equivalence is quite simple to see. (50) is
purely a piecewise affine transformation.
Lemma 6. The transformation (36) and its associated in-
verse transform establishes H1 equivalence in norm between
(z, w) and (v, w), i.e., there exist C5, C6 > 0 such that
C5 ||(z, w)||H1 ≤ ||(v, w)||H1 ≤ C6 ||(z, w)||H1 (89)
(36) is a classical backstepping transformation, and thus
equivalent norm properties are studied in [8].
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Fig. 2. Characteristic lines for (l,m) companion kernel PDE. A transmis-
sion condition between the two kernels appears at y = x. The boundary
value l(x, 0) introduces feedback via trace terms in the evolution equation
for both l,m.
V. EXISTENCE OF SOLUTIONS TO KERNEL EQUATIONS
For the backstepping transformations (36) and (63) to
exist, both the companion boundary value problem given by
(42)-(44) with boundary conditions (45)-(48) and the integral
equation (68) must have solutions.
We will begin by studying the existence of solutions to
(42)-(44).
Lemma 7. Consider the boundary value problem given by
the system of hyperbolic equations (42)-(44) with boundary
conditions (45)-(48). Assume that a, c ∈ C([0, L]). Then
there exist unique solutions k, l ∈ C(Tl) and m ∈ C(Tu).
Proof. The proof follows from finding a solution via the
method of characteristcs. Since there is interesting non-local
behavior arising in the plant, the companion kernel PDEs will
exhibit non-local coupling as well, which must be treated
carefully in the characteristics.
We begin by inspecting the k-PDE. By directly applying
the characteristics method, it is not hard to see that k has
the following representation for a solution in Tl:
k(x, y) = k(x− y, 0) = k1µ∗l(x− y, 0) (90)
By using (90) as a representation for k in (43), one can find
the self-contained system (l,m). The (l,m) characteristics
are sketched in Figure 2. In particular, note how boundary
conditions between l,m are coupled, in particular, at y = x
and y = 0.
By a direct application of the method of characteristics to
(43), one can recover an integral equation representation for
l:
l(x, y) = m(σ1(x, y), σ1(x, y))− c(σ1(x, y))
γp∗
+
∫ x−y
γp∗
0
[
k1µ
∗c(−v∗s+ σ1(x, y))l(γp∗s, 0)
+ v∗a(−v∗s+ σ1(x, y))
× l((γp∗ − v∗)s+ σ1(x, y), 0)
]
ds
(91)
where σ1 is defined
σ1(x, y) =
v∗x+ (γp∗ − v∗)y
γp∗
(92)
Similarly, a direct application of the method of characteristics
to (44) will yield the following piecewise defined integral
relation for m:
m(x, y) =
{
m1(x, y) y ≤ −µ∗x+ L
m2(x, y) y > −µ∗x+ L
(93)
m1(x, y) =
∫ x
γp∗−v∗
0
v∗a(−v∗s+ σ2(x, y))
× l((γp∗ − v∗)s, 0)ds
m2(x, y) =
∫ L−y
v∗
0
v∗a(−v∗s+ L)
× l((γp∗ − v∗)s+ σ3(x, y), 0)ds
where σ2, σ3 are
σ2(x, y) = µ
∗x+ y (94)
σ3(x, y) = x− 1
µ∗
(L − y) (95)
By substituting in (93) into (91) and evaluating the result at
y = 0, one generates the following integral equation defined
piecewise:
l(x, 0) =
{
ld(x) x ≤ Lµ∗
lu(x) x >
L
µ∗
(96)
ld(x) = − 1
γp∗
c
(
v∗
γp∗
x
)
+
∫ µ∗x
γp∗
0
v∗a(−v∗s+ µ∗x)l((γp∗ − v∗)s, 0)ds
+
∫ x
γp∗
0
[
k1µ
∗c
(
−v∗s+ v
∗
γp∗
x
)
l(γp∗s, 0)
+ v∗a
(
−v∗s+ v
∗
γp∗
x
)
× l
(
(γp∗ − v∗)s+ v
∗
γp∗
x, 0
)]
ds
(97)
lu(x) = − 1
γp∗
c
(
v∗
γp∗
x
)
+
∫ L
v∗
− 1
γp∗
x
0
v∗a(−v∗s+ L)
× l
(
(γp∗ − v∗)s+ x− L
µ∗
, 0
)
ds
+∫ x
γp∗
0
[
k1µ
∗c
(
−v∗s+ v
∗
γp∗
x
)
l(γp∗s, 0)
+ v∗a
(
−v∗s+ v
∗
γp∗
x
)
× l
(
(γp∗ − v∗)s+ v
∗
γp∗
x, 0
)]
ds
(98)
Note that the separate cases of µ∗ > 1, µ∗ ≤ 1 are
self contained in the definition (96): for µ∗ ≤ 1, only the
condition corresponding to ld(x) is activated since x ∈
(0, L), while for µ∗ > 1, both cases must be considered.
We will give a rough sketch of the remainder, as it is
quite straightforward from [8], [12], [13]. By using the
method of successive approximations, we can establish an
iteration {ln}∞n=0 → l(x, 0), which can be shown to converge
uniformly since the integral equations admitted are affine.
This establishes the existence of a solution which can be
shown to be unique due to the linearity. The regularity is
recovered by noting that the pieces of the solution l(x, 0)
are C([0, L]) compatible. Then the C(Tl) solutions k, l and
C(Tu) solution m can be directly generated by evaluating
(90), (91), (93), respectively.
Lemma 8. Consider the integral equation given by (68), and
the definition of aˇ in (55). If aˇ ∈ L2(0, L), then there exists
a unique L2(0, L) solution n.
Proof. The proof is relatively straightforward, and one may
employ standard linear integral equation techniques to re-
cover n. Since aˇ is assumed piecewise continuous, then one
such potential method is utilzing the Laplace transform on
(68):
nˆ(s) = (γp∗ − v∗)−1 [ˆˇa(s) + nˆ(s)ˆˇa(s)] (99)
The solution n ∈ L2 is found by applying the inverse Laplace
transform:
n(x) = L−1
{
(γp∗ − v∗)−1 [ˆˇa(s) + nˆ(s)ˆˇa(s)]} (100)
VI. CONCLUSION
In this paper, we have presented a control design for
damping app-routing instabilities in a linear ARZ traffic
model. The control design is an novel extension to classical
infinite-dimensional backstepping, allowing for additional
forwarding to account for the non-local boundary condition
arising from the routing.
In this control design, we present stability analysis in H1,
which is different than the previous work in L2 stabilizing
backstepping control for linear ARZ models. This point is
emphasized in the paper, as stability in L2 is, in general,
insufficient to guarantee existence of solutions in closed loop.
In particular, for the ARZ model to be valid, certain point-
wise boundedness conditions must be fulfilled, which L2
stability does not necessarily guarantee. Thus, by performing
stability analysis in H1, the designer can guarantee existence
of solutions on the infinite-time interval by restricting the set
of initial conditions for which the control design is valid for.
TheH1 estimate is conservative, as it is a sufficient condition
but not necessary (a less conservative result, for example,
may be to consider W 1,∞).
One key weakness to be addressed in this design is the
assumption that the app routing Urout is known a priori. In
general, the routing is unknown as it involves proprietary
algorithms in the separate apps, and may not even be
consistent between competing apps. Thus, a natural extension
to consider is estimating the app routing disturbance in
several various ways. One such case is to presume that the
routing feedback is of a linear form (as we have assumed
in our paper), and identify the feedback gain a(y) online
and combine the identification algorithm with our proposed
boundary controller. However, the H1 stability analysis may
become extremely convoluted, as we must guarantee H1
bounds such that the model remains valid on the infinite time
interval. Another approach may be to treat the routing app
as an adversarial controller, assume a bound on app routing
disturbance, and then attempt to design a boundary feedback
controller subject to bounded state constraints.
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