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Abstract. We prove that nonlocal minimal graphs in the plane exhibit generically
stickiness effects and boundary discontinuities. More precisely, we show that if a non-
local minimal graph in a slab is continuous up to the boundary, then arbitrarily small
perturbations of the far-away data produce boundary discontinuities.
Hence, either a nonlocal minimal graph is discontinuous at the boundary, or a small
perturbation of the prescribed conditions produces boundary discontinuities.
The proof relies on a sliding method combined with a fine boundary regularity analysis,
based on a discontinuity/smoothness alternative. Namely, we establish that nonlocal
minimal graphs are either discontinuous at the boundary or their derivative is Ho¨lder
continuous up to the boundary. In this spirit, we prove that the boundary regularity
of nonlocal minimal graphs in the plane “jumps” from discontinuous to C1,γ , with no
intermediate possibilities allowed.
In particular, we deduce that the nonlocal curvature equation is always satisfied up
to the boundary.
As an interesting byproduct of our analysis, one obtains a detailed understanding
of the “switch” between the regime of continuous (and hence differentiable) nonlocal
minimal graphs to that of discontinuous (and hence with differentiable inverse) ones.
1. Introduction
Nonlocal minimal surfaces have been introduced in [CRS10] with the aim of comprising
long range effects in a variational problem resembling the one arising from the minimiza-
tion of the classical perimeter functional and of modeling concrete problems in which
remote interactions play a decisive role.
Specifically, given s ∈ (0, 1), one considers the long range interaction of two disjoint
(measurable) sets F , G ⊆ Rn given by
Is(F,G) :=
∫∫
F×G
dx dy
|x− y|n+s . (1.1)
For a bounded reference domain Ω with Lipschitz boundary, one also defines the s-
perimeter of a set E ⊆ Rn in Ω as
Pers(E; Ω) := Is(E ∩ Ω, Ec ∩ Ω) + Is(E ∩ Ω, Ec ∩ Ωc) + Is(E ∩ Ωc, Ec ∩ Ω),
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where the superscript “c” denotes the complementary set in Rn.
One says that E is s-minimal in Ω if Pers(E; Ω) < +∞ and
Pers(E; Ω) 6 Pers(E ′; Ω) (1.2)
for every E ′ ⊆ Rn such that E ′ ∩ Ωc = E ∩ Ωc.
An intense research activity was recently focused on s-minimal sets. Among the many
topics covered, such a research took into account:
• Asymptotics: as s↗ 1, the s-perimeter recovers the classical perimeter, see [BBM02,
Da´v02,CV11,ADPM11,Lud14], and as s↘ 0 the problem is related to Lebesgue
measure, see [MS02,DFPV13].
• Interior regularity: s-minimal sets have C∞ boundary when n = 2, and also
when n 6 7 provided that s ∈ (1 − ε0, 1) for a sufficiently small ε0 ∈ (0, 1),
see [SV13, CV13, BFV14]. One can also consider regularity problems for stable,
rather than minimal, objects, see [CSV19,CCS].
• Bernstein property: s-minimal sets with a graphical structure are necessarily half-
spaces in dimension n 6 3, and also in dimension n 6 8 provided that s ∈
(1 − ε0, 1) for a sufficiently small ε0 ∈ (0, 1), see [FV17, FV]. More generally, one
can prove similar results assuming only that some partial derivatives of the graph
are bounded from either above or below, see [CFL].
• Isoperimetric problems: minimizing the s-perimeter under suitable volume condi-
tions naturally leads to a number of fractional isoperimetric problems, see [FS08,
FMM11,FFM+15,DCNRV15].
• Growth at infinity: if an s-minimal set is the graph of a function u, then the
gradient of u is bounded in the interior of a ball by a power of its oscillation,
see [CC19]. From this and [BFV14], one obtains also the C∞-regularity of u.
• Connection to the fractional Allen-Cahn equation: minimizers of long range phase
transition models and of fractional Allen-Cahn energy functionals approach, at
a large scale, nonlocal minimal surfaces [SV12, SV14, MSW19]. This fact makes
geometric techniques available in the study of the symmetry properties of the so-
lutions of the fractional Allen-Cahn equation and for nonlinear boundary reaction
equations, in the spirit of a classical conjecture by Ennio De Giorgi, see [CSM05,
SV09,CC10,CC14,CS15,HROSV17,DSVb,Sav18,Sav19,FS20,GL20].
• Connection with spin models in statistical mechanics: ground states for long-range
Ising models and nonlocal minimal surfaces approximate each other in a suitable
Γ-convergence setting, see [CDV17].
• Free boundary problems: Several new free boundary problems have been studied
by taking into account the nonlocal perimeter as interfacial energy, see [CSV15,
DSV15,DKV17,DV17].
• Surfaces of constant nonlocal mean curvature: minimizers of the fractional perime-
ter satisfy a suitable Euler-Lagrange equation, which can be written in the form∫
Rn
χEc(y)− χE(y)
|x− y|n+s dy = 0, x ∈ (∂E) ∩ Ω.
In analogy with the classical case, the left hand side of this equation can be
considered as a nonlocal mean curvature (or simply a nonlocal curvature when n =
2). It is natural to consider curves, surfaces and hypersurfaces with vanishing,
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or prescribed, nonlocal mean curvature, see e.g. [DdPDV16, CFW18b, CFW18a,
CFMN18,CFSMW18] for a number of results in this direction.
• Geometric flows: In analogy with the classical case, one can also consider geomet-
ric evolution equations of nonlocal type, such as the evolution of a hypersurface
with normal velocity equal to the nonlocal mean curvature, see e.g. [Imb09,CS10,
CMP15, CNR17, CSV18, SV19]. This type of geometric motions also appears as
a limit of discrete heat flows and can be seen as a toy model for the evolution of
cellular automata, with potential applications in population dynamics.
• Nonlocal capillarity problems: Nonlocal interactions as the ones in (1.1) have been
also exploited to model capillarity phenomena in which the shape of the droplets
are influenced by long range interactions, see [MV17,DMV17]: in particular, in this
context, one can describe the contact angle between the droplet and the container
in terms of a suitable nonlocal Young’s Law.
Furthermore, nonlocal perimeters and related fractional operators have been studied also
from the numerical point of view, also due to their flexibility in image reconstruction
theory, see e.g. [BS15,BBN+18,BLN19].
Hence, in general, the nonlocal perimeter functional provides a burgeoning topic of
research which is experiencing an intense activity in many directions, involving mathe-
maticians with different backgrounds and combining different methodologies coming from
geometric analysis, partial differential equations, geometric measure theory, calculus of
variations and functional analysis.
Since now, all the problems covered in this framework, the methods exploited and the
results obtained have shown significant differences with respect to their classical analogues,
and the new features provided by the nonlocal aspect of the problem turned out to play
a very major role.
We also refer to [CF17, DV18] for recent surveys on nonlocal minimal surfaces and
related topics.
Going back to the minimization problem in (1.2), for unbounded domains Ω, the s-
perimeter of many “interesting sets” can become unbounded. Nevertheless, one can make
sense of the minimization procedure by saying that E is locally s-minimal in a (possibly
unbounded) domain Ω if E is s-minimal in every bounded and Lipschitz domain Ω′ b Ω
(see Section 1.3 in [Lom18] for additional details on these minimality notions).
In particular, in this way, one can take into account the local minimization problem on
cylindrical domains of the form B × R, where B ⊂ Rn−1 is a bounded set with smooth
boundary. This setting naturally comprises the one of “graphs”, i.e. sets which happen
to be the subgraph of a certain function. The graphical setting was studied in detail
in [DSV16], establishing that a locally s-minimal set which is graphical outside a cylinder
is necessarily graphical over the entire space.
In this setting, the locally s-minimal set is described by a uniformly continuous graph
inside the cylinder which can exhibit boundary discontinuities of jump type, that is the
boundary datum is not necessarily attained continuously – even for smooth and compactly
supported data, as shown by an example in [DSV17].
In jargon, s-minimal sets with graphical properties are called s-minimal graphs, and
the boundary discontinuity phenomenon is known with the name of “stickiness” (meaning
that the interior s-minimal surface has to stick at the walls of the cylinder to attain its
exterior datum).
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Of course, this stickiness phenomenon is a purely nonlocal feature, since classical min-
imal surfaces leave convex domain in a transversal fashion, and it seems to be a very
distinctive phenomenon for nonlocal minimal surfaces that is not shared by other prob-
lems of fractional type (e.g., solutions of fractional Laplace equations do not exhibit jumps
at the boundary).
The main goal of this article is to show that this stickiness phenomenon and the corre-
sponding boundary discontinuity for nonlocal minimal graphs in the plane, as introduced
in [DSV16, DSV17], is indeed a “generic” feature. More precisely, we show that either a
nonlocal minimal graph in the plane is boundary discontinuous, or there is an arbitrarily
small perturbation of its exterior data which produces a boundary discontinuous nonlocal
minimal graph. In this sense, boundary continuity is an “unstable” property of nonlocal
minimal graphs, since it is destroyed by arbitrarily small perturbations, and the stickiness
phenomenon holds true “essentially” for all prescribed exterior data. Our precise result
is the following:
Theorem 1.1 (Genericity of the stickiness phenomenon). Let α ∈ (s, 1) and Ω := (0, 1)×
R. Let v ∈ C1,α(R). Let ϕ ∈ C1,α(R, [0,+∞)) be not identically zero, with ϕ = 0
in (−d, 1 + d), for some d > 0.
Let u : R× [0,+∞)→ R be defined, for all t > 0, by
u(x1, t) := v(x1) + tϕ(x1) if x1 ∈ R \ (0, 1),
and, for x1 ∈ (0, 1), by requiring that the subgraph
Et := {x = (x1, x2) ∈ R2 s.t. x2 < u(x1, t)} (1.3)
is locally s-minimal in Ω.
Assume that
lim
x1↘0
u(x1, 0) = v(0). (1.4)
Then, for any t > 0,
lim sup
x1↘0
u(x1, t) > v(0). (1.5)
Concerning the definition of u(x1, t) in Theorem 1.1, we recall that any s-minimal set
given by exterior data with a graphical structure has also a graphical structure, thanks
to [DSV16], therefore the set Et in (1.3) is indeed a subgraph.
The proof of Theorem 1.1 relies on an auxiliary boundary regularity result, that we now
state. This result seems to be very interesting in itself, since it rules out “intermediate”
pathologies in the regularity theory. Namely:
• On the one hand, nonlocal minimal graphs can well be discontinuous at the bound-
ary (as the example in [DSV17]).
• On the other hand, we prove that if nonlocal minimal graphs happen to be contin-
uous at the boundary, then they are necessarily differentiable, and the derivative
is Ho¨lder continuous.
In addition, the Ho¨lder exponent can be explicitly determined, and it will be sufficiently
large for concrete applications.
In particular, we establish that no halfway boundary regularity is possible for nonlocal
minimal graphs: they cannot be merely continuous, or Ho¨lder, or Lipschitz, since the
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absence of boundary jumps is sufficient to differentiability and Ho¨lder regularity of the
derivative.
The precise statement that we prove is the following:
Theorem 1.2 (Continuity implies differentiability). Let α ∈ (s, 1), u : R→ R, with u ∈
C1,α([−h, 0]) for some h ∈ (0, 1), and
E := {(x1, x2) ∈ R2 s.t. x2 < u(x1)}.
Assume that E is locally s-minimal in (0, 1)× R. Suppose also that
lim
x1↘0
u(x1) = lim
x1↗0
u(x1). (1.6)
Then, u ∈ C1,γ([−h, 1/2]), with
γ := min
{
α,
1 + s
2
}
.
We think that Theorem 1.2 possesses some surprising features. First of all, at a first
glance, the boundary regularity of Theorem 1.2 seems “too good to be true” when com-
pared with the case of nonlocal linear equations, in which solutions are in general not
better than Ho¨lder continuous at the boundary. In this sense, the regularity obtained
in Theorem 1.2 arises from the combination of two distinctive properties, namely an im-
provement of flatness method, which is specific for nonlocal minimal surfaces, and that
we perform here at boundary points, and the higher order boundary regularity for lin-
ear equations. The first of these two ingredients provides a differentiability result, and
only after this the second ingredient comes into play. Namely, we will exploit the linear
theory only after having determined that the linear equation is a “very good approxi-
mation” of the nonlocal curvature equation “with respect to its own tangent direction”.
In this way, having already established a differentiability result by the improvement of
flatness method, the linear theory necessarily forces the first term in the boundary ex-
pansion to vanish, and hence the second term of the expansion becomes representative
of the boundary regularity (this justifies the exponent 1 + 1+s
2
in Theorem 1.2, since the
linearized equation in this case is related to the fractional Laplacian of order 1+s
2
, and
the exponent 1 + 1+s
2
is precisely the one arising from the second term in the boundary
expansion).
Another very intriguing feature given by Theorem 1.2 is that the switch between “non-
sticky” and “sticky” nonlocal minimal graphs is continuous in L∞ but not in C1. That
is, if one considers a nonlocal minimal graph which is continuous up to the boundary,
then it is in fact C1,
1+s
2 -regular by Theorem 1.2, and, according to Theorem 1.1, a small
perturbation of the exterior data makes this C1,
1+s
2 -graph switch to a discontinuous graph.
If the perturbation is small, the two graphs are close to each other, nevertheless their
boundary derivative is very different, since in the unperturbed case the graph detaches in
a C1,
1+s
2 -way from any prescribed tangent direction, while in the perturbed case the graph
detaches in a C1,
1+s
2 -way from the vertical direction (in particular, any small perturbation
of the exterior data makes the boundary derivative pass suddenly from a given, possibly
zero, value to infinity).
More specifically, an interesting consequence of Theorem 1.2 and of the results in [CDSS16]
is that nonlocal minimal graphs in the slab are C1,
1+s
2 -curves from the interior up to the
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0 1/2 0 1/2
Figure 1.1. The alternative boundary behavior in Corollary 1.3: (i) on the left, dif-
ferentiability up to the boundary, (ii) on the right, stickiness and boundary discontinuity.
No intermediate option.
boundary, and the following alternative holds: either they are global C1,
1+s
2 -graphs, or
they exhibit boundary discontinuities and the graphicality direction becomes horizontal
near the boundary (i.e., in this case, it is the inverse of the solution u, denoted by u−1,
that is significant for the boundary regularity of the curve describing the nonlocal minimal
graph in the slab). This alternative is described in Figure 1.1. The precise result is the
following:
Corollary 1.3 (Geometric regularity up to the boundary). Let u : R → R, with u ∈
C1,
1+s
2 ([−h, 0]) for some h ∈ (0, 1), and
E := {(x1, x2) ∈ R2 s.t. x2 < u(x1)}.
Assume that E is locally s-minimal in (0, 1)× R.
Then, (∂E) ∩ ((0, 1)× R) is a C1, 1+s2 -curve.
Moreover, the following alternative holds:
(i) either
lim
x1↘0
u(x1) = lim
x1↗0
u(x1)
and u ∈ C1, 1+s2 ([−h, 1
2
])
,
(ii) or
` := lim
x1↘0
u(x1) 6= lim
x1↗0
u(x1)
and there exists µ > 0 such that u−1 ∈ C1, 1+s2 ([`− µ, `+ µ]).
Interestingly, Corollary 1.3 states that the geometric regularity of nonlocal minimal
graphs is the same as that for obstacle-type problems, see [CDSS16], since the curve
(∂E) ∩ ((0, 1)× R) always detaches from its tangent direction in a global C1, 1+s2 -way.
This is in principle absolutely not obvious and, to prove it, one cannot use directly the
obstacle-type results by considering the tangent line as an obstacle for the curve itself,
since one does not know that such a curve always lies at one side of its tangent line, and
there are no general results in the literature dealing with convexity properties of nonlocal
minimal graphs.
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Another important consequence of Theorem 1.2 is that planar nonlocal minimal graphs
satisfy the Euler-Lagrange equation (i.e. the vanishing nonlocal curvature equation) not
only at interior boundary points, but also at all the boundary points that are accessible as
limits of interior boundary points. Interestingly, this statement holds true independently
on the stickiness phenomenon and it is thus valid in any situation, making it a cornerstone
towards the proof of Theorem 1.1. The precise result that we have is the following:
Theorem 1.4 (Pointwise nonlocal curvature equation up to the boundary). Let α ∈ (s, 1),
u : R→ R, with u ∈ C1,α([−h, 0]) for some h ∈ (0, 1), and
E := {(x1, x2) ∈ R2 s.t. x2 < u(x1)}.
Assume that E is locally s-minimal in (0, 1)× R. Then∫
R2
χR2\E(y)− χE(y)
|x− y|2+s dy = 0, (1.7)
for every x = (x1, x2) ∈ (∂E) ∩ ((0, 1)× R).
The strategy to prove Theorem 1.1 is to prove first Theorem 1.2, which will in turn lead
to Theorem 1.4. Then, the proof of Theorem 1.1 will exploit Theorem 1.4 and a sliding
method based on maximum principle.
The proof of Theorem 1.2 presents an intermediate step (namely, the forthcoming
Theorem 8.2) which is already a regularity statement in which continuous solutions are
proved to be differentiable. Nevertheless, this preliminary result is not sufficient to obtain
Theorem 1.4, and hence Theorem 1.1, since the Ho¨lder exponent of Theorem 8.2 is too
small to allow the Euler-Lagrange equation to pass to the limit. For this, it will be
important to enhance the Ho¨lder exponent, and, as a matter of fact, we conjecture that
the Ho¨lder exponent obtained in Theorem 1.2 is optimal.
For boundary properties of nonlocal minimal graphs in R3, we refer to [DSVa].
The rest of this paper is organized as follows. Section 2 is devoted to a first and second
blow-up analysis at the boundary. Differently than the approach in the interior, in our
case the monotonicity formula is not available, hence some specific arguments are needed
to replace the classical blow-up methods in our framework, and this is the reason for
which we provided full details of the proofs (deferred to the appendix, not to interrupt
the main line of reasoning).
In Section 3, we consider some sliding methods to “clean” boundary points for nonlocal
minimal graphs which possess trivial blow-up limits. This will be a pivotal step towards
the alternative, provided in Section 4, according to which the stickiness phenomenon and
the regularity of the blow-up limit are the only (mutually excluding) possible alternatives.
Sections 5, 6, 7, 8 and 9 address the proof of Theorem 1.2. In a sense, the scheme of this
proof is classical, since it relies on a Harnack Inequality (Section 5), which will allow us to
classify the limits of the vertical rescalings of the solution (Section 6). Nevertheless, differ-
ently from the existing literature, our arguments need to take into account the boundary
effects, which, given the stickiness phenomenon, appear to always be non-negligible for
what regularity concerns. In addition, in our setting, one has to introduce a new barrier
(Section 7) that is capable to detect – and, in fact, exclude – merely Lipschitz singularities
at the boundary. This turns out to be a crucial step in our analysis, leading to a boundary
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regularity alternative in which corners directly lead to discontinuities, while, viceversa,
continuity directly leads to differentiability.
The differentiability result is then obtained via a boundary improvement of flatness,
which is specifically designed for non-sticky points (Section 8), and which will lead us to
an enhanced Ho¨lder exponent for the derivative of the solution and to the completion of
Theorem 1.2 (Section 9).
Theorems 1.4 and 1.1 are then proved in Sections 10 and 11, respectively.
The paper ends with some technical appendices which collect some ancillary results and
proofs that are postponed not to break the flow of ideas. More specifically, Appendix A
contains the technical proofs of the statements given in Section 2 concerning the bound-
ary blow-up limits, Appendix B collects some auxiliary results from the linear theory of
fractional equations, Appendix C recalls some density estimates (extending the interior
ones up to the boundary) and the related uniform convergence results, and Appendix D
contains the proof of a technical statement needed for improving the Ho¨lder exponent of
our main regularity results.
2. Boundary blow-up analysis
In this section we discuss the blow-up methods for nonlocal minimal graphs. For
concreteness, we stick here to the two-dimensional case, but the n-dimensional analysis
in this section would remain completely unaltered. The proofs of this section are rather
technical, and therefore they have been all deferred to Appendix A.
We consider Ω := (0, 1)× R and a subgraph E which is locally s-minimal in Ω.
We assume that the boundary of E meets the boundary of Ω at the origin in a C1,α
fashion from outside Ω, namely there exists r0 > 0 such that E ∩ {x1 ∈ (−r0, 0)} is the
subgraph of a C1,α function v, namely
E ∩ {x1 ∈ (−r0, 0)} = {x = (x1, x2) ∈ R2 s.t. x1 ∈ (−r0, 0) and x2 < v(x1)},
with v(0) = 0.
We consider a first blow-up sequence, defined, for all k ∈ N with k > 1,
Ek := kE = {kx, x ∈ E}. (2.1)
Differently than the previous literature, the blow-up sequence in (2.1) is centered at
boundary points rather than in the interior (this makes some classical tools such as
monotonicity formula and density estimates not available in this context). We have the
following first blow-up result.
Lemma 2.1. There exists E0 ⊂ R2 such that, up to a subsequence, we have that
χEk → χE0 in L1loc(R2). (2.2)
In addition,
E0 is locally s-minimal in {x1 > 0} (2.3)
and
E0 ∩ {x1 < 0} = {x2 < v′(0)x1} ∩ {x1 < 0}. (2.4)
Given the setting in Lemma 2.1, and without the availability of monotonicity formulas,
it is also convenient to consider a second blow-up sequence, defined, for all k ∈ N with k >
1,
E0k := kE0 = {kx, x ∈ E0}. (2.5)
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The second blow-up procedure has the advantage that the datum outside {x1 > 0} is a
cone, which makes it possible to establish that the limit is a cone (also in {x1 > 0}), as
next result points out:
Lemma 2.2. There exists E00 ⊂ R2 such that, up to a subsequence, we have that
χE0k → χE00 in L1loc(R2). (2.6)
In addition,
E00 is locally s-minimal in {x1 > 0} (2.7)
and
E00 ∩ {x1 < 0} = {x2 < v′(0)x1} ∩ {x1 < 0}, (2.8)
and E00 is a cone, namely tE00 = E00 for all t > 0.
To avoid technical complications, it is useful to observe that the second blow-up cone
can be obtained by a direct blow-up of the original set, up to a subsequence:
Lemma 2.3. In the notation of Lemma 2.2, we have that
χEk → χE00 in L1loc(R2),
up to a subsequence.
3. Sliding methods
In this section we prove that “narrow s-minimal sets are necessarily void” (see below
for a precise statement). The proof is based on the sliding method.
Given M , h > 0, we let
QM,h := (0,M)× (−h, h). (3.1)
We also use the short notation
χ˜A := χAc − χA.
Proposition 3.1. Let λ > 0. There exist M0 > 1 and µ0 ∈ (0, 1) such that if M > M0
and µ ∈ (0, µ0] the following claim holds true.
Let E ⊂ R2 be s-minimal in QM,4 and such that
E ∩ {x1 ∈ (−M, 0)} ⊆ {x2 6 −λx1}, (3.2)
and E ∩QM,M ⊆ {x1 ∈ (0, µ)}. (3.3)
Then,
E ∩QM
2
,1 = ∅. (3.4)
Proof. We let ϑ ∈ (−1, 1) and Pt = (t, ϑ) ∈ R2. We observe that if t > 2 then
B1(Pt) ⊆ (t− 1, t+ 1)× (−2, 2)
⊆ {x1 > 1},
and therefore, by (3.3),
B1(Pt) ∩ E ∩QM,M ⊆ {x1 > 1} ∩ {x1 ∈ (0, µ)} = ∅.
We now take
t? := inf
{
t ∈
[
1,
M
8
]
s.t. B1(Pt) ∩ E ∩QM,M = ∅
}
.
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B
B’
q
Figure 3.1. The geometry involved in the proof of Proposition 3.1.
We claim that
t? = 1. (3.5)
To prove this, we argue by contradiction. If not, there exist t? ∈
(
1, M
8
]
and q ∈(
∂B1(Pt?)
) ∩ (∂E), with B := B1(Pt?) ⊆ Ec.
We remark that the first coordinate of Pt? is equal to t?, and therefore
q1 > t? − 1 > 0, (3.6)
and also
q1 6 t? + 1 6 1 +
M
8
. (3.7)
Similarly, we see that
|q2| 6 2. (3.8)
We let ν be the exterior normal to B at q and B′ := B1(Pt? + 2ν). We observe that B
′ is
the symmetric ball to B with respect to the tangent plane through q, see Figure 3.1. As
a consequence, taking ρ := 3
√
µ, since Bρ(q) ∩ E ⊆ Bc,∫
Bρ(q)
χ˜E(x)
|x− q|2+sdx > −
∫
Bρ(q)\(B∪B′)
dx
|x− q|2+s > −Cρ
1−s = −Cµ 1−s3 , (3.9)
for some C > 0.
Now, we let
A1 :=
(
B1(q) \Bρ(q)
) ∩ {|x1 − q1| 6 2µ}
and A2 :=
(
B1(q) \Bρ(q)
) ∩ {|x1 − q1| > 2µ}.
We observe that∫
A1
χ˜E(x)
|x− q|2+sdx > −
∫
B1(q)∩{|x1−q1|62µ}
dx
ρ2+s
> − Cµ
ρ2+s
= −Cµ 1−s3 . (3.10)
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Now we let
Q? := (q1 − 1, q1 + 1)×
(
−M
4
,
M
4
)
,
and we claim that
E ∩ (Q? \Bρ(q)) ∩ {x1 − q1 > 2µ} = ∅. (3.11)
Suppose not and let p be in this set. Then, by (3.6),
p1 > 2µ+ q1 > 2µ.
Similarly, by (3.7),
p1 < q1 + 1 6 2 +
M
8
< M,
as long as M is large enough. On the other hand, by (3.8),
|p2| 6 |p2 − q2|+ |q2| 6 M
4
+ 2 < M,
as long as M is large enough. These observations give that
p ∈ E ∩QM,M ∩ {x1 > 2µ},
which is in contradiction with (3.3), and hence it proves (3.11).
Then, from (3.11) we deduce that
E ∩ A2 ⊆ {x1 − q1 < −2µ},
and consequently ∫
A2
χ˜E(x)
|x− q|2+sdx > 0.
Then, combining this inequality with (3.10), we conclude that∫
B1(q)\Bρ(q)
χ˜E(x)
|x− q|2+sdx > −Cµ
1−s
3 .
This and (3.9) yield that ∫
B1(q)
χ˜E(x)
|x− q|2+sdx > −Cµ
1−s
3 , (3.12)
up to renaming C.
Furthermore, by (3.11), ∫
Q?\B1(q)
χ˜E(x)
|x− q|2+sdx > 0,
and therefore∫
{|x1−q1|<1}\B1(q)
χ˜E(x)
|x− q|2+sdx > −
∫
R2\BM/8(q)
dx
|x− q|2+s > −
C
M s
. (3.13)
Now, we observe that
E ∩ {x1 − q1 > 1} ⊆ R2 \BM/8(q). (3.14)
Indeed, if not, recalling (3.6), (3.7) and (3.8) we see that there exists p = (p1, p2) ∈ E
with
p1 < q1 +
M
8
6 1 + M
8
+
M
8
< M,
p1 > q1 + 1 > 1 > µ,
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|p2| 6 |p2 − q2|+ |q2| < M
8
+ 1 +
M
8
< M,
and these inequalities produce a contradiction with (3.3), thus proving (3.14).
Then, by (3.2) and (3.14),∫
BM/8(q)∩{|x1−q1|>1}
χ˜E(x)
|x− q|2+sdx > c,
for some c > 0, and, as a consequence,∫
{|x1−q1|>1}\B1(q)
χ˜E(x)
|x− q|2+sdx =
∫
{|x1−q1|>1}
χ˜E(x)
|x− q|2+sdx
> c−
∫
R2\BM/8(q)
dx
|x− q|2+s > c−
C
M s
,
for some C > 0. This and (3.13) give that∫
R2\B1(q)
χ˜E(x)
|x− q|2+sdx > c−
C
M s
,
up to renaming C, which, combined with (3.12), yields that∫
R2
χ˜E(x)
|x− q|2+sdx > c−
C
M s
− Cµ 1−s3 .
The latter quantity is strictly positive if M is sufficiently large and µ is sufficiently small,
which is in contradiction with the s-minimality of E.
This completes the proof of (3.5). Then, by (3.5), we obtain that
∅ =
⋃
t>1
B1(Pt) ∩ E ∩QM,M ⊇ (R× {ϑ}) ∩ E ∩QM,M ,
from which (3.4) plainly follows since ϑ ∈ (−1, 1) is arbitrary. 
As a consequence of Proposition 3.1, we have that s-minimal sets which approach empty
sets in the halfspace are necessarily locally empty:
Corollary 3.2. There exists M0 > 1 such that the following claim holds true. Let εk be
an infinitesimal sequence. Let λ > 0 and Ek be a sequence of s-minimal sets in Q 1
εk
, 1
εk
such that
Ek ∩ {x1 < 0} ⊆ {x2 6 −λx1}.
Assume that, for every M >M0,
χEk → 0 in L1
((
1
2M
, 2M
)× (−2M, 2M)). (3.15)
Then, for every M >M0 there exists kM ∈ N such that if k > kM then
Ek ∩QM,1 = ∅.
Proof. Fix M > 0, to be taken sufficiently large in what follows. First of all, we prove
that, if k is large enough, then
Ek ∩QM,M ⊆
{
x1 ∈
(
0,
1
M
)}
. (3.16)
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Suppose not. Then there are infinitely many values of k for which there exists a point pk =
(pk1, pk2) ∈ Ek with pk1 ∈
[
1
M
,M
]
and |pk2| 6 M . We let r := 110M and we claim that
there exists qk ∈ B2r(pk) and a constant c ∈
(
0, 1
2
)
such that
Bcr(qk) ⊆ Ek. (3.17)
Indeed, ifBr/2(pk) ⊆ Ek, then (3.17) holds true with qk := pk. If insteadBr/2(pk)∩Ek 6= ∅,
there exists a point zk = (zk1, zk2) ∈ Br/2(pk) ∩ (∂Ek). We notice that if ζ = (ζ1, ζ2) ∈
Br(zk) then
ζ1 > zk1 − r > pk1 − 3r
2
> 1
M
− 3r
2
=
17
20M
> εk
and |ζi| 6 |zki|+ r 6 |pki|+ 3r
2
6M + 3
20M
<
1
εk
for all i ∈ {1, 2}, which implies that Br(zk) ⊆ Q 1
εk
, 1
εk
, and therefore we can use the clean
ball condition in [CRS10] and conclude the proof of (3.17).
Moreover, up to a subsequence, we can assume that pk → p, for some p ∈
[
1
M
,M
] ×
[−M,M ], and we observe that B4r(p) ⊇ Bcr(qk) if k is sufficiently large. Accordingly,
by (3.17), we find that∫
B4r(p)
χEk(x) dx >
∫
Bcr(qk)
χEk(x) dx = |Bcr(qk)| = c′ rn,
for some c′ > 0, which is in contradiction with (3.15), and hence it proves (3.16).
In light of (3.16), we have that Ek satisfies the assumptions of Proposition 3.1. Conse-
quently, the desired result follows from (3.4), up to renaming M . 
4. Alternative on the second blow-up
In this section, we analyze the s-minimal cone arising from the second blow-up, as de-
scribed in Lemma 2.2, and we give a sharp alternative for its behavior. Roughly speaking,
the alternative is that either a given s-minimal set exhibits the stickiness phenomenon or
its second blow-up is a half-plane.
To state this result precisely, we say that a set A is trivial in B if either A ∩ B = B
or A ∩B = ∅. Then, we have:
Theorem 4.1. Let Ω := (0, 1)×R. Let E be an s-minimal graph in Ω. Suppose that the
boundary of E meets the boundary of Ω at the origin and it is C1 near the origin from
outside Ω.
Let E00 be the second blow-up cone, as given in Lemma 2.2. Then the following alter-
native holds true:
• either E00 is a halfplane,
• or there exists r > 0 such that E is trivial in (0, r)× (−r, r).
Proof. From Lemma 2.2, it follows that E00 has a graphical structure in the sense that
if p = (p1, p2) ∈ E00 then (p1, τ) ∈ E00 for all τ 6 p2 (actually, a similar statement also
holds for E0, using instead Lemma 2.1, but we focus here on E00).
In the notation of (3.1), we claim that
if E00 is trivial in {x1 > 0}, then there exists r > 0 such that E is trivial in Qr,r. (4.1)
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To prove this, let us assume that
E00 ∩ {x1 > 0} = ∅
(the case E00 ∩ {x1 > 0} = {x1 > 0} can be treated similarly). By Lemma 2.3, we have
that χEk → χE00 = 0 in L1loc((0,+∞) × R), up to a subsequence (and, in fact, locally
in the Hausdorff distance, thanks to Corollary C.2). Hence, we can exploit Corollary 3.2
with M := 1, and find that
Ek ∩Q1,1 = ∅,
as long as k is sufficiently large. We can thereby conclude that
E ∩Q 1
k
, 1
k
= ∅,
which completes the proof of (4.1).
Now, to complete the proof of Theorem 4.1, we suppose that E is not trivial in Qr,r:
then the desired claim in Theorem 4.1 is established if we show that E00 is a half-plane.
To this end, we know from (4.1) that E00 cannot be trivial in {x1 > 0}. Consequently,
since E00 is a cone, in light of Lemma 2.2, we can write that
E00 ∩ {x1 < 0} = {x2 < ax1} and E00 ∩ {x1 > 0} = {x2 < bx1},
for some a, b ∈ R. We claim that
a = b. (4.2)
Indeed, suppose not. Then, we compute the nonlocal mean curvature equation at the
point p := (1, b) ∈ ∂E00, symmetrizing the integral with respect to the line {x2 = bx1}
and we obtain that ∫
R2
χR2\E00(p)− χE00(p)
|x− p|2+s dx 6= 0.
This is a contradiction with the minimality of E00, and hence it proves (4.2), thus com-
pleting the proof of Theorem 4.1. 
From the blow-up alternative in Theorem 4.1, we obtain that an s-minimal graph can-
not develop boundary corners, unless it develops boundary stickiness (that is, no “nude”
Lipschitz singularity is possible, since any corner would naturally produce boundary dis-
continuities). The precise result that we have is the following:
Corollary 4.2. Let Ω := (0, 1)×R. Let E be a locally s-minimal graph in Ω. Suppose that
the boundary of E meets the boundary of Ω at the origin and it is C1 near the origin from
outside Ω. Assume also that the tangent line of ∂E from outside Ω is of the form x2 = `x1,
with ` ∈ R.
Then:
• if
{x ∈ R2 s.t. x1 ∈ (0, δ) and x2 < (`+ δ)x1} ⊆ E (4.3)
for some δ > 0, then there exists δ′ > 0 such that (0, δ′)2 ⊆ E;
• if
{x ∈ R2 s.t. x1 ∈ (0, δ) and x2 < (`− δ)x1} ⊇ E
for some δ > 0, then there exists δ′ > 0 such that (0, δ′)× (−δ′, 0) ⊆ R2 \ E.
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Proof. We prove the first claim of Corollary 4.2, since the second one would then follow
by considering complementary sets. If (4.3) is satisfied, then the second blow-up E00 in
Lemma 2.2 would satisfy
E00 ∩ {x1 < 0} = {x2 < `x1} ∩ {x1 < 0}
and E00 ∩ {x1 > 0} ⊇ {x2 < (`+ δ)x1} ∩ {x1 > 0}.
In particular, E00 is not a half-plane, and hence the claim follows from Theorem 4.1. 
It is interesting to notice that the boundary behavior described in Corollary 4.2 is
significantly different not only with respect to the case of classical minimal surfaces, but
also with respect to the case of nonlocal capillarity problems. Indeed, in the nonlocal
capillarity theory the minimizers satisfy uniform density estimates at the boundary, as
proved in Theorem 1.7 of [MV17]: instead, the minimizers of the nonlocal perimeters
do not possess similar boundary density estimates in the domain, exactly in view of the
stickiness phenomenon. In a sense, as we will also see in the forthcoming section and in
Appendix C, the role of this density estimates in our setting will be recovered by the mass
of the set and of its complement which arises from the exterior datum.
5. Boundary Harnack Inequality
The main goal of this section is to provide a suitable Harnack Inequality for E “up to the
boundary”. The results obtained will then complement those in Section 6.3 of [CRS10],
where similar results where obtained in the interior of the domain. Interestingly, the
boundary Harnack inequality is stronger than the one in the interior, since one is able to
decrease the oscillation both from above and from below. More precisely, the main result
of this section is the following:
Lemma 5.1. Let α ∈ (0, s), ` ∈ R, u : R→ R and
E := {(x1, x2) ∈ R2 s.t. x2 < u(x1)}.
Assume that E is locally s-minimal in (0, 1) × R. Then, there exist η ∈ (0, 1), δ ∈ (0, 1)
and ε0 ∈ (0,min{η, δ}), depending only on α, `, and s, such that if ε ∈ (0, ε0) the following
statement holds true.
Let
k0 :=
⌈− log2 ε
α
⌉
, (5.1)
and suppose that
|u(x1)− `x1| 6 δε(2k)1+α for all x1 ∈ (−2k, 0), for all k ∈ {0, . . . , k0}, (5.2)
|u(x1)− `x1| 6 ε(2k)1+α for all x1 ∈ (0, 2k), for all k ∈ {0, . . . , k0}. (5.3)
Then,
sup
x1∈(0,η)
u(x1)− `x1 6 ε(1− η2), (5.4)
and inf
x1∈(0,η)
u(x1)− `x1 > ε(η2 − 1). (5.5)
Proof. We use the sliding method of Lemma 6.9 of [CRS10], by taking into account the
following complications. First of all, we do not impose a priori that the touching points
occur in the interior. Secondly, the sliding parabola is adapted to take into consideration
the linear perturbation provided by the parameter `. On the other hand, dealing with
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these two complications will produce an interesting byproduct since the Harnack inequal-
ity that we obtain establishes both the oscillation improvement from above in (5.4) and
the one from below in (5.5) (while in the interior case one can only prove either one or the
other): in our situation, this additional information will be a consequence of the regularity
of the data outside the domain, which, in view of (5.2) produces exterior mass of both
the set and of its complement.
The details go as follows. We prove that (5.5) holds true (the proof of (5.4) is similar).
We argue by contradiction, supposing that (5.5) is violated, hence there exists t? ∈ (0, η)
with
u(t?)− `t? < ε(η2 − 1). (5.6)
We let
C := {x = (x1, x2) ∈ R2 s.t. x1 ∈ (−η, η) and |x2 − `x1| < ε}.
We prove that
|E ∩ C| > εη
2
. (5.7)
This will be established once we show that{
x = (x1, x2) ∈ R2 s.t. x1 ∈ (−η, 0) and x2 ∈
(
u(x1)− ε
2
, u(x1)
)}
⊆ E ∩ C. (5.8)
To prove this claim, let x be in the set on the left hand side of (5.8). Then, we have
that x2 < u(x1), and thus x ∈ E. Moreover, using (5.2) with k := 0,
|x2 − `x1| 6 |x2 − u(x1)|+ |u(x1)− `x1| 6 ε
2
+ δε < ε,
as long as δ < 1
2
, and consequently x ∈ C. This proves (5.8), and hence (5.7) readily
follows.
Now, by varying the parameter κ ∈ R, we slide by below a parabola Pκ of the form
x2 = `x1 − ε(x1 − t?)
2
2
− κ
till it touches u in {|x1| 6 1}.
To formalize this idea, we first observe that, by (5.2) and (5.3) (used here with k := 0),
if |x1| 6 1,
`x1 − ε(x1 − t?)
2
2
− κ− u(x1) 6 ε− ε(x1 − t?)
2
2
− κ 6 ε− κ,
and so if κ > 1, we have that Pκ lies below the graph of u in {|x1| 6 1}.
Then, we can take κ as small as possible with this property. We observe that, for this
choice of κ,
there must be an interior touching point in {x1 ∈ (0, 5η)}. (5.9)
Indeed, by (5.6) and the fact that u lies above the parabola Pκ,
0 > `t? − κ− u(t?) > −κ− ε(η2 − 1),
which gives that
κ > ε(1− η2). (5.10)
Hence, if x1 ∈ (−1, 0), by (5.2) we have that
`x1 − ε(x1 − t?)
2
2
− κ− u(x1) < δε− ε(x1 − t?)
2
2
− ε(1− η2) 6 −ε (1− η2 − δ) 6 −ε
2
,
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as long as η and δ are sufficiently small, which says that
the parabola is well separated by u in {x1 ∈ (−1, 0)}. (5.11)
Furthermore, if x1 ∈ [5η, 1], we have that x1 − t? > 4η and then, by (5.3) and (5.10),
`x1 − ε(x1 − t?)
2
2
− κ− u(x1) 6 ε− ε(x1 − t?)
2
2
− κ < ε− ε(x1 − t?)
2
2
− ε(1− η2)
6 ε− 8εη2 − ε(1− η2) = −7εη2,
hence the parabola is well separated by u in {x1 ∈ [5η, 1]}.
From this and (5.11) we obtain that the parabola touches the graph of u at some point
in [0, 5η). To complete the proof of (5.9), we have to check that
this touching point cannot occur at x1 = 0. (5.12)
We argue by contradiction, assuming that this is the case. Then, recalling (5.11),
−εt
2
?
2
− κ = lim inf
x1↘0
u(x1) < lim inf
x1↗0
u(x1).
That is, the s-minimal surface E would have a boundary point P = (P1, P2) :=
(
0,− εt2?
2
− κ
)
such that Bρ(P ) \ Ω ⊂ E, as long as ρ > 0 is small enough.
By this and Theorem 1.1 in [CDSS16], it follows that, near P , the boundary of E can
be written as a C1,
1+s
2 -graph in the horizontal direction, namely
∂E ∩Bρ′(P ) = {x ∈ R s.t. x1 = φ(x2)} ∩Bρ′(P ),
for some ρ′ > 0 and φ ∈ C1, 1+s2 (R), with φ(P2) = P1 = 0 and φ′(P2) = 0. By construc-
tion, we have that u(φ(x2)) = x2, for x2 close to P2, and hence, the condition that the
parabola Pκ lies below u (with equality at x1 = 0) gives that
x2 > `φ(x2)− ε(φ(x2)− t?)
2
2
− κ,
as long as x2 is close enough to P2 (with equality at x2 = P2). As a consequence,
0 >
(
`φ(x2)− ε(φ(x2)− t?)
2
2
− κ− x2
)
−
(
`φ(P2)− ε(φ(P2)− t?)
2
2
− κ− P2
)
= `φ(x2) +
ε
2
(
t2? − (φ(x2)− t?)2
)
+ P2 − x2
= `φ(x2) +
ε
2
(
2t?φ(x2)− φ2(x2)
)
+ P2 − x2
=
(
`+
ε
2
(
2t? − φ(x2)
))
φ(x2) + P2 − x2
and thus
1 6 lim
x2→P2
(
`+
ε
2
(
2t? − φ(x2)
)) φ(x2)
x2 − P2 = (`+ εt?) φ
′(P2) = 0.
This contradiction completes the proof of (5.12), and hence of (5.9), as desired.
Then, by (5.9), there exists Q ∈ (∂E) ∩ {x1 ∈ (0, 5η)} which is touched from below by
the parabola Pκ.
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We denote by Pκ the subgraph of Pκ, and we observe that most of Pκ lies outside C.
More explicitly, we claim that
|Pκ ∩ C| 6 C(`) εη3. (5.13)
for some C(`) > 0. Indeed, if x belongs to Pκ ∩ C we have that |x1| < η, |x2 − `x1| < ε
and
x2 < `x1 − ε(x1 − t?)
2
2
− κ.
Consequently, recalling (5.10),
x2 − `x1 < −κ < −ε(1− η2) = −ε+ εη2.
These observations say that Pκ ∩ C is contained in the parallelogram
{x ∈ R2 s.t. x1 ∈ (−η, η) and x2 − `x1 ∈ (−ε,−ε+ εη2)},
which in turn implies (5.13).
Assuming η sufficiently small, we deduce from (5.7) and (5.13) that∣∣(E ∩ C) \ Pκ∣∣ > εη4 . (5.14)
We also observe that
C ⊆ BC0(`)η(Q) (5.15)
for some C0(`) > 0. Indeed, if y ∈ C, we have that |y1 −Q1| 6 6η and
|y2−Q2| 6 |y2− `y1|+ |`| |y1−Q1|+ |`Q1−Q2| 6 ε+ 6|`| η+ |`Q1−u(Q1)| 6 2ε+ 6|`| η,
where (5.3) was used once again in the last step, and accordingly |y − Q| 6 C0(`)η, for
some C0(`) > 0, as long as ε is small enough.
This proves (5.15). In particular, if η is sufficiently small, we conclude that C ⊆ B1/2(Q).
In addition, we observe that Pκ at Q has curvature − ε
(1+`2)
3
2
+O(ε2), and therefore∫
B1/2(Q)
χR2\E(y)− χE(y)
|y −Q|2+s dy
= −
∫
B1/2(Q)∩Pκ
dy
|y −Q|2+s +
∫
B1/2(Q)\Pκ
χR2\E(y)− χE(y)
|y −Q|2+s dy
= −
∫
B1/2(Q)∩Pκ
dy
|y −Q|2+s +
∫
(Ec∩B1/2(Q))\Pκ
dy
|y −Q|2+s −
∫
(E∩B1/2(Q))\Pκ
dy
|y −Q|2+s
6 C1(`)ε−
∫
(E∩B1/2(Q))\Pκ
dy
|y −Q|2+s
6 C1(`)ε−
∫
(E∩C)\Pκ
dy
|y −Q|2+s ,
for some C1(`) > 0. Therefore, using again (5.15), we conclude that∫
B1/2(Q)
χR2\E(y)− χE(y)
|y −Q|2+s dy 6 C1(`)ε−
∣∣(E ∩ C) \ Pκ∣∣
(C0(`)η)2+s
.
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This and (5.14) give that∫
B1/2(Q)
χR2\E(y)− χE(y)
|y −Q|2+s dy 6 −
C2(`) ε
η1+s
+ C1(`)ε, (5.16)
for some C2(`) > 0.
Furthermore, by (5.2) and (5.3),∫
B
2k0−1 (Q)\B1/2(Q)
χR2\E(y)− χE(y)
|y −Q|2+s dy 6 Cε
∫ 2k0
1/2
tα−1−s dt 6 Cε
s− α, (5.17)
for some C > 0.
In addition, by (5.1),∫
R2\B
2k0−1 (Q)
χR2\E(y)− χE(y)
|y −Q|2+s dy 6
C ′
s (2k0−1)s
6 C(α, s) ε,
for some C ′, C(α, s) > 0. Combining this, (5.16) and (5.17), we find that
1
ε
∫
R2
χR2\E(y)− χE(y)
|y −Q|2+s dy 6 −
C2(`)
η1+s
+ C1(`) +
C
s− α + C(α, s),
which is strictly negative as long as η is sufficiently small. This contradiction proves (5.5),
as desired. 
As customary, Lemma 5.1 can be iterated (though a finite number of times for a fixed ε).
In our setting, this iteration is somewhat more delicate than in the interior case, since one
has to treat the data from outside differently from the solution from the inside and obtain
uniform estimates at the boundary. The result that we obtain is therefore the following:
Corollary 5.2. Let α ∈ (0, s), ` ∈ R, u : R→ R and
E := {(x1, x2) ∈ R2 s.t. x2 < u(x1)}.
Assume that E is locally s-minimal in (0, 1)×R. Then, there exist c0, η, δ and ε˜0 ∈ (0, 1),
depending only on α, `, and s, such that if ε ∈ (0, ε˜0) the following statement holds true.
Let
k˜0 :=
⌈− log ε
c0
⌉
, (5.18)
and suppose that
|u(x1)− `x1| 6 ε
1
c0 |x1|1+α for all x1 ∈ (−2k˜0 , 0), (5.19)
|u(x1)− `x1| 6 ε(2k)1+α for all x1 ∈ (0, 2k), for all k ∈ {0, . . . , k˜0}. (5.20)
Then, for every m ∈ N such that
1 6 m 6 c0 | log ε|, (5.21)
we have that
sup
x1∈(−ηm,ηm)
|u(x1)− `x1| 6 ε(1− η2)m. (5.22)
In particular, under assumptions (5.19) and (5.20), there exist ϑ1, ϑ2 ∈ (0, 1) such that,
for any x1 ∈ (−η, η),
|u(x1)− `x1| 6 εmax{xϑ11 , εϑ2}. (5.23)
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Proof. We have that (5.23) readily follows from (5.21) and (5.22). Hence, we focus on the
proof of (5.22).
To this end, we observe that, if x1 ∈ (−ηm, 0) we can exploit (5.19) and see that
|u(x1)− `x1| 6 ε
1
c0 η(1+α)m = ε
1
c0 (1− η2)m
(
η1+α
1− η2
)m
6 ε
1
c0 (1− η2)m,
which implies (5.22) in this case.
Consequently, to prove (5.22), it is enough to consider the case x1 ∈ (0, ηm).
Hence, we prove (5.22) when x1 ∈ (0, ηm) by induction over m ∈ N. We let η, δ and ε0
be as in Lemma 5.1 and we iterate such a result till
m 6
log ε0
ε
log 1−η
2
η
. (5.24)
We will also take ε˜0 in the statement of Corollary 5.2 to be equal to ε
2
0. In this way, for
every ε ∈ (0, ε˜0), we have that
log
ε0
ε
=
1
2
log
ε˜0
ε2
> 1
2
log
1
ε
,
and therefore (5.21) implies (5.24) for a suitable choice of c0.
For future convenience, we also set
C˜(η) := − log(1− η
2)
log 1−η
2
η
> 0. (5.25)
The induction argument goes as follows. First of all, up to taking η in Lemma 5.1
smaller, we can assume that η = 2−M0 , for some M0 ∈ N, M0 > 2. When m = 1, we have
that (5.22) follows from Lemma 5.1.
We now suppose that (5.22) holds true for all m ∈ {1, . . . ,m0}, with
m0 6
log ε0
ε
log 1−η
2
η
, (5.26)
and we want to prove that (5.22) holds true for m = m0 + 1.
To this end, we define
u˜(x1) :=
1
ηm0
u(ηm0x1) and ε˜ :=
ε(1− η2)m0
ηm0
.
We also use the notation
x1 := η
m0x˜1 and k := k˜ −m0M0. (5.27)
Then, we claim that
|u˜(x˜1)− `x˜1| 6 δε˜(2k˜)1+α for all x˜1 ∈ (−2k˜, 0), for all k˜ ∈ {0, . . . , k˜0}. (5.28)
For this, we exploit (5.19) and obtain that
|u˜(x˜1)− `x˜1| = 1
ηm0
|u(x1)− `x1| 6 ε
1
c0 |x1|1+α
ηm0
=
ε
1
c0
−1
ε˜ |x1|1+α
(1− η2)m0 . (5.29)
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On the other hand, from (5.25) and (5.26),
log
(
(1− η2)m0
)
= m0 log(1− η2) >
log ε0
ε
log(1− η2)
log 1−η
2
η
= −C˜(η) log ε0
ε
= log
εC˜(η)
ε
C˜(η)
0
> log
(
εC˜(η)
)
,
and therefore (1 − η2)m0 > εC˜(η). Then, by plugging this information into (5.29), we
conclude that
|u˜(x˜1)− `x˜1| 6 ε
1
c0
−1−C˜(η)
ε˜ |x1|1+α 6 δε˜ |x1|1+α,
provided that c0 is chosen small enough, which gives (5.28), as desired.
Now we claim that
|u˜(x˜1)− `x˜1| 6 ε˜(2k˜)1+α for all x˜1 ∈ (0, 2k˜), for all k˜ ∈ {0, . . . , k˜0}. (5.30)
To check this, we first consider the case k˜ ∈ {0, . . . ,m0M0}, and we let
mk˜ :=
⌊
m0 − k˜
M0
⌋
∈ {0, . . . ,m0}.
We point out that
x1 = 2
−m0M0x˜1 ∈ (0, 2−m0M0+k˜) ⊆ (0, 2−M0mk˜) = (0, ηmk˜).
Then, since we know by inductive assumption that (5.22) is satisfied when m 6 m0, we
find that
|u˜(x˜1)− `x˜1| = 1
ηm0
|u(x1)− `x1| 6 ε(1− η
2)mk˜
ηm0
. (5.31)
Now, when k˜ = 0 we deduce from (5.31) that
|u˜(x˜1)− `x˜1| 6 ε(1− η
2)m0
ηm0
= ε˜,
which is (5.30) in this case.
If instead k˜ ∈ {1, . . . ,m0M0}, we infer from (5.31) that
|u˜(x˜1)− `x˜1| 6 ε˜(1− η2)mk˜−m0 = ε˜(2k˜)1+α × (1− η
2)mk˜−m0
2k˜(1+α)
. (5.32)
Moreover,
(1− η2) 1M0 21+α = (1− 2−2M0) 1M0 21+α > 2α,
as long as η is small enough (hence M0 large enough), and thus
(1− η2)mk˜−m0
2k˜(1+α)
6 (1− η
2)
− k˜
M0
−1
2k˜(1+α)
=
1
1− η2
(
1
(1− η2) 1M0 21+α
)k˜
6 1
(1− η2) 2αk˜ 6
1
(1− η2) 2α 6 1,
provided that η is small enough.
From this and (5.32), we conclude that
|u˜(x˜1)− `x˜1| 6 ε˜(2k˜)1+α.
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The latter estimate gives (5.30) when k˜ ∈ {1, . . . ,m0M0}.
Now, we focus on the proof of (5.30) when k˜ ∈ {m0M0 + 1, . . . , k˜0}. In this case, we
exploit (5.20) with the notation in (5.27), observing that k > 0 and x1 ∈ (0, ηm02k˜) =
(0, 2k), and we conclude that
|u˜(x˜1)− `x˜1| = 1
ηm0
|u(x1)− `x1| 6 ε(2
k)1+α
ηm0
= ε˜(2k˜)1+α × (2
−m0M0)1+α
(1− η2)m0 = ε˜(2
k˜)1+α ×
(
η1+α
(1− η2)
)m0
6 ε˜(2k˜)1+α.
This gives (5.30) when k˜ ∈ {m0M0 +1, . . . , k˜0}. The proof of (5.30) is therefore complete.
Now, by (5.28) and (5.30), we obtain that (5.2) and (5.3) are satisfied, with u˜ and ε˜
instead of u and ε.
Also, in view of (5.26),
ε˜ = ε×
(
1− η2
η
)m0
6 ε×
(
1− η2
η
) log ε0ε
log
1−η2
η = ε exp
(
log
ε0
ε
)
= ε0.
Then, to be in the position of using Lemma 5.1 with u˜ and ε˜ instead of u and ε, it remains
to check that if k0 is defined as in (5.1) with ε replaced by ε˜, one has that such a k0 is
less than or equal to the k˜0 defined in (5.18). This is indeed the case, since
k0 − k˜0 =
⌈− log2 ε˜
α
⌉
−
⌈− log ε
c0
⌉
6
− log2 ε−m0 log2 1−η
2
η
α
− − log ε
c0
+ 1 < 0,
as long as c0 is chosen sufficiently small.
With this, we have that all the assumptions of Lemma 5.1 are fulfilled with u˜ and ε˜
replacing u and ε. Hence we obtain that, for every x˜1 ∈ (0, ηm0+1),
|u(x1)− `x1| = ηm0
∣∣∣∣u˜( x1ηm0
)
− `x1
ηm0
∣∣∣∣ 6 ηm0 sup
x˜1∈(0,η)
|u˜(x˜1)− `x˜1|
6 ηm0 ε˜(1− η2) = ε(1− η2)m0+1,
and this completes the inductive step, thus finishing the proof of (5.22). 
Combining Corollary 5.2 with the interior Harnack estimates in Lemma 6.9 of [CRS10]
we obtain the following global oscillation result:
Corollary 5.3. Let ε ∈ (0, 1), α ∈ (0, s), ` ∈ R, u : R→ R and
E := {(x1, x2) ∈ R2 s.t. x2 < u(x1)}.
Let also
k˜0 :=
⌈− log ε
c0
⌉
,
Assume that E is locally s-minimal in (0, 2k˜0)× R, and
|u(x1)− `x1| 6 ε
1
c0 |x1|1+α for all x1 ∈ (−2k˜0 , 0),
|u(x1)− `x1| 6 ε(2k)1+α for all x1 ∈ (0, 2k), for all k ∈ {0, . . . , k˜0}.
Then, there exist ε˜0, ϑ ∈ (0, 1), depending only on α, `, and s, and φε : [−2k˜0−1, 2k˜0+1]→
R which is locally Ho¨lder continuous with Ho¨lder norm bounded uniformly in ε in any
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interval of the form [−2k˜0−1, 2k˜0+1] \ (−δ, δ), for any given δ > 0, with |φε(x1)| 6 |x1|ϑ for
all x1 ∈ (−1, 1), and such that, if ε ∈ (0, ε˜0),
ε
(
φε(x1)− εϑ
)
6 u(x1)− `x1 6 ε
(
φε(x1) + ε
ϑ
)
,
for all x1 ∈ [−2k˜0−1, 2k˜0+1].
6. Vertical rescalings
In this section, we will consider vertical rescaling of a nonlocal minimal graph. In
combination with the global Harnack result in Corollary 5.3, we will obtain suitable
Ho¨lder estimates (up to a negligible scale) which allow us to deduce convergence up to the
boundary. Interestingly, the limit function will be σ-harmonic in (0,+∞), with σ := 1+s
2
.
The precise result will be given in the forthcoming Lemma 6.2. To this end, we first
present an auxiliary result about the limit equation.
Lemma 6.1. Let ` ∈ R and u : R→ R. Let
E := {(x1, x2) ∈ R2 s.t. x2 < u(x1)}
and, for any ε ∈ (0, 1),
uε(x1) :=
u(x1)− `x1
ε
. (6.1)
Assume that E is locally s-minimal in (0, 1)× R, and that
|uε(x1)| 6 C (1 + |x1|1+α), (6.2)
for some C > 0 and α ∈ (0, s), and that uε converges to u¯ locally uniformly in R.
Then (−∆) 1+s2 u¯ = 0 in (0,+∞).
Proof. When ` = 0, one can exploit the proof of Lemma 6.11 in [CRS10]. For the general
case, we argue as follows. Let p ∈ (0, 1) and ψ be a smooth function touching u¯ from
below at p. We can also suppose that ψ satisfies (6.2). Let also γ > 0, α′ ∈ (α, s), and
φ(x1) := ψ(x1)− γ (1 + |x1 − p|2) 1+α
′
2 , (6.3)
with C as in (6.2). We observe that
lim
|x1|→+∞
uε(x1)− φ(x1) = lim|x1|→+∞uε(x1)− ψ(x1) + γ (1 + |x1 − p|
2)
1+α′
2
> lim
|x1|→+∞
−2C|x1|1+α + γ (1 + |x1 − p|2) 1+α
′
2 = +∞.
(6.4)
Hence, we can take pε ∈ R such that
inf
x1∈R
uε(x1)− φ(x1) = uε(pε)− φ(pε),
and thus a vertical translation of the function φ touches uε from below at the point pε.
As a consequence, by (6.1), the function x1 7→ εφ(x1) + `x1 =: ζε(x1) touches, up to a
vertical translation, the function u from below at pε.
We observe that
lim
ε↘0
pε = p. (6.5)
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Indeed, suppose not. Then, by (6.4), we know that pε is bounded and thus, up to a
subsequence, we can suppose that pε → p˜ 6= p as ε↘ 0. By construction,
uε(pε)− ψ(pε) + γ (1 + |pε − p|2) 1+α
′
2 = uε(pε)− φ(pε)
6 uε(p)− φ(p) = uε(p)− ψ(p) + γ.
Hence, taking the limit as ε↘ 0,
u¯(p˜)− ψ(p˜) + γ (1 + |p˜− p|2) 1+α
′
2 6 u¯(p)− ψ(p) + γ = γ 6 u¯(p˜)− ψ(p˜) + γ.
This is a contradiction, that proves (6.5).
In particular, for small values of ε, we may suppose that pε ∈ (0, 1), and then the
minimality of E gives that
0 6
∫
R2
χRn\Πε(y)− χΠε(y)
|y − Pε|2+s dy, (6.6)
where Pε := (pε, u(pε)) and Πε := {x2 < ζε(x1)}.
Using formula (49) in [BFV14], we can write (6.6) in the form
0 >
∫
R
F
(
ζε(pε − t)− ζε(pε)
|t|
)
dt
|t|1+s
=
∫
R
F
(
εφ(pε − t)− εφ(pε)− `t
|t|
)
dt
|t|1+s ,
(6.7)
with
F (r) :=
∫ r
0
dτ
(1 + τ 2)
2+s
2
. (6.8)
Since F is odd, we have that∫
R
F
(−(εφ′(pε) + `)t
|t|
)
dt
|t|1+s = 0.
Hence, setting
Gε(t) :=
1
ε
[
F
(
εφ(pε − t)− εφ(pε)− `t
|t|
)
− F
(−(εφ′(pε) + `)t
|t|
)]
,
we obtain from (6.7) that
0 >
∫
R
Gε(t)
dt
|t|1+s . (6.9)
We also remark that
|Gε(t)| 6 sup
r∈R
|F ′(r)| |φ(pε − t)− φ(pε) + φ
′(pε)t|
|t| . (6.10)
Hence, if d ∈ (0, |p|/2),
sup
|t|6d/4
|Gε(t)| 6 sup
r∈R
|F ′(r)| sup
|t|6d/4
|φ(pε − t)− φ(pε) + φ′(pε)t|
|t|
6 sup
r∈R
|F ′(r)| sup
q∈(p−d,p+d)
|φ′′(q)| |t|.
(6.11)
On the other hand,
|φ(pε − t)| 6 sup
q∈(p−d,p+d)
|φ(q)|+ C(1 + |t|1+α′),
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for some C > 0.
As a consequence, recalling (6.10), if |t| > d/4,
|Gε(t)| 6 sup
r∈R
|F ′(r)| 1|t|
(
sup
q∈(p−d,p+d)
|φ(q)|+ C(1 + |t|1+α′)
)
6 sup
r∈R
|F ′(r)|
(
4
d
(
sup
q∈(p−d,p+d)
|φ(q)|+ C
)
+ C|t|α′
)
.
Using this and (6.11), we can exploit the Dominated Convergence Theorem in (6.9), and
thus conclude that
0 >
∫
R
lim
ε↘0
Gε(t)
dt
|t|1+s
=
∫
R
lim
ε↘0
F ′
(
εφ(pε − t)− εφ(pε)− `t
|t|
)
φ(pε − t)− φ(pε)
|t|
dt
|t|1+s
=
∫
R
F ′
(−`t
|t|
)
φ(p− t)− φ(p)
|t|
dt
|t|1+s
=
1
(1 + `2)
n+s
2
∫
R
(
φ(p− t)− φ(p)
) dt
|t|2+s .
Then, recalling (6.3) and the fact that α′ < s, we can send γ ↘ 0 and find that
0 >
∫
R
(
ψ(p− t)− ψ(p)
) dt
|t|2+s .
Since ψ is an arbitrary function touching from below, we thus obtain that−(−∆) 1+s2 u¯(p) 6
0. The other inequality can be proved in a similar way. 
We now obtain a limit equation for the vertical rescaling, together with its asymptotics,
as stated in the following result:
Lemma 6.2. Let α ∈ (0, s), ` ∈ R and u : R→ R. Let
E := {(x1, x2) ∈ R2 s.t. x2 < u(x1)}
and, for any ε ∈ (0, 1),
uε(x1) :=
u(x1)− `x1
ε
. (6.12)
There exists c0 ∈ (0, 1), only depending on `, α and s, such that the following statement
holds true. Assume that E is locally s-minimal in (0, 2k˜0)× R, with
k˜0 :=
⌈− log ε
c0
⌉
,
and that
|u(x1)− `x1| 6 ε
1
c0 |x1|1+α for all x1 ∈ (−2k˜0 , 0),
|u(x1)− `x1| 6 ε(2k)1+α for all x1 ∈ (0, 2k), for all k ∈ {0, . . . , k˜0}.
Then, up to a subsequence, we have that uε converges locally uniformly in R to a func-
tion u¯ : R → R satisfying |u¯(x1)| 6 C(1 + |x1|)1+α for all x1 ∈ R, and (−∆) 1+s2 u¯ = 0
in (0,+∞).
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Furthermore, as x1 ↘ 0,
u¯(x1) = a¯x
1+s
2
1 +O(|x1|
3+s
2 ), (6.13)
for some a¯ ∈ R.
Proof. The locally uniform convergence of uε to some u¯ follows from Corollary 5.3 and the
Ascoli-Arzela` Theorem. The corresponding limit equation is a consequence of Lemma 6.1.
Finally, the asymptotics in (6.13) follows from Lemma B.1. 
7. A corner-like barrier
Here, we construct a new subsolution of the fractional mean curvature equation which
exhibits a corner at the origin and it is localized in space. Its existence plays a crucial
role in our setting, since it is capable to detect Lipschitz singularities at the boundary.
This, combined with the blow-up analysis in Corollary 4.2, is then sufficient to show
discontinuity. Hence, in some sense, the existence of this barrier is the fundamental
ingredient to show a result like “boundary corners imply discontinuities and stickiness,
but in absence of discontinuities the graph meets the boundary datum in a differentiable
way” (as formalized in Corollary 1.3).
The construction of this new barrier is as follows:
Lemma 7.1. Let ˜`> 0 and ¯` ∈ [−˜`, ˜`]. Let λ > 0 and L ∈ (λ,+∞). Let a, b, c > 0,
α ∈ (0, s).
Let ε ∈ (0, 1) and assume that
L > c
ε1/s
. (7.1)
Let
β(x1) :=

¯`x1 if x1 ∈ (−L, 0),
¯`x1 + εax1 if x1 ∈ [0, λ],
¯`x1 − εbx1+α1 if x1 ∈ (λ, L).
Let also
F := {(x1, x2) ∈ R2 s.t. x1 ∈ (−L,L) and x2 < β(x1)}.
Then there exists µ ∈ (0, λ
8
)
depending only on s, ˜`, λ, a, b, c and α (but independent
of ε and L), such that ∫
R2
χR2\F (y)− χF (y)
|x− y|2+s dy 6 0 (7.2)
for every x = (x1, x2) ∈ ∂F with x1 ∈ (0, µ).
Proof. The geometric situation under consideration is depicted in Figure 7.1. Fixed P =
(P1, P2) ∈ ∂F with P1 ∈ (0, µ), as long as µ < λ2 , we have that P2 = β(P1) = (¯`+ εa)P1,
and we consider the tangent half-plane of F through P . Namely, we define
ΠP := {(x1, x2) ∈ R2 s.t. x2 < (¯`+ εa)(x1 − P1) + P2}.
Given r > 0 and R ∈ (r,+∞], we also define
HP (r, R) :=
∫
BR(P )\Br(P )
(
χR2\F (y)− χF (y)
)− (χR2\ΠP (y)− χΠP (y))
|P − y|2+s dy,
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Figure 7.1. The barrier in Lemma 7.1.
with the obvious notation that the ball of radius +∞ is simply the whole R2. Then, the
desired claim is established once we prove that
HP (0,+∞) 6 0. (7.3)
The strategy for proving this is that the main positive contribution comes from the corner
at the origin, and the rest of the barrier will provide negligible terms. To formalize this,
we first observe that(
χR2\F (y)− χF (y)
)− (χR2\ΠP (y)− χΠP (y)) 6 0 for all y ∈ Bλ/2(P ). (7.4)
To check this, let y ∈ Bλ/2(P ) ∩ ΠP . Then, since y ∈ ΠP ,
y2 < (¯`+ εa)(y1 − P1) + P2 = (¯`+ εa)(y1 − P1) + (¯`+ εa)P1 = (¯`+ εa)y1. (7.5)
Also, since y ∈ Bλ/2(P ), we have that
|y1| 6 |y1 − P1|+ |P1| 6 |y − P |+ µ < λ
2
+ µ 6 λ,
and thus
β(y1) = ¯`y1 + εay1 χ[0,λ](y1) > (¯`+ εa)y1.
This and (7.5) give that y2 < β(y1), and thus y ∈ F . We have thereby established
that Bλ/2(P ) ∩ ΠP ⊆ F , which proves (7.4).
Now, let
P :=
{
(y1, y2) ∈ R2 s.t. y1 ∈
(
−P1,−P1
2
)
and y2 − ¯`y1 ∈
(
−εaP1
4
, 0
)}
. (7.6)
We observe that if y ∈ P we have that
|y1 − P1| 6 |y1|+ |P1| < 2P1
and |y2 − P2| 6 |y2 − ¯`y1|+ |¯`| |y1|+ |P2| < εaP1
4
+ |¯`|P1 + |(¯`+ εa)P1|
6
(a
4
+ |¯`|+ (|¯`|+ a)
)
P1 6
(a
4
+ ˜`+ (˜`+ a)
)
P1.
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Accordingly,
P ⊆ BC(˜`,a)P1(P ), (7.7)
for some C(˜`, a) > 0.
We also claim that
P ⊆ F \ ΠP . (7.8)
Indeed, if y ∈ P , we know from (7.6) that |y1| < λ, and thus β(y1) = ¯`y1 + εay1 χ[0,λ](y1).
Consequently,
y2 − β(y1) = y2 − ¯`y1 − εay1 χ[0,λ](y1) 6 y2 − ¯`y1 < 0,
which says that y ∈ F . In addition,
y2 − (¯`+ εa)(y1 − P1)− P2 = (y2 − ¯`y1)− εay1 > −εaP1
4
+
εaP1
2
> 0,
which says that y ∈ R2 \ ΠP . These observations give (7.8).
Now, in light of (7.7) and (7.8), noticing that C(˜`, a)P1 6 C(˜`, a)µ < λ/2 as long as µ
is sufficiently small (possibly in dependence of ˜` and a), we can write that
P ⊆ Bλ/2(P ) ∩ (F \ ΠP ). (7.9)
Also, since P is a parallelogram, its area |P| is equal to εaP 21
8
. From this, (7.4) and (7.9),
and using again (7.7), we obtain that
−HP (0, λ/2) > 2
∫
P
dy
|P − y|2+s >
|P|(
C(˜`, a)P1
)2+s = εaP 21
8
(
C(˜`, a)P1
)2+s = C ′(˜`, a) εP s1 ,
(7.10)
for some C ′(˜`, a) > 0.
Now we take into account the contributions in BL/2(P ) \Bλ/2(P ). To this end, let y ∈
BL/2(P ) \Bλ/2(P ). If y ∈ ΠP \ F , we see that
¯`y1 − εa|y1| − εb|y1|1+α 6 β(y1) 6 y2 6 (¯`+ εa)(y1 − P1) + P2 = (¯`+ εa)y1.
Consequently,
HP (λ/2, L/2) 6 2
∫(
BL/2(P )\Bλ/2(P )
)
∩(ΠP \F )
dy
|P − y|2+s
6 2
∫(
BL/2(P )\Bλ/2(P )
)
∩(ΠP \F )
dy
|P1 − y1|2+s
6 2
∫
{|y1|∈(λ/2,L/2)}
[∫ (¯`+εa)y1
¯`y1−εa|y1|−εb|y1|1+α
dy2
|P1 − y1|2+s
]
dy1
6 2
∫
{|y1|>λ/2}
2εa|y1|+ εb|y1|1+α
|P1 − y1|2+s dy1
6 2
∫
{|t|>λ/4}
2εa(|t|+ λ) + εb(|t|+ λ)1+α
|t|2+s dt
6 C(s, a, b, λ, α) ε,
(7.11)
for some C(s, a, b, λ, α) > 0.
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Finally, we see that
HP (L/2,+∞) 6 2
∫
R2\BL/2(P )
dy
|P − y|2+s =
C0
Ls
,
for some constant C0 > 0.
Using this, (7.10) and (7.11), and recalling (7.1), we conclude that
HP (0,+∞) = HP (0, λ/2) +HP (λ/2, L/2) +HP (L/2,+∞)
6 −C
′(˜`, a) ε
P s1
+ C(s, a, b, λ, α) ε+
C0
Ls
6 ε
(
−C
′(˜`, a)
µs
+ C(s, a, b, λ, α) +
C0
cs
)
6 0,
as long as
µ <
(
C ′(˜`, a)
C(s, a, b, λ, α) + C0
cs
) 1
s
,
and this completes the proof of (7.3), as desired. 
8. Boundary improvement of flatness for non-sticky points
A classical method to obtain regularity results is based on the iteration of a flatness
principle, according to which graphs contained in a suitably narrow cylinder are necessar-
ily contained in the interior in an even narrower cylinder, with estimates. In our situation,
a result of this type cannot in general hold at the boundary, due to the stickiness phe-
nomenon. Nevertheless, we will manage to produce a suitable version of an improvement
of flatness scheme in all the cases that do not exhibit boundary discontinuities. The
technical details of this scheme go as follows.
Theorem 8.1. Let α ∈ (0, s), ` ∈ R, u : R → R, with u ∈ C1([−h, 0]) for some h > 0,
and
E := {(x1, x2) ∈ R2 s.t. x2 < u(x1)}.
Let ε ∈ (0, 1), and assume that E is locally s-minimal in (0, 2k˜0)× R, where
k˜0 :=
⌈− log ε
c0
⌉
. (8.1)
Suppose also that
lim
x1↘0
u(x1) = 0. (8.2)
Then there exist ε˜0, c0 ∈ (0, 1) such that if ε ∈ (0, ε˜0] the following statement holds true.
If
|u(x1)− `x1| 6 ε
1
c0 |x1|1+α for all x1 ∈ (−2k˜0 , 0), (8.3)
|u(x1)− `x1| 6 ε(2k)1+α for all x1 ∈ (0, 2k), for all k ∈ {0, . . . , k˜0}, (8.4)
then, for all j ∈ N,
|u(x1)− `x1| 6 ε
(2j)1+α
for all x1 ∈
(
0,
1
2j
)
. (8.5)
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Moreover,
|u(x1)− `x1| 6 4ε x1+α1 for all x1 ∈
(
0,
1
2
)
. (8.6)
Proof. We observe that (8.6) follows from (8.5), hence we focus on the proof of (8.5).
Moreover, we can obtain (8.5) iteratively, that is, we prove it for j = 1, then we scale and
we apply it recursively.
Hence, the claims in Theorem 8.1 are established once we prove that
|u(x1)− `x1| 6 ε
21+α
for all x1 ∈
(
0,
1
2
)
. (8.7)
To prove (8.7), we first exploit Lemma 6.2. In particular, by (6.12) and (6.13), fixed
any δ ∈ (0, 1), to be taken suitably small in what follows, we can write that
|u(x1)− `x1 − εa¯x
1+s
2
1 | 6 Cε (x
3+s
2
1 + δ), (8.8)
for all x1 ∈ (0, 3), for some C > 0.
We claim that
a¯ = 0. (8.9)
To prove this, we argue by contradiction and we suppose that a¯ > 0 (the case a¯ < 0 can
be treated similarly).
Without loss of generality, we can assume that c0 ∈ (0, 1) is so small that
log 2
c0
> 1
s
, (8.10)
and 1− log 2− c0 > 0. (8.11)
We consider the barrier β in Lemma 7.1, with ¯` := `+ εδ, λ := min
{
1, a¯
4C
}
, L := 1
2 ε
log 2
c0
,
a := a¯
8
, b := 22+α + 3
λ1+α
, c := 1
2
. In this way, condition (7.1) is fulfilled, thanks to (8.10),
and therefore Lemma 7.1 produces a suitable µ ∈ (0, 1) such that (7.2) holds true (and,
in our setting, we are taking ε δ  µ). We slide the barrier of Lemma 7.1 from below
till it touches u. To this end, we point out that the original barrier β in Lemma 7.1 lies
below u in (−∞, 0) ∪ [µ,+∞).
Indeed, if x1 6 −L or x1 > L the claim is obvious. If instead x1 ∈ (−L, 0), we observe
that, by (8.1),
2k˜0 > 2−1−
log ε
c0 =
1
2ε
log 2
c0
= L. (8.12)
Therefore, x1 ∈ (−2k˜0 , 0), and hence we use (8.3) and see that
β(x1)− u(x1) = ¯`x1 − u(x1) = `x1 − u(x1)− εδ|x1|
6 ε
1
c0 |x1|1+α − εδ|x1| 6 ε |x1|(Lαε
1−c0
c0 − δ)
= ε |x1|(ε
1−c0
c0
−α log 2
c0 − δ) < 0,
as long as ε is small enough (recall that 1−c0
c0
− α log 2
c0
> 0, thanks to (8.11)).
If instead x1 ∈ [µ, λ], we exploit (8.8) and we write that
β(x1)− u(x1) = (¯`+ εa)x1 − u(x1) =
(
`+ εδ +
εa¯
8
)
x1 − u(x1)
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6
(
εδ +
εa¯
8
)
x1 − εa¯x
1+s
2
1 + Cε (x
3+s
2
1 + δ)
6 ε x
1+s
2
1
((
δ +
a¯
8
)
x
1−s
2
1 − a¯+ C
(
x1 +
δ
x
1+s
2
1
))
6 ε x
1+s
2
1
(
2
(
δ +
a¯
8
)
− a¯+ C
(
a¯
4C
+
δ
µ
1+s
2
))
= ε x
1+s
2
1
(
− a¯
2
+ 2δ +
Cδ
µ
1+s
2
)
< 0.
Then, if x1 ∈ [λ, 1], we use (8.4) with k := 0 to write that |u(x1)− `x1| 6 ε and thus
β(x1)− u(x1) = (`+ εδ)x1 − εbx1+α1 − u(x1) 6 2ε− εbλ1+α < 0.
Finally, if x1 ∈ [1, L], recalling (8.12), we have that x1 ∈ [1, 2k˜0 ]. Therefore, we can
take k ∈ {0, . . . , k˜0} such that 2k−1 6 x1 6 2k. Then, we recall (8.4) and we conclude
that
|u(x1)− `x1| 6 21+αεx1+α1 .
Accordingly,
β(x1)− u(x1) = (`+ εδ)x1 − εbx1+α1 − u(x1) 6 21+αεx1+α1 + εδx1 − εbx1+α1
6 εx1+α1
(
21+α +
δ
xα1
− b
)
6 εx1+α1
(
21+α + 1− b) < 0.
With this, we can slide the barrier from below and deduce from (7.2) that β 6 u in the
whole R.
Consequently, if we consider the second blow-up E00 given in Lemma 2.2, we see that
E00 ⊇ {x = (x1, x2) s.t. x1 > 0 and x2 < (¯`+ εa)x1}
= {x = (x1, x2) s.t. x1 > 0 and x2 < (`+ ε(δ + a))x1}.
(8.13)
On the other hand, by (2.8) and (8.3),
E00 ∩ {x1 < 0} = {x = (x1, x2) s.t. x1 < 0 and x2 < `x1}.
Using this, (8.13) and Theorem 4.1, we infer that
(0, δ′)2 ⊆ E, (8.14)
for some δ′ > 0. Indeed, Theorem 4.1 would give that either (8.14) is satisfied, or (0, δ′)2 ⊆
Ec, but the latter possibility would give that E00∩{x1 > 0} = ∅, which is in contradiction
with (8.13).
As a consequence of (8.14), we have that
lim
x1↘0
u(x1) > δ′,
which is in contradiction with (8.2) and thus it completes the proof of (8.9).
From this and (8.8), we conclude that
for all x1 ∈ (0, 2−k?), |u(x1)− `x1| 6 Cε (x
3+s
2
1 + δ) 6
ε
2k?(1+α)
, (8.15)
for a sufficiently large k? ∈ N, as long as δ > 0 is chosen small enough.
We remark that (8.15) is “almost” the desired result in (8.7), up to the “delay” produced
by this k? ∈ N (which now plays the role of a universal constant). To remove such a delay,
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we take the freedom of further reducing the constant c0 in (8.1), and we consider a rescaling
by the factor 21−k? , that is we consider the set E? := 21−k?E and the function u?(x1) :=
21−k?u(2k?−1x1).
In this way, we have that (8.3) and (8.4) are fulfilled with ε replaced by ε? := 2
α(k?−1)ε.
To check this, we observe that, changing ε to ε? only affects the constant c0 in (8.1), and
therefore if x1 ∈ (0, 2k), then 2k?−1x1 ∈ (0, 2k+k?−1) and so, by (8.4),
|u?(x1)− `x1| = 21−k? |u(2k?−1x1)− `(2k?−1x1)| 6 21−k?ε (2k+k?−1)1+α = ε? (2k)1+α,
which is (8.4) with u and ε replaced by u? and ε?, respectively.
Similarly, if x1 ∈ (−2k˜0 , 0), we write 2k?−1x1 ∈ (−2k˜0+k?−1, 0) and exploit (8.3) to find
that
|u?(x1)− `x1| = 21−k?|u(2k?−1x1)− `(2k?−1x1)| 6 21−k? ε
1
c0 |2k?−1x1|1+α
= 2α(k?−1) 2
α(1−k?)
c0 ε
1
c0
? |x1|1+α 6 ε
1
c0
? |x1|1+α.
This says that (8.3) is satisfied with u and ε replaced by u? and ε?, respectively.
Then, we are in the position of using (8.15) with u and ε replaced by u? and ε?, and
accordingly we see that
sup
y1∈(0,1/2)
|u(y1)− `y1| = 2k?−1 sup
y1∈(0,1/2)
|u?(21−k?y1)− `(21−k?y1)|
= 2k?−1 sup
x1∈(0,2−k? )
|u?(x1)− `x1| 6 2k?−1 × ε?
2k?(1+α)
=
ε
21+α
.
This completes the proof of (8.7). 
From this, we obtain the following global regularity result:
Theorem 8.2. Let α ∈ (0, s), u : R→ R, with
u ∈ C1,α([−h, 0]) (8.16)
for some h > 0, and
E := {(x1, x2) ∈ R2 s.t. x2 < u(x1)}.
Assume that E is locally s-minimal in (0, 1)× R. Suppose also that
lim
x1↘0
u(x1) = lim
x1↗0
u(x1). (8.17)
Then, u ∈ C1,α([−h, 1
2
]
).
Proof. Up to a vertical translation, we can suppose that
the limit in (8.17) is equal to 0, (8.18)
thus reducing to the setting in (8.2). Hence, the regularity in the interior is warranted
by the results in [CRS10], and the boundary regularity is a consequence of Theorem 8.1.
Combining these two results, we obtain the desired C1,α-regularity up to the boundary.
More precisely, one proves uniform pointwise C1,α-regularity at any given point by first
exploiting the boundary improvement of flatness at the origin given by Theorem 8.1 up
to a suitable scale, then switching the center of the improvement of flatness and applying
there the interior improvement of flatness given by Theorem 6.8 of [CRS10].
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The technical details of the proof go as follows. First of all, we consider the double
blow-up E00 in Lemma 2.2. By (8.18) and Theorem 4.1, we obtain that
E00 is a halfplane, say E00 = {x2 = `x1}, (8.19)
for some ` ∈ R. As a matter of fact, by (8.16), we have that ` = u′(0−).
Now we define ε? to be the minimum between the ε˜0 in Theorem 8.1 here and the
corresponding quantity in Theorem 6.8 of [CRS10]. Similarly, we take k˜0 as in Theorem 8.1
(with ε there taken to be equal to ε˜0). Then, we take k˜? to be the maximum between
such a k˜0 and the corresponding quantity in Theorem 6.8 of [CRS10]. From now on, ε?
and k˜? will be fixed quantities. Then, we use (8.19) and Corollary C.2, to find k?, only
depending on the fixed ε? and k˜?, such that ∂Ek? lies locally so close to ∂E00 that
|u?(x1)− `x1| 6 ε?
2k˜?(1+α)+10
for all x1 ∈ (−2k˜?+1, 2k˜?+1), (8.20)
where
u?(x1) := k?u
(
x1
k?
)
. (8.21)
For further use, we remark that, in view of (8.20), for all k ∈ {0, . . . , k˜?},
|u?(x1)− `x1| 6 ε?
2k˜?(1+α)+10
6 ε?
2k˜?(1+α)+10
(2k)1+α for all x1 ∈ (0, 2k). (8.22)
Then, Theorem 8.2 is proven once we show that, for all x¯1, y¯1 ∈
[
0, 1
2
]
, there exists `y¯1 ∈ R
such that
|u?(x¯1)− u?(y¯1)− `y¯1(x¯1 − y¯1)| 6 C |x¯1 − y¯1|1+α, (8.23)
for a suitable C > 0, since a similar estimate for u, up to changing C, would follow directly
from (8.23) and (8.21).
To prove this, we let d := |x¯1−y¯1|
2
and z := x¯1+y¯1
2
. We distinguish two cases: either z ∈
[0, 2d], or z ∈ (2d, 1
2
]
. To start with, let us suppose that z ∈ [0, 2d]. In this case, we
deduce from (8.22) that
|u?(x1)− `x1| 6 ε˜0(2k)1+α for all x1 ∈ (0, 2k).
Consequently, the assumption in (8.4) is satisfied by u?. Furthermore, using (8.16), we
have that, if x1 ∈ (−h, 0),
|u(x1)− `x1| = |u(x1)− u(0)− u′(0−)x| 6 C|x1|1+α,
for some C > 0, and accordingly, if x1 ∈ (−hk?, 0)
|u?(x1)− `x1| 6 C
kα?
|x1|1+α.
This says that, possibly enlarging k? by a fixed amount, also the condition in (8.3) is
satisfied by u?.
Hence, we are in the position of using Theorem 8.1 on u?, thus deducing from (8.6)
that, for all x1 ∈
(
0,
1
2
)
,
|u?(x1)− `x1| 6 4ε˜0 x1+α1 .
As a consequence,
|u?(x¯1)− u?(y¯1)− `(x¯1 − y¯1)| 6 |u?(x¯1)− `x¯1|+ |u?(y¯1)− `y¯1| 6 4ε˜0
(
x¯1+α1 + y¯
1+α
1
)
.
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Hence, since
x¯1
2
,
y¯1
2
6 x¯1 + y¯1
2
= z 6 2d = |x¯1 − y¯1|,
we conclude that
|u?(x¯1)− u?(y¯1)− `(x¯1 − y¯1)| 6 32ε˜0 |x¯1 − y¯1|1+α,
and this establishes (8.23) with `y¯1 := ` when z ∈ [0, 2d].
Hence, we suppose now that
z ∈
(
2d,
1
2
]
(8.24)
and we prove (8.23) also in this case. To this end, we set
u˜(x1) :=
u?(z(1 + x1))
z
. (8.25)
Then, u˜ describes a nonlocal minimal graph in
(−1, 1
z
− 1), which contains (−1, 1). More-
over,
|u˜(x1)− u˜(0)− `x1| = 1
z
∣∣u?(z(1 + x1))− z`x1 − u?(z)∣∣
6 1
z
(∣∣u?(z(1 + x1))− `(z(1 + x1))∣∣+ |u?(z)− `z|). (8.26)
On the other hand, by (8.22), and recalling also (8.6), for all x1 ∈ (0, 2k˜?),
|u?(x1)− `x1| 6 ε?
2k˜?(1+α)+8
x1+α1 .
Hence, for all x1 ∈ (−1, 1),∣∣u?(z(1 + x1))− `(z(1 + x1))∣∣ 6 ε?
2k˜?(1+α)+6
z1+α(1 + x1)
1+α 6 ε?
2k˜?(1+α)+4
z1+α.
This and (8.26) give that, if k ∈ {0, . . . , k˜?} and x1 ∈ (−2−k, 2−k),
|u˜(x1)− u˜(0)− `x1| 6 ε? z
α
2k˜?(1+α)
6 ε? z
α
2k(1+α)
.
Hence, by Theorem 6.8 of [CRS10], for all x1, y1 ∈
(−1
2
, 1
2
)
,
|u˜(x1)− u˜(y1)− u˜′(y1)(x1 − y1)| 6 Cε? zα |x1 − y1|1+α, (8.27)
for some C > 0.
Now, we suppose that x¯1 6 y¯1 (the case x¯1 > y¯1 can be treated in a similar way). Then,
we have that x¯1 = z−d and y¯1 = z+d. Hence, since dz < 12 thanks to (8.24), we are in the
position of utilizing (8.25) and (8.27) (taking `y¯1 := u˜
′(y1), with x1 := −dz and y1 := dz )
and conclude that
|u?(x¯1)− u?(y¯1)− `y¯1(x¯1 − y¯1)| = |u?(z − d)− u?(z + d) + 2`y¯1d|
=
∣∣∣∣zu˜(−dz
)
− zu˜
(
d
z
)
+ 2`y¯1d
∣∣∣∣ 6 Cε? z1+α (2dz
)1+α
6 4Cε? d1+α.
Up to renaming C, this completes the proof of (8.23), as desired. 
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9. Boundary regularity, and proof of Theorem 1.2
While Theorem 8.2 has its own interest, since it says that nonlocal minimal graphs
which are not boundary discontinuous are necessarily C1,α up to the boundary, for concrete
applications of such a result it is essential to improve the value of α (provided that the
exterior datum is regular enough): in particular, the Ho¨lder exponent needed to pass the
equation to the limit at boundary points needs to be higher than s, while the one coming
from Theorem 8.2 happens to be less than s. From the technical point of view, this is
due to the possible growth of the solution at infinity and the long range interactions of
the problem.
Our objective is now to modify and extend some linearization methods in [BFV14], com-
bined with some precise boundary asymptotics of fractional Laplace equations, taking into
account the additional boundary effects, to improve the Ho¨lder exponent in Theorem 8.2
and finally obtain Theorem 1.2.
Proof of Theorem 1.2. We take ζ ∈ C∞0
([−h
2
, h
2
]
, [0, 1]
)
with ζ = 1 in
(−h
4
, h
4
)
, and we
define
v(x1) := ζ(x1)u(x1).
Using formula (49) in [BFV14], and recalling the notation in (6.8), we have that, for
all x1 ∈ (0, 1), ∫
R
F
(
u(x1 + t)− u(x1)
|t|
)
dt
|t|1+s = 0, (9.1)
in the principal value sense.
We also recall that u′(x1) is well defined, thanks to the interior regularity in [SV13],
and therefore, by odd symmetry, and using that F is bounded, for any J ⊆ R which is
symmetric with respect to the origin, we obtain that∫
J
F
(
u(x1 + t)− u(x1)
|t|
)
dt
|t|1+s
=
∫
J
[
F
(
u(x1 + t)− u(x1)
|t|
)
− F
(
u′(x1) t
|t|
)]
dt
|t|1+s
=
∫
J
(
u(x1 + t)− u(x1)− u′(x1) t
) a(x1, t) dt
|t|2+s
=
∫
J
δ(x1, t)
a(x1, t) dt
|t|2+s ,
(9.2)
where
a(x1, t) :=
∫ 1
0
F ′
(
τ
(
u(x1 + t)− u(x1)
)
+ (1− τ)u′(x1) t
|t|
)
dτ
and δ(x1, t) := u(x1 + t)− u(x1)− u′(x1) t.
In particular, choosing J := R, we deduce from (9.1) and (9.2) that∫
R
δ(x1, t)
a(x1, t) dt
|t|2+s = 0.
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As a consequence, if σ := 1+s
2
, I :=
(−h
4
, h
4
)
, and x1 ∈
(
0, h
4
)
,
− F ′(u′(x1)) (−∆)σv(x1)
= F ′
(
u′(x1)
) ∫
R
(
v(x1 + t)− v(x1)− v′(x1) t
) dt
|t|2+s
= F ′
(
u′(x1)
) ∫
I
(
u(x1 + t)− u(x1)− u′(x1) t
) dt
|t|2+s
+ F ′
(
u′(x1)
) ∫
R\I
(
v(x1 + t)− u(x1)− u′(x1) t
) dt
|t|2+s
=
∫
I
δ(x1, t)
a(x1, t) dt
|t|2+s dt+
∫
I
δ(x1, t)
F ′
(
u′(x1)
)− a(x1, t)
|t|2+s dt
+ F ′
(
u′(x1)
) ∫
R\I
(
v(x1 + t)− u(x1)− u′(x1) t
) dt
|t|2+s
= f(x1),
(9.3)
where
f1(x1) := −
∫
R\I
δ(x1, t)
a(x1, t) dt
|t|2+s ,
f2(x1) :=
∫
I
δ(x1, t)
F ′
(
u′(x1)
)− a(x1, t)
|t|2+s dt
f3(x1) := F
′(u′(x1)) ∫
R\I
(
v(x1 + t)− u(x1)− u′(x1) t
) dt
|t|2+s ,
and f(x1) := f1(x1) + f2(x1) + f3(x1).
(9.4)
Now we use the following notation: given r ∈ R we denote by r a real number strictly
smaller than r which can be taken as close as we want to r. For instance, the thesis in
Theorem 8.2 can be written as u ∈ C1,s([0, 1/2]), with continuity of the derivative of u
at the origin with respect to the external datum. We claim that if u ∈ L∞ ([0, h]) ∩
C1,α˜
([
0, h
2
])
for some
α˜ ∈
(s
2
, 1
)
\ {s}, (9.5)
then
f ∈ Cκ(α˜)
([
0,
h
4
])
, with ‖f‖Cκ(α˜)([0,h4 ]) 6 Cα˜,s,
where κ(α˜) := min{α˜, 2α˜− s},
(9.6)
for some Cα˜,s > 0 depending only on s, α˜, h, and ‖u‖C1,α˜([0,h2 ]).
The proof of (9.6) is rather complicated and it is based on a long and delicate compu-
tation. Not to interrupt the flow of ideas, we postpone this proof to Appendix D.
We now define
f?(x1) := − f(x1)
F ′(u(x1))
,
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and we deduce from (9.6) that
f? ∈ Cκ(α˜)
([
0,
h
4
])
. (9.7)
Now we recall that v belongs to C1,α ([−h, 0]), and also to C∞ ((h
4
, 2h
))
, thanks to the
regularity of u established in [SV13,BFV14]. Therefore, we can take a function
v˜ ∈ C1,α
([
−h
2
,
h
2
])
(9.8)
such that v˜ = v outside
(
0, h
4
)
.
We observe that, by construction, v˜(0) = v(0) = u(0) = 0 and v˜′(0) = v′(0) = u′(0).
Hence, as |x1| → 0,
v˜(x1) = u
′(0)x1 +O(|x1|1+α). (9.9)
Furthermore, by (9.8), see e.g. Proposition 2.1.8 in [Sil05], we have that g? := (−∆)σv˜ ∈
C1+α−2σ
([
0, h
4
])
. Hence, setting h? := f? − g?, we deduce from (9.7) that
h? ∈ Cϑ
([
0,
h
4
])
, with ϑ := min{σ, κ(α˜), 1 + α− 2σ}. (9.10)
Notice that ϑ ∈ (0, 1), since α > s.
Let also W := v − v˜ and W˜ (x1) := x−σ1 W (x1). By (9.3), we see that
(−∆)σW = h? in
(
0,
h
4
)
,
W = 0 in R \
(
0,
h
4
)
.
Hence, using (9.10) and Lemma B.2, we deduce that
v(x1)− v˜(x1) = W (x1) = xσ1W˜ (x1) = xσ1
(
a0 +O
(
xµ1
))
(9.11)
as x1 ↘ 0, for a suitable a0 ∈ R, with
µ := min{1, ϑ+ σ} = min{1, 2σ, κ(α˜) + σ, 1 + α− σ}.
On the other hand, by (9.9) and Theorem 8.2, we know that
v(x1)− v˜(x1) = u(x1)− u′(0)x1 +O(x1+α1 ) = O(x1+α˜1 ), (9.12)
as x1 ↘ 0. Combining this and (9.11), we conclude that
a0 = lim
x1↘0
a0 +O
(
xµ1
)
= lim
x1↘0
x−σ1
(
v(x1)− v˜(x1)
)
= lim
x1↘0
O(x1+α˜−σ1 ) = 0.
Therefore, we can write (9.11) as W (x1) = O
(
xµ+σ1
)
, and then exploit Lemma B.3 to
deduce that W ∈ Cµ+σ ([0, h
8
])
. As a consequence, recalling (9.8), we find that v =
W + v˜ ∈ Cξ(α˜) ([0, h
8
])
, with
ξ(α˜) := min{µ+ σ, 1 + α} = min
{
3 + s
2
, 1 + α, κ(α˜) + 1 + s
}
∈ (1 + s, 2).
This gives that
u ∈ C1,ξ(α˜)−1
([
0,
h
2
])
. (9.13)
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We can now bootstrap this procedure till we reach an almost optimal Ho¨lder exponent
for u′. Namely, in view of Theorem 8.2, we know that u ∈ C1,α1 ([0, h
2
])
, with α1 := s.
Then, by (9.13), we obtain that u ∈ C1,α2 ([0, h
2
])
, with α2 := min
{
1+s
2
, α, κ(α1) + s
}
.
Iterating this, for all k ∈ N with k > 2, we conclude that
u ∈ C1,αk
([
0,
h
2
])
, with αk := min
{
1 + s
2
, α, κ(αk−1) + s
}
. (9.14)
We claim that there exists k ∈ N, k 6 4 + 1
s
, such that
κ(αk−1) + s > min
{
1 + s
2
, α
}
. (9.15)
Indeed, if not, we have that
κ(αk−1) + s < min
{
1 + s
2
, α
}
, (9.16)
for all k 6 4 + 1
s
. Accordingly, we obtain that αk = κ(αk−1) + s, for all k 6 4 + 1s . In
addition, by (9.14), we have that αk > s for all k > 2, and therefore, by (9.6), if k > 3,
κ(αk−1) = min{αk−1, 2αk−1 − s} = αk−1.
Hence, for all k ∈ N ∩ [3, 4 + 1
s
], and all j ∈ N, with j 6 k − 2,
αk = αk−1 + s > αk−1 +
s
2
> . . . > αk−j +
sj
2
.
In particular, taking k ∈ (3 + 1
s
, 4 + 1
s
]
αk > α2 +
s(k − 2)
2
> s(k − 2)
2
> 1 + s
2
,
which is in contradiction with (9.16), and so it proves (9.15).
Hence, by (9.14) and (9.15),
u ∈ C1,γ
([
0,
h
2
])
, with γ := min
{
1 + s
2
, α
}
.
This completes the proof of Theorem 1.2. 
10. Boundary validity of the nonlocal curvature equation, and proof of
Theorem 1.4
With the previous work, we are now ready to obtain that the Euler-Lagrange equation
is satisfied pointwise at all points which are accessible from the interior (being evidently
false elsewhere).
Proof of Theorem 1.4. For interior points, that is when x ∈ (∂E) ∩ ((0, 1) × R), in view
of [CRS10], we know that (1.7) is satisfied in the viscosity sense. But since in this
case (∂E)∩((0, 1)×R) is locally a C∞ set, thanks to [SV13,BFV14], we conclude that (1.7)
is also satisfied in the pointwise sense at every point of x ∈ (∂E) ∩ ((0, 1)× R).
Hence, to complete the proof of Theorem 1.4, we only have to take into account the
boundary points, i.e., the points which lie on the boundary of the slab and can be reached
by points lying in (∂E) ∩ ((0, 1)× R).
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For this, we distinguish two cases. If u is discontinuous at the boundary point, the result
follows by suitably applying the results in [CDSS16], see e.g. Theorem B.9 in [BLV19] for
a detailed statement.
If instead u is continuous at the boundary point, we first write (1.7) at interior points.
That is, using the notation in (6.8) and recalling formula (49) in [BFV14], we have that∫
R
[
F
(
u(x1 + w)− u(x1)
|w|
)
− F
(
u′(x1)w
|w|
)]
dw
|w|1+s
=
∫
R
F
(
u(x1 + w)− u(x1)
|w|
)
dw
|w|1+s = 0,
(10.1)
for all x1 ∈ (0, 1).
We also observe that, for small x1 > 0,[
F
(
u(x1 + w)− u(x1)
|w|
)
− F
(
u′(x1)w
|w|
)]
1
|w|1+s
6 C min
{
1
|w|1+s ,
1
|w|1+s−min{α, 1+s2 }
}
,
(10.2)
for some C > 0, thanks to Theorem 1.2, and the function on the right hand side of (10.2)
belongs to L1(R).
As a consequence, we obtain the desired claim in (1.7) taking the limit in (10.1), by
the Dominated Convergence Theorem. 
11. Genericity of the stickiness phenomenon, and proof of Theorem 1.1
Now we are ready to prove our main result concerning the genericity of boundary
discontinuities for nonlocal minimal graphs in the plane.
Proof of Theorem 1.1. First of all, we observe that, for all t > 0 and x1 ∈ R,
u(x1, t) > u(x1, 0). (11.1)
To prove this, we recall Lemma 3.3 in [DSV16], according to which
(0, 1)× (−∞,−Mt) ⊆ Et ∩ Ω ⊆ (0, 1)× (−∞,Mt),
for some Mt > 0. As a consequence, if τ > Mt +M0, we have that
Et + τe2 ⊃ E0,
where, as customary, we set e2 := (0, 1).
Thus, we reduce τ till the first contact between the two sets. Since ϕ is nonnegative and
supported away from (−d, 1 + d), we have that this contact τ is necessarily nonnegative.
We show that τ = 0, which in turn proves (11.1). Indeed, if τ > 0, the touching point p
between Et + τe2 and E0 must necessarily occur in Ω. As a consequence
0 = HsEt+τe2(p) =
∫
R2
χR2\(Et+τe2)(y)− χEt+τe2(y)
|p− y|2+s dy
6
∫
R2
χR2\E0(y)− χE0(y)
|p− y|2+s dy = H
s
E0
(p) = 0.
In particular, this says that Et + τe2 and E0 must coincide, which is impossible since ϕ
does not vanish identically. This proves (11.1).
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Now, we focus on the proof of (1.5). To prove (1.5), we assume the converse inequality
and we show that ϕ vanishes identically, which is against our assumption.
More precisely, if (1.5) were not true, then there would be T > 0 such that for all t ∈
[0, T ]
lim sup
x1↘0
u(x1, t) 6 v(0).
Hence, by (1.4) and (11.1),
lim sup
x1↘0
u(x1, t) = v(0).
Then, by Theorem 1.4, we would find that∫
R
F
(
u(w, t)− v(0)
|w|
)
dw
|w|1+s = 0,
for all t ∈ [0, T ], and therefore∫
R
[
F
(
u(w, t)− v(0)
|w|
)
− F
(
u(w, 0)− v(0)
|w|
)]
dw
|w|1+s = 0. (11.2)
On the other hand, recalling (6.8), we notice that F is strictly increasing. Consequently,
by (11.1), we would find that
F
(
u(w, t)− v(0)
|w|
)
− F
(
u(w, 0)− v(0)
|w|
)
> 0, (11.3)
with strict inequality unless
u(w, t) = u(w, 0) for all w ∈ R. (11.4)
In particular, since the strict inequality in (11.3) is excluded by (11.2), we obtain that (11.4)
is necessarily satisfied, for all t ∈ [0, T ].
Taking w outside (0, 1), we would thus conclude that
v(w) + tϕ(w) = u(w, t) = u(w, 0) = v(w),
for all t ∈ [0, T ], which would give that ϕ vanishes identically, against our assumption. 
Appendix A. Blow-up methods and proofs of the technical statements in
Section 2
This appendix contains the proofs of the auxiliary results stated in Section 2. The
details of this proofs are not easily accessible in the literature, since they deal with the
newly explored setting of boundary blow-up methods for nonlocal minimal surfaces, but
we postponed these technical arguments not to interrupt the main line of reasoning.
Proof of Lemma 2.1. We observe that E \Ω is a Lipschitz set in Br0 , therefore, for all r ∈
(0, r0), ∫∫
(Ω∩Br)×(Ωc∩Br)
dx dy
|x− y|2+s 6 Cr
2−s
and
∫∫
(E∩Ωc∩Br)×(Ec∩Ωc∩Br)
dx dy
|x− y|2+s 6 Cr
2−s,
(A.1)
for some C > 0.
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Also, for all r ∈ (0, r0) we have that the set Gr := E \ (Br ∩ Ω) coincides with E
outside Ω and therefore Pers(E,Ω) 6 Pers(Gr,Ω), which gives that∫∫
(E∩Br∩Ω)×Ec
dx dy
|x− y|2+s 6
∫∫
(E∩Br∩Ω)×Gr
dx dy
|x− y|2+s .
As a consequence,∫∫
(E∩Br∩Ω)×Ec
dx dy
|x− y|2+s
6
∫∫
(E∩Br∩Ω)×(Ωc∩Br)
dx dy
|x− y|2+s +
∫∫
(E∩Br∩Ω)×Bcr
dx dy
|x− y|2+s
6
∫∫
(Ω∩Br)×(Ωc∩Br)
dx dy
|x− y|2+s +
∫∫
Br×Bcr
dx dy
|x− y|2+s
6 Cr2−s,
(A.2)
where (A.1) has been used in the last step, and C > 0 has been renamed.
In addition,
ψ(r) :=
∫∫
(E∩Br)×(Ec∩Br)
dx dy
|x− y|2+s
=
∫∫
(E∩Br∩Ω)×(Ec∩Br∩Ω)
dx dy
|x− y|2+s +
∫∫
(E∩Br∩Ω)×(Ec∩Br∩Ωc)
dx dy
|x− y|2+s
+
∫∫
(E∩Br∩Ωc)×(Ec∩Br∩Ω)
dx dy
|x− y|2+s +
∫∫
(E∩Br∩Ωc)×(Ec∩Br∩Ωc)
dx dy
|x− y|2+s
6
∫∫
(E∩Br∩Ω)×Ec
dx dy
|x− y|2+s + 2
∫∫
(Ω∩Br)×(Ωc∩Br)
dx dy
|x− y|2+s
+
∫∫
(E∩Br∩Ωc)×(Ec∩Br∩Ωc)
dx dy
|x− y|2+s .
Combining this inequality with (A.1) and (A.2), we conclude that
ψ(r) 6 Cr2−s, (A.3)
up to renaming C > 0.
Now we take R > 0 and we observe that
1
2
∫∫
BR×BR
|χEk(x)− χEk(y)|2
|x− y|2+s dx dy =
∫∫
(Ek∩BR)×(Eck∩BR)
dx dy
|x− y|2+s
= k2−s
∫∫
(E∩BR/k)×(Ec∩BR/k)
dx dy
|x− y|2+s = k
2−s ψ(R/k).
Consequently, for k sufficiently large, recalling (A.3) we obtain that
1
2
∫∫
BR×BR
|χEk(x)− χEk(y)|2
|x− y|2+s dx dy 6 CR
2−s.
Hence, by fractional Sobolev embeddings, we conclude that, up to a subsequence, χEk
converges to some function g in L1loc(R2) and also a.e.; in this way, since χEk(x) ∈ {0, 1}
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for all x ∈ R2, at each point p for which
g(p) = lim
k→+∞
χEk(p),
we obtain that g(p) ∈ {0, 1}. In particular, g takes value in {0, 1}, up to a negligible set,
and therefore we can define E0 := {g = 1} and obtain (2.2), as desired.
Now we prove (2.3). For this, we consider a ball Br(p) b {x1 > 0}. We observe that,
if k is large enough,
Br(p) ⊆ Ωk := kΩ = (0, k)× R.
and hence the set Ek is s-minimal in Br(p). Then, from (2.2) and Theorem 3.3 in [CRS10]
we obtain that E0 is s-minimal in Br(p), which establishes (2.3).
Now we prove (2.4). For this, we take Q = (Q1, Q2) ∈ E0 ∩ {x1 < 0} (the case Q ∈
Ec0 ∩ {x1 < 0} can be treated similarly), and we show that
Q2 6 v′(0)Q1. (A.4)
We have that Q
k
∈ Ωc. Also, by (2.2), up to negligible sets, we can assume that
1 = χE0(Q) = lim
k→+∞
χEk(Q),
hence χEk(Q) = 1 if k is large enough, and accordingly
Q
k
∈ E. This gives that
Q2
k
< v
(
Q1
k
)
= v
(
Q1
k
)
− v(0).
Multiplying this inequality by k and taking the limit as k → +∞, we obtain (A.4).
By (A.4) we have obtained that
E0 ∩ {x1 < 0} ⊆ {x2 6 v′(0)x1} ,
and, similarly, that
E0 ∩ {x1 < 0} ⊇ {x2 > v′(0)x1} ,
and these two inclusions give (2.4) (up to negligible sets). 
Proof of Lemma 2.2. We can apply Lemma 2.1 to the set E0. In this case, the func-
tion v(x1) can be replaced by the function v
′(0)x1. Then, the claims in (2.6), (2.7)
and (2.8) plainly follow, respectively, from (2.2), (2.3) and (2.4).
It remains to show that E00 is a cone. For this, we observe that the set E0 ∩ {x1 < 0}
is preserved under dilations. As a consequence, the monotonicity formula of Theorem 8.1
in [CRS10] can be applied to E0 (even if the center lies in this case on the boundary of the
domain, since the same proof in [CRS10] would work once the data outside the domain
are invariant under dilations). As a consequence, E00 is necessarily a cone, in view of
Theorem 9.2 in [CRS10]. 
Proof of Lemma 2.3. Let R > 0 and j ∈ N. By (2.6), there exists k′j ∈ N such that k′j > j
and ∫
BR
|χE0k′
j
(x)− χE00(x)| dx 6
1
j
.
Then, by (2.2), we have that there exists k′′j ∈ N such that k′′j > j and∫
BR/k′
j
|χEk′′
j
(y)− χE0(y)| dy 6
1
(k′j)2 j
.
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Consequently, letting kj := k
′
jk
′′
j and using the change of variable y := x/k
′
j,∫
BR
|χEkj (x)− χE00(x)| dx
6
∫
BR
|χk′jEk′′
j
(x)− χk′jE0(x)| dx+
∫
BR
|χk′jE0(x)− χE00(x)| dx
= (k′j)
2
∫
BR/k′
j
|χEk′′
j
(y)− χE0(y)| dy +
∫
BR
|χE0k′
j
(x)− χE00(x)| dx
6 2
j
,
which gives the desired result. 
Appendix B. Some remarks about linear fractional equations
In this appendix we collect a number of auxiliary results for the solutions of linear
fractional equations. They are probably not completely new in the literature, since some of
them may follow from more general results in [ROS14,Gru15,FRRO18]. For completeness,
we give here precise statements and self-contained elementary proofs of the results needed
in our specialized framework.
To start with, we recall a simple property of σ-harmonic functions with respect to
their Dirichlet data. In our framework, this property will be useful to detect the possible
behavior of nonlocal minimal surfaces at the boundary and distinguish between sticky
and non-sticky points, since we will reduce this alternative to the analysis of the first
nontrivial term of the vertical rescaling of the solution. The technical and basic result
that we exploit is the following:
Lemma B.1. Let σ ∈ (0, 1), α ∈ [0, 2σ) and g : R → R be such that |g(x1)| 6 |x1|α.
Let u : R→ R be a solution of
(−∆)σu = 0 in (0, 1),
u = 0 in (−∞, 0],
u = g in [1,+∞).
Then, as x1 ↘ 0,
u(x1) = a¯x
σ
1 +O(x
1+σ
1 ),
for some a¯ ∈ R.
Proof. We give a quick and self-contained proof (more general arguments can be found
in [ROS14,Gru15], see also Theorem 6 in [FRRO18]). By the Poisson kernel representation
(see e.g. Theorem 2.10 in [Buc16]), we can write, up to normalizing constants,
u(x1) =
∫ +∞
1
(
1− |x1 − 1|2
|y|2 − 1
)σ
g(y)
|(x1 − 1)− y| dy = x
σ
1
∫ +∞
1
(
2− x1
|y|2 − 1
)σ
g(y)
|1 + y − x1| dy,
which gives the desired result. 
In the proof of Theorem 1.2, we also need a sharp boundary regularity result for the
fractional Laplacian, that we state as follows:
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Lemma B.2. Let σ ∈ (1
2
, 1
)
, ϑ ∈ (0, σ], θ ∈ (0, ϑ) and h ∈ Cϑ([0, 2]). Let u : R→ R be
a solution of {
(−∆)σu = h in (0, 2),
u = 0 in R \ (0, 2). (B.1)
Then, as x1 ↘ 0,
u(x1) = a¯x
σ
1 +O(x
µ+σ
1 ), (B.2)
for some a¯ ∈ R, with µ := min{1, σ + θ}.
Proof. See formula (6) in Theorem 4 of [Gru15], or formula (2.13) in Theorem 2.2 of [Gru14].

Another auxiliary result that we need in the proof of Theorem 1.2 deals with the
improved boundary regularity for linear equations:
Lemma B.3. Let σ ∈ (1
2
, 1
)
, ϑ ∈ (0, 1) and µ := min{1, ϑ+ σ}. Assume that{
(−∆)σu = h in (0, 1),
u = 0 in (−∞, 0).
Suppose that, for all x1 ∈ R,
|u(x1)| 6 C |x1|µ+σ (B.3)
for some C > 0 and that h ∈ Cϑ([0, 1]). Then u ∈ Cµ+σ ([0, 1
10
])
.
Proof. We give a direct proof of this result. Interestingly, we will exploit a Schauder
estimate that we have recently obtained in a fractional Laplace setting for functions with
polynomial growth, which allows us to treat this case without using any sophisticate
method involving blow-up limits of condition (B.3).
We remark that µ + σ = min{1 + σ, ϑ + 2σ} > 1. Consequently, fixed p, q ∈ [0, 1
10
]
,
our goal is to show that
|u(p)− u(q)− `q (p− q)| 6 C|p− q|µ+σ, (B.4)
for some C > 0 and `q ∈ R. To this end, we set z := p+q2 and d := |p−q|2 . We observe
that z ∈ [0, 1
10
]
.
We distinguish two cases: either z ∈ [0, 2d] or z > 2d. Let us first suppose that z ∈
[0, 2d]. In this case, p+ q = 2z 6 4d and thus, by (B.3),
|u(p)− u(q)| 6 |u(p)|+ |u(q)| 6 C(qµ+σ + pµ+σ) 6 Cdµ+σ = C|p− q|µ+σ,
up to changing C > 0 at any step of the computation. This establishes (B.4) in this case
(with `q := 0).
Let us now suppose that
z > 2d (B.5)
and let
v(x1) := u(dx1 + z) and g(x1) := d
2σh(dx1 + z).
Notice that if x1 ∈ (−2, 2), we have that dx1 + z ∈ (−2d + z, 2d + z) ⊆
(
0, 1
5
)
, thanks
to (B.5), and accordingly
(−∆)σv(x1) = d2σ (−∆)σu(dx1 + z) = d2σ h(dx1 + z) = g(x1) (B.6)
for every x1 ∈ (−2, 2).
NONLOCAL MINIMAL GRAPHS IN THE PLANE ARE GENERICALLY STICKY 45
Moreover, for any x1, y1 ∈ (−2, 2),
|g(x1)− g(y1)| = d2σ|h(dx1 + z)− h(dy1 + z)| 6 d2σ[h]Cϑ([0,1]) |dx1 − dy1|ϑ
= d2σ+ϑ[h]Cϑ([0,1]) |x1 − y1|ϑ 6 [h]Cϑ([0,1]) |x1 − y1|ϑ.
(B.7)
Furthermore, by (B.3),
|v(x1)| 6 C |dx1 + z|µ+σ 6 C
(
dµ+σ|x1|µ+σ + 1
)
.
Consequently, since 2 + σ − µ > 2− ϑ > 1,∫
R
|v(x1)|
1 + |x1|2+2σ dx1 6 C. (B.8)
In view of (B.6), (B.7) and (B.8), we can use the Schauder estimate in Theorem 1.3
of [DSV19] (exploited here with n := 1 and k := 1). Accordingly, we find that, for
every ζ ∈ (1, ϑ+ 2σ),
‖v‖Cζ([−1,1]) 6 C.
As a consequence,
|u(p)− u(q)− u′(q) (p− q)| = dµ+σ
∣∣∣∣v(p− zd
)
− v
(
q − z
d
)
− v
(
p− z
d
)
p− q
d
∣∣∣∣
6 dµ+σ ‖v‖Cζ([−1,1])
∣∣∣∣p− qd
∣∣∣∣ζ
6 Cdµ+σ−ζ |p− q|ζ ,
which proves (B.4) also in this case, by choosing ζ := µ+ σ. 
Appendix C. Uniform convergence to hyperplanes
In this section, we discuss some general density estimates and their relation with uniform
convergence of blow-up limits in the Hausdorff distance. The pivotal result in this setting
is the following:
Lemma C.1. Let E be s-minimal in Ω and r > 0. Assume that x ∈ (∂E) ∩ Ω. Suppose
also that there exists co > 0 such that for all y ∈ E \ Ω with dist(y, ∂Ω) 6 r/2 we have
that
|Br/2(y) ∩ E| > co rn. (C.1)
Then, there exists c > 0, possibly depending on co, such that
|Br(x) ∩ E| > c rn.
Proof. We recall that a similar result was proved in Theorem 4.1 of [CRS10] when condi-
tion (C.1) is replaced by the stronger condition that Br(x)∩E ⊂ Ω. Then, in our setting,
we distinguish two cases. First, if Br/2(x)∩E ⊂ Ω, we can apply Theorem 4.1 of [CRS10]
(with r/2 instead of r) and conclude that |Br/2(x)∩E| > c (r/2)n, from which we plainly
obtain the desired result, up to renaming c > 0.
If instead Br/2(x) ∩ E 6⊂ Ω, we take y ∈
(
Br/2(x) ∩ E
) \ Ω. We are in the position of
using (C.1) and thus obtain that
|Br(x) ∩ E| > |Br/2(y) ∩ E| > co rn,
which gives the desired result, up to renaming constants. 
46 SERENA DIPIERRO, OVIDIU SAVIN, AND ENRICO VALDINOCI
From this and Lemma 2.3, we easily conclude that:
Corollary C.2. In the notation of Lemma 2.3, we have that, up to a subsequence, Ek
converges to E00 locally in the Hausdorff distance.
Appendix D. Proof of formula (9.6)
This section is devoted to the proof of a technical statement needed in Theorem 1.2.
Proof of (9.6). We consider separately f1, f2 and f3, as given by (9.4). To estimate f1,
we observe that, using (9.2) with J := R \ I,
f1(x1) = −
∫
R\I
F
(
u(x1 + t)− u(x1)
|t|
)
dt
|t|1+s . (D.1)
Consequently,
‖f1‖L∞([0,h4 ]) 6 ‖F‖L∞(R)
∫
R\I
dt
|t|1+s 6 C ‖F‖L∞(R), (D.2)
with C > 0 depending only on s and h.
Now, recalling (6.8), we define
Φ(r) := rF ′(r) =
r
(1 + r2)
2+s
2
.
Then, changing variable in (D.1), we see that
f ′1(x1) = −
d
dx1
∫
ϑ∈(−∞,x1−h4 )∪(x1+h4 ,+∞)
F
(
u(ϑ)− u(x1)
|x1 − ϑ|
)
dϑ
|x1 − ϑ|1+s
=
∫
{|x1−ϑ|>h/4}
F ′
(
u(ϑ)− u(x1)
|x1 − ϑ|
) (
u′(x1)
|x1 − ϑ|2+s +
(u(ϑ)− u(x1))(x1 − ϑ)
|x1 − ϑ|3+s
)
dϑ
+(1 + s)
∫
{|x1−ϑ|>h/4}
F
(
u(ϑ)− u(x1)
|x1 − ϑ|
)
(x1 − ϑ) dϑ
|x1 − ϑ|3+s
+
[
F
(
4
(
u
(
x1 +
h
4
)− u(x1))
h
)
− F
(
4
(
u
(
x1 − h4
)− u(x1))
h
)]
41+s
h1+s
= u′(x1)
∫
{|x1−ϑ|>h/4}
F ′
(
u(ϑ)− u(x1)
|x1 − ϑ|
)
dϑ
|x1 − ϑ|2+s
+
∫
{|x1−ϑ|>h/4}
Φ
(
u(ϑ)− u(x1)
|x1 − ϑ|
)
(x1 − ϑ) dϑ
|x1 − ϑ|2+s
+(1 + s)
∫
{|x1−ϑ|>h/4}
F
(
u(ϑ)− u(x1)
|x1 − ϑ|
)
(x1 − ϑ) dϑ
|x1 − ϑ|3+s
+
[
F
(
4
(
u
(
x1 +
h
4
)− u(x1))
h
)
− F
(
4
(
u
(
x1 − h4
)− u(x1))
h
)]
41+s
h1+s
.
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Consequently,
|f ′1(x1)| 6 ‖u′‖L∞([0,h2 ])‖F
′‖L∞(R)
∫
{|x1−ϑ|>h/4}
dϑ
|x1 − ϑ|2+s
+ ‖Φ‖L∞(R)
∫
{|x1−ϑ|>h/4}
dϑ
|x1 − ϑ|1+s
+ (1 + s) ‖F‖L∞(R)
∫
{|x1−ϑ|>h/4}
dϑ
|x1 − ϑ|2+s
+
42+s ‖F‖L∞(R)
h1+s
6 C
(‖u′‖L∞([0,h2 ]) + 1),
(D.3)
with C > 0 depending only on s and h.
Having completed the desired estimate for f1, we now focus on f2. For this, we remark
that, since F ′ is an even function, if x1, y1 ∈
[
0, h
4
]
and t ∈ I,∣∣a(x1, t)− F ′(u′(x1))∣∣
6
∫ 1
0
∣∣∣∣∣F ′
(
τ
(
u(x1 + t)− u(x1)
)
+ (1− τ)u′(x1) t
|t|
)
− F ′(u′(x1))
∣∣∣∣∣ dτ
=
∫ 1
0
∣∣∣∣∣F ′
(
τ
(
u(x1 + t)− u(x1)− u′(x1)t
)
+ u′(x1) t
|t|
)
− F ′
(
u′(x1) t
|t|
)∣∣∣∣∣ dτ
6 ‖F ′′‖L∞(R)
∣∣u(x1 + t)− u(x1)− u′(x1)t∣∣
|t|
6 ‖F ′′‖L∞(R) ‖u‖C1,α˜([0,h2 ]) |t|
α˜.
Therefore, setting
K(x1, t) :=
F ′
(
u′(x1)
)− a(x1, t)
|t|2+s , (D.4)
we conclude that ∣∣K(x1, t)∣∣ 6 ‖F ′′‖L∞(R) ‖u‖C1,α˜([0,h2 ]) |t|α˜−s−2. (D.5)
We also observe that ∣∣δ(x1, t)∣∣ 6 ‖u‖C1,α˜([0,h2 ]) |t|1+α˜.
From this and (D.5), we conclude that
‖f2‖L∞([0,h4 ]) 6 sup
x1∈[0,h4 ]
∫
I
∣∣δ(x1, t)∣∣ ∣∣K(x1, t)∣∣ dt
6 ‖F ′′‖L∞(R) ‖u‖2C1,α˜([0,h2 ])
∫
I
|t|2α˜−s−1 6 C,
(D.6)
thanks to (9.5), with C > 0 depending only on s, α˜, h and ‖u‖C1,α˜([0,h2 ]).
We also remark that, for all x1, y1 ∈
[
0, h
4
]
and t ∈ I,∣∣δ(x1, t)− δ(y1, t)∣∣ 6 5 ‖u‖C1,α˜([0,h2 ]) |t| min{|t|α˜, |x1 − y1|α˜}. (D.7)
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To check this, we write∣∣δ(x1, t)− δ(y1, t)∣∣ = ∣∣u(x1 + t)− u(x1)− u′(x1) t− u(y1 + t) + u(y1) + u′(y1) t∣∣, (D.8)
and we distinguish two cases. When |t| 6 |x1 − y1|, we observe that∣∣u(x1 + t)− u(x1)− u′(x1) t∣∣ 6 ‖u‖C1,α˜([0,h2 ]) |t|1+α˜,
and a similar estimate holds true with y1 replacing x1. Hence, we deduce from (D.8) that∣∣δ(x1, t)− δ(y1, t)∣∣ 6 2 ‖u‖C1,α˜([0,h2 ]) |t|1+α˜,
which gives (D.7) in this case.
If instead |t| > |x1 − y1|, we assume without loss of generality that x1 6 y1, and we
exploit (D.8) to write that∣∣δ(x1, t)− δ(y1, t)∣∣
=
∣∣u(x1 + t)− u(y1 + t) + u(y1)− u(x1) + u′(y1) t− u′(x1) t∣∣
6
∣∣u(x1 + t)− u(y1 + t)− u′(y1 + t)(x1 − y1)∣∣
+
∣∣u(y1)− u(x1)− u′(x1)(y1 − x1)∣∣
+|t| ∣∣u′(y1)− u′(x1)∣∣+ ∣∣u′(y1 + t)− u′(x1)∣∣ |x1 − y1|
6 2 ‖u‖C1,α˜([0,h2 ])|x1 − y1|
1+α˜ + ‖u‖C1,α˜([0,h2 ]) |t| |x1 − y1|
α˜
+
∣∣u′(y1 + t)− u′(y1)∣∣ |x1 − y1|+ ∣∣u′(y1)− u′(x1)∣∣ |x1 − y1|
6 3 ‖u‖C1,α˜([0,h2 ])|x1 − y1|
1+α˜ + ‖u‖C1,α˜([0,h2 ]) |t| |x1 − y1|
α˜ + ‖u‖C1,α˜([0,h2 ]) |t|
α˜ |x1 − y1|
6 5 ‖u‖C1,α˜([0,h2 ]) |t| |x1 − y1|
α˜
which establishes (D.7) also in this case.
Consequently, exploiting (D.5) and (D.7), and recalling (9.5),∣∣∣∣∫
I
(
δ(x1, t)− δ(y1, t)
)K(x1, t)∣∣∣∣
6 5 ‖F ′′‖L∞(R) ‖u‖2C1,α˜([0,h2 ])
∫
I
|t|α˜−s−1 min{|t|α˜, |x1 − y1|α˜} dt
6 Cα˜,s |x1 − y1|min{α˜, 2α˜−s},
(D.9)
for some Cα˜,s > 0 depending only on s, α˜, h, and ‖u‖C1,α˜([0,h2 ]).
Now, if x1, y1 ∈
[
0, h
4
]
, τ ∈ (0, 1), t ∈ I, we set
G(t, τ, x1, y1) := F
′ (u′(x1))− F ′
(
τ
(
u(x1 + t)− u(x1)− u′(x1) t
)
+ u′(x1) t
|t|
)
−F ′ (u′(y1)) + F ′
(
τ
(
u(y1 + t)− u(y1)− u′(y1) t
)
+ u′(y1) t
|t|
)
.
To ease the notation, we write G(t) := G(t, τ, x1, y1). Using that F
′ is even, we see that
G(0) := lim
t→0
G(t) = 0,
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and, if t > 0,
G(t) = F ′ (u′(x1))− F ′
(
τ
(
u(x1 + t)− u(x1)− u′(x1) t
)
t
+ u′(x1)
)
−F ′ (u′(y1)) + F ′
(
τ
(
u(y1 + t)− u(y1)− u′(y1) t
)
t
+ u′(y1)
)
,
which gives that
t2G′(t) = −τF ′′
(
τ
(
u(x1 + t)− u(x1)− u′(x1) t
)
t
+ u′(x1)
)
×
(
u′(x1 + t) t− u(x1 + t) + u(x1)
)
+ τF ′′
(
τ
(
u(y1 + t)− u(y1)− u′(y1) t
)
t
+ u′(y1)
)
×
(
u′(y1 + t) t− u(y1 + t) + u(y1)
)
.
(D.10)
Now, we claim that, if t ∈ (0, h
4
)
,
|G′(t)| 6 Cα˜,s
t
min{tα˜, |x1 − y1|α˜}, (D.11)
for some Cα˜,s > 0 depending only on s, α˜ and ‖u‖C1,α˜([0,h2 ]).
For this, we observe that∣∣∣u(x1 + t)− u(x1)− u′(x1 + t) t∣∣∣
6
∣∣∣u(x1 + t)− u(x1)− u′(x1) t∣∣∣+ t ∣∣∣u′(x1)− u′(x1 + t)∣∣∣
6 2 ‖u‖C1,α˜([0,h2 ]) t
1+α˜,
(D.12)
and a similar estimate holds true for x1 replaced by y1.
Now, we distinguish two cases. If t 6 |x1 − y1|, we exploit (D.12) and we obtain that
t2|G′(t)| 6 4 ‖F ′′‖L∞(R) ‖u‖C1,α˜([0,h2 ]) t
1+α˜, (D.13)
which proves (D.11) in this case.
If instead t > |x1 − y1|, we observe that, for all A, B, C, D ∈ R,∣∣F ′′(A)B − F ′′(C)D∣∣ 6 ‖F ′′‖L∞(R) |B −D|+ ∣∣F ′′(A)− F ′′(C)∣∣ |D|
6 ‖F ′′‖C1(R)
(|B −D|+ |D| |A− C|). (D.14)
We apply this estimate with
A :=
τ
(
u(x1 + t)− u(x1)− u′(x1) t
)
t
+ u′(x1), B := u′(x1 + t) t− u(x1 + t) + u(x1),
C :=
τ
(
u(y1 + t)− u(y1)− u′(y1) t
)
t
+ u′(y1), D := u′(y1 + t) t− u(y1 + t) + u(y1).
In this case, assuming, without loss of generality, that x1 6 y1, we observe that
t |A− C|
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=
∣∣∣τ(u(x1 + t)− u(y1 + t)− u(x1) + u(y1)− u′(x1) t+ u′(y1) t)+ u′(x1) t− u′(y1) t∣∣∣
6
∣∣∣u(x1 + t)− u(y1 + t)− u(x1) + u(y1)− u′(x1) t+ u′(y1) t∣∣∣+ ∣∣∣u′(x1)− u′(y1)∣∣∣ t
6
∣∣∣∣∫ t
0
(
u′(x1 + θ)− u′(y1 + θ)
)
dθ − u′(x1) t+ u′(y1) t
∣∣∣∣+ ‖u‖C1,α˜([0,h2 ]) |x1 − y1|α˜ t
6
∫ t
0
∣∣∣u′(x1 + θ)− u′(y1 + θ)∣∣∣ dθ + 2 ‖u‖C1,α˜([0,h2 ]) |x1 − y1|α˜ t
6 3 ‖u‖C1,α˜([0,h2 ]) |x1 − y1|
α˜ t.
Similarly,
|B −D| =
∣∣∣u′(x1 + t) t− u′(y1 + t) t− u(x1 + t) + u(y1 + t) + u(x1)− u(y1)∣∣∣
=
∣∣∣∣u′(x1 + t) t− u′(y1 + t) t+ ∫ t
0
(
u′(y1 + θ)− u′(x1 + θ)
)
dθ
∣∣∣∣
6 2 ‖u‖C1,α˜([0,h2 ]) |x1 − y1|
α˜ t,
and |D| 6 2 ‖u‖C1,α˜([0,h2 ]) t
1+α˜, thanks to (D.12).
In view of these observations, we thus find that
|B −D|+ |D| |A− C| 6 2 ‖u‖C1,α˜([0,h2 ]) |x1 − y1|
α˜ t+ 6 ‖u‖2
C1,α˜([0,h2 ])
|x1 − y1|α˜ t1+α˜
6 Cα˜ |x1 − y1|α˜ t,
with Cα˜ > 0 only depending on ‖u‖C1,α˜([0,h2 ]).
Using this, (D.10) and (D.14), we conclude that
t2|G′(t)| 6 ‖F ′′‖C1(R)
(
|B −D|+ |D| |A− C|
)
6 Cα˜,s |x1 − y1|α˜ t,
for some Cα˜,s > 0, and this completes the proof of (D.11).
Therefore, if t > 0,
|G(t)| = |G(t)−G(0)| 6
∫ t
0
|G′(θ)| dθ 6
∫ t
0
Cα˜,s
θ
min{θα˜, |x1 − y1|α˜} dθ
6 Cα˜,s min{tα˜, |x1 − y1|α˜}
(
1 +
(
log
t
|x1 − y1|
)
+
)
,
up to renaming Cα˜,s. Arguing for t < 0 in a similar way, we obtain an estimate valid for
all t ∈ I (in which t on the right hand side is replaced by |t|).
With this, recalling (D.4), we conclude that∣∣K(x1, t)−K(y1, t)∣∣
=
∣∣∣∣∣F ′
(
u′(x1)
)
|t|2+s −
a(x1, t)
|t|2+s −
F ′
(
u′(y1)
)
|t|2+s +
a(y1, t)
|t|2+s
∣∣∣∣∣
=
1
|t|2+s
∣∣∣∣∣F ′(u′(x1))−
∫ 1
0
F ′
(
τ
(
u(x1 + t)− u(x1)
)
+ (1− τ)u′(x1) t
|t|
)
dτ
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−F ′(u′(y1))+ ∫ 1
0
F ′
(
τ
(
u(y1 + t)− u(y1)
)
+ (1− τ)u′(y1) t
|t|
)
dτ
∣∣∣∣∣
=
1
|t|2+s
∣∣∣∣∫ 1
0
G(t, τ, x1, y1) dτ
∣∣∣∣
6 Cα˜,s|t|2+s min{|t|
α˜, |x1 − y1|α˜}
(
1 +
(
log
|t|
|x1 − y1|
)
+
)
.
As a consequence, up to renaming Cα˜,s,∣∣∣∣∫
I
δu(x1, t)
(K(x1, t)−K(y1, t)) dt∣∣∣∣
6 Cα˜,s
∫
I
|t|α˜−1−s min{|t|α˜, |x1 − y1|α˜}
(
1 +
(
log
|t|
|x1 − y1|
)
+
)
dt
6 Cα˜,s
(
|x1 − y1|min{α˜, 2α˜−s} + |x1 − y1|α˜
∫
t∈(|x1−y1|,h/4)
tα˜−1−s log
t
|x1 − y1| dt
)
.
(D.15)
Now we claim that
|x1 − y1|α˜
∫
t∈(|x1−y1|,h/4)
tα˜−1−s log
t
|x1 − y1| dt 6 C |x1 − y1|
κ(α˜), (D.16)
for some C > 0 depending on α˜, s and h. Indeed, if α˜ < s we integrate the logarithm by
parts and we obtain that∫
t∈(|x1−y1|,h/4)
tα˜−1−s log
t
|x1 − y1| dt =
1
α˜− s
∫
t∈(|x1−y1|,h/4)
d
dt
(
tα˜−s
)
log
t
|x1 − y1| dt
=
1
α˜− s
((
h
4
)α˜−s
log
h
4 |x1 − y1| −
∫
t∈(|x1−y1|,h/4)
tα˜−s−1 dt
)
=
1
α˜− s
((
h
4
)α˜−s
log
h
4 |x1 − y1| −
1
α˜− s
((
h
4
)α˜−s
− |x1 − y1|α˜−s
))
6 |x1 − y1|
α˜−s
(α˜− s)2 ,
and this proves (D.16) in this case.
If instead α˜ > s, we have from (9.5) that α˜ > s. Hence, we see that, in this case,∫
t∈(|x1−y1|,h/4)
tα˜−1−s log
t
|x1 − y1| dt = |x1 − y1|
α˜−s
∫ h
4|x1−y1|
1
T α˜−1−s log T dT
6 C |x1 − y1|α˜−s
∫ h
4|x1−y1|
1
T α˜−1−s dT 6 C |x1 − y1|
α˜−s
α˜− s
(
h
4|x1 − y1|
)α˜−s
=
C hα˜−s
α˜− s |x1 − y1|
α˜−α˜,
with C > 0, which, together with the definition of κ(α˜) in (9.6), completes the proof
of (D.16).
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Then, inserting (D.16) into (D.15), we conclude that∣∣∣∣∫
I
δu(x1, t)
(K(x1, t)−K(y1, t)) dt∣∣∣∣ 6 Cα˜,s |x1 − y1|κ(α˜),
up to renaming Cα˜,s.
Then, the latter estimate and (D.9) give that
|f2(x1)− f2(y1)|
=
∣∣∣∣∫
I
(
δu(x1, t)K(x1, t)− δu(y1, t)K(y1, t)
)
dt
∣∣∣∣
6
∣∣∣∣∫
I
(
δu(x1, t)− δu(y1, t)
)K(x1, t)) dt∣∣∣∣+ ∣∣∣∣∫
I
δu(y1, t)
(K(x1, t)−K(y1, t)) dt∣∣∣∣
6 Cα˜,s |x1 − y1|κ(α˜),
(D.17)
up to renaming Cα˜,s.
Now we estimate f3. To this end, we observe that
‖f3‖L∞([0,h4 ]) 6 ‖F
′‖L∞(R)
∫
R\I
(
2‖u‖L∞([0,h]) + ‖u′‖L∞([0,h2 ]) |t|
) dt
|t|2+s 6 Cα˜,s, (D.18)
up to renaming Cα˜,s.
We also point out that ‖v‖C1(R) 6 ‖u‖C1([0,h2 ]). Therefore, setting
V (x1) :=
∫
R\I
(
v(x1 + t)− u(x1)− u′(x1) t
) dt
|t|2+s ,
we see that
|V (x1)− V (y1)|
6
∫
R\I
(
‖v‖C1(R)|x1 − y1|+ ‖u‖C1([0,h2 ])|x1 − y1|+ ‖u‖C1,α˜([0,h2 ])|x1 − y1|
α˜ |t|
) dt
|t|2+s
6 Cα˜,s |x1 − y1|α˜
(D.19)
up to renaming Cα˜,s.
Also, as in (D.18), one can write that
‖V ‖L∞([0,h4 ]) 6 Cα˜,s. (D.20)
In addition, ∣∣F ′(u′(x1))− F ′(u′(y1))∣∣ 6 ‖F ′′‖L∞(R) |u′(x1)− u′(y1)|
6 ‖F ′′‖L∞(R) ‖u‖C1([0,h2 ]) |x1 − y1|
α˜.
From this, (D.19) and (D.20), we see that
|f3(x1)− f3(y1)| =
∣∣F ′(u′(x1))V (x1)− F ′(u′(y1))V (y1)∣∣
6
∣∣F ′(u′(x1))− F ′(u′(y1))∣∣ |V (x1)|+ ∣∣F ′(u′(y1))∣∣ ∣∣V (x1)− V (y1)∣∣
6 Cα˜,s |x1 − y1|α˜,
up to renaming Cα˜,s.
Using this, (D.2), (D.3), (D.6), (D.17) and (D.18), we obtain (9.6), as desired. 
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