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I. OVERVIEW
This is a report addressing current visual navi-
gation methodologies, specifically addressing how
concurrent images can be used to estimate motion.
II. VISUAL NAVIGATION
Navigation by unmanned agents requires the abil-
ity to sense their motion relative to their surrounding
environment. Historically, such motion has been
estimated using inertial measurement units (IMUs),
pressure sensors, gyros, as well as other interocep-
tive sensors. Recent work by Nistér et al. has led to
Visual Odometry[21], an approach to estimate mo-
tion using changes in perspective from consecutive
images. Initially, the algorithm involves identifying
features common to both images. Once identified,
comparing relative orientation of the features allows
for the motion to be estimated.
A complete navigation solution requires both
motion estimation and the placement recognition.
Adding the “bag of words” approach[25] to feature
classification, as well as Nistér and Setewenius’s
vocabulary tree[22], provides a real-time framework
for real-time placement recognition and navigation.
III. FEATURE DESCRIPTORS
Deriving motion from images relies on the ability
to describe attributes, or features, contained in an
image. Such descriptors can be grouped into two
classes. Point descriptors describe changes around
individual image points. Lowe [13] proposed such
a descriptor, termed a Scale Invariant Feature Trans-
form (SIFT). SIFT repeatedly uses a smoothed
version of an image, comparing it to an even more
smoothed version of the same image. The descriptor
is the vector describing the differences between
each smoothing level. Bay et al. [4] recently devel-
oped a related descriptor, termed SURF (speeded
up robust features), which improves computational
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efficiency and transformational invariance. The Gra-
dient Location-Orientation Histogram (GLOH), pro-
posed by Mikolajczyk[17] more directly extends
SIFT by creating a log-polar location grid using the
SIFT descriptor.
Region descriptors emphasize regions that con-
tain areas of similar or differing contrast, color,
or other characteristics. The Harris-Affine detector
and Hessian Affine Detectors[18] both create an
elliptical region for each detected interest point. A
maximally stable extremal region (MSER) detector,
developed by Matas et. al[16], describes a thresh-
old that maximizes or minimizes the differences
between external and internal intensities for a spec-
ified region. Tuytelaars and Van Gool [18]proposed
the extrema-based region detector, EBR, which de-
scribes the intensity function of rays emanating from
intensity extremum.
Each descriptor, both point and region, offers its
own set of advantages and disadvantages. Signifi-
cant work[18], [17] has been done to fully character-
ize the many descriptors, thus providing a base-line
comparison of each. The results suggest that using
multiple descriptors concurrently often allows for
more accurate image recognition,.
IV. 3-D FEATURE REPRESENTATION AND
CORRESPONDENCE
Extrapolating three dimensional motion using two
dimensional optical imagery is extremely compli-
cated. Stereo vision naturally provides some depth
information, yet as the range to the observed fea-
tures becomes significantly larger than the distance
between the two cameras, the depth information is
lost. Rough terrain also adds to the complexity as
two neighboring pixels may be very far apart in
distance.
A. Feature Comparison and Correspondence
Once features are described, it is necessary iden-
tify corresponding features in successive images.
Typical approaches for such recognition including
2kNN Classification, k-Means, randomized trees, and
others. For any methodology to function, a metric
must be used for comparison.
Lowe discusses much of this presentation of the
SIFT descriptor[14]. He indicates that the use of Eu-
clidean distance to compare features yields the best
results. The dimensionality (64 or 128 elements) of
both SURF and SIFT descriptors prohibit them from
benefiting from many of the existing comparison
algorithms, though Lowe successfully used a Best-
Bin-First (BBF) algorithm[2] which essentially sorts
the descriptors in the feature space. Descriptors
are then compared to the closest features. Rather
than an exhaustive approach, feature comparison
is often done using features that have the same
“Word” classification[5], [6]. This approach should
significantly limit the actual comparisons necessary.
While finding the best feature is useful, using
such a comparison exclusively can result in incorrect
matches. Nistér’s original approach was a dating
scheme where a match only occurs when both
partners believe the other is the best match[22].
Lowe, on the other hand, suggested the use of
a distance ratio[14], also discussed by Amato[1].
He uses uses the distance δ from a feature fi to
it’s nearest neighbor NN1 (fi, dj) in image dj as
compared to the distance to it’s second nearest
neighbor NN2 (fi, dj). When the resulting distance
ratio
σ (fi, dj) =
δ (fi, NN1 (fi, dj))
δ (fi, NN2 (fi, dj))
is greater than some threshold T (Lowe and Amato
use 0.8), the features are judged to be indiscernible.
On the other hand, when σ (fi, dj) < T , the features
NN1 (fi, dj) and fi are considered the same feature.
V. MOTION ESTIMATION
Not only must feature pairs be found, but the
use of features for accurate motion recognition
requires position estimates of each feature. Multiple
approaches for position estimates exist[9], [23]. 3-
D-to-3-D comparisons require that both previously
acquired and newly acquired features already have
3-D positions defined prior to motion estimation.
Such representations are almost exclusively per-
formed using stereo vision systems.
3-D-to-2-D comparisons rely on previous 3-D
feature position estimates (generated by triangu-
lation of previous images) and compare them to
the newly acquired 2-D image, estimating the pose
change that would result in the 2-D image. The
solution of the 3-D-to-2-D problem requires at least
three feature correspondences, resulting in at most
four possible solutions (using four feature corre-
spondences results in a single, unique solution).
2-D-to-2-D approaches do not estimate the posi-
tion of the features, but rather seek to estimate the
motion using only 2-D image. By not estimating
the position features, there is no need to triangulate
previous features. It requires a minimum of five-
point correspondences, which results in slower data
association and more complicated outlier rejection.
A. Problem Formulation
Performing Visual Odometry relies on a set of
acquired Images
I0:n = {I0, I1, ..., In} .
The m feature points found in image Ij are defined
to be
Fj = {fj,1, fj,2, ..., fj,m} ,
where the location of the feature fj,k is defined as
fj,k =
 xj,kyj,k
zj,k
 .
The camera’s intrinsic parameters matrix,
K =
 αu 0 u00 αv v0
0 0 1
 ,
is used to map the features to the 2-D image,
resulting in
pj,k = λ
 uv
1

= KLj,k
=
 αu 0 u00 αv v0
0 0 1
 xy
z
 ,
where λ is a scaling factor and u and v represent
the 2-D location in image Ij of feature fj,k. The
resulting collection of features (in 2-D) are
Pj = {p0, p1, ..., pk} .
3The intrinsic parameters matrix is also used to
generate the normalized image coordinates
p˜ =
 u˜v˜
1

= K−1
 uv
1
 .
The Rigid-body transformation matrix is defined
as
Tk,k−1 =
[
Rk,k−1 tk,k−1
0 1
]
for the rotation matrix Rk,k−1 ∈ SO (3) and the
translation matrix tk,k−1 ∈ R3x1. Each camera pose
Ck is the result of the prior camera pose and the
transformation,
Ck = Tk,k−1Ck−1
resulting in a collection of camera poses
C0:n = {C0, C1, ..., Cn}
and a collection of transformations
T0:n = {T0,1, T1,2, ..., Tn−1,n} .
B. Motion Estimation for 2-D-to-3-D
The 2-D-to-3-D model calculates the transfor-
mation Tk, using the features Fk−1and Pk. It is
important to recognize that as three feature cor-
respondences are necessary[9], [23], the use of a
monocular camera requires that Pk−3, Pk−2, and
Pk−1 are used to derive depth, thus generating
Fk−1. The Tk is selected which minimizes the re-
projection error
arg minTk
∑
i
‖pk,i − pˆk−1, i‖2
where pˆk−1,i = Tkfk−1,i.
This problem is called the perspective from
n points (PnP), which has many different
solutions[10], [19]. For visualization, a single,
linear PnP solution using n ≥ 6 can be found using
a problem, where each feature location, fk−1,l, has
the form[23], [?]
A1P
′
k =

0 x
0 y
0 z
0 1
−x 0
−y 0
−z 0
−1 0
xv˜ −xu˜
yv˜ −yu˜
zv˜ −zu˜
v˜ −u˜

T
 P 1kP 2k
P 3k
 = 0,
where P j
T
k is the j
th row of Pk = [Rk|tk]. The
combined set of six feature points becomes
A1
A2
A3
A4
A5
A6
P
′
k = 0
solving for Pk will provide the motion estimation.
While the P6P is linear, the minimal solution (for
2-D-to-3-D) involves three points[7], resulting in
the perspective from three points (P3P) algorithm,
which identifies 4 possible pose solutions, which
can be reduced to a single solution using another
single feature. A significant amount of work has
been done to finding a fast solution[10].
C. Motion Estimation for 2-D-to-2-D
The motion estimation for 2-D-to-2-D does not
require previously triangulated 3-D position of all
features. It focuses on calculating the essential ma-
trix
Ek = λ ˆtkRk
where
tk =
[
tx ty tz
]T
and the skew-semetric matrix is defined
tˆk '
 0 −tz tytz 0 −tx
−ty tx 0
 ,
for some scalar λ. The normalized feature points p˜k,i
and p˜k−1,i can then be used to calculate Ek, where
p˜Tk,iEkp˜k−1,i = 0.
4A brute-force approach to solving for Ek involves
the use of a Least-Square Estimator to match all
feature points. To do this, it is necessary that the
equation
p˜Tk,iEkp˜k−1,i =
[
u˜k,i v˜k,i 1
]
Ek
 u˜k−1,iv˜k−1,i
1

be refactored as
Ak,ie =

u˜k,i
u˜k−1,i
u˜k,iv˜k−1,i
u˜k,i
v˜k,iu˜k−1,i
v˜k,iv˜k−1,i
v˜k,i
u˜k−1,i
v˜k−1,i
1

T

e11
e12
...
e33
 ,
where
Ek =
 e11 e12 e13e21 e22 e23
e31 e32 e33
 .
The matrix Ak can be defined as
Ak =

Ak,1
Ak,2
...
Ak,m

for m common features found between Ikand Ik−1.
Ek can now be calculated using the least-square
estimation equation
eˆ = minee
TATAe
There two significant draw-backs to using the
simple, least-square estimation technique. The first
is purely the computation time as Ak is 9 by m. The
second draw-back is that as the feature correspon-
dence is not perfect, incorrect correspondence pairs
can heavily weight the estimate of eˆ. The solution
to these is to note that while Ak is a very large
matrix, in the absence of system noise, it is only
rank 8 (the 9th dimension is loss as Ak as it is
only calculated to scale). Rather than dealing with
the vast over-determined system, only eight point
correspondences are necessary[12], though using 8-
points can still result in error-prone results. To better
handle this scenario, RANSAC is often ran on top
of the eight-point algorithm, thus allowing for the
essential matrix with the largest number of inliers
to be the chosen.
Nistér developed a 5-feature algorithm[20] for a
calibrated camera, which will estimate motion. The
resulting motion estimate does not result in a single
solution, however. It contains 4 possible solutions
of R and tˆ
R = U
(±W T )V T
a)
tˆ = U
(±W T )SUT
where using the SVD, E = USV T and
W =
 0 ±1 0∓1 0 0
0 0 1

: The correct solution is chosen by comparing the
resulting point positions. Only 1 solution allows
for both 3D point positions to be viewed by both
cameras.
The actual pose rotations can be extracted by
noticing from the Rotation matrix
Rbv =
 cθcψ cθsψ −sθsφsθcψ − cφsψ sφsθsψ + cφcψ sφcθ
cφsθcψ + sφsψ cφsθsψ − sφcψ cφcθ

=
 r11 r12 r13r21 r22 r23
r31 r32 r33
 .
The other elements can be used as cosθ =√
r211 + r
2
12. Knowing both sin θ and cos θ allows
for the precise value of θ. Once known, cθ can be
used in conjunction with r11 and r12 to calculate ψ.
φ can also be calculated using cθ, r23, and r33. In
the event θ happens to be 0 or pi, the trigonometric
identities sin (u± v) = sinu cos v± cosu sin v and
cos (u± v) = cosu cos v ∓ sinu sin v can be used
along with the values found at r21, r22, r31, r32 to
solve for φ and ψ.
D. Resolving the Scale Factor
This results in an estimated rotation and transpose
up to some unknown scale (resulting in a simi-
larity motion reconstruction rather than a precise
Euclidean reconstruction). For 2D-to-2D Feature
correspondence, the scale factor resolution is nec-
essary to correctly propagate motion between mul-
tiple, consecutive image pairs. One mechanism[24]
to do this is by selecting two image feature pairs
5fk−1,i,fk−1,j and fk,i, fk−1,j . Defining the distance
ratio rk,i between the points as follows
rk,i =
‖fk−1,i − fk−1,j‖
‖fk,i − fk,j‖
Using a single pair of features is limited by the
selected feature, and as such the mean value of rk =
avgi rk,i may be selected. Alternatively, RANSAC
can be used to eliminate the outliers, resulting in
rk = mediani∈inliers rk,i. The scale can then be
used to calculate the image translation tk = rk tˆk.
E. Bundle Adjustment
Previously discussed algorithms assume that only
two consecutive images are being compared. Bundle
adjustment[8] enhances the Maximum Likelihood
(ML) algorithm to minimize the projection matrices
and 3D feature points, while also minimizing the
distance between the measured and projected feature
points. To do this, it considers common features
across multiple images and results in a projective
reconstruction in three dimensional space.
The implementation of bundle adjustment is com-
putationally intensive as it is estimating over the
camera’s 11 degrees of freedom and each 3-D
point’s 3 degrees of freedom, resulting in 14 pa-
rameters. Some work has been done to simplify the
computation, but it still requires a large amount of
computation. Bundle adjustment is also limited by
the accuracy of the initial pose estimate. For these
reasons, it is often used as a local optimization step
performed after the motion estimation.
The main limitation for implementing bundle
adjustment with graph-based SLAM is that for ac-
curacy, it requires many consecutive images, which
complicates the state estimation that would be used
for pose estimation.
VI. PLACEMENT RECOGNITION
A. A “Bag of Words” model
While feature extraction provides a mechanism
to mathematically describe an image, the need for
real-time motion estimation must not be forgotten.
Early work involved comparing all features of all
database images to that of the query image, iden-
tifying the database image with the most-similar
features. While this is often more accurate, it cannot
be done real-time on possibly small agents. To
address this, Sivic[25] proposed a “bag of words”
approach similar to the way internet searches are
performed. In his implementation, a representative
set of training images is collected. Using the k-
means clustering algorithm[15], the features from
these images are used to partition the feature space
into k clusters, or “words.” Each feature in the
image database is then assigned to its most similar
word. The same word assignment is then performed
on the features extracted from the query image.
Once features are described by a finite set of
words, the images are compared using a weighted tf-
if vector[3], or “term frequency-inverse frequency”
vector. This involves creating a vector Vi =
[ t0 t1 ... tk−1 tk ] describing each image, i.
Each element tj is calculated as shown in Equation
1.
tj =
nji
Ni
log
M
mj
(1)
It weighsnji, the number if times descriptor j is
found in image i, in comparison to Ni, the total
number of words found in image i, and M , the
number of images in the map, in comparison to mj ,
the number of and occurrences of descriptor j in
the map. This emphasizes the occurrence and non-
occurrence of repetitive words in individual images
or areas. The tf-if vector from the query image is
then compared to the tf-if vector from each image
in the database. The most similar image is identified
as the match.
The bag of words model has performed remark-
ably well. Its main limitation is its inability to
perform real-time image description, as each feature
must be compared to each word, prior to image
comparison.
B. Scalable Recognition with a Vocabulary Tree
Nistér and Stewénius addressed the computa-
tional complexity involved in image comparison
using their Vocabulary Tree [22] approach. It is
built on Sivic’s work using visual words, but rather
than clustering all words into a single, flat set
of visual words, they iteratively cluster the words
resulting in a vocabulary tree. To do this, they first
group the entire set of image descriptors D, into
m clusters (where m is much less than the k used
in Sivic’s algorithm). Each descriptor di, di ∈ D,
is then assigned to the word wj with the closest
cluster center. This results in m disjoint subsets of
6D = d1 ∪ d2 ∪ ... ∪ dm. Each word cluster dj is
then subdivided into m new clusters. Again, each
descriptor di ∈ dj is assigned to the word closest
word center from the newly created clusters, such
that dj1 ∪ dj2 ∪ ... ∪ djk = dj . The depth L of the
tree is user-selectable, and as the vocabulary tree
is generated from training data, it can be generated
prior to an agents mission.
The use of weighting for a tree structure is
more complicated as the use of the tree leaves or
leaves and branches must be considered. In Nistér’s
paper, many comparison methodologies were ex-
plored, such as altering L, m, the comparison met-
ric, discarding very common or uncommon words,
and the precise weighting approach. The results
can be summarized as indicating that the use of a
vocabulary tree in image recognition performed in a
similar fashion than that of a flat vocabulary. It also
indicates that using only leaf nodes in the image
vector results in better recognition.
By using a vocabulary tree, the hierarichal na-
ture decreases the feature comparisons required to
identify the most similar word. While recognizing
the most similar word using a flat vocabulary tree
has k ∗ NI complexity, using the same number of
leaf-words (ie. mL = k) results in word recogni-
tion complexity of only LNIm = LNIk1/L. Both
Nistér[22]and Konolige[11] report to have real-
time database creation and localization using the
Vocabulary Tree algorithm.
VII. CONCLUSION
Using vision for navigation is far from trivial.
Visual Odometry includes feature detection, feature
matching, motion estimation and an optional local
optimization step. Adding a vocabulary tree and
“bag of words” provides position recognition. Using
them in conjunction, while performing real-time
navigation, must be done with care.
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