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Abstract - Effective utilization of bandwidth and storage space is important in imaging applications 
including remote sensing. Remote sensing applications use multi-sensory, multi-band, multi 
resolution images. Usually, remote sensing applications uses image classification results for their 
analysis and decision making. In this paper we propose a new JPEG based image compression 
algorithm based on zooming-shrinking technique. Proposed algorithm performance is evaluated in 
relation to standard JPEG algorithm. In order to envisage the effect of compression on classification 
performance, Maximum Likelihood, Mahalanobis and Minimum distance classifiers performance is 
evaluated with original image data, standard JPEG compressed data and the compressed image 
data with the proposed method. Experiments are carried out with multi-band images with various 
resolutions. Our experiments supports that the classification accuracies of compressed images are 
at par with original image data. 
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A New Classification Performance Aware 
Multisensor, Multi Resolution Satellite Image 
Compression Technique 
Ch. Ramesh α, Dr. N.B. Venkateswarlu σ & Dr. J.V.R. Murthy ρ 
Abstract - Effective utilization of bandwidth and storage space 
is important in imaging applications including remote sensing. 
Remote sensing applications use multi-sensory, multi-band, 
multi resolution images. Usually, remote sensing applications 
uses image classification results for their analysis and decision 
making. In this paper we propose a new JPEG based image 
compression algorithm based on zooming-shrinking 
technique. Proposed algorithm performance is evaluated in 
relation to standard JPEG algorithm. In order to envisage the 
effect of compression on classification performance, Maximum 
Likelihood, Mahalanobis and Minimum distance classifiers 
performance is evaluated with original image data, standard 
JPEG compressed data and the compressed image data with 
the proposed method. Experiments are carried out with multi-
band images with various resolutions. Our experiments 
supports that the classification accuracies of compressed 
images are at par with original image data.  
Keywords : peak signal to noise ratio (PSNR), zooming, 
shrinking, maximum likelihood, mahalanobis, confusion 
matrix, kappa coefficient, cross validation. 
I. Introduction 
n the recent years use of remote sensing satellite 
data, air borne sensor data for urban monitoring, 
traffic monitoring, automatic navigation in driverless 
cars, disaster warning systems, monitoring the 
movements of terrorists has increased by many fold in 
addition to conventional applications such as natural 
resources management .These applications involves 
acquisition, communication, storage and processing of 
horrendous number of images of earth surface. 
This situation is becoming more aggravated 
because of increased pixel resolution, gray level 
resolution, band resolutions and reduced repetition 
cycle of satellite. All of these development demands 
more band width for downlink lines of satellite in addition 
to more disk space for storage.  
In communications, data compression 
techniques under the name hood of image coding are 
widely used to reduce the communication bandwidth 
bottlenecks during data communication. For instance, 
JPEG standard is used for still image compression [1], 
MPEG  is  used  for  video  compression  [2]. Also, while  
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communicating data from satellites to ground stations 
some compression methods are used [3].  
A typical image processing system is as shown 
in Figure 1 that is commonly employed for remote 
sensing applications. It is very common that most of the 
application scientists using original image data for their 
processing. In majority of remote sensing applications, 
results of classification are the ultimate interest [4]. 
 
 
 
Figure 1 :
 
A Typical Image Processing System
 
In this study, we propose to study how the 
classification results will vary if we use compressed 
image data instead of original image data. Usually 
applications such as land use classifications assumes 
samples of a group will be having small random 
variations in their pixel values while samples of different 
groups to be having contrastingly different pixel values. 
Because of the increased pixel and gray level 
resolutions, samples of a group may be having similar 
pixel values. Moreover, they will be having high level of 
spatial auto correlation. Evidently, majority of 
compression methods exploits this auto correlation to 
achieve high compression ratios with acceptable PSNR 
(Peak Signal to Noise Ratio) values [5]. For instance 
MPEG coding that employs DCT based video 
compression is widely used for real time surveillance [2]. 
Our proposed Algorithm is based on Zooming-
Shrinking concept. In this Algorithm instead of sending 
the original image, we send the shrinked image and the 
difference image between the original image and 
zoomed image. The size of the shrinked image is very 
less as compared to the original image that’s why it 
requires less number of bits for communication. The 
size of the difference image is equals to the original 
image but the magnitude of the pixel values in the 
difference image is very low as compared to the 
magnitude of the pixel values in the original image, 
that’s why it also requires very less number of bits for 
communication. Therefore the total no of bits required 
for communicating the shrinked image and the 
difference image is less than original image. Thus we 
are achieving compression benefit. We have compared 
the compression performance of our algorithm with 
I 
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standard JPEG algorithm with variety of images, 
especially from remote sensing applications. 
Also in this study, we evaluate the classification 
performance of popular classification algorithms like 
Maximum Likelihood, Mahalanobis and Minimum 
distance by taking original image data, JPEG 
compressed image data, compressed data that is 
compressed by our zooming-shrinking based JPEG 
image compression method. 
Our paper work is organized as follows. Section 
II introduces the standard JPEG algorithm. Section III 
explains proposed compression algorithm. Selected 
classification algorithms are illustrated in section IV. 
Section V includes details about our experimentations 
and results. Section VI contains conclusions about our 
research work. 
 
 
JPEG is a well known standardized image 
compression technique. JPEG loses information so the 
decompressed picture is not the same as the original 
one. The main reason for use of JPEG is to reduce the 
size of image files. Reducing image files is an important 
procedure for transmitting files across networks or 
archiving libraries. Usually JPEG can remove the less 
important data before the compression; hence JPEG is 
able to compress images meaningfully, which produces 
a huge difference in the transmission time and the disk 
space. Figure 2 shows the basic Architecture of JPEG 
compression system. Here is a brief overview of the 
JPEG compression system. [5] 
The image is first subdivided into pixel blocks of 
size 8X8, which are processed left to right, top to 
bottom. As each 8X8 block or sub image is 
encountered, its 64 pixels are level shifted by 
subtracting the quantity L/2, where L is the Gray level 
resolution of the image . The 2-D Forward Discrete 
Cosine Transform (FDCT) (Eq-1)[5]of the block is then 
computed, quantized using 64 corresponding step size 
values from the quantization table in Figure 3[6]. After 
quantization the DCT coefficients are rearranged in a 
zigzag sequence order as shown in the Figure 4. [6] 
Since the one-dimensional reordered array 
generated under the zigzag pattern of Figure 3 is 
qualitatively arranged according to increasing spatial 
frequency, the JPEG coding procedure is designed to 
take the advantage of the long runs of zeros that 
normally result from the reordering. In particular, the 
nonzero AC coefficients (the term AC denotes all 
transform coefficients with the exception of the zeroth or 
DC coefficient) are coded using a variable-length code 
that defines the coefficient’s value and number of 
preceding zeros. The DC coefficient is difference coded 
relative to the DC coefficient of the previous sub image. 
 
 
 
 
 
 
 
 
 
Figure 2 : Basic Architecture of JPEG Compresssion 
The 2-D DCT is
 
 
 
 (1)
 
for u, v = 0, 1, 2, . . . . , N -1
 
 
 
 
   (2) 
 
 
(3) 
 
 
 
 
 
 
 
 
 
Figure 3 :
 
Quantization Matrix [6]
 
 
 
 
 
 
 
Figure 4 : Zigzag Séquencé [6]
 
The decompression process performs an 
inverse
 
procedure. It decodes the Huffman codes. Then,
 
it makes the inversion of the Quantization step.
 
In this 
stage, the decoder raises the small
 
numbers by 
multiplying them by the quantization
 
coefficients. The 
results are not accurate, but
 
they are close to the 
original numbers of the DCT
 
coefficients. An Inverse 
Discrete Cosine
 
Transform (IDCT) (Eq.4) [6] is 
performed on the
 
data received from the previous step. 
Finally add
 
L/2 to each sub image. Place the sub 
images in
 
their correct positions.
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MSE –
 
Mean Squared Error
 
    
 
(x, y) -
 
Reconstructed Image
 
f (x, y) –
 
Original Image
 
m x n –
 
Size of the Image
 
III.
 
Zooming-Shrinking based JPEG
 
Algorithm
 
Zooming is a method of increasing the size of a
 
given image. Zooming can be viewed as
 
oversampling 
or up sampling of a given image.
 
Zooming requires two 
steps: the creation of new
 
pixel locations, and the 
assignment of gray levels
 
to those new locations. 
Shrinking is a method of
 
decreasing the size of a given 
image. Shrinking
 
can be viewed as under sampling or 
down
 
sampling. Interpolation is a basic tool used
 
extensively in zooming and shrinking tasks
 
interpolation 
is the process of using known data
 
to estimate values at 
unknown locations. Widely
 
used interpolation algorithms 
are nearest
 
neighborhood, bilinear and bicubic. The 
bicubic
 
method is more accurate than nearest
 
neighborhood and bilinear interpolation [6]. The
 
proposed algorithm uses the bicubic
 
interpolation. The 
Proposed Algorithm is
 
described in four stages. The 
same is illustrated
 
in Figures 5(a)&(b), 6(a)&(b), 
7(a)&(b), 8(a)&(b).
 
Algorithm:
 
Stage 1
 
1.
 
Shrink the input image M (Shrinking
 
factor) times, 
the resulting image is
 
called shrinked image.
 
2.
 
Zoom the shrinked image M (Zooming
 
factor) times, 
the resulting image is
 
called Zoomed image.
 
3.
 
Find the difference image between the
 
Zoomed 
image and the input image, the
 
resulting image is 
called the Difference image.
 
Stage 2
 
1.
 
The shrinked image is first subdivided into pixel 
blocks of size 8x8 which are processed from left to 
right, top to bottom.
 
2.
 
For each block its 64 pixels are level shifted by 
subtracting the quantity L/2 where L is the gray level 
resolution.
 
3.
 
The 2D-DCT of each block is computed.
 
4.
 
Quantize the DCT blocks by standard quantization 
matrix.
 
5.
 
Form a 1-D sequence of Quantized Coefficients by 
using Zigzag pattern.
 
6.
 
Coding the coefficients using JPEG Huffman tables.
 
7.
 
The receiver decodes the
 
received codes and forms 
the reconstructed shrinked image.
 
8.
 
Zoom the reconstructed shrinked image M times
 
Stage 3 
 
1.
 
The difference image is first subdivided into pixel 
blocks of size 8x8 which are processed from left to 
right, top to bottom.
 
2.
 
For each block
 
its 64 pixels are level shifted by 
subtracting the quantity
 
L/2 where L is the gray level 
resolution.
 
3.
 
The 2D-DCT of each block is computed.
 
4.
 
Quantize the DCT blocks by standard quantization 
matrix.
 
5.
 
Form a 1-D sequence of Quantized Coefficients by 
using Zigzag pattern. 
 
6.
 
Coding the coefficients using JPEG Huffman tables.
 
7.
 
The receiver decodes the received codes and forms 
the reconstructed difference Image.
 
Stage 4
 
1.
 
Add the reconstructed zoomed image obtained at 
stage 2 and the reconstructed difference image 
obtained at stage 3 and the resulting image is called 
output image.
 
2.
 
Compute the error (in terms of PSNR) between the 
input image and output image.
 
 
 
 
 
 
 
 
 
 
  
  
  
   
 
 
 
  
  
 
© 2013   Global Journals Inc.  (US)
G
lo
ba
l 
Jo
ur
na
l 
of
 C
om
pu
te
r 
Sc
ie
nc
e 
an
d 
Te
ch
no
lo
gy
  
  
  
 V
ol
um
e 
X
III
 I
ss
ue
 V
II 
V
er
sio
n 
I 
  
  
 
  
15
  
 
(
DDDD DDDD
)
Y
e
a
r
01
3
2
F
The error between the original image and 
reconstructed image is calculated in terms of Peak 
signal to noise ratio
PSNR = 10 log10 (L
2/MSE)   
 
mXn
yxfyxf
MSE
m
x
n
y
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Figure 5(a) 
Figure 5(b) 
Figure 6(a) : 
Figure 6(b) : Decoding
Encoding
Figure 7(a) : Encoding
Figure 7(b) : Decoding
Figure 8(a) 
Figure 8(b) 
fications, a random d dimensional pixel
 
vector X is 
classified as class wk if
 
            qkpk(X) = max{qiPi(X)}
 
for i = 1, 2 . . . . ., m.         (7)
 
Assuming equal a priori probabilities for all the
 
classes, decision rule (7) becomes:
 
                                                     
if
 
 
 
                    pk(X) = max{pi(X)}, i = 1, 2 , . . . , m.
 
          (8)
 
In Equations (7) and (8), the probability density
 
pk(X) will be given as:
 
 
 
 
 
 
 
 
Here, Mk
 
and Σk, are the mean vector and
 
covariance matrices of the kth
 
class, and are
 
calculated 
from the training data. Σk
 
is a
 
symmetric positive definite 
matrix.                    are the inverse and determinant of 
the
 
covariance matrix Σk.
 
b)
 
Mahalanobis Classifier
 
According to this classifier a d-dimensional
 
random pixel vector (X) will be assigned to the
 
group to 
which it is nearest [8]. Each group is
 
characterized by its 
mean vector, which is
 
calculated from training data. 
Nearness is
 
determined by the Mahalanobis distance 
between
 
the group mean and X. In mathematical terms,
 
the same classification rule can be represented
 
as:
 
 
(10)
 
 
 
                   
 
(11)
 
and Mi is mean vector of ith
 
group indicates
 
vector 
should be transposed. Σ-1
 
is the inverse
 
of the pooled 
covariance matrix
 
Σ.
 
c)
 
Minimum Distance Classifier
 
According to this classifier a random 
ddimensional
 
pixel vector (X) will be assigned to
 
the 
group to which it is nearest [9]. Each group is
 
characterized by its mean vector, which is
 
calculated 
from training data. Nearness is
 
determined by the 
Euclidean distance between
 
the group mean and X. In 
mathematical terms,
 
the same classification rule can be 
represented
 
as:
 
 
(12)
 
Where i = (1, 2, . . . C) groups if di(X)<dj(X) for 
all
 
j ≠ i where       
di(X) = (X-Mi)T(X-Mi)                       
(13)
 
and Mi
 
is mean vector of ith
 
group. T indicates
 
vector 
should be transposed.
 
V.
 
Experimentations and Results
 
For the purpose of experimental work,
 
Landsat 
TM data from USGS data base
 
“www.usgs.gov” is used. 
Experiments are carried
 
out under MS Windows XP 
version 2002, SP3 edition. The experimental system is 
equipped
 
with Intel core 2 Duo 2.60 GHz processor with 
1
 
GB RAM. Using ERDAS Imagine 8.6 (copy
 
rights©1991-2002, Lieca Geo systems) Training sites 
are labeled. Programs are written in C
 
language under 
Microsoft Visual Studio 2005
 
version 8.0.
 
We have carried out extensive simulations
 
with 
the selected images and proposed algorithm
 
with 
different M values. M=2 results the better
 
PSNR. Table 1 
shows the Compression Benefit and PSNR loss of 
proposed algorithm with M=2 as compared to the 
standard JPEG compression. With all the images we 
found that proposed algorithm have better compression 
ratios as compared to standard JPEG coding. The 
PSNR loss in proposed algorithm is very small as 
compared to standard JPEG compression. Figure 9 
shows the sample (Mono_lake image) Original image, 
JPEG compressed
 
image, Proposed compressed 
image.
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In this algorithm instead of sending the original 
image, we send the shrinked image and the difference 
image between the original image and zoomed image. 
The size of the shrinked image is very less as compared 
to the original image that’s why it requires less number 
of bits for communication. The size of the difference 
image is equals to the original image but the magnitude 
of the pixel values in the difference image is very low as 
compared to the magnitude of the pixel values in the 
original image, that’s why it also requires very less 
number of bits for communication. Therefore the total no 
of bits required for communicating the shrinked image 
and the difference image is less than original image. 
Thus we are achieving perceivable compression benefit.
IV. Popular Classification Algorithms
a) Maximum Likelihood Classifier
Let w1, w2, . ., wm denote m distinct populations 
(classes) with known d-dimensional probability density 
functions p1(X), p2(X), . . . . .pm(X), respectively. The a 
priori probabilities that an observation is selected from 
populations w1, w2, . . . , wm are denoted by ql, q2, . . . ., 
qm, respectively[7]. According to the Bayesian ML
classification rule, assuming equal costs for misclassi-
kwX 

 2/12/)2(
1
)(
k
dk
Xp

   



1
)].().(2/1exp[
k k
T
k MXMXX (9)
 
1
,
k k
iwX 
di (X) = (X-Mi)
T  -1(X-Mi)
iwX 
Where i = (1, 2, . . . C) groups if di(X)<dj(X) for 
all j ≠ i where
Table
 
1
 
:
 
Compression benefit and PSNR loss of proposed algorithm compared to standard JPEG
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Original Image                      JPEG compressed image                   Proposed compressed image
Figure 9
      
              
Image Size
No. of bits 
required 
for 
standard
approach
No. of 
bits 
required 
for our 
approac
h
% of 
Saving
PSNR 
standard
approach
PSNR for 
our 
approach
% loss 
in 
PSNR
Mono_lake-band1
1040 X 1040
410486 260010 36.65 39.871 36.463 8.547
Mono_lake-band2 306006 215852 29.46 42.237 39.111 7.401
Mono_lake-band3 399635 250777 37.24 40.435 37.001 8.492
Mono_lake-band4 366063 244232 33.28 41.097 37.443 8.891
Mono_lake-band5 578965 339670 41.33 37.724 33.517 11.152
Mono_lake-band6 249582 221937 11.07 46.608 39.658 14.911
Mono_lake-band7 439079 270574 38.37 39.828 36.139 9.262
2749816 1803052 34.430 41.114 37.047 9.892
P143r49_5t19921106_nn1
8139 X 7186
22276827 13753318 38.261 38.468 35.335 8.144
P143r49_5t19921106_nn2 17114083 11508975 32.751 41.309 38.536 6.712
P143r49_5t19921106_nn3 26101868 15407693 40.970 37.970 34.533 9.051
P143r49_5t19921106_nn4 31070502 18600285 40.135 36.534 32.674 10.565
P143r49_5t19921106_nn5 38128640 23225187 39.087 34.765 30.755 11.534
P143r49_5t19921106_nn6 13264142 10952351 17.428 44.396 40.921 7.827
P143r49_5t19921106_nn7 33122366 19806016 40.203 36.005 33.694 6.418
18107842
8
113253825 37.445 38.492 35.206 8.536
P143r51_5t19910410_nn1
8145 X 7183
21219663 12918117 39.12 39.182 35.892 8.396
P143r51_5t19910410_nn2 17565849 11399598 35.103 41.166 38.561 6.328
P143r51_5t19910410_nn3 29131208 15999585 45.077 37.159 33.756 9.157
P143r51_5t19910410_nn4 24843914 14065386 43.384 38.445 35.267 8.266
P143r51_5t19910410_nn5 43468415 26278257 39.546 33.615 29.571 12.030
P143r51_5t19910410_nn6 12195837 10505203 13.862 44.915 41.235 8.193
P143r51_5t19910410_nn7 33544993 18554992 44.686 36.176 32.449 10.302
18196987
9
109721138 39.703 38.665 35.247 8.840
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Confusion matrix [11] is used to assess the
 
accuracy of an image classification. The strength
 
of a 
confusion matrix is that it identifies the
 
nature of the 
classification errors, as well as
 
their quantities. In 
confusion matrix rows
 
correspond to classes in the test 
set, columns
 
correspond to classes in the classification 
result.
 
The diagonal elements in the matrix represent
 
the 
number of correctly classified pixels of each
 
class. The 
off-diagonal elements represent
 
misclassified pixels. 
The overall accuracy is
 
calculated as the total number of 
correctly
 
classified pixels divided by the total number of
 
test pixels.
 
Another measure which can be extracted
 
from a 
confusion matrix is the kappa coefficient
 
[10] which is a 
popular measure to estimate
 
agreement in categorical 
data. The motivation of
 
this measure is to extract from 
the correctly
 
classified percentage the actual 
percentage
 
expected by chance. Thus, this coefficient is
 
calculated as
 
 
 
 
 
(14)
 
 
 
 
 
Pe
 
is the Expected agreement =
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P140r46_5t19880208_nn1
8178 X 7151
14793591 10608198 28.29 42.065 39.639 5.76
P140r46_5t19880208_nn2 13350037 10127580 24.16 43.495 37.394 14.02
P140r46_5t19880208_nn3 21234274 12859193 39.44 39.864 36.615 8.150
P140r46_5t19880208_nn4 22309343 13073208 41.40 39.264 36.036 8.221
P140r46_5t19880208_nn5 35437610 21362439 39.71 35.418 31.302 11.621
P140r46_5t19880208_nn6 11308640 10254401 9.32 47.351 44.571 5.871
P140r46_5t19880208_nn7 26388369 25408107 41.61 38.161 34.446 9.735
14482186
4
93690126 35.306 40.802 37.143 8.967
P144r47_5t19891121_nn1
7846 X 7541
13872181 10274014 25.938 42.924 40.701 5.178
P144r47_5t19891121_nn2 11778466 9605687 18.447 44.576 42.689 4.233
P144r47_5t19891121_nn3 18816517 11785964 37.363 41.407 38.666 6.619
P144r47_5t19891121_nn4 23465669 13434090 42.750 39.503 36.253 8.227
P144r47_5t19891121_nn5 36037459 20180377 44.001 36.158 32.144 12.096
P144r47_5t19891121_nn6 10426827 9889660 5.151 45.715 41.893 8.360
P144r47_5t19891121_nn7 24729780 14079133 43.068 39.462 36.008 8.752
13912689
9
89248925 35.850 41.392 38.336 7.383
P144r45_5t19891105_nn1
7847 X 7542
12983325 9892694 23.804 43.225 41.154 4.791
P144r45_5t19891105_nn2 11400907 9381796 17.710 44.673 42.888 3.995
P144r45_5t19891105_nn3 17921821 11343323 36.706 41.651 39.026 6.302
P144r45_5t19891105_nn4 23216508 13125777 43.463 39.505 36.259 8.216
P144r45_5t19891105_nn5 33533336 18107385 46.001 36.826 32.976 10.454
P144r45_5t19891105_nn6 10791798 9938137 7.910 45.520 41.813 8.143
P144r45_5t19891105_nn7 22611428 13110128 42.019 40.058 36.879 7.935
13245912
3
84899240 35.905 41.636 38.713 7.020
P145r51_5t19910102_nn1
8086 X 7106
18103143 12332599 31.87 40.092 36.987 7.744
P145r51_5t19910102_nn2 15133043 10855756 28.264 42.196 39.442 6.526
P145r51_5t19910102_nn3 23414160 14099923 39.780 38.802 35.433 8.682
P145r51_5t19910102_nn4 27502878 15112472 45.051 37.313 33.998 8.911
P145r51_5t19910102_nn5 39769184 24570078 38.218 34.363 30.417 11.483
P145r51_5t19910102_nn6 12714010 10631922 16.376 44.640 41.259 7.573
P145r51_5t19910102_nn7 28090692 16180854 42.397 37.581 33.976 9.592
16472711
0
103783604 36.996 274.987 251.512 8.536
𝑃𝑃0 − 𝑃𝑃𝑒𝑒1 − 𝑃𝑃𝑒𝑒=𝐾𝐾













n
n
xrmcm
n
xrmcm
n
xrmcm nn
...........
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partitioned into k
 
equally
 
(or nearly equally) sized 
segments or folds. Each
 
time, one of the k subsets is 
used as the training
 
set and the other k-1 subsets are 
put together to
 
form a test set. Then the average error 
across all
 
k
 
trials is computed. The advantage of this
 
method is that all observations are used for both
 
training 
and testing.
 
For classification two data sets were
 
used. One 
was a 1040 X 1040
 
(Mono_lake image)b Landsat TM 
with all 7 bands. The second data set
 
contained 500 
samples of four ground types,
 
barren land, vegetation, 
forest and rock of the
 
same scene. This second data set 
is used to
 
observe the classification accuracy. All the 
2000
 
set patterns were classified simultaneously with
 
the 
Maximum Likelihood, Mahalanobis and
 
Minimum 
distance classifiers. Classification
 
performance of all the 
classifiers is displayed in
 
tables 2,
 
3 & 4. Figure 10 
shows the Overall
 
accuracy of all the classifiers. 
Classification
 
performance by cross validation with 
different
 
k’s is calculated. Tables 5,
 
6 &7 displays the
 
classification performance with k=4. Figure 11
 
shows 
the Overall accuracy of all the classifiers
 
with cross 
validation of k=4. It is observed that
 
classification 
performance on proposed
 
compression images is same 
as JPEG standard
 
compression images and original 
images. It is also
 
observed that classification 
performance of
 
Maximum Likelihood classifier>
 
Mahalanobis
 
classifier>Minimum distance classifier.
 
Table 2
 
:
 
Confusion Matrix for Maximum Likelihood classifier
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cm1,, cm2, ……… cmn are the column 1, 2 …………n
marginals
rm1, rm2, ……… rmn are the row 1, 2---------n marginals
n is the total number of test pixels.
The higher the value of kappa, the better the
classification performance. If all information classes are 
correctly identified, kappa takes the value 1. As the off-
diagonal entries increase, the value of kappa decreases.
Cross-Validation [12] is a statistical method of 
evaluating and comparing learning algorithms. The 
basic form of cross-validation is k-fold cross-validation. 
In k-fold cross-validation the data is randomly 
Original Image
Spectral Class
Correct Classification 
(%)
Number of 
Samples used
Classified as group
1
2 3 4
1. barren land 100 500 500 0 0 0
2. Vegetation 91 500 0 455 42 3
3. Forest 99.8 500 0 1 499 0
4. Rock 99.8 500 0 1 0 499
Misclassification=   2.35%         Overall accuracy= 97.65%                 Kappa coefficient=0.9686
Standard JPEG Compression image
Spectral Class
Correct 
Classification (%)
Number of 
Samples used
Classified as group
1 2 3 4
1. barren land 99.8 500 499 0 0 1
2. Vegetation 89 500 0 445 53 2
3. Forest 99 500 0 5 495 0
4. Rock 100 500 0 0 0 500
Misclassification=  3.05%          Overall accuracy=   96.95%               Kappa coefficient=0.9593
Proposed  compressed image 
Spectral Class
Correct 
Classification (%)
Number of 
Samples used
Classified as group
1 2 3 4
1. barren land 100 500 500 0 0 0
2. Vegetation 91.2 500 0 448 36 16
3. Forest 99 500 0 5 490 5
4. Rock 100 500 0 0 02 448
Misclassification=   2.45%         Overall accuracy= 94.33%                 Kappa coefficient=0.9244
  
 
Table 4 : Confusion matrix for Minimum distance classifier
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Table 3 : Confusion matrix for Mahalanobis classifier Original Image
Original Image
Spectral Class
Correct 
Classification (%)
Number of 
Samples used
Classified as group
1 2 3 4
1. barren land 99 500 495 5 0 0
2. Vegetation 96.2 500 0 481 19 0
3. Forest 97.4 500 10 3 487 0
4. Rock 84.8 500 13 63 0 424
Misclassification=    5.65%        Overall accuracy=    94.35%              Kappa coefficient=0.9246
Standard JPEG  Compression image
Spectral Class
Correct 
Classification (%)
Number of 
Samples used
Classified as group
1 2 3 4
1. barren land 99.6 500 498 2 0 0
2. Vegetation 92.6 500 8 463 29 0
3. Forest 95.4 500 11 12 477 0
4. Rock 80.6 500 14 82 1 403
Misclassification=   7.95%         Overall accuracy=92.05%                  Kappa coefficient=0.894
proposed compression image
Spectral Class
Correct 
Classification (%)
Number of 
Samples used
Classified as group
1 2 3 4
1. barren land 97 500 485 7 6 2
2. Vegetation 90.2 500 18 451 27 04
3. Forest 91.8 500 14 20 459 7
4. Rock 88.2 500 13 39 7 441
Misclassification=  9.2%          Overall accuracy=   91.8%           Kappa coefficient=0.8906
Original Image
Spectral Class
Correct 
Classification (%)
Number of 
Samples used
Classified as group
1 2 3 4
1. barren land 99.6 500 498 0 0 2
2. Vegetation 77.2 500 0 386 114 0
3. Forest 92.2 500 0 39 461 0
4. Rock 43.4 500 222 60 1 217
Misclassification=  21.9          Overall accuracy= 78.1%                 Kappa coefficient=0.708
Standard JPEG compression image
Spectral Class
Correct 
Classification (%)
Number of 
Samples used
Classified as group
1 2 3 4
1. barren land 98.6 500 493 0 0 7
2. Vegetation 76 500 0 380 119 1
3. Forest 93.6 500 0 29 468 3
4. Rock 43.8 500 235 45 1 219
Misclassification=  22%          Overall accuracy= 78%                 Kappa coefficient=0.706
proposed compression image
Spectral Class
Correct 
Classification (%)
Number of 
Samples used
Classified as group
1 2 3 4
1. barren land 97 500 485 0 0 15
2. Vegetation 78 500 0 390 103 7
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Figure 10 : Overall Accuracy of Classifiers
Table 5 : Average Confusion matrix with cross validation (k=4) of Maximum Likelihood classifier
0
20
40
60
80
100
120
Maximum 
Likelihood
Mahalanobis Minimum 
Distance
Original Image
JPEG Compression Image
Proposed Compression Image
original image
Spectral Class
Correct 
Classification (%)
Number of 
Samples used
Classified as group
1 2 3 4
1. barren land 99.86 750 749 1 0 0
2. Vegetation 96.4 750 6 723 20 1
3. Forest 96.8 750 2 20 726 2
4. Rock 92.53 750 20 35 1 694
Misclassification= 3.6%           Overall accuracy=96.4%                  Kappa coefficient=0.952
Standard JPEG compression image
Spectral Class
Correct 
Classification (%)
Number of 
Samples used
Classified as group
1 2 3 4
1. barren land 99.6% 750 747 3 0 0
2. Vegetation 96.13% 750 6 721 20 3
3. Forest 96.93% 750 2 19 727 2
4. Rock 92.26% 750 20 35 3 692
Misclassification=  3.77%          Overall accuracy=  96.23%                Kappa coefficient=0.9497
proposed compression image
Spectral Class
Correct 
Classification (%)
Number of 
Samples used
Classified as group
1 2 3 4
1. barren land 99.6% 750 747 3 0 0
2. Vegetation 96% 750 6 720 21 3
3. Forest 96.53% 750 3 19 724 4
4. Rock 92% 750 20 36 4 690
Misclassification =3.97%         Overall accuracy=96.03  %             Kappa coefficient=0.9470
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 6 : Average Confusion matrix with cross validation(k=4) for Mahalanobis classifier
Table 7 : Average Confusion matrix with cross validation (k=4) for Minimum distance classifier
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original image
Spectral Class
Correct 
Classification (%)
Number of 
Samples used
Classified as group
1 2 3 4
1. barren land 99.46 750 746 4 0 0
2. Vegetation 94.26 750 12 707 30 1
3. Forest 94.26 750 5 36 707 2
4. Rock 88.80 750 26 54 4 666
Misclassification=   5.8%         Overall accuracy=  94.2%                Kappa coefficient=0.9226
Standard  JPEG compression image 
Spectral 
Class
Correct 
Classification (%)
Number of 
Samples used
Classified as group
1 2 3 4
1. barren land 99.60 750 747 3 0 0
2. Vegetation 94.26 750 18 707 25 0
3. Forest 90.93 750 6 54 682 8
4. Rock 86.26 750 31 64 8 647
Misclassification=    7.24%        Overall accuracy= 92.76% Kappa coefficient=0.9034
proposed compression image
Spectral Class
Correct 
Classification (%)
Number of 
Samples used
Classified as group
1 2 3 4
1. barren land 99.46 750 746 4 0 0
2. Vegetation 93.46 750 21 701 23 5
3. Forest 91.06 750 13 42 683 12
4. Rock 86.8 750 39 46 14 651
Misclassification= 7.3%           Overall accuracy= 92.7%                 Kappa coefficient=0.902
original image
Spectral Class
Correct 
Classification (%)
Number of 
Samples used
Classified as group
1 2 3 4
1. barren land 99.73 750 748 0 0 2
2. Vegetation 86.13 750 1 646 103 0
3. Forest 67.6 750 0 242 507 1
4. Rock 67.2 750 157 77 12 504
Misclassification=   19.84%         Overall accuracy= 80.16%                 Kappa coefficient=0.7354
standard JPEG compression image
Spectral 
Class
Correct 
Classification (%)
Number of 
Samples used
Classified as group
1 2 3 4
1. barren land 99.73 750 748 0 0 2
2. Vegetation 86.13 750 4 646 100 0
3. Forest 67.86 750 0 240 509 10
4. Rock 66.67 750 176 65 9 500
Misclassification=   19.9%         Overall accuracy= 80.1%                 Kappa coefficient=0.7346
proposed compression image
Spectral Class
Correct 
Classification (%)
Number of 
Samples used
Classified as group
1 2 3 4
1. barren land 100 750 750 0 0 0
2. Vegetation 86.93 750 3 652 95 0
3. Forest 69.2 750 0 231 519 0
4. Rock 69.2 750 183 43 5 519
Misclassification= 18.67%           Overall accuracy=  81.33%                Kappa coefficient=0.751
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Figure 11 : Overall Accuracy of Classifiers with Cross Validation (K=4)
VI. Conclusions
In this paper, a new Zooming-Shrinking based 
JPEG compression algorithm is proposed. We have 
compared our proposed algorithm with Standard JPEG 
compression. From our experiments it is evident that our 
approach gives better compression ratios compared to 
Standard JPEG. The PSNR resulting from our approach 
is slightly less than Standard JPEG approach. Also the 
Classification accuracy of original images, Standard 
JPEG compression images and proposed compression 
images are almost same.
If a typical satellite mission goal is classification 
only, then we can send compressed images from 
satellite which saves bandwidth requirements of a 
satellite mission. Also, storage requirement reduces by 
many folds as we will be storing compressed images 
only. This indirectly reduces power requirement needs of 
the storage system. In addition, loading and storing of 
images takes less time compared to original images, 
thus response times of imaging systems increases.
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