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 As the field of Information Systems (IS) continues to 
advance, organizations will constantly be facing the 
challenge of paradigm shifts.  This paper extends prior 
work on IS personnel training by emphasizing the 
retraining of IS professionals during a paradigm shift. The 
application of the Osgood (1949) transfer surface to the 
software development domain is proposed.  A model is 
developed that defines the concepts of positive, negative 
and no skill transfer within the software development 
domain.  This model demonstrates that the similarity of 
the stimuli and responses of the software development 
projects can predict the direction of the skill transfer.  
Anecdotal evidence of critical points in the model is 
provided to support applicability to the software 
development domain.  This paper provides a theoretical 
beginning for work on paradigm shifts in the software 
development domain and highlights the importance of 
knowledge transfer in the face of technological change. 
Introduction 
The field of Information Systems is constantly facing 
paradigm shifts (revolutionary changes in mindset).  One 
consequence of this characteristic of the field is the 
constant shortage of skilled personnel who can put these 
advances into practice.  There are two possible solutions 
to this problem: to hire “new blood” or to retrain existing 
personnel.  Each of these solutions has its advantages and 
its disadvantages.  The “new blood” may be skilled in the 
most recent tools and techniques, but they do not have the 
domain knowledge, or business knowledge, necessary to 
use these skills effectively.  On the other hand, existing 
personnel have the domain knowledge, but retraining 
across paradigms is much more difficult than simply 
learning new techniques. 
For example, a major paradigm shift currently taking 
place is from procedural development techniques to 
object-oriented (OO) development techniques (Vessey 
and Conger, 1994; Pei and Cutone, 1995; Eaton and 
Gatian, 1996).  While OO techniques hold the promise of 
shorter development times and easier maintenance, there 
is a severe shortage of developers available who can put 
these techniques into practice (Page-Jones, 1994; Eaton 
and Gatian, 1996; Cassidy, 1997).  When they can be 
found, experts in OO techniques look like the perfect 
solution.  However, successful OO modeling requires 
business specific domain knowledge.  Understanding the 
business problem is critical for using object-oriented 
techniques as problem analysis revolves around modeling 
“real world” objects (Rosson and Gold, 1989).   
On the other hand, organizations can retrain their 
procedural development experts (who possess the 
business domain knowledge) in object-oriented methods. 
Unfortunately, retraining experienced procedural 
developers is very difficult in practice and does not 
always produce satisfactory results (Rosson, Carroll, and 
Bellamy, 1991; Detienne, 1995). To address the 
difficulties inherent in retraining existing staff, this 
research seeks to understand learning and the transfer of 
skills that programming experts experience as they shift to 
new languages and paradigms.  To date, no explicit theory 
exists to guide our understanding of paradigm shifts in the 
domain of IS education research.  However, theories 
borrowed from the cognitive learning literature can 
provide useful tools for identifying and explaining the 
processes involved in paradigm shifts in general. 
Software development education researchers have 
investigated various aspects of the transition from one 
programming language to another such as: skill 
obsolescence (e.g. Fossum et. al, 1986; Gist, et. al, 1988), 
the benefits of the object-oriented approach (e.g. Guttman 
and Matthews, 1992), trainee motivation (e.g. Baldwin, 
et. al., 1991; Ryan, 1999), expert versus novice 
programmers (e.g. Liu, et.al., 1992), and learning object-
oriented analysis versus structured analysis (e.g. Vessey 
and Conger, 1994).  A few studies have looked at 
procedural experts learning object-oriented languages 
(e.g. Detienne, 1990, Manns and Nelson, 1996).  A 
common assertion found in many of the studies is that it is 
difficult for an programmer to make the transition to a 
new language and/or paradigm.  It is especially difficult 
for a procedural expert to make the transition to object-
oriented programming.  To date though, few have 
addressed why is it difficult to make the transition.  To 
tackle the issue of why the transition is so difficult we 
propose a model of skill transfer adapted from Osgood 
(1949). 
The issues of skill acquisition, transfer, and 
interference in the learning process addressed in this study 
add to our understanding of knowledge, software 
development and cognition.  Specifically, this research 




programmers experience during paradigm shifts (such as 
from procedural to object-oriented techniques) may help 
ease the overall transition process.  This paper details a 
preliminary investigation into the reasons behind the 
anecdotal evidence of programmers having more or less 
difficulty in transitioning between programming 
languages.  Excerpts of research are presented that 
describe conditions under which a programmer may 
experience positive skill transfer, negative transfer, and 
no transfer between languages.  For example, what sort of 
skill transfer will an expert FORTRAN programmer 
experience as he or she is trained in Pascal, Java or Visual 
Basic?  From a theoretical perspective this model may 
offer an explanation as to why people are having 
difficulty making the transition from one paradigm to 
another within the software development domain.  The 
practical implication of such model development offers 
insight for more effective and more efficient programmer 
training. 
Theoretical Development 
Learning a new cognitive skill such as software 
development has three stages consisting of the accumulation 
of declarative knowledge, knowledge compilation and the 
development of procedural knowledge (Anderson, 1982).  
Declarative knowledge consists of facts, assertions, and 
concepts.  During the first stage, the learner memorizes 
general knowledge and rules about the skill and domain. 
Novices then use general-purpose problem solving 
techniques with this declarative knowledge to perform the 
new skill.   
Knowledge compilation is the transition from the 
declarative knowledge to procedural knowledge and occurs 
in the second stage of skill acquisition (Anderson, 1982).  
As the learner practices the skill, the knowledge is 
transformed from declarative to procedural encoding.  In 
this stage the domain knowledge is directly incorporated 
in procedures for performing the skill.  In the final stage 
the learner has transformed the declarative knowledge into 
procedural knowledge.  Procedural knowledge consists of 
techniques, skills and the ability to secure goals and is not 
easily described (Conway and Wilson, 1988).  In the 
procedural stage the skill can be more automatically and 
unconsciously performed.   
The learner may attempt to map knowledge from 
familiar domains to the new, unfamiliar domain during any 
of the three stages of learning.  Transfer of skill is concerned 
with the question, “Will students with previous experience 
of similar tasks or problems to the one now being learned 
transfer their existing skill to the new problem?”  This 
transfer of skill aids the knowledge compilation stage and 
supports the transformation of declarative knowledge into 
procedural knowledge (Singley and Anderson, 1989).  The 
application of knowledge from one situation to another, or 
from past experience to new learning is known as the 
adaptation of knowledge schemas (Bartlett, 1932).  
Schemas can be thought of as a data structure 
representing generic concepts stored in memory 
(Detienne, 1990, 1995).  Schemas are active processes 
that continually evaluate incoming information to discern 
if it is relevant (Relmann and Chi, 1989).  What is stored 
in memory depends on what was presented and the 
schema to which it was assimilated.  When an unfamiliar 
event is introduced, the learner activates the schema that 
is perceived to most closely match the event.  The new 
information is compared against existing knowledge and 
either refines the existing schema or creates a new one.  
Thus from a cognitive perspective learning involves the 
construction or reconstruction of knowledge structures 
(schemas). 
The transfer of problem solving skills has been used 
as an approach to software education research.  Under this 
approach, limitations of knowledge organization, 
representation and application are major constraints for 
the problem solver.  A way to overcome these constraints 
is to acquire expertise.  One method of gaining expertise 
in programming is to transfer skills used in one problem 
domain to another (Ormerod, 1990). Because the learning 
process is dynamic, the student’s previous development 
experience can impact the learning (Tarpy and Mayer, 
1978).  When a concept is introduced the individual 
activates the schema that is perceived to most closely 
match the concept.  If the mapping is correct the new 
information is then integrated with the existing schema.  
This process is known as making analogies (Manns and 
Nelson, 1996).    
Learning transfer relates to the effect of initial 
learning upon subsequent learning (Bruce, 1933).  It may 
be facilitative (positive transfer) or interfering (negative 
transfer).  Thorndike was the first to systematically study 
positive transfer and stated his theory as, “one mental 
function or activity improves others because they are in 
part identical with it, because it contains elements 
common to them” (Throndike, 1906:243).  When a 
learner makes a correct analogy the existing body of 
knowledge aids the assimilation of new knowledge.  
Bruce (1933) found a marked positive transfer in 
learning to make an old response to a new stimulus, a 
slight positive transfer in learning to make a new response 
to a new stimulus and a slight negative transfer in learning 
to make a new response to an old stimulus.  Positive 
transfer has been studied in several fields such as 
psychology (e.g. Wylie 1919; Morgan and Underwood, 
1950; Gick and Holyoak, 1980; 1983), training (e.g. Gist, 
Bavetta, and Stevens, 1990), education (e.g. McDonald, 
1957; Lepper, 1985) and motor skills (e.g. Schmidt and 
Young, 1987).  Several authors have argued that computer 




ability (e.g. Nickerson, 1982; Schneiderman, 1985; 
Lehrer, Guckenberg and Lee, 1988).   
When a learner makes an incorrect analogy the 
existing body of knowledge is said to interfere with the 
assimilation of new knowledge.  Proactive interference 
(also termed negative transfer) occurs when knowledge 
cannot be integrated with an activated mental model or 
schema (Underwood, 1957; Manns and Nelson, 1996; see 
Crowder, 1976 for a review). When negative mapping or 
negative transfer occurs the previously learned 
information is interfering with the learning of the new 
information (Osgood, 1949).   
Eason, Smith and Plaisance (1989) found support for 
the Osgood transfer surface in their study of tennis 
students.  They found negative transfer occurred when the 
subject who first learned the forehand stroke was required 
to then learn the backhand stroke (Eason, Smith and 
Plaisance, 1989).  Ethnographic methods were used to 
study the acquisition of English as a second language 
(Schmidt, 1988).  The overlearning of the first language 
created proactive interference where the native language 
interfered with learning English and caused a distinctive 
accent.  For example German /English was spoken with a 
distinct German accent and French/English was spoken 
with a distinct French accent.  Several authors have 
argued that previous computer programming experience 
does not improve problem solving ability (e.g. Pea, 1984) 
or aid learning other programming languages (e.g. Bonar 
and Soloway, 1985; Ormerod, 1990; Scholtz and 
Wiedenbeck, 1990; 1992). 
Osgood (1949) took the concept of positive and negative 
transfer one step further with the development of the 
transfer surface.  The surface is based on two dimensions, 
the similarity of the stimuli and the similarity of the 
responses.  Osgood predicted the amount and direction for 
the various combinations. See Figure 1 below.   
The vertical dimension represents the direction and 
degree of transfer.  The width of the surface represents the 
stimulus similarity, from identical to neutral.  The length 
represents response similarity varying from identical 
through neutral to direct antagonism.  The median 
horizontal plane indicates effects of zero magnitude, and 
it can be seen that if the stimuli are neutral there is a no 
transfer regardless of the response similarity.  The 
remainder of the surface intersects this plane at a point 
between identical and similar responses.  For example if 
the stimuli are identical and the responses are identical 
then we should see a correct mapping or positive transfer 
from one domain to another.  If the stimuli are identical 
but the responses are antagonistic then we should see an 
incorrect mapping or negative transfer from one domain 
to another.   
We propose a model that applies the Osgood transfer 
surface to the software development domain.  In the 
discussions that follow, we will assume a hypothetical 
programmer who knows the C programming language 
(within the procedural programming paradigm) and who 
knows no other languages.  This programmer also knows 
transaction processing systems, and knows no other 
problem domains. 
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The stimulus given to the programmer will be either 
identical (write another transaction system) or neutral 
(write a CAD system).  The response expected from the 
programmer will be either identical (write the system in 
C) or antagonistic (write the system in another 
language/paradigm).  The expected responses are 
summarized in the table below. 
 
 
Identical Stimulus – Identical Response 
The first scenario has identical stimuli and identical 
responses.  The programmer just created a transaction 
system in the C programming language and must now 
create another transaction system in C.  The stimulus is 
identical (another transaction system) and the response 
required is identical (write it in C).  Coding in a familiar 
domain should allow the programmer to draw upon 
lessons learned and use his or her knowledge constructs 
about C to their best advantage.  The familiar domain 
reinforces these constructs and improves the 
programmer’s skill set.  The programmer’s knowledge 
with the C programming paradigm and the transaction 
system maps from one project to the next.  In the case of 
positive transfer, the previously learned information aids 
the current learningprocess. 
Wu and Anderson (1991) found positive transfer when 
developing small programming functions using similar 
programming languages.  Subjects who knew LISP 
(functional programming paradigm) solved PROLOG 
(functional programming paradigm) problems faster than 
subjects who did not know LISP.  Dalbey and Linn 
(1986) demonstrated that students instructed in one 
programming language could more easily transfer the 
training to a new programming language if the 
components of the training involved similar concepts (e.g. 
looping). 
Neutral Stimulus – Identical Response 
The second scenario has neutral stimuli and identical 
responses.  The programmer has just created a transaction 
system in C, and must now create a CAD system using C.  
The stimulus is neutral (transaction system vs. CAD 
system) and the response required (code it in C) is 
identical.  Although the very basic programming 
constructs will transfer, the new domain will not allow the 
programmer to draw upon past knowledge of transaction 
systems to assist in the coding of the CAD system.  
Kessler and Anderson (1986) found no transfer from 
recursion to iteration tasks in the SIMPLE programming 
language.  Subjects were given a recursion task and then 
an iteration task using the SIMPLE programming 
language. The stimuli were neutral (recursion and 
iteration constructs) and the responses were identical 
(SIMPLE). 
Identical Stimulus – Antagonistic Response 
The third scenario has identical stimuli and 
antagonistic responses.  If two systems involve learning 
different responses to the same or similar stimuli, 
interference between the systems will be the greatest 
when the systems are close to each other in cognitive 
space (Bruce, 1933; Gibson, 1940; Gagne and Foster, 
1949; Saltz, 1971).  The programmer has just created a 
transaction system in C, and must now create a 
transaction system using C++.  The stimulus is identical 
(another transaction system) but the response required 
(code it in C++) is antagonistic.  The programmer sees an 
identical programming domain, yet the skills required to 
create the system are far different than those he or she is 
familiar with.   
Object oriented development is far different than 
procedural development.  Instead of seeing patterns that 
do things (blocks of procedural code), the programmer 
must see patterns that are things (the objects).  The 
familiar domain facilitates the programmer falling back 
on old procedural skills rather than learning the unfamiliar 
and perhaps more difficult OO techniques.  The 
programmer's knowledge within the procedural paradigm 
does not map correctly onto the object-oriented concepts.  
In the case of negative mapping or negative transfer the 
previously learned information is interfering with the 
learning of the new information.  The stimuli (transaction 
systems) are identical but the responses (C, C++) are 
antagonistic. 
Detienne (1995) found negative transfer in a study of 
expert procedural programmers solving a programming 
problem in CO2 (an object-oriented language).  The 
authors found that subjects who were experts in various 
procedural programming languages (C, Pascal, Basic and 
Fortran) produced more errors than novices because they 
used procedural programming schemas to solve the 
problem.   
Pennington, Lee, and Rehder (1995) found negative 
transfer in a study of expert procedural programmers 
using object-oriented languages.  The authors stated, 
“One novice created a “keyboard” object and 
then went on to describe the keyboard as a kind 
of external entity which is probably not a class 
but is something different.  This programmer 
went on to assign many behaviors to this object.  
This may indicate that procedural experts 
learning object-oriented techniques retained 
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some procedural features in their designs.” (p 
184) 
“The object-oriented novices [who were 
procedural experts] were trying very hard to 
follow the “lessons” they had been taught.  
Where the lessons provided guidelines that were 
clearly different from procedural practices, it 
was not difficult for the novices to apply them.  
However, certain procedural practices crept in, 
such as their attempts to retain an obvious input-
process-output structure.” (p 202) 
In this study the stimuli were similar (a problem taken 
from a well known textbook) and the responses were 
antagonistic (C to C++).  
Neutral Stimulus – Antagonistic Response 
The fourth scenario has neutral stimuli and 
antagonistic responses.  The programmer has just created 
a transaction system in C, and must now create a CAD 
system using C++.  The stimulus is neutral (transaction 
system vs. CAD system) and the response required (code 
it in C++) is antagonistic to the previous response.  The 
learning from the previous project has no impact on the 
new project.  The past experience with the response (C) 
would not aid the development of the project in C++.  In 
addition, the past experience with the stimulus 
(transaction system) would not aid in the development of 
the CAD system.  Neither the stimuli (project) nor the 
responses (programming language) would transfer to the 
new project.  
Scholtz and Wiedenbeck (1992) found no transfer in a 
study of expert Pascal programmers solving a problem 
using Ada and Icon.  The problem was devised to be 
straightforward but challenging to experienced 
programmers with no specialized domain experience 
required.  The programmers demonstrated a drop in 
performance when they used an unfamiliar programming 
language.  In this study the stimuli were neutral (familiar 
programming problems) and the responses were 
nonsimilar (Pascal to Ada or Icon). 
Conclusion 
This paper proposed the application of the Osgood 
(1949) transfer surface to the software development 
domain.  A model was developed that defines the 
concepts of positive, negative and no skill transfer within 
the software development domain.  This model 
demonstrated that the similarity of the stimuli (software 
development projects) and responses (programming 
languages and paradigms) may predict the direction of the 
skill transfer.  Anecdotal evidence of critical points in the 
model was provided to support applicability to the 
software development domain.   
As the field of IS continues to advance, organizations will 
constantly be facing the challenge of retooling their IS 
professionals.  The effective and efficient retraining of IS 
personnel is a critical issue that needs to be addressed.  
This paper extends prior work on IS personnel training by 
emphasizing the retraining of IS professionals in various 
programming languages and paradigms.  Understanding 
how prior knowledge interferes with or aids learning and 
how to decrease the interference could shorten the 
learning curve, increase training quality, and perhaps 
decrease the frustration level of students during their 
learning process.  Because the requirement for retraining 
in the IS area continues to grow, a theoretical basis by 
which we can further investigate and understand learning 
and skill transfer is useful and valuable.  From a 
theoretical perspective, questions of knowledge transfer 
and interference are of paramount importance to our 
understanding of learning and training.  
The initial steps identified in this paper lay the 
foundation for further empirical research within the 
software development education domain.  In addition, 
these principles can be extended into other IS areas facing 
change.  This paper provides a theoretical beginning for 
such work and highlights the importance of skill transfer 
in the face of technological change. 
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