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A mixture of hard squares, dimers and vacancies on a square lattice is known to undergo a
transition from a low-density disordered phase to high-density columnar ordered phase. Along
the fully packed square-dimer line, the system undergoes an Kosterliz-Thouless type transition to
a phase with power law correlations. We estimate the phase boundary separating the ordered
and disordered phases by calculating the interfacial tension between two differently ordered phases
within two different approximation schemes. The analytically obtained phase boundary is in good
agreement with Monte Carlo simulations.
I. INTRODUCTION
It is well-known that the universal features of contin-
uous phase transitions may be determined by studying
simple model systems. Among such models, hard core
lattice gases (HCLGs) are one of the simplest. In these
lattice models, particles interact only through excluded
volume interactions and phase transitions, if any, de-
pend only on the shape of the constituent particles and
do not depend on temperature. Hence, they have of-
ten been termed as geometrical or entropy-driven tran-
sitions. Despite is simplicity, HCLGs exhibit different
broken-symmetry phases like solid-like sublattice order,
columnar or smectic phase with partial translational or-
der, and nematic phase with orientational order, depend-
ing on the particle shape. Many monodispersed systems
of differently shaped particles have been studied in the
literature. Examples include triangles [1], squares [2–
7], Y-shaped molecules [8], dimers [9–12], trimers [13],
tetrominoes [14, 15], rods [16–20], rectangles [21–24],
discs [25, 26], and hexagons [27], the latter being the
only exactly solvable case. Polydispersity can hardly
be avoided in experiments. However, compared to the
monodispersed systems, the phenomenology of HCLG
models of mixtures of particles of different shapes is less
understood.
Amongst mixtures, the best studied example is that of
depletion interaction in mixtures of particles with small
excluded volume and particles with larger excluded vol-
ume. When the excluded volumes are on-site and first
nearest neighbour, then in two dimensions, it is known
from different numerical studies that there is a critical
line ending in a tricritical point separating a low-density
disordered fluid-like phase from a high-density solid-like
sublattice phase [28–33]. The nature of the transition is
similar to that of the transition observed in the system
with only larger particles. Similar demixing transition
occurs in binary mixture of large and small cubes [34–
36]. Other examples of mixtures that have been studied
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on lattices include bidispersed rods [37, 38] in which the
phase diagram is richer than the monodispersed case, but
without the appearance of any new phase. In a recent pa-
per [39], a mixture of hard squares and dimers was stud-
ied and, very interestingly, it was demonstrated that the
phase diagram consists of two critical lines with contin-
uously varying exponents that meet at a point called as
the Askin-Teller-Kosterlitz-Thouless point. It provided
the first example of a HCLG whose critical properties
vary with the composition. In this paper, we focus on
aspects of this mixture of dimers and squares.
We first discuss the known results for monodispersed
systems of dimers or squares. The dimer model [9–11, 40–
43], in which each particle occupies 1×2 or 2×1 sites on
the square lattice is the simplest model for anisotropic
particles. It is exactly solvable in the fully packed limit.
In this limit, the system is critical and the correlations
between dimers decay with separation r as as r−2 [41]. At
densities different from the fully packed limit, the system
is disordered [42, 43].
The hard square model [2–5, 7] in which each particle
occupies 2 × 2 sites on the square lattice is the proto-
typical model to show columnar order. As density is in-
creased, the system undergoes a continuous phase transi-
tion from a low-density disordered phase to a high density
columnar ordered phase with a four-fold symmetry. In
the columnar phase, the squares preferentially occupy ei-
ther even or odd rows or even or odd columns, thus break-
ing translational order in only one of the two directions.
The continuous transition belongs to the Ashkin-Teller
universality class with the correlation length exponent
ν ≈ 0.92 [39, 44, 45].
The mixture of hard squares and dimers was studied
both numerically and analytically in Ref. [39]. The sys-
tem undergoes a transition from a square-rich columnar
phase to a dimer-rich disordered phase across a critical
line along which the critical exponents continuously vary
depending on the composition of the mixture, consistent
with the Ashkin-Teller universality class. On the fully
packed line, it was shown that the system undergoes
a Korterlitz-Thouless type transition from a columnar
phase to a power law correlated phase as the dimer den-
sity is increased. Along the fully packed line, the con-
figurations of dimers and squares may be mapped onto
2a height field. By writing an effective Hamiltonian for
the two dimensional height field, it was possible to theo-
retically explain the numerically obtained results, along
the fully packed line [39]. However, the height mapping
does not allow the phase boundary to be determined, as
the relation between the rigidity and microscopic param-
eters is not easy to establish. In this paper, we determine
the phase diagram within an approximation scheme, and
compare with the numerically obtained phase boundary.
Estimates of phase boundaries in systems showing
columnar order, obtained from standard approximation
schemes like density functional theory, high density ex-
pansions, Flory-type approximations, etc., are quite poor
[see Ref. [7] for a tabulation of results for the hard square
model]. In recent work [6, 7], we described a systematic
way of determining the interfacial tension between two
differently ordered columnar phases in terms of number of
defects and overhangs in the interface. The estimates ob-
tained from the interfacial tension are in good agreement
with the numerical results for the hard square gas [6, 7]
as well as the hard rectangle gas [6]. In this paper, we
use the same method to obtain the phase boundary for
the mixture of squares and dimers. We estimate the in-
terfacial tension between two different columnar ordered
phases and by setting it to zero, we obtain limiting condi-
tion for the stability of columnar phase. First, we assume
that the interface between the two ordered phases has
no overhangs and that the ordered phases have perfect
order. We improve the estimate for the phase boundary
by allowing the interface to have overhangs of height one.
The results are summarized in Fig. 6. For instance, along
the fully packed line our estimates for the critical density
for squares are within 8% of the numerical result.
The remainder of the paper is organized as follows.
In section II, we define the model precisely and give an
outline of the calculation. The details of the calculations
are presented in Sec. III and Sec. IV, and the results are
compared with results fromMonte Carlo simulations. We
end with a discussion in Sec. V.
II. MODEL AND OUTLINE OF CALCULATION
Consider a square lattice of size Lx × Ly. The lattice
may be occupied by particles of three different shapes:
squares, horizontal dimers and vertical dimers of size
(2×2), (2×1) and (1×2) respectively. The particles inter-
act only through excluded volume interaction, i.e. no two
particles may overlap. We associate with each square,
horizontal dimer, vertical dimer and vacancy (1 × 1) ac-
tivities zs, zh, zv and z0 respectively. We will refer to the
bottom left corner of a particle as its head.
Depending on the values of the activities, the system
may exist in a disordered fluid like phase or in an or-
dered phase which has columnar order [39]. In the colum-
nar phase, the heads of squares and vertical (horizon-
tal) dimers preferably occupy either even or odd rows
(columns) with equal fraction on an average in even or
FIG. 1. Snapshot of a typical equilibrium configuration of a
system where the squares at the left boundary are fixed to be
on even rows (green) and the squares at the right boundary
are fixed to be on odd rows (blue). At high enough activity
zs (as in the figure), a sharp interface separates the left even
phase from the right odd phase.
odd columns (rows).
The aim of the paper is to determine the phase bound-
ary between the columnar and disordered phases. This is
done by estimating the interfacial tension σ(zs, zh, zv, z0)
between two ordered columnar phases, and by equating
it to zero, we obtain estimates for the critical activities
and densities. Let the phase in which majority of heads
of squares and vertical dimers are in even (odd) rows be
called even (odd) phase. To compute σ(zs, zh, zv, z0), we
impose an interface in the system by fixing squares at the
left boundary to be even and those at the right boundary
to be odd. A snapshot of a typical equilibrium configu-
ration seen in a Monte Carlo simulation of a system with
these boundary conditions is shown in Fig. 1. There is
a left phase with even squares and vertical dimers sepa-
rated from a right phase with odd squares and vertical
dimers by an interface. The horizontal dimers could be
even or odd in both phases. To define an unique position
of the interface for any allowed configuration of particles,
we adopt the convention that the boundary between the
left or even phase and right or odd phase is placed as far
left as possible. With this convention, there is a well-
defined interface. The bulk phases have only few defects.
By defects, we mean particles of the wrong type (odd in
even phase or even in odd phase). When the defects are
removed, a fully ordered columnar phase is recovered.
Let Z(0) and Z(I) be the partition function of the sys-
tem without and with an interface I respectively. The
3interfacial tension σ is defined as
e−σLy =
∑
I Z
(I)
Z(0)
, (1)
Due to the nature of interactions between particles being
hard core, we can write the partition function of the sys-
tem in the presence of an interface as a product of the
partition functions of the left and right phases, i.e.
Z(I) = Z
(I)
L Z
(I)
R , (2)
where L and R denote left and right.
Z(I) cannot be calculated for an arbitrary interface
I. We therefore calculate it within two approximations.
As a first approximation, we consider the simplest case
where we ignore overhangs in the interface and defects
in the bulk. In this simplified model, the interface is de-
fined by the position of right boundary of the left phase,
and denoted by ηi (see Fig. 2). Since we assume perfect
columnar order for the left and right phases, the parti-
tion functions for both left and right phases are a product
of partition functions of tracks made up of two adjacent
rows (Ly/2 of them):
Z
(I)
L =
Ly/2∏
i=1
[
zvΩ(ηi − 1, 0) + zsΩ(ηi − 2, 0)
]
, (3)
Z
(I)
R =
Ly/2∏
i=1
Ω(Lx −max(ηi, ηi+1), |ηi − ηi+1|), (4)
where Ω(ℓ,∆) is the partition function of a track of two
rows with a shape as shown in Fig. 3. In the region cor-
responding to ∆, only horizontal dimers can be placed.
The right hand side of Eq. (3) follows from the fact that,
for the left phase, there must be either a vertical dimer
or square touching the interface. The partition function
of the system without an interface is
Z(0) =
Ly/2∏
i=1
Ω(Lx, 0). (5)
In the second approximation, we allow the interface
to have overhangs of height one. We still do not allow
defects in the bulk. The calculation is on the same lines
as that described above. This allows us to obtain an
improved estimate of the critical parameters.
The calculation of the interfacial tension involves de-
termining the partition function Ω(ℓ,∆) of a track of two
rows, and is done in the next section.
III. CALCULATION OF TWO-ROW
PARTITION FUNCTION Ω(ℓ,∆)
In this section we calculate Ω(ℓ,∆), the partition func-
tion of a track of two rows with shape as shown in Fig. 3.
η1
η2
η3
η4
η6
η7
η5
η8
x
y
FIG. 2. A schematic diagram of an interface that has no
overhangs. The interface is indicated by the red line and its
x-coordinates are denoted by ηi. The boundary conditions
are periodic in the y-direction.
ℓ
Δ
FIG. 3. The shape of a generic track of two rows. It is char-
acterized by two lengths ℓ and ∆ and has partition function
Ω(ℓ,∆).
Consider the generating function defined as
G(y,∆) =
∞∑
ℓ=0
Ω(ℓ,∆)yℓ+∆/2, (6)
where the power of
√
y is the number of sites in the sys-
tem.
First, consider the case ∆ = 0, 1. G(y, 0) and G(y, 1)
obey simple recursion relations which are shown diagram-
matically in Fig. 4 and may be written as
G(y, 0) = 1 + z20yG(y, 0) + zvyG(y, 0) + zsy
2G(y, 0) +
2z0zhy
3/2G(y, 1) + z2hy
2G(y, 0), (7)
G(y, 1) = zhyG(y, 1) + z0y
1/2G(y, 0). (8)
These are easily solved to yield
G(y, 0) =
1− zhy
f(y)
, (9)
G(y, 1) =
z0
√
y
f(y)
, (10)
where the function f(y) in the denominator is
f(y) =zh(zs + z
2
h)y
3 − (zs + z2h + zhz20 − zhzv)y2
− (zh + zv + z20)y + 1, (11)
4 
G(y,0) G(y,0) G(y,0)G(y,0) =   1 + 
G(y,0)+2+
++
+G(y,1) G(y,1)
G(y,1)
=   G(y,0)
FIG. 4. Diagrammatic representation of the recursion rela-
tions obeyed by the generating functions G(y, 0) and G(y, 1)
[see Eq. (6) for definition]. The left-most column may be
occupied by vacancies, dimers or squares.
a third order polynomial in y. Let y1 be smallest root of
f(y) = 0. Then, it is clear that
Ω(ℓ,∆) = a(∆)λℓ[1 +O(e−cℓ)], ℓ≫ 1, (12)
where
λ =
1
y1
. (13)
The prefactor a(∆) for ∆ = 0, 1 is determined by cal-
culating the coefficient of yℓ+∆/2. It is easily checked
that
a(0) =
−(1− zhy1)
y1f ′(y1)
, (14)
a(1) =
−z0
y1f ′(y1)
. (15)
Equations (12)–(15) determine Ω(ℓ,∆) for ∆ = 0, 1.
We now calculate Ω(ℓ,∆) for ∆ ≥ 2. The recursion
relation obeyed by Ω(ℓ,∆) is shown diagrammatically in
Fig. 5, and may be written as
Ω(ℓ,∆) = z0Ω(ℓ,∆− 1) + zhΩ(ℓ,∆− 2), ∆ ≥ 2. (16)
To solve Eq. (16), define the generating function
H(ℓ, x) =
∞∑
∆=0
Ω(ℓ,∆)x∆. (17)
Multiplying Eq. (16) by x∆ and summing over ∆, we
obtain a linear equation for H(ℓ, x) that may be solved
to yield
H(ℓ, x) =
Ω(ℓ, 1)x+Ω(ℓ, 0)(1− z0x)
1− z0x− zhx2 . (18)
The generating function H(ℓ, x) has two simple poles
determined by the zeros of the quadratic equation 1 −
z0x− zhx2 = 0. These are
x± =
−(z0 ±
√
z20 + 4zh)
2zh
. (19)
Expanding the denominator of Eq. (18) about x+ and
x− we obtain the coefficient of x∆ to be
Ω(ℓ,∆) =
∑
i=±
a(1) + a(0)zhxi
(z0 + 2zhxi)x∆i
λℓ, ℓ≫ 1. (20)
=
+Δ
ℓ
FIG. 5. Diagrammatic representation of the recursion rela-
tion obeyed by Ω(ℓ,∆), the partition function of a track of
two rows as shown in Fig. 3, for ∆ ≥ 2. The left-most column
of the may be occupied by a vacancy or a horizontal dimer.
Using Eqs. (12) and (20), we can write
a(∆) =
p+
x∆+
+
p−
x∆−
,∆ ≥ 0, (21)
where
p± =
a(1) + a(0)zhx±
z0 + 2zhx±
.
IV. INTERFACIAL TENSION AND CRITICAL
PARAMETERS
We now calculate interfacial tension σ(zs, zh, zv, z0).
The results for the interface without overhangs is in
Sec. IVA and for the interface with overhangs in
Sec. IVB.
A. Without overhangs
For large Lx and ηi, using Eqs. (3), (4) and (12), the
partition functions of the left and right domains may be
written as
Z
(I)
L =
[
a(0)
λ
(
zv +
zs
λ
)]Ly/2 Ly/2∏
i=1
ληi , (22)
Z
(I)
R =
Ly/2∏
i=1
a(|ηi − ηi+1|)λLx−max(ηi,ηi+1). (23)
Taking the product of Eqs. (22) and (23) and using the
relation
max(ηi, ηi+1) =
|ηi − ηi+1|+ ηi + ηi+1
2
, (24)
we obtain the partition function of the system with in-
terface
Z(I) =
[
a(0)
λ
(zv +
zs
λ
)
]Ly/2
×
∏ Ly/2
i=1
[
λLx−|ηi−ηi+1|/2a(|ηi − ηi+1|)
]
. (25)
Note that Z(I) depends only on the difference |ηi − ηi+1|
and not on ηi. Summing over all configurations I is
5equivalent to summing over all differences (ηi − ηi+1).
Performing the sum and using Eq. (21), we obtain
∑
I
Z(I) =
[
a(0)λLx−1(zv +
zs
λ
)×
(
p+
x+
√
λ+ 1
x+
√
λ− 1 + p−
x−
√
λ+ 1
x−
√
λ− 1
)]Ly/2
. (26)
The partition function of the system without an inter-
face can be easily calculated using Eq. (5)
Z(0) =
[
Ω(Lx, 0)
]Ly/2
=
[
a(0)λLx
]Ly/2
. (27)
The interfacial tension, as defined in Eq. (1) may be de-
termined from Eqs. (26) and (27) to be
e−σLy =
[
(
zv
λ
+
zs
λ2
)
(
p+
x+
√
λ+ 1
x+
√
λ− 1+p−
x−
√
λ+ 1
x−
√
λ− 1
)]Ly2
.
(28)
The phase boundary corresponds to the values of the pa-
rameters at which the interfacial tension vanishes. This
immediately gives[zv
λ
+
zs
λ2
] [
p+
x+
√
λ+ 1
x+
√
λ− 1 + p−
x−
√
λ+ 1
x−
√
λ− 1
]
= 1. (29)
The phase boundary obtained from Eq. (29) is shown
by the magenta line in Fig. 6(a) and Fig. 6(b). Here, the
activities have been normalized using
z1/4s + z
1/2
d + z0 = 1, (30)
where zd = zh = zv, such that a two dimensional phase
diagram may be obtained. It shows transitions at z
1/4
s =
0.725 along square-vacancy (SV) line and at z
1/4
s = 0.616
along square-dimer (SD) line. These should be compared
with results from Monte Carlo simulations [39]: z
1/4
s =
0.759 along SV line and at z
1/4
s = 0.692 along SD line.
The density of sites occupied by squares ρs, horizontal
dimers ρh and vertical dimers ρv may be calculated from
the partition function Z(0) as:
ρs =
4zs
LxLy
∂ lnZ(0)
∂zs
, (31)
ρi =
2zi
LxLy
∂ lnZ(0)
∂zi
, i = h, v, (32)
where the factor 4 and 2 accounts for the area of a square
and a dimer respectively. Substituting for Z(0) from
Eq. (27), the densities may be written in the thermo-
dynamic limit Lx →∞, Ly →∞ as:
ρs =
2zs
λ
∂λ
∂zs
, (33)
ρi =
zi
λ
∂λ
∂zh
, i = h, v, (34)
D
VS
0.725
0.616
0.692
0.759(zs
1/4=1)
(zd
1/2=1)
(z0=1)0.733
0.642
Without Overhang
With Overhang
(a)
D
VS
(ρ0=1)(ρs=1)
(ρd =1)
0.932
0.714
0.843
0.779
Without Overhang
With Overhang
(b)
FIG. 6. Phase diagram in (a) activity z-plane and (b) den-
sity ρ-plane. S and D represents the state where the lattice is
fully packed by squares and dimers respectively. V represents
the empty lattice. The estimates of the phase boundaries
obtained from modelling the interface without overhangs is
shown by magenta line while that obtained by including over-
hangs of height one are shown by blue lines. The data points
(red circles) are obtained from Monte Carlo simulations (see
Sec. IVC).
where total dimer density ρd = ρh + ρv and density of
vacancy ρ0 = 1− ρd − ρs.
In the density plane, it shows transitions at ρs = 0.928
along SV line and at ρs = 0.714 along SD line. The
Monte Carlo results show transitions at ρs = 0.932 along
SV line and at ρs = 0.843 along SD line. Our estimation
of critical activities along SV and SD lines agree satisfac-
torily with the numerical results (see Sec. IVC).
6B. With overhangs
In the calculation presented in Sec. IVA, the interface
was modelled as having no overhangs. We now allow the
interface to have a certain subclass of overhangs, and ob-
tain an improved estimate for the phase boundary. To
be able to do the calculation in the presence of over-
hangs, we first reformulate the calculation in the absence
of overhangs in terms of a weighted, directed walk.
The interface with no overhang (see Fig. 2) may be
visualized as a partially directed self avoiding walk (PD-
SAW) from top to bottom, where the walk is not allowed
to take a step in the upward direction, but allowed to
take steps in the leftward, rightward, and downward di-
rections as long as the walk is self avoiding. We denote a
downward step by D, a leftward step of length ∆ by L∆
and rightward step of length ∆ by R∆. To maintain self
avoidance, every set of consecutive leftward or rightward
steps must be preceded (or followed) by a downward step.
Thus, the different PDSAWs may be enumerated by ar-
bitrary concatenation of substrings D, DL∆, and DR∆
where ∆ = 1, 2, . . ., and the length of the walk in the
vertical direction is given by the number of Ds in the
string. The formal generating function of these strings
may be written as
G0 =
∑
Ly=0,2,4,...
(D+ DR˜+ DL˜)Ly/2, (35)
=
1
1− (D+ DR˜+ DL˜)
, (36)
where
L˜ =
∞∑
∆=1
L∆, (37)
R˜ =
∞∑
∆=1
R∆. (38)
The generating function G0 generates all possible walks
of all possible lengths along the vertical direction. How-
ever, it does not assign weights to a walk.
To assign weights to each walk, we have to determine
the weights D, L∆ and R∆ that correspond to the sub-
strings D, L∆, and R∆. To do so, we determine the
weight of a PDSAW by taking the ratio of Eq. (25) and
Eq. (27) to obtain
Z(I)
Z(0)
=
[
a(0)
λ
(
zv +
zs
λ
)]Ly/2
×
∏ Ly/2
i=1
[
λ−|ηi−ηi+1|/2
a(|ηi − ηi+1|)
a(0)
]
, (39)
= DLy/2
Ly/2∏
i=1
(R,L)|ηi−ηi+1|, (40)
where R or L in Eq. (40) is chosen depending on whether
the step is in the rightward or leftward direction. From
Eqs. (39) and (40), we immediately read out
D = a(0)
( zs
λ2
+
zv
λ
)
, (41)
L∆ =
a(∆)
a(0)
λ−∆/2, (42)
R∆ =
a(∆)
a(0)
λ−∆/2. (43)
Consider now the weighted generating function
G0 = 1
1− (D +DR˜+DL˜)
, (44)
where
R˜ =
∞∑
∆=1
R∆ =
∞∑
∆=1
L∆ = L˜,
=
1
a(0)
(
p+
x+
√
λ− 1 +
p−
x−
√
λ− 1
)
. (45)
It is straightforward to see that, in terms of the interfacial
tension σ, G0 may be written as
G0 =
∞∑
Ly=0
e−2σLy , (46)
Equation (46) is convergent for all σ > 0, and diverges
at σ = 0, corresponding to the transition point. From
Eq. (44), the divergence of G0 corresponds to the condi-
tion
D +DR˜+DL˜ = 1, (47)
Substituting for D, R˜ and L˜ from Eqs. (41) and (45),
we obtain the same equation for the phase boundary as
obtained earlier in Eq. (29).
We now allow the interface to have overhangs of height
one. If an overhang is present, then a horizontal line
on the dual lattice will intersect the interface more than
once. A schematic diagram of an interface with overhangs
is shown in Fig. 7. The interface with overhangs can no
longer be interpreted as a PDSAW, as the walk is now
allowed to take upward steps. However, restricting the
overhangs to height one implies that each upward step
has to followed by a downward step before another up-
ward step can be taken. We now generalize the PDSAW
to take into account these upward steps.
An overhang will be termed as right or left overhang
depending on whether it appears in the right (as shown
by yellow with index A in Fig. 7) or left phase (as shown
by yellow with index B in Fig. 7). We now separately
determine the generating function of all possible walks
with right and left overhangs of height one.
1. Right Overhangs
There are two kinds of right overhangs depending on
whether the first downward step is followed by rightward
7A
B
A
x
y
FIG. 7. Schematic diagram of an interface with overhangs.
Overhangs are indicated by yellow lines while the rest of the
interface is indicated by red lines. Overhangs could be of
type right (shown by A) or left (shown by B). The boundary
conditions are periodic in the y-direction.
steps [see Fig. 8(a)] or leftward steps [see Fig. 8(b)]. We
split each of these into two parts: the initial part shown
by red and the remaining part shown by yellow in Fig. 8.
This amounts to restricting to configurations where a
horizontal dimer does not cross the right boundary of
shaded region in Fig. 8. We denote these parts of the
walk by W
(1)
R (n), W
(2)
R (n) and OR(n1, n2) respectively,
where the superscript refer to the two types of right over-
hangs and subscript R stands for right. Thus a generic
right overhang is represented by
W
(i)
R (n)OR(n1, n2)OR(n3, n4)..., i = 1, 2. (48)
We now determine the weights for these overhangs. It is
clear that
W
(1)
R =
∞∑
n=1
wt[W
(1)
R (n)] = D
2
∞∑
n=1
ω(n)λ−n/2, (49)
W
(2)
R =
∞∑
n=0
wt[W
(2)
R (n)] = D
2
∞∑
n=0
[
ω(n)λ−n/2
]2
,(50)
where the weight of W
(i)
R (n) may be determined by con-
sidering an interface with only one overhang. Here ω(∆)
is the partition function of a track of width one and length
∆, and appears in the weights because the shaded region
in Fig. 8 may be occupied by horizontal dimers.
The partition function ω(∆) is easily determined. De-
fine the generating function
ω˜(x) =
∞∑
∆=0
ω(∆)x∆, (51)
where the power of x represents the number of sites in the
system. The recursion relation obeyed by ω˜(x) is shown
diagrammatically in Fig. 9 and may be written as
ω˜(x) = 1 + z0ω˜(x)x + zhω˜(x)x
2, (52)
n
n1 n2 n n1 n2
(a) (b)
FIG. 8. The two kinds of right overhang in which the first
downward step is followed by (a) rightward or (b) leftward
step. Overhangs are indicated by yellow lines.
+= 1 +eω(x) eω(x) eω x)
FIG. 9. Diagrammatic representation of the recursion rela-
tion satisfied by the generating function ω˜(x) [see Eq. (51)
for definition]. The left-most column may be occupied by a
vacancy or by a horizontal dimer.
with solution
ω˜(x) =
1
1− z0x− zhx2 . (53)
Expanding the denominator about its two roots x± [see
Eq. (19)] and using Eq. (51), we can write
ω(∆) =
b+
x∆+
+
b−
x∆−
,∆ ≥ 0, (54)
where
b± =
1
2− z0x± . (55)
Using Eq. (54), the weights W
(1)
R and W
(2)
R may be
rewritten as
W
(1)
R = D
2
(
b+
x+
√
λ− 1 +
b−
x−
√
λ− 1
)
, (56)
W
(2)
R = D
2
(
b2+
1− (x2+λ)−1
+
b2−
1− (x2−λ)−1
+
2b+b−
1− (x+x−λ)−1
)
. (57)
Now consider the weight OR defined as
OR =
∑
n1
∑
n2
wt[OR(n1, n2)]
= O
(A)
R +O
(B)
R +O
(C)
R +O
(D)
R , (58)
where O
(i)
R depends on the different ways the particles at
the edge of the overhangs may be placed (see Fig. 10).
The weight of these four kinds of overhangs may be de-
termined in a straightforward manner by considering ex-
ample of an interface with only downward step and one
8n1 2n BA
C D
FIG. 10. For each right overhang, there are four possible
configurations (A–D) depending on whether the particles ad-
jacent to the downward steps are squares or vertical dimers.
overhang :
O
(A)
R =
∞∑
n1=1
∞∑
n2=1
[
z2vω(n1)ω(n2)Ω(n1 − 1, 0)
Ω(n2 − 1, 0)λ−3(n1+n2)/2
]
, (59)
O
(B)
R =
∞∑
n1=2
∞∑
n2=1
[
zvzsω(n1)ω(n2)Ω(n1 − 1, 0)
Ω(n2 − 2, 0)λ−3(n1+n2)/2
]
, (60)
O
(C)
R =
∞∑
n1=1
∞∑
n2=2
[
zszvω(n1)ω(n2)Ω(n1 − 2, 0)
Ω(n2 − 1, 0)λ−3(n1+n2)/2
]
, (61)
O
(D)
R =
∞∑
n1=2
∞∑
n2=2
[
z2sω(n1)ω(n2)Ω(n1 − 2, 0)
Ω(n2 − 2, 0)λ−3(n1+n2)/2
]
. (62)
The sums over ni may be expressed in term of the
generating function G(y, 0) [see Eq. 6]. This gives
OR =
[
G(x−1+ λ
−3/2, 0)
b+
x+λ3/2
(
zs
x+λ3/2
+ zv
)
+ G(x−1− λ
−3/2, 0)
b−
x−λ3/2
(
zs
x−λ3/2
+ zv
)]2
.(63)
The total weight of all walks with right overhang may
now be computed. Let UR represent all possible walks
with right overhang and having total weight UR. Then
UR = [W
(1)
R +W
(2)
R ][OR +O
2
R +O
3
R + ...]
×[1 +R1 +R2 + ...], (64)
where the second term in right hand side represent possi-
ble multiple overhang and the third term, the possibility
n

′
′
n
n1n2n3n4
nn1n2n3n4
(a)
(b)
FIG. 11. Schematic diagram of two ways of taking two down-
ward steps before the beginning of an left overhang. The first
downward step may be followed by (a) left or (b) right step.
Overhangs are denoted by yellow line.
of right steps after the overhang. UR may be rewritten
as
UR =
[
W
(1)
R +W
(2)
R
][
OR
1−OR
][
1 + R˜
]
, (65)
where R˜ is defined in Eq. (45).
2. Left Overhangs
The weight for left overhangs may be calculated in a
manner similar to that for right overhangs. There are two
kinds of left overhangs depending on whether the first
downward step is followed by leftward steps [see Fig. 11
(a)] or rightward steps [see Fig. 11 (b)]. We split each of
these into three parts, where the initial red line represents
the first two downward steps and the intervening region,
the middle yellow line represents overhangs and final red
line represents leftward steps. We denote these parts
symbolically by W
(1)
L (n), W
(2)
L (n), OL(n1, n2) and L
′(n′)
respectively, where the superscript (1) and (2) refer to
the two kinds of left overhangs, and subscript L stands
for left. Thus, a generic left overhang of first kind [see
Fig. 11 (a)] is represented by
W
(1)
L (n)OL(n1, n2)OL(n3, n4)...L
′(n′), (66)
and that of the second kind [see Fig. 11 (b)] is represented
by
W
(2)
L (n)OL(n+ n1, n2)OL(n3, n4)...L
′(n′). (67)
We now determine the weights of the different parts
constituting the left overhangs. For the overhang of first
kind, the total weight associated with the initial red part
9W
(1)
L (n) may be written as
W
(1)
L =
∞∑
n=1
wt[W
(1)
L (n)] = D
2
∞∑
n=1
L∆ = D
2L˜, (68)
where L∆ and L˜ are given respectively in Eqs. (42) and
(45). The weight OL associated with the left overhang is
identical to that of the right overhang of similar shape,
i.e.,
OL =
∑
n1
∑
n2
wt[OL(n1, n2)] = OR, (69)
where OR is given in Eq. (63).
Now, consider the left overhangs of the second kind
[see Fig. 11 (b)]. The total weight associated with the
first two downward steps and the first overhang may be
written as
W(2)L =
∑
n
∑
n1
∑
n2
wt[W
(2)
L (n)OL(n+ n1, n2)]
=
∞∑
n=0
∞∑
n1=1
D2Lnω(n+ n1)
[
zvΩ(n+ n1 − 1, 0)
+ zsΩ(n+ n1 − 2, 0)
]
λ−3(n+n1)/2
√
OL, (70)
where the summation over n2 contributes
√
OL. It is
convenient to change the variable to m = n+ n1. In this
new variable Eq. (70) may be rewritten as
W(2)L =
∞∑
m=1
m−1∑
n=0
D2Lnmω(m)
[
zvΩ(m− 1, 0)
+ zsΩ(m− 2, 0)
]
λ−3m/2
√
OL. (71)
We define the functions
Fi(y) = y1+i d
dy′
[
G(y′, 0)
]
y′=y
+ iyiG(y, 0), (72)
where i = 1, 2 and G(y, 0) is the generating function as
determined in Eq. (7). Doing the sums in Eq. (71), we
obtain
W(2)L = D
2
a(0)
[(
p+x+
√
λ
x+
√
λ−1 +
p−x−
√
λ
x−
√
λ−1
)
J
(
1
x+λ3/2
, 1
x−λ3/2
)
− p+x+
√
λ
x+
√
λ−1J
(
1
x2
+
λ2
, 1x+x−λ2
)
− p−x−
√
λ
x−
√
λ−1J
(
1
x+x−λ2
, 1
x2
−
λ2
)]√
OL, (73)
where
J (x1, x2) = zs
[
b+F2(x1) + b−F2(x2)
]
+ zv
[
b+F1(x1) + b−F1(x2)
]
. (74)
with b± as defined in Eq. (55).
Finally, we calculate the total weight associated with
the final set of leftward steps that may be taken after the
overhangs:
L˜′ =
∞∑
n′=0
wt[L′(n′)] =
∞∑
n′=0
ω(n′)λ−n
′/2
=
(
b+x+
√
λ
x+
√
λ− 1 +
b−x−
√
λ
x−
√
λ− 1
)
. (75)
The total weight of all walks with left overhang may now
be computed. Let UL represent all possible walks with at
least one left overhang. Let the total weight associated
with these walks be UL. Then we obtain
UL = [W
(1)
L OL +W(2)L ][1 +OL +O2L + ...][L˜′], (76)
where the second term in the right hand side represents
multiple overhangs and the third term accounts for the
leftward steps after the final overhang. Rewriting,
UL =
[
W
(1)
L OL +W(2)L
][
1
1−OL
][
L˜′
]
. (77)
3. Phase boundary
The formal generating function of all possible walks
including those with overhangs may be written as
Gov =
1
1− (D+ DR˜+ DL˜+ UR + UL)
. (78)
For every term in the expansion, one may uniquely iden-
tify a walk from top to bottom. The weighted generating
function corresponding to Gov may be written as
Gov = 1
1− (D +DR˜+DL˜+ UR + UL)
(79)
As discussed earlier [see discussion following Eq. (46)],
the generating function Gov diverges at the transition
point when the interfacial tension σ vanishes, and this
condition is equivalent to
D +DR˜ +DL˜+ UR + UL = 1, (80)
where D, R˜, L˜, UR and UR are given in Eqs. (41), (45),
(65) and (77) respectively.
In Fig. 6(a), blue line represents the critical line for
activity with overhang. It shows transitions at z
1/4
s =
0.733 along SV line and at z
1/4
s = 0.642 along SD line.
The density plot of critical line with overhang is shown
in the Fig. 6(b) by blue line. It shows transitions at
ρs = 0.934 along SV line and at ρs = 0.779 along SD
line.
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C. Monte Carlo simulations
In this section we determine the phase boundary nu-
merically using grand canonical Monte Carlo simulations.
Conventional algorithms that include only local evapora-
tion and deposition moves often do not equilibrate the
system, within available computer time, at high densi-
ties due to long-lived metastable states. Here, we im-
plement an algorithm that updates two rows at a time
using a transfer matrix based Monte Carlo algorithm [39].
The algorithm not only succeeds in equilibrating the sys-
tem at high densities, but also at full packing. This al-
gorithm is a generalization of a cluster algorithm that
is able to equilibrate systems of particles with large ex-
cluded volume at high densities [17, 46]. In this Monte
Carlo scheme [39], all particles that are fully contained in
a 2×L track, consisting of two adjacent rows or columns
of length L, are evaporated. The track is refilled with
particles according to the correct weights in the partition
function for the track, subject to the constraints induced
by particles protruding into the track. The calculation of
the restricted partition function is done using standard
transfer matrix technique, details of which may be found
in the Supplemental Information of Ref. [39].
The order parameter Q is defined as
Q =
√
(ρer − ρor)2 + (ρec − ρoc)2, (81)
where ρer, ρec, ρor and ρoc are the densities of heads
of particles (including both dimers and squares) in even
rows, odd rows, even columns and odd columns respec-
tively. Consider the second moment of the order param-
eter Q, defined as
χ = L2〈Q2〉, (82)
where L×L is the system size. Near the transition point
χ obeys following scaling law
χ ≃ Lγ/νf(ǫL1/ν), (83)
where ǫ is the deviation from critical point ǫ = zs − zc,
and f is the finite size scaling function, and γ and ν are
the usual critical exponents. Since the model belongs
to Ashkin-Teller universality class, one knows that the
exponent γ/ν = 7/4 [39], independent of the parameters.
From Eq. (83), we see that χ/L7/4 for different L should
cross at ǫ = 0, allowing the critical point to be estimated.
An example is shown in Fig. 12. We fix the activity of
dimer zd and vary the activity of square zs to get its
critical value zc. Critical value of z0 may be obtained
from the normalization condition given in Eq. (30). The
data of full phase boundary for activity plane and density
plane are shown by blue dots in Fig. 6(a) and Fig. 6(b)
respectively.
V. DISCUSSION
To summarize, we calculated the interfacial tension be-
tween two differently ordered phases in a mixture of hard
 0.8
 1.6
 2.4
 3.2
 0.665  0.672  0.679  0.686  0.693  0.7
χ/
L7
/4
zs
1/4
L=200
L=400
L=600
FIG. 12. Variation of of χ/L7/4 with activity of squares z
1/4
s
for fixed activity of dimer zd = 0.031 for different system sizes.
The curves cross at z
1/4
c ≈ 0.684. Critical value of z0 may be
calculated from Eq. (30).
squares and dimers, within two approximation schemes.
The estimates for the phase boundary between the or-
dered columnar phase and disordered fluid-like or power
law correlated phase was obtained by setting the interfa-
cial tension to zero. In the first calculation, we modeled
the interface as having no overhangs. The estimates were
improved by extending the calculations to an interface
where overhangs of height one were allowed. The esti-
mates that we obtain for critical parameters are shown
in Fig. 6(a) and 6(b), and are in good agreement with re-
sults from Monte Carlo simulations. The deviation from
the numerical results are largest along the fully packed
square-dimer (SD) line. Along this line, we obtain the
critical parameters to be z
1/4
s = 0.616, ρs = 0.714 for in-
terfaces without overhang, and z
1/4
s = 0.642, ρs = 0.779
for interfaces with overhangs. These are to be compared
with results from Monte Carlo simulations: z
1/4
s = 0.692
and ρs = 0.843. Along the square vacancy (SV) line, the
calculation reproduces the results in Ref. [6] for interfaces
without overhangs, but corrects the result for interfaces
with overhangs. For the latter case, it was erroneously
assumed in Ref. [6] that the contributions from left and
right interfaces are identical.
In our calculations we assumed that the ordered phases
have perfect order, thereby ignoring the presence of de-
fects in the bulk phases. Defects may be included in
a systematic manner, as was done for the case of 2 × d
rectangles [6]. However, it was found that the corrections
appearing from including overhangs were more dominant
than that arising from including defects when d was small
as is the case for hard squares. At the same time, the cal-
culations for including defects is involved and including
the effect of two defects appears a formidable task. We
have, therefore, ignored the corrections due to the pres-
ence of defects.
The calculations could also be improved by taking into
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account multiple defects using the pairwise approxima-
tion [7]. Such an approach could improve the estimates
for the phase boundary along the fully packed square-
dimer line. This is a promising area for future study.
It will also be interesting to study mixtures of m×m
squares and m × 1 rods, m = 2 being the square-dimer
problem. Along the fully packed line, it would be possible
to map the configurations to a vector height field. The
ordered phase has a 2m fold symmetry. This will possibly
change the nature of the transition from the ordered to
disordered phases. Also, along the fully packed line, it
raises the possibility of an intermediate hexatic phase.
For m > 2, the correlations even the fully packed m-
mer problem is not known [13]. Thus, m = 3 system
(trimers+squares) would be a good starting point.
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