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Abstract (English) Structural equation modeling is a technique to asses models 
with complex relationships between variables (path analysis), and models with la-
tent variables. An especially interesting case is confirmatory factor analysis, a 
technique that allows assessing the construct validity of measurement scales. In 
this paper the lavaan package of R is presented, which easily allows testing struc-
tural equation models. Information about the model syntax is reported, and of the 
possibilites of the package. 
Resumen (Castellano) El análisis de ecuaciones estructurales es una técnica para 
evaluar modelos con relaciones complejas entre variables (path analysis), así co-
mo modelos con variables latentes. Un caso especialmente interesante de aplica-
ción es el análisis factorial confirmatorio, que permite evaluar la validez de cons-
tructo de escalas de medida. En este artículo se presenta el paquete de R lavaan, 
que permite evaluar con facilidad modelos de ecuaciones estructurales. Se reporta 
información sobre la sintaxis del modelo, así como de las posibilidades del paque-
te. 
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El análisis de ecuaciones estructurales es una técnica de gran utilidad en la evalua-
ción de modelos con relaciones complejas entre variables, como los definidos en 
la técnica de path analysis. También es la técnica a utilizar cuando los modelos 
incluyen variables latentes, medidas a partir de dos o más variables observables. 
Un caso particular especialmente relevante de ecuaciones estructurales es el análi-
sis factorial confirmatorio, utilizado para evaluar la validez de constructo de esca-
las de medida. 
R es un entorno de software para análisis estadístico y de generación de gráfi-
cos, que también puede usarse para cálculo matricial (R core development team, 
2011). Al ser software libre, R puede extenderse fácilmente mediante paquetes 
creados por la comunidad. Este hecho confiere a R un gran potencial para su uso 
en análisis de datos, pero en contrapartida tiene una interfaz de usuario poco ami-
gable, y obliga a sus usuarios a escoger el paquete más adecuado de entre los dife-
rentes desarrollados para una misma técnica. 
En este artículo pretendemos presentar lavaan, un paquete de R para análisis de 
ecuaciones estructurales aún en desarrollo, pero que ya tiene funcionalidades sufi-
cientes para realizar los análisis requeridos en gran número de estudios que em-
plean esta técnica. Comenzaremos con una breve descripción de las técnicas de 
ecuaciones estructurales. Seguidamente describiremos la sintaxis con la que se en-
tran modelos con lavaan, y las posibilidades de análisis del paquete. En las con-
clusiones se valora los pros y contras de usar lavaan frente a programas comercia-
les. 
2 Modelos de Ecuaciones Estructurales 
Los modelos de ecuaciones estructurales (SEM) nos permiten evaluar si un mode-
lo que expresa una determinada relación entre las variables observables se ajusta a 
los datos empíricos (Schumacker y Lomax, 2004). La evaluación de un SEM re-
quiere una primera fase de especificación del modelo, seguida de las fases de iden-
tificación y de estimación. En la fase de especificación se definen las relaciones a 
evaluar entre variables. Estas relaciones pueden ser más complejas que las defini-
das en los modelos lineales, en los que hay una única variable dependiente y pue-
den existir múltiples variables independientes. En SEM podemos tener tanto va-
riables observables como variables latentes (no observables directamente). De 
hecho, con SEM podemos evaluar, entre otros modelos: 
¥ Path analysis: Modelos que establecen relaciones entre variables observables. 





¥ Análisis factorial confirmatorio: modelo en que se establecen unas relaciones 
entre variables observables y unas variables latentes. Generalmente, se permite 
que las variables latentes correlacionen entre sí. 
¥ Ecuaciones estructurales: modelo en el que se evalúa conjuntamente en mode-
lo de medida (relación entre variables latentes y observables) y el modelo es-
tructural (relaciones entre variables latentes). 
En la fase de identificación se establece la relación entre los parámetros del mode-
lo y las covarianzas de las variables observables. En la identificación se obtienen 
los grados de libertad del modelo, definidos como la diferencia entre el número de 
covarianzas diferentes entre variables observables, y el número de parámetros a 
estudiar en el modelo. Sólo se puede evaluar el ajuste del modelo a los datos en 
los modelos sobreidentificados, con valor de grados de libertad positivo. 
Finalmente, en la fase de estimación, se obtienen estimadores de los parámetros 
del modelo, e indicadores del ajuste del modelo a los datos. El método de estima-
ción más empleado es el de máxima verosimilitud (maximum likelihood), que exi-
ge que las variables observables sigan una distribución normal multivariante. Para 
muestras no normales existen otros métodos, como el de mínimos cuadrados ordi-
narios o el asintótico libre de distribución. 
3 El Paquete lavaan 
En R existen diversos paquetes para análisis de ecuaciones estructurales. Los más 
conocidos son sem (Fox 2006, 2010), OpenMx (Bates, Mehta y Fox, 2011) y la-
vaan (Rosseel 2011, 2012a, 2012b). Aunque aún está en fase de desarrollo, lavaan 
permite escribir los modelos de medida y estructurales más sencillamente que los 
otros dos paquetes, y permite realizar análisis relativamente complejos, como el 
análisis de grupos de ecuaciones estructurales, o el uso de métodos de estimación 
alternativos al de máxima verosimilitud. Para instalar lavaan, hay que abrir una 
consola de R y escribir: 
install.packages(“lavaan”) 
Para comprobar que el paquete se ha instalado correctamente, y siempre que 
queramos usar el paquete en R, hay que escribir en la consola: 
library(lavaan) 
3.1 Especificación de Modelos SEM con lavaan 
Las referencias para la sintaxis de especificación de modelos en lavaan son el tex-
to introductorio de Rosseel (2011) y el manual de referencia (Rosseel, 2012b). Se-




factorial confirmatorio y un modelo estructural. En la figura 1 tenemos el diagra-
ma de un modelo de análisis factorial confirmatorio obtenido a partir de nueve de 
las 26 variables de HolzingerSwineford1939, un conjunto de datos disponible en R 
y que se usa frecuentemente en documentos sobre ecuaciones estructurales. Se tra-
ta de los resultados de un test de capacidad mental, en el que se establece como 
hipótesis que las nueve variables miden tres factores: 
¥ Las variables x1, x2 y x3 miden el factor representado por la variable latente 
visual 
¥ Las variables x4, x5 y x6 miden el factor textual 
¥ Las variables x7, x8 y x9 miden el factor veloc 
En la propia figura 1 tenemos el modelo en sintaxis de lavaan, con los siguientes 
elementos por defecto: 
¥ A cada una de las variables observables se le asocia una variable de error, cuya 
varianza es uno de los parámetros del modelo. Por defecto, estos errores no es-
tán correlacionados. 
¥ Para fijar la escala de la variable latente, se fija el peso factorial del primero de 
sus indicadores igual a 1. 
¥ Se hace que todas las correlaciones entre variables latentes sean diferentes de 
cero. 
 




Estas especificaciones por defecto son válidas para las funciones cfa() y sem(), las 
usadas más frecuentemente. En Rosseel (2011) puede encontrarse ejemplos e indi-
caciones para hacer las modificaciones necesarias en cada caso. Alternativamente, 
podemos optar por especificar el modelo completo, sin elementos por defecto, 
usando la función lavaan (Rosseel, 2012a). 
 
 
Fig 2. Un modelo de ecuaciones estructurales y su especificación en lavaan 
En la figura 2 tenemos otro modelo estructural clásico en la literatura de ecuacio-
nes estructurales, el modelo de estabilidad de alienación de Wheaton, Muthén, 
Alwin y Summers (1977). Este modelo incluye un modelo de medida (relación en-
tre variables latentes y observables) y un modelo estructural (relaciones entre va-
riables latentes). En Fox (2006) o en Rosseel (2012a) puede encontrarse los datos 
originales, en este caso el número de observaciones y la matriz de covarianzas en-
tre variables observables. En la propia figura 2 tenemos el modelo en sintaxis la-
vaan. Además de la especificación del modelo de medida, similar a la de la figura 
1, este modelo incluye la especificación del modelo estructural, y el estableci-




3.2 Estimación de Modelos con lavaan 
En lavaan disponemos de tres funciones para estimar modelos de ecuaciones es-
tructurales. La función cfa() está dedicada a modelos de análisis factorial confir-
matorio, que pueden ser estimados con una función más sencilla que los modelos 
estructurales genéricos que son estimados con la función sem() (cf. Neale et al., 
2003). La función lavaan() también permite estimar modelos genéricos de ecua-
ciones estructurales, en los que se especifica el modelo completo. En sem() y cfa() 
especificamos primero el modelo, y después la fuente de los datos (podemos utili-
zar los datos brutos, o bien la matriz de covarianzas y el número de observacio-
nes). Haciendo fit.measures=TRUE, podemos obtener un listado de indicadores de 
ajuste del modelo. 
Así, para estimar el modelo de la figura 1 haremos: 
library(lavaan) 
modelo1 <- 'visual =~ x1 + x2 + x3 
textual =~ x4 + x5 + x6 
veloc =~ x7 + x8 + x9' 
fit <- cfa(modelo1, data = HolzingerSwineford1939) 
summary(fit) 
Para especificar en R el modelo de la figura 2, haremos: 
library(lavaan) 
wheaton.cov <- matrix(c( 
11.834,        0,      0,        0,      0,       0, 
6.947,     9.364,      0,        0,      0,       0, 
6.819,     5.091,  12.532,       0,      0,       0, 
4.783,     5.028,   7.495,   9.986,      0,       0, 
-3.839,   -3.889,  -3.841,  -3.625,  9.610,       0, 
-21.899, -18.831, -21.748, -18.775, 35.522, 450.288),  
6,  6, byrow=TRUE) 
colnames(wheaton.cov) <- rownames(wheaton.cov) <- c("ano67", "pow67", 
"ano71", "pow71", "edu", "sei") 
wheaton.modelo <-' 
ali67 =~ ano67 +  pow67 
ali71 =~ ano71 +  pow71 
ses =~ edu + sei 
ali71 ~ ali67 + ses 
ali67 ~ ses 
ano67 ~~ ano71 
pow67 ~~ pow71' 
fit <- sem(wheaton.modelo, sample.cov=wheaton.cov, sample.nobs=932) 
summary(fit, standardized=TRUE, fit.measures=TRUE) 
 
Para este modelo, los parámetros indicadores del ajuste son: 
