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 要  旨 
プロセッサアーキテクチャにおいて，メモリサブシステム，キャッシュシステムの性能は依然
として主要な課題の一つである．近年では半導体微細化に伴いキャッシュメモリ，特にラストレ












れに Stubborn 戦略と名付けた．“Stubborn”は“頑固”を意味する． Stubborn 戦略は，キャ
ッシュ中に追い出しを起こさない領域をつくることで実現させている． 
本提案手法を，LRUをベースに実装し，シミュレーションによる評価を行った．このようなシ
ンプルな戦略にも関わらず，結果として最大で 23.9%の IPC 向上，幾何平均でも 2MB 構成，
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Stubborn 戦略を提案する．第 6 章では理想的な条件で評価を行い，Stubborn 戦略の
もつポテンシャルがいかほどであるかを評価する．第 7 章では，Stubborn 戦略を実
計算機として実現可能な形態にするためにどのような実装とするかを述べる．第 8 章
で定義した評価環境を基本として，第 9 章ではその構成に基づく Stubborn 戦略を実
装したキャッシュシステムの評価結果について示し，考察する．第 10 章では，今後
















CPU コアに近い順から Level 1 キャッシュ，Level 2 キャッシュ， Level 3 キャッシ
ュと呼ばれる．特に，最もメインメモリに近い層であるキャッシュメモリは Last level 









































































 本論文で，キャッシュアルゴリズムごとの性能を計る指標として，MPKI と IPC を
使用する．それぞれ以下の節で解説する． 
2.4.1. MPKI 







MPKI の計測として，ワークロードの実行中の特定の箇所での 1000 命令の間のミ
ス数を示す場合もあるが，本論文ではキャッシュミス回数÷全実行命令数×1000 の計







MPKI は向上するが IPC も向上するというケースもある． 
2.4.2. IPC 



























図 3.1 LRU アルゴリズムにおける追い出し順序の操作 
 
本論文において提案機構を評価する比較対象として，ベースラインをLRUとする．
その条件設定については第 6 章，第 8 章でも再度より詳しく述べる．また，提案機構
を実装する構成において，特に断りのない場合，提案機構は LLC にのみ適用し，LLC













































Jaleel らが提案する Re-Reference Interval Prediction (RRIP)は，キャッシュへの








図 3.5 RRIP アルゴリズムにおける追い出し順序の操作 
 


































 このように，プリフェッチが LLC のキャッシュ容量を有効活用することで性能向
上をもたらし，スマートな追い出しアルゴリズムがプリフェッチによるデッドブロッ
クから保護すべき価値のあるデータをキャッシュに残す仕組みが現在のキャッシュシ



























この予備評価は，SPEC CPU 2006 Benchmark Suite [2,15]から数本のベンチマー
クを使用してキャッシュの挙動を観察したものである．図 4.2 はそのなかから代表的
な 471. omnetpp での動作から確認できたキャッシュアクセス傾向による．測定環境
は Alpha ISA [23,24]のサイクルアキュレートなプロセッサシミュレータ鬼斬弐[18]
で，このときのキャッシュアルゴリズムは L1，L2，L3 共に LRU．キャッシュ容量













それぞれの再参照距離でのミス数の絶対値，赤い線は距離 0 から 108命令のオーダー
に向かっての累積ミス数である． 
 このグラフからわかるように，オーダー別でキャッシュミス発生数が最多であるの





累積で見ても，100k 命令オーダーから 10M 命令オーダーにかけて増分が大きい．つ
まり，現存するキャッシュミスの正体の大部分は，長期再参照が占めている． 
4.4. 長期再参照ミスの実態 


























4.3 節の図 4.2 で示した通り，ここでは LLC でのキャッシュミスのうち，長期再参
照ミスが占める割合が大きい理由を考える． 
これは，対象が LLC であることに起因する．再参照の距離が短いアクセスのほと
んどは，LLC である L3 キャッシュへの問い合わせの前に，実行コアに近い順に L1
キャッシュ，L2 キャッシュでヒットすることで解消している．LLC の視点から見れ
ば，ある意味，L1，L2 によって短期の再参照アクセスがフィルタされているように




































































































































































様々なアプリケーションをワークロードとしたベンチマークセット SPEC CPU 2006 
Benchmark Suite から，ストリームアクセスを持つワークロードを 6 つ抽出し評価し
た．通常のキャッシュ領域の置き換えアルゴリズムには LRU を使用する． LRU に
よる LLC 容量は 2MB，Stubborn キャッシュ容量は 64KB であり，LLC と同階層に
LLC とは別のキャッシュテーブルとして用意した．プリフェッチも掛けており，
Srinath らによるストリームプリフェッチャ[4]を L3 で有効にしている． 






 MPKI による評価結果を次の図 6.2 に示す． 
 




 図 6.2 のグラフでは，青い棒グラフがベースライン，オレンジの棒グラフが








 図 6.3 に，Stubborn 戦略に基づくキャッシュを適用する前と後のキャッシュアク
























7.1. LRUベースの Stubborn領域を持つキャッシュ 






タイミングは，最 LRU 側の位置にいる場合の他，最 LRU 側にあるキャッシュライン
が追い出し不可属性が付与されている場合も含む．新たなキャッシュラインの挿入先
は，通常の LRU と同様に，最 MRU の位置である．追い出し不可属性が付与された


















過程を図 7.2 に示す． 
 







を，Stubborn0.5 と呼ぶ．動作過程を図 7.3 に示す． 
 











の構成を次の表 8.1 に示す． 
 
表 8.1 ベースラインプロセッサ/キャッシュ構成パラメタ 
Processor  
Core Alpha AXP ISA, single core, single thread 
Issue width int:2, fp:2, mem:2 
Inst. window int:32, fp:16, mem:16 
Branch pred 8KB g-share 
BTB 2K entry, 4way 
LSQ 96 entry 
 
Cache Memory  
I/D L1 Cache LRU, 32 KB, 4 way, 
 64 B line, 3 cycle latency 
L2 Cache LRU, 512 KB, 8 way,  
 64 B line, 10 cycle latency 
L3 Cache (LLC) Stream prefetcher (degr:16, dist:16) 
 2/4MB, 8 way, 
 64 B line, 30 cycle latency 









Stubborn キャッシュエリアには，LRU ベースで，先着順採用，ランダム採用の 2 種
類の追い出し不可属性付与選定アルゴリズムを使用する．これらをそれぞれ
Stubborn1.0，Stubborn0.5 と表記する．ランダム採用における採択率は 50%である． 
ここで，プリフェッチに関する LRU の挙動として 2 種類の動作パターンを用意し
た．1 つは Prefetch aware な LRU で，もうひとつは Prefetch friendly な LRU であ
る．その動作の違いは，Prefetch aware な LRU では，プリフェッチしてきたキャッ
シュラインを LRU オーダーで LRU に置き，Prefetch friendly な LRU では MRU に





ストリームプリフェッチは L3 に適用した． 
8.2. 評価モデル 
















け向上するかを評価するための IPC 評価と， 第 6 章でのポテンシャル評価との比較
のための MPKI 評価を示す．IPC，MPKI の評価共に，8.1.1 節で述べたように，ベ
ースラインとして使用する LRU のプリフェッチに関する動作の 2 種類をそれぞれ別
に提案構成と比較する． 
ここで，RIPC は，各ワークロードのベースラインでの IPC を 100%としたときの
相対的な IPC を意味する． 
9.1.1. IPC評価 
Prefetch aware な LRU をベースラインとしたときの RIPC の比較を，キャッシュ
容量 2MB，4MB それぞれの条件で図 9.1，図 9.2 に示す． 
 
 






図 9.2  Prefetch aware な LRU をベースラインとする，4MB構成での相対的 IPC  
 
Prefetch friendly な LRU をベースラインとしたときの RIPC の比較を，キャッシ
ュ容量 2MB，4MB それぞれの条件で図 9.3，図 9.4 に示す． 
 
 






図 9.4 Prefetch friendly な LRU をベースラインとする，4MB構成での相対的 IPC 
 
 これらの IPC 評価で，最もベースラインからの IPC 向上が大きいのは Prefetch 
friendly な LRU をベースラインとしたときの Stubborn1.0 による 2MB 構成の
483.xalancbmk における 23.9%向上で，次点は同じワークロードで Stubborn0.5 構成
のときの 21.5%向上である．同ワークロードでは，4MB 構成の場合も Stubborn1.0
で 21.1%の向上と，大きな性能向上を得られた．到着順やランダムを持って確保する
ラインを決める手法でこれほどの性能向上が見られるのは面白い． 




Stubborn1.0は 2.38%の性能向上．Prefetch friendlyな LRUベースでは Stubborn0.5
は 1.73%，Stubborn1.0 は 1.74%の伸びを見せた．4MB 構成では，Prefetch aware
な LRU ベースで Stubborn0.5 は 1.05%，Stubborn1.0 は 1.33%の性能向上．Prefetch 
friendly な LRU ベースでは Stubborn0.5 は 1.45%，Stubborn1.0 は 1.73%の伸びを
見せた．最も伸びが大きいのは，2MB 構成，Prefetch aware な LRU ベースでの
Stubborn0.5 の 2.40%向上である．傾向としては 2MB であれば Prefetch aware な
LRU ベースのほうが性能の伸びが大きく，4MB なら Prefetch friendly な LRU ベー
スの方が伸びが大きい． 
性能の向上と低下の両方が見られるのが 437.leslie3d で，Prefetch aware な LRU






Prefetch friendly な LRU をベースラインとしたときの MPKI の比較を，キャッシ
ュ容量 2MB，4MB それぞれの条件で図 9.5，図 9.6 に示す． 
 
図 9.5 Prefetch aware な LRU をベースラインとする，2MB 構成での MPKI 
 
 
図 9.6 Prefetch aware な LRU をベースラインとする，4MB 構成での MPKI 
 
 Prefetch friendly な LRU をベースラインとしたときの MPKI の比較を，キャッシ






図 9.7  Prefetch friendly な LRU をベースラインとする，2MB構成での MPKI 
 
 
図 9.8  Prefetch friendly な LRU をベースラインとする，4MB構成での MPKI 
  
 これらの MPKI 評価から，IPC が伸びている構成ではミス数の減少率も大きいこと
が見て取れる．483.xalancbmk や 471.omnetpp といった，元の MPKI が大きいワー
クロードで顕著となる．そのほか，絶対的には MPKI は小さい 450.soplex でも，そ
のミス削減率は IPC に効果として強く現われている． 
 ミス数が悪化している例では， Prefetch friendly な LRU ベースでの





 これらの MPKI を通して見ても，第 6 章における図 6.2 の評価で使用した共通のワ
ークロードでは同様の傾向が見られている．第 6 章での評価条件と違って理想的なキ
ャッシュライン選択ができているわけでないにも関わらず，同様の MPKI 削減を達成
できているのは，LLC の大容量をもってして，第 6 章での評価に使用した 64KB のテ




ドと Stubborn 戦略，性能の評価結果の関係について議論する． 
9.2.1. ワークロードとの相性 
 Stubborn戦略と各ワークロードの相性について述べる．図 9.9 に Prefetch aware
な LRU をベースラインとしたときの，ワークロードごとのアルゴリズムと IPC の変
化を示す．多くのワークロードでは，いずれのアルゴリズムであっても大差が無く横
一列に並んでいる．これらのワークロードは，512KB の L2 キャッシュでほとんどの














の範囲でギリギリ L3 の容量より大きく，一度のストリームのアクセスが数 M 命令の
周期で一周するようなアクセスパターンを持つワークロードである．具体的には
471.omnetpp（図 9.10）や 483.xalancbml（図 9.11）がこれにあたる．（図のアクセ
スパターンは共にベースラインのもの） 
 
図 9.10 471.omnetpp のアクセスパターン 
 
図 9.11 483.xalancbml のアクセスパターン 
 













図 9.12 473.aster のアクセスパターン 
 
437.leslie3dについて，Prefetch awareなLRUでの評価に対して，Prefetch friendly




オーダーで MRU に置いてしまうことが直接性能に寄与するためである．この IPC の






























































 本論文の評価では，LRU をベースとして Stubborn 戦略を実装した．評価でもって
RRIP を比較対象の 1 つとしたが，Stubborn 戦略と RRIP はその実現について排他で






元の置き換えアルゴリズムである RRIP をアダプティブにしたものである． 
 今回の Stubborn 戦略をアダプティブとすることで，例えば Prefetch friendly な




 今回の評価では，Stubborn 戦略が 1 セットに占める領域（ウェイ数）の割合を一
律 50%，ウェイ数が 8 ウェイのセットアソシアティブテーブルのキャッシュであれば
























このプロセッサのキャッシュメモリのように 32 ウェイもあれば，そのうち 4 分の 1
や半分ぐらいのウェイを Stubborn 領域で占領しても，まだ競合性ミスの誘発は避け
やすい．一方で，1 セットの中に，時間的局所性に特化した FIFO 管理のウェイ再参
照に特化した Stubborn 戦略で管理されるウェイが混在するのは相性が良く，管理の
ためのハードウェアコストとしては安く実現できる． 





込む先の 1 つとして Stubborn 戦略だけで構成される，LLC とは別のテーブルで実現















この不揮発メモリは，Read については SRAM と同程度のレイテンシで実現できる
が，Write は SRAM の数倍から十数倍の時間を要する．この特性は，Stubborn 戦略




























のようなシンプルな戦略にも関わらず，結果として最大で 23.9%の IPC 向上，幾何平
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