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Abstract
In this paper, we consider a class of Fourier multipliers whose symbols are controlled by a polynomial
on starlike Lipschitz surfaces and get the L2 boundedness of these operators on Sobolev spaces and their
endpoint estimates.
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1. Introduction
We first give a brief introduction to the studies of singular integral operators on Lipschitz
curves and surfaces. In 1977, in [2], A.P. Calderón proved the L2 boundedness of the singular
Cauchy integral operators on a Lipschitz curve γ , where the Lipschitz constant of γ is small. In
1982, R.R. Coifman, A. McIntosh and Y. Meyer eliminate this restriction in [5]. Ever since then,
there have been a number of proofs on the L2 boundedness of the singular Cauchy integral oper-
ator on Lipschitz curves. We refer the reader to the works of R.R. Coifman, P. Jones, S. Semmes,
D. Jerison and C. Kenig [3,4,10] for further information.
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convolution singular integrals on a Lipschitz surface
Σ = {g(x)e0 + x ∈ Rn+1, x ∈ Rn},
where g is a Lipschitz function which satisfies ‖∇g‖∞  tanω < ∞ for ω ∈ (0, π2 ). In [13],
C. Li, A. McIntosh and S. Semmes embed Rn+1 in the Clifford algebra R(n) with identity e0
and consider convolution singular integrals induced by right monogenic functions φ satisfying
|φ(x)| C|x|−n on a sector
S0μ =
{
x = x0 + x ∈ Rn+1: |x0| < |x| tanμ
}
,
where μ> ω. They proved that if there exists a function φ1 ∈ L∞ such that
φ1(R)− φ1(r) =
∫
r<|x|<R
φ(x)dx, 0 < r < R < ∞,
then the related convolution singular integral operator T(φ,φ1) defined by
(Tφ,φ1u)(x) = lim
ε→0
{ ∫
y∈Σ,|y−x|ε
φ(x − y)n(y)u(y) dSy + φ1
(
εn(x)
)
u(x)
}
is bounded on Lp(Σ) for 1 < p < ∞. Alternative to the method of [13], the work [9] gives a
treatment of the same topic by using the martingale method. In [24], the corresponding singular
integral theory with harmonic kernels is established.
In the classical context, under some conditions, there exists a one to one correspondence be-
tween the convolution singular integral operators and their Fourier multiplier forms [23]. Such
correspondence is generalized to the analytic Cauchy kernels and the related Fourier multipli-
ers [4,12,15]. On the Lipschitz curves and surfaces context, by some appropriate definition of
Fourier transform on the curves and surfaces, the above convolution operators have alternative
representations in terms of Fourier multipliers [14,12]. In [12], in the spirit of the H∞-functional
calculi of the Dirac operator on the Lipschitz surfaces, C. Li, A. McIntosh and T. Qian extend a
function of m real variables monogenically to a function of m + 1 real variables (with values in
complex Clifford algebra) and generalize its Fourier transform holomorphically to a function of
m complex variables. In the setting, the Fourier transform b of φ can be regarded as, in a general-
ized sense, the Fourier multiplier representation of T(φ,φ1). They proved that the class of bounded
linear operators on Lp(Σ) form the bounded H∞ functional calculus of the Dirac differential
operator −iDΣ =∑mk=1 −iekDk,Σ and
T(φ,φ1) = b(−iDΣ) = b(−iD1,Σ ,−iD2,Σ , . . . ,−iDm,Σ),
where the operators Dk,Σ are defined by
Dk,Σ =
(
∂
)
u,
∂xk Σ
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theory on Lipschitz surfaces is a generalization of the theory on Lipschitz curves developed by
A. McIntosh and T. Qian [14,15].
The above studies on singular integrals and Fourier multipliers on infinite Lipschitz curves
and surfaces guide us to consider the analogue for the closed curves and surfaces. In a series of
works in 1996–2001, the third author studied the Fourier analysis on starlike Lipschitz graphs
and established a theory of a class of singular integrals on those surfaces in Rn. For the details,
we refer the readers to [17,18,20,19,21].
In the above mentioned works on convolution singular integral operators on either infinite
or closed Lipschitz graphs, the multipliers b(ξ) belong to the class H∞(Scμ) of bounded and
holomorphic functions in sectors, viz.
H∞
(
Scμ,±
)= {b :Scμ,± → C: b is holomorphic and satisfies ∣∣b(z)∣∣ Cν
in every Scν,±, 0 < ν <μ
}
,
and
H∞
(
Scμ
)= {b :Scμ → C: b± = bχ{z∈C: ±Re z>0} ∈ H∞(Scμ,±)},
where the sectors Scμ,± and Scμ are some cones in the complex plane defined in Section 3. It is
natural to ask what happens if b(ξ) is dominated by a polynomial, and if we could establish a
similar theory of singular integral operators for such multipliers.
On the other hand, in the recent development of Clifford analysis, there exist some examples
that cannot be included into the established frame work of singular integrals on the Lipschitz
graphs.
Example 1.1. In [7,8], D. Eelbode introduces the photogenic Cauchy transform CαP on the unit
sphere in Rm when solving the so called photogenic Dirac equation for hyperbolic fundamental
solutions having singularities on the nullcone. Before we introduce this transform, we state some
background knowledge.
Let R1,m denote the real orthogonal space with orthogonal basis B1,m(ε, ej ) = {ε, e1, . . . , em},
endowed with the quadratic form
Q1,m(T ,X) = T 2 −
m∑
j=1
X2j = T 2 −R2,
where we have put R = |X| = (∑mj=1 X2j )1/2. The orthogonal space R1,m is called m dimen-
sional space–time, m referring to the number of the spatial dimensions. The space–time Clifford
algebra R1,m is generated by the multiplication rules: eiej + ej ei = −2δij for all 1 i, j m,
eiε + εei = 0 for all i and ε2 = 1. Vectors in R1,m, i.e. (m + 1)-tuples (T ,X) or space–time
vectors, are identified with 1-vectors in R1,m under the canonical map
(T ,X) = (T ,X1, . . . ,Xm) −→ εT +X ∈ R1,m.
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which factorizes the wave operator m = ∂2T −m on R1,m:
m =
(
ε∂T −
m∑
j=1
ej ∂Xj
)2
.
For α +m 0 and ω ∈ Sm−1, we consider the following photogenic Dirac equation
(ε∂T − ∂X)Fα,ω(T ,X) = T α+m−1δ(T ω −X)
and take the transformation:
λ = T and x = X
T
= rξ ∈ Bm(1), where Bm(1) is the unit ball in Rm and |ξ | = 1.
It was proved by D. Eelbode in [7] that
Fα(x,ω) = (2α +m+ 1)c(α,m)(ε + x) (1 − r
2)α+m−12
(1 − 〈x,ω〉)α+m
+ (α +m)c(α,m)(ε +ω) (1 − r
2)α+m+12
(1 − 〈x,ω〉)α+m+1 ,
where c(α,m) is a constant associated with α and m. Furthermore, let f (ω) be arbitrary function
defined on the sphere Sm−1. For all x ∈ Bm(1), the corresponding photogenic Cauchy transform
CαP [f ](x) of f is defined by
CαP [f ](x) =
1
Ωm
∫
Sm−1
Fα(x,ω)ωf (ω)dω,
where Ωm is the surface area of the sphere Sm−1.
If we apply this transform CαP on the inner and outer spherical monogenic polynomials Pk
and Qk on Rn \ {0}, respectively, and take their boundary values by letting r → 1−, we can get
the boundary values CαP [Pk]↑ and CαP [Qk]↑, as follows
CαP [Pk]↑(ξ) =
Γ (m−12 )
8π
m−1
2
(α +m+ k){(α +m+ k − 1)+ (k − α)ξε}Pk(ξ)
(α + m+12 )(α + m−12 )
,
CαP [Qk]↑(ξ) =
Γ (m−12 )
8π
m−1
2
(1 + α − k){(α − k)+ (α +m+ k − 1)ξε}Qk(ξ)
(α + m+12 )(α + m−12 )
.
Clearly, the appearance of the terms k2Pk(ξ), kPk(ξ), k2Qk(ξ), kQk(ξ) implies that for f ∈
L2(Sm−1) the boundary value CαP [f ]↑ does not belong to L2(Sm−1) unless we restrict f to be
in a smaller space. In [7], the author replaces L2(Sm−1) by a certain Sobolev space on the sphere
P. Li et al. / Journal of Functional Analysis 261 (2011) 1415–1445 1419to get the boundedness of CαP [f ]↑. Eelbode’s work above inspires us to consider the class of
Fourier multipliers b(ξ) satisfying∣∣b(ξ)∣∣ C|ξ + 1|s in some domain for s > 0,
and study the boundedness of the convolution singular integral operators related to these Fourier
multipliers.
Remark 1.2. Specially, if we take some special bk in the definition of the Fourier multipliers
(see Definition 4.3 and the remark below), we can see that the multiplier operators become the
boundary values of the Cauchy transform on the hyperbolic unit sphere studied in [7] and [8].
Hence the result on the boundedness of multipliers, obtained in the present paper, generalizes
those in [7].
In comparison with the work dealing with photogenic Cauchy transforms CαP in Example 1.1,
there exist two difficulties in our setting for the Fourier multipliers.
(1) The kernel Fα(x,ω) of the Cauchy transforms CαP can be deduced from the fundamental
solution of the wave operator m. However, for the kernel of our multipliers, such an explicit
representation is not available.
(2) On the unit sphere of Rn, the Plancherel theorem holds. After getting the decomposition
of CαP (f ) associated with spherical monogenic, in [7], the author could easily deduce that the
function CαP (f ) belongs to L2(Sm−1) for f belongs to some Sobolev space. In new context, i.e.
on starlike Lipschitz surfaces, however, there does not exist Plancherel’s theorem. The method
in [7] is not applicable.
To overcome the mentioned difficulties, we estimate the kernels of multipliers by Fueter’s
theorem and its generalization (see Section 3 for details). Our estimates show that the kernels
of the Fourier multipliers decay as a polynomial with index −(n + s). Our proof is similar to
that of Qian in [21] with some modifications. In particular, for a negative index s, the term |x|s
is unbounded in the domain Hω,+. Hence after getting the estimate of the kernels on Hω,−, the
Kelvin inversion fails to get that on Hω,+ (see Theorem 3.9).
The organization of this paper is as follows. In Section 2, we state some preliminary knowl-
edge, notation and terminology that will be used throughout the paper. In Section 3, using a
generalized Fueter’s result, we estimate the kernel of the Fourier multiplier operators. In Sec-
tion 4, by the theory of Hardy spaces on starlike Lipschitz surfaces established in [11,16], we
prove the L2 boundedness and the endpoint estimate of the corresponding singular integral op-
erators.
2. Preliminaries
In this paper we work with the real Clifford algebra R(n) generated by e1, e2, . . . en as its basic
vectors, over the real number field R under the multiplication relations:
e0 = 1,
e2i = −e0 = −1, 1 i  n,
eiej + ej ei = 0, i = j, 1 i, j  n.
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n the real linear subspaces of R(n) generated by {e0, e1, e2, . . . en} and
by {e1, e2, . . . en}, respectively. A vector in Rn1 is represented as x = x0e0 + x, where x0 ∈ R
and x = x1e1 + · · · + xnen ∈ Rn. Similar to the complex case, we call x0e0 and x the real and
imaginary parts of x. There are two basic operations on these elements: (ei1 · · · eil )∗ = eil · · · ei1
and (ei1 · · · eil )′ = (ei1)′ · · · (eil )′, where (e0)′ = e0, (ej )′ = −ej , j = 1, . . . , n. By linearity, they
can be extended to R(n), Rn1, R
n respectively. We define the operation “-” by x = (x∗)′. If x
and y are two elements in R(n), then we have xy = y x. If x = x0 + x, then x = x0 − x. If x
is a nonzero vector, then its inverse x−1 exists, and satisfies: x−1 = x|x|2 and x−1x = xx−1 = 1,
where |x|2 = x · x.
We also use the complex Clifford algebra C(n) generated by e1, . . . , en over the complex
number field C, whose elements are also denoted by x, y, . . . . The complex imaginary element
i commutes with all the ej , j = 0,1, . . . , n and i′ = −i. Therefore we can extend the definitions
of ∗, ′ and − from R(n) to C(n) respectively.
The natural inner product 〈x, y〉 between x and y in C(n) is the complex number ΣSxSyS ,
where x = ΣSxSeS , y = ΣSySeS and S runs over all the ordered subsets (i1, . . . , il) with i1 <
i2 < · · · < il of the set {1,2, . . . , n} and eS = ei1 · · · eil . Hence it is natural to define the norm
of this inner space as |x| = 〈x, x〉1/2 = (ΣS |xS |2)1/2. We can easily prove the inner product and
the norm satisfy the parallelogram identity, that is, 〈x, y〉 = 14 (|x + y|2 − |x − y|2). The angle
between two vectors x and y, denoted by arg(x, y), is defined to be arccos〈x, y〉/(|x||y|), where
the function arccos takes values in [0,π).
We denote the unit sphere {x ∈ Rn1: |x| = 1} in Rn1 by SRn1 and the unit sphere in Rn {x ∈ Rn:|x| = 1} by SRn .
We now state some basic analysis in Rn1 . The readers can find the details about the results we
list here in [1] and [6].
The differential operator D = D0 + D, where D0 = ∂∂x0 , and D =
∑n
k=1 ∂∂xk ek , applies to
C1-functions f and gives
Df =
n∑
k=0
∑
S
∂fS
∂xk
ekeS
and also
fD =
n∑
k=0
∑
S
∂fS
∂xk
eSek, where f =
∑
S
fSeS.
In polar coordinate system the Dirac operator D can be decomposed into
D = ξ∂r − 1
r
∂ξ = ξ
(
∂r − 1
r
Γξ
)
,
where Γξ is a first order differential operator depending only on the angular coordinates known
as spherical Dirac operator (see [6]).
A C1-function defined on an open subset of Rn+1 with values in R(n) or C(n) is called left
monogenic if Df = 0 and right monogenic if fD = 0. All real analytic functions f defined in
domains in Rn have both left- and right-monogenic extensions to domains in Rn+1. These two
extensions coincide if and only if Df = fD, so they coincide if f is scalar valued.
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is defined by E(x) = x/|x|n+1 on Rn1 \ {0}. By this kernel, we can define the Kelvin in-
version I (f )(x) = E(x)f (x−1). This operation preserves the monogenicity of the functions.
Take the unit sphere SRn1 for example, for f is a monogenic function defined on the interior
of SRn1 , I (f ) is also a monogenic one defined on the exterior of SRn1 . It is easy to see that|I (f )(x)|  |f (x)|/|x|n. In Clifford analysis, after getting the estimate of f on the interior of
SRn1
, we often apply the Kelvin inversion to get the related estimate on the exterior part, and vice
versa.
3. A class of Fourier multipliers generated by the monomial functions in Rn1
In this section, we consider a class of Fourier multipliers which are dominated by a polynomial
in some domain and then estimate the kernel of the singular integrals associated to the multipliers.
We achieve this goal by the generalization of Fueter’s theorem which is obtained in [22] and [19].
The basic idea is construct a relation between a set O in the complex plane C and the one −→O in
the n + 1 dimensional space Rn1, and hence one can study the functions defined on
−→
O by the
results which have been established on O .
We begin this method with the definition of intrinsic sets.
Definition 3.1. (i) A subset O in the complex plane C is said to be intrinsic if it is symmetric
with respect to the real axis, i.e. O is invariant under the complex conjugate.
(ii) A function f 0 is said to be intrinsic if the domain of f 0 is an intrinsic set in C and
f 0(z) = f 0(z) within its domain.
Functions of the form
∑
ck(z − ak)k , k ∈ Z, ak, ck ∈ R are intrinsic functions. If f = u +
iv, where u and v are real-valued, then f 0 is intrinsic if and only if u(x,−y) = u(x, y) and
v(x,−y) = −v(x, y) in their domains.
We consider Rn1 as n + 1 dimensional Euclidean space and define the intrinsic sets in Rn1 as
follows.
Definition 3.2. A subset in Rn1 is said to be intrinsic if it is invariant under all the rotations of R
n
1,
considered as n+ 1 dimensional Euclidean space, that keep the e0-axis fixed. If O is a subset in
the complex plane, then in Rn1, one defines an intrinsic set
−→
O = {x ∈ Rn1: (x0, |x|) ∈ O},
which is called the induced set from O .
Definition 3.3. Let f 0(z) = u(x, y)+ iv(x, y) be an intrinsic function defined on an intrinsic set
U ⊂ C. Define a function −→f 0 defined on the induced set −→U as follows:
−→
f 0(x0 + x) = u
(
x0, |x|
)+ x|x|v(x0, |x|),
which is called the function induced from f 0.
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τ
(
f 0
)= k−1n (n−1)/2−→f 0,
where  = DD with D = D0 − D and kn = (2i)n−1Γ 2( n+12 ) is the normalizing constant that
makes τ((·)−1) = E. The operator (n−1)/2 is defined via the Fourier multiplier transform on
tempered distributions M : S ′ → S ′ induced by the multiplier m(ξ) = (2πi|ξ |)n−1,
Mf = R(mFf ),
where
Ff (ξ) =
∫
R
n
1
e2πi〈x,ξ〉f (x)dx
and
Rh(x) =
∫
R
n
1
e−2πi〈x,ξ〉h(ξ) dξ.
The monomial functions in Rn1 are defined by
P (−k) = τ((·)−k) and P (k−1) = I(P (−k)), k ∈ Z+,
where I denotes the Kelvin inversion I (f )(x) = E(x)f (x−1).
In [21], Qian gets the following proposition, which generalizes the relation between the
Cauchy kernel 1
z
in the complex plane and the Cauchy kernel in Rn1.
Proposition 3.4. (See [21].) Let k ∈ Z+. Then
(1) P (−1)(x) = E(x);
(2) P (−k)(x) = (−1)k−1
(k−1)! (
∂
∂x0
)k−1E(x);
(3) P (−k) and P (k−1) are monogenic;
(4) P (−k) is homogeneous of degree −n+ 1 − k and P (k−1) homogeneous of degree k − 1;
(5) For cn =
∫∞
−∞(1 + t2)−(n+1)/2 dt , we have
cnP
(−k)
n−1 (x0 + x1e1 + · · · + xn−1en−1) =
∞∫
−∞
P (−k)n (x) dxn;
(6) P (−k) = I (P (k−1));
(7) If n is odd, then P (k−1) = τ((·)n+k−2).
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Scω,± =
{
z ∈ C: ∣∣arg(±z)∣∣<ω} with the angle arg(z) ∈ (−π,π],
Scω,±(π) =
{
z ∈ C: |Re z| π, z ∈ Scω,±
}
,
Scω = Scω,+ ∪ Scω,− and Scω(π) = Scω,+(π)∪ Scω,−(π),
Wcω,±(π) =
{
z ∈ C: |Re z| π and ± Im z > 0}∪ Scω(π),
Hcω,± =
{
z = exp(iη) ∈ C, η ∈ Wcω,±(π)
}
Hcω = Hcω,+ ∩Hcω,−.
We define the Fourier multiplier in the following function spaces
Ks
(
Hcω,±
)= {φ0 :Hcω,± → C, φ0 is holomorphic and ∣∣φ0(z)∣∣ Cμ|1 − z|1+s
in every Hcμ,±, 0 <μ<ω
}
,
Ks
(
Hcω
)= {φ0 :Hcω → C, φ0 = φ0,+ + φ0,−, φ0,± ∈ Ks(Hcω,±)},
H s
(
Scω,±
)= {b :Scω,± → C, b is holomorphic and ∣∣b(z)∣∣ Cμ|z ± 1|s
in every Scμ,±, 0 <μ<ω
}
and
Hs
(
Scω
)= {b :Scω → C, b± = bχ{z∈C: ±Re z>0} ∈ Hs(Scω,±)}.
By Fueter’s method which we state at the beginning of the section, we will work on the “heart-
shaped” regions and their complements.
Set
Hω,± =
{
x ∈ Rn1:
(± ln |x|)
arg(e0, x)
< tanω
}
= −−−−→Hcω,±,
Hω = Hω,+ ∩Hω,− =
{
x ∈ Rn1:
| ln |x||
arg(e0, x)
< tanω
}
= −−→Hcω.
Therefore, the corresponding function spaces in Rn1 are
Ks(Hω,±) =
{
φ :Hω,± → C(n), φ is monogenic and
∣∣φ(x)∣∣ Cμ|1 − x|n+s ,
x ∈ Hμ,±, 0 <μ<ω
}
and
Ks(Hω) =
{
φ :Hω → C(n), φ = φ+ + φ−, φ± ∈ Ks(Hω,±)
}
.
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gives an estimate of the j th derivative of an intrinsic function φ0.
Lemma 3.5. Suppose b(z) ∈ Hs(Scω,−). For the multiplier defined by φ0(z) =
∑∞
k=1 b(−k)z−k ,
its j th derivative satisfies
∣∣(φ0)(j)(z)∣∣ C|1 − z|s+j+1 ,
where z ∈ Hcμ,−, 0 <μ<ω, and j is a positive integer.
Proof. Without loss of generality, we can assume |b(−k)| |k|s for b(z) ∈ Hs(Scω,−). The case
j = 0 was treated by T. Qian. In [20], the author proves that for φ0(z) =∑∞k=1 b(−k)z−k ,∣∣φ0(z)∣∣ C|1 − z|s+1 .
We will use the same method as in [20]. Take the circle C(z, r) with the center z and the radius r .
By Cauchy’s formula, we can get
∣∣(φ0)(j)(z)∣∣ Cj
2π
∫
C(z,r)
|φ0(ξ)|
|z − ξ |j+1 |dξ |.
Letting r = 12 |1 − z|, then ξ ∈ C(z, r) implies
|1 − ξ | |1 − z| − |z − ξ | = |1 − z| − 1
2
|1 − z| = 1
2
|1 − z|.
Hence we get
∣∣(φ0)(j)(z)∣∣ 2j !Cμ
δj (μ)
1
|1 − z|j+s+2 |1 − z| Cμ,j
1
|1 − z|j+s+1 .
This completes the proof of Lemma 3.5. 
The next lemma is a useful tool used in the proof of our main result in this section. By this
lemma, we can estimate the multipliers in Ks(Hω,±) by an inductive argument.
Lemma 3.6. (See [21], Lemma 1.) Let f 0(z) = u(s, t) + iv(s, t) be function holomorphically
defined in a relatively open subset U of the upper half complex plane. For l = 0, denote u0 = u
and v0 = v. For l ∈ Z+, denote
ul = 2l 1
t
∂ul−1
∂t
and vl = 2l
(
∂vl−1
∂t
1
t
− vl−1
t2
)
= 2l ∂
∂t
(
vl−1
t
)
.
Then we have
l
−→
f 0(x) = ul
(
x0, |x|
)+ x|x|vl(x0, |x|).
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tions in Hs(Scω) and spherical monogenic functions.
Theorem 3.7. For s > 0, if b ∈ Hs(Scω,±) and φ(x) =
∑±∞
k=± b(k)P (k)(x), then φ ∈ Ks(Hω,±).
Proof. Following Qian’s idea in [21], we divide the proof into two cases according to the parity
of n.
Case 1: n is odd. We assume n = 2m+1 and restrict our discussion for x ≈ 1. By Lemma 3.6,
we only need to estimate ul and vl , separatively. There exist two subcases to be considered.
Subcase 1.1: |x| > (δ(μ)/2m+1/2)|1 − x|. In this case, we let z = x0 + i|x|. x ≈ 1 implies
z ≈ 1. We can write z = s + it with s = x0 and t = |x| and get t = |x| = |1 − z|.
For l = 0, ul = u0 = u and vl = v0 = v. By the estimate of φ0, we have
|u0|, |v0| |φ0| C
δ0(μ)
1
|1 − z|s+1 .
For l = 1 and t ≈ |1 − z|, we can get
|u1| =
∣∣∣∣2l 1t ∂u0∂t
∣∣∣∣ 1|1 − z| 1|1 − z|s+2 = 1|1 − z|s+3 ,
|v1| =
∣∣∣∣1t ∂v0∂t − v0t2
∣∣∣∣ ( 1|1 − z| 1|1 − z|s+2 + 1|1 − z|2 1|1 − z|s+1
)
= 1|1 − z|s+3 .
Because 1φ0(x) = u1(x0, |x|)+ x|x|v1(x0, |x|), we have
∣∣1φ0(x)∣∣ ∣∣u1(x0, |x|)∣∣+ ∣∣∣∣ x|x|v1(x0, |x|)
∣∣∣∣ 1|1 − z|s+3 .
Repeating this method m times, we can get, for um and vm,
∣∣um(x)∣∣, ∣∣vm(x)∣∣ 1|1 − z|s+2m+1 = 1|1 − z|n+s .
Subcase 1.2: |x|  (δ(μ)/2m+1/2)|1 − x|. Points x in Hω,− satisfying x ≈ 1, x0  1 belong
to Subcase 1.1. Therefore we assume x0 > 1. In the following we will prove the following claim:
for z = s + it ≈ 1, s > 1, z ∈ Hcμ,− and |t | (δ(μ)/2m+1/2|1 − z|), then
(1) the functions ul are even functions in the second variable t ;
(2) the j th derivations satisfy∣∣∣∣ ∂j∂tj ul(s, t)
∣∣∣∣ CμCl2ljCjδ2l+j 1|1 − z|2l+j+s+1 ,
where the constant Cj is
Cj =
{
(j + 4l)!, j even,
(j + 5l)!, j odd.
(3.1)
(3.1′)
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by Lemma 3.5, we have∣∣∣∣ ∂j∂tj u0(s, t)
∣∣∣∣, ∣∣∣∣ ∂j∂tj v0(s, t)
∣∣∣∣ ∣∣∣∣ ∂j∂tj φ0(s, t)
∣∣∣∣ j !(δ(μ))j 1|1 − z|j+s+1 .
Now we assume (1) and (2) hold for 0 l m− 1. Because ul+1 = 2(l + 1)(1/t)(∂ul/∂t)(s, t)
and the assumption that ul are even, ul+1 is an even function. This verifies (1).
For (2), we consider the case j being even first. By the definition and (1), ∂ul/∂t is an odd
function in the second variable t . We can get
∂ul
∂t
(s,0) = ∂
2k+1ul
∂2k+1t
(s,0) = 0.
By Taylor’s expansion, we have
ul+1(s, t) = 2(l + 1)
t
( ∞∑
k=0
1
(2k)!
∂2k+1ul
∂t2k+1
(s,0)t2k +
∞∑
k=0
1
(2k + 1)!
∂2k+2ul
∂t2k+2
(s,0)t2k+1
)
=
∞∑
k=0
1
(2k)!
∂2k+1ul
∂t2k+1
(s,0)t2k.
Let k = j/2 + k′ and notice that ( t
δ|1−z| )
2k′  ( 12m+1/2 )
2k′
. We get
∣∣∣∣ ∂j∂tj ul+1(s, t)
∣∣∣∣=
∣∣∣∣∣2(l + 1)
∞∑
k=j/2
(2k)(2k − 1) · · · (2k − j + 1)
(2k + 1)!
∂2k+2ul
∂t2k+2
(s,0)t2k−j
∣∣∣∣∣
 2(l + 1)
∞∑
k′=0
(2k′ + j)(2k′ + j − 1) · · · (2k′ + 1)
(2k′ + j + 1)!
× CμCl2
l(2k′+j+2)(2k′+j+2+4l)
δ2l+2k′+j+2
t2k
′
|1 − z|2l+2k′+j+2+s+1
 2(l + 1) CμCl2
l(j+2)
δ2(l+1)+j |1 − z|2(l+1)+j+1+s
∞∑
k=0
(j + 2k + 2 + 4l) · · · (2k + 2)
2k
.
By an estimate of Qian [21], we get that the series in the last inequality converges and satisfies
∞∑
k=0
(j + 2k + 2 + 4l) · · · (2k + 2)
2k
 2j+4l−1(j + 4l + 4)!.
Finally we have∣∣∣∣ ∂jj ul+1(s, t)
∣∣∣∣ 2(l + 1) CμCl2l(j+2)2(l+1)+j 2(l+1)+j+1+s 2j+4l−1(j + 4l + 4)!.∂t δ |1 − z|
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∂tj
ul+1(s, t)| for the odd j case. Similar to the proof for the case j being
even, by using Taylor’s expansion, we have
∂j
∂tj
ul+1(s, t) = 2(l + 1)t
∞∑
k= j+12
2k(2k − 1) · · · (2k + 1 − j)
(2k + 1)!
∂2k+2ul
∂t2k+2
(s,0)t2k−1−j .
Let 2k − 1 − j = 2k′, we have∣∣∣∣ ∂j∂tj ul+1(s, t)
∣∣∣∣ 2(l + 1)t ∞∑
k=0
(2k + j + 1)(2k + j) · · · (2k + 2)
(2k + j + 2)!
CμCl2l(2k+3+j)
δ2l(2k+3+j)
× (2k + 3 + j + 5l)!|1 − z|2l+2k+3+j+s+1 t
2k
 2(l + 1)
(
t
δ|1 − z|
)
1
δ2(l+1)+j
CμCl2l(j+3)
|1 − z|2(l+1)+j+s+1
×
∞∑
k=0
(2k + j + 1)(2k + j) · · · (2k + 2)
(2k + j + 2)! 2
kl
(
1
2m+1/2
)2k
(2k + 3 + j + 5l)!
 2(l + 1)
(
t
δ|1 − z|
)
1
δ2(l+1)+j
CμCl2l(j+3)
|1 − z|2(l+1)+j+s+1 2
j+5l+4((j + 5l + 3)/2)!.
Let j = 0 and l = m, we have
∣∣um(s, t)∣∣ CμC0(4m)!
δ2m
1
|1 − z|2m+s+1 
C
|1 − z|n+s .
Now we estimate vm. As before, we divide the discussion into two subcases.
Subcase 1.3: |x| > (δ(μ)/2m+1/2). When l = 0, by noticing that |t | ≈ |1 − z|, we have
|v0(s, t)| = |v(s, t)| 2Cμ|1−z|1+s . For l = 1, because |(φ0)j (z)|
2j !Cμ
δj (μ)
1
|1−z|1+j+s , we have
∣∣v1(s, t)∣∣ 2Cμ
δ(μ)
(
1
|1 − z|2+s
1
|1 − z| +
1
|1 − z|2
1
|1 − z|1+s
)
 Cμ
1
|1 − z|s+3 .
Repeating this m times, we have
∣∣vm(s, t)∣∣ Cμ 1|1 − z|2m+1+s = Cμ|1 − z|n+s .
Subcase 1.4: |x|  (δ(μ)/2m+1/2)|1 − x|, whence we can assume x0 > 1. We have for 0 
l m:
Claim (1). vl(s, t) is odd in the second variable t . In fact for l = 0, v0(s, t) = Imφ0(s, t).
Because φ0(z) =∑∞k=1 b(−k)z−k , we have
φ0(z) =
∞∑
b(−k)z−k =
∞∑
b(−k)z−k = φ0(z).k=1 k=0
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u(x,−y)+ iv(x,−y) = u(x, y)− iv(x, y) = u(x, y)− iv(x, y).
Hence v(x,−y) = −v(x, y), that is, v0 is odd.
For l = 1, v1 = 2 ∂∂t ( v0t ) is odd because the function (v0/t) is even. We assume that vl is odd
for 0 l m− 1. Thus
vm = 2m
(
1
t
∂vm−1
∂t
− vm−1
t2
)
is also odd.
This proves Claim (1).
Claim (2). For 0 l m,∣∣∣∣ ∂j∂tj vl(s, t)
∣∣∣∣ CμClCj j !δj 1|1 − z|2l+j+s+1 ,
where the constant Cj is defined by
Cj =
{
(j + 5l)!, for j even,
(j + 4l)!, for j odd.
For simplicity, we only prove the case for j odd. When l = 0, the estimate∣∣∣∣∂jtj v0(s, t)
∣∣∣∣ CμCjj !(δj ) 1|1 − z|j+s+1
is justified by that of |(φ0)(j)|. Because vl(s, t) is odd respect to the second variable,
(∂2kvl/∂t2k)(s,0) = 0. By Taylor’s expansion, we have
vl+1(s, t) = 2(l + 1) 1
t2
∞∑
k=0
(
1
(2k)! −
1
(2k + 1)!
)
t2k+1 ∂
2k+1vl
∂t2k+1
(s,0).
Let k = k′ + 1 and write k = k′, we get
∂j vl+1
∂tj
(s, t) = 2(l + 1)
∞∑
k=0
2k + 2
(2k + 3)!
∂2k+3vl
∂t2k+3
(s,0)(2k + 1) · · · (2k + 2 − j)t2k+1−j .
We assume that Claim (2) holds for 1 l m − 1. Let 2k − j = 2k′, we have, by the fact that
t/(δ|1 − z|) 2−(m+1/2),
∣∣∣∣∂j vl+1∂tj (s, t)
∣∣∣∣ 2(l + 1) ∞∑ 2k + 2(2k + 3)! (2k + 1) · · · (2k + 2 − j)
∣∣∣∣∂2k+3vl∂t2k+3 (s,0)
∣∣∣∣t2k+1−jk=0
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2m+1/2
2l(j+3)
δ2(l+1)+j
1
|1 − z|2(l+1)+j+s+1
×
∞∑
k=0
(2k + j + 3 + 5l) · · · (2k + j + 4)(2k + j + 2) · · · (2k + 2)
2k
.
This proves Claim (2).
Similarly we can prove the claim for n even and get the desired result. Taking j = 0 and
l = m, we get
∣∣vm(s, t)∣∣ CμCm(4m)!
δ2m
1
|1 − z|2m+1+s 
Cμ,δ
|1 − z|n+s .
Now we are ready to study the multipliers defined on the domain Scω,+. By the Kelvin inversion,
we estimate the function φ(x) =∑∞i=1 b(i)P (i)(x) for b ∈ Hs,r (Scω,+). We have
I (φ)(x) =
−∞∑
i=−1
b˜(i)P (i−1)(x),
where b˜(z) = b(−z) ∈ Hs,r (Scω,−). Since I (φ) = τ(φ0), where
φ0(z) =
−∞∑
i=−1
b˜(i)zi−1 = 1
z
−∞∑
i=−1
b˜(i)zi ∈ Hs,cω,−,
we have φ(x) = I 2(φ) = E(x)I (φ)(x−1) and
∣∣φ(x)∣∣= ∣∣E(x)I (φ)(x−1)∣∣ 1|x|n Cμ|1 − x−1|n+s = Cμ|x|s|1 − x|n+s .
Because x ∈ Hv,+ = −−−→Hcv,+, we have (x0, |x|) ∈ Hcv,+ and |x| = (x20 +|x|2)1/2  1+etanν . Finally
we get |φ(x)| Cν/|1 − x|n+s . This completes the proof of Case 1.
Case 2. n is even. As above we only need to estimate the kernel φ(x) defined on Hω,−. Let
b ∈ Hs,r (Scω,−). Consider φ(x) =
∑∞
k=1 b(−k)P (−k)n (x). Because n+ 1 is odd, we have
cn+1φ(x) =
∞∑
k=1
b(−k)
∞∫
−∞
P
(−k)
n+1 (x + xn+1en+1) dxn+1
 cμ
∞∫ 1
|1 − (x + xn+1en+1)|n+1+s dxn+1−∞
1430 P. Li et al. / Journal of Functional Analysis 261 (2011) 1415–1445= 1|1 − x|n+s
∞∫
0
|1 − x|d( xn+1|1−x| )
(1 + ( xn+1|1−x| )2)
n+1+s
2
 C|1 − x|n+s .
This completes the proof of Theorem 3.7. 
The following corollary can be deduced from Theorem 3.7 immediately.
Corollary 3.8. Let s > 0, b ∈ Hs(Scω) and φ(x) = (
∑∞
i=1 +
∑−∞
i=−1)b(i)P (i)(x). Then φ(x) ∈
Ks(Hω).
For the case s < 0, there exists a similar estimate for the function φ(x) as the one given in
the above theorem. In the following theorem, we prove that the conclusion in Theorem 3.7 also
holds when the spatial dimension n is odd.
Theorem 3.9. For s < 0, b ∈ Hs(Scω,±) and φ(x) =
∑±∞
k=±1 b(k)P (k)(x), we have φ ∈ Ks(Hω,±)
when the spatial dimension n is odd.
Proof. Because the index s is negative, we cannot directly apply the method in the proof of
Theorem 3.7. Precisely, for s < 0, the term |z|s is unbounded when z is near the origin. Therefore
after obtaining the estimate of the function φ0(z) on the domain Scω,−, we find that the Kelvin
inversion method is not applicable to get the corresponding estimate on Scω,+.
To deal with this case, we estimate the function φ(x) on Hω,+ and on Hω,−, separately. On
the domain Hω,−, the estimate of φ(x) is the same as that of Theorem 3.7. We omit the detail.
For the domain Hω,+, because the Kelvin inversion method is not valid, we need to estimate
the intrinsic function φ0(z) on Hcω,+. To achieve this goal, we apply the following Fueter’s result
(see [21]):
If n is odd, then P (k−1) = τ((·)n+k−2), where the mapping τ denotes the operator τ(f 0) =
k−1n (n−1)/2
−→
f 0 with
−→
f 0(x) = u(x0, |x|)+ x|x|v(x0, |x|).
Now we complete the estimate of the kernel φ(x). We assume b ∈ Hs,r (Scω,+) and consider
φ(x) =∑∞k=1 b(k)P (k)(x). By Fueter’s theorem, we have
φ(x) = mφ0(x0, |x|), where φ0(z) = ∞∑
k=1
b(k)zn+k−1.
For convenience, we write φ0(z) = zn−1φ01(z), where φ01(z) =
∑∞
k=1 b(k)zk . By a result of T .
Qian in [17], for b(z) ∈ Hs(Scω,+),∣∣φ01(z)∣∣ 1|1 − z|1+s , where z ∈ Hcω,+.
Then we have ∣∣φ0(z)∣∣ |z|n−1 1 1+s  Cω1+s ,|1 − z| |1 − z|
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Hcω,+. Therefore, repeating the procedure used in Theorem 3.7, we can deduce the estimate of
the induced function φ(x) by that of the intrinsic function φ0(z) obtained above. This completes
the proof. 
As a direct consequence of Theorem 3.9, we have
Corollary 3.10. For the spatial dimension n being odd, the conclusion of Corollary 3.8 holds for
s < 0.
Remark 3.11. In next section, we will see that if b ∈ Hs(Scω), s > 0, there exists a holomorphic
function b1(z) such that |b1(z)| Cμ and
φ(x) = Γ s1ξ φ1(x) with s1 = [s] + 1,
where φ1 is the kernel function associated with b1 in Theorem 3.7. However, by the above
method, we can only get the estimate:
∣∣φ(x)∣∣ C|1 − x|n+s1 ,
which is not as accurate as that in Theorem 3.7.
4. Lp boundedness of the hyperbolic type Fourier multiplier
In this section, we consider a class of Fourier multipliers on starlike Lipschitz surfaces.
A closed surface Σ in Rn1 is said to be starlike Lipschitz, if it is n dimensional and star sharped
about the origin, and there exists a constant M < ∞ such that for x1, x2 ∈ Σ ,
| ln |x−11 x2||
arg(x1, x2)
M.
We denote by N = Lip(Σ) the smallest constant M that makes the above inequality holds.
For s ∈ Rn1, we define the mapping rs :x → sxs−1 for x ∈ Rn1. The following lemma will be
used when proving Theorem 4.5 below.
Lemma 4.1. (See [21], Lemma 3.) For any x, y ∈ Rn1 , we have
(1) |rs(y−1x)| = |y−1x| and more generally, rs preserves norms of the elements in Rn that
can be expressed as a product of vectors;
(2) 〈rs(x), rs(y)〉 = 〈x, y〉;
(3) arg(rs(x), rs(y)) = arg(x, y);
(4) (rs(y))−1rs(x) = rs(y−1x);
(5) There exists a vector s ∈ SRn1 such that rs(y−1x) = |y|−1x˜, where x˜ ∈ Rn1;
Moreover, |x − y| = ||y|e0 − x˜| and arg(y, x) = arg(|y|e0, x˜);
(6) For the same s as in (5) we have rs(E(y)) = E(y), where E(y) is the Cauchy kernel
y
n+1 .|y|
1432 P. Li et al. / Journal of Functional Analysis 261 (2011) 1415–1445By (1) and (5) of Lemma 4.1, we can prove if x′ and x belong to a starlike Lipschitz surface
with the Lipschitz constant N , then(∣∣ln∣∣x−1x′∣∣∣∣/ arg(x, x′))= ∣∣ln∣∣|x|−1x˜∣∣∣∣/ arg(1, |x|−1x˜)N,
that is, |x|−1x˜ ∈ Hω. This gives a relation between the sets Hω and starlike Lipschitz surfaces.
We denote by Mk the finite dimensional right module of k homogeneous left monogenic
functions in Rn1 and by M−(k+n) the finite dimensional right module of −(k + n) homogeneous
left monogenic functions in Rn1 \ {0}. The spaces Mk and M−(k+n) are eigenspaces of the left
spherical Dirac operator Γξ . We define
Pk : f → Pk(f ) and Qk : f → Qk(f )
the projection operators on Mk and M−(k+n), respectively.
The Fourier multipliers are defined on the following test function space:
A = {f : f (x) is left monogenic in an annual ρ − s < |x| < l + s for some s > 0}.
For f ∈ A, in the annuals where f is defined, we have the Laurant series expansion
f (x) =
∞∑
k=0
Pk(f )(x)+
∞∑
k=0
Qk(f )(x).
Here we have used the projection operators Pk and Qk given by
Pk(f )(x) = 1
Ωn
∫
Σ
∣∣y−1x∣∣kC+n+1,k(ξ, η)E(y)n(y)f (y) dσ (y)
and
Qk(f )(x) = 1
Ωn
∫
Σ
∣∣y−1x∣∣−n−kC−n+1,k(ξ, η)E(y)n(y)f (y) dσ (y),
where x = |x|ξ , y = |y|η and n(y) is the outward unit normal vector field of Σ at y. Here
C+n+1,k(ξ, η) and C
−
n+1,k(ξ, η) are the functions defined by
C+n+1,k(ξ, η)
1
1 − n
[−(n+ k − 1)C(n−1)/2k (〈ξ, η〉)+ (1 − n)C(n+1)/2k−1 (〈ξ, η〉)(〈ξ, η〉 − ξη)]
and
C−n+1,k(ξ, η)
1
n− 1
[
(k + 1)C(n−1)/2k+1
(〈ξ, η〉)+ (1 − n)C(n+1)/2k (〈η, ξ 〉)(〈η, ξ 〉 − ηξ)],
where Cνk is the Gegenbaur polynomial of degree k associated with ν (see [6]).
Now we give the definition of the Fourier multipliers on a starlike Lipschitz surface Σ induced
by the sequence {bk}, where bk = b(k) are from a function b(z) belongs to Hs(Sc ). We see thatω
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regularity index s indicates that we may not define the multipliers for f ∈ L2(Σ) as the classical
Cauchy integrals. In order to compensate the role of s, we need to restrict our multipliers into
some subspaces of L2(Σ). Hence we define the following Sobolev space on the starlike Lipschitz
surface Σ .
Definition 4.2. Let s ∈ Z+ ∪ {0} and Σ be a starlike Lipschitz surface, define the Sobolev norm
‖ · ‖Wp,sΓξ (Σ), 1 p < ∞, as
‖ · ‖Wp,sΓξ (Σ) = ‖f ‖Lp(Σ) +
s∑
j=0
∥∥Γ jξ f ∥∥Lp(Σ).
The Sobolev space associated with the spherical monogenic operator Γξ is defined as the closure
of the class A under the norm ‖ · ‖Wp,sΓξ (Σ), that is, A
‖·‖
W
p,s
Γξ
(Σ)
.
Now we give the definition of the Fourier multiplier operators. By Definition 4.2, A is dense
in Wp,sΓξ . When defining the Fourier multiplier operators, we assume f ∈ A in the next definition.
Definition 4.3. For {bk}k∈Z is a sequence which satisfies |bk|  ks , we define the hyperbolic
Fourier multiplier M(bk) as follows
M(bk)f (x) =
∞∑
k=0
bkPk(f )(x)+
∞∑
k=0
b−k−1Qk(f )(x).
Remark 4.4. When Σ is the unit sphere, if we take two sequences {b(1)k }, b(1)k = k2 and {b(2)k },
b
(2)
k = k, our Fourier multiplier defined in Definition 4.3 retreats to the boundary values of the
photogenic Cauchy integral in the hyperbolic unit sphere which was studied in [7, Chapter 6].
See Example 1.1.
Now for k  0, we define
P˜ (k)
(
y−1x
)= ∣∣y−1x∣∣kC+n+1,k(ξ, η) and P˜ (−k−1)(y−1x)= ∣∣y−1x∣∣−k−nC−n+1,k(ξ, η).
Then the projection operators Pk and Qk can be represented as
Pk(f )(x) = 1
Ωn
∫
Σ
P˜ (k)
(
y−1x
)
E(y)n(y)f (y) dσ (y),
Qk(f )(x) = 1
Ωn
∫
Σ
P˜ (−k−1)
(
y−1x
)
E(y)n(y)f (y) dσ (y).
If we denote by φ˜(y−1x) =∑∞−∞ bkP˜ (−k)(y−1x) the kernel functions of the multiplier operators
M(b ) in Definition 4.3, we get the following estimate.k
1434 P. Li et al. / Journal of Functional Analysis 261 (2011) 1415–1445Theorem 4.5. Let ω ∈ (arctan(N), π2 ) and b ∈ Hs(Scω). Then the kernel function φ˜(y−1x)E(y)
associated with the sequence {bk} in the manner given above is monogenically defined in an open
neighborhood of Σ ×Σ \ {(x, y): x = y}. Moreover, in the neighborhood,
∣∣φ˜(y−1x)∣∣ C|1 − y−1x|n+s .
Proof. The proof of this theorem is similar to that of [17, Proposition 7]. We omit the detail. 
For f ∈ A, the above introduced multiplier M(bk) is well defined. For b ∈ Hs(Scω), we con-
sider the multiplier Mr(bk)(f )(x) which is defined by
Mr(bk)(f )(x) =
∞∑
k=0
bkPk(f )(rx)+
∞∑
k=0
b−k−1Qk(f )
(
r−1x
)
, ρ − s < |x| < l + s,
where x ∈ Σ , r ≈ 1 and r < 1.
We denote by M1 and M2 the two sums in above expression of Mr(bk). Because b ∈ Hs(Scω),
b is bounded near the origin and |b(z)| |z|s when |z| > 1. We deduce that |b(z)| |z|s < |z|s1
when |z| > 1. Hence b ∈ Hs1(Scω) for s1 = [s] + 1. We write b1(z) = z−s1b(z) and see that
|b1(z)| |b(z)/zs1 | C implies b1(z) ∈ H∞(Scω) which is defined by
H∞
(
Scμ,±
)= {b :Scμ,± → C: b is holomorphic and satisfies ∣∣b(z)∣∣ Cν
in every Scν,±, 0 < ν <μ
}
,
and
H∞
(
Scμ
)= {b :Scμ → C: b± = bχ{z∈C: ±Re z>0} ∈ H∞(Scμ,±)},
where the sectors Scμ,± and Scμ.
For M1, |bk| = |b(k)|  ks1 , we take b1(z) = z−s1b(z). It is easy to see that b1(z) is also
holomorphic in Scω. Then we have
M1 =
∞∑
k=0
bkPk(f )(rx) =
∞∑
k=0
b1,kk
s1Pk(f )(rx),
where b1,k = b1(k) = bkks1 . Because the spaces Mk is the eigenspace of the left spherical Dirac
operator Γξ , we have ΓξPk(f )(rx) = kPk(f )(rx) and
M1 =
∞∑
k=0
b1,kΓ
s1
ξ Pk(f )(rx) = Γ s1ξ
( ∞∑
k=0
b1,kPk(f )(rx)
)
.
According to a result of [6], we give another expression of Pk(f ).
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Ωn
∫
Σ
P˜ k
(
y−1rx
)
E(y)n(y)f (y) dσ (y)
= 1
Ωn
∫
Σ
∑
|α|=k
Vα(rx)Wα(y)n(y)f (y) dσ (y),
where we used the Cauchy–Kovalevska extension
P˜ (k)
(
y−1x
)
E(y) =
∑
|α|=k
Vα(x)Wα(y),
where Vα(x) ∈ Mk and Wα(y) ∈ M−n−k (see [6, Chapter 2, (1.15)]). By the above relation, we
have
ΓξPk(f )(x) = 1
Ωn
∫
Σ
∑
|α|=k
(ΓξVα)(x)Wα(y)n(y)f (y) dσ (y)
= 1
Ωn
∫
Σ
∑
|α|=k
kVα(x)Wα(y)n(y)f (y) dσ (y)
= 1
Ωn
∫
Σ
∑
|α|=k
k
n+ k − 2Vα(x)(n+ k − 2)Wα(y)n(y)f (y) dσ (y)
= k
(n+ k − 2)Ωn
∫
Σ
∑
|α|=k
Vα(x)(ΓηWα)(y)n(y)f (y) dσ (y).
Because of the fast decay of the Fourier expansions of functions in A, we have, by integration
by parts,
M1 =
∞∑
k=1
b1,kk
s1Pk(f )(rx)
=
∞∑
k=1
b1,k
(
k
n+ k − 2
)s1 rk
Ωn
∫
Σ
∑
|α|=k
Vα(x)
(
Γ s1η Wα
)
(y)n(y)f (y) dσ (y)
=
∞∑
k=1
b1,k
(
k
n+ k − 2
)s1 rk
Ωn
∫
Σ
∑
|α|=k
Vα(x)Wα(y)n(y)
(
Γ s1η f
)
(y) dσ (y).
Because |b1,k( kn+k−2 )s1 |  C, if we denote b1,k( kn+k−2 )s1 by b1,k again, we get the singular
integral expression of M1 as follows
M1 =
∞∑
k=1
b1,k
1
Ωn
∫
P˜ k
(
y−1rx
)
E(y)n(y)
(
Γ s1η f (y)
)
dσ(y)Σ
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Ωn
∫
Σ
( ∞∑
k=1
b1,kP˜
k
(
y−1rx
))
E(y)n(y)
(
Γ s1η f (y)
)
dσ(y)
= 1
Ωn
∫
Σ
φ˜1
(
y−1rx
)
E(y)n(y)
(
Γ s1η f (y)
)
dσ(y).
Similarly, for the term M2, by the Cauchy–Kovalevska extension again [6, Chapter II, (1.16)],
we have
M2 =
∞∑
k=0
b−k−1Qk(f )
(
r−1x
)
=
∞∑
k=0
b−k−1
(k + 1)s1
(
k + 1
k
)s1 1
Ωn
∫
Σ
∑
|α|=k
Wα
(
r−1x
)
ks1V α(y)n(y)f (y) dσ (y)
=
∞∑
k=0
b−k−1
(k + 1)s1
(
k + 1
k
)s1 1
Ωn
∫
Σ
∑
|α|=k
Wα
(
r−1x
)(
Γ s1η V α
)
(y)n(y)f (y) dσ (y)
=
∞∑
k=0
b−k−1
(k + 1)s1
(
k + 1
k
)s1 1
Ωn
∫
Σ
∑
|α|=k
Wα
(
r−1x
)
V α(y)n(y)
(
Γ s1η f
)
(y) dσ (y).
As before, we still write the term b−k−1
(k+1)s1 (
k+1
k
)s1 as b−1−k and get the singular integral expression
of M2 as follows
M2 =
∞∑
k=0
b−k−1
1
Ωn
∫
Σ
P˜−k−1
(
y−1r−1x
)
E(y)n(y)
(
Γ s1η f
)
(y) dσ (y)
= 1
Ωn
∫
Σ
( ∞∑
k=0
b−k−1P˜−k−1
(
y−1r−1x
))
E(y)n(y)
(
Γ s1η f
)
(y) dσ (y)
= 1
Ωn
∫
Σ
φ˜2
(
y−1r−1x
)
E(y)n(y)
(
Γ s1η f (y)
)
dσ(y).
Finally we rewrite the multiplier Mr(bk)(f )(x) as
Mr(bk)(f )(x) = limr→1−
1
Ωn
∫
Σ
(
φ˜1
(
y−1rx
)+ φ˜2(y−1r−1x))E(y)n(y)(Γ s1ξ f )(y) dσ (y),
where we have used the fact that the series defining Mrbk (f ) uniformly converges as r → 1− for
f ∈ A.
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Theorem 4.6. If b ∈ Hs(Scω), then for f ∈ A and x ∈ Σ , we have
M(bk)(f )(x) = lim
r→1−
1
Ωn
∫
Σ
(
φ˜1
(
y−1rx
)+ φ˜2(y−1r−1x))E(y)n(y)(Γ s1ξ f )(y) dσ (y)
= lim
ε→0
1
Ωn
{ ∫
|y−x|>ε,y∈Σ
[
φ˜1
(
y−1x
)+ φ˜2(y−1x)]E(y)n(y)(Γ s1ξ f )(y) dσ (y)
+ (φ˜1(ε, x)+ φ˜2(ε, x))f (x)}.
Here
φ˜1(ε, x) =
∫
S(ε,x,+)
φ˜1
(
y−1x
)
E(y)n(y) dσ (y)
and
φ˜2(ε, x) =
∫
S(ε,x,−)
φ˜2
(
y−1x
)
E(y)n(y) dσ (y),
where S(ε, x,±) is the part of the sphere |y − x| = ε inside or outside Σ depending on the index
of φ˜i taking i = 1 or i = 2.
Proof. The proof of this theorem is similar to that of the classical Plemelj formula for Cauchy
integral. For simplicity, we only consider
lim
r→1− I = limr→1−
1
Ωn
∫
Σ
φ˜1
(
y−1rx
)
E(y)n(y)
(
Γ
s1
ξ f
)
(y) dσ (y).
Another integral can be dealt with similarly. For a fixed ε > 0, the above integral I can be divided
into three parts as follows:
I = 1
Ωn
∫
Σ
φ˜1
(
y−1rx
)
E(y)n(y)
(
Γ
s1
ξ f
)
(y) dσ (y)
= 1
Ωn
∫
y∈Σ,|y−x|>ε
φ˜1
(
y−1rx
)
E(y)n(y)
(
Γ
s1
ξ f
)
(y) dσ (y)
+ 1
Ωn
∫
y∈Σ,|y−x|ε
φ˜1
(
y−1rx
)
E(y)n(y)
[(
Γ
s1
ξ f
)
(y)− (Γ s1ξ f )(x)]dσ(y)
+ 1
Ωn
∫
y∈Σ,|y−x|ε
φ˜1
(
y−1rx
)
E(y)n(y) dσ (y)
(
Γ
s1
ξ f
)
(x)
=: I1 + I2 + I3,
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Let r → 1−, the term I1 tends to
1
Ωn
∫
y∈Σ,|y−x|>ε
φ˜1
(
y−1x
)
E(y)n(y)
(
Γ s1η f
)
(y) dσ (y).
For the term I2, because f ∈ A implies Γ s1ξ f is a Lipschitz function, we have
lim
ε→0 limr→1− I2 = limr→1− limε→0
∫
y∈Σ,|y−x|ε
φ˜1
(
y−1rx
)
E(y)n(y)
[(
Γ
s1
ξ f
)
(y)− (Γ s1ξ f )(x)]dσ(y) = 0.
At last we estimate the term I3. By Cauchy’s theorem, for fixed ε > 0, we have
lim
r→1− I3 = limr→1−
∫
y∈Σ,|y−x|ε
φ˜1
(
y−1rx
)
E(y)n(y) dσ (y)
(
Γ
s1
ξ f
)
(x) = φ˜1(ε, x)
(
Γ
s1
ξ f
)
(x).
This completes the proof. 
We obtain the L2 boundedness of the Fourier multipliers by the Hardy spaces of monogenic
functions on starlike Lipshcitz surfaces. This idea was pioneered by R. Coifman and Y. Meyer
in [4] and used by T. Qian in [18,20,21].
As a useful tool in the research on the boundary value problem on the non-smooth domains,
the theories of Hardy spaces on Lipschitz curves and surfaces have attracted the attention of
many mathematicians. In the 1980s, D. Jerison and C. Kenig consider the complex variable case
in [11,10]. In M. Mitrea’s book [16], the theory of Clifford monogenic Hardy spaces on higher
dimensional Lipschitz graphs is introduced.
Let  and c be the bounded and unbounded connected components of Rn1 \ Σ . For α > 0,
define the non-tangential approach regions Λα(x) and Λcα(x) to a point x ∈ Σ to be
Λα(x) =
{
x ∈ , |y − x| < (1 + α)dist(y,Σ)}
and
Λcα(x) =
{
y ∈ c, |y − x| < (1 + α)dist(y,Σ)}.
Let f be defined in  (c). The interior (exterior) non-tangential maximal function Nα(f ) is
defined by
Nα(f )(x) = sup
{∣∣f (y)∣∣: y ∈ Λα(x) (y ∈ Λcα(x))}.
For 0 <p < ∞, the Hardy space Hp()(Hp(c)) is defined by
Hp() = {f : f is left monogenic in , and Nα(f ) ∈ Lp(Σ)},
Hp(c)= {f : f is left monogenic in c, and Nα(f ) ∈ Lp(Σ)}.
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a function is equivalent to the Lp norm of its non-tangential limit on the boundary. A similar
conclusion holds for the space Hp(c). Precisely, if f ∈ Hp() for p > 1, we have
C1‖f ‖Hp()  ‖f ‖Lp(Σ)  C2‖f ‖Hp().
If f ∈ Mk with k = −1,−2, . . . ,−n+1, we have Γξf (ξ) = kf (ξ) because Mk is the subspace
of k-homogeneous left monogenic functions. For f ∈ A, we define Γ (f |Γ ) to be the restriction
on Γ of the monogenic extension of Γξ (f |S
R
n
1
), then the definition of Γξ can be extended to
Γξ : A → A.
It is well known that, for p = 2, the above Hardy spaces H2() and H2(c) have an equiva-
lent characterization of the higher order g-functions. Taking H2() for example, we have
Proposition 4.7. (See [16,10].) Suppose that f ∈ H2(). Then the norm ‖f ‖H2() is equivalent
to the norm ( 1∫
0
∫
Σ
∣∣(Γ jξ f )(sx)∣∣2(1 − s)2j−1 dσ(x)dss
)1/2
, j = 1,2, . . . .
As two subspaces of L2(Σ), we can prove Hardy space H2() and H2(c) are orthogonal
with each other. We state this property in the following proposition.
Proposition 4.8. (See [5].) Suppose that f ∈ L2(Σ). Then there exist f+ ∈ H2() and f− ∈
H2(c) such that their non-tangential boundary limits, still denoted by f+ and f−, respectively,
lie in L2(Σ), and f = f+ + f−. The mapping f → f± are continuous on L2(Σ).
In [7], D. Eelbode studied the boundary value of the photogenic Cauchy transform CαP on
the hyperbolic unit sphere. The occurrence of the factors k2Pk(f ) and k2Qk(f ) in Example 1.1
implies that the boundary value CαP [f ]↑ of CαP is not a bounded operator from L2(Sm−1) to
itself. As an alternative, if we restrict the functions into some smaller subspaces of L2(Sm−1),
we can get the corresponding boundedness.
Now we give the main result of this paper.
Theorem 4.9. Let ω ∈ (arctan(N), π2 ). If b ∈ Hs(Scω), s > 0, then with the convention b(0) = 0,
the multiplier defined in Definition 4.3 can be extended to a bounded operator from W 2,s1Γξ (Σ) to
L2(Σ), where s1 = s. Moreover, for the operator norm of the multiplier ‖ · ‖op , we have
‖M(b(k))‖op  Cν
∥∥∥∥ b|z + 1|s
∥∥∥∥
L∞(Scν )
, arctanN < ν < ω.
Proof. Because f ∈ W 2,s1Γξ (Σ) ⊂ L2(Σ), by Proposition 4.8, we have for such an f , f = f+ +
f−, where f+ ∈ H2() and f− ∈ H2(c) such that∥∥f±∥∥ 2  CN‖f ‖ 2,s1 .L (Σ) W (Σ)
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Mb±f
±(x) = lim
r→−
∫
Σ
φ˜±
(
r±1y−1x
)
E(y)n(y)f (y) dσ (y), x ∈ Σ.
Hence it sufficient to prove ∥∥Mb±f±∥∥H2  CN∥∥Γ s1ξ f±∥∥H2 .
We prove the above inequality for the part f+ and omit the symbol “+” in the sequel for sim-
plicity. The treatment of f− is the same as that of f+.
By Theorem 4.5, for b ∈ Hs(Scω), we have
∣∣φ˜(y−1x)∣∣ C|1 − y−1x|n+s .
Therefore we have, by Hölder’s inequality,
∣∣Γ 1+s1ξ Mbf (x)∣∣

( ∫
Σ√t
∣∣φ(y−1x)∣∣dσ(y)|y|n
)1/2( ∫
Σ√t
∣∣φ(y−1x)∣∣∣∣Γ s1+1ξ f (y)∣∣2 dσ(y)|y|n
)1/2
 C
( ∫
Σ√t
1
|1 − y−1x|n+s
dσ (y)
|y|n
)1/2( ∫
Σ√t
1
|1 − y−1x|n+s
∣∣Γ s1+1ξ f (y)∣∣2 dσ(y)|y|n
)1/2
.
By change of variable, we can get
∣∣Γ 1+s1ξ Mbf (x)∣∣ C(∫
Σ
1
[(1 − √t )2 + θ20 ]
n+s
2
dσ(y)
)1/2
×
(∫
Σ
1
[(1 − √t )2 + θ20 ]
n+s
2
∣∣Γ 1+s1ξ f (y)∣∣2 dσ(y))1/2,
where the integral in the last inequality satisfies
∫
Σ
1
[(1 − √t )2 + θ20 ]
n+s
2
dσ(y)
π∫
0
sinn−1 θ0
[(1 − √t )2 + θ20 ]
n+s
2
dθ0 
1
(1 − √t )s .
Hence by the equivalent characterization given in Proposition 4.7, we have
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
1∫
0
∫
Σ
∣∣Γ 1+s1ξ Mbf (tx)∣∣2(1 − t)2s1+1 dσ(x)dtt

1∫
0
∫
Σ
1
(1−√t )s
(∫
Σ
1
[(1−√t )2 + θ20 ]
n+s
2
∣∣Γ 1+s1ξ f (√ty)∣∣2 dσ(y))(1−√t )2s1+1 dσ(x)dtt

1∫
0
∫
Σ
∣∣Γ 1+s1ξ f (√ty)∣∣2(∫
Σ
(1 − √t )s
[(1 − √t )2 + θ20 ]
n+s
2
dσ(x)
)
(1 − √t ) dσ (y)dt
t

1∫
0
∫
Σ
∣∣Γξ (Γ s1ξ f )(√ty)∣∣2(1 − √t ) dσ (y)dtt

∥∥Γ s1ξ f ∥∥H2(),
where we have used the facts (1−√t )2s1+1−s = (1−√t )1+s+2s1−s  (1−√t )1+s for t ∈ (0,1)
and ∫
Σ
(1 − √t )s
[(1 − √t )2 + θ20 ]
n+s
2
dσ(x) (1 − √t )s 1
(1 − √t )s  C
in the forth inequality and Proposition 4.7 in the last one. This completes the proof of Theo-
rem 4.9. 
For the classical convolution singular integral operators Tφ on Rn, one of basic facts is the
endpoint estimate, that is the weak type (1,1) boundedness. We call an operator T is of weak
type (1,1) boundedness on Σ if the following inequality holds for all λ > 0,∣∣{x ∈ Σ : ∣∣T (f )(x)∣∣> λ}∣∣ C
λ
‖f ‖1.
In other words, we say the operator is bounded from L1 to the weak type space WL1. This is also
the case on the finite and infinite Lipschitz graphs. We can refer to [13,12,21] and the references
therein. By this weak boundedness, we can use the interpolation theory and the duality of the
operators to get the Lp boundedness of Tφ . In the rest of this section, we study the endpoint
estimate of the Fourier multipliers.
Theorem 4.10. Let ω ∈ (arg(N), π2 ). If b ∈ Hs(Scω), s > 0 and b(0) = 0. Then the multipliers
M(bk) defined by
M(bk)(f )(x) =
∞∑
k=0
bkPk(f )(x)+
∞∑
k=0
b−k−1Qk(f )(x)
are weak type bounded from W 1,s1(Σ) to WL1(Σ), where s1 = s.Γξ
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∣∣∣∣ C with C a constant.
On the other hand, b ∈ Hs(Scω) implies b is holomorphic in Scω. Then z−sb(z) is also a holomor-
phic function in Scω. Now for the Fourier multipliers M(bk), we have
M(bk)f (x) =
∞∑
k=0
bkPk(f )(x)+
∞∑
k=0
b−k−1Qk(f )(x)
= I + II.
For the sake of convenience, we deal with the term I for example. As before, the term I can be
represented as
I = 1
Ωn
∫
Σ
φ˜
(
y−1x
)
E(y)n(y)f (y) dσ (y).
If we write b(z) = zs1b1(z) with b1(z) ∈ H∞(Scω), then the corresponding sequence is {b1,k}
with the elements bk = ks1b1,k . Hence we can rewrite the term I as follows
I =
∞∑
k=0
b1,kk
s1Pk(f )(x).
The kernel associated with Mb1,k is denoted by φ˜1(y−1x)E(y) and satisfies the estimate
Γξ
(
φ˜1
(
y−1x
))
E(y) =
∞∑
k=1
kb1(k)P˜
(k)
(
y−1x
)
E(y),
then we have, by integration by parts,
I = 1
Ωn
∫
Σ
Γ
s1
ξ
(
φ˜1
(
y−1x
))
E(y)n(y)f (y) dσ (y)
= 1
Ωn
∫
Σ
φ˜1
(
y−1x
)
E(y)n(y)Γ s1η (f )(y) dσ (y).
As before, if we take s = 0 in Theorem 4.5, φ˜1(y−1x) satisfies∣∣φ˜1(y−1x)∣∣ C|1 − y−1x|n .
Therefore the multiplier Mb1,k comes back to an H∞-Fourier multiplier on starlike Lipschitz
graphs and is of the weak type (1,1) boundedness. Then we have
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 C
λ
∥∥Γ s1ξ f ∥∥L1 .
This completes the proof of this theorem. 
At last, we consider the boundedness of the Fourier multipliers for the case s < 0. Let −n <
s < 0 and {bk} is a sequence which satisfies |bk| ks . We define the Fourier multiplier operator
M(bk) as follows:
M(bk)(f )(x) =
∞∑
k=1
bkPk(f )(x)+
∞∑
k=1
b−k−1Qk(f )(x).
Similar to the case s > 0, we can represent this multiplier as
M(bk)(f )(x) =
1
Ωn
∫
Σ
φ˜
(
y−1x
)
E(y)n(y)f (y) dσ (y).
Here x ∈ Σ and φ˜(y−1x) = (∑∞k=1 +∑−1−∞)bkP˜ (k)(y−1x), where P˜ (k) are the polynomials de-
fined by
P˜ (k)
(
y−1x
)= ∣∣y−1x∣∣kC+n+1,k(ξ, η)
and
P˜ (−k−1)
(
y−1x
)= ∣∣y−1x∣∣−k−nC−n+1,k(ξ, η).
To obtain the boundedness of the multipliers, we need estimate the function φ˜(x). By the method
of Theorem 3.7, we can prove the kernel φ(x) =∑∞k=−∞ bkP k(x) satisfies
∣∣φ(x)∣∣ C|x|s|1 − x|n+s , where x ∈ Hω,
then for the kernel φ˜(y−1x) defined above, we can apply the method of [17, Proposition 7] to get
∣∣φ˜(y−1x)∣∣ C|y−1x|s|1 − y−1x|n+s .
For every two points x1, x2 on the starlike Lipschitz surface, we have x−12 x1 ∈ Hω, that is, there
exist two constants C1, C2 such that C1  |x−12 x1| C2. Then for every two points x1, x2 ∈ Σ ,
the equality
|x1| =
∣∣x2x−1x1∣∣= |x2|∣∣x−1x1∣∣2 2
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surface are approximately a constant associated with Σ , which is denoted by CΣ . Hence we can
get the estimate
∣∣φ˜(y−1x)E(y)n(y)∣∣ C|y−1x|s|1 − y−1x|n+s 1|y|n
 C|x|
s
|y − x|n+s
 CΣ|y − x|n+s .
Because the Lipschitz surface Σ is a special case of the space of homogeneous type, our Fourier
multipliers M(bk)f (x) can be regarded as the fractional integral operators on the surface Σ . By
the classical theory of the fractional integral in the space of homogeneous type, we can get the
Lp–Lq boundedness of the Fourier multipliers as follows.
Theorem 4.11. Let −n < s < 0 and 1  p < q < ∞ with 1
q
= 1
p
+ s
n
. If b(z) ∈ Hs(Scω), the
Fourier multiplier on starlike Lipschitz surface defined by
M(bk)f (x) =
∞∑
k=1
bkPk(f )(x)+
∞∑
k=1
b−k−1Qk(f )(x),
where bk = b(k) is bounded from Lp(Σ) to Lq(Σ).
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