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Introduction
The primary aim of the paper is to analyze the link between firm-level innovation activity and productivity. Endogenous growth theory suggests, firstly, that technological progress is endogenous and driven by the deliberate investment of resources by profit-seeking firms (Smolny, 2000) and, secondly, that a firm's innovation activity is central to its technological progress and productivity growth. The direction of causality therefore has to run from higher productivity to higher innovative activity (propensity to innovate) and consequently from higher innovative activity (propensity to innovate) to higher productivity growth.
One of the most influential studies on innovation and productivity growth is that of Crepon, Duguet, and Mairesse (CDM, 1998) , who combine a knowledge-production function, relating R&D activity to patenting or innovative activities, with economic performance as measured by labor productivity. The paper by Crepon et al. (1998) has influenced a new and burgeoning literature on the relationship between innovation output and firm performance. The main finding of these studies is that, regardless of how performance is measured, innovation output positively and significantly affects firm performance. The exception to this is the study by Klomp and van Leeuwen (2001) that finds a negative but insignificant effect of innovation output on employment growth. Studies have been done on developing countries as well. Two of these, Benavente (2006) on Chile and Mohnen (2006) on Tanzania, show that innovation output (or R&D activity) does not influence firm performance. The findings of Jefferson et al. (2002) for China are more optimistic.
Some of the studies distinguish between product and process innovations. The findings of Harrison et al. (2005) , Griffith et al (2006) , Parisi et al. (2006) , and Hall et al. (2007) tend to demonstrate that process innovations have labor displacement effects and are therefore expected to result in significant productivity growth, while, due to the demand effect, product innovations may likely cause employment growth and, thus, may not result in significant productivity growth.
So far, with some notable exceptions (Parisi et al. 2006 , Hall et al. 2007 4 ), the vast majority of the relevant empirical work focuses on the first part of the causality equation only, i.e. on the link between innovation and firm productivity levels. Our paper, instead, takes into account both aspects of productivity-innovation nexus. We first empirically establish the causal relationship from productivity level to propensity to innovate, while in the second step we focus on the impact of successful innovation on firm productivity growth.
Our empirical strategy is as follows. In order to examine the productivity (productivity growth)-innovation nexus, we combine firm-level innovation data taken from Community Innovation Survey (CIS) with accounting data for a large sample of Slovenian firms in the period 1996-2002. We apply the CDM approach to establish the knowledge-production function of Slovenian firms by simultaneously linking the research capital equation with both the innovation equation and the productivity equation. In the second step, we then study the impact of innovation on firms' productivity growth. We apply two different econometric methods. First, we apply ordinary least squares (OLS) on first-differenced data by taking as our main measure of innovation variable either the innovation variable from the CIS or the probabilities to innovate estimated by using the CDM approach in the first step. In addition, as a robustness check, we use nearest neighbor matching in order to match innovating and non-innovating firms with similar characteristics and then perform average treatment tests of the impact of innovation on performance of innovating firms as compared to the performance of non-innovating firms. We also distinguish between product and process innovations and control for sectoral differences and within sector heterogeneity.
We find robust evidence of a positive link between firm productivity levels and their propensity to innovate, while support for a positive correlation between innovation activity and productivity growth was less conclusive as it depended on different econometric approaches employed. OLS estimates seem to provide some empirical support for a positive impact of innovation on productivity growth. Further empirical tests, however, reveal that these results are mainly due to the exceptional performance of a specific group of services firms in the fourth quintile with respect to size, productivity and R&D propensity measure. Estimates based on the matching techniques do not reveal any significant positive effects of innovation on labor productivity growth, regardless of the period after the innovation was made. Results do not differ neither between subsamples of manufacturing and services firms nor between samples of firms classified by size. In addition, results do not reveal any difference in the effects of product or process innovations. Both types of innovations bring about a reduction of employment, however, little evidence is found in favor of innovations -be it product or processpositively affecting productivity growth.
The remainder of the paper is structured as follows. Section two provides the theoretical background on R&D, innovation, and firm performance. Section three briefly discusses the extent and determinants of the innovation activity of Slovenian firms. Section four applies the CDM approach to Slovenian data in order to estimate consistently the probabilities to innovate, while section five provides estimations of the effect of innovation activity on firms' productivity growth by using two different empirical methods. The last section presents the conclusions. Griliches (1979) was the first to introduce R&D capital stock as a factor of production into the residual computation framework pioneered by Solow (1957) . In this approach, R&D activities add to the existing stock of accumulated knowledge of firms, leading to productivity growth through product and process innovation. Romer's (1990) model predicts a link between R&D activity and productivity growth, and Cohen and Leventhal (1989) point to the importance that R&D activity can have in absorbing technology produced in other firms. Studies of the relationship between knowledge creation and productivity appear at different levels of aggregate (economy, sector, firm) depending on the objective of the analysis. Early models developed by economists affiliated with the NBER incorporate a variable that captured the 'economically valuable technological knowledge', or what Griliches (1979) termed 'knowledge capital' and said very little regarding what knowledge is, or regarding how it becomes important for innovation and growth. These models focused 5 Relevant reviews of the literature include Nadiri (1991) , Griliches (1992) , Mairesse and Mohnen, (1995) , Cincera (1998) , and Wieser (2005) . mainly on the relationship between R&D activity and productivity growth within a production function framework (Wieser, 2005 ) that includes 'knowledge capital' in addition to the traditional inputs. It is the elasticities of output with respect to each of the inputs that will matter most for the analysis. Studies of the direct relation between R&D and firm performance give mixed results.
Theoretical background: R&D, innovation activity, and firm performance
6 These include Schankerman (1981) and Griliches (1980 Griliches ( , 1986 on the value-added of U.S. firms in selected industries in 1963 and 1972 , respectively, Griliches and Mairesse (1984 on sales of U.S firms from 1966 to 1977 , Cuneo and Mairesse (1984 on French scientific firms from 1972 to 1977, Hall and Mairesse (1995) and Mairesse and Hall (1996) on sales and value-added in U.S. and French firms in the 1980s, Bartelsman, et al. (1998) on value-added in Dutch firms in the late 1980s, Cincera (1998) with regard to the world from 1987 to 1994, O'Mahoney and Vecchi (2000) on sales of U.S., European, and Japanese firms in the mid-1990s. Wieser (2005) carries out a meta-analysis of these studies and provides five conclusions:
1. Despite considerable variation across studies, the analysis suggests a strong and positive relationship between R&D expenditures and the growth of output or total factor productivity. 2. Studies confirm that firms accrue spillover benefits from R&D activity in other firms.
They also suggest that spillovers between industries are more important than those within industries. 3. There is considerable variation in the rates of return on R&D activity within firms, but no apparent trend across industries. 4. It is not clear whether the relationship between R&D activity and firm performance is strengthening or weakening over time. 5. The rates of return on R&D activity are similar across countries. Pakes and Griliches (1984) developed a variant of this framework in which changes in knowledge capital, defined as the level of economically valuable technological knowledge, are unobservable, which allows for the inclusion of several interrelated innovation inputs. Crepon et al. (1998) extended this model to explore the channels through which R&D activity influenced innovation and productivity growth for a crosssection of firms in the French manufacturing sector for 1992. The model combines a knowledge-production function, relating R&D activity to patenting or innovative activities, with economic performance as measured by labor productivity. It contains a system of three simultaneous equations where R&D activity and other factors generate new knowledge, which then propels innovation (output) and finally productivity growth. Other supply and demand factors as well as sectoral differences and unobserved heterogeneity are also included in the model to improve its explanatory power. One novel aspect of the model is that the authors incorporated indicators derived from a French innovation survey into the framework. They found evidence in support of a positive effect on R&D activity and innovation output measured by patent numbers, as well as a positive and significant effect on the value-added per employee of French firms.
The paper by Crepon et al. (1998) has influenced the growing literature on the relationship between innovation output and firm performance. Firm performance variables may include value-added, sales or exports per worker, sales per worker, and the growth rate of value-added, sales, profitability, or employment, and sales margin, profit 6 There is also group of studies that focus on the rate of return on R&D activity at the firm level. These include Mansfield (1980) and Link (1981 Link ( , 1983 on the United States, Griliches and Mairesse (1983 on the United States, France, and Japan, Hall and Mairesse (1995) on France, and Cincera (1998) on the world. before and after depreciation (in level and growth rates). The main finding of these studies is that, regardless of how performance is measured, innovation output positively and significantly affects firm performance, with the exception of the study by Klomp and van Leeuwen (2001) , which found a negative but insignificant effect of innovation output on employment growth (Hall and Mairesse, 2006; Raymond et al., 2006) . Lööf and Heshmati (2006) performed a sensitivity analysis of the different measures of firm performance and found the same pattern of positive and significant effect of innovation output on firm performance.
Similar results are found in other papers. Mohnen et al. (2006) estimated the relationship between innovation output and firm performance by using micro-aggregated data from seven countries (Belgium, Denmark, Ireland, Germany, the Netherlands, Norway, and Italy) for 1992. They also observed that firm productivity correlates positively with higher innovation output, even when correcting for the skill composition of labor and capital intensity, but they also found that simultaneity tends to interact with selectivity, and that both sources of biases must be taken into account together.
7 Griffith et al. (2006) estimated a variation of the model for four European countries (France, Germany, Spain, and the UK), using firm-level data from CIS3 carried out in 2000. This model differentiates between the labor displacement effect of process innovation and the compensation effect caused by higher demand. They found that job loss due to process innovation is partly compensated for by the displacement effect and that there is no evidence of a displacement effect when there is product innovation, even when old products are no longer produced. Although they find that the results are similar across these four countries, the employment effects are different. For example, there is no sign of a displacement effect from process innovations in Spain, whereas product innovation generates more employment in Germany and less in the UK. Similarly, Parisi et al. (2006) found that process innovations significantly impacted the productivity growth of Italian firms in the late 1990s, while product innovations had a much less significant effect. A common explanation for this may be the different displacement and compensation effects of product and process innovations. As shown by Harrison et al (2005) and Hall et al. (2007) , due to demand effect, product innovation may likely result in employment growth, while process innovation is likely to have labor saving effects.
Other papers, including Lööf et al. (2002) , showed that there was considerable variation between Finland, Norway, and Sweden in the early 1990s. They argue that this variation may be due to data errors, the econometric model (3SLS), model specifications, or unobservable country effects. Using CIS data from France in 1993, Duguet (2000) shows that strongly innovative firms are much more likely to improve their TFP than weaker firms, and that the return on innovation increases with the degree of innovation opportunities that firms have. The model also shows that the Solow residual at the industry level is linked to radical innovations at the firm level. Janz et al. (2004) pooled observations from Germany and Sweden to show that there is a strong link between innovation output and sales per employee in knowledge intensive manufacturing firms independent of the country. Using data on the Netherlands from 1997, van Leeuwen and Klomp (2006) show that the impact of innovation differs between measures of firm performance and that additional information on the technological environment of the firm can improve the estimation. Mohnen and Therrien (2003) compared Canada with selected European countries in the late 1990s and found Canadian firms were more innovative as a 7 Mohnen, et al. (2006) use a generalized tobit model together with a variation of the production accounting framework and include size, industry, ownership type, continuous R&D, cooperative R&D, R&D intensity, proximity to basic research, and perceived competition as independent variables.
whole, but with a lower share of sales from innovative products for its innovative firms. These results led the authors to suggest that the national samples may not be representative and that differences in the questionnaire or perceptions of the questionnaire matter. Criscuolo and Haskel (2002) used a matched innovation survey and Census data to investigate the link between innovation and productivity growth in the UK. They found a statistically significant association between (process) innovations and TFP growth.
Lately, there have also been studies looking at the impact of innovative activity in less developed countries. Benavente (2006) applied the Crepon et al. (1998) model and estimating procedures to Chile during the period 1995 to 1998. He found that R&D and innovative activities are related to firm size and market power, but that innovation output (or R&D activity) does not influence firm performance. By contrast, Jefferson et al. (2002) showed that there is a strong relationship between R&D intensity and new product sales and returns on R&D expenditure after correcting for size, industry, profitability, and market concentration. Using data from the World Bank Investment Climate Survey covering the years 2000 to 2002, Mohnen (2006) showed that innovation output (or R&D activity) did not influence firm performance in Tanzania, but that the institutional arrangements had an important impact.
These robust conclusions suggest there might be a persistence of innovation which is important to many of the neoclassical endogenous growth models (Romer, 1990; Aghion and Howitt, 1992) and the Schumpeterian inspired evolutionary models (Malerba and Orenigo, 1996) . Studies of input measures by Manez Castillejo et al. (2004) and Peters (2005) and of output measures by Duguet and Monjon (2002) found the persistence in innovation activities to be high between R&D and innovation survey data, whereas they tend to be lower with patent and major innovations (Raymond et al., 2006) . Raymond et al. (2006) tested the persistence of innovation using Dutch firm data from three waves of innovation surveys, covering the periods 1994-1996, 1996-1998, and 1998-2000 . Using a dynamic panel data type 2 tobit model that accounts for individual effects and handles the initial conditions problem, they found that there is no evidence of true persistence in achieving technological product or process innovations, while past shares of innovative sales condition, albeit to a small extent, current shares of innovative sales.
The extent and determinants of firms' innovation activity in Slovenia
Firms' innovation activity in the European Union member states is measured in a standard manner by the so called Community Innovation Surveys (CIS). In Slovenia, CIS surveys are conducted by the Slovenian statistical office every even year, starting in 1996. We have at our disposal four waves of innovation surveys, covering the periods 1994-1996, 1996-1998, 1998-2000, and 2000-2002) . These innovation surveys are carried out among a wide sample of manufacturing and non-manufacturing firms with no restrictions put on the actual R&D activity by these firms. The number of firms covered by the innovation survey increased constantly during the 1996-2002 period (stratified random sampling, see Table 1 ). Hence, these surveys allow for a broad picture of determinants of innovation activity and its impact on the performance of Slovenian firms. Table 1 reveals that the rate of innovation activity, which captures both product innovation and process innovation, is comparatively low in Slovenia. Only about 20% of Slovenian firms innovate, i.e. claimed to have conducted at least one innovation with respect to products and services or regarding the innovation of processes in the respective 2-year period. What is striking is the negative trend of the innovation activity of Slovenian firms, which shows that the share of innovative Slovenian firms shrunk from 1998 to 2002.
8 This is predominantly due to the low innovation activity of domestic firms (only 17% of domestically owned firms are innovative). Among foreign owned firms (firms with 10% or higher foreign equity share) the share of innovative firms is twice as high as in domestic firms. This indicates a more competitive and innovation conducive environment in foreign owned firms. Still, higher innovation activity by foreign owned firms is not necessarily backed by their higher own R&D expenditures (relative to total sales). The fact is that in the 2000 innovation survey foreign owned firms show proportionally less R&D expenditures compared to domestically owned firms, and in the 2002 survey approximately the same. Hence, their higher propensity to innovate must be driven by other factors, such as a constant transfer of technology and other knowledge spillovers from their parent companies. Determinants of innovation activity by Slovenian firms were extensively studied by Damijan et al. (2006) by using the same dataset. Table 2 reveals the basic descriptive statistics of the innovation activity of Slovenian firms, showing that innovative firms are on average larger in terms of employment, have higher R&D expenditures, receive more R&D subsidies, are more export oriented, and are more likely to be foreign owned. At the same time, Table 1 shows also that the innovation activity of firms is persistent over time. The share of innovative firms is shrinking in spite of the fact that total R&D expenditure is increasing.
Source: Damijan, Jaklič and Rojec (2006) . Notes: 1/ Past innovation activity, lagged one period, that is two years; 2/ Relative productivity; firm value added per employee relative to the average productivity of particular sector; 3/ R&D expenditures as a share of sales; 4/ R&D expenditures as a share of value added; 5/ The share of total R&D subsidies in R&D expenditures; 6/ The share of public R&D subsidies in R&D expenditures; 7/ The share of foreign R&D subsidies in R&D expenditures; 8/ Foreign ownership.
Based on these data, Damijan et al. (2006) estimated the impact of firms' internal R&D capital, external R&D spillovers, firms' absorption capacity, and other structural indicators (such as firm size and productivity) on firms' innovation activity within an integrated dynamic model. They find that the probability of a firm innovating depends on the following factors:
(i) a firm's own R&D expenditures have a highly significant and positive impact on the probability of it innovating; (ii) a firm's current innovation activity is heavily dependent on its previous innovation activity; (iii) a firm's size positively affects its ability to innovate; (iv) public R&D subsidies as well as R&D subsidies received from abroad significantly improve a firm's ability to innovate, (v) foreign ownership stimulates firms to innovate, while exporting is not shown to have a significant impact on a firm's innovation activity; (vi) horizontal knowledge spillovers seem to drive firm innovation activity, while vertical knowledge spillovers are shown to not be important; (vii) contrary to expectations, relative labor productivity (i.e. relative to the sector average) and technological intensity of sectors in which a firm operates do not determine its innovation activity. 
Research capital production function by using the Crépon-Duguet-Mairesse approach
In order to explain the extent of innovation activity of Slovenian firms, we examine the links between firm's research and development, productivity, and innovation by applying the research capital production function introduced by Crépon, Duguet, and Mairesse (1998) (hereinafter CDM) . Given that our dataset differs in certain aspects from the one originally used by CDM, we adapted their estimation approach to the available data.
The three stage estimation approach proposed by CDM is based on a structural model that explains productivity by innovation output and innovation output by research investment. The applied econometric methods take into account several key statistical features of the available data: the fact that only a portion of the of firms engage in research and development activities, the endogeneity of productivity, innovation, and research activity, as well as the fact that research investment and (research) capital are truncated variables, while innovative activity is binomial data. The availability of innovation survey data in addition to the usual firm-level accounting information allows us to separate different aspects of the innovation process and directly measure the effects this process has on productivity. Following CDM, we model three simultaneous relationships: the research equation, which links research to its determinants, the innovation equation relating 9
In addition to the above estimations, Damijan et al. (2006) also ran a separate estimation for product and process innovations. Results are almost identical for both types of innovation activity. There are only minor differences in estimation results in the sense that process innovations require a slightly larger firm size, while product innovations seem to be more pronounced in foreign owned firms and seem to give slightly higher return on public subsidies.
research to innovation output measures, and, finally, the productivity equation relating innovation output to productivity.
The estimation approach
Following CDM, we present our version of the estimation algorithm to estimate the effects of R&D activity and expenditures on innovation and productivity. The system of equations is split into three sets: the research equation, innovation equation, and productivity equation.
Research equation. Firm research activities are depicted by two equations accounting separately for a firm's decision to engage in research and the magnitude or intensity of these activities. For the research decision, CDM assume that there exists a latent dependent variable is, again, a vector of explanatory variables, 1 b is the associated coefficient vector, and i u 1 denotes the error term.
10 Even though it needs not be the case 11 , we follow CDM and assume that both equations have the same explanatory variables ( 1 0 x x = ). The explanatory variables we employ in the estimation of equations (2) and (3) differ somewhat from those employed by CDM. Partly due to the restrictions of the dataset, and partly due to our belief that firm's engagement in research depends also on firm's ownership structure and sources of external knowledge spillovers -such as trade and intra-and inter-sectoral knowledge spillovers. The regressors we use are:
where i l is number of employees, i s is firm's i market share (based on NACE 3-digit markets), i exp is the share or export sales in total revenue, fdi i represents an indicator variable, taking on value 1 if a firm is in foreign ownership (at least 10% of the capital has to be foreign owned) and 0 if it is domestically owned. We also include horizontal 10 We use both logarithm of research capital per employee and logarithm research investment per employee in the estimation. Construction of the research capital variable follows the approach suggested by CDM. 11 There do not seem to be many theoretically convincing choices of variables that could serve to explain the choice to invest in R&D but not the magnitude of the investment, and vice versa.
(HS_inov i ) and vertical spillovers (VS_inov i ) from innovation activity of other firms. Horizontal spillovers are measured by the number of innovations done in the same sector. Vertical spillovers are calculated as the number of innovations conducted in the related sectors multiplied by the respective input-output coefficients, where the latter reflect the strength of input -output relationship between the sectors. Finally, T and S are time and industry dummies. Unfortunately, the innovation survey does not include information on demand pull and technology push factors, nor do we have access to product-level sales information.
Innovation equation. We proxy innovation output with an indicator variable of innovation, which takes the value 1 if a firm has innovated in the past year and 0 if it has not. Furthermore, we are able to differentiate between product and process innovations.
12
On the other hand, we do not observe patent data nor do we have information on the share of sales coming from newly launched products. The innovation equation we estimate is: p is the latent probability to innovate, * i k is the latent research variable, i x 2 is a vector of other explanatory variables, and i u 2 is the heterogeneous error term. We assume that the error term is normally distributed with zero mean and constant variance. In contrast to CDM, in two innovation equations, where the regressants are patents and share of innovative sales, respectively, we estimate (3) using a probit model. 13 The exogenous variables i x 2 used in the actual estimation are:
with the notation the same as above. As suggested by CDM, the market share variable is not included directly into the innovation equation, but only indirectly through research capital. This also helps impose structure on the model and allows us to use market share as an instrument.
Productivity equation. Lastly, we use the results of the previous two stages to augment the standard Cobb-Douglas production function with innovation output. Given the specification of the innovation equation, innovation output will be measured by the probability that firm i will innovate in the current period. The productivity equation to be estimated is: c is the logarithm of physical capital per employee. Again, our choice for the regressors in the productivity equation differs from the one suggested by CDM as we do not have data on the shares of engineers and administrators in the total number of employees.
Estimation issues
In estimating the above system of equations (1)- (4), we first have to take into account the nature of available data: research investment and hence research capital are truncated variables, while innovative outcome is binomial. Furthermore, there are possible selectivity and simultaneity biases stemming from the endogeneity of research capital in the innovation equation, while innovation output is endogenous in the productivity equations.
The setup of the model and the endogeneity issues argue for the use of a simultaneous equations system estimator. CDM find that the joint distribution of observable variables does not have a closed form, while numerical integration seems intractable due to the number of integrals involved and the size of the sample. Although a generalized method of moments estimator (GMM) could have been used, CDM propose using an asymptotic least squares (ALS) estimator 14 . ALS has been shown (Lee, 1981) , firstly, to be more efficient than GMM in large samples. Secondly, there is a smaller computational cost (in terms of lost observations) of the estimator. Thirdly, ALS can be easily generalized to more complicated systems, which helps provide a unified and tractable framework for estimating limited dependent variables systems.
The results
We estimate the CDM approach on Slovenian dataset by estimating the above system of equations (1)- (4) for a single period of observation as well as for the whole period. As results are fairly similar both for all single periods as well as for the whole period 1996-2002, in Table 3 we present only the latter results. In the presentation of results, first two columns of the table show estimates of the two research equations, followed by estimates of the innovation equation and, in the last column, the productivity equation. Although a direct comparison between these results and the findings of CDM is not possible as different specifications were employed, we find that our results are broadly consistent with those in French manufacturing firms. Our results for the whole period are also consistent with those for individual years. We find no statistically significant effect of market share or firm size on the probability to engage in research, but the size of R&D expenditures is found to be positively affected by both variables. The innovation equation reveals that firms with larger R&D investment per employee tend to be more successful at innovating, which is line with the conclusions of CDM. On the other hand, we find that firm size has a beneficial effect on innovative activity, which contradicts the CDM finding that size has no impact on innovation intensity (which they measure by patents or share of innovative sales). The effect of innovation on productivity is again positive and significant. A novelty of our approach is the inclusion of firm age in the analysis. While in most instances different estimations do not yield conclusive results with respect to the 14 For more on asymptotic least squares, see CDM and Gourieroux and Monfort (1989).
effects of age on either research or innovation, we find that younger firms, other things considered, are more productive than older ones. In the next section, we use the probabilities of innovation estimated using the CDM approach as our major explanatory variable of firm performance. We use this variable interchangeably with the CIS variable of innovation activity in order to check for the robustness of results.
The impact of innovation activity on firms' productivity growth
With some notable exceptions (see for instance Parisi et al. 2006 , Hall et al. 2007 ) most of the relevant empirical work focuses on the link between innovation and firm productivity levels. While this is only one aspect of the causal relationship between productivity and innovative activity, we believe that is of particular interest to explore also the other aspect -the consequent impact of successful innovation on firm-level productivity growth.
This section is therefore aimed at exploring the efficiency of innovations regarding firms' total factor productivity (TFP) growth. We apply several empirical specifications and econometric approaches in order to verify the robustness of the link between firms' innovation and productivity growth. First, we estimate the growth accounting model by applying the ordinary least squares (OLS) approach to the data in first differences. We estimate several specification of the empirical model, by including as explanatory variable of particular interest either the R&D capital, innovation variable from the CIS or the estimated probability to innovate as obtained from the CDM approach in the previous section. Second, we refine our empirical model by splitting the sample of firms to the sample of manufacturing and a sample of services firm, and continue with splitting both samples into the quintiles of firms by the productivity measure (value added per employee), size (employment) and propensity to research (R&D expenditures relative to sales). We then estimate impact of innovation on TFP growth for each subsample in order to check the robustness of results to the sample of data. Finally, in the third approach we check the robustness of results to the econometric method by using the matching techniques and propensity score to discriminate between innovating and non-innovating firms in order to explore whether innovation activity is the decisive factor driving firm productivity growth.
The effect of innovation on productivity growth using OLS estimations
In the OLS estimations we follow a great body of literature on the contribution of R&D to firms' TFP growth. Typically, a growth accounting approach in the form of a standard Cobb-Douglas production function is used in this type of analysis. We start from the following production function:
where Y it is value added in firm i at time t, and K, L, and R represent the capital stock, employment, and research capital used in production, respectively. A is a constant and λ represents the rate of disembodied technical change; e is the error term capturing all firm specific disturbances as well as measurement errors, etc. The production function is homogenous of degree r in K, L, and R, such that g = α+β+γ≠ 1, which implies that Y may have non-constant returns to scale. α , β , and γ are the elasticities of production with respect to capital, labor, and R&D capital. Our main focus is placed on the estimated elasticity γ , which reflects the marginal productivity or rate of return of output to R&D capital.
By log-linearizing we can rewrite (5) in the form of first differences:
Note that after controlling for standard inputs (labor and capital), the estimate of γ returns the contribution of R&D capital to total factor productivity (TFP) growth. We assume that R&D capital contains a set of factors that enhance innovation activity and are either internal or external to the firm. Hence, one can write R as a function of a firm's internal R&D capital F it and of various spillover effects Z it :
where F it contains the firm's own R&D expenditures, measured as a share of R&D expenditures relative to the firm's total sales. Z it captures spillover effects that enhance the firm's ability to innovate, such as foreign ownership (IFDI), learning by exporting (exports to sales ratio, exp) as well as innovation spillovers received from other firms within the same sector (HS_inov) or from other sectors (VS_inov). We basically employ the same formulation of the research capital function (7), i.e. elements of F it and Z it , the same determinants of firms' innovation activity as in the CDM model in the previous section. A dummy variable for services firms is included in our model specification in order to control for differences in TFP growth pattern between manufacturing and services firms. The model also includes time dummies and dummy variables for technology intensity sectors (low tech, medium-low tech, medium-high tech and high tech).
Note that in a panel data framework, equation (5) is typically subject to firm-specific time invariant disturbances, which one can control for by using one of the standard panel data estimation techniques (within or between estimators). Alternatively, one can get rid of firmspecific effects by estimating the equation as in (6), where, by first-differencing the time invariant, firm-specific effects are simply eliminated. Another problem with the time-series cross-section specification of (5) is a potential endogeneity between the inputs and the output, which may lead to a biased estimation of input coefficients. However, in such a short and unbalanced panel dataset with mostly two to three observations per firm, there is little one can do about it. Correcting for this endogeneity, by using either the Olley-Pakes method or general method of moments (GMM) requires longer time series of data.
In the first specification we follow other empirical studies and estimate (6) by including only R&D expenditures (relative to sales) as a measure of R&D capital. This estimate gives us the upper bound of the possible return of output on R&D capital. Indeed, as shown in Table 4 (see column 1), the estimated elasticity of R&D capital with respect to output growth for Slovenian firms in the period 1996-2002 is about 0.15 (but insignificant). This estimate is closer to the lower boundary of returns -which is between 0.04 and 0.56 -found by other empirical studies with a similar model specification.
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In our second specification (see column 2) we go one step further by estimating the impact of innovations which is the effective result of R&D on firm TFP growth. This specification returns a significant estimate of the rate of return on innovation (γ ) of 0.083. It demonstrates that in an average Slovenian firm innovation results in a bi-annual TFP growth of 8.3%. In addition to this, foreign ownership enhances a firm's TFP growth by an additional 8.8%, but our results also demonstrate that innovations have the same impact on TFP growth both in foreign owned and domestic firms (no significant difference found for the interaction term INOV*IFDI). Nevertheless, foreign ownership has a double impact on a firm's TFP growth. As shown by the CDM model in previous section, it first enhances firm's ability to innovate, but then it also contributes additionally to a firm's TFP growth via superior organizational techniques, and so on. Export propensity is also shown to contribute significantly to TFP growth.
From other external spillover variables included in our model, horizontal innovation spillovers seem to have a slightly negative impact on firm TFP growth, while vertical spillovers do not seem to have any direct impact. It is likely that innovation spillovers enhance firm's R&D activity and its ability to innovate but do not affect a firm's TFP growth per se. Test of the CDM specification of the research capital creation (see research equation in Table 3 ,) confirms this only partly showing that both horizontal (intraindustry) and vertical (inter-industry) knowledge spillovers do enhance firm's research capital creation, but do not contribute separately to firm's ability to innovate. Innovation, as well as export propensity and foreign ownership are, thus, shown to have a positive and significant impact on firm productivity growth. However, it is important to see, first, whether these results are uniform across sectors and, second, whether product and process innovation have a different impact on TFP growth. In the third specification (see column 3) we introduce a dummy for services sectors, which produces two interesting results. First, after including a dummy for services sector the general impact of innovation (γ ) drops considerably (to 0.053) and becomes insignificant. And second, while services firms are shown to increase TFP at a slower pace (by some 10 percentage points) than manufacturing firms, this changes dramatically when interacting services dummy with the innovation variable (INOV*Services). Results show that innovating services firms do increase TFP at some 18 percentage points faster than non-innovating services firms. Similar results are obtained when controlling for product or process innovation (see specifications 4 and 5). We find that both product as well as process innovations are shown to boost the productivity growth of services firms (by 17.8 and 15.5 per cent, respectively), while neither of the two seems to have a significant impact on TFP growth of manufacturing firms.
As a robustness check we replicate above estimation by using the estimated probabilities to innovate from the CDM model (instead of innovation indicators from the CIS) where the research capital equation and innovation equation are estimated simultaneously. Note that explanatory variables in this system of equations are the same as those used as additional covariates in the above OLS estimations of the impact of innovation on TFP growth. Results including the estimated probabilities to innovate from the CDM model (see columns 6 -8 in Table 4 ) show a statistically significant and larger estimate of the return on innovation (the estimate of γ increases to 0.077) as compared to 0.053 in the specification (3). Separate estimations for impact of product and process innovation on firm TFP growth gives (both marginally insignificant) slightly higher coefficients of γ (0.079 and 0.083 for product and process innovations, respectively). Again, product and process innovations in the services firms are found to have substantial impact on individual firm's TFP growth. Innovating services firms increase their TFP by 23% (process innovations) to 25% (product innovations) as compared to non-innovating services firms. Innovations apparently pay off considerably for services firms.
Robustness check 1: OLS estimations on sub samples of firms
The results presented so far do not provide a conclusive evidence on the general impact of innovations on firm TFP growth. The evidence seems to point towards significant impact for services firms, but no significant impact for manufacturing firms. Let us explore further on this by splitting both samples of manufacturing and services firms to smaller sub samples of more homogenous firms. Estimating above empirical model on larger samples of quite heterogeneous firms -although controlling for their broader sectoral classification and technology intensity -hides a large portion of variation within the sample. Therefore, we split our samples of manufacturing and services firms to the quintiles of firms by the productivity measure (value added per employee), size (employment) and propensity to research (R&D expenditures relative to sales) and then estimate impact of innovation on TFP growth for each subsample. By doing so we try to uncover relationship between innovation and TFP growth for smaller and larger firms, for less productive and more productive firms, and for firms which have different propensity to R&D. a Innovation variable taken from CIS. *, ** and *** denote significance of coefficients at the 10%, 5% and 1%, respectively. Table 5 reports the results obtained by estimating our empirical model on quintiles of firms by their key characteristics -productivity, size and R&D propensity. Note that we estimate the fully specified model (specification 3) with the CIS reported innovation (product or process) as our main explanatory variable. The results demonstrate, thateven after allowing for variation within the sample in terms of productivity, size and R&D propensity -neither product nor process innovations are shown to impact TFP growth of Slovenian manufacturing firms. The second quintile of R&D propensity is the only sub sample where manufacturing firms with product innovations are found to grow faster in terms of TFP relative to their non-innovating counterparts. In no other sub sample a significant relationship between either type of innovation activity and TFP growth has been detected.
The results in Table 5 indicate that the overall positive impact of innovation of Slovenian firms is driven by a very specific group of services firms. More specifically, we find that it is the services firms in the fourth quintile -measured either by the size, productivity or R&D propensity -that reveal higher TFP growth due to innovation activity. This is somehow at odds with our expectations as we would expect this to be a more general case in the sense that medium or large sized firms, most productive firms or firms with the highest R&D expenditures to sales would be the front runners in innovation and would experience the highest impact on productivity growth. It seems that firms just below the top have the highest potential in increasing productivity and are capable of using innovations most efficiently.
Robustness check 2: The effect of innovation on productivity growth using the nearest neighbor matching and average treatment effects
In the remainder of the paper we apply another robustness check of the above results using a different econometric approach. The results presented so far indicate that innovation and R&D expenditure may be of crucial importance as determinants of firm productivity dynamics. However, our approach so far did not control strictly enough for the inherent differences between innovative and non-innovative firms. In order to determine the actual effect innovative activity has on firm productivity growth the effect of innovative activity on firm performance must be estimated by comparing otherwise similar firms. A way of doing this is to employ matching techniques to construct something akin to a controlled experiment. We use firm propensity to innovate to match innovating firms with otherwise similar non-innovating firms in order to evaluate the importance of innovation on productivity growth. Firms' probability to innovate is calculated by running the following probit regression: where variables employed are fairly the same as those used in both in the CDM approach as well as in the OLS. Present probability to innovate is determined by firm's previous innovation experience, its size, relative productivity (relative to the NACE 3-digit sector), R&D propensity, export propensity and foreign ownership.
Conditional on satisfying the balancing property of the propensity score, the fitted values obtained from estimating the above equation (the probit estimation) are used to pair up innovators with non-innovators and those matched pairs are subsequently used to estimate the average treatment effect of innovation on firm productivity growth. The balancing property ensures that once the observations have been stratified into blocks according to the propensity score, the right hand side variables of (8) do not differ significantly between the groups of treated and non-treated observations within a block. The more closely the firms are matched with respect to regressors in (8), the more likely it is that the observed productivity differences result purely from the fact that some firms managed to innovate while others did not. We match innovating firms with their non-innovating counterparts using nearest neighbor matching (with random draws) which pairs up the treated with the closest, with respect to the propensity score, non-treated observations. Given that our sample size is very small in some instances, all the standard errors reported were generated by bootstrapping with 100 repetitions.
Tables 6-8 present the results of average treatment effects estimates of innovation on different specifications of growth in value added per employee. In each of the tables we differentiate between manufacturing and service firms, and as well take explicit account of firm size classes. The top panel of Table 6 presents the average treatment effects of innovation on labor productivity growth in the first two years after the innovation has been introduced, where productivity growth is accounted for as:
where VA is value added and Emp is employment. In contrast to the subsequent results, here we do not discriminate between product and process innovation and consider any form of determinant of productivity growth. Note: *,** and *** denote statistical significance at 10%, 5% and 1% level. The number of observations is given in terms of both the number of treatment and control observations (the latter in parentheses). SEbootstrapped standard errors.
Contrary to our expectations, no significant positive effects of innovation on labor productivity growth are revealed in the top panel of Table 6 . Moreover, small manufacturing firms (between 10 and 50 employees) even experienced a significant negative "treatment" effect of innovation on labor productivity growth (significant at 10 per cent only). It remains to be seen in the later specification whether this result is robust.
One possible explanation for the lack of finding more conclusive results may be that we are not capturing the relevant growth period. It may take longer than two years after the initial innovation for firms to internalize all the benefits of it. To control for this we redefined productivity growth so that we explore the growth in labor productivity between the second and fourth year after the innovation:
The bottom part of Table 6 presents estimates of the average treatment effect of innovation on labor productivity growth between the second and fourth years after the innovation was initially made. By changing the period of observation we hope to capture the effects of innovation on productivity that were not apparent in the first two years after the time of innovation. As before, we find that innovating firms did not grow significantly faster (in terms of productivity) than comparable non-innovating firms. We no longer find negative impacts of innovation on productivity growth in small manufacturing firms. Interestingly, while a non-significant impact of innovation on productivity growth of manufacturing firms has been expected with respect to our previous OLS results, finding non-significant results for services firms is a bit more surprising. Matching innovating and non-innovating services firms and comparing their relative performance fails to find significant differences in post-treatment (i.e. post-innovation) performance between both groups. Note: *,** and *** denote statistical significance at 10%, 5% and 1% level. The number of observations is given in terms of both the number of treatment and control observations (the latter is in parentheses). SEbootstrapped standard errors.
To further disentangle the cause of this lack of evidence on the effects of innovation on productivity growth, we opt for a more specific definition of innovation by explicitly discriminating between product and process innovations in Table 7 . This is based on the findings that process innovations have labor displacement effects and are expected to result in significant productivity growth, while, due to the demand effect, product innovations may likely cause employment growth and, thus, may not result in significant productivity growth (Harrison et al, 2005; Parisi et al, 2006; Hall et al, 2007) . Evidence on changes in employment after a firm has conducted some innovation, however, do not confirm these differentiated expectations (see Table B1 in Appendix). Notwithstanding what kind of innovation a firm has conducted, both process and product innovating firms seem on average to decrease their employment levels. This is true for virtually all size classes with only few exceptions. Decreases in employment levels should therefore result in positive changes in productivity growth in both groups of innovating firms. Table 7 presents estimates of the average treatment effect separately for process and product innovation on labor productivity growth. 16 In line with the evidence on employment changes, results for separate sets of process and product innovating firms do not differ substantially from those presented for aggregate innovations. Again, little evidence is found in favor of innovations positively affecting productivity growth. As was the case before, most of the estimates are not significantly different than zero, whereby small manufacturing firms (between 10 and 50 employees) in the case of process innovations and medium sized services firms (between 50 and 250 employees) in the case of product innovations, are found to experience a significant negative "treatment" effect of innovation on labor productivity growth. These negative effects disappear when taking into account productivity growth between the second and fourth years after the innovation (see Tables A1 and A2 in Appendix). Note: *,** and *** denote statistical significance at 10%, 5% and 1% level. The number of observations is given in terms of both the number of treatment and control observations (the latter is in parentheses). SEbootstrapped standard errors.
Possibly, the reasons for the lack of results may be that the effects of innovation are not adequately captured by labor productivity and that total factor productivity should have been used instead. Additionally, our productivity proxy may fail to control for contemporaneous growth in inputs which may conceal the actual productivity dynamics. In order to control for this we use a TFP measure of productivity estimated by the Levinsohn-Petrin (2003) method. For obvious reasons this is done for manufacturing firms only. The results shown in Table 8 again indicate that there is no significant relationship between innovation activity and subsequent increase in productivity after two or four years. The only exception are micro firms (less than 10 employees) in the period of four years after innovation, where a negative relationship is found, but this result is not repeated in any other alternative specification.
Conclusions
The paper examines implications of endogenous growth theory on the relationship between firm productivity, innovation as well as productivity growth using firm-level innovation (CIS) and accounting data for a large sample of Slovenian firms in the period 1996-2002. Two different methods -simple OLS after the Crépon-Duguet-Mairesse (CDM) approach, and matching techniques -are used to check for the robustness of the results. We also distinguish between product and process innovations.
OLS estimates seem to provide some empirical support to the thesis of positive impact of innovation on productivity growth. Both the innovation variables from CIS as well as probabilities to innovate estimated using the system of research capital equation and innovation equation indicate that more innovating firms increase productivity at a faster pace than non-innovating firms. Refinements of the empirical tests allowing for sectoral differences and within sector heterogeneity, however, reveal that above results are mainly due to the exceptional performance of a specific group of services firms. It is shown that it is medium sized, more (but not the most) productive firms and firms with high (but not the highest) R&D expenditures to sales in the services sectors which are the frontrunners in innovation, which demonstrate the highest potential in increasing productivity and are capable of using innovations the most efficiently. Separate estimations for product and process innovations show no significant differences.
As a robustness check we use nearest neighbor matching approach in order to macth innovating and non-innovating firms with similar characteristics and then perform average treatment tests of the impact of innovation on performance of innovating firms as compared to the performance of non-innovating firms. Estimates arrived at by the matching techniques do not reveal any significant positive effects of innovation on labor productivity growth, regardless of the period after the innovation was made. Results do not differ neither for the samples of manufacturing versus services firms or the samples of firms classified by their size. The results also do not show any different effects for product and process innovations. Both types of innovations bring about a reduction of employment, however, little evidence is found in favor of innovations -be it product or process -positively affecting productivity growth. The result is not sensitive to the use of a TFP or of a VA/emp as a measure of productivity.
The overall conclusion is that the results of the exercise are not robust to different econometric approaches. There are several possible reasons why our analysis has not yielded the expected positive relationship between innovative activity and productivity growth. In our opinion, the primary reason for these results lies in the quality of the survey data, primarily with regard to the definition of innovation. Simple indicator of conducting at least one (product or process) innovation in the past two years may not indicate firm's true innovativeness in a satisfactory way. An indicator pointing out number of innovations conducted would be more informative. Similarly, a longer series of information about the share of sales obtained through innovated products and services would be of extreme importance. Secondly, we do not have the information on the exact time of innovation, as innovative activity could happen in either of the two years between surveys. Finally, it may be the case that a longer time series is required to capture the full effects of innovation. Note: ***,**,* denote statistical significance at 10%, 5% and 1% level. The number of observations is given in terms of both the number of treatment and control observations (the latter is in parentheses). SEbootstrapped standard errors. Note: ***,**,* denote statistical significance at 10%, 5% and 1% level. The number of observations is given in terms of both the number of treatment and control observations (the latter is in parentheses). SEbootstrapped standard errors. Notes: *Change in number of employees calculated as mean of changes at the firm level in respective size class.Source: SURS, own calculations.
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