The purpose of the present work is to establish decorrelation estimates at distinct energies for some random Schrödinger operator in dimension one. In particular, we establish the result for some random operators on the continuum with alloy-type potential. These results are used to give a description of the spectral statistics.
Introduction
To introduce our results, let us first consider one of the random operators that will be studied in the rest of this article. Let (ω n ) n∈Z be independent random variables, uniformly distributed on [0, 1] and define the random potential V ω (x) = ω n on (n, n + 1). Consider the operator H ω : L 2 (R) → L 2 (R) defined by the following equation ∀φ ∈ H 2 (R), H ω φ = −∆φ + V ω φ.
(1.1)
We know that, with probability one, H ω is self-adjoint. As H ω is Z-ergodic, we know that there exists a set Σ such that, with probability one, the spectrum of H ω is equal to Σ (see for instance [1] ). One of the purposes of this article is to give a description of the spectral statistics of H ω . In this context, we study the restriction of H ω to a finite box and study the diverse statistics when the size of the box tends to infinity. For L ∈ N, let Λ L = [−L, L] and H ω (Λ L ) be the restriction of H ω to L 2 (Λ L ) with Dirichlet boundary conditions. The spectrum of H ω (Λ L ) is discrete, accumulate at +∞. We denote (E j ) j∈N the eigenvalues of H ω (Λ), ordered increasingly and repeated according to multiplicity. We know from the Z-ergodicity that there exists a deterministic, nondecreasing function N such that, almost surely, we have
2) * The author thanks his supervisor Frédéric Klopp, for his advice and guidance over the course of the study The function N is the integrated density of state (abbreviated IDS from now on), and it is the distribution function of a measure dN.
In order to study the spectral statistics of H ω (Λ) we use four results : the localization assumption, the Wegner estimates, the Minami estimates and the decorrelation estimates for distinct energies. They will be introduced in the rest of the section.
Let I be an open relatively compact subset of R. We know from [9] that the operator satisfies the following localization assumption.
(Loc): for all ξ ∈ (0, 1), one has
We know (see for instance [3] ) that the following Wegner estimates hold on I: (W) : There exists C > 0, such that for J ⊂ I and L ∈ N P tr (
This shows that the integrated density of state (abbreviated IDS from now on) N(.) is Lipschitz continuous. As the IDS is a non-decreasing function, this implies that N is almost everywhere differentiable and its derivative ν(.) is positive almost-everywhere on its essential support. Let us now introduce the Minami estimates. We extract from [8] the One purpose of this article is, as in [5] , to give a description of spectral statistics. For instance, we obtain the following result. Define the unfolded local level statistics near E 0 as the following point process :
Ξ(ξ; E 0 , ω, Λ) = j≥1 δ ξ j (E 0 ,ω,Λ) (ξ) (1.5) where ξ j (E 0 , ω, Λ) = |Λ|(N(E j (ω, Λ) − N(E 0 )).
(1.6)
The unfolded local level statistics are described by the following theorem which corresponds to [5, Theorem 1.9 ] with a stronger hypothesis. Theorem 1.2. Pick E 0 ∈ I such that N(.) is differentiable at E 0 and ν(E 0 ) > 0.Then, when |Λ| → ∞, the point process Ξ(ξ; E 0 , ω, Λ) converges weakly to a Poisson process with intensity the Lebesgue measure. That is, for any p ∈ N * , for any (I i ) i∈{1,...,p} collection of disjoint intervals Now, one can wonder what is the joint behaviour at large scale of the point processes Ξ(ξ; E 0 , ω, Λ) and Ξ(ξ; E 1 , ω, Λ) with E 0 = E 1 . We obtain the following theorem which corresponds to [5 . . . . . .
To prove this theorem we use decorrelation estimates at distinct energies.
Theorem 1.4. There exists γ > 0 such that for any β ∈ (1/2, 1), α ∈ (0, 1) and (E, E ′ ) ∈ (R) 2 such that at E = E ′ , for any k > 0 there exists C > 0 such that for L sufficiently large and kL α ≤ l ≤ L α /k we have
As Theorem 1.1 is used to prove Theorem 1.2, Theorem 1.4 is used to prove Theorem 1.3 (see [5] ).
Models and Main result
In this section, we introduce the models that will be studied, the main result of this article and the assumptions made to prove this result. Let (ω n ) n∈Z be independent random variables with a common bounded, compactly supported density µ.
Models
In this article, we study models on the continuum but also generalize the results of [11, 8, 13] to other discrete models. They will be introduce in the two following paragraphs.
Alloy-type models
• We first introduce continuous alloy-type models. Fix q : R → R a single-site potential that satisfies the following hypotheses : (H1) : q is piecewise continuous. (H2) : There exist η > 0 and N ∈ N * such that
The right-hand side of (2.1) is often called "covering condition", we do not know how to relax this hypothesis. Define the random potential
We consider the random operator H ω :
As the the proof will show, it is possible to weaken the right-hand side of (2.1) and suppose that q is non-negative and that the set q −1 {0} ∩ [−1/2, 1/2] has no accumulation points (see Remark B.3).
• We now introduce discrete alloy-type models. Fix (d n ) n∈Z ∈ R Z a non-zero discrete single-site potential satisfying the following hypotheses :
We consider the random operator
where ∆ is the discrete Laplace operator.
Multimer type models We now introduce a class of models that includes the random dimer models. The random dimer models considered in the present article are not the same as the one considered in [4] . Indeed, in the present article the random variables has a common density while in [4] the random variables are Bernoulli distributed. Let (b n ) n∈Z ∈ R Z such that
When all the random variables take the same value, the potential is periodic. We consider the random operator H ω : ℓ 2 (Z) → ℓ 2 (Z) defined by the following equation :
We will suppose that N ≥ 2. The case N = 1 is studied in [11] (see also [8] ). The sequence (b n ) n is supposed deterministic, but if the sequence is random, independent of the sequence of random variable (ω n ) n and if there exists m > 0 such that inf{|b n |, n ∈ Z} > m almost surely, the decorrelation estimates hold as well.
Assumptions
We suppose there exists a relatively compact, open interval I ⊂ R such that the Wegner estimates hold on I : (W) : There exists C > 0 such that for J ⊂ I and Λ an interval in R, one has
Wegner estimate has been proven for many different models, discrete or continuous ( [7, 3, 2, 14] ). Assumption (W) implies that the IDS is Lipschitz continuous. We suppose that the localization property holds on I : (Loc): for all ξ ∈ (0, 1), one has
This property can be shown using either multiscale analysis or fractional moment method. In fact we suppose that I is a region where we can do the bootstrap multiscale analysis of [6] . (Loc) is equivalent to the conclusion of the bootstrap MSA (see [5, Appendix] for details). We do not require estimates on the operator
We assume that the following Minami estimates holds on I.
It is proven in [9] that, in dimension one, for the continuum model, if one has independence at a distance and localization, the Minami estimates are an implication of the Wegner estimates. It is proven in [11] that this statement holds also for discrete models, under the same assumptions. In both cases, the Minami estimates are not as precise as the Minami estimates proven in [2] , but are sufficient for our purpose. For discrete alloy-type models, Minami estimates are also proven in [12] but they only hold for single-site potentials whose Fourier transforms do not vanish. Therefore, we will use the Minami estimates proven in [11] which hold under the assumptions of the present article.
Main result
The purpose of this article is to prove the Theorem 2.2. There exists γ > 0 such that, for any β ∈ (1/2, 1), α ∈ (0, 1), (F, G) ∈ R 2 such that at F = G and k > 0, there exists C > 0 such that for L sufficiently large and kL α ≤ l ≤ L α /k we have
Decorrelation estimates give more precise results about spectral statistics, such as Theorem 1.3 (see [5] for the proof and other results about spectral statistics). They are a consequence of Minami estimates and localization. In [8] , Klopp proves decorrelation estimates for eigenvalues of the discrete Anderson model in the localized regime. The result is proven at all energies only in dimension one. In [13] , decorrelation estimates are proven for the one-dimensional tight binding model, i.e when there are correlated diagonal and off-diagonal disorders. In [11] , decorrelation estimates are also proven for other discrete models, such as Jacobi operators with positive alloy-type potential or the random hopping model, i.e when there is only off-diagonal disorder. We show that this statement also holds for the continuous models defined in (2.3) and discrete models defined in (2.5) and (2.9). In fact, the proof for alloy-type models will only be given for operators on the continuum. The proof for the discrete alloy-type model is the same as the proof for continuous alloytype models, using the results of Appendix C instead of Appendix B, and making the obvious modifications due to the discrete structure, as done in Subsection 3.2 for the models defined in (2.9).
The proof of Theorem 2.2 rely on the study of the gradients of two different eigenvalues. In particular, we show that the probability that they are are co-linear is zero. In [8] , [13] and [11] , this condition could easily be rewritten as a property of eigenvectors. For instance, for the discrete Anderson model, this condition is the system of equations ∀n ∈ −L, L , u
where u and v are normalized eigenvector associated to the eigenvalues. These equations can be rewritten easily as u(n) = ±v(n). For the continuous model defined in (1.1), the condition of co-linearity is the system of equations
We show that this system can be rewritten as a system of 2L quadratic equations, using basis of solutions on each interval (n, n + 1). This system and the fact that the eigenvectors have continuous derivatives will impose conditions on the eigenvectors that are easier to handle. [8] . Thus, the results will be given without proofs. The proof of Lemma 3.5 is the same for discrete and continuous model except for the proof of Lemma 3.5. Using (M), Theorem 2.2 is a consequence of the following theorem :
We now restrict ourself to the study of the restriction of H ω to cubes of size
In this context, we extract from [8, Proposition 2.1] the Proposition 3.2. : For all p > 0 and ξ ∈ (0, 1), for L sufficiently large, there exists a set of configuration U Λ l of probability larger than 1 − L −p such that if φ n,ω is a normalized eigenvector associated to the eigenvalue E n,ω ∈ I and x 0 (ω) ∈ {1, . . . , L} maximize |φ n,ω | then
Now, Theorem 3.1 is a consequence of the following lemma and Proposition 3.2.
The rest of the section is dedicated to the proof of Lemma 3.3. Define
, for some κ > 2, using (M) when the operator H ω (Λ l ) has two eigenvalues in [−ǫ, +ǫ], one has
where
and
In order to estimate P ǫ we make the following definition.
When one of the Jacobians is sufficiently large, the eigenvalues depends on two independent random variables. Thus the probability to stay in a small interval is small. So we divide the proof in two parts, depending on whether all the Jacobians are small. The next lemma shows that if all the Jacobians are small then the gradients of the eigenvalues, which have positive components for the models considered in the present article, must be almost co-linear.
Thus, either one of the Jacobian determinants is not small or the gradient of E and E ′ are almost co-linear. We now show that the second case happens with a small probability.
Lemma 3.5. Let (F, G) ∈ R 2 with F = G and β > 1/2. Let P denotes the probability that there exist E j (ω) and E k (ω), simple eigenvalues of
−l β and such that
then there exists c > 0 such that
The proof of this result depends on the model and will be given below in the paper. First, we finish the proof of Lemma 3.3.
Pick
. For the models considered in the present article, there exists C > 1 such that for all L,
This will be proven in the following subsections. Therefore λ ≍ e −l β . Then, either one of the Jacobian determinant is larger than λ or the gradients are almost colinear. Lemma 3.5 shows that the second case happens with a probability at most e −cL 2β . It remains to evaluate P(Ω γ,γ ′ 0,β (ǫ)). We recall the following results from [8] . They were proved for the model defined in (2.9) with a n = 1, they extend readily to our case. First, we study the variations of the Jacobian. Lemma 3.6. There exists C > 0 such that
Fix α ∈ (1/2, 1). Using Lemma 3.6 and (M) when
, for L large enough, with probability at least 1 − L −2α λ,
In the following lemma we write ω = (ω γ , ω γ ′ , ω γ,γ ′ ).
As in Lemma 3.7, fix (ω
Thus, all the squares of side ǫ in which there is a point in Ω γ,γ ′ 0,β (ǫ) are placed along a non-increasing broken line that goes from the upper left corner to the bottom right corner. As the random variables are bounded by C > 0, there is at most CL α cubes of this type. As the (ω n ) n are i.i.d, using Lemma 3.7 in all these cubes, we obtain :
and therefore
Optimization yields α = 2/3. This completes the proof of Theorem 3.3.
Proof of Lemma 3.5 for alloy-type models
The proof of Lemma 3.5 for the discrete alloy-type models is the same as the proof for alloy-type models on the continuum, using results of Appendix C.2 and making modifications due to the discrete structure. Therefore, we only write the proof for the models defined in (2.3). We divide the proof into two parts but we first introduce some definitions. Recall that q is the simple-site potential and that it satisfies (2.1). On L 2 (−N, N) we define the non-negative symmetric bi-linear form :
We denote . q the corresponding semi-norm. We say that the functions f and g are q-orthogonal if f, g q = 0. The notion of 1-orthogonality is the usual orthogonality in L 2 (−l, l). Fix (F, G) ∈ R and let u and v be 1-normalized eigenfunctions of
. These eigenvalues are almost surely simple and we compute
As q is bounded and satisfy the covering condition (H2), there exists
In the rest of the subsection, M will be fixed such that P(|ω 0 | > M) = 0 so that all the random variables (ω i ) i are almost surely bounded by M.
Let (e 
Proof. We omit the dependence on n and • and only write ω instead of (ω j ) j∈ n−N,n+N . Let Ψ and Φ be the solutions of (E n j ) satisfying Ψ ′ (0) = Φ(0) = 0 and Ψ(0) = Φ ′ (0) = 1. We know that Ψ and Φ are power series of ω and that
Thus, e 1 := Ψ Ψ q is analytic and satisfies (E n j ). Now, defineΦ := Φ − Φ, e 1 e 1 . Then,Φ is an analytic non-zero function orthogonal to e 1 satisfying (E n j ). This concludes the proof of Proposition 3.8, taking e 1 and e 2 :=Φ Φ q . Now, as u satisfies the ODE
(3. 13) and such that for • ∈ {u, v} we have ǫ n
for some C > 0 (depending only on q ∞ , M and N). Therefore,
with |ξ u | + |ξ v | ≤ Ce −l β . Now, define :
sin θ u cos θ u and define
and the same for t v . The function t u is equal to tan θ u or cot θ u depending on whether | tan θ u | ≤ 1 or | tan θ u | ≥ 1. Using these notations, (3.4) can be rewritten
We first prove the Lemma 3.9. There exist nine analytic functions (f i ) i∈ 0,8 (only depending on q and N) defined on R 16N +1 and not all constantly equal to zero such that, if u (respectively
and if we define the polynomials
where we have definedω := (ω n 0 −8N , . . . , ω n 0 +8N ), then we have :
Proof. We will prove the result under the assumption t u (n 0 ) = tan θ u (n 0 ) and
There are minor modifications in the other cases. As the random variables are i.i.d, it suffices to show the result with n 0 = 0, which will be supposed from now on. We then consider the ODE
which depends only on (ω −8N , . . . , ω 8N ). Suppose |r u (m) − r v (m)| ≤ e −l β /2 for m ∈ −7N, 7N and r u (0) ≥ e −l β /4 . We show that t v (0) is almost a root of a polynomial depending only on (ω −8N , . . . , ω 8N ).
In the following lines ε will denote a vector such that ε ≤ Ce −l β /2 , its value may change from a line to another. As u and v have continuous derivatives,
Thus, if we define T
and is therefore uniformly bounded by a constant C > 0 (depending only on q ∞ , M and N).
As t u (0) = tan θ u (0), we compute
, we compute
The eigenvector v satisfies the same equation if we replace F by G. Therefore, the equation
can be rewritten
Thus, there exists ǫ 1 such that |ǫ 1 | ≤ Ce l β /4 and such that
F constructed in the same way as T + F . Using the same calculations as to prove (3.22) we obtain the existence of η 1 with |η 1 | ≤ Ce l β /4 such that
Define the polynomials of degree 2
Using (3.17), the equations (3.22) and (3.23) can be rewritten
Thus, t u (0) is a root of the two polynomials t → R 1 (t, t v (0))−ǫ 2 and t → R 2 −η 2 . Therefore, the resultant of these polynomials must be zero. All the coefficients in R 1 and R 2 are bounded uniformly over (
If we have t u (0) = cot θ u (0) and t u (0) = tan θ u (0) instead of t u (0) = tan θ u (0) and t v (0) = tan θ v (0), the resultant obtained is R Now, we can study the pair of fractions r u (2iN) r u (0) and r u (−2iN) r u (0) for i ∈ N (the construction above is then the case n = 1) and construct the resultant R i in the same way we constructed R but where the operators T ± j are replaced by (T ± j,i ), using the continuity of the derivatives at points {(2i + 1)N, i ∈ Z}. Now, the resultants (R i ) i∈{1,2,3} are analytic functions of the random variables (ω −8N , ω −8N +1 , . . . , ω 8N ). We will now prove that one of these resultants is not constantly the zero polynomial.
This will be done under the assumption ω −8N = ω −8N +1 = · · · = ω 8N . Under this assumption we have
Therefore, we come down to the study of the ODEs ∀x ∈ (−7N, 7N) ,
whereq is one-periodic,q > 0 on (−1/2, 1/2) and • ∈ {F, G}. These equations show that in this case, for i ∈ {1, 2, 3} and • ∈ {F, G}, we have the relations (see (3.20))
We now prove the Lemma 3.10. There exists i 0 ∈ {1, 2, 3} such that for ω 0 such that ω 0 η > F > G (η is defined in (H2)), R i 0 is not the zero polynomial.
Proof. Fix ω 0 such that ω 0 η > F > G. The fact that the resultant R i 0 is the zero polynomial is equivalent to the fact that, for all t ′ ∈ R, the polynomials R 1 ( · , t ′ ) and R 2 ( · , t ′ ) have a common root. This is also equivalent to the fact that for all w = 0 satisfying (3.26) for • = G, there exists a function z := z(w) = 0 satisfying (3.26) for • = F such that
Now, we remark that r z and r w do not change if we change the q-orthonormal bases (e n 1,x , e n 2,x ) for x ∈ {F, G} by other q-orthonormal bases of solutions of (E n x ). Therefore, if for x ∈ {F, G}, (f n 1,x , f n 2,x ) are other q-orthonormal bases of solution of (E n x ) and if (P i ) i are the resultants constructed in the same way that the (R i ) i but in the bases (f n 1,x , f n 2,x ), the fact that the resultant R i is the zero polynomial is equivalent to the fact that P i is the zero polynomial.
Take q-orthonormal bases (f 1,F , f 2,F ) and (f 1,G , f 2,G ) such that for x ∈ {F, G}, if q s (t) :=q(t) +q(1 − t)
We can now construct the Prüfer variables (r u ,θ u ), (r v ,θ v ), the operatorsT ± j and T ± k and the resultants (R i ) i in the bases (f 1,F , f 2,F ) and (f 1,G , f 2,G ). Using (3.24) and (3.22) (withT ± x instead of T ± x ), the resultantsR 1 is a polynomial of degree at most equal to 8 which leading coefficient is equal to the determinant of the matrix
where we have defined
In the same way, let A i be the matrix which coefficients (∆ m,i ) m∈ 1,4 and Π ±,i are the same as the coefficients of A 1 but with (T ± x )
i instead ofT ± x . The leading coefficient ofR i is the determinant of A i . We now show that, using (3.27), the coefficient of the matrices (A i ) i satisfy a relation of symmetry.
Proof. The Lemma is proven by induction if we prove it for i = 1. We compute
The matrixT
has the same coefficients where the arguments N and −N are exchanged. Hence, it remains to prove
. We compute,
Lemma 3.11 is now a consequence of (3.27).
We now continue the proof of Lemma 3.10. Using Lemma 3.11, for i ∈ 1, 3 , we obtain det
We will use the Lemma B.1 and the Lemma B.2. The solutions of (3.26) will be extended to R so that they satisfy (B.1). For (x, y) ∈ {1, 2}×{F, G}, let F x,y denote the extension of f x,y to R satisfying (B.1). Then the components of (T (2m − 1)N) . Using Lemma 3.11, this contradict the fact that
Therefore, F 1,x has no zero and we can assume that F 1,x is positive. Now, for f : R → R, define P i (f ) as the restriction of f to [(2i − 1)N, (2i + 1)N]. Then, as T ± x,i (1, 0) = P ±i (F 1,x ) q (a similar equation hold for (0, 1) instead of (1, 0)), for i ∈ {1, 2, 3} we have
For (x, y) ∈ {1, 2} 2 , we know from Lemma B.2 that the function F y,F −F x,G changes of sign at most three times. Now, F x,F + F y,G is positive on [N, +∞) and negative on (−∞, −N]. Suppose that for i ∈ {1, 2, 3} either (N, 7N) . Now, for x ∈ {F, G}, T + x,i X = T − x,i X . Therefore, it must also vanish twice in (−7N, −N). This is in contradiction with Lemma B.2. This completes the proof of Lemma 3.10.
We can now finish the proof of Lemma 3.9. There exist (ω −8N , . . . , ω 8N ) such that the coefficients of R i 0 are not all equal to zero. Now, write
i where the (f i ) i are analytic. Then, one of the functions (f i ) i must be not constantly equal to zero. Besides, by construction, we have |R i 0 (t v (0))| ≤ e −l β /4 . This completes the proof of Lemma 3.9.
We now continue the proof of Lemma 3.5. Fix u (respectively v) a 1-normalized eigenfunction of H ω associated to E j (ω) ∈ F − e −l β , F + e −l β (respectively asso-
i be the polynomial given in Lemma 3.10 and i 1 ∈ 0, 8 be the largest index such that f i is not constantly equal to zero. Then, using Theorem A.2 and the fact that the random variables are bounded by M, we obtain the Proposition 3.12. Letx := (x −8N , · · · , x 8N ) and
There exists c ∈ (0, 1) such that, for l large enough, we have
On A c , let (Z i (x)) i∈ 1,i 1 ∈ C i 1 be the roots of Rx, repeated according to their multiplicity, and Z i = ∞ for i ∈ i 1 , 8 . Then, the roots of Q x , defined in Lemma 3.10, are the inverses of the (Z i ) i not equal to zero, with the convention ∞ −1 = 0. We now prove the Proposition 3.13. Fixx ∈ A c and suppose |Rx(t)| ≤ e −l β /4 for some t ∈ [−1, 1]. Then, there exists i ∈ 1, i 1 such that
Proof. Fixx ∈ A c and write
As |f i (x)| ≥ e −l β /8 and i 1 ≤ 8, one of the term in the product must satisfy
This concludes the proof of Proposition 3.13.
Note that, for all t ∈ R and z ∈ C we have |t − ℜ(z)| ≤ |t − z|. Now, suppose for instance that r v (0), r v (−8N − 1) and r v (8N + 1) are all greater than e −l β /4 and suppose Ω − := (ω −16N −1 , · · · , ω −1 ) ∈ A c and Ω + := (ω 1 , · · · , ω 16N +1 ) ∈ A c . Then, Lemma 3.9 shows that
for some (•, ♦) ∈ {R, Q} 2 , depending on whether t = tan(θ ) or t = cot(θ ) for ∈ {u, v}. As Ω − and Ω + belong to A c , there
for some ( * , ♯) ∈ {1, −1} 2 , depending on whether t = tan(θ ) or t = cot(θ ) for ∈ {u, v}. In the rest of the section, we will use the same notation θ for the class of θ in R/πZ. We endow T := R/πZ with the usual distance, which will be noted d, obtained from the absolute value on R.
If we define Θ i,1 (Ω ± ) := arctan (ℜ [Z i (Ω ± )]), and 
and define the matrix
. We will also use the biLipschitz homeomorphism Υ : θ ∈ T → S 1 /{1, −1}, defined by θ → (sin θ, cos θ), where we endowed S 1 /{1, −1} with the distance obtained from the euclidean distance on R 2 . We now prove the Proposition 3.14. Suppose r v (n) ≥ e −l β /4 and suppose there exists Θ ∈ T such that d θ v (n); Θ ≤ e −l β /64 . Then, there exists C > 1 (only depending on q ∞ , N and M) such that R u (n) ≥ Cr v (n) and there exists Ψ ∈ T (only depending on Θ)
Proof. Without loss of generality, we can suppose that n = 0. By definition, we have for
We know that A 0 depends only on (ω −N , · · · , ω N ) and that det(A 0 ) = 0. Hence, there exists C > 0 only depending on q ∞ , N and M, such that
A 0 X, we have Y = 1 and
By definition, X ∈ S 1 is a representative of Υ(θ v (0)) and one can take a representativeX ∈ S 1 of Υ(Θ) satisfying X −X ≤ e −l β /64 . Thus, A 0 (X −X) ≤ Ce −l β /32
This achieve the proof of Proposition 3.14.
Using Proposition 3.14 and (3.32), there exists Ψ i − ,⋆ (Ω − ) and
We will use the Proposition 3.15. Let W be a bounded function on (x 1 , x 2 ) ⊂ R. Let (h 1 , h 2 ) be the solutions of the ODE:
is well-defined and Lipchitz continuous with Lipchitz constant only depending on W ∞ and |x 1 − x 2 |. Furthermore, there exists C > 0 (only depending on W ∞ and |x 1 − x 2 |) such that, for all 0 < ǫ < 1 andW such that W − W ∞ ≤ ǫ, we have sup
Remark 3.16. We postpone the proof of Proposition 3.15 to the end of the subsection and finish the proof of Lemma 3.5, but first we make a remark. The number
is the direction of the vector (y(x 2 ), y ′ (x 2 )) where y can be any non-zero solution of the ODE
such that the direction of the vector (y(x 1 ), y ′ (x 1 )) is equal to any representative of Θ. Now, as the potential V ω depends only on (ω −9N −1 , · · · , ω −1 ) (which are fixed since Ω − is fixed) over the interval (−8N − 1, −N 
In the same way, there exists Φ i + ,♯ (Ω + ) such that
Now, by definition, we have ψ v (N) = T −N,N,Vω−E k (ω) (ψ v (−N)). Hence, as |G − E k (ω)| ≤ e −l β , we obtain from Proposition 3.15 that
and eventually
Now, as Ω − and Ω + are fixed, we can rewrite on the random potential
where W is a deterministic function. Thus, (3.38) roughly says that the image by the random function
This is a condition on the 32N + 3 random variables (Ω − , ω 0 , Ω + ) and the following lemma shows that this condition happens with exponentially small probability.
Lemma 3.17. Let (Θ 1 , Θ 2 ) ∈ T 2 and W be a deterministic, bounded function. DefineP ǫ as the probability that d T ω 0 (Θ 1 ), Θ 2 ≤ ǫ. Then, there exist ǫ 0 > 0 and M ∈ N such that for all 0 < ǫ < ǫ 0 , we havê
Proof. Using Theorem A.3, it suffices to show that if y Θ 1 is a non zero solution as in Proposition 3.15 (with x 1 = −N and x 2 = N), then the non-zero vector (y Θ 1 (N), y
(N)) is analytic in ω 0 and its direction is not constant. As q ≥ 0 and is bounded below by a positive real number on an interval of positive length, this is proven by Sturm-Liouville theory (see [15, Section 4.5] ). Indeed, there exist Prüfer
representative of Θ 1 and such that φ(N) is a strictly increasing function of ω 0 . As y Θ 1 (N) and y
(N) are analytic in ω 0 , this completes the proof of Lemma 3.17.
We can now finish the proof of Lemma 3.5. First, as u is normalized and u is at most exponentially increasing, there exists n 0 ∈ Z such that
Note that n 0 is random but there are only l choices for n 0 . Therefore
and r u (n) ≥ e −l β /4
. Now, fix n 0 ∈ (−l, l) ∩ Z. To simplify our notations, let us assume that n 0 = 0. Define K := l β /(32N + 3) and define
Thus, if m j := 2j(16N + 1) we have J j = m j − 16N − 1, m j + 16N + 1 . Define the
and define
Then, using Lemma 3.10,
Now, using (3.12) and (3.32), we obtain that B j is included in
Eventually, using the notations of (3.38), we have B j ⊂ C j where
To summary, we have proven that
because the events (C j ) j are independent. Now, using Proposition 3.12 and Lemma 3.17, we have
for somec ∈ (0, 1). Therefore, we have
for l large enough since K ≍ l β . This concludes the proof of Lemma 3.5 in the continuous case. We now prove Proposition 3.15.
Proof of Proposition 3.15. Fix θ ∈ R and take y θ as in the statement. Then,
with det H = 1. As h 1 and h 2 satisfy (3.35), there exists C > 0 (depending only on W and
the function θ ∈ R → Ξ θ ∈ S 1 is Lipschitz continuous. Thus, the fact that T x 1 ,x 2 ,W is Lipschitz continuous follows from the fact that Υ −1 is also Lipschitz continuous. Eventually, takeW such that W − W ∞ ≤ ǫ < 1 and fix θ ∈ R. We will use the same notations as above forW , but with the symbol·. For instance, (h 1 , h 2 ) are the fundamental solutions of (3.35) for W , (h 1 ,h 2 ) are the fundamental solutions forW and we have
. Then, we know that H−H ≤ Cǫ for some C depending only on W and |x 2 −x 1 |. Therefore, there exists C > 0, such that for all θ ∈ R we have
Therefore, for all θ ∈ R we have Ξ θ −Ξ θ ≤ Cǫ. We conclude using the fact that Υ −1 is Lipschitz continuous. This achieve the proof of Proposition 3.15.
Proof of Lemma 3.5 for discrete models
In this section we prove Lemma 3.5 for models defined in (2.8). When ∆ b = ∆, we can write a proof that is the same as in Subsection 3.1, except for the obvious modification due to the discrete models and the usage of results in Appendix C. In this section, we prove Lemma 3.5 for models defined in (2.8). For discrete models the functions that were analytic in the continuum case are here polynomials. This makes the study of the solutions when the parameters tend to infinity easier.
As in subsection 3.1 we start by making some notation, there are discrete equivalents of the notation find in the beginning of subsection 3.1. Define the following inner product on ℓ 2 ( 0, N − 1 ) :
We denote . a the corresponding semi-norm. We say the functions f and g are a-orthogonal is f, g a = 0. In particular, 1-orthogonality is the usual orthogonality in ℓ 2 ( 0, l ). Let u and v be 1-normalized eigenfunctions of H ω (Λ l ) associated to the eigenval-
These eigenvalues are almost surely simple and we compute :
Equation (3.44) can therefore be rewritten :
In the rest of the subsection, M will be fixed such that P(|ω 0 | > M) = 0 so that all the random variables (ω i ) i are almost surely bounded by M. On R N we define the vectorial plan P In particular, when N = 2, P n F = R 2 and the conditions below are trivial. When ω n tends to infinity the plan P n j get closer to the plan defined by the a-orthonormal basis e
The sequence u satisfies the following equations for m ∈ Nn, Nn + N − 1
with |E j (ω) − F | ≤ e −l β and v satisfies a similar equation with (E k , G) instead of (E j , F ). Therefore, there exist two couples (A n , B n ) ∈ R 2 and (Ã n ,B n ) ∈ R 2 such that, for all m ∈ Nn, Nn + N − 1 , 
Now, define :
and the same for t v . Using these notations (3.4) can be rewritten
Now for n ∈ N and m ∈ 0, N − 1 let
be the 1-step transfer matrix for (2.9) that goes from {Nn + m, Nn + m − 1} to {Nn + m + 1, Nn + m}.
As in the previous subsection, in the following lines ε will denote a vector such that ε ≤ Ce −l β /2 , its value may change from a line to another. For all n ∈ 1, . . . , l we have M 
Proof. The proof follows the one of Lemma 3.9 and we will use its notation. As in the proof of Lemma 3.9, it suffices to show that there exists (ω n−1 , ω n , ω n+1 ) such that the matrix
has its determinant not equal to zero. This will be done under the assumption
which will be supposed from now on. We now compute an equivalent of the determinant when ω n tends to infinity.
If N ≥ 3 we have, .
In the following lines, we will keep the difference (ω n+1 , ω n , ω n−1 ) in notations, although they are equal, for a better comprehension of all terms. When ω n → ∞, we have
Hence, for all m ∈ 1, N − 2 we have
Therefore, we obtain b N (n−1)+i . In the same way we obtain
Now, a simple calculation shows that
Hence, when ω n → ∞,
Therefore, det A is not constantly zero. We conclude the proof of Lemma 3.18 in the same way we conclude the proof of Lemma 3.9, using Theorem A.2.
P n,G,m be the N-step transfer matrix for (2.9) that goes from {Nn − 1, Nn} to {Nn + N, Nn + N + 1}. The matrix T 0 n,G is the product of all the matrices P n,J,m that depends on ω n . Now, define
where we recall that T := R/πZ is endowed with the distance d and Υ :
is any non-zero vector of direction any representative of θ. We now prove the Lemma 3.19. Fix (Θ 1 , Θ 2 ) ∈ T 2 and let P ǫ denote the probability that d T We know from (3.53) that
where (P i ) i are polynomials of ω n . In the limit ω n → ∞, we compute
Now, we know from (3.53) that P n,G,1
We then compute, in the same manner as (3.58), when ω n → ∞,
, there exists K n ∈ R * such that, for all ω n , we have det T 0 n,G = K n . Thus, we obtain the equation
with deg(P 1 ) = N = deg(P 2 ) + 1 ≥ 2, deg(P 3 ) ≤ N − 1 and deg(P 4 ) ≤ N − 2. This shows in particular that deg(P 3 ) > deg(P 4 ), hence P 3 is not the zero polynomial. Therefore, P 4 cannot be the zero polynomial. Indeed, if it were we would then have
Using (3.58) when θ 1 = πZ and (3.59) when θ = πZ, the direction of the vector Z get close to the axis directed by (1, 0). Therefore, it suffices to show that Z is not constantly co-linear to (1, 0) and conclude. As deg(P 3 ) > deg(P 4 ) ≤ 0, the second component of the vector Z cannot be constantly equal to zero for any value of θ. This concludes the proof of Lemma 3.19. Now, Lemma 3.5 is proven in the same way as in Subsection 3.1 using Lemma 3.18 and Lemma 3.19 instead of Lemma 3.9 and Lemma 3.17.
A Analytic functions of several real variables
In this section, we prove two properties of analytic functions of several real variables. For x ∈ R n , we will write x = (x, x n ). We will use the Weierstrass preparation theorem (see for instance [10] ), which we recall now.
Theorem A.1. Let O be an open subset of R n that contains the origin and let f : O → R be an analytic function vanishing at the origin such that the analytic function x n → f (0, · · · , 0, x n ) has a zero of order m ∈ N * at 0. There exists a neighborhood U of the origin, a Weierstrass polynomial P (x, x n ) = a 0 (x)+a 1 (x)x n + · · · + a m−1 (x)x m−1 n + x m n , defined on U, with a i (0) = 0 for all i ∈ 1, m − 1 , and an analytic function g : U → R with g(0) = 0, such that, for all x ∈ U, we have f (x) = P (x)g(x).
We now prove the
n an open set and f : Ω → R a non zero analytic function. Fix G a compact subset of Ω. There exist ǫ 0 > 0 and m ∈ N * such that,
Proof. Since G is compact, it suffices to prove that there exists a neighborhood of every point on which the result holds. Therefore, we fix a point x ∈ G. If f (x) = 0, the result is clear; now suppose f (x) = 0. Without loss of generality, we can suppose that x = 0. As f is not constantly equal to zero, we can suppose that h n → f (0, . . . , 0, h n ) is not constantly equal to zero near in a neighborhood of 0 (if this is not the case, we do a rotation on the arguments) and therefore has a zero of order m at 0 for some m ∈ N * . The Theorem A.1 shows that there exist a neighborhood U of the origin, a Weierstrass polynomial P as in Theorem A.1 and an analytic function g not vanishing at the origin, such that, for all x ∈ U, we have f (x) = P (x)g(x). Now, take V :=]−δ, δ[ n included in U such that inf x∈V g(x) =:
Thus, if x ∈ V satisfies |f (x)| ≤ ǫ, then |P (x)| ≤ Cǫ. Therefore, it remains to prove the result for the Weierstrass polynomial P . Fix ǫ > 0,x ∈] − δ, δ[ n−1 and suppose |P (x, x n )| ≤ ǫ. As the polynomial X n → P (x, X n ) is unitary, let (z i (x)) i∈ 1,m be its complex roots, repeated according to multiplicity. As |P (x)| ≤ ǫ, there exists i ∈ 1, m such that |x n − z i (x)| ≤ ǫ This conclude the proof of Proposition A.2.
We now prove an other proposition, connected to Proposition A.2.
Proposition A.3. Fix Ω ⊂ R n an open set containing the origin and f : Ω → R an analytic function such that, for all (x, x n ) ∈ Ω, the function h n → f (x, x n + h n ) is not constantly equal to zero in a neighborhood of the 0. As the function h n → f (ŷ, x n + h n ) is not constantly equal to zero in a neighborhood of 0, we can apply the Theorem A.1 according to the nth coordinate and conclude as in the proof of Proposition A.2.
B Non oscillating solutions of Sturm-Liouville equations
In this section we prove two lemmas that are used in subsection 3.1. Let q be a positive continuous function on (0, 1),q be the one-periodic function that is equal to q on (0, 1) and E 2 < E 1 . Suppose m := inf The purpose of this section is to prove that for λ large enough, the solutions of (B.1) don't oscillate and therefore can be easily compared one another.
Lemma B.1. Fix λ such that λm > E j . Then, any non-zero solution of (E j λ ) has at most one zero.
Proof. Let u be a non-zero solution of (E j λ ) with a zero at point x 0 . Without loss of generality we can suppose that u ′ (x 0 ) > 0. Then, for any x > x 0 , u(x) > 0. If not, there would exists x 1 such that u ′′ (x 1 ) < 0 and u(x 1 ) > 0, which is in contradiction with the fact that λm > E j . In the same way, we prove that for any x < x 0 , u(x) < 0.
Lemma B.2. Fix λ such that λm > E 1 > E 2 . Let u (respectively v) be a non-zero solution of (E 2). In the same way we prove that if there exists x − such that v(x − ) ≤ 0, w(x − ) = 0 and w is negative on the left side, positive on the right side of x − , then for x < x − , w(x) < 0 and v(x) < 0. Now, as w takes both sign in (x − , x + ) there exists one and only one x c ∈ (x − , x + ) such that w changes of sign at x c . Remark B.3. One can prove the results of this section with a potential q that has isolated zero. Indeed, in an interval that contain only one zero of q, any solution of (B.1) oscillate with a pulsation close to E. But as λ tends to infinity, the length of such an interval tends to zero. Thus, for λ large enough, the function are still strictly increasing and one can prove Lemma B.1 and Lemma B.2 in the same way as above.
C Non oscillating solutions of finite difference equations of order two
There are discrete equivalent of the results of Appendix B. Fix k ∈ N and E 2 > E 1 . Let (a n ) n∈ 1,k ∈ R k and (ã m ) m∈Z its k-periodic extension. We suppose there exists m > 0 such that min(a n ) n∈ 1,k > m.
(C.1)
We define the finite-difference equation :
(E Lemma C.1. Fix λ < 0 such that E j − λm > 2. Then, any non-zero solution of (E j λ ) changes of sign at most one time. Proof. Let u be a non-zero solution of (E j λ ) that changes sign at (n 0 , n 0 +1). Without loss of generality we can suppose that u(n 0 + 1) > u(n 0 ). Then, for any n ≥ n 0 + 1, u(n) > 0. If not, there would exists n 1 such that u(n 1 ) > 0 and u(n 1 +1)+u(n 1 −1) < 2u(n 1 ). Therefore, we would have u(n 1 + 1) + u(n 1 − 1) < 2u(n 1 ) which is in contradiction with the fact that E j − λm > 2. In the same way, we prove that for any n ≤ n 0 , u(n 0 ) < 0.
Lemma C.2. Fix λ < 0 such that E 2 − λm > E 1 − λm > 2. Let u (respectively v) be a non-zero solution of (E Now, suppose there exists n + such that v(n + ) ≥ 0, w(n + ) ≤ 0 and w(n + + 1) ≥ 0. Then, for n ≥ n + + 1, w(n) > 0 and v(n) > 0. If not, there would exists n 1 ≥ n + +1 such that v(n 1 ) > 0, w(n 1 ) > 0 and w(n 1 −1)+w(n 1 +1) < 2w(n 1 ), which would be in contradiction with (C.3).
In the same way we prove that if there exists n − such that v(n − ) ≤ 0, w(n − −1) ≤ 0 and w(n − ) ≥ 0 then for n ≤ n − − 1, w(n) < 0 and v(n) < 0. Now, as w takes both sign in (n − , n + ) there exists one and only one n c ∈ n − , n + such that w changes of sign at x c .
