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Abstract
Steganography is concerned with communicating hidden messages in such a way that no one apart from the sender and the
intended recipient can detect the very existence of the message. We study the syndrome coding method (sometimes also called
the “matrix embedding method”), which uses a linear code as an ingredient. Among all codes of a fixed block length and fixed
dimension (and thus of a fixed information rate), an optimal code is one that makes it most difficult for an eavesdropper to detect
the presence of the hidden message. We show that the average distance to code is the appropriate concept that replaces the covering
radius for this particular application. We completely classify the optimal codes in the cases when the linear code used in the
syndrome coding method is a one- or two-dimensional code over GF(2). In the steganography application this translates to cases
when the code carries a high payload (has a high information rate).
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
Steganography is the scientific discipline concerned with communicating hidden messages in such a way that
no one apart from the sender and the intended recipient can detect the existence of the message. This process is
fundamentally different from cryptography, where the existence of a secret message may be suspected by anyone who
can observe the scrambled ciphertext while it is communicated.
A common technique in steganography is to embed the hidden message into a larger cover object (such as a digital
image, for example) by slightly distorting the cover object in a way that on one hand makes it possible for the intended
recipient to extract the hidden message, but on the other hand makes it very hard for everybody else to detect the
distortion of the cover object (i.e., to detect the existence of the hidden message). The amount of noise that is naturally
(inherently) present in the cover object determines the amount of distortion that can be introduced into the cover object
before the distortion becomes detectable.
Syndrome coding, sometimes also called matrix embedding [9,6,7] or coset encoding [3], is a steganography method
which requires the sender and the recipient to agree in advance on a parity check matrix H ; the secret message is then
extracted by the recipient as the syndrome (with respect to H ) of the received cover object.
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We restrict our study to the binary case. All codes considered in this article are binary linear codes. Let C ⊆ Fn2 be
the code defined by H , where F2 denotes the field with two elements.
The syndrome coding method is surveyed in Section 2. In Section 3 we show that the amount of distortion
introduced by this method is measured by the average weight of a coset leader for C (which is also the average
distance from a vector in Fn2 to C). We denote this quantity as Ra(C) since it can be viewed as an “averaged” version
of the classical concept of the covering radius of C . We say that C is optimal if it minimizes Ra(C) among all codes
of the same block length and dimension. The main part of the article is Section 4.2 in which we completely classify
the optimal two-dimensional codes using combinatorial counting methods. We conclude by discussing some possible
applications of our results in Section 4.3.
2. Linear codes for steganography
Throughout this article we will use some standard concepts and results from coding theory which can be found for
example in [10]. By Fk2 we denote the k-dimensional vector space over F2. (Depending on the choice which is more
convenient in the context, we will use either row vectors or column vectors.) The standard basis of Fn2 will be denoted
by {e1, . . . , en}, that is, (ei ) j = 1 if i = j and (ei ) j = 0 otherwise. The F2-span of {v1, . . . , vk} ⊂ Fn2 will be denoted
by 〈v1, . . . , vk〉. By 0 and 1 we denote the all-zero and all-one vector of the appropriate dimension. For simplicity, we
write br11 b
r2
2 . . . b
rs
s to represent a vector whose first r1 coordinates are equal to b1, next r2 coordinates are equal to b2,
etc. By Fk×n2 we will denote the set of all k × n matrices over F2.
Syndrome coding, sometimes also called matrix embedding [9,6,7] or coset encoding [3], is a steganography method
that uses linear codes. Suppose that the cover object is a multimedia binary file, say a digital image consisting of n
pixels. Suppose that one bit of information is extracted from each pixel of the image, for example the least significant
bit (on the grayscale map) of that pixel. Let E ∈ Fn2 be the sequence of n bits extracted from the cover object, and
let M ∈ Fm2 be the message that we want to embed (m ≤ n). The sender and the recipient agree in advance on a
matrix H ∈ Fm×n2 of rank m. To perform the hidden message embedding, the sender finds a vector δ ∈ Fm2 such that
H(E + δ) = M , that is, Hδ = M − H E , and then the sender changes the cover object in the following way: For
any j ∈ {1, . . . , n} the sender leaves the j-th pixel of the image unchanged if δ j = 0, whereas (s)he flips the least
significant bit of the j-th pixel if δ j = 1. The receiver recovers the hidden message by simply computing M = H E ′,
where E ′ is the sequence of n bits extracted from the distorted cover object. The total amount of distortion is thus the
Hamming weight (number of ones) in the vector δ = E ′ − E .
It is well known that the set of vectors x satisfying H x = M−H E is a coset of the linear code for which H serves
as a parity check matrix. Finding a vector of the lowest weight in a coset is the well-known coset leader problem.
We will assume that, in order to minimize the distortion, the sender will always use a coset leader for the vector δ
introduced above. The largest weight of any coset leader is the covering radius of the code.
A recent historical account of the connection between Steganography and covering codes [3] appears in the
introduction to [2] where the references [1,4,8,11] are listed. Another relevant reference is [5].
3. Average distance to a linear code
Let k := n − m and let C be the [n, k] code for which H serves as a parity check matrix, where n, m and H are as
in the previous section. Since the message M is typically encrypted before being embedded into the cover object, it
is reasonable to assume that M is drawn uniformly at random from Fm2 . Therefore, the expected amount of distortion
per one message M is equal to the average weight of a coset leader
1
2n−k
∑
u∈L(C)
w(u), (1)
where L(C) is a set of coset leaders for C and w denotes the Hamming weight function throughout the article. For
every v ∈ Fn2 , the distance of v from C is naturally defined as
d(v,C) = min{w(v − c) : c ∈ C} = w(u),
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Fig. 1. The optimal [n, 2] codes (36 ≤ n ≤ 400).
where u is a coset leader for v + C . Since all cosets have the same cardinality 2k , we observe that
∑
v∈Fn2
d(v,C) =
2n−k∑
i=1
∑
v∈Ci
d(v,C) = 2k
∑
u∈L(C)
w(u),
where the Ci ’s denote the cosets of C . Thus, the expected amount of distortion per one message M is also expressible
as
Ra(C) := 12n
∑
v∈Fn2
d(v,C),
for which the term average distance to the linear code C appears natural.
We propose the notation Ra(C) as an analogue to the common notation
R(C) = max
v∈Fn2
d(v,C)
for the covering radius of C .
For any [n, n − m] code C , let ρa(C) = Ra(C)/n be the normalized average distance to C and let r(C) = m/n
denote the information rate of C . The value ρa(C) may be also viewed as the probability that an arbitrary pixel of the
cover object will be subjected to a change. The value r(C) is the number of message bits embedded in one pixel of
the cover object.
Thus, from the viewpoint of the steganography application introduced in the previous section, a code with large r
and small ρa is considered to be good. Clearly there is always a trade-off between ρa(C) and r(C). For example, by
using [n, k] codes with k close to n, the amount of distortion introduced is low but one can only embed a small amount
of information. For the codes studied in this paper, the information rate is close to its absolute maximum (i.e., close to
1); see Fig. 1. Note that the amount of tolerable distortion depends on the amount of noise which is already present in
the cover object. For example, inherent noise (deformation) is a typical feature of scanned images. If such an image
is used as the cover object, one will worry less about the amount of distortion introduced during the hidden message
embedding and, as a consequence, a high payload can be achieved.
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One optimization problem to investigate is therefore that of finding codes C with small values ρa(C) among all
codes with fixed r(C). Since we are interested in the practical problem of finding explicit codes that can be used in
the steganography application, we are naturally led to the following optimization problem:
For given n and k, find the optimal value and also an (or all) optimal solution(s) to the problem
f (n, k) := min{Ra(C) : C is an [n, k] code}. (2)
Any code achieving the optimal value in (2) will be called an optimal code.
The problem (2) is trivial when k = 0 (i.e. m = n) as C = {0} is the only code to be considered. Taking the n × n
identity matrix as H yields f (n, 0) = 2−n ∑ni=0 i ( ni ) = n/2 which can be reconfirmed by noticing that each bit
extracted from the cover object will already have the “correct” value with probability 1/2.
In the present paper we solve the problem (2) for the case k = 2 by giving a complete classification of all optimal
codes. In the steganography application this case corresponds to situations when the code carries a high payload:
m = n − 2. The case k = 1 is quite easy and we include it only as a warm-up for the proof techniques that we use to
solve the k = 2 case.
Remark. Consider the analogous problem, involving the covering radius instead of the average distance to the code,
namely
t (n, k) := min{R(C) : C is an [n, k] code}. (3)
If a code C has a coordinate i such that ci = 0 for every c ∈ C then any code that agrees with C in all coordinates
except i has covering radius at most R(C). Let Cn,k be the set of all [n, k] codes C for which there is no i such that
ci = 0 for all c ∈ C . By the above argument t (n, k) = min{R(C) : C ∈ Cn,k}. Problem (3) has the following solutions
for small values of k:
t (n, 1) = bn/2c and the [n, 1] code in Cn,1, namely C = 〈1〉, is optimal.
t (n, 2) = b(n − 1)/2c. When n is odd, all [n, 2] codes in Cn,2 are optimal. When n is even, exactly those [n, 2]
codes in Cn,2 for which there is an odd integer in their weight distribution are optimal and all the other [n, 2] codes
in Cn,2 have covering radius t (n, 2)+ 1.
See Chapter 5 in [3] for further discussions. It is worth noting that while determining t (n, 2) is trivial, finding
f (n, 2) appears to require a significant amount of work (Theorem 4.6).
A note about the proofs: To sustain the flow of the paper we postpone the statements and proofs of some of the
lemmata to the Appendix.
4. Optimal codes for dimension 1 and 2
4.1. Dimension 1
Theorem 4.1. We have f (n, 1) = n/2− n2−n
(
n−1
bn/2c
)
. Moreover, an [n, 1] code C = 〈c〉 is optimal if and only if
w(c) =
{
n if n is odd,
n − 1 or n if n is even.
Proof. Let Cr = 〈x〉 where w(x) = r ≤ n. Without loss of generality assume x = 1r 0n−r . For every v ∈ Fn2 we
have d(v, x) = j + min{i, r − i} where i = |{1 ≤ k ≤ r : vk = 1}| and j = |{r + 1 ≤ k ≤ n : vk = 1}|. Let
b(r) = r2−r
(
r−1
br/2c
)
. Using the properties of b(r) given in Lemma A.1 in the Appendix, we have
Ra(Cr ) = 2−n
r∑
i=0
n−r∑
j=0
(r
i
)(n − r
j
)
( j +min{i, r − i})
= 2−n · 2r · (n − r) 2n−r−1 + 2−n · 2n−r · 2r (r/2− b(r))
= n/2− b(r).
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Since b(r) is non-decreasing, we get Ra(Cr ) ≥ Ra(Cn). Equality occurs if and only if r = n or r = n − 1 and n is
even. This is because b(r +1) = b(r) if and only if r is odd. Thus Ra(Cr ) = f (n, 1) if and only if r = n or r = n−1
and n is even. To complete the proof, note that Ra(Cn) = n/2− b(n) = n/2− n2−n
(
n−1
bn/2c
)
. 
4.2. Dimension 2
Let n be a fixed integer, n ≥ 2. Let C be the set of all [n, 2] codes. Let C = 〈x, y〉 be an [n, 2] code and let us
define
α = |{i : xi = yi = 1}|,
β = |{i : xi = 1, yi = 0}|,
γ = |{i : xi = 0, yi = 1}|.
On the set C we define the mapping ψ by ψ(C) := {α, β, γ }. The value ψ(C) will be regarded as a multiset, that is,
we count the multiplicity of each element. The mapping ψ is well defined, that is, different choices for the basis of
C will result in the same multiset ψ(C). This is because {x, x + y} and {x + y, y} are the only other choices for the
basis of C . Notice that, up to permuting coordinates (which is of no consequence in our application), ψ is an injective
mapping.
The following lemma shows that for n ≥ 4, there is no optimal code with α + β + γ < n. Due to the technical
nature of the proof, we postpone the proof to the Appendix.
Lemma 4.2. Let C be an [n, 2] code with n ≥ 4 and ψ(C) = {α, β, γ } such that α + β + γ < n. Then there exists
an [n, 2] code C ′ with Ra(C ′) < Ra(C).
Now that we can assume that α + β + γ = n, we will make our future writing easier by introducing the following
agreement: Whenever we write ψ(C) = {α, β, γ }, we implicitly assume that the n coordinates of Fn2 are partitioned
into three contiguous blocks of sizes α, β, γ (in that order) such that, in each of the three non-zero codewords of C ,
the coordinates taking the value 0 are lumped together into one of these three blocks. (This is consistent with the
definition of the mapping ψ above.) Thus we will typically write a general vector v ∈ Fn2 in the form v = (v1, v2, v3)
with v1 ∈ Fα2 , v2 ∈ Fβ2 and v3 ∈ Fγ2 . This allows us then to define the mapping φ : Fn2 → Z3∩([0, α]×[0, β]×[0, γ ])
by φ(v) = (w(v1), w(v2), w(v3)). If ψ(C) = {α, β, γ } and φ(v) = (i, j, k), then
d(v,C) = h(α, β, γ, i, j, k), (4)
where
h(α, β, γ, i, j, k) := min{i + j + k, i − j − k + β + γ,−i + j − k + α + γ,−i − j + k + α + β}.
For any r, s, t let us define two subsets of Z3 ∩ ([0, α] × [0, β] × [0, γ ]) as follows:
P(r, s, t) := {(i, j, k) : k + j ≥ r, k − i ≥ s, j − i ≥ t}
Q(r, s, t) := {(i, j, k) : k − j ≥ r, k + i ≥ s, i − j ≥ t}.
In the following lemma, we give a formula for the difference of the average distances to two linear codes, one of which
is obtained from the other by changing only one coordinate. The proof of this lemma is straightforward but requires
going carefully through technical details and is therefore postponed to the Appendix.
Lemma 4.3. Let β ≥ 1. Let C and C ′ be two [n, 2] codes for which ψ(C) = {α, β, γ } and ψ(C ′) = {α+1, β−1, γ }.
We have
Ra(C
′)− Ra(C) =
∑
(i, j,k)∈P ′
(
α
i
) (
β−1
j−1
) (
γ
k
)− ∑
(i, j,k)∈P
(
α
i
) (
β−1
j
) (
γ
k
)
2n−1
,
where P = P( γ+β2 , γ−α2 , β−α2 ) and P ′ = P( γ+β2 + 12 , γ−α2 + 12 , β−α2 + 1).
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The following two lemmata are crucial for proving the full classification of optimal two-dimensional codes in
Theorem 4.6. These lemmata explain how we can get codes with smaller Ra by walking on the lattice {{x, y, z} :
x, y, z ∈ N ∪ {0}, x + y + z = n}.
Lemma 4.4. Let C and C ′ be two [n, 2] codes for which ψ(C) = {α, β, γ } and ψ(C ′) = {α + 1, β − 1, γ }. If
β ≡ γ (mod 2) then Ra(C ′) ≤ Ra(C). If all these assumptions are satisfied, then equality occurs if and only if β = 1
or α ≡ β + 1(mod 2).
Proof. Let P and P ′ be as in Lemma 4.3. Since β and γ have the same parity, we have P ′ = P( γ+β2 + 12 , γ−α2 +
1
2 ,
β−α
2 + 1) = P( γ+β2 + 1, γ−α2 + 12 , β−α2 + 1). It follows that for every (i, j, k) ∈ P ′, we have (i, j − 1, k) ∈ P .
Hence ∑
(i, j,k)∈P ′
(α
i
)(β − 1
j − 1
)(γ
k
)
≤
∑
(i, j,k)∈P
(α
i
)(β − 1
j
)(γ
k
)
.
Thus Ra(C ′) ≤ Ra(C), by Lemma 4.3. Notice that if α ≡ β + 1(mod 2) then (i, j, k) ∈ P ′ if and only if
(i, j − 1, k) ∈ P . Thus Ra(C) = Ra(C ′). If β = 1 then (i, 0, k) ∈ P if and only if (i, 1, k) ∈ P ′. This is because
(i, 0, k) ∈ P implies (k + 0) + (0 − i) ≥ (γ + 1)/2 + (1 − α)/2 = (γ − α)/2 + 1. The remaining elements of P
are of the form (i, 1, k) for which we have
(
α
i
) (
β−1
j
) (
γ
k
) = (αi ) ( 01) ( γk ) = 0. Thus Ra(C) = Ra(C ′). On the other
hand, if α ≡ β(mod 2) then (bα/2c, dβ/2e, bγ /2c) ∈ P but (bα/2c, dβ/2e + 1, bγ /2c) 6∈ P ′. Also if β > 1 then(
α
bα/2c
) (
β−1
dβ/2e
) (
γ
bγ /2c
)
> 0. Hence the inequality is strict in this case. 
The proof of the following lemma is similar to the previous one but is trickier. The main obstacle is that the
trivial mapping (i, j, k) 7→ (i, j − 1, k) from the set P ′ to P that was used in the proof of Lemma 4.4 does not
provide the required correspondence any longer. However, with a small modification (see the function g in the proof
of Lemma 4.5), this can be fixed. The proof is given in the Appendix.
Lemma 4.5. Let C and C ′ be two [n, 2] codes for which ψ(C) = {α, β, γ } and ψ(C ′) = {α+ 1, β − 1, γ }. If α ≤ β
and α ≡ γ ≡ β+1(mod 2) then Ra(C ′) ≤ Ra(C). If all these assumptions are satisfied and additionally if α 6= β−1
then Ra(C ′) < Ra(C).
We are now ready to prove the main theorem:
Theorem 4.6. Let C be an [n, 2] code with n ≥ 4. Then Ra(C) = f (n, 2), i.e. C is an optimal code, if and only if
ψ(C) is in one of the following forms:
{α, α, α + 1}, {α, α + 1, α + 3},
{α, α + 1, α + 2}, {α, α + 3, α + 3},
{α, α + 1, α + 1}.
Proof. Assume that C is an optimal code. Assume that ψ(C) = {α, β, γ } such that α ≤ β ≤ γ and α + β + γ = n.
Since n ≥ 4, we have γ 6= 1.
If α ≡ β ≡ γ (mod 2) then applying Lemma 4.4 to {α, γ, β} implies Ra(C ′) < Ra(C), where ψ(C ′) =
{α + 1, β, γ − 1}. This is a contradiction to the optimality of C .
If α ≡ β ≡ γ + 1(mod 2) then by applying Lemma 4.5 to {α, γ, β} either Ra(C ′) < Ra(C), where
ψ(C ′) = {α + 1, β, γ − 1} (which is a contradiction), or α = γ − 1. This implies that ψ(C) = {α, α, α + 1}.
If α + 1 ≡ β ≡ γ (mod 2) then by applying Lemma 4.4 to {α, γ, β} we get Ra(C ′) = Ra(C), where
ψ(C ′) = {α + 1, β, γ − 1}. If α + 1 = γ then ψ(C) = {α, α + 1, α + 1}. Otherwise α + 1 ≤ γ − 1
and α + 1 ≡ β ≡ (γ − 1) + 1(mod 2). Thus by applying Lemma 4.5 to {α + 1, γ − 1, β}, we have either
Ra(C ′′) < Ra(C ′) = Ra(C), where ψ(C ′′) = {α + 2, β, γ − 2} (which is a contradiction), or α + 1 = (γ − 1)− 1.
Therefore ψ(C) = {α, α + 1, α + 3} or ψ(C) = {α, α + 3, α + 3} in this case.
Finally, if α ≡ β + 1 ≡ γ (mod 2) then by Lemma 4.5 either Ra(C ′) < Ra(C), where ψ(C ′) = {α + 1, β − 1, γ }
(which is a contradiction), or α = β − 1. Since α + 1 6≡ γ ≡ α(mod 2) and γ 6= 1, by applying Lemma 4.4
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to {α + 1, γ, α} we get Ra(C0) = Ra(C), where ψ(C0) = {α + 2, γ − 1, α}. But then since α ≡ α + 2 ≡
(γ −1)+1(mod 2) and α ≤ γ −1, applying Lemma 4.5 to {α, γ −1, α+2} implies that Ra(C1) < Ra(C0) = Ra(C),
whereψ(C1) = {α+1, γ−2, α+2} (which is a contradiction), or α = (γ−1)−1. Thereforeψ(C) = {α, α+1, α+2}.
So far, we have shown that if a code is optimal then it has to be in one of the five forms given in the statement of
the theorem. Now, if n ≡ 1(mod 3) then write n = 3α + 1. By applying Lemma 4.4 to {α + 1, α, α} we see that
Ra(C1) = Ra(C2) where ψ(C1) = {α, α, α + 1}, ψ(C2) = {α − 1, α, α + 2}. Similarly, if n ≡ 0(mod 3) one may
show that Ra(C3) = Ra(C4) where ψ(C3) = {α, α + 1, α + 2}, ψ(C4) = {α − 1, α + 2, α + 2}, and n = 3α + 3. If
n = 2(mod 3) then we already know that C5 is an optimal code where ψ(C5) = {α, α + 1, α + 1} and n = 3α + 2.
These arguments show that all of the codes characterized in the current proof, as the only possible forms for an optimal
code, are indeed optimal solutions to problem (2). Since we have proved that no other codes can be optimal, the proof
is now completed. 
Remark. It is quite interesting to note that the most symmetric codes C defined by ψ(C) = {α, α, α} are never
optimal unless α = 1. Any [3, 2] code C has four words and therefore cannot contain the three vectors of weight 1.
Hence the unique coset of C (different from C) contains a vector of weight 1. Thus the average distance for any such
code is 1/2. This means that for n = 3, the pattern {α, α, α} (where α = 1) is optimal.
In Fig. 1, each point represents an optimal [n, 2] code in the (ρa, r)-plane for 36 ≤ n ≤ 400. It should be clear by
now that, using (4), the value ρa(C) for an [n, 2] code C is calculated from the following formula:
ρa(C) = Ra(C)n =
1
n2n
α∑
i=0
β∑
j=0
γ∑
k=0
h(α, β, γ, i, j, k)
(α
i
)(β
j
)(γ
k
)
,
where n = α + β + γ , ψ(C) = {α, β, γ }, and ψ and h are defined in the paragraph before Lemma 4.3. For example
the point (0.440 . . . 0.98) corresponds to an optimal [100, 2] code. Note that the point (0.5, 1) corresponds to the zero-
dimensional code which is basically the well-known Least Significant Bit (LSB) embedding method. By comparing
these two points, we can see that by giving up 2% in the information rate, one can obtain an embedding method which
introduces 12% less distortion on average!
4.3. Applications
Beside being a beautiful combinatorial problem, finding optimal [n, k] codes for small k has the following practical
applications:
As mentioned before, a noisy cover object (such as a scanned image) allows one to introduce higher distortion and
thus to embed a high amount of information.
Another case where such codes can be applied is the non-adversarial scenario, in which the security is not an issue.
Here the original goal of “non-detectable communication” is relaxed to the goal of “non-disturbing communication,”
and a higher amount of distortion is possible as a consequence, especially if the cover object will be rendered to the
recipient in suboptimal noisy conditions (such as listening to an audio file in a car). For example, one may use a digital
radio stream as the cover object, and embed many tags or extra information on top of it (such as the current weather
conditions, current traffic conditions, etc.).
Acknowledgements
The authors thank the referees for their useful remarks. This research was supported by the Natural Sciences and
Engineering Research Council of Canada (NSERC).
Appendix A. Properties of the binomial coefficient
The following lemma is used in the proof of Theorem 4.1.
Lemma A.1. The function b(r) = r2−r
(
r−1
br/2c
)
defined on positive integers r has the following properties:
(i) b(r) is non-decreasing.
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(ii) b(r + 1) = b(r) if and only if r is odd.
(iii)
∑r
i=0
( r
i
)
min{i, r − i} = 2r (r/2− b(r)).
Proof. By simplifying b(r + 1)− b(r) we get
b(r + 1)− b(r) =
2−r−1
(
r
r/2
)
if r is even,
0 if r is odd.
This proves (i) and (ii). We have
r∑
i=0
(r
i
)
min{i, r − i} =
br/2c∑
i=0
(r
i
)
i +
r∑
i=br/2c+1
(r
i
)
(r − i)
= r
(br/2c∑
i=1
(
r − 1
i − 1
)
+
r−1∑
i=br/2c+1
(
r − 1
i
))
= r
(
2r−1 −
(
r − 1
br/2c
))
= 2r (r/2− b(r)) . 
The following inequality is required in the proof of Lemma 4.5.
Lemma A.2. Let α ≤ β and α ≡ γ ≡ β + 1(mod 2). Let P ′ be as in Lemma 4.3. For each (i, j, k) ∈ P ′ with
k + j = γ+β2 + 12 we have(α
i
)(β − 1
j − 1
)
≤
(
α
α+β+1
2 − j
)(
β − 1
α+β−1
2 − i
)
.
Moreover, equality occurs if and only if α = β − 1.
Proof. Since (i, j, k) ∈ P ′ ∩ Z3 and α 6≡ β(mod 2), we have
j − i ≥ β − α + 1
2
+ 1.
Therefore for every r we have (α+β−12 −i−r)(α+β+12 − j−r)−(α−i−r)(β− j−r) = 12 (α−β+1)( j−i− β−α+12 ) ≤ 0.
Note that the inequality is strict if and only if α 6= β − 1. Hence
∏
r
α+β−1
2 − i − r
β − j − r ≤
∏
r
α − i − r
α+β+1
2 − j − r
, (5)
where the product is taken over r = 0, 1, . . . , α+β+12 −i− j−1. Note that α+β+12 −i− j−1 = (k−i)−( γ−α2 +1) ≥ 0,
since (i, j, k) ∈ P ′ ∩ Z3 and α ≡ γ (mod 2). Inequality (5) can be rewritten as
(
α+β−1
2 − i)!(β−α−12 + i)!
( j − 1)!(β − j)! ≤
(α − i)!i !
(
α−β−1
2 + j)!(α+β+12 − j)!
.
By multiplying the numerator and denominator of the left hand side of the above inequality by (β − 1)! and similarly
by multiplying the numerator and denominator of the right hand side of the above inequality by α!, we get the desired
result. 
Appendix B. The proofs
Proof of Lemma 4.2. Write Fn2 as F
n−1
2 × F2. Without loss of generality we may assume C = 〈(x, 0), (y, 0)〉, where
x, y ∈ Fn−12 . Define C ′ = 〈(x, 1), (y, 1)〉. Fix u ∈ Fn−12 and let d(u, x) = a, d(u, y) = b, d(u, x + y) = c, and
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d(u, 0) = d. We have the following:
d((u, 0),C ′) = min{a + 1, b + 1, c, d},
d((u, 1),C ′) = min{a, b, c + 1, d + 1},
d((u, 0),C) = min{a, b, c, d},
d((u, 1),C) = min{a, b, c, d} + 1.
Since for any non-negative numbers a, b, c, and d we have
min{a + 1, b + 1, c, d} +min{a, b, c + 1, d + 1} ≤ 2 min{a, b, c, d} + 1, (6)
it follows that Ra(C ′) ≤ Ra(C). Note that C ′ is a code with ψ(C ′) = {α + 1, β, γ }. On changing the role of α, β,
and γ , this inequality is also true for C ′ with ψ(C ′) equal to {α, β + 1, γ } or {α, β, γ + 1}. Since at least two of
the α, β, and γ have the same parity, we may assume that α ≡ γ (mod 2) and α ≤ γ . To prove that the inequality
Ra(C ′) ≤ Ra(C) is strict we need to show that there exists a u ∈ Fn−12 for which the inequality (6) is strict. To
show this, without loss of generality, write x = 1α1β0γ 0n−1−α−β−γ and y = 1α0β1γ 0n−1−α−β−γ . If β 6= 0 then
bβ/2c + 1 ≤ β and
u = 1dα/2e0bα/2c1bβ/2c+10dβ/2e−11dγ /2e0bγ /2c0n−1−α−β−γ
does the job. This is because for this choice of u (by using the fact that α and γ have the same parity) we can easily
see that bα/2c+dβ/2e+dγ /2e−1 = a = c = b−2 ≤ d and therefore the left and right hand sides of inequality (6)
are equal to c + a and 2a + 1, respectively. So we may assume β = 0. If α is even then by applying an argument
similar to that above, there is a code C ′′ with ψ(C ′′) = {1, α, γ } such that Ra(C ′′) < Ra(C) (this is because 0
and α have the same parity and γ 6= 0). So we may assume that α and γ are both odd. Consider the code C ′ with
ψ(C ′) = {α + 1, 0, γ }. If α + γ + 1 < n then the above argument shows that there exists an [n, 2] code C ′′ with
ψ(C ′′) = {α + 2, 0, γ } such that Ra(C ′′) < Ra(C ′) ≤ Ra(C) (this is because α + 1 and 0 have the same parity and
γ 6= 0). If α + γ + 1 = n (since α ≤ γ and n ≥ 4, we must have γ − 1 6= 0) then by applying Lemma 4.5 to
{0, γ, α+ 1}, we have Ra(C ′′) < Ra(C ′) ≤ Ra(C), where ψ(C ′′) = {1, γ − 1, α+ 1}. Therefore C is not an optimal
code in all cases. 
Proof of Lemma 4.3. Let Q = Q( γ−β2 , γ+α2 , α−β2 ) and Q′ = Q( γ−β2 + 12 , γ+α2 + 12 , α−β2 + 1). Note that P ′ ⊂ P
and Q′ ⊂ Q. Since β ≥ 1, we can assume that C = 〈x, y〉 such that there exists a coordinate l for which xl = 1 and
yl = 0. We may also assume that l is the coordinate in which C and C ′ differ, i.e. C ′ = 〈x, y+ el〉. By the assumption
on C ′, we get d(v,C ′) = h(α + 1, β − 1, γ, i, j, k) if vl = 0 and d(v,C ′) = h(α + 1, β − 1, γ, i + 1, j − 1, k) if
vl = 1. Define ∂(v) := d(v,C ′) − d(v,C). The hypothesis on C and C ′ implies that for every c ∈ C there exists
a c′ ∈ C ′ such that d(c, c′) ≤ 1. Thus, by the triangle inequality for d, we get ∂(v) ∈ {0,±1}. We have
2n(Ra(C ′)− Ra(C)) =
∑
v∈Fn2
∂(v)
= |{v : ∂(v) = +1}| − |{v : ∂(v) = −1}|. (7)
Now, assume that v ∈ Fn2 is such that vl = 1. In order to have ∂(v) = +1, the distance to the closest codeword in C ′
must increase. This occurs if and only if d(v,C ′) = d(v, x+y+el), or equivalently h(α+1, β−1, γ, i+1, j−1, k) =
i− j−k+β+γ+1. This translates to a system of three inequalities in α, β, γ, i, j, k which is equivalent to φ(v) ∈ P ′.
Similarly, to have ∂(v) = −1, the distance to the closest codeword in C ′ must decrease. This is possible if and only
if d(v,C ′) = d(v, y + el). Equivalently, h(α + 1, β − 1, γ, i + 1, j − 1, k) = −i + j − k + α + γ + 1, which is
equivalent to φ(v) ∈ Q. The case vl = 0 can be worked out similarly. Summarizing the above arguments, we have
∂(v) = +1 ⇔ (φ(v) ∈ Q′, vl = 0) or (φ(v) ∈ P ′, vl = 1),
∂(v) = −1 ⇔ (φ(v) ∈ Q, vl = 1) or (φ(v) ∈ P, vl = 0).
Therefore we get
|{v : ∂(v) = +1}| =
∑
(i, j,k)∈Q′
(α
i
)(β − 1
j
)(γ
k
)
+
∑
(i, j,k)∈P ′
(α
i
)(β − 1
j − 1
)(γ
k
)
.
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It is easy to check that (i, j, k) ∈ Q′ if and only if (α − i, β − j, k) ∈ P ′. Thus
|{v : ∂(v) = +1}| = 2
∑
(i, j,k)∈P ′
(α
i
)(β − 1
j − 1
)(γ
k
)
.
Similarly, since (i, j, k) ∈ Q if and only if (α − i, β − j, k) ∈ P , we get
|{v : ∂(v) = −1}| = 2
∑
(i, j,k)∈P
(α
i
)(β − 1
j
)(γ
k
)
.
The result follows from Eq. (7). 
Proof of Lemma 4.5. Let P and P ′ be as in Lemma 4.3. Since α ≡ γ ≡ β + 1(mod 2), we have P ′ =
P( γ+β2 + 12 , γ−α2 + 12 , β−α2 + 1) = P( γ+β2 + 12 , γ−α2 + 1, β−α+12 + 1). Partition P ′ into two sets P ′1 and P ′2:
P ′1 :=
{
(i, j, k) ∈ P ′ : k + j > γ + β
2
+ 1
2
}
P ′2 := P \ P ′1 =
{
(i, j, k) ∈ P ′ : k + j = γ + β
2
+ 1
2
}
.
Now define a mapping g : P ′→ P as follows:
g(i, j, k) =
(i, j − 1, k) if (i, j, k) ∈ P
′
1(
α + β + 1
2
− j, α + β − 1
2
− i, k
)
if (i, j, k) ∈ P ′2.
Claim. g is injective.
Proof of Claim. Towards a contradiction, assume that g is not injective. It follows that there exists an (I, J, K ) ∈ P
such that (I, J + 1, K ) ∈ P ′1 and ((α + β − 1)/2 − J, (α + β + 1)/2 − I, K ) ∈ P ′2. Hence, we must have
K + ((α + β − 1)/2 − I ) = (γ + β + 1)/2 which simplifies to K − I = (γ − α)/2. But this is a contradiction to
(I, J + 1, K ) ∈ P ′. Thus g is an injective mapping.
Define p : P → Z by p(i, j, k) = (αi ) (β−1j ) ( γk ) and p′ : P ′ → Z by p′(i, j, k) = (αi ) (β−1j−1) ( γk ). Since for
every (i, j, k) ∈ P ′1 we have p′(i, j, k) = p(g(i, j, k)), it follows that∑
x∈P ′1
p′(x) =
∑
x∈g(P ′1)
p(x). (8)
On the other hand, by Lemma A.2, for every (i, j, k) ∈ P ′2 we have
(
α
i
) (
β−1
j−1
)
≤
(
α
α+β+1
2 − j
)(
β−1
α+β−1
2 −i
)
. Hence for
each (i, j, k) ∈ P ′2 we get p′(i, j, k) ≤ p(g(i, j, k)). Therefore∑
x∈P ′2
p′(x) ≤
∑
x∈g(P ′2)
p(x). (9)
Since g is injective, by adding (8) and (9), we get∑
x∈P ′
p′(x) ≤
∑
x∈g(P ′1)∪g(P ′2)
p(x)
≤
∑
x∈P
p(x).
Thus Ra(C ′) ≤ Ra(C), by Lemma 4.3. Note that by Lemma A.2, in (9) equality occurs if and only if α = β−1. Since
(bα/2c− 1, bβ/2c, dγ /2e) ∈ P ′2, we see that P ′2 6= ∅. Hence if α 6= β− 1, we have
∑
x∈P ′ p′(x) <
∑
x∈P p(x). 
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