Auditory function has been shown to be influenced by the circadian system. Increasing evidence point towards the regulation of inflammation and glucocorticoid actions by circadian rhythms in the cochlea. Yet, how these three systems (circadian, immune and endocrine) converge to control auditory function remains to be established. Here we review the knowledge on immune and glucocorticoid actions, and how they interact with the circadian and the auditory system, with a particular emphasis on cochlear responses to noise trauma. We propose a multimodal approach to understand the mechanisms of noise-induced hearing loss by integrating the circadian, immune and endocrine systems into the bearings of the cochlea. Considering the well-established positive impact of chronotherapeutic approaches in the treatment of cardiovascular, asthma and cancer, an increased knowledge on the mechanisms where circadian, immune and glucocorticoids meet in the cochlea may improve current treatments against hearing disorders.
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The Workings of Circadian Rhythms
The rotation of the Earth exposes all forms of life to a 24-h environmental cycle, which in turn has led to the evolution of the daily (circadian) rhythms with a periodicity of approximately 24 hours. Circadian rhythms are driven by the circadian clock machinery (biological clocks) to ensure that the organism anticipates and adapts to temporal changes in the environment (Scheiermann et al., 2018) . The light/dark cycle has a strong influence on biological clocks, which is most obvious in the form of sleep-wake cycle. However, many other biological functions such as behavior, locomotor activity, metabolic function, cardiovascular, endocrine, digestive and immune systems are under the control of the circadian system. For instance, the circadian regulation of blood pressure ensures that it raises during the active phase (daytime for human and nighttime for rodents when the activity is high) but declines as the organism enter the inactive phase (nighttime for human and daytime for rodents when they are resting). Thus, having a tightly coupled circadian control over all bodily functions enhances the organismal fitness.
In mammals, the suprachiasmatic nucleus (SCN) of hypothalamus possess a central clock machinery that acts as circadian pacemaker to entrain the peripheral clocks (Reppert et al., 2002) found in nearly all cells of the body. The SCN is referred to as pacemaker clock as SCN neurons in vitro persistently generate a rhythmic expression of clock genes for more than a month, even in isolation from the body. In contrast, the rhythmic expression of the clock genes in peripheral tissue dampen over time in vitro because individual cells fail to maintain phase coherence (i.e. reach peak and trough at the same time). The SCN is unique in that it is the only clock that is directly reset by light received via the retinohypothalamic tract. Via the photic entrainment of the SCN, central and peripheral clocks are maintained in phase coherence (synchrony) with the environment. Temperature and feeding are other environmental factors that influence peripheral clocks (Albrecht et al., 2001; Roedel et al., 2006; Ruiter et al., 2003; Weinert et al., 1998) . When the light/dark cycle is shifted, circadian rhythms are disrupted in nearly all bodily functions. After this shift, circadian clocks reset in order to synchronize themselves to the new light/dark cycle (e.g. jet lag). The SCN adjusts itself relatively rapidly but the peripheral tissues take a longer time to reset in a manner that is tissue-specific (Mohawk et al., 2012; Sellix et al., 2012) . In SCN lesioned animals, circadian rhythms from peripheral clocks are found to be autonomous and self-sustained -yet their phase (coherence with central and peripheral clocks) is desynchronized in a tissue-specific manner highlighting their strong dependence on SCN-input (Yoo et al., 2004) . To maintain the circadian synchrony in the peripheral tissue, the central clock communicates with the peripheral clocks through cues involving complex neuronal signaling (such as the sympathetic nervous system) (Scheiermann et al., 2012) , hormonal signaling (such as glucocorticoids) and metabolic cues (Thaiss et al., 2016) . The phase coherence between the peripheral and central clocks enhances organismal fitness while disruption (circadian misalignments) caused by abnormal lighting or feeding schemes or mutations in the core clock genes results in pathological changes. In humans, these include cancer (Fu et al., 2003) , metabolic diseases, cardiovascular and immune dysfunction and neurological disorder (Johansson et al., 2016; Li et al., 2013) . For instance chronic shift workers have a higher risk of developing cancer, metabolic diseases, cardiovascular and immune dysfunction (Scheiermann et al., 2018) as activity at night causes conflict with their circadian biology.
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3 transactivation as well as their own (PER and CRY) expression. The decline in PER and CRY levels results in the release of CLOCK-BMAL1 complex inhibition which allow the starting a new cycle. This feedback loop results in oscillation of PER/CRY and CLOCK/BMAL1 complexes, which both follow a circadian pattern. There are two additional loops that cooperate in establishing a 24-hours rhythm. Firstly, the transcription factor retinoic orphan receptor (ROR) drives the expression of Bmal1, whereas REV-ERBs are repressor of Bmal1 transcriptions. The expression of REV-ERBs is activated by CLOCK/BMAL1 and transrepressed PER/CRY, which result in circadian oscillation (rhythmic) in the levels of REV-ERBs. Since RORα shares the same DNA binding site as REV-ERBs, a competitive repression by REV-ERBs leads to circadian oscillation in the levels of BMAL1. Consequently, Bmal1 transcription is typically in anti-phase (opposite) with that of Per, Cry and Rev-erb (Fig. 1) . In other words, as the transcription of Per, Cry and Rev-erb increase, the transcription of Bmal1 decreases owing to the fact that PER and CRY are repressors of CLOCK/BMAL1 complex and REV-ERBs are inhibitors of Bmal1 transcription. Secondly, CLOCK-BMAL1 complex act on transcription factors such as Dbp, Hlf, and Tef, which in turn act on D-box element on target genes (genes harboring D box element). Thus, the interlocked loops act on the E-box, D-box and ROR elements to generate oscillations in the expression of the target genes (genes harboring E-, D-box and/or ROR elements) and give circadian temporal cues to the cellular processes.
To assess if the cochlea demonstrates autonomous and self-sustained circadian oscillations, real-time bioluminescence of Period2 (PER2) in adult cochlear explants was recorded using PERIOD2::LUCIFERASE (PER2::LUC) mice. In these mice, the fusion of Luc gene in frame to the endogenous mouse Per2 gene results in the coupling of PER2 protein to luciferase, hence, allowing for the real-time tracking of bioluminescence in any organ expressing PER2 (Yoo et al., 2004) . Isolated cochleae from young adults (4-8 weeks old) demonstrate a robust self-sustained rhythmic expression of PER2::LUC, which dampens over time as individual cells fail to maintain phase coherence ( Fig. 2A) . Indeed, individual cells rely on input from SCN to maintain phase coherence. The addition of glucocorticoid agonist dexamethasone (DEX), which acts as a synchronizing agent, prevented the dampening of rhythmic expression of PER2::LUC over time (Fig. 2B) . In the mouse cochlea, the mRNA of the core clock genes, Per1, Per2, Bmal1, and Rev-erbα have been shown to have circadian oscillations (Fig. 2C) (Meltser et al., 2014) . PER2 protein was found expressed mainly in inner and outer hair cells and in spiral ganglion neurons from the cochlea (Meltser et al., 2014) . Furthermore, cochlear clocks have recently been evidenced at the cellular level using bioluminescence imaging showing a longitudinal distribution of PER2 rhythms along the cochlear tonotopic axis . These multi-phased cellular clocks are arranged tonotopically along the length of the cochlea (4-8 weeks old) with oscillations initiating with high PER2 levels at the apex (low frequency region) and travelling towards the base (high frequency region) with phase differences of near 3 hours between cellular oscillators in the apical and middle regions. The implications of such tonotopic gradient in PER2 activity is unclear, but we speculate it may influence auditory sensitivity in a frequency-specific manner at different times of the day. Taken together, the cochlea has the molecular machinery for running a clock suggesting that circadian mechanisms may control a large number of auditory functions in the cochlea.
Day and Night responses to noise exposure
Testing the vulnerability to noise trauma during daytime and nighttime, diurnal differences in the physiological response were found (Meltser et al., 2014) . When mice are exposed to a noise exposure at two different times of the day, in the morning (9 a.m., corresponding to Zeitgeber Time ZT3) and in the evening (9 p.m., corresponding to ZT15), differences in hearing recovery were observed using auditory brainstem responses (ABR). These two time points were selected because they correspond to the peak and trough M A N U S C R I P T
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4 levels of cochlear PER2 protein expression, slightly delayed from peak (ZT12) and trough (ZT0) Per2 mRNA levels (Fig. 2C) . CBA mice exposed to noise trauma in the morning displayed complete recovery of hearing thresholds after two weeks whereas those exposed in the evening still exhibited threshold elevation (Fig. 3A) . We previously reported this noise paradigm to trigger a temporary threshold shift (TTS) with no loss of auditory hair cells when delivered during the day (Meltser et al., 2010) . The unexpected permanent threshold shift (PTS) observed after nighttime noise exposure indicates that the auditory system is more vulnerable at night. Also, it has been shown that this diurnal sensitivity to noise trauma is independent of behavior since the animals displayed similar locomotor activity during day or night noise exposure (Park et al., 2016) . The underlying mechanism for this differential sensitivity to noise is not known but could include immune and hormonal responses, which are involved in the response to noise trauma and known to be under circadian regulation. Our data show that the induction of IL-6 mRNA, a pro-inflammatory cytokine, is only triggered after noise exposure at nighttime (9 p.m.), but not after noise exposure in daytime (9 a.m.) (Fig.  3B ). These findings suggest that a greater inflammatory response occurs after nighttime exposure and could be a contributing factor to the persisting ABR loss. Below, we review the circadian involvement in glucocorticoid and inflammation processes and discuss their role in the auditory system.
Circadian Regulation of the Glucocorticoid secretion
Glucocorticoids (cortisol in humans and corticosterone in rodents) are released from the adrenal glands in a circadian manner. Their peak concentration is found just prior to the onset of the active phase in humans and rodents (daytime for human and nighttime for rodents when the activity is high) and reaches a minimum when in the inactive state. Secretion of glucocorticoids becomes arrhythmic in the absence of the suprachiasmatic nucleus (Radziuk, 2013; Stephan et al., 1972) . This demonstrates that variations in the daily secretion are regulated in a versatile way by the SCN via the neuroendocrine axis. Glucocorticoid receptors (GR) are widely distributed in the CNS and other organs (Androutsellis- Theotokis et al., 2013; Herman et al., 2003) and have been detected in the inner ear of animals and humans both in the cochlear and vestibular system (Erichsen et al., 1996; Furuta et al., 1994; Rarey et al., 1993) . In the cochlear tissues, GR have been identified in the hair cells, supporting cells, spiral ligament and stria vascularis indicating a possible role in the regulation of both sensory and non-sensory tissues. Hence, the SCN uses hormone signalling to apply a temporal control over several physiological processes and behaviours in glucocorticoid-sensitive tissues, possibly including the cochlea. Furthermore, glucocorticoid signalling can be modulated by a variety of stimuli, including stressors or drugs that can alter the circadian pattern of glucocorticoid secretion.
The influence of glucocorticoids on auditory function was first reported in the late 1970s when a substantial improvement of hearing was obtained after therapy with two synthetic analogues of the glucocorticoid hormone (cyclophosphamide and DEX) in patients with autoimmune hearing loss (McCabe, 2004) . GR was further identified in the inner ear in humans and animals (Rarey et al., 1993; Shimazaki et al., 2002; Zuo et al., 1995) , and several studies have shown that acoustic trauma or restraint stress can modulate their expression Tahera et al., 2006a; Tahera et al., 2006b; Terunuma et al., 2001) . Through binding to GR, glucocorticoid analogues (i.e. DEX) have been shown to activate signalling pathways in the cochlea, including NFκB and MAPK, and protect auditory function and morphology against acoustic trauma (Meltser et al., 2009; Tahera et al., 2006a; Tahera et al., 2006b) . Glucocorticoids have been shown to downregulate inflammatory responses through multiple mechanisms. Through the binding to the positive glucocorticoid-response element (GRE), glucocorticoids directly upregulate the levels of anti-inflammatory cytokines such as IL-10 and downregulate proinflammatory cytokines such as IL-1, IL-6 and TNF-α (Ronchetti et al., 2018) . Glucocorticoids also block the activity of transcription factors and MAP kinases, important for inflammation. Glucocorticoid-GR complexes tether several transcription factors such as NFκB M A N U S C R I P T
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and AP-1 and block their activity (Ray et al., 1994; Ronchetti et al., 2018) . For instance, proinflammatory cytokines such as IL-6, TNF-α and IL-1 harbour a NFκB binding motif in the promoter region that activates these genes. The glucocorticoid-GR complex inhibits the transcription of these genes by preventing the binding of NFκB to its motif. Another mechanism by which glucocorticoids antagonize the activity of NFκB and AP-1 is through upregulation of glucocorticoid-induced leucine zipper (GILZ), an important mediator of glucocorticoid anti-inflammatory effects (Ronchetti et al., 2015) . GILZ also inhibits the activation of JNK and p38 kinases, which control the production of inflammatory mediators such as IL-6, TNF-α, prostaglandins and nitric oxide (Cheng et al., 2013) . Glucocorticoids can also control JNK and p38 kinases mediated inflammatory responses by increasing the expression of MAP kinase phosphatase-1 (MKP-1). MKP-1 inhibits JNK and p38, thereby blocking their entire signaling pathways (Keranen et al., 2017) . In addition to cytokines, glucocorticoid-dependent supression of chemokine expression such as Cxcl1, Cxcl2, and IL-8 inhibits the recruitment of inflammatory cells to the site of inflammation (Mukaida et al., 1994; Ronchetti et al., 2018) . It is thus likely that the mechanisms involving the protection of auditory function by DEX are in part via anti-inflammatory mechanisms, however this remains to be demonstrated.
The first evidence of glucocorticoid actions on the clock system was provided by Balsalobre et al. who exposed rat fibroblasts to DEX and found a robust circadian induction of Per gene expression (Balsalobre et al., 2000) . Administration in vivo during the descending phase of CORT secretion caused a phase shift in Per1 liver expression (Balsalobre et al., 2000) . The regulation of Per1 expression triggered by restraint stress involves the direct binding of GR to the distal and proximal GRE of Per1 in peripheral tissues (Yamamoto et al., 2005) . This regulation of Per1 expression via the GRE does not require Bmal1, unlike for Per2 (Cheon et al., 2013) . Conversely, alterations in the clock system also impact glucocorticoid homeostasis. Mice with a mutation in the circadian genes Bmal1 or Clock suffer from hypercortisolism at the onset of night (Leliavski et al., 2014; Turek et al., 2005) . Moreover, Per2 mutants no longer demonstrate a circadian release of glucocorticoids (Yang et al., 2009) . Per2 deletion also leads to increased immobilization, stress-induced grooming, and nociceptive behaviors associated with increased corticotropinreleasing hormone (CRH) expression (Zhang et al., 2011) . Overall, it appears that glucocorticoid actions are tightly coupled to clock genes (Fig. 4) . It can thus be speculated that the differential sensitivity of the auditory system to noise trauma is related to glucocorticoids.
Circadian Regulation of the Immune System
The immune system consists of innate and adaptive arms of immunity that provide defense against noxious stimuli such as pathogens or intrinsic insults and promote tissue repair. Emerging evidence suggest that inflammatory responses are involved in the loss of sensory hair cells or spiral ganglion neurons. Under physiological conditions, cochlear tissue resident macrophages act as sentinels and promote phagocytic clearance of cellular debri and provide trophic support to ensure tissue repair. However, upon insult (e.g. noise damage, ototoxic drugs), macrophages become activated and migrate to the sensory epithelium where they actively ingest hair cell debris (Hirose et al., 2017) . Cytokines and chemokines, known to be released after noise damage (Fujioka et al., 2006; Keithley et al., 2008; Satoh et al., 2002) , may recruit other leukocytes to the site of inflammation (Hirose et al., 2017) . Although several studies have investigated the role of cochlear tissue resident macrophages, the role of other leukocytes involved in innate (granulocytes, NK cells) or adaptive immunity (B and T lymphocytes) remains to be uncovered.
In the blood, the total number of leukocytes (hematopoietic stem cells (HSCs) and mature leukocytes, with the exception of CD8 T cells, oscillate and peak at the rest phase (night in humans and day in rodents) and decrease in the active phase (daytime humans, nighttime rodents) (Haus et al., 1999; Scheiermann et al., 2013; Scheiermann et al., 2012) . In contrast, the migration of leukocytes into tissues occurs in the active M A N U S C R I P T
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6 phase. Both deletion of Bmal1 (Scheiermann et al., 2012) or chronic SCN arrhythmia (Prendergast et al., 2013) diminish the oscillatory responses evidencing that the immune system is under circadian control. The rhythmic oscillations appear in many aspects of immunity such as immune cell trafficking, phagocytosis, antigen presentation, release of cytokines and chemokines, endotoxin signaling pathways and susceptibility to pathogens. Thus, both cell intrinsic (autonomous to immune cells) and cell extrinsic (non-autonomous to immune cells) factors regulate the oscillatory responses of the immune system.
In the majority of immune cells, their intrinsic functions are regulated by molecular clocks ( Table 1) . These intrinsic clocks control the temporal gating of specific processes. The temporal gating could be for instance histamine release by mast cells during an allergic reaction or the effector function of NK cells. In support of this temporal regulation, the levels of IFN-γ and cytolytic factors are elevated in rat splenic NK cells at night rendering them more efficient (Arjona et al., 2006) . Similarly, BMAL1, which regulates the diurnal oscillation of inflammatory Ly6C high monocytes, enhances the organismal fitness against infection at ZT8 compared to ZT0. It has been revealed that, at this time point, an elevated number of Ly6C high monocytes is found in all monocyte reservoirs including liver, spleen and peritoneum, when compared to ZT0 when Ly6C high monocytes are found instead in the circulation (Nguyen et al., 2013) . Thus, clock genes influence the time-dependent responsiveness of the immune system. Approximately 8% of the macrophage transcriptome is circadian, which also establishes a circadian phase during which endotoxin signaling is most effective (Keller et al., 2009 ). This could explain the time-dependent changes in the immune responsiveness that have an important impact on the outcome of infections. For instance, the colon of mice inoculated with Salmonella Typhimurium shows higher bacterial load and inflammation when mice are infected during the early rest period (ZT4) compared to the active period at night (ZT16) (Bellet et al., 2013) . Similar time-dependent changes in immune responsiveness are also observed in humans where the levels of proinflammatory cytokines are found significantly higher when LPS is administered during the rest phase (at night) compared to the day (Alamili et al., 2014) . Immune responsiveness appears to be influenced by the presence of the effector cells at the time of insult (Scheiermann et al., 2012) . Indeed, mice challenged with a lethal dose of LPS had a higher mortality rate when the LPS was administered at night, which coincides with an increased recruitment of neutrophils (Scheiermann et al., 2012) .
Emerging evidence suggest that the effector function of immune cells is directly coupled to the clock genes. For instance, REV-ERBα directly suppresses Ccl2 expression and hence reduce macrophage trafficking (Sato et al., 2014) . Likewise, Bmal1 deficiency in mice hampers the maturation of B-cells leading to a reduction in the blood and the spleen. Adoptive transfer experiments revealed that the expression of Bmal1 in the microenvironment of the bone marrow rather than B cells is sufficient to promote B cell maturation (Sun et al., 2006) . Similarly, Per1 is important for the efficient function of splenic NK cells. In the absence of Per1, NK cells remained rhythmic but the rhythmicity of IFN-γ, granzyme B and perforin were altered (Logan et al., 2013) .
Although the intrinsic clock machinery holds a circadian control over the cell autonomous functions of the immune cells such as phagocytosis, the circadian regulation of cell extrinsic (environmental cues) mechanisms largely influences their trafficking and recruitment. For example, the rhythmic release of CXCL12 (environmental cue) from bone marrow stromal cells regulates the HSC oscillations in the blood. In this case, the central clock drives the rhythmic discharge of noradrenaline through the sympathetic nervous system (SNS), which subsequently regulates the rhythmic release of CXCL12 chemokine by the stromal cells (Mendez-Ferrer et al., 2008) . Since CXCL12 is a major retention factor for HSCs in the bone marrow, its circadian increase leads to homing of HSCs to the bone marrow (Mendez-Ferrer et al., 2008) . Likewise, in the early active phase (ZT13), the SNS drives the expression of Ccl2 and Icam-1 in the muscle cells and those of P-and E-selectins, and Vcam1 on the endothelial cells in bone marrow (Scheiermann et , 2012) . As a consequence, the trafficking of leukocytes to the respective organ increases. These examples illustrate that the environmental cues under circadian mechanisms act on tissue-specific cells to generate a rhythmic release of chemokines and adhesion control, which have an impact on leukocyte trafficking or recruitment to specific tissues. However, the clock machinery also governs a cell-autonomous control of leukocyte trafficking. Deletion of Bmal1 in B or T lymphocytes inhibits their homing to the lymph nodes without perturbing the function or differentiation of these cells (Druzd et al., 2017; Hemmers et al., 2015) . The deficiency in homing is due to the loss of rhythmic expression CCR7 and S1P1, which are involved in the lymphocytes homing to and egress from the lymph nodes (Druzd et al., 2017) .
Circadian integration of inflammation and glucocorticoid actions
Glucocorticoids have been shown to interact with the circadian machinery to regulate innate and adaptive immune responses. Oscillations in the adaptive arm of the immune system (T and B cells) depend on glucocorticoids and runs in anti-phase with corticosterone in mice (Kawate et al., 1981; Man et al., 2016) . Central regulators of the circadian clock machinery such as CRY1 and CRY2, have been shown to physically interact with GR and that this association is enhanced by GR agonists such as DEX (Lamia et al., 2011) . Long-term exposure to DEX suppresses corticosterone production in wild-type mice but not as effectively in Cry1/2 knock-outs (Lamia et al., 2011) . CRY1 blocks GR-mediated transcription induced by DEX demonstrating the direct role of Cry proteins in regulating GR function, ultimately modulating the production of glucocorticoids (Gibbs et al., 2014) . In LPS-induced pulmonary inflammation, signaling through glucocorticoid was necessary for the time-dependent variation in antibacterial responses and neutrophil recruitment to the lung (Gibbs et al., 2014) . Glucocorticoids drive the rhythmic expression of the chemokine Cxcl5 in bronchial epithelial cells via Bmal1. The peak in glucocorticoids at nighttime lead to the recruitment of neutrophils to the lung, which is no longer observed in adrenalectomized mice (Gibbs et al., 2014) . Moreover, local bronchiole-specific ablation of Bmal1 leads to an increased expression of Cxcl5 despite normal corticosteroid secretion and a loss of DEX response after LPS-induced neutrophilia (Gibbs et al., 2014) . Thus, non-immune cells influence the outcome of inflammatory responses by expressing clock genes. These findings on glucocorticoids are of interest for the cochlea since it has been shown that the auditory function is modulated by these hormonal cues. These results further corroborate the tight connection between the circadian-regulated immune and glucocorticoid mechanisms since the antiinflammatory efficacy of glucocorticoids depends on an intact clock machinery. Therefore, human diseases that have disturbed circadian rhythms may be accompanied by impaired response to the anti-inflammatory actions of glucocorticoid treatment.
Bridging the circadian, inflammation and glucocorticoid action on auditory function
At present, there is no direct evidence for the involvement of these three disciplines, acting in concert to regulate auditory function. However, in isolation, each show a connection with the auditory system: i) the cochlea is known to possess a circadian machinery (Meltser et al., 2014) and the clock system is known to regulate inflammation and glucocorticoid influences clock function; ii) glucocorticoids are known to act on the cochlea to protect against noise trauma. It has been shown in numerous tissues that glucocorticoids have immunosuppressive actions and also interacts with the clock system (Balsalobre et al., 2000; Yang et al., 2009) ; and iii) inflammation occurs in response to noise damage and has been shown in other system to be under the control of the circadian system and glucocorticoids. There are several gaps in knowledge for bridging the circadian, inflammation and glucocorticoid action on the cochlea. There is no direct evidence that glucocorticoid actions in the cochlea affect immune cells or cytokine secretion after noise trauma or
other challenges. In addition, such glucocorticoid actions might differ depending on the time of the day when the challenge is delivered. For instance, the greater IL-6 mRNA induction after night noise trauma goes against a protective role of circulating glucocorticoids, which peak at nighttime in rodents. However, there is a body of literature indicating that it is not the absolute levels of corticosterone that play a role, but instead it is the rise and fall that matters. In this regard, Lightman and Conway-Campbell elegantly review the function of the HPA axis and show that the HPA-response to noise exposure (as a stressor), which increases circulating corticosterone, depends on whether the exposure occurs on the rising slope (facilitated HPA response) or the descending slope (suppressed HPA response), rather than the absolute levels of corticosterone (Flynn et al., 2018) . Thus, the contribution of glucocorticoids on auditory function is likely a matter of dose, time, and duration. Arguably, potential reasons for an increased vulnerability to night noise trauma could stem from variations in the inflammation in the cochlea that may vary over the day. How inflammation and glucocorticoids contribute to the circadian regulation of noise-induced hearing loss remains to be investigated.
Perspectives and conclusion
Interventions aiming at modulating inflammation and glucocorticoids at particular times of the day will increase the knowledge on factors contributing to the permanent damage occurring after night noise trauma.
As the majority of research is performed on rodents during daytime (their inactive period), results from those experiments may not provide meaningful data on how glucocorticoids, inflammation and the clock system interact to regulate auditory function. Experiments performed around the clock on rodents will provide a better understanding of the underlying mechanisms in noise-induced hearing loss and other auditory disorders and will open avenues for therapeutic approaches based on chronopharmacology. orphan receptor response elements) and drives the transcription of BMAL1 in a feedforward loop whereas REV-ERBs by binding to the same DNA binding motif as RORα repress the transcription of BMAL1. REVERBs levels follow circadian oscillation (rhythmic) as a consequence of CLOCK/BMAL1 complex which activate transcription of REV-ERBs and PER/CRY resulting in transrepression of REV-ERBs. Thus, repression by REV-ERBs leads to circadian oscillation in BMAL1 transcription. Consequently, BMAL1 expression is in antiphase with that of PER, CRY and REV-ERBs such that when BMAL1 transcription is increasing the transcription of PER, CRY and REV-ERBs is declining. The vertical axis shows normalized mean values ± SEM (n = 3-4). The horizontal axis shows the sampling Circadian Time (CT) across 24 hours at which the animals were sacrificed and samples collected. CT is defined by the fact that animals are placed three days in darkness prior to collecting cochlea samples (free running conditions). The shaded bar illustrates the dark phase of the day from CT 12 to CT 0, whereas the white bar illustrates the light phase from CT 0 to CT 12. All conditions were plotted as relative percentage change using CT 0 as baseline value. CT corresponds to the time based on the free-running period, meaning in absence of light entrainment. CT12 corresponds to the onset of activity (6 pm, when lights are turned off). Animals were kept three days in darkness before tissue collection. However, 2 weeks later the morning group shows complete recovery, whereas the night group continue to show a threshold shift. Modified with permission from Cell Press (Meltser et. al., 2014) . Noise exposure corresponds to a 6-12 kHz narrow band noise at 100 dB SPL for 1 hour. Filtered sine-waves were used to evoke ABR. (B) IL-6 mRNA expression analysis from cochleae (in absence of outer bony shell of the cochlea and the vascular tissue) isolated 2 hours after day or night noise exposure in comparison to sham-exposed groups. Taqman qRT-PCR (probe: Mm00446190_m1) was performed using the same material and protocols reported by Meltser et al., 2014 , normalization was performed against Tubb. Results are mean values ± SEM (n = 3). ZT0 corresponds to the onset of the resting phase (6 am, when lights -the Zeitgeber -are turned on). 
