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Abstract
Recent years have seen a dramatic increase in the development and deployment of
intelligent sensors and their use with a plethora of networking protocol technologies.
Wireless Sensor Networks (WSN) can be used to monitor the environment, objects in
the environment and the interaction of these objects with each other. Examples
include environment and habitat monitoring, structural monitoring, disaster
management and emergency response. The deployment of such large-scale WSN
possess many challenges, the most important being scalability, portability, fault
tolerance, adaptability and ubiquitous connectivity.

There also exist many

challenges when trying to establish communication with WSN. WSN can function
as a stand-alone network, however, a problem arises when communication is
required to take place between it and other networks, thus there exists a need to
bridge the gap between WSN and other forms of communication networks.
The main contribution of this thesis is to address the communication issue between
WSN and fixed IP based networks and some of the other challenges Just outlined, in
particular fault tolerance, reliability and portability.

These are addressed by the

research and implementation of a wireless embedded platform-based gateway to
these WSN.

Discussed are the many steps involved in the development and

deployment of such a gateway.

An in-depth investigation is carried out on the

different embedded hardware platforms and embedded operating systems applicable
for this work. Different communication technologies are also examined, including
WLAN, GPRS and Infrared. Results are presented in this work, which show the
feasibility of a PDA as a possible solution for the next generation of mobile gateway
devices to WSN. Results show that a PDA has all the functionality required such as
WLAN and Infrared along with incoiporating an embedded Linux operating system
for the implementation as a gateway to WSN.

Different forms of client side

communication were investigated for overall round trip timings. Quality of service
of the WSN was also observed with packet loss and packet error rate being the main
areas of interest. From the findings, the QOS of the WSN appeared to be in a
controlled stable state.
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1. Introduction
Recent developments in wireless network technology and its miniaturisation now
make it possible to dynamically monitor the change in different environments using
small, low cost sensors which collect and disseminate environmental data. Sensor
networks facilitate the monitoring and control of physical environments from remote
locations with a high level of accuracy. Due to their economic and computational
feasibility, a network of hundreds and thousands of sensors has the potential for
numerous applications in both military and civil applications such as combat field
surveillance, security and disaster management. These sensing devices are capable
of monitoring a wide variety of ambient conditions such as: temperature, pressure,
motion etc. The sheer number of these devices and their ad-hoc deployment in the
area of interest brings numerous challenges in networking and management of these
systems. Sensor nodes are small-scale devices with volumes approaching a cubic
millimetre in the near future [1]. Such small devices are very limited in the amount
of energy they can store or harvest from the environment. Furthermore, nodes are
subject to failures due to depleted batteries or, more generally, due to environmental
influences. Limited size and energy also typically means restricted resources (CPU
performance, memory, wireless communication bandwidth and range).

As

previously mentioned each sensor node is capable of only a limited amount of
processing, but when coordinated with information from a large number of nodes,
they have the ability to measure a given physical environment in great detail. Unlike
traditional networks, sensor networks depend on a dense deployment and
coordination to carry out their tasks. The need for such coordination and network
control is one of the key motivation factors for this work.
The main focus on today’s sensor networks is large-scale distributed and wireless
sensing [2]. In many applications, multiple sensor nodes are deployed to overcome
environmental obstacles like obstructions, line of sight constraints etc. It may also be
the case where the environment being monitored does not have an existing
infrastructure for communications. It therefore becomes imperative for sensor nodes
to communicate through a reliable wireless channel for information dissemination
and retrieval. The need for fault tolerant wireless connectivity between the sensor
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nodes and the fixed IP network is also a key motivation factor for the work presented
in this thesis. The development of a Wireless Sensor Network (WSN) architecture
poses many challenges such as portability, scalability, fault tolerance, adaptability
and ubiquitous connectivity. The main objective of this thesis is to address these
challenges by the implementation of a mobile gateway device between the wireless
sensor nodes and fixed IP networks. The gateway device is responsible for gathering
and processing of data from the sensor nodes. It acts as a control unit for error
detection/correction and routing of data to the fixed network. The gateway device
can also be used for the monitoring of connectivity between the sensor nodes and
detection of failed devices.
The term gateway commonly refers to internetworking functionality above that in the
network layer (Layer 3) of the ISO/OSI reference model. Layer 3 is concerned with
the transfer of information between similar or dissimilar networks by reformatting
the data packets to allow transfers between two otherwise incompatible network
protocols, or between sub-networks by handling addressing issues.
incoiporate such functionality as error control

Gateways

and reliability, connection

management, code and upper - layer protocol conversion, permissions, resource
management, and the provisioning of a platform for application - layer (Layer 7)
services. A gateway might be a dedicated device, or simply software running on a
server

[3].

In the case of sensor-based networks, a gateway device and its related system
software might perform, for example, any or all of the following functions:
•

Serving as a proxy for sensor network state, thereby eliminating the need to
poll every node from an application or management tool. Proxy information
can also be used to automatically re-program intelligent sensor nodes when
one is swapped out due to failure, to allow heterogeneous sensor
configurations, or to detect rogue or otherwise unauthorized nodes.

•

Sensor network definition, provisioning, deployment, monitoring (missing,
dying, or dead nodes, or anomalous conditions), configuration, re
configuration, and other network management functions.

Of particular

importance is the need for scalability, as sensor networks grow over time.
Centralized control of the deployment/ongoing management process is
essential for any sensor networks beyond a few dozen nodes.
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•

Processing of alerts and alarms, according to user- or application-specified
trigger conditions. This might include simple operator notification, or more
elaborate automation and even large-scale sensor network reconfiguration.

•

Providing a sensor-network-independent application programming interface
(API), effectively decoupling the specific sensor node hardware from the
application and thus allowing easy migration or the inclusion of newer or
improved components in a non-disruptive fashion. A gateway can also be a
convenient location for the execution of application logic and management
code, and for the residence of any master-clock related functions often found
in sensor-based applications.

•

Performing traffic analysis and optimization. Intra-sensor network and inter
sensor network routing, interfacing to external networks (most notably the
Internet), latency analysis and optimization, service discovery, node mobility
management, optimal routing, sensor node power management, and
guaranteed delivery services.

In essence the gateway device is a very important component when incoiporated
within a WSN. Some of the main requirements outlined by S. Krco [4] are addressed
when developing such a gateway. These include
•

Communication with sensor network - Infrared/Serial communication is used
to allow for the sending and receiving data to and from sensors.

•

Gateway - This should be responsible for the control of the interfaces and
data flow to and from WSN.

•

Communication with users - The gateway should communicate with users or
other WSN over different communication networks examples include
Wireless LAN and GPRS.

The work presented in this thesis includes research into different types of embedded
processors and operating systems, which could be used for the implementation of the
mobile gateway device. This thesis discusses many different embedded processor
architectures for their implementation as a gateway platform, where the architecture
of each processor is assessed in terms of its mobility, scalability and communication
ability. The embedded operating system is one of the key software components that
provide a basic level of control over the hardware. A number of different operating
systems were examined for their applicability to be poited to the embedded processor

Chapter 1 - Introduction
architectures. This thesis gives an overview of the different stages associated with
the implementation of such gateway platforms based on embedded processor and
operating system selection.

This thesis has been organised as follows.
•

Chapter 2 examines the current trends/limitations involved in the
implementation of a gateway to a WSN. A number of different processors
and operating systems were investigated as a potential solution to the
implementation of a gateway. A number of different gateways were also
examined, which have been deployed in cuiTent WSN.

•

Chapter 3 describes in detail the embedded hardware platforms and software
architecture associated with the gateway implementation. It describes the
different types of embedded platforms implemented and also discusses the
sensor nodes deployed in the WSN. The analysis of the software architecture
covers the embedded Linux operating system along with different
communication protocols.

•

Chapter 4 examines development environments and architectures available
for the embedded Linux operating system, which is then used for the target
embedded hardware platforms outlined in Chapter 3.

Discussed are the

components that make up the development environment and how these are
used along with other elements to port an embedded Linux operating system
to an embedded platform.
•

Chapter 5 outlines the performance analysis of the chosen embedded
platform, the Zaurus PDA, as a gateway to the WSN. Examined are the
timings for communication from the gateway to the WSN and the gateway to
a user on a fixed IP network.

Fault tolerance of the sensor network is

monitored using the embedded gateway, this include the packet loss and
packet error rates of the WSN.
•

Finally chapter 6 presents a summary of the conclusions drawn from this
thesis and outlines related areas for further research.

2.
2.1

State of the Art

Introduction

The aim of this chapter is to examine different computing platforms that will allow
the implementations of a gateway to a WSN.

This gateway should allow the

establishment of communication between users on a fixed IP network and the sensor
nodes in the WSN. Processor platforms are firstly investigated for their applicability
to this work, different processor architectures are examined and the most appropriate
for this work are outlined. Operating systems are also discussed, where they are
examined for their applicability to the specified processors.

The different

functionalities for implementing communication standards are also examined for
their implementation on the specified platform. Research is also earned out on the
different types of gateways cun'ently being deployed in WSN.

2.2

Wireless Sensor Networks

A WSN is a computer network composed of a large number of low cost, low power
sensor nodes, with wireless communication capability and can be used to monitor the
environment in which they are situated.

WSN have been used to monitor the

environment, objects in the environment and the interaction of these objects with
each other [5,6]. WSN have the potential for many different applications some of
which are outlined by I.F. Akyildiz et al. [5] and are described as follows:
•

Environmental Monitoring represents a type of sensor network application,
which provides a number of benefits to society in general. WSN can be
involved in the monitoring of habitats where the presence of humans may
effect/damage the environment in which needs to be monitored [7]. Other
examples of environment monitoring include the monitoring of the life cycle
of grapes [8], pollution control including the surveillance of waters for
contamination and the detection of gas and chemical leaks, and also the early
discovery of catastrophic forest fires by implementing heat sensors on the
sensor nodes.
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WSN have been attracted to military applications due to their low cost, low
power and dense deployment, if nodes get damaged for some reason the
integrity of the network is not comprised. Some military applications involve
the deployment of sensors in battlefield situations for the surveillance of
forces, equipment, ammunition, targeting and damage control.
Health applications include remote diagnosis, for the measurement of vital
functions and also the tracking of doctors/patients around the hospital.
Applications for WSN in the home include smart space, which can adapt the
space for different user requirements etc. They can be used for the detection
and monitoring of intruders.
An example of an application in the industrial environment would be the in
the monitoring and tracking of inventory.

The overall contribution of this thesis is to bridge the gap between WSN and other
communication networks. Figure 2-1 shows an overview of the network hierarchy
for a smart campus, which is made up of a number of different layers. The sensor
network is to be set up to monitor the environment in which they are operating,
examples of applications include temperature and humidity, the results from the
monitoring should be accessible to the top layer through the middle tier, this is the
gateway of the smart campus scenario. Such a gateway should fit a number of
requirements for implementation to such a WSN, these include
Networking Capabilities
Open Platform/Scalable to different processors
Implementation of fault detection and correction
Node failure detection
Mobility
The gateway is responsible for transmitting data from the WSN to the wider
LAN/WLAN, therefore different networking capabilities are required.

Open

platform allows the gateway to be implemented seamlessly on different platforms.
The gateway should provide for low level or complex functionality, an example of
this would to be for the gateway to act as a control unit for the detection and
correction of faults generated by the nodes of the WSN. The gateway should be a
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pervasive intelligent platform attached to a user to allow the discovery of WSN and
to allow ubiquitous communication via the next generation of communication
networks. The following subsections discuss the different types of gateways that
have been deployed for a variety of different WSN applications.
Top Layer
Seamless WLAN

Middle Layer
PDA Gateway

Lower Layer:
Sensor Network

Figure 2-1 Network Architecture Hierarchy for the Implementation of a Smart Campus

2.2.1 CerfCiibe
Discussed by A. Mainwaring et al. [7] is the implementation of the CerfCube [9] as a
gateway to a WSN. This gateway architecture includes an Intel XScale PXA255
applications processor [10, 11], strata-flash and fast SDRAM. It is equipped with
Ethernet, 3-Serial Ports, flexible digital I/O and Compact Flash PCMCIA
expandability. The CerfCube is loaded with a Linux kernel and Familiar distribution
[12]. The kernel and file system images for this device are downloaded through
Ethernet and written to flash by the bootloader.

A cross compilation toolchain,

discussed in Chapter 4, enable Linux kernel and application development. A wide
variety of applications can be installed using the Internet using the Familiar ipkg
[12].
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2.2.2 Stargate
Discussed by P. Kulkarni et al. [13] is the implementation of a gateway using an
embedded platform called the Stargate [14]. This gateway is a high performance
processing platform developed by Crossbow and is based on Intel’s XScale PXA255
application processor [10, 11]. The Stargate processing board is preloaded with a
Linux distribution and basic device drivers.

This gateway is compatible with

Crossbows MICAz/MICA2 [15] family of WSN products. This gateway is equipped
with Compact Flash PCMCIA connectors, 2 serial ports and an I2C port. Additional
daughter boards provide extra interfaces such as Ethernet, USB and JTAG.
Connection to the WSN can take place via the standard MICAz/MlCA2 mote
connector, which provides support for synchronous serial port, UART and other
GPIO connections.

2.2.3 Pentium Laptop
Discussed by S. Krco [4] is the implementation of a Bluetooth based WSN gateway.
Here the Gateway is implemented on a Pentium Laptop running the Linux operating
system. A Bluetooth PCMCIA card is used for the implementation of a Bluetooth
interface. GPRS connectivity is also implemented via a GPRS PCMCIA card or
using an infrared connection to connect to a GPRS enabled mobile device. The
gateway plays the role of the Pico net master in the WSN. It controls establishment
of networks, gathers information about the existing smart sensor nodes and sensors
attached to them.

The sensor network communication interface handles

communication with sensors and can also control GPRS connections. Local users
can also use Bluetooth to access the network. Depending on the available resources
more than one sensor network can be attached to the gateway.

2.2.4 Mobile Robots
Jim Butler discusses the implementation of mobile robots as gateway to WSN [8].
These robots incorporate an XScale embedded processor running the Linux 2.4.19
operating system. The work presented by Jim Butler proposes the use of mobile
robots to collect data, interpret and also take the necessary actions instead of waiting
for a fixed base station to do the processing. Not only does such a setup decrease the
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communication cost for the low powered sensor nodes but additionally takes the
required steps involved in the repair or recalibration of out-of-tolerance sensors.
Intel has recently installed small sensors in a vineyard in Oregon to monitor
microclimates using the above gateway architecture.

The sensors are used to

measure temperature, humidity, and other factors to enable the monitoring of the
growth cycle of grapes.
Although the proposal for gateways to WSN discussed in previous subsections
introduced mobility, it was decided that additional features should be added to enable
vital communications between WSN and fixed IP networks such as fault tolerance,
reliability and portability. Therefore it was necessary to investigate different types of
embedded processors and operating systems for their applicability as a bridge
between these WSN and fixed IP networks. Outlined in the following sections are
the findings from these investigations.

Embedded Processor Architectures

2.3

An embedded system is a special-puipose computer system, which is completely
encapsulated by the device it controls.

Embedded systems generally are a

combination of hardware and software, which facilitate mass production and a
variety of applications [16, 17, 18]. Embedded systems have specific requirements
and perform pre-defined tasks, unlike a general-puipose personal computer. Due to
the continuing miniaturisation, embedded systems are becoming increasingly
powerful and complex they provide
•

Fast CPUs

•

Expanding RAM

•

Flash Storage RAM

•

Wired/wireless communication

The characteristics of an embedded system allow it to interact with the physical
world [19]. For a device to be considered as an embedded system it must satisfy one
or more of these characteristics
•

Sense the outside world and/or control it [5].

•

Perform operations in real-time (not all embedded systems are safety-critical)
[20].
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•

Designed to meet multiple constraints.

Cost, performance, power

consumption, design time, and reliability are all common constraints.
Embedded computing system design is more difficult because, for example,
the system may be both low power and low-cost.
•

Many embedded systems must be dependable. Even if they are not safetycritical, they are put into positions of trust. One example is the embedded
computers that run the telephone system.

•

Many embedded computing systems are distributed.

They use multiple

central processing units (CPUs) and special-purpose computation units in
concert to meet their performance, power, and cost goals [21].
•

Many embedded systems operate autonomously, with no user intervention
over long periods. Autonomy imposes reliability challenges that can affect
system architectures.

The core of an embedded system is its processors which defines it’s capability and
cost and to get a better understanding of these the following sections outline the
examination of different types of embedded processors available and their
applicability to this work.

2.3.1

Embedded Processors

The advent of microprocessors in embedded systems has significantly contributed to
the widespread utilisation of embedded systems in daily lives. Microprocessors can
be found in devices ranging from simple controllers in power plants to sophisticated
multimedia set-top boxes in homes. S Wong et al. [22] outlines two trends that have
fuelled many of the changes in embedded processor designs. The trends include
•

Cut-throat competition which is resulting in the need for increasingly faster
time-to-market times in order to cut development costs.

•

Embedded processors are becoming more complex due to the migration of
increasingly more functionality to a single embedded processor in order to cut
production costs.

Also discussed is the evolution of embedded processors, to allow programmability
and re-configurability to be introduced into the design. For the implementation of a
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gateway to a WSN some of the embedded processor characteristics required for this
work include
•

Capability for memory management implementation

•

32-bit architecture due to it being high performance with a large 32-bit
address space, and is capable of future expansion to new protocols and data
processing capabilities.

•

Capability for different networking standards - allow communication over
LAN and WLAN.

Processors that have been developed for embedded systems include the PIC
microcontroller family, the Texas Instruments microcontroller MPS430 family and
the ARM family of microprocessors. These processors are examined and discussed
in the following subsections, outlined are the reasons why some of these can perform
better than others in their implementation as a gateway to a WSN.

2.3.2

PIC Microcontroller

The PIC microcontroller family from Microchip is a low cost, high performance
8bit/16bit RISC based microcontrollers, derived from the PICI650 originally
developed by General Instrument's Microelectronics Division 123, 24]. The PIC
microcontrollers use a high performance RISC architecture shown in Figure 2-1, and
consists of the following features
•

Harvard Architecture

•

Instruction Pipelining

•

Register File Concept

•

Single cycle instruction

•

All single word instructions

II
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Figure 2-2 OvervieM’ of the PIC Microcontroller Architecture [24]

Applications for this type of processor are typically found in embedded devices,
which are power and resource limited and also cost sensitive. Such applications
include wireless sensor nodes [25], positioning systems [26], other possible
applications are found in the control systems of general household appliances such as
heating and adaptive lighting systems, washing machines, DVD players/recorders
etc.
These microcontrollers have a variety of input/output interfaces example of which
include Serial I/O, analogue-to-digital converters, timers, and specialized serial
communications interfaces like PC, SPI. These along with their Harvard architecture
make them very suitable for low power system with control and applications in mind.
However the PIC microcontroller is not appropriate for this work due its limited data
paths - i.e. limited to 8/16 bit architecture, this limits future expansion capabilities
for different operating system protocols.

It also has limited on-chip memory

capabilities (512 word size), and the off chip memory expandability is difficult, for
example if SDRAM is used, it requires n address lines, m data lines, and 2-3 control
lines. These results led to the research of other types of embedded processors due to
the PIC microcontroller not being a strong enough candidate for this work.

2.3.3

MSP430 Microcontroller

The MSP430 microcontrollers are a broad family of low power, feature rich 16-bit
mixed signal processors from Texas Instruments [27]. They share a common RISC
type von Neumann CPU core and are capable of processing instructions on either
words or bytes.

The Von Neumann architecture limits the speed as the same
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instruction bus is used for instructions as well as data. The family of devices range
from very small up to larger devices and are split into three families
•

MSP 430x3xx which is a basic unit

•

MSP 430xlxx is a feature rich family

•

MSP 430x4xx similar to the basic unit with a built in LCD driver

The MSP430 family provide a solution for battery-powered limited applications, an
example of which includes wireless sensor nodes [28, 29, 30].

This family of

microcontrollers consume very low power, figures show that 0.1 pA is consumed by
the RAM, 0.8pA consumed in real-time clock mode. Application examples for these
microcontrollers involve low power embedded devices such as in the design of a set
top box for streaming audio applications [31] and in synchronous communication
over SPl [32].
Microcontrollers were developed out of the need for small low power systems, they
are designed with control and consumer applications in mind such as data logging,
appliances, personal electronic devices such as Walkmans and digital watches. The
MSP430 microcontroller is unsuitable for this work for many reasons, one of the
main reasons is that it does not have the expandability or performance required for a
gateway.

Its 8/16-bit architecture, memory limitations and its Von Neumann

architecture, make it less suitable for its implementation as a gateway, due to these
limitations further investigation into embedded processors needed to be carried out.

2.3.4

Advanced RISC Machine Processor

The Advanced RISC (Reduced Instruction Set Computer) Machine [33, 34] (ARM
formerly Acorn RISC Machine) is an architecture specifically designed for the
embedded or low cost, low power markets. It was first designed and developed by
Acom Computers 1983. Throughout it evolutionary path the ARM development
team has used a full range of techniques known to computer architecture for
exploiting parallelism.

The performance and efficiency method that ARM uses

include variable execution time, sub word parallelism, digital signal processor like
operations, thread level parallelism, exception handling and multiprocessing. Some
of the main hardware features of the ARM processor include
•

Reduced Instruction Set Computer i.e. RISC
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•

17 Large uniform register files, made up of Program counter, CPSR and 15
general-purpose registers.

•

Contains a load/store architecture where data-processing operations only
operate on register contents and not directly on memory contents.

•

Simple addressing modes.

•

Uniform and fixed-length instruction fields, to simplify instruction decoding.

All of the instruction sets developed incorporate the 32-bit ARM instruction set
while others that were developed were done so to incorporate both 32 bit and 16 bit
Instruction sets. The 16 bit instruction set is also known as the Thumb instruction set
and is a re-encoded subset of the ARM instruction set, it is designed to increase the
performance of ARM implementations that use a 16-bit or narrowed memory data
bus and to allow improved code density than ARM.

This can be compared to

traditional RISC processors, which have a fixed 32-bit instruction set and hence each
instruction occupies 4 bytes in memory, which results in larger amount of ROM
required in the system giving poor code density and lead to higher power
consumption. It thus provides a 32-bit architecture with a 16-bit footprint.
The ARM Instruction Set Architecture (ISA) is constantly improving to meet the
increasing demands of leading edge applications developers, while retaining the
backwards compatibility necessary to protect investment in software development.
Dvnomic
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Figure 2-3 Makeup of the ARM Instruction Set Architecture [35]

ARMv4 is the oldest version of the architecture, and is now obsolete, the
implementation of this Instruction Set Architecture (ISA) can be found on the Intel
StrongARM processors along with many older processors.

The ARMv4T

architecture added the 16-bit Thumb instruction set, which enabled compilers to
generate more compact code while retaining all the benefits of a 32-bit system. The
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ARM v5TE was introduced in 1999, and consisted of improvements to the Thumb
architecture, this ISA can be found implemented in the Intel XScale processor
family.

In 2000, the ARMvSTEJ architecture added the Jazelle extension to

support Java acceleration technology, which is particularly suited to small memory
footprint designs.

Jazelle technology’s acceleration of Java byte codes provides

significantly higher performance than a software-only based Java Virtual Machine
(JVM), accelerating Java execution by 8x and providing an 80% reduction in power
consumption compared to a non Java-accelerated core.

This functionality gives

platform developers increased freedom to run Java code alongside established
operating systems (OS) and applications on an ARM core. The ARMv6 architecture,
announced in 2001, features improvements in many areas covering the memory
system, improved exception handling and better support for multiprocessing
environments. ARMv6 also includes media instructions to support Single Instruction
Multiple Data (SIMD) software execution. The SIMD extensions are optimized for a
broad range of software applications including video and audio codecs, where the
extensions increase performance by up to four times.

In addition Thumb-2 and

TrustZone technologies were introduced as variants of the ARMv6 architecture. The
first implementation of the ARMv6 architecture was the processor announced in
Spring 2002.

The ARMv7 architecture was introduced in 2003, it defines three

distinct processor profiles
1.

A profile for sophistication,

2. Virtual memory-based OS
3. User applications
The R profile for real-time systems; and the M profile optimized for microcontroller
and low-cost applications. All ARMv7 architecture profiles implement technology
which is built on the foundation of the ARM Thumb code compression technology,
while retaining complete code compatibility with existing ARM solutions. The
ARMv7 architecture also includes the technology extensions to increase DSP and
media processing throughput by up to 400 percent, and offers improved floating
point support to address the needs of next generation 3D graphics and games physics,
as well as traditional embedded control applications [35].
Of the processors developed around the ARM core and implement some version of
the ARM ISA, two such processors the StrongARM and the XScale are the mostly
used and are discussed in the following sections.
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2.3.5

StrongARM Processor

The StrongARM [36, 37] microprocessor shown in Figure 2-4, was initially
developed by Digital Equipment Coiporation (DEC) but later sold to Intel who
continued to manufacture it. The StrongARM was a collaborative project between
DEC and ARM to create a faster CPU based on (but not totally compatible with) the
existing ARM line. The StrongARM was designed to address the upper-end of the
low-power embedded market, where users needed more performance than the ARM
could deliver while being able to accept more external support. The processor was
used in devices such as newer personal digital assistants and set-top boxes. The
StrongARM processors are clocked at 206MHz. They can perform up to 235 MIPS
(1.14 MIPS/MHz), and have limited software compatibility with the real ARM
families due to their separate caches for data and instructions, which causes self
modifying code to fail. The SA-100 was the first member of the StrongARM family,
updated as the SA-110 and then SA-1110. The SA-1110 microprocessor is a highly
integrated communications microcontroller that incorporates a 32-bit RISC processor
core, system support logic, multiple communication channels, an LCD controller, a
memory and PCMCIA controller, and general-purpose I/O ports. As with the SA110 Microprocessor, the SA-1110 provides power efficiency, low cost, and high
performance, it differs only in the features of its memory and PCMCIA controller.
Since the architecture of the StrongARM processor is a 32-bit architecture it makes it
a suitable candidate for implementation for this work [38j. The StrongARM has
since been discontinued and replaced by the XScale processor, which combines high
performance, small size, low power and modest cost. This work will predominantly
focus on the feasibility of porting and running an operating system suitable for the
implementation a gateway to the WSN on an XScale processor.
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Figure 2-4 Functional Block Diagram of the StrongARM- SAlllO Processor [39J

2.3.6

XScale Processor

The XScale processor [10,11] was developed by Intel as the successor to the
StrongARM processor [36,37,39]. The XScale is a 32-bit RISC micro-architecture
based on the ARM architecture.

ARM-based and Intel XScale technology are

completely binary compatible, thus allowing software and development tools
designed for older ARM processors to work on newer Intel XScale core-based
processors. The micro-architecture of the XScale surrounds the core with instruction
and data memory management units. It also encapsulates the power management,
performance monitoring, debug units, coprocessor interface, caches, MMU and core
memory bus [40]. Figure 2-5 depicts the internal functional structure of the XScale
micro-architecture.
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Figure 2-5 Functional Block Diagram of an XScale processor [40]

The XScale architecture is compliant with the ARM Version 5TE ISA instruction set
and implements the integer instruction set architecture of ARM V5, however it does
not provide hardware support to floating point instructions. The processor core has
been designed with power saving techniques that power-up a functional block only
when it is needed. Low power modes are selectable by programming and have been
designed to enable dynamic clocking.

The core’s clock frequency can also be

adjusted using software, which enables power conservation by matching the core
clock frequency to the cuirent workload. There are a number of families of XScale
processors: notably Application Processors (PXA), I/O Processors (lOP), Network
Processors (IXP) and Control Plane Processors (IXC).
Available for this work is a PDA incorporating an XScale Application processor and
because of this the rest of this discussion on the XScale processors will focus on this
type of processor. There are three generations of XScale Application Processors:
•

PXA2I0/PXA25x

•

PXA26x

•

PXA27x.
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The PXA210 was Intel's entry level XScale targeted at mobile phone applications. It
was released with the PXA250 in February 2002 and comes clocked at I33MHz and
200MHz.
The PXA25x family consists of the PXA250 and PXA255. The PXA250 was Intel's
first generation of XScale processors, and has a choice of 3 clock speeds: 200MHz,
300MHz and 400MHz. The PXA255 was released in March 2003 as a replacement
for its predecessor. The main differences were a doubled bus speed (lOOMHz to
200MHz) for faster data transfer and lower voltage-only I.3v at 400MHz for lower
power consumption.
The PXA26x family released in March 2003 consists of the PXA260 and PXA26IPXA263.

The PXA260 is a stand-alone processor clocked at the same as the

PXA25x, but the package itself is about 53% smaller. The PXA26I-PXA263 are the
same as the PXA260 but have memory stacked on top of the processor in the same
package.
The PXA27x family consists of the PXA270 and PXA271-PXA272 processors. The
PXA270 is clocked in four different speeds: 312MHz, 416MHz, 520MHz and
624MHz and is a stand-alone processor with no packaged memory. The PXA271
can be clocked to 312MHz or 4I6MHz.The PXA272 can be clocked to 3I2MHz,
416MHz or 520MHz.
The XScale and StrongARM processors are most suitable for the implementation of
a gateway to a WSN. These processors are both fully functional processors that
allow for the implementation of many different types of communication protocols,
including WiFi 802.11, Infrared and Bluetooth. Their 32-bit architecture along with
their memory management capabilities and high performance make them ideal
candidates for this work.

2.4

Embedded Operating Systems

2.4.1

Background

Early embedded operating systems were very diverse with each vendor producing
one or more operating systems specific to the particular hardware. Each time the
vendor brought out a new machine it required a new operating system.

These

operating systems were based on libraries of support code, which were linked to the
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user’s programs to assist operations [41]. This was the foundation of the modem day
operating systems, which is the layer of a computer system that is between the
hardware and the user programs as shown in Figure 2-6. The hardware interface
consists of components such as the program counter, registers, and interrupts, disks,
terminals, it consists of everything that is required to write programs that will
execute on the hardware.

User Programs

Operating System Interface

Operating System

Hardware Interface

Hardware

Figure 2-6 Layered structure of an Operating System [41]

Embedded operating systems are found in all kinds of embedded devices and
systems, from high end routers and systems that keep networks running to medical
devices that keep patients alive, as well as copiers, PDAs and TVs [42].

The

applications of Moore’s law has introduced an abundant amount of computing power
and memory to a wide range of embedded platforms.

Traditionally embedded

systems have been hardware-centric and embedded software was relatively simple
and carefully designed to optimize performance and minimise the memory footprint.
New embedded systems are characterized by growing software complexity where
embedded software dominates the development cost and schedule.

A number

different standards were introduced for embedded operating systems one such vendor
of these standards was the ITRON Project [43]. This project creates standards for
real-time operating systems used in embedded systems and for related specifications.
The ITRON OS specifications were designed according to the following principles
•

To allow for adaptation to hardware, avoiding excessive hardware
virtualisation. The ITRON specifications make a clear distinction between
aspects that should be standardised across hardware architectures and matters
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that should be decided optimally based on the nature of the hardware and its
performance. Among the aspects that are standardised are task scheduling
rules, system call names and functions, parameter names, order and meaning,
and error code names and meanings. In other areas, standardisation and
virtualisation are avoided because they might lower runtime performance.
Allow for adaptation to the application
This adaptation has been accomplished by making the functions provided by
the kernel as independent to each other as possible, allowing a selection of
just the functions required by each application. In practice, most ITRONspecification kernels are supplied with the kernel itself in library format.
Emphasise software engineer training ease
Standardisation is employed as a way of making it easier for software
developers to acquire the necessary skills.
Specification series organisation and division into levels
To enable adaptation to a wide diversity of hardware, the specifications are
organised into a series and divided into levels, when the kernel is
implemented, the level can be chosen based on the kinds of applications
aimed for and their required functions.
Provide a wealth of functions
The primitives that the kernel provides are not limited to a small number but
cover a wide range of different functions. By making use of the primitives
that match the type of application and hardware, system implementers should
be able to achieve high runtime performance and write programs more easily.

To operate the resource-limited devices, embedded operating systems should utilize
resources in terms of memory, CPU, and power-consumption in an efficient way,
which has lead to the creation of specialised embedded systems. The features that
make a good embedded operating system include modularity, scalability,
configurability, small footprint, CPU support and device drivers [44]. A number of
contenders exist in the embedded operating system market these include Windows
Operating System - Windows CE, QNX Software systems - QNX, Palm Computing,
PalmOS, WindRiver systems - VxWorks, and Embedded Linux. These operating
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systems are discussed in the following subsections and the reasons why they do/do
not suit this work are outlined for each.

2.4.2

Tiny OS

The TinyOS [45] is an operating system developed especially for sensor nodes. This
OS has a programming model tailored for event-driven applications as well as a very
small footprint. The core OS requires 400 bytes of code and data memory combined.
The TinyOS is an open source operating system that is a run time environment for
nesC [46]. nesC is a dialect of the C programming language, it is imperative at low
level and declarative at high level.

It is a very modular programming

language/operating system, and used for programming structured component-based
applications. The TinyOS kernel is a 2 level scheduling structure
•

Events - these are intended to do a small amount of processing (e.g. Timer
interrupts, ADC inten'upts) and can pre-empt (i.e. interrupt) longer running
tasks

•

Tasks - these are intended to do a larger amount of processing and are not
time critical (e.g. computing an average on an aiTay).

Events having high priority and can pre-empt tasks that have low priority. To avoid
blocking scenarios, events and commands are expected to do only state transmissions
and leave complex computations to tasks that can be pre-empted.
TinyOS uses Active Message based communication system for sensor nodes, where
messages contain a handler address and on arrival this handler is called. Each node
is expected to run the same handler code and can either redirect the message to a
neighbour, if it is not the receiver, or start some local events as reaction to the
message. Transmissions are best effort, it is up to the application to implement more
sophisticated features like flow control or encryption. To send packages over the
network, TinyOS uses multi-hop routing instead of point-to-point connections to
save transmission power. Outlined in Figure 2-7 is how a message is handled in a
TinyOS application.
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Figure 2-7 How message is handled by the TinyOS Application [45]

This operating system is targeted towards embedded processors with limited
resources and power. Applications of this type of operating system include the sensor
nodes in wireless sensor networks. The sensor nodes used in this work incorporate
TinyOS, these nodes are set up to send out sanity packets every minute so that their
existence in the sensor network can be monitored. These nodes are also programmed
so that when they receive a request for a reading from their sensors they respond with
a packet giving this information.

2.4.3

Symbian Operating System

Symbian OS [47] is an open, standard operating system licensed by the world’s
leading mobile phone manufacturers. Symbian OS is designed for the specific
requirements of open, advanced, data-enabled 2G, 2.5G and 3G mobile phones.
Symbian OS has a 32-bit pre-emptive kernel that follows a hybrid design which
combines characteristics from both micro-kernel and monolithic kernel architectures.
Symbian OS design focuses on open mobile phones and thus is optimized for
efficient resource constrained operation. From micro-kemel architectures, the
Symbian OS kernel borrows the following characteristics:
•

A message-passing framework designed for the benefit of user-side servers.

•

Networking and telephony stacks hosted in user-side servers.

•

File systems hosted in a user-side server.

Like in monolithic kernel architectures, similarly in the Symbian OS kernel:
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•

Device drivers are run kernel-side. They are not embedded in the kernel
binary though, but are implemented as libraries that can be loaded and
unloaded at runtime.

•

The scheduler and scheduling policy is implemented in the kernel.

•

Memory management and the memory manager are implemented in the
kernel.

In general the Symbian OS kernel deals with core hardware resources such as:
•

CPU and MMU.

•

Memory management.

•

InteiTupt handling and management.

•

DMA channel management.

The Symbian OS is a pre-emptive multitasking operating system that runs (the
kernel) in privileged (ARM SVC) mode while all other tasks run in non-privileged
mode. Therefore in the Symbian OS all access to memory and memory mapped
hardware is protected, hence the use of the MMU by the operating system. Of course,
the kernel can access all the memory belonging to any other program, whereas a nonprivileged program can only access, directly, memory allocated to it.
In Symbian OS, the Kernel Server exists to service requests (sent via messages) by
user threads and is the highest priority thread in the system. In the same process the
Null thread, which is the thread with the lowest priority, is responsible on startup for
loading the file server and booting the kernel; then during normal execution for
calling on to the power handling subsystem services in order to put the system into
various power saving and sleeping modes.
Memory management makes sure that Symbian OS presents a virtual machine model
to all running programs. This means that all programs are presented and make use of
a linear virtual memory environment facilitated by the use of the MMU. Virtual
memory in this context does not mean that Symbian OS makes use of program
swapping (e.g., hard disks and demand paging), but that all programs during linking,
locating and execution appear at the same virtual address; and that they cannot access
each other’s memory. On a high level, the Symbian OS is characterized by:
•

Integrated multimode mobile telephony - Symbian OS integrates the power
of computing with mobile telephony
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•

Open application environment - Symbian OS enables mobile phones to be a
platform for deployment of applications and services (programs and content)
developed in a wide range of languages and content formats.

•

Open standards and interoperability - With a flexible and modular
implementation, Symbian OS provides a core set of application programming
interfaces (APIs) and technologies that is shared by all Symbian OS phones.
Key industry standards are supported.

•

Multi-tasking - Fully object-oriented and component-based, Symbian OS
includes a multi-tasking kernel, middleware for communications, data
management and graphics, the lower levels of the graphical user interface
framework, and application engines.

•

Flexible user interface design - By enabling flexible graphical user interface
design on Symbian OS, Symbian is fostering innovation and is able to offer
choice for manufacturers, carriers, enterprises and end-users. Using the same
core operating system in different designs also eases application porting for
third party developers.

•

Robustness - Symbian OS maintains instant access to user data. It ensures the
integrity of data, even in the presence of unreliable communication, and
shortage of resources such as memory, storage and power.

•

Support for multiple user interfaces - any input mechanism from full
QWERTY keyboard, penbased touch screen, to numeric mobile phone
keypad.

The Symbian OS is a mobile smart phone operating system targeted towards the
mobile handset market. This operating system runs on many embedded processors
including ARM, however the operating system itself is licensed by Ericsson, Nokia,
Panasonic, Samsung, Siemens AG and Sony Ericsson. Since this operating system is
not open source, i.e. the source code is not publicly available, makes it unsuitable for
implementation in this work.

2,4A

Microsoft Windows Compact Edition

Windows Compact Edition (CE) [48] is a variation of Microsoft's Windows
operating system for minimalistic computers and embedded systems. Windows CE
uses a distinctly different kernel, rather than a trimmed down version of desktop
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Windows. It is supported on Intel x86 and compatible processors, MIPS processors
and the ARM family of processors discussed in Section 2.3.4. Microsoft Windows
CE is closed source, scalable, 32-bit operating system that is targeted to meet the
needs of a broad range of intelligent devices, such as industrial controllers,
communications hubs, consumer products etc.

A typical Windows CE-based

embedded system is targeted for a specific use, often runs disconnected from other
computers, and requires an operating system that has a small footprint and a built-in
deterministic response to interrupts [49].
Windows CE can be customized by selecting from a set of available software
modules when building a custom embedded device. Windows CE features popular
Microsoft programming interfaces and is supported by standard application
development tools.

In addition, Windows CE is a pre-emptive, multitasking

operating system to handle the high performance needs of real-time devices.
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Figure 2-8 Windows CE Operating system Overview [48]

Windows CE requires the underlying CPU to use a flat 32-bit address space, supports
the kemel and virtual memory using an MMU and is little-endian format.

The

hierarchical operating system architecture of Windows CE is shown in Figure 2-6.
At the bottom lies the device drivers and OAL (OEM Abstraction Layer), which are
implemented by the OEM when porting Windows CE. Above them lie the Graphics,
Windowing and Events Subsystem (GWES), the kemel itself and the communication
stacks, this layer is implemented by Microsoft. The Remote API capability is built
on top of the communication functionality. On top of the kemel lies the database and
file system, this is accessed by the RAPI calls, and is made available to the
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applications via the Win32 interface.

Applications execute in their own address

space and interact with the rest of Windows CE via the Win32 system call interface.
The Windows CE embedded operating system is closed source, it has attached to it
royalties which add extra expense for development.

It also has extra memory

requirements and battery usage. These features just mentioned are the contributing
factors that make the Windows CE Operating system unsuitable for implementation
of a gateway. Following further research outlined in the later subsections it was
observed that there are a number of operating systems available that are not affected
by these contributing factors.

2.4.5

QNX

The QNX [50] is a real time operating system (RTOS) developed by QNX Software
Systems Ltd. This operating system is high performance and was developed for the
applications in consumer electronics, telecommunications, automotive systems and
medical instrumentation. QNX is a small, scalable, extensible and fast-embedded
operating system based on the idea of running most of the operating system in the
form of a number of small tasks, known as servers [51J.

It differs from more

traditional monolithic kernels, in which the operating system is a single very large
program comprised of a huge number of parts with special abilities as shown in
Figure 2-7. In the case of the QNX operating system, the use of a microkernel
allows users to turn off any functionality they do not require without having to
change the operating system itself. The QNX operating system contains a very small
microkernel surrounded by a number of cooperating processes that provide higherlevel operating system services. The QNX microkernel implement four services:
1.

Inter process communication

2.

Low-level network communication

3.

Process scheduling

4.

Interrupt dispatching.

The microkernel architecture stops this operating system from out performing
monolithic systems, an example of this includes the Linux operating system. There
is a high usage of IRQ and hardware polling for task switches, which cause it not to
perform as well as other operating systems targeted to embedded devices. The fact
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that is operating system is closed source and has royalties attached along with those
just mentioned, make it unsuitable for the implementation of a gateway to a WSN.
MEMORY PROTECTED'

c
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MUtTI-TARGET
ARM, MIPS, POWERPC, XSCALE, STRONGARM, x86

Figure 2-9 The QNX microkernel architecture [ST

2.4.6

VXWorks

VxWorks [52] is an example of a monolithic real-time operating system (RTOS),
that is a geared towards development using a host/target approach as illustrated in
Figure 2-10. A UNIX or Windows host is used for software development and a
cross-compiler is used to prepare the software for the target CPU architecture, for
running non-real-time parts of applications. The VxWorks kernel called Wind runs
real time tasks on the target computer, and communicate using TCP/IP networking.
In VxWorks, the kemel and tasks run in one address space, allowing task switching
to be very fast and eliminates the need for system call traps. A run-time linker
allows dynamic loading of both tasks and system modules, introduce scalability to
this operating system.

An interactive shell can be used to examine and modify

variables, evaluate expressions, call functions, and perform simple debugging. These
features encourage experimentation and make development somewhat easier. They
also make the system more fragile as errors in one module can easily affect others.
This operating system is a RTOS, which is a memory critical operating system and is
more taxing on resources than others discussed in this section. It is not an open
source operating system, therefore there are royalties and costs associated with it.
Following a comparison of this operating system with the other operating systems
discussed in this section, and the factors Just outlined made the VXWorks operating
system unsuitable for this work.
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Figure 2-10 - Host/Target setup [52]

2.4.7

Palm Operating System

Palm Operating System (OS) [53] is an embedded operating system developed by
Palm Inc. for personal digital assistants (PDAs). Palm OS was initially developed
for devices with rather restricted resources. The idea was to make the devices cheap
enough so that as many people as possible would buy them. Therefore, the operating
system had to be designed to cope with limited memory and processing power. The
PalmOS was designed to be open and modular to support application development
by third parties.

Palm OS uses multitasking, but allows only one task for

applications [49]. The user uses one application at a time, where one application
program must finish before the next can be selected. This constraint allows the
operating system to devote full attention to the application that is open. The space
needed by the system for any application that is running is kept in dynamic, reusable
random access memory. The application and its related database are kept in what is
called permanent storage, but here the permanent storage is Flash RAM (rather than
a hard disk) that cannot be reused as the dynamic RAM can. The file system and
application structure are offered by the Palm OS [53] include
•

Palm OS does not use a traditional flat file system. Data is stored in memory
chunks called records, which are grouped into databases.
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analogous to a file. The difference is that data is broken down into multiple
records instead of being stored in one contiguous chunk.
•

Applications are generally single-threaded, event-driven programs. Only one
program runs at a time.

•

Applications can send launch codes to each other, so an application might be
launched from another application or it might be launched from the system.
An application can use a launch code to request that another application
perform an action or modify its data.

The architecture of the Palm OS device, and most other PDAs, can be broken down
into three layers (Figure 2-11): Application, Operating System, and Hardware
Interfaces.
w
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The main difference between this operating system and the Windows CE version is
that Palm provides free software such as their development kit and documentation to
develop new applications.

Thus making the Palm OS more applicable than the

Windows CE operating system, however, further research resulted in the Linux
operating system outweighing the Palm OS, for reasons outlined in the following
subsection.
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2.4.8

Embedded Linux

The Linux operating system, the architecture of which is shown in Figure 2-12 was
created by Linus Torvalds at the University of Helsinki in 1991. From its simple
beginnings, Linux has become one of the fastest growing platforms, with thousands
of developers worldwide. Open source software development brings high reliability
and performance to the Linux operating system [54]. The reliability of Linux stems
from a large set of thousands of programmers observing the code, improving it,
changing it, and testing it on thousands of different systems configurations. Because
of Linux free open source availability, lack of royalties, and support for modem
processor architectures and technologies, it is has been shown to have an impact in
the real time operations systems market [54], and has been a factor in the changing
embedded landscape [12].
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Figure 2-12 Linux Operating System [54]

The Linux distribution includes kernel support in the technologies required for 32-bit
processors found in embedded systems designs.

For embedded Linux the main

kernel is used where the necessary modules are extracted as required [55].

A

minimal embedded Linux system needs just three essential elements, a boot utility,
Linux micro-kernel composed of memory management, process management and
timing services and an initialization process. For a useful system, one needs to add
drivers for hardware and one or more application processes to provide the needed
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functionality [56]. An advantage of using a Linux based host development platform
when developing a Linux-based target application is that in many cases, major parts
of the target application can be built and tested on the host while designing and
building the target hardware device.
Compared to other OS discussed in the earlier subsections, the characteristics of the
embedded Linux OS are perfectly matched with the attributes of the OS required in
this work. Where open source helps to decrease the development time and incur no
run-time royalties, hence reduces the costs. It is the only multi-vendor OS supported
by the thousands of programmers around the world, making its architecture reliable,
secure and stable.
This work involves the development of a PDA based gateway for WSN. From the
research carried out on the different embedded operating systems, embedded Linux
has resulted as the best operating system choice due to the many advantages just
outlined. The PDAs investigated for the gateway implementation are the XScale
based PDA from Fujitsu Siemens and the StrongARM based PDA from Sharp.
These will be discussed in further detail in Chapter 3.

A strong effort exists in porting of the Linux operating system to embedded devices
deploying StrongARM and XScale processors, a lot of this work in this area is being
carried out by a group employed by Compaq, operating under the name
handhelds.org [57]. The main focus by this group is on porting the Linux operating
system to Personal Digital Assistants (PDA) some of which are listed in Table 2-1
and consist of varying embedded architectures.
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Embedded Device

Processor Core

Processor
Version

Processor
Speed

Hp IPAQ H2200

Intel XScale

PXA255

400 MHz

HP IPAQ H4I00

Intel XScale

PXA255

400 MHz

HP IPAQ H4700

Intel XScale

PXA270

624 MHz

HP IPAQ H5400

Intel XScale

PXA250

400MHz

HP IPAQ HI9Ix

Intel XScale

PXA250

200MHz

HP IPAQ HI93x/HI94x

Samsung

S3C24I0

203MHz

Hp Jornada 56x

Intel StrongARM

SAIIIO

203MHz

Hp Jornada 720

Intel StrongARM

SAIIIO

203MHz

Asus MyPal a600

Intel XScale

PXA250

400MHz

Asus MyPal a620

Intel XScale

PXA255

400MHz

Toshiba e330

Intel XScale

PXA250

400MHz

Toshiba e750

Intel XScale

PXA255

400MHz

Table 2-1 Handheld devices being worked on by the handhelds.org group

ARM Linux was a form of the Linux operating system used in this work for its
porting to the StrongARM and XScale embedded devices [58]. ARM Linux has
been developed mainly by Russell King with the contributions from others, it
provides ports to many hardware platforms including Itsy and Assabet [57]. The
porting of the Linux operating system to an ARM based development board is
discussed by John Dorsey in [59], this paper gives an overview of the ARM Linux
operating system and discusses the steps associated with the porting. Also discussed
by Shigeki Ouchi et al. [60] is the porting of the Linux operating system to a digital
camera, the main objective of this was to make it programmable. The porting of the
Linux operating system to an embedded device follows a number of steps, outlined
and discussed in detail in Chapter 4.

2.5

Embedded System Communication

Modem operating systems communication has expanded to many forms. Each form
of communication in the operating system is made up of different protocols, which
are broken into layers, where each layer deals with different communication issues,
and has a manageable set of responsibilities. Since the protocols are in a layered
orientation they make up what is called a protocol stack. Each of the operating

33

Chapter 2 - State of the Art
system protocol stacks are associated with different types of communication
standards. The following subsections discuss the physical layer communication of
each of these protocol stacks, the Linux kernel implementation of these protocol
stacks are discussed in greater detail in Chapter 3.

2.5.1

Serial

Serial communication is one of the earliest forms of transmitting data between
computers, the serial communications electrical and physical standard RS-232-C was
first introduced in 1969 for computer systems [61].

This type of serial

communication uses a transmitter to send data, one bit at a time, over a single
communication line to a receiver. This method is used when data transfer rates are
low and the data must be transferred over long distances. Serial communication is
popular because it’s cheap, reliable at low speed and most computers have one or
more serial ports, so no extra hardware is needed other than a cable to connect the
instrument to the computer or two computers together. Serial communication is still
used today but has been superseded by USB [62].

Section 3.4.2.1 discusses in

further detail the Linux keiTiel implementation for serial communication.

2.5.2

Infrared

Infrared refers to the use of free space propagation of light waves in the near infrared
band as a transmission medium for communications [63].

Infrared data

communications is based on standards from the Infrared Data Association (IrDA)
[64], and has become widely available on personal computers and peripherals.
Infrared

provides

for

an

effective

and

inexpensive

short-range

wireless

communications on embedded systems and devices of all types. Infrared devices
work in the frequency range of 36kHz to 40kHz, and require line of sight for
communications. IrDA devices use infrared light-emitting diodes (LEDs) to emit
infrared radiation into a narrow beam. The beam is modulated using a 32-56kHz
square wave to encode the data, the receiver converts the demodulated infrared
radiation. It responds only to the rapidly pulsing signal created by the transmitter,
and filters out slowly changing infrared radiation from ambient light.

Infrared

communications are useful for indoor use in areas of high population density. IR
does not penetrate walls and so does not interfere with other devices in adjoining
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rooms.

The infrared protocol stack as used in the embedded Linux kernel is

discussed in further detail in section 3.4.3.2.

2.5.3

Bluetooth

Bluetooth was conceived in 1994 when Ericsson Mobile Communications began to
study a low power consumption system for substituting the cables in the short range
area of its mobile phones and relevant accessories. In 1998 Ericsson, Nokia, IBM,
Toshiba and Intel formed the Bluetooth Special Interest Group (SIG) [65], to develop
and promote such a system.
Bluetooth uses short-range radio links in the unlicensed 2.5 GHz industrial, scientific
and medical (ISM) band [66]. It allows devices such as mobile phones, headsets,
PDA's and portable computers to communicate and send data to each other without
the need for wires or cables to link devices together.

It has been specifically

designed as a low cost, low power, radio technology, which is particularly suited to
the short range Personal Area Network (PAN) application.
The Main Features of Bluetooth:
•

Operates in the 2.4GHz frequency band without a license for wireless
communication.

•

Real-time data transfer usually possible between lO-lOOm.

•

Close proximity not required as with infrared data (IrDA) communication
devices as Bluetooth, but the signal does experience attenuation caused by
walls and other obstacles.

•

Supports both point-to-point wireless connections without cables between
mobile phones and personal computers, as well as point-to-multipoint
connections to enable ad hoc local wireless networks.

Bluetooth is extremely secure and allows for reliable communication within noisy
wireless environments by the use of frequency hopping spread spectrum [67], the
signal is spread across 79 different frequencies I MHz intervals. Like many other
communications technologies, Bluetooth is composed of a hierarchy of components
which is discussed in further detail in section 3.4.3.3.
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2.5.4

Wireless Local Area Networks

Wireless Local Area Networks (WLAN) 802.11 is a set of protocols defined by the
Institute of Electrical and Electronics Engineers in the IEEE 802.11 standard [68].
This standard is itself made up of a number of sub standards, allowing different
speeds and technologies. Overall, most of the sub-standards of IEEE 802.11 use the
same systems for security with only the latest revisions having any substantial
differences. WLAN using IEEE 802.11 technologies is rapidly becoming the new
leading LAN technology for its mobility and easy to use features.
IEEE Std. 802.11-1997 was adopted in 1997 and was the first wireless LAN
(WLAN) standard, defining the media access control (MAC) and physical (PHY)
layers for a LAN with wireless connectivity.

It addresses local area networking

where the connected devices communicate over the air to other devices that are
within close proximity to each other. The WLAN 802.11 standard is similar in most
respects to the IEEE 802.3 wired Ethernet standard.

Specifically, the 802.11

standard addresses:
•

Functions required for an 802.11 compliant device to operate either in a peerto-peer fashion or integrated with an existing wired LAN

•

Operation of the 802.11 device within possibly overlapping 802.11 wireless
LANs and the mobility of this device between multiple wireless LANs

•

MAC level access control and data delivery services to upper layers of the
802.11 protocol stack

•

Several physical layer signalling techniques and interfaces

•

Privacy and security of user data being transferred over the wireless media

WLAN is based on a cellular architecture where each cell is called a Basic Service
Set (BSS), which is a set of mobile or fixed WiFi stations. The main characteristics
of the 802.11 networks are their simplicity and robustness against failures due to the
distributed approach [69]. Using the Industrial Scientific and Medical (ISM) band at
2.4GHz the 802.11b version provides data rates of up to 11 Mbits/s at the wireless
medium. WiFi uses Direct Sequence Spread Spectrum (DSSS) [67], a technique
where transmitters spread the signal over a frequency band that is wider than
required to accommodate the information signal by mapping each bit of data into a
redundant bit pattern. WiFi 802.11 uses a transmitted signal width of 17 MHz that
can be located in different areas of the ISM band. A total of 11 channels are allowed
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in the WLAN standard and each channel is defined by its centre frequency. Three
channels are non-overlapping and thus allow up to three WiFi networks to coexist in
time and space without interfering with each other.
WLAN removes the labour and material costs inherent in wiring. It also offers the
flexibility to reconfigure or add more nodes to an existing network without extensive
planning or cost of re-cabling, thereby making future upgrades inexpensive and easy.
The ability to add new mobile computing devices quickly is another main
consideration for choosing a WLAN. In recent years, the proliferation of cheaper,
smaller, and more powerful portable notebook computers has fuelled tremendous
growth in the WLAN industry.

In a typical WLAN configuration, a transceiver

called an access point connects to the wired network from a fixed location. The
Access Point receives, buffers, and transmits data frames between the WLAN and
the wired network infrastructure. A single access point can serve a small group of
mobile nodes and can function within a range of a few hundred meters. End-user
devices communicate with the access point using wireless network adapters.
The WLAN architecture allows for two different methods of connecting hosts:
1. Ad-hoc networking - where hosts connect directly to each other, depicted in
Figure 2-13.
2. Infrastructure mode - where one or more wireless access points (APs) are
used, typically to provide a link between a wired network and the wireless
network.

Typically, every AP will be connected via a data distribution

system. The data distribution system is usually wired Ethernet as shown in
Figure 2-14.
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Figure 2-14 Wireless LAN Infrastructure Architecture

The wireless LAN protocol stack as implemented in the embedded Linux operating
system is discussed in great detail in section 3.4.3.4

2.6

Conclusion

This chapter examines the state of the ait for the different elements involved in the
development of a gateway for WSN. Embedded processors were first investigated
for this research where different types were examined for their applicability to this
work. Following the observations made on the different processors available, it was
found that the StrongARM and XScale processors were best suited due to their 32-bit
architecture and their inherent functionality for the implementation of different
communication protocols. A number of PDAs exist such as the HP IPAQ, Toshiba,
Asus, LOOX and Zaurus, all of which employ these processors.

Two of these

devices will be implemented in this work - the Zaurus 5500 PDA from Sharp
deploying the StrongARM processor and the Loox 600 PDA from Fujitsu Siemens
deploying the XScale processor.
Following research on the available processors the next area researched was
embedded operating systems. From the research carried out and outlined in Section
2.4 it became evident that embedded Linux was the most suited operating system for
implementation as a gateway to a WSN. This operating system is open source and is
free from runtime royalties. The development tools are free and implementation of
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additional functionality is easy due to the modular structure of the operating system.
Other contributing factors include scalability, configurability and small footprint,
also with hundreds of developers contributing functionality to the community the
engineering talent pool is huge. There are a number of different communication
functionalities implemented by both processors that are used in this work. These
communication protocols were outlined in Section 2.4. The implementation of each
of these protocols on the embedded Linux operating system are discussed in great
detail in Chapter 3.
By researching the different implementations of gateways to WSN discussed in
Section 2.2 it can be seen that a number of various gateways exist, however, none of
these discussed have been implementation on a PDA. Some of the recent proposals
such as the Stargate architecture outlined in Section 2.2.2 are specifically designed as
a gateway device.

The cost implications of such devices are relatively high

compared to the approach outlined in this work. The off-the-shelf architecture of the
Wireless PDA gateway presented herein makes it a viable proposal as a cost effective
gateway for the future generations of WSN. Other proposals such as the Bluetooth
based gateway and Mobile Robot introduce mobility, the gateway architecture
proposed within this work goes beyond the bounds of this mobility. A PDA can act
as a pervasive intelligent platform attached to users, for the discovery of WSN and
allow ubiquitous communication via the next generation of heterogeneous wireless
access networks [70]. This introduces seamless mobility which is critical to enable
vital communications between the WSN and fixed IP networks in environments such
as disaster management/emergency response.
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3.
3.1

System Platforms and Architectures
Introduction

This chapter gives an overview of the environment architecture implemented in this
work. The hardware and software elements of this architecture are examined, and
also a feasibility study on the implementation of such elements as a gateway to a
WSN.

The hardware section discusses the hardware platforms, architecture and

functionality of each of these as a potential gateway. The sensor nodes deployed in
this WSN are also discussed in detail.
The software section focuses on the embedded Linux operating system, the different
elements of communication are discussed and the implementation of these is outlined
for incorporation within the embedded gateways. Also discussed is the feasibility of
the Loox PDA as a gateway to a WSN where each of the communication protocols
are implemented in turn. The results of this are outlined throughout this chapter.

3.2

Environment Architecture of WSN

The overall WSN environment architecture deployed in this work depicted in Figure
3-1 is broken into a number of different layers. The layers that are of most interest
for this work are the bottom and middle layers, which represent the WSN and a
gateway to the WSN respectively. The WSN consists of a number of sensor nodes,
which are low power, low cost data gatherers and are designed to monitor the
environment in which they are situated. These sensor nodes can be interacted with
through the embedded gateway device, which is the middle layer. Depicted in Figure
3-5(a) is an overview of such a sensor node, a wide number of sensor nodes are
available for implementation in a WSN some of these are outlined in Table 3-1. For
this work the sensor node implemented is the DSYS25 node, which is discussed in
detail in section 3.3.3.
The middle layer of the environment architecture illustrated in Figure 3-1 is the
gateway device, for this work two PDA devices were implemented for an
examination on their feasibility as a WSN gateway. Two different ARM based
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PDAs were implemented for this layer, the hardware and software architecture of
each of these are discussed in detail in sections 3.3.1 and 3.3.2 respectively.

Figure 3-1 WSN Overall System Architecture
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Table 3-1 Comparison of Wireless Sensor Nodes

3.3

Hardware Platforms

Personal Digital Assistants (PDAs) and Sensor Nodes made up the hardware
platforms used in this work. The PDAs used include the Loox 600 from Fujitsu
Siemens, and the Zaurus 5500 from Shaip. The sensor node was the DSYS-25 from
the Tyndall Institute [71]. The Loox PDA was used in a feasibility study for the
investigation of its use as a gateway to a WSN, while it had a Linux based operating
system ported to it. The Zaurus was also implemented as a gateway to a WSN where
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the performance analysis of this PDA is outline in Chapter 5. An overview of each
of these hardware platforms are discussed in the following subsections along with a
break down of their architecture and functionality.

3.3.1

Loox 600

-

Personal Digital Assistant

The Loox 600 [72, 73] was chosen for this work since it is a fully functional PDA
and incorporates many different types of communication standards.

This PDA

utilises an Intel XScale [10, 11] microprocessor and is among the first wave of
devices to have implemented this processor. The XScale processor is a 32 bit low
power CPU running at 400MHz, this processor is discussed in further detail in the
next sub-section. The Loox is a full-featured PDA, using what has become the de
facto architecture for future generation PDAs.
The Loox is a small, lightweight device, has a very long battery life and comes
equipped with Microsoft CE operating system.

Wireless communication is

introduced to the Loox via an integrated Bluetooth module, WLAN functionality can
be added using PCMCIA/Compact Flash slot. It uses a transflective TPT touch
screen with 240 by 320 pixel resolution and 16-bit colour depth for display with built
in light sensor that dims or increases the backlight depending on the ambient light
conditions.
As the XScale processor of the Loox will be one of the focuses of this research, the
feasibility of it will be investigated for the porting and running of the embedded
Linux operating system on it. The feasibility of the Loox as a gateway to a WSN is
another focus. Figure 3-2 shows an overview of the architecture of the Loox and the
integration achieved in the XScale processor.
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The PXA250 processor is a highly integrated system on a chip and includes a highperformance low-power core with a variety of different system peripherals. The
PXA250 applications processor contains a number of peripheral features and
functions which are shown in Figure 3-3 including integrated controllers for external
memory, serial buses, parallel buses, wired and wireless communications links,
expansion cards.
At the core of the Intel PXA250 is an Intel XScale core-based microprocessor. The
Intel XScale RISC micro-architecture makes it very efficient, it has an on-board LCD
and expansion controllers, involved in minimising the power consumption.

The

PXA250 is up to 60 times faster than it’s predecessor the StrongARM SAIIOO
processor.
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Figure 3-3 XScale Processor Architecture [10]

The processor consists of a seven-stage pipeline, every function is evenly divided
into seven stages.

With different parts of the chip working in harmony to keep

instructions flowing smoothly through the processor’s execution units, this allows the
processor to scale to frequencies of 400Mhz.
The core features of the PXA250 processor are as follows:
•

Pipelined RISC technology allows the Loox to achieve high speed and low
power.

•

Media Processing Technology. A Multiply-accumulate coprocessor performs
two simultaneous 16-bit SIMD multiplies with 40-bit accumulation to allow
for efficient media processing.

•

Power management unit. This gives power savings via idle, sleep and quick
wake-up modes.

•

32 KB instruction cache and 32 KB data cache.

Keeps local copy of

important data to enable high performance and low power.
The diverse hardware architecture of the Loox makes it very applicable for the
implementation of a gateway to a WSN. A feasibility of this PDA as a gateway to a
WSN and the porting of software to it was carried out, results of this are outlined in
sections, 3.4.3.2, 3.4.3.3 and 3.4.3.4 respectively.
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Sharp Zaurus - Personal Digital Assistant

3.3.2

The Zaurus 5500 PDA is a Linux based PDA from Sharp [38], an architectural
overview is given in Figure 3-4. This PDA runs an embedded version of the Linux
operating system, because of this it was used as a comparison to the Loox and was
also implemented as a gateway to the WSN. Results from the implementation of the
Zaurus as a gateway to a WSN are discussed in Chapter 5. The Zaurus is powered
by a 206 MHz Intel StrongARM SA-1110 [36, 37, 39] system-on-chip processor,
equipped with 64MB of DRAM and 16MB of Fiash ROM.

The physical user

interface consists of a 3.5-inch 240 x 320-dot pixel reflective TFT 65,536 colour
LCD with touch panel, it also supports a built in QWERTY keyboard.
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PIM

Utilities

Media Player

Email

Browser

Games

PC
Link

Java Environment

Qtopia

Qt Embedded

Linux
Kernel
2.4.12

Power Manager

Serial
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Key

LCD
Display

Touch
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Mic
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SD
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CF
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Comm
unit

Battery
LED

Figure 3-4 Zaurus PDA Architecture [38]

The Zaurus employs an Intel StrongARM SA-llIO processor [section 2.3.5]. This
processor is a highly integrated system on a chip and includes a high-performance
low-power core with a variety of different system peripherals outlined in

Figure 2-4. The SA-1110 processor contains a number of peripheral features and
functions, including integrated controllers for external memory, serial buses, parallel
buses, wired and wireless communications links, expansion cards. Outlined in the
following points are further elements of this processor.
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•

The SA-1110 is a general-purpose, 32-bit RISC microprocessor with a 16 KB
instruction cache, an 8 KB write-back data cache.

•

Power management functionality deployed provides further power savings.

•

The ARM Architecture instruction set implemented on the SA-1110 is V4.

•

Read and Write buffers are implemented on this processor
o The read buffer is responsible for allowing critical data to be pre
fetched under software control, preventing pipeline stalls from
occurring during extemal memory reads,
o The write buffer provides additional system efficiency by buffering
between the CPU clock frequency and the actual bus speed when the
CPU to extemal memory is writing data.

•

28 general-purpose I/O pins are provided on the SA-1110 processor, each
may be programmed to generate intemupts on rising, falling, or both edges,
also options exist where the GPIO pins can be used to support extra
functionality in either the serial channels or the LCD controller.

The Zaurus PDA is ideal for the implementation as a gateway to the WSN due to its
embedded Linux operating system and the StrongARM Processor. This processor
incorporates the functionality that is required for this such as Infrared and Wifi802.11. Performance analysis of the Zaurus as a gateway to a WSN is earned out
and discussed in Chapter 5.

3.3.3 DSYS-25 Sensor Node

Sensor ADC

Processor
Storaoe

Transceiver

Power Unit

Power
Generator

(a)

(b)

Figure 3-5 (a) Architecture of Sensor Node, (b) DSYS25 Node Platform [71]
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The sensor nodes used in this work are the DSYS25 sensor node platform [74, 75]
developed at the Tyndall National Institute, Cork, Ireland [71], depicted in Figure
3-5.

These sensor nodes are controlled by an AMTEL AVR ATmegaI28

microcontroller

[76],

this

microcontroller

is

a

low-power

CMOS

8-bit

microcontroller based on the AVR enhanced RISC architecture. It consists of 128K
bytes of in system programmable flash. By executing powerful instructions in a
single clock cycle, the AMTEL AVR AtmegaI28 achieves throughputs approaching
1 MIPS per MHz allowing the system designer to optimise power consumption
versus processing speed.
The radio transceiver used in this node is a Nordic nRF903 868MHz GFSK
transceiver [77], it is capable of operating at up to 76.8kbit/s. It’s transmit power is
adjustable to a maximum of lOdBm and the receiver sensitivity is rated at -I05dBm.
The DSYS25 platform is unique due to its modular design, these modules consist of
a 25mm by 25mm printed circuit board outlined in Figure 3-5 (b). Modules can be
connected together through high density 80-way, 40 way and 20 way connectors.
Sensing functionality can be added to the platform by stacking modules on the base
unit.
The controlling software of the DSYS25 is a tailored version of TinyOS [45], which
is an open-source operating system designed at UC Berkeley and engineered to run
in hardware platforms with severe resource constraints. The entire system can be
described in terms of a graph of components and a scheduler.

Components

encapsulate functionality and state and provide well-defined, bi-directional interfaces
that can be wired to other components forming complex applications. The scheduler
provides deferred execution of non-time critical and computational intensive
sequence of operations. The TinyOS component library includes network protocols,
distributed services, sensor drivers, and data acquisition tools. A large base of users
have contributed to the expansion of services provided by this system. The TinyOS
version for the DSYS25 system is being continuously extended to integrate new
hardware/functionality.

3.4

Linux Software Architecture

The embedded Linux operating system software architecture is discussed in this
section. A number of different series of the Linux operating system exist, the main
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ones targeted at embedded systems include series 2.4 and 2.6. Series 2.6 is currently
being developed for implementation on embedded platforms, early versions of this
series have proven to consist of a minimal operating system with very little
functionality implemented. Series 2.4 is the most mature and stable kernel series, it
consists of many communication standard for embedded platforms, these reasons
made this series the best choice for the feasibility study of the Loox as a gateway to a
WSN. Examples where series 2.4 is currently being deployed is the Stargate [14],
developed by Crossbow for WSN, and the IPAQ PDAs [57] for the implementation
of Linux on a Windows based PDA.

3.4.1

Linux Kernel

Before the Linux kernel could be installed and loaded on the Loox PDA it was
necessary to make some alterations to the kernel code, to make it specific for the
Loox architecture. The kernel was prepared by applying three patches, these enabled
proper functionality between the Linux kernel and the hardware as listed in Table
3-2.
Patch Version

Kernel Patches
ARM

patch-2.4.19-rmk7

XScale

diff-2.4.19-rmk7-pxa2

LOOX

diff-2.4.19-rmk7-pxa2

Table 3-2 Patches applied to the Linux kernel source

The first patch applied was an ARM patch [78], this was required since the XScale
processor core of the Loox incorporates the ARM architecture instruction set v.5TE
[33, 34]. This patch was developed by Russell King and adds the functionality of the
ARM and the Instruction Set Architecture (ISA) v5TE to the Linux kernel.
The second patch applied to the kernel source was the XScale patch [79], this adds
the functionality of the PXA250 XScale processor to the kernel as discussed in
Section 2.3.6. This patch adds configuration files such as that for the UART serial
drivers, specific drivers for the RAM and flash ROM, for the processor architecture,
and it defines the compiler instruction set dependent for the PXA250 processor.
The final patch applied was the Loox [80], written specifically for the Loox
architecture. It adds the configuration files and device drivers specific to some of the
hardware of the Loox outlined in Figure 3-2. Following the application of these to
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the kernel source, it was ready for configuration and compilation using the
development environment discussed in Chapter 4.
A number of different communications standards are implemented in the Linux
kernel, ranging from basic serial communications to wireless communication, some
of which are discussed in the next sections.

Each communication standard

implemented is done so as a module. A module is an object file whose code can be
linked to (and unlinked from) the kernel at runtime. The object file usually consists
of a set of functions that implement a file system, a device driver, or other features at
the kernel's upper layer. The module is executed in kernel mode on behalf of the
cuiTent process, like any other statically linked kernel function.
The main advantages of using a modular approach include:
•

Any module can be linked and unlinked at runtime, system programmers
must introduce well-defined software interfaces to access the data structures
handled by modules. This makes it easy to develop new modules.

•

Platform independence - Even if it may rely on some specific hardware
features, a module doesn't depend on a fixed hardware platform.

For

example, a disk driver module that relies on the SCSI standard works as well
on an IBM-compatible PC as it does on Compaq's Alpha.
•

Frugal main memory usage - A module can be linked to the running kernel
when its functionality is required and unlinked when it is no longer useful.
This mechanism also can be made transparent to the user, since linking and
unlinking can be performed automatically by the kernel.

3.4.2

Linux Operating System Communications

The embedded Linux kernel source architecture is made up of a number of protocol
stacks. A protocol is a set of rules governing the operation of some communications
function, a protocol stack is a layered set of protocols that work together to provide
communication between applications. The protocol stack adds the functionality for
specific communication to take place, these can be implemented in the Linux kernel
by adding the appropriate module. Figure 2-12 shows an overview of the Linux
operating system, the kernel is made up of a number of important parts including
•

Process Manager -Responsible for controlling process access to the CPU. It
enforces a policy that ensures processes will have fair access to the CPU
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while ensuring the necessary hardware actions are performed by the kernel on
time [81, 82].
•

Memory Manager - The computer’s memory is a major resource, and the
policy used to deal with it is a critical one for system performance. The
kernel builds up a virtual addressing space for any and all processes on top of
the limited available resources. Different parts of the kernel interact with the
memory-management subsystem through a set of function calls. The memory
manager is responsible for controlling process access to the hardware
memory resources, and is accomplished through a hardware memory
management systems. These provide a mapping between process memory
references and the machine’s physical memory [81, 82].

•

Virtual File System (VFS) - Linux is heavily based on the file system
concept, almost everything in Linux can be treated as a file. The kernel
builds a structured file system on top of unstructured hardware, and the
resulting file abstraction is heavily used throughout the whole system. The
VFS is designed to present a consistent view of data as stored on hardware
devices. Almost all hardware devices in a computer are represented using a
generic device driver interface. The virtual file system abstracts the details of
both physical device and logical file system, and allows user processes to
access files using a common interface, without necessarily knowing what
physical or logical system the file resides on [81,82].

•

Network Service Layer - Allows Linux systems to connect to other systems
over a network. There are a number of possible hardware devices that are
supported and a number of network protocols that can be used. Networking
must be managed by the operating system because most network operations
are not specific to a process, incoming packets are asynchronous events. The
packets must be collected, identified, and dispatched before a process takes
care of them.

The system is in charge of delivering data packets across

program and network interfaces, and it must control the execution of
programs according to their network activity. Additionally, all the routing
and address resolution issues are implemented within the kernel [81,82].
For the virtual file system and the network layers to communicate with the hardware
special device drivers are required. Device drivers take on a special role in the Linux
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kernel, they are distinct “black boxes” that make a particular piece of hardware
respond to a well-defined internal programming interface, and hide completely the
details of how the device works. Required activities are performed by means of a set
of standardised calls that are independent of the specific driver, mapping those calls
to device-specific operations that act on real hardware is then the role of the device
driver [81].
The following sections will look at the various communication protocols that are
available for the Linux kernel, how they are made up and why they were chosen for
this study.

3,43

Protocol Stack for Operating System Communication

3.4.3.1

Serial Architecture

Serial communication is presented in the Linux kernel through special device drivers
called ttySX, the serial ports are denoted by SX where X is the particular number of
the port. The operation of this type of driver is made up of several building blocks,
the registration and implementation of each of these are outlined in the following
steps and an overview is shown in Figure 3-6,
•

The serial communication driver registers it’s major number and the range of
minor numbers it is going to manage, and the operations it is going to handle
e.g. I/O, interrupt handling. The Linux kernel uses the major and minor
numbers to access the device.

Major and minor numbers are used to

identify/describe the device to be used and the device driver associated with
it. All serial device drivers have the same major number, they only differ in
their minor numbers, where this number is the unique identifier for the
specific device.
•

tty I/O defines the file operations, such as a read/write which are used to act
on the tty device.

•

An interface used by the system resources is exported by the file system
devices to register the device drivers, the identity of each device type is
known by its major number.
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Serial

communication

protocol

was

incorporated

in

this

work

for

the

implementations of different communication protocols, including Infrared and
Bluetooth.

A serial port was also used for direct communication with the host

environment to implement shell scripts/commands to the embedded operating
system.

3.4.3.2

Infrared Architecture

The infrared (IrDA) architecture is made up of a protocol stack as shown in Figure
3-7, this is a layered set of protocols particularly aimed at point-to-point infrared
communications and the applications needed in that environment [84]. For infrared
communication to take place this protocol stack must be incorporated in the Linux
kernel.

There exists three different types of low-level infrared device drivers

available that allow different communication speeds, these are SIR (Standard IR)
FIR (Fast IR) and Dongle. The SIR/Dongle both access the infrared port through a
serial interface, the FIR requires a special driver for the IrDA chip.
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IrLMP
IrLAP
Physical Layer
Figure 3-7 Infrared Protocol Stack [84]

The IrDA protocol stack consists of a number of layers, where a certain number of
these are required to enable infrared communication, others are not necessary but can
be implemented to add extra functionality to the infrared port, examples include
Local Area Network Access and parallel port emulation.

The required protocol

layers of an IrDA protocol stack include the following:
•

Physical Layer: Specifies optical characteristics, encoding of data, and
framing for various speeds.

•

IrLAP: Link Access Protocol. Establishes the basic reliable connection.

•

IrLMP: Link Management Protocol. Multiplexes services and applications
on the LAP connection.

•

IAS: Information Access Service. Provides a “yellow pages” of services on a
device.

The use of the optional protocol layers depends upon the particular application. The
optional layers of the IrDA protocol stack include:
•

TinyTP: Tiny Transport Protocol. Adds per-channel flow control to keep
things moving smoothly. This is a very important function and is required in
many cases.

•

IrOBEX: The Object Exchange protocol. Easy transfer of files and other data
objects

•

IrCOMM: Serial and Parallel Port emulation, enabling existing apps that use
serial and parallel communications to use IR without change.

•

IrLAN: Local Area Network access, enabling walk-up IR LAN access for
laptops and other devices.
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An investigation was earned out on the implementation of the Infrared Protocol
Stack on the Loox PDA. The Loox supports an infrared port, making it ideal for the
implementation of serial infrared communication between it and the sensor network.
Infrared Communication was implemented using the specific infrared device drivers
to the Linux kernel source. Additional software tools [85] were required to initiate
communication, the irattach command was one of these, this was used to connect the
infrared protocol stack with the infrared device. This device was a serial port device
ttySx as listed in the /dev folder of the root file system.
After some testing of the Infrared poit it was found that the port was fully functional
in the receive direction, however transmitted data did not seem to get to the port. A
detection mechanism was set up to receive data from the infrared port of the Loox
but nothing was detected, therefore infrared data is going astray in the Linux
operating system. Also the Sensor Network Communication program [section 5.3]
was implemented on the Loox, this communication program was set up to send and
receive data through the infrared port. Due to the fact that infrared data could only
be received, made it impossible to use as a gateway since two-way communication is
required.

3.4.3.3

Bluetooth Architecture

The Bluetooth architecture consists of a radio unit, this operates at 2.4GHz Industrial
Scientific and Medicine (ISM) band and transmits from a minimum of ImW of
power up to lOOmW depending on the device class.

Bluetooth is based on

Frequency Hop Spread Spectrum (FHSS) [86], where data is transmitted on a
frequency that is regularly changed to another frequency in a pseudo random pattern
known to both the transmitter and the receiver. Both the transmitter and the receiver
hop between frequencies based on the same pattern transferring a piece of data
during each hop. In the case of Bluetooth technology the hop oecurs through 79
frequencies each I MHz wide at a range of 1600 hops per second.
The components of the Bluetooth protocol stack are shown in Figure 3-8, consisting
of a physical level protocol (base band) and a link level protocol (LMP) and
comprising of a link manager and a link controller.
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Figure 3-8 Linux Kernel Bluetooth Protocol stack [87]

The Bluetooth Host Controller components provide the lower level of the stack,
which are typically implemented in hardware, and to which applications do not have
direct access. The Bluetooth Host components allow applications to send or receive
data over a Bluetooth link, or to configure the link using specific protocols
•

RFCOMM allows an application to treat a Bluetooth link in a similar way as
if it were communicating over a serial port. This is used to support legacy
protocols.

•

The Logical Link Control And Adaptation Protocol (L2CAP) allows finergrained control of the link. It controls how multiple users of the link are
multiplexed together, handles packet segmentation and reassembly, and
conveys quality of service information. It is the usual choice for applications.

•

The Service Discovery Protocol (SDP) is used for locating and describing
services provided by or available through a Bluetooth device. Applications
typically use it when they are setting up communications to another Bluetooth
device.
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The Host Controller Interface (HCI) driver packages the higher-level components to
communicate with the hardware.
There exists a number of different open source Bluetooth protocol stacks for the
Linux kernel, some of which include BlueZ, Affix and Open BT and BlueDrekar,
Table 3-3 shows a comparison of these stacks.
BlueZ (open
sourced
since April 99)

Open BT (open
sourced since
May 01)

Affix (open
sourced
since Nov 01)
0.9

BlueDrekar
(only HCI is
open
sourced)

Kernel

2.4.4 and greater

2.4.x

2.2.12,2.2.14

Host/ target
platform

Host: X86 ARM
Target; in
reference. CRS
just added in.

2.0.X-2.4.X
Host: X86, Arm,
MIPS,
PowerPC
Target: support
most of chip

Host: X86
Target;Same as
BlueZ

Host; X86
Target: N.A.

HCI, L2CAP,
SDP,
RFCOMM
(modifying),
HCI-UART,
HCU-USB

HCI, L2CAP,
SDP,
RFCOMM, HCIUART,
HCU-USB, SCO

HCI, L2CAP,
RFCOMM, SDP,

HCI, L2CAP,
SDP, SCO,
RFCOMM, HCI

API

Hardware
abstraction

Standard Unix
device driver

Standard Unix
device
driver

Custom lib API

License

GPL

GPL

AlphaWorks

Utility

L2test, scotest,
rfcommd
and hcitool

No

N/A

Status
Service
Discovery
Protocol

In progress
The SDP is
ported from the
Axis

In progress
The SDP is
ported from
the Axis

N/A

Profile

Serial Port
Dialup
networking
LAN Access

Bluetooth
Protocols

Axis OpenBt
Stack License
User mode,
Bttest, good to
understand the
openbt
Minor changes
Server, XML
database
GAP, Serial Port
Dialup, LAN
Access,
OBEX,
synchronization

Serial Port
Dialup,
LAN Access
OBEX

Server dynamic
database

N/A

Table 3-3 Bluetooth Protocol Stack Comparison [87]

3.4.33.1

Implementation of the Bluetooth Protocol Stack on the Loox

The Loox PDA supports an Alps Bluetooth module (UGTZ4-184A) as shown in
Figure 3-9. From the different Bluetooth protocol stacks outlined in Table 3-3, the
one implemented on the Loox was the BlueZ protocol stack, which is the official
Bluetooth protocol stack for the Linux kernel. The source code for the protocol stack
was compiled for the Loox architecture using the development environment [Section
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4.3], this device driver included a number of modules that needed to be loaded into
the running Linux kernel, these included
•

BlueZ - this is the Bluetooth core module

•

HCI-UART - this is the driver for UART implementation, this driver is
necessary since the Bluetooth device is set up for implementation on ttySl

•

12cap

^

SCO

Functionality outlined in Section 3.4.3.3

rfcomm
bnep

Tools for the implementation of Bluetooth communication, bluez-utils, were used,
the main one being the hciattach tool. This was used to attach the serial UART
connected to the module to the BlueZ protocol stack. The hcitool was used to scan
for remote devices, when this tool discovered a device the device name is printed,
this tool is also used to configure Bluetooth connections once it know what remote
devices are available.
Problems arose when trying to scan for other Bluetooth enabled devices, the hcitool
was set to scan and enquire, a number of Bluetooth enabled devices were configured
and situated within range of the Loox, however, this tool could not detect these
devices. Non-communication was due to a number of different factors, the first one
being the Bluetooth module of the Loox has been made redundant by the
manufacturers. Requests were made to the manufacturer for information on the part
but were unsuccessful in getting information on the device.

This made it very

difficult to get specifications for the part and therefore difficult to modify device
drivers for this part.
The hardware complexity of the Loox, illustrated in Figure 3-9, made the Bluetooth
UART of the Loox difficult to probe. This UART could have been used to connect
different UART communication modules examples include serial to infrared [88] and
serial to Bluetooth [89] modules. Communication protocols that could have been
implemented on the embedded Linux operating system include SLIP and PPP
protocols, using the available UART if the hardware complexity of the Loox was
more configurable. An overview of these communication protocols is given in the
following subsection.
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Figure 3-9 Teardown of the Loox PDA

3.4.33.2

SUP and PPP

Both Serial Line Internet Protocol (SLIP) and Point-to-Point Protocol (PPP) [90, 91]
define methods of sending Internet Protocol (IP) packets over standard RS-232
asynchronous serial lines with minimum line speeds of 1200 baud.
SLIP is a protocol that employs the serial port. It is used by the TCP/IP stack for
communication between two machines that are previously configured for
communication with each other.

For example, an Internet server provider may

provide a SLIP connection so that the provider's server can respond to requests, pass
them on to the Internet, and forward the requested Internet responses back. A dial-up
connection to the server is typically on a slower serial line rather than on the parallel
or multiplex lines such as a line of the network you are hooking up to. The process
of SLIP communication in the Linux kernel is shown in Figure 3-10.

TCP/IP

communication begins when the line discipline is changed by the SLIP driver. The
new line discipline sets up data transfer between the serial hardware and the
networking layer. When this is active the /dev/ttySx is down and cannot receive or
send data, when the SLIP line discipline is closed the default/normal serial
communication can take place.
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Figure 3-10 Linux Kernel Slip Protocol Communication [90]

PPP is a protocol for communication between two computers, which also employs
the serial port interface, typically a personal computer connected by phone line to a
server. An Intemet server provider may provide users with a PPP connection so that
the provider's server can respond to requests, pass them on to the Intemet, and
forward the requested Intemet responses back. PPP provides layer 2 (data-link layer)
service, it uses IP and is considered to a member of the TCP/IP suite of protocols. It
is responsible for packaging the computer's TCP/IP packets and forwards them to the
server where they can actually be put on the Internet. PPP is a full-duplex protocol
that can be used on various physical media, including twisted pair or fiber optic lines
or satellite transmission. PPP is usually preferred over the SLIP protocol as it can
handle synchronous as well as asynchronous communication, it can share a line with
other users and it employs error detection.
Although SLIP is still widely used, PPP is under active development and is widely
regarded as the successor to SLIP. PPP has features lacking in SLIP, including error
detection and mechanisms for negotiating IP parameters such as IP addresses.
The feasibility of implementing SLIP and PPP protocol stacks on the Loox was
investigated, there is a total of 3 UARTs on the Loox that would allow the
implementation of these.

Since one of the UARTs is used for communication

to/from the Loox, and due to the complexity of the hardware, and other reasons
discussed in sections 3.4.3.2 and 3.4.3.3.1 respectively meant that probing the other
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two UARTs made out to be very difficult and thus the implementation of SLIP and
PPP proved to be unsuccessful.

3.43.4

Wireless LAN Network Architecture

On the Loox the communication to a Local Area Network was implemented via
Wireless LAN through the Compact Flash/ PCMCIA slot. The embedded Linux
network system provides network connectivity between machines, and a socket
communication model. The networking architecture for embedded Linux is the same
as that implemented in the main Linux kemel.

It is made up of the TCP/IP

(Transmission Control Protocol/Intemet Protocol) protocol stack, this communicates
with the lower layers of the OSI model.

TCP/IP is the basic communication

language or protocol of the Internet.
BSD Socket

I NET Socket
TCP/UDP
IP
Lower
Layers
Figure 3-11 TCP/IP Protocol Stack [68]

The Wireless LAN (WLAN) protocols used in wireless communication are based on
the IEEE 802.11 standard [68]. WLAN uses a CSMA/CA (Carrier Sense Multiple
Access / Collision Avoidance) protocol according to the IEEE 802.11 standard
approved in 1997 [92] that uses an exchange of control packets between the source
and destination hosts before sending user data to avoid collisions:
•

The transmitting host listens to the network and sends a ready to send (RTS)
packet to the destination when there is no traffic on the network.

•

The RTS packet is received by all of the hosts on the network, which then
refrain from sending any messages.

60

Chapter 3 - System Platforms and Architectures
•

The intended destination host then sends a CTS (clear to send) packet that is
received by the source host, which will then reply with the actual data.

The Data Link Layer is similar throughout the IEEE 802.11 standard. It defines the
following aspects of the WLAN architecture:
•

Security features

•

Protocols for collision avoidance (a significant problem in a broadcast
network).

The Data Link layer also provides addressing for packets through the inclusion of the
Medium Access Control (MAC) address (a globally unique address for each network
card) of both the source and destination hosts. This allows hosts to identify which
packets on the network are intended to be for them. It is at the Data Link layer that
authentication and association is performed. These features allow a host to join a
network and provide (optional) security at the lowest level. The security is improved
by the implementation of packet payload encryption.
3.43.4.1

Wireless LAN Communication through PCMCIA

Following unsuccessful implementation of Bluetooth and Infrared on the Loox the
next obvious implementation was wireless LAN. The Loox does not have built in
WiFi functionality, however this functionality could be implemented using the
Compact Flash/PCMCIA slot of the PDA. The PCMCIA functionality was used for
the implementation of Wireless LAN. Figure 3-12 shows the PCMCIA architecture
of the Linux Kernel, broken up into three different layers
•

User Layer

•

Hardware Layer

•

Kernel Layer
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Figure 3-12 PCMCIA Architectural Diagram [93]

The PCMCIA kernel architecture consists of a number of components:
•

Operating system core services outlined in Table 3-4.

•

PCMCIA Card drivers: A number of different types of wireless device drivers
exist for the Linux operating system [93], and are based on different chipsets
the main ones being the Hermes and the PRISM chipsets Table 3-5 .

•

PCMCIA bus adapter driver - this is the socket services, and are responsible
for the initial configuration of the PCMCIA and the interrupt and resource
allocation.

•

User event daemons - The Cardmgr is a user daemon which runs in the
background, and is responsible for monitoring the PCMCIA slot and binding
a socket to a particular client driver. It also looks up specific device ID in list
of registered drivers and binds it to the socket.
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Operating System Core
Elements

Functionality
Interface which forms a standardised software layer between the PCMCIA
card and the operating system, everything PCMCIA related must go
through the card services. Responsible for loading card device drivers,
allocating irqs and other resources to the card device drivers

Card Services

PCMCIA Card Information
Structure Parser

Used to read and write to the card memory, it is responsible for setting up
the Card Information Structure memory and the Card Information Structure
tuple service

Resource Management
Routine

Responsible for memory probing, it finds HO and memory addresses that
are not currently in use, and it also checks to see if an interrupt is available

Bulk Memory services

Bulk memory services provide a higher level interface for accessing
memory regions than that provided by the memory window services

Table 3-4 Operating system core PCMCIA services
Functionality

Implementation

Configuration WLAN
PCMCIA Card

Done through the card services and the card information structure (CIS) the
card determines an appropriate configuration for the card.

WLAN PCMICA event
Handling

The card receives packets from the access point, cause events/interrupts so
that the interrupt handler associated with the WLAN Card should handle.

Table 3-5 PCMCIA Device Driver Responsibilities

On booting the Linux kernel the PCMCIA socket services should automatically be
configured and installed, it registers its resources and interrupt handler through card
services. The socket services are in charge of informing card services when it detects
the insertion/removal of a card into/from the socket. These services act as a bridge to
allow communication between the PCMCIA card and the kernel.

The socket

services driver used for the Loox is the PXA socket device driver, this device driver
is loaded when the kernel is started, it looks for an irq along with an I/O resource and
registers it’s inteiTupt handler, this is all done through card services.
3.43.4.2

Wireless LAN Implementation on the Loox PDA

The WLAN card chosen for implementation on the Loox was the DCF-650W, an
11 Mbps Wireless Compact Flash Card from D-Link. For this card to work with the
embedded Linux operating system it was necessary to source the appropriate device
drivers [93]. Before the device drivers could be ported to the embedded device they
were compiled, so that the executables were specific for the Loox architecture
[section 5.2.1]. Following device driver compilation for the Loox architecture two
modules were produced prism2_cs.o and p802ILo.
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WLAN functionality in the lower layers of the OSI model, and were loaded into the
root file system to enable implementation in the embedded kernel.
A number of tools exist for to enable wireless communication in the Linux kernel.
The main one associated with the Prism2 chipset was cardmgr, this is a process that
runs in the background of the running Linux system.

It is responsible for the

monitoring of the insertion/removal of PCMCIA cards to/from the system.
When a wireless card is inserted, an interrupt is generated causing the socket services
event handler to inform card services that a card has been inserted. The Cardmgr
daemon is notified by card services of the insertion, when it receives this it sends a
number of input output control commands to the driver services.

Information

regarding the card’s identity as well as configuration information such as memory
and I/O requirements is received from the card’s CIS - Card Information Structure by
the Cardmgr daemon. Cardmgr daemon then examines its own configuration file to
determine which device driver should be loaded for the inserted card.
The specific device driver for the card is then bound to the card in the PCMCIA
socket. The card’s device driver is then registered, where card services examines the
card’s CIS tuple list to determine the card characteristics and possible configuration
of registers and inteiTupts. For cards requiring input/output or IRQ resources, the
driver examines the cards CIS structure to determine the needed I/O address space
and inteiTupts and then requests resources through the card services.
If an inteiTupt is required card services will apply one. On successful configuration
of an interrupt line the device driver has to register with card services an event
handling routine, so that when an interrupt happens on the allocated PCMCIA
interrupt line the appropriate event handler will be called to handle the event.
On successful allocation of resources for the device driver, a call is made to the
configuration routine to apply power to the socket and make the resources active for
the card and the device driver. The PCMCIA driver can read and write to the
allocated I/O port after configuration.
From monitoring the implementation of the wireless communication protocol on the
Loox it was observed that steps outlined above were implemented correctly, however
when wireless communication was started it was noticed that a problem presented
itself when trying to register the WLAN card with the access point.
The point of registration with the access point was monitored Figure 3-13, it was
found that the association with the access point did not take place.
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Station

Access Point

Authentication Request

Authentication Response

Association Request

Association Response

Figure 3-13 Wireless LAN Joining Principle

For the setup used in this work no authentication was required as the access point
was set up for open key authentication. The next step was the association request
this was sent by the Loox to the access point. This request was definitely sent by the
Loox following analysis on the wireless network using the ethereal tool. The Loox
then waits for a response from the access point, this response is necessary and will
allow the Loox to transmit wireless data. Following further analysis it was observed
that the access point sends back an association response packet to the Loox but the
Loox never receives this packet. Following further analysis/observations of the Loox
and the embedded operating system it became apparent that a problem existed with
operating system inten'upts. Work was done in the area of inteiTupts in the Linux
kernel to solve this problem, however this also proved unsuccessful.

3.S

Conclusion

This chapter discussed the hardware platforms and software architecture used for this
research. The hardware section discussed in detail the platform architecture and the
functionality of the Loox and Zaurus PDAs and the DSYS-25 sensor nodes. This
chapter also discussed the feasibility of the Loox 600 PDA as a potential gateway to
a WSN.

The Loox comes with a version of WindowsCE, in Chapter 2 it was
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outlined why this operating system is not suited for a gateway, however it was found
that the Linux operating system was the best suited.
The software section discussed the configuration of the Linux kernel for embedded
devices and in particular the Loox architecture.

The different forms of

communication implemented in the embedded Linux kernel were also examined.
Following these sections it was observed that the Loox PDA is not a feasible
contender as a gateway to a WSN, due to the complexity of the hardware, and the
integration of the kernel with this hardware. It was then concluded that the Sharp
Zaurus PDA, was more appropriate for the implementation of a gateway to a WSN.
The main reasons for this include its fully functional hardware and it deploying a
version of the embedded Linux operating system.

Chapter 5 discusses the

implementation and performance analysis of the Zaurus as a potential gateway to the
WSN.
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4.

Linux Development Environment for
Embedded Systems Implementation

4.1

Introduction

This aim of this chapter is to examine the different forms of development
environments and architectures available for the embedded gateway, which is
depicted in the middle layer of the WSN Architecture, outlined in Section 3.2. A
development environment is required for the implementation of an embedded device
as the middle layer for WSN architecture. Outlined are the steps involved in setting
up such development environments using a specific type of architecture, for both the
Loox and the Zaurus PDA implementations. The steps involved in porting the Linux
operating system to a PDA and elements such as boot loaders and various root file
systems available are also examined in this chapter.

4.2

Development Environment Architectures

As embedded devices operate and have different requirements to those of
workstations and servers, which makes the standard Linux development environment
unsuitable for embedded systems. It was necessary to implement a development
environment, which was appropriate for the embedded system [94].

The Linux

development environment for embedded systems can have one of three architectures.
Two of the architectures require the permanent use of a workstation for the
implementation of a development environment, the other architecture involves a
standalone environment where all the development is done on the embedded device
itself.

4,2,1

Linked Architecture Setup

The Linked Architecture involves a permanent link between the embedded system
and the workstation, where the link is either a serial cable or an Ethernet cable. The
main property of this setup is that all data transferred between the two devices takes
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place over the link as illustrated in Figure 4-1 below. The workstation contains the
development environment, while the embedded device contains an appropriate boot
loader, a functional kernel and a root file system.

Embedded
System

Workstation

* Bootloader
* Kernel
*Root
File system

* Embedded
system
development
environment

Figure 4-1 Linked Setup Architecture - Workstation/Embedded system

4.2.2

Standalone Architecture Setup

The Standalone Architecture is where the embedded system is self-contained as
shown in Figure 4-2.

All the required software for booting and operating the

embedded kernel takes place on the embedded system. For this type of architecture
the development environment is on the embedded system itself and there is no need
for a workstation as all the development tools run in their native environment.

Embedded System

*BootIoader
* Kernel
*Full root
file system
*Native
development
environment

Figure 4-2 Standalone architecture - Embedded system

4,2,3

Removable Storage Setup

The Removal Storage Architecture does not employ a direct physical link between
the workstation and the embedded system.

A storage device is written by the

workstation and is used to transport the kernel and root file system to the embedded
system, this depicted in Figure 4-3.

As with the linked architecture setup, the

workstation contains the development environment, and the embedded system
contains only a minimal boot loader. The rest of the components are stored on a
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removable storage media, this is programmed on the workstation and loaded by the
target’s minimal boot loader upon start-up.

Embedded
System

Workstation
*Embedded
system
development
environment

♦Bootloader

Figure 4-3 Removable Storage Architecture - VVorkstation/Embedded system

This architecture best suited for this work, since the development environment is
implemented on a host machine with unlimited resources, and it does not require the
embedded device to have a native Linux environment.

4.3

Development Environment Toolchains

To develop for the embedded device a development environment had to be
configured and installed. A development environment also called a development
toolchain is a specially configured environment that allows development for a
particular type of processor architecture such as x86 (standard Intel Pentium) and
ARM (Advanced RISC (Reduced Instruction Set Computer)). Toolchain is a blanket
term given to programming tools used to create a product that is typically another
computer program or system of programs.

Setting up a native toolchain on the

embedded device was not an option for this work since the device does not natively
run Linux, other contributing factors would be the memory and other resource
limitations of the PDA.
The development environment consisted of tools that are often used in a chain, so
that the output of each tool becomes the input for the next, the term is used widely to
refer to any set of linked development tools.

These tools required for the

configuration and installation of a toolchain consist of four main components
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•

Set of kernel header files

•

Binary Utilities

•

GNU Compiler

•

Standard set of library files

For this work a development environment was configured on a host machine, this
involved the installation of a toolchain specifically targeted to the Loox architecture,
the main component of the toolchain was a cross - compiler. The basic idea of cross
compiling is to use some processor (HOST) to compile software for some other
processor (TARGET) that uses a different architecture.
The library files are used on both the host machine and the target machine. On the
host the libraries are linked during compilation time, while on the target the libraries
are linked dynamically in during execution on the embedded device. A number of
different types of toolchains exist for different architectures and can be either pre
built or self-built toolchains.

4.3.1

Pre-Built Toolchains

A pre-built toolchain is made up of all the components required to setup and install a
development environment. These toolchains are limited to some extent but are a fast
and efficient way of installing a target specific development environment such as
ARM, MIPS, a number of these outlined in Figure 4-4 are discussed in the following
sub-sections.

Figure 4-4 Overview of some pre-built toolchains that are available
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43,1.1

Buildroot

Buildroot [95] is a set of make-files and patches, used to generate a crosscompilation toolchain and root file system for an embedded Linux system. The
library files utilised is uClibc.

Buildroot can be used to setup and configure

toolchains for many different hardware architectures, some of which include Pentium
processors, PowerPC processors, MIPS processors, and ARM processors.

4.3.L2

ScratchBox

Scratchbox [96] is a cross-compilation toolkit designed to make embedded Linux
application development easier. It provides a full set of tools to integrate and crosscompile an entire Linux distribution. Scratch box offers pre-built toolchains for x86
and ARM targets (other targets are experimental). Also provided are a number of
different library files some of which are discussed in section 4.3.2.4.

4.3.13

Cross Tool

Crosstool is a tool consisting of a set of scripts that can be used to build and test
several versions of compilers (gcc) and libraries (glibc) for most architectures. This
tool is used to check different versions was originally developed for embedded
system developers, but is also useful for fast compiles and for building programs that
run on older versions of Linux [97].

4.3.1.4

Open Embedded

OpenEmbedded [98] allows developers to create a fully usable Linux based
environment for various embedded systems.

It has been designed to be able to

handle different hardware architectures, and support multiple releases for those
architectures. It consists of utilize tools for speeding up the process of recreating the
base after changes have been made. OpenEmbedded is the successor of the OpenZaurus project. Basically OpenEmbedded is a build system that can generate (crosscompile) software packages for embedded targets, which may include bootloader,
kernel and Applications.
Since one does not know the actual process of how each of these toolchain were
built, and each utilising different sets of kernel headers made the pre-built toolchains
unsuitable for this work.

This meant that a self-built toolchain had to be
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implemented.

The different elements and stages involved are discussed in the

following section.

4.3.2

Self-Build Toolchains

A self-build toolchain allows configuration and installation to suit the particular
embedded system used. It allows a work around for the problems outlined with pre
built toolchains as the kernel header files used in the setup of the environment are
from the same version that the development work will be done on.

A self-built

toolchain consists of a set of kernel header files, a compiler, a set of binary utilities
such as assembler and linker and a set of libraries files, each of these are discussed in
the following sub-sections.

4.3.2.1

Kernel Library Headers

The kernel library headers are the first component to be setup for the installation of
the toolchain.

These files are required for the library installation stage, as the

functions implemented by these are used for system calls [99]. The Linux kernel is
the heart of the operating system, for this to run on architectures other than the x86
architecture specific patches need to be applied, these are outlined in section 3.4.1.
the kernel then needed to be configured for the specific architecture, this is done by
issuing a make config/menuconfig/xconfig command. Once the configuration was
done for the specific architecture a make dep command is issued, the kernel source
was now ready for use in the setup of the development toolchain.

43.2.2

Binary Utilities

The second stage of the toolchain configuration involves the installation of the binary
utilities [100].

These are a co]]ection of programming toois used for the

manipulation of object code in various object file formats, some of these tools
include assembler and linker. During this stage the configuration script checks for
the availability of resources on the host workstation, it then creates specific makefiles
for each utility tool within the package. Following this stage a full set of tools should
be installed, a sample of which are shown in Table 4-1, where the target is the actual
embedded system architecture that the toolchain is configured for.
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target-linux-addr21ine

target-linux-objcopy

target-linux-ar

target-linux-objdump

target-linux-as

target-linux-ranlib

target-linux-c-i-+filt

target-linux-readelf

target-linux-gasp

target-linux-size

target-linux-ld

target-linux-strings

target-linux-nm

target-linux-strip

Table 4-1 Binary utilities installed on the host workstation

4.3.2.3

Compiler

The third stage in the installation of the development environment is the compiler,
this is used on the host workstation to produce executables for the embedded system,
because of this it needs to be configured and installed to the requirements of the
embedded system, meaning that the compiler needs to be set up as a cross compiler.
The installation of this cross compiler has two stages associated with it.
The first stage involves installing a bootstrap compiler that is built to only support
the C language.

The bootstrap compiler is used to compile the libraries in

preparation for the installation of the full cross compiler. A bootstrap compiler can
be used to build runtime libraries and operating system kernels but can not be used to
build and compile generic applications as it does not include the library header files
that are required for a full cross compiler.

The second stage of compiler

configuration and installation happens after the compilation and installation of the
library files. A full compiler can be set up to support C, C++ and JAVA, using the
full set of libraries installed on the system.

4.3.2.4

Library Files

The libraries are an important component in any Linux system, they represent the
traditional interface between the applications and the kernel API [101], illustrated in
Figure 4-5. The GNU C [102] Library cannot be built without the Linux kernel
headers.

Most C library functions are implemented using system calls, and the

kemel headers define the system call interface. The installation of the library files is
the most delicate and lengthy process in the development toolchain.

It is an

extremely important software component on which most if not all applications being
developed for the embedded system will rely.
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Figure 4-5 The Linux kernel using the system libraries (libc)

The library files come in a variety of different types, the main version of the library
files is called the Glibc, which is discussed later. There are also a number of other
library files which are specific for embedded systems and these are minimised
versions/ stripped down versions of the original gnu c library. Some of the library
components that are installed by each of the library sources are listed in Table 4-2.
Library files can be either statically linked or dynamically linked.
Library Component
Id
libc
libcrypt
libdl
libm
libpthread
libresolv
libutil

Content
Dynamic Linker
Main C library routines
Required for applications involved in authentication
Routines for loading shared objects dynamically
Maths routines, required for applications that use maths functions
Used for threads programming, posix threads routines
Name resolver routines, required for name resolution
Login routines, required for terminal connection management

Table 4-2 Overview of Library files compiled and built for the embedded device

Dynamically linked means that the data in a library is not copied into a new
executable at compile time, but remains in a separate file on disk. Only a minimal
amount of work is done at compile time by the linker, it only records what libraries
the executable needs and the index names or numbers. The majority of the work of
linking is done at the time the application is loaded or during the execution of the
process.

The necessary linking code, called a loader, is actually part of the

underlying operating system. At the appropriate time the loader finds the relevant
libraries on disk and adds the relevant data from the libraries to the process's memory
space. An advantage of dynamic linking is that multiple programs can share a single
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copy of the library.

Static linking is the result of the linker copying all library

routines used in the program into the executable image. This may require more disk
space and memory than dynamic linking, but can be more portable since it does not
require the presence of the library on the system where it is run. The down side is
that statically linked applications are generally much larger than dynamically linked
applications.
4.3.2.4J

Glibc

Glibc also referred to as the standard GNU C library [102], is the oldest and most
mature set of library files for a Linux system. The glibc package contains a library
written in the programming language of C. Glibc library is mainly targeted at
systems, which have a lot of resources [103]. This set of library files are not suitable
for embedded systems since they are designed as a native library and many functions
which they contains are not wanted or needed on the embedded system. Also the
size of the Glibc library makes it an unlikely candidate for use on embedded systems,
as the footprint of it is far too large.
Given the resource constraints and limitations of embedded systems, the Glibc makes
an unlikely candidate for use on an embedded system. There are a number of library
alternatives that are specifically targeted to embedded systems, some of these
libraries such as uClibc, dietlibc, newlibc are examples of some of these and
discussed in the next sections.
43.2.4.2

UClibc

The uClibc [101] library is the main contender in the embedded systems market. It
uses size reduced C library files and has been developed for any kernel since it
strictly adheres to use of the shared Linux libc APIs [101].

These library files

originates from the uClinux [104] project and support most hardware architectures
available.

uClibc is a smaller implementation than that of the libraries that are

shipped with modem Linux distributions. uClibc provides the same functionality as
the Glibc library, but its footprint is much smaller than that of the Glibc library [105].
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43.2.4.3

Diet Libc

Diet libc [106] was developed by Felix von Leitner with the goal to compile and link
programs to the smallest possible size. This library set was developed with much the
same goals as uClibc in mind, which were to minimise size and optimize
performance. Diet libc was developed from scratch and thus only implements the
most important and commonly used functions, it is even smaller than uClibc, which
was accomplished by breaking the API compatibility with the standard C library
[101]. Diet libc does not support all processor architectures, it also favours only
static linking as opposed to dynamic linking. Another factor associated with diet libc
is that it is licensed under terms of GPL [107] which means that by linking code
using diet libc the resulting binary becomes derived work, and can only be
distributed under the terms of the GPL licence.
From the different library sources available for embedded Linux it was found that the
one most suitable for this work was the uClibc. Two separate environments were
implemented using the uClibc and glibc. The glibc library could not be used for
dynamically linked executables due to memory limitations on the Loox, it only be
implemented as a static. It was found that the executables produced by using the
statically linked glibc library were very large in size. From observations made on the
implementation of the uClibc set of libraries it was found that the dynamic libraries
were almost 56 times smaller than glibc (19k: 1066k), thus this type of library file
was used for the implementation of the development environment.

4.3.3

Development Environment Implementation for Loox
600 PDA

Following the research of the development environments for embedded systems, it
was found that configuring and building of an appropriate toolchain/ development
environment for the Loox was a complex and delicate operation. It required a good
understanding of the dependencies between the different software packages and their
respective roles. Following the testing of a number of different combinations of the
tools, enabled a toolchain to be set up which was entirely tailored to both the host PC
and Loox. The combinations of component versions found to be specific to the host
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PC used and the Loox are outlined in Table 4-3, also outlined are the configuration
scripts involved in the setup of each environment component.
Utility
Binutils-2.13.90.0.20
Gcc-3.2.3
Compiler setup without
library files

Full compiler set up
using C library files
UClibc
Full compiler set up
using C library files

Configuration Commands
.. /binutils-2.13.90.0.20/configure —target=arm-linux\- prefix=/liome/aine/final/tools/arm
.. /gcc-3.2.3/configure —target=arm-linux —prefix=$PREFlX\—without-fp \-witli-cpu=xscale \—disable-shared \—disable-threads \—enahlelanguages= "c"
../gcc-3.2.3/configure —target=arm-linux —prefix=$PREFIX \—withheaders=/honie/aine/test/kernel/liniix/include/\—disable-shared \—enablelanguages= "c,c-i--i-''

GUI Implementation, followed by make
../gcc-3.2.3/configure —target=an?i-linux —prefix=$PREFIX \—withheaders=/hoine/aine/test/kernel/linux/include/\—disable-shared \—enablelanguages^ ''c,c+ + ”

Table 4-3 Configuration Command for Environment Implementation

Figure 4-6 shows the different components of the development environment and
outlines how each component fits in when an executable is developed using the
toolchain.

. CC

*(.exe)

*.h

.a
'.so
Library Files

Figure 4-6 How development components are used in creating an executable

4.4 Porting the Linux Operating System
Until now, most embedded operating systems have been proprietary.

If a new

processor was designed and developed by a semiconductor company, they had to
depend on an operating system company to port their operating system to the new
processor.

Other issues include the development tools available for the given

processor. In addition, the peripherals around the processor required drivers that had
to be developed for the specific operating system. With the introduction of Linux
into the embedded sphere, and since the source code for the Linux kernel is available
as open source [108], it has become possible for companies themselves to port an

77

Chapter 4 - Linux Development Environment
operating system to a new processor. In order to port an embedded Linux operating
system to the embedded device three components are required.
•

Boot loader & Boot Parameters

•

Kernel

•

Root File System

Boot Parameters

Boot loader

Figure 4-7 Components for Installing a Linux Operating System

4.4.2

Boot loader

The boot loader runs for a very short time during system start-up and is a very
important system component.

The function of the boot loader is to do some

necessary initialization, load an OS kernel image into RAM, set the CPU into kernel
mode (if supported by the CPU), jump to the kernel entry, and finally transfer the
control to the kernel. In an embedded system the role of the boot loader is fairly
complicated, as the embedded systems do not have a BIOS to perform the initial
system configuration.
Many boot loaders are available for Linux systems, LILO is the main contender for
use in computers, and is only supported by x86 architectures. A number of boot
loaders exist for embedded systems and in particular for ARM [33] based embedded
devices, and are detailed in the following sub sections.

4.4.2.1

CompaqBootldr

Compaq’s bootldr bootloader was developed by handhelds.org for Intel StrongARM
SAllO-based intelligent controller. It has been generalized for both SAIIIO and
SAIIIl StrongARM processors. Initially this boot loader was developed for the
Compaq iPAQ only, but recently has been known to support devices such as Intel’s
Assabet [109] and Hewlett Packard’s Jornada 720 [110]. Although it is limited in the
range of hardware it supports, it provides a rich set of commands, capable of loading
kernels directly from a Journaling File System partition [section 4.4.3.1.2].
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4.4.2.2

Blob- Boot loader Object

This boot loader was introduced by the LART (Linux Advanced Radio Terminal)
[111]. The LART is a small yet powerful embedded computer capable of running
Linux.

Since it’s introduction it has been ported to many ARM based systems

examples, some of which are the Intel’s Assabet and Brutus [112].
The Blob boot loader can be used to
•

Initialise the hardware (CPU speed, memory, inteiTupts, RS232)

•

Boot a Linux kernel and provide it with a RAM disk

•

Download a kernel or a ram disk to the LART

•

Write a freshly downloaded kernel or ram disk to flash memory

•

Determine the memory layout (and tell the kernel about the results)

•

Give a command line to the kernel

4.4.2.3

U-Boot

U-Boot is a GPL licensed cross-platform boot loader developed by Wolfgang Denk
and backed by an active developer and user community. U-Boot provides out-of-thebox support for hundreds of embedded boards and a wide variety of CPUs including
PowerPC, ARM, XScale, MIPS, Coldfire, NIOS, Microblaze, and x86. One can
easily configure U-Boot to strike the right balance between a rich feature set and a
small binary footprint [113].

4.4.2.4

Cyace

The cyace [114] boot loader is a WindowsCE [48] application and was developed
using Embedded C+-t- Visual Studio, this boot loader can only be executed after a
successful booting of WindowsCE.

Its main responsibilities are to do some

necessary initialization, prepare the hardware memory, load the kernel from the
storage device, put it to the appropriate place in RAM, pass kernel parameters to the
kernel, and then transfer the control to kernel. This approach is safer than hacking
the hardware, and comes at no cost.
Since the Loox PDA comes with the Window’s CE operating system installed, the
development environment architecture requires the Loox to have a minimal boot
loader, the Cyace bootloader seemed like the best choice for booting the embedded
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Linux operating system on the Loox. Other influencing factors were its ease to
compile and install.

4,43 Root File System
One of the last operations conducted by the Linux kernel during system start-up is
mounting the root file system.

The root file system should contain everything

needed to support the embedded Linux system an example of one such file system is
shown in Figure 4-8. The root file system is an essential component of all Linux
systems from the initial stages of design. A number of rules exist that need to be
followed to enable the creation of a root file system, and are discussed in the
Filesystem Hierarchy Standard [115]. The basic file system structure is outlined as
follows,
•

Minimum set of directories: /dev, /proc, /bin, /etc, /lib, /usr, /tmp,

•

Basic set of utilities; sh. Is, cp, mv, etc.,

•

Minimum set of configuration files: re, inittab, fstab, etc.,

•

Devices: /dev/hd*, /dev/tty*, /dev/fdO, etc.,

•

Runtime library to provide basic functions used by utilities. Since dynamic
linked libraries are used in this work, it was also required for them to be
installed in the /lib directory.

bin/

Essential user command binaries

dev/

Device and other special files

etc/

System config files and startup files

lib/
opt/
proc/
sbin/
usr/
var/

Essential libraries - c library and kernel modules, libs
required to boot system and run essential commands
Add on software packages
Virtual file systemfor kernel and process
information
Essential system administration binaries
Most applications and documents useful for most
users
Variable data stored by daemons and utilities

Figure 4-8 Linux kernel root file system
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The main file system type/format recognised by the Linux kernel is the ext2 file
format. A number of Linux technologies that work together to implement a files
system in a Flash-based and non flash based embedded Linux system are discussed
in the following subsections, Figure 4-9 illustrates the relationships between some of
the standard components [116].

Figure 4-9 Components of a Filesystem in a Flash-Based System

4.4.3.1.1

Compressed Read Only File System - CRAMPS

The CRAMPS (compressed read-only file system) [117, 118] is a read-only Linux
file system designed for simplicity and space-efficiency.

It is mainly used in

embedded systems and small-footprint systems. Unlike a compressed image of a
conventional file system, a cramfs image does not have to be uncompressed first and
can be used as-is, compressed.
This type of file system was written by Linus Torvalds as a file system with a bare
minimum feature set. CRAMFS has a number of limitations some of which are
•

File sizes are limited to 16MB

•

Maximum file system size is a little over 256MB

•

There are no cuiTcnt (.) or parent (..) directory entries

•

The user id filed for files is 16 bits wide and the general id field is 8 bits
wide.

CRAMFS images can be read only by kernels using 4096-byte page sizes
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4.4.3.1.2

Journaling Flash File System Version 2 - JFFS2

JFFS2 is the Enhanced Journaling Flash File System [119]. This file system was
developed by Red Hat based on the work started on the original JFFS by Axis
Communications [120].

This is a read/write compressed file system and was

designed for use on flash devices in embedded systems, this places the file system
directly into the flash chips.
Some advantages of the Jffs2 file system include
•

The compression ratio of jffs2 is much smaller than the cramfs

•

File system check is not required for boot up

•

The jffs2 provides a feature called wear-levelling where the file system code
lays out data and updates it in such a way that all pails of the Flash are erased
a similar number of times, this can dramatically increase the useful lifetime of
Flash memory devices.

4.4.3.1.3

Initrd - Initial Random Access Memory Disk

Initrd is type of file system that lives in RAM and acts like a block device, it
provides the capability for the boot loader to load a RAM disk. Since the Initrd acts
like a block device any disk file system can be used with them, it is mainly designed
to allow system start-up to occur in two phases, the first where the kernel comes up
with a minimum set of compiled-in drivers, and secondly where additional modules
are loaded from initrd. Initrd are populated using compressed images of disk file
systems and the RAM contents lasts only as long as the system isn’t rebooted. The
main motivation for implementation of an initrd is that it allows for modular kernel
configuration at system installation.
Compared with current technologies, there are several disadvantages with the initrd
approach.
•

The size of the initrd is fixed. It wastes system RAM when it is not full, and
the size cannot be increased when additional storage is required.

•

Changes made are lost on the next reboot

Even with its limitations, the initrd mechanism is best method for booting a system
before a true Flash file system should be implemented.
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Since the main part of this work was a feasibility study to see how the Loox PDA
could be used to run embedded Linux, the initrd Filesystem was found to be the best
suited. The development took place on a host machine and the testing implemented
on the Loox. Following a successful feasibility study of the Loox it then became
necessary to implement the embedded operating system in the ROM using either
JFFS2 or the CRAMPS file systems.

4,4,4

Boot Sequence

The boot sequence for booting a kernel and initial ram disk consisting of the root file
system are:
1. The boot loader loads the kernel and the initial RAM disk
2. The kernel converts initrd into a "normal" RAM disk and frees the memory
used by initrd
3. Initrd is mounted read-write as root
4. /linuxrc is executed (this can be any valid executable, including shell scripts;
it is run with uid 0 and can do basically everything init can do)
5. linuxrc mounts the "real" root file system
6. linuxrc places the root file system at the root directory using the pivot_root
system call
The usual boot sequence (e.g. invocation of /sbin/init) is performed on the root file
system

4.5 Conclusion
This chapter discussed the different development environments available for the
implementation of the middle layer of the WSN architecture, as outlined in Section
3.2. From this work it was found that the removal storage environment was best
suited and easily implemented due a lot of development needs in the initial stages of
the development. It was observed that a variety of development toolchains exist for
cross platform development, however the type of development environment found to
suit the requirements of the WSN middle layer was the self build environment.
Many of the pre-built toolchains are built for specific Linux kernels and therefore did
not meet the requirements for this work. The self-build toolchain consisted of a
number of elements where each of these elements were compiled in the appropriate
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steps outlined. This task was found to be rather time consuming and tedious due to
compatibility between the different elements.
Two different development environments were set up for Loox using different library
sets, the uClibc and glibc respectively. For dynamic linking and reasonable memory
utilisation it was found that the glibc dynamic linker consumed almost 20Mbytes of
the available memory. When this figure was compared with uClibc dynamic linker it
was found to be almost 56 times larger. Following this observation it was found that
the uClibc was best suited for development for the Loox and Zaurus PDAs.
An investigation was also carried out on a number of different file systems available
for embedded devices, it was found that the one best suited to this work was an initrd
(initial ram disk). From the feasibility study and the initial development carried out
on the Loox PDA this file system proved the best for this work. The Linux operating
system was successfully ported to the embedded device, however following the
implementation of communication protocols, outlined in Chapter 3, it was observed
that the Loox was not a feasible candidate a gateway to the WSN. Since the Zaurus
PDA is a fully functional Linux based PDA with many of the communication
protocols such as WiFi 802.11 and Infrared implemented, this makes it a suitable
candidate for its implementation as a gateway.

The development environments

discussed in this chapter are also applicable to the Zaurus since an amount of
development needs to be earned out to implement this as a gateway to a WSN.
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5
5.1

Performance Analysis

Introduction

This chapter focuses on the implementation of a Linux PDA as a gateway to a WSN.
An investigation was carried out on the performance of this PDA as a gateway. The
analysis presented in this chapter focuses on three different elements these include
the overall communication timing, resource utilisation and quality of service in
relation to packet loss and packet eiTor rates.
Timing was the first issue examined where the end-to-end timing of the sensor node,
and gateway server are recorded.

These timings were investigated for different

compiler optimised executables over different communication networks. Since the
PDA is a limited device with limited resources, it was necessary to investigate the
effect of communication between it and the sensor network on these resources. CPU
and memory usage were the main resources monitored for these results.
Also examined was the quality of service of the sensor network with regard to packet
loss and packet error rate. Statistical analysis was performed, the results of which
are presented in this chapter.

5.2

Test Environment

The results presented in this chapter were generated using the test environment
depicted in Figure 5-1. The environment consists of a Shaip Zaurus PDA which
incorporates a 206MHz StrongARM processor and is equipped with 64MB DRAM
running Embedded Linux version 2.4.6-rmkl-np2-embedix. The Zaurus acted as the
gateway to the WSN and communication between the Zaurus and the sensor network
took place via infrared serial communication. The base node in the sensor network is
equipped with a serial-to-infrared port, to allow communication with the gateway.
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Figure 5-1 Test Environment for Sharp Zaurus PDA as Gateway

5.2.1

Test Automation Tool

This tool was developed using the C programming language and the development
environment discussed in Chapter 4. It enables sensor readings to be requested from
a node in the sensor network. Figure 5-2 shows a tlow chart that corresponds to the
communication program developed for the gateway.

When a client requests a

reading from a node in the network using the gateway, the tool puts together the
request in a form that the node will understand as shown in Figure 5-5. This tool
then sends the request to the base node via an infrared link, where the base node
broadcasts to the entire sensor network. When the node receives this packet and sees
that it is addressed to it, it will respond with a packet that contains a reading from its
sensors. The tool is designed to wait for approximately 5 seconds to get a response
from the network if nothing is received in this time frame the packet is retransmitted,
the delay of 5 seconds is adequate since the average response time from the sensor
network was found to be 0.3s.
A web-based tool depicted in Figure 5-3 was developed for the gateway, this was to
enable communication to the WSN via the gateway from the WLAN.

For

communication to take place a version the apache server [apache-1.3.19-php4.0.5_0.1_arm.ipk] was implemented on the Zaurus.
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Figure 5-2 Communication with Sensor Node
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Figure 5-3 Wireless Communication tool for requesting data from wireless sensor network

5.2.2

Sensor Network Communication

Figure 5-4 Sensor Network Implementation

The sensor network used in the test environment consists of 3 sensor nodes and one
base node as shown in Figure 5-4. The base node communicates with the gateway
via infrared and the nodes in the network wirelessly using an nRF903 wireless
transceiver [77] transmitting at 866MHz. Each node runs a version of the TinyOS
and is set up to send out sanity packets every minute to specify that they are alive and
functioning correctly in the sensor network. Every node is programmed to transmit a
packet every time they receive a request from the base node, this packet represents a
reading from its sensors.

Sensor nodes for this test scenario are not fitted with

environmental sensors, as they are not required for test scenario. For communication
to take place between the sensor network and the gateway, the gateway has to be able
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to send information in a form understood by the base node. The TinyOS running on
the sensor nodes configures information in packets that are 19bytes in length. Figure
5-5 and Table 5-1 outline the breakdown of these packets.

PAYLOAD

—r-------- r
i

..... ±.

...

.L

-i.. .

.

---- ►

19 Bytes
7e

42

ffff

64

7d5d

08

0100 0000

83

01

0a08 186c

7e

Pigure 5-5 TinyOS Packet transmitted from node 1 to base node

7e

Start

Length
1

42

Ack

1

FFFF Addr

2

64

Type

1

7d5d

Group

2

08
0100
0000
83
01

Length
Source
Destination
Sequence
Hop

1
2
2
1
1

0a08

Sample

2

186c
7e

CRC
Stop

2
1

Function
Start byte indicates that start of a TinyOS Packet
Acknowledge
byte,
42
indicates
that
no
acknowledgement is required
Message address. When the base node receives a packet
on it’s serial port with the value FFFF in the Addr field,
it broadcasts the packet to the entire sensor network.
Unique active message identifier for the type of message
being sent. Different applications have different type
identifiers
Represents a unique identifier for the group of nodes
participating in the network, only nodes with the same id
will talk to each other
Specifies in bytes the length of the payload
Source address of message (LSbyte first)
Destination address of message (LSbyte first)
Q
< Sequence Number
O
>- Hop- the number of hops the message has made
<
fX
Data part of the message being sent, the actual
reading
Ensures the integrity of the message
Byte to represent the end of the TinyOS packet

Table 5-1 TinyOS Packet Description

The sensor nodes deployed in this work were set up to have a payload of 8 bytes,
which consisted of the source and destination address along with the sequence value
and the number of hops taken to get to the destination. Two bytes denoted as the
sample in Table 5-1 were configured to represents a reading from the sensor of the
sensor node. The packet communication implemented by TinyOS on the sensor

89

Chapter 5 - Performance Analysis
nodes can have a number of different formats, where different elements outlined in
Table 5-1 can be in different positions in the packet. The packet used in this work is
shown in Figure 5-5. The payload for a TinyOS packet can be up to 29 bytes,
depending on the setup of TinyOS on the sensor nodes. For this analysis it was
found that a payload of 8 bytes was adequate for the performance analysis carried
out.

Performance Analysis of Test Environment

5.3

Figure 5-6 Overview of the point to point timing communication

The performance analysis of the test environment was evaluated for three different
conditions
•

End-to-End timing for different stages 1-3 as outlined in Figure 5-6

•

The utilisation of resources on the embedded gateway

•

Sensor node quality of service with relation to packet loss and packet error
rate

Evaluation was carried out on the time taken to perform the main end-to-end
operations of the test environment as outlined in the different elements of Figure 5-6.
Time measurements were embedded in the sensor node communication tools and the
web interface outlined in Section 5.2.1 so that an overall picture could be formed on
the timing at the different stages of the environment.
Optimisation was a factor investigated, this applies/enables different forms of
efficiency to the source at compilation time. Differently optimised executables have
different effects on system resources, since the gateway being implemented is a PDA
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with limited resources it was necessary to monitor the effect of each of these on the
embedded device. The effect these optimisations had on timing was also examined.
The quality of service of the sensor nodes for packet loss and packet error rate were
evaluated. Packet loss occurred when no response was received from the sensor
network after a certain amount of time. CRC calculations were implemented in the
communication program and were used to determine whether a packet was received
in error or not.

5.3.1

Optimisation Techniques

Code optimisation was a technique applied to the sensor network communication
tool at compile time. There exists a number of different optimisation techniques for
the gcc compiler and these are outlined in Table 5-2.
Optimisation
-OO

Meaning
No optimisation is performed.

-01

The most common forms of optimization are enabled by this optimisation.
Examples include arguments not allowed to accumulate on the stack,
scheduling dependencies are reduces and dead code is eliminated. Executables
produced should be smaller and faster than previous

-02

Additional optimisation to -01 is turned on, example include all operations on
memory is carried out in registers, strict aliasing is applied, it identifies and
eliminates useless checks for null pointers. Executable produced should not
increase in size but should perform faster than previous optimisations

-03

Additional optimisation to -02 are turned on, examples include in-lining and
redundant spilling is also cleaned up. Speed of executable may increase the
speed may also increase its size.

-Os

Reduced size is the main focus for this optimisation. It disables some elements
enabled by optimisation -02, this is to optimise for space examples include
function, loop and jump alignment. This is used for systems constrained by
memory or disk space.

Table 5-2 GCC optimisations that can be applied to source code at compile time [121]

From Table 5-3 it can be seen that the optimisations applied at compile time perform
as specified with regard to executable size. It can be seen that the largest executable
was produced by -OO, this is expected since this option does not apply any
optimisation to the executable.

The smallest size executable was presented by

optimisation -01, a small amount of optimisation applied is applied by this level,
example of which include exploitation of instruction slots following a delayed
branch, branch probabilities are also implemented. The optimisations -02 to -Os
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are slightly larger than -01, due to extra optimisations applied at compile time,
example of these include register use instead of main memory, loops are unrolled and
loop optimisers are executed a number of times. However each of these optimised
executables remain over 2.5kB smaller than that created by optimisation -OO. Later
subsections will examine the effects of each of these executables on the embedded
gateway, the effect they have on the resources and execution time are examined.

OO
Executable Size
(KB)

27233

Compiler Optimisation
02
03
oi
24311

24783

25031

Os
24351

Table 5-3 Executable size for different compiler optimisations applied to the communication
program running on the gateway

5.3.2

Time Performance Measurement

Time performance measurement for the test environment were analysed for the
different stages
•

End-to-end timing for Sensor Node Communication (Stage 1 - Figure 5-6)
o Time taken for a request/query to be sent from the gateway to a
particular node was recorded.
o Time taken for that node to respond to the request was also recorded

•

Web server end-to-end timing (Stage 2 - Figure 5-6)
o Time taken for the web server on the gateway to execute the sensor
node communication program and receive the response from the
sensor node.

•

Overall End-to-End timing: Client - server - sensor node (Stage 3 - Figure 56)

5.3.2.1 Timing Evaluation of Sensor Node Communication
The end-to-end timing of the sensor node communication was the first investigation
carried out. This was the overall timing taken for the sensor node to respond to a
request made as outlined in Stage 1 of Figure 5-6 and is also shown in Figure 5-7.
The gateway implemented the sensor network communication tool (section 5.2.1).
All time measurements were implemented on the gateway, using the communication
tool so that accurate execution time could be recorded. The following subsections
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discuss the time taken to process a request and send to the sensor node and following
that, the time taken for the individual node to respond to the request.

■r B K —^
B K ft
B e e
B K

Infrared
Communication

Wireless Sensor
Network
Base Node

Gateway to
Wireless Sensor
Network

Sensor Network

Figure 5-7 Timing setup for the end-to-end Sensor node communication

5.3.2.1.1

Request Time for Sensor Node Communication

The first set of analysis was focused on the request timings from the gateway to a
node in the sensor network, all timings were recorded using the clock on the
gateway. For the request time to be calculated the time was recorded just before the
packet was configured for sending. Once the packet was sent the time was again
recorded, the difference between these two timings was the actual gateway request
time recorded.

The request time was recorded for the differently optimised

executables outlined in Table 5-2, the obtained results are outlined in Table 5-4.
These results were obtained by requesting ten consecutive readings from a node in
the sensor network and repeating this ten times. Table 5-4 outlines the resulting
request timings for each request made using each of the optimised executables. It
can be seen that the fastest request times are associated with optimisation -03 with
an average time of 1761ps. From these results it can be seen that the optimised
executable -02 performs just as well as -03 even though -03 has only three extra
elements of functionality, which include function in-lining, funswitch-loops (this
moves all invariant operand operations out of the loop) and gcse-after-reload (cleans
up redundant spilling). The extra functionality added by optimisation -03 doesn’t
correspond to a big difference in execution timing therefore this extra functionality
added by -03 is not necessary since it does not make a difference in the timings.
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Compiler Optimisation

-oo

-oi

-02

-03

-Os

6156.22

2244.6

1766.6

1754.3

2728.43

6158.11

2243

1751

1756.1

2737.57

6158.22

2243.2

1762.5

1757.6

2736.86

6161.11

2244.5

1764.9

1760.4

2737.86

6158.44

2245.2

1768.6

1763.9

2736.29

6160.67

2248.6

1766.7

1764.2

2735.57

6158.22

2249.1

1771.8

1766.1

2737.00

6162.44

2250.1

1768.5

1767.6

2728.57

6158.11

2247.9

1769.7

1762.6

2732.86

6158.67

2244.5

1772.1

1764.5

2735.14

Table 5-4 Request times for Sensor Network Communication Program with different compiler
optimisations applied

Figure 5-8 shows the distribution of request times for the differently optimised
executables [Table 5-2], for this setup a node in the sensor network was queried for
200 consecutive readings. From Figure 5-8 it can be seen that the distribution of the
request times for each of the optimised executables follow a Gaussian/Normal
distribution, this is to be expected since the request data is not random in anyway,
most of the request times for each optimisation lie within two standard deviations of
the mean with a small number of request times lying between two and three standard
deviations away from the mean, no request times lie out side of this average.
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Figure 5-8 Distribution of request Times for different compiler optimisations

S.3.2.1.2

Response Time for Sensor Node Communication

The response time of the sensor node was recorded for each request made in section
5.3.2.1.1.

Timing was implemented in the sensor node communication tool, to

measure the time taken for the sensor node to respond to each of the requests made in
section 5.3.2.1.1.

Also incorporated in this measurement was the time taken to

process the data i.e. configure TinyOS packet from the byte stream received from the
sensors via the serial port.

Outlined in Table 5-5 are the resulting sensor node

response times recorded by the communication tool. From these results it can be
seen that the optimised executables -03 and -02 perform the best with average
execution times of 0.1632s and 0.1781s respectively. From these results, the result
obtained in Table 5-4 and the functionality outlined in Table 5-2 it can be concluded
that optimisation -02 is the best choice for implementation with regard to executable
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size and execution time, since the extra functionality introduced by -03 such as
function in-lining and redundant spilling does not make a significant contribution to
the overall execution time.

s
oa
Qi

•a

o
Z
c

-OO
188110
193499
193739
193896
196189
198059
203406
204185
213476
213863

-oi
164039
167630
177613
177725
202603
187398
197771
187785
187793
197460

Optimisation
-02
130351
140026
177834
178238
188008
188035
188351
194186
197470
197968

-03
130316
156972
157543
167096
167170
167191
167262
167416
174497
177144

-Os
175689
177832
177914
178104
180273
184414
187797
188119
188205
188361

Table 5-5 Sensor node response times recorded using Sensor Network Communication Program
w ith different compiler optimisations applied

Figure 5-9 shows distribution of the response times for the differently optimised
executables. These times were recorded following the individual request made to a
sensor node as outlined in Section 5.3.2.1.2 and Figure 5-8, each request was
repeated 200 times for each optimised executables. It can be seen that the response
time for each of the optimised executables are roughly within 200ms of each other.
This is due to the fact that the sensor node response time having no effect on the
executable. The receiving and storing the bytes of the sensor node packet is where
the time difference is introduced by each of the executables. The response time
ranges between 0.12 s and 0.4 s for the differently optimised executables.

The

results displayed in Figure show the response times up to three standard deviations
away from the mean. Due to packet loss, packet received in error and sanity packets
a small amount (~4%) of the measured results, presented a number of response times
in the range of 4-8 seconds. Since these are well outside three standard deviations
from the mean, these response times are unpredictable and therefore it cannot be said
that these times do not follow a Gaussian/normal distribution.
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Figure 5-9 Distribution of Response times for different optimisations applied to the sensor node
communication program

53,2,1.3

End-to-End Sensor Node Communication Timing

For the end-to-end sensor node communication timing analysis, a node in the
network was queried for ten consecutive readings, this was then repeated ten times
resulting in ten sets of samples. It can be seen from Figure 5-10 and Table 5-6 that
the overall end-to-end execution time for optimisation -03 and -02 perform the best
when compared with the other optimised executables.

The averaged timings

observed for these optimisations were 2.77s and 2.86s respectively. From the plot it
can also be seen that there exists a very large peak for optimisation -03, this results

97

Chapter 5 - Performance Analysis
in an end-to-end time of 3.62s for this sample set* Following further analysis on the
sample set showed that a number of sanity packets were received causing the end-toend time to be larger. Other factors that have an influence on the overall round trip
times for the sensor network include, packets received in error and packets being
lost, the effect of these are discussed in greater detail in Section 5.3.4.

Figure 5-10 Sensor Network Response time for different compiler optimisations applied
averaged over 10 runs
Optimisation Applied

s
H
<u

Vi

a
o
a
V)
<U

P<

-OO

-oi

-02

-03

-Os

3.169273
3.228036
3.183277
2.808256
3.189341
3.125232
3.030564
3.002536
2.698522
2.945344

2.939118
3.142709
2.641248
3.207254
2.94494
2.831348
2.988115
2.930311
2.667279
2.804901

2.832265
2.91635
2.718362
2.53828
3.09934
3.262404
3.032248
3.03431
2.810595
2.674539

2.490712
2.502477
2.790359
2.909748
3.623255
2.944295
2.534089
2.576352
2.461252
3.209328

2.865167
3.07098
2.938099
3.268718
2.838027
3.115008
2.739685
2.531606
2.468447
2.649623

Table 5-6 Sensor Network Response times for 10 requests each requested 10 times

Figure 5-11 shows the comparison between optimisation -02 and ~O0. It can be
seen from the plot that the overall timings recorded follow a cumulative format, this
is because the difference between each set of readings requested from the sensor
node is a value of 5 greater than the previous reading. It can be seen that the overall
execution time for -02 is much faster than -OO where the time difference ranges
from 0.401s to 8.83s. The time difference has a number of different contributing
factors these include optimisation applied to the executable, packets lost, packets
received in error and sanity packets being received.
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Figure 5-11 Compiler Optimisation 02 vs. OO, the best optimisation versus the worst

The optimal executable used in further analysis of end-to-end timings was
optimisation 02, a comparison between executable time and executable size was
made for each of the optimised executables and it was found that -02 was the best
for the test scenario as outlined in Figure 5-1.

5.3,2,2

Evaluation of Client to sensor node End-to-End Timings

The overall time taken for end-to-end communication was evaluated, an overview of
this is illustrated in Figure 5-12. The end-to-end time evaluation was broken into
three different stages,
•

End-to-end Sensor Network Timings (Section 5.3.2.1.3)

•

End-to-end Server Timings - (Stage-2 Figure 5-6)

•

Overall End-to-End Client - Server - Sensor Network - (Stage-3 Figure 5-6)

From Figure 5-12 the different types of client side communication networks used for
evaluation are illustrated, three such networks existed for this test scenario, LAN,
Wireless LAN and GPRS respectively. The client side environment was made up of
the of the following components
•

LAN and Wireless LAN
o Dell PC (Intel PIV, 2.0GHz, 512 MB Ram, Windows 2000), D-Link
DCF-650W wireless card

•

GPRS
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o Nokia 7260 phone implemented as a GPRS modem connected to the PC
via infrared port.

K e
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SN Comms/Server

Clients

Figure 5-12 Overview of setup for Client-Sensor Node End-to-End Timings

Server end-to-end times were firstly examined, a comparison of this is made with
sensor node end-to-end times. This analysis was carried out for a range of readings
requested from a sensor node, these ranged from 10 -90 readings. A request was
sent from a client to the server running on the gateway, the server then executed the
communication tool (Section 5.2.1) passing the number of readings being requested
by the client and which node the readings requested from. Figure 5-13 shows a
comparison for the end-to-end timings for both server and sensor network, over the
range of readings outlined earlier. The server timings were recorded on the gateway,
when a request was received from the client the time was recorded. As soon as the
server received a response from the sensor network and the data was configured a
response was sent and the time was again recorded.

Figure 5-13 Comparison of Sensor Node and Server Response times
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From the graph it can be seen that the timings for both are very similar. A difference
between the end-to-end timings of the sensor network and sever is not apparent from
Figure 5-13. However, figures show that the difference between the two sets of
timing on average is 0.03s. This difference in timing is due to the server configuring
the information sent from the node, before sending on to the client.
Different forms of client side communication networks were implement as illustrated
in Figure 5-12. The clock on the client’s machine was used for the recording of the
overall end-to-end times. The overall time taken for the client to receive results from
the server depended on the communication network used by the client. Figure 5-14
and Table 5-7 give a comparison of the server response times and the delay
implemented by each of the communication networks. From these it is obvious that
the delay for communication over GPRS is considerable when compared to that of
LAN and WLAN. It can be seen that the averaged delay implemented by LAN and
WLAN are less than one second, whereas the delay implemented by GPRS is almost
five seconds.

These results are to be expected given the network medium the

information has to transverse through to get to its destination.
Response Times

Time (s)

LAN

WLAN

GPRS

I Time Delay to Client

0.61

0.83

4.79

□ Server Response Time

4.91

4.5117

4.83

Figure 5-14 Comparison of Overall Response Times
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Server Response
(s)

Delay to Client
(s)

4.91
4.5117
4.83

0.61
0.83
4.79

LAN
WLAN
GPRS

Overall End-toEnd Times
(s)
4.80
5.345
9.62

Table 5-7 Averaged Times recorded for different communication media

Figure 5-15 depicts the end-to-end server times and the overall end-to-end roundtrip
time. A sample set of ten consecutive readings were requested from the sensor node
by a client on the different communication networks, these were then repeated
twenty times making all sample sets independent from each other. It is apparent
from the graph that wired and wireless LAN produce timings very similar to each
other, there being 542ms of a difference between them.

In contrast the

communication to the sensor network from the client side GPRS network takes
almost 4.5s longer to return the requested readings. From the Figure 5-15 varying
times can be seen from sample set to sample set, which are contributed to by a
number of different elements examples of which include sanity packets, packet loss
and packets received in error.
Server Response Times

■gprs

LAN

■Wifi

Figure 5-15 End-to-End Server Times and Overall End-to-End/Round Trip times for different
client-side communication networks
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5.3.3

CPU and Memory Consumption of the Sharp Zaurus

Since the gateway being deployed is an embedded device, memory and CPU
utilisation are very important to keep as low as possible for as long as possible. A
number of Linux tools - vmstat and top were used to monitor these key resources on
the gateway.

5.3.3.1

VMSTAT

The vmstat tool was used in this analysis since it reports information about
processes, memory, paging, block 10, traps, and CPU activity. How often these
reports are made depends on the sampling period. The sampling period chosen for
reports on the gateway was one second, this meant that a report was received every
second giving information about the system. The main use of the VMSTAT tool was
to monitor the memory on the gateway, it gives a break down of the different types
of memory being used in the system at any given time. VMSTAT was executed
when the communication tool, described in Section 5.2,1 was used to communication
with the sensor network under different optimisations.

5.33.2

TOP

The top tool provided an ongoing look at processor activity in real time. It displays a
listing of the most CPU-intensive tasks on the system, and can provide an interactive
interface for manipulating processes. It sorts the tasks by CPU usage, memory usage
and runtime. The display update for this command was set to update every second.
As with VMSTAT, the top utility was used to monitor CPU utilisation of the
communication tool.

5.3.3.3

Sharp Zaurus CPU Utilisation Observations

The top command was used to measure the CPU utilisation when the differently
optimised executables resulting from Section 5.2.1 were executed.

The top

command was executed for 110 seconds for the monitoring of the system. Ten
consecutive readings were requested from the sensor network, where each of these
were repeated ten times. Figure 5-16 illustrates the CPU utilisation for the different
executables, it can be seen that the CPU utilisation stays between 90% and 100%
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when each of the differently optimised executables are executing on the gateway.
Each spike in the plots represents a request for ten consecutive readings from a
sensor node. The time of execution can be seen to vary throughout the plots, this can
be due to a number of factors
•

If a packet is lost the predefined wait time is set to 5s, therefore this will
cause an extension in the execution time.

•

If a sanity packet is received following a request for data, as this packet does
not contain any valuable information it has to be disregarded and a wait on a
good response is required

•

Packet Error is also a contributing factor, if a packet is received in error, a
request is made for the reading again.

Looking at the different CPU utilisation plots it can be seen that all optimised
executables use the same amount of CPU (90%-100%) while communicating with
the sensor network. Therefore choosing the best-optimised executable cannot result
from this analysis. Further analysis was carried out using the vmstat tool for the
monitoring of the memory utilisation of the embedded gateway.
CPU Utitlsation for Compllar OptlmUatlon 03

-

— -

f
0

10

20

30

J;

40

so

—

00

-

70

80

90

100

110

100

110

Tima (a)

CPU Utilisation for Compiler Optimisation 01

r

HS?

_____
0

10

20

30

40

50

60

70

80

90

Time (s)

Figure 5-16 CPU utilisation for differently optimised communication program, each requesting
10 readings from the sensor network
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53.3.4

Sharp Zaurus Memory Utilisation Observations

The VMSTAT tool was used to monitor the memory utilisation of the embedded
gateway, this tool was executed for the same period of time as the top command for
each of the optimised executables.
VMSTAT breaks down the memory utilisation into three separate elements
•

Free Memory

- This is the available memory on the system at a given time.

•

Cache Memory - This is a portion of memory is made up of dynamic RAM
and is used for paged memory. Page caching is an area of memory set aside
for file system and process pages that have been read in from disk or pages
that have no file backing.

•

Buffer Memory

- This allows write to memory without the CPU stalling,

this increases efficiency in the design.
For this analysis each of the optimised executables were used to request ten
consecutive readings from a node in the sensor network. These requests were then
repeated over a time frame of 1 lOseconds, the total time to repeat these reading ten
times. Figure 5-17, 5-18 and 5-19 show the break down of the memory on the
embedded gateway. The plots consist of the different types memory used by each
executable at a given moment in time.
Figure 5-17 gives a snap shot of the available memory on the embedded gateway for
a time frame of 1 lOseconds. It can be seen from the plot that the available memory
for each of the optimised executables follows a cyclic pattern. Each peak in the plot
represents communication between the gateway and the sensor network for each of
the differently optimised executables. Each trough corresponds to when each of the
executables are finished communicating with the sensor network. It can be seen
from the plot that the executable optimised with -01 is the best performer in relation
to memory on the embedded gateway. For this executable the maximum amount of
memory available was 1272kB and the minimum amount of memory available was
1024kB. This executable has a small amount of optimisation applied at compilation
time, which contribute to making optimisation -01 most efficient for memory use on
the embedded gateway.

Example of this optimisation include arguments from

functions are not allow to accumulate on the stack, conditional jumps are
transformed into branch-less equivalents and scheduling dependencies are reduced.
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This optimisation gives the best use of cached and buffered memory also, which can
be observed from Table 5-8 and Figures 5-18 and 5-19 respectively.
From Figures 5-17, 5-18 and 5-19 it can be seen that the most memory is consumed
by optimisations -Os and -03. Optimisation -Os removes a lot of the optimisation
added by -01 and -02, which makes the size of the executable smaller, however the
memory consumption while executing is very large when compared to that of-01
and 02. Since this optimised executable uses the greatest amount of cache memory
is introduces a high amount of memory paging.
It is evident from Table 5-8 and Figures 5-18 and 5-19 that the executable optimised
with 03 makes use of a larger amount of memory I/O along with paging when
compared to optimised executables -02 and -Ol.

This is due to the extra

functionality applied to the executable by the compiler at compile time.
Available Memory

Figure 5-17 Available memory of the Sharp Zaurus PDA for the differently optimised
executables
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Figure 5-18 Cache Memory of the Sharp Zaurus PDA for the differently optimised executables

106

Chapter 5 - Performance Analysis

Figure 5-19 Buffered Memory of the Sharp Zaurus for differently optimised executables
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Table 5-8 Maximum and Minimum memory on the embedded gateway for differently
optimised code

Following a comparison of these results with the results obtained in sections 5,3.1
and 5.3.2 respectively, the best choice of optimisation for optimal performance in
relation to memory and execution timing was associated with optimisation -02.

5.3.4

Sensor Network Quality of Service

The quality of service of the sensor network was examined in relation to packet loss
and packet error rate. The communication tool (Section 5.2.1) was altered to allow
the monitoring of packet loss and packet error rates. The quality of service for these
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different elements were necessary so that an explanation could be draw up to explain
why the timing was so variable for the end-to-end sensor network timings which then
had a knock on effect on the overall end-to-end timings.

5J.4A

Packet Error Rate

For this analysis the packet error rate was calculated as the ratio of the number of
packets incorrectly received to the total number packets sent during a specified time
interval. The TinyOS implements a mechanism called Cyclic Redundancy Check
(CRC) to allow the checking for packets received in error, the method applied is the
CRC-CCITT16 standard [122]. This is implemented by producing a check sum of
size 2 bytes against a block of data, in this case the TinyOS data to be transmitted.
Before a packet can be sent the CRC is computed and appended to the TinyOS
packet. For detection of packets in error the check sum for CRC was implemented in
the communication tool on the gateway. The packet was in error if the check sum
value did not correspond with the check sum value appended to the TinyOS.
Figure 5-20 shows the percentage packet loss for requests made to the sensor
network resulting from 15 - 100 reading requested from the sensor network. Each of
the requests made were repeated 10 times and the average number of packets in error
were recorded. From Figure 5-20 and Table 5-9 it can be seen that the average
packet loss ranged between 2.5% and 5% of the overall packets received for a range
of values requested.
CRC % error Rate

No of Requests

Figure 5-20 CRC Percentage Packet Error Rate for requests ranging from 15-100 readings
averaged over 10 runs
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Readings Requested
15
20
25
30
35
40
45
50
55
60
65
70
75
80
85
90
95
100

Packet Error Rate
0.6
0.9
1
0.9
1
1.7
1.6
1.6
2.6
2.9
2.3
3.4
3.7
2.7
3.1
3.2
3
4.8

% Packet Error Rate
4
4.5
4
3
2.86
4.25
3.56
3.2
4.72
4.83
3
3.6
3
3.7
3.65
3.56
3.16
4.8

Table 5-9 CRC Packet Error Rate and Percentage Error rate averaged over 10 runs

Statistical diagnostic tools were used to determine whether the packet ciTor rate of a
sensor node was in a controlled stable and predictable state. X-bar and R charts
[123,124]

were used for this statistical analysis.

These charts also provide good

information about the sensor network capability with packet en'or rate.

For the

packet eiTor rate analysis, a sample size of ten was chosen, each sample consisted of
ten consecutive readings requested from a particular sensor node. X-bar and R charts
for packet error rate are shown in Figure 5-21 and Figure 5-22 respectively. Each
subgroup of the chart represents a snapshot of the sensor node data given at a
particular point in time. Figure 5-21 shows the X-Bar chart for the packet error rate
is in statistical control, from the chart it is observed that patterns or trends do not
exist. Figure 5-22 is the range chart for the packet eri'or rate, from the chart it can be
see that there is a slight cyclic pattern occurring in the observations, the main reason
for this would be due to the fact that on average the packet error rate ranges from 1-2
packets in each sample set, therefore it is impossible to avoid some form of cyclic
pattern in this form of analysis.

109

Chapter 5 - Performance Analysis

Figure 5-21 Packet Error X-Bar Control Chart (sample set of si/e 10)

Range Bar Control Chart for Packets in Error

Figure 5-22 Packet Error Range Control Chart (sample set of size 10)

5.3,4,2

Packet Loss Rate

The packet loss analysis carried out on the test environment outlined in Figure 5-1
describes the percentage of packets that were transmitted from the gateway to the
WSN but did not reach the node in question. The gateway communicates with the
sensor node using serial communication over an infrared link making use of the tool
outlined in Section 5.2.1, this tool implements detection for packet loss. When a
reading is requested from the sensor node a timer is started, this timer counts for five
seconds if no communication is received from the sensor node after this predefined
time then the packet is lost and needs to be retransmitted again. The delay of 5s is an
adequate retransmit time due to sanity packets being received.

On receipt of a

packet, it needs to be decoded, if after decoding the packet received is not the
required packet, i.e. it is a sanity packet, the program sits and waits for further
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packets to be received.

If a time of 5 seconds has past the packet request is

retransmitted. The delay of 5 seconds is an adequate time for retransmission given
the stated conditions.
Figure 5-23 and Table 5-10 show the packet loss for sensor node requests ranging
from 15 to 100, each of these requests were repeated 10 times, the packet loss for
each range was recorded and the average of these request values are shown in the
graph. It was observed from the graph that the percentage packet loss ranges from
5.9% to 3.56%.

Figure 5-23 Percentage Packet Loss rate for requests ranging from 15 to 100 readings averaged
over 10 runs
Reading Requested

Average Packet Loss

15
20
25
30
35
40
45
50
55
60
65
70
75
80
85
90
95
100

0.6
1.4
1.5
1.5
1.7
2.3
1.6
2.3
2.9
3.1
3
3.6
3
3.7
4
3.7
4.1
4

Averaged %
Packet Loss
4.12
5.3
5.9
5
4.86
5.75
3.56
4.6
5.27
5.17
4.62
5.14
4
4.63
4.71
4.11
4.32
4

Table 5-10 Packet Loss Rate and Percentage of Packet Loss averaged over 10 runs
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Again statistical diagnostic tools were used to determine whether the packet loss rate
of a sensor node was in a controlled and predictable state, X-bar and R charts were
used for this statistical analysis. These charts also provide good information about
the sensor network capability with packet loss. Again for this analysis a sample size
of 10 was chosen, each sample consisted of 10 consecutive readings requested from a
particular sensor node. X-bar and R charts for packet loss are shown in Figure 5-24
and Figure 5-25 respectively. Each subgroup of the chart represents a snapshot of
the sensor node data given at a particular point in time. Figure 5-24 shows the X-Bar
chart for the packet loss is in statistical control, from the chart it is observed that
patterns or trends do not exist. Figure 5-25 is the range chart for the packet loss,
from the chart it can be see that there is a slight cyclic pattern occurring in the
observations, the main reason for this would be due to the fact that on average the
packet error rate ranges from 1-2 packets in each sample set, therefore it is
unavoidable to avoid some form of cyclic pattern in this form of analysis.

Figure 5-24 Packet Loss X-Bar Control Chart (sample set of size 10)

112

Chapter 5 - Performance Analysis

Figure 5-25 Packet Loss Range Control Chart (sample set of size 10)

5.4 Conclusion
This chapter concentrated on the performance analysis of the Sharp Zaiirus PDA as a
gateway to a WSN. A communication tool was created for the gateway, which
enabled communication to the WSN via an Infrared link.

At compile time this

program was optimised using different optimisation techniques. It was observed that
the different optimisations applied created varying sized executables. Each of these
executables were then analysed for timing, and resource utilisation on the gateway.
The end-to-end timing of a sensor node was recorded on the gateway using the
differently optimised executables. It was observed that the best timing resulted from
both optimisation -02 and 03. End-to-end timings were also recorded for different
communication medium to the networks including LAN, WLAN and GPRS. The
overall end-to-end round trip timings were recorded for these networks.

It was

observed that the LAN and WLAN timings were very close with LAN proving to be
the best. The GPRS timings worked out to be very slow, taking almost twice as long
as LAN and 1.8 times longer than WLAN.
CPU utilisation for differently optimised executables was examined, from
observations made it could be seen that no matter what optimisation was applied to
the source the same amount of CPU usage was required.
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Memory utilisation was observed for the differently optimised executables, from the
observations it could be seen that optimisation -01 performed the best, but when
compared with timing and executable size a trade off was made and the optimisation
found to be optimal for timing and memory utilisation was optimisation -02.
Finally the quality of service of the packet loss and packet error rate of the sensor
network was observed using the communication executable on the gateway.
Statistical analysis was carried out on the results recorded using X-bar and Range
charts. These charts were used to investigate if the sensor node packet loss and
packet error rate were in a state of statistical control.

It was found from the

observations that these results were in a stable and controlled state.
The findings of this chapter illustrated that the Zaurus PDA is an effective and
efficient gateway to a WSN. It has all the functionality required such as WLAN and
Infrared along with incoiporating an embedded Linux operating system. From the
observations made on the differently optimised executables it has been concluded
that optimisation -02 is the most efficient for the implementation of communication
between the Zaurus and the WSN due to it’s effect on the executables size, timing
and use of the embedded device’s resources. From the different forms of client side
communication networks LAN and WLAN have been observed to be the most
suitable for communication with the Zaurus.
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Conclusion and Future Works

The purpose of this thesis has been to develop a Linux based PDA gateway for
WSN. This thesis discussed the development path towards the implementation of a
gateway for WSN.

Initially work started out with the investigation of different

embedded processors suitable for implementation on the gateway. It was found,
through a comparative study, that the Intel XScale and StrongARM processors were
best suited for this implementation due to their 32-bit architecture and feature rich
functionality.

Following this examination, embedded operating systems were

investigated for their suitability with the XScale and StrongARM processors and
their implementation as a gateway to the WSN. It was found through documentation
analysis that the most suitable embedded operating system was the Linux operating
system due to it being an open source operating system that is stable, scalable,
royalty free and extremely modular.

Based on these conclusions the embedded

devices chosen for this work were two PDAs - the Loox 600 PDA and the Zaurus
5500 PDA incorporating the XScale and StrongARM processors respectively.
The Loox and Zaurus PDAs were both utilised in this work. For the implementation
of each of these as a gateway to a WSN, a development environment was required to
add extra functionality to each of the PDAs. Following further research carried out
on the porting and development of the Linux operating system, it was observed from
the literature that there existed a number of different development environments,
which were discussed in Chapter 3. It was concluded that the removable storage
architecture was best suited for this work, which meant that the development
environment is implemented on a host machine with unlimited resources and also
does not require the embedded device to have a native Linux environment. Using
this development environment the functionality of the desktop in the Linux operating
system was removed from the kernel and the functionality for the XScale processor
was added, this was done by applying a number of patches to the kernel source. It
was found via experimentation that the porting of a Linux based embedded operating
system to the Loox proved successful. However, following the implementation of
different wireless communication protocols on the Loox, it proved to be unsuccessful
II5
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for reasons outlined in Chapter 3. These included the complexity of the hardware
and its integration with the Linux kernel, also the redundancy of communication
modules on the Loox. Following unsuccessful implementation of the Loox as a
gateway to a WSN led the focus of this work to change to the StrongARM processor
based PDA, the Zaurus 5500. This PDA is a fully functional Linux based PDA
incoiporating two forms of wireless communication - WiFi 802.11 and IrDA.
Chapter 5 discussed the analysis of the Zaurus as a gateway to the WSN.

A

communication program was developed for Infrared communication to the WSN.
This incoiporated Quality of Service detection for packet loss and packet error rates,
along with the incoiporation of timing to measure end-to-end times for the WSN
communication. Following the observations made from expenmentation results, it
was found that the packet loss remained constant between 3-6% no matter how many
readings were requested from a sensor node. It was also observed that the packet
error rate also remained constant between 3-5%, again, no matter how many readings
were requested from the sensor node.
Timing analysis was carried out for different optimisations applied to the
communication program by the compiler at compile time. It was observed, by way
of experimentation, that these techniques had an impact on the overall execution time
of the communication program as well as memory utilisation.
A web based communication program was implemented on the gateway using a
version of the apache server, to allow the clients to communicate with the WSN. The
overall round trip times were observed over different types of networks, from these
results it was found that communication over LAN and WLAN networks were the
most efficient resulting in times of almost 1.8 times faster than communication over
a GPRS network.
Due to the gateway being an embedded device prompted for its limited resources to
be monitored. The resources of the Zaurus that were examined were the memory and
CPU utilisation. It was observed, via experimentation, that the CPU utilisation was
the same for all code optimisation. This was due to there being a very small amount
of processes running on the gateway, which meant that most of the CPU processing
time was allocated to the communications program.
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From the in-dept analysis and results presented herein, this work has shown that a
PDA such as the Zaurus provides an effective, efficient and reliable means for the
monitoring and analysing WSN. Analysis has shown that their 32-bit architecture is
the best for this implementation due to its high performance, large address space and
functionality. Many of the challenges presented by WSN have been addressed in this
work,

these

include

fault

tolerance

and

reliability

and

communication

implementation. The fault tolerance and reliability of the WSN has been addressed
by the development of a communication program within the wireless gateway to
provide a required level of quality of service and the monitoring of packet loss and
packet error rate. The software developed within the wireless gateway also allows
for the implementation of many forms of client side networks to communicate with
the WSN. The wireless PDA based gateway discussed in this thesis can be noninvasively attached to an individual and transverse seamlessly within and between
WSN. Such seamless mobility is critical to enable vital communications between the
WSN

and

fixed

IP

networks

in

such

environments

such

as

disaster

management/emergency response.

6.1 Future Work
Future work could involve further investigation into the implementation of the Loox
PDA as a gateway to a WSN. This could involve a comparison of its communication
hardware. Infrared, Bluetooth etc. with existing Linux based PDAs, an example of
such a device is the HP H4700 IPAQ PDA, which is based on the XScale processor.
Hardware datasheets and specifications for the Loox could not be sourced within the
allocated time scale for this project due to discontinued parts.

A separate

development project could be setup to write drivers specifically for this model, in
conjunction with the manufacturers.

Other future work could involve a form of distributed computing for the tracking and
monitoring of sensor nodes in the sensor network.

A number of different

technologies exist, examples of which are Jini and Jade.
Jini is a software technology developed by Sun Microsystems

[125],

its main

objective is to seek out to simplify the connection and sharing of devices. Jini
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enables distributed computing whereby capabilities are shared among machines on a
common network.

The idea would be to allow the sensor network to join this

common network and register as a service provider. Since the sensor nodes do not
have the resources to run a Java Virtual Machine and hence a Jini application, they
need some way of Joining and registering their services with the network. Jini
implements a suiTOgate architecture

[126]

where a limited resource device can use a

more powerful device through which it can join the common network. The surrogate
device has to have a 32-bit architecture with a minimum of 2.2MB of memory, from
earlier descriptions, the gateway used in this work fits this description perfectly. The
gateway would then be responsible for joining and registering the sensor network
service with the network, thus making it available to other devices on the network.
The gateway would then be called a surrogate to the sensor network.
Another example for the distributed computing implementation would involve the
use of JADE (Java Agent Development Framework).

JADE is a middleware

language that facilitates the development of multi-agent systems. An instance of
JADE is called a container and each of these can contain several agents. A main
container holds two special agents, the agent management system (AMS), and the
Directory facilitator (DF). The AMS provides the naming service to which ensures
that each agent in the platform has a unique name. The DF provides a yellow pages
service by means of which an agent can find other agents providing services. For
future work JADE could be implemented so that each node of the sensor network
could be registered using the AMS and get assigned different names. Each node
would register the service that they have available with the DF where it can be found
by different agents. JADE would also be ideal for the tracking of nodes in the sensor
network. If a node goes down for whatever reason, battery failure etc the JADE
environment would be able to monitor this and report the failure.
The work earned out for this thesis has the foundations for the implementation of
either of these scenarios.

The environment of the gateway is a very suitable

candidate for the its implementation as a Jini surrogate to the nodes of the WSN and
also for the Jade environment to allow the real time tracking of nodes in the WSN.
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