Abstract. The cycle packing number ν e (G) of a graph G is the maximum number of pairwise edgedisjoint cycles in G. Computing ν e (G) is an NP-hard problem. We present approximation algorithms for computing ν e (G) in both undirected and directed graphs.
Introduction
We study approximation algorithms, lower and upper bounds for the integrality gaps, and hardness of approximation for the problems of packing disjoint cycles in a graph (directed or undirected). In the problem of packing edge-disjoint cycles (EDC), we are given a graph G (which can be directed or undirected) and we have to find a largest set of edge-disjoint cycles in G. The EDC problem has been studied extensively both in undirected and directed graphs (see, e.g., Balister [2003] , Caprara et al. [2003] , and Seymour [1995] ). Packing disjoint cycles is a fundamental problem in graph theory with applications in several areas (see the discussion in Balister [2003] for an application in computational biology and a reconstruction of evolutionary trees). We denote by ν e (G) the size of a largest collection of edgedisjoint cycles in G. It is well known that computing ν e (G) is NP-hard, even for undirected graphs. Already, the very special case of deciding whether a graph (digraph) has a triangle decomposition is known to be NP-complete (see, e.g., Dor and Tarsi [1992] for a more general theorem on the NP-completeness of such decomposition problems). This motivates the study of approximation algorithms for this problem. An algorithm is called an α-approximation for a maximization problem if the solution returned by the algorithm is at least a factor 1/α of the optimal solution, and α is called the approximation (or performance) ratio of the algorithm.
A natural generalization of EDC that we consider is the problem of S-cycle packing (denoted by S-EDC). In S-EDC we are given a directed graph G and a subset S of its vertices and the goal is to find among the cycles that intersect S (henceforth Scycles) a maximum number ν e (G, S) of edge-disjoint ones. We note that on directed simple graphs, S-EDC is a special case of the extensively studied edge-disjoint paths problem. See Chekuri and Khanna [2003] for an O(n 4/5 )-approximation algorithm and Varadarajan and Venkataraman [2004] for an O(n 2/3 log 2/3 n)-approximation algorithm for the edge-disjoint paths problem in directed graphs.
The approximation algorithms we present also provide upper bounds for the integrality gap of the corresponding problem. Given a graph G = (V, E), a fractional edge-disjoint cycle packing in G is a function ψ from the subset C of all cycles in G to [0, 1] satisfying C:e∈C ψ(C) ≤ 1 for each e ∈ E. Letting |ψ| = C∈C ψ(C), 48:3 the fractional edge-disjoint cycle packing number ν * e (G) of G is defined to be the maximum of |ψ| taken over all fractional cycle packings ψ in G. The edge cycle cover number τ e (G) of G is the minimum number of edges whose deletion makes G acyclic. Clearly, ν e (G) ≤ ν * e (G) ≤ τ e (G) for any graph/digraph G. Previously Known Results. A recent result of Caprara et al. [2003] shows that by slightly modifying the greedy algorithm, one obtains an O(log n)-approximation algorithm for undirected EDC and that the problem is APX-hard even for planar graphs (i.e., for an absolute constant 0 > 0, no (1 + 0 )-approximation exists unless P = NP). Although the EDC and S-EDC problems are closely related to the wellknown problem of finding the maximum number of edge-disjoint paths in a graph, none of the results for the edge-disjoint paths problem implies any of the results presented in this article. The dual problems of packing cycles (known as feedback sets problems) are also very well-studied problems in both directed and undirected settings. The dual problem of packing vertex-disjoint cycles (denoted by VDC), is known as the feedback vertex set (FVS) problem. This is the problem of finding the minimum number of vertices in a graph whose removal makes the graph acyclic. This problem and its generalization (in which every vertex has a weight and we seek to minimize the total weight of selected vertices) has 2-approximation algorithms in undirected graphs [Bafna et al. 1995; Becker and Geiger 1994; Chudak et al. 1998 ]. The dual of EDC is the problem of finding the minimum number of edges in a graph that meet every cycle (FES). This problem is trivial for undirected graphs (the complement of a spanning tree in each component). For directed graphs, there is an easy reduction from FES to FVS. Seymour [1995] showed that if the optimal fractional FVS in a directed graph G has value ϕ * , then the optimal integral FVS in G has value at most O(ϕ * log ϕ * log log ϕ * ). This yields an O(log ϕ * log log ϕ * )-approximation algorithm for FVS in directed graphs [Even et al. 1998 ]. Alon and Seymour (see Seymour [1995] ) showed that the integrality gap of FVS is (log ϕ * ).
Our Results. We present approximation algorithms and hardness results for different versions of cycle packing problems. For undirected EDC we present an O( √ log n)-approximation algorithm by combining the modified greedy algorithm of Caprara et al. [2003] with an ordinary greedy algorithm. In particular, we obtain the following result. THEOREM 1.1. There exists an O( √ log n)-approximation algorithm for the undirected maximum cycle packing problem.
We also prove that the approximation guarantee of the algorithm is ( √ log n). For directed EDC we prove the following result. THEOREM 1.2. There exists a √ n-approximation algorithm for the problem of directed EDC.
The algorithms in Theorems 1.1 and 1.2 are easily adjusted to the capacitated version of the problems as well, where every edge has a given capacity and the goal is to find the maximum number of cycles such that the number of cycles containing each edge is at most its capacity. For simplicity of exposition, we prove our results for the uncapacitated case, and then show how they extend to the capacitated case. For the S-EDC problem on directed graphs we prove the following. The approximation ratios in Theorems 1.1, 1.2, and 1.3 provide bounds on the integrality gap of the standard LP-relaxations to the problems. Specifically, each of the algorithms computes a packing C so that |C|/ν * e (G) = (1/ √ log n) in Theorem 1.1, |C|/ν * e (G) ≥ 1/ √ n in Theorem 1.2, and |C|/τ e (G, S) = (n −2/3 ) in Theorem 1.3, where τ e (G, S) is the minimum number of edges needed to cover all the S-cycles in G.
We also study the integrality gap and hardness of approximation of these problems. Our main result is that EDC in directed graphs has an integrality gap of ( log n log log n ). More importantly, we prove that it is quasi-NP-hard to approximate ν e (G) within a factor of (log 1− n) for any > 0. Note that the only known hardness result prior to this work was APX-hardness [Caprara et al. 2003 ] (for undirected EDC).
Under the stronger complexity assumption that NP ⊆ DTIME(2 n ) for some > 0, we can prove a slightly better hardness of ( log n (log log n) 2 ). Very recently, Friggstad and Salavatipour [2006] have proved that the undirected EDC is (log 1 2 − )-hard to approximate, for any > 0, unless NP ⊆ DTIME(n polylog(n) ). This shows that the ratio of the algorithm in Theorem 1.1 is (almost) tight.
The organization of the article is as follows. In the next section we present the upper bound results, namely, we prove Theorems 1.1, 1.2, and 1.3. Section 3 contains the lower bound results. We prove lower bounds for the integrality gap of EDC and a variation of this problem. Finally, we will prove Theorem 1.4.
Approximation Algorithms
2.1. CYCLE PACKING IN UNDIRECTED GRAPHS. Perhaps the most natural greedy algorithm that finds a large number of disjoint cycles in a given graph G is to find the smallest cycle at each iteration and delete it from the graph. As shown in Caprara et al. [2003] , the approximation ratio of this algorithm is ( √ n). They suggested the following modified greedy algorithm for finding edge-disjoint cycles in G. The algorithm starts with C = ∅ and performs the following steps iteratively, until there are no edges left in G: It is easy to see that steps 1 and 2 do not change the value of an optimal solution. Also, it is well known that for every graph with minimum degree at least 3, the girth is O(log n) (e.g., see Bollobás [2004] ). Therefore, every cycle found by the algorithm has size O(log n) and thus intersects cycles whose total weight is at most O(log n) in an optimal fractional solution. Hence, the solution is within a factor of O(log n) of the optimal fractional solution. Here we show how a small change in this algorithm, together with a careful analysis, yields an O( √ log n)-approximation for the EDC problem, hence proving Theorem 1.1.
Remark. It is also easily seen that a slight modification of step 3 of the modified greedy algorithm yields an O(log n)-approximation for the problem of packing vertex-disjoint cycles (VDC). In fact, this proves an upper bound on the ratio of the solution value of this algorithm to that of an optimal fractional vertex-disjoint cycle packing solution.
Our algorithm is as follows. At phase 1, while girth(G) ≤ √ log |V (G)| we apply the modified greedy algorithm (where |V (G)| is the number of vertices in the current graph); the condition girth(G) ≤ √ log |V (G)| is checked after step 2. Phase 2 starts when girth(G) > √ log |V (G)| after step 2 for the first time; then we repeatedly apply step 3 only, which is the (ordinary) greedy algorithm.
2.1.1. The Approximation Ratio. We prove the following theorem that clearly implies Theorem 1.1. THEOREM 2.1. The algorithm computes a cycle packing of size (ν * e (G)/ √ log n).
In the proof, we use the following lemma that provides an improved analysis of the performance of the greedy algorithm on graphs with large girth. LEMMA 2.2. Let H be a graph with n nodes, m > n edges, and girth g, and let C H be the set of cycles found in H by the greedy algorithm. Then
In particular, if m ≥ (1 + )n for an > 0, then
PROOF. Consider the steps of the greedy algorithm when Bollobás and Thomason [1997] 
Thus during all these steps
The number of edges deleted during these steps is at least (m −n)/2. Also, ν *
The second statement follows from the first by observing that the function f (m) =
is increasing for m ≥ n.
Completing the Proof of Theorem 2.1. Note that steps 1 and 2 of the modified greedy algorithm do not change the value of an optimal solution. Let C 1 and C 2 be the sets of cycles added to the packing during phase 1 and phase 2, respectively. Recall that in phase 1 we execute the modified greedy algorithm, and the length of every added cycle does not exceed √ log |V (G)|. Phase 2 starts when a cycle added to an approximate packing has length more than √ log |V (G)|, and executes the greedy algorithm. Fix an optimal fractional packing ψ * , so |ψ * | = ν * e (G). Let ψ * 1 be the restriction of ψ * to the cycles that intersect some cycle from C 1 , ψ * 2 = ψ * − ψ * 1 . Since every cycle from C 1 has length ≤ √ log n, we have
log n using Lemma 2.2. Let H be the graph with which the second phase starts. Then girth(H ) ≥ √ log |V (H )|, and H has at least 3|V (H )|/2 edges (since H has minimum degree at least 3). Thus, by substituting = 1/2 in the bound in Lemma 2.2 we get
Remark. Our algorithm is easily adjusted to the capacitated version of the problem, where we are also given integral capacities {c e : e ∈ E} on the edges; the goal is to find a maximum weight family C of cycles so that for every edge e ∈ E the capacity constraints {w(C) : e ∈ C, C ∈ C} ≤ c(e) are satisfied. We can imitate the capacitated case by the uncapacitated if we replace every edge e by c e parallel edges with the same ends as e, and "forbid" the arising cycles of length 2. However, this will give only a pseudopolynomial-time algorithm. To get a polynomial algorithm, let us show how to adjust steps 1, 2, and 3 in the modified greedy algorithm to handle this case. Each time an edge of capacity zero arises, it is deleted. So assume that G has no zero capacity edges. step 1 remains the same. In step 2, the new edge v v gets capacity min{c vv , c vv }. In step 3, after a shortest cycle C is found, we also find the minimum capacity edge e in C, add C to the constructed packing, and assign it weight w(C) = c e . Then, in G, we reduce by c e the capacities of the edges of C, and remove the arising zero capacity edges. Each one of these steps can be performed in polynomial time, and leads to a graph with less edges. Thus the running time is polynomial. It is easy to see that our analysis of the approximation ratio is valid for the capacitated case as well. The algorithm in Section 2.2.1 for directed graphs (to follow) admits a similar adjustment.
A Tight Example.
THEOREM 2.3. The approximation ratio of the modified greedy algorithm is ( √ log n).
The proof borrows some ideas from a lower bound argument in Caprara et al. [2003] . For the proof we will need the following technical lemma.
LEMMA 2.4. Let G be a graph on n vertices of maximum degree at most 7.
such that all vertices of U are at distance more than 1 3 log n from each other.
PROOF. Note that every vertex
. Then H is a graph on at least n/2 vertices of maximum degree (H ) < 7 1 3 log n < n 0.95 , and has therefore an independent set U of size at least |V (H )|/(1 + (H )) > log n. Each such independent set gives a required set of vertices in G.
A k-sunflower S k is a cycle of length k (the core cycle), to each edge of which we attach a cycle of length k + 1 (a petal) so that the petals are vertex-disjoint outside the core cycle. The number of vertices of S k is k 2 . Observe that the core is the shortest cycle in a k-sunflower, and removing its edges results in a cycle on k 2 vertices. We choose k = √ (log n)/3 and denote it by t = k 2 (we ignore floors and ceilings, as they do not affect the asymptotic nature of our result).
Let now G 0 be a 3-regular graph on n vertices of girth more than t = 1 3 log n. Such graphs exist for infinitely many values of n, as proved by Erdős and Sachs [1963] . We start with G = G 0 , set W = ∅, i = 1, and repeat n/(2t) times the following procedure.
(1) Find a subset U i ⊂ V \ W such that |U i | = t and all vertices of U i are at distance more than 1 3 log n from each other in G; and (2) insert a copy S i of the k-sunflower in U i , placing it arbitrarily within
Since the sets U i are disjoint and the maximum degree of S k is 4, the graph G has maximum degree at most 7 during the execution of the aforesaid procedure.
, and therefore finding a required U i at each step is possible due to Lemma 2.4. Let us denote by G * the final graph of the previously described procedure.
CLAIM 2.1. Let C be a cycle of length at most 1 3 log n in G * . Then C is a cycle in one of the inserted k-sunflowers S i . 
PROOF. Since girth(
log n, a contradiction.
Completing the Proof of Theorem 2.3. We analyze the performance of our algorithm on G * . By Claim 2.1, the shortest cycles in G * are the n/(2t) = O(n/ log n) core cycles of the inserted sunflowers, which are vertex-disjoint. Hence the algorithm starts by picking all of them. After all core cycles have been removed, none of the sunflowers contains a cycle of length at most 1 3 log n, and applying Claim 2.1 again we infer that the modified greedy algorithm will be able to add at most 3|E(G * )|/ log n = O(n/ log n) cycles, altogether ending up with O(n/ log n) cycles. On the other hand, a feasible solution can be obtained by taking all petals of all inserted sunflowers, whose total number is (n/(2t)) · k = (n/ √ log n). It follows that the approximation ratio of our algorithm on G * is n √ log n n log n = log n .
CYCLE PACKING IN DIRECTED GRAPHS.
In this section we present the algorithms for EDC and S-EDC in directed setting. Chekuri and Khanna [2003] for edge-disjoint paths in directed acyclic graphs. It will be convenient to describe the algorithm with a certain parameter , which will be eventually set to = √ n. The algorithm starts with C 1 , C 2 = ∅ and in the end outputs C 1 ∪ C 2 . Phase 1. As long as there is a directed cycle of length ≤ , find such a cycle, add it to C 1 , and delete its edges from the graph.
Proof of Theorem 1.2. This algorithm uses ideas similar to those in
Phase 2. For each v ∈ V , compute a maximum size set C 2 (v) of edge-disjoint directed cycles that contain v. Among the packings computed, let C 2 be one of maximal size. THEOREM 2.5. For = √ n, the algorithm computes a packing
PROOF. As in the proof of Theorem 2.1, let us fix an optimal fractional packing ψ * , and let ψ * 1 be the restriction of ψ * to cycles that intersect some cycle from C 1 , ψ * 2 = ψ * − ψ * 1 . Since every cycle from C 1 has length ≤ we have |ψ * 1 | ≤ |C 1 |. We claim that |C 2 | ≥ |ψ * 2 |/n. Thus, by combining the bounds for |C 1 |, |C 2 | and substituting = √ n we get
To see that |C 2 | ≥ |ψ * 2 |/n, let G 2 be the graph at the beginning of phase 2. For each v ∈ V , let ψ * 2 (v) be the restriction of ψ * 2 to the cycles in G 2 containing v. Note that for every v ∈ V we can compute C 2 (v) using any max-flow algorithm and flow decomposition. By the integrality of an optimal flow from the Max-Flow 
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Min-Cut theorem, |C 2 | ≥ |ψ * 2 (v)| for every vertex v. Thus, since every cycle in G 2 has length > , we have
2.2.2.
Proof of Theorem 1.3. In this section we consider simple digraphs only. The greedy algorithm for the maximum S-cycle packing problem repeatedly chooses a shortest S-cycle and removes its edges from the graph. Similar ideas have been used earlier in Hajiaghayi and Leighton [2006] and Varadarajan and Venkataraman [2004] . THEOREM 2.6. Given a subset S of vertices of a simple digraph G, the greedy algorithm finds a set of at least τ e (G, S)/(5n 2/3 ) edge-disjoint directed S-cycles in G.
PROOF. Let f (n, ) be the maximum of τ e (G) taken over all simple digraphs G on n vertices with girth(G) > . It is easy to see that if C is a cycle packing computed by the greedy algorithm on G, then τ e (G) ≤ |C| + f (n, ) for any positive integer . A similar statement holds for the analogous definition of f (n, ) in the undirected case. In fact, a similar statement holds for the analogous vertex-disjoint (directed or undirected) cycle packing and cycle cover problems. In the undirected vertex-disjoint case, Komlós [1997] showed that f (n, ) = ( n ln(n/ )). In the directed vertex-disjoint case, Seymour [1995] showed that f (n, ) ≤ 4 n ln(4n/ ) ln log(4n/ ). He also gave an example showing that f (n, ) = ( n ln(n/ )). In the edge-disjoint case, answering an earlier conjecture of Bollobás et al. [1978] , Komlós [1997] established the asymptotically tight bound f (n, ) = ( n 2 2 ) in undirected graphs. We generalize this by defining h(n, ) to be the maximum of τ e (G, S) taken over all simple digraphs G on n vertices and S ⊆ V (G) so that every S-cycle in G has length > . Letν(G, S) denote the size of an S-cycle packing computed by some run of the greedy algorithm.
LEMMA 2.7. For any positive integer ,
PROOF. Fix an optimal cover F with |F| = τ e (G, S), and partition it into two sets F 1 and F 2 , where F 1 consists of the edges contained in S-cycles of length ≤ of the S-packing computed. Then |F 1 | ≤ ν(G, S), since every S-cycle of length ≤ in the packing computed contains at least one edge from F 1 . On the other hand, |F 2 | ≤ h(n, ) by the optimality of |F| and by the definition of h(n, ). The result follows.
For digraphs, the bound h(n, ) = O((n 2 / 2 ) log 2 (n/ )) can be deduced from Varadarajan and Venkataraman [2004, Theorem 1 .1] where a more general problem was considered. We will show that h(n, ) = (n 2 / 2 ) using the following lemma of Komlós [1997] .
LEMMA 2.8 [KOMLÓS 1997, LEMMA 3] . Let a 0 , a 1 PROOF. The proof is by induction on n. If G has no S-cycles, in particular if it has vertices or less, the statement is obvious. We can also assume that G is strongly connected; otherwise, validity of the result for every strongly connected component of G implies the result for G.
Since every S-cycle in G has length > , there are vertices u, v with u ∈ S and v ∈ V (G) such that every (u, v)-dipath has length ≥ , and hence there is a partition of V (G) into nonempty sets X 0 , . . . , X t , where t ≥ , such that no edge of G has tail in X i and head in X j , for j ≥ i + 2. Let a i = |X i | for i = 0, . . . , t, and let s k and p be as in Corollary 2.9. Notice that s t = n. We may assume that s p ≤ n − s p , since otherwise we may consider the reversed sequence of a 0 , . . . , a t . By Corollary 2.9, there exists k ∈ {0, . . . , p − 1} such that a k a k+1 < 4e t 2 s k n. Let F be the edge cut consisting of the set of edges going from X k to X k+1 (if we consider the reversed sequence, then we take also the "reversed" cut). Then, since G is simple, |F | ≤ a k a k+1 < 4e t 2 s k n. We delete F and apply the inductive hypothesis to the subgraphs G 1 and G 2 of G induced by the corresponding parts V 1 = X 1 ∪ · · · ∪ X k and V 2 = X k+1 ∪ · · · ∪ X t . Clearly, any S-cycle in G − F is entirely contained either in G 1 or in G 2 .
To summarize, we can find a cut F that divides G into two subgraphs G 1 and G 2 , where G i has n i vertices, such that n 1 + n 2 = n and n 1 ≤ n/2 ≤ n 2 , and such that |F | ≤ The bound in Lemma 2.10 is tight up to a constant factor even for S = V , as can be seen in the following example. Start with a directed cycle on √ n vertices and then replace each vertex u with = √ n copies u 1 , . . . , u . Also replace each original edge uv with 2 edges u i v j , 1 ≤ i, j ≤ . Clearly, in this graph every cycle has length at least and every cut must contain at least 2 = (n) edges. By Lemmas 2.7 and 2.10 we deduce the following. COROLLARY 2.11. Let S be a subset of vertices of a simple digraph G on n vertices. Then for any integer ,
2 )ν(G, S).
In particular, for = 2e 1/3 n 2/3 we have τ e (G, S) ≤ 3e 1/3 n 2/3ν (G, S) < 5n 2/3ν (G, S) and this also completes the proofs of Theorems 2.6 and 1.3.
Remark. In Chekuri and Khanna [2003] it was shown that the greedy algorithm for the undirected edge-disjoint paths problem has approximation ratio O(n 2/3 ). The method presented in this section can be used to provide a different proof for the same result.
Integrality Gap and Hardness of Directed Disjoint Cycle Packing
In this section, we study lower bounds for the integrality gap and hardness of approximation for packing disjoint cycles. For directed graphs, an easy reduction shows that the problems of packing edge-disjoint cycles (EDC) and vertex-disjoint cycles (VDC) are equally hard. Hence, our lower bounds for integrality gap and hardness of approximation carry over to the VDC problem as well. We present this reduction here (Lemma 3.1) for the sake of completeness.
Recall that Theorem 1.2 proves a √ n upper bound for the integrality gap of directed EDC. Although we are unable to prove that ( √ n) is also a lower bound for the integrality, we conjecture this is the case. This conjecture is supported by a construction (Proposition 3.2) showing that ( √ n) is a lower bound for the integrality gap of the odd directed cycle packing problem (i.e., the maximum number of edgedisjoint directed cycles of odd length). Then we prove that the (standard) directed EDC problem has an integrality gap of ( log n log log n ). This is proved in Theorem 3.3 to follow. Then we show how to use the ideas of this proof to prove Theorem 1.4, namely that ν e (G) is quasi-NP-hard to approximate within a factor of O(log 1− n), for any > 0. The idea of starting with a grid-like graph in the proofs of Proposition 3.2 and Theorem 3.3 was inspired by the work of Guruswami et al. [2003] to prove hardness of the directed edge-disjoint path problem.
LEMMA 3.1. Given a directed graph G = (V, E) as an instance of VDC (of EDC), there is an instance G = (V , E ) of EDC (of VDC) with |G | = poly(|V (G)|), such that G has k vertex-disjoint cycles (edge-disjoint cycles) if and only if G has k edge-disjoint cycles (vertex-disjoint cycles).
PROOF. Reduction from VDC to EDC. For each node v ∈ V , G contains two nodes v 1 , v 2 . We add v 1 v 2 to E . Furthermore, for every edge uv ∈ E we create an edge u 2 v 1 in E . It is easy to see that G has a collection of integral (or fractional) vertex-disjoint cycles in G with size k if and only if G has a collection of k integral (or fractional) edge-disjoint cycles.
Reduction from EDC to VDC. Suppose G is an instance of EDC. For every edge x y in G, create a vertex v xy in G . For every vertex x ∈ G with incoming edges We first show that D N does not have two vertex-disjoint odd directed cycles. Clearly, every cycle of D N is composed of segments, where each segment starts in the first column, and passes through every column sequentially (and sometimes goes down in the rows) until it reaches the last. Segments are separated by the edges connecting vertices in the last column to vertices in the first. Thus, each segment has a unique start vertex from the first column, and a unique end vertex from the last. The length of a segment is the number of vertices it contains. Thus, the length of a cycle is the sum of the lengths of its segments. We partition the vertices of D N into two types: even and odd. Even vertices are those whose coordinates have the same parity. An even (odd) segment of a cycle is a segment of even (odd) length. Notice that since N is odd, the endpoints of even segments belong to different types, while the endpoints of odd segments belong to the same type. Also notice that the end vertex of a segment has the same type as the start vertex of the following segment. It follows that odd cycles must have an even number of even segments and, trivially, an odd number of odd segments. Thus, odd cycles have an odd number of segments. Notice that every cycle (whether even or odd) that does not contain a vertex from the middle row must have an even number of segments (as the segments alternate below and above the middle row). Thus, we have shown that every odd cycle must contain a vertex from the middle row. In particular, every odd cycle has a segment starting in (i, 1) and ending in ( j, N ), where i ≤ (N + 1)/2 and j ≥ (N + 1)/2. Now, let C and C be two odd cycles. We may assume that C has a segment S starting in (i, 1) and ending in ( j, N ), where i ≤ (N + 1)/2 and j ≥ (N + 1)/2, and C has a segment S starting in (k, 1) and ending in ( , N ) where k ≤ (N + 1)/2 and ≥ (N + 1)/2. Assume, without loss of generality, that i ≤ k. If i = k or ≤ j we are done, since in this case segments S and S intersect. Thus, we may assume i < k and j < . But in this case we have, as before, that if C does not contain any vertex of S, then the segments of C must alternate below and above the segment S, and hence C must have an even number of segments, contradicting the fact that C is an odd cycle.
To estimate from below the fractional odd cycle packing number of G, for each 1 ≤ i ≤ (N + 1)/2, define the cycle C i as follows. THEOREM 3.3. The directed EDC problem has an integrality gap of ( log n log log n ).
We give a construction of a graph G on n vertices, such that
∈ ( log n log log n ). Our starting point is a grid-like graph which gives the ( √ n) integrality gap for the well-known problems of disjoint paths [Guruswami et al. 2003 ]. An instance of the edge-disjoint paths (EDP) problem consists of a (directed) graph G with pairs of vertices s i , t i , for 1 ≤ i ≤ k, and the goal is to connect the maximum number of pairs s i , t i using edge-disjoint paths. The vertex-disjoint paths (VDP) problem is defined similarly.
Let r be a positive integer and define a directed graph which consists of vertices
There is an edge from h i j to u i j and an edge from h i j to v i j (1 ≤ j ≤ i ≤ r ). There are also edges u i j h i( j+1) and v i j h (i+1) j for 1 ≤ j < i < r . Furthermore, for every 1 ≤ i < r it has edges u ii h (i+1)(i+1) , and for every 1 ≤ i ≤ r it has s i h i1 , and v ri t i . Finally u r (r −1) is connected to t r . Since this graph has a drawing on the plane, there cannot be two vertex-disjoint paths P i and P j (1 ≤ i = j ≤ r ), where P i starts from s i and ends in t i and P j starts from s j and ends in t j . Because we want to have the edge-disjoint property, we "split" every vertex h i j into two copies h from s i 's to t i 's (because we can route at most one path through every intersection module). Note the following. This creates a gap of (r ), which is ( √ n), with n being the number of vertices in the graph. We will use this fact again, later on. A natural attempt to extend this result to the cycle packing problem would be to add directed edges t i s i , for 1 ≤ i ≤ r . Unfortunately, this new graph will have an integral solution of value (r ) (e.g., consider the directed cycle that goes from s 1 to t r along the diagonal path, then to s r and to t 1 , and back to s 1 . We can pick r 4 such cycles). So this does not create the desired gap. The problem appears here because the cycles are not bound to follow a path directly from s i to t i (they may go through other s j 's and t j 's before reaching t i ). Our idea to resolve this problem is to make it "too costly" for the cycles to do so. In other words, we are going to combine many copies of D r in a special manner so that if a cycle contains a "nontrivial" path from s i to t i , then it has a very long length, that is, so long that we cannot have many of them. This will create the desired gap.
Using two copies of D r we construct another graph H r in the following way. Figure 2 ). An important observation to make here is that H r is acyclic. This is crucial to our main construction. We call the triple s i , t We will use the following technical lemma in our construction. Let r , k, and g be some positive integers to be specified later and let r = Similarly, for each graph in Q k we fix an arbitrary ordering of its blocks (note that the number of blocks of each graph in Q k is k; the same as the size of a hyperedge in H). Initially, we assign a green flag to every intersection module of every graph in P r and to every block of every graph in Q k . Soon we will start modifying the blocks and modules and change their flags to red. For each pair s Repeat the same procedure for all the hyperedges of H (i.e., for all graphs in Q k ). We obtain a huge directed graph G r,k,g , which has constant degree and O(r 2 p + k 2 q) vertices. Note that since each graph R i k ∈ Q k is acyclic, every cycle in G r,k,g must contain one of the feedback edges.
The basic idea behind the construction is that intersection modules in copies of D r (graphs in P r ) are now replaced with "blocks" of copies of H k (graphs in Q k ) and in order to go from h (i) Among all the blocks, only an -fraction could be (partially or fully) routed, and for the other (1 − )-fraction no routing existed at all. (ii) All the blocks were completely independent of each other. In other words, they were not part of the same graph and therefore there was no way to start at the start point of a block b i (of a copy of H k ) and end at an end point of another block b j .
This would imply that G r,k,g has no more than r p cycles. The reason is that each cycle must contain a feedback edge, and so goes from some s α in a copy of D r in P r to t α in the same copy. Therefore, it goes through at least r blocks (previously PROOF. By fact 2, for every graph R i k ∈ Q k , there are at most two blocks that can be (partially or fully) routed. So over all graphs in Q k , there are at most 2q blocks that can be (partially or fully) routed. Since blocks have replaced the intersection modules of the graphs in P r and every short cycle in a graph in P r goes through at least r blocks, plus the fact that at most two cycles can go through any routed block, there can be at most 4q/r directed short cycles in the graphs of P r in G r,k,g . Now we upper bound the number of long cycles. Because every graph in P r has constant degree and O(r 2 ) vertices, the total number of edges of G r,k,g )), which is (k).
This is ( log n log log n ), which completes the proof of Theorem 3.3. Combining Lemma 3.1 and Theorem 3.3 and noting that the constructions in Lemma 3.1 have polynomial size, we obtain the next corollary. COROLLARY 3.7. Directed VDC has integrality gap of ( log n log log n ).
The construction for the hardness result has similar structure and uses the hardness of directed EDP by Ma and Wang [2000] , which is based on the hardness of the label cover problem. THEOREM 3.8. [MA AND WANG 2000] . For any > 0, directed EDP cannot be approximated within ratio 2 log 1− n unless NP ⊆ DTIME(2 polylog(n) ).
A careful analysis of proof of Theorem 3.8 reveals that, in fact, their proof implies the following stronger version. THEOREM 3.9. Given an instance I of directed EDP which consists of an acyclic digraph G (on n vertices) and k source-sink pairs (s 1 , t 1 ), . . . , (s k , t k ) in G, where k ∈ (n δ ) for some absolute δ > 0, then for any > 0 it is quasi-NP-hard to decide between the following two cases:
(1) All pairs (s i , t i ) can be routed by disjoint paths; or (2) at most a fraction 2 − log 1− n of the pairs can be routed.
We call the instance a yes instance if all the pairs can be routed (preceding case 1) and a no instance if at most a fraction 2 − log 1− n of the pairs can be routed (case 2 preceding).
PROOF OF THEOREM 1.4. Let I EDP be an instance of (directed) EDP as in Theorem 3.9, which consists of a directed acyclic graph G and k pairs (s i , t i ), 1 ≤ i ≤ k. Take two copies of I EDP , named I By Lemma 3.1 the same hardness result holds for VDC. Under a stronger complexity assumption that for some sufficiently small σ > 0, NP ⊆ DTIME(2 n σ ), we can improve the hardness result to ( log n (log log n) 2 ). To do this, we start with an instance L of label cover of size n and use parallel repetitions to get a hardness of factor 2 O( ) for the instance L (using the PCP theorem Arora and Safra 1998 ], together with Raz [1998] parallel repetition theorem). Note that the size of this instance is |L | = n O( ) . Combining this with the construction of Ma and Wang [2000] we get a hardness of factor 2 O( ) for the EDP problem. Following the same construction as in the proof of Theorem 1.4 with constant r , = c · log n for sufficiently large constant c, and g = (n ) (for an < σ), we get a hardness of factor n and N (the size of G r,k,g ) is in O(n n log n ). Writing the hardness factor in terms of N , we get a gap of ( log N (log log N ) 2 ).
Concluding Remarks
Although there is a large gap between the upper bound (approximation algorithm of Theorem 1.2) and lower bound (hardness result of Theorem 1.4), closing this gap seems a challenging problem. In fact, there are some similarities between the problem of cycle packing and the well-studied edge-disjoint paths problems (for undirected graphs). For the latter, despite several attempts there is still a similar gap between the best-known approximation algorithm [Chekuri et al. 2006 ] (with ratio O( √ n)) and best-known hardness result [Andrews et al. 2005 ] (with ratio O(log 1 2 − )). For the problem of undirected EDC, very recently Friggstad and Salavatipour [2006] have proved a hardness of (log 1 2 − n), unless NP ⊆ DTIME(n polylog(n) ). This shows that the approximation ratio of the greedy algorithm of Theorem 1.1 is almost tight. It would be interesting to find the threshold of approximability of this problem.
