This paper discusses a novel training algorithm for a neural network architecture applied to time series prediction with smart grids applications. The proposed training algorithm is based on an extended Kalman filter (EKF) improved using particle swarm optimization (PSO) to compute the design parameters. The EKF-PSO-based algorithm is employed to update the synaptic weights of the neural network. The size of the regression vector is determined by means of the Cao methodology. The proposed structure captures more efficiently the complex nature of the wind speed, energy generation, and electrical load demand time series that are constantly monitorated in a smart grid benchmark. The proposed model is trained and tested using real data values in order to show the applicability of the proposed scheme.
Introduction
The limited existing reserves of fossil fuels and the harmful emissions associated with them have led to an increased focus on renewable energy applications in recent years. The first steps on integrating renewable energy sources began with hybrid wind and solar systems as complementing sources and as a solution for rural applications and weak grid interconnections. Further research has implemented hybrid systems including several small scale renewable energy sources as solar thermal, biomass, fuel cells, and tidal power. Since the production costs for photovoltaic and wind turbine applications have considerably reduced, they have become the primary choice for hybrid energy generation systems. The future of energy production is headed towards this scheme of integration of renewable energy sources with existing conventional generation systems with a high degree of measurement, communications, and control. This integration is defined as a smart grid. This new scheme increases the power quality since the production becomes decentralized and is the main reason for which institutions have increased the research on this concept [1] . Microgrids integrate small scale energy generation systems mainly from renewable energy and implement complex control technologies to improve the flexibility and reliability of the power system. The design of these systems integrates a distributed power generation system and a management unit composed of a communication network which monitor and controls the interconnection between energy sources, storage devices, and electrical loads. Among renewable energy sources, wind energy is the one with the lowest cost of electricity production [2] . However, in practice the integration of wind energy into the existing electricity supply system is a real challenge because its availability mainly depends on meteorological conditions, particularly on the magnitude of the wind speed, which cannot directly be changed by human intervention. For this reason, it is important to have a reliable estimation of wind velocity and direction which directly affects the energy generation. Integration of the forecast of wind speed and output power is a good way to improve the performance in scheduling for smart grids [3] . Wind prediction is not an easy task; the wind has a stochastic nature with high rate of change. Wind speed time series present highly nonlinear behavior with no typical patterns and a weak seasonal character [4] .
Several methods have been proposed to accomplish wind characteristics forecasting like numerical weather prediction systems, statistical approaches, and artificial neural networks using feedforward or recurrent structures [2, [5] [6] [7] [8] [9] . In [6] , a linear-time-series-based model relating the predicted interval to its corresponding one and data covering a temporal span of two years is developed. The statistical approaches have the advantage of low cost since they only require historical data; on the other hand, the accuracy of the prediction drops for long time horizons. Artificial intelligence methods are more suitable for short-term predictions; these methods are based on time series historical data in order to build a mathematical model which approximates the inputoutput relationship. Time-series-based models include the autoregressive (AR) and the autoregressive moving average (ARMA) models which predict the average wind speed for one step ahead [9] .
For wind generation systems, artificial neural networks (ANN) have been considered as a convenient analysis tool for wind energy systems forecasting and control applications due to the simplicity of the model and the accuracy of the results for nonlinear and stochastic models and have been implemented in several practical applications [8] . In [10] , a merged neuro-fuzzy system is developed as a universal approximator in order to estimate the state of charge in a battery bank. For wind generation systems, ANN have been considered as a convenient analysis tool for wind forecasting due to the simplicity of the model and the accuracy of the results.
In [8] , a recurrent neural network is applied to forecast the output power of wind generators based on wind speed prediction using one year of historical data achieving from hourahead to day-ahead predictions with errors ranging from 5% for one hour horizon to 20% for one day ahead forecasting. In [5] , local recurrent neural networks are implemented to forecast wind speed and electrical power in a wind park with a seventy-two hour ahead forecast and obtaining a better performance in comparison with static network approaches.
ANN have been previously implemented for wind power short-term predictions, outperforming other classical methods due to the fast learning algorithm which enables on-line implementations and the versatility to vary the prediction horizon [7] . Due to their nonlinear modeling characteristics, neural networks have been successfully applied in control systems, pattern classification, pattern recognition, and time series forecasting problems. There are several previous works that use artificial neural networks to predict wind time series [2, 4, 11] . The best well-known training approach for recurrent neural networks (RNN) is the back propagation through time [12] . However, it is a first-order gradient descent method, and hence its learning speed could be very slow [13] . Another well-known training algorithm is the Levenberg-Marquardt one [14] ; its principal disadvantage is that it is not guaranteed that it will find the global minimum and its learning speed could be slow too, and this depends on the initialization. In past years, extended-kalman-filter-(EKF-) based algorithms have been introduced to train neural networks [15, 16] . With the EKF-based algorithm, the learning convergence is improved [13] . The EKF training of neural networks, both feedforward and recurrent ones, has proven to be reliable for many applications over the past ten years [16] . However, EKF training requires the heuristic selection of some design parameters which is not always an easy task [11, 15] .
During the past decade, the use of evolutionary computation in engineering applications has increased. Evolutionary algorithms apply adaptation and stochastically in optimization problems in schemes such as evolutionary programming, genetic algorithms, and evolution strategies [17] . Particle swarm optimization (PSO) technique, which is based on the behavior of a flock of birds or school of fish, is a type of evolutionary computing technique [18] . The PSO algorithm uses a population of search points that evolve in a search space using a communication method to transfer the acquired experience from best solutions. This algorithm has several advantages like the simplicity of the updating law, faster convergence time, and less complexity on the reorganization of the population. The PSO methods also have emerged as an excellent tool to improve the performance of neural network learning process [19] . In [20] , a PSO learning rule for a neural network is implemented using FPGA for dynamic system identification. In [21] , the PSO algorithm is extended to multiple swarms in a neuro-fuzzy network with good results in forecasting applications. It has been shown that the PSO training algorithm takes fewer computations and is faster than the BP algorithm for neural networks to achieve the same performance [18] .
In this paper, we propose the use of PSO for tuning the parameters of EKF training algorithm. This scheme is a new one and is suitable for data modeling in smart grids since the forecasting horizon satisfies the requirements for several applications in the grid operation. The length of the regression vector is determined using the Cao methodology which is an improvement to the false neighbors approach [22] . The applicability of this architecture is illustrated via simulation using real data values for electric load demand (ELD), wind speed (WS), and wind energy generation (WEG) in order to show the potential applications in forecasting for energy generation in smart grid schemes.
The remainder of the paper is organized as follows. Section 2 is devoted to describing the neural model, based on the recurrent multilayer perceptron (RMLP), where the training phase relies on an extended Kalman filter which is able to deal with the nonlinearity of the model, and the initialization of the system is based on a particle swarm optimization strategy. Section 3 reports the experimental analysis of the proposed method applied to the problem of predicting variables in smart grids. Finally Section 4 includes the conclusions and future work.
Neural Identification
In this paper for the neural model identification, the recurrent multilayer perceptron is chosen, and then the neural model structure problem reduces to dealing with the following issues: (1) selecting the inputs to the network and (2) selecting the internal architecture of the network.
The structure selected in this paper is NNARX [14] (acronym for neural network autoregressive external input); the output vector for the artificial neural network is defined as the regression vector of an autorregressive external input linear model structure (ARX) [15] .
It is common to consider a general nonlinear system; however, for many control applications it is preferred to express the model in an affine form, which can be represented by the following equations:
where is the dimension of the regression vector. In other words, a nonlinear mapping exists, for which the present value of the output ( + 1) is uniquely defined in terms of its past values ( ), . . . , ( − + 1) and the present values of the input ( ).
Considering that it is possible to define
which is similar to the regression vector of a ARX linear model structure [14] , then the nonlinear mapping can be approximated by a neural network defined as
where * is an ideal weight vector, and is the modeling error; such neural network can be implemented on predictor form aŝ(
where is the vector containing the adjustable parameters in the neural network. The neural network structure used in this work is depicted in Figure 1 , which contains sigmoid units only in the hidden layer; the output layer is a linear one. The used sigmoid function (⋅) is defined as a logistic one as follows:
where is any real value variable.
EKF Training Algorithm.
Kalman filter (KF) estimates the state of a linear system with additive state and output white noise. Kalman filter algorithm is developed for a linear, discrete-time dynamical system. For KF-based neural network training, the network weights become the states to be estimated. Due to the fact that the neural network mapping is nonlinear, an EKF type is required [15] . Consider a nonlinear dynamic system described by the next model in state space
where V 1 ( ) and V 2 ( ) are zero-mean, white noises with covariance matrices given by ( ) and ( ), respectively. ( , ( )) denotes the nonlinear transition matrix function. The basic idea of the extended Kalman filter is to linearize the state space model 4 at each time instant around the most recent state estimate, which is taken to bê( ). The training goal is to find the optimal weight values which minimize the prediction error. The modified extended kalman filter (EKF) algorithm is defined bŷ
with
where ( ) ∈ R is the respective approximation error, ∈ R × is the prediction error associated covariance matrix at step , ∈ R is the weight (state) vector, is the respective number of neural network weights, is the system output,̂is the neural network output, ∈ R is the Kalman gain vector, ∈ R × is the state noise associated covariance matrix, ∈ R is the measurement noise associated covariance, ∈ R is a vector, in which each entry ( ) is the derivative of one of the neural network outputs, (̂), with respect to one neural network weight, and ( ) is defined as follows:
where = 1, . . . , ; = 1, . . . , . Usually , , and are initialized as diagonal matrices, with entries (0), (0), and (0), respectively. It is important to note that for the EKF training algorithm (0), (0), and (0) are considered as design parameters that are typically heuristically determined; however, in this paper we propose the use of particle swarm optimization for determining such parameters [15] .
PSO Improvement for EKF Training Algorithm.
Particle swarm optimization (PSO) is a swarm intelligence technique developed by Kennedy and Eberhart in 1995 [23] . In fact, natural flocking and swarm social behavior of birds and insects inspired the PSO. This technique has been used in several optimization and engineering problems [2, 18, 24] . In the basic PSO technique proposed by Kennedy and Eberhart [23] , a great number of particles move around in a multidimensional space and each particle memorizes its position vector and velocity vector as well as the time at which the particle has acquired the best fitness. Furthermore, related particles can share data at the best-fitness time. The velocity of each particle is updated with the best positions acquired for all particles over iterations and the best positions are acquired by the related particles over generations.
To improve the performance of the basic PSO algorithm, some new versions of it have been proposed. At first, the concept of an inertia weight is developed to better control exploration and exploitation in [18, 25] . Then, the research done by Clerc [26] indicated that using a constriction factor may be necessary to insure convergence of the particle swarm algorithm. After these two important modifications in the basic PSO, the multiphase particle swarm optimization (MPSO), the particle swarm optimization with Gaussian mutation, the quantum particle swarm optimization, a modified PSO with increasing inertia weight schedule, the Gaussian particle swarm optimization (GPSO), and the guaranteed convergence PSO (GCPSO) were introduced in [27] , respectively.
In this paper, the algorithm proposed in [18] is used in order to determine the design parameters for the EFKlearning algorithm. Initially, a set of random solutions or a set of particles are considered. A random velocity is given to each particle and they are flown through the problem space. Each particle has a memory which is used to keep track of the previous best position and corresponding fitness. The best value of the position of each individual is stored as . In other words, is the best position acquired by an individual particle during the course of its movement within the swarm. It has another value called the , which is the best value of all the particles in the swarm. The basic concept of the PSO technique lies in accelerating each particle towards its and locations at each time step. The PSO algorithm used in this paper is defined as follows [18] .
(1) Initialize a population of particles with random positions and velocities in the problem space.
(2) For each particle, evaluate the desired optimization fitness function.
(3) Compare the particles fitness evaluation with the particles and if the current value is better than the , then set value equal to the current location.
(4) Compare the best fitness evaluation with the population's overall previous best. If the current value is better than the , then set to the particle's array and index value.
(5) Update the particle's velocity and position as follows.
The velocity of the th particle of dimension is given by
The position vector of the th particle of dimension is updated as follows:
where 0 is the inertia weight, 1 is the cognition acceleration constant, and 2 is the social acceleration constant. (6) Repeat step (2) until a criterion is met, usually a sufficiently good fitness or a maximum number of iterations or epochs.
In case the velocity of the particle exceeds max (the maximum velocity for the particles), then it is reduced to max . Thus, the resolution and fitness of search depends on the max . If max is too high, then particles will move in larger steps and so the solution reached may not be as good as expected. If max is too low, then particles will take a long time to reach the desired solution [18] . The above explained PSO are very suitable models of noisy problems, as the one we are considering.
Regressor Structure.
We now discuss the choice of an appropriate number of delayed signals to be used in the training phase; a wrong number of delayed signals, used as regressors, could have a substantially negative impact on the training process, while a too small number imply that essential dynamics will not be modeled. Additionally, a large number of regression terms increase the required computation time. Also, if too many delayed signals are included in the regression vector, it will contain redundant information. For a good behavior of the model structure, it is necessary to have both a sufficiently large lag space and an adequate number of hidden units. If the lag space is properly determined, the model structure selection problem is substantially reduced. There have been many discussions of how to determine the optimal embedding dimension from a scalar time series based on Takens' theorem [22] . The basic methods, which are usually used to choose the minimum embedding dimension, are (1) computing some invariants on the attractor, (2) singular value decomposition, and (3) the method of false neighbors. However, a practical method to select the lag space is the one proposed by Cao [22] to determine the minimum embedding dimension; it overcomes most of the shortcomings of the above mentioned methodologies, like high dependence from design parameters and high computational cost, among others [22] . Besides, it has several advantages: it does not contain any subjective parameters except for the time-delay embedding; it does not strongly depend on how many data points are available; it can clearly distinguish deterministic signals from stochastic signals; it works well for time series from high-dimensional attractors, and it is computationally efficient. In this paper, this technique for determination of the optimal regressor structure is used.
Let us consider a time series 1 , 2 , . . . , and define a set of time-delay vectors as
where is the embedding dimension. This dimension is determined from the evolution of a function ( ) defined as
where ( , ) is an integer such that ( , ) ( ) is the nearest neighbor of ( ) [28] . The minimum embedding dimension 0 + 1 is determined when ( ) stops changing for any 0 .
Simulation Results
In this section, two application examples to validate the proposed PSO-EKF learning algorithm are presented. First, the experimental analysis of the proposed method applied to the problem of predicting the wind speed in order to compare the performance with similar approaches [29] is discussed. As a second test for the proposed method, the neural predictor with data obtained for the microgrid in the UADY School of Engineering is implemented in order to evaluate the performance with time series of a different nature but related with the energy production and demand in smart grids.
Comparison of the PSO Algorithm for Wind Speed Forecasting.
In order to evaluate the performance of the PSO algorithm and compare with similar methods, a neural network predictor for wind speed is implemented, on the basis of the proposed training algorithm. The proposed algorithm requires the following methodology.
(1) Define the training set. Training is performed using minute data from the first 3 hours from January 1, 2011 and the testing is performed using the 3 hours subsequent to the data training. Experimental data is taken from [30].
(2) Determine the optimal dimension of the regression vector (1) for dataset of step (1).
(3) Select the neural structure to be used (4).
(4) Train the neural identifier.
(5) Validate the neural identifier using the testing data.
The neural network used is an RMLP trained with an PSO-EKF, whose structure is presented in Figure 1 ; the hidden layer has 5 units with logistic sigmoid activation functions (5), whose is fixed in 1 and the output layer is composed of just one neuron, with a linear activation function. The initial values for the covariance matrices ( , , ) are determined using the PSO algorithm, with 200 as the maximum number of iterations, 4 generations, 3 particles, and
The initial values for neural weights are randomly selected. The length of the regression vector is 5 because that is the order of the system, which is determined using the Cao methodology.
The training is performed offline, using a series-parallel configuration; for this case the delayed output is taken from the wind speed. The mean square error (MSE) reached in training is 1.735×10 −5 in 200 iterations and the mean absolute relative error reached is 0.6912%. Besides, to measure the performance of the neural network, the absolute relative error (ARE) is calculated from
wherê( ) is the predicted wind speed time series achieved by the network. Simulation results are presented as follows: Figure 2 displays the wind speed time series neural identification, Figure 3 includes the identification error (8), Figure 4 shows the time evolution of mean square error, and Figure 5 displays the absolute relative error obtained with (14) . Figure 6 depicts the comparison detail of the proposed PSO-EKF training algorithm against the classical EKF one and the well-known Levenberg-Marquardt one. Table 1 includes a comparison between the proposed PSO-EKF learning algorithm, the EKF one and the wellknown Levenberg-Marquardt (LM) one.
Results included in Table 1 show that the proposed methodology leads to an improvement of the results. Therefore for the second example only PSO-EKF results are presented. 
Forecasting Results for Smart Grid
Variables. Due to random variations in weather conditions, power generation from renewable sources is constantly changing. Combining the forecast of wind speed and output power is a good way to improve the performance in scheduling of wind power [3] . Reliability is one of the most important factors in smart grid operation, so constant monitoring and control is necessary to achieve this goal. An accurate forecast can improve the performance of intelligent controllers and management systems in the grid. This project is implemented in the Mechatronics Building of the UADY Faculty of Engineering using the data obtained from a 10 kW wind turbine as shown in Figure 7 . To characterize the energy consumption from the public grid a year of data has been collected. To characterize the wind and solar potential, irradiance and wind speed data are collected from the meteorological station installed in the FI-UADY. The statistical values obtained from a one-year analysis are applied to train the neural predictor. Figures 8, 10 , and 12 display the computation of the minimum embedding dimension for each one of the analyzed time series. We select 6 regressors to be included in the neural network input vector for the electrical load demand (ELD), 8 for wind energy generation (WEG), and 7 for the wind speed (WS). To train the HONN for each variable, we kept the following design parameters: 2 external inputs corresponding to hours and days, 25 units in the hidden layer, 1 neuron in the output layer, 300 iterations maximum, initial values for synaptic weights randomly selected in the range, and MSE required to end the training less than 1 × 10 −4 . The training is performed offline, using a parallel configuration; for this case the delayed output is taken from the neural network output. The initial values for the covariance matrices are for the electrical load demand (ELD) and for the wind speed (WS). The data for the ELD is collected every 5 minutes and averaged each 15 minutes, in the case of the WS wich is taken every minute and without average; therefore, each variable is plotted as a function of the sample. The data for the wind energy generation (WEG) is collected every 18 minutes.
For the ELD, 765 are used as samples to accomplish the network training. The data size to train the neural network for WS forecasting is 715 samples. In order to verify if the proposed scheme is adequate using less samples, 200 samples are employed for the WEG and good results are obtained Embedding dimension for wind speed using this reduced samples number, as exemplified by the simulation results. The results for the ELD, WS, and WEG time series forecasting are shown. As can be seen from Figures 9, 11, and 13, the forecasting is successfully done with a good prediction horizon.
Conclusions
This paper proposes the use of an RMLP trained with a PSO-EKF learning algorithm, to predict minutely wind speed with good results as shown in Table 1 . The proposed method has a compact structure but taking into account the dynamic nature of the system where behavior is required to be predicted. The proposed neural identifier proved in our experiments to be a model that captures very well the complexity associated with important variables in smart grids operation. Future work on implementing higher order neural networks aims for the design of optimal operation algorithms for smart grids composed of wind and photovoltaic generation systems interconnected to the utility grid. This management system can use the forecasting data to operate the global system, fulfilling the load demand, minimizing the power supplied by the utility grid, and maximizing the one supplied by renewable sources. Embedding dimension for wind energy generation 
