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1. Introduction
The distribution of the functors of the Stone–Cˇech compactiﬁcation β , the Hewitt realcompactiﬁcation ν , or the
Dieudonné completion μ with the operation Π of taking products is the widely studied question. It is satisfactory solved for
the Stone–Cˇech compactiﬁcation (Glicksberg’s theorem [10]: the product Π{Yα: α ∈ A} of inﬁnite spaces is pseudocompact
iff βΠ{Yα: α ∈ A} = Π{βYα: α ∈ A}) and is an open question for two other functors.
By FY˜ (Y ) denote the set of uniformities on Y , the completion of Y with respect to each it member is Y˜ , the Stone–
Cˇech compactiﬁcation, the Hewitt realcompactiﬁcation and the Dieudonné completion of Y are denoted by βY , νY and μY
respectively. One of the approaches for the solution of this question is the comparison on the product Π = Π{Yα: α ∈ A}
the set of uniformities FνΠ(Π) (FμΠ(Π)) and the set of uniformities FΠν(Π) (FΠμ(Π)) where Πν = Π{νYα: α ∈ A}
(Πμ = Π{μYα: α ∈ A}). Evidently νΠ = Πν (μΠ = Πμ) iff there exist U ∈ FνΠ(Π) (FμΠ(Π)) and V ∈ FΠν(Π)
(FΠμ(Π)) such that the completions Π˜U and Π˜V of Π with respect to U and V respectively are naturally homeomorphic.
The last property is a weaker condition than the equality of uniformities U and V .
This approach was started by Hoshina and Morita [13] who used the notion of a rectangular product introduced by
Pasynkov [16]. An open subset O = Π{Oα: α ∈ A} of Π = Π{Yα: α ∈ A} is a cozero-set rectangle if Oα is a cozero-set
in Yα , α ∈ A. The product Π is rectangular if one of the equivalent conditions holds (for ﬁnite products the proof is given
in [13, Lemma 1])
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K.L. Kozlov / Topology and its Applications 157 (2010) 698–707 699• every ﬁnite normal open cover of Π is reﬁned by a σ -locally ﬁnite cover consisting of cozero-set rectangles;
• every locally ﬁnite cozero-set cover of Π is reﬁned by a σ -locally ﬁnite cover consisting of cozero-set rectangles;
• every cozero-set of Π is a σ -locally ﬁnite union of cozero-set rectangles.
By Uμ(Y ) the ﬁne uniformity [14] on Y is denoted. Since any σ -locally ﬁnite cover of Y consisting of cozero-sets is
normal (see, for example, [7, Exercise 5.4.H.(c)]) it is an element of Uμ(Y ). The equivalence of the ﬁrst and the third
conditions in the next theorem is proved in [17], [18, Theorem 25] for countable and in [13, Theorem 4] for ﬁnite products.
Theorem μ. The following conditions for countable products are equivalent
(1) a product space Π of Tychonoff spaces is rectangular;
(2) Uμ(Π) = Uμ(Πμ)|Π and Πμ is rectangular;
(3) μΠ = Πμ and Πμ is rectangular.
The investigation of the Hewitt realcompactiﬁcation of products allowed Chigogidze to introduce the notion of strong
rectangularity. The product Π is strongly rectangular if one of the equivalent conditions holds
• every countable normal open cover of Π is reﬁned by a countable cover consisting of cozero-set rectangles;
• every cozero-set of Π is a countable union of cozero-set rectangles.
The last property is an original deﬁnition of strong rectangularity [5, Deﬁnition 1.2].
By Uν(Y ) denote the uniformity on Y which consists of normal covers in which countable normal covers can be reﬁned
(see, for example, [7, Exercise 8.1.I.(a)]). Any countable cover of Y consisting of cozero-sets is an element of Uν(Y ) and the
completion of Y with respect to Uν(Y ) is νY (see, for example, [7, Exercise 8.3.F]). The equivalence of the ﬁrst and the
third conditions in the next theorem is proved in [17], [18, Theorem 8] and in [5, Theorem 1.8] the suﬃciency of the strong
rectangularity for the fulﬁllment of the equality νΠ = Πν is proved.
Theorem ν . The following conditions are equivalent
(1) a product space Π of Tychonoff spaces is strongly rectangular;
(2) Uν(Π) = Uν(Πν)|Π and Πν is strongly rectangular;
(3) νΠ = Πν and Πν is strongly rectangular.
Now we shall give the reformulation of the Glicksberg’s theorem. Frolík [9] distinguished the rectangle condition (the
concept is introduced in [21, Ch. 8, 8.14]) for mappings on products. A mapping f ∈ C∗(Π) satisﬁes the rectangle condition
if for any  > 0 there is a ﬁnite cover w of Π by cozero-set rectangles such that oscW f <  for any W ∈ w . The product is
said to satisfy rectangle condition if one of the equivalent conditions holds
• every ﬁnite normal open cover of Π is reﬁned by a ﬁnite cover consisting of cozero-set rectangles;
• every mapping f ∈ C∗(Π) satisﬁes the rectangle condition.
By Uβ(Y ) the maximal totally bounded uniformity on Y is denoted. The totally bounded uniformity the completion
with respect to which is Πβ = Π{βYα: α ∈ A} is the product ΠUβ = Π{Uβ(Yα): α ∈ A} of the maximal totally bounded
uniformities Uβ(Yα) on Yα , α ∈ A. The equivalence of the ﬁrst and third conditions in the next theorem is proved in
[9, Theorem 2.1] for ﬁnite products.
Theorem β . The following conditions are equivalent
(1) a product space Π of Tychonoff spaces satisﬁes the rectangle condition;
(2) Uβ(Π) = ΠUβ and Πβ satisﬁes the rectangle condition;
(3) βΠ = Πβ and Πβ satisﬁes the rectangle condition.
Since the product of compact spaces satisﬁes the rectangle condition, in conditions (2) and (3) of Theorem β the last
demand can be omitted.
These results show that different rectangular conditions on the products give an opportunity to investigate their com-
pletions. Below we apply the method discussed above to the investigation of completions of the subsets of products.
All spaces are assumed to be Tychonoff, mappings continuous. The uniform structures on spaces are introduced by the
families of covers [14] and are compatible with their topology. For a uniformity U on Y by Us the uniformity which base is
the family of all ﬁnite covers from U (see, for example, [7, Problem 8.5.7]) is denoted. For a uniform space (X, U) by X˜ or
X˜U the completion of X with respect to the uniformity U is denoted, U˜ is the extended uniformity on X˜ . The completions
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identity mapping. For X ⊂ Y the restriction on X of the uniformity U on Y is denoted by U |X .
Nbd is an abbreviation of the word neighborhood, cl X and oscX f is the designation of the closure of X and oscillation
of function f on the set X respectively. C(Y ) (C∗(Y )) — the set of continuous (bounded) real valued functions.
For covers u = {Uα: α ∈ A} and v the notation u  v means that u is the reﬁnement of v . We set u ∧ M = {Uα ∩ M:
α ∈ A} for the subset M , clu = {clUα: α ∈ A} and ⋃u =⋃{Uα: α ∈ A}.
If G is a topological group then G¯ is its Weil completion and Gˆ its completion in two-sided uniformity [2].
The necessary information about lattices can be found in [1]. All other notations and terminology are from [7].
2. Restrictions of uniformities on (bounded) subsets
Deﬁnition 2.1. For X ⊂ Y the uniformities U and V on Y are (weakly) equal relatively X if ( X˜U |X = X˜V |X ) U |X = V|X .
Remark 2.2.
(a) The relation of (weak) equality relatively subset is the equivalence relation on uniformities.
(b) Relative equality of uniformities implies their weak relative equality.
(c) For any uniformity U on Y one has clY˜U X = X˜U |X (see, for example, [2, Ch. 2, §3]) and, hence, clY X ⊂ X˜U |X .
Corollary 2.3. The uniformities U and V on Y are weakly equal relatively X iff clY˜U X = clY˜V X.
Proposition 2.4. If the uniformities U and V on Y are (weakly) equal relatively X then they are (weakly) equal relatively any subset
Z of clY X.
Proof. At ﬁrst, let us show that U and V are (weakly) equal relatively clY X . Since clY˜U (clY X) = clY˜U X by Remark 2.2(c),
it follows that c˜lY X
U |clY X = clY˜U (clY X) = clY˜U X = X˜U |X . Hence, if U and V are weakly equal relatively X then they are
weakly equal relatively clY X .
If U and V are equal relatively X then U˜ |X = V˜|X and their restrictions on clY X ⊂ X˜U |X = clY˜ (clY X) are equal.
For Z ⊂ clY X ⊂ Y and uniformity U on Y the completion Z˜U |Z is a closed subset of c˜lY X
U |clY X . If X˜U |X = X˜V |X then
c˜lY X
U |clY X = c˜lY X
V |clY X and, hence, Z˜U |Z = Z˜V |Z . The case of equal relativity is evident. 
Proposition 2.5. If for the uniformities U and V on Y either U |X or V|X is a totally bounded uniformity on X ⊂ Y then their weak
equality is equivalent to their equality relatively X.
Proof. If U |X is a totally bounded uniformity on X then X˜U |X is compact. Since U and V are weakly equal relatively X and
there exists a bijection between totally bounded uniformities of a space and its compactiﬁcations it follows that U |X = V|X .
Hence, U and V are equal relatively X . The converse implication is evident due to Remark 2.2(b). 
From Propositions 2.4 and 2.5 it follows.
Corollary 2.6. Let U and V be the uniformities on Y one of which restrictions on X ⊂ Y is totally bounded. They are weakly equal
relatively X iff U |clY X = V|clY X . In particular, if X is a dense subset of Y then U and V are weakly equal relatively X iff U = V .
Remark 2.7. The elements of FνY (Y ) (FμY (Y )) are weakly equal relatively any subset X of Y and FβY (Y ) = {Uβ(Y )}.
Denote by F(Y ) the complete upper semilattice of all uniformities on Y (equal uniformities are identiﬁed) and for X ⊂ Y
by F(Y )|X the semilattice of restrictions of uniformities from F(Y ) on X (relatively equal uniformities are identiﬁed). For
U ∈ F(Y ) by [U ]X the element of F(Y )|X which contains U |X is denoted. Evidently F(Y )|X ⊂ F(X).
Proposition 2.8. For X ⊂ Y the complete upper semilattice F(Y )|X is a complete lattice (which is equivalent to the existence of the
smallest element in F(Y )|X ) iff clY X is locally compact.
Proof. The necessity. Let [U ]X be the smallest element of F(Y )|X . Evidently there is a totally bounded uniformity U ∈ F(Y )
such that U |X ∈ [U ]X . If |clY˜U X \ clY X | 2 then there are different points x and y in (clY˜U X \ clY X) ⊂ Y˜U . Since x and y
are in the growth of compactiﬁcation Y˜U of Y , there are a compactiﬁcation bY , which is obtained from Y˜U by identifying
points x and y; the unique uniformity V ∈ F(Y ) on Y such that bY = YV ; and the natural mapping f : Y˜U → bY (not a
homeomorphism) which sends compact set clY˜U X onto clY˜V X . Thus [V]X < [U ]X . Hence, |clY˜U X \ clY X | 1 which means
that clY X is locally compact.
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clY X | = 1. In fact the set clβY X \ clY X is a closed subset of the growth βY \ Y . Therefore the compactiﬁcation bY can
be obtained from βY by identifying the set clβY X \ clY X to a point. Let U ∈ F(Y ) be the uniformity the completion
with respect to which is bY . Then X˜ [U ]X = α clY X — the Alexandroff compactiﬁcation of clY X , and for any uniformity
[V]X ∈ F(Y )|X there is a natural continuous mapping of a compactiﬁcation X˜ [V]X on X˜ [U ]X . Hence, [V]X > [U ]X . If clY X is
compact then |F(Y )|X | = 1. 
A subset X of Y is called bounded [20] if any function f ∈ C(Y ) is bounded on X . The following characterizations of
bounded subsets can be deduced from [20].
Remark 2.9. The following conditions for X ⊂ Y are equivalent
(a) X is a bounded subset;
(b) any inﬁnite family of open sets in Y meeting X has a cluster point;
(c) any [U ]X ∈ F(Y )|X is totally bounded;
(d) X˜UX is compact for any [U ]X ∈ F(Y )|X .
Proposition 2.10. If X is a bounded subset of Y then any uniformity U on Y is equal to the uniformity Us relatively X. If the maximal
element of F(Y )|X is totally bounded then X is a bounded subset of Y .
Proof. From [7, Problem 8.5.7.(a)] one has Y˜U ⊂ sY where sY is the Samuel compactiﬁcation of Y with respect to U , and
sY = Y˜Us [7, Problem 8.5.7.(b)]. Since the closure of X in Y˜U is compact by Remark 2.9(d), it is the closure of X in sY . From
Corollary 2.3 and Proposition 2.5 the equality of U and Us relatively X follows.
Any function f ∈ C(Y ) is uniformly continuous with respect to the ﬁne uniformity Uμ(Y ). The maximal element of
F(Y )|X is [Uμ(Y )]X . Therefore, by Remark 2.9(c), f |X is continuous with respect to the totally bounded uniformity [Uμ(Y )]X
and, hence, f is bounded on X . 
For every inﬁnite cardinal m denote by Mm the family of metrizable spaces of weight  m, M0 — the family of
metrizable compacta. Uniformities on spaces from Mm , m= 0,ℵ0, . . . , are assumed to be ﬁne. For a space Y let Um(Y ) be
the initial uniformity on Y with respect to the mappings f : Y → M where M ∈ Mm [2, Ch. II, §2, Proposition 4], by υmY
denote the completion of Y with respect to Um(Y ), m= 0,ℵ0, . . . .
Remark 2.11. The uniformity Um for a space Y of density  k is
• equal to Uβ(Y ) if m= 0 [7, Theorem 3.6.1, Corollary 3.6.3, Example 8.3.18];
• equal to the uniformity Uν(Y ) if m= ℵ0 [7, Exercise 8.3.F];
• equal to the uniformity which consists of all normal covers in which σ -locally ﬁnite cozero-set (normal) covers of
cardinality l may be reﬁned if m= l (take into consideration [7, Theorem 4.1.15, Exercise 5.1.J.(a), Exercise 5.4.H.(c)]);
• equal to the ﬁne uniformity Uμ(Y ) if m k (the density of any image of Y is  k).
Put Fs(Y ) = {Us: U ∈ F(Y )}.
Corollary 2.12. For a bounded subset X of Y one has F(Y )|X = Fs(Y )X . In particular, [Uβ(Y )]X = [Uν(Y )]X = [Uμ(Y )]X =
[Um(Y )]X , m= 0,ℵ0, . . . .
In [20, Corollary 2.30] it is shown that if X is a bounded subset of a topological group G then [Uμ(G)]X = [UL(G)]X =
[UR(G)]X = [UL∨R(G)]X , where UL(G), UR(G) and UL∨R(G) is a left, right and two-sided uniformity on G respectively.
For a topological group G by βGG its maximal G-compactiﬁcation is denoted, βGG is the Samuel compactiﬁcation of G with
respect to UL(G), see, for example, [4, Theorems 2, 3].
Corollary 2.13. If X is a bounded subset of a topological group G then clGˆ X = clG¯ X = clμG X = clνG X = clβG X = clβGG X.
Proposition 2.14. For X ⊂ Y |F(Y )|X | = 1 iff X is a bounded subset of Y and |clβY X \ clY X | 1.
Proof. If |F(Y )|X | = 1 then the maximal uniformity in F(Y )|X is totally bounded and X is bounded by Proposition 2.10.
The inequality |clβY X \ clY X | 1 may be proved in a way analogous to the proof of necessity in Proposition 2.8.
If X is a bounded subset of Y then by Proposition 2.10 only totally bounded uniformities on Y may be examined.
If |clβY X \ clY X |  1 then X˜ [Uβ (Y )]X is either coincide with clY X or a one-point compactiﬁcation of clY X . In both cases
[Uβ(Y )]X is the smallest totally bounded uniformity on X . The rest follows from Corollary 2.12. 
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of points in βN with a limit point a. Then |clβN X \ N| = 1, but [Uβ(N)]X = [Uμ(N)]X .
Remark 2.16. The study of uniformities Um , m= 0,ℵ0, . . . , were proposed by prof. B.A. Pasynkov when the author made a
talk on the research seminar on general topology named after P.S. Alexandroff. In the original variant only completions with
respect to functors of the Stone–Cˇech compactiﬁcation, the Hewitt realcompactiﬁcation and the Dieudonné completion were
examined. The same (original) technique is used in their study.
3. Uniformities on products
From Deﬁnition 2.1, Remark 2.2(a), Corollary 2.3 and Proposition 2.4 one has
Proposition 3.1. For a subset X of Π = Π{Yα: α ∈ A} the following conditions are equivalent for m= 0,ℵ0, . . .:
(1) there are weakly equal relatively X uniformities in the families FυmΠ(Π) and FΠυm(Π), where Πυm = Π{υmYα: α ∈ A};
(2) any uniformities from the families FυmΠ(Π) and FΠυm (Π) are weakly equal relatively X ;
(3) clυmΠ X = clΠυm X.
If X is dense in Π then conditions (1)–(3) are equivalent to
(4) υmΠ = Πυm .
Remark 3.2. If m = 0 then Fυ0Π(Π) = {Uβ(Π)} and FΠυ0 (Π) = {ΠUβ} (Remark 2.7). Therefore, by Proposition 2.5 the
conditions (1)–(3) of Proposition 3.1 are equivalent to
(5) Uβ(Π) and ΠUβ are equal relatively X ,
and if X is dense in Π then from Proposition 2.4 and the Glicksberg’s theorem it follows that conditions (1)–(5) are
equivalent to
(6) Uβ(Π) = ΠUβ ;
(7) βΠ = Πβ;
(8) Π is pseudocompact.
Deﬁnition 3.3. The subset X of the product Π is m-relative rectangular if for any u ∈ Um(Π) there exists a σ -locally ﬁnite
cover v ∈ Um(Πυm) of cardinality  m, consisting of cozero-set rectangles, such that v ∧ X  u ∧ X , m = 0,ℵ0, . . . (by
cardinality  0 we mean “ﬁnite”).
Remark 3.4. Since Um(Πυm)|Π ⊂ Um(Π), if the subset X of the product Π is m-relative rectangular then the uniformities
Um(Π) and Um(Πυm)|Π are equal relatively X , m= 0,ℵ0, . . . . For m= 0 the converse is true.
Question 3.5. Is X m-relative rectangular in Π if the uniformities Um(Π) and Um(Πυm)|Π are equal relatively X , m =
ℵ0, . . .? An example is expected.
Remark 3.6. If X = Π then the deﬁnition of m-relative rectangularity coincides with the notion of rectangular condition in
case m= 0 (since any ﬁnite cover, consisting of cozero-set rectangles, is an element of ΠUβ ), strong rectangularity in case
m= ℵ0 (since any countable cover, consisting of cozero-set rectangles, is an element of Uν(Πν)|Π , the proof is given below)
and rectangularity in the case of countable products when there is no restriction on the cardinality of covers (since for any
σ -locally ﬁnite cover u of Π , consisting of cozero-set rectangles, there is a σ -locally ﬁnite cover u′ of Πμ, consisting of
cozero-set rectangles, such that u′ ∧ Π  u [17, Lemma 18], [13, Lemma 7]).
Proof of the fact from Remark 3.6. For an open subset O of X ⊂ Y put O ∗ = Y \ clY (X \ O ). For a system u of open
subsets of X ⊂ Y put u∗ = {Y \ clY (X \ O ): O ∈ u}. For a uniform space (X, U) if u ∈ U and Y = X˜U then u∗ ∈ U˜ , see for
example [13]. If an open rectangle O = Π{Oα: α ∈ A} ⊂ Π{Xα: α ∈ A} ⊂ Π{Yα: α ∈ A} then O ∗ = Π{O ∗α: α ∈ A}.
Let u be a countable cover of Π , consisting of cozero-set rectangles. Assume that Πν \⋃u∗ = ∅. Any element of u∗ is
a cozero-set, see for example [13]. So the set
⋃
u∗ is a cozero set and therefore Fσ set. Thus Πν \⋃u∗ is a nonempty
Gδ set in Πν . But Π is Gδ dense in Πν since the factor Xα is Gδ dense in νXα , α ∈ A. Hence, Π ∩ (Πν \⋃u∗) = ∅. The
contradiction with the fact that u is a cover of Π is obtained. 
Proposition 3.7. If X ⊂ Π is m-relative rectangular then any Z ⊂ clΠ X is m-relative rectangular, m= 0,ℵ0, . . . .
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m, consisting of cozero-set rectangles, such that v ∧ X  u′ ∧ X . For any V ∈ v when V ∩ X = ∅ there is O ∈ u′ such that
V ∩ X ⊂ O ∩ X . Then V ∩ clΠ X ⊂ clΠ(V ∩ X) ⊂ clΠ(O ∩ X) ⊂ clΠ(clΠ O ∩ X) ⊂ clΠ O ∩ clΠ X . Since clΠ u′  u there is U ∈ u
such that clΠ O ⊂ U . Hence clΠ O ∩ clΠ X ⊂ U ∩ clΠ X , and from this it follows that v ∧ clΠ X  u∧ clΠ X . The monotonicity
of the property of m-relative rectangularity is evident. 
From Proposition 3.7 and Remark 3.6 one has
Corollary 3.8. The dense subset X of Π is m-relative rectangular iff the product Π is m-relative rectangular in itself (deﬁnition: Π is
m-rectangular), m= 0,ℵ0, . . . .
Theorem 3.9. If the subset X ism-relative rectangular inΠ then clυmΠ X = clΠυm X and clΠυm X ism-relative rectangular inΠυm ,
m= 0,ℵ0, . . . . In case when m= 0 the converse implication holds.
If X is a dense subset of Π then the following conditions are equivalent
(1) X is m-relative rectangular in Π ,
(2) Π is m-rectangular,
(3) υmΠ = Πυm and Πυm is m-rectangular,
m= 0,ℵ0, . . . .
Proof. By Remark 3.4 from m-relative rectangularity of X in Π it follows that Um(Π) and Um(Πυm)|Π are equal relatively
X and, by Corollary 2.3, clυmΠ X = clΠυm X . For any u ∈ Um(Πυm) the cover u∧Π ∈ Um(Π). Therefore there is a σ -locally
ﬁnite cover v ∈ Um(Πυm) of cardinality  m, consisting of cozero-set rectangles, such that v ∧ X  (u ∧ Π) ∧ X = u ∧ X .
Therefore X is m-relative rectangular in Πυm . It remains to apply Proposition 3.7.
By Proposition 3.1 and Remark 3.2 the condition clβΠ X = clΠβ X is equivalent to the condition that Uβ(Π) and ΠUβ
are equal relatively X . The rest follows from Remark 3.4.
By Corollary 3.8 the conditions (1) and (2) are equivalent and by the previous proof condition (3) follows from
them. Since υmΠ = Πυm any cover u ∈ Um(Π) is a cover from Um(υmΠ)|Π (see, for example, [13]) and, hence, from
Um(Πυm)|Π . Now the implication (3) ⇒ (2) follows from m-rectangularity of Πυm . 
Remark 3.10. Theorem 3.9 is the generalization of Theorem ν ([5, Theorem 1.8] and [18, Theorem 8]) in case of the Hewitt
realcompactiﬁcations, of Theorem μ ([13, Theorem 4] and [18, Theorem 25]) in case of the Dieudonné completions and of
Theorem β [10, Glicksberg’s theorem].
4. Bounded rectangular subsets of products
The relative analogue of the Glicksberg’s criterion [21, Ch. 8, Proposition 8.26] for the pseudocompactness of a product
in terms of countable partial products is the following.
Proposition 4.1. The subset X = Π{Xα,α ∈ A} is bounded in Π = Π{Yα,α ∈ A} iff for any countable subset Ac ⊂ A the subset
Π{Xα: α ∈ Ac} is bounded in Π{Yα: α ∈ Ac}.
Proof. If X is bounded in Π then every partial product Π{Yα: α ∈ B ⊂ A} is a continuous image of Y and the image
Π{Xα: α ∈ B ⊂ A} of a bounded set X is bounded.
The proof of suﬃciency. Let {O i: i ∈ N} be the sequence of open sets in Y each element of which meets X . We can
assume that the members of the sequence are rectangular open sets. Therefore, each set restricts only ﬁnitely many factor
spaces. Let B ⊂ A be the countable set corresponding to the factor spaces restricted by one or more of open sets. Then the
projection of Y onto Π{Yα: α ∈ B} sends the open sets O i , i ∈ N, to open sets in the countable partial product each of
which meets Π{Xα: α ∈ B}. Thus the images of O i , i ∈ N, has a cluster point in Π{Yα: α ∈ B}. The arbitrary choice of
coordinates in the remaining factors yields a cluster point of the original sequence in Π . 
The proof of the following lemma is similar to the proof in [9, Theorem 2.1].
Lemma 4.2. Let X = X1 × X2 be the subproduct of Y = Y1 × Y2 and the set X j is inﬁnite, j = 1,2. If clβY X = clβY1 X1 × clβY2 X2
then X is bounded in Y .
Proof. Suppose that X is not bounded. At ﬁrst, let us show that there exists a locally ﬁnite sequence {Un × Vn: n ∈ N} of
open subsets of Y each element of which meets X and the elements of sequences {Un: n ∈ N} and {Vn: n ∈ N} are pairwise
disjoint.
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elements of which are pairwise disjoint and each element meets X1. In Y2 we may choose since X2 is inﬁnite a sequence
{Vn: n ∈ N}, elements of which are pairwise disjoint and each element meets X2. The sequence {Un × Vn: n ∈ N} has the
required properties.
Now let both subsets X j , j = 1,2, be bounded but assume that X is not bounded. Then there exists a locally ﬁnite
sequence {U ′n × V ′n: n ∈ N}, elements of which are pairwise disjoint and each element meets X .
Let {U ′n × V ′n: n ∈ N′} be a subsequence of the given sequence. Then for any x ∈ X1 there exists its nbd U such that|{n ∈ N′: U ∩ U ′n = ∅}| = ℵ0. For the proof of this fact suppose the contrary. Then for any cluster point y of {V ′n: n ∈ N′}
the point (x, y) is a cluster point of {U ′n × V ′n: n ∈ N′}. Contradiction with the local ﬁniteness of subsequence completes the
proof of this fact.
By induction, using the above fact, we can choose a sequence n1,n2, . . . in N and open sets Uni ⊂ U ′ni such that Uni ∩
X1 = ∅ and the elements of the sequence {Uni : i ∈ N} are pairwise disjoint. Applied the same argument to the sequence{Uni × V ′ni : i ∈ N} we obtain the sequence {Unik × Vnik : k ∈ N} with the desired properties.
Let {Wn = Un × Vn: n ∈ N} be a locally ﬁnite sequence of open subsets of Y each element of which meets X and
the elements of sequences {Un: n ∈ N} and {Vn: n ∈ N} are pairwise disjoint. Choose points zn ∈ Wn ∩ X and continuous
functions fn : Y → [0,1] such that fn(zn) = 1 and Y \ Wn ⊂ f −1n (0), n ∈ N. Put f =
∑{ fn: n ∈ N} — a bounded continuous
function on Y and if A = A1 × A2 ⊂ Y contains two points zn and zk with n = k then oscA f  1. Hence, the uniformities
Uβ(Y ) and Uβ(Y1) × Uβ(Y2) are not equal relatively X . The obtained contradiction with the equality X˜Uβ (Y )|X = clβY X =
clβY1 X1 × clβY2 X2 = X˜Uβ (Y1)|X1 × X˜Uβ (Y2)|X2 ﬁnishes the proof. 
Question 4.3. Does the converse implication in Lemma 4.2 hold?
Let X = X1 × X2 be the subproduct of Y = Y1 × Y2. If j = 1 or 2 denote jˆ = 2 and 1 respectively. For f ∈
C(Y ) the mapping λ j : X j → C(X jˆ ) is the exponential mapping, correspondent to the function f |X (see, for example,
[7, Ch. 2, §2.6]).
Taking into consideration that the projection in the product is z-closed iff the exponential mapping for any bounded
continuous function on the product is continuous (see, for example, [21, Theorem 8.6]); any continuous mapping is uni-
formly continuous with respect to the maximal uniformity; and the Glicksberg’s theorem [10] the following theorem may
be regarded as the relative analogue of Tamano’s theorem which characterizes the pseudocompactness of products (see, for
example, [21, Theorem 8.8]).
Theorem 4.4. Let X = X1× X2 be the subproduct of Y = Y1×Y2 and the set X j is inﬁnite, j = 1,2. Then clβY X = clβY1 X1×clβY2 X2
iff X j is a bounded subset of Y j , j = 1,2, and for any f ∈ C(Y ) one of the exponential mappings λ j : X j → C∗(X jˆ ), j = 1,2, is
uniformly continuous with respect to the uniformity [Uμ(Y j)]X j and the uniformity of uniform convergence on C∗(X jˆ ) (it is correctly
deﬁned since X j is a bounded subset of Y j , j = 1,2).
Proof. The necessity. By Lemma 4.2 the subset X is bounded in Y . Each subset X j is bounded in Y j , j = 1,2, as a continuous
image of X . Since clβY X = clβY1 X1 × clβY2 X2, for any f ∈ C∗(Y ) the extension of each exponential mapping λ˜′j : clβY j X j →
C∗(clβY jˆ X jˆ ), j = 1,2, deﬁned by the restriction on clβY X of the extension on βY of f is continuous (see, for example, [21])
and, hence, is uniformly continuous on compacta clβY j X j . Therefore, each exponential mapping λ j : X j → C∗(X jˆ ), j = 1,2,
is uniformly continuous with respect to uniformity [Uμ(Y j)]X j by Corollary 2.12.
The suﬃciency. Let for any f ∈ C(Y ) the exponential mapping λ1 : X1 → C∗(X2) be uniformly continuous. Then for
any  > 0 there is a ﬁnite cover u ∈ [Uβ(Y1)]X1 , such that ρ(λ1(x1), λ2(x2)) < /2 for any x1, x2 ∈ U ∈ u. For any U ∈ u
take arbitrary point xU ∈ U and fU = λ1(xU ) ∈ C∗(X2). By Corollary 2.12 there is v(U ) ∈ [Uβ(Y2)]X2 , U ∈ u, such that
oscU×V f < /2, where V ∈ v(U ), U ∈ u. Hence the uniformities Uβ(Y ) and Uβ(Y1) × Uβ(Y2) equal relatively X (see, for
example, [7, Example 8.3.18]). The rest follows from Remark 3.2. 
From Corollary 2.12 one has
Corollary 4.5. Let X = X1 × X2 be a bounded subset of Y = Y1 × Y2 and for any f ∈ C(Y ) there exists j = 1 or 2 such that the
exponential mapping λ j is uniformly continuous with respect to the uniformity [Uμ(Y j)]X j . Then clY˜ X = clY˜1 X1 × clY˜2 X2 where
the completions are taken with respect to any uniformity which restriction is from [Uβ(Y )]X , [Uβ(Y j)]X j , j = 1,2, respectively. In
particular, clμY X = clνY X = clβY X = clZ1 X1 × clZ2 X2 , where Z j is either μY j or νY j or βY j , j = 1,2.
Lemma 4.5 from [12] states that if A and B are bounded subsets of a group G and space Y respectively and f ∈ C∗(G×Y )
then the function on A × clβY B deﬁned as F (y) = sup{ f ∗(x, y): x ∈ A} (= inf{ f ∗(x, y): x ∈ A}) is continuous on clνY B ,
where f ∗ is a continuous extension of f onto A × clβY B which exists by [12, Lemma 4.4].
By [21, Theorem 8.6] the continuity of the function F (y) = sup{ f ∗(x, y): x ∈ A} (= inf{ f ∗(x, y): x ∈ A}) is equivalent to
the continuity of the exponential mapping λ1 : clνY B → C∗(A) correspondent to f ∗ . From Corollary 4.5, the fact that any
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of Theorem 4.7 from [12] follows.
Corollary 4.6. Let A and B be bounded subsets of a group G and space Y respectively. Then
cl
(˜G×Y )(A × B) = clG˜ A × clY˜ B,
where the completions are taken with respect to any uniformity which restriction is from [Uβ(G × Y )]A×B , [Uβ(G)]A and [Uβ(Y )]B
respectively.
The following lemma is similar to [21, Theorem 8.24].
Lemma 4.7. If X = Π{Xα: α ∈ A} is a bounded subset of Π = Π{Yα: α ∈ A} then for any function f ∈ C∗(Π) and any  > 0 there
exists a ﬁnite subset A f ⊂ A such that for any x = {xα}, y = {yα} ∈ X where xα = yα when α ∈ A f , one has | f (x) − f (y)| <  .
Proof. Let us assume that for f ∈ C∗(Π) and  > 0 there is no ﬁnite subset A f ⊂ A satisfying the condition of lemma. Then
for any ﬁnite A′ ⊂ A there are points x = {xα}, y = {yα} ∈ X such that xα = yα when α ∈ A′ and | f (x) − f (y)| >  . Let U =
Π{Uα: α ∈ A} and V = Π{Vα: α ∈ A} be their nbds in Π such that oscU f < /4, oscV f < /4. Put A′′ = {α ∈ A: Uα = Yα
or Vα = Yα} \ A′ — a ﬁnite subset of A. Choose any points x′ = {x′α}, y′ = {y′α} ∈ X such that x′ ∈ U ∩ X , y′ ∈ V ∩ X and
x′α = y′α when α ∈ A \ A′′ . Evidently | f (x′) − f (y′)| > /2.
Using this procedure the pairwise disjoint ﬁnite sets Ai ∈ A, and points xi = {xiα}, yi = {yiα} ∈ X , i ∈ N, may be chosen
such that xiα = yiα when α ∈ A \ Ai and | f (xi) − f (yi)| > /2, i ∈ N. By continuity the nbds Ui = Π{U iα: α ∈ A} and
Vi = Π{V iα: α ∈ A} of points xi and yi respectively may be found such that U iα = V iα for α /∈ Ai and | f (x) − f (y)| > /4
when x ∈ Ui , y ∈ Vi , i ∈ N.
Since X is bounded in Π and Ui ∩ X = ∅, Vi ∩ X = ∅, i ∈ N, let z be a cluster point of the family {Ui: i ∈ N}. If
W = Π{Wα: α ∈ A} is an arbitrary basic nbd of z in Y then the set A(z) = {α ∈ A: Wα = Yα} is ﬁnite and for some k ∈ N
A(z) ∩ (⋃{Ai: i ∈ N}) ⊂⋃{Ai: i = 1, . . . ,k}. Hence, W ∩ Ui = ∅ iff W ∩ Vi = ∅ for i > k. From this it follows that z is a
cluster point of the family {Vi: i ∈ N}. Therefore, oscW f > /4 for any nbd W of z which contradicts with the continuity
of f . 
Theorem 4.8. Let X = Π{Xα: α ∈ A} be a bounded subset of Π = Π{Yα: α ∈ A}. Then clβΠ X = Π{clβYα Xα: α ∈ A} iff
clβΠ{Yα : α∈A f } Π{Xα: α ∈ A f } = Π{clβYα Xα: α ∈ A f } for any ﬁnite subset A f ⊂ A.
Proof. Only suﬃciency is not trivial. For this (see, for example, [7, Example 8.3.18]) it is enough to show that the restriction
of any function f ∈ C∗(Π) onto X is uniformly continuous with respect to the uniformity ΠUβ |X .
By Lemma 4.7 for any f ∈ C∗(Π) and any  > 0 there is a ﬁnite subset A f ⊂ A such that for any x = {xα}, y = {yα} ∈ X
where xα = yα when α ∈ A f , one has | f (x) − f (y)| < /3. Denote by prA f — the projection of Π on Π{Yα: α ∈ A f }.
By Remark 3.2 the condition that clβΠ{Yα : α∈A f } Π{Xα: α ∈ A f } = Π{clβYα Xα: α ∈ A f } is equivalent to the condition
that the uniformities Uβ(Π{Yα: α ∈ A f }) and Π{Uβ(Yα): α ∈ A f } are equal relatively Π{Xα: α ∈ A f }. Take the sub-
set Π f = Π{Yα: α ∈ A f } × Π{{yα}: α ∈ A \ A f } of Π where {yα} is an arbitrary point of Xα , α ∈ A \ A f , which is
naturally homeomorphic to the product Π{Yα: α ∈ A f }. For the restriction f ′ = f |Π f there is u ∈ Π{Uβ(Yα): α ∈ A f }
such that oscU∩Π{Xα : α∈A f } f ′ < /3 for any U ∈ u. Evidently π−1u ∈ ΠUβ and it easy to see that oscU∩X f <  for any
U ∈ π−1u. Since  is an arbitrary number the restriction of f onto X is uniformly continuous with respect to the unifor-
mity ΠUβ |X . 
From Proposition 4.1, Lemma 4.2 and Theorem 4.8 one has
Corollary 4.9. Let X = Π{Xα: α ∈ A} be a subset of Π = Π{Yα: α ∈ A} and subsets Xα are inﬁnite, α ∈ A. Then clβΠ X =
Π{clβYα Xα: α ∈ A} iff clβΠ{Yα : α∈Ac} Π{Xα: α ∈ Ac} = Π{clβYα Xα: α ∈ Ac} for any countable subset Ac ⊂ A.
By induction, using Theorem 4.4, it is possible to prove that the relative distribution law
clβΠ{Gi : i=1,...,k} Π{Ai: i = 1, . . . ,k} = Π{clβGi Ai: i = 1, . . . ,k}
holds for the ﬁnite products of bounded subsets of topological groups. From Theorem 4.8, Corollary 2.13 and [20, Theo-
rem 2.2] the generalization of Theorem 4.9 from [12] follows.
Corollary 4.10. Let Xα be a bounded subset of topological group Gα , α ∈ A. Then clΠ˜ Π{Xα: α ∈ A} = Π{clG˜α Xα: α ∈ A}, where the
completions of Π = Π{Gα: α ∈ A} and Gα are taken with respect to any uniformity which restriction is from [Uβ(Π)]X=Π{Xα : α∈A}
and [Uβ(Gα)]Xα respectively, α ∈ A. In particular, clβGΠ X = clΠˆ X = clΠ¯ X = clμΠ X = clνΠ X = clβΠ X = Π{clZα Xα: α ∈ A},
where Zα is either μGα , or νGα , or βGα , or Gˆα , or G¯α , or βGGα , α ∈ A.
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A mapping f : X → R is b f -continuous if its restriction to each bounded subset of X has a continuous extension on X .
Recall that a space X is called a b f -space if every real-valued b f -continuous mapping is continuous see, for example, [11].
(Locally) pseudocompact spaces (in particular, locally compact spaces), ﬁrst countable spaces (so metrizable spaces), kr-
spaces (spaces where a real-valued mapping is continuous wherenever its restriction to every compact subset is continuous),
k-spaces are b f -spaces.
Theorem 5.1. Let G be a locally pseudocompact group and H its closed bounded subgroup. Then the product G/H × X is rectangular
for any b f -space X.
Proof. From [19, Theorem 4.8] it follows that μ(G/H × X) = μ(G/H) × μX = μG/ clμG H × μX . Since μG = G¯ [6, Theo-
rem 3.3] is a locally compact paracompact group and the quotient mapping q : μG → μG/clμG H is open and perfect (the
subgroup clμG H is compact) it follows that μG/ clμG H is a locally compact paracompact space. From [13, Theorem 3] it
follows that the product μG/ clμG H × μX is rectangular. Now by [13, Theorem 4] the product G/H × X is rectangular. 
Corollary 5.2. For a topological group G the following conditions are equivalent
(a) G is a locally pseudocompact group;
(b) G × X is rectangular for any b f -space X.
Proof. Implication (a) ⇒ (b) follows from Theorem 5.1.
If G× X is rectangular for any b f -space X then by [13, Theorem 4] μ(G× X) = μG×μX . Now the implication (b) ⇒ (a)
follows from [19, Theorem 4.6]. 
Theorem 5.3. The product G = Π{Gα: α ∈ A} of arbitrary locally pseudocompact groups is rectangular.
Proof. By [19, Theorem 4.5] μG = Π{G¯α: α ∈ A}. Since G¯ = μG for a locally pseudocompact group [6, Theorem 3.3] it
follows that μG = Π{μGα: α ∈ A}. Each group μGα is a locally compact and paracompact space and hence a paracompact
p-space, α ∈ A. The product of paracompact p-spaces is rectangular [8, Theorem 4.2] (see also [15, Theorem 3.10]). Now
by [17, Theorem 25] the product G is rectangular. 
Lemma 5.4. The product Π which is a σ -compact space is strongly rectangular.
Proof. The proof follows from two evident facts: product Π is Lindelöff; in any open cover of Π the cover consisting of
cozero-sets rectangles can be reﬁned. 
Lemma 5.5. If X is a countable union of bounded sets then the uniformities Um(X), m= ℵ0, . . . , are equal and, hence, νX = μX.
Proof. The proof follows from the fact that a countable subcover may be chosen in any normal cover. 
A space X is called hemibounded (hemicompact) if there exists a countable family F of bounded (compact) subsets of X
such that each (compact) bounded subset of X is contained in some element of F see, for example, [11].
Theorem 5.6. The product of a hemibounded b f -space and a hemibounded b f -group is strongly rectangular.
Proof. By [11, Theorem 2.6] and Lemma 5.5 the equality μ(G × X) = ν(G × X) = μG × μX = νG × νX holds for a hemi-
bounded b f -group G and a hemibounded b f -space X . By [3, Proposition 3.1] both spaces νG and νX are hemicompact
and, hence, σ -compact. Thus the product νG × νX is σ -compact and strongly rectangular by Lemma 5.4. The rest follows
from [17, Theorem 8]. 
Question 5.7. Give the straight proofs of Theorems 5.1, 5.3 and 5.6.
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