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COUPLING OF STATIONARY FIELDS WITH
APPLICATION TO ARITHMETIC WAVES
DMITRY BELIAEV1 AND RICCARDO W. MAFFUCCI1,2
Abstract. In this paper we obtain a range of quantitative results of the
following type: given two centered Gaussian fields with close covariance
kernels we construct a coupling such that the fields are uniformly close
on some compact with probability very close to one. As an application
we show that it is possible to couple arithmetic random waves so that
they converge locally uniformly to the random plane wave and estimate
the rate of convergence.
1. Introduction
In many problems involving Gaussian fields one quite often needs a quan-
titative statement of the following kind: if two fields have similar structure,
then it is possible to couple them in such a way that they are close to each
other with very high probability. There are many different custom-made
statements of this type that depend on a particular notion of ‘similarity’
and ‘closeness’.
Most of these results treat ‘similarity’ in terms of the covariance kernel.
One of the main claims of this paper is that in many cases it is more produc-
tive to think in terms of the spectral measure. This helps to treat the cases
of singular spectral measures which is hard to analyse in terms of kernels
and not amenable to white noise decomposition methods.
Before discussing the results, we would like to explain what do we mean by
the ‘closeness’. There are many ways to define it in the context of Gaussian
fields. We are interested in uniform estimates that are naturally required for
many analytic techniques. To be more precise, we are interested in results of
the following type: given two Ck smooth fields f1 and f2 we want to couple
them in such a way that for a given domain Ω, the norm ‖f1 − f2‖Ck(Ω) is
small with large probability. Below we will discuss various ways to quantify
this statement.
The paper is organized as follows: in Section 2 we introduce some neces-
sary background, namely we discuss the white noise representation of Gauss-
ian fields and the large deviation results for the Ck norm of a field. In Section
3 we show that if spectral measures of two fields are continuous and their
densities are close in a certain sense, then the fields can be coupled in such a
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2way that their difference is a stationary Gaussian field with small variance.
The variance is given by Theorem 3.4. Combining this with Corollary 2.2 we
obtain a quantified result about the Ck norm of the difference. In Section 4
we deal with the case when the spectral measures are singular with respect
to each other. In particular, it means that they are not close in the sense
mentioned above, so the results of Section 3 are not applicable. In this case
it is possible to formulate a different notion of closeness of the spectral mea-
sure. We show that if the spectral measures are sufficiently close, then the
fields can be coupled in such a way that their difference is a non-stationary
field such that its variance is small in a large ball. Variance of this coupling
is estimated in Theorem 4.1. Finally, in Section 5 we introduce a particu-
larly important family of Gaussian fields: random arithmetic waves. In this
section we quantify how they converge to the limiting random plane wave.
This application was the main motivation for this paper.
1.1. Acknowledgement. We are very grateful to Alejandro Rivera for
helpful conversations.
2. Background
2.1. White noise representation. In this note we are interested in a par-
ticular setup which appears quite often: smooth stationary fields on Rn.
There are two standard ways to describe such fields. Usually, a stationary
field is described by its covariance kernel
K(x) = E[f(0)f(x)] = E[f(y)f(y + x)].
Alternatively, by Bochner’s theorem, there is a positive symmetric measure
ρ, called the spectral measure, such that
K(x) =
∫
Rn
e2πix·tdρ(t).
Here, and everywhere below, we assume that f is k times differentiable, K
is 2(k + 1) times differentiable, and ρ has finite moments of order up to
2(k + 1).
The spectral measure gives the alternative characterization of the field.
Moreover, the field can be explicitly constructed in terms of the spectral
measure. Roughly speaking, the field is the Fourier transform of the white
noise with respect to the spectral measure. Here we give a brief summary
of the constructions and refer to [11, A.12].
Let L2H(ρ) be the space of all complex-valued Hermitian functions h (i.e.
h(−x) = h¯(x)) in Rn such that ∫ |h2|dρ < ∞ (this space is over R). This
is a Hilbert space with the usual scalar product 〈h1, h2〉 =
∫
h1h¯2dρ. Note
that the symmetry condition implies that the scalar product is always real.
The Fourier transform of L2H(ρ) is the Hilbert space HK such that Kx(y) =
K(x−y) is its reproducing kernel. Given an orthonormal basis φk(x) in HK ,
the field can be written as
∑
akφk(x), where ak are i.i.d. N(0, 1) random
variables. This series converges locally uniformly, together with its first k
derivatives (see [11, A.5]).
The series above can be thought of as the white noise in HK . The white
noise in a Hilbert spaceH is a collection of centered normal variables indexed
3by functions from the space (denoted W (h)) such that EW (h1)W (h2) =
〈h1, h2〉H . The white noise can be informally thought of as
∑
akφk where
ak are i.i.d. N(0, 1) random variables and φk form an orthonormal basis in
H. Note that in the case of HK this series converges locally uniformly.
Since, by construction, the Hilbert structure in HK is inherited from
L2H(ρ), the white noise in HK is the Fourier transform of the white noise
in L2H(ρ), which can be written as
∑
akψk where ak as above and {ψk}
is an o.n.b. in L2H(ρ). Note that this series is just a formal expression,
since, unlike the case above, it does not converge point-wise and should be
understood in distributional sense. For this reason, it is more constructive
to define the white noise in L2H(ρ) as a collection or random variables W (h),
h ∈ L2H(ρ).
With these notations, we can write the stationary field in terms of the
white noise in L2H(ρ)
(2.1) f(x) =W (e2πix·t)
which is well defined since h(t) = exp(2πix · t) ∈ L2H(ρ) for any x ∈ Rn.
2.2. Ck norm of a field. In this paper we will provide several results of the
following type: given two Ck-smooth centered fields such that their spectral
measures are close in some sense, there is a jointly Gaussian coupling of the
fields, such that the Ck norm of the difference is small. Note, that if the
fields are jointly Gaussian, their difference is a centered Gaussian field. This
means that we need estimates of the supremum of a Gaussian field and its
derivatives.
This is a rather standard problem. Roughly speaking, at each point the
probability that the field is large has Gaussian tails, but the supremum also
depends on how fast the field oscillates. The precise estimate is given by he
following lemma:
Lemma 2.1 (cf. [10, Lemma 3.12]). Let Ω ⊂ Rn be a domain that can be
covered by N discs of radius 1. Let f be a centered Gaussian field defined
in V – the 1-neighborhood of Ω. Let K(x, y) = Ef(x)f(y) be the covariance
kernel of f . We assume that K is k + 1 times differentiable with respect to
each variable. We define
σ2 = sup
x∈V
max
|α|≤k+1
E(∂αf(x))2 = sup
x∈V
sup
|α|≤k+1
∂αx∂
α
yK(x, y)|y=x.
There is a universal constant c1 > 0 (which only depends on the dimension
n and the fact that we use unit balls) such that, for every A > c1 we have
that
(2.2) P
(
‖f‖Ck(Ω) > Aσ
)
≤ exp (logN − (A− c1)2/2) .
In particular, for large A the upper bound is essentially exp(−A2/2).
Proof. By the quantified version of the Kolmogorov theorem [11, A.9] there
is an absolute constant c1 such that
‖f‖Ck(B(x,1)) = sup
|x−y|≤1
sup
|α|≤k
|∂αf(y)| ≤ c1σ, ∀x ∈ Ω.
4Applying the Borell-TIS inequality to each partial derivative of order up to
k and using the union bound we obtain
P
(
‖f‖Ck(B(x,1)) > c1σ + u
)
≤ ck,de−u2/2c21σ2 ,
where ck,d = 1+ d+ · · ·+ dk is the number of partial derivatives (we ignore
that some of them are equal). Covering Ω by N discs of radius 1 and using
the union bound we have
P
(
‖f‖Ck(Ω) > c1σ + u
)
≤ ck,dNe−u2/2c21σ2 .
Taking u = (A− c1)σ we have
P
(
‖f‖Ck(Ω) > Aσ
)
≤ exp (log(ck,dN)− (A− c1)2/2c21) .

For a field defined in the entire space we immediately have the following
corollary.
Corollary 2.2. Let f be a Gaussian field in Rn and let
(2.3) σ2R = sup
|x|≤R+1
max
|α|≤k+1
E(∂αf(0))2.
Then there is an absolute constant c2 = c2(n) such that
P
(
‖f‖Ck(BR) > cσR logR
)
≤ exp (−(c logR)2/16)
assuming that c logR > 2c1, where c1 as in Lemma 2.1, and R > c2.
Proof. A disc or radius R+1 can be covered by N = c2R
d discs of radius 1,
where c2 is a constant which depends only on the dimension d. Taking this
N and A = c logR with c > 1, the exponent on the right hand side of (2.2)
becomes
log(c2R
d)− (c logR− c1)2/2 < −(c logR)2/16,
provided that c logR > 2c1 and R is sufficiently large. 
Remark 2.3. The factor 16 in the statement of Corollary 2.2 is not optimal.
Assuming that c logR is much larger than c1 and taking c2 large enough this
constant could be reduced to any number greater than 2.
Remark 2.4. This Corollary is particularly useful in the case of a stationary
field, since in this case σR does not depend on R.
Remark 2.5. In exactly the same way, we can use A = c log1/2 R. Provided
that c > 2
√
n and R is sufficiently large we get that
P
(
‖f‖Ck(BR) > cσ log1/2R
)
≤ Rn−c2/4.
This means that the norm is of order σ
√
logR, but on this scale we only
have polynomial decay of tails. To have a super-polynomial decay we need
A to be of order logR. In the same way, by taking A to be of order
√
R we
get an exponential decay.
5Lemma 2.1 and its Corollary 2.2 describe tails of the field in terms of the
parameter σ. In the remaining part of the paper we will consider several
couplings of Gaussian fields such that their difference is also a Gaussian
field. The results above give us that in order to estimate how small is the
difference in Ck(BR) norm we just have to compute the corresponding σ
2
R
for the difference of fields.
3. Smooth case
Let us first consider the simplest case of two fields that could be thought
of as a perturbation of the same field. This is a well known case and we
present it here only in order to give a simple example which shows what
kind of couplings and results we are aiming at.
Let us assume that the fields f1 and f2 have covariance kernels Kj =
(1− ǫj)K+ ǫjLj, where K and Lj are positive definite functions normalized
K(0) = Lj(0) = 1. In this case it is very natural to write
fj(x) =
√
1− ǫjf(x) +√ǫjgj(x),
where f and gi are independent fields with covariance kernels K and Lj
correspondingly. For this coupling we have that f1 − f2 is a Gaussian field
with covariance (and its derivatives) of order ǫ1 + ǫ2. Assuming that both
ǫj are of the same order ǫ we have that σ
2
R from Corollary 2.2 is of order ǫ.
Remark 3.1. This is the first obvious step in the right direction, but it is
clear that this is sub-optimal. Even in the case of coupling just two normal
variables, there is a better coupling. If we have two central normal variables
X1 and X2 with variances σ
2
1 and σ
2
2, then our coupling is morally equivalent
to writing X2 = X1 +X, where X ∼ N(0, σ22 − σ21) (assuming σ2 > σ1). In
this case the difference has variance σ22−σ21. If, as above, we denote by ǫ the
difference between variances, we have that the difference is typically of order√
ǫ. On the other hand there is an L2 optimal coupling X2 = (σ2/σ1)X1.
Alternatively, we can write Xi = σiX where X ∼ N(0, 1). In this case
X2−X1 ∼ N(0, (σ1 − σ2)2) which has variance of smaller order, the typical
difference is of order ǫ. Moreover, it is not hard to show that there is no
coupling (even not jointly Gaussian) such that tails of X1−X2 decay faster.
Next, we consider the case when the spectral measures are sufficiently
smooth and covariance kernels decay sufficiently fast. In particular, in this
section we assume that the spectral measure has a density, that is there is
a positive symmetric function ρ such that dρ(t) = ρ(t)dt. In this case there
is a simple connection between the white noises in L2H(ρ) and in L
2
H(dt).
Namely,
WL2
H
(ρ)(f) =WL2
H
(dt)(f
√
ρ).
Alternatively, in the distributional sense, we can write
WL2
H
(ρ) =
√
ρWL2
H
(dt).
This means that the field can be written as
f(x) =WL2
H
(dt)
(√
ρ(t)e2πix·t
)
.
6Given two different fields with spectral densities ρ1 and ρ2, we can use
the formula above to couple the two fields, namely, we use the same white
noise to define both fields.
Remark 3.2. The Fourier transform of L2H(dt) is the real L
2(Rn) = L2(Rn,dx),
so we can rewrite
f(x) = FWL2
H
(ρ) = F
(√
ρWL2
H
(dt)
)
=W ∗ q =W (q(x− ·))
where q = F(√ρ) is the convolution square root of K, namely K = q ∗ q
and W is the real white noise in the standard L2(Rn). This representation
of stationary Gaussian fields is rather standard in statistics. In the context
of the coupling of fields it was used in [10].
Remark 3.3. This construction is very similar to the aforementioned optimal
L2 coupling of normal random variables. There is a similar optimal coupling
of multivariate normal random variables. In this coupling we write both
random variables as linear transformations of the same standard normal. In
our case, we write both fields as transformations of the same white noise.
With this coupling, the difference between fields becomes
F (x) = f1(x)− f2(x) =WL2
H
(dt)
((√
ρ1(t)−
√
ρ2(t)
)
e2πix·t
)
.
This is a stationary Gaussian field with spectral density (
√
ρ2 −√ρ1)2. Its
variance at any point is
EF (x)2 = EF (0)2 =
∫ (√
ρ1(t)−
√
ρ2(t)
)2
dt = ‖√ρ2 −√ρ1‖22.
Similarly, for a multi-index α with |α| ≤ k + 1 we have
E(∂αF (0))2 =(2π)2|α|
∫
t2α(
√
ρ2 −√ρ1)2dt
=(2π)2|α|‖tα(√ρ2 −√ρ1)(t)‖22.
This argument proves the following theorem.
Theorem 3.4. Let f1 and f2 be two centered stationary Gaussian fields with
spectral densities ρ1 and ρ2. We assume that both spectral measures have
finite moments of order up to 2(k + 1) for some integer k ≥ 0. Then there
is a coupling of these fields such that F = f2 − f1 is a centered stationary
Gaussian field with
σ2 = sup
|α|≤k+1
(2π)2|α|‖tα(√ρ2 −√ρ1)(t)‖22,
where σ2 is defined by (2.3) (it does not depend on R in this case).
Corollary 2.2 gives us estimates on the tails of this coupling.
We formulate the result in terms of measures having density with respect
to the Lebesgue measure since this is by far the most important case. We
would like to point out that exactly the same argument works if dρj(t) =
ρj(t)dµ(t) where µ is a symmetric measure and ρj are even functions from
L1(dµ). In this case
WL2
H
(dρj)
=
√
ρjWL2
H
(dµ).
7Using the same white noise in L2H(dµ) we can couple two fields in such a
way that their difference is a stationary field with
σ2 = sup
|α|≤k+1
(2π)2|α|‖tα(√ρ2 −√ρ1)(t)‖2L2
H
(dµ).
Since it does not really matter what is µ, this method is applicable to any
two spectral measures µ1 and µ2. We can always take dµ = dµ1 + dµ2 and
consider the corresponding ρj = dµj/dµ. But if measures µ1 and µ2 are too
singular with respect to each other we do not have small σ. In the extreme
case of singular measures we have that ρj are characteristic functions of
disjoint sets and the coupling is the same as the independent coupling.
4. General case
The coupling constructed in the previous section is very natural and gives
a very good estimate on the tightness of fields. Unfortunately, there are
important examples that are not covered by this construction. There are
two main reasons why it might be not applicable. First of all, it might
be that there is no spectral density. In particular, this happens in the
important case of the so called monochromatic waves (random plane wave
and arithmetic waves), for these models the support of the spectral measure
is either one-dimensional or a finite set of points. The corresponding fields
are not in L2 and can’t be written as a convolution with the white noise.
There is a standard way to deal with this problem: one can convolve the
spectral measure with a mollifier, equivalently, multiply the covariance func-
tion by a function which is fast decaying and close to 1 on a large compact.
Unfortunately, this does not immediately leads to a tight coupling (but the
results of this section will give an explicit construction). Moreover, it still
does not cover the following case. Let us assume that spectral measures are
orthogonal: in this case, even if there are spectral densities, the coupling
above is the trivial independent coupling, which is not tight. One might ar-
gue, that in the case of orthogonal spectral measures one should not expect
close couplings, but there are situations where spectral measures are still
close in some sense and there should be some kind of close coupling.
To explain the idea, let us consider the simplest example which is similar
to coupling from [1]. Let ρ1 = ρx1 = (δx1 + δ−x1)/2 be the sum of two
symmetric delta measures. In this case the field is
f1(x) = b cos(2πx · x1)− c sin(2πx · x1),
where b and c are independent real N(0, 1) random variables. Its covariance
is
Ef(x)f(y) = cos(2π(x − y) · x1).
Now consider another field like this with spectral measure ρ2 = ρx2 . It
is clear that ρ2 → ρ1 in weak-* topology as x2 → x1. In particular, f2
converges to f1 in distribution. On the other hand, it is easy to see that if
(x− y) · (x1 − x2) is not small, the difference between covariance kernels is
not small, and it is impossible to have a coupling which has small variance
everywhere. Kernels are close inside a disc of radius R as long as |x1−x2| =
o(1/R).
8The most natural coupling in this case is to write
f2(x) = b cos(2πx · x2)− c sin(2πx · x2),
where b and c are the same as in the definition of f1. With this coupling,
the difference is small in a disc of radius R = o(|x2 − x1|−1) as long as the
coefficients are not too large. The last event has Gaussian tails.
If we have a converging sequence of spectral measures of this type, then
we can couple all of them in such a way that they are getting closer and
closer in larger and larger domains.
The goal of this section is to generalise this construction to the case of
general measures.
As explained above, a field is a functional of the white noise, hence a
coupling of fields can be given by a coupling of white noises. In this section
we assume that all fields have variance 1, equivalently, spectral measures
have total mass 1 (otherwise we just rescale the fields). In this case, we can
couple white noises by coupling spectral measures.
Let ρ1 and ρ2 be two spectral measures on R
n and ρ be their symmetric
coupling on Rn × Rn, i.e. a symmetric measure such that its marginals are
ρ1 and ρ2. LetW be the white noise in L
2
H(R
n×Rn, ρ). For f ∈ L2H(Rn, ρ1)
we can defineW1(f) =W (f) where we extend f from R
n to R2n by f(s, t) =
f(s). Essentially, W1 is the projection of W onto the first coordinate. It is
easy to see that in this case
E(W1(f)W1(g)) =E(W (f)W (g)) =
∫
Rn×Rn
f(s)g¯(s)dρ(s, t)
=ρ2(R
n)
∫
Rn
f(s)g¯(s)dρ1(s).
Since ρ2 is a probability measure we see that W1 is the white noise in
L2(Rn, ρ1). In the same way we can define W2. This constructions shows
that any coupling of measures gives rise to a coupling of white noises and
fields. To be more precise, we have
f1(x) =W1(e
2πix·s) =W (e2πix·s) =W (e2πi(x,0)·(s,t)),
f2(x) =W2(e
2πix·t) =W (e2πix·t) =W (e2πi(0,x)·(s,t)).
Their difference is
F (x) =W (e2πix·s − e2πix·t).
This is a Gaussian field with covariance
EF (x)F (y) =
∫
Rn×Rn
(e2πix·s − e2πix·t)(e−2πiy·s − e−2πiy·t)dρ(s, t).
First of all, we note that, as expected, this field is not stationary. In partic-
ular,
VarF (x) =
∫
Rn×Rn
∣∣e2πix·s − e2πix·t∣∣2 dρ(s, t)
does depend on x (note that VarF (0) = 0).
In the same way, by differentiating the covariance kernel, for any multi-
index α with |α| ≤ k + 1 we have
(4.1) Var ∂αxF = (2π)
2|α|
∫
Rn×Rn
∣∣tαe2πix·s − sαe2πix·t∣∣2 dρ(s, t).
9According to Lemma 2.1, the norm of F in Ω is controlled by the supre-
mum of these variances over all x ∈ Ω. It is not hard to write a uniform
upper bound on the integrand:
Var ∂αxF ≤ C(|x|2 + 1)
∫
(|s|2 + |t|2 + 1)k+1|s− t|2dρ(s, t)
where C is a constant which depends on the dimension and k, but not on ρ
or x. By optimizing the coupling we have the following theorem.
Theorem 4.1. Let f1 and f2 be two stationary Gaussian fields with spectral
measures ρ1 and ρ2. We assume that these measures have finite moments
of order up to 2(k + 1) for some integer k. In this case there is a coupling
such that F = f2 − f1 is a non-stationary Gaussian field such that
(4.2)
σ2R = sup
x∈BR+1
sup
|α|≤k+1
Var ∂αxF (x)
≤ C(R2 + 1) inf
ρ∈P(ρ1,ρ2)
∫
(|s|2 + |t|2 + 1)k+1|s− t|2dρ(s, t),
where P(ρ1, ρ2) is the space of all symmetric couplings of ρ1 and ρ2 and C
is a constant which depends only on n and k.
Remark 4.2. The infimum in (4.2) is the Wasserstain distance between mea-
sures ρ1 and ρ2 with the cost function (|s|2+|t|2+1)k+1|s−t|2. Note that this
is very similar to the square of the Wasserstein-2 distance between moments
of ρ1 and ρ2.
5. Applications
5.1. Arithmetic plane waves. There are many scenarios where one would
like to show that a sequence of fields converge to a limiting field not only in
distribution, but also uniformly (with large probability). In this section we
would like to discuss a particular case of arithmetic plane waves.
Let us fix the dimension n ≥ 2 and let Sn−1 be the unit ball in Rn.
The arithmetic random wave is a Gaussian field in Rn such that its spectral
measure is
ρm =
1
rn(m)
∑
λ∈Λm
δλ,
where Λm = {λ ∈ Zn/
√
m : |λ| = 1} and r(m) = rn(m) = |Λm| is the
cardinality of Λm (equal to the number of ways to write m as a sum of
n squares). This field is a standard Gaussian function fm in the space of
eigenfunctions of the Laplacian with eigenvalue 4π2 in the flat torus of size√
m. We are interested in the behaviour of this field as m tends to infinity.
5.1.1. Dimension n = 2. When the dimension n = 2 the field is not quite
well defined, since some values m can not be represented as the sum of two
squares. For these values Λm = ∅ and the field is not defined. In fact, this
happens for most ofm. Let S2 be the set ofm which are sums of two squares.
Landau [8] proved in 1908 that the set S2 has zero density, to be more precise
|S2 ∩ [0, n]| ≈ cn/
√
log n. In this paper we always implicitly assume that
m ∈ S2 and for various subsets of S2 we will discuss their densities relative
to S2. Namely, we say that a sequence mk is generic or of density 1 if
10
|{mk ≤ n}|/|{m ∈ S2,m ≤ n}| → 1 as n → ∞. But even within S2 the
behaviour of r(m) and of ρm is highly irregular. For example, r(2
n) = 4 for
every n, but r(m) is unbounded. It is known that r(m) = o(mǫ) for every
ǫ > 0. On the other hand, there is c > 0 such that log logm ≤ c log r(m) for
a density 1 subsequence. It is also known, that for generic m the measure ρm
converges weakly to the normalized arc-length, but there are (zero density)
sequences such that ρm converges to other measures. See [4–7] for details.
In the case when ρmk converges to the uniform distribution, the field fmk
converges to the random plane wave in distribution. If we can quantify
how fast the measures converge in the sense of (4.2), then Theorem 4.1 and
Corollary 2.2 give us the coupling such that the fields converge in Ck norm
in a growing ball.
5.1.2. Dimensions n = 3 and n ≥ 4. In the case of n = 3 more integers
belong to the corresponding set S3 and the distribution of integer points on
the sphere is more uniform. To be more precise, S3 contains all integers
that are not of the form 4a(8b + 7). Unlike the dimension n = 2, this set
has positive density equal to 5/6 [13]. Multiplying m by a power of 4 does
not change the number of points, hence it is natural to redefine S3 and to
consider only m that are not equal to 0, 4 or 7 mod 8. For every ǫ > 0 and
for m ∈ S3 we have that m1/2−ǫ = o(r3(m)) and r3(m) = o(m1/2+ǫ). The
set Λm is uniformly distributed in S2. The precise statement will be given
later, but we have that ρm converges to the uniform measure and the field
converges in the law to the random plane wave which is the field with the
spectral measure which is the uniform measure on S2.
In higher dimension the distribution becomes even more regular. First
of all every number can be written as a sum of at least four integers. In
dimension n = 4 there are some exceptional values with small r4(m). In
particular, r4(2
a) = 24. If n ≥ 5 (or n = 4 but we exclude m with small
r(m)), then rn(m) is of order m
(n−2)/2. Moreover, the points of Λm are
asymptotically uniformly distributed.
Our goal is to show that arithmetic waves converge to the random plane
wave not only is law, but we can couple them so that the difference converges
locally uniformly. Moreover, we want to quantify the rate of convergence.
First, we note that the measures are singular with respect to each other,
this means that strong results of Section 3 are not applicable, so we are going
to use Theorem 4.1. Next, since ρm and the surface measure are supported
on Sn, for R > 1 we can estimate σ2R from (4.2) by
(5.1) σ2R ≤ CR2W 22 (ρm, σ),
where σ is normalized surface area and
W 22 (ρm, σ) = inf
ρ∈P(ρm,σ)
∫
|t− s|2dρ(t, s)
is the Wasserstein (transport) distance between ρm and σ, and C is a con-
stant that might depend on the dimension n and degree k, but not on m.
In order to estimate the Wasserstein distance we are going to use a very
simple observation based on the transport interpretation of the distance.
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Proposition 5.1. Let Ωj be a partition of Sn such that the diameter of each
Ωj is at most r. For two probability measures ρ1 and ρ2 on Sn we define
(5.2) ∆(Ω) = ∆ρ1,ρ2(Ω) = |ρ1(Ω)− ρ2(Ω)|
to be the discrepancy of these measures on Ω. Then
W 22 (ρ1, ρ2) ≤ C(r2 +
∑
j
∆(Ωj))
where C is an absolute constant.
Proof. Within each Ωj we can transport (couple) smaller measure to a part
of the larger one. Since in this coupling we do not move points by more than
r, the total transport cost is at most r2min(ρ1(Ωj), ρ2(Ωj)). Summing over j
we have the upper bound r2. We don’t have control over the transport of the
remaining part of the measures, but since Sn is bounded we have an upper
bound of C
∑
∆(Ωj). Summing two estimates we prove the proposition. 
Study of the distribution of integer points on spheres is a classical subject
and the estimates of the discrepancy between ρm and σ are already available.
They are of slightly different form in small and large dimensions.
Proposition 5.2 (Dimension n = 2: Erdo¨s-Hall [4]). For every ǫ > 0 there
is a density one subsequence of S2 such that
∆ρm,σ(I) < log(m)
−κ+ǫ
where κ = log(π/2)/2 and I is any arc in S1.
Proposition 5.3 (Dimension n = 3: Duke and Schulze-Pillot [3]). Let
n = 3, m ∈ S3 and Ω be a convex domains on S2 with piecewise smooth
boundary. Then, for every ǫ > 0
∆ρm,σ(Ω) = O(m
− 1
175
+ǫ).
Proposition 5.4 (Dimension n ≥ 4: Malyshev [9, Main Theorem] and
Podsypanin [12]). Let n ≥ 4 and Ωm be convex domains on Sn−1 with piece-
wise smooth boundary. Then, for every ǫ > 0
∆ρm,σ(Ωm) = O(m
− n−3
4(3n−2)
+ǫ
),
where the implicit constant on O is independent of Ω and m ∈ Sn.
Given these estimates we immediately use Proposition 5.1 to obtain the
following theorem.
Theorem 5.5. Let n ≥ 2 be the dimension, k be the degree of smoothness,
and ǫ > 0 be an arbitrary constant. Let us consider m → ∞ such that
m ∈ Sn where Sn is the collection of m such that rn(m) → ∞. Then there
is a coupling between ρm and σ such that for every R > 1
σ2R ≤


CR2(logm)−2κ/3+ǫ n = 2,
CR2m−1/350+ǫ n = 3,
CR2m
− n−3
2(3n−2)(n+1)
+ǫ
n ≥ 4,
where κ as in Propositions 5.2 and C is a constant independent of m and ǫ.
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Proof. This theorem follows immediately from the discrepancy estimates
and Proposition 5.1. Indeed, for a small r > 0 one can partition Sn−1 into
domains Ωj in such a way that each Ωj has piecewise smooth boundary,
diameter comparable to r and such that their number is comparable to
r−n+1. In case n = 2, Ωj are just arcs on S1. By Propositions 5.1, 5.2, 5.3
and 5.4 we have that
W 22 (ρm, σ) ≤ C(r2 +
∑
j
∆(Ωj)) ≤


C(r2 + r−1(logm)−κ+ǫ) n = 2,
C(r2 + r−2m−1/175+ǫ) n = 3,
C(r2 + r−n+1m
− n−3
4(3n−2)
+ǫ
) n ≥ 4.
Taking r = (logm)−κ/3 if n = 2, r = m−1/175·4 if n = 3 and r = m
− n−3
4(3n−2)(n+1)
if n ≥ 4 and recalling (5.1) we complete the proof. 
In dimension d = 3 we can improve the result of Theorem 5.5 if we assume
the following conjecture which is an extension of Bourgain-Sarnak-Rudnick’s
result [2, Theorem 1.7] for shrinking spherical caps and segments to more
general shrinking regions.
Conjecture 5.6. Assume that n = 3 and m ∈ S. Let Am be a family of sets
on the sphere which depend on m. We assume that Am is almost round in
the sense that there are absolute constants c1 and c2 such that Am contains
a spherical cap of radius c1σ(Am)
1/2 and is contained in a spherical cap of
radius c2σ(Am)
1/2. We also assume that r(m)−1+δ . σ(Am) . r(m)
−δ for
some δ > 0. Then for every ǫ > 0∫
SO(3)
∆2(gAm)dg = O(m
ǫr(m)−1σ(Am)).
For each m one can partition S2 into domains Aj such that they all are
‘almost round’ and their area is of the same order r2. Then we have∫
SO(3)
∑
j
∆2(gAj)dg = O(m
ǫr(m)−1).
This implies that there is g ∈ SO(3) such that∑
j
∆2(gAj)dg = O(m
ǫr(m)−1).
Without loss of generality we can assume that g is the identity (otherwise
instead of the original partition we take the rotated one). This means that
there is a partition such that the sum of squared discrepancies is small.
Then we have∑
∆(Aj) ≤
(∑
∆2(Aj)
∑
1
)1/2
= O(mǫ/2r(m)−1/2r−1) = O(m−1/4+ǫr−1).
As before, we have to optimize
r2 +
∑
∆(Aj) = r
2 +O(m−1/4+ǫr−1).
So we take r = m−1/12 (which corresponds to σ = m−1/6 and satisfies the
assumption of Conjecture 5.6). This leads to
W 22 (ρm, σ) ≤ Cm−1/6+ǫ
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and
σ2R ≤ CR2m−1/6+ǫ.
References
[1] Dmitry Beliaev and Riccardo W Maffucci. Intermediate and small scale limiting the-
orems for random fields. arXiv preprint arXiv:1906.00435, 2019.
[2] J. Bourgain, Z. Rudnick, and P. Sarnak. Spatial statistics for lattice points on the
sphere I: Individual results. Bull. Iranian Math. Soc., 43(4):361–386, 2017.
[3] William Duke and Rainer Schulze-Pillot. Representation of integers by positive
ternary quadratic forms and equidistribution of lattice points on ellipsoids. Invent.
Math., 99(1):49–57, 1990.
[4] Paul Erdo¨s and Richard Roxby Hall. On the angular distribution of gaussian integers
with fixed norm. Discrete mathematics, 200(1-3):87–94, 1999.
[5] Laura Fainsilber, Pa¨r Kurlberg, and Bernt Wennberg. Lattice points on circles
and discrete velocity models for the Boltzmann equation. SIAM J. Math. Anal.,
37(6):1903–1922 (electronic), 2006.
[6] Manjunath Krishnapur, Pa¨r Kurlberg, and Igor Wigman. Nodal length fluctuations
for arithmetic random waves. Ann. of Math. (2), 177(2):699–737, 2013.
[7] Pa¨r Kurlberg and Igor Wigman. On probability measures arising from lattice points
on circles. Mathematische Annalen, 367(3-4):1057–1098, 2017.
[8] Edmund Landau. U¨ber die Einteilung der positiven ganzen Zahlen in vier Klassen
nach der Mindestzahl der zu ihrer additiven Zusammensetzung erforderlichen
Quadrate. Archiv der Mathematik und Physik, Ser. III, Bd. XIII. 1908.
[9] A. V. Malysˇev. On the representation of integers by positive quadratic forms. Trudy
Mat. Inst. Steklov, 65:212, 1962.
[10] Stephen Muirhead and Hugo Vanneuville. The sharp phase transition for level set
percolation of smooth planar gaussian fields. arXiv preprint arXiv:1806.11545, 2018.
[11] F. Nazarov and M. Sodin. Asymptotic laws for the spatial distribution and the number
of connected components of zero sets of Gaussian random functions. Zh. Mat. Fiz.
Anal. Geom., 12(3):205–278, 2016.
[12] E. V. Podsypanin. The number of integer points in an elliptic region (a note on a
theorem of A. V. Malysˇev). Zap. Nauchn. Sem. Leningrad. Otdel. Mat. Inst. Steklov.
(LOMI), 82:100–102, 166–167, 1979. Studies in number theory, 5.
[13] Samuel S. Wagstaff, Jr. The Schnirelmann density of the sums of three squares. Proc.
Amer. Math. Soc., 52:1–7, 1975.
