The increased use of micro-services to build web applications has spurred the rapid growth of Function-as-a-Service (FaaS) or serverless computing platforms. While FaaS simplifies provisioning and scaling for application developers, it introduces new challenges in resource management that need to be handled by the cloud provider. Our analysis of popular serverless workloads indicates that schedulers need to handle functions that are very short-lived, have unpredictable arrival patterns, and require expensive setup of sandboxes. The challenge of running a large number of such functions in a multi-tenant cluster makes existing scheduling frameworks unsuitable.
Introduction
Recent trends in cloud computing point towards increased adoption of micro-services to design and deploy online applications [29] . These micro-services are typically designed to compute a single function with the goal that each microservice can be independently deployed and managed in a cluster, and collectively the microservices implement what used to be realized as large monolithic applications. To meet this demand imposed by independently scalable functions, simplify programming, and relieve programmers from provisioning and elastic scaling responsibilities, cloud computing providers now offer Function-as-a-Service (FaaS) or serverless computing [1, 7, 13] offerings, such as, AWS Lambda, Azure Functions, Google Cloud Functions etc.
While serverless computing simplifies a number of aspects of designing and deploying microservice workloads in the cloud, it introduces a number of new challenges with respect to resource management and scheduling for the cloud provider. The specific workload properties that make scheduling challenging, especially in a multi-tenant setting that supports microservices from different applications, include: (i) function execution times are typically short-lived with 90% of functions executing for less than a second, but a few functions execute for 10s of seconds ( §2); (ii) as functions are expected to be isolated, they often require setting up appropriate computational units, or "sandboxes", but these sandboxes can be reused to serve future function requests; and, (iii) the arrival patterns of application requests as a whole, and for microservices or functions therein, can vary substantially making it necessary for the scheduler to handle large dynamic variations in the workload.
Existing architectures for scheduling and resource allocation in large clusters are unable to handle the above requirements. Centralized schedulers [14, 27, 47] cannot scale to handle the low latency and high requests-per-second throughput requirements, nor are they designed to offer good performance under rapidly-changing request arrival patterns. On the other hand, decentralized approaches (e.g., Sparrow [41] or Ray [38] )), where multiple schedulers with a global view carry out scheduling (e.g., by randomly probing machines) are more scalable, but may not find machines that have a sandbox available for reuse leading to additional overheads from sandbox setup. Finally, existing frameworks do not account for the execution time of individual functions and thus are unable to appropriately prioritize DAG requests to ensure that the end-to-end latencies, which may include sandbox provisioning and setup, are as close as possible to the execution time for a vast majority of incoming application requests.
We present Archipelago, a scheduling framework that supports low overhead function execution, and enables tight latencies for application request completions in a multi-tenant serverless setting. Archipelago views each application as a DAG, where nodes are microservices or functions, and edges are I/O dependencies, and allows the programmer to associate a deadline with the DAG. As requests arrive at variables rates for different DAGs, Archipelago schedules the execution of the constituent functions on a given cluster of resources such that a vast majority of incoming requests meet their deadline.
Archipelago achieves the above goal via a combination of techniques. First, Archipelago partitions the given cluster into a number of smaller worker pools. Each worker pool is managed by a semi-global scheduler (SGS); with appropriate sizing of the worker pool, we can ensure that each SGS imposes low scheduling overheads for request execution. To achieve optimal placement and ensure that most incoming requests are served by a ready sandbox, each SGS also tracks the number of requests sent for every DAG it is serving, and proactively allocates sandboxes to minimize the overheads in launching DAGs' functions. Crucially, we create these sandboxes as soft state where they only use memory resources from a fixed sized pool and can be evicted without affecting correctness.
Second, Archipelago uses a scheduling algorithm within an SGS that is aware of the latency requirements for each DAG. This enables us to compute a running slack, or the time remaining for a given DAGs' request, and use a variant of the shortest-remaining-time-first algorithm to minimize the possibility of DAGs missing their deadlines. Here, we leverage the fact that applications running in a cluster have different slacks, and low-slack applications' resource needs can be met by reallocating resources away from high-slack ones.
While partitioning a cluster can help lower scheduling overheads, we must determine how requests are routed to each SGS in a cluster. Thus, the third idea in Archipelago is to use a sandbox-aware load balancing layer that can route requests while being aware of the number of sandboxes of different DAGs allocated in every SGS. In order to simplify the design of the load balancing layer and make it scalable, every application DAG running in the cluster is assigned to a single SGS to begin with and based on the number of requests, the load balancer can either scale out (or scale in) the number of SGS assigned to this DAG. Using an approach that is also aware of sandbox allocation ensures that application performance is minimally affected when scaling across the cluster.
We build Archipelago in Go and evaluate our prototype against the current state-of-the-art serverless scheduler using a collection of applications derived from our analysis of real-world serverless workloads. Our results show that Archipelago is able to meet the latency deadline for more than 99% of requests across various application classes, and reduces tail latencies by more than 36×. We find that sandboxaware load balancing can reduce tail latencies by up to 24.38×, and that Archipelago's sandbox placement policy is crucial to meeting latency deadlines.
Background and Motivation
We start by providing a primer on serverless computing. We then characterize the properties of real world serverless applications available on the repository maintained by AWS [6]. Based on our analysis, we state our requirements and end with why current serverless platforms fall short.
Serverless Computing Background
In serverless computing or FaaS, the programmer develops an application (or simply an "app") as a directed acyclic graph (DAG) of functions, uploads it to the serverless platform (which stores the code in a datastore) and registers for an event (e.g., incoming HTTP requests, object uploads) to trigger its execution. The platform triggers the DAG execution only when the event arrives, and thus the programmers are billed only when the DAG runs and for the cumulative execution times of the constituent functions. Henceforth, we use event and request interchangeably.
Internally, the platform consists of a load balancing layer, a scheduling layer, and cluster machines. When a request arrives at one of the load balancers, it routes the request to one of the many internal schedulers. The scheduler triggers the execution of the root function(s) of the corresponding DAG by setting up sandboxes (involves launching a new container, setting up the runtime environment, and deploying the function by downloading the code from the datastore) on the machines in the cluster and running the function(s).
Alternatively, the function can directly run on a "warmed up" sandbox as platforms typically do not immediately decommission sandboxes enabling reuse for future executions of the same function. On completion, a notification is sent to the scheduler, which then triggers the execution of the downstream functions. The process repeats until DAG completion. Additionally, the platform elastically scales by launching more sandboxes based on incoming events.
Characterizing Real World Serverless Apps
We characterize serverless workloads by studying the top 50 deployed apps (as of November 1, 2019) in the AWS Serverless Application Repository (SAR) [9] .
SAR consists of diverse apps that run on AWS Lambda [7] . Internally, AWS Lambda uses Firecracker microVMs [12] to run the apps. These apps typically interact with other AWS services (e.g., S3 [5] ) as well as third-party services (e.g., Slack [4] ). This repository is widely used by the serverless community which is evident from the fact that the top app has been deployed 45K times. All 50 apps have a single function, but many recent serverless proposals have rich DAGs of functions [20, 23, 28, 45] . Out of the 50 functions studied, 23 are in NodeJS, 26 in Python, and 1 in Java. Benchmarking Methodology. We use the AWS CLI to upload and trigger the execution of the functions under study. The functions were triggered to run in the us-east-1 region via a VM running in the same region. We collect the following statistics: (1) function code size; (2) provisioned memorymemory available to the function during execution as configured by the programmer while uploading the function to the platform ; (3) runtime memory -actual memory consumed during function execution; (4) sandbox setup overhead -time taken to setup the function sandbox which includes the steps 
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Sparrow 102ms 136ms (d) Figure 2 . Distribution of (a) execution time, (b) SNE across the foreground and background functions and (c) memory unused across functions that provisioned greater than 128 MB. (d) end-to-end latency comparison between FIFO and Sparrow when the incoming workload leads to a cluster CPU utilization of~70%. discussed above; and (5) execution time -time taken to execute the core function logic (without including the sandbox setup overhead). Finally, we also classify functions as foreground (typically serving user-facing apps) or background based on what they are intended for.
We next discuss the key takeaways from our analysis: [T1] Functions have a wide range of execution times. As seen in Figure 1a , 57% of functions have an execution time of less than 100ms. These typically corresponds to user-facing functions (e.g., ALEXA-SKILLS-KIT-NODEJS-FACTSKILL). Also,~10% functions have an execution time > 1 second (e.g., NYC-PARKS-EVENTS-CRAWLER takes~10s). Additionally, recent works in academia have shown that serverless platforms are attractive for embarrassingly parallel tasks that can last for even longer durations [23, 28, 45] (~100s). Fig.2a further shows the split of execution times based on whether they are foreground and background. As expected, we see that majority (~65%) of the foreground functions have execution times < 100ms whereas background functions typically run longer with fewer than~5% having execution times < 100ms.
[T2] Functions have a wide range of code sizes. Allocating sandboxes also involves downloading the code from the datastore and setting up the runtime. Prior works have shown that these steps can take significant amount of time (upto 10s of seconds) depending on the code [40] . In our analysis ( Fig. 1b ), we notice that code sizes can be as large as 34MB.
[T3] Sandbox setup overheads dominate execution times. We measure the ratio of the sandbox setup overhead to the execution time of the apps to investigate the impact of overheads on the end-to-end latencies. We refer to this ratio as SNE (sandbox setup overhead normalized by execution time). Fig. 1c indicates that sandbox setup overheads dominate for > 88% of the functions with the overhead being > 100X in 37% of them. Our observations are consistent with data from prior work [39, 40, 49] . Fig. 2b shows that high sandbox setup overheads impact foreground functions much more severely.
[T4] Functions typically have small memory footprints. Fig. 1d shows the maximum memory provisioned by the functions. 78% of the them require only 128MB. Fig. 2c further shows that most functions requesting more than 128MB of provisioned memory typically leave a significant fraction of provisioned memory unused.
[T5] Majority of apps have a single function. All of the top 50 deployed apps have only a single function. Out all the apps on SAR, we found only two instances of DAGs which were a linear chain of 2 functions (e.g.,CW-LOGS-TO-SLACK). However, as noted earlier, many emerging applications induce richer DAGs. Our work aims for generality, and thus our work also encompasses applications that are DAG-structured, as opposed to focusing on single function ones.
Serverless Platform Requirements
Based on the above takeaways, the requirements of an ideal serverless platforms are as follows:
[R1] Minimize the impact of sandbox setup overheads on end-to-end request latencies: Given that these overheads dominate execution times (T3), we wish to eliminate them from end-to-end request execution critical paths.
[R2] Minimize the impact of control plane overheads on end-to-end request latencies: Given that functions with low execution times are the common case (T1), we require the load balancing and scheduling layers of the platform to make decisions in sub-millisecond at scale.
[R3] Have a scalable control plane: Given that many apps will use the platform and their request load can grow high arbitrarily, we require scalable load balancing and scheduling where neither can become a bottleneck. Overall Goal. Given that many applications may run simultaneously on the platform, our high-level goal is to support tight performance bounds for application requests. Specifically, we wish to ensure that, per application, end-to-end latencies are "close" to native application execution times for a vast majority of requests We allow developers to define how "close" to native execution they wish to be, by allowing them to specify a deadline.
Issues with Serverless Platforms Today
Existing platforms and mechanisms cannot meet the above goal due to: 1. Reactive, Fixed, and Workload-Unaware Sandbox Management Policy. Most of today's serverless platforms [1] [2] [3] 7] only reactively setup sandboxes, i.e., the scheduler waits for a request to arrive and only then sets up a sandbox (if existing ones are busy) leading to requests experiencing additional latency. Also, given the overheads associated, to amortize the overheads across future requests, platforms adopt a static and workload-unaware policy -a sandbox is kept loaded in memory for a fixed amount of time (since its last invocation). While the above policy is simple to implement, it does not work well in practice as -(a) it does take into account workload characteristics while making decisions which can lead to wasteful memory consumption (e.g., when sandboxes are loaded even when the workload does not require them), or additional overheads (e.g, too few sandboxes available and workload increases suddenly); and (b) is easy to game for external users (e.g., frequently send dummy requests to ensure that the sandbox is not evicted [18] ). 2. Sub-Optimal Scheduler Architectures. While centralized schedulers can make optimal scheduling decisions, when incoming workload grows arbitrarily, a centralized approach can easily become a scalability bottleneck. Decentralized approaches are promising, but they trade-off scheduling quality or low predictable scheduling latencies for achieving scalability, which lead to higher end-to-end latencies.
For instance, parallel global scheduling approaches (e.g., Sparrow [41] ), where multiple schedulers with a global view carry out scheduling by randomly probing two machines, may not find the best-fit for the function under load as it randomly probes machines and does not make an optimal scheduling decision ( Fig. 2d) . Similarly, bottom-up hierarchical scheduling (e.g., Ray [38] ), where functions are first submitted to a per-node local scheduler and are sent to a randomly chosen global scheduler only when it is not possible to schedule locally (say due to overload), may experience unpredictable scheduling latencies as the function may bounce back and forth between node and global schedulers due to conflicts between multiple global schedulers. 3. Homogeneous Request Handling. In serverless platforms today, every incoming request is handled in the same manner, which limits them from making intelligent scheduling decisions. In practice, functions have varying latency requirements; e.g., foreground functions are typically latency sensitive and can tolerate limited additional delay, whereas background functions normally have higher slack and can tolerate higher delay. And, not all functions with tight latency requirements are likely to impose high load at the same time. An ideal platform can leverage these aspects to carefully multiplex and schedule requests to maximize the number of requests that get their responses before their available slack runs out.
Key Ideas and Architecture
We now describe the key ideas that form the basis of Archipelago, a serverless platform designed to meet specified deadlines for latency-sensitive DAG-structured serverless applications running on a fixed-size cluster. 1. Decoupling sandbox allocation from request scheduling: Archipelago removes sandbox allocation overhead ( §2) from the critical path of request execution by proactively allocating sandboxes ahead of time based on the expected future load for a function. Additionally, Archipelago uses a novel even placement approach to spread sandboxes across the cluster so as to maximize the probability of future requests benefitting from these provisioned sandboxes ( §4.3).
Autonomous schedulers and SLA aware scheduling:
To scale scheduling, we introduce semi-global schedulers (SGSs). Each SGS is responsible for exclusively managing a partition of the cluster machines known as its worker pool. This ensures that a scheduler does not become a scalability bottleneck and ensures that schedulers make optimal decisions within the worker pool. We also develop a deadlineaware scheduling strategy ( §4.2) that leverages the flexibility of the different slack requirements amongst requests and multiplexing among apps' requests ( §2) to ensure that deadlines are met.
Co-designing the load balancing and scheduling layers:
Partitioning the cluster into a number of SGSs introduces the challenge of determining which DAGs are assigned to which SGS. We use the load balancer to address this challenge and codesign the load balancing and scheduling layers so that the load balancing layer has the required visibility to (a) do sandbox-aware request routing and (b) prevent individual SGSs from becoming hotspots. Doing so maximizes future requests that benefit from proactive allocation. Additionally, we develop a low-overhead gradual scaling mechanism that allows logically scaling up/down the schedulers associated with a DAG to prevent hotspots ( §5.2) without unduly impacting request processing.
We next present an end-to-end example that highlights the various features of Archipelago. Initial DAG Upload. The user develops the functions that make up the computation DAG and uploads them to our platform. During the initial upload, as done today, the user also specifies the resource requirements of the functions along with the DAG structure using a JSON-based language. Crucially, we also require the user to specify the maximum execution time for the DAG given a new input trigger. This can be derived from the 99% percentile latency that is acceptable for an application. Archipelago aims to maximize the number of requests that are completed within this deadline. Request Control Flow (see Fig. 3 ). When a request arrives at our platform, it gets routed to one of the many load balancers (LB) that form the load balancing service (LBS). The LB routes it to one of the many SGSs that form the scheduling service (SS) based on its routing policy. At the SGS, the request is enqueued for scheduling. Requests are prioritized by the SGS in a deadline-aware fashion and run on available workers in the worker pool in a work-conserving fashion.
In the background we perform two main actions: first, the SS monitors the memory available and the incoming traffic to adjust the sandbox allocations and places sandboxes so as to maximize the benefit of proactive allocation. Second, the LBS monitors the load on each SGS and adjusts the routing policy accordingly. We discuss the details of each of the above mentioned components in subsequent sections.
Scheduling Service (SS)
SS is responsible for managing sandboxes and scheduling incoming DAG requests. We first describe the architecture that makes it scalable ( §4.1) and then discuss the deadlineaware strategy used to minimize deadlines missed ( §4.2). Finally we explain the approach used to proactively allocate sandboxes so as to minimize the impact of sandbox setup overheads( §4.3).
Semi-Global Schedulers (SGS)
To handle the low latency requirements and make optimal scheduling decisions, Archipelago divides the cluster into a number of worker pools, where each worker pool consists of a subset of machines in the cluster. Every worker pool is then assigned to a semi-global scheduler (SGS) and these semi-global schedulers form a part of the scheduling service.
Given the nature of our workload, where we have a small number of independent, latency-sensitive DAGs , we partition the DAGs such that each SGS is only responsible for a subset of DAGs. This assignment can change at a coarse-time granularity and is managed by the load balancing service. Sizing Worker Pools. While deploying Archipelago, the platform admin is responsible for determining the size of each worker pool. The trade-off here is that using too large of a worker pool would lead to increased scheduling delays (as discussed in §2). On the other hand using too small a worker pool could result in load imbalance across various SGS and necessitate frequent load balancing ( §7.5). As an extreme, if we choose a worker pool with just a single machine then the load balancer would need to perform all the scheduling of requests. A simple approach we espouse is to organize each rack as a worker pool with one of the machines running the SGS.
Deadline Aware Scheduling
We next present the strategy we use to schedule requests in an SGS, first in the context of individual functions and the generalize it to requests traversing a DAG. Requests are routed to an SGS from the load balancer and incoming requests are placed in a scheduling queue. Given our goal of meeting latency deadlines, we would like to adopt a scheduling policy that minimizes the number of missed deadlines. Additionally, given the short execution times, we assume that functions cannot be pre-emptied during execution.
Following classic scheduling approaches to minimize the execution time [25, 43] , we propose using the shortest remaining slack first (SRSF) algorithm. Whenever a CPU core becomes available, the SGS filters requests to only consider ones whose resource requirements are met by the current available resources and then calculates a remaining slack for the filtered requests. Slack here is defined as the time a function request can be queued without violating its deadline.
The SGS prioritizes and picks the function request that has the least remaining slack. In case of ties, the SGS picks the function which has the least remaining work. Doing so ensures that we quickly get another opportunity to schedule, which further minimizes deadlines missed. Additionally, scheduling based on remaining slack also avoids starvation for requests with large amount of slack. Finally, the SGS schedules requests on available workers in a work-conserving manner. The SGS spreads out sandboxes for a function across its workers to maximize the chances that a proactively allocated sandbox will be available at the worker ( §4.3.2). DAG Awareness. We now extend the scheduling strategy to handle a DAG. Given the user-specified DAG deadline, the key question that needs to be answered is, how is the remaining slack calculated for a DAG? After a function is processed, the remaining slack for each function of a DAG is calculated by subtracting the critical path execution time [32, 33] from the time remaining to the DAG's deadline. As an SGS is DAG aware, it schedules functions once their dependencies are met by calculating the RS in the manner stated.
Proactive Sandbox Allocation
Given that typical serverless workloads have their execution time in the same order of magnitude as that of setting up sandboxes ( §2.2), we need to ensure that requests are not exposed Figure 5 . Estimating number of sandboxes to proactively allocate to this overhead. To achieve this, Archipelago decouples sandbox allocation from scheduling of incoming requests and this allows each SGS to proactively setup sandboxes across its worker pool based on the future expected load. This is in contrast to today's platforms [3] that are not workload-aware and reactively setup sandboxes when a request arrives. By decoupling sandbox allocation from scheduling, Archipelago promotes the pipelining of sandbox allocation with scheduling decisions resulting in reduced impacts of cold starts.
Proactively allocated sandboxes occupy memory and do not consume any other resources. With high-memory machines becoming the norm and serverless functions having small memory footprint ( §2), we believe it is viable to trade off the memory consumed by the proactively allocated sandboxes to ensure that users are not exposed to sandbox setup overheads. To limit the amount of memory used, the platform administrator can configure the amount of memory on each machine that can be used to proactively setup sandboxes. We refer to this memory as the proactive memory pool from here on. Finally, we note that proactively allocated sandboxes are a form of soft state [24] that can potentially improve performance without affecting correctness.
Each SGS is responsible for proactively setting up sandboxes of functions for which it is receiving requests (as decided by the LBS). In order to do so, the SGS must answer the following questions: (1) how many sandboxes of each function must be setup proactively? (2) how should these sandboxes be placed on its worker pool? (3) when/how should these sandboxes be evicted from the proactive memory pool?
Sandbox Demand Estimation
For each DAG that is being handled by the SGS, our goal is to determine the minimum number of sandboxes that need to be allocated for each of its constituent functions, so as to meet the agreed upon SLA. Given the execution time of a function and the SLA, we model how requests of the function arrive to determine the minimum number of sandboxes needed.
In Archipelago, we make an assumption that request interarrival times follow an exponential distribution and model the number of requests expected in a given time interval T as a Poisson distribution. Specifically, given the SLA (e.g., 99%), we use the inverse distribution function to find the maximum number of requests that can arrive in T (Fig. 5 ). However, given that execution time of a function can be longer than T, we scale up the maximum number of requests to account for requests that overflow from the current time interval to the next one.
The SGS requires an estimate of the arrival rate of a function, so as to construct the Poisson distribution, which can then be used to determine the number of sandboxes using the above approach. In the background, the SGS (via its estimator module, Fig. 4a ) continuously records the arrival rate of the function (over a 100 ms interval in our prototype) and uses an exponentially weighted moving average (EWMA) over the current interval's measured rate and the previous estimate to get the new estimate. The SGS measures and estimates this for all the functions that it is handling.
Sandbox Placement
Now, given the number of sandboxes that need to be setup proactively for a function, the SGS needs to decide how to place these sandboxes across the various workers in its worker pool. Ideally, we would want to place the sandboxes to maximize the number of future requests that will use them.
Given recent efforts [40] towards reducing the memory footprint of proactively setting up sandboxes, a tempting approach would be to pack as many sandboxes of the same function on the same worker. While this reduces the memory overhead, it does not increase the probability of future requests benefiting from proactive allocation. For example, consider a scenario where there are two worker machines and the demand estimation of two functions is 2 sandboxes each. Using the above approach, the sandboxes belonging to the same function are setup on the same worker (see Fig. 4b ). In if newDemand > oldDemand then 7:
▷ Allocate sandboxes as demand increased 8:
for all F ∈ D .f unct ions do 9:
ALLOCATESANDBOXES(F, NEWDEMAND -OLDDEMAND) 10: 46 : end procedure such a case, when a core becomes available on worker one and the outstanding request for the second function is to be scheduled, it experiences the overhead of setting up a new sandbox as no compatible sandbox is available on the worker. Instead, in Archipelago, for a given function, we evenly spread its sandboxes across the various workers (lines 18-38 in Pseudocode 1). Specifically, given the number of sandboxes required, for each sandbox that needs to be setup, the following 2-step process is taken (via the allocator sub-module, Fig. 4a ): (1) determine the worker that has the minimum number of sandboxes of this function, and (2) setup sandbox on the worker. This approach improves statistical multiplexing, i.e., makes it easier for future requests to find a proactive sandbox. In Fig. 4b , the request does not incur setting up overhead as a compatible sandbox is available.
Sandbox Eviction
The previous section described how an SGS proactively allocates containers based on estimations. However, when the estimations deem that not all the sandboxes previously allocated are required, we need to decide what should be done with these excess sandboxes. A natural approach would be to evict these containers from the underlying worker pool as they consume memory. However, in Archipelago we lazily evict containers from the worker pool to avoid unnecessary sandbox allocation overheads. In Archipelago, a sandbox goes through two stages of eviction -soft eviction and hard eviction (Fig. 4c ). When the estimates fall below what was previously estimated, the SGS marks the excess sandboxes as soft evicted, i.e., they will not be considered while scheduling requests. Given the excess number of sandboxes of a function that need to be soft evicted, the SGS needs to decide which sandboxes across the various workers need to be soft evicted. For this, the SGS follows a process similar to the placement approach it takes, with the only difference being that it selects the worker(s) that have the maximum sandboxes of this type, and soft evicts a sandbox from it. This process is repeated until the required number of sandboxes are soft evicted(lines 11-15 in Pseudocode 1). The aforementioned approach balances the sandboxes across workers to the extent possible which improves statistical multiplexing Having soft evicted sandboxes enables Archipelago to deal with temporary load fluctuations in a better manner. In such scenarios, sandboxes are soft evicted when the load decreases. When the load increases back, soft evicted containers just need to be unmarked and this incurs no overheads.
Finally, a sandbox is hard evicted only when the proactive memory pool on a worker is saturated and a new sandbox needs to be proactively allocated (lines 39-46 in Pseudocode 1). The SGS hard evicts the sandbox of a function whose current allocation is closest to its estimation. This prevents functions whose allocations are far from their estimation being negatively impacted. Also, the SGS prefers to hard evict a soft evicted sandbox first before evicting a sandbox that may be reused for scheduling.
Load Balancing Service (LBS)
The LBS is responsible for routing requests to the underlying SGSs. We discuss its responsibilities ( §5.1) and then discuss how our service performs the tasks at hand ( §5.2).
Service Responsibilities
The LBS has two key responsibilities : (1) balance load across SGS: given that the underlying SGSs partitions the cluster, the LBS should ensure that the load is spread across the various SGS and a single SGS does not become a bottleneck; (2) perform sandbox-aware routing: given that the SGSs proactively allocates sandboxes, the LBS should route requests appropriately with the objective of maximizing the number of requests that benefit from the proactive allocation.
Scaling SGSs used per DAG
Given that the underlying cluster is partitioned and is managed by various SGSs, a key question that needs to be answered is among how many SGSs should the incoming requests of a DAG be spread? A possible solution would be to use all the available SGSs and spread the incoming requests evenly. This would avoid hotspots but naively applying such an approach in our context would lead to degraded performance as more requests would experience the sandbox allocation overhead as each SGS triggers allocations only when it starts receiving requests.
At the other extreme is the option of routing all requests of the DAG to a single SGS. While this approach does not suffer from the same limitations, a single SGS may not have enough capacity to handle the incoming workload. Thus, we choose a middle ground and dynamically associate the right number of SGSs that are needed to handle a DAG. However, to ensure that this dynamic approach is effective and performant, the following questions need to be answered - (1) what should be used as the indicator to scale SGSs in and out? (2) what is our scaling mechanism? and (3) how do we ensure that the request latencies do not suffer when we scale out/in?
What is the scaling indicator?
There are a number of situations under which the current number of SGSs associated with a DAG could be too few, requiring scale out. First, when the incoming workload of a DAG cannot be handled by the current SGSs due to resource unavailability. This can happen either due to the incoming load being too high or due to contention with other DAGs that are handled by the same SGSs. Second, we also need to scale out when there is severe pressure on the cumulative proactive memory pool which can lead to users experiencing sandbox allocation overheads.
Rather than relying on multiple independent metrics to indicate the occurrence of the above situations, we leverage queuing delay experienced by requests (of the corresponding DAG) at the SGS as the universal metric. Queuing delay covers all the situations and is easily observable. Specifically, each SGS measures the queuing delays per DAG using EWMA (similar to how it estimates the per DAG RPS) over a window. Having a window ensures that our system does not react to transient changes in queuing delays. The SGS piggybacks this measured queuing delay with each outgoing response to the LBS. The LBS further uses this information to decide if we need to scale out/in. 5.2.2 What is the scaling mechanism? Initial SGS Selection. When a request for a particular DAG arrives for the first time at the LBS, we use consistent hashing [31] to determine which SGS to route requests to. Specifically, the LBS maintains a consistent hash ring -with all the underlying SGSs hashed to the ring (by using their ID). Now when the first request arrives, the LBS hashes the DAG ID to the ring and assigns it its initial SGS. Using consistent hashing ensures that no single SGS is overwhelmed by being responsible for a large share of DAGs. Scale Out (see Fig 6) . The LBS receives the queuing delay observed by the requests of this DAG at the various SGSs. It then computes a scaling metric which is a function of the reported per-SGS queuing delays normalized by the deadline (described below). If the metric is above a scale-out threshold, then the LBS scales out by associating another SGS (the next one in the ring) with this DAG (lines 7-8 in Pseudocode. 2). Upon scaling out, the LBS updates the mapping in a reliable storage system and notifies each of the SGSs associated with this DAG to reinitialize the queuing delay windows so that we can observe the impact of our decision. The LBS makes the next scaling decision only once the windows are filled up to avoid reacting to transient changes in queuing delay. Scale In. The LBS follows a similar process as described above to decide if we need to dissociate an SGS from the DAG, with the only difference being that we scale in if the scaling metric falls below the scale-in threshold (lines 9-10 in Pseudocode. 2). We remove the SGS that was added last from the pool of associated SGSs. To avoid oscillations in the scaling process, we keep the scale-in threshold well below the scale-out threshold. Scaling Metric. Given the per-SGS queuing delay, in order to calculate the scaling metric, we first compute a weighted sum of queuing delays where we scale per-SGS queuing delay based on the number of proactively allocated sandboxes that exist at the SGS (line 5 in Pseudocode. 2). Next, we normalize this weighted sum by the available slack for the DAG (line 6 in Pseudocode. 2). Weighing the queuing delays proportional to the number of sandboxes ensures that we give more (less) importance to the SGS that handles more (less) requests of this DAG as the sandboxes indicate what quantity of requests are handled by an SGS. Normalizing by the available slack makes the scaling deadline-aware as it scales-out more aggressively for latency-sensitive jobs compared to background jobs as the former has less slack and queuing delays can lead to more missed deadlines in comparison to the latter.
How to do transparent scaling?
When the LBS dynamically scales the SGSs associated with a DAG, we also need to ensure that this does not have a negative impact on the requests. Archipelago achieves this by gradually scaling out and in rather than scaling instantly.
When scaling out, we associate an additional SGS with the DAG. However, instantly sending requests to the new SGS will lead to these requests experiencing sandbox allocation overheads. The LBS circumvents this issue by gradually ramping up the newly added SGS in the following manner -(1) uses lottery scheduling to perform sandbox-aware routing among the various SGSs where the number of tickets for each SGS correspond to the number of proactive sandboxes it has setup for this DAG and (2) notifies the new SGS to proactively allocate the average number of sandboxes present across the active SGSs (calculated including the new SGS). We initialize the tickets for the new SGS with a small value (say 1) so that requests go to it and this gets updated as and when sandboxes are setup. Recall that the LBS knows about the number of sandboxes allocated as they are piggy backed on the responses. The system reaches steady-state once the required number of sandboxes have been allocated.
Similarly, we also need to scale in gradually. An instant scale in can result in overwhelming the reduced subset of SGSs. We solve this issue by maintaining two lists of SGSs for a DAG -an active list and a removed list. While scaling in, we remove the SGS from the active list and place it in the removed list. During lottery scheduling, we still consider SGSs in the removed list but scale down the lottery tickets given to such SGSs by a discount factor. This ensures that the subset is not overwhelmed and gradually removes the SGS.
Implementation
We built our prototype in Go (~15K LOC). All the services are implemented as multi-threaded processes. Our LBS has an HTTP front end to receive events that trigger the execution of the corresponding DAGs. The SGS consists of the three loosely coupled modules -scheduler, estimator and sandbox manager. All workers in the cluster have execution manager running as a daemon process. This daemon receives scheduling requests from an SGS and places them in the corresponding core queues, and also handles sandbox allocation/eviction requests. Currently, the prototype supports docker containers as well as goroutines as sandbox environments. The external state store is responsible for keeping the SGS and LB state and uses separate goroutines for handling requests. All the communication between the different components happen using protocol buffers [17] . We integrate our prototype with Prometheus [16] and Grafana [15] for timely monitoring.
Next, we briefly describe the fault tolerance properties of our implementation.
Fault Tolerance
We assume the standard fail-stop model in which the Archipelago's services can crash at any point and that there exists a failure detector that can immediately detect the failure. Worker Failures. When a worker fails, the corresponding SGS updates its cluster view. Additionally, our per-DAG scaling strategy naturally adapts to worker failures and limits the negative impacts on the incoming workload under such situations. Specifically, when workers fail, the cumulative load that an SGS can handle is reduced, and to meet deadlines, we would ideally need to scale out. Since the scaling indicator is the queuing delay, the LBS would observe an increased delay and scale out. Also, given that we evenly spread the proactive sandboxes, on worker failure, incoming requests still benefit from proactive allocation on other workers. SGS and LB Failures. Archipelago maintains the state required by the SGSs (e.g., proactive sandbox count, estimation state) and LB (per-DAG SGS mapping) in a reliable external store. This ensures that a new instance can recover the state from the store and continue execution.
Evaluation
We evaluate the end-to-end benefits of Archipelago on a 74machine cluster deployed on CloudLab [11] and compare against a baseline that reflects current state-of-the-art serverless platforms [3] . We also carry out several microbenchmarks to delve deeper into Archipelago's benefits.
Experimental Setup
Our testbed has 38 machines with 20 cores and 36 with 28 cores. All machines have 256GB memory and 10Gbps NIC. We partition the cluster to have 8 SGSs, each of which has a worker pool consisting of 8 machines. Each SGS runs on a separate machine. The setup uses a single load balancer to constitute the LBS. We choose the ScaleOutThreshold to be 0.3 ( §7.5) and model the sandbox setup overheads for different DAGs to be in the range of 125 ms [12] to 400 ms, a conservative estimate given our measurements of overheads in downloading code packages from S3 ( §2.2). Baseline Stack. Our baseline uses a centralized scheduler (similar to [3]) where requests are processed in FIFO order. Also we reactively allocate sandboxes and keep them in memory with a fixed inactivity timeout of 15 mins [3, 8, 10] . Workload. We consider four different classes of DAGs: (i) C1 consists of DAGs that have a single function, short execution times and tight deadlines. These DAGs represent user-facing functions. (ii) C2 consists of DAGs that have a single function, short execution times, and less strict deadlines. These DAGs represent non-critical user-facing functions (such as updating a metrics dashboard). (iii) C3 consists of DAGs that have chained functions, medium execution times and relatively strict deadlines compared to their execution times. These DAGs represent more expensive user-facing functions. (iv) C4 consists of DAGs that have branched structures, high execution times and loose deadlines. These DAGs represent background jobs that typically perform batch execution [28] . We randomly sample execution time and slack details from the ranges mentioned in Table 1 .
We construct 2 workloads to model the arrival rate of requests belonging to different classes. For Workload 1, we model the request arrival pattern to follow a Poisson distribution. For the classes C1-C4, we periodically (every second) sample the mean arrival rate from an interval of 800-1200, 600-900, 600-800, 50-150 RPS respectively. For Workload 2, we model the request arrival pattern to follow a sinusoidal distribution. The details are captured in Table 1 . Both workloads keep the cluster CPU load between~70% to~110%. Metrics. We use a variety of metrics to evaluate different components of the platform -(i) End-to-end (E2E) latencyrepresents the turn around time of a request. (ii) % Deadlines Met -the % of requests that complete within their deadline. (iii) Queuing Delay -the time spent by a request in the queue before it is scheduled. (iv) Cold Starts -the number of requests that experience the overhead of sandbox allocation. Figure 7a shows the end-to-end latencies for Archipelago and the baseline for Workload 1. Archipelago reduces the tail latencies (99.9%-ile) by 20.83× over the baseline. Additionally, in the steady state Archipelago matches the performance of the baseline (50%-ile). Figure 7b shows that these tail latency violations lead to around 33% deadlines being missed by the baseline while Archipelago misses only 0.76% deadlines.
Macrobenchmarks
We find that the high tail latencies incurred by the baseline come from requests getting queued up while sandboxes are being reactively allocated. Archipelago minimizes the number of cold starts by proactively allocating sandboxes and being deadline-aware ( §7.2.1). Similar results are observed for Workload 2 -Archipelago reduces tail latencies by 35.97× over the baseline (Figure 7c ) and misses 0.98% deadlines in comparison to 9.66% missed by the baseline (Figure 7d ).
Additionally, in the context of baselines, we see that typically the classes of DAGs that have a slower arrival rate miss more deadlines (C4 misses more than others, C2 misses more than C1). Further analysis indicates that DAGs with lower request rate tend to be stuck behind requests from DAGs with higher request rate in the scheduling queue. Archipelago naturally mitigates this by using a queuing-aware scaling indicator that triggers scale out to another SGS.
Sources of Improvement
We next analyze the sources of improvement for the trends observed for Workload 2. We choose this workload to highlight how Archipelago behaves when the workload does not follow the Poisson arrival process assumed by our estimation logic. Lower Queuing Delays. Figure 8a shows that Archipelago has lower queuing delays at an SGS. The tail queuing delay for Archipelago is 47.5× lower than the baseline. This is mainly due to -(i) LBS performing sandbox-aware routing and (ii) SGS proactively allocating sandboxes which ensures that requests do not spend additional time in the SGS queue waiting for the allocation to finish. Fewer Cold Starts. We see that Archipelago overall incurs 24.38× fewer cold starts since sandboxes are proactively allocated in a workload-aware manner. In contrast, the baseline reactively allocates sandboxes leading to more cold starts. Workload-aware proactive allocation. Figure 8b shows the number of proactively allocated sandboxes for the C2 DAG. We see that the SGSs' estimation is able to closely follow the ideal number of sandboxes required. In the worst case, Archipelago allocates 37.4% more sandboxes. This is primarily because the SGS provisions sandboxes for the worst case load to ensure requests do not incur cold starts ( §4.3.1). Additionally, there are instances when an SGS allocates proactive sandboxes anticipating future requests, but then the DAG scales out to another SGS due to contention at the prior one. However, this is not a concern since Archipelago uses an isolated memory pool for proactive sandbox allocation along with a workload-aware eviction policy.
Microbenchmarks
To further delve into the benefits of Archipelago, we run several microbenchmarks at a smaller scale, with 1 LB, one or more SGSs, and each SGS having 10 workers. We use synthetic workloads that stress specific components of the stack.
SGS Sandbox Management
We study the effectiveness of the sandbox placement and eviction against alternative strategies using one SGS. Evenly spreading sandboxes. We compare our approach of evenly spreading sandboxes across the worker pool to an alternative where the SGS packs sandboxes on the same worker. We choose a workload with a single DAG where the request arrival follows a sinusoidal distribution with an average RPS of 1200, amplitude of 600, and a 20s period.
Given that both approaches see the same workload, the number of proactive sandboxes allocated are the same. However, we observe (see Figure 9 ) that the packing approach leads to~70% deadlines not being met during intervals of ). This does not happen when sandboxes are evenly spread. This is primarily because in case of packing, the sandboxes are available on a smaller fraction of workers, and at increased load, requests gets scheduled on workers that do not have proactively allocated sandboxes available, leading to missed deadlines. In contrast, even placement of sandboxes offers better statistical multiplexing resulting in better handling of bursts. Benefits of workload-aware hard eviction. We compare our approach of fair eviction with LRU ( §4.3.3). We choose a workload that consists of 2 DAGs -one that has constant request rate of 200 RPS and another one that has an on/off pattern with 100 RPS. We have configured the proactively memory pool to be low so that it causes hard eviction. We observe that LRU has a higher tail latency by 4.62X in comparison to fair eviction. This is primarily due to LRU optimizing for the short-term without taking into account the sandbox demand, which Archipelago does. Specifically, we observe that during the off-period, using LRU causes all sandboxes of the second DAG to be hard evicted leading to additional sandbox setup overheads during the next on period.
LBS Scaling Strategy
We now evaluate the various aspects of the scaling strategy adopted by the LBS using 5 SGSs with 10 workers each. Benefits of gradual scale-out. Archipelago gradually scalesout the number of SGSs for a given DAG using lottery scheduling ( §5.2.3). We evaluate the benefit of this against a policy where scale-out happens instantly, which leads to LBS routing requests in a round-robin fashion among the SGSs. We choose a workload with a single DAG wherein the request arrival follows a sinusoidal distribution with an average RPS of 800, amplitude of 600, and a 100s period (elongated period to capture a snapshot of the scale-out benefits).
We observe 1.5× higher tail latencies with instant scale-out. This is because when a new SGS is added for a DAG, the LBS immediately starts routing requests to it, without taking into account the number of available sandboxes. Deadline-aware per-DAG scale-out. Archipelago's per-DAG scaling metric accounts for the amount of slack in the DAG.
To study the effect of this, we consider 2 DAGs, both having an execution time of 100 ms. However, one DAG has a slack of 50 ms while the other has a slack of 200 ms. We assume a workload where requests arrive with the same sinusoidal distribution (see Figure 10 for workload).
From Fig 10, we observe that the DAG with smaller slack scales-up to more SGSs than the DAG with higher slack (e.g., smaller slack DAG scales out to 4 while the larger slack DAG scales out to 3 in the 20-30s interval). This shows the benefits of having a deadline-aware scaling metric which can help latency-sensitive foreground apps over background apps. Contention-aware per-DAG scale-out. Since DAGs from multiple users are multiplexed across the same cluster, it is important to ensure that one DAG does not suffer due to increased request rates of another DAG. To evaluate this, we consider 2 DAGs -one that is bursty and follows a sinusoidal distribution and another that has a low, constant request rate. The request rate of the second DAG is set such that it requires only a single SGS if it is the only DAG utilizing the cluster (see Figure 11 for workload).
When the second DAG experiences contention for the cluster due to the bursty nature of the first DAG, we observe from Figure 11 that the LBS is able to handle this by scaling-out the second DAG to another SGS (e.g., at~5s). We also notice that the LBS scales-down once the contention reduces (e.g., at~17s). This is possible since we co-design the LBS and SS layers, allowing us to observe the contention at each SGS and appropriately scale in a deadline-aware manner.
System Overheads
Since Archipelago aims to provide low latency scheduling, we present some of the overheads that arise in the critical path of request execution. From our macrobenchmarks, we notice that the median (99%-ile) per request overhead added by the LBS to decide where to route is 190µs (212µs). Scheduling decisions at SGS added an additional median (99%-ile) overhead of 241µs (342µs) per request. We also measure the time taken to scale-out at the LBS as well as time to make an estimation decision. Neither of these happen in the critical path, but help determine the robustness of the system. Scale-out takes a median (99%-ile) time of 128µs (197µs). Estimations at an SGS take a median (99%-ile) time of 879µs (1352µs). 7.5 Sensitivity Analysis Scale Out Threshold (SOT). Lower values of SOT mean that the LBS scales-out more aggressively. This would result in more frequent scale-outs amounting to a greater number of cold starts as seen in Figure 12a . On the other hand, aggressive scale-out helps keep queuing delays low in comparison to a passive scale-out strategy. Thus, we observe a trade-off between managing queuing delays and the number of cold starts. From Figure 12b , we observe that -(i) At very low SOT values, the high number of cold starts negatively impacts the tail latency (ii) At higher SOT values, higher queuing delays negatively impacts the tail latency. A cluster operator can thus configure the SOT based on knowledge of the workload and the sandbox setup overheads. Based on the above observed values, we choose a SOT of 0.3 for our experiments. SGS Size. Given a fixed number of workers, what should be ideal size of the worker pool under a single SGS? To study this, we consider a setup consisting of 20 workers. We consider 4 ways in which the cluster can be partitioned -(i) 20 SGSs, 1 worker each (ii) 10 SGSs, 2 workers each (iii) 5 SGSs, 4 workers each (iv) 1 SGS, 20 workers each. We choose a workload with a single DAG wherein the request arrival follows a sinusoidal distribution with an average RPS of 600, amplitude of 400, with a period of 20 seconds.
We observe that fine-grained partitioning leads to~4× higher tail latencies (Figure 13(a) ). This is because the LB would need to scale-out more often for each DAG leading to an increased number of cold starts in comparison to when there is no need to scale out as seen in Figure 13 However, having too many workers under an SGS can lead to scheduling overhead becoming a significant contributor to the queuing delay. If this happens, then the LBS would unnecessarily scale out leading to workers under the initial SGS being under-utilized. For functions with 50ms slack, we observed in our testbed, that beyond 64 machines, we were unnecessarily scaling out leading to workers being underutilized.
Related Work
Serverless Characterization. [46] looks at how network intensive applications run on serverless platforms whereas [34, 35, 42] characterize the storage requirements of serverless applications. [49] conducted a large measurement study to understand performance, resource management as well isolation in serverless platforms. Similarly, [36] also conducted measurements on the public offerings of serverless frameworks. To the best of our knowledge, no prior works have characterized real world serverless applications. Sandbox Overhead Reduction. [40] reduces the start up times of functions in OpenLambda [26] through caching Python runtimes and packages, and uses low-latency isolation primitives. [21] advocates for the usage of languagebased isolation instead of using traditional virtualization techniques. [19] proposes a two level isolation wherein functions of the same application run within the same container as separate processes. [37] identifies that the container networking setup takes significant time and pre-creates such resources to overcome the overhead, and dynamically binds to a container. All these works are complementary with Archipelago's efforts of reducing the impact of sandbox setup overheads. Scheduling Architectures. We now discuss scheduling architectures other that those compared to earlier (i.e., [38, 41] ). Borg [48] uses random sampling while calculating scores and thus trades off scheduling optimality for scalability. Omega [44] uses multiple parallel schedulers but trades off scheduling predictability for scalability due to the overheads involved in resolving conflicts which would happen often in our setting due to the resources being held for short durations. While Apollo [22] tries to reduce the frequency of conflicts by collecting cluster load periodically and feeding this to individual job schedulers, it does not allow for diverse applications to share the cluster as it makes the assumption that there are either latency sensitive tasks with guarantees or opportunistic tasks with no guarantees. In Archipelago, we can accommodate various kinds of tasks and meet deadlines for all of them. Mercury [30] is a hybrid scheduler that makes high-quality assignment for long tasks but the short tasks are scheduled in a distributed manner and can be preempted anytime leading to sub-optimal placement for the shorter tasks.
Conclusion
In this paper, we consider the problem of ensuring low latency function execution in serverless settings, an important problem that has not received attention. Our system, Archipelago, meets this goal using the following combination of simple but effective, scalable techniques -(a) partitioning the cluster into (semi-global scheduler, worker pool) pairs, (b) performing deadline-aware scheduling and proactive sandbox allocation, and (c) sandbox-aware routing with automatic scaling. Our evaluation shows that Archipelago meets the deadlines for more than 99% of realistic application request workloads, and reduces tail latencies by up to~36X compared to state-of-theart.
