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Abstract
In this dissertation, we investigate some problems in fractional Brownian motion and
stochastic partial differential partial differential equations driven by fractional Brown-
ian motion and Hilbert space valued Wiener process.
This dissertation is organized as follows.
In Chapter 1, we introduce some preliminaries on fractional Brownian motion and
Malliavin calculus, used in this research. Some main original results are also stated
also in this chapter.
In Chapter 2, the notion of fractional martingale as the fractional derivative of order
α of a continuous local martingale, where α ∈ (−12 , 12), is introduced. Then we show
that it has a nonzero finite variation of order 21+2α , under some integrability assump-
tions on the quadratic variation of the local martingale. As an application, we achieve
our objective, an extension of Le´vy’s characterization theorem to fractional Brownian
motion.
Chapter 3 is concerned with the problem of exponential moments of the renormal-
ized self-intersection local time of the d-dimensional fractional Brownian motion with
Hurst parameter H ∈ (0,1). We first apply Clark-Ocone formula to deduce an explicit
integral representation for this random variable and then derive the existence of some
exponential moments.
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In Chapter 4, we establish a version of the Feynman-Kac formula for the multi-
dimensional stochastic heat equation with a multiplicative fractional Brownian sheet.
We use the techniques of Malliavin calculus to prove that the process defined by the
Feynman-Kac formula is a weak solution of the stochastic heat equation. From the
Feynman-Kac formula we establish the smoothness of the density of the solution, and
the Ho¨lder regularity of the solution in the space and time variables. We also derive a
Feynman-Kac formula for the stochastic heat equation in the Skorohod sense and we
obtain Feynman-Kac formula to each Wiener chaos of the solution.
In Chapter 5, A version of the Feynman-Kac formula for the multidimensional
stochastic heat equation with spacially correlated noise is established. For a class of
stochastic heat equations, we study the Ho¨lder continuity of the solutions, and get an
explicit expression for the Malliavin derivatives of the solutions by using the Feynman-
Kac formula. Based on the above results and the result from the Malliavin calculus, we
show that the law of the solution of the stochastic heat equation has smooth density.
9
Chapter 1
Introduction
1.1 Introduction of main results
This dissertation is based mainly on four papers which are my joint works with Yaozhong
Hu and David Nualart. The first two papers have been published, the third one has been
accepted by Annals of Probability, and the last one is in progress. I place these papers
in Chapters 2, 3, 4 and 5 with few changes( I collected all the references together and
put them at the end).
Chapter 2 is based on the paper Fractional martingales and characterization of the
fractional Brownian motion. Annals of Probability. 37 (2009), no. 6, 2404–2430.
In the case of Brownian motion the famous Le´vy’s characterization theorem states
that a continuous stochastic process (Bt , t ≥ 0) adapted to a right-continuous filtration
(Ft , t ≥ 0) is anFt-Brownian motion if and only if B is a local martingale and 〈B〉t = t.
A natural problem is the extension of Le´vy’s characterization theorem to the fractional
Brownian motion.
The purpose of this paper is to introduce and study the notion of fractional mar-
tingale, and apply it to the above problem. Fix α ∈ (−12 , 12). If M = (Mt , t ≥ 0) is a
continuous local martingale, we denote by M(α) = (M(α)t , t ≥ 0) the stochastic process
10
defined by
M(α)t =
∫ t
0
(t− s)αdMs, (1.1)
provided this stochastic integral exists for all t ≥ 0. The process M(α) is called the
Riemann-Liouville process of M. Notice that M(α) is no longer a martingale and we
prefer to call it as a fractional martingale.
We obtained the following result of β -variation of a fractional martingale.
Theorem 1.1.1. Set β = 2/(1+ 2α). Consider a continuous local martingale of the
form Mt =
∫ t
0 ξsdWs, where ξ = (ξt , t ≥ 0) is a progressively measurable process such
that for all t ≥ 0

∫ t
0
(E(|ξs|β ))
β ′
β ds < ∞ for some β ′ > β if α < 0,∫ t
0
(E(ξ 2s ))
β
2 ds < ∞ if α > 0 .
(1.2)
Then, the β -variation of M(α) on any interval [0, t] exists in L1, and
〈
M(α)
〉
β ,t
=
cα
∫ t
0 |ξs|βds, where cα = cHκ
− 1H
H , H =
1
2 +α , and κH is defined in (3.2).
By using the above theorem and analyzing the Ho¨der continuity of some related
stochastic processes, we obtained the following Le´vy characterization theorem for fBm.
Theorem 1.1.2. Fix H ∈ (0,1), H 6= 12 . Suppose that B = (Bt , t ≥ 0) is a zero mean
continuous stochastic process. The following two conditions are equivalent:
(1) B is a fractional Brownian motion with Hurst parameter H.
(2) The process B satisfies the following conditions:
(i) The trajectories of B are Ho¨lder continuous of order H−ε for any H−ε ∈
(0,H).
11
(ii) Let
Mt =
∫ t
0
s
1
2−H(t− s) 12−HdBs . (1.3)
Then M is a local martingale. Furthermore, if H > 12 , the quadratic varia-
tion of the martingale M is absolutely continuous with respect to the Lebesgue
measure almost surely.
(iii) For any t > 0, the 1H -variation of B in the interval [0, t] exists in L1, and
〈B〉 1
H ,t
= cHt, where cH = E(|ξ |
1
H ) and ξ is a standard normal random
variable.
Chapter 3 is based on the paper Integral representation of renormalized self-intersection
local times. J. Funct. Anal. 255 (2008), no. 9, 2507–2532.
The purpose of this paper is to apply Clark-Ocone’s formula to the renormalized
self-intersection local time of the d-dimensional fractional Brownian motion BH . As a
consequence, we derive the existence of some exponential moments for this local time.
Let
Lε =
∫ T
0
∫ t
0
pε(BHt −BHs )ds, (1.4)
where pε denotes the heat kernel
pε(x) = (2piε)−
d
2 exp
(
−|x|
2
2ε
)
.
The following three theorems are the main results of this paper.
Theorem 1.1.3. Suppose that Hd < 1. Then, the self-intersection local time L =∫ T
0
∫ t
0 δ (BHt −BHs )dsdr exists as the limit in L2 of Lε , as ε tends to zero, and for all
integers n ≥ 1 we have
E(Ln)≤Cn (n!)Hd ,
12
for some constant C. As a consequence,
E(eL
p
)< ∞,
for any p < 1Hd , and there exists a constant λ0 > 0 such that E(eλL
1
Hd ) < ∞ for all
λ < λ0.
Theorem 1.1.4. Suppose that H <min
( 3
2d ,
2
d+1
)
. Then the renormalized self-intersection
local time L˜ = L−E(L) of the d-dimensional fractional Brownian motion BH exists in
L2 and it has the following integral representation
L˜ =−
d
∑
i=1
∫ T
0
(∫ T
r
∫ t
0
Air,t,s
σ2r,s,t
pσ2r,s,t (A
i
r,t,s) [KH(t,r)−KH(s,r)]dsdt
)
dW ir , (1.5)
where
Ar,t,s = E(BHt −BHs |Fr)
and
σ2r,s,t = Var(B
H,i
t −BH,is |Fr).
Theorem 1.1.5. Assume 1d ≤H <min
( 3
2d ,
2
d+1
)
. For any integer p< 12
[(1
2 +H
)(
d− 12H
)]−1
we have
E(exp |L˜|p)< ∞.
Chapter 4 is based on the submitted paper Feynman-Kac formula for heat equation
driven by fractional white noise, to appear in Annals of Probability.
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In this paper, we extend the Feynman-Kac formula to the heat equation with frac-
tional noise. consider 
∂u
∂ t
= 12∆u+u
∂ d+1W
∂ t∂x1 · · ·∂xd
u(0,x) = f (x) ,
(1.6)
where W (t,x) is a fractional Brownian sheet with Hurst parameters H0 in time and
(H1, . . . ,Hd) in space, respectively. For this equation, we can prove the Feynman-Kac
formula for the solution
u(t,x) = EB
[
f (Bxt )exp
(∫ t
0
∫
Rd
δ (Bxt−r− y)W (dr,dy)
)]
, (1.7)
where EB denotes the expectation with respect to the Brownian motion Bxt , and δ de-
notes the Dirac delta function.
By using the above Feynman-Kac formula, we can prove the following conse-
quences.
Theorem 1.1.6. Suppose that 2H0 +∑di=1 Hi > d + 1 and let u(t,x) be the solution of
Equation (1.1). Then u(t,x) has a continuous modification such that for any ρ ∈ (0, κ2 )
(where κ has been defined in (3.9)), and any compact rectangle I ⊂ R+×Rd there
exists a positive random variable KI such that almost surely, for any (s,x),(t,y) ∈ I we
have
|u(t,y)−u(s,x)| ≤ KI(|t− s|ρ + |y− x|2ρ).
Theorem 1.1.7. Suppose that 2H0+∑di=1 Hi > d+1. Fix t > 0 and x∈Rd . Assume that
for any positive number p, E| f (Bt + x)|−p < ∞. Then, the law of u(t,x) has a smooth
density.
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Chapter 5 is based on the paper Some properties of the solutions to a class of
stochastic partial differential equations which is a work in progress.
Consider the heat equation,

∂V
∂ t
(t,x) =
1
2
4V (t,x)+V ˙M(t,x)
V (x,0) = h(x)
(1.8)
where M is a semi-martingale, with quadratic variation
〈M(·,x)M(·,y)〉t = f (t,x,y) =
∫ t
0 g(s,x,y)ds.
We will use ¯f (t,x) to denote f (t,x,x) and use g¯(t,x) to denote g(t,x,x).
We shall prove the following Feynman-Kac formula provided g satisfies some technical
conditions,
V (t,x) = EB
{
h(x+Bt)exp
(∫ t
0
M(dr,x+Bt −Br)− 12
∫ t
0
¯f (dr,x+Bt −Br)
)}
where B is a d-dimensional standard Brownian motion independent of M.
Now let’s consider a general stochastic heat equation,

∂u
∂ t
=
1
2
4u+b(u)+σ(u)∂W
∂ t
(t,x), t ≥ 0,x ∈ Rd,
u(0,x) = u0(x)
where W (t,x) is a Hilbert space valued Wiener process.
First we establish Ho¨lder continuity of u. Then by using the Feynman-Kac formula
the Ho¨lder continuity of u and the Malliavin calculus, we can prove the smoothness of
the density of u(t,x) for all t > 0 and all x ∈ Rd under the nondegeneracy condition
σ(u(0,x0))> 0 for some point x0 ∈ Rd.
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1.2 Preliminaries
In this section, we will summarize some basic results on fractional Brownian motion
and Malliavin calculus which will be used throughout this dissertation.
Some special classes of stochastic partial differential equations are involved in the
last two chapters, where some preparation will be given. we will not present prelimi-
naries for stochastic partial differential equations here and refer to [50] and [8] for some
introduction of stochastic partial differential equations.
1.2.1 Fractional Brownian motion
The fractional Brownian motion (fBm) with Hurst parameter H ∈ (0,1) is a zero mean
Gaussian process with covariance
E(BHt B
H
s ) =
1
2
(t2H + s2H −|t− s|2H). (2.9)
This process is a Brownian motion when H = 12 . From the relation E(|BHt −BHs |2) =
|t − s|2H , it follows that BH has Ho¨lder continuous trajectories of order H − ε , for any
ε > 0.
Set Xn = BHn −BHn−1,n≥ 1. Then {Xn,n≥ 1} is a Gaussian stationary sequence with
covariance function
E(X1Xn+1) =
1
2
(
(n+1)2H +(n−1)2H −2n2H) .
This implies that the two increments of the fractional Brownian motion are positively
correlated if H > 1
2
and they are negatively correlated if H < 1
2
.
16
When H > 1
2
, the sequence {Xn} exhibits long range dependence, that is,
lim
n→∞
E(X1Xn+1)
H(2H−1)n2H−2 = 1
and hence
∞
∑
n=1
E(X1Xn+1) = ∞.
When H < 1
2
, we have
∞
∑
n=1
E(X1Xn+1)< ∞.
On the other hand, the self-similarity of the fBm and the ergodic theorem imply
that the fBm has 1H -variation on any time interval [0, t] which equals to cHt, where
cH = (E|BH1 |
1
H ) (see [40]). More Precisely,
lim
n→∞
n−1
∑
i=0
|Bti+1 −Bti|p =

∞, p < 1H ,
cHt, p = 1H ,
0, p > 1H ,
(2.10)
where ti =
it
n
.
We can extend the underlying probability space in such a way that (W−t , t ≥ 0) is a
Brownian motion independent of W . Then, the process BH defined by
BHt = κH
(∫ t
0
(t− s)αdWs +
∫ 0
−∞
((t− s)α − (−s)α)dWs
)
,
is a fractional Brownian motion with Hurst parameter H (see Mandelbrot and Van Ness
[33]).
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The fractional Brownian motion BH also has the following representation (see [18])
BHt =
∫ t
0
ZH(t,s)dWs, (2.11)
where
ZH(t,s) = κH
[( t
s
)H− 12 (t− s)H− 12 − (H− 1
2
)s
1
2−H
∫ t
s
uH−
3
2 (u− s)H− 12 du
]
, (2.12)
with κH =
(
2HΓ(32 −H)
Γ(H + 12)Γ(2−2H)
) 1
2
.
We refer to the monograph [19] and the review paper [37] for detailed accounts on
the properties of the fBm.
1.2.2 Malliavin calculus
We introduce some preliminaries on the Malliavin calculus and refer to Malliavin [32]
and Nualart [38] for a more detailed presentation of this theory.
Let us denote by H the Hilbert space with scalar product denoted by 〈·, ·〉. The
norm of an element h ∈ H will be denoted by ‖ · ‖H . We say that a stochastic process
W = {W (h),h ∈ H} defined in a complete probability space (Ω,F ,P) is an isonormal
Gaussian process (or a Gaussian process on H) if W is a centered Gaussian family of
random variables such that E(W (h)W (g)) = 〈h,g〉 for all g,h ∈ H.
LetS be the class of smooth and cylindrical random variables of the form
F = f (W (h1), . . . ,W (hn)),
where n ≥ 1, h1, . . . ,hn ∈ H, and f is an infinitely differentiable function such that to-
gether with all its partial derivatives has at most polynomial growth order. The deriva-
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tive operator of the random variable F is defined as
DF =
n
∑
j=1
∂ f
∂x j
(W (h1), . . . ,W (hn))h j(t).
DF is a random variable with values in the Hilbert space H. The derivative is a
closable operator on L2(Ω) with values in L2(Ω;H). We denote by D1,2 the Hilbert
spaced defined as the completion ofS with respect to the scalar product
〈F,G〉1,2 = E(FG)+E (〈DF,DG〉) .
The divergence operator δ is the adjoint of the derivative operator D. The domain
of δ , denoted by Domδ , is the set of H-valued sqaure integrable random variables
u ∈ L2(Ω;H) such that
|E〈DF,u〉H ≤ c‖F‖2,
for all F ∈ D1,2, where c is some constant depending on u. The operator δ is an un-
bounded operator from L2(Ω;H) into L2(Ω), and is determined by the duality relation-
ship
E(δ (u)F) = E(〈u,DF〉H),
for any u ∈ Domδ , and F in D1,2.
This concludes the concise introduction of Malliavin calculus for a general Hilbert
space. In each section, we will provide more specific details necessary for our study .
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1.2.3 Stochastic calculus with respect to fBm
In this section, we introduce some main results of stochastic calculus with respect to
fBm. We refer to [38] for details.
Let B = {Bt ,0 ≤ t ≤ T} be a fBm with Hurst parameter H ∈ (0,1). We denote by
E the set of step functions on [0,T ]. LetH be the Hilbert space defined as the closure
of E with respect to the scalar product
〈I[0,t], I[0,s]〉H =
1
2
(s2H + t2H −|t− s|2H).
The process{B(ϕ),ϕ ∈H } is an isonormal Gaussian process associated with the Hilbert
space H (see the beginning of last section.) We will denote by D and δ the Malliavin
derivative and divergence operators associated with this process.
Let |H | be the linear space of measurable function ψ on [0,T ] such that
‖ψ‖2|H | = αH
∫ T
0
∫ T
0
|ψr||ψu||r−u|2H−2drdu < ∞
where αH = H(2H−1).
Case H > 1
2
Consider a measurable process u = {ut , t ∈ [0,T ]} such that
∫ T
0 |ut |dt < ∞ a.s. Let us
define the approximation sequences of processes
(pinu)t =
n−1
∑
i=0
4−1n
(∫ ti+1
ti
usds
)
I(ti,ti+1](t),
20
where ti = i4n, i = 0, . . . ,n, and 4n = T
n
. Set
Sn =
n−1
∑
i=0
4−1n
(∫ ti+1
ti
usds
)
(Bti+1 −Bti).
Definition 1.2.1. We say that a measurable process u= {ut , t ∈ [0,T ]} such that
∫ T
0 |ut |dt <
∞ a.s. is Stratonovich integrable with respect to the fBm if the sequence Sn converges
in probability as |pi| → 0, and in this case the limit will be denoted by ∫ T0 ut ◦dBt .
Remark Let u = {ut , t ∈ [0,T ]} be a stochastic process which is continuous in the
norm of D1,2 and satisfies the condition
∫ T
0
∫ T
0 |Dsut ||t − s|2H−2dsdt < ∞. Then the
Riemann sums
n−1
∑
i=0
usi(Bti+1 −Bti),
where ti ≤ si ≤ ti+1, converge in probability to
∫ T
0 us ◦ dBs. In particular, the forward
and backward integrals of u with respect to the fBm exists and they coincide with the
stratonovich integral.
The following proposition establishes the relationship between the Stratonovich in-
tegral and the divergence integral.
Proposition 1.2.2. Let u= {ut , t ∈ [0,T ]} be a stochastic process in the spaceD1,2(|H |).
Suppose also that a.s.
∫ T
0
∫ T
0
|Dsut ||t− s|2H−2dsdt < ∞.
Then u is Statonovich integrable and we have
∫ T
0
ut ◦dBt = δ (u)+αH
∫ T
0
∫ T
0
|Dsut ||t− s|2H−2dsdt.
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We also have the following Itoˆ formula if max{|F(x)|, |F ′(x)|, |F ′′(x)|}≤ ceλ 2 where
c and λ are positive constants such that λ < 1
4T 2H
,
F(Bt) =F(0)+
∫ t
0
F ′(Bs)◦dBs
=F(0)+
∫ t
0
F ′(Bs)dBs +H
∫ t
0
F ′′(Bs)s2H−1ds.
Case H < 1
2
In this case, it’s more sophisticated to develop the same calculus than the case H > 1
2
.
One fact that indicates the difficulty is the forward integral
∫ T
0 BtdBt defined as the limit
in L2 of the Riemann sums
n−1
∑
i=0
Bti(Btt+1 −Bti),
where ti =
iT
n
, does not exist. We shall use the symmetric integral.
Definition 1.2.3. The symmetric integral of a process u with integral paths with respect
to the fBm is defined as the limit in probability of
(2ε)−1
∫ T
0
us(Bs+ε −Bs−ε)ds,
as ε ↓ 0 if it exists. We denote this limit by ∫ T0 us ◦dBs.
Consider the following seminorm on the set E of step functions on [0,T ]:
‖ϕ‖2K =
∫ T
0
ϕ2(s)(T − s)2H−1ds
+
∫ T
0
(∫ T
s
|ϕ(t)−ϕ(s)|(t− s)H− 32
)2
ds.
22
We denote byHK the completion of E with respect to this seminorm.
We have the following proposition.
Proposition 1.2.4. Let u= {ut , t ∈ [0,T ]} be a stochastic process in the spaceD1,2(HK).
Suppose that the trace defined as the limit in probability
TrDu := lim
ε→0
1
2ε
∫ T
0
〈Dus, I[s−ε,s+ε]∩[0,T ]〉H ds
exists. Then the symmetric stochastic integral of u with respect to fBm exists and
∫ T
0
ut ◦dBt = δ (u)+TrDu.
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Chapter 2
Le´vy Characterization Theorem for fBm
2.1 Introduction
In the case of Brownian motion the famous Le´vy’s characterization theorem states
that a continuous stochastic process (Bt , t ≥ 0) adapted to a right-continuous filtration
(Ft , t ≥ 0) is anFt-Brownian motion if and only if B is a local martingale and 〈B〉t = t.
A natural problem is the extension of Le´vy’s characterization theorem to the fractional
Brownian motion.
The purpose of this chapter is to introduce and study the notion of fractional mar-
tingale, and apply it to the above problem. Fix α ∈ (−12 , 12). If M = (Mt , t ≥ 0) is a
continuous local martingale, we denote by M(α) = (M(α)t , t ≥ 0) the stochastic process
defined by
M(α)t =
∫ t
0
(t− s)αdMs, (1.1)
provided this stochastic integral exists for all t ≥ 0. The process M(α) is called the
Riemann-Liouville process of M. Notice that M(α) is no longer a martingale and we
will say that it is a fractional martingale.
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If α ∈ (0, 12), then the stochastic integral in (4.11) always exists, and M
(α)
t = Γ(1+
α)Iα0+(M)t , where Iα0+ is the left-sided fractional integral of order α . If α ∈ (−12 ,0)
and M has α ′-Ho¨lder continuous trajectories on any finite interval for some α ′ > −α ,
then M(α)t exists and M
(α)
t = Γ(1+α)D−α0+ (M)t , where D
−α
0+ is the left-sided fractional
derivative of order −α . We refer to Samko et al. [43] for the definition and properties
of the fractional operators.
We are interested in the variation properties of fractional martingales. The process
M(α) has Ho¨lder continuous trajectories of order γ on any finite interval, for any γ < 12 +
α , provided M has Ho¨lder continuous trajectories of order 12 − ε on any finite interval,
for any ε > 0. Then, it is natural to expect that M(α) has a finite and non zero variation
of order β =
(1
2 +α
)−1 = 21+2α . We show that (see Theorem 2.2.6) if d 〈M〉t = ξ 2t dt,
then M(α) has a finite β -variation cα
∫ t
0 |ξs|βds under some integrability conditions on
ξ , where cα is a constant depending only on α . The proof of this result is based on the
variation properties of the fractional Brownian motion.
The fractional Brownian motion BH is not a martingale unless H = 12 . But the
process
Mt =
∫ t
0
s
1
2−H(t− s) 12−HdBHs (1.2)
is a martingale with respect to the filtration generated by the fBm, verifying 〈M〉t =
dHt2H for some constant dH (see Norros et al. [36]). We show that if B = (Bt , t ≥ 0)
is a continuous square integrable centered process with B0 = 0, then B is a fractional
Brownian motion with Hurst parameter H if and only if the process B has the following
properties:
(i) The sample paths of the process B are Ho¨lder continuous of order γ for any
γ ∈ (0,H).
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(ii) The process M defined in (1.2), where BH is replaced by B, is a martingale with
respect to the filtration generated by B. If H > 12 we also assume that the quadratic
variation of M is absolutely continuous with respect to the Lebesgue measure.
(iii) For any t > 0, the process B has 1H -variation (in the sense of Definition 2.3) which
equals to cHt on the interval [0, t].
In order to prove that the conditions (i), (ii), and (iii) imply that B is a fractional
Brownian motion, it suffices to show that the martingale M satisfies 〈M〉t = dHt2H for
some constant dH , and this will be a consequence of the condition (iii) and the general
result on the β -variation of a fractional martingale.
In a recent work [34], Mishura and Valkeila have proved another extension of Le´vy
characterization theorem, where condition (iii) is replaced by an assumption on the
renormalized quadratic variation, and no restriction on the quadratic variation of M is
required.
Theorem 2.1.1 (Mishura and Valkeila). Assume that B is a continuous square inte-
grable centered process with B0 = 0. Then the following are equivalent:
(a) The process B is a fractional Brownian motion with Hurst parameter H ∈ (0,1).
(b) The process B satisfies the following properties:
(i) The process B has Ho¨lder continuous sample paths of order γ for any γ ∈
(0,H) in any finite interval.
(ii) The process M defined in (1.2), where BH is replaced by B, is a martingale
with respect to the filtration generated by B.
(iii) For any t > 0
lim
n→∞ n
2H−1
n
∑
k=1
(Btk/n−Bt(k−1)/n)2 = t2H ,
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in L1.
The proof of this theorem uses different kind of techniques, and is based on the
stochastic calculus with respect to the fractional Brownian motion.
The chapter is organized as follows. Section 2 is devoted to study the β -variation
of fractional martingales, and Section 3 contains the proof of the Le´vy characterization
theorem for the fBm. Some technical lemmas are included in the appendix.
2.2 β -variation of fractional martingales
Let (Ω,F ,P) be a complete probability space equipped with a right-continuous filtra-
tion (Ft , t ≥ 0) such thatF0 contains the P-null sets. Fix a parameter α ∈ (−12 , 12). We
introduce the following notion.
Definition 2.2.1. A continuousFt-adapted process (M(α)t , t ≥ 0) is called a fractional
martingale of order α if there is a continuous local martingale (Mt , t ≥ 0) such that for
all t ≥ 0 ∫ t
0
(t− s)2αd〈M〉s < ∞, (2.1)
almost surely, and
M(α)t =
∫ t
0
(t− s)αdMs. (2.2)
Notice that by Fubini’s theorem condition (4.10) holds true for almost all t ≥ 0.
If α ∈ (0, 12), then (4.10) is always fulfilled. Moreover, an integration by parts
implies that the integral appearing in (8.12) exists as a Riemann-Stieltjes integral and
M(α)t = Γ(α+1)Iα0+(M)t , where Iα0+ is the left-sided fractional integral of order α .
For any α ∈ (−12 ,0) we introduce the following hypothesis:
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(H) The trajectories of M are α ′-Ho¨lder continuous on finite intervals for some α ′ >
−α .
Then we have the following result.
Lemma 2.2.2. Fix α ∈ (−12 ,0), and let M be a continuous local martingale satisfying
condition (H). Then (4.10) holds, M(α)t exists as a Riemann-Stielejes integral and it
coincides with Γ(α+1)D−α0+ (M)t , where D
−α
0+ is the left-sided fractional derivative of
order −α .
Proof Set
Zt = |Mt |+ 〈M〉t + sup
0≤s<u≤t
|Ms−Mu|
|s−u|α ′ .
For any integer n ≥ 1 we define
TN = inf{t ≥ 0 : Zt > N}.
Then, TN is an nondecreasing sequence of stopping times such that TN ↑ ∞. For any
s < t we can write
E (|〈M〉t∧TN −〈M〉s∧TN |p)≤CpE
(|Mt∧TN −Ms∧TN |2p)≤CpN2p|t− s|2pα ′.
By Kolmogorov’s continuity criterion the sample paths of 〈M〉 are Ho¨lder continuous
of order γ for any γ < 2α ′, on any finite inerval. This implies (4.10), and it is easy
to check that the stochastic integral is a Riemann-Stieltjes integral and coincides with
Γ(α+1)D−α0+ (M)t .
From fractional calculus, assuming condition (H) if α < 0, we have Mt = 1Γ(α+1)I−α0+ (M(α))t ,
where I−α = Dα if α > 0. Using the definition of left-sided fractional integral and
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derivative we have
Mt =

1
Γ(1+α)Γ(−α)
∫ t
0(t− s)−1−αM(α)s ds i f α < 0
1
Γ(1+α)Γ(1−α)
∫ t
0(t− s)−αdM(α)s i f α > 0 .
(2.3)
In order to define the β -variation, let us first introduce some notation. Fix a time
interval [a,b], and consider the uniform partition
pin = {a = tn0 < tn1 < · · ·< tnn = b},
where tni = a+
i
n
(b−a) for i = 0, . . . ,n. Let β ≥ 1 and let X = (Xt , t ≥ 0) be a contin-
uous stochastic process.
Definition 2.2.3. We define the β -variation of X on the interval [a,b], denoted by
〈X〉β ,[a,b], as the limit in probability of
S[a,b]β ,n (X) :=
n
∑
i=1
|∆ni X |β , (2.4)
if the limit exists, where ∆ni X = Xtni −Xtni−1 . We say that the β -variation of X on [a,b]
exist in L1 if the above limit exists in L1.
We also denote 〈X〉β ,[0,t] by 〈X〉β ,t . For instance, a continuous local martingale has
a finite 2-variation, denoted by 〈M〉t , and the fractional Brownian motion BHt of Hurst
parameter H ∈ (0,1) has 1H -variation which is equal to cHt, where cH =
(
E|BH1 |
) 1
H
.
A direct consequence of the above definition is that if 〈X〉β ,[a,c] exists, then for any
a < b < c, both 〈X〉β ,[a,b] and 〈X〉β ,[b,c] exist and
〈X〉β ,[a,c] = 〈X〉β ,[a,b]+ 〈X〉β ,[b,c] . (2.5)
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It is also easy to see that the following triangular inequality holds:
S[a,b]β ,n (X +Y )
1
β ≤ S[a,b]β ,n (X)
1
β +S[a,b]β ,n (Y )
1
β . (2.6)
This inequality implies that if X and Y are two continuous stochastic processes such
that 〈X〉β ,[a,b] exists and 〈Y 〉β ,[a,b] = 0, then
〈X +Y 〉β ,[a,b] = 〈X〉β ,[a,b]. (2.7)
Let W = (Wt , t ≥ 0) be an Ft-Brownian motion. We want to compute the β -
variation of M(α), where M is a martingale of the form Mt =
∫ t
0 ξsdWs. We will denote
by C a generic constant that may depend on α . Consider first the case where the mar-
tingale is just a standard Wiener process. We recal that
β =
2
1+2α
.
Lemma 2.2.4. Let (Wt , t ≥ 0) be a Wiener process, and set Xt = W (α)t =
∫ t
0(t −
s)αdWs. Then the β -variation of X exists in L1 and 〈X〉β ,[a,b] = cα(b−a), where cα =
cHκ
− 1H
H , H =
1
2 +α , cH = (E|BH1 |
1
H ), and
κH =
(
2HΓ(32 −H)
Γ(H + 12)Γ(2−2H)
) 1
2
. (2.8)
Proof We can extend the underlying probability space in such a way that (W−t , t ≥ 0)
is a Brownian motion independent of W . Then, the process BH defined by
BHt = κH
(∫ t
0
(t− s)αdWs +
∫ 0
−∞
((t− s)α − (−s)α)dWs
)
,
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is a fractional Brownian motion with Hurst parameter H (see Mandelbrot and Van Ness
[33]). Hence,
Xt = κ−1H B
H
t −Zt ,
where Zt =
∫ 0
−∞ ((t− s)α − (−s)α)dWs. From the 1H -variation property of fractional
Brownian motion we know that
〈
BH
〉
β ,t = cHt, in L
1
, because β = 1H . Then, by (3.3)
it suffices to show that lim
n→∞ E
(
|S[0,t]β ,n (Z)|
)
= 0 for all t ≥ 0. We have
n
∑
i=1
E
(
|Ztni −Ztni−1|β
)
= C
n
∑
i=1
(∫ 0
−∞
(
(tni − s)α − (tni−1− s)α
)2 ds) β2
= C
n
∑
i=1
(∫
∞
0
(
(tni−1 +
t
n
+ s)α − (tni−1 + s)α
)2
ds
) β
2
≤ C
(∫
∞
0
(
(
t
n
+ s)α − sα
)2
ds
) β
2
+
C
nβ
n
∑
i=2
(∫
∞
0
(tni−1 + s)
2α−2ds
) β
2
= I1 + I2 .
It is easy to see by the dominated convergence theorem that I1 → 0 as n → ∞. On the
other hand,
I2 ≤Ctn−1
n
∑
i=2
(i−1) (2α−1)β2 ≤Ctn 2α−12α+1 → 0
since α < 1/2. This proves the lemma.
We will make use of the following lemma.
Lemma 2.2.5. Fix a > 0. Let Xt =
∫ a
0 (t − s)αdWs, where W = (Wt , t ≥ 0) is a Wiener
process. Then, for all t ≥ 0
lim
n→∞ E
(
|S[0,t]β ,n (X)|
)
= 0. (2.9)
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Proof Take β = 2/(1+2α). First we have
n
∑
i=1
E
∣∣∣∣∫ a0 [(tni − s)α − (tni−1− s)α]dWs
∣∣∣∣β
≤ C
n
∑
i=1
{∫ a
0
[
(tni − s)α − (tni−1− s)α
]2 ds}β/2 .
Then we apply a similar argument as in the proof of Lemma 2.2.4.
The following theorem is the main result of this section.
Theorem 2.2.6. Set β = 2/(1+ 2α). Consider a continuous local martingale M =
(Mt , t ≥ 0) with M0 = 0 and 〈M〉t =
∫ t
0 ξ 2s ds, where ξ = (ξt , t ≥ 0) is a progressively
measurable process such that for all t ≥ 0

∫ t
0
(E(|ξs|β ))
β ′
β ds < ∞ for some β ′ > β if α < 0,∫ t
0
(E(ξ 2s ))
β
2 ds < ∞ if α > 0 .
(2.10)
Then, the β -variation of M(α) on any interval [0, t] exists in L1, and
〈
M(α)
〉
β ,t
=
cα
∫ t
0 |ξs|βds, where cα = cHκ
− 1H
H , H =
1
2 +α , and κH is defined in (3.2).
Proof We can represent the martingale M as a stochastic integral Mt =
∫ t
0 ξsdWs,
where W = (Wt , t ≥ 0) is a Brownian motion defined on an extension (Ω˜,F˜ , P˜) of our
original probability space (Ω,F ,P). The space (Ω˜,F˜ , P˜) is the product of (Ω,F ,P),
and another space (Ω̂,F̂ , P̂) supporting a Brownian motion independent of M. Clearly,
if the conclusion of the theorem holds in the extended space, it also holds in the original
space.
Notice that if α < 0, by Ho¨lder’s inequality condition (2.10) implies that
∫ t
0
(t− s)−2αE(ξ 2s )ds < ∞,
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and (4.10) holds.
Suppose first that the process ξ has the form ξt =Y I(t1,t2](t), where 0 ≤ t1 < t2 and
Y is a boundedFt1-measurable random variable. In this case the process M(α), denoted
by X , is given by
Xt = Y I[t1,∞)(t)
∫ t∧t2
t1
(t− s)αdWs.
For t ∈ [0, t1], we clearly have 〈X〉β ,t = 0. For t ∈ [t1, t2],
Xt = Y
∫ t
0
(t− s)αdWs−Y
∫ t1
0
(t− s)αdWs,
and by lemmas 2.2.4 and 2.2.5, for any interval [a,b] ⊂ [t1, t2], the β -variation of X
exists in L1, and
〈X〉β ,[a,b] = cα |Y |β (b−a).
Finally, by Lemma 2.2.5, for any interval [a,b] ⊂ [t2,∞), 〈X〉β ,[a,b] = 0, in L1. Hence,
we have proved that
〈X〉β ,t = cα |Y |β (t ∧ t2− t1)+ = cα
∫ t
0
|ξs|βds.
Let us denote byS the space of step functions of the form
ξt =
n
∑
i=1
YiI(ti−1,ti] (t),
where Yi is Fti−1 measurable and bounded, and 0 = t0 < · · · < tn. For ξ ∈S we have
Xt = ∑ni=1 X it , where X it =
∫ t
0 ξ it (t− s)αdWs and ξ it = YiI(ti−1,ti] (t). From (2.5) we have
〈X〉β ,t =
n
∑
i=1
〈X〉β ,[ti−1,ti]∩[0,t] .
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From the first part of the proof we see that
〈X j〉β ,[ti−1,ti]∩[0,t] =

cα |Yi|β (ti∧ t− ti−1)+ if j = i
0 if j 6= i
,
and applying the triangular inequality (2.6) we see then that
〈X〉β ,[ti−1,ti]∩[0,t] = 〈X i〉β ,[ti−1,ti]∩[0,t] .
Hence,
〈X〉β ,[0,t] = cα
n
∑
i=1
|Yi|β (ti∧ t− ti−1)+ = cα
∫ t
0
|ξs|βds, (2.11)
and this proves the result for step functions.
To complete the proof we use a density argument. Fix a time interval [0,T ]. We can
find a sequence of step functions
(
ξ k,k ≥ 1) inS such that if α > 0, then
lim
k→∞
∫ T
0
(
E|ξs−ξ ks |2
) β
2 ds = 0,
and if α < 0, then
lim
k→∞
∫ T
0
(E|ξs−ξ ks |β )
β ′
β ds = 0.
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Define Xkt =
∫ t
0(t− s)αξ ks dBs for t ∈ [0,T ]. From the triangular inequality (2.6) and the
Burkholder-Davis-Gundy inequality (see, for instance, [29]) we have, for all t ∈ [0,T ]
E
(
|S[0,t]β ,n (X)
1
β −S[0,t]β ,n (Xk)
1
β |
)
≤ E
((
S[0,t]β ,n (X −Xk)
) 1
β
)
≤C
(
E
(
n
∑
i=1
∣∣∣∣∫ tni0 ((tni − s)α − (tni−1− s)α+)(ξs−ξ ks )dWs
∣∣∣∣β
)) 1
β
≤C
E
 n∑
i=1
∣∣∣∣∫ tni0 ((tni − s)α − (tni−1− s)α+)2 (ξs−ξ ks )2ds
∣∣∣∣
β
2
 1β . (2.12)
Now we will consider two cases depending on the sign of α .
(i) If α > 0, namely, β < 2, then by the concavity of xβ/2 and Lemma 2.4.1, we have
E
(
|S[0,t]β ,n (X)
1
β −S[0,t]β ,n (Xk)
1
β |
)
≤ C
 n∑
i=1
∣∣∣∣∫ tni0 ((tni − s)α − (tni−1− s)α+)2 E
(
|ξs−ξ ks |2
)
ds
∣∣∣∣
β
2
 1β
≤ C
(∫ t
0
(E
(
|ξs−ξ ks |2
)
)
β
2 ds
) 1
β
. (2.13)
Then
E
(∣∣∣∣∣S[0,t]β ,n (X) 1β −
(
cα
∫ t
0
|ξs|βds
) 1
β
∣∣∣∣∣
)
≤ E
(∣∣∣S[0,t]β ,n (X) 1β −S[0,t]β ,n (Xk) 1β ∣∣∣)+E
(∣∣∣∣∣S[0,t]β ,n (Xk) 1β −
(
cα
∫ t
0
|ξ ks |βds
) 1
β
∣∣∣∣∣
)
+c
1
β
αE
(∣∣∣∣∣
(∫ t
0
|ξ ks |βds
) 1
β
−
(∫ t
0
|ξs|βds
) 1
β
∣∣∣∣∣
)
.
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From (4.3) and (4.4) we obtain
lim sup
n→∞
E
(∣∣∣∣∣S[0,t]β ,n (X) 1β −
(
cα
∫ t
0
|ξs|βds
) 1
β
∣∣∣∣∣
)
≤ C
(∫ t
0
(E|ξs−ξ ks |2)
β
2 ds
) 1
β
+ c
1
β
αE
(∣∣∣∣∣
(∫ t
0
|ξ ks |βds
) 1
β
−
(∫ t
0
|ξs|βds
) 1
β
∣∣∣∣∣
)
,
and letting k tend to zero we prove the desired result.
(ii) If α < 0, namely, β > 2, then applying Minkovski inequality in (3.6) and using
Lemma 2.4.2, we have
E
(
|S[0,t]β ,n (X)
1
β −S[0,t]β ,n (Xk)
1
β |
)
≤ C
 n∑
i=1
∣∣∣∣∫ tni0 ((tni − s)α − (tni−1− s)α+)2 (E
(
|ξs−ξ ks |β
)
)
2
β ds
∣∣∣∣
β
2
 1β
≤ C
(∫ t
0
(E|ξs−ξ ks |β )
β ′
β ds
) 1
β ′
.
Now in the same way as for the case α > 0, we can show
lim
n→∞ E
(∣∣∣∣∣S[0,t]β ,n (X) 1β −
(
cα
∫ t
0
|ξs|βds
) 1
β
∣∣∣∣∣
)
= 0.
This proves the theorem.
Remark 2.2.7. If α > 0 and ∫ t0 E(ξ 2s )ds < ∞, then ∫ t0 (E(ξ 2s )) β2 ds < ∞, and the β -
variation of the fractional martingale M(α) exists in L1, and 〈M(α)〉β ,t = cα
∫ t
0 |ξs|βds.
Using a localization argument, we can prove that this result remains true with the
convergence in probability, for any continuous local martingale of the form Mt =∫ t
0 ξsdWs. On the other hand, if α < 0 and
∫ t
0 E(|ξs|β
′
)ds < ∞ for all t ≥ 0, and for
some β ′ > β , then the β -variation of the fractional martingale M(α) exists in L1 and
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〈M(α)〉β ,t = cα
∫ t
0 |ξs|βds. As a consequence, again by a localization argument, the re-
sult remains true with the convergence in probability, for any local martingale of the
form Mt =
∫ t
0 ξsdWs, assuming that
∫ t
0 |ξs|β
′
ds < ∞ almost surely, for all t ≥ 0, and for
some β ′ > β .
Corollary 2.2.8. Consider a continuous local martingale M = (Mt , t ≥ 0) with M0 =
0 and 〈M〉t =
∫ t
0 ξ 2s ds, where ξ = (ξt , t ≥ 0) is a progressively measurable process.
Suppose that M satisfies (4.10) for some α ∈ (−12 , 12). Then there exists C > 0, such
that
liminf
n→∞ E(S
[a,b]
β ,n (M
(α)))≥C
∫ b
a
E
(
|ξs|β
)
ds.
Proof For each integer N ≥ 1 let ψN(x) = x if |x| ≤ N and ψN(x) = Nx if |x| > N.
Denote M(α),Nt =
∫ t
0(t− s)αψN(ξs)dMs. An application of the Burkholder’s inequality
yields
E
(
S[a,b]β ,n (M
(α))
)
= E
(
n
∑
i=1
∣∣∣∣∫ tni0 ((tni − s)α − (tni−1− s)α+)dMs
∣∣∣∣β
)
≥ CE
 n∑
i=1
∣∣∣∣∫ tni0 ((tni − s)α − (tni−1− s)α+)2 |ξs|2ds
∣∣∣∣
β
2

≥ CE
 n∑
i=1
∣∣∣∣∫ tni0 ((tni − s)α − (tni−1− s)α+)2 (|ξs|∧N)2ds
∣∣∣∣
β
2

≥ CE(S[a,b]β ,n (M(α),N)).
By Theorem 2.2.6, S[a,b]β ,n (M
(α),N) converges to
∫ b
a (|ξs|∧N)βds in L1 as n tends to infin-
ity. So, lim
n→∞ E(S
[a,b]
β ,n (M
(α),N))=
∫ b
a
E
(
(|ξs|∧N)β
)
ds, and consequently liminf
n→∞ E
(
S[a,b]β ,n (M
(α))
)
≥
C
∫ b
a
E|ξs|βds.
So far we have considered continuous local martingales of the form Mt =
∫ t
0 ξsdWs.
The next result says that in the case α < 0 if the quadratic variation of the martin-
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gale is not absolutely continuous with respect to the Lebesgue measure with positive
probability, then the β -variation is infinite.
Proposition 2.2.9. Fix−12 <α < 0. Suppose that M = (Mt , t ≥ 0) is a continuous local
martingale, satisfying (4.10). Consider the Lebesgue decomposition of its quadratic
variation given by 〈M〉t = µt + νt , where µt and νt are continuous nondecreasing
adapted processes such that dµt is absolutely continuous with respect to the Lebesgue
measure, and dνt is singular. If P(dνt 6= 0)> 0, then we have limn→∞ E(S[0,t]β ,n (M(α)))=
∞, for all t ≥ 0.
Proof By Burkholder’s inequality, we have
E
(
n
∑
i=1
|M(α)tni −M
(α)
tni−1
|β
)
≥ C
n
∑
i=1
E
(∫ tni
0
(
(tni − s)α − (tni−1− s)α+
)2 d〈M〉s) β2
≥ C
n
∑
i=1
E
(∫ tni
0
(
(tni − s)α − (tni−1− s)α+
)2 dµs) β2
+C
n
∑
i=1
E
(∫ tni
0
(
(tni − s)α − (tni−1− s)α+
)2 dνs) β2 .
Then the result follows from the above inequality and Lemma 4.8.4, proved in the
Appendix.
On the other hand, the next results says that in the case α ∈ (0, 14), the β -variation
is zero if the quadratic variation of the martingale is singular.
Proposition 2.2.10. Suppose that M = (Mt , t ≥ 0) is a continuous local martingale,
such that almost surely the measure d〈M〉t is singular with respect to the Lebesgue
measure. Then, if α ∈ (0, 14) we have limn→∞ E(S[0,t]β ,n (M(α))) = 0, for all t ≥ 0.
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Proof The result is an immediate consequence of Lemma 4.8.4, proved in the Ap-
pendix.
2.3 Characterization of fractional Brownian motion
Suppose that BH is a fractional Brownian motion with Hurst parameter H ∈ (0,1). The
process BH admits the following representation (see [18])
BHt =
∫ t
0
ZH(t,s)dWs, (3.1)
where
ZH(t,s) = κH
[( t
s
)H− 12 (t− s)H− 12 − (H− 1
2
)s
1
2−H
∫ t
s
uH−
3
2 (u− s)H− 12 du
]
, (3.2)
with κH defined in (3.2).
The next theorem is the main result of this chapter and provides an extension of
Le´vy characterization to the fractional Brownian motion.
Theorem 2.3.1. Fix H ∈ (0,1), H 6= 12 . Suppose that B = (Bt , t ≥ 0) is a zero mean
continuous stochastic process. The following two conditions are equivalent:
(1) B is a fractional Brownian motion with Hurst parameter H.
(2) The process B satisfies the following conditions:
(i) The trajectories of B are Ho¨lder continuous of order H−ε for any H−ε ∈
(0,H).
(ii) Let
Mt =
∫ t
0
s
1
2−H(t− s) 12−HdBs . (3.3)
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Then M is a local martingale. Furthermore, if H > 12 , the quadratic varia-
tion of the martingale M is absolutely continuous with respect to the Lebesgue
measure almost surely.
(iii) For any t > 0, the 1H -variation of B in the interval [0, t] exists in L1, and
〈B〉 1
H ,t
= cHt, where cH = E(|ξ |
1
H ) and ξ is a standard normal random
variable.
Remark 2.3.2. Notice that condition (i) is always true if H < 12 , and the Riemann-
Stieltjes integral in (3.3) exists by Proposition 2.4.6.
Proof From the properties of the fractional Brownian motion we know that (1) im-
plies (2). Suppose that (2) holds. Fix H − ε ∈ (0,H), and T > 0. We are going to
show that B is a fractional Brownian motion with Hurst parameter H in the time inter-
val [0,T ]. Denote by ‖B‖H−ε the Ho¨lder norm of order H−ε on [0,T ] (see (4.2)). The
proof is divided into several steps.
Step 1. From (3.3), we can solve the integral equation to express B as a functional
of M. This can be done as in the proof of Theorem 5.2 of [36]. In this way we obtain
Bt = dH
[
tH−
1
2 Rt − (H− 12)Yt
]
,
where dH = B(32 −H,H + 12)−1,
Rt =
∫ t
0
(t− s)H− 12 dMs,
and
Yt =
∫ t
0
(∫ t
s
uH−
3
2 (u− s)H− 12 du
)
dMs.
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Comparing with the representation formula (3.7) for the fractional Brownian motion it
suffices to prove that
d〈M〉s = (κHd−1H s
1
2−H)2ds , (3.4)
because this implies that M is a Gaussian martingale, and B has the covariance of the
fractional Brownian motion with Hurst parameter H. In order to show (3.4) we are
going to compute the 1H -variation of R, from the decomposition
Rt = d−1H t
1
2−HBt +(H− 12)t
1
2−HYt . (3.5)
Step 2. Fix 0 < ε < H ∧ 12 ∧ (1−H) and suppose that E
(
‖B‖
1
H
H−ε
)
< ∞. We will
first show that the 1H -variation of the process Zt = t
1
2−HBt exists in L1 in any interval
[0, t]⊂ [0,T ], and
〈Z〉 1
H ,t
= 2HcHt
1
2H . (3.6)
An application of the triangular inequality yields
S[0,t]1
H ,n
(Z) ≤
∣∣∣∣( n∑
i=1
(tni )
1
2H−1|Btni −Btni−1|
1
H
)H
+
( n∑
i=1
|(tni )
1
2−H − (tni−1)
1
2−H | 1H |Btni−1|
1
H
)H∣∣∣∣ 1H , (3.7)
and
S[0,t]1
H ,n
(Z) ≥
∣∣∣∣( n∑
i=1
(tni )
1
2H−1|Btni −Btni−1|
1
H
)H
−( n∑
i=1
|(tni )
1
2−H − (tni−1)
1
2−H | 1H |Btni−1|
1
H
)H∣∣∣∣ 1H . (3.8)
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We have
n
∑
i=1
|(tni )
1
2−H − (tni−1)
1
2−H | 1H |Btni−1|
1
H
≤ C‖B‖
1
H
H−ε
( t
n
) 1
2H− εH n∑
i=2
(i−1)− 12H− εH
≤ C‖B‖
1
H
H−ε t
1
2H− εH n1−
1
H , (3.9)
which converges in L1 to 0 as n tends to infinity. From (3.7) to (3.9) we obtain,
lim
n→∞ S
[0,t]
1
H ,n
(Z) = lim
n→∞
n
∑
i=1
(tni )
1
2H−1|Btni −Btni−1|
1
H , (3.10)
in L1. Denote Imj = (tmj , tmj+1] for j = 1,2, . . . ,m. We divide every subinterval Imj into n
parts, and we get a finer partition 0 = tmn0 < · · ·< tmnmn = t. Then, we have
|
mn
∑
i=1
(tmni )
1
2H−1|Btmni −Btmni−1|
1
H −
m
∑
j=1
cH(tmj )
1
2H−1(tmj − tmj−1)|
=
m
∑
j=1
( jn
∑
i=( j−1)n+1
((tmni )
1
2H−1− (tmj )
1
2H−1)|Btmni −Btmni−1|
1
H
+(tmj )
1
2H−1(
jn
∑
i=( j−1)n+1
|Btmni −Btmni−1|
1
H − cH(tmj − tmj−1))
)
≤
m
∑
j=1
((
tmj
) 1
2H−1− (tmj−1) 12H−1) jn∑
i=( j−1)n+1
|Btmni −Btmni−1|
1
H
+(tmj )
1
2H−1
∣∣∣∣∣ jn∑i=( j−1)n+1 |Btmni −Btmni−1| 1H − cH(tmj − tmj−1)
∣∣∣∣∣
)
.
Letting n tend to infinity and using Assumption (ii), we obtain
lim
n→∞
n
∑
i=1
t
1
2H−1
i |Btni −Btni−1|
1
H = 2HcHt
1
2H ,
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in L1, which shows (4.2).
Step 3. We claim that the 1H -variation of the process Vt = t
1
2−HYt in L1 is zero. The
increment |Yt −Ys| can be estimated by Lemma 2.4.7 in the Appendix with α = 12 −H,
f being a trajectory of the process B and β = H − ε . Notice that α +β = 12 − ε , and
2α+β = 1−H− ε . Hence, for any s, t ∈ [0,T ] we have
|Yt −Ys| ≤C‖B‖H−ε (tβ − sβ ).
Therefore, as in (3.7) we have
E
(
S[0,t]1
H ,n
(V )
)
≤ C
n
∑
i=1
(tni )
1
2H−1E
(
|Ytni −Ytni−1|
1
H
)
+C
n
∑
i=1
(
(tni )
1
2−H − (tni−1)
1
2−H
) 1
H E
(
|Ytni−1|
1
H
)
= An +Bn .
For the term An we have
An ≤ C‖B‖
1
H
H−ε
n
∑
i=1
(tni )
1
2H−1((tni )
H−ε − (tni−1)H−ε) 1H
= C‖B‖
1
H
H−ε (
t
n
)
1
2H− εH
n
∑
i=1
i
1
2H−1(i−1)1− εH− 1H
≤ C‖B‖
1
H
H−ε (
t
n
)
1
2H− εH n−
1
2H− εH +1.
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By Lemma 2.4.7, limn→∞ E(An)= 0. For the term Bn, using that E
(
|Ytni−1|
1
H
)
≤CE
(
‖B‖
1
H
H−ε
)
|tni−1|1−
ε
H ,
we obtain
E(Bn) ≤ CE
(
‖B‖
1
H
H−ε
)
n
∑
i=1
(tni−1)
− 12H− εH (
t
n
)
1
H
≤ CE
(
‖B‖
1
H
H−ε
)(
1
n
)−1+ 1H− εH
→ 0 .
Hence, 〈Y 〉 1
H ,t
= 0, in L1, for all t ∈ [0,T ].
Step 4. From (4.2), (3.6), Step 3 and (3.3) we get that the 1H -variation of the process
R in any interval [0, t]⊂ [0,T ] exists in L1, and
〈R〉 1
H ,t
= cHd
− 1H
H 2Ht
1
2H . (3.11)
On the other hand, since Rt is an H− 12 martingale, Theorem 2.2.6 and Proposition 2.2.9
imply that if H < 1/2, the quadratic variation d〈M〉s must be absolutely continuous
with respect to the Lebesgue measure, almost surely. In the case H > 12 this is true
by the assumption (ii). This implies that 〈M〉t =
∫ t
0 ξ 2s ds, where ξ = (ξt , t ≥ 0) is a
progressively measurable process.
By Corollary 2.2.8, there is a positive constant C such that for any t1, t2 ∈ [0,T ],
C
∫ t2
t1
s
1
2H−1ds≥ ∫ t2t1 E (|ξs| 1H )ds. Then E (|ξs| 1H )≤Cs 12H−1. Thus we can apply Theo-
rem 2.2.6 to obtain 〈R〉 1
H ,t
= cHκ
− 1H
H
∫ t
0 |ξs|
1
H ds. Comparing this with (3.11), we obtain
|ξs|= κHd−1H s
1
2−H ,0 ≤ s ≤ t,
and (3.4) holds. This proves that B is a fractional Brownian motion with Hurst param-
eter H under the condition E
(
‖B‖
1
H
H−ε
)
< ∞.
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Step 5. If E
(
‖B‖
1
H
H−ε
)
is not necessarily finite, we can use a localization argu-
ment. Denote
TK = inf{t ≥ 0 : ‖B‖t,H−ε ≥ K}∧T.
and BKt =Bt∧TK . Since ∑ni=1 |BKtni −B
K
tni−1
| 1H ≤∑ni=1 |Btni −Btni−1|
1
H +(K
t
n
)
1
H , by dominated
convergence theorem we can also get
lim
n
E
(∣∣∣∣∣ n∑i=1 |BKtni −BKtni−1| 1H − cH(t ∧TK)
∣∣∣∣∣
)
= 0.
By modifying the proof in Step 1 - Step 4 slightly, we get
|ξs|= κHd−1H s
1
2−H ,0 ≤ s ≤ t ∧TK.
Clearly limK→∞ TK = T, and then
|ξs|= κHd−1H s
1
2−H ,0 ≤ s ≤ T.
Remark 2.3.3. Notice that in the case H > 12 we have imposed the additional assump-
tion that the martingale (3.3) has an absolutely continuous quadratic variation. This
is true, for instance, if the filtration generated by the process B is included in the filtra-
tion generated by a Brownian motion. The next proposition shows that this condition is
necessary at least in the case H ∈ (12 , 34).
Proposition 2.3.4. Suppose that H ∈ (12 , 34). There exists a process B, satisfying con-
ditions (i) and (iii) of Theorem 3.1, such that the process M defined in (3.3) is a local
martingale, and B is not a fractional Brownian motion.
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Proof Let BH be a fractional Brownian motion with Hurst parameter H ∈ (12 , 34).
Define
Mt =
∫ t
0
s
1
2−H(t− s) 12−HdBHs .
Let Nt = Wφ(t), where W is a Brownian motion independent of BH , and φ is a strictly
increasing, Ho¨lder continuous function of exponent 1− ε , null at zero, such that the
measure dφ(t) is singular with respect to the Lebesgue measure (for the existence of
such function see Lemma 4.8 in the Appendix). Set
M˜t = Mt +Nt ,
and
B˜Ht = B
H
t +Yt ,
where
Yt = dH
(
tH−
1
2
∫ t
0
(t− s)H− 12 dNs− (H− 12)
∫ t
0
(∫ t
s
uH−
3
2 (u− s)H− 12 du
)
dNs
)
.
The process B˜H clearly satisfies (i) and it is not a fractional Brownian motion. Finally,
〈B˜H〉 1
H ,t
= cHt in L1, because the 1H -variation of
∫ t
0(t−s)H−
1
2 dNs is zero by Proposition
2.2.10, and, by the same arguments as in the proof of Theorem 3.1 we can show that
the 1H -variation of Y vanishes.
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2.4 Appendix
2.4.1 Some technical lemmas
Lemma 2.4.1. Let α ∈ (0, 12). Fix an interval [0, t]. For any natural number m we
define tmi =
i
m
t, 0 ≤ i ≤ m. Let g be a measurable function on [0,∞) such that for all
t ≥ 0, ∫ t0 |g(s)|ds < ∞. Then there exists a function C(t)> 0 satisfying
limsup
m→∞
m
∑
i=1
(∫ tmi
0
(
(tmi − s)α − (tmi−1− s)α+
)2 |g(s)|ds) β2 ≤C(t)∫ t
0
|g(s)| β2 ds.
Proof Set
Am =
m
∑
i=1
(∫ tmi
0
(
(tmi − s)α − (tmi−1− s)α+
)2 |g(s)|ds) β2 .
We have Am ≤C(A1,m +A2,m +A3,m), where
A1,m =
m
∑
i=3
(∫ tmi−2
0
(
(tmi − s)α − (tmi−1− s)α
)2 |g(s)|ds) β2 ,
A2,m =
m
∑
i=2
(∫ tmi−1
tmi−2
(
(tmi − s)α − (tmi−1− s)α
)2 |g(s)|ds) β2
and
A3,m =
m
∑
i=1
(∫ tmi
tmi−1
(tmi − s)2α |g(s)|ds
) β
2
.
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Let φm(x) =
(
(x+ t
m
)α − xα)2. The φ(x) is a non-increasing of x when x ≥ 0. As a
consequence,
A1,m =
m
t
m
∑
i=3
∫ tmi−1
tmi−2
(∫ tmi−2
0
(
(tmi − s)α − (tmi−1− s)α
)2 |g(s)|ds) β2 du
=
m
t
m
∑
i=3
∫ tmi−1
tmi−2
(∫ tmi−2
0
φm(tmi−1− s)|g(s)|ds
) β
2
du
≤ m
t
∫ t
0
(∫ u
0
φm(u− s)|g(s)|ds
) β
2
du.
Using Ho¨lder inequality we obtain
(∫ u
0
φm(u− s)|g(s)|ds
) β
2
≤
(∫ u
0
φm(u− s)ds
) β
2−1 ∫ u
0
φm(u− s)|g(s)|
β
2 ds
≤
(∫ t
0
φm(s)ds
) β
2−1 ∫ t
0
φm(u− s)|g(s)|
β
2 ds .
Integrating in the variable u yields
A1,m ≤ mt
(∫ t
0
φm(s)ds
) β
2 ∫ t
0
|g(s)| β2 ds . (4.1)
Therefore
lim
m→∞ A1,m = t
−1
(∫
∞
0
((x+ t)α − xα)2dx
)β/2 ∫ t
0
|g(s)| β2 du.
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For the term A3,m we can write
A3,m ≤
( t
m
)αβ m∑
i=1
(∫ tmi
tmi−1
|g(s)|ds
) β
2
=
m
∑
i=1
(
m
t
∫ tmi
tmi−1
|g(s)|ds
) β
2 t
m
.
The functions
gm(s) =
m
t
m
∑
i=1
(∫ tmi
tmi−1
|g(s)|ds
)
I(tmi−1,tmi ](s)
converge almost everywhere to |g|, and they are bounded in L1([0, t]). Hence |g(s)| β2 is
uniformly integrable on [0, t]. Therefore,
limsup
m→∞
A3,m ≤ lim
m→∞
∫ t
0
|gm(s)|
β
2 ds =
∫ t
0
|g(s)| β2 ds.
From the fact that |xα − yα | ≤ |x− y|α , we see that
A2,m ≤
m
∑
i=2
(∫ tmi−1
tmi−2
|tmi − tmi−1|2α |g(s)|ds
)β/2
.
Thus in the same way as for A3,m we have
limsup
m→∞
A2,m ≤ 2
∫ t
0
|g(s)| β2 ds.
Lemma 2.4.2. Let α ∈ (−12 ,0). Fix an interval [0, t]. For any natural number m we
define tmi =
i
m
t, 0 ≤ i ≤ m. Let g be a measurable function on [0,∞) such that for all
t ≥ 0, ∫ t0 |g(s)| β ′2 ds < ∞ for some β ′ > β . Then there exists a constant C depending on
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t such that:
m
∑
i=1
(∫ tmi
0
(
(tmi − s)α − (tmi−1− s)α+
)2 |g(s)|ds) β2 ≤C(∫ t
0
|g(s)| β
′
2 ds
) β
β ′
.
Proof Consider the decomposition given in the proof of Lemma 2.4.1. For the first
term we can write, from the inequality (4.4)
A1,m ≤ Cmt
(∫ t
0
(
s2α − (s+ t
m
)2α
)
ds
) β
2 ∫ t
0
|g(s)| β2 ds
≤ Cm
t
(
t1+2α +
( t
m
)1+2α − (t + t
m
)1+2α) β2 ∫ t
0
|g(s)| β2 ds
≤ Cm
t
( t
m
)(1+2α) β2 ∫ t
0
|g(s)| β2 ds
≤ C
∫ t
0
|g(s)| β2 ds ≤C
(∫ t
0
|g(s)| β
′
2 ds
) β ′
β
Let 2α p >−1 and 1p + 1q = 1. Then β ′ = 2q > β , and applying Ho¨lder’s inequaliy we
can write
A3,m ≤
m
∑
i=1
(∫ tmi
tmi−1
(tmi − s)2α pds
) β
2p
(∫ tmi
tmi−1
|g(s)|qds
) β
2q
≤ C
m
∑
i=1
(
t
m
)
1+2α p
p
β
2
(∫ tmi
tmi−1
|g(s)|qds
) β
2q
≤ Ct 1+2α pp β2
(∫ t
0
|g(s)|qds
) β
2q
.
50
For the term A2,m, with the same notation as above we can wite
A2,m ≤ C
m
∑
i=2
(∫ tmi−1
tmi−2
(
tmi−1− s)2α |g(s)|ds
) β
2
≤ C
m
∑
i=2
( t
m
) 1+2α p
p
β
2
(∫ tmi−1
tmi−2
|g(s)|qds
) β
2q
≤ Ct 1+2α pp β2
(∫ t
0
|g(s)|qds
) β
2q
.
Lemma 2.4.3. Suppose that v is a measure on an interval [0, t], which is singular with
respect to the Lebesgue measure. We have
(i) If α ∈ (−12 ,0), then
lim
n→∞
n
∑
i=1
(∫ tni
0
(
(tni − s)α − (tni−1− s)α+
)2 dνs) β2 = ∞ .
(ii) If α ∈ (0, 14), then
lim
n→∞
n
∑
i=1
(∫ tni
0
(
(tni − s)α − (tni−1− s)α+
)2 dνs) β2 = 0.
Proof Denote 4ni := (tni−1, tni ]. Set
An =
n
∑
i=1
(∫ tni
0
(
(tni − s)α − (tni−1− s)α+
)2 dνs) β2 .
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(i) If α ∈ (−12 ,0), then
An ≥
n
∑
i=1
(∫ tni
tni−1
(tni − s)2αdνs
) β
2
≥ C( t
n
)αβ
n
∑
i=1
(ν(4ni ))
β
2 ≥
n
∑
i=1
C( t
n
)
(
ν(4ni )
m(4ni )
) β
2
,
where m denotes the Lebesgue measure. Suppose that Fn is the σ -field of subsets of
the interval [0, t] generated by the partition {4ni , i = 1, . . . ,n}. Denote by νn and mn the
restrictions of the measures ν and m to the σ -field Fn. Set
Xn =
n
∑
i=1
ν(4ni )
m(4ni )
I4ni .
Then An ≥ CE(X
β
2
n ). The sequence (X2k ,k ≥ 0) is a martingale with respect to the
filtration F2k . As a consequence (see for instance, Theorem 3.3 in [11]), we have
lim
n→∞ X2k = X (m+ ν)-a.e. Since ν ⊥ m,X = 0 m-a.e. If limk→∞ E(X
β
2
2k ) < ∞, then
(X2k ,k≥ 0) would be a uniformly integrable martingale and hence X2k =E(X |F2k)= 0,
which is a contradiction.
(ii) If α ∈ (0, 14), then
An =
n
∑
i=1
(∫ ti−1
0
(
(tni − s)α − (tni−1− s)α
)2 dνs) β2 + n∑
i=1
(∫ tni
ti−1
(tni − s)2αdνs
) β
2
= Bn +Cn.
For the term Cn we have
Cn ≤
( t
n
)αβ n∑
i=1
(ν(4ni ))
β
2 = tαβ
n
∑
i=1
1
n
(ν(4ni )n)
β
2 = tαβE(X
β
2
n )
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Since E (Xn) = ν([0, t])< ∞,
β
2
< 1, and Xn → 0 a.e. we have limn→∞Cn = 0. On the
other hand,
Bn ≤
n
∑
i=1
(
i−1
∑
j=1
∫ t j
t j−1
(
(tni − s)α − (tni−1− s)α
)2 dνs)
β
2
≤
n
∑
i=1
(
i−1
∑
j=1
( t
n
)2α
(iα − (i−1)α)2ν(4nj)
) β
2
≤
n
∑
i=1
(
i−1
∑
j=1
( t
n
)αβ
(iα − (i−1)α)β ν(4nj)
β
2
)
≤
( t
n
)αβ n∑
i=1
(iα − (i−1)α)β
n
∑
j=1
ν(4nj)
β
2 .
Notice that
n
∑
i=1
(iα − (i−1)α)β ≤C+
n
∑
i=2
(iα − (i−1)α)β
≤C+
n
∑
i=2
(i−1)(α−1)β =C+O(nαβ−β+1),
where C> 0. If α ∈ (0, 1
4
),we have αβ−β+1< 0 and then supn ∑ni=1 (iα − (i−1)α)β <
∞. Then similarly, limn An = 0.
2.4.2 Transformations of Ho¨lder continuous functions
Let β ∈ (0,1]. We denote by Cβ ([0,T ]) the set of Ho¨lder continuous functions on [0,T ].
For any function f in Cβ ([0,T ]) and any 0 ≤ a < b ≤ T we will write
‖ f‖β ,a,b = sup
a≤s<t≤b
| f (t)− f (s)|
|t− s|β . (4.2)
We also set ‖ f‖β = ‖ f‖β ,0,T
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Lemma 2.4.4. Suppose that f ∈Cβ ([0,T ]), and assume that 0 ≤ a < b < v ≤ T . Let,
γ ≥ 0 and α+β 6= 0. Then
∣∣∣∣∫ b
a
sγ(v− s)αd f (s)
∣∣∣∣≤ ‖ f‖β (2+ ∣∣∣∣ αα+β
∣∣∣∣)bγ ((v−b)α+β +(v−a)α+β) .
Proof Suppose first γ > 0. Integrating by parts yields
∣∣∣∣∫ b
a
sγ(v− s)αd f (s)
∣∣∣∣
=
∣∣∣∣bγ(v−b)α( f (b)− f (v))−aγ(v−a)α( f (a)− f (v))
−
∫ b
a
( f (s)− f (v))[sγ(v− s)α ]′ds
∣∣∣∣
≤ ‖ f‖β ,a,v
(
bγ(v−b)α+β +Kaγ(v−a)α+β
+γ
∫ b
a
(v− s)α+β sγ−1ds+α
∫ b
a
(v− s)α+β−1sγds
)
≤ ‖ f‖β ,a,v
[
bγ(v−b)α+β +bγ(v−a)α+β
+max{(v−a)α+β ,(v−b)α+β}(bγ −aγ)
+bγ
∣∣∣∣ αα+β
∣∣∣∣((v−a)α+β − (v−b)α+β)]
≤ ‖ f‖β ,a,v
(
2+
∣∣∣∣ αα+β
∣∣∣∣)bγ ((v−b)α+β +(v−a)α+β) .
The case γ = 0 is proved in a similar way.
Lemma 2.4.5. Suppose that f ∈Cβ ([0,T ]), and suppose α < 0,α+β > 0. Let g(t) =∫ t
0 s
αd f (s). Then, g ∈Cα+β ([0,T ]), and
‖g‖α+β ≤
β
α+β
‖ f‖β .
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Proof Fix 0 ≤ a < b ≤ T . Integrating by parts yields
|g(b)−g(a)|=
∣∣∣∣∫ b
a
sαd[ f (s)− f (a)]
∣∣∣∣
=
∣∣∣∣bα [ f (b)− f (a)]+α ∫ b
a
[ f (s)− f (a)]sα−1ds
∣∣∣∣
≤ ‖ f‖β bα |b−a|β + |α|
∫ b
a
| f (s)− f (a)|(s−a)α−1ds
≤ ‖ f‖β
(
|b−a|α+β + |α|
∫ b
a
(s−a)α+β−1ds
)
≤ ‖ f‖β
β
α+β
|b−a|α+β ,
which give the desired result.
Proposition 2.4.6. Fix α ∈ (−12 , 12) and β ∈ (0,1] such that 0 < α +β ≤ 1. Suppose
that f ∈Cβ ([0,T ]), and let g(t) = ∫ t0 sα(t− s)αd fs. Then,
1. If α > 0 , g ∈Cα+β ([0,T ]) and for any 0 ≤ a < b ≤ T we have
|g(b)−g(a)| ≤C‖ f‖β bα(b−a)α+β . (4.3)
2. If α < 0 and 0 < 2α+β ≤ 1, then g ∈C2α+β ([0,T ]) and
|g(b)−g(a)| ≤C‖ f‖β (b−a)2α+β .
Proof We can write
g(b)−g(a) =
∫ a
0
sα ((b− s)α − (a− s)α)d fs +
∫ b
a
sα(b− s)αd fs
= α
∫ b
a
(∫ a
0
sα(v− s)α−1d fs
)
dv+
∫ b
a
sα(b− s)αd fs
= A+B.
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If α > 0 using Lemma 2.4.4 yields
|A| ≤ C‖ f‖β aα
∫ b
a
(
(v−a)α+β + vα+β
)
dv
= C‖ f‖β aα
[
(b−a)α+β +bα+β −aα+β
]
,
and
|B| ≤C‖ f‖β bα(b−a)α+β ,
which implies (3.1) follows. On the other if α < 0, the function h(t) = ∫ t0 sαd fs is
(α+β )-Ho¨lder continuous by Lemma 2.4.5, and ‖h‖α+β ≤ C‖ f‖β . Then, applying
Lemma 2.4.4 to the function h we obtain the estimates
|A| ≤ α
∣∣∣∣∫ b
a
(∫ a
0
(v− s)α−1dhs
)
dv
∣∣∣∣
≤ C‖ f‖β
∫ b
a
[
(v−a)2α+β−1 + v2α+β−1
]
dv
≤ C‖ f‖β
[
(b−a)2α+β +b2α+β −a2α+β
]
,
and
|B| ≤
∣∣∣∣∫ b
a
(b− s)αdhs
∣∣∣∣≤C‖ f‖β (b−a)2α+β .
The proof is complete.
Lemma 2.4.7. Fix α ∈ (−12 , 12) and β ∈ (0,1] such that 0 < α+β ≤ 1 and 0 < 2α+
β ≤ 1. Suppose that f ∈Cβ ([0,T ]), and let g(t) = ∫ t0 sα(t− s)αd fs. Set
h(t) =
∫ t
0
u−α−1
(∫ u
0
(u− s)−αdgs
)
du.
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Then for any 0 ≤ a < b ≤ T we have
|h(b)−h(a)| ≤C‖ f‖β (bβ −aβ ).
Proof We have
|h(b)−h(a)| ≤
∫ b
a
u−α−1
∣∣∣∣∫ u0 (u− s)−αdgs
∣∣∣∣du. (4.4)
Suppose first that α < 0. Then, ‖g‖2α+β ≤C‖ f‖β , and Lemma 2.4.4 yields
∣∣∣∣∫ u0 (u− s)−αdgs
∣∣∣∣≤C‖ f‖β uα+β . (4.5)
Substituting (4.5) into (4.4) yields the results. In the case α > 0, the Ho¨lder norm
‖g‖α+β in an interval [0,u] is bounded by Cuα ‖ f‖β , and Lemma 2.4.4 yields
∣∣∣∣∫ u0 (u− s)−αdgs
∣∣∣∣≤C‖ f‖β uβ+α .
This completes the proof of the lemma.
2.4.3 Existence of singular Ho¨lder continuous distribution func-
tions
The following lemma implies the existence of finite measures on the real line which
are singular with respect to the Lebesgue measure, and whose distribution function is
Ho¨lder continuous of order γ , for any γ < 1.
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Lemma 2.4.8. Let (BHt , t ≥ 0) be a fractional Brownian motion with Hurst parameter
H ∈ (0,1). Then, there exists a version of its local time L(t,x), jointly continuous in t
and x, with the following properties
(i) For each x ∈ R, L(t,x) is Ho¨lder continuous of order 1−H with respect to t, on
any finite interval.
(ii) L(t,x) is a non decreasing function of t.
(iii) For each x ∈R, the support of the measure L(dt,x) is the set {s,BHs = x}, which
has a Lebesgue measure 0.
Proof Property (i) follows from [15, Section 30]. From Theorem 6.4, page 11, in
[15] it follows that for each x ∈ R the support of the measure L(dt,x) is the set Λx =
{s,BHs = x}. Finally, to show that Λx has a Lebesgue measure 0, we write
E
∫ T
0
1Λx(s)ds =
∫ T
0
E(1BHs =x)ds = 0,
which implies that
∫ T
0 1Λx(s)ds = 0 almost surely. This completes the proof of the
lemma.
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Chapter 3
Integral representation of renormalized self-intersection
local times
3.1 Introduction
The purpose of this chapter is to apply Clark-Ocone’s formula to the renormalized
self-intersection local time of the d-dimensional fractional Brownian motion. As a
consequence, we derive the existence of some exponential moments for this local time.
A well-known result in Itoˆ’s stochastic calculus asserts that any square integrable
random variable in the filtration generated by a d-dimensional Brownian motion W =
{Wt , t ≥ 0} can be expressed as the sum of its expectation plus the stochastic integral
of a square integrable adapted process:
F = E(F)+
d
∑
i=1
∫
∞
0
ui(t)dW it .
The process u is determined by F , except on sets of measure zero. In this context,
Clark-Ocone formula provides an explicit representation of u in terms of the derivative
operator in the sense of Malliavin calculus. More precisely, if F belongs to the Sobolev
space D1,2, then ui(t) = E(DitF |Ft), where Di denotes the derivative with respect to the
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ith component of the Brownian motion and {Ft , t ≥ 0} is the filtration generated by the
Brownian motion. Extensions of this formula have been developed by ¨Ustu¨nel in [46],
and by Karatzas, Ocone and Li in [28]. Clark-Ocone formula has proved to be a useful
tool in finding hedging portfolios in mathematical finance (see, for instance, [27]).
The fractional Brownian motion on Rd with Hurst parameter H ∈ (0,1) is a d-
dimensional Gaussian process BH = {BHt , t ≥ 0} with zero mean and covariance func-
tion given by
E(BH,it BH, js ) =
δi j
2
(t2H + s2H −|t− s|2H), (1.1)
where i, j = 1, . . . ,d, s, t ≥ 0, and
δi j =
 1 if i = j0 i 6= j
is the Kronecker symbol. Assume d ≥ 2. The self-intersection local time of BH is
formally defined as
L =
∫ T
0
∫ t
0
δ0(BHt −BHs )ds,
where δ0 is the Dirac delta function. It measures the amount of time that the process
spends intersecting itself on the time interval [0,T ]. Rigorously, L is defined as the limit
in L2, if it exists, of Lε =
∫ T
0
∫ t
0 pε(BHt −BHs )dsdt, as ε tends to zero, where pε denotes
the heat kernel.
For H = 12 , the process B
H is a classical Brownian motion and its self-intersection
local time has been studied by many authors (see Albeverio et al. [1], Calais and Yor
[6], He et al. [16], Hu [18], Imkeller et al. [26], Varadhan [47], Yor[52], and the
references therein). In this case, if d = 2, Varadhan [47] has proved that Lε does
not converge in L2, but it can be renormalized so that Lε −E(Lε) converges in L2 as ε
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tends to zero to a random variable that we denote by L˜. This result has been extended
by Rosen [41] to the case H ∈ (12 , 34) (still when d = 2), and by Hu and Nualart in
[23], where they have obtained the following complete result on the existence of the
self-intersection local time of the fractional Brownian motion:
(i) The self-intersection local time L exists if and only if Hd < 1.
(ii) If Hd ≥ 1, the renormalized self-intersection local time L˜ exists if and only if
Hd < 32 .
An important question is the existence of moments and exponential moments for the
(renormalized) self-intersection local time. Along this direction, Le Gall [31] proved
that for the planar Brownian motion, there is a critical exponent λ0, such that E
(
expλ L˜
)
<
∞ for all λ < λ0, and E
(
expλ L˜
)
= ∞ if λ > λ0. Using the theory of large deviations,
Bass and Chen proved in [4] that the critical exponent λ0 coincides with A−4, where A
is the best constant in the Gagliardo-Nirenberg inequality.
Clark-Ocone formula seems to be a suitable tool to analyze the renormalized self-
intersection local time, because in this formula we do not take into account the expec-
tation of the random variable. The fractional Brownian motion can be expressed as the
stochastic integral
BHt =
∫ t
0
KH(t,s)dWs
of a square integrable kernel KH(t,s) with respect to an underlying Brownian motion
W . In this way the renormalized self-intersection local time L˜ is a functional of the
Brownian motion W , and we can obtain an explicit integral representation L˜, in the
general case Hd < 32 . This formula allows us to obtain some exponential moments for
the renormalized self-intersection local time, using the method of moments.
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The chapter is organized as follows. In Section 2 we present some preliminar-
ies on Malliavin calculus and Clark-Ocone formula. Section 3 is devoted to derive
estimates for the moments of the self-intersection local time in the case of a general
d-dimensional Gaussian process, using the method of moments. In the case of the
fractional Brownian motion, this provides the existence of exponential moments in the
case Hd < 1. Section 4 contains the main result, which is the integral representa-
tion of the renormalized self-intersection local time of the fractional Brownian motion
in the case H < min
( 3
2d ,
2
d+1
)
. As an application we show that E
(
exp
∣∣∣L˜∣∣∣p) < ∞ if
p < 12
[(1
2 +H
)(d
2 − 14H
)]−1
. A crucial tool is the local nondeterminism property in-
troduced by Berman in [5] and developed by many authors (see Xiao [51] and the
references therein).
3.2 Preliminaries
We need some preliminaries on the Malliavin calculus for the d-dimensional Brownian
motion W = {Wt , t ≥ 0}. We refer to Malliavin [32] and Nualart [38] for a more detailed
presentation of this theory.
We assume that W is defined in a complete probability space (Ω,F ,P), and the
σ -field F is generated by W . Let us denote by H the Hilbert space L2(R+;Rd), and
for any function h ∈ H we set
W (h) =
d
∑
i=1
∫
∞
0
hi(t)dW it .
LetS be the class of smooth and cylindrical random variables of the form
F = f (W (h1), . . . ,W (hn)),
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where n ≥ 1, h1, . . . ,hn ∈ H, and f is an infinitely differentiable function such that to-
gether with all its partial derivatives has at most polynomial growth order. The deriva-
tive operator of the random variable F is defined as
DitF =
n
∑
j=1
∂ f
∂x j
(W (h1), . . . ,W (hn))hij(t),
where i = 1, . . . ,d and t ≥ 0. In this way, we interpret DF as a random variable with
values in the Hilbert space H. The derivative is a closable operator on L2(Ω) with
values in L2(Ω;H). We denote by D1,2 the Hilbert spaced defined as the completion of
S with respect to the scalar product
〈F,G〉1,2 = E(FG)+E
(
d
∑
i=1
∫
∞
0
DitFD
i
tGdt
)
.
The divergence operator δ is the adjoint of the derivative operator D. The operator δ
is an unbounded operator from L2(Ω;H) into L2(Ω), and is determined by the duality
relationship
E(δ (u)F) = E(〈u,DF〉H),
for any u in the domain of δ , and F in D1,2. Gaveau and Trauber [14] proved that δ
is an extension of the classical Itoˆ integral in the sense that any d-dimensional square
integrable adapted process belongs to the domain of δ , and δ (u) coincides with the Itoˆ
integral of u:
δ (u) =
d
∑
i=1
∫
∞
0
ui(t)dW it .
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It is well-known that any random variable F ∈ L2(Ω), possesses a stochastic integral
representation of the form
F = E(F)+
d
∑
i=1
∫
∞
0
ui(t)dW it ,
for some d-dimensional square integrable adapted process u. Clark-Ocone formula says
that if F ∈ D1,2, then
F = E(F)+
d
∑
i=1
∫
∞
0
E(DitF |Ft)dW it . (2.1)
3.3 Exponential integrability of the self-intersection lo-
cal time
Suppose that W = {Wt , t ≥ 0} is a d-dimensional standard Brownian motion, defined
in a complete probability space (Ω,F ,P). Suppose that F is generated by W . We
denote by {Ft , t ≥ 0} the filtration generated by W and the sets of probability zero.
Consider a d-dimensional Gaussian processs of the form
Bt =
∫ t
0
K(t,s)dWs, (3.1)
where K(t,s) is a measurable kernel satisfying
∫ t
0 K(t,s)2ds < ∞ for all t ≥ 0. We will
assume that K(t,s) = 0 if s > t.
Fix a time interval [0,T ]. We will make use of the following property on the kernel
K(t,s):
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(H1) For any s, t ∈ [0,T ], s < t we have
∫ t
s
K(t,θ)2dθ ≥ k1(t− s)2H (3.2)
for some constants k1 > 0, and H ∈ (0,1).
Notice that Var
(
Bit |Fs
)
=
∫ t
s K(t,θ)2dθ , so condition (H1) is equivalent to say that
Var
(
Bit |Fs
) ≥ k1(t − s)2H , for each component i = 1, . . . ,d. This property is satisfied,
for instance, in the following two examples:
Example 1 Suppose that K(t,s) = (t− s)H− 12 . Then, we have equality in (4.14) with
k1 = 12H .
Example 2 Condition (H1) is satisfied by the kernel of the fractional Brownian motion,
as a consequence of the local nondeterminism property (see (4.1) below).
We will denote by C a generic constant depending on T , the dimension d, and the
constants appearing in the hypothesis such as H and k1.
The self-intersection local time of the process B in the time interval [0,T ], denoted
by L, is defined as the limit in L2 as ε tends to zero of
Lε =
∫ T
0
∫ t
0
pε(Bt −Bs)ds, (3.3)
where pε denotes the heat kernel
pε(x) = (2piε)−
d
2 exp
(
−|x|
2
2ε
)
.
The next theorem asserts that L exists if Hd < 1, and it has exponential moments of
order 1Hd .
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Theorem 3.3.1. Suppose that Hd < 1. Then, the self-intersection local time L exists as
the limit in L2 of Lε , as ε tends to zero, and for all integers n ≥ 1 we have
E(Ln)≤Cn (n!)Hd ,
for some constant C. As a consequence,
E(eL
p
)< ∞,
for any p < 1Hd , and there exists a constant λ0 > 0 such that E(eλL
1
Hd ) < ∞ for all
λ < λ0.
Proof From the equality
pε(x) =
1
(2pi)d
∫
Rd
exp
(
i〈ξ ,x〉− ε|ξ |
2
2
)
dξ
and the definition of Lε , we obtain
Lε =
1
(2pi)d
∫ T
0
∫ t
0
∫
Rd
exp
(
i〈ξ ,Bt −Bs〉− ε|ξ |
2
2
)
dξdsdt.
This expression allows us to compute the moments of Lε . Fix an integer n ≥ 1. Denote
by Tn the set {0 < s < t < T}n. Then
E(Lnε) =
1
(2pi)nd
∫
Tn
∫
Rnd
E [exp(i〈ξ1,Bt1 −Bs1〉+ · · ·+ i〈ξn,Btn −Bsn〉)]
×exp
(
−ε
2
n
∑
j=1
|ξ j|2
)
dξ1 · · ·dξndsdt, (3.4)
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where s = (s1, . . . ,sn) and t = (t1, . . . , tn). Notice that
∫
Rnd
E [exp(i〈ξ1,Bt1 −Bs1〉+ · · ·+ i〈ξn,Btn −Bsn〉)]
×e− ε2 ∑nj=1 |ξ j|2dξ1 · · ·dξn
=
∫
Rnd
exp
(
−1
2
E
[
(〈ξ1,Bt1 −Bs1〉+ · · ·+ 〈ξn,Btn −Bsn〉)2
])
×e− ε2 ∑nj=1 |ξ j|2dξ1 · · ·dξn
=
(∫
Rn
exp
(
−1
2
ξ T Qξ
)
e−
ε
2 |ξ |2dξ
)d
, (3.5)
where Q is the covariance matrix of the n-dimensional random vector (B1t1−B1s1, . . . ,B1tn−
B1sn). Substituting (3.5) into (3.4) yields
E(Lnε) =
1
(2pi)nd
∫
Tn
(∫
Rn
exp
(
−1
2
ξ T Qξ
)
e−
ε
2 |ξ |2dξ
)d
dsdt,
and E(Lnε) converges as ε tends to zero to
αn =
1
(2pi)nd
∫
Tn
(∫
Rn
exp
(
−1
2
ξ T Qξ
)
dξ
)d
dsdt
=
1
(2pi) nd2
∫
Tn
(detQ)− d2 dsdt,
provided αn is finite.
If α2 < ∞, then in the same way as before we obtain
lim
ε,δ↓0
E(LεLδ ) = α2,
which implies that Lε converges in L2 as ε tends to zero. Furthermore, if αn is finite for
all n ≥ 1, then we deduce the convergence in Lp for any p ≥ 2 of Lε as ε tends to zero.
The limit, denoted by L, will be, by definition, the self-intersection local time of the
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process B in the time interval [0,T ]. To complete the proof of the theorem it suffices to
show that αn is bounded by Cn (n!)Hd , for some constant C.
We can write
αn =
n!
(2pi) nd2
∫
Tn∩{t1<···<tn}
(detQ)− d2 dsdt.
For each i = 1, . . . ,n we denote by τi the point in the set {si,si+1, . . . ,sn, ti−1} which is
closer to ti from the left. Then, by (H1) and the fact that si < ti, i = 1, . . . ,n, we obtain,
using Lemma 3.5.1 in the Appendix,
detQ = Var(B1t1 −B1s1)Var(B1t2 −B1s2|B1t1 −B1s1)
×·· ·×Var(B1tn −B1sn|B1t1 −B1s1, . . . ,B1tn−1 −B1sn−1)
≥ Var(B1t1|B1s1)Var(B1t2|B1t1,B1s1,B1s2)
×·· ·×Var(B1tn|B1t1,B1s1, . . . ,B1tn−1,B1sn−1,B1sn)
≥ Var(B1t1|Fτ1)Var(B1t2|Fτ2) · · ·Var(B1tn|Fτn)
≥ kn1(t1− τ1)2H(t2− τ2)2H · · ·(tn− τn)2H .
As a consequence,
αn ≤ n!
(2pi) nd2
k−
nd
2
1
∫
Tn∩{t1<···<tn}
n
∏
i=1
(ti− τi)−Hddsdt.
If we fix the points t1 < · · · < tn, there are 3× 5×·· ·× (2n− 1) = (2n− 1)!! posible
ways to place the points s1, . . . ,sn. In fact, s1 must be in (0, t1). For s2 we have three
choices: (0,s1), (s1, t1) and (t1, t2). By a recursive argument it is clear that we have
(2i− 1) possible choices for si, given s1, . . . ,si−1. In this way, up to a set of measure
zero, we can decompose the set Tn∩{t1 < · · ·< tn} into the union of (2n−1)!! disjoint
68
subsets. The integral of ∏ni=1(ti− τi)−Hd on each one of these subset can be expressed
as
Φσ =
∫
{0<z1<···<z2n<T}
n
∏
i=1
(zσ(i)− zσ(i)−1)−Hddz,
where σ(1)< · · ·< σ(n) are n elements in {1,2, . . . ,2n}, and z = (z1, . . . ,z2n). Making
the change of variables yi = zi − zi−1, i = 1, . . . ,2n (with the convention z0 = 0) we
obtain
Φσ =
∫
{0<y1+···+y2n<T}
n
∏
i=1
y−Hdσ(i) dy ≤
T n
n!
∫
{0<y1+···+yn<T}
n
∏
i=1
y−Hdi dy
=
1
n!
T n(2−Hd)+Hd
Γ(1−Hd)n−1
Γ(n(1−Hd)+Hd +1) .
Therefore
αn ≤ k
− nd2
1 (2n−1)!!T n(2−Hd)+HdΓ(1−Hd)n−1
(2pi) nd2 Γ(n(1−Hd)+Hd +1)
= C1Cn2
(2n−1)!!
Γ(n(1−Hd)+Hd +1) ,
with C1 = T HdΓ(1−Hd)−1, and C2 = k
− d2
1 Γ(1−Hd)T 2−Hd
(2pi)
d
2
. Taking into account that (2n−
1)!! ≤ 2n−1n!, and that
Γ(n(1−Hd)+Hd +1)≥Cn(n!)1−Hd,
for some constant C, we obtain the desired estimate.
If Hd ≥ 1, the above result is no longer true. In that case the expectation of Lε
blows up as ε tends to zero. In fact, if we denote σ2(s, t) = Var(B1t −B1s ), for s < t,
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then
E(Lε) =
∫ T
0
∫ t
0
pε+σ2(s,t)(0)dsdt = (2pi)−
d
2
∫ T
0
∫ t
0
(ε+σ2(s, t))−
d
2 dsdt,
which converges to
(2pi)−
d
2
∫ T
0
∫ t
0
σ2(s, t)−
d
2 dsdt ≥ (2pi)− d2 k−
d
2
1
∫ T
0
∫ t
0
(t− s)−Hddsdt = ∞.
In this case, one can study the existence of the renormalized self-intersection local time
defined as the limit as ε tends to zero of Lε −E(Lε). In the next section we discuss the
existence and exponential moments of the renormalized self-intersection local time,
using Clark-Ocone formula, in the case of the fractional Brownian motion.
3.4 Renormalized self-intersection local time of the fBm
The fractional Brownian motion onRd with Hurst parameter H ∈ (0,1) is a d-dimensional
Gaussian process BH = {BHt , t ≥ 0} with zero mean and covariance function given by
(1.1). We will assume that d ≥ 2.
It is well-known that BH possesses the following integral representation
BHt =
∫ t
0
KH(t,s)dWs,
where W = {Wt , t ≥ 0} is a d-dimensional Brownian motion, and KH(s, t) is the square
integrable kernel given by
KH(t,s) =CH,1s
1
2−H
∫ t
s
(u− s)H− 32 uH− 12 du,
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if H > 12 , and by
KH(t,s) =CH,2
[( t
s
)H− 12
(t− s)H− 12 − (H− 1
2
)s
1
2−H
∫ t
s
uH−
3
2 (u− s)H− 12 du
]
,
if H < 12 , for any s < t, where the constants are CH,1 =
[
H(2H−1)
B(2−2H,H− 12 )
] 1
2
, and CH,2 =[
2H
(1−2H)b(1−2H,H+ 12 )
] 1
2
, where B(α,β ) denotes th beta function.
The processes BH and W generate the same filtration, that is, Ft = σ{Ws,0 ≤ s ≤
t}= σ{BHs ,0 ≤ s ≤ t}.
The fractional Brownian motion satisfies the following local nondeterminism prop-
erty:
(LND) There exists a constant k2 > 0, depending only on H and T , such that for
any t ∈ [0,T ], 0 < r < t ∧ (T − t) and for i = 1, . . . ,d,
Var(BH,it |BH,is : |s− t| ≥ r) ≥ k2 r2H . (4.1)
Consider the approximated self-intersection local time Lε introduced in (3.1). From
the general result proved in Section 2 it follows that if Hd < 1, then Lε converges
in L2 to the self-intersection local time L, and the random variable L has exponential
moments. If Hd ≥ 1, this result is no longer true, and one considers the renormalization
of the self-intersection local time, introduced by Varadhan.
The purpose of this section is to apply the Clark-Ocone formula to provide a stochas-
tic integral representation for the renormalized self-intersection local time L˜. As a con-
sequence, we will prove the existence of some exponential moments for the random
variable L˜.
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Theorem 3.4.1. Suppose that H <min
( 3
2d ,
2
d+1
)
. Then the renormalized self-intersection
local time of the d-dimensional fractional Brownian motion BH exists in L2 and it has
the following integral representation
L˜ =−
d
∑
i=1
∫ T
0
(∫ T
r
∫ t
0
Air,t,s
σ2r,s,t
pσ2r,s,t (A
i
r,t,s) [KH(t,r)−KH(s,r)]dsdt
)
dW ir , (4.2)
where
Ar,t,s = E(BHt −BHs |Fr)
and
σ2r,s,t = Var(B
H,i
t −BH,is |Fr).
Proof The proof will be done in several steps.
Step 1 We are going to apply Clark-Ocone formula to the random variable Lε . It is
clear that Lε belongs to D1,2, and its derivative can be computed as follows
DirLε =
∫ T
0
∫ t
0
∂ pε
∂xi
(BHt −BHs )Dir
(
BH,it −BH,is
)
dsdt,
where r ∈ [0,T ], and i = 1, . . . ,d. Using
Dir
(
BH,it −BH,is
)
= [KH(t,r)−KH(s,r)]1[0,t](r),
we obtain
DirLε =
∫ T
r
∫ t
0
∂ pε
∂xi
(BHt −BHs ) [KH(t,r)−KH(s,r)]dsdt. (4.3)
The next step is to compute the conditional expectation E(DirLε |Fr). The conditional
law of BHt − BHs given Fr is normal with mean Ar,t,s and covariance matrix σ2r,s,tId ,
where Id is the d-dimensional identity matrix. Hence, the conditional expectation
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E
(
∂ pε
∂xi
(BHt −BHs )|Fr
)
is given by
E
(
∂ pε
∂xi
(BHt −BHs )|Fr
)
=
∫
Rd
∂ pε
∂xi
(y)pσ2r,s,t (y−Ar,t,s)dy
=
∂ pε+σ2r,s,t
∂xi
(Ar,t,s)
= − A
i
r,t,s
ε+σ2r,s,t
pε+σ2r,s,t (Ar,t,s).
As a consequence, from (3.2) we obtain
E
(
DirLε |Fr
)
=−
∫ T
r
∫ t
0
Air,t,s
ε+σ2r,s,t
pε+σ2r,s,t (Ar,t,s) [KH(t,r)−KH(s,r)]dsdt,
and this leads to the following integral representation for Lε −E(Lε)
Lε −E(Lε)
= −
d
∑
i=1
∫ T
0
(∫ T
r
∫ t
0
Air,t,s
ε+σ2r,s,t
pε+σ2r,s,t (Ar,t,s) [KH(t,r)−KH(s,r)]dsdt
)
dW ir .
Step 2 In order to pass to the limit as ε tends to zero we proceed as follows. Set
Σiε(r, t,s) =
Air,t,s
ε+σ2r,s,t
pε+σ2r,s,t (Ar,t,s) [KH(t,r)−KH(s,r)] . (4.4)
Clearly, Σiε(r, t,s) converges pointwise as ε tends to zero to
Σi(r, t,s) =
Air,t,s
σ2r,s,t
pσ2r,s,t (Ar,t,s) [KH(t,r)−KH(s,r)] .
In order to establish the convergence of the integrals in the variables s and t, we will
first decompose the interval [0, t] into the disjoint union of [r, t] and [0,r). In this way
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we obtain
Lε −E(Lε) = L(1)ε +L(2)ε ,
where
L(1)ε =−
d
∑
i=1
∫ T
0
(∫ T
r
∫ t
r
Σiε(r, t,s)dsdt
)
dW ir ,
and
L(2)ε =−
d
∑
i=1
∫ T
0
(∫ T
r
∫ r
0
Σiε(r, t,s)dsdt
)
dW ir .
Step 3 We claim that the random field Σiε(r, t,s) is uniformly bounded on the set
0 < r < s < t by an integrable function not depending on ε . In fact, using the local
nondeterminism property (LND), and Lemma 3.5.1 in the Appendix, we obtain the
following lower bound for the conditional variance σ2r,s,t = Var(B
H,i
t −BH,is |Fr):
σ2r,s,t ≥ Var(BH,it −BH,is |Fs) = Var(BH,it |Fs)≥ k2(t− s)2H . (4.5)
We can get rid off the factor Air,t,s in the expression (4.4) of Σiε(r, t,s) using the inequality
pt(x)≤Ct
− d2+ 12
|x| e
− |x|24t ≤Ct
− d2+ 12
|x| , (4.6)
for some constant C > 0. In this way we obtain, using (5.1) and (5.2)
∣∣Σiε(r, t,s)∣∣≤C (t− s)−Hd−H |KH(t,r)−KH(s,r)| , (4.7)
for some constant C > 0, and by Lemma 3.5.3 in the Appendix we obtain that
∫ T
r
∫ t
r
(t− s)−Hd−H |KH(t,r)−KH(s,r)|dsdt ≤C(r 12−H ∨1). (4.8)
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By dominated convergence we deduce the convergence of the integrals
lim
ε↓0
∫ T
r
∫ t
r
Σiε(r, t,s)dsdt =
∫ T
r
∫ t
r
Σi(r, t,s)dsdt
for all (r,ω) ∈ [0,T ]×Ω, and a second application of the dominated convergence the-
orem yields that
∫ T
r
∫ t
r Σiε(r, t,s)dsdt converges in L2([0,T ]×Ω) to
∫ T
r
∫ t
r Σi(r, t,s)dsdt.
This implies the convergence of L(1)ε to
−
d
∑
i=1
∫ T
0
(∫ T
r
∫ t
r
Σi(r, t,s)dsdt
)
dW ir
in L2(Ω) as ε tends to zero.
Step 4 Consider now the case s< r< t. In this case the integral of the term Σiε(r, t,s)
is not necessarily bounded, and in order to show the convergence of L(2)ε we will prove
uniform bounds in ε for the expectation E
(∫ T
r
∫ t
r
∣∣Σiε(r, t,s)∣∣p dsdt), for some p > 1.
We can write for s < r < t, using the first inequality in (5.2)
∣∣Σiε(r, t,s)∣∣ ≤ |Ar,t,s|(ε+σ2r,s,t) pε+σ2r,s,t (Ar,t,s) |KH(t,r)|
= (2pi)−
d
2
|Ar,t,s|(
ε+σ2r,s,t
)1+ d2 exp
(
− |Ar,t,s|
2
2(ε+σ2r,s,t)
)
|KH(t,r)|
≤ C(ε+σ2r,s,t)− d+12 exp
(
− |Ar,t,s|
2
4(ε+σ2r,s,t)
)
|KH(t,r)| , (4.9)
for some constant C > 0. If s < r < t, using the local nondeterminism property (LND)
we obtain the following lower bound for the conditional variance σ2r,s,t :
σ2r,s,t = Var(B
H,i
t −BH,is |Fr) = Var(BH,it |Fr)≥ k2(t− r)2H . (4.10)
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On the other hand, if s < r < t
σ2r,s,t = Var(B
H,i
t −BH,is |Fr) = Var(BH,it −BH,ir |Fr)
≤ Var(BH,it −BH,ir ) = (t− r)2H . (4.11)
Also we will make use of the estimate (see [20])
|KH(t,r)| ≤ k3(t− r)H− 12 r 12−H . (4.12)
Substituting the estimates (4.10), (4.11) and (4.12) into (4.9) yields
∣∣Σiε(r, t,s)∣∣≤Cr 12−HΨε(r, t,s), (4.13)
for some constant C, where
Ψε(r, t,s) =
(
ε+ k2 (t− r)2H
)− d+12 (t− r)H− 12 exp(− |Ar,t,s|2
4(ε+(t− r)2H)
)
. (4.14)
Notice that if Hd < 12 , then
∣∣Σiε(r, t,s)∣∣ is uniformly bounded by the integrable func-
tion Cr 32−H (t− r)−Hd− 12 , and we can conclude as in Step 3. For this reason, we can
assume that Hd ≥ 12 .
We claim that for some p > 1, we have
sup
ε>0
E
(∫ T
r
∫ r
0
Ψpε (r, t,s)dsdt
)
< ∞. (4.15)
To show this estimate we first derive a lower bound for the expectation of |A1r,t,s|2 =[
E(BH,1t −BH,1s |Fr)
]2
. The main idea is to add and substract the term BH,1r , and then
neglect the expectation E
(((
E(BH,1t |Fr)−BH,1r
)2))
. This argument will be used
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later to find a lower bound for the covariance matrix of the vector
(
E(BH,1ti −BH,1si |Fr),1 ≤ i ≤ n
)
.
E
(|A1r,t,s|2) = E((E(BH,1t −BH,1s |Fr))2)
= E
((
E(BH,1t |Fr)−BH,1r
)2)
+2E
((
E(BH,1t |Fr)−BH,1r
)(
BH,1r −BH,1s
))
+E
((
BH,1r −BH,1s
)2)
≥ 2E
((
BH,1t −BH,1r
)(
BH,1r −BH,1s
))
+E
((
BH,1r −BH,1s
)2)
= E
((
BH,1t −BH,1s
)2)−E((BH,1t −BH,1r )2)
= (t− s)2H − (t− r)2H .
As a consequence, we obtain, assuming p < 2
E
(
exp
(
− p|Ar,t,s|
2
4(ε+(t− r)2H)
))
=
(
1+
p
2
(ε+(t− r)2H)−1E (|A1r,t,s|2))− d2
≤
(
1+
p
2
(ε+(t− r)2H)−1 [(t− s)2H − (t− r)2H])− d2
= (ε+(t− r)2H) d2
×
(
ε+
(
1− p
2
)
(t− r)2H + p
2
(t− s)2H
)− d2
.
Hence,
E
(
exp
(
− p|Ar,t,s|
2
4(ε+(t− r)2H)
))
≤C(ε+(t− r)2H) d2 (t− r)−2Hα(t− s)−2Hβ , (4.16)
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where α+β = d2 . Substituting (4.16) into (4.14) yields
E
(∫ T
r
∫ r
0
Ψpε (r, t,s)dsdt
)
≤ C
∫ T
r
∫ r
0
(
ε+(t− r)2H
)− d+12 p+ d2−α
×(t− r)(H− 12)p(t− s)−β2Hdsdt
≤ C
∫ T
r
∫ r
0
(t− r)−pHd− p2+2Hβ (t− s)−2Hβdsdt.
If Hd > 1, we can choose β such that 2Hβ > 1, and integrating in the variable s, the
above integral is bounded by
C
∫ T
r
(t− r)−pHd− p2+1 dt,
which is finite it p > 1 satisfyes
(
Hd + 12
)
p < 2 (this is possible because Hd + 12 < 2).
If Hd ≤ 1, we can choose β such that 2Hβ = Hd− δ , for any δ > 0 , and we obtain
the bound
C
∫ T
r
(t− r)−pHd− p2+Hd−δ dt,
which is again finite if p > 1 is close to one, and δ > 0 is small enough.
As a consequence, from (4.13) and (4.15), for any fixed r ∈ [0,T ], the family of
functions
{
Σiε(r, t,s),ε > 0
}
, is uniformly integrable in [r,T ]× [0,r], so it converges in
L1([r,T ]× [0,r])×Ω to Σi(r, t,s), for i = 1, . . . ,d. This implies the convergence of the
integrals
lim
ε↓0
∫ T
r
∫ r
0
Σiε(r, t,s)dsdt =
∫ T
r
∫ r
0
Σi(r, t,s)dsdt,
for each fixed r ∈ [0,T ] in L1(Ω).
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Finally, we claim that this convergence also holds in L2([0,T ]×Ω), and this implies
the convergence of L(2)ε to
−
d
∑
i=1
∫ T
0
(∫ T
r
∫ r
0
Σi(r, t,s)dsdt
)
dW ir
in L2(Ω) as ε tends to zero. To show the convergence in L2([0,T ]×Ω) of the integrals
Y iε(r) =
∫ T
r
∫ r
0
Σiε(r, t,s)dsdt
it suffices to prove that
sup
ε>0
∫ T
0
E
(∣∣Y iε(r)∣∣p)dr < ∞ (4.17)
for all i = 1, . . . ,d and for some p > 2. The proof of (4.17) will be the last step in the
proof of this theorem.
Step 5 Suppose first that Hd < 1. Then, from (4.13) we obtain
∫ T
0
E
(∣∣Y iε(r)∣∣p)dr ≤C∫ T
0
E
[(∫ T
r
∫ r
0
Ψε(r, t,s)dsdt
)p]
rp(
1
2−H)dr.
Using (4.14) and Minkowski’s inequality yields
∥∥∥∥∫ T
r
∫ r
0
Ψε(r, t,s)dsdt
∥∥∥∥
p
≤
∫ T
r
∫ r
0
(
ε+ k2 (t− r)2H
)− d+12 (t− r)H− 12
×
∥∥∥∥exp(− |Ar,t,s|24(ε+(t− r)2H)
)∥∥∥∥
p
dsdt, (4.18)
and from (4.16), choosing β = d2 , we get∥∥∥∥exp(− |Ar,t,s|24(ε+(t− r)2H)
)∥∥∥∥
p
≤C(ε+(t− r)2H) d2p (t− s)−Hdp . (4.19)
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Substituting (4.19) into (4.18) yields
∥∥∥∥∫ T
r
∫ r
0
Ψε(r, t,s)dsdt
∥∥∥∥
p
≤C
∫ T
r
(t− r)−Hd− 12+Hdp dr,
which is finite if we choose p > 2 such that p < 2Hd2Hd−1 . Finally, if p
(1
2 −H
)
>−1 we
complete the proof of (4.17) in the case Hd < 1.
In the case Hd ≥ 1 we cannot apply the previous arguments, and the proof of (4.17)
follows from the moment estimates given in Proposition 3.4.2.
Remark 1 Theorem 3.4.1 also provides an alternative proof of the existence of the self-
intersection local time in the case H ∈ [ 1d ,min( 32d , 2d+1)), which was proved by Hu and
Nualart in [23] in the general case Hd < 32 . Notice that for d ≥ 3, the condition H ∈
[ 1d ,min(
3
2d ,
2
d+1)) is equivalent to 1≤Hd < 32 , and for d = 2 we require H < 23 , instead
of the more general condition H < 34 , that guarantees the existence of the renormalized
local time (see [41] and [23]).
The next Proposition contains the basic estimates on the moments of the quadratic
variation of the stochastic integral appearing in the representation of the renormalized
self-intersection local time.
Proposition 3.4.2. Assume 1 ≤ Hd < 32 . Set
Λε(r) =
∫ T
r
∫ r
0
Ψε(r, t,s)dsdt,
where Ψε(r, t,s) has been defined in (4.14). Then, for any integer n ≥ 1,
E (Λnε(r))≤Cn(n!)γ ,
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for some constant C > 0, where
γ >
(
1
2
+H
)(
d− 1
2H
)
.
Proof Set gε(t− r) =
(
ε+ k2 (t− r)2H
)− d+12 (t− r)H− 12 . We have
E (Λnε(r)) = E
[(∫ T
r
∫ r
0
gε(t− r)exp
(
− |Ar,s,t |
2
4(ε+(t− r)2H)
)
dsdt
)n]
= n!
∫
[r,T ]n
∫
Sn
n
∏
i=1
gε(ti− r)
×
(
E
(
exp
(
−
n
∑
i=1
|A1r,si,ti|2
4(ε+(ti− r)2H)
)))d
dsdt, (4.20)
where Sn = {0 < s1 < · · ·< sn < r}, s = (s1, . . . ,sn) and t = (t1, . . . , tn).
We denote by Q the covariance matrix of the vector
(
E(BH,1t1 −BH,1s1 |Fr), . . . ,E(B
H,1
tn −BH,1sn |Fr)
)
.
Then, a well-known formula for Gaussian random variables implies that
E
[
exp
(
−
n
∑
i=1
|A1r,si,ti|2
4(ε+(ti− r)2H)
)]
= det
(
I +
1
2
QD−1
)− 12
= 2
n
2
n
∏
i=1
√
ai det(2D+Q)−
1
2 , (4.21)
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where D denotes the n×n diagonal matrix with entries ai = ε+ (ti− r)2H . As in the
computation of E
(|A1r,t,s|2), adding and substracting the term BH,1r yields
Qi j = E
(
E(BH,1ti −BH,1si |Fr)E(BH,1t j −BH,1s j |Fr)
)
= E
(
E(BH,1ti −BH,1r |Fr)E(BH,1t j −BH,1r |Fr)
)
+E
(
(BH,1r −BH,1si )(BH,1t j −BH,1r )
)
+E
(
(BH,1ti −BH,1r )(BH,1r −BH,1s j )
)
+E
(
(BH,1r −Bsi)(BH,1r −BH,1s j )
)
= E
(
E(BH,1ti −BH,1r |Fr)E(BH,1t j −BH,1r |Fr)
)
−E
(
(BH,1ti −BH,1r )(BH,1t j −BH,1r )
)
+E
(
(BH,1ti −BH,1si )(BH,1t j −BH,1s j )
)
.
Hence, we obtain
Q = R−N +M,
where
Ri j = E
(
E(BH,1ti −BH,1r |Fr)E(BH,1t j −BH,1r |Fr)
)
,
Mi j = E
(
(BH,1ti −BH,1si )(BH,1t j −BH,1s j )
)
,
Ni j = E
(
(BH,1ti −BH,1r )(BH,1t j −BH,1r )
)
.
All these matrices are nonnegative definite. The main idea will be to get rid off the
matrix R, and control the matrix N by its diagonal elements which are
Nii = (ti− r)2H .
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Indeed, the matrix N is nonnegative definite and, hence, it safisties the inequality
N ≤ nDN , (4.22)
where DN is a diagonal matrix whose entries are Nii. Therefore,
Q ≥−N +M ≥−nDN +M,
and for any 1 ≤ δ < 2, we can write
det(2D+Q)≥ det(2D+ 2−δ
n
Q)≤ det(2D− (2−δ )DN + 2−δ
n
M). (4.23)
The entries of the diagonal matrix D1 = 2D− (2−δ )DN are the positive numbers
2ε+δ (ti− r)2H > 0.
From (4.9), (4.10) and (4.11) we obtain
E (Λnε(r)) ≤ 2
nd
2 n!
∫
[r,T ]n
∫
Sn
n
∏
i=1
(
gε(ti− r)a
d
2
i
)
×det(D1 + 2−δ
n
M)−
d
2 dsdt.
We have
det(D1 +
2−δ
n
M)−
d
2 ≤
(
n
2−δ
)nβ
(detD1)−α (detM)−β ,
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where α+β = d2 . Hence,
E (Λnε(r)) ≤
(
n
2−δ
)nβ
2
nd
2 n!
∫
[r,T ]n
∫
Sn
n
∏
i=1
(
gε(ti− r)a
d
2
i
(
2ε+δ (ti− r)2H
)−α)
×(detM)−βdsdt.
Then,
gε(ti− r)a
d
2
i
(
2ε+2(ti− r)2H
)−α
=
(
ε+ k2 (ti− r)2H
)− d+12 (ti− r)H− 12 (ε+(ti− r)2H) d2 (2ε+2(ti− r)2H)−α
≤ C(ti− r)− 12−2Hα ,
for some constant C > 0. Thus
E (Λnε(r))≤Cnnβnn!
∫
[r,T ]n
∫
Sn
n
∏
i=1
(ti− r)− 12−2Hα(detM)−βdsdt, (4.24)
for some constant C > 0.
Applying Lemma 3.5.1 in the Appendix and the local nondeterminism property of
the fractional Brownian motion we obtain
detM = Var(Btn −Bsn)Var(Btn−1 −Bsn−1|Btn −Bsn)
×·· ·×Var(Bt1 −Bs1|Bt2 −Bs2, . . . ,Btn −Bn)
= (tn− sn)2HVar(Bsn−1|Btn−1,Btn,Bsn)
×·· ·×Var(Bs1|Bt1, . . . ,Btn,Bs1, . . . ,Bsn−1)
≥kn−12 (r− sn)2H ((sn− sn−1)∧ sn−1)2H · · ·((s2− s1)∧ s1)2H . (4.25)
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Substituting (4.3) into (4.4), and choosing α such that α < 14H (this is possible because
Hd ≥ 1) yields
E (Λnε(r))≤Cnnβnn!
∫
Sn
[(r− sn)((sn− sn−1)∧ sn−1) · · ·((s2− s1)∧ s1)]−2βH ds.
Finally, by Lemma 3.5.4 in the Appendix we obtain
E (Λnε(r))≤
Cnnβnn!
Γ(n(1−2Hβ )+1) .
Notice that β = d2 −α > d2 − 14H . And hence,
E (Λnε(r))≤Cn(n!β+2Hβ ,
where
β (1+2H)>
d
2
− 1
4H
+Hd− 1
2
=
(
1
2
+H
)(
d− 1
2H
)
.
This concludes the proof.
Using the above proposition we can deduce the following integrability results for
the renormalized self-intersection local time.
Theorem 3.4.3. Assume 1d ≤H <min
( 3
2d ,
2
d+1
)
. For any integer p< 12
[(1
2 +H
)(
d− 12H
)]−1
we have
E(exp |L˜|p)< ∞.
Proof Taking into account Lemma 3.5.2 in the Appendix, it suffices to show that
E
(
exp
〈
L˜
〉p)
< ∞,
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where 〈
L˜
〉
=
d
∑
i=1
∫ T
0
(∫ T
r
∫ t
0
Σi(r, t,s)dsdt
)2
dr.
As in the proof of Theorem 3.4.1 we make the decomposition
∫ T
r
∫ t
0
Σi(r, t,s)dsdt =
∫ T
r
∫ t
r
Σi(r, t,s)dsdt +
∫ T
r
∫ r
0
Σi(r, t,s)dsdt.
From (4.7) and (4.8) we know that
∣∣∣∣∫ T
r
∫ t
r
Σi(r, t,s)dsdt
∣∣∣∣≤C(r 12−H ∨1).
Therefore, applying Fatou’s lemma and the estimate (4.13) yields
E(exp
〈
L˜
〉p
) ≤ CE
(
exp
(∣∣∣∣∣ d∑i=1
∫ T
0
(∫ T
r
∫ r
0
Σi(r, t,s)dsdt
)2
dr
∣∣∣∣∣
p))
≤ C lim inf
ε↓0
E
(
exp
(∣∣∣∣∣ d∑i=1
∫ T
0
(∫ T
r
∫ r
0
Σiε(r, t,s)dsdt
)2
dr
∣∣∣∣∣
p))
≤ C lim inf
ε↓0
E
(
exp
(
C
∣∣∣∣∣
∫ T
0
r1−2H
(∫ T
r
∫ r
0
Ψε(r, t,s)dsdt
)2
dr
∣∣∣∣∣
p))
.
Applying Ho¨lder and Jensen inequalities we obtain
E(exp
〈
L˜
〉p
) ≤ C lim inf
ε↓0
E
(
exp
(
C
∫ T
0
r1−2H
(∫ T
r
∫ r
0
Ψε(r, t,s)dsdt
)2p
dr
))
≤ C lim inf
ε↓0
∫ T
0
r1−2HE
(
exp
(
C
(∫ T
r
∫ r
0
Ψε(r, t,s)dsdt
)2p))
dr.
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Finally,
E
(
exp
(
C
(∫ T
r
∫ r
0
Ψε(r, t,s)dsdt
)2p))
=
∞
∑
n=1
Cn
n!
E
((∫ T
r
∫ r
0
Ψε(r, t,s)dsdt
)2np)
≤
∞
∑
n=1
Cn
n!
(([2np]+1)!)γ ,
and it suffices to apply Proposition 3.4.2 to conclude the proof.
Remark 2 The exponent p0 = 12
[(1
2 +H
)(
d− 12H
)]−1 is not optimal. For instance, if
Hd = 1, then p0 = 2H1+2H and we know that for Hd < 1, then p0 =
1
Hd . In particular, if
H = 12 and d = 2 we obtain p0 =
1
2 , and we know that in this case the critical exponent
is p0 = 1. The lack of optimality is due to the factor n in the estimation of the positive
definite matrix N by its diagonal elements given in (4.22). Without this factor n we
would get the critical exponent 12Hd−1 , but our method does not allow to get this value.
Remark 3 In the case of the planar Brownian motion B = {Bt , t ≥ 0} (that is, d = 2,
and H = 12 ), formula (4.2) yields
L˜ =− 1
2pi
2
∑
i=1
∫ T
0
(∫ T
r
∫ r
0
Bir−Bis
(t− r)2 exp
(
−|Br−Bs|
2
2(t− r)
)
dsdt
)
dBir. (4.26)
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The quadratic variation of this stochastic integral is
〈
L˜
〉
=
1
4pi2
2
∑
i=1
∫ T
0
(∫ T
r
∫ r
0
Bir−Bis
(t− r)2 exp
(
−|Br−Bs|
2
2(t− r)
)
dsdt
)2
dr
≤ 1
4pi2
∫ T
0
(∫ T
r
∫ r
0
|Br−Bs|
(t− r)2 exp
(
−|Br−Bs|
2
2(t− r)
)
dsdt
)2
dr
=
1
pi2
∫ T
0
(∫ r
0
1
|Br−Bs| exp
(
−|Br−Bs|
2
2(T − r)
)
ds
)2
dr
≤ 1
pi2
∫ T
0
(∫ r
0
ds
|Br−Bs|
)2
dr.
From Itoˆ’s calculus we know that
∫ r
0
ds
|Br−Bs| =
1
d−1 (Xr−br) ,
where Xr has the law of the modulus of a d-dimensional Brownian motion at time r
(Bessel process), and br has a normal N(0,r) law. We can write
exp
(
λ
〈
L˜
〉)
≤ 1
T
∫ T
0
exp
(
Tλ
pi2
(∫ r
0
ds
|Br−Bs|
)2)
dr,
which clearly imply the existence of some λ0 such that E
(
exp
(
λ
〈
L˜
〉))
< ∞ for all
λ < λ0. From Lemma 3.5.2 we get that there exists β0 such that E
(
exp
(
β
∣∣∣L˜∣∣∣))<∞
for all β < β0. This method does not allows us to obtain the critical exponent, just the
existence of exponential moments.
Remark 4 The above results remain true if we replace the fractional Brownian motion
with Hurst paramter H, by an arbitrary centered Gaussian process of the form (3.1)
satisfying the local nondeterminism property (LND) and following properties:
88
(C1) For any s, t ∈ [0,T ], s < t, there exist constants k3 and k4 such that
k3(t− s)2H ≤ E(|Bit −Bis|2)≤ k4(t− s)2H .
(C2) The kernel K(t,s) satisfies the estimates
|K(t,s)| ≤ k5(t− s)H−
1
2 s
1
2−H ,
for all s < t, and
∫ T
r
∫ t
r
(t− s)−Hd−H |K(t,r)−K(s,r)|dsdt ≤ ψ(r),
where
∫ T
0 ψ(r)2dr < ∞.
3.5 Appendix
In this Appendix we will first state and prove some elementary lemmas. The first one
is well-known.
Lemma 3.5.1. Suppose that G1 ⊂ G2 are two σ -fields contained in F . Then, for any
square integrable random variable F we have
Var(F |G1)≥ Var(F |G2).
Let M = {Mt , t ≥ 0} be a continuous local martingale such that M0 = 0. Then, the
following maximal exponential inequality is well-known
P
(
sup
0≤t≤T
|Mt | ≥ δ ,〈M〉T < ρ
)
≤ 2exp
(
−δ
2
2ρ
)
.
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As a consequence of this inequality we can obtain exponential moments for MT from
exponential moments of the quadratic variation 〈M〉T
Lemma 3.5.2. Suppose that for some α > 0 and p ∈ (0,1] we have E(eα〈M〉pT ) < ∞.
Then,
(i) if p = 1, for any λ <
√
α
2
, E(eλ |MT |)< ∞, and
(ii) if p < 1, E(eλ |MT |p)< ∞ for all λ > 0.
Proof Set X = |MT |p. For any constant c > 0 we can write
E(eλX) =
∫
∞
0
P(X ≥ y)λeλydy
=
∫
∞
0
[
P(X ≥ y,〈M〉pT < cy)+P(X ≥ y,〈M〉pT ≥ cy)
]
λeλydy
≤
∫
∞
0
2exp
(
− y
1
p
2c
1
p
)
λeλydy+
∫
∞
0
P
(〈M〉pT
c
≥ y
)
λeλydy
=
∫
∞
0
2λ exp
(
λy− y
1
p
2c
1
p
)
dy+E(e
λ
c
〈M〉pT ).
Then it suffices to choose c = λα to complete the proof.
The next two results are technical lemmas used in the chapter.
Lemma 3.5.3. Suppose that H < min( 2d+1 ,
3
2d ). Then, we have
∫ T
r
∫ t
r
(t− s)−Hd−H |KH(t,r)−KH(s,r)|dsdt ≤C
(
r
1
2−H ∨1
)
,
for some constant C.
Proof We know that
∂KH
∂ t
(t,s) = cH
(
H− 1
2
)( t
s
)H− 12
(t− s)H− 32 .
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Then
I :=
∫ T
r
∫ t
r
(t− s)−Hd−H |KH(t,r)−KH(s,r)|dsdt
≤ C
∫ T
r
∫ t
r
∫ t
s
(t− s)−Hd−H
(
θ
r
)H− 12
(θ − r)H− 32 dθdsdt.
If H < 12 , then,
(θ
r
)H− 12 ≤ 1, and if H > 12 , then (θr )H− 12 ≤Cr 12−H . Hence, the above
integral is bounded by
C(r
1
2−H ∨1)
∫ T
r
∫ t
r
∫ t
s
(t− s)−Hd−H (θ − r)H− 32 dθdsdt.
From the decomposition
3
2
−H = α+β ,
Hd +H = γ+δ ,
we obtain
∫ T
r
∫ t
r
∫ t
s
(t− s)−Hd−H (θ − r)H− 32 dθdsdt
=
∫ T
r
∫ t
r
∫ t
s
(s− r)−α (θ − s)−β−γ(t−θ)−δdθdsdt.
Finally, it suffices to show the parameters α , β , γ and δ in such a way that α < 1, δ < 1
and β + γ < 1. This leads to the condition
1
2
+Hd < min(1, 3
2
−H)+min(1,Hd +H),
which is satisfied if H < min( 2d+1 ,
3
2d ).
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Lemma 3.5.4. Let a < 1. Fix an interval [0,T ]. For each integer n ≥ 1 we have
∫
∆n(T )
[((T − sn)∧ sn)((sn− sn−1)∧ sn−1) · · ·((s2− s1)∧ s1)]−a ds
≤ T
n(1−a)
Γ(n(1−a)+1)C
n, (5.1)
where ∆n(T ) = {0 < s1 < · · ·< sn < T}
Proof We proceed by induction on n. For n = 1 we can write
∫ T
0
((T − s1)∧ s1)−a ds1 =
∫ T
2
0
s−a1 ds1 +
∫ T
T
2
(T − s1)−ads1
=
2
1−a
(
T
2
)1−a
,
which implies (4.6) with C = Γ(2−a)1−a 2a.
Suppose that the result holds for n−1. Then,
In =
∫
∆n(T )
[((T − sn)∧ sn)((sn− sn−1)∧ sn−1) · · ·((s2− s1)∧ s1)]−a ds
=
∫ T
0
((T − sn)∧ sn)−a
×
(∫
∆n−1(sn)
[((sn− sn−1)∧ sn−1) · · ·((s2− s1)∧ s1)]−a ds1 · · ·dsn−1
)
dsn.
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By the induction hypothesis we can write
In ≤ C
n−1
Γ(n−a)
∫ T
0
((T − sn)∧ sn)−a s(n−1)(1−a)n dsn
=
Cn−1
Γ((n−1)(1−a)+1)
×
(∫ T
2
0
s
(n−1)(1−a)−a
n dsn +
∫ T
T
2
(T − sn)−as(n−1)(1−a)n dsn
)
≤ C
n−1
Γ(n(1−a)+a)
×
(
1
n(1−a)
(
T
2
)n(1−a)
+T n(1−a)
∫ 1
0
(1− x)−ax(n−1)(1−a)dx
)
≤ T
n(1−a)Cn−1
Γ(n(1−a)+a)
(
1
n(1−a) +
Γ(1−a)Γ((n−1)(1−a)+1)
Γ(n(1−a)+1)
)
= T n(1−a)Cn−1
(
1
n(1−a)Γ(n(1−a)+a) +
Γ(1−a)
Γ(n(1−a)+1)
)
.
Using the relation Γ(n+1) = nΓ(n) we obtain
n(1−a)Γ(n(1−a)+a)≥ n(1−a)Γ(n(1−a)) = Γ(n(1−a)+1),
and, as a consequence
In ≤ T n(1−a)Cn−1 (1+Γ(1−a)) 1Γ(n(1−a)+1) ,
and it suffices to take C ≥ max
(
Γ(2−a)
1−a 2
a,1+Γ(1−a)
)
.
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Chapter 4
Feynman-Kac formula for heat equation driven by
fractional white noise
4.1 Introduction
Consider the following heat equation on Rd

∂u
∂ t
= 12∆u+ c(t,x)u
u(0,x) = f (x) ,
(1.1)
where f is a bounded measurable function. If c(t,x) is a continuous function of (t,x) ∈
[0,∞)×Rd , then we have the well-known Feynman-Kac formula (see [13]) for the
solution to above equation
u(t,x) = E
[
f (Bxt )exp
(∫ t
0
c(t− s,Bxs)ds
)]
,
where Bxt = Bt + x is a d-dimensional Brownian motion starting from the point x.
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In this chapter, we shall extend the above Feynman-Kac formula to the heat equation
with fractional noise 
∂u
∂ t
= 12∆u+u
∂ d+1W
∂ t∂x1 · · ·∂xd
u(0,x) = f (x) ,
(1.2)
where W (t,x) is a fractional Brownian sheet with Hurst parameters H0 in time and
(H1, . . . ,Hd) in space, respectively. The difference between (1.1) and (1.1) is that
∂ d+1W
∂ t∂x1···∂xd is no longer a function of t and x but a generalized (random) function. For
this equation, we can still formally write down the Feynman-Kac formula
u(t,x) = EB
[
f (Bxt )exp
(∫ t
0
∫
Rd
δ (Bxt−r− y)W (dr,dy)
)]
, (1.3)
where EB denotes the expectation with respect to the Brownian motion Bxt , and δ de-
notes the Dirac delta function.
The aim of this chapter is to justify the above formula (5.3.1), to show that the
process u(t,x) is a weak solution to Equation (1.1) and to establish some properties
of this process. First, we shall show that Vt,x :=
∫ t
0
∫
Rd δ (Bxt−r − y)W (dr,dy) is a well-
defined random variable. This will be done in Section 2 using a suitable approximation
of the Dirac delta function, assuming that the Hurst parameters satisfy 2H0+∑di=1 Hi >
d +1, H0 ≥ 12 , and Hi > 12 for 1 ≤ i ≤ d.
After the definition of the random variable Vt,x, the next problem is to show its
exponential integrability. With the use of the covariance structure of the fractional
Brownian sheet W (t,x), we show that u(t,x) has exponential moments provided
E exp
[
λ
∫ 1
0
∫ 1
0
|r− s|2H0−2
d
∏
i=1
|Bir−Bis|2Hi−2drds
]
< ∞ , (1.4)
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for any λ ∈ R. To show that (1.4) is true we use a method introduced by Le Gall in
[31] to derive the exponential integrability of the renormalized self-intersection local
time of the planar Brownian motion, together with the self-similarity of the fractional
Brownian sheet and several other techniques. This is done in Section 3.
Another main point of this chapter is to show that u(t,x) defined by (5.3.1) is a weak
solution to (1.1). Instead of following the classical approach based on Itoˆ’s formula,
which seems complicated in our situation, we use again the approximation technique
together with Malliavin calculus. The main ingredient is to express the Stratonovich
integral as the sum of a Skorohod integral plus a correction term involving Malliavin
derivatives. This is a new methodology which is is developed in Section 4.
The Feynman-Kac formula gives an explicit form of a weak solution to Equation
(1.1) which turns to be very useful to obtain regularity properties. Several consequences
of this expression are derived in Section 5. First, we obtain some Ho¨lder continuity
properties of the solution u(t,x) with respect to t and x, and afterwards we establish the
smoothness of the density of the probability law of u(t,x) (with respect to the Lebesgue
measure) using techniques of Malliavin calculus.
In the above equation (1.1) the solution and the noise are multiplied using the ordi-
nary product. This gives rise to the Stratonovitch integral when we interpret the equa-
tion in its integral form. There is a number of papers where the Wick product between
the solution and the noise is used, which corresponds to the Skorohod integral. The
Stratonovich integral is more difficult to handle but it is the right choice if we want to
represent a physical model. Applying a Wiener chaos technique pioneered by Dawson
and Salehi in [10], and used in several other papers (see, for instance, the work [22] on
the relation between moments of the solution and self-intersection local times), one can
show that there exists a unique mild solution to the Skorohod-type equation. We discuss
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this result in Section 7 and using Wiener chaos expansions we obtain a Feynman-Kac
formula for this solution.
The above techniques work for Hi > 1/2, i = 1,2, . . . ,d. From the condition 2H0+
∑di=1 Hi > d +1 it follows that H0 must be greater than 1/2 and we cannot allow more
than one of the H1 , . . . ,Hd to be less than or equal to 1/2. Thus if we want to remove
the condition Hi > 1/2, i = 1,2, . . . ,d, we need d = 1. We show in Section 7 that if
d = 1, H1 = 12 and H0 >
3
4 then all previous results hold. When d = 1, we can also
handle the case H0 < 1/2, assuming that the process has a regular spacial covariance.
This has been done in the companion paper [21] using different techniques. Finally,
the appendix contains some technical results used along the chapter
We would like to close this introduction with some remarks about the motivation
of our work and its connection with other related results. The existence of a Feynman-
Kac formula like the one we have derived here was mentioned as a conjecture in a paper
by Mocioalca and Viens (see [35]), although this problem has been circulating long
before that. In the lectures by Walsh in Saint Flour (see [50]) it was stated that the
one-dimensional equation in the Itoˆ sense driven by a space-time white noise cannot
have a Feynman-Kac formula because the Itoˆ-Stratonovich correction term is infinite.
In a pervious work [22] one considered a Skorohod-type equation assuming Hi = 12 for
i = 1, . . . ,d. In this case, there exists a unique mild solution obtained by means of the
Wiener chaos method if H0 > 12 and d = 1 or d = 2 and t is small enough, although the
Feynman-Kac formula is not available unless d = 1 and H0 > 34 (see Section 7).
A process similar to (5.3.1) was studied by Viens and Zhang in [49], although it
does no have a relation with a stochastic heat equation, and most likely the asymptotic
results obtained in [49] can be extended to the process (5.3.1).
Recently, Hinz obtained in [17] a Feynman-Kac formula for the stochastic heat
equation with a Gaussian multiplicative noise of the form ∂W∂ t (t,x), where W is a frac-
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tional Brownian sheet with Hurst parameter H > 12 in time and K ∈ (0,1) in space, and
he used this formula to solve a stochastic Burguess equation by means of the Hopf-
Cole transformation. In this paper the noise is more regular in space, and this allows
the author to use techniques of classical fractional calculus together with curvilinear
integrals.
4.2 Preliminaries
Fix a vector of Hurst parameters H = (H0,H1, . . . ,Hd), where Hi ∈
(1
2 ,1
)
. Suppose that
W = {W (t,x), t ≥ 0,x ∈Rd} is a zero mean Gaussian random field with the covariance
function
E(W (t,x)W (s,y)) = RH0(s, t)
d
∏
i=1
RHi(xi,yi),
where for any H ∈ (0,1) we denote by RH(s, t), the covariance function of the fractional
Brownian motion with Hurst parameter H, that is,
RH(s, t) =
1
2
(|t|2H + |s|2H −|t− s|2H).
In other words, W is a fractional Brownian sheet with Hurst parameters H0 in time
variable and Hi in space variables, i = 1, . . . ,d.
Denote by E the linear span of the indicator functions of rectangles of the form
(s, t]× (x,y] in R+×Rd . Consider in E the inner product defined by
〈I(0,s]×(0,x], I(0,t]×(0,y]〉H = RH0(s, t)
d
∏
i=1
RHi(xi,yi).
In the above formula, if xi < 0 we assume by convention that I(0,xi] = −I(−xi,0]. We
denote by H the closure of E with respect to this inner product. The mapping W :
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I(0,t]×(0,x] →W (t,x) extends to a linear isometry between H and the Gaussian space
spanned by W . We will denote this isometry by
W (φ) =
∫
∞
0
∫
Rd
φ(t,x)W (dt,dx),
if φ ∈H . Notice that if φ and ψ are functions in E , then
E (W (φ)W (ψ)) = 〈φ ,ψ〉H = αH
×
∫
R2+×R2d
φ(s,x)ψ(t,y)|s− t|2H0−2
d
∏
i=1
|xi− yi|2Hi−2dsdtdxdy, (2.1)
where αH = ∏di=0 Hi(2Hi − 1). Furthermore, H contains the class of measurable
functions φ on R+×Rd such that
∫
R2+×R2d
|φ(s,x)φ(t,y)||s− t|2H0−2
d
∏
i=1
|xi− yi|2Hi−2dsdtdxdy < ∞. (2.2)
We will denote by D the derivative operator in the sense of Malliavin calculus. That
is, if F is a smooth and cylindrical random variable of the form
F = f (W (φ1), . . . ,W (φn)),
φi ∈H , f ∈ C∞p (Rn) ( f and all its partial derivatives have polynomial growth), then
DF is theH -valued random variable defined by
DF =
n
∑
j=1
∂ f
∂x j
(W (φ1), . . . ,W (φn))φ j.
The operator D is closable form L2(Ω) into L2(Ω;H ) and we define the Sobolev space
D1,2 as the closure of the space of smooth and cylindrical random variables under the
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norm
‖DF‖1,2 =
√
E(F2)+E(‖DF‖2H ).
We denote by δ the adjoint of the derivative operator, given by duality formula
E(δ (u)F) = E (〈DF,u〉H ) , (2.3)
for any F ∈ D1,2 and any element u ∈ L2(Ω;H ) in the domain of δ . The operator
δ is also called the Skorohod integral because in the case of the Brownian motion it
coincides with an extension of the Itoˆ integral introduced by Skorohod. We refer to
Nualart [38] for a detailed account on the Malliavin calculus with respect to a Gaussian
process. If DF and u are almost surely measurable functions on R+×Rd verifying
condition (2.2), then the duality formula (2.1) can be written using the expression of
the inner product inH given in (2.1):
E (δ (u)F) = αH
×E
(∫
∞
0
∫
Rd
Ds,xFu(t,y)|s− t|2H0−2
d
∏
i=1
|xi− yi|2Hi−2dsdtdxdy
)
.
We recall the following formula, which will be used in the chapter
FW (φ) = δ (Fφ)+ 〈DF,φ〉H , (2.4)
for any φ ∈H and any random variable F in the Sobolev space D1,2.
Along the chapter C will denote a positive constant which may vary from one for-
mula to another one.
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4.3 Definition and exponential integrability of∫ t
0
∫
Rd δ (Bxt−r− y)W (dr,dy)
For any ε > 0 we denote by pε(x) the d-dimensional heat kernel
pε(x) = (2piε)−
d
2 e−
|x|2
2ε , x ∈ Rd.
On the other hand, for any δ > 0 we define the function
ϕδ (x) =
1
δ
I[0,δ ](x).
Then, ϕδ (t)pε(x) provides an approximation of the Dirac delta function δ (t,x) as ε and
δ tend to zero. We denote by W ε,δ the approximation of the fractional Brownian sheet
W (t,x) defined by
W ε,δ (t,x) =
∫ t
0
∫
Rd
ϕδ (t− s)pε(x− y)W (s,y)dsdy . (3.1)
Fix x ∈ Rd and t > 0. Suppose that B = {Bt , t ≥ 0} is a d-dimensional standard
Brownian motion independent of W . We denote by Bxt = Bt + x the Brownian motion
starting at the point x. We are going to define the random variable
∫ t
0
∫
Rd δ (Bxt−r −
y)W (dr,dy) by approximating the Dirac delta function δ (Bxt−r− y) by
Aε,δt,x (r,y) =
∫ t
0
ϕδ (t− s− r)pε(Bxs − y)ds. (3.2)
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We will show that for any ε > 0 and δ > 0 the function Aε,δt,x belongs to the space H
almost surely, and the family of random variables
V ε,δt,x =
∫ t
0
∫
Rd
Aε,δt,x (r,y)W (dr,dy) . (3.3)
converges in L2 as ε and δ tend to zero.
The reason we choose (3.3) as our approximation of
∫ t
0
∫
Rd
δ (Bxt−r − y)W (dr,dy)
is that the time variable t is in a finite interval and the space variable x is in the whole
space and this approximation has the useful properties proved in Lemmas 4.8.2 and
4.8.3. We could have used other types of approximation schemes with similar results.
Moreover, we can restrict ourselves to the special case δ = ε , but the slightly more
general case considered here does not need any additional effort.
Along the chapter we denote by EB(Φ(B,W )) (resp. by EW (Φ(B,W ))) the expec-
tation of a functional Φ(B,W ) with respect to B (resp. with respect to W ). We will use
E for the composition EBEW , and also in case of a random variable depending only on
B or W .
Theorem 4.3.1. Suppose that 2H0 +∑di=1 Hi > d +1. Then, for any ε > 0 and δ > 0,
Aε,δt,x defined in (3.2) belongs to H and the family of random variables V ε,δt,x defined in
(3.3) converges in L2 to a limit denoted by
Vt,x =
∫ t
0
∫
Rd
δ (Bxt−r− y)W (dr,dy) . (3.4)
Conditional to B, Vt,x is a Gaussian random variable with mean 0 and variance
VarW (Vt,x) = αH
∫ t
0
∫ t
0
|r− s|2H0−2
d
∏
i=1
∣∣Bir−Bis∣∣2Hi−2 drds . (3.5)
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Proof Fix ε , ε ′, δ and δ ′ > 0. Let us compute the inner product
〈
Aε,δt,x ,A
ε ′,δ ′
t,x
〉
H
= αH
∫
[0,t]4
∫
R2d
pε(Bxs − y)pε ′(Bxr − z)
×ϕδ (t− s−u)ϕδ ′(t− r− v)
×|u− v|2H0−2
d
∏
i=1
|yi− zi|2Hi−2dydzdudvdsdr. (3.6)
By Lemmas 4.8.2 and 4.8.3 we have the estimate
∫
[0,t]2
∫
R2d
pε(Bxs − y)pε ′(Bxr − z)
×ϕδ (t− s−u)ϕδ ′(t− r− v)|u− v|2H0−2
d
∏
i=1
|yi− zi|2Hi−2dydzdudv
≤ C|s− r|2H0−2
d
∏
i=1
∣∣Bis−Bir∣∣2Hi−2 , (3.7)
for some constant C > 0. The expectation of this random variable is integrable in [0, t]2
because
EB
∫ t
0
∫ t
0
|s− r|2H0−2
d
∏
i=1
∣∣Bis−Bir∣∣2Hi−2 dsdr
=
d
∏
i=1
E|ξ |2Hi−2
∫ t
0
∫ t
0
|s− r|2H0+∑di=1 Hi−d−2dsdr
=
2∏di=1 E|ξ |2Hi−2tκ+1
κ (κ+1)
< ∞, (3.8)
where
κ = 2H0 +
d
∑
i=1
Hi−d−1 > 0. (3.9)
and ξ is a N(0,1) random variable.
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As a consequence, taking the mathematical expectation with respect to B in Equa-
tion (3.6), letting ε = ε ′ and δ = δ ′ and using the estimates (3.7) and (3.8) yields
EB
∥∥∥Aε,δt,x ∥∥∥2
H
≤C.
This implies that almost surely Aε,δt,x belongs to the spaceH for all ε and δ > 0. There-
fore, the random variables V ε,δt,x =W (A
ε,δ
t,x ) are well defined and we have
EBEW (V ε,δt,x V
ε ′,δ ′
t,x ) = EB
〈
Aε,δt,x ,A
ε ′,δ ′
t,x
〉
H
.
For any s 6= r and Bs 6= Br, as ε , ε ′, δ and δ ′ tend to zero, the left-hand side of the
inequality (3.7) converges to |s−r|2H0−2 ∏di=1
∣∣Bis−Bir∣∣2Hi−2. Therefore, by dominated
convergence theorem we obtain that EBEW (V ε,δt,x V
ε ′,δ ′
t,x ) converges to Σt as ε , ε ′, δ and
δ ′ tend to zero, where
Σt =
2αH ∏di=1 E|ξ |2Hi−2tκ+1
κ (κ+1)
.
Thus we obtain
E
(
V ε,δt,x −V ε
′,δ ′
t,x
)2
= E
(
V ε,δt,x
)2−2E (V ε,δt,x V ε ′,δ ′t,x )+E (V ε ′,δ ′t,x )2 → 0 .
This implies that V εn,δnt,x is a Cauchy sequence in L2 for any sequences εn and δn con-
verging to zero. As a consequence, V εn,δnt,x converges in L2 to a limit denoted by Vt,x,
which does not depend on the choice of the sequences εn and δn. Finally, by a similar
argument we show (3.5).
Condition 2H0 +∑di=1 Hi > d +1 is sharp and it cannot be improved. In fact, if this
condition does not hold, then almost surely (r,y) 7→ δ (Bxt−r − y) is not an element of
the spaceH , as it follows from the next proposition.
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Proposition 4.3.2. Suppose Hi > 1/2, i = 0,1, . . . ,d and 2H0 +∑di=1 Hi ≤ d +1. Then,
conditionally to B the family V ε,δt,x does not converge in probability as ε and δ tend to
zero, for almost all trajectories of B.
Proof Given B, V ε,δt,x is a Gaussian family of random variables, and it suffices to show
that they do not converge in L2. This follows form the fact that the variance limit is
infinite almost surely. In fact, from the Le´vy modulus of continuity of the Brownian
motion, it is easy to show that if 2H0 +∑di=1 Hi ≤ d +1, then
∫ t
0
∫ t
0
|s− r|2H0−2
d
∏
i=1
∣∣Bis−Bir∣∣2Hi−2 dsdr = ∞
almost surely.
The next result provides the exponential integrability of the random variable Vt,x
defined in (3.4).
Theorem 4.3.3. Suppose that 2H0 +∑di=1 Hi > d +1. Then, for any λ ∈ R, we have
E exp
(
λ
∫ t
0
∫
Rd
δ (Bxt−r− y)W (dr,dy)
)
< ∞ . (3.10)
Proof The proof will be done in several steps.
Step 1 From (3.5) we obtain
EeλVt,x = EB exp
(
λ 2
2
αH
∫ t
0
∫ t
0
|s− r|2H0−2
d
∏
i=1
|Bis−Bir|2Hi−2dsdr
)
,
and the scaling property of the Brownian motion yields
EeλVt,x = EeµY , (3.11)
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where µ = λ 22 αHt
κ+1
, where κ has been defined in (3.9), and
Y =
∫ 1
0
∫ 1
0
|s− r|2H0−2
d
∏
i=1
|Bis−Bir|2Hi−2dsdr. (3.12)
Then, it suffices to show that the random variable Y has exponential moments of all
orders.
Step 2 Our approach to prove that E exp(λY ) < ∞ for any λ ∈ R is motivated by
the method of Le Gall [31]. For k = 1, . . . ,2n−1 we denote An,k =
[
2k−2
2n
,
2k−1
2n
]
×[
2k−1
2n
,
2k
2n
]
and define
αn,k =
∫
An,k
|s− r|2H0−2
d
∏
i=1
|Bis−Bir|2Hi−2dsdr.
The random variables αn,k have the following two properties:
(i) For every n ≥ 1, the variables αn,1, . . . ,αn,2n−1 are independent.
(ii) αn,k d= 2−n(κ+1)α0, where
α0 =
∫ 1
0
∫ 1
0
(s+ r)2H0−2
d
∏
i=1
|Bis− ˜Bir|2Hi−2dsdr,
and ˜B is a standard Brownian motion independent of B.
The condition 2H0 +∑di=1 Hi > d +1 implies that Eα0 < ∞ and we deduce that
Y = 2
∞
∑
n=1
2n−1
∑
k=1
αn,k,
where the series converges in the L1 sense.
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Step 3 For any integer n ≥ 1, we claim that
Eαn0 ≤ E
(
C
∫ 1
0
d
∏
i=1
|Bis|2Hi−2ds
)n
, (3.13)
for some constant C > 0. In fact, we have
Eαn0 = E
∫
[0,1]2n
n
∏
j=1
d
∏
i=1
(|s j + t j|2H0−2|Bis j − ˜Bit j |2Hi−2)dsdt. (3.14)
Using the formula
c−z =
1
Γ(z)
∫
∞
0
e−cττz−1dτ,
we obtain for each i = 1, . . . ,d,
E
n
∏
j=1
|Bis j − ˜Bit j |2Hi−2 = Γ(1−Hi)−n
×
∫
[0,∞)n
E exp
(
−
n
∑
j=1
|Bis j − ˜Bit j |2τ j
)
n
∏
j=1
τ−Hij dτ. (3.15)
For any τ1, . . . ,τn > 0 and s1, t1, . . . ,sn, tn ∈ (0,1), we denote
Q1 =
(
E(Bis jB
i
sk)
√τ jτk
)
n×n
, Q2 =
(
E( ˜Bit j ˜B
i
tk)
√τ jτk
)
n×n
.
We know that
E exp
(
−
n
∑
j=1
|Bis j − ˜Bit j |2τ j
)
= det(I +2Q1 +2Q2)−
1
2 . (3.16)
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Substituting (3.16) into (3.15) yields
E
n
∏
j=1
|Bis j − ˜Bit j |2Hi−2 = Γ(1−Hi)−n
×
∫
[0,∞)n
det(I +2Q1 +2Q2)−
1
2
n
∏
j=1
τ−Hij dτ
≤ Γ(1−Hi)−n
∫
[0,∞)n
det(I +2Q1)−
1
4 det(I +2Q2)−
1
4
n
∏
j=1
τ−Hij dτ
≤ Γ(1−Hi)−n
[∫
[0,∞)n
det(I +2Q1)−
1
2
n
∏
j=1
τ−Hij dτ
] 1
2
×
[∫
[0,∞)n
det(I +2Q2)−
1
2
n
∏
j=1
τ−Hij dτ
] 1
2
=
[
E
n
∏
j=1
|Bis j |2Hi−2E
n
∏
j=1
| ˜Bit j |2Hi−2
] 1
2
, (3.17)
where in the above first inequality, we have used the estimates
(I +2Q1 +2Q2)≥ 12 [(I +2Q1)+(I +2Q2)]≥ (I +2Q1)
1
2 (I +2Q2)
1
2 .
Substituting (3.17) into (3.14), and using the inequality (s j+t j)2H0−2 ≤ sH0−1j tH0−1j , we
obtain
Eαn0 ≤
∫
[0,1]2n
n
∏
j=1
(s j + t j)2H0−2
d
∏
i=1
[
E
n
∏
j=1
|Bis j |2Hi−2E
n
∏
j=1
| ˜Bit j |2Hi−2
] 1
2
dsdt
≤
∫
[0,1]n
n
∏
j=1
s
H0−1
j
(
E
n
∏
j=1
d
∏
i=1
|Bis j |2Hi−2
) 1
2
ds
2 .
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Finally, using Ho¨lder’s inequality with 1H0 < p < 2 we get
Eαn0 ≤ Cn
∫
[0,1]n
(
E
d
∏
i=1
n
∏
j=1
|Bis j |2Hi−2
) p
2
ds
 2p
≤ Cn
∫
[0,1]n
E
d
∏
i=1
n
∏
j=1
|Bis j |2Hi−2ds
= E
(
C
∫ 1
0
d
∏
i=1
|Bis|2Hi−2ds
)n
.
This completes the proof of (3.13).
Step 4 For any λ > 0, using (3.13) and Lemma 4.8.5 in the Appendix we obtain
Eeλα0 ≤ E exp
(
Cλ
∫ 1
0
d
∏
i=1
|Bis|2Hi−2ds
)
< ∞, (3.18)
because ρ < 1.
Step 5 Define ϕ(λ ) = E(eλ (α0−Eα0)). By (3.18), ϕ(λ ) < ∞ for all λ ∈ R. Since
ϕ ′(0) = 0, for every K > 0 we can find a positive constant CK such that for all λ ∈ [0,K]
ϕ(λ )≤ 1+CKλ 2.
Define αn,k =αn,k−E(αn,k). Fix K > 0 and a∈ (0,κ+1), where κ has been introduced
in (3.9). Recall that by property (ii) in Step 3, αn,k d= 2−n(κ+1)α0. For every N ≥ 2
set bN = 2K ∏ j=Nj=2 (1− 2−a( j−1)) and set b1 = 2K. Then by Ho¨lder’s inequality and
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properties (i) and (ii) of αn,k, we have for N ≥ 2,
E exp
(
bN
N
∑
n=1
2n−1
∑
k=1
αn,k
)
≤
[
E exp
(
bN
1−2−a(N−1)
N−1
∑
n=1
2n−1
∑
k=1
αn,k
)]1−2−a(N−1)
×
[
E exp
(
2a(N−1)bN
2N−1
∑
k=1
αN,k
)]2−a(N−1)
≤ E exp
(
bN−1
N−1
∑
n=1
2n−1
∑
k=1
αn,k
)
ϕ(bN2a(N−1)−(κ+1)N)2
(1−a)(N−1)
.
Notice that bN2a(N−1)−(κ+1)N ≤ 2K. It follows that,
ϕ(bN2a(N−1)−(κ+1)N)2
(1−a)(N−1) ≤
(
1+CKb2N22((a−κ−1)N−a)
)2(1−a)(N−1)
≤ exp(C2(a+1−2(κ+1))N)
for a constant C independent of N. By induction we get
E exp
(
bN
N
∑
n=1
2n−1
∑
k=1
αn,k
)
≤ exp
(
C
N
∑
n=2
2(a+1−2(κ+1))n
)
E exp(b1α1,1)
≤ exp
(
C(1−2a+1−2(κ+1))−1
)
ϕ(K).
Letting N tend to infinity and using Fatou’s lemma, we obtain
E exp(b∞(Y −EY )/2)< ∞,
where b∞ = 2K ∏∞j=1(1−2−a j)> 0. Since K > 0 is arbitrary, we conclude that E exp(λY )<
∞ for all λ ∈ R. This completes the proof, in view of (3.11).
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4.4 Feynman-Kac formula
We recall that W is a fractional Brownian sheet on R+×Rd with Hurst parameters
(H0,H1, . . . ,Hd) where Hi ∈ (12 ,1) for i = 0, . . . ,d. For any ε , δ > 0 we define
˙W ε,δ (t,x) :=
∫ t
0
∫
Rd
ϕδ (t− s)pε(x− y)W (ds,dy).
In order to give a notion of solution for the heat equation with fractional noise (1.1) we
need the following definition of the Stratonovitch integral, which is equivalent to that
of Russo-Vallois in [42].
Definition 4.4.1. Given a random field v = {v(t,x), t ≥ 0,x ∈ Rd} such that
∫ T
0
∫
Rd
|v(t,x)|dxdt < ∞
almost surely for all T > 0, the Stratonovitch integral ∫ T0 ∫Rd v(t,x)W (dt,dx) is defined
as the following limit in probability if it exists
lim
ε,δ↓0
∫ T
0
∫
Rd
v(t,x) ˙W ε,δ (t,x)dxdt.
We are going to consider the following notion of solution for Equation (1.1).
Definition 4.4.2. A random field u = {u(t,x), t ≥ 0,x∈Rd} is a weak solution to Equa-
tion (1.1) if for any C∞ function ϕ with compact support on Rd , we have
∫
Rd
u(t,x)ϕ(x)dx =
∫
Rd
f (x)ϕ(x)dx+ 1
2
∫ t
0
∫
Rd
u(s,x)∆ϕ(x)dxds
+
∫ t
0
∫
Rd
u(s,x)ϕ(x)W (ds,dx),
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almost surely, for all t ≥ 0, where the last term is a Stratonovitch stochastic integral in
the sense of Definition 4.4.1.
The following is the main result of this section.
Theorem 4.4.3. Suppose that 2H0 +∑di=1 Hi > d +1 and that f is a bounded measur-
able function. Then the process
u(t,x) = EB
(
f (Bxt )exp
(∫ t
0
∫
Rd
δ (Bxt−r− y)W (dr,dy)
))
(4.1)
is a weak solution to Equation (1.1).
Proof Consider the approximation of the Equation (1.1) given by the following heat
equation with a random potential

∂uε,δ
∂ t
= 12∆u
ε,δ +uε,δ ˙W ε,δt,x
uε,δ (0,x) = f (x).
(4.2)
From the classical Feynman-Kac formula we know that
uε,δ (t,x) = EB
(
f (Bxt )exp
(∫ t
0
˙W ε,δ (t− s,Bxs)ds
))
,
where Bxt is a d-dimensional Brownian motion independent of W starting at x. By
Fubini’s theorem we can write
∫ t
0
˙W ε,δ (t− s,Bxs)ds =
∫ t
0
(∫ t
0
∫
Rd
ϕδ (t− s− r)pε(Bxs − y)W (dr,dy)
)
ds
=
∫ t
0
∫
Rd
(∫ t
0
ϕδ (t− s− r)pε(Bxs − y)ds
)
W (dr,dy)
= V ε,δt,x ,
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where V ε,δt,x is defined in (3.3). Therefore,
uε,δ (t,x) = EB
(
f (Bxt )exp
(
V ε,δt,x
))
.
Step 1 We will prove that for any x ∈ Rd and any t > 0, we have
lim
ε,δ↓0
EW |uε,δ (t,x)−u(t,x)|p = 0, (4.3)
for all p ≥ 2, where u(t,x) is defined in (4.1). Notice that
EW |uε,δ (t,x)−u(t,x)|p = EW
∣∣∣EB( f (Bxt )[exp(V ε,δt,x )− exp(Vt,x)])∣∣∣p
≤ ‖ f‖p
∞
E
∣∣∣exp(V ε,δt,x )− exp(Vt,x)∣∣∣p ,
where Vt,x is defined in (3.4). Since exp
(
V ε,δt,x
)
converges to exp(Vt,x) in probability
by Theorem 4.3.1, to show (4.3) it suffices to prove that for any λ ∈ R
sup
ε,δ
E exp
(
λV ε,δt,x
)
< ∞. (4.4)
The estimate (4.4) follows from (3.3), (3.7), and (3.10):
E exp
(
λV ε,δt,x
)
= E exp
(
λ 2
2
∥∥∥Aε,δt,x ∥∥∥2
H
)
≤ E exp
(
λ 2
2
C
∫ t
0
∫ t
0
|r− s|2H0−2
d
∏
i=1
∣∣Bir−Bis∣∣2Hi−2 drds
)
< ∞. (4.5)
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Step 2 Now we prove that u(t,x) is a weak solution to Equation (1.1) in the sense of
Definition 4.4.2. Suppose ϕ is a smooth function with compact support. We know that,
∫
Rd
uε,δ (t,x)ϕ(x)dx =
∫
Rd
f (x)ϕ(x)dx+ 1
2
∫ t
0
∫
Rd
uε,δ (t,x)∆ϕ(x)dxds
+
∫ t
0
∫
Rd
uε,δ (t,x)ϕ(x) ˙W ε,δ (s,x)dsdx. (4.6)
Therefore, it suffices to prove that
lim
ε,δ↓0
∫ t
0
∫
Rd
uε,δ (s,x)ϕ(x) ˙W ε,δ (s,x)dsdx =
∫ t
0
∫
Rd
u(s,x)ϕ(x)W (ds,dx),
in probability. From (4.6) and (4.3) it follows that ∫ t0 ∫Rd uε,δ (s,x)ϕ(x) ˙W ε,δ (s,x)dsdx
converges in L2 to the random variable
G =
∫
Rd
u(t,x)ϕ(x)dx−
∫
Rd
f (x)ϕ(x)dx− 1
2
∫ t
0
∫
Rd
u(t,x)∆ϕ(x)dxds
as ε and δ tend to zero. Hence, if
Bε,δ =
∫ t
0
∫
Rd
(uε,δ (s,x)−u(s,x))ϕ(x) ˙W ε,δ (s,x)dsdx
converges in L2 to zero, then
∫ t
0
∫
Rd
u(s,x)ϕ(x) ˙W ε,δdsdx =
∫ t
0
∫
Rd
uε,δ (s,x)ϕ(x) ˙W ε,δdsdx−Bε,δ
converges to G in L2. Thus u(s,x)ϕ(x) will be Stratonovitch integrable and
∫ t
0
∫
Rd
u(s,x)ϕ(x)W (ds,dx) = G ,
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which will complete the proof. In order to show the convergence to zero of Bε,δ , we will
express the product (uε,δ (s,x)− u(s,x)) ˙W ε,δ (s,x) as the sum of a divergence integral
plus a trace term (see (2.4))
(uε,δ (s,x)−u(s,x)) ˙W ε,δ (s,x)
=
∫ t
0
∫
Rd
(uε,δ (s,x)−u(s,x))ϕδ (s− r)pε(x− z)δWr,z
+〈D(uε,δ (s,x)−u(s,x)),ϕδ (s−·)pε(x−·)〉H .
Then we have
Bε,δ =
∫ t
0
∫
Rd
φ ε,δr,z δWr,z
+
∫ t
0
∫
Rd
ϕ(x)〈D(uε,δ (s,x)−u(s,x)),ϕδ (s−·)pε(x−·)〉H dsdx
= B1ε,δ +B
2
ε,δ , (4.7)
where
φ ε,δr,z =
∫ t
0
∫
Rd
(uε,δ (s,x)−u(s,x))ϕ(x)ϕδ (s− r)pε(x− z)dsdx,
and δ (φ ε,δ ) =
∫ t
0
∫
Rd φ
ε,δ
r,z δWr,z denotes the divergence or the Skorohod integral of φ ε,δ .
Step 3 For the term B1ε,δ we use the following L
2 estimate for the Skorohod integral
E[(B1ε,δ )
2]≤ E(‖φ ε,δ‖2H )+E(‖Dφ ε,δ‖2H ⊗H ) . (4.8)
The first term in (4.8) is estimated as follows
E(‖φ ε,δ‖2H ) =
∫ t
0
∫
Rd
∫ t
0
∫
Rd
E
[
(uε,δ (s,x)−u(s,x))(uε,δ (r,y)−u(r,y))
]
×ϕ(x)ϕ(y)〈ϕδ (s−·)pε(x−·),ϕδ (r−·)pε(y−·)〉H dsdxdrdy. (4.9)
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Using lemmas 4.8.2 and 4.8.3 we can write
〈ϕδ (s−·)pε(x−·),ϕδ (r−·)pε(y−·)〉H
= αH
(∫
[0,t]2
ϕδ (s−σ)ϕδ (r− τ)|σ − τ|2H0−2dσdτ
)
×
(∫
R2d
pε(x− z)pε(y−w)
d
∏
i=1
|zi−wi|2Hi−2dzdw
)
≤ C|s− r|2H0−2
d
∏
i=1
|x− y|2Hi−2, (4.10)
for some constant C > 0. As a consequence, the integrand on the right-hand side of
Equation (4.9) converges to zero as ε and δ tend to zero for any s, r, x, y due to (4.3).
From (4.5) we get
sup
ε,δ
sup
x∈Rd
sup
0≤s≤t
E
(
uε,δ (s,x)
)2 ≤ ‖ f‖2
∞
sup
ε,δ
sup
x∈Rd
sup
0≤s≤t
E exp
(
2V ε,δs,x
)
< ∞. (4.11)
Hence, from (4.10) and (4.11) we get that the integrand on the right-hand side of Equa-
tion (4.9) is bounded by C|s− r|2H0−2 ∏di=1 |xi − yi|2Hi−2, for some constant C > 0.
Therefore, by dominated convergence we get that E(‖φ ε,δ‖2H ) converges to zero as ε
and δ tend to zero.
Step 4 On the other hand, we have
D(uε,δ (t,x)) = EB
[
f (Bt + x)exp(V ε,δt,x )Aε,δt,x
]
,
116
where Aε,δt,x is defined in (3.2). Therefore,
E〈D(uε,δ (t,x)),D(uε ′,δ ′(t,x))〉H
= EW EB
(
f (B1t + x) f (B2t + x)
×exp(V ε,δt,x (B1)+V ε,δt,x (B2))〈Aε,δt,x (B1),Aε
′,δ ′
t,x (B2)〉H
)
, (4.12)
where B1 and B2 are two independent d-dimensional Brownian motions, and here EB
denotes the expectation with respect to (B1,B2). Then from the previous results it is
easy to show that
lim
ε,δ↓0
E〈D(uε,δ (t,x)),D(uε ′,δ ′(t,x))〉H
= E
[ f (B1t + x) f (B2t + x)
×exp
(
αH
2
2
∑
j,k=1
∫ t
0
∫ t
0
|s− r|2H0−2
d
∏
i=1
|B j,is −Bk,ir |2Hi−2dsdr
)
×αH
∫ t
0
∫ t
0
|s− r|2H0−2
d
∏
i=1
|B1,is −B2,ir |2Hi−2dsdr
]
. (4.13)
This implies that uε,δ (t,x) converges in the space D1,2 to u(t,x) as δ ↓ 0 and ε ↓ 0.
Letting ε ′ = ε and δ ′ = δ in (4.12) and using the same argument as for (4.11), we
obtain
sup
ε,δ
sup
x∈Rd
sup
0≤s≤t
E
∥∥∥D(uε,δ (s,x))∥∥∥2
H
< ∞.
Then
E‖Dφ ε,δ‖2H ⊗H =
∫ t
0
∫
Rd
∫ t
0
∫
R
E〈D(uε,δ (s,x)−u(s,x)),D(uε,δ (r,y)−u(r,y))〉H
×ϕ(x)ϕ(y)〈ϕδ (s−·)pε(x−·),ϕδ (r−·)pε(y−·)〉H dsdxdrdy
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converges to zero as ε and δ tend to zero. Hence, by (4.8) B1ε,δ converges to zero in
L2 as ε and δ tend to zero.
Step 5 The second summand in the right-hand side of (4.7) can be written as
B2ε,δ =
∫ t
0
∫
Rd
ϕ(x)〈D(uε,δ (s,x)−u(s,x)),ϕδ (s−·)pε(x−·)〉H dsdx
=
∫ t
0
∫
Rd
ϕ(x)EB
(
f (Bxs)exp
(
V ε,δs,x
)
〈Aε,δs,x ,ϕδ (s−·)pε(x−·)〉H
)
dsdx
−
∫ t
0
∫
R
ϕ(x)EB
( f (Bxs)exp(Vs,x)〈δ (Bxs−·−·),ϕδ (s−·)pε(x−·)〉H )dsdx
= B3ε,δ −B4ε,δ
where
〈Aε,δs,x ,ϕδ (s−·)pε(x−·)〉H = αH
∫
[0,s]3
∫
R2d
|r− v|2H0−2
d
∏
i=1
|yi− zi|2Hi−2
×ϕδ (s− r)pε(Bxr − y)
×ϕδ (s− v)pε(x− z)dydyzdrdrdv,
and
〈δ (Bxs−·−·),ϕδ (s−·)pε(x−·)〉H
= αH
∫
[0,s]2
∫
Rd
v2H0−2
d
∏
i=1
|Bxir − yi|2Hi−2ϕδ (r− v)pε(x− y)dydvdr.
Lemma 4.8.2 and Lemma 4.8.3 imply that
〈Aε,δs,x ,ϕδ (s−·)pε(x−·)〉H ≤C
∫ s
0
r2H0−2
d
∏
i=1
|Bir|2Hi−2dr, (4.14)
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and
〈δ (Bxs−·−·),ϕδ (s−·)pε(x−·)〉H ≤C
∫ s
0
r2H0−2
d
∏
i=1
|Bir|2Hi−2dr, (4.15)
for some constant C > 0. Then, from (4.14) and (4.15) and from the fact that the random
variable
∫ s
0 r
2H0−2 ∏di=1 |Bir|2Hi−2dr is square integrable because of Lemma 4.8.4, we
can apply the dominated convergence theorem and get that B3ε,δ and B
4
ε,δ converge both
in L2 to
αH
∫ t
0
∫
Rd
ϕ(x)EB
(
f (Bxs)exp(Vs,x)
∫ s
0
r2H0−2
d
∏
i=1
|Bir|2Hi−2dr
)
dsdx,
as ε and δ tend to zero. Therefore B2ε,δ converges in L
2 to zero as ε and δ tend to zero.
This completes the proof.
We can also show that the process u(t,x) given in (4.1) is a mild solution to Equation
(1.1), in the sense that the following equation holds
u(t,x) = pt f (x)+
∫ t
0
∫
Rd
pt−s(x− y)u(s,y)dWs,y,
where pt denotes the heat kernel and pt f (x) =
∫
Rd pt(x− y) f (y)dy. In fact, as in the
proof of Theorem 4.4.3 we need to show that
∫ t
0
∫
Rd
pt−s(x− y)(u(s,y)−uε,δ (s,y))dW ε,δs,y
converges to zero in L2. This can be proved by the same arguments as in the proof of
Theorem 4.4.3 replacing ϕ by the heat kernel. For instance, instead of the Estimate
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(4.10) we obtain
∫ t
0
∫ t
0
∫
R2d
pt−r(x− y)pt−s(x− z)|s− r|2H0−2
d
∏
i=1
|y− z|2Hi−2dydzdrds
=
∫ t
0
∫ t
0
|s− r|2H0−2E
(
d
∏
i=1
|B1,it−r−B2,it−s|2Hi−2
)
drds < ∞.
Remark 4.4.4. The uniqueness of the solution remains to be investigated in a future
work. The definition of the Stratonovich integral as a limit in probability makes the
uniqueness problem nontrivial, and it is not clear how to proceed.
As a corollary of Theorem 4.4.3 we obtain the following result.
Corollary 4.4.5. Suppose 2H0 +∑di=1 Hi > d + 1. Then the solution u(t,x) given by
(4.1) has finite moments of all orders. Moreover, for any positive integer p, we have
E (u(t,x)p) = E
(
p
∏
j=1
f (B jt + x) (4.16)
×exp
[
αH
2
p
∑
j,k=1
∫ t
0
∫ t
0
|s− r|2H0−2
d
∏
i=1
|B j,is −Bk,ir |2Hi−2dsdr
])
,
where B1, . . . ,Bp are independent d-dimensional standard Brownian motions.
Remark 4.4.6. In the previous work [22] a formula similar to (4.16) was obtained in
special case H1 = · · · = Hd = 12 , without condition 2H0 +∑di=1 Hi > d + 1. This type
of formula was proved if d = 1 and H0 > 34 . In the case of the Skorohod-type equation
a formula for the moments of the solution similar to (4.16) was established in [22] if
H0 > 12 , and d = 1 or d = 2 and t is small enough.
120
4.5 Behavior of the Feynman-Kac formula
In this section we present two straightforward applications of the Feynman-Kac for-
mula.
4.5.1 Ho¨lder continuity of the solution
In this subsection, we study the Ho¨lder continuity of the solution to the equation (1.1).
The main result of this section is the following theorem.
Theorem 4.5.1. Suppose that 2H0 +∑di=1 Hi > d + 1 and let u(t,x) be the solution of
Equation (1.1). Then u(t,x) has a continuous modification such that for any ρ ∈ (0, κ2 )
(where κ has been defined in (3.9)), and any compact rectangle I ⊂ R+×Rd there
exists a positive random variable KI such that almost surely, for any (s,x),(t,y) ∈ I we
have
|u(t,y)−u(s,x)| ≤ KI(|t− s|ρ + |y− x|2ρ).
Proof The proof will be done in several steps.
Step 1 Recall that Vt,x =
∫ t
0
∫
Rd δ (Bxt−r − y)W (dr,dy) denotes the random variable
introduced in (3.4) and
u(t,x) = EB ( f (Bxt )exp(V (t,x)) .
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Set V =Vs,x and ˜V =Vt,y. Then we can write
EW |u(s,x)−u(t,y)|p = EW |EB(eV − e ˜V )|p
≤ EW(EB[| ˜V −V |emax(V, ˜V )])p
≤ EW [(EBe2max(V, ˜V ))p/2(EB( ˜V −V )2)p/2]
≤ [EW EBe2pmax(V, ˜V )] 12 [EW(EB( ˜V −V )2)p] 12 .
Applying Minkowski’s inequality, the equivalence between the L2 norm and the Lp
norm for a Gaussian random variable, and using the exponential integrability property
(3.10) we obtain
EW |u(s,x)−u(t,y)|p ≤C[EW(EB( ˜V −V )2)p] 12
≤Cp
[
EBEW | ˜V −V |2]p/2. (5.1)
In a similar way to (3.5) we can deduce the following formula for the conditional vari-
ance of ˜V −V
EW | ˜V −V |2 = αHEB
(∫ s
0
∫ s
0
|r− v|2H0−2
d
∏
i=1
|Bis−r−Bis−v|2Hi−2drdv
+
∫ t
0
∫ t
0
|r− v|2H0−2
d
∏
i=1
|Bit−r−Bit−v|2Hi−2drdv
−2
∫ s
0
∫ t
0
|r− v|2H0−2
d
∏
i=1
|Bis−r−Bit−v + xi− yi|2Hi−2drdv
)
:= αHC(s, t,x,y). (5.2)
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Step 2 Fix 1≤ j ≤ d. Let us estimate C(s, t,x,y) when s = t, and xi = yi for all i 6= j.
We can write
C(t, t,x,y) = 2
∫ t
0
∫ t
0
|r− v|κ−1
d
∏
i 6= j
E
(|ξ |2Hi−2)E(|ξ |2H j−2−|z+ξ |2H j−2)drdv, (5.3)
where z =
x j − y j√|r− v| and ξ is a standard normal variable. Set β j = 2H j + 1 > 2. By
Lemma 4.8.6 the factor E
(|ξ |2H j−2 − |z+ ξ |2H j−2) can be bounded by a constant if
|r− v| ≤ (x j − y j)2, and it can be bounded by C|x j − y j|β j |r− v|−β j/2 if |r− s|> (x j −
y j)2. In this way we obtain
C(t, t,x,y)≤C
∫
{0<r,v<t,|r−v|≤(x j−y j)2}
|r− v|κ−1drdv
+C|x j − y j|β j
∫
{0<r,v<t,|r−v|>(x j−y j)2}
|r− v|κ−1−β j/2drdv
≤C|x j − y j|2κ .
So, from (5.1) we have
EW |u(t,x)−u(t,y)|p ≤C|x j − y j|κ p. (5.4)
Step 3 Suppose now that s < t, and x = y. Set δ = ∑di=1 Hi−d. We have
C(s, t,x,x)
=C
[∫ t
s
∫ t
s
|r− v|κ−1drdv
+
∫ s
0
∫ t
0
|r− v|2H0−2(|r− v|δ −|r− v+ t− s|δ)drdv] .
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The first integral is O((t − s)κ+1), when t − s is small. For the second integral we use
the change of variable σ = r− v,v = τ , and we have
∫ s
0
∫ t
0
|r− v|2H0−2(|r− v|δ −|r− v+ t− s|δ)drdv
≤
∫ t
0
dτ
∫ s
−t
|σ |2H0−2∣∣|σ |δ −|σ + t− s|δ ∣∣dσ
=t
[∫ s
0
σ2H0−2
(
σδ − (σ + t− s)δ)dσ
+
∫ s−t
−t
(−σ)2H0−2((−σ − t + s)δ − (−σ)δ)dσ
+
∫ 0
s−t
(−σ)2H0−2∣∣(−σ)δ − (σ + t− s)δ ∣∣dσ]
=t[A′+B′+C′].
For the first term in the above decomposition we can write
A′ = (t− s)κ−1
∫ t1
t−s
0
σ2H0−2
(
σδ − (σ +1)δ)dσ
≤ (t− s)κ−1
∫
∞
0
σ2H0−2
(
σδ − (σ +1)δ)dσ
≤C(t− s)κ ,
because 2H0 +∑di=1−d−3 <−1. Similarly we can get that
B′ ≤ (t− s)κ
∫
∞
1
σ2H0−2
(
σδ − (σ +1)δ)dσ .
At last,
C′ ≤
∫ t−s
0
σ2H0−2
(
σδ +(t− s−σ)δ)dσ =C(t− s)κ .
So we have
EW |u(s,x)−u(t,y)|p ≤C(t− s) κ2 p. (5.5)
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Step 4 Combining Equation 5.4 and Equation 5.5 with the estimates (5.1) and (5.2),
the result of this theorem now can be concluded from Theorem 1.4.1 in Kunita [30] if
we choose p large enough.
4.5.2 Regularity of the density
In this subsection we shall use the Feynman-Kac formula established in the previous
section to show that for any t and x, the probability law of the solution u(t,x) of Equa-
tion (1.1) has a smooth density with respect to the Lebesgue measure. To this end we
shall show that ‖Du(t,x)‖H has negative moments of all orders.
Theorem 4.5.2. Suppose that 2H0+∑di=1 Hi > d+1. Fix t > 0 and x∈Rd . Assume that
for any positive number p, E| f (Bt + x)|−p < ∞. Then, the law of u(t,x) has a smooth
density.
Proof From Theorem 4.3 we can write
u(t,x) = EB [ f (Bxt )exp(Vt,x)] .
The Malliavin derivative of the solution is given by
Dr,yu(t,x) = EB
[ f (Bxt )exp(Vt,x)δ (Bxt−r− y)] .
It is not difficult to show that u(t,x)∈D∞. Thus, by the general criterion for the smooth-
ness of densities (see [38]), it suffices to show that E
(
‖Du(t,x)‖−2pH
)
<∞ for any t > 0
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and x ∈ Rd . We have
‖Du(t,x)‖2H = EB
[ f (B1t + x) f (B2t + x)exp(Vt,x(B1)+Vt,x(B2))
×〈δ (B1,xt−r− y) ,δ (B2,xt−r− y)〉H
]
= αHEB
[ f (B1t + x) f (B2t + x)exp(Vt,x(B1)+Vt,x(B2))
×
∫ t
0
∫ t
0
|r− s|2H0−2
d
∏
i=1
|B1,it−r−B2,it−s|2Hi−2drds
]
,
where B1 and B2 are independent d-dimensional Brownian motions. By Jensen’s in-
equality, we have for any p > 0,
‖Du(t,x)‖−2pH
≤ (αH)−p EB
[| f (B1t + x) f (B2t + x)|−p exp(−p[Vt,x(B1)+Vt,x(B2)])
×
(∫ t
0
∫ t
0
|r− s|2H0−2
d
∏
i=1
|Bi,1t−r−B2,it−s|2Hi−2drds
)−p]
.
Hence by Ho¨lder’s inequality, we obtain
E ‖Du(t,x)‖−2pH
≤ (αH)−p
(
E| f (B1t + x) f (B2t + x)|−pp1
) 1
p1
×(E exp(−pp2 [Vt,x(B1)+Vt,x(B2)])) 1p2
×
(
E
(∫ t
0
∫ t
0
|r− s|2H0−2
d
∏
i=1
|B1,it−r−B2,it−s|2Hi−2drds
)−pp3) 1p3
= I1I2I3 ,
where 1p1 +
1
p2 +
1
p3 = 1. The first factor I1 is finite by the assumption on f and Ho¨lder’s
inequality. The second factor is finite by Theorem 4.3.3. Finally, from Jensen’s in-
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equality, we have
Ip33 = E
[
t−2pp3
{
1
t2
∫ t
0
∫ t
0
|r− s|2H0−2
d
∏
i=1
|B1,it−r−B2,it−s|2Hi−2drds
}−pp3]
≤ E
[
t−2pp3−2
{∫ t
0
∫ t
0
|r− s|−(2H0−2)pp3
d
∏
i=1
|B1,it−r−B2,it−s|−(2Hi−2)pp3drds
}]
≤ C
∫ t
0
∫ t
0
|r− s|−(2H0−2)pp3E
{
d
∏
i=1
|B1,it−r−B2,it−s|−(2Hi−2)pp3
}
drds
< ∞ .
This completes the proof.
4.6 Case H0 > 34,H1 =
1
2 and d = 1
4.6.1 Preliminaries
In this case, all the setup is the same as before except that if φ and ψ are functions in
E , then
E (W (φ)W (ψ)) = 〈φ ,ψ〉H = αH0
×
∫
∞
0
∫
∞
0
∫
R
φ(s,x)ψ(t,x)|s− t|2H0−2dsdtdx,
where αH0 = H0(2H0−1).
4.6.2 Definition and exponential integrability of∫ t
0
∫
Rδ (Bxt−r− y)W (dr,dy)
Similarly we have the following theorem as well.
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Theorem 4.6.1. Suppose that H1 = 1/2 and H0 > 3/4. Then, for any ε > 0 and δ > 0,
Aε,δt,x defined in (3.2) belongs to H and the family of random variables V ε,δt,x defined in
(3.3) converges in L2 to a limit denoted by
Vt,x =
∫ t
0
∫
R
δ (Bxt−r− y)W (dr,dy) . (6.6)
Conditional to B, Vt,x is a Gaussian random variable with mean 0 and variance
VarW (Vt,x) = αH0
∫ t
0
∫ t
0
|r− s|2H0−2δ (Br−Bs)drds . (6.7)
Proof Fix ε , ε ′, δ and δ ′ > 0.
EBEW
(
V ε,δt,x ,V
ε ′,δ ′
t,x
)
= EB
〈
Aε,δt,x ,A
ε ′,δ ′
t,x
〉
H
= αH0E
B
(∫
[0,t]4
∫
R
pε(Bxs − y)pε ′(Bxr − y)
×ϕδ (t− s−u)ϕδ ′(t− r− v)|u− v|2H0−2dydudvddsdr
)
= αH0
(∫
[0,t]4
EB pε+ε ′(Bs−Br)
×ϕδ (t− s−u)ϕδ ′(t− r− v)|u− v|2H0−2dudvdsdr
)
= αH0
(∫
[0,t]4
1√
2pi
(
ε+ ε ′+ |s− r|)−1/2
×ϕδ (t− s−u)ϕδ ′(t− r− v)|u− v|2H0−2dudvdsdr
)
.
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By Lemma 4.8.3,
∫
[0,t]2
(
ε+ ε ′+ |s− r|)−1/2×ϕδ (t− s−u)ϕδ ′(t− r− v)|u− v|2H0−2ddudv
≤C|s− r|2H0−5/2.
Then by the dominated convergence theorem, EBEW
(
V ε,δt,x ,V
ε ′,δ ′
t,x
)
converges to
αH0√
2pi
∫
[0,t]2
|s− r|2H0−5/2dsdr
as ε , ε ′, δ , and δ ′ tend to zero. This implies that V ε,δt,x converges in L2 as ε and δ tend
to zero to a limit denoted by Vt,x. On the other hand, from the above computations
EW
[(
V ε,δt,x
)2]
= αH0
∫
[0,t]4
p2ε(Bs−Br)
×ϕδ (t− s−u)ϕδ (t− r− v)|u− v|2H0−2dudvdsdr.
and this expression converges to right-hand side of Equation (6.7) almost surely. More-
over, because of the above arguments, the convergence is also in L1, and this implies
Equation (6.7).
4.6.3 Feynman-Kac formula
By Proposition 3.3 and Theorem 6.2 in [22], we have the following theorem.
Theorem 4.6.2. Suppose that H1 = 1/2 and H0 > 3/4. Then, for any λ ∈ R, we have
E exp
(
λ
∫ t
0
∫
R
δ (Bxt−r− y)W (dr,dy)
)
< ∞ ,
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and for any measurable and bounded function f the process
u(t,x) = EB
(
f (Bxt )exp
(∫ t
0
∫
R
δ (Bxt−r− y)W (dr,dy)
))
(6.8)
is a weak solution to Equation (1.1).
4.6.4 Ho¨lder continuity
We also have the following theorem, whose proof is similar to that of Theorem 6.1.
Theorem 4.6.3. Suppose H1 = 1/2,H0 > 3/4 and let u(t,x) be the solution of Equation
(1.1). Then u(t,x) has a continuous modification such that for any ρ ∈ (0,H0 − 3/4)
and any compact rectangle I ⊂R+×R there exists a positive random variable KI such
that almost surely, for any (t1,x1),(t2,x2) ∈ I we have
|u(t2,x2)−u(t1,x1)| ≤ KI(|t2− t1|ρ + |x2− x1|2ρ).
Proof As in the proof of Theorem 6.1, we have
EW |u(s,x)−u(t,y)|p ≤Cp
[
EBEW | ˜V −V |2]p/2 ,
where V =
∫ t
0
∫
R δ (Bxt−r− z)W (dr,dz) and ˜V =
∫ s
0
∫
R δ (B
y
s−r− z)W (dr,dz). If s = t, we
can write
EBEW | ˜V −V |2 = 2
∫ t
0
∫ t
0
|r− v|2H0−2
×E [δ (Br−Bv)−δ (Br−Bv + x− y)]drdv
=
2√
2pi
∫ t
0
∫ t
0
|r− v|2H0−5/2(1− e−
(x−y)2
2|r−v| )drdv .
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For any 2ρ < γ < 2H0 − 3/2, we have 1− e−
(x−y)2
2|r−v| ≤
(
(x− y)2
2|r− v|
)γ
. Thus EBEW | ˜V −
V |2 ≤Cγ |x− y|2γ . Consequently, we have
EW |u(t,x)−u(t,y)|p ≤C|x− y|γ p. (6.9)
On the other hand, if x = y,
EBEW | ˜V −V |2 =C
[∫ t
s
∫ t
s
|r− v|2H0−5/2drdv
+
∫ s
0
∫ t
0
|r− v|2H0−2(|r− v|−1/2−|r− v+ t− s|− 12 )drds],
and by a similar computation as step 3 before, we can get
EW |u(s,x)−u(t,x)|p ≤C(t− s)(H0−3/4)p. (6.10)
Combining (6.9) and (6.10) we prove the theorem.
4.6.5 Regularity of the density
We can also show the following result.
Theorem 4.6.4. Suppose d = 1, H1 = 1/2 and H0 > 3/4. Fix t > 0 and x ∈R. Assume
that for any positive number p, E| f (Bt + x)|−p < ∞. Then, the law of u(t,x) has a
smooth density.
Proof The proof is similar to that of Theorem 4.5.2, using the existence of finite
moments of all orders for the self-intersection local time of the Brownian motion proved
in the Appendix (see Proposition 4.8.7).
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4.7 Skorohod type equations and chaos expansion
In this section we consider the following heat equation on Rd

∂u
∂ t
= 12∆u+u ∂
d+1
∂ t∂x1···∂xd W
u(0,x) = f (x) .
(7.1)
The difference between the above equation and Equation (1.1) is that here we use the
Wick product  (see [25], for example). This equation is studied in [22] in the case
H1 = · · · = Hd = 1/2. As in that paper, we can define the following notion of mild
solution.
Definition 4.7.1. An adapted random field u= {u(t,x), t ≥ 0,x∈Rd} such that E(u2(t,x))<
∞ for all (t,x) is a mild solution to Equation (7.1) if for any (t,x) ∈ [0,∞)×Rd , the
process {pt−s(x− y)u(s,y)1[0,t](s),s ≥ 0,y ∈ Rd} is Skorohod integrable, and the fol-
lowing equation holds
u(t,x) = pt f (x)+
∫ t
0
∫
Rd
pt−s(x− y)u(s,y)δWs,y, (7.2)
where pt(x) denotes the heat kernel and pt f (x) =
∫
Rd pt(x− y) f (y)dy.
As in the paper [22] the midl solution u(t,x) to (7.1) admits the following Wiener
chaos expansion
u(t,x) =
∞
∑
n=0
In( fn(·, t,x)), (7.3)
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where In denotes the multiple stochastic integral with respect to W and fn(·, t,x) is a
symmetric element inH ⊗n, defined explicitly as
fn(s1,y1, . . . ,sn,yn, t,x) = 1
n!
(7.4)
×pt−sσ(n)(x− yσ(n)) · · · psσ(2)−sσ(1)(yσ(2)− yσ(1))psσ(1) f (yσ(1)).
In the above equation σ denotes a permutation of {1,2, . . . ,n} such that 0 < sσ(1) <
· · · < sσ(n) < t. Moreover, the solution if it exist, it will be unique because the kernels
in the Wiener chaos expansion are uniquely determined.
The following is the main result of this section.
Theorem 4.7.2. Suppose that 2H0 +∑di=1 Hi > d +1 and that f is a bounded measur-
able function. Then the process
u(t,x) = EB
[
f (Bxt )exp
(∫ t
0
∫
Rd
δ (Bxt−r− y)W (dr,dy)
−1
2
αH
∫ t
0
∫ t
0
|r− s|2H0−2
d
∏
i=1
∣∣Bir−Bis∣∣2Hi−2 drds
)]
(7.5)
is the unique mild solution to Equation (1.1).
Proof From Theorem 3.2 we obtain that the expectation EB in Equation (7.5) is well
defined. Then, it suffices to show that the random variable u(t,x) has the Wiener chaos
expansion (7.3). This can be easily proved by expanding the exponential and then taken
the expectation with respect to B.
Theorem 3.1 implies that almost surely δ (Bxt−·−·) is and element ofH with a norm
given by (3.4). As a consequence, almost surely with respect to the Brownian motion
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B, we have the following chaos expansion for the exponential factor in Equation (7.5)
exp
(∫ t
0
∫
Rd
δ (Bxt−r− y)W (dr,dy)
−1
2
αH
∫ t
0
∫ t
0
|r− s|2H0−2
d
∏
i=1
∣∣Bir−Bis∣∣2Hi−2 drds
)
=
∞
∑
n=0
In(gn) ,
where gn is the symmetric element inH ⊗n given by
gn(s1,y1, . . . ,sn,yn, t,x) =
1
n!
δ (Bxt−s1 − y1) · · ·δ (Bxt−sn − yn) . (7.6)
Thus the right hand side of (7.5) admits the following chaos expansion
u(t,x) =
∞
∑
n=0
1
n!
In(hn(·, t,x)) , (7.7)
with
hn(t,x) = EB
[ f (Bxt )δ (Bxt−s1 − y1) · · ·δ (Bxt−sn − yn)] . (7.8)
This can be regarded as a Feynman-Kac formula for the coefficients of chaos expansion
of the solution of (7.1). To compute the above expectation we shall use the following
EB
[ f (Bxt )δ (Bxt − y)∣∣Fs] = ∫
Rd
pt−s(Bxs − z) f (z)δ (z− y)dz
= pt−s(Bxs − y) f (y) . (7.9)
Assume that 0 < sσ(1) < · · ·< sσ(n) < t for some permutation σ of {1,2, · · · ,n}. Then
conditioning with respect to Ft−sσ(1) and using the Markov property of the Brownian
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motion we have
hn(t,x) = EB
{
EB
[
δ (Bxt−sσ(n)− yσ(n))
×·· ·δ (Bxt−sσ(1)− yσ(1)) f (Bxt )
∣∣Ft−sσ(1)]}
= EB
[
δ (Bxt−sσ(n)− yσ(n)) · · ·δ (Bxt−sσ(1)− yσ(1))psσ(1) f (Bxt−sσ(1))
]
.
Conditioning with respect toFt−sσ(2) and using (7.9), we have
hn(t,x) = EB
{
EB
[
δ (Bt−sxσ(n)− yσ(n))
×δ (Bxt−sσ(1)− yσ(1))psσ(1) f (Bxt−sσ(1))
]∣∣Ft−sσ(2)}
= EB
{
δ (Bt−sxσ(n)− yσ(n)) · · ·δ (B
x
t−sσ(2)− yσ(2))
×EB
[
δ (Bxt−sσ(1)− yσ(1))psσ(1) f (Bxt−sσ(1))
∣∣Ft−sσ(2)]
}
= EB
[
δ (Bt−sxσ(n)− yσ(n)) · · ·δ (B
x
t−sσ(2)− yσ(2))
×psσ(2)−sσ(1)(Bxt−sσ(2)− yσ(1))psσ(1) f (yσ(1))
]
.
Continuing this way we shall find out that
hn(t,x) = pt−sσ(n)(x− yσ(n)) · · · psσ(2)−sσ(1)(yσ(2)− yσ(1))psσ(1) f (yσ(1))
which is the same as (7.4).
Remark 4.7.3. The method of this section can be applied to obtain a Feynman-Kac
formula for the coefficients of the chaos expansion of the solution to Equation (1.1):
u(t,x) =
∞
∑
n=0
1
n!
In(hn(·, t,x)) ,
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with
hn(t,x) = EB
[
f (Bxt )δ (Bxt−s1 − y1) · · ·δ (Bxt−sn − yn)
×exp
(
1
2
αH
∫ t
0
∫ t
0
|r− s|2H0−2
d
∏
i=1
∣∣Bir−Bis∣∣2Hi−2 drds
)]
.
(7.10)
Remark 4.7.4. We can also consider Equation (1.1) when d = 1, H1 = 1/2 and H0 >
3/4. In this case we see easily that the solution u(t,x) admits the following chaos
expansion
u(t,x) =
∞
∑
n=0
1
n!
In(hn(·, t,x)) ,
with
hn(t,x) = EB
[
f (Bxt )δ (Bxt−s1 − y1) · · ·δ (Bxt−sn − yn)
×exp
(
1
2
αH0
∫ t
0
∫ t
0
|r− s|2H0−2δ (Br−Bs)drds
)]
.
(7.11)
From the Feyman-Kac formula we can derive the following formula for the mo-
ments of the solution analogous to (4.16), which can be compared with the formulas
obtained in [22] in the case H1 = · · ·= Hd = 12
E (u(t,x)p) = E
(
p
∏
j=1
f (B jt + x)
×exp
[
αH
p
∑
j,k=1, j<k
∫ t
0
∫ t
0
|s− r|2H0−2
d
∏
i=1
|B j,is −Bk,ir |2Hi−2dsdr
])
,
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where p ≥ 1 is an integer, and B j,1 ≤ j ≤ d, are independent d-dimensional Brownian
motions.
4.8 Appendix
Lemma 4.8.1. Suppose 0 < α < 1,ε > 0,x > 0, and that X is a standard normal ran-
dom variable. Then there is a constant C independent of x and ε (it may depend on α)
such that
E|x+ εX |−α ≤C min(ε−α ,x−α) .
Proof It is straightforward to check that K = supz≥0 E|z+X |−α < ∞. Thus
E|x+ εX |−α = ε−αE| x
ε
+X |−α ≤ Kε−α . (8.12)
On the other hand,
E|x+ εX |−α = 1√
2pi
∫
R
|x+ εy|−αe− y
2
2 dy
=
1√
2pi
(∫
{|x+εy|> x2}
|x+ εy|−αe− y
2
2 dy
+
∫
{|x+εy|≤ x2}
|x+ εy|−αe− y
2
2 dy
)
.
It is easy to see that the first integral is bounded by Cx−α for some constant C. The
second integral, denoted by B is bounded as follows.
B = C 1
ε
∫
|z|< x2
|z|−αe−
(z−x)2
2ε2 dz ≤C 1
ε
∫
|z|< x2
|z|−αe− x
2
8ε2 dz
= C x
ε
e
− x2
8ε2 x−α ≤Cx−α .
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Thus we have E|x + εX |−α ≤ C|x|−α . Combining this with (8.12), we obtain the
lemma.
Lemma 4.8.2. Suppose α ∈ (0,1). There exists a constant C > 0 , such that
sup
ε,ε ′
∫
R2
pε(x1 + y1)pε ′(x2 + y2)|y1− y2|−αdy1dy2 ≤C|x1− x2|−α .
Proof We can write
∫
R2
pε(x1 + y1)pε ′(x2 + y2)|y1− y2|−αdy1dy2 = E
(|εX1− x1− ε ′X2 + x2|−α) .
Thus Lemma 4.8.2 follows directly from Lemma 4.8.1.
Lemma 4.8.3. Suppose α ∈ (0,1). There exists a constant C > 0 , such that
sup
δ ,δ ′
∫ t
0
∫ t
0
ϕδ (t− s1− r1)ϕδ ′(t− s2− r2)|r1− r2|−αdr1dr2 ≤C|s1− s2|−α
Proof Since
pδ (x)≥ pδ (x)I[0,√δ ](x) =
1√
2piδ
e−
x2
2δ I[0,√δ ](x)≥
1√
2pie
ϕ√δ (x) ,
the lemma follows from Lemma 4.8.2.
Lemma 4.8.4. Suppose that 2H0 + ∑di=1 Hi > d + 1. Let B1, . . . ,Bd be independent
one-dimensional Brownian motions. Then we have
E
(∫ t
0
s2H0−2
d
∏
i=1
|Bis|2Hi−2ds
)2
< ∞.
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Proof We can write
E
(∫ t
0
s2H0−2
d
∏
i=1
|Bis|2Hi−2ds
)2
= 2
∫ t
0
∫ s
0
(sr)2H0−2
×
d
∏
i=1
E(|Bis|2Hi−2|Bir|2Hi−2)drds
Let X be a standard normal random variable. From Lemma 4.8.1, taking into account
that 2−2Hi < 1, we have when r < s,
E(|Bir|2Hi−2|Bis|2Hi−2) = E[|Bir|2Hi−2E[|
√
s− rX + x|2Hi−2|x=Bir ]]
≤ CE[|Bir|2Hi−2(s− r)Hi−1)
≤ CrHi−1(s− r)Hi−1 . (8.13)
As a consequence, the conclusion of the lemma follows from the fact that
∫ t
0
∫ s
0
r2H0+∑
d
i=1 Hi−d−2s2H0−2(s− r)∑di=1 Hi−ddrds < ∞,
because 2H0 +∑di=1 Hi−d−2 >−1 and ∑di=1 Hi−d >−1.
Lemma 4.8.5. Let B1, . . . ,Bd be independent one-dimensional Brownian motions. If
αi ∈ (−1,0), i = 1, . . .d, and
d
∑
i=1
αi > −2, then E exp
(
λ
∫ 1
0
d
∏
i=1
|Bis|αids
)
< ∞ for all
λ > 0.
Proof The proof is based on the method of moments. We can write
E exp
(
λ
∫ 1
0
d
∏
i=1
|Bis|αids
)
=
∞
∑
n=1
λ n
n!
E
∫
[0,1]n
n
∏
k=1
d
∏
i=1
|Bisk |αids
=
∞
∑
n=1
λ n
∫
[0<s1<···<sn<1]
d
∏
i=1
E
(
n
∏
k=1
|Bisk |αi
)
ds.
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From Lemma 9.1 since αi ∈ (−1,0) we obtain
E
[
|Bisk |αi|F isk−1
]
= E
[
|Bisk −Bisk−1 +Bisk−1|αi|F isk−1
]
≤C(sk− sk−1)αi/2,
whereFt is the filtration generated by the Brownian motion Bi. As a consequence, tak-
ing the conditional expectation of ∏nk=1 |Bisk |αi with respect to the σ -fieldsF isn−1,F isn−2, . . . ,F is1
andF i0, we get
E
(
n
∏
k=1
|Bisk |αi
)
≤Cn(sn− sn−1)αi/2 . . .(s2− s1)αi/2sαi/21 .
Let α =
d
∑
i=1
αi, then we have
E exp
(
λ
∫ 1
0
d
∏
i=1
|Bis|αids
)
≤
∞
∑
n=1
(Cλ )n
×
∫
[0<s1<···<sn<1]
(sn− sn−1)α/2 . . .(s2− s1)α/2sα/21 ds.
Since α >−2, the integrals on the right side are equal to (Γ(α/2+1))
n
(n+nα/2)Γ(n+nα/2)
, and
the series converges for any λ > 0.
Lemma 4.8.6. For any 0 < α < 1 define
Cα(y) = E
(|ξ |−α −|y+ξ |−α),
where y > 0 and ξ is a standard normal random variable. Then
Cα(y)≤C min
(
1,(y2 + y3−α)
)
,
for some constant C > 0.
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Proof Notice first that Cα(y) < C where C > 0 is a constant, since limy→∞ E|y +
ξ |−α = 0. On the other hand, we can decompose the function Cα(y) as follows
Cα(y) =
1√
2pi
∫
R
(|x|−α −|y+ x|−α)e− x22 dx
=
1√
2pi
(∫
{x≥0}∪{x≤−y}
(|x|−α −|y+ x|−α)e− x22 dx
+
∫
{−y<x<0}
(|x|−α −|y+ x|−α)e− x22 dx)
=
1√
2pi
(A+B) ,
where A and B denote the first and second integrals, respectively, in the last second
equation. For integral A we can write
A =
∫
∞
0
(
x−α − (x+ y)−α)(e−x2/2− e−(x+y)2/2)dx
≤
∫
∞
0
x−α(x+ y)1−α [(x+ y)α − xα ]ye− x
2
2 dx.
Therefore,
A ≤
∫
∞
0
x1−2α [(x+ y)α − xα ]ye− x
2
2 dx+
∫
∞
0
x−α [(x+ y)α − xα ]y2−αe− x
2
2 dx.
For the first integral in the above expression we use the estimate (x+y)α−xα ≤αyxα−1
and for the second we use (x+ y)α − xα ≤ yα . In this way we obtain
A ≤Cy2,
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for some constant C > 0. On the other hand,
B =
∫ y
0
x−α(e−
x2
2 − e− (x+y)
2
2 )dx ≤
∫ y
0
x−α(x+ y)ydx ≤Cy3−α ,
for some constant C > 0, which completes the proof of the lemma.
Proposition 4.8.7. Let B be a one-dimensional standard Brownian motion. Then, for
any p > 0,
E
∣∣∣∣∫ 10
∫ 1
0
δ (Bt −Bs)dsdt
∣∣∣∣−p < ∞.
Proof For k = 1, . . . ,2n−1 we denote An,k =
[
2k−2
2n
,
2k−1
2n
]
×
[
2k−1
2n
,
2k
2n
]
and
define
αn,k =
∫
An,k
δ (Bt −Bs)dsdt.
The random variables αn,k have the following two properties:
(i) For every n ≥ 1, the variables αn,1, . . . ,αn,2n−1 are independent.
(ii) αn,k d= 2−n/2
∫ 1
0
∫ 1
0 δ (Bt − ˜Bs)dsdt. and ˜B is a standard Brownian motion inde-
pendent of B.
For any p > 0, we may choose a integer n > 0 such that p21−n < 1/3. Then, we can
write
E
∣∣∣∣∫ 10
∫ 1
0
δ (Bt −Bs)dsdt
∣∣∣∣−p ≤ E
∣∣∣∣∣2
n−1
∑
k=1
αn,k
∣∣∣∣∣
−p
≤ E
∣∣∣∣∣2
n−1
∏
k=1
αn,k
∣∣∣∣∣
−p21−n
,
and it suffices to show that E
∣∣∣∫ 10 ∫ 10 δ (Bt − ˜Bs)dsdt∣∣∣−p < ∞, for some p > 0. Notice
that
L :=
∫ 1
0
∫ 1
0
δ (Bt − ˜Bs)dsdt =
∫
R
Lx1 ˜L
x
1dx,
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where Lxt (resp. Lx˜t ) denotes the local time of the Brownian motion B (resp. ˜B). As a
consequence, for any 0 < α < 1
P(L < ε) ≤ P
(∫ ε4/5
0
Lx1 ˜L
x
1dx
)
≤ P
(
L01 ˜L
0
1 <
1
2
ε1/5
)
+P
(∫ ε4/5
0
|L01 ˜L01−Lx1 ˜Lx1|dx ≥
ε
2
)
≤ 1√
2
ε1/10(E(L01)
−1/2)2 +
2
ε
∫ ε4/5
0
E|L01 ˜L01−Lx1 ˜Lx1|dx
≤ Cε1/10,
which implies that E(L1/10)< ∞.
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Chapter 5
Some properties of the solutions to a class of stochastic
partial differential equations
5.1 Introduction
In this paper we consider a general (nonlinear) stochastic heat equation,

∂u
∂ t
=
1
2
4u+b(u)+σ(u)∂W
∂ t
(t,x), t ≥ 0, x ∈ Rd
u(0,x) = u0(x) ,
(1.1)
where W (t,x) is a Gaussian random field which is a Brownian motion in time t and has
a covariance structure q(x,y)and b and σ are globally Lipschitz continuous functions.
First, we shall prove that under some mild condition on q(x,y) the solution is Ho¨lder
continuous with certain explicit Ho¨lder exponent. This result generalizes the main
result in [44] for spatially homogeneous case (q(x,y) = q(x− y)) to general case with
a different method. The second aim of the paper is to show that under the conditions b
and σ are smooth and |σ(u(0,y))|> 0 for some y ∈ Rd , the law of u(t,x) is absolutely
continuous with respect to Lebesgue measure and the density is C∞. This result gives
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an answer to a problem that researchers were trying to clarify. The explain this point,
let us recall the following known results:
• If |σ(x)| > c > 0 for all x ∈ R, then the law of u(t,x) has a C∞ density (see [9]
for details).
• If |σ(u(0,y))|> 0 for some y, then the law of u(t,x) is absolutely continuous for
all t > 0 and all x. Researchers are wondering if this is sufficient to guarantee
the smoothness of the density. However, until before this paper, this problem has
not been answered (see [39] for details). The present paper gives an affirmative
answer to the above problem.
To show smoothness of the density, a standard technique is to use Malliavin cal-
culus, where the main difficulty is to show that the Malliavin covariance matrix has
all negative moment. To overcome this difficulty, we apply the Malliavin derivative
operator Ds,y in the equation (1.1) to obtain (denote Zt,x = Ds,yu(t,x))

∂
∂ t
Z =
1
2
4Z +b′(u)Z +σ ′(u)Z ∂W
∂ t
(t,x)+σ(u(s,y)), t ≥ 0,x ∈ Rd
Z(0,x) = 0 .
With a technique of factorization, one can relate the Malliavin covariance matrix to
Vs,ξ (t,x), which satisfies, as a function of t and x for fixed (s,ξ )
∂Vs,ξ
∂ t
=
1
2
4Vs,ξ +b′(u)Vs,ξ +σ ′(u)Vs,ξ
∂W
∂ t
(t,x) , t ≥ s,x ∈ Rd . (1.2)
This is a linear stochastic partial differential equation driven by a semimartingale. To
show the existence of all negative moments, we first develop a Feynman-Kac formula to
represent Vs,ξ (t,x). Since the Feynman-Kac formula is important itself, we develop it in
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a more general context. Namely, we consider a more general stochastic heat equation,

∂V
∂ t
(t,x) =
1
2
4V (t,x)+V ˙M(t,x)
V (x,0) = h(x)
(1.3)
where M is a semi-martingale, with quadratic variation
〈M(t,x) ,M(t,y)〉= f (t,x,y) =
∫ t
0
g(s,x,y)ds ,
and the product between V and ˙M(t,x) in (1.3) is Itoˆ differential (intergral). Thus one
of the main objectives of this paper is to establish the following Feynman-Kac formula
under some condition on g
V (t,x) = EB
{
h(x+Bt)exp
(∫ t
0
M(dr,x+Bt −Br)− 12
∫ t
0
g¯(dr,x+Bt −Br)
)}
, (1.4)
where B is a d-dimensional standard Brownian motion independent of M and g¯(t,x) =
g(t,x,x). For the stratonovich case, we refer to section 4.4 in [8] for another Feynman-
Kac formula, where the condition for the noises are different. Let us also mention that
a Feynman-Kac formula for heat equation driven by fractional white noise for both
stratonovich and skorohod cases in [24] (see the references therein for related work).
In that paper, the formula is proved by approximating the noise with smooth ones.
Presumably, one may intend to use the same idea to establish (1.4). However, although
the approximation of the stochastic partial differential equations of smooth noises has
been studied for example in [3], it is quite complex. We shall use a generalized Itoˆ
formula ([30]).
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Section 2 contains some preliminary material. Section 3 is devoted to the Feynman-
Kac formula. Section 4 deals with the Ho¨lder continuity. Finally in Section 5, the
smoothness of the density is presented.
5.2 Preliminaries
Let (Ω,F ,P) be a basic probability space. The expectation on this probability space
is denoted by E. Let {W (t,x) , t ≥ 0 ,x ∈ Rd} be a mean zero Gaussian random field
which is white in time and has the covariance structure determined by q(x,y):
E [W (t,x)W (s,y)] = (s∧ t)
∫ x
0
∫ y
0
q(u,v)dudv .
For any two (deterministic) functions f (s,x) ,g(s,x) ∈ L2([0,T ]×Rd) we can define a
scalar product
〈 f ,g〉H :=
∫ T
0
∫
R2d
f (s,x)g(s,y)q(x,y)dxdyds
and a Hilbert spaceH . For any element f inH , we may define the stochastic integral∫ T
0
∫
Rd f (s,x)W (ds,x)dx can be defined in the standard way and it is easy to obtain
E
(∫ T
0
∫
Rd
f (s,x)W (ds,x)dx
∫ T
0
∫
Rd
g(s,x)W (ds,x)dx
)
= 〈 f ,g〉 .
We will denote by D the derivative operator in the sense of Malliavin calculus. That
is, if F is a smooth and cylindrical random variable of the form
F = f (W (φ1), . . . ,W (φn)),
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φi ∈H , f ∈ C∞p (Rn) ( f and all its partial derivatives have polynomial growth), then
DF is theH -valued random variable defined by
DF =
n
∑
j=1
∂ f
∂x j
(W (φ1), . . . ,W (φn))φ j.
The operator D is closable form L2(Ω) into L2(Ω;H ) and we define the Sobolev space
D1,2 as the closure of the space of smooth and cylindrical random variables under the
norm
‖DF‖1,2 =
√
E(F2)+E(‖DF‖2H ).
We denote by δ the adjoint of the derivative operator, given by duality formula
E(δ (u)F) = E (〈DF,u〉H ) , (2.1)
for any F ∈ D1,2 and any element u ∈ L2(Ω;H ) in the domain of δ . The operator δ
is also called the Skorohod integral. The higher Malliavin derivatives can be defined in
similar way and we can define Dk,p. To obtain the smoothness of the density, we need
to use the following
Theorem 5.2.1. Let F : Ω→R be a random variable. If F ∈ ⋂
k≥1 ,p≥2
Dk,p and E
[
‖DF‖−pH
]
<
∞ for all p > 1, then the law of F is absolutely continuous with respect to the Lebesgue
measure and the density is smooth.
For the proof of this result and some other results on the Malliavin calculus we refer
to [38] and the references therein.
To show the solution to (1.1) has smooth density, we shall show that the Malliavin
covariance matrix ‖DF‖H has all the negative moments. This will be done by using
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the Feynman-Kac formula for heat equation driven by general semimartingales. To
establish such formula, we shall use the following generalized Itoˆ formula ([30]).
Theorem 5.2.2 (Generalized Itoˆ formula). Let F(t,x),x ∈ Rd be a random field. As-
sume that
(i) For fixed t ∈ [0,T ], F(t,x) is twice differentiable with respect to x almost surely.
(ii) For fixed x ∈ Rd , F(t,x) is a semimartingale with respect to t.
Let Xt be Rd-valued continuous semi-martingale. Then we have
F(t,Xt) =F(0,X0)+
∫ t
0
F(dr,Xr)+
d
∑
i=1
∫ t
0
∂F
∂xi
(r,Xr)dX ir
+
1
2
d
∑
i, j=1
∫ t
0
∂ 2F
∂xi∂x j
(r,Xr)d〈X i,X j〉r +
d
∑
i=1
〈
∫ ·
0
∂F
∂xi
(dr,Xr),X i〉t . (2.2)
5.3 Feynman-Kac formula
By the generalized Itoˆ formula, we can get the Feynman-Kac formula to heat equation
(1.3).
Theorem 5.3.1 (Feynman-Kac Formula). Assume that g(t,x,y) is continuous in (t,x,y),
g(t,x,y) ≤ C(1+ |x|α + |y|α + |x− y|β ) for t ∈ [0,T ], where 0 ≤ α < 2 and β > −d.
Let h(x) be continuous and of polynomial growth. Then
V (t,x) = EB
{
h(x+Bt)exp
(∫ t
0
M(dr,x+Bt −Br)− 12
∫ t
0
¯f (dr,x+Bt −Br)
)}
is a solution to the heat equation (1.3), where B is a d-dimensional standard Brownian
motion independent of M.
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Remark 5.3.2. It is easy to show that (1.3) has a unique solution. Thus the solution to
(1.3) can also represented by the above Feynman-Kac formula.
Proof We divide the proof into three steps.
Step 1. Suppose M is C2 in x and a semi-martingale in t, f (t,x,y) is twice continu-
ously differentiable in x and y, and h(x) is twice continuously differentiable. For fixed
x, let
F(t,y) =
∫ t
0
M(dr,x+ y−Br)− 12
∫ t
0
¯f (dr,x+ y−Br).
From the generalized Itoˆ formula (2.2) it follows
dF(t,Bt) = M(dt,x)− 12
¯f (dt,x)+
d
∑
i=1
∫ t
0
∂M
∂xi
(dr,x+Bs−Br)dBis
− 1
2
d
∑
i=1
∫ t
0
∂ ¯f
∂xi
(dr,x+Bs−Br)dBis +
1
2
d
∑
i=1
∫ t
0
∂ 2M
∂x2i
(dr,x+Bs−Br)ds
− 1
4
d
∑
i=1
∫ t
0
∂ 2 ¯f
∂x2i
(dr,x+Bs−Br)ds
Denote Yt = F(t,Bt). Since M and B are independent we have
d〈Y 〉t = f (dt,x)+
d
∑
i=1
[∫ t
0
∂M
∂xi
(dr,x+Bt −Br)− 12
∫ t
0
∂ f
∂xi
(dr,x+Bt −Br)
]2dt .
We further assume that
EB
∂h
∂xi
(x+Bt)2 < ∞, i = 1, · · · ,d; (3.1)
EB
∫ t
0
e4Ysds < ∞; (3.2)
EB
∫ t
0
d
∑
i, j=1
∫ s
0
∂ 2g
∂xi∂y j
(r,x+Bs−Br,x+Bs−Br)drds < ∞; (3.3)
EB
∫ t
0
(
d
∑
i=1
∫ s
0
∂ ¯f
∂xi
(dr,x+Bs−Br)
)2
ds < ∞; (3.4)
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Notice that in (3.3), the integrand function
d
∑
i, j=1
∫ s
0
∂ 2g
∂xi∂y j
(r,x+Bs−Br,x+Bs−Br)dr = 〈
d
∑
i=1
∫ s
0
∂M
∂xi
(dr,x+Bs−Br)〉s.
Applying Theorem 5.2.2 again to h(x+Bt)eYt and then taking expectation with respect
to B, we have
EB[h(x+Bt)eYt ] =h(x)+EB
(∫ t
0
h(x+Bs)eYsdYs +
1
2
d
∑
i=1
∫ t
0
∂ 2h
∂x2i
(x+Bs)eYsds
+
1
2
∫ t
0
h(x+Bs)eYsd〈Y 〉s +
d
∑
i=1
∫ t
0
∂h
∂xi
(x+Bs)eYsd〈Bi,Y 〉s
)
.
If we denote ˆV (t,x) = h(x+Bt)eYt , then we have
EB ˆV (t,x) = h(x)+
∫ t
0
EB ˆV (s,x)M(ds,x)
+
1
2
d
∑
i=1
EB
(∫ t
0
ˆV (s,x)
{∫ s
0
∂ 2M
∂x2i
(dr,x+Bs−Br)− 12
∫ s
0
∂ 2¯¯ f
∂x2i
(dr,x+Bs−Br)
+
[∫ s
0
∂M
∂xi
(dr,x+Bs−Br)− 12
∫ s
0
∂ ¯f
∂xi
(dr,x+Bs−Br)
]2}
ds
+
∫ t
0
∂ 2h
∂x2i
(x+Bs)eYsds
+2
∫ t
0
∂h
∂xi
(x+Bs)eYs[
∫ s
0
∂M
∂xi
(dr,x+Bs−Br)− 12
∫ s
0
∂ ¯f
∂xi
(dr,x+Bs−Br)]ds
)
Notice that
∂Ys
∂xi
=
∫ s
0
∂M
∂xi
(dr,x+Bs−Br)− 12
∫ s
0
∂ ¯f
∂xi
(dr,x+Bs−Br),
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and denote V (s,x) = EB
[
ˆV (s,x)
]
, we get
V (t,x) = h(x)+
∫ t
0
V (s,x)M(ds,x)+ 1
2
d
∑
i=1
∫ t
0
∂ 2V
∂x2i
(s,x)ds.
Step 2. For general M and h, let Mε(t,x) =
∫
Rd M(t,y)pε(x− y)dy, and hε(x) =∫
Rd h(y)pε(x− y)dy, where pε(x) = (2piε)−
d
2 e−
|x|2
2ε . It is easy to check that hε satisfies
(3.1). We construct Y εt as Yt in Step 1 and we shall show that Y εt satisfies (3.2)-(3.4).
The bracket of Mε is given by
f ε(t,x,y) =
∫ t
0
∫
R2d
g(s,x− z1,y− z2)pε(z1)pε(z2)dz1dz2ds. .
For any p > 0, we have
Eep
∫ t
0 ¯f ε (dr,x+Bt−Br)
=Eep
∫ t
0
∫
R2d g(r,x+Bt−Br−z1,x+Bt−Br−z2)pε (z1)pε (z2)dz1dz2dr
≤Eep
∫ t
0
∫
R2d C(1+|x+Bt−Br−z1|α+|x+Bt−Br−z2|α+|z1−z2|β )pε (z1)pε (z2)dz1dz2dr
≤ep
∫ t
0
∫
R2d |z1−z2|β pε (z1)pε (z2)dz1dz2dr
×EeCp
∫ t
0
∫
R2d (1+|x+Bt−Br−z1|α+|x+Bt−Br−z2|α )pε (z1)pε (z2)dz1dz2dr
≤C
∫
R2d
Eep
∫ t
0(|x+Bt−Br−z1|α+|x+Bt−Br−z2|α )dr pε(z1)pε(z2)dz1dz2
(3.5)
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The above last inequality follows from the assumptions on g(t,x,y) and a Fernique’s
theorem [12]. Now we have
Ee4
∫ t
0 Mε (dr,x+Bt−Br)−2
∫ t
0 ¯f ε (dr,x+Bt−Br)
=Ee4
∫ t
0 Mε (dr,x+Bt−Br)−16
∫ t
0 ¯f ε (dr,x+Br−Br)+14
∫ t
0 ¯f ε (dr,x+Br−Br)
≤
(
Ee8
∫ t
0 Mε (dr,x+Bt−Br)−32
∫ t
0 ¯f ε (dr,x+Br−Br)
) 1
2
(
e28
∫ t
0 ¯f ε (dr,x+Br−Br)
) 1
2
≤
(
e28
∫ t
0 ¯f ε (dr,x+Br−Br)
) 1
2
which is finite. This proves that Y ε satisfies (3.2). Inequalities (3.3) and (3.4)can be
verified easily.
From Step 1 we see that
V ε(t,x) = EB
{
hε(x+Bt)exp
(∫ t
0
Mε(dr,x+Bt −Br)− 12
∫ t
0
¯f ε(dr,x+Bt −Br)
)}
is the solution to 
∂V ε
∂ t
(t,x) =
1
2
4V ε(t,x)+V ε ˙Mε(t,x)
V ε(x,0) = hε(x)
(3.6)
Step 3. Now we show that V ε converges to V in Lp, for any p > 0, and as a conse-
quence, we have the Feynman-Kac formula of V.
For any fixed r and the random sample Bt −Br, we see that
∫
Rd g¯
ε(r,x+Bt −Br −
z)pε(z)dz converges to g¯(r,x+Bt −Br) and
∣∣∣∣∫Rd g¯ε(r,x+Bt −Br− z)pε(z)dz
∣∣∣∣≤ g¯(r,x+Bt −Br)
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which is Lp for all p > 1. By dominated convergence theorem, we have
∫ t
0
∫
Rd g¯
ε(r,x+
Bt −Br−z)pε(z)dzdr converges to
∫ t
0
∫
Rd g¯(r,x+Bt −Br)dr. Hence,
∫ t
0 Mε(dr,x+Bt −
Br) converges to
∫ t
0 M(dr,x+Bt −Br) in Lp for all p > 1.
As in (3.4), it is easy to show that
sup
ε>0
E exp
(
p
∫ t
0
¯f ε(dr,x+Bt −Br)
)
< ∞, ∀ p ∈ R .
This can be used to prove that V ε converges to V in Lp for all p > 0.
Since V ε is a (strong) solution to (3.6), it is also a mild solution to (3.6), namely,
V ε =
∫
Rd
pt(x− z)hε(z)dz+
∫ t
0
∫
Rd
pt−r(x− z)V ε(r,z)Mε(dr,z)dz
Letting ε go to 0, we obtain
V =
∫
Rd
pt(x− z)h(z)dz+
∫ t
0
∫
Rd
pt−r(x− z)V (r,z)M(dr,z)dz .
This completes the proof of the theorem.
5.4 Ho¨lder continuity of the solution
Consider the following nonlinear stochastic partial differential equation:

∂u
∂ t
=
1
2
4u+b(u)+σ(u)∂W
∂ t
(t,x) , t ≥ 0 , x ∈ Rd
u(0,x) = u0(x) .
(4.1)
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Let us recall that an adapted random field {u(t,x) , t ≥ 0 ,x ∈ Rd} is called a mild solu-
tion to the above equation (4.1) if u satisfies the following integral equation.
u(t,x) =
∫
Rd
pt(x− z)u0(z)dz+
∫ t
0
∫
Rd
pt−r(x− z)b(u(r,z))dzdr
+
∫ t
0
∫
Rd
pt−r(x− z)σ(u(r,z))W (dr,z)dz . (4.2)
Theorem 5.4.1. Suppose that b and σ are globally Lipschitz continuous functions and
assume
(i) sup
x∈Rd
E
∫ t
0
∫
R2d
pt−s(x− z1)pt−s(,x− z2)q(z1,z2)dz1dz2 < ∞,
(ii) u0(x) is bounded in Rd .
Then there exists a unique adapted process u = {u(t,x), t ∈ [0,T ],x ∈ Rd} satisfying
(4.2). Moreover,
sup
t∈[0,T ],x∈Rd
E|u(t,x)|p < ∞, ∀ p ≥ 2 . (4.3)
Proof Let Bp be the Banach space of all adapted random field u such that ‖u‖p < ∞,
where ‖u‖pp = sup
t∈[0,T ],x∈Rd
E|u(t,x)|p. On Bp, define the following mapping
Ψ(u)(t,x) :=
∫
pt(x− z)u0(z)dz+
∫ t
0
∫
Rd
pt−r(x− z)b(u(r,z))dzdr
+
∫ t
0
∫
Rd
pt−r(x− z)σ(u(r,z))W (dr,z)dz .
155
We shall show that Ψ is a contraction mapping on B when T is sufficiently small. We
have
E |Ψ(u)−Ψ(v)|p (t,x)≤C
[
E
(∫ t
0
∫
Rd
pt−s(x− z)|u(s,z)− v(s,z)|dzds
)p
+E
{∫ t
0
∫
R2d
pt−s(x− z1)|u(s,z1)− v(s,z1)|pt−s(x− z2)|u(s,z2)− v(s,z2)|
q(z1,z2)dz1dz2ds
}p/2]
.
Taking the superium with respect to t and x, we have
‖Ψ(u)−Ψ(v)‖pp ≤C
∫ T
0
‖u− v‖ppds ≤CT‖u− v‖pp .
Consequently, Ψ is a contraction mapping on Bp when T sufficiently small. This proves
the existence and uniqueness of the solution when some small T . From the above
argument it is clear that the T such that Ψ is a contraction is independent of the initial
value of the solution. This can be used to to show the existence and uniqueness of the
solution for any T . The inequality (4.3) follows also.
Now we apply the factorization method to obtain the Ho¨lder continuity of u. Fix an
arbitarry α ∈ (0,1) and denote
Yα(r,z) =
∫ r
0
∫
Rd
pr−s(z− y)σ(u(s,y))(r− s)−αW (ds,y)dy.
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Then because of the semigroup property of K and the stochastic Fubini’s theorem, we
have
∫ t
0
∫
Rd
pt−s(x− y)σ(u(s,y))W (ds,y)dy
=
sin(piα)
pi
∫ t
0
∫
Rd
pt−r(x− z)(t− r)α−1Yα(r,z)dzdr. (4.4)
Lemma 5.4.2. Let the assumptions of Theorem 5.4.1 be satisfied. Assume
sup
x∈Rd
∫
R2d
pt(x− z1)pt(x− z2)q(z1,z2)dz1dz2 <Ctγ for some γ >−1. (4.5)
Then for any fixed T > 0, p ≥ 1,α ∈ (0, 1+ γ
2
), we have
sup
r∈[0,T ],z∈Rd
E(|Yα(r,z)|p)< ∞.
Proof Since sup
r∈[0,T ],z∈Rd
E(|u(r,z)|p)< ∞ from Theorem 5.4.1 and σ is Lipschitz con-
tinuous, we have
sup
r∈[0,T ],z∈Rd
E(|σ(u(r,z))|p)< ∞.
E|Yα(r,z)|p ≤C
(
E
∫ r
0
∫
R2d
pr−s(z− y1)pr−s(z− y2)
σ(u(s,y1))σ(u(s,y2))(r− s)−2αq(y1,y2)dy1dy2ds
) p
2
≤C sup
r∈[0,T ],z∈Rd
E(|σ(u(r,z))|p)
(∫ r
0
∫
R2d
pr−s(z− y1)pr−s(z− y2)(r− s)−2αq(y1,y2)dy1dy2ds
) p
2
≤C
(∫ r
0
(r− s)γ−2αds
) p
2
< ∞.
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The equation (4.4) and Lemma (5.4.2) are the main ingredients to prove the follow-
ing theorem concerning the Ho¨lder continuity of the solution u.
Theorem 5.4.3. Suppose that b and σ are globally Lipschitz continuous. Assume
(i) sup
x∈Rd
E
∫
R2d
pt(x− z1)pt(x− z2)q(z1,z2)dz1dz2 <Ctγ for some γ >−1.
((ii) u0(x) is bounded in Rd and ρ-Ho¨lder continuous.
Then the sample paths of the solution u to (4.1) are a.s. β1-Ho¨lder continuous in time
and β2-Ho¨lder continuous in space for any β1 ∈ (0, 12 [ρ ∧ (1+ γ)]) and β2 ∈ (0,ρ ∧
(1+ γ)).
Proof We shall follow the proof of Theorem 2.1 in [44].
Here are two examples.
Example 5.4.4. The same Ho¨lder continuity result was obtained in [44] under the
assumption q(x,y) = q(x− y) satisfying
∫
Rd
Fq(ξ )
(1+ |ξ |2)η dξ < ∞ for some η ∈ (0,1),
where Fq denotes the Fourier transform of q. This is consequence of the above theo-
rem. Thus Theorem 5.4.3 extends the result of [44] to more general cases.
In fact, we see
∫
R2d
pt(x− z1)pt(x− z2)q(z1− z2)dz1dz2 =
∫
R2d
pt(x− z− z2)pt(x− z2)q(z)dz2dz
=
∫
Rd
p2t(z)q(z)dz =
∫
Rd
F p2t(ξ )Fq(ξ )dξ .
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It is well-known thatF p2t(ξ ) = e−2tξ
2
. Thus
∫
R2d
pt(x− z1)pt(x− z2)q(z1− z2)dz1dz2 =
∫
Rd
e−2tξ
2
Fq(ξ )dξ
≤
∫
Rd
e−2t(ξ
2+1)Fq(ξ )dξ ≤Ct−η
∫
Rd
Fq(ξ )
(1+ |ξ |2)η dξ .
Example 5.4.5. Consider the bifractional Brownian sheet BH,K = BH,K(t,x), t ≥ 0,x ∈
R,H ∈ (0,1),K ∈ (0,1], which is Gaussian random field with mean 0 and the following
covariance structure
E(BH,K(s,x)BH,K(t,y)) = (t ∧ s)2−K((|x|2H + |y|2H)K −|x− y|2HK).
If W (t,x) = ∂∂xBH,K(x, t), then
q(x,y) =2−K
∂ 2
∂x∂y
((|x|2H + |y|2H)K −|x− y|2HK)
≤C[|x|2HK−2 + |y|2HK−2 + |x− y|2HK−2]
and γ = HK−1 ∈ (−1,0).
5.5 Regularity of the density of the solution
Theorem 5.5.1. Assume that q(x1,x2) is γ-Ho¨lder continuous and
q(x1,x2)≤C(1+ |x1|α + |x2|α + |x2− x1|β ) for some α ∈ [0,2),β >−d . (5.1)
Let q(y1,y2) =
∫
Rd c(ξ ,y1)c(ξ ,y2)dξ for some c(ξ ,y) which has polynomial growth.
Let b′ and σ ′ be continuous and bounded. Let u0 be bounded and ρ-Ho¨lder continuous.
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If there is a x0 ∈ Rd such that q(x0,x0)> 0, σ(u(0,x0))> 0, then u(t,x) has a smooth
density for all t > 0 and x ∈ Rd , where u is the solution to the equation (4.1).
Proof Denote
F := ‖Du(t,x)‖2H =
∫ t
0
∫
R2d
Ds,y1u(t,x)Ds,y2u(t,x)q(y1,y2)dy1dy2ds ,
where ‖ · ‖H is the Hilbert norm introduced in Section 2. We need to prove that
E [F−p]< ∞ for any p > 1. We divide the proof into two steps.
Step 1. Introduce Vs,ξ (t,x) =
∫
Rd
c(ξ ,y)Ds,yu(t,x)dy. Then we can write
F =
∫ t
0
∫
Rd
Vs,ξ (t,x)2dξds .
Applying the Malliavin derivative Ds,y to (4.2) we obtain
Ds,yu(t,x) =pt−s(x− y)σ(u(s,y))+
∫ t
0
∫
Rd
pt−r(x− z)b′(u(r,z))Ds,yu(r,z)dzdr
+
∫ t
0
∫
Rd
pt−r(x− z)σ ′(u(r,z))Ds,yu(r,z)W (dr,z)dz .
This implies that Vs,ξ (t,x) satisfies the following linear heat equation:

∂Vs,ξ
∂ t
=
1
2
4Vs,ξ +b′(u)Vs,ξ +σ ′(u)Vs,ξ
∂W
∂ t
(t,x), t ≥ s,x ∈ Rd,
Vs,ξ (s,x) = c(ξ ,x)σ(u(s,x)) .
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Theorem 5.2.2 gives an explicit Feynman-Kac formula for the above equation. This
means that we have
Vs,ξ (t,x) =EB
[
c(ξ ,x+Bt−s)σ(u(s,x+Bt−s))
exp
{∫ t
s
M(dr,x+Bt−s−Br−s)− 12
∫ t
s
f (dr,Bt−s−Br−s)
}]
,
where
M(t,x) =
∫ t
0
b′(u(r,x))dr+
∫ t
0
σ ′(u(r,x))w(dr,x) and
f (t,x,y) = 〈M(·,x),M(·,y)〉t =
∫ t
0
σ ′(u(r,x))σ ′(u(r,y))q(x,y)dr .
Step 2. Let Y (s, t;B) =
∫ t
s
M(dr,x+Bt−s−Br−s)− 12
∫ t
s
f (dr,Bt−s−Br−s). Then
∫ t
0
∫
Rd
|Vs,ξ (t,x)|2dξds =
∫ t
0
∫
Rd
EB, ˜B
[
c(ξ ,x+Bt−s)c(ξ ,x+ ˜Bt−s)
σ(u(s,x+Bt−s))σ(u(s,x+ ˜Bt−s))exp{Y (s, t;B)+Y (s, t; ˜B)}
]
dξds
=
∫ t
0
EB, ˜B
[
q(x+Bt−s,x+ ˜Bt−s)
σ(u(s,x+Bt−s))σ(u(s,x+ ˜Bt−s))exp{Y (s, t;B)+Y (s, t; ˜B)}
]
ds ,
where ˜B is a standard Brownian motion, independent of B. Let H(s) denote the inte-
grand of the above last integral. If we can show that E(H(0)−p)< ∞ for all p > 1, and
H(s) is Ho¨lder continuous, then by Lemma 5.5.2 below we prove
E
(∫ t
0
∫
Rd
|Vs,ξ (t,x)|2dξds
)−p
= E
(∫ t
0
H(s)ds
)−p
< ∞ , ∀p > 1 .
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The Ho¨lder continuity of H(s) can be verified from the following inequality:
E|H(s1)−H(s2)|p ≤C|s2− s1|
p
2 min{ρ,γ},0 < s1 < s2 < t,
where C is determined by the
sup
s∈[0,t]
{
E|q(x+Bt−s,x+ ˜Bt−s)|8p,E|σ(u(s,x+Bt−s))|8p,E exp{8pY (s, t;B)}
}
.
It remains to show that E(H(0)−p) < ∞. Choose ε > 0 such that if |y− x0| <
ε,σ(u(0,y)) > 1
2
σ(u(0,x0)). Let A = {(ω,ω ′), |x+Bt − x0| < ε, |x+ ˜Bt − x0| < ε}.
We see ∣∣σ(u(0,x+Bt))σ(u(0,x+ ˜Bt))IA∣∣≥ 14σ(u(0,x0))2IA .
Now we have
E
(
EB, ˜B
[
q(x+Bt ,x+ ˜Bt)σ(u(0,x+Bt))σ(u(0,x+ ˜Bt))exp{Y (0, t;B)+Y (0, t; ˜B)}
])−p
≤E
(
EB, ˜B
[
IA
∣∣q(x+Bt ,x+ ˜Bt)σ(u(0,x+Bt))σ(u(0,x+ ˜Bt))∣∣exp{Y (0, t;B)+Y (0, t; ˜B)}])−p
≤
[
1
4
σ(u(0,x0))2
]−p
×E
(
EB, ˜B
[
IA
∣∣q(x+Bt ,x+ ˜Bt)∣∣exp{Y (0, t;B)+Y (0, t; ˜B)}])−p
≤a−p−1
[
1
4
σ(u(0,x0))2
]−p
EEB, ˜B
[
IA
∣∣q(x+Bt ,x+ ˜Bt)∣∣exp{−p(Y (0, t;B)+Y (0, t; ˜B))}] ,
where a = EB, ˜B
[
IA
∣∣q(x+Bt ,x+ ˜Bt)∣∣] > 0. This implies that E(H(0)−p) < ∞ for all
p > 1.
Lemma 5.5.2. Let {St ,0 ≤ t ≤ 1} be a positive stochastic process. If ES−a0 < ∞ for
some a > 0, and sup
0≤s≤t
|Ss − S0| ≤ Gtγ where G is a positive random variable with
EGb < ∞ for some b > 0, then we have
E
∣∣∣∣∫ 10 Stdt
∣∣∣∣−p < ∞, for 0 < p < abγ/(a+b+bγ) .
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Particularly, if a and b can be arbitrarily large, then p can also be chosen arbitrarily
large.
Proof Let α,β > 0, where α+β < 1 and bβγ−bα ≥ aα , and 0 < ε < 2α+β−1. We
have
P
[∫ 1
0
Stdt < ε
]
≤ P
[∫ εβ
0
Stdt < ε, S0 > εα
]
+P [S0 < εα ]
≤P
[
sup
0≤t≤εβ
|St −S0|> 12ε
α
]
+P
[
S−a0 > ε
−aα]
≤2bε−bαE
(
sup
0≤t≤εβ
|St −S0|b
)
+ εaαES−a0 ≤C
(
εbβγ−bα + εaα
)
≤Cεaα .
Then E
∣∣∣∫ 10 Stdt∣∣∣−p < ∞, for 0 < p < aα. The lemma follows with the choice of α and
β such that α < bγ/(a+b+bγ) and β = (a+b)/(a+b+bγ).
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