ABSTRACT: A statistical-dynamical downscaling procedure for global climate sirnulations is verified for the greater Alpine region. This procedure links global and regional model simulations using frequencies of large-scale weather types in order to derive the regional climate corresponding to a given global climate. The results from multi-year global simulations or large-scale analyses are classified into a set of large-scale weather types. Regional model simulations are carried out once for each class. The model output fields are weighted with the frequencies of the corresponding weather type to give the regional climate. As downscaling procedures transmit errors in the global climate simulation to the regional scale, the verification of the statistical-dynamical procedure is based on large-scale observational data, in our case a decade of daily ECMWF (European Centre for Medium Range Weather Forecasts) analyses. The downscaled results are compared with local observations for the same decade. The verificat.ion shows that the downscaling procedure is able to reproduce cl~matological features of the observed regional distributions of wind and temperature. However, the downscaled regional distribution of precipitation exhibits major deficiencies. Possible reasons are discussed and further improvements of the statistical-dynamical downscaling procedure are previewed.
INTRODUCTION
The horizontal resolution of transient climatological simulations with general circulation models (GCMsl) is presently limited to an order of some 250 km. Hence, GCMs are still unable to account for mesoscale modifications of large-scale fields in regions with complex topography. The horizontal extension of orographically disturbed currents (flow over and around n~ountains) and thermally induced circulation systems (valley wind systems, land-sea breezes, etc.) is far beyond the current resolution of GCMs. Therefore, results of GCMs cannot be directly used for assessing the effects of possible climate changes in regions where mesoscale features are of clin~atological importance. 'E-mail: ursula.fuentes@dlr.de In this paper we use the abbreviation GCM to mean general circulation models that are used in long-term (several decades) climatological mode
In these cases special procedures are needed which deduce regional-scale parameters from large-scale climate simulations. Such procedures are known as 'downscaling' or 'regionalization' methods. They are generally based on a coupling of large-scale and regional-scale distributions of meteorological parameters, assuming the existence of a functional relationship between both scales.
Three alternative downscaling approaches are presently discussed:
Statistical-empirical methods use regional and global observations and derive statistical relations between regional-scale anomalies and corresponding anomalies on a scale large enough to be resolved by GCMs (von Storch et al. 1993 , Zorita et al. 1995 .
Dynamical or nesting methods provide a regional fine-mesh model that is nested in a GCM for a certain region. The regional model is time-dependently driven by the global model at its boundaries. Since the computational expense is large, the nesting method has mainly been applied to short periods of a few months (Giorgi 1990 ) or a few years (Giorgi et al. 1994 ) so far. Only recently has a 10 yr period been simulated (Jones et al. 1995 ) on a 50 km grid. An alternative dynam~cal approach is the use of a global model with varying horizontal resolution (Deque & Piedelievre 1995) .
Statistical-dynamical downscaling l~n k s global and regional model simulations through statistics derived for large-scale weather types. The regional simulations are initialized using representative vertical profiles for each weather type and then run for a short penod without lateral forcing by the global model (FreyBuness et al. 1995) .
Each method has its advantages and shortcomings. With regard to the applicability of downscaling procedures to climate-impact studies, the statistical-dynamical approach combines advantages of the other 2 methods. As in dynamical downscaling, a regional model is used; a n d as in statistical-empirica! dolzmsca!ing, the computational effort does not depend on the length of the period to be downscaled. In contrast to statisticalempirical methods, statistical-dynamical downscaling does not depend on the availability of long-term observational time series. Moreover, it need not assume that statistical relationships derived for an observed climate still hold good for a scenario. Of course, these advantages do not imply that statistical-dynamical downscaling necessarily yields better results.
Statistical-dynamical downscaling consists of 3 steps which are briefly sketched below and described in some detail, in Section 2. Refer to Frey-Buness et al. (1995) for further details.
(1) A multi-year time series from a GCM simulation is classified into an adequate amount of large-scale weather types characteristic for the region of interest. These weather types are defined on a scale which is well resolved by the GCM. The frequency of the weather types is used as the probability of their occurrence in the climate simulated by the GCM.
(2) Regional model simulations are carried out once for each weather type. The regional model calculates the mesoscale deviations from the large-scale state due to the impact of the regional topography. The model domain is situated within the area in which the frequencies of the large-scale weather types are derived.
(3) The regional model output 1s weighted with the respective frequencies of the weather types and then is statistically evaluated to yield regional distributions of climatological parameters (mean values, varlances or frequency distributions) corresponding to the global climate represented by the GCM data.
Of course, statistical-dyna.mical downscaling has shortcomings. On the one hand, there are limitations intrinsic to this procedure. For example, the spatial resolution of the resulting regional distributions 1s limited by the resolution of the regional model. Obviously, this limitation equally applies to dynamical downscaling. Another inevitable limitation is the reduced reproduction of temporal variability, due to the representation of the whole variety of weather phenomena by a limited number of weather types. As a consequence, statistical-dynamical downscaling is not suited for assessing extreme events unless the method is combined with additional statistical tools.
Other limitations are not intrinsic to statisticaldynamical downscaling but are the consequence of the present setup. Due to the homogeneity and stationarity of the prescribed large-scale fields, transient features are neither permitted to enter the regional model domain (e.g. fronts) nor allowed to develop inside the domain (e.g. lee cyclones). This simplification implies a reduction of the variability of regional parameters. The rzxaining variability is caused by the iiailety of laryescale weather types and by internal variations due to thermally driven circulations (e.g. sea breeze, mountain wind systems).
Egger (1995) has proposed tests for estimating the influence of inhomogeneity and nonstationarity of the prescribed large-scale fields on the downscaling results. He showed that the statistical-dynamical method in its present form works well, provided that the large-scale fields are not dominated by transient inhomogeneities.
While Egger based his conclusions on the impact of a synthetic large-scale climate on a simplif~ed orography, we verified our downscaling procedure by applying it to the present-day climate and to the realistic Alpine topography. A prototype application of the procedure to the greater Alpine region has already been presented by Frey-Buness et al.. (1995) . It was based on a GCM control run (i.e. a simulation of the present-day climate) using the ECHAM3 model in T42 resolution (Roeckner et al. 1992) .
Using GCM results as large-scale input means that errors of the GCM are transmitted to the regional scale for any downscaling procedure. In this case, specific verification of the downscaling method is not possible, since it is not clear whether discrepancies between downscaled and observed climatological parameters originate from the GCM or instead from the downscaling procedure itself. Therefore, the verification of a downscaling procedure should be based on 'perfect' large-scale data that cover exactly the same penod for which regional-scale observations are available for comparison.
This study aims to verify the statistical-dynamical downscaling procedure. As in Frey- Buness et al. (1995) we apply the downsca.ling to the Al.pine region. In order to obtain reliable res'ults, the downscaling IS based on a decade of daily large-scale analyses in T42 2.2. Large-scale weather types resolution, which describes the present-day climate much more authentically than do results of a GCM The definition of large-scale weather types is a n control run.
essential element of the statistical-dynamical downThe paper is organized as follows: In Section 2 the scaling procedure. Different approaches for the classigeneral concepts behind verifying the downscaling fication of large-scale fields are available (using procedure are described and the large-scale input is threshold values, cluster analysis, etc.), the choice of discussed. The downscaled results are presented in a n appropriate classification scheme depending on the Section 3 and compared with statistics for surface specific requirements of the actual climate-impact observations. Finally, in Section 4, conclusions are problem. drawn from these results and a preview of future work This subsection describes the specific classification is given.
scheme used for a general verification of the procedure. It is based on the threshold method presented in Frey- Buness et al. (1995) , and was further refined taking into 2. VERIFICATION OF THE DOWNSCALING account the experience gained in the earlier prototype PROCEDURE study. For the application to the Alpine region we selected static stability, large-scale wind speed and wind 2.1. Observational data direction a s suitable parameters for the definition of large-scale weather types, as they determine the flow A 10 yr set (1981 to 1990) of daily (00:OO h UTC) over or around mountains to a large extent. ECMWF analyses served as input to the statisticalSince static stability depends on season, we considdynamical downscaling procedure. The data are given ered the stability effect by distinguishing between the in T42 resolution (approx. 250 km grid size) at 9 preswinter half-year (more stable situations) and the sumsure levels from 1000 to 100 hPa. Fig. 1 shows the 12 mer half-year (less stable situations). Thus, as a first boxes of the analysis grid which approximately cover the Alpine area and which are used for classification and evaluation of vertical profiles.
To verify the downscaled results we used surface observations in the Alpine region for the same decade. has only recently become available (Frei 1995 , Frei et al. 1996 . However, the density of stations used for this database is much higher in Germany, Austria and Switzerland than in the other countries of , , the greater Alpine region. Hence, the effective spatial resolution of the analytical procedure used for interpolating data to a grid is adapted to the local density of observations. (1995) ' stratiform and convective precipitation were not differentiated. Disregarding deep convection in the classification was assumed to be one reason for deficiencies found in the simulations, especially for summer. To account for this in the present study, we distinguished 3 types of large-scale precipitation: (1) days without precipitation ('fair weather'); (2) days with stratiform precipitation ('poor weather'); (3) days with convective precipitation ('shower weather').
In contrast to GCM results, the ECMWF analyses do not provide any information about the type of precipitation. Therefore, we used the SYNOP station data to group the daily large-scale analyses into the abovementioned categories.
To define large-scale precipitation classes from local station data we computed the frequency distribution of daily precipitation events as a function of both regional extent and duration. The regional extent was measured by the number of stations observing precipitation (either stratiform or convective) on the specific day (max. 30 stations in the region). The duration was measured by how often these stations reported precipitation events (max. 8 observations per day). The resulting frequency distribution was bimodal. It showed one maximum for days with precipitation at 25 (of the 30) stations at 3 observing times and a second maximum for days with precipitation at only 2 or 3 stations at only 1 or 2 observing times .
Regarding the gap in the bimodal distribution, days on which less than 8 stations recorded precipitation no more than 3 (4) times a day were assigned to the 'fair weather' type in the summer (winter) half-year. The remaining days were assigned to the 'poor weather' and 'shower weather' types depending on whether or not the number of stations reporting convective precipitation (shower, thunderstorms) at least 3 times a day exceeded 8.
wind direction sectors for precipitation days in the win- to the winter half-year. The number of members per class (single days) varied between 3 and 129.
Regional simulations
The regional simulations were performed with a conventional 3-dimensional hydrostatic model that has already been used by Frey-Buness et al. (1995) . The determined frequencies of the 3 precipitation This model solves prognostic equations for the horitypes are presented in Table 2 for both seasons. Note zontal wind components, temperature, specific humidthat although local rain observations have been used to ity, turbulent kinetic energy and the specific amounts define large-scale precipitation types, the results of the of cloud droplets, cloud ice, rain drops and snow downscaling procedure can still b e compared with flakes. Diagnostic equations provide the vertical velocthese observations, because the regional distribution ity, the Exner function and turbulent-diffusion coeffiof precipitation rates does not influence the definition cients for momentum, heat and moisture. Cloud of precipitation types, and it is the simulation of the processes are parameterized using an extended regional distribution that we aim at with our downscalKessler scheme (cf. Pielke 1984) . The force-restore ing procedure.
method proposed by Jacobsen & Heise (1982) is Each large-scale weather group was further subdiapplied at the bottom boundary of the model. Shortvided according to the geostrophic wind speed and wind direction a t the 850 hPa level. The geostrophic with the moderate wind-speed classes.
A further reduction of weather types was attained by removing the discrimination between stratiform and convective precipitation for 5 easterly and southerly geostrophic wind directions in the winter half-year. o I 2 3 4 5 6 7 8 9 1 o~1 1 z 1~1~1 s 1 6 1~: 8 1~z o z 1 z z z~2 4 z~ This was justified d u e to the low frequency of these wind speed (m/s) Fig. 4 ). In the vertical, the model atmosphere is divided into 20 layers that follow the terrain and have a thickness increasing from 50 m near the ground to 1500 m below the model's top.
The reglonal model is not nested into a large-scale model. The simulations (1 for each weather type) are initialized with the mean vertical profiles of geostrophic wind, potential temperature and specific humidity, temporally averaged over the days belonging to the corresponding weather type and horizontally averaged over the 12 grid meshes covering the
The model is operated in the mesoscale mode with the Exner function representing the mesoscale deviation from the large-scale pressure field, which is determined by the vertical profile of the geostrophic wind.
A radiation boundary condition is used for the lateral boundaries with regard to the wind components, while , a zero-gradieni curidition defines the iateral bound---aries of temperature and humidity. The radiation boundary condition is used for wind and temperature at the upper boundary.
For the classes representing 'fair weather' we in which the dearns point. The frequencies of the ;reclpitation homogeneous fields. The topography is introduced type groups are given in Table 2 during a 1 h diastrophism period. An additional 2 h are wave and long-wave radiative energy transfer is considered as in Mahrer & Pielke (1977) . Appropriate values of roughness length, albedo, soil heat capacity and heat conductivity are specified for each of 5 different types of land-use: 'arable land', 'forests', 'urban areas', 'permanent snow cover/glaciers' and 'sea'. The initial values of land-surface temperature are taken from ECMWF analyses. They are corrected for elevation during the initialization procedure. Observed mean values are used for the seasurface temperature.
Since the downscaling by Frey-Buness et al. (1995) suffered as a result of disregarding deep convection, an appropriate parameterization scheme is implemented following the mass-flux concept of Fntsch & Chappell (1980) . In order to account for deep convective events, the upper boundary is elevated to 15 km above mean sea level. A detailed description of the model is given in Heimann (1990) ; its latest version is described in Heimann (1994) .
The model domain encompasses the greater Alpine region with a horizontal resolution of 20 km (see needed as spin-up time. After these 3 hours we simulate 24 hours and store the output every hour.
In a.ddition, we assume overcast sky and large-scale lifting for the classes representing 'poor weather' and 'shower weather'. For these groups we integrate 8 hours, of which the first 4 hours are spin-up time. Precipitation is triggered in the model by prescribing an appropriate quantity of large-scale ascent (FreyBuness 1993) as follows: a horizontally homogeneous but time-dependent vertical profile of vertical velocity is prescribed throughout the integration. During the first half hour of simulation, the maximum large-scale vertical velocity is fixed at a rather high value of 60 cm S-' This triggers stratiform and, in case of sufficient potential instability, convective precipitation, without the influence of topography. By the end of the second hour, when the diastrophism starts, the maximum vertical velocity is reduced to 5 cm S-'. Beginning with the fourth hour, the full orography is active. Durlng the following 4 hours of simulation, the model results are stored hourly. These runs produce a steady precipitation rate in a stationary mesoscale flow field. This method is, of course, not able to provide absolute amounts of precipitation but it allows the determina- The abreviations denote the locations of 30 SYNOP stations used for verification (see Table 1 for full names of stations) tion of regional patterns of precipitation rate (e.g. due to blocking and lee effects).
Admittedly, the reduction of the natural variety of cloudiness to only 2 categories, i.e. completely cloudy days and days without clouds, is a rather drastic simplification. Disregarding the diurnal cycle for the 'poor' and 'shower' weather classes results, of course, in a rough approximation, but it is nevertheless justified due to the considerable difference between 'fair weather' days on the one hand, and 'poor' or 'shower' weather days on the other, in the amplitude of the diurnal cycle of near surface temperature at the 30 SYNOP stations: the mean amplitude, averaged over 26 stations outside the inner-Alpine region, evaluated from 3-hour measurements, amounts to 8.2 K in the winter half-year and 12.1 K in the summer half-year for the fair weather group, while it is only 5.0 K for precipitation days in winter and 6.9 K (8.3 K) for shower (poor weather) days in summer.
Comparison of downscaled and observed values
Regional distributions of mean values of wind speed, temperature and precipitation as well as 2-dimensional fields of frequency distributions of wind direction (wind roses) were obtained by averaging the individual model results after weighting them with the corresponding frequencies of the respective large-scale weather types that were found for the decade 1981 to 1990.
The downscaled mean values of wind speed and temperature a s well as the frequencies of wind direction were compared with the corresponding observed mean values and frequencies at the locations of the SYNOP stations. These comparisons were carried out using the downscaled values for the grid cell in which each respective station was located. Every verification of the output of numerical models with local observations has to cope with the problem of different spatial representativeness of the 2 datasets: the model results refer to a numerical grid volume (in our case 20 km X 20 km X 50 m), whereas the station measurements in general represent a much smaller space. Depending on the local influences to which the measuring equipment is exposed, the range of representation extends to some 100 to 1000 m. Therefore, one cannot expect a perfect agreement between observations and model data.
To give a quantitative measure of the quality of agreement between model results and observations, the mean absolute value of the error (where cp denotes the cl~matological parameter of interest, and n the number of stations) is compared with the corresponding spatial standard deviatjon oobr of the local observations, which is a measure of the regional variation of the climatological variable. The results can be accepted if the mean absolute value of the error is considerably smaller than the observed spatial standard deviation. As a measure of the fraction of spatial variance of local measurements explained by model data, the relation oZmod /020b, (where o denotes the spatial standard deviation) is computed for wind speed and temperature.
In the case of near-surface temperature, the downscaled results were additionally compared with the directly interpolated ECMWF analyses, in order to assess the improvement of the downscaling method over direct use of the !~rge-sca!c ficld &:a.
To verify the downscaled precipitation, the regional distributions of accumulated precipitation, averaged over the winter and summer half-years from 1981 to 1990, were spatially standardized for both downscaled and observed fields, since only spatial variations of the downscaled precipitation can be interpreted, as mentioned before.
RESULTS OF VERIFICATION
The comparison of downscaled and observed values is discussed below for the selected parameters wind, temperature and precipitation. The downscaled regional distribution of mean values of all these parameters is shown. Comparisons are presented for each individual station in the case of wind and temperature.
Where not explicitely stated otherwise, the innerAlpine stations (Sion, Innsbruck, Aigen and Bolzano), which are all located in numerically unresolved deep valleys, are excluded from local comparison. Except for wind direction these comparisons are shown separately for the winter and summer half-years.
Wind
Fiy. 5 shows the downscaled mean near-surface wind speed representing the decade 1981 to 1990. High values are generally found in mountainous regions and over the Tyrrhenian and Adriatic seas. Low-wind areas (less than 1.5 m S-') are situated near the borders of the Alps and the Apennines.
In Fig. 6 the resulting mean wind speeds at the station locations are compared with the observed ones. The quantitative results of the verification of this climatological variable are summarized in Table 3 . The first conclusion that can be drawn from these results is that only a fraction of the long-term climatic variability among the 26 stations is reproduced by the statistical-dynamical downscaling procedure. The fraction of variance explained by the model results, 02,0d./~20bs., is 19% in winter and 12% in summer (see Table 3 ). As noted in the previous section, a complete reproduction of spatial variance could not be expected for wind speed distribution, because local influences on measurements contribute to the observed variance and cannot be resolved by a mesoscale model. Nevertheless, for the fair weather group in the summer half-year, a fraction of 37% is achieved, which shows that some improvement should be possible. Fig. 6 also shows that for about half of the stations, the absolute value of the difference between the model grid value and the observation is larger than half of the observed spatial standard deviation. These differences are not satisfactory, because they are similar in magnitude to the spatial variance. Nevertheless, it is The large error for Marseille might be partly due to the fact that the mean height of the corresponding model grid cell is 300 m parison (not shown), and that for Marseille a daily above the station level and that the coastal effect is not elucidated. But note that the error vanishes when only fair weather days are taken into account for the comamplitude of 2.0 m S-' is observed for winter precipitation days, whereas the mean over the 26 stations is only 1.0 m S-'. In summer, the observed amplitude To improve readability, only the distributions at every third grid mesh are shown amounts to 3.7 m s"' for shower days and 3.1 m s'l for poor weather days, with mean values of 1,8 and 1.6 m s , respectively. Thus, our disregarding of the diurnal cycle for precipitation days could be an error source for this location. It should be mentioned that the good agreement for the mean wind speed in Nice occurs because an overestimation for the simulations corresponding to precipitation days and an underestimation for the fair-weather-type simulation compensate for each other. Some stations in the Po Valley, namely Torino, Milano, and Verona, report wind speeds less than 0.5 m s'l in 85, 70 and 50%, respectively, of the time during the winter half-year. The Po Valley is known for long periods of fog in winter which are often accompanied by surface-based inversion layers, in which the air is decoupled from the flow above and is often stagnant. The development of these surface inversions cannot be reproduced by our method, and thus it overestimates the wind speed in the Po Valley in winter. The overestimation is highest for Torino, where it is even found in the summer half-year, when the rest of the Po Valley observations are reproduced quite well. This might be due to the very steep orography near Torino, which is smoothed by the 20 km grid of the model.
The overestimation of wind speed in the winter halfyear for some other stations (Passau, Konstanz, Kempten, Graz and Payerne) does not appear in the summer half-year. Again, this points to an underrepresentation of stagnant air close to the surface. Apart from the stations discussed separately above, the model shows a general tendency to underestimate wind speed (by about 0.5 m s ' ) . In the summer halfyear, this feature is reflected in the mean deviation of -0.3 m s" (see Table 3 ), which indicates a systematic error. The fact that this underestimation does generally not appear for the fair weather group (not shown) indicates that disregarding the diurnal cycle is a possible reason.
The extreme underestimation of wind speed in Wien (which appears in all weather groups) is probably due to the fact that this situation was close to the lateral boundary of the regional model domain. The mean absolute value of the deviation between model results and station data is 0.7 m s" in winter and 0.5 m s"' in summer (see Table 3 ), corresponding to a fraction of about 0.7 of the observed spatial standard deviations (1.0 and 0.8 m s , respectively). The effect of topography on the wind field is also elucidated by the regional distribution of wind roses representing the frequency distributions of the surface wind direction at 10 m above ground (Fig. 7) . A strong channeling of the airflow, characterized by bimodal distributions of wind direction, is apparent along major valleys (e.g. Rhone Valley, Danube Valley), but also above the Adriatic Sea.
The observed frequency distributions of wind direction for the 30 stations are shown in Fig. 8 .
The station-wise comparison of model data with observations does not yield a completely satisfactory agreement with respect to the wind direction distributions. One has to bear in mind that wind direction strongly depends on local features on a scale which is not resolved by the model. Nevertheless, some features are well represented in the model: the channeling along the Danube Valley, and the dominance of northwesterly winds in Marseille and of southwesterly winds in the region of Payerne. At Graz, the increased frequency of northerly winds is captured, but to a lower degree.
As a quantitative measure of the quality of fit, Table 1 shows the correlation coefficients between the observed and downscaled frequency distributions of wind direction at the various station locations. Fig. 9 shows the frequency distributions of the computed and observed wind direction for selected stations. This selection of stations is intended to show the range of possible performances, with examples of good as well as poor agreement. The results a r e satisfactory for stations like Payerne, Ulm and Passau (with correlation coefficients of 0.59, 0.41 and 0.71, respectively), and also for Marseille (correlation coefficient 0.69) (except for one observed wind-direction maximum at 150' which is not reproduced by the model). Nice and Grenoble (with correlation coefficients of -0.22 and -0.24, respectively) are examples of stations with large discrepancies. In Nice, the failure of the downscaling procedure is probably caused by the narrow side-valley of the Var River which is not resolved by the numerical grid, but which gives rise to frequent northerly drainage flow situations. Similarly, in Grenoble the observed maximum a t 90" (east wind) is probably caused by the opening of the Isere Valley, which is also not resolved by the model topography. Fig. 10 shows the mean temperature field at 2 m above ground for the whole 10 yr period. The regional variance in near-surface temperature results to a considerable extent from the dependency of temperature on terrain elevation. Therefore, the temperature values have been reduced to their corresponding values at mean sea level (assuming a vertical lapse rate of 6.5 K km-') for comparison of model grid values with station data. In addition to this comparison, the downscaled results are also compared with those from the directly p,:.,: cr,,c nocturnal temperature below the daily mean. This is especially true in summer, where the daily temperature amplitude is more pronounced.
Temperature
Error 3 would lead to positive or negative deviations for the 'fa11 weather' days. Table 4 summarizes thls error assessment and indicates the sign of the systematic errors found by direct comparison of downscaled and observed mean temperatures (see also Table 5 and Fig. 11) .
From the net errors found for 'fair weather' days in summer, we presume that Error 3 is negligible. For 'poor' and 'shower' weather in winter, Errors 1 and 2 cornpensate for each other, while in summer, Error 2 dominates and results in a negative net devlation. As 'fair weather' constitutes only one quarter of all the days in a season, the deviations of the 'poor' and 'shower' weather type contribute more to the overall systematic error.
Apart from the systematic errors discussed above, the regional distribution of temperature whlch remains after reduction to mean sea level is fairly well reproduced. The fraction of variance explained by the model results is even > l (see Table 5 ), due to an overestimation of the north-south qra- Table 1 for correlalion coeff~cients summer the spatial vanance of the Interpolated large-scale field is the same as that between the statlon observations. interpolated large-scale field (derived by Interpolating It should be mentioned that the dewations for Ulm, the T42 grid values of temperature at 1000 hPa to the Kempten and St. Polten are due to missing measurelocations of the stations after reduction to mean sea ments during nighttime at these stations, which leads level).
Several sources of systematic deviations between measured and simulated mean temperatures are possible: wet ('poor' and 'shower') weather types; Error 3: a posslble erroneous calculation of the diurnal cycle.
Error 1 is assessed by comparing the analysed temperature at 00:OO h UTC wlth the corresponding measurements at 00:OO h UTC. This shows a positive bias for all weather types except for 'fair weather' days in summer.
Error 2 always leads to a negative deviation, since the time of initialization (00:OO h UTC) represents a to an overestimation of observed daily mean values in summer. In summary, the results for near-surface temperature show that the statistical-dynamical downscaling method is able to reproduce the observed temperature features in winter. Both absolute values and the regional variability are well reproduced. In this season, the downscaled results lead to an improved representation of temperature variables at the stations, compared with the interpolated large-scale fields on which the downscaling is based. In summer, only fairweather-type situations are well captured. For the other weather types, neglecting the diurnal cycle leads to a systematic underestimation of the mean temperature in this season.
Precipitation
The resulting fields of mean precipitation are shown in Fig. 12 (winter half-year) and Fig. 13 (summer halfyear). As absolute values of mean precipitation per day cannot be directly interpreted and compared with observations, the downscaled regional precipitation Summer, poor weather The corresponding spatial average of the observed precipitation distribution amounts to 2.3 mm d-' in winter and 2.8 mm d-' in summer, while the spatial standard deviation is 0.8 mm d-' in winter and 1.0 mm d-' in summer.
A prominent feature of the observed precipitation distribution is the occurrence of relatively dry zones along the main crest of the Alps, surrounded by relatively wet zones to the north and south. This feature is not reproduced by the downscaled precipitation, where the precipitation is in general more strongly correlated with altitude.
In the winter half-year, the observed precipitation shows maxima in the northwestern Alps which are only partly reproduced in the downscaled field. The high precipitation in the Ticino region (western Alps) and the Mont Blanc region is also found in the downscaled field, where a broad region of high precipitation extends over the high-altitude region in the western
The observed maxima in the Apen-
nines, the Swiss Jura mountains and
the Black Forest are also present in the downscaled precipitation, although Flg. 11 . Mean values of temperature, reduced to mean sea level, at the locathey are as pronounced as the l n n e r tion of 26 stations (see Table 1 ) for the winter (upper) and summer (lower)
Alpine maxima. The same holds for the half-years, 1981 to 1990 (0) shows maxima in the north and northeast of the Alps as deviation of the distribution r(x, y).
well as in the Ticino region and the Friuli region The spatial average r(x,y) amounts to 0.6 mm in win-(southeast rim of the Alps). Only the maximum In the ter and 0.7 mm in summer The spatial standard deviaTicino region is reproduced in the downscaled preciption is 0.7 mm in wlnter and 0.5 mm in summer. The itation field, where a broad region of high precipitation standardized distributions have a mean value of 6 = is found, similarly to the winter half-year results. Low r, (x, ) = 0 and a regional variance 02(rs) = 1. precipitation is observed and modelled in the lower Figs. 14 & 15 show the corresponding observed preRhone Valley and lower PO Valley, but the minlma near cipitation distributions for the winter and summer Marseille and Nice are not reproduced. Moderately half-year, respectively, from 1981 to 1990. The fields low precipitation rates are observed and modelled in have been spatially standardized in the same way as the Danube Valley, as in the winter half-year. the downscaled precipitation. Note that, for both Thus, neither summer nor wlnter half-year preclpitadownscaled and observed precipitation fields, only tion is satisfactorily reproduced by the downscaling the subarea of the model domaln for whlch observaprocedure in its present setup. The results are worse tions were available (i.e, over land) was used for stanfor the summer half-year, where convective precipitadardization.
tion is more important.
CONCLUSIONS AND PERSPECTIVES
In summary, the results of the verification study show that the downscaling procedure reproduces some features of the observed wind and temperature variables near the ground on horizontal scales ranging from 100 to 1000 km. To some extent, the deviations of station data from corresponding model grid results can be explained by the influence of subgrid-scale features on the local observations. This especially applies to the local frequency distributions of near-surface wind direction.
Systematic errors occur due to a bias of the largescale analyses at 00:OO h UTC (the time used to initialize the simulations) relative to the local observations at 00:OO h UTC, and due to neglecting the diurnal cycle for the wet (i.e. 'poor' and 'shower') weather types. This is especially true for the systematic underestimation of temperature and wind speed in summer. In future applications, the daily cycle should definitely be considered.
The remaining discrepancies, especially concerning the downscaled precipitation distribution and the reduced spatial variability of the simulated mean nearsurface wind speed distribution, seem to confirm Egger's (1995) findings that the restriction to stationary and horizontally homogeneous large-scale fields a s basic states of the regional simulations is crucial. In the case of the Alps, transient disturbances such as lee cyclogenes and propagating fronts are important factors of the regional climate.
The problem is avoided as long as statistical-dynamical downscaling in its present setup is applied to specific climate aspects for which transient disturbances are of minor importance. In addition, such a specialization allows the classification scheme to be more accurately adapted to the problem of interest.
Current applications of the statistical-dynamical downscaling method corroborate this assun~ption. Heimann (1996) adapted the statistical-dynamical downscaling procedure in a diagnostic climate study to steady-state 'foehn' situations (southerly to southwesterly flow across the Alps) and obtained reasonable results with respect to the regional wind-field climatology. Preliminary results of Sept et al. (1995) show that major improvements can be obtained when the classification into large-scale weather types is adapted to specific regional events: In order to estimate the frequency of thunderstorms in southern Bavaria, they chose a classification scheme that distinguished among different stability groups. Moreover, the simul a t i o n~ were designed to enable different mechanisms which could trigger deep convection. Finally, the diurnal cycle was considered for situations favouring thunderstorm release through heating of the boundary layer. The resulting summertime precipitation pattern agreed well with the corresponding observations.
Further amendments of the statistical-dynamical downscaling, which allow application of the method to phenomena for which transient disturbances are relevant, are under consideration. Instead of defining weather types by threshold values and using spatially averaged vertical profiles of large-scale parameters to Initialize the regional model, it is possible for largescale fields to be classified and coordinated to representative patterns by means of cluster analysis. Such patterns, when used as inhomogeneous initial states and time-dependent large-scale boundary conditions of the regional simulations, would permit the generation and propagation of transient disturbances. In this case, the regional model would simulate episodes of several days' duration, during which these disturbances would cross the regional domain. Although statistical-dynamical downscaling of episodes will work similarly to dynamical downscaling, the total number of simulated days will be significantly lower d u e to the combination of similar large-scale situations into clusters.
Thus, statistical-dynamical downscaling remains a n efficient alternative for diagnostic climate studies and regional climate scenario assessments.
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