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Introduction
Every experimenter has at some time or other faced the problem of whether certain of his observations properly belong in his presentation of measurements obtained. He must decide whether these observations are valid. If they are not valid the experimenter will wish to discard them or at least treat his data in a manner which will minimize their effect on his conclusions. Frequently interest in this topic arises only in the final stages of data processing. It is the author's view that a consideration of this sort is more properly made at the recording stage or perhaps at the stage of preliminary processing.
I This problem will be discussed in terms of the following general models. We assume that observations are independently drawn from a particular distribution or alternatively, we assume that an observation is occasionally obtained from some other population and that there is nothing in the experimental situation to indicate that this has happened except what may be inferred from the observational reading itself. 2 We assume that if no extraneous observations occur, the observations (or some transformation of them, such as logs) follow a normal distribution. We shall also assume that the occasional extraneous observations are either from a population with a shifted mean or from a population with the same mean and a larger variance. These assumptions may not be completely realistic but procedures developed for these alternatives should be helpful.
If one is taking observations where either of these models apply there remain two distinct problems.
First, one may attempt to pick out the particular observation or observations which are from the different populations. One may be interested in this selection either to decide that something has gone wrong with the experimental procedure resulting in this observation (in which case he will not wish to include the result) or that this observation gives an indication of some unusual occurrence which the investigator may wish to explore further. ' This research sponsored by the Office of Naval Research. 2There is no attempt here to discuss the problem of rejecting observations statistically when there are known experimental conditions which make the observation suspect. For example, the dirty test tube or the rat that died of the wrong disease.
The second problem is not concerned with tagging the particular observation which is from a different population, but to obtain a procedure of analysis not appreciably affected by the presence of such observations. This second problem is of importance whenever one wishes to estimate the mean or variance of the basic distribution in a situation where unavoidable contamination occasionally occurs.
The first problem-tagging the particular observation-is of importance in looking for "gross errors" or mavericks, or the best or largest of several different products. Frequently the analysis of variance test for difference in means is used in the latter case. This is not really a very good procedure since many types of inequality of means have the same chance of being discovered. It should be noted that the power of the analysis of variance test decreases as more products are considered when testing in a situation of one product different from others which are all alike.
The problem of testing particular observations .as outliers was discussed in reference (1). The power of numerous criteria was investigated and recommendations were made there for various circumstances. This paper will concern itself primarily with the problem of contamination occurring according to the following model:
Outliers occur with a certain probability each time an observation is made. Let N(u, o-) represent a normal population with mean, g, and variance, u2. An observation from N(g + Xo, o2) introduced into a sample from N(g, o2) is termed a location error. An observation from N(g, X2&o) introduced into a sample from N(g, o2) is a scalar error. It will be convenient to use the notation C+ (N, -y, X) or C. (N, -y, X) to represent samples of size N drawn from a population N(g, o2) contaminated y proportion from N(y + Xo, o2) or from N(1, X2o-), respectively. Section 2 will discuss the estimation of ,u by use of the mean and median. Section 3 discusses the estimation of a and ou2 by the sample variance and the range. Section 4 gives recommended rules for processing data under various conditions of contamination.
Effects of Contamination o7pi the Mean and Median.
The median has often been proposed as an estimator for g under certain conditions of contamination. The ability of the mean and median to estimate A can be compared by computing the mean square error (MSE) of the estimates for various types of contamination. The biases will be listed in several cases. !;JThe bias of the arithmetic mean is defined as E(x -,.u)/u and the MSE is defined as E(x-,.)2/f2.
The criteria of better estimate of mean to be used here is smaller MSE. Figure 1 show the frequency and extent of contamination which can be tolerated before the MSE of the mean exceeds the MSE of the median. Curves are given for samples of size 5 and 15 and for location and scalar contamination. For example, for samples of size 5 which are 5% contaminated, the MSE, for xe is smaller when the contaminating distribution is shifted 3o but not when it is shifted 4o.
Let us now consider changes in the above results when some of the contamination has been removed by the use of one of the r criteria of reference 2. A selection of critical values for these criteria is given in th e Appendix.
Investigation was made using the 1, 5, and 10% levels of significance. The sample was tested until no further observations could be removed i.e. if a rejection was obtained at a certain level of significance, the reduced sample was again tested for outlier using the same level for a. This means, of course, that a should no longer be called a level of significance.
The additional curves in Figure 1 indicate the larger regions in which the MSE of x for treated samples is smaller than the MSE of the median for untreated samples when larger values of a are used. For extreme contamination an a = .20 or .30 would further reduce the MSE for x. This was not investigated in detail but it is known that this would not materially increase the size of X and a which can be tolerated before the median should be used in preference to the mean.
In samples of size 5 use of the mean for treated samples results in most cases in a MSE considerably smaller than the MSE for the median. In cases of extreme contamination where the MSE for the median is smaller it is only slightly smaller. However, the MSE for the mean or the median is very large for heavy contamination. The use of the best treatment procedure still does not give us all that might be hoped for since the MSE is still large. The ratio of MSE for mean of treated data to MSE of mean for data with no contamination is an index of the extent of the contamination. We can also see from this index how much better the better estimate is. These ratios are given in Table II for From these ratios we can see that in samples of size 5 even with extreme contamination the median is not a satisfactory substitute for x if the samples are treated for contamination. However, in samples of size 15 one should use the median if contamination beyond the a = .10 curve (Figure 1) is expected.
The increase in MSE for x caused by removing occasional values which are not contaminators is very small in comparison to the reduction of MSE of x obtained by the removal of extreme contaminators.
Use of a large value of a will discover more contaminators but, of course, will increase the MSE of x if samples do not contain outliers. This effect is, however, small. Use of a = .10 in samples of size 5 containing no contamination will increase MSE of x from .200 to approximately .216. Therefore, unless the contamination is believed to be slight a fairly large a should be used. In order to obtain minimum MSE for the estimate of jA, we can consider using one of the following procedures: a) use of x after treating for rejection with a = .01. b) use of x after treating for rejection with a = .05. c) use of x after treating for rejection with a = .10. d) use of the median. Table III gives the procedure resulting in the least MSE among the four procedures considered for the various types of contamination and sample sizes. The numbers in parentheses are the MSE resulting.
The MSE figures in Table III would not be increased by more than 5% by the use of a = .10 in place of a = .01 or .05 (or by 10% over no treatment). This is a small effect compared to the 50% to 200% increase in MSE resulting if certain extreme contamination is not removed. This fact will be taken into account in laying down general rules. Here again it is much more serious to allow contamination to remain than to remove non-contaminators incorrectly so that in general one should lean toward a large a. In very small samples the range is often used to estimate the population standard deviation. Contamination will, of course, seriously affect the sample range, but the rejection criteria can effectively remove the bias in the range estimate of -the population standard deviation for samples of size 5. Table VI shows the a which will result in an unbiased range estimate of a-in samples of size 5. Table VII shows the bias of the range estimate of o-for one type of contamination. As before, it is much more serious to leave contamination in than to remove a few observations from samples which contain no contamination. The comparison is given in terms of the level a necessary to remove the bias in each of the estimates. The bias may be removed from the range estimate with a smaller value of a.
Recommended Rules for Processing Data for Outliers.
The problem of test of significance for tagging an individual as extraneous, extreme or as a "gross error" is pretty straightforward. We choose a level of significance, using the standard considerations and make a test on the set of observations we are processing. If a significant ratio is obtained we declare the extreme value to be from a population differing from that of the remaining observations. Depending on the practical situation we then declare the extreme individual a "gross erorr" or an exceptional individual. The best* statistic for this test if a is known is the range over a for outliers in either direction or the ratio (x, -X)/a for a one-sided test. x,, represents the largest observation. For a one-sided test in the other direction we substitute x -xl for x, -X. Here xl represents the smallest observation. The power of these tests is discussed in reference [1] . Critical values for range over a are given in reference [4] and for (X, -X)/a in reference [3] .
If an independent estimate of a is available, the best tests for outliers are the same as above with s replacing a. Critical values for these tests are in references [3] and [4] . If no external estimate of a is available the best statistics are the r-ratios of reference [2] . Critical values for these ratios are given in the Appendix. Now, suppose that in place of tagging an individual observation from some different distribution, we wish to estimate the parameters of the basic distribution free from these contaminating effects. How might we process the data to come closer to the mean and variance of this basic distribution?
If very little is known about the contamination to be expected, about the best one can do is to "tag" observations as above and remove them from estimates of g and a.
If even a moderate amount of information about the type of contamination to be expected is available, a process can be prescribed which will minimize the effects of contamination on the estimates of mean and dispersion in small samples. The following rules result from the investigation of sections 2 and 3 for samples of size 5 and 15. Rules will be presented for these two sample sizes with the expectation that rules for samples of approximately these sizes will be approximately the same.
An attempt has been made to present simple rules for the estimation *Best is used here in the sense of power greater than or equal to all other tests investigated in
of both p and -a. As a consequence the minimum MSE will not always be obtained. In most cases, however, the suggested procedure will yield a MSE which is not more than 5% larger than the minimum MSE. The rules will yield bias B between .90 and 1.10 for the indicated estimate of dispersion except in cases noted specifically in the rules.
Rules:
Process data using rejection criteria from Appendix I unless use of median is indicated. The appropriate a will be indicated in the rules below. Repeat application of criteria until no further observations are rejected. Use level of a as indicated in following statements. The values known to be correct are all results reported for X = 0, the quantities for the mean in Table I , the results for no contamination in Table II 
