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Abstract
Atomistic modeling of energetic disorder in organic semiconductors (OSCs) and its
effects on the optoelectronic properties of OSCs requires a large number of excited-
state electronic-structure calculations, a computationally daunting task for many OSC
applications. In this work, we advocate the use of deep learning to address this chal-
lenge and demonstrate that state-of-the-art deep neural networks (DNNs) are capable
of predicting the electronic properties of OSCs at an accuracy comparable with the
quantum chemistry methods used for generating training data. We extensively inves-
tigate the performances of four recent DNNs (deep tensor neural network, SchNet,
message passing neural network, and multilevel graph convolutional neural network) in
predicting various electronic properties of an important class of OSCs, i.e., oligothio-
phenes (OTs), including their HOMO and LUMO energies, excited-state energies and
associated transition dipole moments. We find that SchNet shows the best performance
for OTs of different sizes (from bithiophene to sexithiophene), achieving average pre-
diction errors in the range of 20-80meV compared to the results from (time-dependent)
density functional theory. We show that SchNet also consistently outperforms shallow
feed-forward neural networks, especially in difficult cases with large molecules or lim-
ited training data. We further show that SchNet could predict the transition dipole
moment accurately, a task previously known to be difficult for feed-forward neural net-
works, and we ascribe the relatively large errors in transition dipole prediction seen for
some OT configurations to the charge-transfer character of their excited states. Finally,
we demonstrate the effectiveness of SchNet by modeling the UV-Vis absorption spectra
of OTs in dichloromethane and a good agreement is observed between the calculated
and experimental spectra. Our results show the great promise of DNNs in depicting the
rugged energy landscapes encountered in OSCs, serving as the first step in the atomistic
modeling of optoelectronic processes in OSCs relevant to device performances.
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1 Introduction
Organic semiconductors (OSCs) are a class of conjugated molecules or polymers with promis-
ing applications in various optoelectronic devices,1 such as solar cells,2–5 light-emitting
diodes,6,7 field-effect transistors,8 and photo-detectors,9 due to many of their desirable prop-
erties including low weight, flexibility, and easy processability. Their optoelectronic activities
rely on the efficient creation, annihilation, or transport of charges (i.e., electrons or holes),
or bound electron-hole pairs, namely excitons. Due to the weak van der Waals interactions
between organic molecules, substantial configurational disorder is often present in OSCs,
which leads to rough energy landscapes for charges and excitons, thereby greatly limiting
the efficiencies of organic optoelectronic devices.1,10,11 To improve the performances of OSCs,
it is essential to understand the energetic disorder in OSCs and their effects on electronic
properties, such as charge or exciton transport. Molecular simulations provide a unique
avenue to reveal the microscopic molecular disorder and the resulting energetic disorder,
usually from molecular dynamics simulations and quantum chemical calculations.12–14
As a critical step in modeling the electronic properties of OSCs, accurate predictions of
molecular electronic properties as a function of molecular configuration are essential, and
many quantum chemical methods are capable of providing such predictions. For example,
time-dependent density functional theory (TDDFT) with properly chosen functionals can
often predict the lowest-lying excited-state energy within an error of tenths of eV for most
OSCs.15–19 However, the length scales of organic optoelectronic devices (typically tens or
hundreds of nanometers) and the time scales of electronic processes in these devices (typ-
ically nanoseconds or beyond) require repetitive quantum chemical calculations for a large
number of OSC molecules, and most methods, e.g., TDDFT, are still too expensive for these
large-scale high-throughput calculations. Instead of performing molecular simulations, many
modelers of OSCs resort to phenomenological models20–23 with parameters inferred from ex-
periments or a limited number of quantum calculations, e.g., lattice models with Gaussian
energetic disorder.24–26 These methods have greatly advanced our understanding of electronic
processes in OSCs, but have limited predictive power due to the lack of molecular details
and often chemical specificity. In this work, we aim at exploring the use of machine learning
(ML) in predicting the electronic properties of OSCs with an accuracy comparable to DFT
but at a much lower computational cost.
ML has already found various applications in computational chemistry, such as elec-
tronic structure methods,27–35 force field development,36–42 spectroscopy43–46 and virtual
screening.47–49 Due to the recent availability of standard datasets and increasing interest in
extending ML methods to graph data,50 there have been much effort within both the chem-
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istry and ML communities to develop deep neural networks (DNNs) that treat molecules
as computational graphs.51–59 In contrast with traditional ML methods where hand-crafted
molecular descriptors, such as Coulomb matrix,60,61 are required as input, deep learning
approaches are capable of extracting the optimal representation of a molecule solely from
atom types and Cartesian coordinates. State-of-the-art DNNs have shown impressive per-
formance on benchmark datasets such as the QM9 dataset which contains 133,885 small
organic molecules consisting of up to 9 non-hydrogen atoms (i.e., carbon, nitrogen, oxygen
and fluorine),62 often achieving chemical accuracy on a variety of ground state properties.55,59
Despite these successes, two critical components are still absent before these advanced DNNs
could be widely adopted for OSCs. First, these DNNs have not been systematically tested
on molecules larger than those found in the QM9 dataset, thus it remains unclear if such
high accuracy is transferable to larger molecules, such as many OSCs. Second, most bench-
marking effort focuses on predicting the ground-state properties such as the highest-occupied-
molecular-orbital (HOMO) energy, lowest-unoccupied-molecular-orbital (LUMO) energy and
dipole moment,55,59 and there have been limited studies on applying these advanced DNNs
to excited-state properties such as excitation energies and the associated transition dipoles,
which are crucial in determining the device performance of OSCs.63 Excited-state proper-
ties could be very different from ground-state properties, e.g., the electron correlation in
excited states could be much stronger than that in ground state,64 thus one cannot simply
expect that the high accuracy of DNNs in ground-state predictions is directly transferable
to excited-state properties.
In this paper, we address these issues by using oligothiophenes (OTs) as model systems
and performing a comprehensive investigation of the performances of four state-of-the-art
DNN models on ground- and excited-state electronic properties that are directly related to
the optoelectronic applications of OTs. OTs are one of the most studied oligomeric OSCs,
and have important applications in thin film devices, such as field-effect transistors.65,66 More
importantly, OTs serve as excellent finite model systems for thiophene-based polymers due to
their well-defined chemical structures and higher processability compared to the correspond-
ing polymers.65 It has been long recognized that the electronic properties of polythiophenes
may be inferred or extrapolated from those of OTs.67–69 The specific OTs considered here
are α-linked OTs, denoted as nT, where n=2-6 stands for the number of thiophene rings in
the oligomer. The specific electronic properties of OTs considered here include the HOMO
and LUMO energies, the input properties for charge-transport modeling, the HOMO-LUMO
energy gap and electronic excited-state energy, two popular descriptors for exciton energy.
After extensively benchmarking four DNN models against quantum chemical results of
these properties, we find that all the DNN models retain their impressive performance even
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as molecular size increases, achieving mean average errors (MAEs) significantly below 0.1eV
for HOMO energy, LUMO energy, HOMO-LUMO gap and excited-state energies. Among
the DNNs tested, SchNet is found to be the most accurate model for all tested proper-
ties. It is observed that while the accuracy of SchNet is only slightly higher than that of a
shallow neural network for small molecules, SchNet significantly outperforms shallow neural
networks in predicting the electronic properties of larger molecules. As opposed to speech
and image recognition where DNNs benefit most from data abundance, the performance
advantage of SchNet over shallow neural networks is even more drastic when training data
are limited. These findings suggest that DNNs are especially powerful for difficult cases such
as those involve large molecules and limited training data. Besides energetic properties, we
also use SchNet to predict the magnitude of transition dipole moment, which has been previ-
ously shown to be difficult for shallow feed-forward neural network,44 and obtain satisfactory
accuracy. Moreover, we show that molecular configurations with large errors in predicted
transition dipole moment are often associated with large electron-hole separations, indicat-
ing that one should exercise caution when applying ML methods for systems with strong
charge-transfer character. Finally, we demonstrate the validity and effectiveness of SchNet
in predicting the excited-state properties of OTs by modeling the UV-Vis absorption spec-
tra of OTs in dichloromethane, and a good agreement between calculated and experimental
spectra is achieved.
The organization of the rest of this paper is as follows. In Section 2, the general workflow
and the simulation details for data generation are provided; In Section 3, four DNN models
are briefly reviewed, and their performances in predicting electronic properties of OTs are
compared; In Section 4, the best-performing DNN model, SchNet, is further scrutinized, and
physical insights are provided to its prediction errors. In Section 5, absorption spectra of
OTs in dichloromethane are computed using SchNet, and direct comparison is made between
experiment and calculation. Finally, in Section 6, we present our concluding remarks.
2 Data Generation
Fig. 1 illustrates the general workflow of our ML protocol for modeling OSCs, which con-
sists of the training phase and application phase. In the training phase, a large number
of non-equilibrium molecular configurations are generated from molecular simulations, e.g.,
high-temperature gas-phase molecular dynamics (MD) simulation. Quantum chemical cal-
culations are then performed on these configurations to generate datasets of the quantum
properties of interest, e.g., excite-state energies, and DNN models are trained to relate
configurations and quantum properties. In the application phases, application-specific con-
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Figure 1: A schematic of the ML protocol used in this work. Training phase: High-
temperature gas-phase MD simulations are used to generate non-equilibrium molecular con-
figurations. Quantum chemistry calculations are then performed to obtain the quantum
properties of these configurations, which are used to train DNN models. Application
phase: Configurations of OSCs under experimental conditions are used as input for the
trained DNN models, and the predicted electronic properties can then be used for specific
application, e.g., computing absorption spectra.
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figurations, e.g., configurations of OTs in solutions, are fed into the DNN models to obtain
predicted quantum properties at a much lower computational cost compared to quantum
chemical calculations. Finally, the DNN-predicted quantum properties are used to compute
observables for specific applications, e.g., absorption spectra of OTs in solutions.
In this work, the non-equilibrium configurations of OTs were harvested from classical MD
simulations using the OPLS/2005 force field.70 It is known that the excited state properties
of OTs are greatly affected by the torsional motions in OTs,71–74 and OPLS/2005 was chosen
here in that the torsional potential energy surface of 2T from OPLS/2005 has been shown
to reasonably reproduce that from localized second-order Moller-Plesset perturbation theory
(LMP2).75 For the simulations of isolated OTs, a single OT molecule was placed in a simula-
tion box much larger than the size of OT. All the MD simulations were then performed with
the Desmond package 3.676 in the NVT ensemble at 1000K to ensure adequate sampling of
OT configurations, particularly the high-energy ones. Here we aim to develop transferable
DNNs that, once trained, work for OTs in different molecular environments including solu-
tion phases, crystalline and amorphous solid phases at varying temperatures. Nosé-Hoover
thermostat77,78 with a coupling constant of 2.0ps was employed to maintain the temperature,
and the electrostatic interactions were computed using the particle-mesh Ewald method.79,80
The simulation time step was 1fs, and configurations were saved every 100fs over a 10ns
simulation for each OT.
To train DNN models for electronic properties of OTs, we compiled a dataset for each
OT by employing quantum chemistry on 100,000 OT configurations generated from MD
simulation. Density functional theory (DFT) with CAM-B3LYP functional and 6-31+G(d)
basis set was employed to compute HOMO and LUMO energies, and time-dependent DFT
(TDDFT) calculations were performed within the Tamm-Dancoff approximation to obtain
the singlet excited-state energies and associated transition dipoles. The range-separated
functional, CAM-B3LYP, was chosen to reduce the self-interaction error,15 and the inclusion
of the diffuse function in the basis set has been shown necessary for OTs.81 The accuracy
of CAM-B3LYP/6-31+G(d) in predicting the lowest singlet excited-state energies of OTs
is validated against the results from a higher-level theory (CC2), as discussed in Section II
of Supplementary Information (SI). All the quantum chemical calculations were performed
using the PySCF program.82,83 The datasets of the electronic properties of OTs are then
used to train and evaluate four DNN models in the next subsection.
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3 Model Selection
Unlike conventional ML methods, DNNs are capable of automatically extracting optimal
representations from molecular configurations without resorting to the more traditional ap-
proach of manually designing descriptors such as Coulomb matrices,60,61 bags of bonds,84
smooth overlap of atomic positions85 or generalized symmetry functions.86 In this section,
we consider four state-of-the-art DNNs for molecules and evaluate their performances in
predicting the ground- and excited-state properties of OTs.
Deep Tensor Neural Network (DTNN):52 In DTNN, molecules are encoded by a vector
of nuclear charges and an inter-atomic distance matrix, such that the input is rotationally
and translationally invariant. Inspired by quantum many-body physics, DTNN consists of
many interaction blocks in order to mimic the interactions of atoms. Additionally, DTNN
provides a systematic approach to partitioning extensive molecular properties into atomic
contributions by predicting the individual contribution of each atom in a molecule.
SchNet:54,87 SchNet shares many structural similarities with DTNN, namely the transla-
tionally and rotationally invariant molecular representation and the concept of interaction
layers. The developers of SchNet proposed to use continuous convolution filters that are
able to handle unevenly spaced data, particularly atoms at arbitrary positions, as opposed
to traditional convolution neural networks where the input data consists of discrete image
pixels. By adding the gradients of energy into the loss function, SchNet is also able to predict
energy conserving force field with high precision.54,87
Message Passing Neural Network (MPNN):53 Treating a molecule as a computational
graph, MPNN uses bond (as edge) and atom (as node) type features in addition to the in-
teratomic distances. MPNN consists of two phases: a message passing phase and a readout
phase. Message passing phase is used to extract information of the molecular graph, whereas
the readout phase is responsible for mapping the graph to its properties. There are multiple
variants of MPNN, and in this paper we only consider the best performing variant which
uses an edge network for message passing and a set2set function for readout. MPNN has
recently been used for high-throughput screening of polymeric organic photovoltaic applica-
tions materials.63
Multilevel Graph Convolutional neural Network (MGCN):58 Similar to MPNN, each
molecule in MGCN is represented as a computational graph and the molecular representation
is passed through a series of interaction layers in the message passing phase. Within the
interaction layers in the message passing phase, the inter-atomic interactions are modeled
in a hierarchical fashion in order to capture the many-body interactions (two-body, three-
body descriptors, etc.). Additionally, the readout function uses the representation of all the
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interaction layers instead of only the last interaction layer as in MPNN.
All the above models have shown impressive results when tested on datasets consisting of
small organic molecules, such as the QM9 dataset which contains the equilibrium geometries
and ground-state properties of 133,885 small organic molecules with up to 9 non-hydrogen
atoms (C, N, O, F).62 In the QM9 dataset, these DNNs often achieve an average error smaller
than 1 kcal/mol for a wide range of ground-state properties. However, to our knowledge,
these state-of-the-art DNNs have not been systematically tested on excited states or larger
molecules, thus their performance remains unclear for many applications in OSCs. In the
following, we provide such a comparison and investigate the performance of these models in
predicting the electronic properties of OTs of different sizes.
The 100,000 MD configurations of each OT described in Section 2 are randomly split
into training, validation, and test sets containing 80000, 10000, and 10000 configurations,
respectively. The validation set is used to pick the optimal number of epochs for early
stopping in the training phase, and we use the same hyperparameters as the original papers
unless otherwise stated. The implementation details of the models are described in Section
I of the SI. The source codes of our implementations of SchNet, MPNN and MGCN can be
found on Github,88 whereas DTNN is implemented using the DeepChem library.89
We evaluate the performances of the selected DNNs on HOMO energy, LUMO energy,
HOMO-LUMO gap, and the first excited-state energy of OTs, and we train one model
for each property. The resulting mean average errors (MAEs) on the test data are shown in
Fig. 2. It is found that in general the MAEs increase slightly with OT length for ground-state
properties, but remain approximately constant for excited-state energy prediction. Overall,
all DNNs produce satisfactory results with MAEs ranging approximately from 20meV to
70meV (20meV to 50meV after excluding MPNN). Such MAEs are comparatively small given
the range of fluctuations in the data, which is in the order of several eV. For example, the
ranges of HOMO energy, LUMO energy, HOMO-LUMO gap and excited-state energy of 6T
in the data are 1.9eV, 1.6eV, 3.1eV and 2.9eV, respectively. It is also worth noting that these
MAEs are also minute compared to the typical errors of DFT methods, generally considered
to be in the range of several hundred meV.90 The observation that the performances of DNNs
do not degrade significantly with system size indicates that these DNNs may be applied to
larger molecular systems without significant loss of accuracy.
From Fig. 2, it is clear that SchNet consistently outperforms other DNN models on all
properties and system sizes. This suggests that the continuous convolutional filters employed
in SchNet are most suited to capturing how minute changes in atomic positions affect the
electronic properties of OTs. Despite this, the MAEs of MGCN are only marginally higher
than SchNet in all our numerical experiments, indicating that MGCN could also be the DNN
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Figure 2: We use oligothiophenes (OTs) of varying lengths to test the performance of four
state-of-the-art DNNs in predicting various optoelectronic properties. Plotted above are the
test set mean average errors (MAEs) as a function of the length of OTs, and the optoelectronic
properties considered here are (a) HOMO energy, (b) LUMO energy, (c) HOMO-LUMO gap
and (d) first excited-state energy.
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of choice for optoelectronic property predictions. From Fig. 2, we found that the MAEs of
MPNN exhibit a large variation, consistent with earlier findings on QM9 dataset.55 In the
subsequent sections, we will use SchNet for more validation experiments before proceeding
to compute absorption spectrum which involves predicting the energies and transition dipole
moments of the first few excited states.
4 Model Validation
In this section, we perform more numerical experiments to further evaluate the performance
of SchNet. We first investigate how MAEs depend on the size of the training set in Fig. 3.
For conciseness, we only include the results of 2T and 6T in Fig. 3 since we found that the
training-set size dependence of SchNet for 2T-6T to be quantitatively similar. It can be seen
that even with a training set of only 5000 data points, the MAEs for HOMO-LUMO gap and
first excited-state energy are already significantly lower than 0.1eV. Beyond 20,000 training
data points, additional training data only leads to modest improvement. Given that the
generation of training data could be the bottleneck for many ML applications in chemistry,
the results in Fig. 3 could provide a rough guideline for estimating the amount of training
data needed given a desired error tolerance.
We next evaluate the performance of SchNet on other excited-state properties before
proceeding to compute the absorption spectrum in Section 5. The MAEs for the first 5
excited-state energies and the associated transition dipole magnitude squared, |µi|2, are
listed in Table 1. It is observed that the MAEs of excited-state energies generally increase
as we go to higher excited states. However, the accuracy in the energy prediction remains
satisfactory considering the range of fluctuations in the datasets (several eV) and the typical
errors in TDDFT (tenths of eV). For example, the fifth excited-state energy has the largest
MAE of 78meV, which is only a 3.3% relative error given the range of fluctuation is 2.4eV.
On the other hand, the MAEs for |µi|2 decreases as we go to higher excited states. This
is due to the decrease of the average magnitude and range of fluctuation of |µi|2 for higher
excited states. For example, using the cutoff of 5Å the MAEs of predicted |µi|2 of the first
excited state is about 1.1D2 compared to the fluctuation range of 40.1D2, whereas for the
fifth excited state the corresponding MAE is only 0.29D2 compared to the fluctuation range
of 7.0D2.
In order to model the interactions of atoms and restrain the neural network, SchNet
introduces a cutoff distance, beyond which the interaction between two atoms decreases
rapidly following a Gaussian function. A larger cutoff radius enables DNNs to take into
account long-range interactions more effectively albeit at the expense of higher computational
11
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Figure 3: The test set MAEs of SchNet (solid blue lines) in predicting the HOMO-LUMO
gap (left panel) and first excited-state energy (right panel) of 2T and 6T as a function of
the number of training data. For comparison, the corresponding results using a shallow
feed-forward neural network with 2 hidden layers and Coulomb matrix as input are included
(solid orange lines). The first 4 points of the figures correspond to training data sizes of
1000, 2000, 5000 and 10000, respectively.
12
Table 1: The test set MAEs of SchNet in predicting the first 5 excited-state energies (in eV)
and the associated transition dipole moment squared, |µi|2, of 6T using cutoff radii of 5Å
and 25Å.
cut-off=5Å cut-off=25Å
excited state i energy |µi|2 energy |µi|2
1 0.031 1.060 0.031 0.713
2 0.058 1.031 0.050 0.776
3 0.065 0.654 0.064 0.626
4 0.061 0.430 0.061 0.432
5 0.078 0.294 0.078 0.288
cost. For example in our implementation, the training time increases from 30 seconds to 55
seconds per epoch on a single Nvidia V100 GPU as we increase the cutoff radius from 5Å to
25Å. In Table 1, we find that the accuracy of transition dipole prediction could be further
improved by using a larger cutoff radius. Increasing the cutoff from 5Å to 25Å, approximately
the length of the entire 6T molecule, the MAEs for the |µi|2 of the first two excited states
drop by 33% and 25%, respectively, whereas the MAEs for excited-state energies remain
largely unaltered. The sensitivity of transition dipole prediction to cutoff radius is a result
of the charge-transfer character in some molecular configurations and will be discussed in
detail in Section 4.2. It is worth noting that the prediction of transition dipole moment has
been shown to be difficult for conventional feed-forward neural networks44 unless information
from natural population analysis91 (NPA) is used in the molecular representation. However,
NPA itself requires ground-state electronic structure calculations, thus this might not be
practical for applications involving large molecules or many molecular configurations.
4.1 Deep versus shallow neural networks
Training DNNs typically requires expensive hardware (e.g., GPUs) and long training time.
For example, the training times of the models in this work with 80,000 6T configurations
range from 4 to 20 hours on a single Nvidia V100 GPU, depending on the specific DNN
model. Despite the high training cost, we find that DNNs are still preferred over traditional
ML methods given their superior performance. To demonstrate the performance advantage
of DNNs, we include the results from shallow feed-forward neural networks in Fig. 3 (orange
solid lines) for comparison. The feed-forward neural network consists of two hidden layers,
each hidden layer contains 200 hidden units and Coulomb matrix is used as the input (the
expression of the Coulomb matrix can be found in Ref. 61). We find that more hidden layers
or hidden nodes do not lead to noticeably better results.
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Several remarks are worth noting from the comparison between SchNet and feed-forward
neural network. First, MAEs from SchNet are always lower than those from feed-forward
neural network for both HOMO-LUMO gap and excited state energy, regardless of training
set size, confirming that DNNs provide superior performance compared to traditional ML
methods where hand-crafted features are required. Second, the performance advantage of
SchNet is more prominent for 6T than for 2T, suggesting that DNNs are even more suitable
for predicting the electronic properties of large molecules. Third, in cases when training
data are limited (e.g., less than 10,000), SchNet still retains good predictive power whereas
feed-forward neural networks fail to provide reasonable estimates under such restriction. For
example, MAEs from SchNet remain less than 0.12eV for all the properties in Fig. 3 even
with only 1,000 training data, but the MAEs of feed-forward neural network can be as large
as 0.48eV for excited-state energies of 2T and 6T.
4.2 Transition Dipole Moment Prediction and Charge-Transfer Char-
acter
Transition dipole moment depends on both the ground and excited-state wavefunctions
µi = 〈i|µˆ|0〉, (1)
where the |0〉 and |i〉 represent the ground and the ith excited states, respectively, µˆ is the
dipole operator, and µi is the transition dipole moment associated with the ith excited state.
In Table 1 we show that the MAEs for transition dipole moment predictions are sensitive
to the cutoff radius, suggesting that the change in electron density from the ground state
to excited state is highly non-local. To visualize the change in electron density between
the ground and first excited states, we randomly choose several 6T configurations with
either small or large errors in the predicted |µ1|2 and their electron density differences are
shown in Fig. 4. The top row in Fig. 4 shows three 6T configurations with small errors in
predicted |µ1|2, whereas the bottom row shows three 6T configurations with large errors.
The blue (red) 0.001 iso-surface shows the electron density gain (loss) associated with the
first excited state of 6T. It can be seen from Fig. 4 that configurations with large errors
also exhibit strong charge-transfer character, but such charge-transfer character is much less
evident in configurations with small transition dipole errors. This observation indicates some
correlation between the prediction accuracy of transition dipole moment and charge-transfer
character of the excited state. To further examine this correlation, we look at the distribution
of average electron-hole separations for 6T configurations with large errors in predicted |µ1|2
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(larger than 2.0D2), shown in Fig. 5. It can be seen that the electron and hole are well
separated for most configurations with large prediction errors. For example, 79% of these
configurations have electron-hole separations greater than 4Å, i.e., roughly the length of one
thiophene ring. Our analysis here suggests careful assessment must be taken in using ML
methods for calculating transition dipole moments for molecules with strong charge transfer
character.
Error: 0.16 Error: 0.26
Error: 3.99 Error: 2.51
Error: 0.15
Error: 4.60
Figure 4: Representative 6T molecular configurations with small (top row) and large (bottom
row) errors in SchNet predicted |µ1|2, in units of D2. Electron density difference between the
ground and first excited states is shown as blue (red) 0.001 iso-surface representing electron
density gain (loss)
5 Application to Absorption Spectrum
To demonstrate the capability of SchNet, we compute the UV-Vis absorption spectra for OTs
in dichloromethane, possibly the most commonly measured electronic property of OSCs. De-
spite recent progress,92–96 accurate atomistic modeling of solution-phase absorption spectra
remains challenging, and one of the challenges is the large number of configurations respon-
sible for spectral inhomogeneity, whose excited-state properties need to be computed via
quantum chemistry methods. The relatively high computational cost of excited-state calcu-
lations calls for more efficient methods, such as many semi-empirical methods,97 and here we
15
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Figure 5: Histogram of electron-hole separation for 6T molecular configurations with errors
in SchNet predicted |µ1|2 greater than 2.0D2, using a cutoff radius of 25Å. Among these
configurations, 79% of them have electron-hole separation larger than 4Å (approximately
the length of one thiophene ring, red dashed line).
will show that DNNs can also provide predictions at an accuracy comparable to the targeted
quantum chemistry method.
For each OT, one million configurations were generated from the MD simulation of OT in
dichloromethane at 300K and 1atm, as detailed in Section III of SI, and they were then fed
into the SchNet models to compute the energies and transition dipoles for the two lowest-
lying singlet excited states. The absorption spectra of OTs in solutions are expected to
be dominated by inhomogeneous broadening, and we computed the absorption coefficient,
α(E), in the inhomogeneous limit, given by98,99
α(E) ∼ E
∑
i=1,2
〈|µi|2δ(E − Ωi)〉, (2)
where δ(x) is the Kronecker delta function, and Ωi and µi are the transition energy and
transition dipole moment associated with the ith excited state, respectively. The angular
brackets indicate an ensemble average, which is equivalent to a time average over the 10-ns
trajectory. Note that in Eq. (2), we have ignored the factor, 1 − e−E/kBT , where kB is
the Boltzmann factor and T is the temperature, as for electronic spectroscopy, E  kBT .
In using Eq. (2), we have also assumed the adiabaticity between the two excited states, a
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good approximation for OTs in solutions.100,101 Another caveat is that the solvent effects
on the excited-state energies and transition dipoles are neglected, and this approximation is
acceptable given that the solvatochromism of OTs is relatively small (see Section III in SI
for more discussions).102–108
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Figure 6: Experimental (black solid lines) and calculated (blue solid lines) absorption spectra
of OTs in dichloromethane. The contributions from the first and second excited states to the
absorption spectra are shown as green and red dashed lines, respectively. All the calculated
spectra are red-shifted by 0.3 eV to facilitate the comparison with experimental spectra.
Both the calculated and experimental spectra are scaled to have the same peak height.
The computed absorption spectra (blue solid lines) for OTs, uniformly red-shifted by
0.3eV, are displayed in Fig. 6 along with experimental ones (black solid lines), and the con-
tributions from the first and second excited states are shown in green and red, respectively.
The overall agreement between calculation and experiment is reasonable: the gradual yet
nonlinear red shift of the main absorption peak from 2T to 6T, the spectral line widths
(except for 2T), and the long tails on the blue side of the main peaks are well reproduced
by our calculations. Note that no artificial broadening or smoothing is applied in our cal-
culations, and this good agreement with the experiment indicates that our SchNet models,
trained from high-temperature gas-phase configurations, correctly capture the wide distri-
butions of excited-state energies resulting from the underlying structural heterogeneity of
OTs in solutions. The long tail on the blue side of the main peak may be attributed to the
configurations of OTs with substantial kinks and twists, and higher excited states, mostly
the second excited state. Given the one million configurations used in the spectral calcula-
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tion for each OT, it would be a computationally daunting task to directly apply quantum
chemistry methods, such as TDDFT, and DNN models trained on quantum chemical results
would be invaluable for spectral calculations, in particular for nonlinear spectroscopy.
There are two apparent discrepancies between our calculations and experiment for all
OTs. One is that our (un-shifted) calculated spectra consistently overestimate the peak
positions by about 0.3-0.4eV compared to experiments. This is presumably inherited from
the error associated with TDDFT against which our SchNet models were trained, as discussed
in Section II of SI. The other discrepancy is that the experimental absorption spectra have
extra peaks or shoulders at higher energies than the main peaks, which are originated from
higher excited states beyond the first two states. We verified that if we include the first five
excited states in our calculations for 2T, the high-energy peak shows up as shown in Fig. S1
of SI, although the energy spacing between the two peaks is not quantitatively reproduced.
It is unclear why our calculations underestimate the width of the main peak in the spectrum
of 2T, but if the predicted energy spacing between excited states is smaller, the agreement
with experiment may be improved for 2T. Note that these discrepancies only suggest the
limitations of TDDFT we used to train our DNN models, but they do not undermine the
effectiveness of SchNet in predicting the excited-state properties at the targeted theory level,
i.e., TDDFT in our case. It is also worth pointing out that a similar level of agreement
between calculated and experimental spectra may be achieved even with a training set of
5000 randomly chosen configurations, as we show in Fig. S2 of SI.
6 Conclusions and Outlook
Understanding the effect of energetic disorder on OSCs is crucial to the design of high-
performance organic semiconducting devices. However, accurate simulation of such depen-
dence requires repetitive high-level electronic structure calculations over a large number of
molecular configurations, a computationally challenging task for many OSC applications.
In this paper, we use deep learning methods to address this challenge and show that state-
of-the-art DNNs are capable of predicting electronic properties of OSCs with an accuracy
comparable to TDDFT. We demonstrate that DNNs retain their superior performance in
predicting the electronic properties of OSCs even as molecule size increases. We find SchNet
to be the best performing model among the four DNNs tested, achieving MAEs significantly
below 0.1eV even with as few as 5000 training data. SchNet also consistently outperforms
shallow feed-forward neural networks, especially in difficult cases with large molecules or
limited training data. By analyzing the SchNet predicted results, we show that some 6T
configurations possess strong charge-transfer character, and the transition dipole moments
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of these configurations could be difficult to predict using ML methods. This finding demon-
strates that careful analysis of ML results, especially cases where ML methods fail, could
provide physical insights into the problems of interest.
Finally, we use SchNet trained on data from 1000K gas-phase OTs to compute the ab-
sorption spectra of OTs in solution phase at room temperature and observe a good agreement
with experimental results, demonstrating the transferability of DNNs in simulating OSCs
under different conditions. We further show that as few as several thousand data are suf-
ficient to train a DNN model to obtain accurate absorption spectra, greatly reducing the
number of quantum chemical calculations needed in the atomistic simulations of spectral line
shapes, which often require tens to hundreds of thousand electronic structure calculations
if no empirical parameters are introduced. Such reduction of computational time opens the
door to routine calculation of electronic spectroscopy. For example, generating 5000 training
data of 6T is estimated to require only about 7500 CPU hours with Intel Core i9-9900 pro-
cessors. Furthermore, the protocol for calculating absorption spectra described in this work
could also be applied to other spectroscopy, such as vibrational spectroscopy.
Looking forward, DNNs could be useful for other OSC applications not yet explored in
this work. For example, computing the transport coefficients of exciton/charge in extended
semiconducting materials would require the evaluations of inter-molecular couplings in ad-
dition to (local) excitation energies, the computational cost of such calculations nominally
scales as O(N2) where N is the number of molecules. This is clearly beyond the limits of most
computational resources unless drastic approximations are made,97,109 and ML approaches
could again be a potential solution to this computationally challenging task. On the other
hand, generating sufficient training data might not be feasible for larger OSC molecules,
in particular polymeric OSCs. In such cases, transfer learning method could be useful by
pre-training ML models with data from other sources where data are abundant. In fact,
there are already several recent successful demonstrations of transfer learning in chemistry
and materials science applications with limited data,110–112 and we expect the performance
of DNNs could be further enhanced by transfer learning and this will be a topic of future
work.
7 Associated Content
Supporting Information. The implementation details of DNNs, comparison of TDDFT
results against a higher-level electronic structure method, and more discussions on absorption
spectral simulations for OTs in dichloromethane.
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I. IMPLEMENTATION DETAILS OF DEEP NEURAL NETWORKS
In this section, we will provide additional implementation details of the deep neural
networks (DNNs) used in the main text. As mentioned in the main text, we use the same
hyperparameters as the original papers, unless otherwise stated. Particularly for SchNet,
a cutoff of 5A˚ is used for the predictions of all electronic properties except the transition
dipole moments, for which we use a cutoff of 25 A˚. The dimension of embedding in SchNet
is set to be 128, and we use three interaction blocks.
We train all DNN models with Adam optimizer[1] using a learning rate of 0.0001 and
a batch size of 64. For SchNet, the decay rate is set to 1 (i.e., no decay) since we found
that adding decay does not lead to noticeable improvement. We train all the models for
a maximum of 750 epochs and use the validation set for early-stopping. The DNNs are
implemented using Pytorch [2] and Deep Graph Library [3]. The codes of our implementa-
tions of MGCN, SchNet and MPNN can be found on Github [4], and we use DeepChem for
DTNN [5].
II. BENCHMARK OF DFT FOR OLIGOTHIOPHENES
For organic semiconductors, range-separated hybrid density functionals are often required
to reduce the self-interaction error, and Salzner and co-workers have conducted comprehen-
sive benchmark studies on OTs [6, 7]. They found that ωB97XD and CAM-B3LYP show the
best overall performance of all range-separated functionals they tested [6]. To further bench-
mark our DFT method, we computed the lowest singlet excited-state energies of isolated
OTs against the reported results from a correlated wavefunction method (CC2 method) in
Ref. 8. To make a fair comparison with the CC2 results, we optimized the geometries of
OTs with planar constraints using B3LYP/cc-pVTZ following Ref. 8. TDDFT calculations
were then performed with the Tamm-Dancoff approximation (TDA) at the level of CAM-
B3LYP/6-31+G(d) to obtain the lowest singlet excited state energies. All the calculations
were performed using PySCF. As shown in Table S1, the predictions from CAM-B3LYP/6-
31+G(d) are within 0.1 eV of those from CC2, whose error with respect to experimental
estimate is shown to be around 0.15 eV in average for the lowest lying excited-state energies
of medium to large molecules [9]. Based on previous studies[6, 7, 9] and the benchmark re-
sults here, we estimate the average error of our TDDFT calculation in predicting the lowest
lying excited-state energies of OTs to be around 0.2-0.3eV, within the range of the typical
error of TDDFT (0.1-0.5eV) [10].
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Method 2T 3T 4T 5T 6T
CC2[8] 4.26 3.57 3.21 2.96 -
CAM-B3LYP 4.34 3.63 3.24 3.00 2.84
TABLE S1: Calculated excitation energies in eV for the lowest singlet excited state of isolated
OTs. The results from the second-order approximate coupled cluster singles and doubles (CC2)
are taken from Ref. 8. The geometries of OTs are optimized at the level of B3LYP/cc-pVTZ with
the constraint of planarity following Ref. 8. TDDFT calculations with the CAM-B3LYP functional
are performed with the basis set 6-31+G(d) using PySCF [11, 12].
III. MORE DISCUSSIONS ON ABSORPTION SPECTRAL SIMULATIONS
For the computation of the UV-Vis absorption spectrum of OT in dichloromethane,
a single OT molecule was immersed in a simulation box of about 530 dichloromethane
molecules, and classical MD simulation was performed in the NPT ensemble at 300 K and
1 atm using Desmond [13]. Martyna-Tobias-Klein scheme [14] was employed to maintain
temperature and pressure with a coupling constant of 2.0 ps for both. The other simulation
details are the same as those for isolated OTs described in Section 2 of the main text.
Configurations of OTs were saved every 10 fs over a 10-ns trajectory for each OT, and then
were fed into the SchNet models to compute the energies and transition dipole moments for
the two lowest lying singlet states. Note that our SchNet models are trained against TDDFT
results of isolated OTs. By using these SchNet models for OTs in solutions, we have neglected
the effects of solvent on the excited-state properties of OTs, a reasonable approximation
based on previous studies on OTs [15–21]. Table S2 show the absorption maxima of the
experimental absorption spectra of OTs in organic solvents of varying polarity, and it is
clear that the solvatochromism of OTs is fairly small. It has been also shown theoretically
that the solvent effects on OTs are small [20, 21].
In the experimental spectra of OTs in dichloromethane, there are extra peaks or shoulders
on the blue side of the main peaks, and we attribute them to higher excited states. To verify
this, we computed the first five excited-state energies and associated transition dipoles for
80,000 2T configurations harvested from the MD simulation of isolated 2T at 1000 K, and
trained SchNet models for these properties. Following the same procedure described in the
main text, we re-computed the absorption spectrum of 2T in dichloromethane including the
first five excited states, and as shown in Fig. S1, a second peak shows up at around 5.8
eV, leading to an improved agreement between calculated and experimental spectra. Our
calculation still underestimates the intensity of the high-energy peak, and possibly overesti-
mates the peak position. More excited states may be still needed, but more importantly the
errors associated with higher excited states may be even larger than that of the lowest-lying
excited state. For 6T, our test calculation suggests that at least 30 excited states are needed
to cover the spectral range up to 5.0eV.
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Solvent 2T 3T 4T 5T 6T
Chloroform[16] 4.11 3.50 3.18 2.98 2.87
Dichloromethane[15] 4.09 3.50 3.15 2.96 2.83
Dioxane[16, 17] 4.05 3.49 3.16 2.99 2.85
Hexane[19] 4.12 3.54 3.22 - -
Benzene[19] 4.07 3.49 3.17 2.97 -
Benzene[18] 4.11 3.54 3.17 3.01 2.89
TABLE S2: Absorption maxima of the experimental absorption spectra of OTs in different solvents
in the unit of eV.
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FIG. S1: Calculated (blue solid line) and experimental[15] (black solid line) absorption spectra
of 2T in dichloromethane. The contributions from the first five excited states to the calculated
spectra are shown as colored dashed lines. All the calculated spectra are uniformly red-shifted by
0.3eV, and both the calculated and experimental spectra are scaled to have the same peak height.
In the main text, the SchNet models for excited-state energies and associated transition
dipoles are trained on 80,000 configurations for each OT. We repeated the training process
but with only 5,000 randomly chosen configurations, and the resulting absorption spectra
are displayed in Fig. S2. The agreement between calculated and experimental spectra is
almost as good as that based on 80,000 training configurations (see Fig. 6 in the main text)
except two minor differences: the spectra are slightly red-shifted; and the spectra of 5T
and 6T are slightly narrower. This is consistent with the dependence of MAEs on training
data size shown in Fig. 2 of the main text, demonstrating the effectiveness of SchNet in
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FIG. S2: Calculated (blue solid lines) and experimental[15] (black solid lines) absorption spectra
of OTs in dichloromethane. The contributions from the first two excited states to the calculated
spectra are shown as green and red dashed lines, respectively. All the calculated spectra are
generated from SchNet models trained on 5000 configurations, and are uniformly red-shifted by
0.3eV. Both the calculated and experimental spectra are scaled to have the same peak height.
predicting excited-state properties of OSCs even with relatively small datasets.
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