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1 Einleitung
Die rechnergestützte Simulation physikalischer Prozesse ist ein fester Bestandteil im Alltag von
Wissenschaftlern aus den unterschiedlichsten Wissensbereichen. Unabhängig davon, ob das Ziel
die Vorhersage des Wetters von morgen, die Konzentrationsbestimmung von Fluidteilchen in
Mischprozessen oder die Erschaffung von Werkstoffen mit optimalen Materialeigenschaften ist,
ohne den Einsatz von leistungsfähigen Rechnern ist dieses Ziel nicht zu erreichen. Aus dieser
inhärenten Kopplung lässt sich eine grundlegende Aussage bzgl. der Laufzeit durchzuführender
Simulationen ableiten. Schnellere Rechentechnik reduziert automatisch die Laufzeit einer bereits
bestehenden Simulation und somit auch die Wartezeit auf die potentiell zu erwartenden Erkennt-
nisse. Zeitgleich ist die so erreichte Reduktion der Berechnungszeit auch ein Maß für die mögliche
Erhöhung des Detailgrades einer bestehenden Simulation und somit auch ein Indikator für den
zusätzlich zu erwartenden Erkenntnisgewinn.
Ein Blick auf die seit 1993 herausgegebene Top500-Liste der schnellsten Supercomputer [144]
zeigt ein annähernd gleichbleibend exponentielles Wachstum der Rechenleistung. Dieser durch
eine Interpretation von „Moores-Law“ beschriebene Sachverhalt wird laut aktuellen Prognosen
[145] auch in den nächsten Jahren bestehen bleiben. Für die im Bereich der Simulation tätigen
Wissenschaftler gleicht dies einem Versprechen, dass ohne deren Zutun auch in Zukunft mit ste-
tig kürzeren Simulationszeiten zu rechnen ist. Immer vorausgesetzt, es können genug finanzielle
Mittel für die neue Hardware akquiriert werden. Doch dieser Schein trügt. Eine genauere Analy-
se der Entwicklung der Rechentechnik der letzten Jahre zeigt zwei maßgebliche Veränderungen.
Zum einen stagniert die maximale Taktrate einer einzelnen CPU seit Erreichen der 4 GHz Gren-
ze im Jahr 2004 [76] und zum anderen wird, insbesondere seit der Einführung der ersten Dual
Core CPU’s 2005 [4, 77], gesteigerte Rechenleistung fast gänzlich durch die Verwendung einer
Vielzahl von Rechenkernen erreicht. Das aktuell mit mehr als zehn Millionen Rechenkernen an
Position 1 der Top500-Liste geführte System TaihuLight (deu. Licht der Göttlichkeit) verdeut-
licht die Dimensionen dieser Entwicklung. Die für dieses System in Aussicht gestellte maximale
Rechenleistung von circa 125 Billiarden Gleitkommaoperationen pro Sekunde, kann dabei nur
von einer perfekt parallelisierten Simulationsrechnung erreicht werden. „Amdahls-Law“ [5] zeigt
jedoch, dass dieser perfekte Zustand, aufgrund von unvermeidlichen sequentiellen Abschnitten
in den einzelnen im Programm verwendeten Algorithmen, nicht zu erreichen ist. Die genaue
Abweichung vom vollparallelisierten Idealzustand wird dabei durch die sogenannte parallele Ef-
fizienz quantifiziert. Deren Wert muss hierbei per Definition zwischen Null und Eins liegen. Dem
Paradigma „eine hohe parallele Effizienz ergibt eine hohe Rechenleistung und dies führt zur kür-
zestmöglichen Simulationslaufzeit“ folgend, wurden in den letzten Jahren die unterschiedlichsten
Simulationsprogramme auf eben diese Effizienz getrimmt. In den meisten Fällen wurden hierfür
Codes verwendet, die auf eine sehr lange Historie zurückgreifen [18, 21, 66, 70, 137], so dass alte
bestehende Strukturen und Algorithmen unabhängig von deren wirklicher Eignung parallelisiert
wurden. Diese Entwicklung führt jedoch mehr und mehr dazu, dass die Entwickler den Blick
für die Vielseitigkeit der Faktoren, die zu einer akzeptablen Simulationslaufzeit führen, verlie-
ren. Werden zum Beispiel Methoden niederer Ordnung, wie dies etwa bei den Standard Finite-
Differenzen-Verfahren [63] der Fall ist, zur Diskretisierung des Simulationsgebietes eingesetzt,
steigt die Zahl der für kleine Lösungsfehler benötigten Gitterpunkte so schnell an, dass jedweder
Arbeitsspeicher vor Erreichen der benötigten Genauigkeit aufgebraucht ist. Im Gegensatz dazu
sind Methoden höherer Ordnung, wie dies etwa bei den Standard Finite-Elemente-Verfahren [63]
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der Fall ist, aufgrund ihrer suboptimalen numerischen Komplexität [12] kaum besser geeignet.
Ein ähnliches Bild ergibt sich bei den Algorithmen, mit denen die Gleichungssysteme in den
einzelnen Simulationsschritten gelöst werden. Stellvertretend sei hier das Jacobi-Verfahren [104]
genannt, welches sich zwar durch eine parallele Effizienz nahe Eins auszeichnet, jedoch zum einen
eine nicht optimale quadratische numerische Komplexität und zum anderen eine von der Auf-
lösung des Simulationsgitters abhängige maximale Iterationszahl besitzt. Sofern die Anwender
der etablierten Simulationsprogramme keine Kosten für den Zugang zu Hochleistungsrechnern zu
erwarten haben und diese Rechner immer wieder massiv ausgebaut werden, stellen die genannten
Einschränkungen fürs Erste nur bedingt ein Problem dar. Denn, eine Simulation die nach Hin-
zunahme einer bestimmten Zahl von Rechenkernen um annähernd diesen Faktor beschleunigt
wird ist etwas Ausgezeichnetes. Werden den Anwendern jedoch, wie bereits von immer mehr
Universitätsrechenzentren diskutiert und in der Industrie bereits gängige Praxis, die Kosten für
den Energieverbrauch in Rechnung gestellt, ergibt sich ein gänzlich anderes Bild. Ein Bild, in
dem der Effizienz, die die angewandten Methoden bzw. die eingesetzten Algorithmen erreichen,
die größte Bedeutung zufällt.
Die Effizienz einer Methode wird hierbei ungenauerweise oft nur anhand deren Implementierung
als Algorithmus bestimmt. Jedoch kann eine effizient implementierte Methode mit numerisch un-
günstigen Eigenschaften einer nicht effizient implementierten Methode mit numerisch optimalen
Eigenschaften deutlich unterlegen sein. Demnach ist es offensichtlich, dass nur für eine effizient
implementierte Methode mit optimalen numerischen Eigenschaften die kürzestmögliche Simula-
tionslaufzeit erreicht werden kann. Der Fokus der vorliegenden Arbeit liegt deshalb zu allererst
auf dem Nachweis der optimalen numerisch/mathematischen Eigenschaften der entwickelten Me-
thode. Diese Eigenschaften sind: lineare numerische Komplexität, Robustheit des Verfahrens ge-
genüber Gitterverfeinerungen im Simulationsgebiet und eine bisher unerreichte Konvergenzrate.
Abschließend wird zusätzlich die Eignung der Methoden bzgl. deren Verwendung auf aktuellen
Hochleistungsrechnern unter Verwendung von Zehntausenden von Rechenkernen belegt und auch
deren effiziente Implementierung bzw. Umsetzung dargelegt.
Ziel dieser Arbeit ist die Entwicklung effizienter mathematischer Methoden zur numerischen
Simulation von physikalischen Prozessen und deren hochskalierende Implementierung auf Hoch-
leistungsrechnern. Unter allen denkbaren Aufgabenstellungen zählen hierbei insbesondere die-
jenigen zu den herausforderndsten, die der Strömungsmechanik zugeordnet sind. Besonders die
direkte numerische Simulation (DNS), welche zur Analyse von turbulenten Strömungsphänome-
nen eingesetzt wird, stellt hierbei höchste Ansprüche an die eingesetzten numerischen Verfahren.
Die Entwicklung und Umsetzung der im Rahmen dieser Arbeit vorgestellten Methoden ist des-
halb auf die Anwendung im Rahmen der turbulenten Strömungssimulation ausgerichtet. Diese
Fokussierung dient jedoch allein dem Beleg der Leistungsfähigkeit und stellt keine prinzipielle
Einschränkung der Methode dar.
Die Arbeit ist wie folgt aufgebaut: In Kapitel 2 wird die grundlegende Herangehensweise bzgl.
der numerischen Simulation physikalischer Prozesse erläutert. Hierfür wird am Beispiel der tur-
bulenten Strömungssimulation der Weg vom mathematischen Modell bis hin zu den tatsächlich
zu lösenden Grundgleichungen skizziert. Daran anschließend werden die Faktoren dargelegt, die
dafür verantwortlich sind, dass die Simulation turbulenter Strömungen extrem schnell extrem
hohe Anforderungen an die genutzte Rechentechnik stellt. Kapitel 3 gibt einen kurzen Über-
blick über die Grundpfeiler bzw. Basiskomponenten des entwickelten Verfahrens. Diese sind die
Spektralelemente-Methode, die Statische Kondensation und das geometrische Mehrgitterverfah-
ren. Im Anschluss daran wird in Kapitel 4 zunächst der Stand der Forschung auf dem Gebiet der
Spektralelemente basierten Mehrgitterverfahren rekapituliert. Dabei liegt der Fokus zunächst auf
den numerischen Eigenschaften der einzelnen Verfahren. Hauptsächlich werden hierbei die nume-
rische Komplexität, die Konvergenzgeschwindigkeit und die Robustheit betrachtet. Im Anschluss
daran wird im Hauptteil des vierten Kapitels das im Rahmen dieser Dissertation entwickelte
4
1 Einleitung
„Spektalelemente basierte Mehrgitterverfahren auf kondensierten Gittern“ im Detail vorgestellt
und erläutert. Abschließend werden dessen numerische Eigenschaften mit denen bestehender An-
sätze verglichen und so der Nachweis von dessen optimalen numerischen Eigenschaften erbracht.
Diese sind: eine lineare numerische Komplexität und eine bisher unerreichte, um eine Größen-
ordnung verbesserte Konvergenzgeschwindigkeit. In Kapitel 5 wird die Realisierung der paralle-
len Variante des Lösungsverfahrens erläutert sowie deren Effizienz bzgl. der Parallelisierung auf
Hochleistungsrechnern untersucht und bewertet. Hierfür werden zu Beginn des Kapitels zunächst
das Konzept heutiger Parallelrechner erörtert und im Anschluss daran geeignete Leistungsbewer-
tungskriterien in Form von Kennzahlen (Speedup, Scaleup etc.) eingeführt. Im nächsten Schritt
werden der Stand der Forschung im Bereich der, auf Elementen höherer Ordnung basierenden,
parallelen Mehrgitterverfahren dargelegt und die effizientesten Verfahren, anhand der zuvor ein-
geführten Kennzahlen, identifiziert. Im letzten Teil des Kapitels wird die grundlegende Struktur
der parallelen Implementierung des Verfahrens vorgestellt und diese hinsichtlich Speicherbedarf,
Lastbalance und Kommunikationsaufwand bewertet. Die vorgenommenen Bewertungen basieren
hierbei zum einen auf tatsächlich vorgenommenen Messungen und zum anderen auf theoretischen
Abschätzungen, die am Ende des Kapitels in einer validen Abschätzung des Potentials bzgl. der
Eignung des Verfahrens im hochskaligen Bereich (≥ 106 CPU’s) münden. Hierbei wird gezeigt,
dass im dreidimensionalen Anwendungsfall ausreichend Potential für eine hinreichend effiziente
Anwendung des Verfahrens im hochskaligen Bereich vorhanden ist. Zum Abschluss der Arbeit
werden in Kapitel 6 die generelle Implementierung des Verfahrens, das heißt die Umsetzung als
Löser, erläutert und die auf dem Testsystem Taurus [159] erzielten Ergebnisse diskutiert. Dabei
wird gezeigt, dass der entwickelte Ansatz hinsichtlich der erzielten, parallelen Effizienz dem Stand
der Forschung entspricht. Genau gesagt, die starke Skalierung beträgt bis zu 70% (Skalierung
von 512 bis 27.000 Prozesse) und die schwache Skalierung entspricht nahezu dem erreichbaren
Optimum. Damit liefert diese Dissertation ein Verfahren zur effizienten numerischen Simulation
physikalischer Prozesse, dass durch seine optimale numerische Komplexität sowie seine herausra-
gende Konvergenzgeschwindigkeit neue Grenzen setzt und zugleich im massiv parallelen Bereich
dem Stand der Forschung entspricht.
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In diesem Kapitel, insbesondere im ersten Abschnitt, wird der grundlegende Bedarf bzgl. neuer,
hoch effizienter Methoden zur numerischen Simulation von physikalischen Prozessen am Bei-
spiel der direkten turbulenten Strömungssimulation motiviert. Hierfür werden in Abschnitt 2.1
zunächst die entsprechenden Modellgleichungen (Navier-Stokes-Gleichungen) eingeführt. Im An-
schluss daran werden die wesentlichen Arbeitsschritte, die zu deren numerischer Lösung not-
wendig sind, aufgezeigt und in Abschnitt 2.2.1 insbesondere deren Diskretisierung im Detail
analysiert. Abschnitt 2.2.2 dient der Generalisierung des numerischen Problems. Hierfür werden
die strömungsspezifischen Grundgleichungen auf die Poisson- bzw. Helmholtz-Gleichung redu-
ziert und darauf aufbauend die generelle Eignung des in Abschnitt 4 vorgestellten Verfahrens für
eine große Klasse physikalischer Problemstellungen verdeutlicht. Der letzte Abschnitt dient allein
der Erörterung der Grundvoraussetzungen, die an effiziente Verfahren zur direkten numerischen
Simulation der inkompressiblen Navier-Stokes-Gleichungen im Speziellen und bzgl. der Simulati-
on physikalischer Prozesse im Allgemeinen gestellt werden. Die im gesamten Kapitel vorhandene
Fokussierung auf inkompressible turbulente Strömungen ist hauptsächlich durch deren hohe An-
forderung an die Numerik und die damit verbundenen Hardwareanforderungen motiviert, dies
stellt jedoch keine grundlegende Einschränkung des eigens entwickelten Verfahrens dar.
2.1 Königsdisziplin - Turbulente Strömungssimulation
Die immer weiter fortschreitende, von Größenordnung zu Größenordnung eilende, Entwicklung
im Bereich der Hoch- bzw. Höchstleistungsrechner wird seit jeher von Anwendungen getrie-
ben, die diese Systeme immer wieder aufs Neue an ihre Leistungsgrenzen bringen. Dabei zeigt
sich, dass insbesondere, die Anwendungen die dem Bereich der turbulenten Strömungssimulation
(Abbildung 2.1 zeigt eine turbulente Strömung am Beispiel der Kelvin-Helmholtz-Instabilität)
zuzuordnen sind, regelmäßig zur Klasse der Leistungsgrenzen überschreitenden Anwendungen
gehören. So ist es auch nicht verwunderlich, dass zu den ersten Anwendungstests auf neuen
HPC-Systemen so gut wie immer eine Strömungssimulation (z.B. eine turbulente Kanalströ-
mung) gehört. Dies galt zu Zeiten des Earth-Simulator’s (Platz 1. Top500-Liste, 2002 - 2004
[144]) genauso wie in der heutigen Zeit. Die Motivation, recht schnell eine Strömungssimulation
auf neuen HPC-Systemen durchzuführen, resultiert hierbei aus zwei unterschiedlichen Überlegun-
gen. Zum einen ermöglicht eine detaillierte Strömungssimulation die Auslastung des gesamten
HPC-Systems (Benchmarking) und zum anderen können auch in der heutigen Zeit, trotz der
Verfügbarkeit von HPC-Systemen mit mehr als 10 Millionen Rechenkernen, noch immer nicht
alle Strömunsphänomene, wie sie in der realen Welt vorkommen, hinreichend genau aufgelöst
bzw. nachgebildet werden. Beispielsweise existieren in der planetaren Grenzschicht (Peplosphä-
re) turbulente Strukturen, deren Größenordnung einerseits im Kilometer- und andererseits im
Millimeterbereich angesiedelt ist [108]. Eine Simulation, die diese sechs Größenordnungen umfas-
sende, räumliche Skala direkt und vollständig auflöst, würde demnach auf einem Gitter beruhen,
das mindestens aus einer Trillionen (106 ⋅ 106 ⋅ 106 = 1018) Gitterpunkten besteht. Diese Grö-
ßenordnung ist auch in der heutigen Zeit noch nicht einmal ansatzweise erreichbar (aktuelle
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(a) Zeitschritt ta (b) Zeitschritt tb
(c) Zeitschritt tc (d) Zeitschritt td
Abbildung 2.1: Darstellung der Rotation in einer turbulenten Strömung am Beispiel einer
Kelvin-Helmholtz-Instabilität (Anwachsende Störungen in der Scherschicht zweier aneinander
vorbeiströmender Fluide) im zweidimensionalen Anwendungsfall. Die Strömung entwickelt sich
vom Zeitpunkt ta bis hin zum Zeitpunkt td, es gilt ta < tb < tc < td. Weiße Wirbel drehen links-
und schwarze rechtsherum.
Simulationen kommen annähernd auf 1012 Gitterpunkte [97]). Demnach ist bzgl. der zweiten
Überlegung immer auch die Möglichkeit gegeben, dass das neue HPC-System zugleich einen neu-
en Weltrekord (z.B. 2013 [97] auf Mira [6], 2006 [74] auf MareNostrum [16], 2003 [89] auf dem
EarthSimulator [82]) bzgl. der Durchführung von besonders genauen, hochaufgelösten, turbu-
lenten Strömungssimulationen erzielt und somit fundamental zum grundlegenden Verständnis
turbulenter Strömungsvorgänge beiträgt. Wobei dieses gewonnene Verständnis einen direkten
Einfluss auf die Entwicklung realer Produkte und Techniken in unserer Gesellschaft (Luft- und
Raumfahrt, Energietechnik, Automobilbau, Medizin etc.) besitzt.
Die grundlegende Komplexität der numerischen Strömungssimulation resultiert hierbei daraus,
dass bisher keine analytische Lösung für die den Strömungsvorgang eines Fluides beschreiben-
den Modellgleichungen existiert. Diese unter dem Namen Navier-Stokes-Gleichungen bekannten
Modellgleichungen beschreiben dabei ein System von partiellen Differentialgleichungen, dessen
Herleitung ausführlich in [83] dargelegt wird. Zum besseren Verständnis sind im Folgenden die




+ u ⋅ ∇u) = −∇p + u + f
∇u = 0 mit u(x; t) ∈Rd und p ∈R: (2.1)
Hierbei bezeichnet  die Dichte,  die dynamische Viskosität und u die Geschwindigkeit des
Fluides. Des Weiteren repräsentiert p den physikalischen Druck und der Vektor f die zeit- bzw.
ortsveränderlichen Volumenkräfte. Die Gleichung in der oberen Zeile stellt die Impulsgleichung
und die in der unteren Zeile die Masseerhaltungsgleichung (Divergenzfreiheit) dar. Nach Divisi-
on durch  ergibt sich die auf der kinematischen Viskosität  = / basierende Form der Gleichung
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(@u
@t
+ u ⋅ ∇u) = −∇p

+ u + f
∇u = 0 : (2.2)
Aus dieser Form lässt sich direkt die dimensionslose Form der Navier-Stokes-Gleichungen
(@u∗
@t
+ u∗ ⋅ ∇u∗) = −∇p∗ + 1
Re
u∗ + f ∗
∇u∗ = 0 (2.3)
ableiten. Die mit ∗ gekennzeichneten Größen wurden alle durch Verwendung charakteristischer
Kenngrößen (L0 für die Länge, u0 für die Geschwindigkeit, p0 für den Druck und t0 für die Zeit)
entdimensionalisiert. Aus Gründen der Übersicht wurde die Dichte mit  = 1 angenommen und
es wird im Folgenden auf die Angabe des Sterns (∗) verzichtet. Die Größe Re = u0L0/ steht für
die Reynoldszahl [3] und ist eine von Osborne Reynolds (1883) eingeführte Ähnlichkeitskenn-
zahl. Diese erlaubt es, das Verhalten großdimensionierter Strömungskonfigurationen auf ähnlich
wirkende Konfigurationen deutlich kleinerer Dimension (z.B. realitätsnahe Modellversuche im
Strömungskanal) zurückzuführen. Zusätzlich ist die Reynoldszahl ein Maß für das Verhältnis von
Trägheits- zu Zähigkeitskräften und erlaubt somit eine Aussage über die Charakteristik einer
vorliegenden Strömung. Für Rohrströmungen (L0 entspricht hierbei dem Rohrinnendurchmesser
und u0 der über dem Rohrquerschnitt gemittelten Geschwindigkeit) kennzeichnet beispielsweise
die kritische Reynoldszahl Rekrit ≈ 2300 den Übergang von laminarer zu turbulenter Strömung.
Allgemein kann gesagt werden, je höher die Reynoldszahl, desto turbulenter die Strömung. Des
Weiteren führt die Erhöhung der Reynoldszahl, wie in Abschnitt 2.3 noch genauer dargelegt
wird, direkt zu einer deutlich höheren Komplexität und Rechenlast. Somit lässt sich allein über
die Steuerung der Reynoldszahl jedes aktuell bestehende HPC-System an seine Grenzen bringen.
Um trotz hoher Reynoldszahlen dennoch aussagekräftige, nah an der Realität angelehnte Strö-
mungssimulationen durchführen zu können, wurden über die Jahre diverse Vereinfachungen bei
der Modellierung der Navier-Stokes-Gleichungen entwickelt. Die dabei eingesetzten Strategien
führen zu Verfahren, die sich heute allgemein in zwei Klassen einteilen lassen. Die erste Klas-
se stellen dabei die Reynolds-gemittelten Navier-Stokes-Gleichungen (engl. Reynolds-averaged
Navier-Stokes equations - RANS [43]) dar. Der hierbei verwendete Ansatz der Aufteilung der
turbulenten Größen in einen Mittel- und einen Schwankungswert stellt eine starke Vereinfachung
dar, bei der zugleich auch der Berechungsaufwand um mehrere Größenordnungen sinkt. Die zwei-
te Klasse stellen die von Jim Deardorff in den 60er Jahren entwickelten Large-Eddy-Simulationen
(LES) dar. Innerhalb dieser Klasse werden nur die größeren Wirbelstrukturen tatsächlich aufge-
löst. Kleinere Wirbelstrukturen werden dementgegen nur modelliert bzw. approximiert. Die Frage
nach der bzw. einer geeigneten Modellierung repräsentiert hierbei ein eigenes Forschungsfeld, so
dass an dieser Stelle nur auf die entsprechende Literatur [43, 56, 128] verwiesen sei.
Das Problem des RANS- und LES-Ansatzes ist jedoch, dass die verwendeten Modellierungsan-
sätze ohne entsprechende Kontrolle und Validierung weit weg von der Realität führen können und
somit ist es, trotz des unbestreitbaren Bedarfs bzgl. einer allgemeinen Reduzierung des Berech-
nungsaufwandes, unabdingbar, die Navier-Stokes-Gleichungen direkt zu lösen. Alle Ansätze zur
direkten Lösung der Navier-Stokes-Gleichungen werden hierbei der Klasse der direkten numeri-
schen Simulationen (DNS) zugeordnet. Die erste DNS wurde bereits in den frühen 70er Jahren
von Orszag & Patterson [116] durchgeführt. Trotz der enormen Anforderungen an Soft- und
Hardware hat sich die DNS über die Jahre als nützliches und vor allem notwendiges Werkzeug
zur tiefgründigen Analyse der Turbulenz etabliert. Ohne die Fortschritte im Bereich der direkten
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numerischen Simulation wären die vereinfachten Ansätze im Bereich der RANS und LES nur von
fraglicher Validität (siehe auch [109]).
Ein Ziel dieser Dissertation ist es, einen weiteren Beitrag zur Weiterentwicklung der direkten
numerischen Simulation, mit Fokus auf der Reduktion der Komplexität bzw. Rechenlast insbe-
sondere im Bereich der örtlichen Diskretisierung, zu leisten. Der Ansatz ist hierbei so generisch,
dass die im Rahmen der vorliegenden Arbeit entwickelte Lösung, unabhängig von der numeri-
schen Strömungssimulation, auf die numerische Lösung aller physikalischen Prozesse angewandt
werden kann, die dem im Folgenden beschriebenen Lösungsansatz zugänglich sind.
2.2 Vom mathematischen Modell zur numerischen Lösung
Nachdem für einen beliebigen physikalischen Prozess ein passendes mathematisches Modell ge-
funden bzw. formuliert wurde, beispielsweise die vereinfachten Navier-Stokes-Gleichungen (Glei-
chung 2.3) für inkompressible, newtonsche Fluide, bedarf es zwei weiterer Schritte [51], um zur
numerischen Lösung des Modells zu gelangen. Schritt eins: Diskretisierung des Systems von par-
tiellen Differentialgleichungen in Raum und Zeit (siehe Abschnitt 2.2.1), das wiederum führt
direkt zu einem algebraischen Gleichungssystem und somit zu Schritt zwei: Numerische Lösung
des resultierenden Gleichungssystems (siehe Abschnitt 3.3). Die direkte Lösung dieses Systems
ist hierbei nur bei moderater Größe und einfacher Struktur in Betracht zu ziehen, so das ins-
besondere auch bei der in dieser Arbeit beispielhaft diskutierten DNS, die iterative Lösung als
das Mittel der Wahl anzusehen ist. Am Ende des hier skizzierten Lösungsprozesses steht eine
numerische Lösung der Modellgleichungen, die zumeist aus einer Menge von diskreten Werten
bzgl. der gesuchten Größen (im Fall der DNS sind dies u und p) besteht. Hierbei spiegelt jeder
Wert einen eineindeutigen Zustand der jeweiligen physikalischen Größe in Raum und Zeit wider.
2.2.1 Räumliche und zeitliche Diskretisierung
Für die Diskretisierung von zeit- und ortsabhängigen Systemen von partiellen Differentialglei-
chungen gibt es drei grundsätzliche Lösungsansätze (siehe [125]). Wobei die tatsächliche Eignung
des jeweiligen Ansatzes, insbesondere hinsichtlich des numerischen Aufwandes, stark von dem
tatsächlich zu diskretisierenden System abhängt. Die Navier-Stokes-Gleichungen (Gleichung 2.3)
bilden hierbei zweifelsohne mit eines der anspruchsvollsten Systeme.
Der offensichtlichste Ansatz ist eine globale Orts-Zeit-Diskretisierung, bei der Ort und Zeit si-
multan diskretisiert werden. Auf Grund der globalen Kopplung aller Unbekannten wird dieser
Ansatz jedoch äußerst schnell sehr rechenzeitaufwendig und spielt somit bei praxisrelevanten,
parabolischen Problemen, insbesondere bei den Navier-Stokes-Gleichungen, keine Rolle. Dem
entgegen motivieren sich die beiden anderen Lösungsansätze, die vertikale und die horizontale
Linienmethode, genau aus dem Sachverhalt den zu erwartenden Berechnungsaufwand prakti-
scher Probleme von vornherein zu minimieren. Bei beiden Ansätzen erfolgt eine getrennte Dis-
kretisierung (auch Semidiskretisierung genannt) von Ort und Zeit. Im Rahmen der vertikalen
Linienmethode, diese wird allgemein und im Folgenden nur als Linienmethode bezeichnet, wird
hierbei zuerst bzgl. des Ortes und danach in der Zeit diskretisiert. Bei der horizontalen Linien-
methode, diese wird allgemein und im Folgenden nur als Rothe-Methode bezeichnet, erfolgt die
Diskretisierung genau in der umgekehrten Reihenfolge. Demnach reduziert die Linienmethode
das Ausgangsproblem auf eine Folge von Anfangswert- und die Rothe-Methode dieses auf eine
Folge von speziellen, elliptischen Randwertproblemen, welche alle im Anschluss an die Diskreti-
sierung gelöst werden müssen. Für die Diskretisierung in der Zeit können bei beiden Varianten
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der Linienmethode prinzipiell alle Standardverfahren zur Lösung von parabolischen Differenti-
algleichungen eingesetzt werden [150]. Es gilt dabei jedoch, diverse Rahmenbedingungen zu be-
achten (Ansatzordnung des Verfahrens, Schrittweitenbedingung, Stabilität - siehe [126]), so dass
in der Praxis nur implizite Zeitschrittverfahren von zumeist höherer Ordnung eingesetzt werden.
Hierbei sind das Crank-Nicholsen-, die Klassen der Runge-Kutta- und der Adams-Verfahren als
die gebräuchlichsten zu nennen. Da der Fokus der vorliegenden Arbeit hauptsächlich auf der
räumlichen Diskretisierung liegt, wird hier auf die detaillierte Beschreibung der eben genannten
Verfahren verzichtet.
In der Praxis, insbesondere bzgl. der Lösung der Navier-Stokes-Gleichungen, wird hauptsäch-
lich die Rothe-Methode, besser gesagt eine spezielle Abwandlung dieser, angewendet. Der naive
Ansatz, die Impulsgleichung (Gleichung 2.3 - oben) direkt zu diskretisieren, führt zu einem al-
gebraischen Gleichungssystem, in welchem der Druck und gleichzeitig auch die Geschwindigkeit
direkt gekoppelt sind und somit auch die Anzahl der zu lösenden Unbekannten entsprechend hoch
ausfällt. Zusätzlich muss außerdem noch die Einhaltung der Nebenbedingung, die Divergenzfrei-
heit (Gleichung 2.3 - unten), erzwungen werden. Um den angedeuteten Berechnungsaufwand
abermals zu reduzieren, haben sich in der Vergangenheit die sogenannten Projektionsverfah-
ren [64, 123, 151] etabliert. Dieser in der Literatur auch als Splitting- bzw. Druck-Korrektur-
Verfahren bezeichnete Ansatz wurde von A. Chorin [34] entwickelt. Dementsprechend wird die
damals veröffentlichte, klassische Variante auch als „Chorinsches Projektionsverfahren“ bezeich-
net. Es sei hier jedoch darauf hingewiesen, dass die klassische Variante insbesondere an den
Rändern des Simulationsgebietes Probleme aufweist [123] und deshalb prinzipiell andere Vari-
anten eingesetzt werden sollten. Unabhängig davon, orientiert sich die im Folgenden dargelegte
Herleitung, aus Gründen der Übersichtlichkeit an der klassischen Variante.
Bei den Projektionsverfahren wird zunächst in einem ersten Teilschritt (Konvektions-Diffusions-
Schritt) die Impulsgleichung (2.3) unter Vernachlässigung des Drucktermes in der Zeit diskreti-
siert
u∗ − un△t = −(un ⋅ ∇)un + 1Reun + f n: (2.4)
Erst in einem zweiten Teilschritt wird auch der Druckterm berücksichtigt (Gleichung 2.5 - links)
un+1 = u∗ −△t∇pn+1 ⇔ un+1 − u∗△t = −∇pn+1: (2.5)
Nach entsprechender Umformung (siehe Gleichung 2.5 - rechts) wird deutlich, dass die beiden
Teilschritte (2.4 und 2.5) zusammengefasst einem herkömmlichen Zeitschritt entsprechen. Da in
Gleichung (2.5) weder die Geschwindigkeit noch der Druck zum Zeitpunkt (n+1) bekannt sind,
muss zunächst eine der beiden Größen eliminiert werden. Hierbei spielt die Nebenbedingung der
Divergenzfreiheit eine entscheidende und hilfreiche Rolle. Nach Anwendung des Nabla-Operators
(∇) auf Gleichung (2.5 - links) und unter Ausnutzung von ∇un+1 = 0 ergibt sich
pn+1 = 1△t∇ ⋅ u∗: (2.6)
In der sogenannten Druck-Poisson-Gleichung hängt der Druck pn+1 nur noch von der alten Ge-
schwindigkeit u∗ aus dem Zwischenzeitschritt ab und kann entsprechend berechnet werden. Wird
im Anschluss der berechnete Druck in die Gleichung (2.5 - links) eingesetzt, führt dies direkt zur
Geschwindigkeit im neuen Zeitschritt un+1. Dieser Schritt wird hierbei allgemein als Druck- und
Geschwindigkeitskorrektur bezeichnet.
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Zusammenfassend lässt sich sagen, dass sich die von der klassischen Variante abweichenden Pro-
jektionsmethoden hauptsächlich im Konvektions-Diffusions-Schritt und dem Druck- bzw. Ge-
schwindigkeitskorrekturschritt unterscheiden [123]. Insbesondere beim Konvektions-Diffusions-
Schritt gibt es eine Vielzahl von variablen Herangehensweisen, welche sich insbesondere bzgl.
der eingesetzten Methode zur zeitlichen Approximation und der Behandlung des nichtlinearen
Konvektionsterms (u ⋅ ∇)u unterscheiden. Aus Gründen der Übersicht wird an dieser Stelle auf
die vollständige räumliche Diskretisierung aller gezeigten Teilschritte verzichtet und diese erst
im nächsten Abschnitt, anhand einzelner generalisierter Modellgleichungen erläutert. Der inter-
essierte Leser findet jedoch in [35, 47] ausführliche Erläuterungen zur, auf Finite-Differenzen-
und Finite-Elemente-basierten, räumlichen Diskretisierung aller Komponenten der inkompressi-
blen Navier-Stokes-Gleichungen. Darüber hinaus bieten [125, 126] einen umfassenden Überblick
über die räumliche Diskretisierung partieller Differentialgleichung und deren Verwendung zur
numerischen Simulation von einer Vielzahl von physikalischen Problemen.
2.2.2 Allgemeine Reduktion auf Poisson- und Helmholtz-Gleichungen
Die im vorangegangenen Abschnitt eingeführte Projektionsmethode, welche einen Standardan-
satz zur Lösung der inkompressiblen Navier-Stokes-Gleichungen darstellt, führt unabhängig von
der gewählten Projektionsvariante am Ende immer auf ein System von elliptischen, partiellen
Differentialgleichungen. Konkret bedeutet das, dass bei Verwendung einer impliziten Methode
zur Zeitdiskretisierung im Konvektions-Diffusionsschritt (Gleichung 2.4) d-verschiedene (dimen-
sionsabhängig) Gleichungen der Art −u + u = f (2.7)
und bzgl. der Druck- bzw. Geschwindigkeitskorrektur (Gleichung 2.4) eine Gleichung der Art
−u = f (2.8)
im Raum zu diskretisieren und zu lösen sind. Die erste Gleichung wird hierbei allgemein als
Helmholtz-Gleichung [90] mit Helmholtz-Parameter  und die zweite als Poisson-Gleichung be-
zeichnet. Es gilt zu beachten, dass die Poisson-Gleichung eine spezielle Variation der Helmholtz-
Gleichung mit Helmholtz-Parameter  = 0 darstellt. Des Weiteren seien im Folgenden alle Varia-
tionen mit  < 0 von der Betrachtung ausgeschlossen, da die Helmholtz-Gleichung in diesem Fall
eine statische Form der Wellengleichung mit gänzlich anderen Eigenschaften repräsentiert. Durch
die Fokussierung auf die generelle Struktur der im Rahmen der Projektionsmethode erzeugten
elliptischen partiellen Differentialgleichungen (2.6) reduziert sich die eigentliche Lösungsaufgabe
auf die Diskretisierung und Lösung von maximal vier Helmholtz-Gleichungen mit  ≥ 0. Das
bedeutet auch, dass ein effizienter Lösungsansatz bzgl. der numerischen Simulationen für strö-
mende Fluide immer auch eine effiziente Methode zur Behandlung der auftretenden Helmholtz-
Gleichungen beinhalten muss.
Die Entwicklung solch einer hoch effizienten Methode ist das Ziel der vorliegenden Dissertation.
Dabei bietet die Fokussierung auf die Helmholtz-Gleichung zusätzlich den Vorteil, dass der im
Rahmen dieser Arbeit entwickelte Lösungsansatz auf eine Vielzahl von physikalischen Problemen
und nicht nur auf die numerische Strömungssimulation anwendbar ist. Im folgenden Abschnitt
wird abschließend dargelegt, welche Anforderungen eine Methode erfüllen muss, um korrekter-
weise zur Klasse der hocheffizienten Methoden zugeordnet zu werden. Auf Grund der bereits
ausführlich verdeutlichten Ausnahmestellung der direkten numerischen Strömungssimulation er-
folgt die Herleitung der Eigenschaften mit direktem Bezug zur direkten numerischen Simulation
der inkompressiblen Navier-Stokes-Gleichungen.
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2.3 Anforderungen an effiziente Lösungsverfahren
Die grundlegendste Anforderung, die ein Lösungsverfahren zur numerischen Abbildung eines
physikalischen Prozesses zu erfüllen hat, ist eine hinreichend große Genauigkeit, das heißt, die
erzeugte, approximierte Lösung sollte so wenig wie möglich von der tatsächlichen Lösung ab-
weichen. Die tatsächliche Abweichung zwischen einer real gemessenen und einer approximierten
Lösung beliebiger Modellgleichungen wird hierbei als Gesamtfehler (") bezeichnet. Dieser setzt
sich im Allgemeinen aus vier grundverschiedenen Komponenten (siehe [122]) zusammen, es gilt
" = "Messung + "Modell + "Randbedingung + "Numerik (2.9)
Hierbei ist offensichtlich, dass ein Fehler nahe Null (" → 0) das Maß der Dinge darstellt und
dass dies für den Gesamtfehler nur dann erreicht werden kann, wenn alle Fehlerkomponenten
ebenfalls gegen Null streben. Da die Erfassung der realen Messwerte in der Regel getrennt von
der numerischen Simulation erfolgt, wird der Messfehler "Messung zumeist und auch im Rahmen
dieser Dissertation nicht weiter berücksichtigt. Ebenfalls in dieser Arbeit unberücksichtigt bleibt
der durch die Behandlung möglicher Randbedingungen implizierte Fehler "Randbedingung. Der in-
teressierte Leser sei an dieser Stelle auf [122] verwiesen. Der Fehler "Modell spiegelt den Grad der
Abstraktion des Modellierungsansatzes wider. Hierbei gilt, je größer der Grad der Abstraktion,
desto größer ist auch der Modellfehler. Bezüglich der Simulation der inkompressiblen Navier-
Stokes-Gleichungen weist der RANS Ansatz den größten Grad der Approximation auf und führt
im Vergleich mit der LES und DNS zum größten Modellfehler. Der DNS Ansatz ist dement-
gegen als optimal anzusehen. Die letzte Komponente des Gesamtfehlers, der numerische Fehler
"Numerik, umfasst hauptsächlich Rundungs- und Abschneidefehler. Der dominanteste und somit
relevanteste Teil dieses Fehlers resultiert hierbei zumeist aus dem lokalen bzw. globalen Abschnei-
defehler, der bei der räumlichen Diskretisierung entsteht. Dieser Fehler hängt dabei maßgeblich
von der gewählten Gitterweite h ab und skaliert in Abhängigkeit des gewählten Lösungsansat-
zes mit " ∼ hc. Je höher die methodenabhängige Konstante c ausfällt, desto schneller wird die
gesuchte Lösung in der jeweils gewünschten Genauigkeit erreicht. Wobei schneller in diesem Fall
bedeutet, dass weniger Lösungsiterationen durchgeführt werden müssen und somit der gesamte
Lösungsprozess beschleunigt wird. Für Finite-Differenzen-Methoden liegt die Konstante c übli-
cherweise im sehr kleinen einstelligen Bereich. Für moderne Finite-Elemente-Methoden höherer
Ordnung, insbesondere für die Spektralelemente-Verfahren, gilt dementgegen " ∼ hp. Hierbei ent-
spricht p der gewählten Ansatzordnung, wobei für pWerte im hohen einstelligen Bereich durchaus
üblich und im niedrigen zweistelligen Bereich ohne Weiteres realisierbar sind. Diese exponentielle
Abhängigkeit des Fehlers birgt dabei den Vorteil, dass eine vorgegebene Genauigkeit bei Verwen-
dung von deutlich weniger Gitterpunkten bzw. Freiheitsgraden als bei Verwendung von Methoden
niederer Ordnung (z.B. die Finite-Differenzen-Methode) erreicht wird. Die Zahl der tatsächlich
benötigten Gitterpunkte ist dabei problemspezifisch und kann somit nicht generell angegeben
werden. Im Folgenden wird jedoch am Beispiel der direkten numerischen Strömungssimulation
dargelegt, welche Größenordnungen aktuell und in Zukunft zu erwarten sind.
Ausgehend von der dimensionslosen Formulierung der inkompressiblen Navier-Stokes-Gleichungen
(2.3) lässt sich die benötigte Anzahl an Gitterpunkten und damit auch der zu erwartende Be-
rechnungsaufwand sehr gut anhand der gewählten Reynoldszahl abschätzen. Hierfür bedarf es
jedoch zuerst des Verständnisses, welche Längen- und Zeitskalen bzgl. der angedachten Simu-
lation tatsächlich relevant sind und demnach auch numerisch abgebildet bzw. erfasst werden
müssen. Die größte Längenskala, die berücksichtigt werden muss, ist die sogenannte Integrale-
Längenskala (L), diese korreliert hierbei direkt mit der charakteristischen Länge und beträgt
zumeist ein einfaches Vielfaches L = CL0 dieser. Die kleinste Längenskala, die berücksichtigt
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werden muss, ist die sogenannte Kolmogorov-Längenskala (). Diese Skala resultiert direkt aus
der von Richardson (1922) postulierten Energiekaskade. Die Kaskadentheorie besagt hierbei, dass
eine beliebige turbulente Strömung aus räumlichen Strukturen verschiedener Größenordnung zu-
sammengesetzt ist. Diese Wirbelstrukturen sind dabei sehr instabil und zerbrechen jeweils in
immer kleinere Wirbelstrukturen (Eddies) bis zu dem Punkt, an dem sämtliche kinetische Ener-
gie (Bewegung) in thermische Energie (Wärme) umgewandelt wurde. Ab diesem Punkt entfällt
jedwede räumliche Korrelation der jeweils betrachteten Wirbelstruktur, so dass eine noch fei-
nere räumliche Auflösung keine zusätzliche Information mehr generieren würde. Somit ist an
diesem Punkt der vollständigen Umwandlung von kinetischer in thermische Energie die kleinste
Längenskala, die Kolmogorov-Skala, erreicht. Die Kolmogorovskala ist hierbei für jede turbulente




Die Größe  bezeichnet hierbei analog zu den Navier-Stokes-Gleichungen die kinematische Vis-
kosität und  die Dissipationsrate. Hierbei kann die Dissipationsrate mit  ≈ u30/L0 abgeschätzt
werden. Auch wenn einzelne Studien [156] gezeigt haben, dass die Annahme O() für die kleins-
te Längenskala als ausreichend angenommen werden kann, sollte die kleinste Gitterweite x für
hochauflösende DNS der Bedingung x ≤  genügen [3]. Werden beide betrachteten Längenska-
len in Relation gesetzt, zeigt sich folgende Abhängigkeit
L

≈ L0(3L0/u30)1/4 = (u0L0 )
3
4 = (ReL) 34 : (2.11)
ReL bezeichnet hierbei die auf die charakteristische Länge L0 bezogene Reynoldszahl. Eine erste,
grobe Übersicht zu alternativen Ausprägungen der Reynoldszahl, wie diese zum Beispiel im
Fall von Re (auf die Tylor-Skala bezogen) gegeben ist, findet sich beispielsweise in dem Werk
von Pope [122]. Die Gleichung (2.11) zeigt deutlich, je höher die Reynoldszahl gewählt wird,
desto größer fällt auch das Verhältnis der Skalen untereinander aus. Dementsprechend müssen
bei höheren Reynoldszahlen auch deutlich mehr Gitterpunkte für die räumliche Diskretisierung
verwendet werden, was wiederum direkt zu einer Erhöhung des Berechnungsaufwandes führt. Im
zweidimensionalen Anwendungsfall skaliert die Gesamtanzahl der benötigten Gitterpunkte mit
O(Re6/4L ) und im dreidimensionalen Fall mit O(Re9/4L ).
Ähnliche Abschätzungen existieren auch für die zeitliche Diskretisierung, hierbei beeinflussen vor
allem die Kolmogorov-Zeitskala (siehe [33]) mit
 = (

) 12 mit 0

≈ (L0/u0)(L0/u30) 12 = (
u0L0

) 12 = (ReL) 12 (2.12)











den, auf die zeitliche Diskretisierung zurückzuführenden, Berechnungsaufwand. Die bisher nicht
verwendete Größe k in Gleichung (2.13) bezeichnet die von der Geschwindigkeit abhängige tur-
bulente kinetische Energie der Strömung. Den Ausführungen von Pope [122] folgend, lässt sich
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R ReL N N
3 M N3M CPU Zeit
200 6.000 1.260 2,0 ⋅109 2,6 ⋅104 5;2 ⋅ 1013 52 Sekunden
400 24.000 3.360 3,8 ⋅1010 7,4 ⋅104 2;8 ⋅ 1015 47 Minuten
800 96.000 9.218 7,8 ⋅1011 2,1 ⋅105 1;6 ⋅ 1017 2 Tage
1600 192.000 25.600 1,6 ⋅1013 5,9 ⋅105 9;4 ⋅ 1018 108 Tage
Tabelle 2.1: Aus Pope [122] (Abschnitt 9.1.2) übernommene Übersicht zur Korrelation bzgl. der
Reynoldszahl, der Anzahl der Unbekannten N ,N3, der Anzahl der Zeitschritte M , der Anzahl
der Berechnungspunkte N3M und der benötigten Berechnungszeit bei Annahme eines Petaflop-
Systems (1015 Gleitkommaberechnungen pro Sekunde) und 1000 benötigten Gleitkommaberech-
nungen pro Berechnungspunkt.
daraufhin die Anzahl der ZeitschritteM mitM ≈ (Re)3/2 abschätzen. Die auszugsweise aus [122]
übernommene Tabelle 2.1 basiert auf den im Vorangegangenen hergeleiteten Abschätzungen und
zeigt beispielhaft anhand ausgewählter Reynoldszahlen, welche Größenordnungen hinsichtlich der
Gitterpunkt-und Zeitschrittanzahl als auch für die Berechnungszeit zu erwarten sind. Die Ab-
schätzung für die Berechnungszeit beruht hierbei auf der Annahme, dass für jeden Berechnungs-
punkt N3M jeweils 103 Berechnungen pro Zeitschritt benötigt werden. Anders als im Original
wurde die Peakperformance von einem Giga- auf ein Petaflop erhöht und somit an die Fähigkeiten
heutiger HPC-Systeme angepasst. Auch wenn die Berechnungszeit im Vergleich zur Originalta-
belle heute im Bereich des tatsächlich Machbaren liegt, zeigt sich dennoch, dass für praktisch
relevante Reynoldszahlen die Zahl der benötigten Gitterpunkte und damit auch die Zahl der zu
lösenden Unbekannten im Billionenbereich liegt. Das heißt, für die direkte numerische Simulati-
on der inkompressiblen Navier-Stokes-Gleichungen bzgl. praktisch relevanter Problemstellungen,
werden Lösungsansätze benötigt, die sehr effizient die aus der Helmholtz- und Poisson-Gleichung
abgeleiteten Gleichungssysteme mit mehr als einer Billionen Unbekannten lösen können.
Die direkte numerische Simulation praktisch relevanter Problemstellungen erfordert jedoch weit
mehr als nur die hinreichend genaue Auflösung aller Skalen. Insbesondere die detaillierte Erfas-
sung und Abbildung komplexer Geometrien und auch die variable Anpassung der Gitterstruktur
(Adaption) an räumliche und zeitliche Besonderheiten spielen eine ebenso große Rolle bei der
Lösungsfindung. Da jedoch jeder dieser Teilaspekte ein Forschungsfeld für sich darstellt, werden
diese im Rahmen der vorliegenden Arbeit nicht weiter ausgeführt. Dennoch sei darauf hingewie-
sen, dass während der Konzeption des in dieser Arbeit vorgestellten Lösungsansatzes immer auch
die Eignung hinsichtlich der flexiblen Handhabung komplexer Geometrien und der räumlichen
Adaption berücksichtigt wurde. Beleg dafür ist zum einen die verwendete, im folgenden Kapi-
tel näher erläuterte, räumliche Diskretisierung (Sprektralelemente-Methode - flexible Geometrie)
und die in Kombination mit den Octree-Verfahren [136] andiskutierte, native Erweiterung des
verwendeten Mehrgitteransatzes 3.3 (räumliche Adaption).
Der vorangegangene Teil des Abschnitts erweckt den Eindruck, dass Methoden höherer Ordnung
auf Grund des deutlich besseren, exponentiellen Konvergenzverhaltens per se den effizienteren
Lösungsansatz im Rahmen numerischer Simulationen darstellen. Dieser Eindruck täuscht, denn
auch wenn die Gesamtanzahl der Lösungsiterationen im Vergleich deutlich kleiner ausfällt, ist
der Berechnungsaufwand innerhalb einer dieser Iteration zumeist deutlich größer als bei den
Methoden niederer Ordnung, was wiederum in einer deutlich längeren Gesamtlaufzeit mündet.
Um hier einen fairen Vergleich durchführen zu können, bedarf es einer validen Metrik, welche im
Folgenden kurz erläutert wird.
Um unterschiedliche Algorithmen miteinander vergleichen zu können, ist es hilfreich, deren Res-
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sourcenbedarf zu ermitteln. Je nach Anforderung werden hierfür in der Praxis meist nur deren
Speicherbedarf oder die zur Lösung spezifischer Probleme benötigte Rechenzeit gemessen. Die
Messung dieser Werte ist dabei jedoch stark von der Güte der jeweiligen Implementierung ab-
hängig und für allgemeingültige Vergleiche ungeeignet. Deshalb wird in der vorliegenden Arbeit
zusätzlich die Anzahl der theoretisch benötigten Rechenschritte abgeschätzt. Diese, auch als Zeit-
komplexität bezeichnete Metrik, ist ein Maß für das Zeitverhalten eines beliebigen Algorithmus
unter Verwendung einer beliebig großen Eingabemenge und wird mit Hilfe des Landau-Symbols
O() [13] angegeben. Um Verwechslungen mit anderen Interpretationen zu vermeiden, wird diese
Art der Komplexität für den Rest der Arbeit als numerische Komplexität bezeichnet.
Im vorliegenden Anwendungsfall hängt die Eingabemenge des Algorithmus direkt von der Fein-
heit des zur Diskretisierung der Helmholtz-Gleichung [162] verwendeten Gitters und damit von
der Anzahl der Gitterpunkte N ab. Die bestmöglich erreichbare und damit optimale numerische
Komplexität ist die lineare Komplexität, das heißt, der Berechnungsaufwand wächst proportio-
nal zur Anzahl der Gitterpunkte und beträgt O(N). Um den tatsächlichen Berechnungsaufwand
zu bestimmen, müssen alle anfallenden Rechenoperationen, das heißt alle Additionen, Subtrak-
tionen, Multiplikationen und Divisionen, gezählt werden. Da heutzutage die, seit Beginn der
neunziger Jahre [110] weiterentwickelte, Technik der kombinierten Addition und Multiplikation
(Fused-Multiply-Add) nahezu in jeder CPU verwirklicht ist [124], reduziert sich die Menge der
zu betrachtenden Operationen auf die Anzahl der Multiplikationen und Divisionen.
Ist die numerische Komplexität eines konkreten Algorithmus initial bestimmt, bietet diese zum
einen die Möglichkeit des Vergleichs mit anderen Algorithmen und zusätzlich die Möglichkeit, die
Güte der jeweils vorliegenden Implementierung zu testen. Wird zum Beispiel die Eingabemenge
eines O(N) Algorithmus verdoppelt, darf sich die Laufzeit von dessen Implementierung ebenfalls
nur verdoppeln. Fällt die Änderung deutlich größer aus, ohne dass dabei die genutzte Speicher-
hierarchie überlastet wurde, ist dies ein eindeutiges Zeichen dafür, die getestete Implementierung
zu optimieren oder gar zu verwerfen.
Abschließend lässt sich sagen, dass ein Lösungsansatz nur dann wirklich effizient ist, wenn dieser
die in diesem Abschnitt diskutierten Eigenschaften besitzt: hohe Konvergenzgeschwindigkeit,
optimale numerische Komplexität, minimaler Speicherbedarf und eine hohe parallele Effizienz.
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In diesem Kapitel werden die grundlegenden Komponenten des in dieser Dissertation vorgestell-
ten Lösungsansatzes erörtert. Aufgrund der bereits sehr zahlreich zu den einzelnen Komponenten
vorhandenen Literatur beschränkt sich deren Darstellung auf den, für das eigentliche Verständ-
nis, wesentlichen Teil. Der folgende Abschnitt erläutert die zur räumlichen Diskretisierung der in
Kapitel 2 identifizierten Differentialgleichungen eingesetzte Spektralelemente-Methode. Danach
wird in Abschnitt 3.2 die, im Rahmen spektraler Methoden einsetzbare, statische Kondensation
vorgestellt. Abschließend wird in Abschnitt 3.3 das sogenannte geometrische Mehrgitterverfah-
ren, welches eines der effizientesten Verfahren zur Lösung linearer Gleichungssysteme darstellt,
eingeführt. Der Fokus liegt hierbei insbesondere auf dessen p-Version, da diese insbesondere für
die Anwendung von Spektralelemente-Methoden im Mehrgitterkontext geeignet ist.
3.1 Spektralelemente-Methode
Die in Kapitel 2 motivierten Anforderungen bzgl. der räumlichen Diskretisierung der strömungs-
mechanischen Gleichungen werden nicht von den etablierten Standardverfahren abgedeckt. We-
der die Finite-Differenzen-Methode (FDM) [63] noch die Finite-Elemente-Methode (FEM) [161]
erlauben eine hochgenaue Lösung der Modellgleichungen unter zeitgleicher Verwendung kom-
plexer Geometrien. Dieser Aspekt bildet die grundlegende Motivation für die Entwicklung der
Spektralelemente-Methode (SEM), in der sich die geometrische Flexibilität der FEM und die
Genauigkeit von Spektral-Methoden [25] vereinen.
Die Verwendung von orthogonalen Ansatzfunktionen (Spektral-Methode) in Kombination mit
einer auf finiten Elementen (FEM) basierenden Gebietszerlegung ermöglicht eine simultane h-
und p-Konvergenz. Das bedeutet, dass die Güte der numerischen Näherungslösung zeitgleich
durch Variation der Gitterfeinheit h und der Ansatzordnung p verbessert werden kann. Abge-
sehen von der spezifischen Wahl der Ansatzfunktionen entspricht dieser Ansatz exakt dem der
sogenannten, von Babuska et al. [10, 11, 12] entwickelten, hp-FEM-Methode. Aufbauend auf
dieser Analogie führten Karniadakis & Sherwin [90] die präzisere Bezeichnung der Spektral/hp-
Elemente-Methode ein. Dementsprechend handelt es sich bei der im Rahmen dieser Dissertation
verwendeten SEM um eine hp−FEM mit speziell gewählten Ansatz- und Testfunktionen.
Aufgrund der Vielzahl detaillierter Schilderungen der Funktionsweise der SEM wird in dieser
Arbeit auf eine wiederholte Darstellung aller Details verzichtet und stattdessen auf die Arbei-
ten von Karniadakis & Sherwin [90] als auch Fladrich [51] verwiesen. Erstere dient hierbei als
Kompendium sämtlicher theoretischer Grundlagen. Letztere liefert einen kompakten theoreti-
schen Überblick der Methode und belegt anhand eines umfassenden Überblicks (Abschnitt 1.4)
bestehender, weltweit eingesetzter Implementierungen (Deal II [8], UG-Toolbox [18], SEMTEX
[21], NEK5000 [49], Dune [22], SEAM [66], PRISM [70], NEKTAR [137]) deren Eignung in der
praktischen Nutzung.
Der NEK5000 Code ist hierbei von besonderem Interesse, da dessen Anwendung auf Systeme
mit hunderttausenden Prozessen ausgerichtet ist. Am konkreten Beispiel [91] einer Berechnung
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mit 7,1 Milliarden Gitterpunkten, konnte auf einem Blue Gene/P System [84] des Jülich Super-
computing Centers [85] eine starke Skalierung (engl. strong scaling) mit einer parallelen Effizienz
von ca. 71% erzielt werden. Die Berechnung wurde hierfür ausgehend von 32.786 auf 262.144
Rechenkerne skaliert. Dabei wurde die Problemgröße, anders als bei der schwachen Skalierung
(engl. weak scaling), nicht variiert. Für dieses beachtliche Ergebnis sind insbesondere die verwen-
dete, auf Hexaeder-Elementen basierende, Spektralelemente-Methode und das zur Lösung der in
jedem Zeitschritt auftretenden Poisson- bzw. Helmholtz-Gleichungen eingesetzte Lösungsverfah-
ren verantwortlich. Für letzteres wird ein vorkonditioniertes Konjugierte-Gradienten-Verfahren
[138] eingesetzt, wobei ein hocheffizientes Mehrgitterverfahren mit „overlapping Schwarz“ Glätter
zur Vorkondensation verwendet wird. Dieser von Lottes & Fischer [101] entwickelte Ansatz dient
der vorliegenden Arbeit als Referenz und wird im Kapitel 4 und in der Zusammenfassung der
Ergebnisse (Abschnitt 6.3.3) mit dem eigens entwickelten Ansatz verglichen.
Im folgenden Abschnitt werden die für das allgemeine Verständnis notwendigen Grundlagen als
auch die Anwendung der SEM auf die Helmholtz- bzw. Poisson-Gleichung erläutert. Die Herlei-
tung erfolgt hierbei so weit nicht anders angegeben im eindimensionalen Raum. Im Anschluss
werden in Abschnitt 3.1.2 die bei der Diskretisierung dieser Gleichungen eingesetzten Test- und
Ansatzfunktionen spezifiziert und abschließend die Struktur des somit erzeugten linearen Glei-
chungssystems analysiert.
3.1.1 Grundlagen








= 0 mit x ∈ 
; (3.1)
durch eine hinreichend genaue Approximation der Form
u(x; t) = u0(x; t) + N∑
i=1 u^i(t)i(x) (3.2)
zu ersetzen. Hierbei bezeichnet i(x) die sogenannten Ansatzfunktionen und u^i(t) die N un-
bekannten, auch Freiheitsgrade genannten Ansatzkoeffizienten. Der Term u0(x; t) erlaubt die
Behandlung möglicher bestehender Anfangs- bzw. Randbedingungen. Da bereits in Abschnitt
2 darauf hingewiesen wurde, dass die Zeitdiskretisierung der Modellgleichungen keinen Schwer-
punkt dieser Arbeit darstellt, wird das bisher geschilderte Modellproblem als zeitunabhängig
bzw. stationär angesehen. Somit ergibt sich für die Gleichung (3.2) die folgende Darstellung
u(x) = u0(x) + N∑
i=1 u^ii(x): (3.3)
Eingesetzt in Gleichung (3.1), die Abhängigkeit von x sei hier vernachlässigt, ergibt dies
L(u) ≠ 0; (3.4)
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Testfunktion Methodenbezeichnung
vj(x) = (x − xj) Kollokation [48]
vj(x) = ⎧⎪⎪⎨⎪⎪⎩1 inside 
0 outside 
 Finite-Volumen-Methode (FVM) [46]
vj(x) = @R@uj Methode der kleinsten Quadrate [23]
vj(x) = xj Momentenmethode [48]
vj(x) = j Galerkin (Bubnov-Galerkin) [52, 90]
vj(x) =  i(≠ j) Petrov-Galerkin [52, 90]
Tabelle 3.1: Aus Karniadakis & Sherwin [90] (Abschnitt 2.1) übernommene Übersicht der in
der Methode der gewichteten Residuen verwendeten Testfunktionen und deren Benennung.
so dass
L(u) != R(u): (3.5)
R bezeichnet hierbei das von Null verschiedene Residuum. Da es nicht möglich ist, die Koeffizien-
ten u^i in Gleichung (3.3) eindeutig zu bestimmen, bedarf es eines Ansatzes, welcher ein Optimum
unter den bestehenden Möglichkeiten identifiziert. Hierbei kommt die sogenannte „Methode der
gewichteten Residuen“ [48] zum Einsatz. Das Ziel dieser Methode ist es, anstatt des Residuums





 = (vj ;R) = 0 ∀j = 1; : : : ;N (3.6)
auf Null zu setzen. Die Verwendung der Gewichts- bzw. Testfunktionen vj(x) ermöglicht die
Überführung der Gleichung (3.6) in ein lineares Gleichungssystem der Art
Hu^ = f (3.7)
und ermöglicht somit die Berechnung der Koeffizienten ui. Abhängig von der geeigneten Wahl
der Test- und der in Abschnitt (3.2) näher beschriebenen Ansatzfunktionen konvergiert das Re-
siduum gegen Null und damit u gegen die exakte Lösung. In der einschlägigen Literatur werden
mehrere Varianten dieser Methode aufgeführt, diese werden dabei anhand der jeweils eingesetz-
ten Testfunktion vj unterschieden. Die von Karniadakis & Sherwin [90] übernommene Tabelle
3.1 bietet eine kompakte Übersicht bzgl. der am häufigsten verwendeten Variationen. Im Rah-
men dieser Dissertation wird einzig das Galerkin-Verfahren angewendet, d.h. die Testfunktionen





 = 0 ∀j = 1; : : : ;N: (3.8)
In der bisherigen Darstellung (3.8) sind die approximierte Lösung und die zu wählenden Ansatz-
funktionen global in 
 definiert. Das verhindert jedoch die Behandlung komplexer Geometrien
oder aber die Verwendung einer lokal variierenden Approximationsgenauigkeit, wie diese etwa
bei der Simulation von Erstarrungsfronten sinnvoll ist. Um dem entgegenzuwirken, wird das
Rechengebiet 
 analog zur Finite-Elemente-Methode in kleinere Elemente 
e unterteilt, es gilt
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(a) 2D Gitterelemente (b) 3D Gitterelemente
Abbildung 3.1: Darstellung der verwendeten Gitterelemente. Im zweidimensionalen Anwen-







e = ∅ und Ne = nde : (3.9)
Hierbei bezeichnet Ne die Gesamtanzahl der verwendeten Elemente und ne die Elemente die
jeweils pro Raumrichtung im d-dimensionalen Raum verwendet werden. Die tatsächliche Anzahl
Ne und Form der Teilelemente 
e wird hierbei über ein sogenanntes Gitter, dessen Gitterpunkte
die Ränder der einzelnen Elemente begrenzen, definiert. Dabei besitzt die Verteilung der Gitter-
punkte einen großen Einfluss auf die Güte der Approximation selbst. Die Wahl eines effizienten
und effektiven Gitters beruht auf einer Vielzahl von Abwägungen, die etwa dessen Dimensio-
nalität, Topologie oder Veränderlichkeit betreffen, und stellt somit bereits für sich allein eine
äußerst komplexe Aufgabe dar, welche im Rahmen dieser Arbeit nicht im Detail erläutert wird.
Der interessierte Leser findet jedoch in [134] einen allgemeinen Überblick zur Thematik. Abbil-
dung 3.1 skizziert die in dieser Arbeit im zwei- (links) bzw. dreidimensionalen Anwendungsfall
(rechts) verwendeten Gitter. Es handelt sich jeweils um ein strukturiertes, nicht adaptives, kar-
tesisches Gitter, dessen Elemente Rechtecke (2D) oder Hexaeder (3D) sind. Ausschlaggebend
für die Wahl dieses Gittertyps ist die hohe zu erwartende Performance der zugrunde liegenden
Berechnungen (Kompaktheit der Operatoren), deren native Parallelisierbarkeit und deren ein-
fache Handhabbarkeit, welche besonders bei der Entwicklung einer neuen Methode eine große
Relevanz besitzt. Die Einschränkung auf einen nicht adaptiven Gitteransatz resultiert hierbei
allein aus der begrenzt zur Verfügung stehenden Bearbeitungszeit und nicht aus der Methode
selbst. Insbesondere durch die Verwendung des später in Abschnitt 3.3 beschriebenen Mehrgit-
teransatzes ist die in dieser Arbeit entwickelte Lösungsmethode bereits auf die Erweiterung bzgl.
adaptiver Ansätze ausgelegt. Für die tatsächliche Realisierung der Adaption eignet sich besonders
das Octree-Verfahren [136], da dieses bereits sehr effizient in Verbindung mit Spektralelemente
basierten Mehrgittermethoden eingesetzt wird.
Unter Vernachlässigung des Terms u0(x) in Gleichung (3.2), welcher die Einhaltung bestehender
Dirichlet-Randbedingungen sicherstellt, ergibt sich die auf den lokalen Beiträgen der Elemente
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Hierbei bezeichnet er die im jeweiligen Element verwendeten Ansatzfunktionen und pe deren
Ansatzordnung. Durch die Einführung des Standardelementes

st = {∣ − 1 ≤  ≤ 1} (3.11)
und der Forderung, dass alle Ansatzfunktionen unabhängig vom gewählten Element die gleiche




r=0 u^err(e(x)) mit e(x) = 2( x − xe−1/2xe+1/2 − xe−1/2) − 1: (3.12)
Die Abbildung e(x) entspricht hierbei einer linearen Koordinatentransformation der lokalen
Elementkoordinate x auf die Standardelementkoordinate . Somit hat diese Darstellung den
Vorteil, dass alle verwendeten Ansatzfunktionen allein auf dem Standardintervall beschrieben
werden müssen. Anwendung von Gleichung (3.12) auf Gleichung (3.8) liefert die Standardelement-












st = 0: (3.13)
Dieses Problem kann unter Verwendung des sogenannten Assemblierungsoperators A, analog
zum Vorgehen auf dem globalen Gitter, in ein lineares Gleichungssystem der Art
AHeu^e = Afe (3.14)
überführt werden. Eine Auswertung des auf lokalen Elementbeiträgen basierenden Gleichungs-
systems (3.14) benötigt hierbei im d-dimensionalen Anwendungsfall O(Nep2d) Rechenoperatio-
nen. Die Auswertung auf Basis der globalen Formulierung (3.7) benötigt hingegen O(Nde p2d)
Operationen. Damit ergibt sich eine deutliche Reduktion des Rechenaufwandes, welche mehrere
Größenordnungen umfasst.
3.1.2 Gewählte Ansatzfunktionen und Stützstellen
Typischerweise werden im Rahmen der Galerkin-Approximation polynomiale Ansatzfunktionen
verwendet. Die verbreitetsten Ansätze sind Monome, Legendre- und Lagrange-Polynome de-
ren Eigenschaften bereits hinreichend oft in der einschlägigen Literatur beschrieben sind [1]. Es
sei darauf hingewiesen, dass bei identischer Ansatzordnung p, unabhängig vom gewählten Po-
lynomsatz, immer die gleiche Approximationslösung u(x) erzeugt wird. Dies folgt direkt aus
der Eindeutigkeit der Galerkin-Approximation (siehe [90], Abschnitt 2.2.4). Einzig die den un-
terschiedlichen Basen zugehörigen Eigenschaften, wie etwa Othogonalität, Handhabbarkeit und
Kondition des resultierenden algebraischen Systems, rechtfertigen den bevorzugten Einsatz be-
stimmter Polynombasen.
In der vorliegenden Arbeit werden ausschließlich Lagrange-Polynome als Ansatzfunktionen ver-
wendet. Im Folgenden werden zunächst deren grundlegende Eigenschaften im eindimensionalen
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(a) Lagrange-Polynome, konstruiert auf
äquidistanten Stützstellen
(b) Lagrange-Polynome, konstruiert auf
Gauss-Legendre-Lobatto Quadraturpunkten
Abbildung 3.2: Darstellung verschiedener Lagrange-Polynome (∗) vom Grad p = 4 über dem
Standardintervall I = [−1;1]. Einzig die GLL-basierten Lagrange-Polynome (rechts) werden zur
Erzeugung der benötigten Ansatzfunktion (∗) eingesetzt.
Anwendungsfall beschrieben. Die dimensionsunabhängige Gültigkeit dieser Eigenschaften wird
später am Ende dieses Abschnitts in Verbindung mit dem dort beschriebenen Tensorproduktan-
satz verdeutlicht. Für beliebige Lagrange-Polynome gilt
r
!= r = p∏
s=0; s≠r ( x − xsxr − xs): (3.15)
Gemäß dieser Definition wird jede Lagrange-Basis durch die Wahl von p + 1 beliebigen Stütz-
stellen eindeutig definiert. Jede Basis besteht somit aus (p + 1) Polynomen, deren Ansatzord-
nung bzw. Polynomgrad p ist. Abbildung 3.2 zeigt zwei Beispiele für auf dem StandardintervallI = [−1;1] definierte Lagrange-Polynome vom Grad p = 4. Die Gestalt und damit einhergehend
die numerische Qualität der einzelnen Polynome hängen hierbei maßgeblich von den bei deren
Konstruktion verwendeten Stützstellen xr ab. Die Stützstellen der links abgebildeten Polynome
entsprechen einer äquidistanten und die der rechts abgebildeten Polynome einer zu den Gauss-
Legendre-Lobatto-Quadraturpunkten (GLL) identischen Verteilung. Die erstgenannte Verteilung
führt hierbei zu Polynomen, die am Rand des Gebietes zum Überschwingen neigen. Dieser Effekt
verstärkt sich mit steigendem Polynomgrad erheblich, was sich wiederum nachteilig auf die Ap-
proximationseigenschaften bei der Verwendung als Ansatzfunktion auswirkt. Im Gegensatz dazu,
sind die in 3.2b gezeigten Lagrange-GLL-Polynome, unabhängig vom gewählten Polynomgrad,
über dem Standardintervall beschränkt [45]. Das wiederum garantiert eine hinreichend gute Kon-
dition des aus deren Anwendung resultierenden algebraischen Systems (Gleichung 3.7 bzw. 3.14).
Eine weitere nützliche Eigenschaft der Lagrange-Polynome lässt sich direkt aus deren Definition
(3.15) ableiten. Werden die Stützstellen selbst in die Definition eingesetzt,
r(xr) = p∏
s=0; s≠r (xr − xsxr − xs) = 1
r(xs^) = xs^ − xs^
xr − xs r∏s=0; s≠r;s^(xs^ − xrxr − xs) = 0;
(3.16)
folgt daraus direkt die sogenannte Interpolationseigenschaft der Lagrange-Basis
r(xs) = rs: (3.17)
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r=0 u^rrs = u^s; (3.18)
ergibt sich die Äquivalenz der Ansatzkoeffizienten u^ und der approximierten Lösung u an den
Stützstellen (engl. nodes) xs. Ansatzfunktionen, die die Interpolationseigenschaft besitzen, wer-
den, der englischen Bezeichnung folgend, allgemein als nodale, und Funktionen, denen diese
Eigenschaft fehlt, als modale Basis bezeichnet. Sofern Funktionswerte der Näherungslösung an
bestimmten Stellen im Element benötigt werden (siehe Gleichung (3.27)), besitzen nodale Basen
gegenüber den modalen Basen einen deutlichen, teilweise mehrere Größenordnungen umfassenden
Vorteil bzgl. der benötigten Anzahl an Rechenoperationen.
Ein weiteres Resultat der Interpolationseigenschaft ist die optimale Rand-/Innentrennung der
Lagrange-Polynome. Das heißt, es existiert am Rand des Standardelementes jeweils nur eine
Lagrange-Funktion, die nicht den Wert Null besitzt (siehe Abbildung 3.2 bei  = −1 bzw.  = 1).
Somit sind benachbarte Elemente untereinander nur über einen, den direkt auf dem Rand de-
finierten, Ansatzkoeffizienten gekoppelt. Abhängig von der betrachteten Raumdimension erhöht
sich dessen Vielfachheit auf maximal 2d Koeffizienten. Dieser Wert hängt dabei von der betrach-
teten Kontaktregion (Ecke, Kante, Fläche) ab. Aufgrund dieser minimalen Verschränkung ist
die Assemblierung der Elementoperatoren in Gleichung (3.14) mit minimalem Aufwand bzgl.
Logistik und Berechnung durchführbar.
Trotz der vielen Vorteile der gewählten Lagrange-GLL-Polynome sei hier auch deren offensicht-
licher Nachteil erwähnt. Anders als dies bei den Monomen bzw. Legendre-Polynomen der Fall
ist, gehören die Lagrange-Polynome nicht zu den hierarchischen Polynombasen. Das bedeutet,
sobald sich der benötigte Polynomgrad ändert, müssen alle Polynome und somit auch die auf
diesen aufbauenden Operatoren (He) neu berechnet werden. Da das im Rahmen dieser Arbeit be-
schriebene Verfahren nur eine sehr begrenzte Anzahl unterschiedlicher Ansatzordnungen benötigt
(siehe Abschnitt 4.2), reduziert sich der beschriebene Mehraufwand jedoch auf ein Minimum. Zu-
sätzlich ist festzustellen, dass alle notwendigen Berechnungen im Präprozessing stattfinden und
diese somit auf die Dauer der eigentlichen Berechnung keinen Einfluss haben.
Bezüglich der Anwendung der bisher beschriebenen Lagrange-Polynome auf zwei bzw. drei Raum-
dimensionen wird der sogenannte Tensorproduktansatz [102] verwendet. Es sei {i()}pii=0 eine
GLL-Lagrange-Polynombasis der Ordnung pi auf dem Standardintervall I. Dann ist
{ q(; )} = {i()j()} (3.19)
eine daraus generierte Tensorproduktbasis im Standardviereck I2 bzw.
{ q(; ; )} = {i()j()k()} (3.20)
eine Tensorproduktbasis im Standardhexaeder I3. Ohne Bedingung der Allgemeinheit wird im
Folgenden für alle Polynome die gleiche Ansatzordnung p vorausgesetzt. Abbildung 3.3 (rechts)
zeigt jeweils ein zweidimensionales Tensorprodukt der Form  = 0()p/2() für die Ansatzord-
nung p = 4 (Abbildung 3.3b) und p = 8 (Abbildung 3.3d). Die farbig markierten Pfade entspre-
chen dabei exakt der Form der jeweils links dargestellten eindimensionalen Polynome 0 (rot)
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(a) 1D GLL-Polynombasis, p = 4 (b) 2D GLL-Polynom  (; ) = 0()2(), p = 4
(c) 1D GLL-Polynombasis, p = 8 (d) 2D GLL-Polynom  = 04, p = 8
Abbildung 3.3: Gegenüberstellung eindimensionaler GLL-Polynombasen (links) der Ansatz-
ordnung p = 4 (a) bzw. p = 8 (c) mit einer jeweils aus diesen gebildeten zweidimensionalen
Tensorproduktbasis (rechts). Aus Gründen der Übersicht ist jeweils nur das Polynom  = 0p/2
dargestellt. Die farbig markierten Pfade entsprechen exakt der eindimensionalen Darstellung. Die
Konstruktion dreidimensionaler Polynome erfolgt analog zum zweidimensionalen Fall.
und p/2 (blau). Wird die Tensorprodukt-Darstellung aus Gleichung (3.19) bzw. (3.20) auf Glei-
chung (3.12) angewendet, ergibt dies die approximierte Lösung u(x; y) für den zwei-






bzw. u(x; y; z) für den dreidimensionalen Anwendungsfall








Diese Art der mehrdimensionalen Approximation besitzt zwei entscheidende Vorteile. Zum einen
reduziert sich die Anzahl der für die Bereitstellung der Approximation benötigten Rechenopera-
tionen im zweidimensionalen von p4 auf p3 bzw. von p6 auf p4 im dreidimensionalen Anwendungs-
fall. Zum anderen besteht so die Möglichkeit, den Helmholtz-Operator, allein unter Zuhilfenahme
von eindimensionalen Komponenten, effizient zu faktorisieren. Die hierbei eingesetzte Technik der
Summenfaktorisierung wurde erstmals von Orszag [115] angewandt und ist maßgeblich für die
hohe Effizienz der SEM verantwortlich [90].
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3.1.3 Struktur des linearen Operators
Die Anwendung der SEM auf die im Kapitel 2 als essentiell dargestellte Helmholtz-Gleichung
−∇2u + u = f (3.21)
mit  ≥ 0 (der Fall  < 0 sei explizit ausgeschlossen) führt unter Verwendung von Rechteck- (2D)
bzw. Hexaeder-Elementen (3D) zu folgendem linearen Gleichungssystem [41, 90]
Hu = f : (3.22)
In dieser Gleichung repräsentiert u die gesuchte Lösung und f die rechte Seite. Der sogenannte
Helmholtz-Operator H entspricht der Summe aus Steifigkeitsmatrix L und der mit  multipli-
zierten Massenmatrix M ,
H = L + M : (3.23)
Da die Steifigkeits- und die Massenmatrix jeweils aus einzelnen Elementmatrizen zusammenge-
setzt (assembliert) sind, lässt sich Gleichung (3.23) wie folgt umformen
H = AHe = A(Le + Me): (3.24)
Hierbei bezeichnet A den sogenannten Assemblierungsoperator. Wird zusätzlich die Tensorpro-
duktstruktur der verwendeten Basisfunktionen (Abschnitt 3.1.1) ausgenutzt, können die ein-
zelnen Elementmatrizen faktorisiert und somit in deren eindimensionale Komponenten zerlegt
werden. Gleichung (3.25) zeigt das Ergebnis für den zweidimensionalen
L2De = Ly ⊗Mx +My ⊗Lx; M2De =My ⊗Mx; (3.25)
und Gleichung (3.26) das Ergebnis für den dreidimensionalen Anwendungsfall
L3De = Lz ⊗My ⊗Mx +Mz ⊗Ly ⊗Mx +Mz ⊗My ⊗Lx; M3De =Mz ⊗My ⊗Mx: (3.26)
Die Matrizen Lx;y;z sowie Mx;y;z repräsentieren in beiden Gleichungen die jeweils eindimen-
sionalen Steifigkeits- und Massematrizen, welche über einzelne Tensorprodukte ⊗ miteinander
verknüpft sind. Der Inhalt und die Struktur der Masse- als auch Steifigkeitsmatrix hängt hierbei
direkt von den tatsächlich eingesetzten Ansatzfunktionen (Abschnitt 3.1.2) ab. Sofern Ansatz-
ordnung und Elementgröße (e) für alle Raumrichtungen identisch gewählt werden, gilt
Lx;y;z = L() mit Lij;() = Ce 1∫−1 ′i′j d = Ce
p∑
q=0wq′i(q)′j(q)
Mx;y;z =M() mit Mij;() = 1
Ce
1∫−1 ij d = wiijCe :
(3.27)
24
3 Basiskomponenten des entwickelten Verfahrens
Die Konstante Ce repräsentiert hierbei eine von der jeweiligen Elementgröße abhängige In-
tegrationskonstante und wi;q die von der eingesetzten numerischen Quadratur abhängigen In-
tegrationsgewichte. Im Rahmen der vorliegenden Arbeit wird die sogenannte „Gauss-Lobatto“-
Quadratur [44] eingesetzt. Bei dieser Art der Quadratur entsprechen die Quadraturpunkte exakt
den bei der Konstruktion der Ansatzfunktionen verwendeten Stützstellen.
Werden die Gleichungen (3.25, 3.26) jeweils in Gleichung (3.24) eingesetzt, ergibt sich für den
elementaren Helmholtz-Operator He die folgende dimensionsabhängige Gestalt:
H2De = Ly ⊗Mx +My ⊗Lx + My ⊗Mx
H3De = Lz ⊗My ⊗Mx +Mz ⊗Ly ⊗Mx +Mz ⊗My ⊗Lx +Mz ⊗My ⊗Mx (3.28)
Erst diese, bzgl. der im Rahmen dieser Arbeit gewählten SEM, inhärente Struktur des Helmholtz-
Operators, ermöglicht eine effiziente Anwendung der statischen Kondensation, welche im folgen-
den Abschnitt näher beschrieben wird.
3.2 Statische Kondensation
Das lineare Gleichungssystem in Gleichung (3.22) kann mit einer Vielzahl von Standardmetho-
den [104], wie etwa dem Konjugierte-Gradienten-Verfahren, gelöst werden. Es lassen sich jedoch
deutlich robustere Lösungsmethoden konstruieren, wenn vorher die spezifische Struktur des Sys-
tems ausgenutzt wird. Aufgrund des elliptischen Charakters dieses Gleichungssystems ist die
Lösung im Inneren bereits durch Kenntnis der Lösung auf den Elementrändern eindeutig de-
finiert. Durch den Einsatz nodaler Basen besteht somit die Möglichkeit, die mit den inneren
Knoten korrespondierenden Koeffizienten und damit die Lösung selbst, lokal, anhand der Lösung
auf dem umgrenzenden Elementrand zu berechnen. Diese Isolation (Rand-Innen-Trennung) der
inneren Koeffizienten eines jeden Elementes ebnet den Weg für die Anwendung der statischen
Kondensation (SC), welche eine spezielle Variante des Schurkomplementes darstellt [90].
Der vorausgehenden Überlegung folgend, lässt sich der globale Lösungsvektor u in die Mengen
uB (Unbekannte auf den Elementrändern) und uI (Unbekannte im Inneren der Elemente) zerle-








Umformung der zweiten Zeile dieses Systems nach uI ergibt
uI =H−1II (fI −HIBuB); (3.30)
wobei H−1II eine aus individuellen Elementbeiträgen zusammengesetzte blockdiagonale Matrix
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Abbildung 3.4: Illustration der Rand-Innen-Trennung für eine Gauss-Lobatto-Legendre-Basis
der Ordnung 4 im zweidimensionalen Anwendungsfall (dreidimensionaler Fall analog). Volle Krei-
se repräsentieren die Knoten auf den Elementrändern und leere Kreise die inneren Knoten.
Einsetzen von Gleichung (3.30) in Gleichung (3.29) ergibt das, von allen inneren Koeffizienten
entkoppelte, auf die Randlösung reduzierte System
(HBB −HBIH−1II HIB)uB = fB −HBIH−1II fI : (3.32)
Die oben aufgeführte Gleichung (3.32) wird im weiteren Verlauf der Arbeit als das kondensierte
System bezeichnet und der Vereinfachung halber in folgender Form verwendet
H^u^ = f^ : (3.33)
Hierbei bezeichnen H^ den kondensierten Helmholtz-Operator bzw. das Schurkomplement, f^ die
kondensierte rechte Seite und u^ entspricht den Unbekannten auf den Elementrändern. Der direkte
Vorteil der statischen Kondensation beruht auf der Reduktion der Unbekannten um den Faktor p.
Außerdem kann gezeigt werden, dass die Konditionszahl des kondensierten Helmholtz-Operators
H^ nicht größer als die des vollen Systems sein kann [139]. Darüber hinaus belegen theoretische
Abschätzungen [31] und numerische Experimente [90], dass die Konditionszahl von H^ nur linear
mit p wächst. Im Gegensatz dazu skaliert die Kondition von H mit p3.
Der konkrete Nutzen der statischen Kondensation hängt davon ab, ob eine effiziente Methode
zur Berechnung des Schurkomplementes eingesetzt werden kann. Eine detaillierte Analyse der
Gleichungen (3.31, 3.32) offenbart, dass der inverse Elementoperator H−1II die am aufwendigs-
ten zu berechnende Komponente des reduzierten Systems darstellt. Für die im vorliegenden Fall
betrachteten regulären Gitter ist dieser Operator jedoch für jedes Element identisch und muss
somit nur ein einziges Mal berechnet werden. Des Weiteren erlaubt die Struktur des H−1II Opera-
tors wiederum die Anwendung der schnellen Diagonalisierung nach Couzy & Deville [39]. Diese
Technik ermöglicht die Berechnung der Inversen in O(p4) bzw. O(p6) Rechenschritten, wenn
zwei bzw. drei Raumdimensionen berücksichtigt werden.
3.3 Geometrisches Mehrgitterverfahren
Unabhängig davon, ob strukturausnutzende Ansätze, wie etwa die im vorherigen Kapitel be-
schriebene statische Kondensation, genutzt werden oder nicht, wird für die Lösung der, nach
Anwendung der SEM auf die Helmholtz-Gleichung erzeugten, linearen Gleichungssysteme (3.22,
3.33) ein effizientes Verfahren benötigt. Die Effizienz des hierbei eingesetzten Lösungsverfahrens
wird dabei maßgeblich durch dessen numerische Komplexität und die jeweils zur Lösungsfindung
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Lösungsverfahren Komplexität #Iterationen
Gauss Elimination [62] O(N3) 1
Jacobi Iteration [104] O(N2) ≫ 1
Gauss-Seidel Iteration [104] O(N2) ≫ 1
Gauss Elimination (Bandmatrizen) [24] O(N2) 1
Konjugierte-Gradienten (CG) [72] O(N 32 ) ≫ 1
Schnelle Fourier-Transformation (FFT) [38] O(N logN) 1
Mehrgitterverfahren (MG) [28, 65] O(N) >1
Vollständige-Reduktion [132] O(N) 1
Tabelle 3.2: An Trottenberg et al. [146] orientierte Gegenüberstellung der numerischen Kom-
plexität bzw. der zur Lösungsfindung benötigten Iterationszahl gebräuchlicher Gleichungslöser.
Hierbei bezeichnet N die Anzahl der Unbekannten im Gleichungssystem. Alle Verfahren mit
Iterationszahl gleich Eins sind den direkten und alle anderen den iterativen Lösungsverfahren
zugehörig. Es ist zu beachten, dass insbesondere die schnelle Fourier-Transformation und die
totale Reduktion nur für eine sehr spezielle und somit sehr eingeschränkte Menge von Problemen
eingesetzt werden können.
benötigte Iterationszahl bestimmt. Tabelle (3.2) listet diese beiden Eigenschaften für die ge-
bräuchlichsten Lösungsverfahren auf. Es zeigt sich, dass allein die zwei letztgenannten Verfahren
eine optimale Komplexität erreichen. Dabei benötigt die Vollständige-Reduktion im Gegensatz
zum Mehrgitterverfahren nur eine Iteration zur Lösungsfindung, ist jedoch zusammen mit der
schnellen Fourier-Transformation nur für eine sehr spezielle und somit sehr eingeschränkte Menge
von Problemen einsetzbar. Somit bietet allein das Mehrgitterverfahren (MG) die Möglichkeit, va-
riierende Problemstellungen [146] mit minimalem Aufwand zu lösen. Da das Verfahren aufgrund
seiner Robustheit gegenüber Gitterverfeinerungen eine konstante von N unabhängige Iterations-
zahl im einstelligen bzw. kleinen zweistelligen Bereich aufweist, ist auch dieser Mehraufwand im
Vergleich zur totalen Reduktion vertretbar. Im Folgenden wird die Grundidee des Mehrgitteran-
satzes, ausgehend von einem allgemeinen iterativen Prozess, erläutert.
Jedes iterative Lösungsverfahren (siehe Verfahren 2, 3, 5 und 7 in Tabelle 3.2) nähert sich mit
steigender Iterationszahl der gesuchten, auch als exakt bezeichneten, Lösung u∗ an. Ausgehend
von der jeweils berechneten Näherungslösung ~u bedeutet dies, dass der Lösungsfehler
e = ~u − u∗ (3.34)
mit jeder weiteren Iteration verringert wird. Ausgehend von einem hochfrequenten zufallsverteil-
ten Initialfehler lässt sich bei einem Teil der eingesetzten Iterationsverfahren folgende Entwick-
lung beobachten. Bei klassischen Verfahren (z.B. Jacobi, Gauss-Seidel) wird der Fehler bereits
nach wenigen Iterationen sehr glatt, wobei sich jedoch dessen Betrag nur sehr langsam ver-
ringert. Lösungsverfahren, die diese Art von Einfluss auf den Lösungsfehler besitzen, werden
dementsprechend auch als Glätter bezeichnet und bilden eines der zwei maßgeblichen Prinzipi-
en des Mehrgitteransatzes. Das zweite, auch als Grobgitterkorrektur bekannte, Prinzip beruht
auf dem Sachverhalt, dass eine hinreichend glatte Fehlerverteilung ohne einen nennenswerten
Informationsverlust von einem Gitter mit einer feinen Auflösung auf ein Gitter mit einer gröbe-
ren Auflösung transformiert werden kann. Dies hat den Vorteil, dass, nachdem eine hinreichend
glatte Approximation der Lösung erzeugt wurde, diese auf ein gröberes Gitter mit bedeutend
weniger Unbekannten transformiert und der Lösungsprozess mit deutlich geringerem Aufwand
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Abbildung 3.5: Schematische Darstellung der h- (links) bzw. der p-Verfeinerung/Vergröberung
(rechts) angewendet auf ein aus vier Spektralelementen der Ordnung p = 4 bestehendes Gitter
(mitte). Es sei zu beachten, dass die Elementanzahl e in der Praxis weit aus höher ist und
insbesondere eh ≫ ep gilt.
fortgesetzt werden kann. Für den eigentlichen Lösungsprozess auf dem groben Gitter ist der
Glätter gänzlich ungeeignet und es muss ein Verfahren eingesetzt werden, das den Betrag des
Fehlers effektiv und effizient reduziert. Für diesen sogenannten Grobgitterlöser eignen sich zum
einen Krylov-Unterraum-Verfahren [155] wie etwa das Konjugierte-Gradienten-Verfahren (CG)
oder aber effiziente direkte Ansätze wie die schnelle Fourier-Transformation (FFT) als auch die
Vollständige-Reduktion. Die rekursive Anwendung des Prinzips der Grobgitterkorrektur führt
letztendlich zum eigentlichen Mehrgitteransatz und dessen iterative Anwendung zur Lösungsfin-
dung bildet das eigentliche Mehrgitterverfahren. Es ist zu beachten, dass sich eine vollständige
Iteration im Mehrgitterkontext deutlich von der klassischen Iteration unterscheidet und im wei-
teren Verlauf der Arbeit zur besseren Unterscheidbarkeit als Zyklus bezeichnet wird.
Aufgrund der Vielzahl unterschiedlicher Ausprägungen der Mehrgittermethode wird im Folgen-
den nur das im weiteren Verlauf der Arbeit verwendete „geometrische p-Mehrgitterverfahren“
beschrieben. Einen umfassenden Überblick über alle weiteren Ausprägungen gibt insbesondere
die Arbeit von Trottenberg et al. [146]. Anders als beim „Algebraischen Mehrgitterverfahren“ [29]
werden beim geometrischen Mehrgitterverfahren die einzelnen Komponenten (siehe Abbildung
3.7) direkt aus dem zugrunde liegenden Gitter (der Geometrie) abgeleitet. Wird das geometri-
sche Mehrgitterverfahren auf Gleichungssysteme, die aus einer Diskretisierung mit Methoden
höherer Ordnung resultieren (3.22), angewendet, existieren zwei Varianten das benötigte, gröbe-
re Korrekturgitter zu erzeugen (Abbildung 3.5). Erstere basiert auf dem klassischen Ansatz der
h-Verfeinerung, bei welchem die Größe der Gitterelemente eh selbst verändert wird. Dies führt
bei Verdoppelung der Gitterweite h zu einem Grobgitter mit vier- (2D) bzw. achtmal (3D) we-
niger Elementen, als dies für das feinere Gitter der Fall ist. In der alternativen Variante bleiben
die Elementgrößen unangetastet und es wird stattdessen die innere, durch die Ansatzordnung p
bestimmte, Auflösung der Elemente ep reduziert. Dies führt bei einer Reduktion der Ansatzord-
nung von p auf p2 zu einer maximal vier- (2D) bzw. achtmal (3D) gröberen inneren Auflösung wie
auf dem feinen Gitter. Die tatsächlichen Werte hängen hierbei stark von der Größenordnung von
p ab und fallen insbesondere für kleine Polynomgrade deutlich geringer aus. Entsprechend der
jeweils gewählten Verfeinerungsstrategie wird die erste Variante als h-Mehrgitter und die zweite
Variante als p-Mehrgitter bezeichnet. Da für die Elementanzahl Ne der in Verbindung mit hp-
FEM-Methoden genutzten Gitter typischerweise Nep ≪ Neh mit 4 ≤ p ≤ 16 gilt, ist die Anzahl der
möglichen Gitterebenen und damit die Reduktion der Unbekannten beim p-Mehrgitter deutlich
stärker eingeschränkt, als dies beim h-Mehrgitter der Fall ist. Dies stellt jedoch insofern keinen
Nachteil dar, da das p-Mehrgitterverfahren jederzeit als Vorkonditionierer für ein h-Mehrgitter
eingesetzt und somit als Verbesserung eines bestehenden h-Mehrgitterlösers interpretiert werden
kann. Aus Sicht des p-Mehrgitteransatzes bedeutet dies, dass jederzeit ein beliebiges h-Mehrgitter
als Grobgitterlöser eingesetzt werden kann. Des Weiteren bietet das p-Mehrgitter, aufgrund der
elementbezogenen Lokalität der Verfeinerung, deutlich bessere Voraussetzungen für eine effiziente
bzw. skalierende Parallelisierung.
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Abbildung 3.6: Schematische Darstellung von V- (links) und W-Zyklus (rechts) eines beliebi-
gen Mehrgitterverfahrens. Ausgehend von der feinsten Gitterebene (oben) wird außer auf dem
gröbsten Gitter (unten) jeweils eine Glättung durchgeführt. Der wiederholte Einsatz des Grob-
gitterlösers im W-Zyklus reduziert die Performance im parallelen Anwendungsfall deutlich [36].
Neben der Art der Verfeinerung wird zusätzlich bzgl. der Reihenfolge der dabei durchlaufenen
Gitterebenen unterschieden. Werden in einem, auf dem feinsten Gitter beginnenden, Zyklus alle
Ebenen jeweils nur einmal zur Berechnung der Grobgitterkorrektur hinzugezogen (Abbildung 3.6
links), wird dieser als V-Zyklus bezeichnet. Ist dies nicht der Fall, liegt ein W-Zyklus vor (Ab-
bildung 3.6 rechts). Aufgrund der häufigeren Verwendung gröberer Gitterebenen, welche einer
effizienten Parallelisierung entgegenwirkt [36], wird der W-Zyklus bei allen weiteren Betrachtun-
gen nicht mehr berücksichtigt.
Das letzte Kriterium zur Klassifizierung von Mehrgitterverfahren leitet sich aus der Art der, von
einer Gitterebene zur nächsten, transformierten Information ab. Wird die approximierte Lösung
~u selbst auf die unterschiedlichen Gitterebenen transformiert, wird von einem Full-Multigrid-
Scheme (FMG) und im Falle der Verwendung des Fehlers e (Gleichung 3.34) vom Korrektur-
schema (engl. Correction-Scheme, CS) gesprochen. Ersteres ist zwingend erforderlich, sollte zu-
sätzlich zur Grobgitterkorrektur eine adaptive Gitterverfeinerung [146] angestrebt werden. Ist
dies nicht der Fall, ist das CS aufgrund seiner weniger komplexen Implementierung und dessen
besserer Performance vorzuziehen. Da die vorliegende Arbeit das Ziel einer möglichst effizienten




while ∣∣fL −HLvL∣∣ > tol
for l = L to 1 do
vl ← S(vl; fl; l1) ▷ Vorglättung (i)
fl−1 ←Rl−1l (fl −Hlvl) ▷ Restriktion (ii)
end
v0 ←C(H0v0 = f0) ▷ Grobgitterlöser (iii)
for l = 1 to L do
vl ← vl +Pll−1(vl−1) ▷ Prolongation (iv)
vl ← S(vl; fl; l2) ▷ Nachglättung (v)
end
return (u ← vL)
Abbildung 3.7: V-Zyklus der geometrischen p-Mehrgittermethode mit L Gitterleveln angewen-
det auf ein Spektralelemente-Gitter. Der Algorithmus umfasst einen Glätter S mit 1 + 2 von
der Gitterebene l abhängigen Relaxationsschritten in der Vor- bzw. Nachglättungsphase, den
Grobgitterlöser C und die Transferoperatoren P und R für die Prolongation bzw. Restriktion.
29
3 Basiskomponenten des entwickelten Verfahrens
Implementierung verfolgt und zu keiner Zeit den Anspruch erhebt, auch die adaptive Gitterverfei-
nerung zu behandeln, wird das FMG im Folgenden nicht mehr berücksichtigt. Des Weiteren wird
im restlichen Teil der Arbeit allein die Variante: V-Zyklus, Korrekturschema und geometrisches
p-Mehrgitterverfahren, ohne Bedingung der Allgemeinheit als Mehrgitterverfahren bezeichnet.
Zum besseren Verständnis der einzelnen Komponenten des bisher beschriebenen Mehrgitterver-
fahrens ist deren Zusammenwirken in Abbildung 3.7 noch einmal zusammengefasst. Nach der
Initialisierung der Lösung u ≡ vL werden 1 Iterationen des Glätters S (i) auf dem feinsten
Gitter L ausgeführt. Eine Glättungsiteration entspricht dabei einer auf das ursprüngliche Glei-
chungssystem (3.22) angewendeten Relaxation, bei welcher jeweils nur eine lokale, eingeschränkte
Menge vS von Unbekannten ein Update erfährt. In Abhängigkeit der tatsächlich ausgewählten
Freiheitsgrade vS lässt sich die Kopplungsmatrix H und damit das Gleichungssystem selbst wie
folgt zerlegen:
Hv = f ⇒ ⎛⎜⎜⎜⎝
⋱












Hierbei bezeichnet vT die Menge der für die Aktualisierung der Unbekannten vS zwingend er-
forderlichen Freiheitsgrade und H∗∗ die Bereiche von H die nur Koeffizienten beinhalten, welche
sich auf die Kopplung der betrachteten Teilmengen beziehen. Aus Gleichung 3.35 folgt, dass eine
Glätteranwendung der exakten Lösung von
HSSvS = (fS −HSTvT )
und damit der Auswertung von
vS =H−1SS(fS −HSTvT ): (3.36)
entspricht. Auf die direkte Berechnung der für jedes Gitterlevel l variierenden Inversen H−1SS wird
hierbei in der Praxis aus Performancegründen verzichtet und stattdessen eine geeignete Faktori-
sierungstechnik eingesetzt [61]. Im Anschluss an die Glättung wird das Residuum fL −HLvL auf
das nächst gröbere Level l = L − 1 restringiert (ii) und bildet dort die rechte Seite fl−1 der Kor-
rekturgleichung. Diese Prozedur wird so lange wiederholt, bis das gröbste Gitter l = 0 erreicht ist
(iii). Die auf diesem Level erzeugte Lösung wird meist direkt berechnet und im Anschluss wieder
auf das nächst feinere Gitterlevel l = 1 prolongiert (iv). Nach Durchführung von 2 Nachglät-
tungsschritten (v) werden die Arbeitsschritte (iv-v) so lange wiederholt, bis wieder das feinste
Gitter erreicht ist. Es ist zu beachten, dass diese Prozedur so lange durchgeführt wird, bis das
Residuum auf dem feinsten Gitter eine vorzugebende Toleranz tol unterschreitet. Die für die, in
Punkt (ii) angewandte, Restriktion und die, in Punkt (iv) angewandte, Prolongation benötig-
ten Operatoren P und R können auf vielfältige Art und Weise bereit gestellt werden. Jedoch
beruhen dabei fast alle Ansätze auf einer Art von Interpolation. Um bestmögliche Ergebnisse
zu erzielen, sollten diese Operatoren dem vorliegenden Gitter und der Struktur des Helmholtz-
Operators speziell angepasst werden (siehe Abschnitt 4.2). Dies gilt insbesondere auch für den
einzusetzenden Glätter S.
30
4 Das Spektralelemente basierte
Mehrgitterverfahren auf kondensierten
Gittern
Basierend auf den in Kapitel 2 herausgearbeiteten Anforderungen an eine realitätsnahe, alle
Phänomene der Turbulenz auflösende Strömungssimulation, wird in diesem Kapitel eine hoch
effiziente Methode zur Lösung der in jedem Zeitschritt auftretenden Helmholtz-Gleichungen ent-
wickelt. Hierfür werden die im vorangehenden Kapitel eingeführten Methoden zum sogenannten
Spektralelement basierten Mehrgitterverfahren auf kondensierten Gittern verschmolzen. Im ers-
ten Abschnitt 4.1 wird der Stand der Forschung zu Spektralelemente basierten Mehrgitterver-
fahren vorgestellt. Das konkrete Design der Methode wird in Abschnitt 4.2 ausführlich dargelegt
und später in Abschnitt 4.3 deren optimale Eigenschaften nachgewiesen.
4.1 Stand der Forschung
Mehrgitterverfahren für Spektralelemente-Methoden gehen auf die Arbeiten von Rønquist & Pa-
tera [127] als auch Maday & Muñoz [103] zurück. Durch den Einsatz einer Jacobi-Relaxation
konnten beide eine Mehrgitterkonvergenz (Reduktion des Fehlers nach einer Glättung auf dem
feinsten Gitter) von  = 0:75 für die eindimensionale Helmholtz-Gleichung nachweisen. Im zwei-
dimensionalen Fall verschlechterte sich die Konvergenzrate jedoch mit ansteigendem Polynom-
grad. Dieses Problem löste Heinrichs [68] durch eine Linien-Relaxation und erzielte eine annä-
hernd Polynomgrad unabhängige Konvergenzrate von  ≈ 0:4. Lottes und Fischer [101] kombi-
nierten ein p-Mehrgitterverfahren mit Schwarz-Methoden und einem Block-Glättungsansatz. Sie
erzielten für die zweidimensionale, mit orthogonal orientierten Tensorprodukten der Ordnung
p = 4 bis 16 diskretisierten, Helmholtz-Gleichung einen Mehrgitterkonvergenzfaktor von  ≈ 0:2.
Die numerische Komplexität des Verfahrens ist O(Np), wobei N die Anzahl der Unbekannten
des vollen Systems repräsentiert. Das Resultat ist in diesem Sinne optimal, da es den Kosten der
Anwendung eines vollen Operators entspricht. Janssen und Kanschat [81] erreichten mit ihrem
vorgestellten Mehrgitterverfahren für konforme Finite-Elemente auf lokal verfeinerten Gittern
die gleiche Konvergenzrate wie Lottes & Fischer.
Bei Verwendung von Spektralelement- oder hp-Element-Methoden kann die Anzahl der Unbe-
kannten durch Ausnutzung der spezifischen Struktur des vollen Systems reduziert werden. Ein
spezieller Ansatz ist die von Wilson [154] eingeführte und bereits in Kapitel 3.2 näher beschrie-
bene statische Kondensation, welche auch als spezielle Variante der Schurkomplement-Methode
angesehen werden kann. Mitchell [107] kombinierte die statische Kondensation mit einer hp-
Mehrgittertechnik, eingebettet in einer auf Dreiecken basierenden hp-adaptiven Finite-Elemente
Methode. Hierbei wird, nach Kondensation der Gleichungen auf dem feinsten Gitter, der Poly-
nomgrad der hierarchischen Basen arithmetisch bis Polynomgrad p = 1 reduziert. Das erzeugte
Grobgittersystem wird im Anschluss mit Hilfe eines geometrischen Mehrgitterverfahrens unter
Verwendung eines Gauss-Seidel-Glätters gelöst. Der Löser erzielt dabei eine Konvergenzrate der
Größenordnung 0:5 mit einer Komplexität von O(Np) pro Mehrgitterzyklus und O(Np4) für die
statische Kondensation.
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Lottes & Fischer [101] 0,24 16 O(p4) O(Np) Kartesisch, 2D
Mitchell [107] 0,50 4 O(Np3) O(Np) Unstrukturiert, 2D
Janssen & Kanschat [81] 0,20 9 k.A. O(Np) Kartesisch, 2/3D, h-adaptiv
Tabelle 4.1: Konvergenzrate , maximale Ansatzordnung pmax, algorithmische Komplexität
und Besonderheiten von Mehrgitterverfahren für die Helmholtz-Gleichung ausgewählter Publi-
kationen. Die Angabe zur Komplexität des V-Zyklus von Janssen & Kanschat [81] kennzeichnet
den bestmöglichen Wert – die Autoren selbst geben die Kosten nicht explizit an.
In jüngster Zeit wurden außerdem eine Vielzahl weiterer Arbeiten auf dem Gebiet der artver-
wandten diskontinuierlichen Galerkin-Verfahren vorgestellt. Trotz beachtlicher Erfolge, ist die
Situation hier insbesondere in Hinblick auf die Komplexität deutlich schwieriger. Bastian et al.
[19] berichten über ein auf diskontinuierlichen Koeffizienten basierendes Mehrgitterverfahren für
elliptische Probleme. Die dort erreichte Konvergenzordnung ist Polynomgrad-unabhängig, diese
geht jedoch mit einer in p exponentiell wachsenden Komplexität einher. Van der Vegt & Rhe-
bergen [148, 149] entwickelten einen p-Mehrgitterlöser für advektions-dominierte Strömungen.
Die hierbei genutzte Kombination eines h-Mehrgitterlösers und eines semi-impliziten Runge-
Kutta-Glätters zeichnet sich ebenfalls durch Robustheit und exzellente Konvergenzraten aus.
Die nachgewiesene Komplexität beträgt jedoch Np4 für das Postprozessing und Np2 für den
eigentlichen Löser.
Die in Tabelle 4.1 zusammengefassten Ergebnisse, der für diese Arbeit relevantesten Publika-
tionen, erlauben folgende Aussage. Es existiert aktuell kein Verfahren mit linearer Komplexität.
Dies gilt für den zwei- als auch für den dreidimensionalen Fall. Des Weiteren wurde die kleinste
und somit beste Konvergenzrate von Janssen & Kanschat mit  = 0:2 erzielt. Allein Mitchell ver-
suchte die Anzahl der Freiheitsgrade und damit einhergehend auch die numerische Komplexität
durch den Einsatz der statischen Kondensation zu reduzieren. Die Fokussierung auf eine arithme-
tische Reduktion des Polynomgrades pro Gitterlevel verhinderte jedoch eine optimale Reduktion
der Komplexität auf O(N).
In den folgenden Abschnitten dieses Kapitels wird gezeigt, dass die Kombination eines auf
Rechteck-Elementen basierten, geometrisch konzipierten p-Mehrgitterverfahrens und der stati-
schen Kondensation eben diese lineare Komplexität ermöglicht.
4.2 Mehrgitterverfahren auf kondensierten Gittern
Die in dieser Arbeit entwickelte Methode zur Lösung der, bereits in Kapitel 2 als essentiell für
eine effiziente Simulation identifizierten, Helmholtz-Gleichung verwendet eine Kombination aus
geometrischemMehrgitterverfahren (Abschnitt 3.3) und statischer Kondensation (Abschnitt 3.2).
Um eine höchstmögliche Genauigkeit der Lösung bei zeitgleich optimaler numerischer Komple-
xität zu erreichen, wird die Helmholtz-Gleichung unter Verwendung von nodalen Spektralele-
menten in Rechteck- (2D) bzw. Hexaeder- (3D) Elemente zerlegt. Das aus dieser Diskretisierung
resultierende Gitter wird, wie in Abbildung 4.1 für den zweidimensionalen Fall skizziert (3D-Fall
analog), der statischen Kondensation unterzogen. Das so, einzig auf die Elementränder, reduzier-
te Problem, wird im Anschluss mit Hilfe eines p-Mehrgitterverfahrens gelöst. Es ist zu beachten,
dass hierbei ein sogenanntes Korrekturverfahren [28, 65] zur Anwendung kommt und somit nur
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Abbildung 4.1: Kombination von statischer Kondensation und p-Mehrgitter für nodale Ele-
mente. Die linke Abbildung zeigt ein Spektralelement der Ordnung p = 4. Durch Anwendung der
statischen Kondensation werden alle inneren Freiheitsgrade eliminiert, so dass nur noch Gitter-
knoten auf dem Elementrand existieren. Das darauf angewandte Mehrgitterverfahren reduziert
die übrigen Knoten fortlaufend, bis Polynomgrad p = 1 erreicht ist (rechte Abbildung).
das Residuum und nicht die Lösung selbst, auf die gröberen Gitterebenen transferiert wird. Die
vorgenommene Verteilung der einzelnen p-Gitterebenen folgt einer geometrischen Reihe mit An-
satzordnung pl = 2l für l ∈ {0;1 : : : L} und pL = p [69, 127]. Abbildung 4.2 fasst den Ablauf von
einem V-Zyklus zusammen. Ausgenommen der Operatoren C (Grobgitterlöser), P, R (Transfe-
roperatoren) und S (Glätter), welche jetzt auf den in Abschnitt 3.2 hergeleiteten kondensierten
Helmholtz-Operator H^ und die entsprechende rechte Seite f^ angewendet werden, gleicht der Al-
gorithmus dem eines normalen Mehrgitterzyklus (Abschnitt 3.3). Der Operator H^0 besitzt die
gleiche Struktur, welche auch bei der Anwendung von Finite-Differenzen-Verfahren zweiter Ord-
nung auf äquidistanten Gittern auftritt. Das wiederum erlaubt im Umkehrschluss den Einsatz




while ∣∣f^L − H^Lv^L∣∣ > tol
for l = L to 1 do
v^l ← S(v^l; f^l; l1) ▷ Vorglättung (i)
f^l−1 ←Rl−1l (f^l − H^lv^l) ▷ Restriktion (ii)
end
v^0 ←C(H^0v^0 = f^0) ▷ Grobgitterlöser (iii)
for l = 1 to L do
v^l ← v^l +Pll−1(v^l−1) ▷ Prolongation (iv)
v^l ← S(v^l; f^l; l2) ▷ Nachglättung (v)
end
return (u^← v^L)
Abbildung 4.2: V-Zyklus der p-Mehrgittermethode mit L Gitterleveln angewendet auf ein
kondensiertes Gitter. Der Algorithmus umfasst einen Glätter S mit 1 + 2 von der Gitterebene
l abhängigen Relaxationsschritten in der Vor- bzw. Nachglättungsphase, den Grobgitterlöser C ,
und die Transferoperatoren P und R für die Prolongation bzw. Restriktion. Alle genannten
Komponenten sind speziell auf die Struktur des kondensierten Gitters angepasst.
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schneller, explizit für diese Methoden entwickelter Verfahren zur Lösung des Grobgitterproblems.
Im Rahmen dieser Arbeit wird zu dessen Lösung ein auf der schnellen Fourier-Transformation
basierender direkter Löser eingesetzt [135, 153]. Die Operatoren für den Transfer des Fehlers
zwischen den einzelnen Gitterebenen können auch im Rahmen der Spektralelemente-basierten
Mehrgittermethode auf vielfältige Art und Weise gewählt werden. Der Studie von Pasquetti &
Rapetti [117] folgend wird in der vorliegenden Arbeit die isoparametrische Interpolation für die
Prolongation P und deren Transponierte R = PT für die Residuenrestriktion verwendet. Für den
eigens entwickelten Glätter S gilt unter Berücksichtigung von Gleichung (3.32) und Gleichung
(3.35) folgender Zusammenhang
H^v^ = f^ ⇒ (HSS −HSIH−1II HIS)v^S + (HST −HSIH−1II HIT)v^T = fS −HSIH−1II fI (4.1)
Hierbei bezeichnet v^S die Menge der zu aktualisierenden Unbekannten und v^T die dafür zwin-
gend erforderlichen, direkt mit v^S gekoppelten Freiheitsgrade. Beide Teilmengen umfassen hierbei
nur Unbekannte die auf dem Rand eines Elementes (siehe Abbildung 3.4) liegen. Des Weiteren
bezeichnet H∗∗ jeweils einzelne Koeffizientenmatrizen, welche sich auf die Kopplung der betrach-
teten Teilmengen beziehen. Umformung von Gleichung (4.1) liefert mit
v^S = (HSS −HSIH−1II HIS)−1(fS −HSIH−1II fI −HST v^T −HSIH−1II HIT v^T) =∶ S(v^l; f^l;1) (4.2)
das allgemein gültige Relaxationsschema des Glätters S. Die finale Ausprägung der MatrizenH∗∗
hängt hierbei von der tatsächlich ausgewählten Menge der zu aktualisierenden Unbekannten v^S ,
dem Wirkungsbereich des eingesetzten Glätters, ab. Im folgenden Abschnitt werden unterschied-
liche Teilmengen von Gitterpunkten hinsichtlich deren Eignung für lokale Glättungsoperationen
analysiert und deren Konzeption im Detail beschrieben.
4.2.1 Konzeption wirkungsvoller Glätter
Das Studium der einschlägigen Literatur bzgl. Spektralelemente-basierter Mehrgitteransätze (Ab-
schnitt 4.1) zeigt deutlich, dass Glätter, die ein größeres Einflussgebiet abdecken [68, 81, 101], de-
nen, die nur Punktweise wirken [103, 127], vorzuziehen sind. Dementgegen steht die Beobachtung,
dass Glätter, die auf ein großes, komplexes Gebiet wirken, eine numerisch aufwendige Berechnung
erfordern. Die einfachsten Strukturen auf dem kondensierten Gitter, die beiden Beobachtungen
positiv gerecht werden, sind die Elementkante (2D) bzw. die Elementfläche (3D), welche jeweils
als Wirkbereich (Abbildung 4.3) für den im Folgenden als „Block-Glätter“ bezeichneten Ansatz
gewählt wurden. Eine quantitative Analyse des Teils des kondensierten Helmholtz-Operators H^,
der ausschließlich die Knoten einer solchen Kante enthält und im Folgenden mit H^ bezeichnet
wird, zeigt, dass diese Wahl des Wirkungsbereiches nicht optimal ist. Die Einträge H^i;j mit
0 ≤ i; j ≤ p stellen dabei ein Maß für die Intensität der Kopplung eines Gitterpunktes i mit dem
Gitterpunkt j dar. Diese starke Verknüpfung bestimmter Gitterpunkte untereinander muss sich
im Einflussbereich eines optimal wirkenden Glätters wiederfinden. Abbildung 4.4 (links) zeigt die
bzgl. H^0;0 normierten Beträge von H^0;j . Unter Berücksichtigung der Eckknoten selbst ergeben
sich somit für Basisfunktionen der Ordnung p, Messreihen mit p + 1 Messwerten, deren Verläufe
für den zwei- und dreidimensionalen Fall einen identischen Charakter besitzen. Unabhängig vom
gewählten Polynomgrad p zeigt sich, dass die Intensität der Kopplung für kleine j nahe der mit
i = 0 gewählten Ecke, um mehrere Größenordnungen abnimmt. Diese Abhängigkeit gilt analog
für alle vier (2D) bzw. sechs (3D) an einen beliebigen Eckknotenpunkt angrenzenden Kanten.
Daraus folgt, dass ein optimal wirkender Glätter zeitgleich auf einen Eckknotenpunkt und alle
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(a) Block-Glätter 2D (b) Block-Glätter 3D
Abbildung 4.3: Wirkungsbereich (grün markierte Knoten) der einzelnen Ausprägungen des
Block-Glätters. Es ist zu beachten, dass in beiden Fällen Gitterknoten auf dem Elementrand
involviert sind. Dies wirkt sich nachteilig bei der Parallelisierung aus.
angrenzenden Kanten wirken sollte (Abbildung 4.5a und 4.5b). Eine genauere Analyse der Kopp-
lung eines Kantenknotens bezogen auf die Knoten angrenzender Flächen (Abbildung 4.4 rechts)
im dreidimensionalen Fall zeigt, dass diesbezüglich auch die zwischen den Kanten eingeschlosse-
nen Flächen mit zum Geltungsbereich eines wirksamen Glätters hinzuzufügen sind (Abbildung
4.5c). Aufgrund der sternförmigen Wirkungsbereiche der in Abbildung 4.5 beschriebenen Glätter
werden diese im Folgenden als „Stern-Glätter“ bezeichnet.
Beide Glättertypen wirken elementweise und ermöglichen somit den Einsatz verschiedener Aktua-
lisierungsstrategien für das globale Gitter. Hierbei sind alle Variationen, ausgehend vom rudimen-
tären Jacobi- bis hin zum komplexesten Gauss-Seidel-Ansatz, möglich. Ausgiebige Tests haben
hierbei gezeigt, dass der „Block-Glätter“ und alle aus „Block-“ und „Stern-Glätter“ bestehenden
Hybriden, unabhängig von der gewählten Aktualisierungsstrategie, keine robusten Lösungen im
dreidimensionalen Anwendungsfall liefern. Deshalb werden diese Glätter-Varianten im Weiteren
nicht mehr berücksichtigt. Die, durchweg positiven, bei der Anwendung im zweidimensionalen
Fall erzielten Ergebnisse können allerdings in Haupt et al. [67] nachgelesen werden.
Entsprechend der Theorie ist beim Wechsel vom Jacobi- zum Gauss-Seidel-Aktualisierungsansatz
Abbildung 4.4: Die Abbildungen zeigen die normierte Reduktion der Kopplung zwischen aus-
gewählten Gitterpunkten in Abhängigkeit ihres Knotenabstandes j. Auf der linken Seite wird
ein beliebiger Eckknoten mit den Knoten auf einer angrenzenden Kante und auf der rechten
Seite der einer Ecke nächst gelegene Kantenknoten mit den auf einer angrenzenden Fläche in
Normalenrichtung liegenden Knoten verglichen. Abhängig von der gewählten Ordnung p der Ba-
sisfunktionen, werden 0 ≤ j ≤ p + 1 Knoten in Beziehung gesetzt. Die Tendenz der Kopplung ist
unabhängig vom Polynomgrad und aufgrund des gewählten Tensorproduktansatzes auch unab-
hängig von der Raumdimension. In beiden Fällen reduziert sich die Kopplungsintensität bereits
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Abbildung 4.5: Wirkungsbereich (grün markierte Knoten) der einzelnen Ausprägungen des
Stern-Glätters. Die Darstellung (b) dient nur der vereinfachten Darstellung des eigentlichen Glät-
ters (c). Es ist zu beachten, dass in keinem der drei Fälle Gitterknoten auf dem äußeren Rand
involviert sind.
eine deutliche Verbesserung der Konvergenzrate [104] zu erwarten. Für den „Stern-Glätter“ hin-
gegen lässt sich keine nennenswerte Steigerung der Konvergenzrate beobachten. Es zeigt sich,
dass diese, von der Aktualisierungsstrategie annähernd unabhängige, Konvergenzrate aus dem
sehr großen Überdeckungsbereich benachbarter Sterne resultiert. Abbildung 4.6 zeigt deutlich,
dass alle Gitterknoten in diesem Bereich (rot) bei einem Jacobi-basierten Ansatz zur gleichen Zeit
eine Aktualisierung erfahren. Somit existieren zu diesem Zeitpunkt zwei (2D) bzw. vier (3D) ver-
schiedene Lösungen, die entsprechend miteinander verzahnt werden müssen. Diese Verzahnung,
wird im Folgenden als Wichtung bezeichnet. Der Vergleich mit einer auf einem Schachbrett-
muster aufbauenden Aktualisierungsstrategie (komplexer Gauss-Seide-Ansatz) zeigt, dass sich
diese Ansätze unter Verwendung einer geeigneten Wichtung ineinander überführen lassen. Das
bedeutet, der Jacobi-Ansatz führt bei optimaler Wahl der Wichtung zu den gleichen Ergebnissen
wie der auf einem Schachbrettmuster basierende Gauss-Seidel-Ansatz. Dabei bietet der Jacobi-
(a) Stern-Glätter Überdeckung (2D) (b) Stern-Glätter Überdeckung (3D)
(Eingeschränkte Seitenflächendarstellung)
Abbildung 4.6: Überdeckungsbereich (rot) des vollen Stern-Glätters (grün) im zweidimensi-
onalen (links) und dreidimensionalen (rechts) Anwendungsfall. Die unterbrochen dargestellten
Gitterlinien dienen einem besseren Verständnis des umschließenden Gitters. Aus Gründen der
Übersichtlichkeit wurde auf die Darstellung weiterer Randflächen des dreidimensionalen Stern-
Glätters verzichtet.
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(b) Beliebige Fläche zwischen vier
benachbarten Sternen
Abbildung 4.7: Veranschaulichung der in den Gleichungen 4.3 und 4.4 verwendeten Operatoren.
Die linke Abbildung verdeutlicht die Kopplung eines beliebigen Kantenknotens k mit den zwei
benachbarten Eckknoten. Es ist zu beachten, dass dieser Zusammenhang für den zwei- als auch
für den dreidimensionalen Fall gilt. Die rechte Abbildung zeigt die im dreidimensionalen Fall
angewendete Projektion K∗(f) eines Flächenknotens f auf die vier orthogonal angrenzenden
Kantenknoten.
Ansatz sowohl den Vorteil einer kompakteren und damit effizienteren Implementierung als auch
die uneingeschränkte Möglichkeit der Parallelisierung auf Elementebene. Nachteilig ist einzig
die nach jeder Aktualisierung durchzuführende Wichtung, welche einen zusätzlichen Aufwand,
insbesondere bzgl. des notwendigen Nachrichtenaustausches im parallelen Fall, darstellt.
Die einfachste Art der Wichtung ist das arithmetische Mittel [73], bei welchem alle aktualisierten
Werte bzgl. eines Gitterknotens summiert und die erhaltene Summe anschließend durch deren
Vielfältigkeit geteilt wird. Im Vorfeld dieser Arbeit durchgeführte numerische Studien (Haupt et
al. [67]) haben jedoch gezeigt, dass dieser Ansatz nur zu ungenügenden Resultaten führt. Dieses
Ergebnis und die in Abbildung 4.4 gemachten Beobachtungen motivieren die Verwendung von
nicht äquidistanten Gewichten. Hierbei haben sich insbesondere auf der Kopplungsmatrix H^
basierende Ansätze als sehr nützlich erwiesen. Die zwei in dieser Arbeit verwendeten Varianten
sind der sogenannte gewichtete (SJW) und der reduzierte (SJC) Stern-Glätter. Der SJW-Glätter
besteht, abhängig von der gewählten Raumdimension, aus bis zu zwei Komponenten.
Die erste Komponente ist von der Raumdimension unabhängig, wird auf beliebige Gitterkanten
angewendet und ist wie folgt definiert:
v^k = H^Ikv^Ik + H^IIkv^IIk
H^
Ik + H^IIk (4.3)
Dabei steht k für einen beliebigen Knoten auf einer von zwei Sternen (I; II) überdeckten Kante
(siehe Abbildung 4.7 links). Insofern repräsentieren I; II außerdem die jeweils den angrenzen-
den Sternen zugeordneten Eckknoten. Die gemittelte Lösung v^k entspricht somit der normierten
Summe aus den Produkten von Kopplungsintensität der betrachteten Knoten H^∗;k und stern-
spezifischer Teillösung v^∗k . Ein ähnliches Bild ergibt sich bzgl. der zweiten Komponente des
SJW-Glätters. Diese wird auf die nur im dreidimensionalen Fall existierenden Elementflächen
angewendet und ist wie folgt definiert:
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Hierbei steht f für einen beliebigen Knoten auf einer von vier Sternen (I − IV ) überdeckten
Elementfläche (siehe Abbildung 4.7 rechts). Aufgrund des verwendeten Tensorproduktansatzes,
repräsentiert H^∗f , im Gegensatz zu H^∗k in Gleichung (4.3), eine nicht real existierende Hilfsgröße.
Diese wird im vorliegenden Fall, mit Hilfe der bilinearen Interpolation, aus den bereits in Glei-
chung 4.3 verwendeten Koeffizienten wie folgt berechnet:
H^
I
f = H^IK1(f) ⋅ H^IK2(f)
H^
II
f = H^IIK1(f) ⋅ H^IIK3(f)
H^
III
f = H^IIIK2(f) ⋅ H^IIIK4(f)
H^
IV
f = H^IV K3(f) ⋅ H^IV K4(f)
Die Funktion K∗(f) entspricht hierbei der orthogonalen Projektion des Flächenknotens f auf
eine der vier angrenzenden Kanten und liefert als Ergebnis jeweils einen Kantenknoten mit Index
k =K∗(f), so dass für jeden Koeffizienten H^∗K∗(f) der entsprechend äquivalente, bereits in Glei-
chung (4.3) eingeführte, Koeffizient H^∗k in die Berechnung einfließt. Der für den SJW-Glätter
zu bewältigende Rechenaufwand beträgt in Abhängigkeit von der jeweils pro Raumrichtung ge-
wählten Elementanzahl (ne) ≈ 2n2e ⋅ 2p = 4N/p Multiplikationen und ≈ 2n2e ⋅ p = 2N/p Divisionen pro
Glättungsschritt. Diese Werte erhöhen sich im dreidimensionalen Fall auf ≈ 3n3e ⋅ 4p2 = 12N/pMul-
tiplikationen und ≈ 3n3e ⋅ p2 = 3N/p Divisionen. Dieses Ergebnis ist nicht optimal, denn in Kombi-
nation mit einem Lösungsansatz der Komplexität O(N) kann dieser Mehraufwand, insbesondere
für kleine Polynomgrade, bereits einen deutlichen Einfluss auf das Gesamtergebnis haben. Aus
den Bestrebungen, diesen Einfluss auf ein Minimum zu reduzieren, geht der im Folgenden erör-
terte SJC-Glätter (Abbildung 4.8) hervor.
Motiviert durch die Beobachtung, dass die Kopplungsintensität in Abbildung 4.4 bereits in di-
rekter Umgebung der Ecken und damit in der Nähe des Zentrums eines Sternes stark abnimmt,
verwendet der SJC-Glätter (Gleichungen 4.5 und 4.6) nur den jeweils nächstgelegenen Stern zur
Aktualisierung eines Knotens. Das führt dazu, dass allein die Knoten gemittelt werden müssen,
die sich exakt in der Mitte zwischen mehreren Sternen befinden. Hierfür wird das, in diesem
Anwendungsfall optimal geeignete, arithmetische Mittel eingesetzt. Für eine Kante, unabhängig
! !
(a) Überdeckung SJC-Glätter 2D
!
(b) Überdeckung SJC-Glätter 3D
(Eingeschränkte Seitenflächendarstellung)
Abbildung 4.8: Überdeckungsbereich (rot) des reduzierten Stern-Glätters (grün) im zweidimen-
sionalen (links) und dreidimensionalen (rechts) Anwendungsfall. Aus Gründen der Übersichtlich-
keit wurde auf die Darstellung weiterer Randflächen der dreidimensionalen Sterne verzichtet. Die
roten Knoten im Überdeckungsbereich werden mit Hilfe des arithmetischen Mittels gewichtet.
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Abbildung 4.9: Nachweis der Glättungseigenschaft ausgewählter Glätter bzgl. eines Testpro-
blems der Ordnung p = 16 mit 10× 10 Elementen (es sind jeweils nur vier Elemente dargestellt):
Fehler der zufallsgenerierten Startlösung (a) und Fehler nach einer Anwendung des gewichteten
Stern-Glätters (b) sowie des reduzierten Stern-Glätters (c).
von der gewählten Raumdimension, gilt:
v^k = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
v^Ik für 0 ≤ k < p2
1
2 ⋅ (v^Ik + v^IIk ) für k = p2 mit p mod 2 = 0
v^IIk für
p
2 < k ≤ p (4.5)
Mit Ausnahme des Polynomgrades p entsprechen alle anderen Indizes exakt den bereits unter




v^If ∨ v^IIf ∨ v^IIIf ∨ v^IVf wenn ∀K∗(f) ≠ p2
1
4 ⋅ (v^If + v^IIf + v^IIIf + v^IVf ) wenn ∀K∗(f) = p2 mit p mod 2 = 0
1
2 ⋅ (v^∗1f + v^∗2f ) sonst. (4.6)
Analog zu Gleichung (4.5) entspricht p dem gewählten Polynomgrad. Mit Ausnahme der Indizes∗1 und ∗2 , die zwei auf einer gemeinsamen Kante liegende Sterne repräsentieren, entsprechen
alle weiteren Indizes den bereits unter (4.4) beschriebenen.
Der Einsatz des reduzierten Sternes verringert die Berechnungskosten für die Mittelung im zwei-
dimensionalen Fall auf ≈ 2n2e = 2N/p2 und im dreidimensionalen auf ≈ 3n3e ⋅ 2p = 6N/p2 Divisionen.
Zusätzlich ergibt sich die Möglichkeit, den Löser selbst an den reduzierten Stern anzupassen,
d.h. es werden für jeden einzelnen Stern (∗) nur noch die Werte v∗k , v∗f berechnet, die für das
gewichtete Gesamtergebnis tatsächlich benötigt werden. Es sei zu beachten, dass diese Optimie-
rung jedoch nur die Berechnungskosten für das Residuum, nicht aber für die Glättung reduziert.
Abbildung 4.9 zeigt die Fehlerverteilung nach einer Anwendung der beiden Sterne als Glätter
bzgl. einer zufallsgenerierten Startlösung. Der initiale Fehler ist hierbei gleichverteilt und auf das
Intervall [−1;1] beschränkt. In beiden Fällen werden die hochfrequenten Fehleranteile effektiv
geglättet. Aufgrund der vom reduzierten Stern (c) erzeugten Sprünge auf den Mittelpunktknoten
einer jeden Kante erzielt dieser ein deutlich weniger harmonisches Ergebnis als der gewichtete
Stern (b). Diese Sprünge sind dabei ein direktes Ergebnis der verwendeten Wichtungsstrategie
und treten im dreidimensionalen Fall in analoger Weise auf. Die folgenden Abschnitte zeigen
jedoch, dass diese Eigenschaft keinen negativen Einfluss auf die Eignung des reduzierten Sternes
als Glätter in einem Mehrgitterlöser hat.
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Zum besseren Verständnis der in diesem Abschnitt hergeleiteten Stern-Glätter skizziert Abbil-
dung 4.10 abschließend deren jeweilige allgorithmische Umsetzung am Beispiel einer Glättungs-
iteration im zwei- und dreidimensionalen Anwendungsfall. Hierbei bezeichnen die Indizes S∗ die
zu einem beliebigen Stern gehörenden und T∗ die zu dessen Aktualisierung zwingend erforderli-
chen Freiheitsgrade (v^). Die Indizes e∗, k∗ und f∗ bezeichnen alle Freiheitsgrade, die jeweils nur
Algorithmus 4.2.2: SternGlätterIteration(v^ ; f^ ; ∗ = 1)
for n = 1 to ∗ do
v^S∗ ← v^ mit v^ ⊂ ⋃i∈I v^Si ▷ Separation
v^T∗ ← v^(S∗) mit v^T∗ ∩ v^S∗ = ∅ der Freiheitsgrade
for ∀v^S∗ do
v^S∗ ← (f^l −HST v^T∗ +HSIH−1II HIT v^T∗) ▷ Aktualisierung
v^S∗ ← H^−1SSv^S∗ ▷ Approximation
end
v^e∗ ← v^S∗
if Dimension = 2D
then
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
if Glaetter = SJW
then v^k∗ ←KantenWichtung(∀v^S∗ ; H^) ▷ Gleichung 4.3
else if Glaetter = SJC
then v^k∗ ←KantenWichtung(∀v^S∗) ▷ Gleichung 4.5
v^ ← ∀v^k∗ ;∀v^e∗ ▷ Vereinigung
else if Dimension = 3D
then
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
if Glaetter = SJW
then
⎧⎪⎪⎪⎨⎪⎪⎪⎩
v^k∗ ←KantenWichtung(∀v^S∗ ; H^) ▷ Gleichung 4.3
v^f∗ ← FlaechenWichtung(∀v^S∗ ; H^) ▷ Gleichung 4.4
else if Glaetter = SJC
then
⎧⎪⎪⎪⎨⎪⎪⎪⎩
v^k∗ ←KantenWichtung(∀v^S∗) ▷ Gleichung 4.5
v^f∗ ← FlaechenWichtung(∀v^S∗) ▷ Gleichung 4.6
v^ ← ∀v^f∗ ;∀v^k∗ ;∀v^e∗ ▷ Vereinigung
end
return (v^)
Abbildung 4.10: Pseudocodedarstellung einer Glättungsiteration des gewichteten und des re-
duzierten Stern-Gätters für den zwei- und dreidimensionalen Anwendungsfall. Die Darstellung
gilt für beliebige Gitterlevel, diesbezüglich wurde aus Gründen der Übersicht auf die explizite
Angabe des Index l verzichtet.
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einer Ecke, einem Teil einer Kante oder einem Teil einer Fläche entsprechen. Grundsätzlich be-
ruht die Glättungsiteration auf der Separation und Vereinigung aller nur auf dem kondensierten
Gitter vorhandenen Freiheitsgrade v^ . Diese werden im ersten Schritt (Separation) auf die Menge
aller möglichen Sterne abgebildet, wobei einzelne Freiheitsgrade auch mehreren Sternen zuge-
ordnet werden. Dies geschieht in Abhängigkeit von ihrer tatsächlichen geometrischen Position
(Ecke, Kante, Fläche). Nach dem zeitgleichen Update aller vorhandenen Sterne (Aktualisierung
und Approximation) werden zunächst die mehrfach abgespeicherten Freiheitsgrade durch Wich-
tung vereinigt. Im Anschluss daran werden alle separierten Freiheitsgrade wieder zur eigentlichen
Menge v^ zusammengefasst (Vereinigung).
4.3 Nachweis optimaler Eigenschaften
Das im vorangegangenen Teil dieses Kapitels entwickelte, auf kondensierten Gittern aufsetzende
Mehrgitterverfahren zeichnet sich durch eine Reihe von optimalen Eigenschaften aus. Zu diesen
zählt die lineare Komplexität, eine, am aktuellen Stand der Forschung gemessen, ausgezeichnete
Konvergenzgeschwindigkeit und die Robustheit gegenüber Gitterverfeinerungen.
4.3.1 Lineare Komplexität
Unabhängig von der tatsächlich umgesetzten Implementierung des in diesem Kapitel entwickelten
Mehrgitteransatzes, lässt sich dessen numerische Komplexität exakt bestimmen und somit auch
dessen Güte allgemein nachweisen. Es sei darauf hingewiesen, dass sich die folgende Herleitung
auf die Lösung des vollständigen linearen Gleichungssystems (3.22) bezieht. Dessen Lösung lässt
sich in drei Teilschritte untergliedern: das Präprozessing, in welchem die diskreten Operatoren
bereitgestellt werden (pra); die Lösung des kondensierten Systems (3.33), während derer einzelne
V-Zyklen (zyk) ausgeführt werden; sowie das Postprozessing, in welchem die Lösung des vollen
Systems berechnet wird (post). Dementsprechend gilt unabhängig von der gewählten Raumdi-
mension für den Gesamtaufwand
W =Wpra + nzykWzyk +Wpost:
Hierbei beschreibt nzyk die Anzahl der benötigten V-Zyklen. Es ist zu beachten, dass mit Aus-
nahme des Polynomgrades p, alle im Folgenden verwendeten Größen abhängig von der jeweils
gewählten Raumdimension sind. Aus Gründen der Übersichtlichkeit wird jedoch auf einen die
Dimension spezifizierenden Index verzichtet.
Der Präprozessingschritt umfasst die Berechnung und Invertierung lokaler Operatoren sowie die
Assemblierung der rechten Seite des kondensierten Systems. Unter Ausnutzung der Summenfak-
torisierung [90] und der schnellen Diagonalisierung [41] können die Kosten für die aufwendigsten
Operatoren wie folgt angegeben werden:
W (H^SS) = ⎧⎪⎪⎨⎪⎪⎩ O(p
2) in 2D




Es ist zu beachten, dass diese Abschätzung nur die Operatoren auf dem feinsten Gitter erfasst.
Diese Vereinfachung ist jedoch dahingehend legitim, da eine präzisere, alle Gitterebenen um-
fassende Abschätzung, keine Änderung der mit p4 bzw. p6 bestehenden oberen Schranke der
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Komplexität bewirkt. Einzig die Abkehr von dem zu Grunde gelegten, regulären Gitter hätte er-
heblichen Einfluss auf die hier durchgeführte Abschätzung, denn im ungünstigsten Fall müssten
die berücksichtigten Operatoren pro Element berechnet und gespeichert werden. Zur Berechnung
der kondensierten rechten Seite
f^ = fB −HBIH−1II fI
bedarf es der Auswertung und Assemblierung der Elementbeiträge HBI;e(H−1II;efI;e). Für deren
initiale Berechnung kann ebenfalls die Summenfaktorisierung eingesetzt werden, somit beträgt
der Aufwand für die Initialisierung der rechten Seite
W (f^ ) = ⎧⎪⎪⎨⎪⎪⎩ O(Nep
3) = O(Np) in 2D
O(Nep4) = O(Np) in 3D ;
wobei Ne die Elementanzahl und N = O(Nep2) bzw. N = O(Nep3) die Gesamtzahl aller Gitter-
punkte bezüglich der jeweils gewählten Raumdimension repräsentiert. Zusammenfassend lassen
sich die Kosten für das Präprozessing wie folgt angeben
Wpra = ⎧⎪⎪⎨⎪⎪⎩ O(Np + p
3) in 2D
O(Np + p6) in 3D :
Die Gesamtkosten des V-Zyklus bestimmen sich aus den Kosten für den Glätter, den Transfer-
operatoren und dem Grobgitterlöser. Bezogen auf die Gitterebene l beinhaltet der Glätter eine
Matrix-Vektor Multiplikation der Dimension pl (2D) bzw. p2l (3D) pro Element. Damit ergeben
sich die Kosten pro Glättungsschritt mit
WS;l = ⎧⎪⎪⎨⎪⎪⎩ O(Nep
2
l ) ≤ CSNe p24L−l in 2D
O(Nep4l ) ≤ CSNe p44L−l in 3D ;
wobei CS eine vom jeweils eingesetzten Glätter abhängige Konstante ist. Summation der als




2 = O(N ) in 2D
4
3CSNep
4 = O(Np) in 3D :




2 = O(N ) in 2D
4
3CTNep
4 = O(Np) in 3D :
Der Aufwand des Grobgitterlösers lässt sich wie folgt abschätzen
WC = O(Ne logNe): (4.7)
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Präprozessing O(Np + p3) O(Np + p6)
Mehrgitterzyklus O(N +Ne logNe) O(Np +Ne logNe)
Postprozessing O(Np) O(Np)
Tabelle 4.2: Komplexität des kondensierten, Mehrgitter-basierten Helmholtz-Lösers
Es sei angemerkt, dass das Grobgitterproblem durch den Einsatz eines algebraischen oder h-
Mehrgitters auch mit linearem Aufwand gelöst werden kann. Die Summation aller Teilabschät-
zungen ergibt die Gesamtkosten für einen V-Zyklus
Wzyk =WS +WT +WC = ⎧⎪⎪⎨⎪⎪⎩ O(N + Ne logNe) in 2DO(Np + Ne logNe) in 3D :
Das Postprozessing dient der Erzeugung der inneren Freiheitsgrade. Dies geschieht durch Auswer-
tung der Gleichung (3.30). Durch abermalige Ausnutzung der Tensorproduktstruktur von H−1II;e,
können alle Elementbeiträge mit O(p3) (2D) bzw. O(p4) (3D) Operationen berechnet werden.
Somit ergibt sich für den Gesamtaufwand des Postprozessings
Wpost = ⎧⎪⎪⎨⎪⎪⎩ O(Nep
3) = O(Np) in 2D
O(Nep4) = O(Np) in 3D :
Tabelle 4.2 fasst abschließend die maßgeblichen Ergebnisse dieses Abschnitts zusammen. Es zeigt
sich, dass der in diesem Kapitel entwickelte Löser im zweidimensionalen Anwendungsfall das Ziel
der linearen Komplexität in der Lösungsphase erreicht. Für den dreidimensionalen Fall gilt dies
nicht. Die später im Ausblick (siehe Kapitel 7) diskutierten Optimierungsansätze zeigen aber,
dass es dennoch möglich erscheint, die angestrebte Komplexität auch für den dreidimensionalen
Fall zu erreichen. Aufgrund des hohen Zeitaufwandes, den eine Umsetzung der einzelnen Opti-
mierungsansätze mit sich bringt, wurde deren Implementierung im Rahmen dieser Arbeit jedoch
nicht weiter verfolgt.
4.3.2 Ausgezeichnete Konvergenzgeschwindigkeit
Die im vorhergehenden Abschnitt durchgeführte Analyse der numerischen Komplexität des selbst
entwickelten Lösers zeigt, dass die Abschätzung stark von der Anzahl der V-Zyklen im Lösungs-
teil abhängt. Sofern die Anzahl der benötigten Mehrgitterzyklen nzyk zur Lösungsfindung nicht
stark beschränkt ist, kann der Gesamtaufwand leicht um eine Größenordnung ansteigen
WMG = nzykWzyk ≫Wzyk: (4.8)
Hierbei ist nzyk keine allgemein gültige Konstante, sondern eine problemspezifische Variable, d.h.
nzyk kann jeweils nur für spezielle Testszenarien exakt bestimmt werden. Sofern diese Szenarien
jedoch einen allgemeingültigen Charakter besitzen, erlauben die erzielten Ergebnisse dennoch
Rückschlüsse auf die im Mittel notwendige Anzahl von Mehrgitterzyklen zur Problemlösung.
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Im Rahmen dieser Arbeit wird eine modifizierte Version eines bereits von Pasquetti & Rapetti
[117] untersuchten Testproblems (Helmholtz-Gleichung mit vorgegebener Lösung) verwendet.
Hierfür wurde der auf dem periodischen Gebiet 
 = [0;2)2 definierten, exakten Lösung
u2Dex = sin(k(2x + y)) sin(k(x + 1) sin(k(1 − y)) (4.9)
eine „künstliche Wellenzahl“ k hinzugefügt. Dieser Parameter wird verwendet, um zum einen eine
raue, pseudo-turbulente Verteilung zu simulieren und zum anderen, um jedwede Überschneidung
von Elementgröße und Periodenlänge verhindern zu können. Die Periodenlänge der exakten Lö-
sung (4.9) beträgt 2/k in x- und /k in y-Richtung. Das Testszenario für den dreidimensionalen
Fall wurde auf ähnliche Weise erzeugt und abgewandelt
u3Dex = sin(k(2x + y)) sin(k(x + 1) sin(k(1 − y)) sin(kz) mit 
 = [0;2)3: (4.10)
Hierbei bleiben die Periodenlängen in x- und y-Richtung unberührt und die Periodenlänge in
z-Koordinatenrichtung beträgt 2/k.
Alle im Folgenden geschilderten Tests wurden mit variierenden Helmholtz-Parametern  = 0;1;
104, speziell aus der Menge der Primzahlen ausgewählten Wellenlängen k mit 1 ≤ k ≤ 101 sowie
einem variierenden Polynomgrad p bis zur Größe von 32 durchgeführt. Jeder Durchlauf wurde mit
einem gleichverteilten Zufallsfehler ∣"0∣ ≤ 1 begonnen und erst nach Erreichen des Abbruchfehlers
"n ≤ 10−10 beendet. Um die Übersichtlichkeit zu wahren, werden nur ausgewählte Parameter-
kombinationen präsentiert. Es sei aber darauf hingewiesen, dass alle getesteten Kombinationen
ähnlich positive Ergebnisse aufweisen.
Tabelle 4.3 zeigt eine Testserie mit  = 1, k = 11 (2D) bzw. k = 3 (3D) bei konstant gewähl-
ter Anzahl von Freiheitsgraden N2D = n2De p2 != 10:24 × 106 != n3De p3 = N3D. Aufbauend auf
vorausgegangenen Studien, welche das Ziel hatten, ein Optimum bzgl. der Anzahl notwendiger
Glättungen in Bezug auf die dabei anfallende Laufzeit und die benötigte Gesamtzyklenzahl zu
eruieren, verwenden beide eingesetzten Verfahren jeweils einen Vorglättungsschritt (l1 = 1) und
einen (l<L2 = 1) bzw. keinen (L2 = 0) Nachglättungsschritt. Sofern nicht anders angegeben, gilt
dies für alle weiteren in dieser Arbeit vorgestellten Mehrgitterlöser. Es zeigt sich, dass die Anzahl
der notwendigen V-Zyklen stark begrenzt und in geringem Maße vom gewählten Polynomgrad als
auch von der Raumdimension abhängig ist. Der Wechsel vom gewichteten (SJW) zum reduzierten
Glätter (SJC) hat keinen Einfluss auf die Zyklenzahl. Der direkte Vergleich der Zyklenzahl mit
etablierten Lösungsverfahren führt zu einem verzerrten Bild, denn nicht jeder Mehrgitterzyklus
verwendet die gleiche Anzahl von Vor- und Nachglättungen. Dieser Überlegung folgend sei die




Hierbei steht n für die Anzahl aller Vor- und Nachglättungen auf dem feinsten Gitter L, so dass
n = nzyk(L1 + L2 ) + 1 = nzyk(1 + 0) + 1 = nzyk + 1: (4.12)
Der Fokus auf die Anzahl der Glättungen erlaubt zusätzlich den Vergleich mit nicht mehrgit-
terbasierten Verfahren, wie etwa dem Konjugierte-Gradienten-Verfahren, bei welchem n mit der
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2D 3D
p




en 8 6 6 7 7
16 6 6 5 5
32 5 5 4 4
Tabelle 4.3: Zyklenzahl für  = 1 und k = 11 im zwei- bzw. k = 3 im dreidimensionalen Fall. Die
Gittergröße ist konstant gewählt und beträgt N2D != 10:24 × 106 != N3D. Alle Testläufe basieren
auf einem initialen gleichverteilten Zufallsfehler ∣"0∣ ≤ 1 und wurden erst beendet, als der Ab-
bruchfehler "n < 10−10 erreicht wurde. Die Abkürzungen MG-SJC und MG-SJW beziehen sich
auf den in der Mehrgittermethode eingesetzten Glätter SJC bzw. SJW.
Zahl der vollen CG Iterationen gleichzusetzen ist. Diese Art des Vergleichs wurde zum Beispiel
in der, bereits mehrfach erwähnten, Vorstudie [67] durchgeführt.
Tabelle 4.4 zeigt, dass der Mehrgitterlöser Konvergenzraten zwischen 0:058 und 0:006 erreicht.
Das entspricht einer Verbesserung im Bereich von ein bis zwei Größenordnungen im Vergleich
mit bereits etablierten Ansätzen (siehe Tabelle 4.1). Des Weiteren ist zu erkennen, dass das
Verfahren robust gegenüber dem Polynomgrad ist und sich die Konvergenzrate bei Verwendung
eines höheren Polynomgrades sogar verbessert. Unter Berücksichtigung der linearen Komplexi-
tät des zweidimensionalen Lösers stellt die Wahl des Polynomgrades p = 32 das Optimum bzgl.
der zu erwartenden Berechnungsdauer dar. Im dreidimensionalen Fall kann aufgrund der mit
Np skalierenden Komplexität (Tabelle 4.2) ohne detaillierte Analyse des Laufzeitverhaltens kei-
ne allgemeingültige Aussage bzgl. des am besten geeignetsten Polynomgrades getroffen werden.
Zur Beurteilung des Einflusses des Helmholtz-Parameters  auf die Konvergenz, wurde der vor-
angehende Test mit variierenden Werten für  wiederholt. Tabelle 4.5 fasst die Ergebnisse für
die Testfälle  = 0 und  = 104 zusammen. Ersterer entspricht hierbei der Lösung des Poisson-
Problems und letzterer der Lösung eines Helmholtz-Problems mit dominantem linearem Term.
Die Ergebnisse entsprechen hierbei den Erwartungen, das heißt, im Vergleich zum Fall  = 1 zeigt
das anspruchsvollere Poisson-Problem teilweise eine schlechtere und das bedeutend einfacher zu
lösende linear dominierte Problem eine bedeutend bessere Konvergenzrate.
2D 3D
p








8 7 7 8 8
16 7 7 6 6
32 6 6 5 5

8 0,029 0,028 0,058 0,058
16 0,023 0,024 0,018 0,018
32 0,015 0,014 0,006 0,006
Tabelle 4.4: Anzahl benötigter Feingitterglättungen und erzielte Konvergenzrate unter Bei-
behaltung der bereits in Tabelle 4.3 beschriebenen Problemparameter mit  = 1, k = 3;11,
N = 10:24 × 106 und "n < 10−10.
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 = 0  = 10000
2D 3D 2D 3D
p




en 8 6 6 7 7 4 4 3 3
16 6 6 5 5 2 2 2 2








8 7 7 8 8 5 5 4 4
16 7 7 6 6 3 3 3 3
32 6 6 6 6 3 3 3 2

8 0,029 0,029 0,055 0,055 0,00873 0,00923 0,00223 0,00223
16 0,024 0,023 0,021 0,021 0,00020 0,00021 0,00019 0,00004
32 0,015 0,015 0,011 0,011 0,00005 0,00005 0,00004 0,00001
Tabelle 4.5: Anzahl benötigter Zyklen, Feingitterglättungen und erzielte Konvergenzrate für das
Poisson-Problem ( = 0) und das Helmholtz-Problem mit  = 104. Erläuterung der Abkürzungen
und weiterer gewählter Parameter siehe Tabelle 4.3.
Die Untersuchungen zur Konvergenz in diesem Abschnitt haben die Güte der erzielten Konver-
genzrate und deren Robustheit gegenüber dem Polynomgrad gezeigt. Im Folgenden Abschnitt
wird gezeigt, dass diese Güte auch bei variabler Elementanzahl erhalten bleibt und somit auch
eine Robustheit gegenüber der Elementanzahl besteht.
4.3.3 Robustheit gegenüber Gitterverfeinerung
Aufbauend auf den bereits im vorangehenden Abschnitt durchgeführten Tests und der dort be-
reits belegten Robustheit bzgl. der p-Verfeinerung dient der folgende Abschnitt dem Beweis
der Robustheit gegenüber der h-Verfeinerung. Diesbezüglich wird die Gitterweite h = 2/n1/de mit
d = 2;3 je nach gewählter Dimension für ausgewählte konstante Polynomgrade schrittweise hal-
biert. Der Abbruch dieser Reihe ist hierbei durch den auf dem HPC System Taurus [159] zur
Verfügung stehenden Arbeitsspeicher bedingt. Wobei hier aktuell circa 256 GB pro Knoten (Fat
Nodes) zur Verfügung stehen. Da in den folgenden Vergleichen nur die hardwareunabhängige
Zahl der Glättungen bzw. die Konvergenzrate, nicht aber die hardwareabhängige Laufzeit be-
trachtet wird, sei an dieser Stelle nur auf die später in Abschnitt 6.2 folgende Erläuterung zur
Spezifikation des HPC-Systems Taurus verwiesen. Im Gegensatz zu den Polynomgraden p = 16












für den Polynomgrad p = 8 im dreidimensionalen Fall nicht möglich. Hierfür ist die tatsächliche,
von der Elementzahl abhängige, abzuspeichernde Anzahl von Gitterpunkten (Ntotal) zu groß, um
noch in den zur Verfügung stehenden Arbeitsspeicher hineinzupassen. Es gilt
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Ntotal = (4ne)d(p
4
+ 1)d > (2ne)d(p
2
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p = 32
> (4.14)
Der Abbruchfehler wurde wie bereits im Abschnitt zuvor mit " = 10−10 festgelegt, deshalb bein-
haltet Tabelle 4.6 nur die Gitter, deren Auflösung ausreicht, um diese Abbruchschranke auch
zu erreichen. Die sehr starke Ähnlichkeit der Konvergenzrate der beiden untersuchten Löser-
Varianten (siehe Tabelle 4.4) besteht auch im vorliegenden Testszenario, deshalb werden in der
folgenden Tabelle nur die Ergebnisse bzgl. der Anwendung des MG-SJC-Lösers angegeben.
Es zeigt sich, dass die Zahl der notwendigen Glättungen und die damit einhergehende Konver-
genzrate für alle betrachteten Polynomgrade, unabhängig von der gewählten Raumdimension,
bis hin zu einer Problemgröße von N ≈ 1010 Unbekannten annähernd konstant ist. Weitere, mit
variierendem Helmholtz-Parameter  = 0; 10000, durchgeführte Tests belegen die Robustheit des
Lösers bei dessen Anwendung auf das Poisson- und das diagonal dominierte Helmholtz-Problem.
Diese Daten werden jedoch, aufgrund der Analogie zu Tabelle 4.5, nicht mit angegeben. Abschlie-
ßend lässt sich feststellen, dass beide getesteten Mehrgitterlöser robust gegenüber der p- und h-
Verfeinerung sind. Das bedeutet, die zur Lösungsfindung benötigte Zyklenzahl ist bei beiden
Lösern stark beschränkt. Da zusätzlich die tatsächliche Zyklenzahl in allen Tests im einstelligen
Bereich liegt, lässt sich der Gesamtaufwand der Lösungsphase (4.8) mit WMG ≈Wzyk abschätzen.
Somit gilt die in Tabelle 4.2 für einen einzelnen V-Zyklus angegebene Komplexität auch für die
Gesamtanzahl an V-Zyklen und demnach für die gesamte Lösungsphase.
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2D 3D
2/h
N #Glättungen  N #Glättungen 
p
=8
32 - - - 16.777.216 8 0,055
64 - - - 134.217.728 8 0,049
128 1.048.576 7 0,037 1.073.741.824 7 0,036
256 4.194.304 7 0,031 - -
512 16.777.216 7 0,026 - -
1024 67.108.864 7 0,026 - -
2048 268.435.456 7 0,031 - -
4096 1.073.741.824 7 0,036 - -
8192 4.294.967.296 7 0,020 - -
p
=16
8 - - - 2.097.152 6 0,012
16 - - - 16.777.216 6 0,018
32 262.144 6 0,017 134.217.728 7 0,035
64 1.048.576 6 0,018 1.073.741.824 7 0,037
128 4.194.304 6 0,018 8.589.934.592 7 0,030
256 16.777.216 7 0,022 - - -
512 67.108.864 7 0,024 - - -
1024 268.435.456 6 0,019 - - -
2048 1.073.741.824 6 0,026 - - -
4096 4.294.967.296 7 0,034 - - -
p
=32
2 - - - 262.144 4 0,002
4 - - - 2.097.152 4 0,002
8 65.536 5 0,007 16.777.216 5 0,006
16 262.144 6 0,013 134.217.728 6 0,012
32 1.048.576 6 0,013 1.073.741.824 7 0,027
64 4.194.304 6 0,013 8.589.934.592 7 0,029
128 16.777.216 6 0,015 - - -
256 67.108.864 6 0,018 - - -
512 268.435.456 6 0,019 - - -
1024 1.073.741.824 6 0,014 - - -
2048 4.294.967.296 6 0,021 - - -
Tabelle 4.6: Robustheit des MG-SJC-Lösers gegenüber der h-Verfeinerung bezogen auf die aus-
gewählten Polynomgrade p = 8;16 und 32 im zwei- (links) und dreidimensionalen Anwendungsfall
(rechts). Die Ergebnisse des MG-SJW-Lösers entsprechen annähernd exakt den hier gezeigten,
so dass auf deren separate Angabe verzichtet wird.
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In diesem Kapitel werden alle Aspekte, die für das Verständnis der parallelen Implementierung
des in Kapitel 4 hergeleiteten Verfahrens notwendig sind, erläutert. Der folgende Abschnitt gibt
einen kurzen Überblick über die Architektur und Programmierung aktueller Hochleistungsrech-
ner. Zusätzlich werden Kriterien angegeben, die es ermöglichen, die Qualität einer konkreten
parallelen Implementierung zu bewerten, und es wird erläutert, wie diese durch den Einsatz von
sogenannten Performance-Analyse Tools generiert und ausgewertet werden können. Danach wird
der Stand der Forschung im Bereich der parallelen Mehrgitterlöser analysiert und anhand aktu-
eller Leistungskennzahlen bewertet. Abschließend wird in Abschnitt 5.3 die tatsächlich gewählte
Parallelisierungsstrategie vorgestellt und im Detail erklärt.
5.1 Parallelrechner und Leistungsbewertungskriterien
Der bisher vorgestellte sequentielle Lösungsansatz ermöglicht die effiziente Handhabung einer
sehr großen Zahl von Unbekannten (N ≈ 109), welche jeweils einer Gleitkommazahl mit doppel-
ter Genauigkeit entsprechen. Deren Handhabung bedarf, unabhängig von der benötigten Rechen-
zeit, sehr schnell eines enormen Arbeitsspeichers, welcher nur auf sogenannten Parallelrechnern
vorhanden ist. Darüber hinaus ermöglicht der Übergang von der sequentiellen zur parallelen
Abarbeitung die Reduktion der Berechnungszeit um mehrere Größenordnungen.
Aufbauend auf der Klassifikation nach Flynn [147, Seite 2] ist ein Parallelrechner ein Rech-
ner, der zu einem bestimmten Zeitpunkt mehrere Befehle (engl. instructions) und/oder mehrere
Datenworte (engl. data) bearbeiten kann. Dieser Einteilung folgend werden im Vergleich zum
Einprozessorrechner (SISD – Single Instruction – Single Data) zwei wesentliche Klassen von Par-
allelrechnern unterschieden. Dies ist zum einen die SIMD (Single Instruction – Multiple Data)
Klasse, welcher vor allem Feld- und Vektorrechner zugeordnet werden, und zum anderen die
MIMD (Multiple Instruction – Multiple Data) Klasse, welche die sogenannten Mehrkernprozes-
sorsysteme umfasst. Letztere treten am häufigsten in Form von sogenannten Clustern (86:4% aller
Top500-Systeme, Stand 06/2017) mit bis zu 10 Millionen Rechenkernen (Top 500, Stand 06/2017)
auf. Ein Blick auf die Top500-Liste und in die heutige Prozessorarchitektur zeigt deutlich, dass
die SIMD Klasse nicht mehr als selbstständige Parallelrechnerklasse wahrgenommen wird, son-
dern via Vektorisierung mit dem Einprozessorrechner verschmolzen ist. Wird derzeitig von einem
Parallelrechner gesprochen, handelt es sich dabei immer um ein MIMD-System. Je nach Art der
Prozessorkopplung eines Parallelrechners, wird zwischen speichergekoppelten oder nachrichten-
gekoppelten Systemen unterschieden. Erstere besitzen hierbei einen gemeinsamen Speicher (engl.
shared-memory), letztere einen verteilten Speicher (engl. distributed-memory). Systeme mit ge-
meinsamem Speicher gehen mit einem sehr hohen Realisierungsaufwand einher und sind bzgl.
ihrer Skalierbarkeit stark beschränkt. Systeme mit verteiltem Speicher erlauben hingegen eine
deutlich weitreichendere Skalierung. Diese wird hierbei durch die Kopplung von einer Vielzahl
von sogenannten Knoten (engl. nodes), welche durch ein Verbindungsnetzwerk gekoppelt sind,
erzielt. Die Knoten bestehen hierbei zumeist aus einem shared-memory-System mit einer sehr
geringen Zahl von Mehrkernprozessoren, welche aktuell bis zu 68 Rechenkerne besitzen können.
Der Datenaustausch zwischen den Knoten erfolgt durch explizite Nachrichtenübermittlung (engl.
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message passing). Die erzielte Skalierung hängt sehr stark vom verwendeten Verbindungsnetz-
werk, das heißt insbesondere von dessen Art und Topologie (z.B. Fat-Tree, Hypercube, mehrdi-
mensionale Tori) ab. In Abhängigkeit vom ausgewählten Netzwerk sind inhomogene Bandbreiten
oder Latenzen mehr oder weniger stark ausgeprägt und nicht gänzlich zu vermeiden. Sobald diese
auch knotenintern auftretenden Inhomogenitäten zum bestimmenden Faktor der tatsächlichen
Berechnung werden, bricht die Skalierung zusammen. Die aktuell leistungsfähigsten Hochleis-
tungsrechner zählen alle zu den distributed-memory-Systemen, welche in Form von Clustern rea-
lisiert sind. Deren struktureller Aufbau folgt dabei dem nachstehenden Schema: Cluster, Rack,
Blade, Node (Knoten), Socket, Core. Hierbei gilt, dass die Nachrichtenlaufzeiten von Letzterem
(Core) bis hin zum Rack stetig zunehmen. Eine effiziente parallele Programmierung muss die-
sem Sachverhalt durch Lokalisierung, das heißt durch ein minimales Kommunikationsaufkommen
über die einzelnen strukturellen Grenzen hinweg, Rechnung tragen.
In Anlehnung an die Art des Datenaustausches ergeben sich die zwei am weitesten verbreiteten
Programmiermodelle für Parallelrechner. Das shared-memory- und das message-passing-Modell.
Das erst genannte Modell wird derzeit durch OpenMP (Open Multi-Processing) [32] und das
letztgenannte durch MPI (Message Passing Interface Standard) [105] realisiert. Aufgrund der
Beschränkung des OpenMP Ansatzes auf shared-memory-Architekturen und der damit einher-
gehenden Einsatzbeschränkung auf Knotenebene wird dieser Ansatz im weiteren Verlauf der
Arbeit nicht weiter betrachtet und allein der message-passing-Ansatz verfolgt. Der für hoch pa-
rallele Anwendungen bestens geeignete Ansatz via MPI basiert auf dem konkreten Austausch
einzelner Nachrichten zwischen disjunkten Prozessen. Hierbei werden einzelne Daten zwischen
beliebigen Gruppierungen von Prozessen mit Hilfe des Aufrufs von Kommunikationsoperationen
ausgetauscht. Der einfachste Ansatz ist hierbei die Punkt-zu-Punkt-Nachricht, wie sie oftmals
bei der sogenannten nearest-neighbour-Kommunikation Verwendung findet. Bei diesem Szena-
rio werden Daten direkt zwischen zwei physikalisch benachbarten Prozessen ausgetauscht und
so zugleich dafür gesorgt, dass die auftretenden Inhomogenitäten bzgl. Bandbreite und Latenz
auf ein Minimum beschränkt werden. Des Weiteren bietet MPI auch kollektive Operationen,
die den Datenaustausch zwischen beliebigen Gruppen von Prozessen ermöglichen. Aufgrund des
stark dämpfenden Einflusses, den diese Gruppenoperationen auf die Skalierung haben, sind diese
jedoch auf ein Minimum zu beschränken. Zusätzlich definiert der Standard deutlich über das
eigentliche message passing hinausgehende Erweiterungen wie etwa die parallele Ein-/Ausgabe
und weiterführende Prozess-Verwaltungsaufgaben.
Um die Qualität der parallelen Implementierung eines Algorithmus bewerten oder diese mit an-
deren Implementierungen vergleichen zu können, bedarf es aussagekräftiger Kennzahlen, deren
Wert in Relation zu den tatsächlich genutzten Ressourcen steht. Eine der gebräuchlichsten Kenn-
zahlen ist die Beschleunigung (engl. Speedup) S∗P (N), die ein sequentieller Algorithmus durch
Verwendung von P Prozessen erfährt. Der Speedup ist dabei wie folgt definiert:
S∗P (N) = T ∗1 (N)TP (N) und SP (N) = T1(N)TP (N) ≈ S∗P (N) (5.1)
Hierbei bezeichnet T ∗1 (N) die Laufzeit eines optimalen sequentiellen Algorithmus bezogen auf
die Problemgröße n, und T1(N) sowie TP (N) die Laufzeit von dessen paralleler Implementie-
rung unter Verwendung von 1 bzw. P Prozessen. Die mehrdeutige Definition ist hierbei dem
Sachverhalt geschuldet, dass in der Praxis zumeist nur eine parallele Implementierung des Algo-
rithmus vorhanden und somit nur T1(N) und nicht T ∗1 (N) angegeben werden kann. Da der in
der vorliegenden Arbeit entwickelte Algorithmus in sequentieller und in paralleler Form vorliegt,
werden, sofern dies möglich und sinnvoll ist, jeweils beide Varianten des Speedup angegeben.
Dabei wird S∗P (N) als absoluter und SP (N) als relativer Speedup bezeichnet. Diese Gegenüber-
stellung erlaubt zum einen, die Bewertung des Overheads, den die parallele Implementierung mit
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sich bringt, und zum anderen einen fairen Vergleich mit anderen Entwicklungen, welche keine
sequentielle Version für die Berechnung des Speedup verwenden. Es sei hier angemerkt, dass im
bestmöglichen Fall ein linearer Speedup mit 1 ≤ S∗P ≤ N erzielt werden kann. Der sogenann-
te superlineare Speedup ist theoretisch nicht möglich und lässt sich in der Praxis immer auf
Cache-Effekte zurückführen.
Eine weitere gebräuchliche Kennzahl ist die, ebenfalls in absoluter und relativer Form verwende-
te, parallele Effizienz E∗P (N), welche wie folgt definiert ist:
E∗P (N) = S∗P (N)P und EP (N) = SP (N)P ≈ E∗P (N) (5.2)
Für die theoretisch erreichbare Effizienz gilt 1P ≤ E∗P (N) ≤ 1, welche zu gleich als Maß für den
Anteil der Laufzeit des sequentiellen Algorithmus an der Gesamtzeit angesehen werden kann.
Sowohl Speedup als auch die parallele Effizienz eignen sich sehr gut, um Aussagen über die Güte
der Skalierbarkeit eines Algorithmus, das heißt über dessen Leistungsverhalten bei Hinzunahme
von weiteren Prozessen unter Beibehaltung der Problemgröße N zu treffen. Dieses Szenario wird
auch als starke Skalierbarkeit (engl. strong scalability) bezeichnet. Diese Skalierung unterliegt
einer starken Begrenzung, welche abgeleitet aus dem Amdahlschen Gesetz [5] direkt vom nicht
parallelisierbaren, zwischen Null und Eins liegenden Anteil a des jeweiligen Algorithmus abhängt
und mit S∗P (N) ≤ 1a angegeben wird. Im Gegensatz zur starken Skalierung sind der Speedup und
die parallele Effizienz in ihrer herkömmlichen Definition nicht für Aussagen bzgl. der schwachen
Skalierbarkeit (engl. weak scalability) eines Algorithmus geeignet. Von schwacher Skalierbarkeit
ist die Rede, wenn zusätzlich zur Prozessanzahl auch die Problemgröße um den gleichen Faktor
vergrößert wird. Um hier Aussagen über die Güte treffen zu können, bedarf es einer angepassten
Definition für die parallele Effizienz, welche zur Unterscheidung bzgl. der starken Skalierung im
Folgenden mit E∗PN bezeichnet wird. Es gilt:
E∗PN(N) = T ∗1 (N)TP (PN) und EPN(N) = T1(N)TP (PN) ≈ E∗PN (5.3)
Hierbei bezeichnet TP (PN) die Laufzeit, die benötigt wird, wenn ein P mal größeres Problem
mit P Prozessen gelöst wird. Analog zur starken Skalierung gilt 1P ≤ E∗PN(P ) ≤ 1, wobei der
Wert Eins wiederum das bestmögliche Ergebnis repräsentiert.
Auf dem Weg zu einer performanten, parallelen Implementierung mit tausenden Prozessen be-
darf es bereits im Entstehungsprozess und in der abschließenden Phase der Optimierung des
Einsatzes sogenannter Performance-Analyse-Programme. Ohne deren Einsatz, ist eine skalieren-
de Implementierung mit optimaler Effizienz so gut wie ausgeschlossen. Die allgemein erhältlichen
Performance-Analyse-Programme verwenden drei unterschiedliche Konzepte zur Leistungsbewer-
tung, diese sind Benchmarking, Profiling/Sampling und Tracing. Bei Ersterem wird hauptsächlich
die Gesamtlaufzeit des Programms gemessen und somit die Möglichkeit geschaffen, unterschied-
liche Implementierungen bezüglich deren Laufzeit zu vergleichen. Das Benchmarking wird in der
vorliegenden Arbeit von der Anwendung selbst, anhand von synchronisierten „system_clock“ [54]
Auswertungen vorgenommen. Beim Profiling wird abhängig von einem bestimmten Zeitintervall,
die zu analysierende Anwendung unterbrochen und deren Laufzeitverhalten in Form einer Stich-
probe (engl. sample) ausgewertet. Es handelt sich somit um eine statistische Gesamtanalyse, die
nicht das komplette Laufzeitverhalten wiedergibt und somit besteht immer das Restrisiko einer
deutlichen Abweichung von der Realität. Das Tracing hingegen stellt einen voll deterministischen
Ansatz dar, bei welchem nur tatsächlich auftretende Ereignisse aufgezeichnet werden. Diese sind
bei jeder weiteren Analyse voll reproduzierbar. Sofern dem Tracing-Programm genügend Puffer-
speicher zur Verfügung gestellt wird, können alle Details der betrachteten Anwendung erfasst
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und ausgewertet werden. Es sei hier angemerkt, dass Anwendungen mit Tausenden von Prozes-
sen und langen Laufzeiten schnell den zur Verfügung stehenden Pufferspeicher aufbrauchen und
in diesem Falle nur gezielt ausgewählte Ereignisse aufgezeichnet werden können. Der große Vor-
teil des Tracings gegenüber dem Profiling besteht, neben der Vollständigkeit der Analyse, in der
Möglichkeit, auch die MPI-basierten Kommunikationsoperationen aufspüren und bewerten zu
können, so dass letztendlich potentiell bestehende Skalierungsprobleme behoben werden können.
In der vorliegenden Arbeit wird allein das Tracing zur Analyse der Implementierung verwendet.
Hierbei werden die benötigten Ereignisse und Daten mit Hilfe von VampirTrace [87] gesammelt
und via Vampir [93, 111] ausgewertet. Auf den Einsatz des VampirTrace Nachfolgers ScoreP
[94] wurde dabei bewusst verzichtet, da dessen Unterstützung der Programmiersprache Fortran
noch einzelne Lücken aufweist und momentan auch keine Möglichkeit besteht, die Menge des
allokierten Speichers, wie dies etwa von VampirTrace unterstützt wird [88], zu erfassen.
5.2 Stand der Forschung
Die Entwicklung und Umsetzung von parallelen Techniken in Kombination mit Mehrgitterver-
fahren erlebte in den 1990er Jahren einen ersten Höhepunkt. In dieser Phase entstanden bereits
sehr umfangreiche Softwarepakete wie PLTMG [15] und UG [18], zu deren Funktionalität von
vornherein auch die Möglichkeit der adaptiven Gitterverfeinerung gehört. Diese Kopplung von
Parallelisierung und Adaption gilt auch für die meisten im Folgenden beschriebenen Programm-
pakete. Da die Adaption einen hohen logistischen Aufwand bzgl. einer effizienten parallelen Pro-
grammierung mit sich bringt, kann deren Verwendung zu Programmen mit deutlich geringerer
paralleler Effizienz führen, als dies für das gleiche Programm ohne Adaption der Fall wäre. Der
Verlust an Effizienz ist hierbei hauptsächlich der dynamischen Lastverteilung [99, 142] geschuldet,
welche Strategien zur Gleichverteilung des Rechenaufwandes, die Minimierung der Kommunika-
tionskosten und die Lastverteilung selbst umfasst. Dies sei hier deshalb explizit erwähnt, da der
in dieser Arbeit entwickelte Mehrgitterlöser über keine Funktionalität zur Gitteradaption ver-
fügt und somit ein direkter Vergleich bzgl. der Effizienz und des Speedups der im Folgenden
aufgeführten Löser nicht in jedem Fall repräsentativ ist.
Die seit dem ersten Höhepunkt stetig weitergeführten Forschungsarbeiten führten in den letz-
ten Jahren zu einer Vielzahl von neuen Softwarepaketen. Hierzu zählen auch Neuauflagen der
eingangs erwähnten Löser. Es zeigt sich jedoch, dass die Skalierbarkeit, trotz der Vielfalt der
eingesetzten Lösungsansätze (algebraisches und geometrisches Mehrgitter, direkte Grobgitterlö-
ser, Mehrgitter vorkonditionierte Krylov-Unterraum-Verfahren), noch immer eine Herausforde-
rung darstellt und dass diese sich mit dem Aufkommen von hoch-parallelen Supercomputern mit
Hunderttausenden von Rechenkernen noch verschärft hat. Aktuelle Implementierungen erreichen
auf solchen Systemen eine „schwache Skalierbarkeit“ (engl. weak scaling) von 60 bis 80 Prozent
(z.B.: Peano [30, 152], HHG [60], Dendro [130], duneII [14, 20], ug4 [71]). Wird stattdessen die
Problemgröße insgesamt konstant gehalten („starke Skalierbarkeit“ – engl. strong scaling), sinkt
die parallele Effizienz spätestens ab 1000 Rechenkernen erheblich. Die eingangs erwähnten Löser
erzielen hierbei Werte im Bereich von maximal 20–30%. Die obere Schranke von 30% ist hierbei
repräsentativ und gilt für alle bekannten h-Mehrgitter-basierten Löser.
Ein Grund für die relativ schlechte Skalierbarkeit von Mehrgitterverfahren liegt in der stufenwei-
sen Vergröberung der diskreten Gleichungen [146], in deren Folge die Zahl der Unbekannten auf
dem gröbsten Gitter in der gleichen Größenordnung liegen kann wie die Zahl der Rechenkerne,
oder diese sogar unterschreitet. Aufgrund des elliptischen Charakters ist das Grobgitterproblem
global gekoppelt, wodurch die Latenz des Netzwerks zum begrenzenden Faktor wird [58]. Als
Folge nimmt der Anteil des Grobgitterlösers an der Laufzeit mit steigender Prozesszahl drama-
tisch zu [60]. Eine mögliche Gegenmaßnahme besteht in der Reduktion der Partitionszahl auf
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den gröberen Gittern [36, 71]. Ein anderer Ansatz besteht darin, zu gewährleisten, dass zu jedem
Zeitpunkt des Lösungsprozesses, jeder Partition genügend Gitterelemente zur Verfügung ste-
hen. Wird diese Herangehensweise in Verbindung mit einem h-Mehrgitterlöser umgesetzt, führt
dies jedoch zu einer reduzierten Konvergenzrate und zu ungenügenden Problemgrößen auf dem
gröbsten Gitter. Einen naheliegenden Lösungsansatz für dieses Problem stellt der Übergang auf
ein p-Mehrgitter-basiertes Verfahren dar, denn diese besitzen die inhärente Eigenschaft, dass
die einmal für eine Partition festgelegte Elementanzahl, unabhängig von der jeweils betrachteten
Mehrgitterebene, konstant bleibt. Insbesondere der Übergang zu hohen Polynomgraden 8 ≤ p ≤ 32
führt, neben der verbesserten, exponentiellen Konvergenz, zu einer sehr großen Zahl (≈ pd) von
Knoten im Elementinneren. Dieser Prozess lässt sich als Lokalisierung der Rechenlast interpretie-
ren und ermöglicht hoch effiziente Matrix-Matrix-Operationen, welche zusätzlich zur allgemein
angewendeten Gebietszerlegung eine weitere Möglichkeit der Optimierung (Parallelisierung und
Vektorisierung) bieten.
Einen eindeutigen Beleg für die Effizienz von p-Mehrgitterverfahren liefert der Simulationscode
NEK5000 [7], welcher bereits im Jahr 2010 bei einer starken Skalierung von 32.786 auf 262.144
Rechenkerne eine parallele Effizienz von 71% erreichte [91] und damit eine Ausnahmestellung
unter den Mehrgitter-basierten Lösern einnimmt. Darüber hinaus belegen aktuelle Veröffentli-
chungen [50, 131] eine starke Skalierung von bis zu 60%, wenn die Anzahl der Rechenkerne auf
bis zu eine Millionen erhöht wird. Das dem Skalierungstest zugrunde liegende Gitter besteht
aus 1283 Tensorprodukt-basierten Hexaederelementen der Ansatzordnung p = 15, so dass das zu
lösende Gleichungssystem rund 7;1 Milliarden Unbekannte umfasst. Es sei hier angemerkt, dass
der zu Beginn des Abschnitts erwähnte HHG-Löser bereits in der Lage ist, Gleichungssysteme mit
mehr als der einhundertfachen Menge von Unbekannten zu lösen. Abschließend lässt sich darauf-
hin feststellen, dass Mehrgitter-basierte Lösungsverfahren, die bis zu eine Billionen Unbekannte
(≈ 1012) auf bis zu einer Millionen Rechenkernen (≈ 106) handhaben und dabei eine schwache
als auch starke parallele Effizienz von 60–80% erzielen, den Stand des aktuell Möglichen reprä-
sentieren. Vor dem Hintergrund der für den Zeitraum von 2018 [37] bis 2023 [17, 75] geplanten
Bereitstellung von ersten, mit bis zu 109 Rechenkernen ausgestatteten, Exascale Systemen, gilt
es, die Anzahl der von Mehrgitterlösern handhabbaren Unbekannten bis auf zehn Billionen 1013
zu erhöhen, denn nur so ist sicherzustellen, dass die Kommunikation nicht zur dominierenden
Komponente des Lösungsprozesses wird [50].
Ein aussagekräftiger Vergleich bzgl. der Laufzeit der einzelnen Mehrgitterlöser ist trotz detail-
lierter Literaturstudie nicht möglich, denn in den seltensten Fällen werden hinreichend genaue
Angaben zum jeweils verwendeten Parametersetting gemacht. Da die im Einzelnen angegebe-
nen Laufzeiten jedoch nur in Verbindung mit der jeweils verwendeten Rechnerplattform und der
gewählten Abbruchgenauigkeit sowie der damit verbundenen Zyklenzahl verglichen werden kön-
nen, können hierzu keine vergleichenden Angaben gemacht werden. Um jedoch für die Zukunft
eine bessere Vergleichbarkeit der einzelnen Löser zu gewährleisten, werden die eben genannten
Kenngrößen für den in dieser Arbeit entwickelten Löser im Kapitel 6 detailliert aufgeführt.
Die zur Lösung des Grobgitterproblems eingesetzte schnelle Fourier-Transformation ist bereits
seit geraumer Zeit [38] bekannt und gehört zum Standardrepertoir diverser numerischer Biblio-
theken. Dennoch wurden in den letzten zwanzig Jahren stetig neue Strategien veröffentlicht,
welche die Performance der FFT immer wieder verbessert haben. Den Hauptzweig dieser Ent-
wicklung stellt hierbei die Parallelisierung der FFT dar, deren Historie in der Arbeit von Ayala
und Wang [9] ausgiebig erläutert wird. Die in dieser Arbeit geschilderte, für den Endanwen-
der schwer zu überblickende, Vielfalt, motivierte seit jeher die Bereitstellung und Verwendung
vertrauenswürdiger FFT-Bibliotheken. Die FFTW-Bibliothek [55] hat sich hierbei als Standard
etabliert. Die rasante Entwicklung der letzten Jahre bzgl. der nutzbaren Anzahl an Rechenkernen
hat jedoch gezeigt, dass die FFTW, trotz der Möglichkeit der Parallelverarbeitung auf verteil-
tem Speicher, nur bedingt für den Einsatz im hochparallelen Bereich geeignet ist. Dies liegt zum
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einen an der generellen Einschränkung der FFT, nur maximal d − 1 Dimensionen effizient für
die Gebietszerlegung nutzen zu können, und zum anderen daran, dass die FFTW selbst nur die
Parallelisierung via eindimensionaler Gebietszerlegung unterstützt [118]. Diese Einschränkung
entspricht im zweidimensionalen Anwendungsfall zwar noch dem optimal Möglichen, hat aber
mit jeder weiteren hinzukommenden Raumdimension einen immer größer werdenden negativen
Effekt. Beispielsweise ergibt sich für den dreidimensionalen Anwendungsfall mit n3e Elementen
eine Beschränkung der Skalierung auf maximal ne Prozessoren. Der mit den n3e Elementen pro-
portional zunehmende Speicheraufwand sorgt zusätzlich dafür, dass die Anzahl der tatsächlich
einsetzbaren Prozessoren Pne viel kleiner als die Anzahl der vorhandenen Prozessoren Pmax ist.
Die aktuellsten, den Stand der Forschung repräsentierenden parallelen FFT-Bibliotheken: P3DFFT
[42, 118], 2DECOMP&FFT [98], PFFT [121], verwenden im dreidimensionalen Anwendungsfall
eine zweidimensionale Gebietszerlegung [26] (engl. pencil decomposition). Es sei angemerkt, dass
die genannten Bibliotheken bezüglich deren Grundfunktionalität zumeist wiederum die FFTW
verwenden. Der direkte Vergleich bezüglich der Skalierbarkeit [118, 121] zeigt, dass die P3DFFT
und die PFFT mit einer Effizienz von 45% bzgl. der schwachen Skalierung auf bis zu 65.536
Rechenkernen das Maß der Dinge repräsentieren. Studien auf dem HPC System JuGene (Blue-
Jene-P) [84] belegen sogar deren Eignung für Berechnungen mit 262.144 Rechenkernen [121].
Hierbei sinkt die parallele Effizienz jedoch deutlich und beträgt abhängig von der gewählten
Problemgröße N = nde mit 512 ≤ ne ≤ 1024 maximal 20%.
5.3 Grundlegende Struktur und Parallelisierung
Der folgende Unterabschnitt widmet sich gänzlich der tatsächlichen parallelen Realisierung des in
Kapitel 4 entwickelten Mehrgitterlösers. Hierfür wird zunächst dessen Speicherbedarf analysiert,
und anhand dessen die dem Löser zugrunde liegende Gitterhierarchie erläutert. Anschließend
wird in Abschnitt 5.3.2 die gewählte Gebietszerlegung aufgezeigt und abschließend in 5.3.3 das
daraus abgeleitete Kommunikationsschema als auch dessen tatsächliche Umsetzung dargestellt.
5.3.1 Analyse des Speicherbedarfs
Die vom Mehrgitterlöser benötigten, doppelt genauen Datenfelder werden, unabhängig von der
gewählten Raumdimension, in einer dreistufigen Gitterhierarchie bereitgestellt. Die erste Ebene
bilden dabei die vollständigen, die zweite Ebene die kondensierten und die dritte Ebene die
glätterspezifischen Gitter. Es sei darauf hingewiesen, dass alle Gitter, im sequentiellen wie im
parallelen Fall, für den Einsatz in Kombination mit sogenannten Geisterzellen (siehe Abbildung
5.1 und 5.2) vorgesehen sind. Diese, auch ghost, guard oder halo grid points genannten, Zellen
dienen im parallelen Fall dem Datenaustausch zwischen den einzelnen Prozessen und beinhalten
Datenkopien bestimmter disjunkter Prozesse. Für die Geisterzellen wird exakt eine zusätzliche
Gitterkomponente (Element, Fläche, Kante, Ecke, Stern) an jedem Gebietsrand bereitgestellt.
Der damit einhergehende Speichermehraufwand wird bei allen folgenden, elementabhängigen
Betrachtungen durch einen Offset von Zwei berücksichtigt.
Bei den vollständigen Gittern wird jedes Element separat abgespeichert. Der damit einherge-
hende Nachteil der mehrfachen Abspeicherung von Gitterpunkten auf den Elementgrenzen wird
dabei aufgrund der diesem Ansatz inhärenten, einfachen Logistik als akzeptabel erachtet. In
Abhängigkeit vom Polynomgrad p, der Elementzahl nde und der verwendeten Raumdimension
d müssen demnach (p + 1)d(ne + 2)d Gitterpunkte für jedes verwendete Gitter abgespeichert
werden. Der Löser benötigt zu keiner Zeit mehr als zwei volle Gitter. Eines für die Lösung u
und eines für die rechte Seite f (siehe Gleichung 3.22). Bei den kondensierten Gittern hingegen
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(a) Geisterzellen im 2D-Fall (b) Geisterzellen im 3D-Fall
Abbildung 5.1: Schematische Darstellung der in Kombination mit vollen Gittern verwendeten
Geisterzellen (hellgrau). An jedem Rand des Kerngebietes (dunkelgrau) wird jeweils genau ein
zusätzliches Gitterelement als Geisterzelle genutzt. Das Kerngebiet darf hierbei aus beliebig vielen
Elementen bestehen. Der dargestellte Spezialfall (ein Element), dient allein der Übersicht und
repräsentiert zugleich die größtmögliche und zugleich ungünstigste Relation zwischen realen und
fiktiven Gitterzellen, die bei der Verwendung von Geisterzellen auftreten kann.
werden nicht die Elemente, sondern nur deren Ecken, Kanten und Flächen abgespeichert. Jede
Komponente wird hierbei in einer separaten Instanz abgelegt. Sofern möglich, werden diese noch
ein weiteres Mal bezüglich ihrer Orientierung (Richtung des Normalenvektors) separiert. Damit
ergeben sich im zweidimensionalen drei und im dreidimensionalen Anwendungsfall sieben unter-
schiedliche Instanzen. Die tatsächliche Zahl der abzuspeichernden Gitterpunkte beträgt hierbei(ne + 2)d für die Ecken, d(p − 1)(ne + 2)d für die Kanten und d(p − 1)2(ne + 2)d für die Flächen
(nur im 3D-Fall vorhanden). Der Übergang auf das kondensierte Gitter bietet drei entscheiden-
de Vorteile: Es werden keine Gitterpunkte mehrfach abgespeichert, die inneren, nicht benötigten
Knoten eines Elementes werden nicht abgespeichert und die Quote der Cache-Verfehlungen (engl.
cache misses) wird aufgrund der gesteigerten Lokalität deutlich reduziert. In Abhängigkeit von
der jeweiligen Mehrgitterebene l werden maximal vier kondensierte Gitter eingesetzt. Jeweils
eines für: die gesuchte Lösung u^, die rechte Seite f^ (siehe Gleichung 3.33), das Residuum und
die exakte, vorgegebene Lösung. Die glätterspezifischen Gitter dienen der optimalen Berechnung
der Glättung und beinhalten jeweils den kompletten Wirkungsbereich des SJW bzw. SJC Glät-
ters (siehe Abbildung 4.5 (a) und (c)). Die tatsächliche Zahl der für beide Varianten benötigten
Gitterpunkte beträgt hierbei (1+ 2(p− 1)d+ 12(p− 1)2(d− 2))(ne + 2)d, wobei die SJC Variante
noch ein zusätzliches Hilfsgitter mit (1+2d(p+1/2)+12(d−2)(p+1/2)2)(ne +2)d Punkten benötigt.
Der in Abbildung 5.3 angegebene Gesamtspeicherverbrauch beinhaltet, zusätzlich zu den bisher
beschriebenen Gittern, die Operatoren für die Kondensation (siehe 3.32, 3.36) und den Mehr-
gittertransfer (siehe 4.2) sowie einige Hilfsgrößen und Parameter. Allerdings ist deren Anteil am
Gesamtverbrauch, mit Ausnahme der im Folgenden beschriebenen Konfiguration, zu vernach-
lässigen. Wird im dreidimensionalen Anwendungsfall der Polynomgrad mit p = 32 gewählt, liegt
der Speicherbedarf für den kondensierten Operator bereits im Gigabyte-Bereich. Dies ist insofern
kritisch, da diese Operatoren zum sequentiellen Anteil des Lösers gehören und demnach jeder
Prozess eine volle Kopie von diesen benötigt. Das wiederum hat zur Folge, dass der auf einem
Knoten zur Verfügung stehende Arbeitsspeicher bereits zu einem Großteil allein von diesen Ope-
ratoren aufgebraucht wird und somit nicht für die eingangs beschriebenen Gitter zur Verfügung
steht. Diese Problematik verschärft sich mit steigender Prozessanzahl. Eine mögliche Lösung des
Problems wäre hier der Übergang zu einer hybriden Parallelisierung (MPI + OpenMP) auf Kno-
tenebene, da hier nur eine Instanz aller Operatoren für alle beteiligten Threads benötigt wird.
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Abbildung 5.2: An Abbildung 5.1 angelehnte Darstellung, der in Kombination mit dem kon-
densierten (a–c) und dem Hilfsgitter (d) verwendeten Geisterzellen (hellgrau). Analog zum vollen
Gitter, wird abermals genau eine zusätzliche Gitterkomponente (Kante (a–b), Ecke (c), Stern(d))
als Geisterzelle genutzt. Jedem Gitterelement aus Abbildung 5.1 lässt sich exakt eine Kante glei-
cher Orientierung, eine Ecke und ein Stern (jeweils dunkelgrau) zuordnen. Die Zuordnung im
dreidimensionalen Fall erfolgt analog. Es sei jedoch darauf hingewiesen, dass bei diesem noch
drei zusätzliche Flächen (x, y, z orientiert) und die z-orientierte Kante zu berücksichtigen sind.
Dieser Ansatz wird im Rahmen der vorliegenden Arbeit auch dahingehend nicht weiter verfolgt,
da, wie später im Ergebnisteil (Abschnitt 6.3.1) gezeigt, die dreidimensionale Variante mit Poly-
nomgrad p = 32 die schlechtesten Laufzeiten aller untersuchten Varianten aufzeigt. Die Ergebnisse
der in Abbildung 5.3 dargestellten Analyse basieren auf einer Folge von Testproblemen, bei de-
nen die Zahl der Unbekannten und damit die Größe der zugrunde liegenden, vollen Gitter, durch
Variation der Elementzahl und des Polynomgrades, ansteigt. Zuerst wird hierbei die in Zwei-
erpotenzen ansteigende Elementzahl nde mit ne ≥ 2 variiert. Die maximale Elementobergrenze
ist so gewählt, dass die Auflösung des jeweils größten verwalteten Gitters pdnde = 1:073:741:824
Gitterpunkten entspricht. Der Polynomgrad ist mit p = 4;8;16;32 festgelegt. Unabhängig vom
eingesetzten Glätter (5.3 a–d) markiert ein Speicherverbrauch von null Byte den Beginn der
Analyse einer neuen Testkonfiguration. Jede Konfiguration ist von vier Phasen (jeweils vier Pla-
teaus) geprägt. In der ersten Phase werden die zwei vollen und direkt danach in Phase zwei
die kondensierten Gitter allokiert. Aus Optimierungsgründen wird im Anschluss eines der vollen
Gitter deallokiert (erste Senke) und direkt danach das bzw. die glätterspezifischen Gitter gene-
riert. Abschließend werden diese und alle für die Rekondensation unnötigen, kondensierten Gitter
wieder deallokiert. Zu Beginn der letzten Phase wird das zweite der vollen Gitter, welches für die
Rekondensation zwingend erforderlich ist, reallokiert. Es zeigt sich, dass der Speicherverbrauch,
unabhängig von Glätter und Raumdimension, mit steigendem Polynomgrad deutlich abnimmt.
Dabei ist jedoch zu beobachten, dass der dreidimensionale Ansatz erheblich mehr Speicher als
der zweidimensionale Ansatz erfordert. Im Vergleich mit dem durchschnittlich auf Knotenebene
verfügbaren Arbeitsspeicher aktueller HPC-Systeme (Bsp.: Taurus 64 GB [158]) bedeutet dies,
dass der Polynomgrad und die Raumdimension schnell zum begrenzenden Faktor für die maximal
mögliche Systemgröße werden.
Die in diesem Abschnitt durchgeführte Analyse des Speicherverbrauches zeigt, dass nur eine
eingeschränkte Menge der bisher eingesetzten Parameterkonfigurationen für großskalige Skalie-
rungstests geeignet ist. Im zweidimensionalen Fall handelt es sich hierbei um alle Settings mit
Polynomgrad p ≥ 8 und im dreidimensionalen Fall um alle Settings mit Polynomgrad 8 ≤ p ≤ 16.
Es sei jedoch explizit darauf hingewiesen, dass diese Beschränkung nur gilt, sofern Simulationen
mit einer Auflösung von einer Billionen (1012) und mehr Gitterpunkten angestrebt werden.
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Abbildung 5.3: Überblick über den Gesamtspeicherverbrauch in Abhängigkeit des eingesetzten
Glätters und der Raumdimension d. Es wird jeweils der Speicherverbrauch bei Verwendung un-
terschiedlicher Gitter mit ansteigender Elementzahl und ansteigendem Polynomgrad dargestellt.
Zuerst wird hierbei die in Zweierpotenzen ansteigende Elementzahl nde mit ne ≥ 2 variiert. Die
maximale Elementobergrenze ist so gewählt, dass die Auflösung des jeweils größten verwalteten
Gitters pdnde = 1:073:741:824 Gitterpunkten entspricht. Es sei zu beachten, dass die tatsächli-
che Anzahl der abzuspeichernden Gitterpunkte (p + 1)dnde beträgt. Der Polynomgrad ist mit
p = 4;8;16;32 gewählt. Die abgebildeten Laufzeiten sind nicht repräsentativ.
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5.3.2 Zwei- und dreidimensionale Zerlegung
Um den im vorangegangenen Kapitel vorgestellten Lösungsansatz via distributed-memory Kon-
zept zu parallelisieren, muss das jeweils betrachtete Lösungsgebiet 
 der sogenannten Gebietszer-
legung (auch Dekomposition bzw. domain decomposition genannt) unterzogen werden. Bei dieser
Zerlegung wird das Gesamtgebiet in Partitionen (P) aufgeteilt. Die hierfür notwendige Vorge-
hensweise entspricht dabei exakt der bereits in Zusammenhang mit Gleichung (3.9) beschriebe-
nen, elementbasierten Zerlegung des Gebietes 
. Demzufolge bilden die einzelnen Elemente 
e
die kleinstmögliche Größe einer Partition (Abbildung 5.1). Im Normalfall jedoch bestehen die
einzelnen Partitionen aus mehreren zusammenhängenden Elementen. Im Anschluss an diesen,
als Partitionierung bezeichneten, Prozess werden die Partitionen einzelnen Prozessen zur Be-
arbeitung zugeordnet. Die Zuteilung erfolgt dabei so, dass jedem Prozess exakt eine Partition
zuteilwird. Um, wie bei der Anwendung des entwickelten Stern-Glätters notwendig (Abbildung
4.5), auch am Rand der Partitionen auf benachbarte Gitterelemente zugreifen zu können, wird
jede Partition mit Geisterzellen ausgestattet (siehe Abbildung 5.1 und 5.2). Bevor nun eine neue
Iteration auf dem gesamten Gitter berechnet werden kann, muss der Inhalt aller Geisterzellen
aktualisiert werden. Die Aktualisierung bedarf dabei einer Synchronisation der jeweils beteiligten
Prozesse und der Kommunikation der benötigten Daten. Der parallele Lösungsprozess unterteilt
sich somit in die zwei Phasen Synchronisation/Kommunikation und Berechnung. Beide Phasen
werden hierbei maßgeblich von der gewählten Partitionierung beeinflusst. Zum einen bedingt die
Struktur der gewählten Partitionierung das für den Geisterzellenaustausch notwendige Muster
der Kommunikation und somit den Kommunikationsaufwand. Zum anderen bestimmt die gewähl-
te Partitionsgröße und -form direkt die Dauer der Berechnung und somit die Wartezeit bis zur
nächsten Synchronisation. Dieser bisher geschilderte Einfluss der Partitionierung auf die Effizienz
des gesamten Lösungsprozesses verstärkt sich deutlich, wenn die Partitionen einzelner Prozesse
in ihrer Form und Größe variieren. Findet diese Variation nicht nur örtlich, sondern auch zeitlich
statt, stellt dieser auch als dynamische Partitionierung bezeichnete Prozess, höchste Ansprüche
an die gesamte Parallelisierung.
Wie bereits in Kapitel 3 ausreichend diskutiert, wird bei dem vorliegenden Lösungsansatz auf
die Implementierung einer Gitteradaption gänzlich verzichtet. Dies und der Sachverhalt, dass das
verwendete p-Mehrgitterverfahren garantiert, dass zu keinem Zeitpunkt des gesamten Lösungs-
prozesses eines der Gitterelemente gänzlich aus dem Berechnungsprozess verschwindet, machen
den Einsatz einer dynamischen Partitionierung überflüssig. Der interessierte Leser findet jedoch
in [99] eine ausführliche Darstellung der gesamten Problematik. In der vorliegenden Implemen-
tierung werden stattdessen zwei statische Partitionierungen eingesetzt. Eine für das Grobgit-
terproblem (4.2 (iii)) und eine für alle übrigen Operationen. Diese Zweiteilung in eine Grob-
(G) und eine Feingitterpartitionierung (F ) ist hierbei direkt dem Einsatz des FFT basierten
Grobgitterlösers geschuldet. Die schnelle Fourier-Transformation erlaubt an sich nur eine d − 1
dimensionale Gebietszerlegung [9]. Beide Partitionierungen (siehe Abbildung 5.4 und 5.5) ha-
ben gemeinsam, dass diese zu Beginn des Lösungsprozesses einmalig berechnet werden und dass
innerhalb der jeweiligen Partitionierung, alle beteiligten Prozesse identische Partitionen (Grö-
ße und Form) bearbeiten. Unter der Annahme, dass jede Partition jeweils exklusiv auf gleich
schnellen Prozessoren berechnet wird, erzwingen die bisher angeführten Vorgaben eine optimale
Lastbalance innerhalb der beiden Gitterpartitionierungen. Die Lastbalance ist hierbei ein auf
alle Prozesse bezogenes Maß für die Gleichmäßigkeit der Rechenlastverteilung und zeitgleich ein
zentraler Indikator für die Güte einer parallelen Implementierung [99]. Basierend auf der Dar-
stellung von Pilkington und Baden [119], ist die Lastbalance  wie folgt definiert:
Lastbalance = Durchschnittliche Rechenlast der Partition
Maximale Rechenlast einer Partition
(5.4)
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Abbildung 5.4: Darstellung der für alle feinen Gitter verwendeten Partitionierung dF . Einzelne
Partitionen lassen sich anhand ihrer spezifischen Farbe identifizieren. Die Farbe markiert zugleich
die unterschiedliche Prozesszugehörigkeit. Zweidimensionale Gitter (a) werden in Rechtecke und
dreidimensionale Gitter (b) in Quader zerlegt. Partitionen gleicher Dimension besitzen alle die
gleiche Größe und Form. Die transparenten Außenflächen ohne Gitterlinien dienen der Veran-
schaulichung der durch die Verwendung von zyklischen Randwerten bedingten Torusstruktur.
Bei separater Betrachtung der Lastbalance bzgl. der Grob- (G) und der Feingitterpartitionie-
rung (F ) ergibt sich jeweils eine optimale Lastbalance mit dem Wert Eins. Wird hingegen die
Lastbalance GF für den gesamten Lösungsprozess betrachtet, nimmt diese nur für eine spezielle
Klasse von Gitternkonfigurationen den Wert Eins an. Hierbei handelt es sich um alle Gitter, bei
denen die zur Diskretisierung einer d − 1 dimensionalen Fläche eines d dimensionalen Gebietes
eingesetzte Elementzahl größer ist, als die Anzahl der für die Parallelisierung verwendeten Pro-
zesse (Abbildung 5.5). Im Regelfall kehrt sich dieses Verhältnis jedoch um, so dass während der
Grobgitterlösungsphase bis zu P 1/d Prozesse keine Partition zugeteilt bekommen (Abbildung 5.6).
Unter der Annahme der idealen Lastbalance innerhalb einer Partitionierung (identische durch-





Abbildung 5.5: Darstellung der im Zusammenhang mit dem Grobgitterlöser eingesetzten Par-
titionierung dG (
2
G in (a) und 
3
G in (b)). Einzelne Partitionen lassen sich anhand ihrer spe-
zifischen Farbe identifizieren. Die Färbung ist bewusst gewählt und entspricht exakt der aus
Abbildung 5.4. Partitionen gleicher Farbe sind dem gleichen Prozess zugeordnet.
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(a) Vier Elemente mit
vier Prozessen lösbar
(b) Vier Elemente mit nur
zwei Prozessen lösbar
(c) Acht Elemente mit
acht Prozessen lösbar
(d) Acht Elemente mit nur
vier Prozessen lösbar
Abbildung 5.6: Darstellung der maximalen Reduktion der nutzbaren Prozessanzahl, die beim
Wechsel von Fein- (a, c) zu Grobgitterstrukturen (b, d) auftritt. Das skizzierte Maximum tritt
immer dann auf, wenn jedes Element des feinen Gitters genau einem einzelnen Prozess PF = ne
zugeordnet ist. Im zweidimensionalen (a, b) reduziert sich die Zahl auf P = n1/2e und im drei-
dimensionalen Anwendungsfall (c, d) auf P = n2/3e .
GF (P ) = (WFP P +WGP P d−1d )P−1WFP +WGP = W
F
P +WGP P −1/d
WFP +WGP = W
F
P
WFP +WGP + W
G
P(WFP +WGP )P 1/d (5.5)
Hierbei bezeichnetW ∗P die fein- oder grobgitterbezogene Rechenlast einer Partition unter Verwen-
dung von P Prozessen. Um die obige Darstellung weiter zu vereinfachen, werden im Folgenden
die tatsächlichen Rachenlasten durch deren Verhältnis zueinander (CP = WFP /WGP ) substituiert.
Daraus folgt für Gleichung (5.5):
GF (P ) = CPWGP
CPW
G
P +WGP + W
G
P(CPWGP +WGP )P 1/d = CPCP + 1 + 1(CP + 1)P 1/d (5.6)
Unter Ausnutzung der jeweils angewendeten Partitionierungsstrategie kann das Lastverhältnis
CP auf das sequentielle Lastverhältnis C1 zurückgeführt werden. Es gilt:











1/d = C1P 1/d (5.7)
Eingesetzt in Gleichung (5.6) erlaubt dies folgende Darstellung der Lastbalance:
GF (P ) = GF (P;C1; d) = C1P 1/dC1
P 1/d + 1 +
1( C1
P 1/d + 1)P 1/d =
C1 + 1
C1 + P 1/d (5.8)
Die obige Gleichung für GF ermöglicht eine nur auf der Prozessanzahl, der Dimension und
dem sequentiellen Ausgangslastverhältnis beruhende Abschätzung der Lastbalance. Abbildung
5.7 zeigt deren tatsächlichen Verlauf für ausgewählte Größenordnungen von C1. Es zeigt sich,
dass hinsichtlich des Einsatzes von bis zu einer Millionen Prozessen nur Konfigurationen mit
C1 > 100 eine akzeptable Lastbalance aufweisen. Des Weiteren ist festzustellen, dass der dreidi-
mensionale Anwendungsfall im Vergleich mit dem zweidimensionalen Fall bereits für deutliche
kleinere Lastverhältnisse ausreichend balanciert (105 − 106 Prozesse). Die bisher durchgeführte
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(a) zweidimensionaler Anwendungsfall (b) dreidimensionaler Anwendungsfall
Abbildung 5.7: Doppelt logarithmische Darstellung der nach Gleichung (5.8) abgeschätzten,
gitterübergreifenden Lastbalance GF (P;C1). Der Faktor C1 = WF / WG entspricht dem se-
quentiellen Ausgangslastverhältnis von Fein- (F ) und Grobgitterpartitionierung (G). Jede der
vier dargestellten Kurven ( zwei- (a) bzw. dreidimensionaler Fall (b)) repräsentiert die auf ei-
ne unterschiedliche Größenordnung des Lastverhältnisses bezogene Lastbalance. Die schwarze,
horizontale Linie dient der besseren Übersicht und markiert eine Lastbalance vom Wert 0:9.
Analyse bezieht jedoch in keiner Weise das tatsächlich bestehende sequentielle Ausgangslastver-
hältnis mit ein. Anders als bei herkömmlichen h-Mehrgitterverfahren ist für dieses beim Einsatz
von p-Mehrgitterverfahren im Allgemeinen ein deutlich höherer Wert zu erwarten. Das C1 Ver-
hältnis für den im Rahmen dieser Arbeit entwickelten, kondensierten, p-Mehrgitterlöser lässt sich
direkt aus der in Tabelle 4.2 (Zeile 2) angegebenen Komplexität ableiten. Hierbei repräsentiert
jeweils der erste Term den Arbeitsaufwand für die Fein- und der zweite Term den Aufwand
für die Grobgitterkomponente. Es sei angemerkt, dass beide Terme einer idealisierten Last ent-
sprechen und deren Wert in der Realität zum Teil deutlich vom Optimum abweichen kann.
Insbesondere die in den ersten Term einfließenden Lastkonstanten CS und CT haben hier einen
deutlichen Einfluss auf das C1 Verhältnis. Die Abbildung 5.8 zeigt die theoretisch zu erwarten-
den Ausgangslasten der Implementierung. Es ist deutlich zu erkennen, dass für die bisher in
(a) zweidimensionaler Anwendungsfall (b) dreidimensionaler Anwendungsfall
Abbildung 5.8: Doppelt logarithmische Darstellung des aus Tabelle 4.2 abgeleiteten Ausgangs-
lastverhältnisses C1(ne; p). Die vier farbig dargestellten Kurven (zwei- (a) bzw. dreidimensionaler
Fall (b)) zeigen dessen starke Abhängigkeit vom Polynomgrad p. Die schwarze, horizontale Hilfs-
linie markiert ein Ausgangslastverhältnis von 100 ∶ 1 und dient der besseren Vergleichbarkeit mit
den Ergebnissen aus Abbildung (5.7)). Graue Kurven deuten noch höhere Polynomgrade an.
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dieser Arbeit betrachteten Polynomgrade (4 ≤ p ≤ 32) nur der dreidimensionale Anwendungsfall
(rechts) einen hinreichend hohen C1 Wert aufweist. Der Vergleich mit Abbildung (5.7) belegt,
dass für Polynomgrade p > 8 skalierende Anwendungen mit bis zu 106 Prozessen im Bereich des
Möglichen sind. Im zweidimensionalen Fall hingegen scheint dies nur durch eine Erhöhung des
bisher verwendeten Polynomgrades möglich zu sein (grauschattierte Kurven, linke Seite). Die
aktuelle Implementierung stößt jedoch verfahrensbedingt bereits für Polynomgrade mit Werten
von p ≥ 128 an ihre Grenzen, so dass bereits für Prozesszahlen diesseits von P = 105 eine deut-
liche Reduktion der Skalierung zu erwarten ist. Zusätzlich zum Polynomgrad, stellt die auf der
x-Achse abgetragene, für alle Raumrichtungen identisch gewählte Elementzahl ne einen weiteren
begrenzenden Faktor dar. Wird diese beliebig erhöht, gleicht sich das Verhältnis zwischen Fein-
und Grobgitterlast aus. Das in beiden Diagrammen dargestellte Elementmaximum korreliert in
der linken Abbildung mit 1010 bis 1012 und in der rechten Abbildung mit 1014 bis 1017 Freiheits-
graden. Aufgrund des bereits im vorherigen Abschnitt dargelegten Speicherbedarfs ergibt sich
somit, analog zum Polynomgrad, nur für den zweidimensionalen Anwendungsfall eine Restriktion
bzgl. der Skalierbarkeit.
Abschließend lässt sich festhalten, dass der in dieser Arbeit gewählte Partitionierungsansatz für
hochskalige Berechnungen mit bis zu einer Millionen Prozesse, für bestimmte Konfigurationen
(2D: p ≥ 64; 3D: p ≥ 16) theoretisch belegt ist. Sofern eine größere Menge von Prozessen zum
Einsatz kommen soll, muss ein Grobgitterlöser eingesetzt werden, dessen Strukturen ebenfalls
auf einer d-dimensionalen Partitionierung beruhen.
5.3.3 Parallelisierung und Kommunikation
Die gesamte Parallelisierung des in dieser Arbeit vorgestellten Lösers beruht auf zwei Arten
von Kommunikationsoperationen: individuelle (Punkt-zu-Punkt) und kollektive Operationen.
Die erstgenannte Art dient dabei der Realisierung des Nachrichtenaustausches zwischen allen
Feingitterstrukturen. Die letztgenannte Art dem Nachrichtentransfer zwischen Fein- und Grob-
gitterpartitionierung, sowie der Realisierung der FFT innerhalb des Grobgitterlösers. Aufgrund
der Vielzahl an vorhandenen Publikationen [9, 40, 58, 86, 98, 112, 113, 114, 118, 120, 129]
bzgl. der Umsetzung einer parallelen FFT, welche zugleich ausführlich die benötigten Kommu-
nikationsoperationen (Alltoall zwischen Teilgruppen aller beteiligten Prozesse) und die damit
einhergehende Restriktion der Skalierbarkeit beschreiben [40, 58], wird auf deren wiederholte
Schilderung verzichtet. In diesem Abschnitt werden demnach allein die Organisation und Umset-
zung der Kommunikation zwischen einzelnen Feingitterpartitionen (siehe Abbildung 5.4) und der
Nachrichtentransfer zwischen der Fein- und Grobgitterpartition (siehe Abbildung 5.6) erläutert.
Der Datenaustausch auf den feinen Gittern unterliegt, unabhängig von der jeweiligen Kompo-
nente (Element, Fläche, Kante, Ecke, Stern) immer der gleichen Gesetzmäßigkeit. Orthogonal
benachbarte Partitionen tauschen den Inhalt aller direkt aneinandergrenzenden Gitterkomponen-
ten aus. Das heißt, um einen vollständigen Datenaustausch zu gewährleisten, muss jede Partition
2d Sende- und Empfangsoperationen ausführen. Dies entspricht jeweils zwei Sende- und Emp-
fangsoperationen je existierender Koordinatenrichtung. Die tatsächliche Umsetzung der Kommu-
nikation erfolgt hierbei nicht blockierend, via MPI_Isend und MPI_Irecv. Das eigentliche Ziel,
sämtliche anfallende Kommunikation hinter der eigentlichen Berechnung zu verstecken, konnte
aufgrund der Konstruktionsweise der in Abschnitt 4.2.1 vorgestellten Glätter (Abbildung 4.3
und 4.5) bisher nicht vollends erreicht werden. Dies ist hierbei hauptsächlich dem Sachverhalt
geschuldet, dass beide Glätter auf Daten aus allen vorhandenen Geisterzellen (Abbildung 5.1
und 5.2), insbesondere auch auf die aus den Eckzellen zugreifen und es somit nicht möglich
ist, den Datenaustausch zeitgleich in mehrere Koordinatenrichtungen durchzuführen. Diese Ab-
hängigkeit von der Orientierung bedingt den Einsatz von zusätzlichen Synchronisationsroutinen
(MPI_Waitall), welche die sequentielle Durchführung des Datenaustausches sicherstellen. Der
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daraus resultierende Overhead ist ein Hauptgrund für die nur unvollkommene Überdeckung von
Kommunikation und Berechnung.
Anders als bei der Überdeckung entspricht der tatsächliche Kommunikationsaufwand dem er-
reichbaren Optimum. In Verbindung mit der im vorangegangenen Abschnitt definierten Feingit-
terpartitionierung gilt für die Fläche, über welche Daten zwischen allen Partitionen ausgetauscht
werden, folgende Berechnungsvorschrift [2]:
AK(P ) = 2dP(Ne
P
) d−1d = 2dN d−1de P 1d ≈ P 1d (5.9)
Der angegebene Wert stellt die minimal theoretisch erreichbare Fläche dar. Sofern zyklische
Randwerte verwendet und die Element- als auch Partitionsanzahl günstig gewählt werden, wird
dieser Wert von der vorliegenden Implementierung auch erreicht. Des Weiteren zeigt sich, dass,
im Vergleich mit dem zweidimensionalen Anwendungsfall, der Aufwand für die Kommunikation
im dreidimensionalen Anwendungsfall deutlich besser skaliert.
Hinsichtlich der in Abschnitt 5.1 beschriebenen, klassischen Struktur von Hochleistungsrechnern,
reicht es nicht aus, die Kommunikation allein bezüglich des Gesamtkommunikationsaufwandes
zu optimieren. Erst wenn die gesamte Kommunikation so organisiert wird, dass auch die Be-
sonderheiten des verwendeten Netzwerks berücksichtigt werden, ist das globale Minimum bzgl.
des Kommunikationsmehraufwandes erreichbar [92, 143]. Hierfür müssen vor allem die zwischen
einzelnen Prozessen eines Hochleistungsrechners auftretenden, inhomogenen Latenzen und Band-
breiten betrachtet werden. Hierbei gilt, Prozesse, die nur innerhalb eines Knotens (engl. intra-
node) kommunizieren, sind denen, die über die Knotengrenzen hinweg (engl. inter-node) kommu-
nizieren, im Vorteil. Dementsprechend beinhaltet eine optimale Prozessverteilung ein Minimum
an inter-node Kommunikation. Dieses Minimum wird erreicht, wenn alle auf einem Knoten vor-
handenen Prozesse so kompakt wie möglich, das heißt im Idealfall in Form eines Quadrates (2D)
oder Würfels (3D), auf dem entsprechenden Berechnungsgitter angeordnet werden. Abbildung
5.9 zeigt diese Art der blockbasierten Anordnung am Beispiel von 9 Knoten mit je 9 Prozessen
(a) zweidimensionaler Anwendungsfall
mit 9 Knoten à 9 Partitionen
(b) dreidimensionaler Anwendungsfall
mit 27 Knoten à 27 Partitionen
Abbildung 5.9: Schematische Darstellung der von der jeweils vorherrschenden Knotenkon-
figuration abhängigen, blockbasierten Verteilung der Prozessnummern. Die farbig markierten
Bereiche repräsentieren alle zu einem Knoten gehörenden Partitionen. Grauschattierte Bereiche
repräsentieren alle weiteren eingesetzten Knoten und deren zugehörige Partitionen. Die Darstel-
lung zeigt keine Elemente, jede Partition kann aus mehreren Elementen bestehen.
63
5 Konzeption des parallelen Mehrgitterlösers
im zwei- und am Beispiel von 27 Knoten mit je 27 Prozessen im dreidimensionalen Anwendungs-
fall. Da jedoch bei zeitgleich ablaufender Kommunikation der jeweils am langsamsten kommuni-
zierende Prozess zum bestimmenden Faktor wird, gilt es zusätzlich, die mit jeweils 2d maximal
theoretisch mögliche Anzahl von inter-node Kommunikationsprozessen eines Prozesses für die
Gesamtheit aller Prozesse zu beschränken. Hier zeigt sich, dass der in Abbildung 5.9 dargestellte
Blockansatz ebenfalls dem Optimum entspricht. Sofern die Anzahl der auf einem Knoten genutz-
ten Prozesse mehr als eins beträgt (2d Kommunikationen) und nicht den Wert einer Primzahl
annimmt (2d − 1 Kommunikationen), führt ein beliebiger Prozess maximal d inter-node Kom-
munikationen aus. Die hierbei erreichbare Reduktion der Kommunikationszeit hängt dabei stark
von etlichen weiteren Faktoren wie der Implementierung (blockierend, nichtblockierend) und der
eingesetzten Hardware (Interconnect-Technologie) ab. Eine Studie des HPC Advisory Council
aus dem Jahr 2011 [59] zeigt, dass in der allgemeinen Praxis durch Optimierung des inter- und
intra-node Kommunikationsaufwandes im günstigsten Fall eine Reduktion um annähernd 10 %
zu erwarten ist. Der tatsächlich erreichte Wert fällt zumeist jedoch deutlich niedriger aus.
In der vorliegenden Arbeit erfolgt die Verteilung der einzelnen Prozesse auf allen Feingitterebenen
exakt nach dem eben beschriebenen Blockansatz. Um den unterschiedlichen Knotenkonfigura-
tionen einzelner HPC-Systeme und der für jede Raumrichtung vorbestimmten Partitionsanzahl
gerecht zu werden, wird die tatsächliche Blockgröße automatisch während der Initialisierungs-
phase berechnet.
Der Datentransfer zwischen der Feingitter- und der Grobgitterpartitionierung ist mit Hilfe der
Routinen MPI_Gatherv und MPI_Scatterv realisiert. Hierbei werden je nach Verhältnis von
Element- zu Partitionszahl die zwei, bereits in Abschnitt (5.3.2) beschriebenen Szenarien Ne ≫ P
(entspricht dem Übergang von Abbildung 5.4 zu 5.5) und Ne = P (entspricht dem Übergang von
Abbildung 5.4 zu 5.6) durch eine entsprechend angepasste logische Verteilung der Daten realisiert.
Abschließend sei aus Gründen der Vollständigkeit erwähnt, dass zur Bestimmung des globalen
Lösungsfehlers bzw. Residuums die Funktion MPI_Allreduce unter Verwendung des Maximum-
Operators eingesetzt wird. Die hierbei zwischen allen beteiligten Prozessen anfallende Kommuni-
kation tritt jedoch nur sehr begrenzt, in Abhängigkeit vom gewählten Polynomgrad p und der zur
Lösung benötigten Zyklenzahl nzyk auf. Für die exakte Anzahl an MPI_Allreduce Aufrufen gilt:
nAllreduce = log2(p) nzyk. Diese liegt für alle betrachteten Konfigurationen im unteren zweistelligen
Bereich, so dass die MPI_Allreduce Operation, unter der Voraussetzung einer effizienten Imple-
mentierung (Binärbaum), selbst für mehr als eine Million Prozesse nicht zum beschränkenden
Faktor wird.
Das in diesem Abschnitt im Detail erläuterte Kommunikationsschema zeigt, dass dieses bzgl. der
Feingitterkomponenten nur auf eine Punkt-zu-Punkt-Kommunikation setzt. Da für diese Erfah-
rungsgemäß keine kritischen Einschränken bzgl. der Skalierbarkeit zu erwarten sind, stellt allein
der aktuell verwendete Grobgitterlöser (FFT) mit seinen AllToall Kommunikationsoperationen
eine potentielle Schwachstelle bzgl. der Skalierbarkeit dar. Demnach stellt der Austausch bzw.
der Ersatz des verwendeten Grobgitterlösers den vielversprechendsten Optimierungsansatz dar.
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In diesem Kapitel wird die Leistungsfähigkeit des im vorangegangenen Teil dieser Arbeit ent-
wickelten Lösers belegt und diese mit der von anderen Lösern verglichen. Hierfür werden im
Anschluss zunächst dessen tatsächliche Implementierung erläutert und in Abschnitt 6.2 alle
relevanten Hardwarespezifikationen des eingesetzten Testsystems (HPC-System Taurus [159])
beschrieben. Abschnitt 6.3.1 belegt die hohe Leistungsfähigkeit des Ansatzes im sequentiellen
Anwendungsfall und dient zugleich der Nachvollziehbarkeit der im anschließenden Abschnitt an-
geführten Ergebnisse des parallelen Anwendungsfalles. Abschließend werden in Abschnitt 6.3.3
die erreichten Ergebnisse im Vergleich mit bestehenden, etablierten Lösern bewertet.
6.1 Implementierung des Lösers
Der gesamte Quellcode wurde in der Programmiersprache Fortran [27, 106] geschrieben. Hierbei
wurde bevorzugt auf die moderne Syntax und Funktionalität, welche mit den Standards 2003 und
2008 [53] eingeführt wurde, zurückgegriffen. Es sei jedoch explizit vermerkt, dass die zum Teil
immer noch optimierungsbedürftige Objektorientierung [100] nur vereinzelt und dabei allenfalls
nur zur Vereinfachung globaler Strukturen eingesetzt wurde. Bei allen rechenintensiven Kerneln
wird der Einsatz von objektorientierten Komponenten bzw. Strukturen vermieden. Sofern mög-
lich und sinnvoll, wird zur Steigerung der Performance auf hocheffiziente numerische Bibliotheken
zurückgegriffen. Dies ist zum einen die Math Kernel Library (MKL) von Intel [78] und zum an-
deren die Fastest Fourier Transform in the West (FFTW) [55]. Im Rahmen der Anwendung der
MKL kommen vor allem die sogenannten „basic linear algebra routines“ (BLAS) zum Einsatz.
Diese in drei Level unterteilten Routinen dienen in der vorliegenden Implementierung vor allem
der optimierten Durchführung von Matrix-Vektor (BLAS Level 2) und Matrix-Matrix (BLAS
Level 3) Multiplikation, welche den größten Teil der Laufzeit für sich beanspruchen. Eine im
Zusammenhang mit den BLAS Routinen stehende, die Gesamtperformance maßgeblich beein-
flussende Designentscheidung stellt der Einsatz des sogenannten Stapelns (engl. stacking) dar.
Hierbei werden die an einer Matrix-Vektor-Multiplikation beteiligten Vektoren zu einer Matrix
zusammengefasst (gestapelt) und somit wird eine Vielzahl von BLAS 2 Routinen in eine deutlich
performantere BLAS 3 Routine (Matrix-Matrix) überführt.
Die parallele Variante des Mehrgitterlösers basiert auf der Verwendung der bereits im vorange-
gangenen Kapitel beschriebenen MPI [105] Direktiven. Da deren Anwendung bzw. Implemen-
tierung zum Stand der Technik gehört, wird hier auf eine detaillierte Schilderung von deren
Implementierung verzichtet.
Für den Grobgitterlöser wird im zweidimensionalen Anwendungsfall allein die MPI-Version der
FFTW Bibliothek und im dreidimensionalen Anwendungsfall diese in Kombination mit der
P3DFFT [118] eingesetzt.
Der Quellcode ist ausreichend dokumentiert und wird auf dem Fusionforge [57] Server des Zen-
trums für Informationsdienste und Hochleistungsrechnen (ZIH) der TU-Dresden gehostet [160].
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6.2 Hardwarespezifikation des Testsystems
Alle im Folgenden aufgeführten Ergebnisse resultieren aus Berechnungen, die auf dem HPC-
System Taurus [159] durchgeführt wurden. Dieses mit Rechenkernen vom Typ Haswell ausge-
stattete Petaflop System rangiert aktuell auf dem 164. Platz der Top 500 Liste (Stand November
2017). Die genaue Bezeichnung der Haswell CPU lautet E5-2680 v3 [80]. Es handelt sich hierbei
um eine 12 Kern CPU mit einer Grundtaktfrequenz von 2.5 GHz. Es sei hier explizit angemerkt,
dass das Hyper-Threading und jedwede Art der Übertaktung seitens der Systemadministratoren
deaktiviert sind. Bei Nichtberücksichtigung der sogenannten Fat-Nodes (Knoten mit besonders
viel Arbeitsspeicher) stehen insgesamt 1328 Knoten mit je zwei E5-2680 v3 CPUs zur Verfügung.
Dies entspricht einer Gesamtanzahl von 31872 verfügbaren Rechenkernen. Jeder der 1328 Knoten
verfügt über 64 GB Arbeitsspeicher, was in Summe circa 95 TB ergibt. Unter der Annahme, dass
eine doppeltgenaue Gleitkommazahl in Fortran mit 8 Byte abgespeichert wird, entspricht dies
der Möglichkeit, maximal 10,6 Billionen Unbekannte diesen Formates abzuspeichern.
Abbildung 6.1 (erstellt mit Hilfe des Kommandozeilenprogrammes lstopo) zeigt die Topologie
eines Taurus-Knotens im Detail. Diese ist für alle eingesetzten Knoten identisch. Jeder Knoten
beinhaltet zwei Sockel (engl. socket). Hierbei verfügt jeder Sockel über seinen eigenen lokalen
Speicher (32 GB), welcher zugleich dem gemeinsamen, übergeordneten Adressraum zugeordnet
ist. Aufgrund der damit einhergehenden Unterschiede bezüglich der Zugriffszeiten auf lokalen
und entfernten Speicher werden die zugrunde liegende Speicherarchitektur allgemein als NUMA
(engl. Non-Uniform Memory Access) und die involvierten Sockel als NUMA Knoten bezeich-
net. Innerhalb der beiden Sockel gelten für alle der zwölf vorhandenen Rechenkerne einheitliche
Speicherzugriffszeiten (engl. Uniform Memory Access - UMA). Der Speicherzugriff an sich ist
hierbei hierarchisch geregelt. Die Anzahl und Größe der einzelnen Cache-Level entspricht dem
auf modernen CPUs vorherrschenden Standard.
Abbildung 6.1: Darstellung der Topologie eines Taurus-Knotens. Im Durchschnitt stehen jedem
Rechenkern 2,6 GB Arbeitsspeicher zur Verfügung. Fat-Nodes (5,3 bzw. 10,6 GB / Rechenkern)
wurden nicht verwendet. Für die inter-node Kommunikation steht ein Infiniband Controller (ib0)
zur Verfügung. Die maximale Datenrate beträgt 56 GB/s (vier kanaliges FDR).
Ein markanter Unterschied zwischen den beiden Sockeln liegt darin, dass alle Controller (Netz-
werk, I/O) allein an Sockel 0 angebunden sind (siehe Abbildung 6.1 oben rechts). Das bedeutet,
jedweder von Sockel 1 ausgehende Datentransfer wird über Sockel 0 abgewickelt. Der Daten-
transfer innerhalb eines Knotens erfolgt hierbei via PCI Express. Der inter-node Transfer erfolgt
dagegen via Fourteen Data Rate (FDR) InfiniBand mit vier aktiven Kanälen. Dies entspricht
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einer maximal möglichen Datenrate von 56 GB/s. Die Anbindung der einzelnen Knoten unterein-
ander erfolgt indirekt über spezielle Switches (Abbildung 6.2). Deren Verbindung untereinander
entspricht einem speziellen Fat-Tree. Dessen Wurzel bildet ein zentraler 216 Port Infiniband
Switch. Dieser aus bis zu 12 line cards aufgebaute Switch koppelt acht sogenannte Inseln mitein-
ander. Da in den folgenden Benchmarks nur drei der acht Inseln (4, 5 und 6, jeweils ausgestattet
mit Intel-Haswell CPUs) in Anspruch genommen werden, wird auf die Erläuterung der Anbin-
dung der anderen Inseln (GPU, Service, Westmere, Sandybridge) verzichtet. Insel 4 und 6 sind
identisch aufgebaut und auch die darin enthaltenen Knoten sind auf die gleiche Art und Weise
mit dem zentralen Switch verbunden. Jeweils 18 physisch benachbarte, in einem Blade Chassi
lokalisierte Knoten teilen sich einen 36 Port Switch (Chassi-Switch) und sind mit diesem über ein
InfiniBand-Kabel verbunden. Die 18 weiteren nicht zur Knotenanbindung genutzten Ports dienen
als Uplink zu 18 weiteren 36 Port Switches der nächsten Ebene (Insel-Switch). Isoliert betrachtet,
verbindet jeder dieser Switches alle 34 existierenden Blade Chassis untereinander, so dass eine
18-fach redundante Verbindung besteht. Die jeweils zwei verbleibenden Ports dienen als Uplink
zum bereits beschriebenen zentralen 216 Port Switch. In Summe ist die Knotenebene damit über
jeweils einen Uplink mit der Chassi-Ebene, die Chassi-Ebene über insgesamt 18 Uplinks mit der
Inselebene und die Inselebene über insgesamt 36 Uplinks mit dem zentralen Switch verbunden.
Hinsichtlich der Nachrichtenlaufzeit bedeutet dies, dass Nachrichten zwischen einzelnen Knoten
innerhalb eines Chassis am schnellsten und Nachrichten über einzelne Inselgrenzen hinweg am
langsamsten ausgetauscht werden. Da die Zuordnung der einzelnen Prozesse auf Knotenebene
automatisch erfolgt und deren explizite, nutzerbasierte Zuordnung auf Taurus nicht vorgesehen
ist, wurde der in Abschnitt 5.3.3 angewandte Optimierungsansatz nicht auf die Knotenebene
erweitert. Da sich die Insel 5 allein durch eine geringere Knotenanzahl von den beiden bisher
beschriebenen Inseln unterscheidet, wird auf deren detaillierte Darstellung verzichtet.




Line card 3+4 Line card 5+6Line card 2Line card 1
Insel-Switch 6Insel-Switch 5Insel-Switch 4Insel-Switch 3Insel-Switch 2Insel-Switch 1
Insel-Switch 12Insel-Switch 11Insel-Switch 10Insel-Switch 9Insel-Switch 8Insel-Switch 7
Insel-Switch 18Insel-Switch 17Insel-Switch 16Insel-Switch 15Insel-Switch 14Insel-Switch 13
Chassi-Switch 1 Chassi-Switch 10 Chassi-Switch 20 Chassi-Switch 34
Knoten 18 Knoten 17 Knoten 16 Knoten 15 Knoten 14 Knoten 13
Knoten 12 Knoten 11 Knoten 10 Knoten 9 Knoten 8 Knoten 7
Knoten 6 Knoten 5 Knoten 4 Knoten 3 Knoten 2 Knoten 1
:= Switch mit 36 Ports
:= Taurusknoten wie in Abbildung 6.1
:= 4 Kanal FDR (Four Data Rate) InfiniBand
Abbildung 6.2: Schematische Darstellung der Netzwerktopologie (Fat-Tree) des HPC Systems
Taurus. Aus Gründen der Übersichtlichkeit sind nur die Bereiche dargestellt (Inseln mit Intel
Haswell CPUs), die für die Benchmarks in Abschnitt 6.3 tatsächlich genutzt wurden. Die Konfi-
guration der Insel 4 entspricht exakt der von Insel 6. Insel 5 unterscheidet sich von diesen allein
durch eine geringere Anzahl von Knoten (16 Stück) und Insel-Switches (9 Stück). Der zentrale
Switch entspricht einer logischen Komponente, welche bei einer Kommunikation über die Grenzen
einer Insel hinweg zwei zusätzliche Hops generiert.
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6.3 Bewertung der Implementierung
Aufgrund der Vielzahl an Parametern (software- und hardwareseitig), die einen direkten Einfluss
auf die tatsächliche Berechnungsgeschwindigkeit eines iterativen Gleichungslösers ausüben, ist es
nahezu ausgeschlossen, aussagekräftige und faire Vergleiche mit anderen Lösern durchzuführen.
Dabei sei explizit darauf hingewiesen, dass nicht die Masse der zur Verfügung stehenden, son-
dern die Masse der nicht zur Verfügung stehenden Parameter einen Vergleich verhindert. Dies ist
hauptsächlich dem Sachverhalt geschuldet, dass ein Großteil der Veröffentlichungen zu infrage
kommenden Lösungsverfahren jeweils nur einen speziellen Fokus (Parallelisierung oder Konver-
genz oder Eignung bzgl. spezieller Anwendungsszenarien) aufweist. Deshalb werden zunächst in
den folgenden beiden Abschnitten die Resultate (insbesondere deren Laufzeiten) des sequenti-
ellen und parallelen Lösers für sich angegeben. Dabei wird jeweils zuerst der zwei- und erst im
Anschluss der dreidimensionale Anwendungsfall betrachtet. Erst in Kapitel 6.3.3 wird dann der
Versuch unternommen, die Ergebnisse mit denen von bestehenden Lösern zu vergleichen. Der
Fokus liegt hierbei deutlich auf den Ergebnissen bzgl. der parallelen Performance. Um dem ein-
gangs geschilderten Dilemma der für direkte Vergleiche ungenügend mächtigen Parametermenge
entgegenzuwirken, wird zusätzlich zu den Laufzeiten auch die zur Lösungsfindung benötigte
Zyklenzahl und die damit einhergehende Konvergenzrate (Gleichung 4.11) mit angegeben. Des
Weiteren gilt für die folgenden Berechnungen, dass alle Ergebnisse auf dem bereits in Abschnitt
4.3.2 geschilderten Anwendungsszenario nach Pasquetti & Rapetti [117] basieren. Das heißt, die
gesuchten Lösungen sind bekannt (Gleichungen 4.9, 4.10) und der iterative Lösungsprozess wird,
ausgehend von einem zufallsverteilten Lösungsfehler " mit ∣"∣ ≤ 1, erst abgebrochen, wenn der
Lösungsfehler einen Wert kleiner als 10−10 annimmt. Um sicherzustellen, dass die repräsentierten
Ergebnisse allgemeine Gültigkeit besitzen und nicht etwa nur einen äußerst günstigen Ausreißer
darstellen, basieren alle folgenden Angaben auf dem Mittelwert einer zehnfachen Wiederholung.
Die Anzahl von zehn Wiederholungen ist hierbei ausreichend repräsentativ, da auch alle be-
reits während der Entwicklung durchgeführten Benchmarks ähnliche Ergebnisse aufweisen und
zu keiner Zeit stark abweichende Ausreißer identifiziert wurden. Der Löser selbst wurde mit Hilfe
des Intel Compilers 16.0.2, der Intel MKL 11.3.2, der FFTW Bibliothek 3.4.4 und der P3DFFT
Bibliothek 2.7 erstellt bzw. übersetzt.
6.3.1 Sequentieller Anwendungsfall
Die Tabelle 6.1 bezieht sich allein auf den zweidimensionalen Anwendungsfall und zeigt auf der
linken Seite jeweils den gewählten Polynomgrad p und die auf dem Lösungsgebiet [0;2)2 fest
vorgegebene Zahl der Elemente (ne = 2/h) sowie die daraus resultierende Gesamtanzahl der
Freiheitsgrade bzw. Unbekannten N . Es sei darauf hingewiesen, dass der für die beiden ersten
Größen vorgegebene Wert, in allen d verschiedenen Raumrichtungen identisch angewendet und
deshalb nicht explizit bzgl. der jeweils betrachteten Raumdimension unterschieden wird. Unab-
hängig vom Polynomgrad wurde die eingesetzte Anzahl der Elemente solange verdoppelt, bis eine
Auflösung von circa einer Milliarde Freiheitsgrade erreicht wurde. Hierbei wurden all die Konfi-
gurationen messtechnisch erfasst, deren Abbruchgenauigkeit unterhalb der festgelegten Schranke
von " < 10−10 lag. Die Angaben bzgl. der benötigten Anzahl an Glättungen und der damit einher-
gehenden Konvergenzrate dienen allein dem besseren Verständnis und entsprechen den bereits
in Tabelle 4.6 angegebenen Werten. Kleine Abweichungen bzgl. der Konvergenzrate sind hier-
bei den, zwischen einzelnen Benchmarks variierenden, zufallsgenerierten Startwerten geschuldet.
Die rechte Seite der Tabelle zeigt sowohl die für das Prä- (∗pra) und Postprozessing (∗post) als
auch die für die Lösung auf dem kondensierten Gitter (∗lsg) benötigte Laufzeit. Da die Laufzeit
für das Prä- und das Postprozessing bei beiden Löser-Varianten nahezu identisch ist, wird auf
deren doppelte, variantenbezogene Angabe verzichtet. Im Gegensatz dazu bestehen jedoch beim
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128 1.048.576 7 0,032 0,02 0,36 0,36 0,02
256 4.194.304 7 0,030 0,11 1,66 1,68 0,11
512 16.777.216 7 0,026 0,47 8,91 8,90 0,47
1024 67.108.864 7 0,027 1,97 40,02 40,20 1,92
2048 268.435.456 7 0,031 7,95 172,48 176,85 7,77
4096 1.073.741.824 7 0,036 34,01 751,12 785,77 34,92
p
=16
32 262.144 6 0,017 0,01 0,04 0,04 0,01
64 1.048.576 6 0,018 0,03 0,15 0,15 0,03
128 4.194.304 6 0,019 0,12 0,63 0,62 0,12
256 16.777.216 7 0,022 0,48 3,95 3,93 0,51
512 67.108.864 7 0,024 1,94 18,03 17,85 2,09
1024 268.435.456 6 0,020 7,81 70,81 70,26 8,41
2048 1.073.741.824 6 0,021 33,30 350,20 362,86 36,30
p
=32
8 65.536 5 0,007 0,01 < 0,01 0,01 0,01
16 262.144 6 0,012 0,01 0,02 0,02 0,01
32 1.048.576 6 0,014 0,02 0,08 0,08 0,02
64 4.194.304 6 0,014 0,10 0,33 0,32 0,11
128 16.777.216 6 0,014 0,41 1,59 1,52 0,45
256 67.108.864 6 0,019 1,66 7,94 7,90 1,80
512 268.435.456 6 0,020 6,62 34,03 32,95 7,24
1024 1.073.741.824 6 0,021 27,92 147,41 143,62 30,20
p
=64
4 65.536 3 0,001 0,03 < 0,01 0,01 0,01
8 262.144 5 0,004 0,03 0,01 0,01 0,01
16 1.048.576 6 0,012 0,05 0,05 0,04 0,03
32 4.194.304 6 0,015 0,15 0,19 0,18 0,14
64 16.777.216 6 0,012 0,55 0,79 0,73 0,56
128 67.108.864 6 0,013 2,13 3,82 3,51 2,25
256 268.435.456 6 0,017 8,46 17,32 16,37 9,02
512 1.073.741.824 6 0,020 36,39 73,34 70,08 38,57
Tabelle 6.1: Laufzeiten und Robustheit des SJW- und SJC-Lösers für variierende Polynomgrade
p im zweidimensionalen Anwendungsfall. Beginnend mit einem zufallsverteilten Startfehler "0
(mit ∣"0∣ ≤ 1) beträgt die jeweils erreichte Lösungsgenauigkeit " ≤ 10−10.
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eigentlichen Lösungsprozess merkliche Unterschiede, weshalb hier die Laufzeit entsprechend der
jeweils gewählten Variante separat angegeben und mit MG-SJW oder MG-SJC spezifiziert ist.
Der zusätzlich bei den Laufzeitbezeichnungen angegebene ∗ verdeutlicht, dass es sich bei all
diesen Größen jeweils um die absolute Laufzeit, ergo um die Laufzeit der rein sequentiellen Im-
plementierung (keine MPI Routinen genutzt) handelt. Aus Gründen der Übersichtlichkeit wurde
hier auf die Angabe der relativen Laufzeit, das heißt auf die Angabe der Laufzeit der parallelen
Implementierung unter Verwendung eines einzigen MPI Ranks, verzichtet. Es sei hier festgehal-
ten, dass diese im Mittel circa 11,5% höher als die absolute Laufzeit ausfällt. Die Berechnung
dieses Mittelwertes beruht auf den im Anhang angegebenen Offsets (siehe Tabelle A.1), welche
für alle in Tabelle 6.1 angegebenen Konfigurationen bestimmt wurden. Die Reihenfolge bzgl. der
genutzten Elementanzahl stimmt hierbei exakt mit der in Tabelle 6.1 verwendeten überein.
Bei jeweils konstant gewählter Anzahl von Freiheitsgraden N sind zwei entgegengesetzte, vom
Polynomgrad abhängende Tendenzen bzgl. der Entwicklung der Laufzeit festzustellen. Wird der
Polynomgrad erhöht, nimmt die Laufzeit für das Prä- und Postprozessing leicht zu und für die
Lösung des kondensierten Systems deutlich ab. Die erste Beobachtung ist hierbei das direkte
Resultat der in Abschnitt 4.3.1 nachgewiesenen mit Np skalierenden Komplexität des Prä- und
Postprozessings. Dem, durch diese p−abhängige Komplexität bedingten, Anstieg der Laufzeit
wirkt dabei jedoch eine ebenfalls von p abhängige Reduktion der Cache-Verfehlungen (Cache-
Misses) entgegen (Abbildung 6.3), so dass bei Polynomgrad p = 16 bzw. bei p = 32 sogar eine
leichte Reduktion der entsprechenden Laufzeiten zu beobachten ist. Erst beim Übergang zu noch
höheren Polynomgraden wird die Entwicklung der Laufzeit gänzlich von den durch die Erhö-
hung zusätzlich anfallenden Berechnungskosten dominiert. Die Zahl der auftretenden Cache-
Verfehlungen liefert auch die Erklärung für die deutliche, Polynomgrad-abhängige Reduktion
der für die Lösung des kondensierten Systems benötigten Laufzeit. Wird jeweils bei konstan-
ter Problemgröße N die Zahl der notwendigen Gleitkommaoperationen betrachtet, skaliert diese
mit O(p2n2e). Die tatsächliche Zahl der benötigten Gleitkommaoperationen wird hierbei von den
via DGEMM Routine umgesetzten Matrixmultiplikationen dominiert, welche jeweils mit 2p2n2e
Gleitkommaoperationen [79] in die Gesamtsumme einfließen. Da hierbei Polynomgrad und Ele-
mentzahl zu gleichen Teilen zum Gesamtaufwand beitragen, zeigt eine indirekt proportionale
Änderung von p und ne keine Auswirkung auf die Gesamtheit der Gleitkommaoperationen. Hin-
Abbildung 6.3: Akkumulierte Darstellung der während einer Serie von vier Durchläufen des
MG-SJW-Lösers gemessenen Level-3 Cache-Misses. Von links beginnend (p = 8) wurde in jedem
Durchlauf der Polynomgrad verdoppelt und die eingesetzte Zahl der Elemente halbiert. Das
Ende eines Durchlaufes ist hierbei jeweils anhand eines ausgeprägten Plateaus ersichtlich. Es ist
deutlich zu erkennen, dass die Zahl der Cache-Misses indirekt proportional vom Polynomgrad
abhängt. Die rote Hilfsgerade repräsentiert den absoluten Mittelwert der gesamten Messung.
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sichtlich der Anzahl der tatsächlich an den jeweiligen Multiplikationen beteiligten Unbekannten
gilt jedoch NDGEMMp ≈ p2+2pn2e, so dass hier eine Variation von Polynomgrad und Elementanzahl
eine deutliche Wirkung auf die Gesamtheit der Operationen erzielt. Sofern, wie im vorliegenden
Fall gegeben, die Zahl der verwendeten Elemente ne deutlich größer als der eingesetzte Poly-
nomgrad ist, verhält sich die Zahl der in der Speicherhierarchie zu verwaltenden Unbekannten
und damit auch die Zahl der Cache-Verfehlungen indirekt proportional zum eingesetzten Poly-
nomgrad. Eine Verdoppelung des Polynomgrades bei zeitgleich durchgeführter Halbierung der
Elementzahl führt somit zu einer Halbierung der Cache-Verfehlungen. Abbildung 6.3 belegt die-
se Abhängigkeit anhand der tatsächlich, bei Anwendung des MG-SJW-Lösers, gemessenen und
akkumulierten Level-3 Cache-Verfehlungen. Da die Messergebnisse bzgl. des MG-SJC-Lösers na-
hezu identisch ausfallen, wird aus Gründen der Übersicht auf deren Darstellung verzichtet. Aus
der hergeleiteten, zum Polynomgrad indirekt proportionalen Reduktion der Cache-Verfehlungen
bei zeitgleich konstant bleibender Anzahl benötigter Gleitkommaoperationen folgt zwangsweise
die in Tabelle 6.1 angegebene Reduktion der absoluten Lösungszeit ∗lsg.
Werden die beiden unterschiedlichen Löser-Varianten MG-SJW und MG-SJC gegenübergestellt,
so zeigt sich, dass die Erwartungen bzgl. einer deutlich geringeren Laufzeit des MG-SJC-Lösers
nicht erfüllt werden. Obwohl sich laut Abschnitt 4.2.1 der Aufwand beim Übergang vom vollen
zum reduzierten Glätter um den Faktor p reduziert, benötigt der Löser mit reduziertem Glätter
teilweise (gilt für p = 8 und p = 16) erheblich länger für die Lösungsfindung. Dies liegt jedoch
allein an der Implementierung der beiden Varianten. Hierbei erlaubt der erste Ansatz die Ver-
wendung einer deutlich effizienteren LU-Zerlegung zur Durchführung der Glättungsoperationen
(Abbildung 4.2, Zeilen I und V ), während der reduzierte Glätter aktuell der vollen Invertierung
bedarf. Der Unterschied zwischen beiden Implementierungen hängt dabei stark von der Anzahl
der Elemente ne ab, so dass für kleine Polynomgrade und kleine Elementzahlen der reduzierte
Glätter noch leichte Geschwindigkeitsvorteile besitzt, welche jedoch bei höheren Elementzahlen
verloren gehen. Erst ab Polynomgrad p = 32 dominiert die Reduktion des p−abhängigen Berech-
nungsaufwandes die Lösungszeit vollends, so dass hier der Löser mit reduziertem Glätter für alle
getesteten Elementzahlen eine kürzere Laufzeit aufweist.
Zusammenfassend lässt sich für den zweidimensionalen Anwendungsfall feststellen, dass die mit
der reduzierten Löser-Variante nur geringfügig erzielte Laufzeitverbesserung den erhöhten Im-
plementierungsaufwand (sequentiell wie parallel) nicht rechtfertigt. Aufgrund dessen wird dieser
Ansatz in der in Abschnitt 6.3.2 folgenden Darstellung der Ergebnisse des parallelen Anwen-
dungsfalles nicht weiter verfolgt. Zum Abschluss der Diskussion der Ergebnisse aus Tabelle 6.1
sei hier auf die Ergebnisse der sich im Anhang befindenden Tabelle A.2 hingewiesen, welche,
entgegen der allgemeinen Festlegung aus Kapitel 4.3.2, auf einer Berechnung ohne jedweden Ein-
satz einer Nachglättung (l1 = 1; l2 = 0) beruhen. Trotz einer leicht reduzierten Konvergenzrate,
konnte so, anders als im dreidimensionalen Anwendungsfall (siehe Tabelle 6.3 und A.3, sowie 6.4
und A.4), die Gesamtlaufzeit für alle Konfigurationen noch einmal erheblich reduziert werden.
In Vorbereitung der Darstellung der Ergebnisse des parallelen, zweidimensionalen Anwendungs-
falles wird im Folgenden der reale Wert des bereits in Abschnitt 5.3.2 theoretisch abgeschätz-
ten, zwischen feinem und grobem Gitter bestehenden Lastverhältnisses C1 angegeben. Hierfür
wurden in Tabelle 6.2 jeweils die für die Fein- bzw. Grobgitterberechnung benötigten Lauf-
zeiten zusammengefasst und ins Verhältnis gesetzt. Es zeigt sich, dass das reale Lastverhältnis
C1(∗) != ∗fein/∗grob entgegen dem theoretisch abgeschätzten Verhältnis C1(ne; p) für kleine Elem-
entzahlen deutlich geringer ausfällt. Hierbei spielt jedoch zum einen die Messungenauigkeit bzgl.
der äußerst kurzen Laufzeiten und zum anderen die Art der Implementierung (Cache-Effekte)
eine erhebliche Rolle, so dass die Aussagekraft dieser Ergebnisse zweifelhaft ist. Dem entgegen
unterliegen die Ergebnisse bei Verwendung höherer Elementzahlen dem gleichen Trend wie in
Abbildung 5.8. Das heißt, trotz weiterer Erhöhung der Elementzahl stagniert bzw. reduziert sich





∗grob [s] ∗fein [s] ∗fein/∗grob ∗fein [s] ∗fein/∗grob
p
=8
128 1.048.576 0,0083 0,35 42,17 0,35 42,17
256 4.194.304 0,0478 1,61 33,71 1,63 34,13
512 16.777.216 0,1280 8,78 68,59 8,77 68,51
1024 67.108.864 0,4753 39,54 83,20 39,72 83,57
2048 268.435.456 2,5292 169,95 67,19 174,32 68,92
4096 1.073.741.824 15,3740 735,75 47,86 770,40 50,11
p
=16
32 262.144 0,0010 0,04 39,00 0,04 39,00
64 1.048.576 0,0051 0,14 28,41 0,14 28,41
128 4.194.304 0,0070 0,62 89,65 0,61 88,21
256 16.777.216 0,0478 3,90 81,60 3,88 81,18
512 67.108.864 0,1280 17,90 139,82 17,72 138,40
1024 268.435.456 0,3961 70,41 177,77 69,86 176,38
2048 1.073.741.824 2,1077 348,09 165,15 360,75 171,16
p
=32
8 65.536 0,0015 0,01 5,76 0,01 5,76
16 262.144 0,0008 0,02 24,00 0,02 24,00
32 1.048.576 0,0010 0,08 79,00 0,08 79,00
64 4.194.304 0,0051 0,32 63,71 0,31 61,75
128 16.777.216 0,0070 1,58 227,78 1,51 217,71
256 67.108.864 0,0400 7,90 198,25 7,86 197,24
512 268.435.456 0,1067 33,92 317,93 32,84 307,81
1024 1.073.741.824 0,3961 147,01 371,15 143,22 361,59
p
=64
4 65.536 0,0087 0,01 0,15 0,01 0,15
8 262.144 0,0015 0,01 5,76 0,01 5,76
16 1.048.576 0,0008 0,05 61,50 0,04 49,00
32 4.194.304 0,0010 0,19 189,00 0,18 179,00
64 16.777.216 0,0051 0,78 153,90 0,72 142,14
128 67.108.864 0,0070 3,81 548,64 3,50 504,04
256 268.435.456 0,0399 17,28 433,63 16,33 409,79
512 1.073.741.824 0,1067 73,23 686,35 69,97 655,79
Tabelle 6.2: Überblick der im zweidimensionalen Anwendungsfall erreichten Laufzeiten des
Grobgitterlösers und aller Feingitterkomponenten sowie des Lastverhältnisses C1
!= ∗fein/∗grob




aus. Auch wenn die jeweils tatsächlich gemessenen Werte am Ende etwas höher als vorhergesagt
ausfallen, liegt das bestmögliche bzw. größte Lastverhältnis dennoch im prognostizierten, zwi-
schen 102 und 103 liegenden Wertebereich. Die Ergebnisse in Tabelle 6.2 belegen zum einen die
Korrektheit des in Abschnitt 5.3.2 theoretisch hergeleiteten Lastverhältnisses und dienen zum
anderen als Indikator für die im parallelen Anwendungsfall zu erwartende Lastbalance (siehe
Abbildung 5.7) und Skalierung.
Um Verwechslungen zu vermeiden, sei an dieser Stelle explizit darauf hingewiesen, dass sich alle
weiteren Erläuterungen und Analysen allein auf den dreidimensionalen Anwendungsfall beziehen.
Entsprechend der in Tabelle 4.2 angegebenen Komplexität der einzelnen Löser-Komponenten er-
gibt sich bei diesem ein deutlich anderes Bild als bei den zweidimensionalen Löser-Varianten.
Beleg hierfür sind die in den beiden folgenden Tabellen (6.3 und 6.4) angegebenen Laufzeiten.
Die teils redundante, auf zwei Tabellen verteilte Darstellung der Ergebnisse des MG-SJW- (erste
Tabelle) und des MG-SJC-Lösers (zweite Tabelle) ist dahingehend erforderlich, da hier anders als
im zweidimensionalen Anwendungsfall, deutliche Laufzeitunterschiede im Vergleich der einzelnen
Löser-Komponenten (Präprozessing, Lösung) auftreten. Der allgemeine Aufbau beider Tabellen
gleicht, mit Ausnahme der äußeren, rechten Spalte, nahezu exakt dem der Tabelle 6.1, so dass hier
auf eine wiederholende Erläuterung bereits erörterter Kenngrößen und Bezeichnungen verzichtet
wird. Auf die Angabe der relativen Laufzeit  wurde analog zum zweidimensionalen Anwen-
dungsfall aus Gründen der Übersicht verzichtet, das heißt, alle Laufzeitangaben sind absolut
(∗) und beziehen sich auf die rein sequentielle Implementierung. Der Vollständigkeit halber sei
jedoch erwähnt, dass die relative Laufzeit im Mittel circa 14,1% höher ausfällt. Die Berechnung
dieses Mittelwertes beruht auf den, im Anhang angegebenen Offsets (siehe Tabelle A.1), welche
für alle in Tabelle 6.3 angegebenen Konfigurationen bestimmt wurden.
Es ist festzustellen, dass beide Löser-Varianten, bei jeweils identisch gewählter Ausgangskonfigu-
ration, die gleiche Zahl an Glättungen zur Lösungsfindung benötigen. Das trotz dessen ein leichter
Unterschied bzgl. der angegebenen Konvergenzraten besteht, ist analog zum zweidimensionalen
Anwendungsfall, den zufallsverteilten Anfangswerten geschuldet. Die identische Zahl der Glät-
tungen legitimiert den im Folgenden durchgeführten direkten Vergleich der Laufzeiten. Hierbei
ist eindeutig festzustellen, dass der auf dem reduzierten Glätter (SJC) basierende Lösungsan-
satz die deutlich kürzeren Lösungszeiten (∗lsg) aufweist. Dies gilt ausnahmslos für alle getesteten
Konfigurationen. Die jeweils im Vergleich zum MG-SJW-Löser erzielte Reduktion der Laufzeit
steht hierbei in Relation zum verwendeten Polynomgrad so dass die größte Beschleunigung bei
Verwendung von Polynomgrad p = 32 auftritt. Da jedoch zeitgleich die Laufzeit für das Präpro-
zessing ab Polynomgrad p = 32 um einen Faktor 10 bis 40 zunimmt, liegt die Gesamtlösungszeit
bei Verwendung von weniger als 32 Elementen pro Raumrichtung über der des MG-SJW-Lösers.
Für Polynomgrad p = 8 liegt der Break-Even bereits bei 8 Elementen pro Raumrichtung. Die
deutliche Erhöhung der Bearbeitungszeit des Präprozessing im reduzierten Fall resultiert dabei
abermals aus der Notwendigkeit der vollständigen Berechnung und Speicherung der Inversen des
Sternoperators H^SS .
Bei separater Analyse der einzelnen Löser-Varianten zeigt sich, dass, sofern die Anzahl der Un-
bekannten N konstant gewählt und der Polynomgrad erhöht wird, die Laufzeit für das Präpro-
zessing zu- und für das Postprozessing tendenziell abnimmt. Die Lösungszeit selbst fällt bei
Polynomgrad p = 16 am geringsten aus und nimmt für p = 32 wieder deutlich zu. Analog zum
zweidimensionalen Fall ist die Erklärung für die eben geschilderten Beobachtungen wieder auf
die vorhandenen Cache-Verfehlungen und die benötigten Rechenoperationen zurückzuführen. Im
Folgenden wird dieser Zusammenhang aus Gründen der Übersichtlichkeit allein am Beispiel der
Entwicklung der Laufzeit ∗lsg erläutert. Dabei ist zu beachten, dass die Laufzeit für die Lösung
des kondensierten Systems in Relation zur benötigten Anzahl an Glättungen steht, diese jedoch,
trotz konstant gewähltem N , nicht für alle gewählten Polynomgrade übereinstimmt. Somit ist ein
Polynomgrad-übergreifender Vergleich nur dann gerechtfertigt, wenn sich dieser auf Laufzeiten
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2/h N #Glättungen  ∗pra [s] ∗lsg [s] ∗post [s] ∗fein/∗grob
p
=8 32 16.777.216 8 0,055 0,70 24,47 0,69 1552,6564 134.217.728 8 0,049 5,63 204,59 5,58 2034,32
128 1.073.741.824 8 0,044 47,99 1864,67 48,20 2010,18
p
=16
8 2.097.152 6 0,012 0,35 2,51 0,09 2280,82
16 16.777.216 6 0,019 1,04 18,91 0,79 870,43
32 134.217.728 7 0,036 6,28 175,59 6,11 13005,67
64 1.073.741.824 8 0,036 51,07 1670,29 50,27 16615,49
p
=32
4 2.097.152 4 0,003 14,69 5,30 0,11 358,88
8 16.777.216 5 0,006 15,25 34,03 0,77 38669,45
16 134.217.728 6 0,013 19,97 279,76 5,51 12891,17
32 1.073.741.824 7 0,027 60,31 2510,57 42,32 185967,15
Tabelle 6.3: Laufzeiten, Robustheit und gemessenes Ausgangslastverhältnis ∗fein/∗grob != C1 des
MG-SJW-Lösers für variierende Polynomgrade p im dreidimensionalen Anwendungsfall. Start-
und Abbruchfehler sind analog zum zweidimensionalen Anwendungsfall (Tabelle 6.1) gewählt.
2/h N #Glättungen  ∗pra [s] ∗lsg [s] ∗post [s] ∗fein/∗grob
p
=8 32 16.777.216 8 0,055 0,67 20,94 0,69 1328,5264 134.217.728 8 0,049 5,68 178,21 5,58 1771,88
128 1.073.741.824 8 0,047 48,67 1637,09 47,79 1764,72
p
=16
8 2.097.152 6 0,012 5,51 1,64 0,09 1489,91
16 16.777.216 6 0,019 6,35 12,23 0,79 562,60
32 134.217.728 7 0,035 11,76 113,58 6,10 8412,33
64 1.073.741.824 8 0,036 56,84 1116,92 50,28 11110,42
p
=32
4 2.097.152 4 0,002 564,16 3,48 0,11 235,30
8 16.777.216 5 0,006 570,10 20,62 0,77 23430,82
16 134.217.728 6 0,014 553,65 164,58 5,53 7583,33
32 1.073.741.824 7 0,027 589,31 1363,31 44,97 100984,93
Tabelle 6.4: An Tabelle 6.3 orientierte Darstellung der Ergebnisse des MG-SJC-Lösers. Anders
als im zweidimensionalen (siehe Tabelle 6.1), ermöglicht die Verwendung des reduzierten Sternes
im dreidimensionalen Anwendungsfall eine deutliche Reduktion der Lösungszeit ∗lsg.
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bezieht, die bzgl. einer identischen Zahl von Glättungen normiert wurden. Dem entsprechend ba-
sieren die folgenden Schilderungen auf der Annahme, dass alle Konfigurationen acht Glättungen
(∥∗lsg∥ = 8∗lsg/#Glattungen) bzw. sieben Zyklen zur Lösungsfindung benötigt haben.
Für die, auf Tabelle 6.3 basierenden, normierten Lösungszeiten des MG-SJW-Lösers gilt, dass
diese bei Verwendung von Polynomgrad p = 8 und p = 16 nahezu identisch ausfallen. Dem entge-
gen, erhöht sich die Laufzeit zur Lösungsfindung bei Verwendung von Polynomgrad p = 32 um
das Dreieinhalb- bis Zweifache. Die Analyse des Rechenaufwandes (O(p4n3e)) zeigt, dass dieser,
bei Verdoppelung von p und Halbierung von ne, um den Faktor 2 zunimmt. Zeitgleich nimmt,
sofern die Zahl der Elemente den gewählten Polynomgrad deutlich übersteigt, die Zahl der an
der Berechnung beteiligten Unbekannten (O(p4 + 2p2n3e)) annähernd um den Faktor 2 ab. Dies
liefert die Erklärung, warum beim Übergang von p = 8 zu p = 16 für N < 109 kein merklicher
Laufzeitunterschied festzustellen ist. Die Reduktion der Laufzeit im Fall von p = 16 und N ≈ 109
resultiert daraus, dass die tatsächliche Reduktion der Unbekannten bei einer hohen Anzahl von
Elementen den auftretenden Berechnungsmehraufwand überkompensiert. Entgegen der voran-
gegangenen Betrachtung ist bei Verwendung von Polynomgrad p = 32 die Zahl der tatsächlich
eingesetzten Elemente kleiner als der Polynomgrad selbst, so dass in diesem Fall eine deutlich
geringere Reduktion bzw. sogar eine Zunahme der tatsächlich an der Matrizen-Multiplikation be-
teiligten Unbekannten eintritt. In diesem Fall erhöht sich, wie im letzten Abschnitt der Tabelle
6.3 ersichtlich, die Laufzeit in Relation zur gestiegenen Zahl der Gleitkommaberechnungen.
Die mit dem MG-SJC-Löser erzielten, in Tabelle 6.4 dargestellten, Ergebnisse lassen sich in ähnli-
cher Art undWeise, wie dies im vorangegangen Abschnitt geschehen ist, interpretieren. Zusätzlich
gilt es jedoch zu beachten, dass sich die Zahl der benötigten Gleitkommaoperationen für eine
Glätteranwendung von n3e(12p2+6p+1)2 auf n3e(3p2+3p+1)2 und die Zahl der an dieser Operation
beteiligten Unbekannten von (12p2+6p+1)2+2n3e(12p2+6p+1) auf (3p2+3p+1)2+2n3e(3p2+3p+1)
reduziert. Damit fällt die durch den reduzierten Ansatz herbeigeführte Reduktion der benötigten
Gleitkommaoperationen und auch die Zahl der tatsächlich beteiligten Unbekannten mit höherem
Polynomgrad, deutlich größer aus. Das wiederum erklärt die, im Vergleich zu den niedrigeren Po-
lynomgraden, deutlich stärker reduzierte Lösungszeit bei Verwendung von Polynomgrad p = 32.
Zum Abschluss der Diskussion der mit den sequentiellen Lösern im dreidimensionalen Anwen-
dungsfall erzielten Ergebnisse, sei auf die in den Tabellen 6.3 und 6.4 jeweils ganz rechts lokalisier-
te Spalte ∗fein/∗grob verwiesen. Diese beinhaltet, analog zum zweidimensionalen Anwendungsfall,
das tatsächlich gemessene Ausgangslastverhältnis C1(∗) != ∗fein/∗grob. Es ist festzustellen, dass
die angegebenen Werte, insbesondere für ne ≥ 32, den bereits in Abschnitt 5.3.2 theoretisch
vorhergesagten Werten entsprechen. Die bei Verwendung kleinerer Elementzahlen auftretenden
Abweichungen sind hierbei insbesondere auf Messungenauigkeiten bei der Laufzeiterfassung des
jeweils auf wenigen Unbekannten agierenden Grobgitterlösers zurückzuführen.
In Zusammenfassung aller dargestellten Ergebnisse ist festzustellen, dass der dreidimensionale
Löser, unabhängig davon, ob der volle oder der reduzierte Stern zur Glättung eingesetzt wurde,
mindestens achteinhalbmal länger für die Lösung des vorgegebenen Testproblems (Gleichung 4.9
bzw. 4.10) benötigt, als dies für den zweidimensionalen Ansatz der Fall ist. Bezogen auf die, für
eine optimale Parallelisierung angestrebte, maximale Problemgröße von mehr als einer Milliarde
(N = 1:073:741:824) Unbekannten bzw. Gitterpunkten erzielten der 2D-Löser, bei Verwendung
von Polynomgrad p = 64, und der 3D-Löser, bei Verwendung von Polynomgrad p = 16, das jeweils
beste Ergebnis. Hierbei löste der reduzierte 2D-Löser (MG-SJC) das Testproblem in annähernd
145 Sekunden. Der reduzierte 3D-Löser benötigte hierfür in etwa 1224 Sekunden. Werden beide
Ergebnisse jeweils mit den durch Anwendung der SJW-Variante erzielten Ergebnissen verglichen,
zeigt sich, dass diese eine um circa 2,2 % (2D) bzw. 44,7 % (3D) höhere Gesamtlaufzeit aufweisen.
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6.3.2 Nachweis der Skalierbarkeit im parallelen Anwendungsfall
Um die Menge der zu analysierenden Konfigurationen überschaubar zu halten, werden in die-
sem Abschnitt nur die Konfigurationen untersucht, die sich nicht von vornherein einer effizienten
Parallelisierung entziehen (siehe Abschnitt 5.3). Zu diesen Konfigurationen zählen im zweidimen-
sionalen Anwendungsfall der MG-SJW-Löser mit Polynomgrad p = 16;32 und 64 sowie im drei-
dimensionalen Fall die beiden Löser-Varianten MG-SJW und MG-SJC unter Verwendung von
Polynomgrad p = 16. Aufbauend auf der maximal pro Knoten möglichen Anzahl von Freiheits-
graden (N ≈ 109) und der maximal auf Taurus verfügbaren Knotenzahl (NKnoten ≈ 103), wurden
in beiden Raumdimensionen Helmholtz-Gleichungen ( = 1) mit mehr als einer Billionen (1012)
Unbekannten, bis zu einem Abbruchfehler " ≤ 10−10 gelöst. In Tabelle 6.5 sind die hierbei benö-
tigten Laufzeiten für ausgewählte Konfigurationen (2- und 3D) angegeben. Die genaue Analyse
LöserMG p Ne N Knoten Prozesse nZyk ∗pra [s] ∗lsg [s] ∗post [s]
SJW-2D 64 16.380 1.098.974.822.400 1.014 24.336 5 4,86 11,39 4,96
SJW-3D 16 630 1.024.192.512.000 1.125 27.000 6 7,58 99,10 4,76
SJC-3D 16 630 1.024.192.512.000 1.125 27.000 6 27,58 72,04 4,75
Tabelle 6.5: Laufzeiten ausgewählter Konfigurationen bei N ≈ 1012 Unbekannten
der gemessenen Laufzeiten zeigt, dass abermals der zweidimensionale Löser (SJW-2D) deutlich
schneller eine Lösung generiert, als dies für den dreidimensionalen Löser der Fall ist. Dies wird
besonders deutlich, wenn zusätzlich zu den angegebenen Laufzeiten auch noch der Umstand be-
rücksichtigt wird, dass im zweidimensionalen Fall rund 74 Milliarden Unbekannte mehr gelöst
und rund 3000 Prozesse weniger genutzt wurden. Des Weiteren ist ersichtlich, dass der redu-
zierte, dreidimensionale Löser (SJC-3D) nach wie vor erheblich weniger Zeit (ca. 27%) als die
Variante mit vollem Stern (SJW-3D) zur Berechnung der kondensierten Lösung benötigt. Wird
dementgegen jedoch die Gesamtlaufzeit betrachtet, so liegen beide Löser-Varianten bereits sehr
nah beieinander. Aufgrund der höheren Anzahl sequentieller Anteile in der Implementierung des
Präprozessings des reduzierten Sternes wird die Gesamtlaufzeit von dessen Löser-Variante, bei
noch höheren Prozesszahlen, sogar ins Hintertreffen geraten. Die Anzahl der benötigten Glättun-
gen auf dem feinsten Gitter ist aus Platzgründen nur indirekt angegeben, hier gilt #Glättungen= nZyk + 1. Im Vergleich mit der im sequentiellen Fall durchgeführten Konvergenzstudie (Tabelle
4.6) ist deutlich zu sehen, dass die Zahl der maximal benötigten Zyklen bzw. Glättungen nicht zu-
genommen hat. Um dieses Ergebnis jedoch richtig einschätzen zu können, sei hier explizit auf eine
notwendige Änderung der zugrunde liegenden Testszenarien hingewiesen. Im zweidimensionalen
musste die Begrenzung des Simulationsgebietes von 2/h auf 64/h und im dreidimensionalen auf
4/h erweitert werden. Dieser Schritt ist dahingehend motiviert, da der Übergang von 109 zu 1012
Unbekannten den Einfluss von Rundungsfehlern deutlich verstärkt hat und somit nicht in jedem
Fall sichergestellt war, dass das angestrebte Abbruchkriterium (" ≤ 10−10) auch erreicht wurde.
Als Beleg dafür, dass es sich bei der reduzierten Lösungsgenauigkeit tatsächlich um den Einfluss
von Rundungsfehlern handelt, seien drei Beobachtungen angeführt: der Konsistenzfehler liegt zu
jeder Zeit unterhalb der angegebenen Abbruchschranke, die Lösungsgenauigkeit verharrt nach
Erreichen eines Wertes von annähernd 10−10 zunächst für einige Zyklen bei dem jeweiligen Wert
und nimmt danach wieder ab, bei Verwendung kleinerer Polynomgrade tritt der eben beschrie-
bene Effekt erst bei einer höheren Elementzahl auf (die kleinsten Abstände im jeweiligen Gitter
hängen von p und Ne ab). Alle folgenden, insbesondere die in den Abbildungen 6.4 - 6.9 ver-
anschaulichten, Ergebnisse bzgl. Scaleup (EPN ), Speedup und paralleler Effizienz (EP ) beruhen
auf Lösungsvorgängen, die nach exakt 6 Zyklen (7 Glättungen auf dem feinsten Gitter) abge-
brochen wurden. Dieser Wert orientiert sich hierbei an der Zyklenzahl, welche im Mittel (siehe
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Tabelle 4.6 und 6.5) benötigt wird, um dimensionsübergreifend eine Lösung mit einem Lösungs-
fehler " ≤ 10−10 zu erzeugen. Diese Normierung hat den großen Vorteil, dass alle betrachteten
Varianten, ohne Umwege und unabhängig von Polynomgrad oder Raumdimension, miteinander
verglichen werden können. Die damit einhergehende Unsicherheit, ob eine einzelne Konfiguration
tatsächlich zu einem Lösungsfehler unterhalb der anvisierten Fehlerschranke führt oder nicht,
ist hierbei offensichtlich, wird jedoch, da der Fokus im Folgenden nur auf der Skalierung der
Löser-Varianten liegt, als nicht relevant erachtet. Die im Anschluss durchgeführte Analyse der
Skalierbarkeit folgt, beginnend mit den zweidimensionalen Löser-Varianten, immer dem gleichen
Schema. Zuerst wird jeweils die schwache Skalierung (Scaleup – ENP ) und im Anschluss daran
die starke Skalierung (Speedup und Effizienz – EP ) bewertet. Beim Scaleup werden jeweils zwei
grundlegende Szenarien betrachtet. Bei Ersterem beträgt die Größe des initialen Problems 226
(2D) bzw. 224 (3D) und bei Letzterem 230 Unbekannte (größtes auf einem Knoten berechenbares
Problem). Innerhalb beider Szenarien wird die initiale Problemgröße und Prozesszahl (P = 1)
auf das 2d-Fache des ursprünglichen Wertes vergrößert, wobei die Zahl der hierbei verwendeten
Knoten so lange wie möglich der Anzahl der verwendeten Prozesse entspricht. Diese Prozedur
wird solange fortgeführt, bis der auf Taurus zur Verfügung stehende Speicher (siehe 6.2) auf-
gebraucht oder das Maximum der verfügbaren Prozesse erreicht ist. Dementsprechend beträgt
die maximale Problemgröße im zweidimensionalen N = 240 und im dreidimensionalen Anwen-
dungsfall N = 236 bzw. N = 239. Diese, auf zwei Szenarien aufbauende, Betrachtung wird auch
bei der Analyse der starken Skalierbarkeit angewendet. Hier wird jeweils der Speedup und die
Effizienz für ein Problem der Größe 230 und eines der Größe 240 (2D) bzw. 239 (3D) ausgewertet.
Die Wahl der Größenordnung des ersten Szenarios orientiert sich hierbei am größtmöglichen, auf
einem Knoten (mit einem Prozess) berechenbaren Problem und die des zweiten Szenarios an der
im Rahmen der schwachen Skalierung größtmöglich wählbaren Problemgröße. Im Gegensatz zu
den Abbildungen die sich auf den Scaleup beziehen, zeigen die Abbildungen, zum Speedup und
zur parallelen Effizienz bis zu drei Messpunkte pro ausgewerteter Prozesszahl. Dies ist dem Sach-
verhalt geschuldet, dass es auf Taurus mehrere Möglichkeiten gibt, eine bestimmte Prozesszahl
zu allokieren. Werden zum Beispiel 16 Prozesse für eine Berechnung benötigt, können diese alle
von einem Knoten oder von 16 verschiedenen Knoten stammen. Bei der ersten Variante teilen
sich alle Prozesse den zur Verfügung stehenden Arbeitsspeicher und auch den Level-3 Cache
(siehe Abbildung 6.1), im Gegensatz dazu kann bei der letzten Variante jeder Prozess allein auf
den kompletten Speicher, insbesondere den Level-3 Cache, zugreifen. Dies gilt jedoch nur unter
der Bedingung, dass alle verwendeten Knoten exklusiv genutzt werden können, was im Rahmen
der vorliegenden Arbeit durch die Verwendung der Slurm-Option [157] „--exclusive“ sicherge-
stellt wurde. Aufgrund der besseren Cache-Verfügbarkeit bei einem ausgeglichenen Verhältnis
von Knoten- und Prozessanzahl repräsentieren in allen Fällen die Messpunkte mit dem besten
Speedup bzw. der besten Effizienz jeweils die Variante mit der größtmöglich nutzbaren Kno-
tenanzahl. Im Umkehrschluss dazu repräsentieren die Messpunkte mit den schlechtesten Werten
jeweils die Variante mit der kleinstmöglichen Knotenzahl. Es sei an dieser Stelle explizit darauf
hingewiesen, dass die offensichtliche Fokussierung auf Zweierpotenzen bzgl. Problemgröße und
Prozesszahl allein aus dem Anspruch heraus gewählt wurde, die bestmögliche Performance zu
erreichen. Das heißt, die Verwendung von abweichenden Werten ist ohne Weiteres möglich, die
hierbei erzielten Ergebnisse übertreffen jedoch in keinem Fall das mögliche Optimum. Analog
zu den bisher im sequentiellen Fall vorgenommenen Analysen werden weiterhin das Post- und
Präprozessing als auch die allein auf dem kondensierten Gitter erzielte Lösung separat analysiert.
Diese Separation der Komponenten findet sich in den Abbildungen 6.4 - 6.9 dahingehend wieder,
dass die obere Zeile immer dem Präprozessing, die mittlere Zeile immer der Lösung und die letzte
Zeile immer dem Postprozessing gewidmet ist.
Abbildung 6.4 zeigt den Scaleup des zweidimensionalen Lösers bei Verwendung der drei unter-
schiedlichen Polynomgrade p = 16;32;64. Unabhängig von der Löser-Komponente, unterliegt der
Scaleup bei allen drei gewählten Polynomgraden der gleichen Tendenz. Hierbei ist jedoch an-
77
6 Ergebnisse
(a) Scaleup – Präprozessing, N = 226 (b) Scaleup – Präprozessing, N = 230
(c) Scaleup – Lösung, N = 226 (d) Scaleup – Lösung, N = 230
(e) Scaleup – Postprozessing, N = 226 (f) Scaleup – Postprozessing, N = 230
Abbildung 6.4: Schwache Skalierung des zweidimensionalen MG-SJW-Lösers am Beispiel eines
Problems mit moderater Größe (linke Seite) bzw. mit der maximal auf einem Taurus-Knoten
realisierbaren Größe (rechte Seite). In beiden Fällen wird die Ausgangsgröße und Prozessanzahl
(P=1) solange vervierfacht, bis Prozessanzahl oder Arbeitsspeicher aufgebraucht sind. Sofern
möglich, beträgt das hierbei genutzte Verhältnis von Prozessen und Knoten 1:1. Von oben be-
ginnend ist jeweils der Scaleup für das Präprozessing, die Lösungsphase und das Postprozessing
angegeben. In jeder Abbildung werden hierbei drei unterschiedliche Polynomgrade analysiert.
Diese sind p = 16 (grüne Quadrate), p=32 (blaue Kreise) und p = 64 (gelbe Dreiecke).
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zumerken, dass für das Prä- und Postprozessing eher ein niedriger Polynomgrad (p = 16, grüne
Quadrate) und für die Lösung selbst ein höherer Polynomgrad (p = 64, gelbe Dreiecke) von Vor-
teil sind. Die geringfügige Bevorteilung niederer Polynomgrade im Präprozessing resultiert zum
einen daraus, dass in dieser Phase die von jedem Prozess benötigten SEM-Operatoren (siehe
Gleichung 3.33) allein von Prozess 0 generiert und via MPI-Broadcast versendet werden. Hier-
bei führt ein kleinerer Polynomgrad zu einem performanteren Nachrichtenaustausch, als dies für
höhere Polynomgrade der Fall ist. Zum anderen ist dieses Ergebnis, analog zum Postprozessing,
auch ein Resultat des Polynomgrad-abhängigen Verhältnisses von Elementanzahl und inneren
Gitterpunkten, welches ebenfalls einen deutlichen Einfluss auf die Dauer und Mächtigkeit des
Nachrichtenaustausches besitzt. Der bessere Scaleup der höheren Polynomgrade bei der Lösung
selbst, lässt sich direkt aus deren besserem Verhältnis von Fein- und Grobgitterberechnungsan-
teil ableiten (siehe Abschnitt 5.3.2). Unabhängig davon zeigt sich, dass der in der Lösungsphase
erreichbare Scaleup sehr schnell vom möglichen Optimum abweicht. Je nach gewählter Problem-
größe beträgt dieser bei Verwendung von 1.024 Prozessen (1 Prozess pro Knoten) nur noch 60
bzw. 70%. Das heißt, dass der Grobgitterlöser bereits nach wenigen Vervielfachungen der initialen
Problemgröße zum limitierenden Faktor der gesamten Berechnung wird und somit der schwachen
Skalierung im zweidimensionalen Anwendungsfall recht enge Grenzen gesetzt sind. Zusätzlich zu
den bisher diskutierten Ausprägungen und Effekten sei hier auf die im moderaten Fall (links)
deutlich sichtbaren Einbrüche des Scaleups ab 256 Prozessen (256 Knoten) bzw. bei 16.384 Pro-
zessen (1.024 Knoten) hingewiesen. Die Ursache des ersten Einbruchs liegt darin begründet,
dass ab dieser Prozessanzahl Knoten unterschiedlicher Inseln in die Berechnung involviert sind,
was sich entsprechend negativ auf die Nachrichtenlaufzeiten auswirkt (siehe Abbildung 6.2). Der
zweite Einbruch lässt sich dahingehend erläutern, dass sich hier erstmalig eine große Zahl von
Prozessen den auf einem Knoten zur Verfügung stehenden L3-Cache teilen müssen. Diese Cache-
bedingte Reduzierung der Effizienz offenbart zum wiederholten Male die starke Abhängigkeit des
entwickelten Lösungsansatzes von der zur Verfügung stehenden Cachehierarchie. Im Rahmen der
im Folgenden durchgeführten Analysen zur starken Skalierbarkeit zeigt sich diese Abhängigkeit
noch einmal besonders deutlich.
Abbildung 6.5 zeigt den Speedup (linke Seite) und die parallele Effizienz (rechte Seite), die der
zweidimensionale Löser hinsichtlich der Lösung des Problems mit 230 Unbekannten (ca. eine
Milliarde) erreicht. Dieses Szenario garantiert den bestmöglichen Speedup bzw. die bestmögliche
parallele Effizienz, die ausgehend von einem einzigen Prozess insgesamt zu erwarten ist. Das
heißt, sobald die Anzahl der zu bestimmenden Unbekannten (N) deutlich kleiner ausfällt, wird
auch der Speedup bzw. die Effizienz deutlich von dem hier gezeigten Optimum abweichen. Grund-
lage aller gezeigten Messreihen ist die wiederholte Vervierfachung der Anzahl der eingesetzten
Prozesse. Der Maximalwert beträgt hierbei 16.384 Prozesse. Generell lässt sich für alle gezeigten
Messreihen feststellen, dass es drei unterschiedliche Niveaus des Speedups und der Effizienz gibt.
Hierbei repräsentieren die Messwerte des oberen Niveaus allesamt Berechnungen, die mit exakt
einem Prozess pro Knoten durchgeführt wurden. Die Messwerte des mittleren Niveaus dagegen
beruhen auf Berechnungen mit einem Prozess-Knotenverhältnis von 4:1 und die des unteren
Niveaus auf einem Verhältnis von 16:1. Da das sequentielle Ausgangsproblem jeweils unter Ver-
wendung der kompletten Speicherhierarchie eines Knotens gelöst wird, ist es offensichtlich, dass
eine faire Speedup- bzw. Effizienzanalyse nur bei Beibehaltung der gleichen Speicherkapazität
gewährleistet ist und alle Abweichungen davon in suboptimalen Ergebnissen münden. Dahinge-
hend sind die Messwerte des mittleren und des unteren Niveaus weniger bezüglich derer absoluter
Werte, sondern eher bezüglich der jeweils zu beobachtenden Trends zu bewerten. Hinsichtlich der
beschränkten Knotenanzahl gilt für das eigentlich relevante, obere Niveau wieder die gleiche Ein-
schränkung wie bereits beim Scaleup. Berechnungen mit mehr als 1.024 Prozessen (entspricht
1.024 Knoten) zeigen eine deutliche Reduktion bzgl. Speedup und Effizienz. Zusätzlich zu dieser
generellen Beobachtung ist festzustellen, dass alle drei Löser-Komponenten noch einer indivi-
duellen Beschränkung unterliegen. Um im Folgenden unübersichtliche Mehrfachnennungen zu
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(a) Speedup – Präprozessing (b) Effizienz – Präprozessing
(c) Speedup – Lösung (d) Effizienz – Lösung
(e) Speedup – Postprozessing (f) Effizienz – Postprozessing
Abbildung 6.5: Starke Skalierung des zweidimensionalen MG-SJW-Lösers am Beispiel eines
Problems mit circa einer Milliarde Unbekannten. Die Anzahl der hierbei eingesetzten Prozesse
basiert auf Potenzen der Basis 4 und variiert von 1 bis 16.384. Von oben beginnend zeigt jeweils
die linke Seite den Speedup (doppelt logarithmische Darstellung) und die rechte Seite die parallele
Effizienz (einfach logarithmische Darstellung) des Präprozessings, der Lösungsphase und des
Postprozessings. Form und Farbe der Messpunkte sind analog zu Abbildung 6.4 gewählt und
repräsentieren den jeweils gewählten Polynomgrad. Sofern einer Prozesszahl mehrere Messpunkte
zugeordnet sind, repräsentiert jeweils der oberste Messpunkt das bestmögliche (ausgeglichenste)
Prozess-Knotenverhältnis (möglich sind 1:1, 4:1 oder 16:1).
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(a) Speedup – Präprozessing (b) Effizienz – Präprozessing
(c) Speedup – Lösung (d) Effizienz – Lösung
(e) Speedup – Postprozessing (f) Effizienz – Postprozessing
Abbildung 6.6: An Abbildung 6.5 orientierte Darstellung der starken Skalierung des zweidimen-
sionalen MG-SJW-Lösers am Beispiel eines Problems mit circa einer Billionen Unbekannten. Die
Anzahl der verwendeten Prozesse wird ausgehend von 1.024 Prozessen (1.024 Knoten) schritt-
weise auf 4.096, 16.384 und 24.334 Prozesse gesteigert. Im letzten Fall weicht die tatsächliche
Problemgröße mit 1;098 ⋅ 1012 Unbekannten leicht von der eigentlich betrachteten Größe ab. Die
diesbezüglich angegebenen Messwerte wurden entsprechend normiert.
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vermeiden, werden diese komponentenspezifischen Beschränkungen nur am Beispiel der Effizienz
erläutert. Alle diesbezüglichen Aussagen lassen sich jedoch aufgrund des Zusammenhangs von
Speedup und Effizienz direkt übertragen. Die dem Präprozessing zugeordnete Abbildung 6.5a
zeigt, dass die Variante mit Polynomgrad p = 64 bereits ab 256 Prozessen und die beiden ande-
ren Varianten spätestens ab 4.096 Prozessen eine deutlich reduzierte Effizienz aufweisen. Dieses
Verhalten ist hierbei wieder direkt auf den hohen, proportional mit dem Polynomgrad zunehmen-
den, Anteil der sequentiellen Operatorberechnung zurückzuführen. Entgegen den Erwartungen
bricht die Effizienz der Variante mit Polynomgrad p = 64, auch im Rahmen der kondensierten
Lösung (Abbildung 6.5c), bereits bei 1.024 Prozessen überdeutlich ein. Um diesen Sachverhalt
zu erläutern, ist es hilfreich, die Zahl der in diesem Szenario pro Raumrichtung eingesetzten Ele-
mente ne = 512 mitzuberücksichtigen. Hier zeigt sich, dass deren Anzahl nur noch halb so groß
ist wie die Zahl der, für die parallele Berechnung des Grobgitterlösers, einsetzbaren Prozesse.
Entsprechend dem jeweiligen Verhältnis von Polynomgrad und Elementzahl (ne) ist, bei jeder
weiteren Vervierfachung der Prozesszahl, ein Einbruch der Effizienz für den jeweils nächst kleine-
ren Polynomgrad zu beobachten. Anhand des eben beschriebenen Zusammenhanges lassen sich
auch die dem Postprozessing zugeordneten Messwerte (Abbildung 6.5f) erläutern. Hier bricht
die Effizienz der Variante mit Polynomgrad p = 64 ebenfalls bereits ab 1.024 Prozessen deutlich
ein. Bei Verwendung von 16.384 Prozessen ist beispielsweise nur noch ein Wert von EpostP = 0:06
zu beobachten. Da in diesem Fall jedem Prozess nur noch 16 Elemente (Ne) zugeteilt werden,
wäre selbst bei einem ausgeglichenen Prozess-Knotenverhältnis kein wesentlich höherer Wert zu
erwarten. Bei Verwendung von Polynomgrad p = 16 und einem ausgeglichenen Verhältnis von
Prozess- und Knotenanzahl, erscheint hingegen ein Wert von 0,6 - 0,7 durchaus im Bereich des
Möglichen zu liegen. Zusammenfassend lässt sich sagen, dass bei Verwendung von circa einer
Milliarde Unbekannten die starke Skalierung nur bis zu einer Zahl von 1.024 Prozessen wirklich
effizient (50 - 60%) ist.
Die in Abbildung 6.6 präsentierten Messwerte dienen dem Beleg, dass die starke Skalierung bei
Verwendung eines deutlich größeren Ausgangsproblems (circa eine Billionen Unbekannte) erheb-
lich besser ausfällt. Der Aufbau der Abbildung und die dargestellten Messreihen orientieren sich
hierbei an der bereits ausführlich diskutierten Abbildung 6.5, so dass an dieser Stelle auf eine
Wiederholung der offensichtlichen Fakten verzichtet wird. Es sei jedoch auf die im Rahmen dieses
Szenarios erhöhte, maximale Anzahl von 24.336 genutzten Prozessen hingewiesen. Insbesondere
der Sachverhalt, dass bei dieser Wahl der Prozessanzahl die Zahl der zu berechnenden Unbe-
kannten (ca. 1;098 ⋅ 1012) um circa eine Milliarde von der eigentlich betrachteten Anzahl von
Unbekannten (1;099 ⋅ 1012) abweicht, bedarf hier der besonderen Beachtung. Um dennoch einen
fairen Vergleich mit den auf Zweierpotenzen aufbauenden Konfigurationen (1.024, 4.096 und
16.384 Prozesse) zu ermöglichen, wurden die Messwerte entsprechend der tatsächlichen Anzahl
von Unbekannten normiert. Im Vergleich mit dem zuvor diskutierten, deutlich kleineren Problem
zeigt sich, dass diesmal insbesondere die Messwerte bzgl. der Lösung des kondensierten Problems
(Abbildung 6.6c und 6.6d) den Erwartungen entsprechen. Das heißt, ein höherer Polynomgrad
bedingt auch eine bessere Skalierung. Bezüglich des Prä- und Postprozessings gilt analog zum
kleinen Anwendungsfall (Abbildung 6.5), dass ein kleinerer Polynomgrad eine bessere Skalierung
aufweist. Zusammenfassend ist festzustellen, dass die starke Skalierung von 1.024 auf 24.334 Pro-
zesse bzgl. eines Problems der Größenordnung O(1012) im Mittel mit ungefähr 40% angegeben
werden kann.
Die im Folgenden dargestellten Messergebnisse (Abbildung 6.7 - 6.9) beziehen sich allein auf
den dreidimensionalen Anwendungsfall. Anders als im zweidimensionalen liegt hier der Fokus
nicht auf dem Vergleich von Varianten mit unterschiedlichem Polynomgrad, sondern auf dem
Vergleich der beiden Löser-Varianten MG-SJW und MG-SJC. Beide Varianten basieren hierbei
auf dem gleichen Polynomgrad, welcher mit p = 16 gewählt ist. Um die Vergleichbarkeit mit der
ebenfalls auf dem Polynomgrad p = 16 aufbauenden, zweidimensionalen Variante zu erleichtern,
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wurden die Messwerte des MG-SJW-Lösers, in Analogie zu den Abbildungen 6.4 - 6.6, ebenfalls
mit grünen Quadraten dargestellt. Die Messwerte des reduzierten Lösers (MG-SJC) werden mit
dem bisher ungenutzten Symbol eines leeren Quadrates abgebildet. Die Form des Quadrates
verweist hierbei auf den zum MG-SJW-Löser identisch gewählten Polynomgrad. Die Auslassung
der Färbung soll zusätzlich verdeutlichen, dass im Gegensatz zum MG-SJW-Löser keine äqui-
valente Messreihe im zweidimensionalen Anwendungsfall existiert. Entsprechend der zu Beginn
dieses Abschnitts aufgezeigten Betrachtungsreihenfolge wird zunächst der Scaleup, das heißt die
schwache Skalierung, für ein moderates (ca. 17 Millionen Unbekannte) und für das auf einem
Knoten größtmöglich berechenbare Problem (ca. eine Milliarde Unbekannte) analysiert. Im An-
schluss daran erfolgt anhand der Bewertung von Speedup und Effizienz die Analyse der starken
Skalierung. Hierbei wird zum einen ein Problem mit rund einer Milliarde und eines mit mehr als
einer halben Billionen Unbekannten untersucht.
Es zeigt sich, dass der Scaleup, mit Ausnahme der jeweils letzten Messwerte des moderaten
Problems (Abbildung 6.7a, c, e) unabhängig von der gewählten Problemgröße insgesamt deut-
lich besser als im zweidimensionalen Fall ausfällt. Insgesamt ist hier ein Komponenten- und
Löser-übergreifender mittlerer Scaleup von 95;6% zu beobachten, wobei der Scaleup für die, die
Laufzeit dominierende, Lösungs-Komponente sogar über dem Idealwert liegt. Dieser annähernd,
ideale Scaleup belegt, dass eine weitere Erhöhung der Problemgröße ohne eine merkliche Steige-
rung der Berechnungszeit absolut im Bereich des Möglichen erscheint. Hinsichtlich der auf der
Top500-Liste geführten HPC-Systeme und der von diesen bereitgestellten Knotenanzahl bzw.
des von diesen Systemen bereitgestellten Arbeitsspeichers ist eine Ausweitung auf Probleme der
Größenordnung N = O(1013) als sehr realistisch einzuschätzen. Der Vollkommenheit halber sei an
dieser Stelle erwähnt, dass die Einbrüche des Scaleups auf der linken Seite (moderates Problem)
abermals auf das jeweils erste Auftreten eines unausgeglichenen Verhältnisses von Prozess- und
Knotenanzahl zurückzuführen sind. Da dieser Effekt im Rahmen der zweidimensionalen Analyse
jedoch bereits mehrfach diskutiert wurde, wird dieser hier nicht mehr gesondert betrachtet. Das
gilt insbesondere auch für die Diskussion der Messergebnisse bzgl. der starken Skalierung, welche
sich im Folgenden auf die Abbildungen 6.8 und 6.9 bezieht. Das hierbei jeweils für den Speedup
und die Effizienz genutzte Prozess-Knotenverhältnis beträgt für alle oberen Messwerte 1:1 und
für alle unteren Messwerte 8:1.
Analog zur starken Skalierung im zweidimensionalen Fall wurde zusätzlich zur eigentlichen, auf
Zweierpotenzen aufbauenden Messreihe, eine von diesem Schema abweichende Messung durch-
geführt. Der jeweils ganz rechts abgebildete Messwert (betrifft alle Unterabbildungen von 6.8
und 6.9) beruht auf einer Messung mit 27.000 Prozessen bzw. 1.125 voll genutzten Knoten. Die
hierbei betrachtete Anzahl der Unbekannten beträgt im ersten Anwendungsfall circa 8;84 ⋅ 108
(Abbildung 6.8) und im zweiten Anwendungsfall circa 5;43 ⋅ 1011 (Abbildung 6.9), so dass der
erzielte Speedup und auch die Effizienz entsprechend dem eigentlich betrachteten Ausgangs-
problem (1;07 ⋅ 109 bzw. 5;49 ⋅ 1011 Unbekannte) skaliert wurden. Es ist festzustellen, dass die
MG-SJW-Variante gegenüber der MG-SJC-Variante generell im Vorteil und dieser im Rahmen
des Präprozessings sogar deutlich überlegen ist. Für das Präprozessing gilt jedoch insgesamt,
dass, unabhängig von der gewählten Problemgröße, keine der beiden getesteten Löser-Varianten
wirklich überzeugen kann. Im Falle der kleinen Problemgröße bricht die Skalierung spätestens
ab Verwendung von 512 und bzgl. des großen Problems ab 4.096 Prozessen überdeutlich ein.
Die Erklärung für diese Beobachtung ist dabei die gleiche wie im zweidimensionalen Fall. Die
sequentielle Berechnung der benötigten SEM-Operatoren, und deren, im dreidimensionalen An-
wendungsfall noch einmal deutlich gestiegener, Anteil an der Gesamtlaufzeit des Präprozessings
verhindern eine hinreichend gute parallele Effizienz. Im Gegensatz dazu ist beim Postprozessing
und insbesondere bei der Lösungsphase sehr deutlich zu erkennen, dass hier der dreidimensionale
Ansatz deutlich vorteilhafter skaliert. Ausgehend von einem Prozess beträgt die starke Skalie-
rung des Postprozessings bei Verwendung von 4096 Prozessen im kleinen Anwendungsfall 40%
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(a) Scaleup – Präprozessing, N = 224 (b) Scaleup – Präprozessing, N = 230
(c) Scaleup – Lösung, N = 224 (d) Scaleup – Lösung, N = 230
(e) Scaleup – Postprozessing, N = 224 (f) Scaleup – Postprozessing, N = 230
Abbildung 6.7: Schwache Skalierung des dreidimensionalen MG-SJW- (grüne Quadrate) und
MG-SJC-Lösers (farblose Quadrate) am Beispiel eines Problems mit moderater Größe (linke Sei-
te) bzw. mit der maximal auf einem Taurus-Knoten realisierbaren Größe (rechte Seite). In beiden
Fällen wird die Ausgangsgröße und Prozessanzahl (P=1) solange verachtfacht, bis Prozessanzahl
oder Arbeitsspeicher aufgebraucht sind. Sofern möglich, beträgt das hierbei genutzte Verhältnis
von Prozessen und Knoten 1:1. Von oben beginnend ist jeweils der Scaleup für das Präprozessing,
die Lösungsphase und das Postprozessing angegeben.
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(a) Speedup – Präprozessing (b) Effizienz – Präprozessing
(c) Speedup – Lösung (d) Effizienz – Lösung
(e) Speedup – Postprozessing (f) Effizienz – Postprozessing
Abbildung 6.8: Starke Skalierung des dreidimensionalen MG-SJW- (grüne Quadrate) und MG-
SJC-Lösers (farblose Quadrate) am Beispiel eines Problems mit circa einer Milliarde Unbekann-
ten. Die Anzahl der eingesetzten Prozesse basiert fast ausschließlich auf Potenzen der Basis 8 und
variiert dabei von 1 bis 4.096. Die zusätzliche Messung mit 27.000 Prozessen wurde aufgrund der
leicht abweichenden Problemgröße (8;84 ⋅108 Unbekannte) entsprechend normiert. Die linke Seite
zeigt jeweils den Speedup (doppelt logarithmische Darstellung) und die rechte Seite die parallele
Effizienz (einfach logarithmische Darstellung) für die jeweilige Löser-Komponente. Sofern einer
Prozesszahl mehrere Messpunkte zugeordnet sind, repräsentiert jeweils der oberste Messpunkt
das bestmögliche (ausgeglichenste) Prozess-Knotenverhältnis (möglich sind hier 1:1 oder 8:1).
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(a) Speedup – Präprozessing (b) Effizienz – Präprozessing
(c) Speedup – Lösung (d) Effizienz – Lösung
(e) Speedup – Postprozessing (f) Effizienz – Postprozessing
Abbildung 6.9: An Abbildung 6.8 orientierte Darstellung der starken Skalierung des drei-
dimensionalen MG-SJW-Lösers (grüne Quadrate) und des MG-SJC-Lösers (farblose Quadrate)
am Beispiel eines Problems mit circa einer halben Billionen Unbekannten. Die Anzahl der ver-
wendeten Prozesse wird ausgehend von 512 Prozessen (512 Knoten) schrittweise auf 4.096 und
27.000 Prozesse gesteigert. Im letzten Fall, weicht die tatsächliche Problemgröße mit 5;43 ⋅ 1011
Unbekannten leicht von der eigentlich betrachteten Größe ab. Die diesbezüglich angegebenen
Messwerte wurden entsprechend normiert.
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(Abbildung 6.8f). Wird die Anzahl der zu lösenden Unbekannten stark erhöht (Abbildung 6.9f)
beträgt die starke Skalierung beim Übergang von 512 zu 27.000 Prozessen sogar 50%. In der
Lösungsphase selbst werden diese Werte noch einmal deutlich übertroffen. Im kleinen Anwen-
dungsfall (Abbildung 6.8d) erreichen beide Löser-Varianten eine starke Skalierung von circa 50%.
Liegt der Skalierung ein größeres Ausgangsproblem (Abbildung 6.9d) zugrunde, erreicht der MG-
SJW-Löser sogar eine starke Skalierung von 71%. Der reduzierte MG-SJC-Ansatz liefert einen
leicht niedrigeren Wert, skaliert dabei jedoch immer noch mit 69%.
Abschließend lässt sich festhalten, dass der in dieser Arbeit entwickelte Lösungsansatz grund-
sätzlich für den Einsatz auf Höchstleistungsrechnern geeignet ist. Dabei zeigt sich jedoch, dass
der dreidimensionale Ansatz deutlich besser als der zweidimensionale Ansatz für die Paralleli-
sierung geeignet ist. Insbesondere der nahezu optimale Scaleup und die bei Verwendung von
bis zu 27000 Prozessen erzielte parallele Effizienz (50 - 70 %) in der Lösungsphase sind hier er-
wähnenswert. Dennoch hat der hier beschriebene Ansatz einige Schwächen, die einer optimalen
Implementierung im Wege stehen. Sofern der Löser im zweidimensionalen Anwendungsfall auf
HPC-Systemen mit annähernd einhunderttausend und mehr Prozessen laufen soll, muss der bis-
her auf dem gröbsten Gitter verfolgte Lösungsansatz (Grobgitterlöser) gänzlich neu durchdacht
werden. Zusätzlich ist es unabdingbar, das Präprozessing noch einmal komplett zu überarbeiten.
Hier ist insbesondere der sehr hohe sequentielle Anteil der Berechnung der SEM-Operatoren im
3D-Fall äußerst bedenklich. Da dieses Problem mit dem herkömmlichen message-passing Ansatz
jedoch nicht zu lösen ist, bedarf die Lösung dieses Problems einer zusätzlichen Ebene der Pa-
rallelisierung. Ein möglicher Ansatz für die Zukunft wäre hier eine hybride Parallelisierung via
Open Multi-Processing (OpenMP).
6.3.3 Vergleich mit etablierten Lösungsansätzen bzw. Lösern
Um die bisher in den vorangegangenen Abschnitten dieses Kapitels dargelegten Ergebnisse richtig
einordnen zu können, werden diese im folgenden Abschnitt mit den von anderen Wissenschaft-
lern erzielten Ergebnissen verglichen. Zunächst werden hierbei die mathematisch motivierten
Kenngrößen wie etwa Komplexität, Konvergenzrate und die Anzahl der maximal gelösten Unbe-
kannten verglichen. Im Anschluss daran folgt der Vergleich der im Rahmen der schwachen und
starken Skalierung erzielten Ergebnisse (Scaleup, Speedup und parallele Effizienz).
Tabelle 6.6 beinhaltet die Werte der, bereits in Abschnitt 4.1 zum Stand der Forschung auf dem
Gebiet der SEM-basierten Mehrgitter präsentierten, Tabelle 4.1 und erweiterte diese um die des
im Rahmen dieser Arbeit entwickelten Lösungsansatzes. Es zeigt sich deutlich, dass sich der ei-
gens entwickelte Ansatz bei allen angegebenen Kenngrößen mindestens als ebenbürtig erweist.
Darüber hinaus konnte die bisher bestmögliche Konvergenzrate im zweidimensionalen Anwen-
dungsfall noch einmal um den Faktor 10 und im dreidimensionalen Fall um den Faktor 7,4
verbessert werden. Des Weiteren wurde im 2D-Fall erstmals eine lineare Komplexität in der Lö-
sungsphase erzielt. Hierbei ist jedoch zu bemerken, dass diese Komplexität nur auf Kosten eines
zusätzlichen, mit O(Np) skalierenden, Postprozessings realisiert werden konnte. Da das Post-
prozessing im Gegensatz zur eigentlichen Lösungsphase einen nicht iterativen Charakter besitzt,
führt diese Art der Aufwandsverschiebung jedoch tatsächlich zu einer generellen Verbesserung
des Gesamtaufwands. Die deutlich gesteigerte Größe der Ansatzordnung ist offensichtlich, deren
tatsächlicher Nutzen muss jedoch noch anhand von Benchmarks bewiesen werden (nicht Teil die-
ser Dissertation). Es ist jedoch davon auszugehen, dass ein Polynomgrad der Größe p = 64 eher
von theoretischem und weniger von praktischem Interesse ist. Ein offensichtlicher Nachteil des
eigens entwickelten Lösungsansatzes ist der, dass nur kartesische Gitter zum Einsatz kommen.
Die Abbildung beliebiger Geometrien ist damit bisher nicht möglich. Außerdem besteht bisher,
im Gegensatz zum Lösungsansatz von Janssen & Kanschat, keine Möglichkeit, das verwendete







Lottes & Fischer[101] 0,240 16 O(p4) / - O(Np) Kartesisch, 2D
Mitchell[107] 0,500 4 O(Np3) / - O(Np) Unstrukturiert, 2D
Janssen & Kanschat[81] 0,200 9 k.A. / - O(Np) Kartesisch, 2/3D
Haupt Dissertation 0,027 32 O(Np + p6) / O(Np) O(Np) Kartesisch, 3D
Haupt et al.[67], Diss. 0,020 64 O(Np + p3) / O(Np) O(N) Kartesisch, 2D
Tabelle 6.6: Konvergenzrate , maximale Ansatzordnung pmax, algorithmische Komplexität
und Besonderheiten von Mehrgitterverfahren für die Helmholtz-Gleichung ausgewählter Publi-
kationen. Die Angabe zur Komplexität des V-Zyklus von Janssen & Kanschat [81] kennzeichnet
den bestmöglichen Wert – die Autoren selbst geben die Kosten nicht explizit an.
genereller Natur, der verwendete Mehrgitter-Ansatz begünstigt eine zukünftige Implementierung
der Adaption sogar.
Hinsichtlich der Problemgröße der gelösten Poisson- und Helmholtz-Gleichungen ist festzustellen,
dass bereits die allein im sequentiellen Anwendungsfall durchgeführte Lösung von Gleichungssys-
temen mit annähernd einer Milliarde Unbekannten besonders erwähnenswert ist. Im internatio-
nalen Vergleich zeigt sich, dass die im parallelen Anwendungsfall durchgeführten Berechnungen
mit bis zu einer Billionen Unbekannten (N ≈ 1012) dem Stand der Forschung (siehe Abschnitt
5.2) entsprechen. Werden zusätzlich der im dreidimensionalen Anwendungsfall erreichte, nahe-
zu ideale Scaleup und die tatsächlich benötigten Berechnungszeiten (einstelliger Minutenbereich)
berücksichtigt, besteht darüber hinaus sogar die Möglichkeit, bereits jetzt Problemgrößen jenseits
des Stands der Forschung zu bewältigen.
Die Bewertung der Güte der parallelen Implementierung offenbart Licht und Schatten zugleich.
Es zeigt sich, dass der zweidimensionale Löser bereits bei der vermeintlich leichter zu erreichenden
schwachen Skalierung jenseits von 1.024 Prozessen deutlich vom Optimum abweicht. Zusätzlich
beträgt die starke Skalierung, selbst für den größten Anwendungsfall (N = 1012), maximal 40%
und das bei Verwendung von nicht mehr als 24.334 Prozessen. Wird die Anzahl der Unbekannten
kleiner gewählt, sinkt die Güte der Skalierung erheblich und liegt damit eher auf dem Niveau
von h-Mehrgitterlösern (siehe Abschnitt 5.2). Im Gegensatz dazu erreicht der dreidimensionale
Lösungsansatz mit seinem nahezu idealen Scaleup und einer starken Skalierung von 50 - 71% das
Niveau effizienter p-Mehrgitterverfahren. Auch wenn die maximale Zahl der tatsächlich verwende-
ten Prozesse (27.000) noch eine Größenordnung unterhalb der des Nek5000 Simulationscodes [7]
liegt, ist auf Grund des idealen Scaleups davon auszugehen, dass die Ergebnisse bei Verwendung
von über einhunderttausend Prozessen ähnlich aussehen.
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In dieser Arbeit wird ein neuer methodischer Ansatz zur effizienten numerischen Simulation
physikalischer Prozesse entworfen. Der Fokus liegt dabei allein auf der effizienten Lösung der
in jedem Zeitschritt auftretenden Randwertprobleme mit dem Ziel, die hohe Lösungsgenauig-
keit und Flexibilität von Lösungsmethoden höherer Ordnung mit der optimalen Komplexität
von Methoden niederer Ordnung in einer neuen Lösungsmethode zu vereinen. Dieses Ziel wird
durch eine neuartige Kombination von Spektralelemente-Verfahren (Methode höherer Ordnung),
Statischer Kondensation und geometrischem Mehrgitterverfahren erreicht. Besonders innovativ
und effektiv hinsichtlich des Erreichens der Zielsetzung erweisen sich hierbei neben der, bei
Verwendung der Statischen Kondensation zu erwartenden, Reduktion der Gitterpunkte (Unbe-
kannte) um eine Größenordnung, die Verwendung von allein auf der Basis 2 beruhender An-
satzordnungen (p = 2l;0 ≤ L) für alle Basisfunktionen und der Einsatz des eigens entwickelten
„Stern-Glätters“. Das so erzeugte „Spektralelemente-basierte Mehrgitterverfahren auf kondensier-
ten Gittern“ zeichnet sich durch drei Lösungsphasen aus: die Initialisierung (Präprozessing), die
Lösungsphase (Lösung) und die Rekondensation (Postprozessing), wobei allein die Lösungspha-
se einen iterativen Charakter besitzt und diese somit die zur Lösung benötigte Gesamtlaufzeit
dominiert. Um die praktische Eignung des Verfahrens zu beweisen, wird dieses mit Hilfe der
Programmiersprache Fortran und unter Zuhilfenahme von hocheffizienten, numerischen Biblio-
theken (MKL [78], FFTW [55], P3DFFT [118]) zur Anwendung auf dem Hochleistungsrechner
des ZIH (HPC-System Taurus - [159]) gebracht. Darauf aufbauend wird zum einen der Beweis
der optimalen numerischen Eigenschaften (optimale, numerischer Komplexität, herrausragende
Konvergenzgeschwindigkeit und Robustheit gegenüber Gitterverfeinerung) und zum anderen der
Nachweis der praktischen (ca. 30:000 Prozesse und 1012 Gitterpunkte) bzw. der theoretischen
(ca. 1:000:000 Prozesse) Skalierbarkeit des Verfahrens erbracht. Die wesentlichen Beiträge der
Arbeit lassen sich wie folgt zusammenfassen:
● Es wird eine neue Methode zur effizienten Lösung der bei der numerischen Simulation
physikalischer Prozesse auftretenden Randwertprobleme entwickelt. Deren Innovation be-
ruht auf der Kombination von Spektralelementen, Statischer Kondensation und geometri-
scher Mehrgittermethode. Hierbei kommen speziell ausgewählte Gauss-Lobatto-Legendre-
Polynome und der eigens entwickelte Glätter („Stern-Glätter“) zum Einsatz.● Das entwickelte „Spektralelemente-basierte Mehrgitterverfahren auf kondensierten Gittern“
kombiniert die Vorteile von Methoden höherer Ordnung mit denen von Methoden niederer
Ordnung. Im zweidimensionalen Anwendungsfall besticht das Verfahren durch lineare Kom-
plexität in der iterativen Lösungsphase. Im dreidimensionalen Anwendungsfall entspricht
diese, trotz der zusätzlichen Abhängigkeit von der Ansatzordnung der Basis-Polynome,
ebenfalls dem Stand der Forschung.● Die erreichte Konvergenzgeschwindigkeit übertrifft den Stand der Forschung um annähernd
eine Größenordnung. Aufgrund der zeitgleich geltenden, gegenüber Gitterverfeinerung und
Polynomgraderhöhung bestehenden, Robustheit setzt das Verfahren einen neuen Maßstab.● Es wird gezeigt, dass das Verfahren im dreidimensionalen Anwendungsfall theoretisch bis
eine Millionen Prozesse skaliert. In der praktischen Anwendung (Skalierung bis ca. 30.000
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Prozesse) ergibt sich für dieses eine optimale schwache Skalierung sowie eine starke Skalie-
rung von ca. 71%. Das entspricht dem Stand der Forschung und beweist die Eignung des
Verfahrens für komplexe, hochauflösende, numerische Simulationen im HPC-Bereich.● Die auf dem HPC-System Taurus maximal berechneten linearen Gleichungssysteme um-
fassen mehr als eine Billionen (1012) Unbekannte. Diese Größenordnung repräsentiert den
Stand der Forschung und dient zugleich als Beleg dafür, dass das Verfahren bei Verwendung
von HPC-Systemen aus der Top Ten der Top500-Liste numerische Simulationen mit mehr
als 1013 bzw. 1014 Gitterpunkten (Unbekannten) ermöglichen kann.
Die Arbeit belegt, dass das entwickelte Verfahren aufgrund der bereits auf Taurus bewältigten
Menge von einer Billionen (1012) Unbekannten, der effizienten Skalierung und den optimalen
numerischen Eigenschaften den Anforderungen, die an moderne, hochauflösende, numerische Si-
mulationsprozesse gestellt werden, gewachsen ist.
Darüber hinaus ist festzustellen, dass das in dieser Arbeit präsentierte Verfahren im Vergleich
mit bestehenden Ansätzen, welche fast vollständig auf nicht kondensierte Gitter setzen, hinsicht-
lich der in Zukunft zu erwartenden, fortwährenden Steigerung der zu handhabenden Anzahl von
Unbekannten bzw. Freiheitsgraden deutlich geeigneter erscheint. Diese Erkenntnis resultiert hier-
bei aus der starken Reduktion der während der eigentlichen Lösungsphase zu berücksichtigenden
Freiheitsgrade, was wiederum die Menge des in dieser Phase tatsächlich benötigten Arbeitsspei-
chers stark reduziert. Demnach wären Probleme, die aktuell, aufgrund von nicht ausreichend
zur Verfügung stehendem Arbeitsspeicher, unlösbar sind, mit dem kondensierten Ansatz be-
reits jetzt lösbar. Dem entgegen ist die im Rahmen dieser Arbeit erreichte Konvergenzrate kein
Alleinstellungsmerkmal kondensierter Methoden, da diese innerhalb der Endphase der vorliegen-
den Arbeit erstmals auch für nicht kondensierte Gitter erreicht wurde. Die Arbeiten von Stiller
[140, 141] belegen im Mittel eine nahezu identische und in Einzelfällen auch eine etwas bessere
Konvergenzrate für ausgewählte Problemstellungen auf nicht kondensierten Gittern. Es sei hier
darauf hingewiesen, dass der in der vorliegenden Arbeit entwickelte „Stern-Glätter“ (siehe auch
Haupt, Stiller und Nagel [67]) einen Spezialfall des in [140, 141] verwendeten Glättungsansatzes
darstellt. Aufgrund der von Stiller im nicht kondensierten Fall erzielten Ergebnisse muss für ein-
zelne Probleme abgewogen werden, ob sich die Mehrkosten für die Initialisierung und Umsetzung
der Kondensation in der Gesamtbilanz rentieren. Abschließend kann diesbezüglich jedoch keine
finale Aussage getroffen werden, denn zum einen bleiben die Arbeiten [140, 141] den Beweis der
Skalierbarkeit auf massiv parallelen Systemen schuldig und zum anderen gibt es vielversprechen-
de Entwicklungen im Bereich der Faktorisierung der im Kapitel 3.2 beschriebenen Operatoren,
welche die Annahme zulassen, dass eine deutliche Verbesserung des im Rahmen dieser Arbeit
vorgestellten Verfahrens möglich ist.
Darüber hinaus ergeben sich weitere Möglichkeiten, das „Spektralelemente-basierte Mehrgitter-
verfahren auf kondensierten Gittern“ zu optimieren. Dies betrifft zum einen die Skalierung, die
maßgeblich durch den verwendeten FFT-basierten Grobgitterlöser beeinträchtigt ist, und zum
anderen die nicht optimale Komplexität der Lösungsphase im dreidimensionalen Anwendungsfall.
Ein vielversprechender Ansatz hinsichtlich der Verbesserung der Skalierung ist die Umstellung des
reinen Mehrgitteransatzes auf ein vorkonditioniertes CG-Verfahren, wie dies bereits im NEK5000
Code eingesetzt wird. Entsprechend dem allgemeinen Trend der letzten Jahre [96] würde der ent-
wickelte Mehrgitteransatz dabei direkt als Vorkonditionierer Verwendung finden. Zusätzlich sollte
sich so auch die Abhängigkeit der Konvergenzgeschwindigkeit vom Elementverhältnis (Verhältnis
der pro Raumrichtung verwendeten Elemente) reduzieren. Aktuell bricht diese für Verhältnisse
von 1:10 und mehr deutlich ein.
Eine weitere Verbesserung der Skalierbarkeit des Lösers kann durch den Einsatz von hybrider Pa-
rallelisierung erreicht werden. Da die dominierenden Matrix-Matrix-Produkte des Stern-Glätters
bei hohen Polynomgraden deutlich mehr Zeilen als Spalten aufweisen und dieses Missverhältnis
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via Gebietszerlegung nur noch verstärkt wird, erscheint ein zusätzlicher Parallelisierungsansatz
auf Matrixebene sinnvoll. Die einfachste Möglichkeit der Umsetzung wäre hierbei die Aktivierung
der OpenMP-basierten Parallelisierung innerhalb der MKL Bibliothek und die Parallelisierung
ausgewählter Schleifen. Erste Untersuchungen, die hierzu, im Rahmen einzelner vom Autor be-
treuter Arbeiten, angefertigt wurden [95, 133], haben gezeigt, dass die zu erwartende Effizienz
nahe dem Optimum liegen sollte. Aufgrund mangelnder Kapazitäten und dem hohen zu erwar-
tenden Zeitaufwand bei der Umsetzung steht die Hybridisierung jedoch noch aus. Eine mögliche,
nicht zu unterschlagende Alternative wäre auch die Auslagerung der Matrixprodukte auf spezielle
Beschleuniger-Hardware. Diese Option soll hier jedoch nicht weiter diskutiert werden.
Die Komplexität im dreidimensionalen Anwendungsfall wird maßgeblich durch die Anwendung
des Stern-Glätters und die Lösung des damit einhergehenden Gleichungssystems bestimmt. Ein
erster Ansatz, den Sternoperator so weit aufzuteilen (Operator-Splitting), dass anstatt des vol-
len Operators mehrere Blöcke, welche jeweils benachbarten Elementseiten zugeordnet sind, und
ein reduzierter Sternoperator, welcher nur noch die Kanten benachbarter Elemente verbindet,
behandelt werden müssen, ließ die Konvergenzgeschwindigkeit nicht hinnehmbar stark einbre-
chen. Zwei weitere Ideen, die Komplexität zu reduzieren, sind zum einen die Verwendung einer
CG-Verfahren- oder einer Linien-basierten Subiteration zur Lösung des vollen Sternoperators.
Da jedoch vorab nicht abschätzbar ist, ob diese iterativen Ansätze tatsächlich robust sind und so
die reduzierte Komplexität durch eine Vielzahl von benötigten Iterationen wieder kompensiert
würde, sind diese Ansätze eher mit Skepsis zu betrachten.
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Spezielle Klasse von geometrischen Mehrgitterverfahren
FDM Finite-Differenzen-Methode
Klassisches, numerisches Verfahren zur Lösung gewöhnlicher und partieller
Differentialgleichungen.
FEM Finite-Elemente-Methode
Klassisches, numerisches Verfahren zur Lösung von partiellen
Differentialgleichungen mit elliptischem Charakter.
FFT Fast Fourier-Transformation
Algorithmus zur effizienten Berechnung der diskreten Fourier-Transformation.
FMG Full-Multigrid-Scheme
Spezielle Klasse von geometrischen Mehrgitterverfahren
GLL Gauss-Legendre-Lobatto
Spezielle Verteilung der Stützstellen von Laplace-Polynomen
MPI Message Passing Interface
Programmierstandard für Parallelrechner mit verteiltem Speicher.
SC Static Condensation
Algorithmus zur separaten Behandlung von inneren und äußeren
Freiheitsgraden.
SEM Spektralelemente-Methode
Spezielle FEM Methode mit polynombasierten Ansatz und Testfunktionen.
SJC Star Jacobi Cut Smoother
Selbst entwickelter, auf reduzierten Sternen basierender, jacobiartiger Glätter.
SJW Star Jacobi Weighted Smoother





f , f^ Rechteseite des vollen bzw. kondensierten Systems
H , H^ Helmholtz-Operator des vollen bzw. kondensierten Systems∗x;y;z Koordinatenrichtungen∗i;j;k Auf die Koordinatenrichtungen x, y, z bezogene Indizes∗;; Auf x, y, z bezogene Koordinatenrichtungen im Standardelement
l Gitterebene
 Helmholtzparamter
 Lastbalance einer Partitionierung
L Laplacematrix
M Masse- bzw. Steifigkeitsmatrix
ne Anzahl der Elemente in einer Raumdimension
1, 2 Anzahl der Vor- bzw. Nachglättungen
N Gesamtanzahl der Freiheitsgrade bzw. Unbekannten
Ne Gesamtanzahl der verwendeten Elemente

, 
e Auf alle bzw. einzelne Elemente bezogenes Berechnungsgebiet

st Allein auf das Standardelement bezogenes Berechnungsgebiet
O() Numerische Komplexität
 () Aus Laplace-Polynomen aufgebautes Tensorprodukt
p Polynomgrad bzw. Ansatzordnung
P Anzahl der Prozesse bzw. Partitionen
() Laplace Polynome - Spezifische Test- und Ansatzfunktionen
() Unbestimmte Ansatzfunktionen
P, R Prolongations- und Restriktionsoperator
 Konvergenzrate iterativer Gleichungslöser
u, u^ Gesuchte Lösung des vollen bzw. kondensierten Systems
v() Unbestimmte Testfunktionen
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pra/∗pra sol/∗sol pra/∗pra sol/∗sol post/∗post
p
=16
1,19 1,22 1,22 1,19
p
=8
- - - - -
1,26 1,22 1,23 1,15 1,17 1,09 1,27 1,06 1,13
1,19 1,22 1,22 1,16 1,15 1,04 1,14 1,02 1,14
1,17 1,13 1,09 1,14 1,05 0,96 1,04 0,92 1,06
1,17 1,06 1,01 1,14 - - - - -
1,17 1,03 1,02 1,13 - - - - -
1,10 1,01 1,00 1,05 - - - - -
p
=32
0,74 0,96 0,92 1,10
p
=16
1,25 1,21 1,13 1,21 1,28
1,16 1,27 1,28 1,26 1,23 1,19 1,23 1,18 1,18
1,23 1,24 1,24 1,12 1,23 1,18 1,19 1,16 1,18
1,15 1,21 1,21 1,12 1,15 1,13 1,13 1,08 1,15
1,15 1,07 1,08 1,12 - - - - -
1,14 1,05 1,06 1,12 - - - - -
1,15 1,04 1,05 1,12 - - - - -
1,09 1,14 1,14 1,08 - - - - -
p
=64
1,03 1,46 1,44 1,01
p
=32
1,22 1,22 1,08 1,22 1,11
1,24 1,32 1,33 1,12 1,21 1,23 1,12 1,18 1,13
1,27 1,25 1,22 1,21 1,11 1,20 1,10 1,18 1,10
1,19 1,24 1,18 1,11 1,09 1,15 1,07 1,11 1,08
1,16 1,21 1,20 1,10 - - - - -
1,14 1,14 1,16 1,10 - - - - -
1,15 1,10 1,09 1,11 - - - - -
1,07 1,07 1,06 1,04 - - - - -
Tabelle A.1: Relativer Laufzeitoverhead der parallelen Löser-Variante mit P = 1 im Vergleich
zur sequentiellen Implementierung (siehe Tabelle 6.1 (2D-) und Tabelle 6.3 bzw. 6.4 (3D-Löser)).
106
A Weiterführende Messergebnisse
A.2 Sequentielle Lösungszeiten ohne Nachglättung im 2D-Fall
sol [s]





128 1.048.576 8 0,049 0,02 0,31 0,30 0,02
256 4.194.304 8 0,044 0,11 1,43 1,44 0,11
512 16.777.216 8 0,040 0,47 7,99 7,92 0,48
1024 67.108.864 8 0,042 1,95 35,39 34,91 1,93
2048 268.435.456 8 0,048 7,94 151,39 153,32 7,81
4096 1.073.741.824 8 0,041 33,13 565,19 271,15 32,83
p
=16
32 262.144 7 0,028 0,01 0,03 0,03 0,01
64 1.048.576 7 0,030 0,02 0,13 0,12 0,03
128 4.194.304 7 0,031 0,12 0,55 0,54 0,12
256 16.777.216 7 0,037 0,48 3,05 3,03 0,51
512 67.108.864 7 0,030 1,94 14,54 14,27 2,09
1024 268.435.456 7 0,032 7,80 60,22 59,93 8,42
2048 1.073.741.824 7 0,035 33,11 233,44 233,27 32,16
p
=32
8 65.536 6 0,018 0,01 0,01 0,01 0,01
16 262.144 6 0,019 0,01 0,02 0,01 0,01
32 1.048.576 7 0,024 0,02 0,07 0,07 0,02
64 4.194.304 7 0,023 0,10 0,28 0,27 0,11
128 16.777.216 7 0,025 0,41 1,27 1,23 0,45
256 67.108.864 7 0,031 1,65 6,74 6,44 1,78
512 268.435.456 7 0,034 6,61 28,78 27,11 7,29
1024 1.073.741.824 7 0,025 30,06 111,27 109,19 30,63
p
=64
4 65.536 4 0,002 0,03 0,01 0,01 0,01
8 262.144 6 0,013 0,03 0,01 0,01 0,01
16 1.048.576 6 0,017 0,05 0,04 0,04 0,03
32 4.194.304 6 0,018 0,15 0,15 0,14 0,14
64 16.777.216 6 0,019 0,54 0,60 0,56 0,56
128 67.108.864 6 0,020 2,10 2,89 2,71 2,24
256 268.435.456 6 0,016 8,45 15,07 14,13 8,99
512 1.073.741.824 6 0,020 37,44 51,57 49,81 37,22
Tabelle A.2: Laufzeiten und Robustheit der Löser MG-SJW/C für variierende Polynomgrade
p im zweidimensionalen Anwendungsfall. Start- und Abbruchfehler entsprechen den bereits in
Tabelle 6.1 gewählten, die Zahl der Nachglättungen wurde von l<L2 = 1 auf l2 = 0 reduziert.
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A.3 Sequentielle Lösungszeiten ohne Nachglättung im 3D-Fall
2/h N #Glättungen  pra [s] sol [s] post [s] fein/grob
p
=8 32 16.777.216 9 0,077 0,96 26,82 0,70 1489,0064 134.217.728 9 0,070 7,78 294,25 5,56 2560,37
128 1.073.741.824 9 0,059 62,08 4065,68 45,98 3836,00
p
=16
8 2.097.152 7 0,030 0,35 2,77 0,10 2097,48
16 16.777.216 8 0,039 1,05 23,76 0,80 781,09
32 134.217.728 8 0,054 6,52 186,39 6,09 11833,29
64 1.073.741.824 9 0,058 51,02 1719,90 49,81 14970,27
p
=32
4 2.097.152 5 0,003 14,69 6,24 0,11 316,78
8 16.777.216 6 0,019 15,27 38,80 0,77 35271,73
16 134.217.728 7 0,028 20,18 318,60 5,54 12234,02
32 1.073.741.824 8 0,045 59,11 2716,15 43,32 172452,97
Tabelle A.3: Laufzeiten und Robustheit des MG-SJW-Lösers für variierende Polynomgrade
p im dreidimensionalen Anwendungsfall. Start- und Abbruchfehler entsprechen den bereits in
Tabelle 6.3 gewählten, die Zahl der Nachglättungen wurde von l<L2 = 1 auf l2 = 0 reduziert.
2/h N #Glättungen  pra [s] sol [s] post [s] fein/grob
p
=8 32 16.777.216 10 0,097 0,67 26,73 0,70 1319,0064 134.217.728 9 0,072 5,68 291,69 5,58 2538,08
128 1.073.741.824 9 0,060 46,28 4066,52 45,96 3836,79
p
=16
8 2.097.152 7 0,030 5,65 1,79 0,09 1355,06
16 16.777.216 8 0,039 6,29 15,26 0,79 501,30
32 134.217.728 8 0,054 12,29 118,71 6,09 7536,14
64 1.073.741.824 9 0,059 56,27 1110,84 50,09 9668,57
p
=32
4 2.097.152 5 0,006 559,10 4,08 0,11 206,77
8 16.777.216 6 0,019 559,85 23,49 0,77 21353,45
16 134.217.728 7 0,027 562,08 178,97 5,57 6871,89
32 1.073.741.824 8 0,045 594,03 1479,41 43,50 93929,79
Tabelle A.4: Laufzeiten und Robustheit des MG-SJC-Lösers für variierende Polynomgrade p im
dreidimensionalen Anwendungsfall. Start- und Abbruchfehler entsprechen den bereits in Tabelle
6.4 gewählten, die Zahl der Nachglättungen wurde von l<L2 = 1 auf l2 = 0 reduziert.
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