ABSTRACT Feature fusion is widely used in person re-identification (re-ID) and has been proven effective. However, it is difficult to know which features are effective to identify a specific person and how to fuse features to explore complementary information and apply the advantages of each feature. Motivated by these problems, this paper proposes a new method of person re-ID to fuse the recognition results of multiple features at the rank level. Three innovations are included in this method: first, multiple metric spaces are constructed based on the correlation of different features to generate multiple rank results; second, the most similar candidates in each corresponding rank list is converted into a graph structure by our proposed weighted center graph (WCG), and we use an adaptive value K to automatically seek the most similar images of each query, thus improving the accuracy of candidate targets. Finally, to evaluate the effect of each WCG, a discriminative power coefficient is designed and used to assign a proper coefficient for each WCG according to the discriminative power of corresponding features. The result can be obtained by re-ranking the fused WCG. The extensive experiments on five datasets demonstrate the matching rate of our proposed method by comparing with several state-of-the-art methods. Our code is available at https://github.com/gengshuze/WCG.git.
distance, to evaluate similarity of features and to get the final re-ID results. Global features [3] [4] [5] and local features [6] [7] [8] play an important role in the feature representation of person re-ID. Global features are powerful for delineating overall information distributions in images and local features are particularly capable of attending to identifying local regions or textures [9] , [10] . However, similar colors or local patterns may interfere global features to get irrelevant images and local features may be confused by the holistic similar textures. This can lead to some negative person results, especially for images with low resolution. For instance, local features, such as textures and soft biometrics, tend to lose discriminative power when facing holistic similar patterns. Global features, like color and shape, are prone to being affected by similar local saliency [9] , [10] . Fig.1 shows that the detailed description characteristics of local maximal occurrence (LOMO) [7] can accurately identify the pedestrians (shown in Fig.1 (left) ), but the re-ID effect is not satisfactory for global images at the right of Fig.1 . Re-ID results of two target persons (in the red boxes) in the Market 1501 dataset, using a local description feature (LOMO) at the first row and in the green boxes, and overall layout features (BoW) at the second row and in the blue boxes.
In addition, the feature of ID Discriminative Embedding (IDE) [4] takes the overall layout of images into consideration, and can successfully deal with global images (at the right of Fig.1 ). However, it fails to seek reasonable target persons at the left of Fig.1 . Therefore, it becomes the impetus for the further research in finding a method to integrate the strengths of different features to yield more satisfactory results.
To take advantage of the complementary descriptive capability of different features, various fusion methods are investigated. For example, color histograms [10] , [11] are employed to combine different texture features, such as LBP, Gabor and HOG [12] , to be the fused features. However, for a specific query image, those fusion methods based on feature level are ineffective in determining which feature plays a major role in re-ID, and whether to assign a larger weight to a feature with a strong discriminative power and a smaller weight to a feature with weak descriptive capability. An alternative method is to fuse results from different features, but this method needs to resolve the problem of inconsistent distance intervals in different feature spaces. Zhong et al. [13] proposed a Jaccard distance by employing K-reciprocal nearest images which are regarded as potential positive samples. Ideally these reciprocal neighbors should coincide with the ground truths. However, it is inappropriate to define a fixed K for all the images because images commonly have various numbers of positive samples and the re-ID quality measurement, Jaccard distance, always varies with K [14] .
Through the above analysis, the pursuit method can not only integrate the strengths of various features effectively, but also can evaluate the discriminative power of individual features. These problems prompted us to investigate a novel way to fuse the rank lists of multiple metric spaces learned from multiple features.
In this paper, we formulate a graph-based fusion method to effectively integrate the strengths of different features, as shown in Fig. 2 . Our method uses the correlation of different features to construct multiple metric spaces, so that more comprehensive and complementary information from different features can be exploited. Furthermore, an adaptive value K is proposed to automatically seek the most similar images of each query by employing the reciprocal nearest neighbors. Based on this, the Weighted Center Graph (WCG) is established to convert the most similar candidates in corresponding rank result into a graph structure, where the node, which the image corresponds to, is connected to its K-reciprocal FIGURE 2. The query image is the left with red bounding box, and multiple features are used to obtain multiple rank results in corresponding metric spaces. Then, for each rank result, the corresponding WCG is built. Then, multiple rank results can be fused via graph. Finally, the local ranking is used to re-rank the fused WCG.
nearest neighbors with a weighted edge. We define the weight of node edge as Reciprocal Rank Weight (RRW), which is a better discriminator to reflect the similarity of connected nodes than similar scores [1] . Besides, to effectively evaluate the effect of each WCG, the Discriminative Power Coefficient (DPC) is put forward to assign a proper coefficient for each WCG. It aims at making the WCG constructed from features with strong discriminative powers to obtain a higher coefficient. Finally, local ranking [14] is utilized to rank the fused WCG by employing the weight sum of each node. Extensive experiments are conducted on five challenging datasets: VIPeR, CUHK01, PRiD450s, DukeMTMC-reID and Market-1501 [1] , [15] to demonstrate the effectiveness of the proposed method.
The main contributions of the proposed method are summarized as follows:
• Multiple metric spaces are constructed by utilizing the correlation of different types of features. These are more effective and comprehensive for exploiting the complementary information than a single metric space.
• An adaptive value K is proposed to automatically seek the most similar images of each query by employing the reciprocal nearest neighbors. Based on this, the WCG is advanced to convert the most similar candidates into a graph structure, where the weight of the node edge is defined as the proposed RRW, which is a better discriminator to reflect the similarity of connected nodes than similar scores.
• To effectively evaluate the effect of each WCG, the DPC is put forward to assign a higher coefficient for the WCG constructed from features with strong discriminative powers.
The rest of the paper is organized as follows. First, related works of pedestrian re-ID are introduced in Section II. Sections III discusses our method in detail. In Section IV, we analyze the effects of some parameters on the model performance. In addition, we also compare our method with some state-of-the-art methods on five public datasets. Finally, Section V gives a brief summary.
II. RELATED WORK
In the field of person re-ID, a number of methods have been proposed over the past several years. Among existing methods, metric learning and feature extraction are the main research directions.
A. METRIC LEARNING
Metric learning aims to learn a suitable and discriminative metric model for recognizing persons from disjointed views. To pursue an effective metric measure, many methods design or define various constraints to make the distance of intra-class be smaller than that of inter-class [16] , [17] . Koestinger et al. [18] proposed a large-scale distance metric from equivalence constraints based on a statistical inference to handle the problem of over-fitting and improved the running time by computing covariance matrices of a small size. However, in practice, the performance of this method is sensitive to feature dimension. Davis et al. [19] introduced an Information Theoretic Metric Learning (ITML) by balancing the relationship between Gaussian distribution and Mahalanobis distance. The defined objective formulation is to achieve an optimal Gaussian distribution respect to a maximum entropic objective. But as mutual constraints between negative samples are ignored, it may be difficult to handle negative samples with similar appearance. To deal with a pair of samples, Mignon and Jurie [20] took the sparse pairwise similarity and dissimilarity constraints into consideration, proposed a Pairwise Constrained Component Analysis (PCCA) method, where the distance between different pairs abides by pre-defined constraints. Alternatively, Zheng et al. [21] viewed metric learning as a probabilistic relative distance comparison to make the likelihood of the same persons have a smaller distance than that of irrelevant persons at utmost. Although these methods have achieved encouraging performance, this single metric strategy is hard for exploiting comprehensive information from combined or multiple features and the robustness is reduced when faced with complex situations.
To address these issues, methods based on multiple metrics are proposed to evaluate discriminative information from multiple feature spaces. Lisanti et al. [22] proposed a local multi-subspace learning method based on Canonical Correlation Analysis (CCA) by designing a series of subspaces for several local regions and adopted a weighted strategy to obtain finally results. Yang et al. [23] introduced a self-trained subspace framework for person re-ID, which employed labeled and unlabeled data to build multiple kernel sub-metrics and fused them with a multi-kernel embedding strategy. Experimental results show that the performance of multiple metrics is better than that of a single metric, but due to using multiple models, the running time may be a disadvantage. Recent studies of multiple metric learning adopt multiple tasks cues. For instance, Su et al. [24] embedded the shared information of multiple views into a Multi-Task Learning framework by Low Rank Attribute Embedding (MTL-LORAE). Jia et al. [25] learned a multitask re-weighting method based on SVM structure, where each sub-task aims to construct a sub-metric by a specific feature. The final results are integrated with a pAUC score.
However, the pAUC scores just consider the relationship of positive pairs, which is unreliable for some outliers.
B. FEATURE EXTRACTION
Feature extraction is another important issue for person re-ID. Previous methods design and use a variety of appearance features to describe persons such as the color of clothing, human symmetry and shape [1] , [3] , [4] . However, these raw features may contain insufficient information and often lead to inferior performance. To increase the discriminative power, Mignon and Jurie [20] combined several color features (RGB, YUV and HSV) channels and LBP information into a fused feature to describe a partitioned horizontal region. However, this simple combination is difficult to evaluate which feature is best. As a development, a boosting method based on Adaboost was designed by Gray and Tao [26] to seek an optimal feature for person matching. However, problems still exist in the boosting framework: good features are only selected individually and independently in the original feature space where different classes can be heavily overlapped. To further improve characterization capabilities, Liao et al. [7] proposed a local maximal occurrence (LOMO) based on a learning strategy, in which the HSV histograms and texture feature Invariant Local Ternary Pattern (ILTP) were extracted and combined from overlapping image patches. The maximized horizontal occurrence of local information was used to construct LOMO descriptor. Besides, in order to handle light variations, Retinex transform and a scale invariant texture operator were utilized. Similarly, the weighted histogram of overlapping stripes (WHOS) [27] was proposed by extracting color features and Hue-Saturation histograms for each horizontal stripe, then a re-weighting iterative process was adopted to learn the re-ID feature. Compared to the unlearned descriptors above, these descriptors are usually more discriminative and are less vulnerable to illuminations and pedestrian poses. However, these feature-level fusions ignored the particular discriminative power of each individual feature due to treating equally with uniform weight for each individual feature. Meanwhile, when combined with high dimensional features, low dimensional features may be dominated by them, thus their discriminant powers might be discarded [25] .
In order to avoid these problems, many methods adopted a rank-level fusion to integrate the advantages of various features. de Carvalho Prates and Schwartz [28] proposed a Color Based Ranking Aggregation (CBRA) method to seek relative persons, which utilized multiple features to acquire complementary ranking results and fused them at rank-level according to the Stuart ranking aggregation. Yu et al. [29] proposed a Divide and Fuse re-ranking framework by fusing the high dimensional features from divided parts of pedestrians. Furthermore, final results are ranked by Jaccard distances. Similarly, using Jaccard distances, Zhong et al. [13] formulated a K-reciprocal encoding method to re-rank the re-ID results. However, its performance is sensitive to the parameter K. VOLUME 7, 2019 Unlike the above methods, to integrate the strengths of various features, we adopt a weighted graph fusion strategy. In our method, the correlation of different features is applied in multiple metrics learning, thus more comprehensive and complementary details can be exploited. In contrast [13] , we propose an adaptive value K to automatically seek the most similar images of each query by employing the reciprocal nearest neighbors. Based on this, more effective candidates can be incorporated into the constructed WCG, thereby improving the matching rate. In addition, instead of pAUC scores [25] , the DPC is defined by the relationship between inter-class and intra-class, a more reliable measurement to evaluate the influence of each result.
III. OUR METHOD
Our aim is to acquire a new rank based on multiple rank resulting from multiple features. The method in this paper consists of three parts: learning multiple metric spaces, the construction of WCG, and graph fusion and local ranking. Firstly, multiple metric spaces are learned by the correlation of different types of features so that multiple rank results can be generated. Then, the WCG is built to convert each rank result into a graph structure, so that more effective candidates can be incorporated into the WCG. Finally, the local ranking is employed to rank the fused WCG to obtain the final result.
A. LEARNING MULTI-METRIC SPACES
Given N persons with T types of features
, where x i denotes feature vector of sample x i with type of feature. d represents the feature dimension of x i , = 1, 2, . . . , T; T is the total number of feature types. Besides, in order to learn the multiple metric spaces {M 1 , M 2 , . . . , M T }, the square distance of Mahalanobis for a pair of person (x i , x j ) can be represented as:
where M denotes the th metric, whose aim is to reduce the distance between the persons of the same identity and enlarge the distance between the persons of different identities. For each pair sample (x i , x j ), the distance within a positive match pair is compared with the minimum distance within each associated false match pair [16] , [18] . The following comparison is conducted:
where Y ij denotes the sample identity of x i and x j , if this pair samples (x i , x j ) belong to the same person, Y ij = 1; if this pair samples (x i , x j ) belong to different persons, Y ij = 0.σ is a slack parameter that quantifies the comparison.
To learn the -th metric M , [x] + = max(x, 0) is defined to formualte the obejcetive function:
The objective function is caused by the positive pairs which have smaller distances in comparison with the minimum distance between negative pairs. Considering the fact that different types of features denote the same person, these features should share highly correlated information and also preserve simultaneously the specific characteristic of each individual feature in the learned metric space. An important basis for implementing a multi-type method of feature metric learning is to jointly learn multiple distance metrics by maintaining the correlation between different feature pairs [22] . In other words, the distance between x i and x j is hoped to be as small as possible and also distance between x i and x p i is also hoped to be as small as possible. The sample x i should be close in M and M p metrics spaces, which is to find a commonality of multiple metrics [25] . Therefore, the objective function to learn the multiple metrics can be formulated as:
The first term includes the loss of all the positive pairs and negative pairs, which penalizes the impostors from similar pairs and the impostors from dissimilar pairs respectively. The second term reflects the influence of distance difference between samples x i and x j in different metrics. λ is a regulating factor that adjusts the effect of second items. The objective function aims to learn T metrics {M 1 , M 2 , . . . , M T } for a multi-feature samples, thus the complementary information from each single feature can be exploited as much as possible.
Optimization:
In order to learn non-trivial solutions, an alternative optimization method is utilized to obtain an optimal solution.
Step 1: Compute M : A cyclically optimal strategy is adopted by using different types of features. We orderly compute M with the fixed
Then, formula (4) can be represented as:
where o is a constant term.
Step 2: M can be solved by gradient descent method. The gradient can be written as:
C ij is the outer product of differences of x i and x j .
Step 3: The matrix M can be calculated by the gradient descent method:
where β denotes the learning rate. In the computing process, in order to avoid overfitting problems, we utilize a low dimensional linear projection matrix L to decompose M , where metric M = L T L . The matrix L is calculated by projecting each sample x i from the high dimensional feature space into a low dimensional feature space. Then, we seek the partial derivative of L on the objective function :
Step 4: In the same way, the gradient descent method is utilized to compute L .
In addition, after each updating, we use singular value decomposition to ensure that the metric M is a positive semidefinite matrix.
B. CONSTRUCTION OF WEIGHTED CENTER GRAPH
Multiple rank lists can be obtained in the learned multiple metric spaces by ranking Mahalanobis distance between the query image and the candidate samples. How to integrate these lists effectively is the main problem to be solved next. A reasonable method is to fuse K-reciprocal nearest neighbors of each query from multiple spaces by using a graph structure [14] . However, the value of parameter K for each query should be different in that the queries commonly have various numbers of similar images. If parameter K is set to a fixed value, it will produce two main defects. First, if K is too large, many extraneous images will be included in the graph, which not only increases the complexity of algorithm, but also brings a lot of interference. If K is too small, some positive images will be ignored, thus reducing the effectiveness of algorithm. Second, as different queries have various numbers of similar images, a fixed K is not going to give equal performance on different datasets. In other words, the robustness of the algorithm is not stable. To address these problems, we propose an adaptive value K to automatically set the value of K for each query image. Fig.3 shows ranks and corresponding distance over all the query images for three types of features (IDE [4] , LOMO [7] and BoW [30] ) on VIPeR, CUHK01, PRiD450s, Market-1501 and DukeMTMC-reID datasets. The black shaded area refers to each query image corresponding to ranks and distance. The red line denotes the averaged distance curve of the black shaded area. Fig.3 (a)-(c) shows that for a specific feature, the rank curve of each query has a similar trend among different datasets. Fig.3 (c) -(e) shows that for different types of features, the distance curves still have a very high similarity on different datasets. All of the above inspired us to design an adaptive K for each query image to find the most similar images. Fig.4(a) is a rank curve of a specific query based on feature LOMO on CUHK01 dataset. It shows that the similarity curve can be roughly divided into three sections. The corresponding samples of class one in Fig.4 (a) have a high similarity with the target person, and the probability of the target in the section is also very high. However, the corresponding samples of classes two and three in Fig. 4(a) have a visual ambiguities and dissimilarities from the query image. Accordingly, the probability of the target in this section is low. Therefore, the images of class one are the most similar images to the query image and the value of K equals the number of images in class one. As the reciprocal neighborhood relationship is a stronger indicator of similarity than unidirectional ranking score relationship [14] , the reciprocal neighborhood is employed to select the K most similar images of query. To get the value of K for a specific query, we use k-means to classify a rank list.
1) ADAPTIVE VALUE K
Specifically
be the set of gallery persons with -type of feature. Given a specific query x p and its rank list R1 = {x (r) } g r=1
, where the person x (r) denotes the ranked according to the similarity for the query x p in the M metric space. The first K images in the rank list of R1 are selected as the images to construct graph. k-means is used to classify the result list R1 , and optimize the loss function to classify them into similar class (sc) and ambiguous class (ac) and dissimilar class (dc).
where µ denotes the mean distance of j -th class, the mean distance of each class is defined as follows: Fig.4(b) shows the K of each query for the feature LOMO on the CUHK01 dataset, which implies the K of each query is varied.
2) WEIGHTED CENTER GRAPH
Based on the adaptive value K, we can get the most similar candidate images by computing the K-reciprocal nearest neighbors of each query. As we learn T metric spaces M , = 1, 2, . . . T, each query image has T the most similar sets. To effectively fuse these sets, we construct a corresponding weighted center graph for each set, defined as: WCG = 1, 2, . . . T. Furthermore, in order to make more potential positive targets be included, each WCG is extended to L layer.
Specifically, in WCG, query q is the center (Fig. 5) . Its K-reciprocal nearest neighbors are the first layer and the K-reciprocal nearest neighbors of the neighbors from the first layer are extended to the next layer. WCG is expanded in this manner until L layer [14] . Based on this strategy, the WCG in the metric space M is defined as WCG = (V , E , w ) , = 1, 2, . . . T. V = {v i } Nu denotes the set of nodes, where v i indicates the node of image x i . Nu is the number of nodes. E is the set of edges. If the image x m is a K-reciprocal nearest neighbors of image x n , the two images are linked by an undirected edge. w denotes the weight of edge, which is obtained by our proposed Reciprocal Rank Weight.
The initial similarity distance usually includes negative images, especially for some occasions with strong interference. To address this, we adopt the reciprocal nearest neighbor rank to serve as the weight of each edge, reflecting similarity between connected nodes. The weight of each edge is computed based on the reciprocal ranks of two linked images, when each one is regarded as a query to rank the other one. The RRW is defined as:
where R v i , v j is the rank of v j when v i is the query to seek its K-reciprocal neighborhoods. H is used to normalize w to [0,1]. If and only if the numbers of the two ranks are both small, the weight is large. In other words, it is more reliable than similar scores. Fig. 6 shows the effectiveness of RRW compared with the similarity distance, which shows the robustness to the outliers.
C. GRAPH FUSION AND LOCAL RANKING 1) DISCRIMINATIVE POWER COEFFICIENT
Because the rank quality of each WCG is different, it is unreasonable to regard the results of all WCGs as the same weight in the fusion process. A large weight should be assigned for the WCG which corresponds to features with strong discriminative power, and vice versa. Therefore, to evalaute the rank quality of individual WCG, a DPC is proposed to assign an appropriate coefficient for each WCG based on the discriminative power of corresponding feature. Firstly, for T feature spaces {M } T =1 , we can get T distances between query q and image x i : {d q,i } T
=1
. Since each type of feature own its distance interval, min-max normalization is employed to adjust the distances from different intervals into the same value domain:
Based on the normalized distances, a discriminative power score is adopted to quantify the discriminative power of each type of feature:
whered p denotes the average distance of positive pairs: d q,p = S p∈PSdq,p /S, PS represents the set of positive pairs.d n is the average distance of negative pairs:d q,n = Q n∈NSdq,n /Q, NS is the set of negative pairs. S and Q denote the number of positive pairs and negative pairs respectively. Small distance ofd q,p means that with -th type of feature, the distances from the positive pairs are very close to each other, which reveals that the feature can effectively evaluate the similarity from the same identities. Similarly, large distance ofd q,n implies that -th type of feature can better distinguish feature from different identities. Therefore, large E o indicates that this type of feature has outstanding discriminative power. As a result, the corresponding WCG should be given more weight, and vice versa. To sum up, the discriminative power coefficient of WCG can be denoted as:
2) FUSION OF MULTIPLE WCGs AND LOCAL RANKING
Multiple WCGs are constructed from multiple metric spaces, which can be fused into together via graph fusion. The fused WCG is defined as
. Considering the fact that each WCG implies the similarity of candidate images in different feature spaces, a more integrated relationship at rank-level can be indicated in the fused WCG. On one hand, as different features are complementary, the potential targets which are difficult to be matched by using one feature, may be identified more easily in another feature space. Therefore, more effective targets are included into the fused WCG, enhancing the quality of candidate set. On the other hand, relative targets with high similarity are obtained by a large weight, which makes them be easily to be matched in the fused WCG. On the contrary, as irrelevant images are difficult to be included into multiple WCGs, the fused weight of these images would be relatively smaller. In this way, the relative images can be ranked in top positions, improving the matching rate.
As the fused edge weight in WCG f implies the visual consensus degree of images, we employ a method of local ranking to re-rank the fused WCG f according to the weights of nodes. Our aim is to find the subset G f _s starting with q, which has the maximum weight [14] . The subgraph can be defined as WCG f _s = (V f _s , E f _s , w f _s ), where V f _s belongs to V f . The E f _s denotes the edges of nodes in V f _s .
Specifically, the initialized subgraph is WCG 0 f _s = ({q} , ∅, w) and the connected nodes with query q is defined as N 0 . After i iteration, the node with maximum edge weight 
The final rank list is obtained on the basis of the order of being incorporated into WCG f _s .
IV. EXPERIMENTS A. DATASETS
In order to evaluate our method, five publicly re-ID datasets are selected in our experiments: VIPeR, CUHK01, PRiD450s, Market-1501 and DukeMTMC-reID. These five datasets are widely used for evaluation and reflect most of the challenges of person re-ID applications in real-world, e.g., viewpoint, pose, and illumination variation, low resolution, background clutter and occlusions. Table I provides a statistical summary of each dataset. The number of people, size bounding boxes (BBoxes), distractors, and cameras in each dataset are shown in table I. In addition, Fig. 7 shows some sample images from these five datasets.
B. EVALUATION PROTOCOL AND FEATURE SELECTED
We follow the method used in [27] for each dataset. In every dataset, each image is resized to 128 × 48 pixels with common parameters of the descriptors. In experiments, half number of persons are randomly selected for training and the rest are selected for testing. In addition, the testing set is divided into a gallery set and a probe set, with no overlap between them. In evaluation, the widely used Cumulative Match Curve (CMC) is adopted [1] and the mean Average Precision (mAP) [31] is used to evaluate the performance. To reduce the bias, 10 evaluation trials are repeated to achieve stable statistics, and the average result is reported.
For feature representation, we adopt three types of features to conduct a fusion experiment. The first type is based on the local BoW. Each person image is divided equally into 16 horizontal stripes, where 4 × 4 patches are densely sampled with a non-overlapping sampling step of 4 pixels [30] . In each patch, the color names descriptor and HS Histogram are extracted. Then, the BoW is employed to quantize the features individually in patch, and combined. In order to acquire global information of person image, the second type ID Discriminative Embedding (IDE) feature based on ResNet_50 (dropout = 0.5) is employed [4] . Besides, to upgrade the variation of features, LOMO feature is also utilized to describe the appearance of person [7] . Combining the maximal pattern of joint HSV histograms with Invariant Local Ternary Pattern (ILTP) generates a 26,960-dimensional feature, which is robust to handle view changes and illumination variations. Through the above three types of features, 3 metric matrices are obtained, which are applied to the re-ID framework proposed in this paper.
C. PARAMETER ANALYSIS
The σ and λ are two parameters in our multiple metric models. Fig.8 shows the results of rank1 with the change of σ and λ on five datasets. Our method produces good performance at rank1 on VIPeR, PRiD450s and Market1501 datasets when λ = 0.2 and σ = {1.5, 1.6}. On the DukeMTMC-reID and CUHK01 datasets, a high matching rate of rank1 can be observed when λ = {0.2, 0.3} and σ = 1.5. Therefore, in our method λ = 0.2, σ = 1.5. In addition, as the multi-metric model is an iterative model, the convergence of multi-metric model with different times of iterations is also given. Fig. 9 shows the value of the objective function of multi-metric model versus different times of iterations on five datasets. It can be seen that the convergence speeds of multi-metric model are fast and they can converge in 16-20 iterations.
In addition, two parameters are involved in the construction of WCG: The adaptive K and the number of layer L.
Firstly, in order to investigate the influence of the number of layer L, we observe the change of matching rate at rank1 on the five datasets by varying L from 1 to 10 with step 1. The increase of L (the more layers of the graph) means that more candidate images are included in the graph structure.
Specifically (Fig.10) , on three relatively small datasets (VIPeR, CUHK01 and PRiD45s), when 0 ≤ L < 4, the matching rate at rank1 increases with L. Then, the rate relatively remains stable when 4 ≤ L ≤ 6. With the increase of L, the more potential targets are included in the graph and the true matched can be obtained well by our method. That can well explain for the rise of the matching rate at rank1. When L > 6, too many unrelated images are included in the graph. Those images interfere with performance of the algorithm, which leads to the decrease in the matching rate at rank1. On two large datasets (Market1501 and DukeMTMC-reID), when 7 ≤ L ≤ 9, the rank1's performance is positive and relatively stable. It shows that the stability of rank1 appears at different interval of L on small datasets and large datasets. The main reason is that on large datasets the number of similar images is larger compared with smaller datasets. Therefore, the algorithm needs more images from the graph to get the greater probability targets. So on the small datasets (VIPeR, CUHK01 and PRiD45s), L is set to 4. On the large datasets (Market1501 and DukeMTMC-reID), L is set to 7. In addition, we also test impact of the fixed K and the adaptive K on the five datasets. The experimental results are demonstrated in Fig. 11 . Here, K = 5 denotes that the number of reciprocal nearest neighbors connected with each vertex is fixed as a set of 5. Adaptive K indicates that the number of reciprocal nearest neighbors connected with each vertex is acquired by learning.
First, for the fixed K, similar to parameter L, as the value of K increases, the more positive persons will be included in the graph, and the matching rate is also upgraded. When K is greater than a certain value (all the positive images are included in the graph), a large number of interference images will also be included in the graph, and the performance of method will decrease. For example, for fixed K, the performance of method achieves optimum performance when K is 13 on VIPeR dataset. However, when the K = 15, many negative images are included in graph, which leads to a performance decrease. Through further analysis, we can see that the value of K is sensitive to the recognition rate of the algorithm. For example, on Market1501 dataset, when the value of K is from 10 to 15, the matching rate of rank1 raises about 13% (From 61.4% to 74.2%).When the value of K is selected from 15 to 20, the matching rate of rank1 increases about 5% (From 74.2% to 79.3%). On CUHK01 dataset, when K = 7, the matching rate of rank1 is 57.6%, which is 5% higher than the recognition rate of rank1 when K = 5. Similar results also can be found on others datasets, showing that the matching rate of rank1 is very sensitive to the value of K. Therefore, tentatively setting a value of K leads easily to a fluctuation in the recognition rate.
Because the most similar images of each query image are different and the setting of parameter K is sensitive, setting fixed K manually for all vertexes cannot result in the best re-ID performance. The adaptive value K proposed in our method is to learn an optimal K adaptively for each vertex instead of directly setting the K for all vertexes as consistent. In this way, our method can give an adaptive set K for each query image according to different number of positive images. Results show that our adaptive value K achieves the best performance on the five datasets. In particular, the adaptive value K reaches 64.92% at rank1 on the VIPeR dataset, which is about 3% higher than that of the best fixed K (K = 13). Similar results can be observed on the other datasets. Compared with the best fixed K, the matching rates at rank1 of our adaptive value K are 74.52%, 80.13%, 85.92% and 76.69%, respectively on CUHK01, PRiD450s, Market1501 and DukeMTMC-reID. They are 3.3%, 2.2%, 6.6% and 7.4% higher than the best fixed K at rank1. The big boost occurs on the Market1501 and DukeMTMC-reID dataset, mainly because the number of ground truths per query image on these datasets varies greatly. The adaptive K can seek the optimal number of candidate targets for each query image rather than looking for a fixed number of candidate targets.
D. PERFORMANCE ANALYSIS
To verify the effectiveness of our method, we evaluated the performance of individual features under the framework of our method. Then, results on five datasets from different combinations of these features are shown in Fig. 12 and Table 2 . It is evident that the combinations bring consistent benefit to various features.
On VIPeR dataset, the matching rates of BoW, LOMO and IDE are 32.53% 42.31% and 54.36% at rank1 respectively. By combining LOMO and IDE, performance of BoW is boosted to 49.36% and 57.34% at rank1, respectively. When IDE and LOMO are merged, the performance of IDE and LOMO are increased by 8.55% and 20.55% at rank1, respectively. It shows that the fusion of three types of features achieves the overall performance. Their combination achieves the best matching rate at rank1 64.92%. It improves the individual baseline of BoW, LOMO and IDE by 32.39%, 22.61% and 10.56%, respectively.
Meanwhile, the rank1 of LOMO is enhanced from 54.70% to 64.43% and 75.36% through the fusion with BoW and IDE on the PRiD450s, respectively. Besides, although BoW has poor discrimination on these datasets, the performance of BoW is not affected in fusion with other features. Instead, the combination of BoW with LOMO and IDE obtains 57.70%, and 82.92% at rank1 on Market1501 dataset, respectively.
In addition to comparing the individual features, we also compared several methods based on features fusion and multi-metrics. The specific results are shown in Table 3 .
It is evident that our method is better than the relative methods at top ranks. On VIPeR dataset, our method achieves accuracy of 64.9% at rank1, which is higher than the rate of the other methods. In particular, compared with SLME [35] , MSE-VCM [39] based on multiple metrics and MPML [38] , EquiDML(Fusion) [40] based on multiple feature fusion, the performance of our method is about 14.6%, 13.8%, 14.9% and 13.5% higher at rank-1, respectively. Besides, our method has the best re-ID rate of rank-1 on the three datasets, which is an important indicator of the performance of an algorithm. These performance gaps are attributed to the adaptive K and WCG model which can effectively select the most relative candidate samples and upgrade the rate of finding correct targets from the candidate samples.
The DPC implies the ability to distinguish, that is, the larger DPC is, the stronger distinguishing ability is. To verify the effect of DPC, we set up the following comparative experiment. In the experiment, we set the coefficient of each feature to C E 1 = C E 2 = C E 3 = 1/3, which is compared with our learned DPC results on five datasets in Fig 13. From the results, the matching rate of rank1 of learned DPC on the five datasets are 64.92%, 74.52%, 80.43, 85.92% and 76.69% respectively. They are 2.8%, 2.7%, 1.4%, 4.3% and 4.2% higher than the equal DPC at rank1, which fully illustrates the effectiveness of DPC.
The specific value of each feature's DPC can be seen in the Fig.13 (f) . With the different scenes of datasets, the same feature has different discriminative power. In particular, on Market1501 and DukeMTMC_reid datasets, IDE feature is dominant and has a high DPC coefficient. That is mainly because the feature of IDE based on ResNet50 can capture more comprehensive and discriminative information than the BoW feature and the LOMO feature on these large datasets. However, on relatively small datasets (VIPeR, CUHK01, PriD450s), the performance of IDE feature is compromised, so that three features are required to work together to address the influences of occlusion and illumination for the sake of good recognition performance on these small datasets. In general, on the five datasets, IDE has the strongest discriminative power while BoW is the weakest.
In order to verify the impact of multi-metric model on our method, we evaluate the metric M that is learned by replacing it with KISSME, XQDA and MFA, respectively. For instance, KISSME + WCG means the learned multi-metric (M 1 = M 2 = M 3 = KISSME) under our WCG framework to person re-ID.
Results on the five datasets are shown in Table 4 . Our method achieves accuracy of 64.9%, 80.1%, 85.9% and 76.6% on VIPeR, PRiD450s Market1501 and DukeMTMC _reid at rank-1 respectively, which is 2.5%, 0.9%, 3.4% and 2.2% higher than the second best method. However, on the dataset CUHK01, our performance is 0.4% lower than that of MFA. The reason is that MFA pays more attention to local details, while our model focuses more on the correlation of different features. Therefore, strong local saliency in the dataset will have a little impact on our method.
In general, as the correlation of different features is considered in our multiple metrics, thus the complementary information from each single feature can be exploited as much as possible, which implies that our method is more robustness than other models.
E. COMPARISON WITH STATE-OF-THE-ART METHODS
In order to further evaluate the performance of our method, we compare it with the reported results of state-of-the-art methods on the five datasets in Table 5 and Table 6 .
We observe that by using our framework, the results can outperform the reported results of most state-of-theart methods. On the VIPeR dataset (TableV), our method achieves accuracy of 64.9%, 87.9% and 94.2% at rank-1, rank-5 and rank-10 respectively. Its performance exceeds the other methods and also with only a narrow gap with the best method at rank 20. Especially, compared with GCT [36] , CRAFT [43] and MDAA [41] , the performance of our method is, respectively, 15.5%, 17% and 10.6% higher at rank1. On CUHK01 dataset, our method also exceeds the method SL [50] and LDML+ [37] by a margin of 6.9% and 13.2% at rank1.
On the Market-1501 dataset, our method obtains 85.9% at rank-1, which is 6.2%, 3.2% and 1.4% higher than those methods based on neural network Pose-transfer (R), . DSR [45] and BraidNet-CS + SRL [46] respectively. Moreover, the mAP of our method is also 10.9%, 7.6% and 0.3% higher than that of the above methods respectively. Similarly, on the DukeMTMC-reID dataset, the re-ID performance of our method obtains the best result at rank-1. It is also superior to that of methods BraidNet-CS + SRL [46] , HAP2S [61] and ODPR(R) [62] at rank-1, which can well show the effectiveness of our method.
In general, although these datasets have complicated background and changes in posture, our method still has a high re-ID rate. It can well verify that our framework is effective in correctly matching images from complex environments.
V. CONCLUSION
We proposed a novel method of fusing the recognition results from different features for person re-ID. In this method, the correlation of different features is considered into constructing multiple metric spaces, so that these spaces can exploit more comprehensive and complementary information. The proposed adaptive value K is used to construct WCG to seek the most similar images included into a graph structure and fuse multiple rank results at rank level. In addition, each WCG will obtain a proper coefficient before fusion through the designed DPC, enhancing the weight of WCG with better rank results. The effectiveness of the proposed method is demonstrated on five datasets. Especially, the recognition ratio at rank-1 is better than other state-ofthe-art methods.
The method has some limitations. When the occlusion is severe, and the resolution is relatively low, it is difficult to match the correct persons. Improving the matching rate in complex and blurred views is the research direction and key point in the future. 
