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Chapter 1
Introduction
1.1Problem and Motivation
In mixed models, there are two groups of unknown parameters, the fixed effects which
parameterize the expectation vector of the model and the variance components which
parameterize the variance structure of the model. People are often interested in mak-
ing inferences about the fixed effects or the variance components, or in predicting the
random effects. In fixed-effects linear models, standard linear model theory is avail-
able for making inferences about the fixed effect parameters. However, when variance
components are present, inferences about the fixed effects or prediction of the ran-
dom effects can become very difficult.If one could make better inferences about
the variance components, then one could expect to find more efficient methods for
making inferences about the fixed effects or predicting the random effects. Moreover,
inference about the variance components themselves is important in many practical
applications. Variance components, or functions of them, are commonly estimated in
the course of determining appropriate sampling designs, establishing quality control
procedures, or estimating functions of variance components in statistical genetics,
such as heritabilities and genetic correlations. Mixed linear models, especially those
for classificatory data structures, have important biological and agricultural appli-
cations. One of the common objectives is to make inference about the ratio of the
variance of a particular random effect to the variance of the residual effects, i.e.,
the variance-component ratio. For example, animal and plant breeders often investi-
gate the heritability of some trait. Since heritability, under some assumptions, can2
be expressed as a strictly increasing function of a variance-component ratio, meth-
ods of making inference about variance-component ratios can be carriedover to the
heritabilities. This thesis will focus on inference about variance-component ratios.
1.2Brief Review of Previous Results
Inference in mixed linear models consists mainly of four types: point estimation,con-
fidence interval estimation, hypothesis testing, and prediction. In this thesis, we only
consider the first three types of inferences. Many methods are available for point
estimation and these methods and their applications have been extensively stud-
ied. Especially for balanced data, methods for all three inference types are readily
available. Since inference about variance-component ratios is very closely related to
inference about variance components, some methods of variance component estima-
tion are discussed first. Then some results about inference on variance-component
ratios will be briefly reviewed.
1.2.1Estimation of Variance Components
Khuri and Sahai (1985) gave a survey of developments in the area of variance compo-
nents during the last three decades. The survey covers mainly point estimation, inter-
val estimation, and hypothesis testing of variance components for both balanced and
unbalanced mixed models. In this subsection, we will only briefly introduce the tra-
ditional analysis of variance (ANOVA) estimation and various maximum likelihood-
based estimation methods along with their main properties.
Traditionally, the estimators used most often have been the analysis of variance
(ANOVA) estimators, which are obtained by equating observed and expected mean
squares from an analysis of variance and solving the resulting equations (Searle, 1971,
Chapter 9). The idea here is that we use quadratic functions of the response vector
Y to estimate variance component parameters appearing in the covariance matrix
Cov (Y) similar to the use of linear functions of Y to estimate the fixed effects pa-
rameters appearing in the mean vector E (Y).In balanced designs, the ANOVA
estimators have many appealing properties: they are unbiased, minimum variance3
among all unbiased estimators that are quadratic functions of the observations, and
under normality, minimum variance among all unbiased estimators. However, with
unbalanced data, the properties of minimum variance might not hold.
According to Khuri and Sahai (1985), "Because variance components must often
be estimated from unbalanced data, research has been directed toward estimation
methods whose properties do not depend on balanced data, and that provide general
unifying criteria for variance components estimation." Two general classes of estima-
tors have generated considerable interest: likelihood estimators, including maximum
likelihood (ML) and restricted maximum likelihood (REML), and unbiased estima-
tors, including minimum norm quadratic unbiased (MINQUE) and minimum vari-
ance quadratic unbiased (MIVQUE). Harville (1977) reviews properties, advantages
and disadvantages of ML and REML. Briefly, ML estimators of the variance com-
ponents are defined by those values which maximize the full likelihood function over
the whole parameter space. While for REML, the likelihood is partitioned into two
parts, one of which is free of the fixed effects and is maximized to obtain the REML
estimators of the variance components. In contrast to ML, REML takes into account
the loss in degrees of freedom associated with estimation of fixed effects. In practice,
the ML and REML estimators of variance components must usually be obtained iter-
atively, and the required computing may be difficult and perhaps infeasible for large
data sets. When the data are balanced and normality is assumed, ANOVA estima-
tors, MINQUE estimators and MIVQUE estimators are identical. With unbalanced
data, MINQUE and MIVQUE suffer from computing difficulties similar to those of
ML and REML, except in some special cases where the estimators are available in
forms that do not require matrix inversion (see Searle, 1987).
With so many available methods, which one should a prospective user choose?
Are the ANOVA estimators still a viable alternative, even though their optimal prop-
erties are lost under unbalanced data? How do the ANOVA estimators compare with
estimators that have stronger theoretical support but are much more demanding com-
putationally? There seems to be no categorical answer for which one is preferred. To
shed light on these questions, Swallow and Monahan (1984) presented a Monte Carlo4
comparison of the biases and MSE's of these estimators under the one-way random
model with unbalanced data.
1.2.2Inferences about Variance-Component Ratios
"The deluge of papers on point estimation of variance components for unbalanced
models in the last two decades is in sharp contrast to the trickle of papers dealing with
confidence intervals and hypothesis testing" (Khuri and Sahai, 1985). The literature
tends to focus on certain special cases or models providing very little insight into the
problem of making inference in a general unbalanced mixed model.
Burdick and Graybill (1992) illustrated various procedures for constructing confi-
dence intervals for variance components and functions of variance components. But
these methods are mainly for balanced data in univariate mixed linear models. Their
approach was the following. In balanced mixed models, the mean squares from the
ANOVA table are independent and their expected values contain the variance compo-
nents but not the fixed parameters. This allows confidence intervals for some functions
of variance components to be obtained exactly. However, in unbalanced mixed mod-
els, these appealing properties are no longer available. Seely and El-Bassiouni (1983),
motivated by Wald's (1947) procedures, proposed a general approach, referred to as
the exact pivotal quantity method (EPQ) here, to obtain exact confidence intervals
for variance-component ratios via reductions in sums of squares for the random ef-
fects adjusted for the fixed effects in a general univariate mixed linear model. Harville
and Fenech (1985) demonstrated how to use Seely and El-Bassiouni's method in a
specific animal breeding application. Recently, attention has been given to various
alternatives to Wald's procedures, including Neyman-Pearson tests and locally best
tests (e.g., LaMotte, McWhorter, and Prasad 1988; Westfall 1988, 1989). Whereas
Wald's (EPQ) method is exact, these alternative methods are nearly exact (in the
sense that some simulation is required to determine critical values). Lin and Harville
(1991) compared these nearly exact and the exact methods through a simulation
study. Another category of methods are likelihood methods, such as REML, using
approximate critical values from the chi-squared distribution. However, little work5
has been done on comparing exact and likelihood methods. This thesis willcompare
the REML and the exact methods.
1.3Objectives and Organization
In this thesis, the EPQ and the REML methods for hypothesis tests and confidence
intervals for variance-component ratios are studied and compared.
Under normality assumptions, the standard REML method can be used to obtain
confidence intervals and tests for variance-component ratios in the general mixed
linear model. Which approach is better really depends on the problem. Although the
EPQ method can be applied to very general mixed models, it still has its limitations.
It was derived mainly for univariate mixed models and the distributions of the random
variables must be specified and must be multivariate normal. Whether this method
can be applied to obtain exact inference in bivariate mixed linear models is still
an open question. Also the EPQ method requires some crucial conditions concerning
degrees of freedom. The REML method is a general one and theoretically can be used
in any mixed model (both univariate and multivariate) as long as the distributions
of the random variables are specified (not necessarily normal). However, the required
computing may be difficult and perhaps infeasible for large data sets or when many
unknown variance components are involved. The EPQ method is much easier to
implement, so it is worth comparing the two methods.
People tend to fall in two groups: one group prefer the likelihood approach when
the distributions of the random variables are specified. The other group prefer to
find a procedure from a linear model theory point of view, using only the first two
moments of the distribution. The two groups may not be very familiar with the
developments in each other's area. Comparisons between the two methods will give
people some idea of which one to choose.
Chapter 3 presents the REML and the EPQ methods for inference about the
variance ratio in the univariate mixed linear model. Comparison of these two methods
is made in a simulation study.
In the bivariate model for two correlated responses, in which the bivariate random6
components have common marginal distributions, each response follows the same
univariate model. Therefore, inference about the common variance ratio could be
made by simply choosing one of the responses and applying a univariate method.
However, we should be able to improve the efficiency of our inference by combining
information from both responses. The fact that the responses are correlated makes
this combination difficult.
This thesis explores methods of inference which make use of both responses.
Specifically, the REML and the EPQ methods are extended to analyze the bivari-
ate mixed linear models in Chapters 4 and 5.Simulation results are provided to
compare the power functions of the two tests. Chapter 6 contains a summary and
conclusions.
All the programs were written in the S+ programming environment (Becker,
Chambers and Wilks, 1988).Tables and figures are presented at the end of each
chapter.7
Chapter 2
Preliminaries
2.1Notation and Terminology
For a matrix A, let R(A), N(A) and r(A) denote the range, null space and rank of
A respectively, and PA denote the orthogonal projection operator on R(A). Also let
NA = IPA. Note that NA is the orthogonal projection operator on R(A)1, the
set of vectors orthogonal to all vectors in R(A). Let A' and A- denote the transpose
and a g-inverse of A. Let A-1 denote the inverse of A if A is invertible and IA1 the
determinant of A if A is a square matrix.
The symbol 1 will denote a column vector of ones, the dimension of which will
usually be clear from context. When the dimension is not clear from the context, a
subscript will be used to specify the dimension; for example, 16 represents a 6 x 1
column vector of ones. The symbol I will denote an identity matrix, the dimensions
of which will be indicated by a subscript when necessary.
The notation Normal k(µ, E) denotes a k-dimensional multivariate normal distri-
bution with mean vector it and variance-covariance matrix E; and the notation x2(v)
a chi-square distribution with v degrees of freedom. For a random variable Y, E (Y)
and Cov (Y) denote the expectation vector and variance-covariance matrix of Y.
2.2Definitions
Suppose Y is a random vector of size n x 1. 52 is a linear subspace of n-dimensional
Euclidean space, and V is a set of nonnegative definite (n.n.d.) n x n matrices.8
DEFINITION 2.2.1 A general linear model for Y consists ofa linear subspace 12
of n-dimensional Euclidean space and a set V of nonnegative definite (n.n.d.)n x n
matrices such that
E (Y) E
Cov (Y)EV.
According to their covariance structures, general linear models can be further classi-
fied as the following:
DEFINITION 2.2.2
I
If V ={0.2/ 41.2> 0 }, then it is a fixed-effects linear model.
DEFINITION 2.2.3If V = {qv]. 0.7.2vra21a? >0.2
U> 0} for known
n.n.d. matrices V for i = 1,2,... , r,then it is a mixed-effects linear model. Let O=
{ (a?, . (72) o> 0,= a2> 0}, then 0 = c4, ,a2)' is
called a vector of variance components.
A mixed-effects linear model can be expressed as
Y = X/3 + ++ Zrur + e
where /3 is p x 1 a vector of unknown fixed effects, ui is a ti x 1 vector of random effects
with E (ui) = 0, Cov (ui) = Cov (u, ui,) = 0 for iti2, and e and the t4s are
uncorrelated. Here SZ = R(X) and V = folZA ++ o-7.2ZrZr' + o-21 :a? > 0,i =
1, 2,... , r,a2 > 01. Write Coy (Y) = o-217, where V, = + piZi4++ /or ZrZr,and
pi = o2 io-2. Then p = (pi, ,pr)' is called a vector of variance-component ratios.
The special case where X13 = 1µ is called a random-effects model, and when r = 0,
a fixed-effects model.9
EXAMPLE 2.2.1For the fixed-effects linear model=aieii with i = 1,2
and j = 1,2
Y=
Y12
Y21
\ Y22
110
E (Y) =
110
al
101
ce2
101
/ 0.20 0
0a
2 0
Cov (Y) =
00a
20
0\ 0 a21
I
EXAMPLE 2.2.2 For the (random) mixed-effects linear model Yii = aieij
with i = 1,2 and j = 1,2
Y=
E (Y) =
Y11
Y12
Y22
1
1
1
1Cov (Y) =
0.a2 + 0.2
0.a2
0
0
`" a
act2 + 02
0
0
0.a2
0
0
+ 0.2
a
0
0
0.2
+ 0.2
10
I
DEFINITION 2.2.4If V = {EI : E is positive definite (p.d.)}, it is a multivari-
ate linear model.
The definition of the Kronecker product ® is the following. Let A = (aid) and
B = (bid) be m x n and p x q matrices, respectively. Then the Kronecker product
A® B = (aijB)
is an mp x nq matrix expressible as a partitioned matrix with aiaB as the (i, j)th
partition, i = 1, 2,... , mand j = 1, 2,.. ., n.
2.3Two Theorems
The following results are Proposition 1.8.2 and problems B2 and B3 in the class notes
of Seely (1987-1988).
LEMMA 1 r(AB) = r(B)dim[R(B)n N(A)].
THEOREM 1 Suppose D is an s x s matrix and A is an s x t matrix such that
r(A'DA) = r(A). Then D A(A' D A)- A' is the projection operator on R(DA) along
N(A').
PROOF. Let G = (A' D A)- and P = D AG A'.By the definition of projection
operator, we only need to show (i) P2 = P, (ii) R(P) = R(DA) and (iii) N(P)
N(A').
First note that r(DA) > r(P) > r(A' P DA) = r(A'DA) = r(A) > r(DA). This im-
plies r(DA) = r(P) = r(A' D A) = r(A). (i) A' P2 = A'D AGA.' D AG A' = A' D AGA' =11
A'P = A'(P2P) = 0. This implies R(P2P) C N(A')nR(DA). Since r(A'DA) =
r(DA)dim[R(DA) n N(A')] and r(A'DA) = r(DA), then dim[R(DA)r)N(A')] = 0.
So R(DA)nN(A') = 0 = P2P = 0. (ii) R(P) C R(DA) and r(P)= r(DA). Thus
R(P) = R(DA). (iii) N(P) = N(A') <#. R(P') = R(A). Clearly R(P') C R(A). Since
r(P') = r(P) = r(A), then R(P') = R(A). N
THEOREM 2 Assume A and D are as in Theorem 1, and that B is a matrix satisfying
R(A) = R(B). Then
DA(A'DA)- A' = DB(B'DB)- B'
PROOF.R(A) = R(B) = R(DA) = R(DB) and N(A') = N(B') and r(A'DA)=
r(B'DB). So, r(B'DB) = r(B). By Theorem 1 and the above results, DB(B'DB)- B'
is also the projection operator on R(DA) along N(A'). By uniqueness,
DA(A'DA)- A' = DB(B'DB)- B.'
I
2.4Models Studied in this Thesis
DEFINITION 2.4.1 Univariate Mixed Linear Model: Model IA univariate
mixed linear model is defined by
Y = X,3 + Zu + e
where p is a vector of fixed-effect parameters, u are random effects; u --, Normal (0, o-921),
e , Normal (0, alp and Cov (e, u) = 0. Let p=a921ol. u
This univariate mixed linear model will be referred to as Model I in later chapters.
Inference regarding p is of primary interest.12
DEFINITION 2.4.2 Bivariate Mixed Linear ModelsA general bivariate mixed
linear model for Y1 and Y2 is defined by
Yi= Xo ,31 +Zou1+el
Y2 = X02ZO U2 + e2
where X0 and Z0 are known matrices of sizes n xp and n x m, respectively, /3 = (131, /3' )'
are fixed effects, u = u2)' are random effects normally distributed with mean zero
and variance-covariance structure
e =
Eg =
2a 12 gl
2
a921
are random errors multivariate normally distributed with mean zero and
variance-covariance structure
del
2
ae21
and u and e are uncorrelated.
Crel2
2
°e2
Special cases of the bivariate mixed model with equal variances o-9 = ag2i = ag22
and ae2 = ae21 = 012 are considered in this thesis.
Model III Assume the following variance-covariance structures:
where=0-912/09
2
v1
[Ee ae2
79
79
1
1'ye
7e1
and -Ye = cre12/(4 are the correlation coefficients of the
bivariate random components (u1i, u2i) and (ei,j, e2i3), respectively.13
Model II Assume -ye = 0 in Model III.
The variance-component ratio p = Q9 /Qe is the parameter of interest in both
bivariate models.
2.5Examples
EXAMPLE 2.5.1 Lamb DataThis example of the univariate Model I, studied by
Harville and Fenech (1985, Table 1), consists of the weights at birth of 62 single-birth
male lambs. These data come from five distinct population lines (two control lines
and three selection lines). Each lamb was the progeny of one of 23 rams, and each
lamb had a different dam. Age of dam was recorded as belonging to one of three
categories, numbered 1 (1-2 years), 2 (2-3 years), and 3 (over 3 years).
Let Yiikd represent the weight of the d-th of those lambs that are offsprings of the
k-th sire in the j-th population line and of a dam belonging to the i-th age category.
A possible model for Yijkd is
Yijkd = IL + 3jkeiakd,
where i = 1,2, 3, j = 1,2, 3, 4, 5, k = 1,,m3, and d = 1,,ni3k.m3 is the
number of sires in the j-th line, ni3k the number of offspring produced by the k-
th sire from the j-th line and a dam in the i-th age category.See Table 2.1 for
a description of the rni.is and n'ijks. The age effects (61, 62, 63) and the line effects
(ir1,r2,,r5) are fixed effects, the sire (within line) effects (s11,312, ,858) are
random effects that are distributed independently as Normal (0, a9 ), and the random
errors e1111, e1121,e3582 are distributed as Normal (0, cre2) independently of each
other and of the sire effects.
Harville and Fenech (1985) define the parametric function h2 =4p/(1p), which
is interpretable as heritability where p= o-9 1a-e2. Formulas of heritability vary from
design to design, that is, depend on specific genetic applications.The fact that
heritabilities are increasing functions of variance ratios allows us to concentrate on
inference about variance ratios. The problem of interest in this example is to make14
inference about the variance-component ratio p.
EXAMPLE 2.5.2 CRD with Two Correlated TraitsAn example of the bivari-
ate Model II is the data from a completely randomized experimental design (CRD)
with two correlated traits 1 and 2 following the model
Ylij = P1Ulielij
Y2ij = P2 + U2ie2ij
and Y2i3 are the observations on the jth replication of the ith group for traits
1 and 2, respectively, for i = 1,2,... , m,j = 1,2,...t, where t is the number of
replications and m is the number of groups. The population means ,u1 and /12 are
fixed effects.uli and u2i are random effects of the ith group; and eli3 and e2,3 are
random errors associated with the jth sample of the ith group. Here X0 = 1, and
Zo = /,, (8) 1t where n = tin.1
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Chapter 3
Exact and Approximate Methods for Univariate Mixed Model
3.1Introduction
Consider the univariate mixed linear model called Model I:
Y = X/3 + Zu + e
where Y is an n x 1 univariate observable random vector, /3 is a p x 1 vector of
unknown fixed effects, and the vectors u and e are independent random effects and
random errors with u , Normal (0, ag2/m) and e,-- Normal (0, o-e2/,), respectively.
X and Z are n x p and n x m known matrices. Assume p= r(X). Define f=
nr(X, Z), r = r(X, Z)r(X). Let p = o- 2 /al. Then Y ,--, Normal (Xi 3 , a!Vp),
where V = In + pZZ'.Note Vp is positive definite for all p > 0.
In this chapter two tests are constructed for the hypothesis
Ho: p = poagainstHa : p > po
These tests are the likelihood ratio test based on the REML method, and that based
on the exact pivotal quantity (EPQ) method. Both test procedures are based on the
maximal location invariant statistic in Section 3.2, for which the minimal sufficient
statistics are found in Section 3.3. Section 3.4 gives some uniqueness properties of
quadratic forms based on the minimal sufficient statistics, which are the building
blocks for the REML likelihood and the EPQ pivotal quantity (Sections 3.5 and
3.6). Section 3.7 considers methods for constructing the minimal sufficient statistics.17
The REML and the EPQ methods are compared via simulation and the resultsare
summarized in Section 3.8. Even though our emphasis is on one-sided tests, both
the REML likelihood ratio test and the EPQ test can be used for two-sided tests.
Construction of confidence intervals for p from each method will be also considered.
3.2Maximal Location Invariant Statistic
If a problem is invariant under a group of transformations, the principle of invariance
restricts attention to invariant tests. If so, the best test should be obtained only from
the class of all invariant tests. Lehmann (1986, Chapter 6) showed that anecessary
and sufficient condition for a test to be invariant is that it depends on Y only through
a maximal invariant statistic with respect to g, the group of transformations. In our
case, note the testing problem is invariant under the group of transformations g:
a(y) = y + a,a E R(X).
So we hope to find a test which is at least invariant, that is, we hope to find a test
statistic which is a function of some maximal location invariant statistic.
Let Q be a n x (np) matrix such that Q'Q = In_p and R(Q)= N(X'). Seely
(1972) showed Q'Y is a maximal location invariant statistic with respect to g. Thus
to find invariant tests we shall restrict attention to Q'Y.
The distribution of Q'Y is free of 3 with mean vector E (Q'Y) = Q'E (Y) =
Q'(X)3) = 0 and variance-covariance matrix Cov (Q'Y) = Q'Cov (Y)Q = csN'VpQ=
cyl[/_p + pQ'ZZ'Q]. Note that N(Q') = R(X), and hence
r(Q'ZZ'Q)= r(Q'Z)
= r(Z)dim[R(Z)nN(q)1
= r(X, Z)r(X)
= r.18
3.3Minimal Sufficient Statistics
This section considers the minimal sufficient statistics for 0= (cre2 p) based on the
maximal location invariant statistic Q'Y. From the principle of sufficiencywe know
that inference based on the minimal sufficient statistics is equivalent to that basedon
Q'Y. Although there is no gain in terms of power of a test,use of minimal sufficient
statistics does reduce the burden of computation.
From Section 3.2, we know Q'YNormal [0, al(La_ppQ' Z Z'Q)], and r =
r(Q' Z Z' Q). Let Al > A2> Ak denote the k distinct positive eigenvalues of Q'ZZ'Q
where Ai has multiplicity di. Then r = 1di. There exists an orthogonal matrix T
such that
Dr0
T'Q'Z Z'QT = D =
00
where Dr is a diagonal matrix with the eigenvalues of Q'ZZ'Q on its diagonal. The
columns of T are the eigenvectors of Q'ZZ'Q. Let To be comprised of the columns of
T that correspond to the eigenvalue Ao = 0, and let Ti be comprised of the columns
of T that correspond to the ith positive eigenvalue Ai. Write Ui = T'Q'Y for i=
1, ,k, U = (q, ,(Jo' and R = 7N'Y.Then the probability density function
for W = T'Q'Y = (U', R')' is
p(W;cre2, p) =(27rol)-"'"-E2- pDexp{ pD)-1W}
=(271-61)-272 pD,exp { [R'R +(IrpD, )U] }.
Since Dr is diagonal,
k
(Irppr)-
1 iU = E rui.
i=1 1 +Aip
Seely (1977) showed that (qUi, U2U2, ,UkUk, are k +1 dimensional minimal
sufficient statistics with the following properties.
Property 3.1
(i) QUi/o1(1p)i) ^ x2(di) for i = 1,2,... ,k; and19
(ii) U1, U2, ,Uk are independent.
Property 3.2Let F = QT0 and L = Q(T1, T21 ,Tk). Then
(i) The columns of L form an orthonormal basis for R(X, Z) IIR(X)1.
(ii) The columns of F form an orthonormal basis for R(X,Z)1.
(iii) L'ZZ'L = Dr, L'ZZ'F = 0, F'ZZ'F= 0.
Note that U = L'Y and R= F'Y.
Property 3.3
(i) U ,--, Normal [0, al (/, + pi:Yr)] ;
(ii) R,-, Normal [0, cre2/f]; and
(iii) U and R are independent.
The principles of invariance and sufficiency together imply that we should look
for those tests which are not only functions of the maximal invariant statistic Q'Y,
but also functions of the sufficient statistics (U1 U1, UW2, ,ULUk, RI R).
3.4Some Uniqueness Properties
The following properties will be used in later chapters.
Property 3.4
3.2),
Let L be any matrix (not necessarily the one defined in Property
(i) R(L) = R(X, Z)nR(X)1 if and only if R(L) C R(X, Z), X'L= 0 and r(L) =
r = r(X, Z)r(X).
(ii) The columns of L form an orthonormal basis for R(X, Z)nR(X)1 if and only
if L'L = I and LL' = Px,zPx20
PROOF. (i) Suppose R(L) = 13.(X, Z) n R(X)±. Then R(L) c R(X, Z) and
R(L) C R(X)i, which implies X'L = 0. r(L) = dim[R(X, Z) n R(X)±]= r(X, Z)
r(X) = r. Conversely, assume R(L) C R(X, Z), X'L= 0, r(L) = r. Since X'L = 0
implies R(L) C R(X)±, hence R(L) C R(X, Z) n R(X)±. On the other hand,
dim[R(X)± n R(X, Z)] = dim[R(X)1] + dim[R(X, Z)]dim[R(X)± + R(X, Z)]
= nr(X) + r(X, Z)n
= r(X, Z)r(X)
= r.
Thus R(L) = R(X)± nR(X, Z).
(ii) The orthonormal property is equivalent to L'L = I. The basis property is
equivalent to R(L) = R(X,Z)r)R(X)±, which is equivalent to PL = Px,zPx
Recall Pi, = L(L' L)-1L'.Given the fact that L'L = I, then PL = LL'. 1
Property 3.5Suppose V is an n x n matrix and L is such that r(L'VL) = r(L)
and H is a matrix satisfying R(L) = R(H). Then
L(L'V L)- L' = H(H'V Hy 11'.
PROOF.From Theorem 2 in Chapter 2,
VL(L'VL)-L' = VH(11117 Hy H'.
Then
This implies
L'V[L(L'V L)- L'H(11/V H)- IP] = 0.
13.[L(LiV L)- L'H (HT Hy 111 c N(L'17)nR(L).Since r(L'VL) = r(L), then R(L) 11 N(L'V) = 0. Thus
L(L'VL)- L' = H(H'V Hy H'.
21
I
Property 3.6Suppose V is an n x 7/ matrix and L is any matrix such that
X'L = 0, R(L) C R(X, Z), r(L) = r, and r(L'VL) = r(L). Then the quadratic form
Y'L(L'VL)- L'Y
is the same for any choice of L satisfying the assumptions.
PROOF.This follows from Properties 3.4 and 3.5. .
Corollary 1 Let L be a matrix whose columns form an orthonormal basis for
R(X, Z)nR(X)l, and let U = L'Y and G= L'ZZ'L. Then U'(I + pG)-1U is unique.
PROOF.Apply Property 3.6 with V = I + pZ Z'.
Corollary 2
is unique.
I
Let U and Dr be defined as in Section 3.3. Then U'(/ + pDr)-1U
PROOF.Apply Corollary 1 with L as in Property 3.2. .
Note that when p = 0, we have U'U = Y'LL'Y = Y'(Px,zPx)Y (see Property
3.4).
Property 3.7Let Qe = Y' II,Y where He is any real symmetric matrix.If
Qe/cre2 " 4f), then Qe is unique. Hence, Q, = Y'(IPx,z)Y
PROOF.See the proof of Proposition 3.3 by Seely and El-Bassiouni (1983).
Corollary 3Suppose F is a matrix whose columns form a basis for R(X, Z)1.
Let R = F'Y. Then R'R is unique, hence R'R = Y'(IPx,z)Y22
PROOF.Apply Property 3.7 with He = IPx,z I
Property 3.8Suppose L and F are matrices whose columns forms orthonormal
basis for R(X, Z) 11 R(X)1 and R(X, Z)', respectively. Let U = L'Y and R= F'Y.
Then the quadratic ratio
f U'(I + pG)-1U
Q(Y; P) = (r
) R'R
is unique, where G = L'ZZ'L.
PROOF.This follows from Corollary 1 and Property 3.7. 1
Property 3.8 says the linear transformations L and F may not be unique, but whichever
we choose, they yield a unique quadratic ratio Q(Y, p), which is the basis for inference
about p. This uniqueness property allows us to choose convenient transformations L
and F among all such transformations.
3.5The REML Method
Patterson and Thompson (1971) first introduced the idea of restricted (or residual)
maximum likelihood method (REML) for estimation of p and ae2.Their technique
consists essentially of maximizing the likelihood function associated with a specified
set of np linearly independent error contrasts (or residuals) rather than the full
likelihood function. By error contrast, we mean a linear combination a'Y of the obser-
vations such that E (a'Y) = 0. The maximum possible number of linearly independent
contrasts in any set of error contrasts is np. Following Patterson and Thompson,
define the n x n matrix Nx by Nx = InX(XiX)-1X' and the n, x (np) matrix Q
by the conditions Nx = QQ' and Q'Q = Im_p. The vector Q'Y provides a particular
set of np linearly independent error contrasts. From Section 3.2, we know Q'Y is
a maximal invariant statistic. To further simplify the likelihood function, let T be
an orthogonal matrix such that T'Q'VpQT is diagonal, where V,, = In + pZZ'. Then
obviously W = T'Q'Y is another set of linearly independent error contrasts. This is23
what we did in Section 3.3. We found that the joint (restricted) likelihood function
for (p,c11) is
L(p, cr!)= L(P, 01;W)
(277-4)-(.-01211-7,pD,1-1/2exp{-2*[R'R + pDr)-1U]}.
The REML estimators of p and a! are the values P and 'ae that maximize the restricted
likelihood function.
3.5.1Generalized Likelihood Ratio Test
A test for p can be based on the theory of generalized likelihood ratio (GLR) tests.
Let
L(P) = Ii(P;W) = 9),§1,(P,ae2;W)
be the profile likelihood function. It is known that asymptotically the deviance statistic
(McCullagh and Nelder, 1989)
D(W; po) = 2[log L(ji;W)log L(po; W)]
follows a x2-distribution with 1 degree of freedom if po is the true value of p, where
16 is the REML estimator of p."P can be found by maximizing L(p; W) through a
combination of the golden search and Newton-Raphson methods.
The generalized likelihood ratio test for Ho : p = po against H, : p > Po is based
on the test statistic
Z(W; po) = sign 65poW D(W; po),
which follows the standard normal distribution asymptotically. The asymptotic p-
value for the test is therefore
PvREmL(Y; po) = P[Z > Z(W; Po) 1147]= 10[Z(W; Po)]24
where Z denotes a standard normal random variable and (I)() is the cumulative
distribution function for the standard normal distribution. Small p-values suggest
that the alternative to the hypothesis is true. Thus one would like to obtain small
p-values when the alternative is true, and come to the right conclusion.
For a given a E (0,1), the power function of a level-a test is
aREML(p, po)=nrn rpLi- VREML(Y; p0) < a].
Large power implies that the type II error (accepting the hypothesis when the alter-
native is true) is small. So we would like to find a test which has larger power.
Remark 1Note that for given test level a, the power of the test was computed
here as the probability that the p-value is less or equal to a, which is equivalent
to using a rejection approach. That is, the power of the test with rejection region
Ra = {Y :Z(W; p) > zi_a} is defined as P[Ra; p]. The difference is that the p-value
approach needs to find the value of 0 [Z (W ; p)] and the rejection approach the value
of 0-1[1a].
"There are two reasons (at least) for not using the rejection approach in practice.
(i) P-values are more informative (descriptive of the data) than a rejection rule at
a prespecified a-level, and (ii) rejection rules are often pretentious if taken at all
seriouslythe aim of an inference is (ordinarily) to describe the strength of evidence
in the data regarding an hypothesis, not to make a decision." (Pierce, 1991)
3.5.2Likelihood-Based Confidence Intervals
First we derive two-sided confidence interval; one-sided confidence intervals follow
immediately.
Recall that a confidence interval for p can be obtained as the interval of values pc,
which would not be rejected as hypothesized values. Considering the two-sided test
Ho : p = po against Ha : ppo, we use the deviance statistic D(W; po) as our test25
statistic. We reject the hypothesis p = po at level a when
2[1og L(P)log L(po)] > Xi-a(1)=
where z1_ its the 100(192) %-th quantile of the standard normal variable Z.
We are interested in the set of values of po for which this is not true.It is
convenient to drop the subscript zero here. We would not reject the hypothesis that
the parameter of interest has value p when
2[1og L(P)log L(p)1 <
The set of p-values satisfying this is an approximate 100(1a)% level confidence
interval. This is the set of p-values for which the profile log likelihood l(p) = log L(p)
is within 1,,z,2of its maximum value l(f), that is, where the profile likelihood z -2-
L(p) > exp z?_3_)LP).
these results give two-sided confidence intervals, and each of the end points can be
taken as a one-sided confidence limit with confidence level 100(1
3.5.3Maximization of the Profile Likelihood
Computation of the deviance statistic D(W; po) involves maximizing the profile like-
lihood function L(p; W). From the form of the likelihood function L(p,o1;W), it is
clear that
2
e= pD)-1W1(np)
= [R'R + pDr)-1U] 1(np)
is the maximum likelihood estimator of 01 for fixed p. The profile likelihood function
L(p; W) = L(p, '6-!; W) is then
L(p; W) oc IIr + pD,1-112[R' RU'(IrpD,)-1U]-(n-r)12.Maximizing L(p; W) is equivalent to maximizing the profile log likelihood
1k
1 (P; W) =
n
log[u(p; U) E log(1 + p)i)d2
2i=1
where
26
k
u(p; U) =(I, + p.13 r)-1 U =
i=1+
l(p) = 1 (p; W) can be maximized via the Newton-Raphson method, which requires
the first and second order derivatives of l(p;W). Derivatives of 1 (p) are then
and
where
and
1kdi Ai (P)=
(P; U)
(2)u(P;U)R' R2 1 + PAi
1" (P) =(n
p
)u"(p;
U)[u(p; U)R' [u'(p; U)]2
+
1kdi)q E 2 [u(p; U) R]2 2i=1(1 + pAi)2
kdiAiUtiUi u(P;U)= E(1
+pAi)2
k2d.A?Ui u"(p; U) = E
3.6The Exact Pivotal Quantity Method
Considering Model I, Wald (1947) showed how to construct an exact confidence in-
terval for p based on a pivotal quantity which follows an F-distribution under the
assumption that (X, Z) is of full column rank. His method provides a means, known
as Wald's test, for testing
Ho : p = poagainstHa : p > po.
Since then Wald's idea has been used to derive test procedures for special cases of
Model I by several authors, including Thompson (1955a, 1955b), Spjotvoll (1967),27
and Portnoy (1973). Seely and El-Bassiouni (1983) showed that those proceduresare
identical or similar to Wald's test. They relaxed the assumption of full column rank
for (X, Z) and generalized Wald's test for Model I by proposing a more general way for
constructing a pivotal quantity as a test statistic. In the following, we will introduce
Seely and El-Bassiouni's result, referred to as here the exact pivotal quantity (EPQ)
method.
For testing Ho : p = po against Ha : p > Po in Model I, Seely and El-Bassiouni
(1983) showed there exist matrices L and F whose columns form orthonormal bases
for R(X, Z) (l and R(X, Z)', respectively.Let U = L'Y,R = F'Y, r =
r(X, Z)r(X), and f = nr(X, Z). If r > 0 and f > 0, then
f U'(I + pG)-1U
Q(17; P) = () R' R
has an F-distribution with degrees of freedom r and f, where G = L'ZZ'L. This
pivotal quantity Q(Y; p) can be used as a test statistic. The p-value of the test is
PvEpQ(Y; Po) = P[F(r, f) _?. Q(Y; P0)117]
where F(r, f) follows an F-distribution with degrees of freedom r and f.The power
of the test is
raEP Q (P, Po)= Pp[PvEPQ(Y; Po) <a]
By the uniqueness properties in Section 3.4, it is easy to see that Q(Y; p) is unique
and the test based on Q(Y; p) is invariant and depends on Y only through the minimal
sufficient statistics (qUi, U21/2, ,UkUk, R' R).
The pivotal quantity Q(Y; p) can also be used to construct a confidence interval
for p. Define al and a2 to be arbitrary nonnegative real numbers such that al +a2 =
a E (0, 1). Define pi(Y) and p2(Y) by
Q(Y; Pi(Y)) = Fa,,Q(17; MY)) = F1,228
Since Q(Y; p) is a strictly decreasing function of p and Q(Y; p), F(r, f),
Pr[pi(Y) < p < p2(Y)] < Q(Y; p) < 11,1] = 1a2al = a.
That is,
Pi(Y) C P C P2(Y)
is a 100(1a)%-confidence interval for p.
Remark 2In order to construct a pivotal quantity for testing the above Ho,
Wald assumed (X, Z) was of full column rank, which implies r > 0. However, from
the above test procedure proposed by Seely and El-Bassiouni (1983), we see this
assumption is not necessary in order for r > 0. So Seely and El-Bassiouni applied
Wald's test to a more general Model I.
Remark 3Seely and El-Bassiouni (1983) pointed out that r > 0 and f > 0 are
necessary and sufficient conditions to form the pivotal quantity F-ratio for testing
1/0: p = po only when the common parameter ois used in forming the quadratic
forms U'(IrpDr)-1Ulcre2 and R'R/ol.However, when either r = 0 or f = 0,
their method does not apply. For example, if r = 0, then Px,zPx = 0.Since
U'U = Y'(Px,zPx)Y = 0 implies U = 0, then U'(/pDr)U(= 0) cannot be
used to form a test. But this does not mean there is no pivotal F-ratio for testing
I/0:p = 0 at all.There might exist a F-ratio for testing p = 0 under certain
assumptions but the common parameter used to form the two quadratic forms in the
F-ratio is not al any more. See Example 3.8 of Seely and El-Bassiouni (1983).
Remark 4 Seely and El-Bassiouni (1983) provide a general rule for finding a
pivotal quantity under some conditions. When the random effects are correlated or
when the responses are multivariate, how can the EPQ method be applied? This
question will be answered in the next two chapters.29
3.7Some Computational Considerations
From Sections 3.5 and 3.6, we see both the REML and the EPQ methods dependon
the maximal location invariant statistic Q'Y only through minimal sufficient statistics
(qUi, ,ULUk) and R'R. By Corollaries 2 and 3, we know that
R'R = Y'YY'X(X'X)' X'YU'U.
Thus in this section attention is given to computing L in U = L'Y which satisfies the
conditions in Property 3.6. This section compares a two-stage decomposition method
with a one-stage decomposition method for computing L. The algorithm based on
the one-stage decomposition method is presented at the end of the section.
3.7.1Singular Value Decomposition
Let A be a symmetric matrix. Then the singular value decomposition of A yields
A = BSB' where S is the diagonal matrix of the non-zero eigenvalues of A and
B is an orthonormal matrix formed from the eigenvectors of A that correspond to
the non-zero eigenvalues. If in particular A is n.n.d., then the non-zero eigenvalues
are positive.The singular value decomposition will be used in the following two
decomposition methods for computing U.
3.7.2The Two-Stage Decomposition Method
Patterson and Thompson (1971) introduced the REML approach for making inference
about (al, p).Their constructive derivation of the REML likelihood function was
based on finding the matrices Q and T in Section 3.5, which provides the foundation
for the two-stage decomposition method.
Stage 1 Apply the singular value decomposition to obtain
I.X(X1X)-1X1 = BiSiB.30
The matrix Q is found by multiplying the matrix B1 and the diagonal matrix
of the square roots of the diagonal elements in Si.
Stage 2 To find T, apply the singular value decomposition to the matrix Q'ZZ'Q
to obtain
Q'ZZ'Q = B2S2.13.
Let T = B2.
Let (T1, T2..Tk ) be the columns of T which correspond to the nonzero eigen-
values of Q'ZZ'Q. Then L = Q(T1,T2,...,Tk) satisfies the conditions in Prop-
erty 3.6.
3.7.3The One-Stage Decomposition Method
An alternative way to compute the eigenvalues Al, A2, ,Ar is to apply the singular
value decomposition to the matrix C = X(X'X)-1X1Z (Seely and Zyskind,
1971; Olsen, Seely and Birkes, 1976), since the nonzero eigenvalues of C are the
same as those of Q'ZZ'Q. Harville and Fenech (1985) proposed a method using C
to compute Q(Y; p), the pivotal quantity used in the EPQ method. Their method
involves a one-step application of the singular value decomposition.
Apply the singular value decomposition to C to obtain
C = B3 S3
Let E be a matrix of columns of B3 which correspond to the positive eigenvalues
Al, A2, in S3. Then it can be shown that
L = X(X' X)-1X1ZED77112
follows the conditions in Property 3.8, where Dr is the diagonal matrix with diagonal
elements A1, A2,. Ar31
3.7.4Comparisons
The one-stage method is preferred to the two-stage method not only because the
one-stage method involves only one application of the singular value decomposition
but also because the matrix to be decomposed has a much smaller size.
For example, the two-stage decomposition method involves decomposing the ma-
trix InX(X' X)' X',a matrix of size n x n.In the one-stage decomposition
method, the matrix C = Z'[/7,X(X'X)-1X']Z is of size m x m.If we write
C = Z'Z(Z'X)(X'X)-1(X'Z), then we see that the one-stage decomposition
method does not have to deal with matrices of size n x n at all.This is further
illustrated in the following algorithm.
3.7.5Algorithm
This subsection provides a simple algorithm for computing U, R'R, and (Ai, A2,... ,Ar).
Step 0 Suppose the matrices (X/X)-1, Z'Z, X'Z, X'Y, Z'Y, Y'Y are already avail-
able.
Step 1 Compute C = Z'Z(X/Z)'(X/X)'(X/Z), and then apply the singular value
decomposition to obtain C = BSB'. Construct E and Dr from B and S. (See
Subsection 3.7.3.) Note (A1, A2,... ,)tr) are the positive diagonal elements of S.
Step 2 Compute U = IVI2 EqZ'Y(X' Z)' (X' X)-1(X/Y)].
Step 3 Compute R'R = Y'Y(X'Y)1(X/X)-1(X/Y)U'U.
3.8Simulation Study
This section compares the power of the REML and the EPQ tests for
Ho : p = poagainstHa : p > po
via a simulation study. The level a = 0.05 power functions are evaluated over a grid
of p values for which samples from Model I are generated. The design matrices X32
and Z for the lamb data are used (see Table 2.1). The r= 18 positive eigenvalues
Al < A2 << Ar are shown in Table 3.1.
Without loss of generality /3 = 0 and o = 1 are used. For values of p >po, a
total of N = 10, 000 samples are generated via
Y*=Vi5Zu* + e*
where (u*, e*)' is a vector of independent standard normal random numbers. For each
17*, p-values PvREmL(Y*; po) and PVEpQ(Y*; po) are computed. The power functions
at p are evaluated as the proportions of the number of corresponding p-values that
are less than or equal to a. The power functions are plotted against the introblock
correlationV)Op) 2I(Cf 92 +) = p/(1 + p).The advantage of using0is that
it has a finite range [0, 1] where 0 < p < oo. Table 3.2 gives the simulated power
functions at alternative values p > po for each of the four null hypothesis values
Po = 0, 0.1, 0.2, 0.3. There are 4 power functions plotted in the corresponding Figures
3.13.4.
Notice that both the REML and the EPQ methods are location invariant.In
addition, they are also scale invariant. From the plots, we see that the REML method,
as an approximate inference, performs reasonably well. However, from an application
point of view, the EPQ method is much preferred since computation of the pivotal
quantity is very simple while the REML requires maximizing the profile likelihood
function.33
Table 3.1: Positive Eigenvalues Corresponding to Lamb Data Design
Ai Ai
0.84001.40782.7482
0.90271.70773.1505
1.00001.93293.3236
1.07502.00003.5644
1.16442.00004.2340
1.34562.32935.0875
Table 3.2:Simulated powers for the EPQ and REML tests of Hop =
poagainstHa : p > po for po = 0,0.1,0.2 and 0.3.The lamb data design de-
scribed in Table 2.1 was used.
P
Po =0.0
EPQREML
Po = 0.1
EPQREML
po= 0.2
EPQREML
po = 0.3
EPQREML
00.04900.0421
0.10.13070.13880.04850.0467
1/90.13980.14960.05630.0601
0.20.24000.24980.11090.11530.05030.0463
2/80.29650.32610.14170.14640.07050.0693
0.30.35390.38470.18640.19490.09930.09950.05060.0475
3/70.50490.53540.30150.31950.17340.17840.09970.1007
4/60.71430.72920.52140.54030.35920.37170.23580.2425
5/50.87370.87420.73790.74640.60030.60990.46590.4746
6/40.96240.95930.90350.89840.81900.81550.72180.7226
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Figure 3.2: Simulated power functions of the EPQand REML tests for po= 0.1 at
the .05 level
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Figure 3.3: Simulated power functions of the EPQ and REML tests forPo = 0.2 at
the .05 level
REML
EPQ
a = 0.05
0.0 0.2 0.4 0.6 0.8 1.037
Figure 3.4: Simulated power functions of the EPQ and REMLtests for po ,---- 0.3 at
the .05 level
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Chapter 4
Bivariate and Univariate Procedures for Model II
4.1Introduction
Mixed linear models are frequently used in genetics. In many applications, the prob-
lems are modeled in a pattern of quantitative (polygenic) characters. Geneticists are
often interested in making inferences about the genetic parameters, such as genetic
correlations, environmental correlations, or various kinds of heritabilities. This chap-
ter is concerned with models having two quantitative traits which are separate under
stabilizing selection, but are also selected to vary, where inference about variance
ratios and therefore heritabilities are of interest. Lande (1984) derived Model III as
appropriate in genetic application. He assumed the two characters are equally vari-
able and equally heritable. That is, each individual contributes the same amount of
genetic variance to each character it influences. The main purpose of this chapter is
to present techniques that generalize the univariate REML and the EPQ methods to
make inferences about variance ratios under Model II. We call the REML and our
EPQ methods for bivariate models the bivariate REML and bivariate Bonferroni-EPQ
methods.
4.2Model and Objective
Consider the following bivariate model
Y1 = X0/31 + Zotti + el
Y2 = X002 + ZOU2 + e2.39
In Model II, we assume that u = (u'i,u'2)' are random effects andare normally dis-
tributed with mean zero and variance-covariance structure
(
/Th,-yg/n, crj
)-yg In,In,
and e =e'2)' are random errors and are normally distributed withmean zero and
variance-covariance structure
(
2In
Ee = (7;
0
where -yg = (7.02/(792 Also, u and e are uncorrelated. In genetics, -yg is known as the
genetic correlation coefficient.
Inference about
Cr
2
9 P=
can be made using either Yi or Y2 or Y = (Y1, Y2')'. The primary interest of this
chapter is to make inference about p via Y. Similar to the notation used in Chapter
3, let p = r(Xo), f = nr(Xo, Z0) and r = r(Xo, Zo)r(Xo). Let=
X=
and
Z=
Then Model II can be rewritten as
Y = X#4. Zu+ e.
In
Xo0
ox0
(Z00
0Z040
4.3The Bonferroni-EPQ Method
This section describes a Bonferroni method for making inference aboutp.Since a
condition necessary to form the pivotal quantity F-ratio for testing Ho: p = po in
Model II is not met (see Subsection 4.3.1), the EPQ method cannot be applied to
Model II directly. However, the independence between the sum and the difference of
the two responses from the two traits allows us to apply the EPQ method to the two
univariate data vectors Yi + Y2 and Yi.Y2 separately (see Subsection 4.3.2); then
a conservative interval for p is obtained by the Bonferroni method (see Subsection
4.3.3). We call this approach a Bonferroni-EPQ method. Two methods of deriving
a confidence interval for p by the Bonferroni approach are presented. Comparisons
of confidence intervals of these methods are made through a preliminary simulation
study (see Subsection 4.3.4).
4.3.1Failure of the EPQ Method in Model II
In Model II, note that the variance-covariance of Y = (Yi", Y2 )' is
where
Cov (Y) =Ee + ZEgZ'
=
2In+ pZ0 4 p-y, zo 4
0-
p-yg Z04 In + pZ0Z6
= ol[i + pZ Z' + p-y917,]
V, = Z
is a symmetric matrix. Note
ZZ' =
Z' =
(
0 ZoZ,',
Z04, 0
( Z0Z6 0
0 ZoZ,',)
)
and R(ZZ') = R(Vc). Eliminating the nuisance parameter y9 by an orthogonal pro-
jection operator Pic on Y will eliminate p also, so we cannot use the EPQ method in41
Model II directly.
4.3.2Some Properties of Independence
Consider the linear transformation
(Y1 + Y2
Y1 Y2
=
(
InIn) (Yi
Inin Y2)
Since the transformation is one-to-one, no information is lost. Note that
and
E(
( Yi+ Y2)
Cov
Yi Y2
Yi. + Y2)
yi _ y2
In-(
In
In
In
( Xo(31+ /32)
X0(01/32)
(Yi)
Cov
Y2
( inIn
In In
in + p(1 + -y9)Z0Z,') 0
= 2o- .
0 in + p(1-yg).Z0Z,',
We see Yi. + Y2 and Y1Y2 have the following appealing properties:
Property 4.1 Y1 + Y2 and Yi.Y2 are independent.
Property 4.2The EPQ method can be applied to both Yi + Y2 and Yi.Y2 to
get pivotal quantities for p(1 + -yg) and p(1-y9), respectively.
PROOF.This is because
and
Yi + Y2 = Xo(/31 + /32) + Zo(ui + u2) + ei + e2
Y1Y2 = X0(31/32) + Zo(IiiU2) + ele2have the following variance-covariance structures:
and
Cov (Yi + Y2) = 2anIn + p(1 + -yg)Z0ZO1
Coy (Y1Y2) = 20 [In + p(179)Z04]1
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so the EPQ method can be applied to the individual univariate data vectors Yi + Y2
and Y1Y2, respectively. o
Property 4.3
Let matrices Lo and Fo be such that their columns form orthonormal bases for
R(X0, Zo)nR(X0)1 and R(X0, Z0)1, respectively, and L'oZ0Z,V,0= Dr where Dr is a
diagonal matrix with the positive eigenvalues of C = Zo'(/Px0)Z0 as its elements.
Let
U1 = V0(1 + Y2)R1 = FP(Y1 + Y2)
U2 = LVY1Y2)R2 = FP(Y1Y2)
Then U1, U2, R1 and R2 are independent.
PROOF.This
Cov
is
I U1 \
U2
Ri
\ R2 i
because
=
1 L'o
0
F(;
\ 0
0
4)
0
Fc; /
(171+ Y2) (L0
Cov
Yi Y2 0
0
Lo
Fo
0
0
Fo
/ I,+ p(1 + 79)D, 0 00
0 /7- + p(1-OD,00
=2c)-
0 0 If0
0 0 0If
So the four random vectors U1, U2, R1 and R2 are uncorrelated with one other. Since
they are jointly normal, they are independent.43
4.3.3Bonferroni-EPQ Confidence Intervals
In this subsection, we will describe two methods to get a confidence interval for
p by the Bonferroni approach.In the next subsection, we will compare these two
confidence interval procedures through a simulation study.In Section 4.6, these
Bonferroni methods will be compared with the univariate EQP and bivariate REML
methods.
Bonferroni-EPQ Type I Interval
From the above properties, we see both
and
f UflIT + p(1 + -yg)DrrlUi
RcRi
f p(1-y9)D7-1-1U2
R'2 R2
follow F-distributions with degrees of freedom r and f.Hence, they F-ratios provide
confidence intervals for p(1y9) and p(1-y9), respectively:
Al < p(1-yg)<B1
A2 < p(179) < B2
where the Ais and B:s are end points of the confidence intervals. (For a one-sided
interval, we would have A, = 0 or Bi = oo.)Note that these two intervals are
independent. If 1al is the confidence in the first interval and 1a2 the confidence
in the second interval, then the simultaneous confidence in both confidence intervals is
(1ai)(1a2). This simultaneous confidence is 1a if we take al = a2 = 1V1a.
By taking the average of these two intervals, we obtain a confidence interval for p:
Al + A2 Bl + B2 < p <
2 2
The confidence in this interval for p is at least as large as the simultaneous confidence
in both intervals.44
Bonferroni-EPQ Type II Interval
Note that both
IVIRi 1V2 R2
and
2o1 20 -,2
follow x2(f) distributions, and hence the sum
RiiRi + 1r2R2
20 1
has a x2(2f) distribution. Using instead the sum of the two error sums of squares as
the denominators in the two F-ratios will give us two similar F-ratios
and
(2f )U11-4+
p(1 + 'Yg)DrrlUi
r feiRi + R'2R2
2f q[Ir + p(1-yg)Dr]-1 U2
(r) Rgfii + k2R2
So, similarly, we can get a conservative confidence interval for p. The two intervals
are not independent, but simultaneous confidence in them is at least as large as
1ala2. To get a confidence interval for p, with confidence at least 1a, we can
let al = a2 = 2.
4.3.4Preliminary Simulation Study
The above two Bonferroni-EPQ confidence intervals were compared by looking at
their probability coverages and expected widths (see Table 4.5).The simulation
study shows that the Bonferroni-EPQ II interval procedure performs better. This is
what we expect to see because combining the two error sum of squares gives better
estimation for ue2, hence, more efficient inference on p. This simulation was done only
for the bivariate CRD balanced mixed model with t = m = 4, but we would expect
the same result for any other model.4.4The REML Method
4.4.1Profile Likelihood Function of p
Let 01 = p(1-yg), 02 = p(1-g), a-2 = 2al. Let
Rl
(112
W2 =
R2
(4)
(I 7 11-Y2)
Fo
(4)
(Yi Y2).
Fo
45
From the independence of W1 and W2 (see Subsection 4.3.2), we see the likelihood
functions of 01 and 02 are then (see Section 3.5)
1
2 1
Li (01, a2; wi) = (2ra2)- + 01 Drexp
2cr[R' R 01DT)-1U1] }
1
L2(02, Cr2; UY2)-(27rCr2)- n-2- exp{-2(71 Pr2R2N(Ir02Dr)-1 U21}
Since Wi and W2 are independent, the full likelihood function of (p, y9, a2) is the
product of L1(01, a2; wi) and L2 (02,a2; w2):
L(101 7g 0-2)= 02, 0-2)
(62)-(n-P) 01 Dr '7. + 02Dr11-exp S(01, 02)1
where S(01,02) = .14.1:11-FIV2R2+q(Ir+0113r)-lU1d-N(Ird- 02Dr ) -1 U2. The profile
likelihood function of (p, -yg) is
where
L(p,-yg) = L[01,02,6-2(01,02)]
[32(01,02)]-(n-P)11r + 01Dr 12 lir + 02-13,0
S(01,02)
6(.01,92)46
The maximum likelihood estimator of p is P =(0I. + O2), where 01 and e2are the
m.l.e.s of 01 and 02, respectively.Also, ii is the value that maximizes the profile
likelihood function of p
L(p) =
_i<-yg<1 maxL(p,-y9)
4.4.2Generalized Likelihood Ratio Test
Similar to Subsections 3.5.1 and 3.5.2, the GLR test and the corresponding confidence
interval for p can be obtained from the profile likelihood function L(p).
4.4.3Maximization of the Profile Likelihood Function
Since it is impossible or very difficult to find an explicit expression for L(p) or its
derivative, L(po) is obtained, for a given p0, by using the golden search method
to maximize L(p0,-y9) subject to 1 < y9 < 1, and L(VY g) is obtained by using
a constrained quasi-Newton method (See nlminb in S+ Version 3.1) to maximize
L(p,-yg) subject to 0 < p < oo.
4.4.4Some Simplifications in the CRD Bivariate Case
Some simplifications can be made if we consider, as in Example 2.5.2, a bivariate
model (special case of Model II) where X0 = 1 and Z0 = in, ® It with m groups of
t observations each. Then p = 1 and f = n1.Let C = Zo'(/Pxo )Z0.It can
be shown that there are only two distinct eigenvalues of C: Ai = t with multiplicity
m1 and Ao = 0. Then r = rank (C) = m1, Dr = tIm_i. We have the following
explicit formula:
where
L(p,-yg) = L[01,02,6-2(01,02)]
a [6-2(01,02)]-("1)[(1 + t01)(1 + t02)rni
1 Q1 Q2 1 6.2
(01'02)2(nm)[2Q3 +1 +tO1
+1 + t02147
The profile log likelihood of (p, y9) is
l(p, y9) = constant(n1) log S(01, 02)
m 1
[log(1 +MO +log(1 + /02)]
where
S(01, 02)= [2Q3 + 1
2 1
1 +
QtO
i+1 +
Q
t02F
The derivative of the profile log likelihood with respect to 79 is
alai aeiai ae2
a-ygaoia-y,ae2a-y,
alal
] = Aaeiae2
=(n1)tp Qi Q2 (m 1)tP 1 1
S (01,02)[(1 + t 0 1)2(1 -I- 02)2
i 2 1 + tOi1 -I- /02
i
Given p, solve a//a-yg = 0 for y9. The equation a//a-yg = 0 can be expressed so
that ig is the root of a cubic equation with coefficients involving p.Therefore, '5's
could be expressed as an explicit formula in terms of p.But the formula is very
complicated. Probably it is wise to solveiteratively for given p. This simplification
of the likelihood function will be helpful in a later simulation study when the CRD
bivariate model is used.
4.5Confidence Regions and p-Values
To compare these testing procedures, we can simulate their power functions.To
compare the confidence interval procedures, we could simulate their coverage proba-
bilities and lengths. However, simulation of confidence intervals, at least in the case
of the REML method, involves much more computation than simulation of power.
Fortunately, it is possible to use power functions, not only to evaluate testing proce-
dures, but also to evaluate confidence interval procedures. This is due to the following
correspondence between a confidence interval procedure and p-value procedure.Suppose C(Y, a) is a (1a)-confidence region for 0, that is,
/3640 E C(Y,a)1= 1afor all0.
This corresponds to a level a test of 0 = 00 with rejection region
R(00, a) = {Y :00 ,0 C(Y, a) }.
Note that
Peo [Y E R(eo, a)] = Pe° [0oC(Y, a)] = a.
The p-value of this test is
P(1')= inf{a :Y E R(0o, a)}
= inf{a :00 cl C(Y, a)}
48
That is, the p-value of this test is the minimum a level such that the hypothesis will
be rejected.
For example, suppose C(Y, a) = {0 : h(Y, a) < 0} is an one-sided (1a)100 %-
confidence interval for 0 with lower bound eL(Y, a). Then
p(Y) = inf{a : h(Y, a) > 00}
Note that if h(Y, a) is an increasing function of a, then p(Y)= a0 such that
OL(Y, ao)= 00. That is,h(Y,p(Y))= 00 (if such an a0 exists).
Lower Confidence Bounds for p
Suppose
C(Y; a) = {p : p > pL(a)}
is an one-sided (1a)100%-confidence interval for p with lower bound pL(a) derived
from one of the Bonferroni methods. The lower bound for p from the Bonferroni-EPQ
Type II method is
iiii(a)= 2
biL(i) + em(i)49
where 01L(1) and e2L(1) are the (1a/2)100%-confidence lower bounds derived from
the EPQ method for II 01 = p(1 + y9) and 02 = p(1y9),respectively. Similarly,
the lower bound for p from the Bonferroni-EPQ I method is
i4(a)--=
e1L(1\/1a) + O2L(1V1a)
2
where e1L(1\/1a) and O2L(1V1a) are the V1a100%-confidence lower
bounds derived from the EPQ method for 01 and 02, respectively.
We can show that both g(a) and plj (a) are increasing functions of a. It suffices to
show that the two lower bounds Oil, for 01 and e2L for 02 in both methods are increasing
functions of a. This is true because the two F-ratios are decreasing functions of a. The
two F-ratios have the form CU'(0D+/)'U where C > 0. Let ba be the 1 a quantile
of the F distribution. A lower bound 0 is obtained by solving CU'(OD + /)'U= ba.
If a increases, then ba decreases, so 0 increases. Hence the p-value of the test isp,
such that h(pv) = po. However, for some po there may be no value of a between 0
and 1 that satisfies loff(a) = po. See the following example.
EXAMPLE 4.5.1Recall
and
2f q [ir + P(1
R
+ -Yg)Dr] -1 Ul. Ei
( ) ^-' r (, f)r2
' R
(
2f
)N[ir
+ P(17g)Dr] -lU2
Some simplifications can be made if we consider, as in Example 2.5.2, a bivariate
model where X0 = 1,, and Zo = A = Im 0 lt. There are m groups of t observations
each (so it = tin). Assume 'ye = 0. Recall Dr = tim-i.
Let
Qi = (Y1 + Y2Y(PAP1)(Y1 + Y2)
Q2 = (Y1Y2)'(PAP1)(Y1Y2)
Q3 = Yi(/PA)Y1 + Y21(1-PA)Y250
Substituting Yi. + Y2 and Yi.Y2 in Corollaries 2 and 3 in Section 3.4, we find that
III Ui = Qi, NU2 = Q2,R' li = 1-riRi + M2R2= 2Q3.
F-ratios
qv, + p(1 +-yg)Dri-lUiandN[I, + p(1-01371-1U2
R'R R'R
can be simplified as
So
1 Q1 1 Q2
i ,_tn41n (1+tOi)2Q3
and(1
-T- of2z,Le3
(ni) Q1
(1 + 01) Q3
Let c(i) be the critical value such that
rs' 47 2 ,1 ,2( n-7 n)) 1
Then
That is,
Similarly,
Then
(:;,7i') Q2
(1 + t02) Q3
rs' F(7 n1 , 2 (n m) )
P [4,1,2 (n- no)c( (-IP ] = 14;
(11-7i)Qia a
Po[
(1 + t0i) Q3
< c(2 )] = 12'
1f)(777n )ii'; 1
Pe[c(
O1} 1
a
t
C(2)
( ) 96_ a
1
Pe[; < 02] = 1 .
( ) (Q1+Q2)12 1
c(1)k 171 J Q3 pe[2
t
< p] > 1a51
because p = 81+292.So the lower bound of p is
1( nm ) (Qi+Q2)/2 1
=c(m-1 Q3t
Given 0 < po < oo, can we find ao such that k(ao)= po ? If so, then p(Y) = ao is
the p-value for testing p = po vs p > po.
Taking some special values of a, we will see how the lower bound PL(a) behaves.
Take a = O. Note c(0) = oo, since P[F < oo] = 10.
Take a = 1.
PL(0) =
olo ( ) (Q34-QQ3
1
2)/2
=
t t
1( nm )(Q1-1-Q2)/2
1
PL(1) = c(") " 71-1 j Q3t
Note c(0.5) is the median of F(rn-1,2(n m)),which is approximately 1.
We cannot solve k(a0) = po if
1( nm ) (Q1-1-Q2)/2
c(0.5)k m-1 I Q3
t < Po.
In this case, 1OL(a) < po for all a, 0 < a < 1. Hence p(Y) = inf{ a :jiL(Y, a) >
po} = inf of the empty set = oo. It makes sense to set p(Y) = 1 in such a case. Note
c(.5) ::::', 1 and
P=
(
n
m-1)
) (Ch+QC232)/2 1
t
is a sensible estimate of p. This is because E(Qi + Q2) = 4(7,2(1 + tp)(m1) and
E (Q3) = 20 -Rnin).If /5 < Po, we would never reject p = po in favor of p >Po.
Never rejecting the hypothesis corresponds to p(Y) = 1. Therefore,"P < Po implies
p(Y) = 1. p(Y) = 1 means we would not reject p = Po in favor of p > po at any level
a.
Extend the definition of 13L(a) to allow 0 < a < 2. For a = 2, note that c(1)= 0
and 'MY, 2) = oo.Recall that ;OL(Y, 0) < 0 for any po between 0 and oo, hence52
PL(Y, ao) = pip always has a solution ao. If ao > 1, set p(Y) = 1. .
4.6Simulation Study
Through simulation, we compare the bivariate REML, bivariate Bonferroni-EPQ and
univariate EPQ methods for testing
Ho : p = poagainst Ha : p > po.
We did not consider the univariate REML method here because, From Chapter 3, we
see there is not much difference in the performance of the EPQ and REML methods
for univariate data and the EPQ method is easier to implement. The level a = 0.05
power functions of the three methods are evaluated via simulation. X0 and Zo in
Example 2.5.2 are used with m = t = 4.Specifically, Xo = 116
Also, r = 3, f = 12, Al = 4 with multiplicity 3, and Dr = 4/3.
The model (see Example 2.5.2) is
Yiij = pi + uli +
Y2ii = p2 + u2i + e2ii
andZo= 14014.
where i = 1, 2, 3,4 and j = 1, 2, 3, 4.The random variables uii, u22,6113,e2ii
are assumed to have a joint normal distribution with Var(uii) = Var(u2i) = a9,
Var(eiii) = Var(e2i3) = Coy (uie, u21)-ygo-9 and all other covariances equal to 0.
Without loss of generality, pi = /12 = 0, cre2 = 0.5 are chosen. Let -y9 = 0.25. Then
= p(1-yg) = 1.25p
02= p(1-yg) = 0.75p
u+i = u2iN(0,1.25P)
u_i = uliu21 ^ N(0, 0.75P)e+ii = e22iN(0, 1)
e_ii = elije2ii ^ N(0, 1)
= Y2ia = u+ie+ii
= YlijY22i = u-ie-ii.
53
Let w+i = u+i/V1.25p and w_i = u_i/V0.75p. Then w+i, w_i, e+ij and e_ii are
40 independent standard normal random variables.
Thus, by generating a sample of 40 independent standard normal random variables
w+i, w_i, e+ja and e_ii, we can generate
Y+*ii = V1.25pw+*ie*+ii
Y*ii = V0.75pw*_i
We generated 1000 such samples and for each sample calculated Y*'s using several
values of p. rz, can be obtained as the average of 17;i3 and Y*,i3.
The simulated power of the EPQ method is computed based on Yi* only. The
simulated powers of the Bonferroni and REML methods are computed based on Y4.*
and Y*.
Figures 4.14.4 compare the power functions for po E {0, 25/972, 50/950, 75/925 }.
(This corresponds to 00 E {0, 0.025, 0.05, 0.075}.) These values of po are closer to 0
than those considered in Chapter 3. Here we are interested in testing for positive her-
itability, which may be important than for some specific positive value of heritability.
Hence, in this simulation study, we evaluate these methods at several close-to-zero
hypothesized values to see which method is more efficient in detecting positive heri-
tability.
The simulated power functions are plotted againstinstead of p. The following
Tables 4.14.4 are the simulated values of the power functions evaluated at alterna-
tive hypothesis values p1 > po. Figures 4.14.4 are corresponding to the columns of54
these four tables.
In each table, the first row gives the simulated size (or type-I error) of the test
for each method. The simulated size of the univariate EPQ method is fairly close to
the nominal value a = 0.05, it is expected value. Note that the standarderror of the
simulated size, due to simulation variability, is /(.05)(.95)/100= .007. The size of
the bivariate REML method is close to the nominal value for the two higher values of
p but is significantly larger than .05 for the other two values of p. The sizes of both
Bonferroni-EPQ tests are very small. This implies that the Bonferroni methodsare
very conservative. Figures 4.14.4 show that the bivariate REML method performs
very well.55
Table 4.1: Simulated powers for testing Ho : p = 0 against Ha:p > 0
P Univ. EPQBiv. REMLBonferroni-IBonferroni-II
0 0.046 0.076 0.009 0.012
25/975 0.072 0.110 0.017 0.018
50/950 0.099 0.151 0.024 0.036
75/925 0.118 0.178 0.039 0.055
1/9 0.139 0.211 0.054 0.073
2/8 0.224 0.379 0.133 0.151
3/7 0.336 0.524 0.245 0.305
4/6 0.458 0.673 0.393 0.465
5/5 0.571 0.806 0.559 0.618
6/4 0.693 0.904 0.728 0.767
7/3 0.799 0.970 0.869 0.894
8/2 0.903 0.990 0.964 0.980
9/1 0.964 0.999 0.995 0.996
Table 4.2: Simulated powers for testing Ho : p = 25/975 against Ha :p > 25/975
P Univ. EPQBiv. REMLB onferroni- IBonferroni-II
25/975 0.058 0.069 0.005 0.010
50/950 0.076 0.088 0.012 0.022
75/925 0.096 0.125 0.019 0.037
1/9 0.120 0.153 0.037 0.051
2/8 0.204 0.282 0.107 0.124
3/7 0.308 0.449 0.208 0.241
4/6 0.423 0.597 0.350 0.405
5/5 0.533 0.748 0.511 0.563
6/4 0.666 0.864 0.674 0.727
7/3 0.780 0.945 0.842 0.872
8/2 0.881 0.985 0.950 0.970
9/1 0.955 0.999 0.992 0.98956
Table 4.3: Simulated powers for testing Ho : p = 50/950 against Ha :p > 50/950
P Univ. EPQBiv. REMLBonferroni-IBonferroni-II
50/950 0.060 0.056 0.007 0.013
75/925 0.076 0.081 0.012 0.021
1/9 0.095 0.110 0.021 0.038
2/8 0.180 0.218 0.087 0.099
3/7 0.266 0.384 0.169 0.199
4/6 0.380 0.532 0.308 0.365
5/5 0.503 0.692 0.460 0.528
6/4 0.625 0.826 0.627 0.692
7/3 0.759 0.929 0.813 0.848
8/2 0.867 0.982 0.940 0.960
9/1 0.949 0.998 0.992 0.981
Table 4.4: Simulated powers for testing Ho : p = 75/925 against Ha :p > 75/925
P Univ. EPQBiv. REMLBonferroni-IBonferroni-II
75/925 0.060 0.055 0.008 0.014
1/9 0.077 0.081 0.012 0.024
2/8 0.153 0.176 0.071 0.084
3/7 0.239 0.330 0.142 0.169
4/6 0.354 0.482 0.262 0.314
5/5 0.470 0.638 0.412 0.488
6/4 0.600 0.783 0.587 0.656
7/3 0.735 0.903 0.785 0.824
8/2 0.855 0.972 0.918 0.951
9/1 0.945 0.997 0.990 0.99057
Table 4.5: Probability of coverage and expected width of confidence interval forp
with stated coverage .90
pEPQ
Coverage
Type IType IIEPQ
Width
Type IType II
010.8880.992 0.941 3.6886.1292.896
0.20.8940.9900.9394.7857.8774.848
0.30.8880.9890.940 5.8609.609 4.799
0.40.8850.988 0.943 6.94511.3335.750
0.50.8880.990 0.9448.01713.0536.700
0.60.8900.991 0.950 9.08614.7697.650
0.70.8870.990 0.94910.15216.4828.599
0.80.8860.991 0.94911.21618.1939.548
0.90.8840.991 0.95112.27819.90310.498
1.00.8870.991 0.95213.33921.61111.447Figure 4.1: Simulated power functions of four .05-level tests forpo = 0
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Chapter 5
Bivariate and Univariate Procedures for Model III
5.1Introduction
In Chapter 4 we studied Model II, in which there is no environmental correlation
between the two traits.However, in some genetic applications, the environmental
correlation may not be zero. When this is the case, making inference on the common
heritability becomes more difficult. The main purpose of this chapter is to present
a generalized Bonferroni-EPQ method and compare it with the univariate EPQ and
bivariate REML methods to see which one is most efficient by looking at their power
functions through a simulation study.
5.2Model and Objective
Consider the following bivariate model
Y1 = X0/31 + ZOU1 + el
Y2 = X0 /32 + ZO U2 + e2.
In Model III, we assume that u = (u'i, u'2)' are random effects and are normally
distributed with mean zero and variance-covariance structure
/m'y9 lm Eg = (79 )
'Ys lmLn63
and e = (e'1, eV are random errors and are normally distributed withmean zero and
variance-covariance structure
(Inyelp) Ee cre2
7e InIn
where y9= a912/0-9, 'Ye = Cre12 i02.Also, u and e are uncorrelated. Note that in
applications to genetics -ye is known as an environmental correlation coefficient.
Inference about
a2
g P=0.2
can be made using either Yi or Y2 or Y = (Y1, n)'. The primary interest of this
chapter is to make inference about p via Y.
5.3The Bonferroni-EPQ Method
This section describes a Bonferroni-EPQ procedure for constructing a confidence in-
terval for p in Model III. Since the procedure is similar to the one in Chapter 4, we
only briefly describe it in this chapter. All the notation of Chapter 4 is used here
without mention.
First note that
Cov
/ ui '
U2
Ri
\ R 2 1
/ voo\
=
0Lo (Yi+Y2) (L0
Cov
0F00
Fc;0 YiY2 0L00Fo
\0 P-1(1
=20"
/ (1+ ye)-1, + P(1 + 79)Dr
0
o
0 \
0
(1lie)Ir + PO7g)pr
0
0
0
0
(1 + -ye)If
0
\
0
0
0
(1-re)If i64
Thus we see that the Properties 4.1 and 4.3 still hold whenye0. Also, Property
4.2holds with p(111-) in place of p(1yq) and p() in place of p(1ya). Thus
we have
f) P(114)Dr]-1U1
(r) F(r, f)
f +p(11)Dr]
-1
U2
(r) R2 R2 F(r, f)
1 + Ii2R2
(17,)Ri RlF(f'f).
Hence, these F-ratios provide exact confidence intervals for p(11y,), p( i=1_71,e) and 1+'Ye
respectively:
Note that
Al <p(1
-yg
) <B1
1 +-ye
1 -yg
A2 < p( ) < B2
1ye
A3<
1+ye< B3
1ye
is an increasing function of ye and
A3 -1 B3 1
< -ye <
A3 + 1 B3 +1
Thus these three intervals can be combined by the Bonferroni method to obtaina
conservative confidence interval for p:
Al-FA2
mm.{(A1
A2)(A3 1)(A1A2)(B3
1)
} < P < 2 2(A3 + 1) 2(B3 + 1)
B1+ B2
+max{
(B1B2)(A3 1)(B1B2)(B3 1),
2 2(A3 + 1) 2(B3 + 1)
Note that, unlike Model II, the two error sums of squares in Model III cannot be
combined together as the denominator in the two F-ratios for 01 and02since ye0.
We might expect that when rye0 the Bonferroni method becomes less efficient.5.4Hypothesis Test for -ye = 0
In Model III, consider the following hypothesis:
Ho : -ye = 0 against Ha :-ye0
Since
/riCov (R1)-1/1 = [24(1 + -ye)]-114Ri
R'2Cov (R2)-1R1 = [24(1-ye)]-11r2R2
then
65
(1
+ rye
)1r2R2' F(f,f)
1 -yelicfii
can be used as a pivotal quantity for testing 'ye = 0. If the hypothesis is not rejected,
then Model II (ye = 0) might be adopted instead of Model III, so the procedures for
Model II can be applied.
5.5The REML Method
Let
01 = P (1+--41,e ) 02 = P (172y)
03 = 24(1 + -ye)04 = 24(1-ye)
Similarly to Section 4.4, the full likelihood function is
401, 02, 03, 04) = L1(01, 03)L2(02, 04)
where
L1(01,03)=(271-03)-(n-P)/21-1, +01D9-1-1/2expfg-3.1[Rc.Ri + Ui(ir + 01Dr)-1U1]l
and
L2(02, 04)= (27r04)(n P)121-4 + 02Dr 11/2 exp{ -4'1[Y2R2 + N ([9- + 02Dr) 1 U2] }are the likelihood functions for
and
respectively.
The MLE of p is
(U14(
Wi )
R1 11(
W2
U2)4 )(yi
R2 Fo
0 + 0 0944
P=
t/3 + e4
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where the o:s are the MLEs of 0:s.
The full likelihood function of (p,-yg,-ye,o1) is L(p,-yg,-ye, = L(01,02,03, 04).
The profile log likelihood function of p is defined as
/(P) = max2 1(P, -rg, -re, ae).
For a given po, l(po) is obtained by a constrained quasi-Newton method within the
ranges 1 < -yg < 1, 1 < -ye < 1 and 0 < Qe < oo. Also the constrained quasi-
Newton method is used to maximize the full log likelihood l(p, -y9, -ye, tee) subject to
the constraints above and 0 < p < oo.
The constrained quasi-Newton method which uses numerical derivatives is very
useful in searching for the MLEs for Model III because of the difficulty of obtaining
formulas for the derivatives of the likelihood functions.
Similar to Chapter 4, the usual generalized likelihood ratio test for testing 1/0:
p = povs Ha : p > po. can be found from the profile likelihood function of p.
5.6Simulation Study
Unlike Chapter 4, we do not implement the Bonferroni method in our simulation
study. In Section 4.3.4, the confidence interval for p from the Bonferroni method is67
very conservative and its width is very large. So we can expect that when -ye0,
this confidence interval procedure is even more conservative. Thus,we only compare
the power functions of the univaraite EQP with the bivariate REML tests andsee
the general performance of the standard REML method for testing
Ho : p = poagainstHa : p > po
where Po E {0,25/975,50/950, 75/925). The design matrix (X0, Z0) in Example 2.5.2
is used with m = t = 4. Without loss of generality, pi = p2= 0, Qe = 0.5 are chosen.
Let -y0 = 0.25, -ye = 0.25. Then 01 = p, 02= p, 03 = 1.25, 04 = 0.75. Similar to
Chapter 4, for values of p > po, a total of 1000 samples of 40 standard normal random
variables u* and e*_,i are generated. Let
=V1.25 Vou*+ie*+ii]
V0.75 e
Y* v* +i3
2
The univariate EPQ method uses Yi* only. The bivariate REML method is based on
1/4! and Y*.
The power functions are plotted in Figures 5.15.4 corresponding to the columns
of Table 5.1.
The size of the bivariate REML test is a little bit larger than the nominal value
a = 0.05. Figures 5.15.4 show that the bivaraite REML method has much higher
power than the univariate EPQ procedure.68
Table 5.1: Simulated powers for the univariate EPQ and bivariate REML tests of
Ho : p = poagainstHa :p > poforpo =0,25/975,50/950 and 75/925. The
bivariate CRD design with t = m = 4 was used.
p
Po = 0.0
EPQ REML
Po =25/975
EPQ REML
po =50/950
EPQ REML
po =75/925
EPQ REML
0 0.0490.062
25/9750.0680.0970.0520.068
50/9500.0890.1260.0740.0920.0580.071
75/9250.1180.1680.0900.1230.0760.0900.0620.068
1/90.1390.1920.1190.1530.0930.1160.0740.091
2/80.2330.3430.1990.2810.1760.2340.1610.193
3/70.3990.5030.3040.4430.2710.3930.2460.339
4/60.4570.6580.4130.6030.3830.5480.3580.511
5/50.5650.7950.5380.7540.5020.7090.4670.663
6/40.7000.8930.6620.8690.6230.8340.5990.817
7/30.7980.9670.7730.9580.7520.9360.7360.912
8/20.8980.9910.8780.9860.8600.9820.8430.978
9/1 0.9620.9990.9580.9990.9530.9990.9480.9990.0
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Chapter 6
Summary and Some Conclusions
A simulation study was used to compare the power functions of the EPQ and the
REML tests for univarate data generated from the lamb data design. The simulation
results indicate that the univariate REML method performs slightly better than the
EPQ method. However the EPQ method is preferable since it is easier to implement.
Extensions of the EPQ method to bivariate models use Bonferroni combinations
of confidence intervals and hence produce conservative, rather than exact, intervals.
A simulation shows that the Bonferroni-EPQ test has less power than the REML
test.
In both Model II and Model III, the simulation study shows some superiority of
the bivariate REML method over the other methods. This is because the bivariate
REML method combines the information about p in Y1 and Y2 together through a
joint likelihood function while the univariate EPQ uses only Y1 or Y2 and the bivariate
Bonferroni-EPQ methods are very conservative.
Although all the simulation studies were done for special models (lamb data design
and simple CRD bivariate case), the results of the simulation may indicate that one
can expect better performance of the maximum likelihood approach (REML) in more
general mixed linear models. REML is more widely applicable since exact methods
are not available for all mixed linear models.74
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