(p. 481). Moore (1975) was the first to use best-performance records by age to examine how athletic performance changes with age. This was followed by Salthouse (1976) . Stones & Kozma (1980) used records by five-year age intervals to examine performance changes by age-see also Stones & Kozma (1981 , 1982 , 1986a , 1986b . The next study after Salthouse (1976) to use records by yearly age intervals was Fair (1994) . More recent studies using athletic records include time ever recorded by a 60-year old man is based on a very large sample of attempts, much larger than would ever be feasible in an experimental setting. In addition, the age range for which records exist is large, again much larger than is feasible in an experimental setting.
This study extends the results in Fair (1994) . The athletic events have been extended to include swimming for both men and women, and one cognitive event has been added: chess. In addition, there are now better data at the old ages on track and field events and road running events because of the expanded participation in these events by the old. The age range used in this study is 35-100 for swimming, 35-98 for track and field and running, and 35-94 for chess.
Using age records to examine performance changes by age is likely to lessen selection bias problems. In psychology selection bias is a common problem in cross-section studies of cognitive aging because more talented people may be over When best-ever performances by age are used, it does not matter that, say, the percent of talented people in the 70-year-old sample is larger than the percent in the 40-year-old sample because only the performance of the very best person by age is used. It also does not matter if, say, fewer 70-year-olds than 40-year-olds train hard and compete as long as some of the best at both ages compete. Again, in the end only the one best performance per age is used. It may be, of course, that the estimated performance declines using age records are not representative of declines for the average person, and in this sense the selection using age records may be misleading regarding the average person. This is discussed later.
METHODS
The method used in Fair (1994) uses a more flexible functional form than was used in previous studies and deals with two important statistical problems that were not considered. (As discussed below, the two statistical problems are accounting for dominated times and for the fact that all measurement errors are non negative.)
The functional form postulates a linear percent rate of decline between age 35 and some transition age, which is estimated, and then quadratic decline after that. This functional form is more flexible because it allows the transition age to be estimated along with the other parameters. If, for example, quadratic decline begins soon after 35, then the estimated transition age will be close to 35 and there will be almost no range of linear decline. On the other hand, if quadratic decline begins late in life, the estimated transition age will be close to the end of the age range.
The use of percentage rates of decline means that the rates are unit free. 1 The estimates in this paper would, of course, be affected if a different functional form were used.
The estimates are based on the following three assumptions: 1) decline has begun by at least age 35, 2) the rate of decline is the same per year between age 35 and some transition age k * (i.e., linear rate of decline), and 3) the rate of decline increases by the same amount per year after the transition age (i.e., quadratic rate of decline). b k will be used to denote the log of the biological minimum time for age k for the particular event. 2 The exact equation that is postulated for b k , based on the above three assumptions, is presented in the appendix. b k , the log of the biological minimum time, is not necessarily observed for a given age and event. r k will be used to denote the log of the observed record time for age k. By definition,
where k denotes the measurement error. This error will be close to zero if the 1 Baker, Tang, & Turner (2003) is an example of a study using percentage rates of decline. 2 For the high jump the measure of performance is distance and for chess the measure is rating, where, unlike for time, larger is better than smaller. For simplicity, the following is written assuming time is the measure, but the switch to distance or rating is straightforward. Again, because of the use of percentages (logarithms), it does not matter whether the measure is in units of time, distance, or rating. record time is close to the biological minimum. If a large number of people of age k have competed in the event, the record time is likely to be fairly close to biological minimum and thus the measurement error close to zero. If, on the other hand, the number who have competed is fairly small, as it is at the very old ages, the record time may be above the biological minimum and thus the error positive.
This problem of a positive measurement error will be called the "small sample problem."
One way in which the small sample problem may manifest itself is for the record time at some age to be larger than the record time at an older age. If this is true, the record time at the younger age will be called a "dominated time." This is the first statistical problem mentioned above: how to deal with dominated times? The procedure used in the estimation work is simply to exclude observations that are dominated. Under the assumption that people never get better after age 35, a dominated time cannot have a zero measurement error. Excluding these observations avoids using values that for sure have positive measurement errors.
Note, however, that although dominated times are "soft" in that they are likely to be broken in the future, a non-dominated time may also be soft, especially at the very old ages. In other words, excluding dominated times does not necessarily eliminate all small sample problems.
The exact equation that was estimated is presented in the appendix, along with a discussion of the estimation method that was used. The estimation method is designed to insure that all the estimated errors are non negative. This deals with the second statistical problem mentioned above.
Estimates are presented in Table 1 for 1) the rate of decline up to the transition age, denoted α, 2) the transition age, denoted k * , and 3) the quadratic parameter, denoted δ. The quadratic parameter is the amount by which the rate of decline changes each year after the transition age. Estimates are also presented in Table 1 of the cumulative percentage loss from age 35, denoted R k . R k will be called the "age factor."
When examining the estimation results it is important to realize that the estimate of the transition age k * and the estimate of the quadratic parameter δ are collinear. If one is low, the other tends to be low, and vice versa. In other words, sometimes the estimation gives an early transition age and low quadratic curvature, and sometimes it gives a late transition age and high curvature. The best way to see if two estimated equations are similar at the older ages is not to look at the estimates of k * and δ, but at the implied age factors.
The data that are needed for a specific event in the estimation are observations on the best-ever performance by age beginning with age 35. The track and field data (100, 200, 400, 800, 1,500, 5,000, and 10,000 meters and the high jump) are from Masters Age Records 2003 Edition, and the road racing data (5K, 10K, and marathon) are from TACSTATS/USA. Only data for men were used. The data for women were not used because the small sample problem seemed serious at the very old ages for a number of the events. The track and field data give the world record by age for each event. The road racing data, on the other hand, give only the record for a U.S. citizen by age for each event. Ideally, world records should be used instead of just U.S. records, but such data are not available for road racing. because of likely small sample problems for women. In addition, a player was excluded if his rating did not change between the two dates. In almost all cases an unchanged rating over a six-month period means the player is not active. The aim was to choose only active players. From the resulting dataset, the best rating was retrieved for each age from age 35 on. One player was excluded, Garry Kasparov.
His rating was such an outlier that no sensible line could have been fitted using this value and his age, 41. The chess data are different from the data for the other events in that the observations are not world or U.S. records. The observation for a given age is the best rating for an active player at a particular date, not necessarily the best ever. Small sample problems may thus be more serious for chess than for the other events.
The first phase of the estimation work was to obtain estimates of α, δ, and k * for each separate event. The second phase was to pool the events whose estimates of α, δ, and k * were similar.
RESULTS
It will be useful to begin with the pooled estimates, which are presented in Table 1 .
For the track and road racing data the pooling was for 100, 200, and 400 meters (Sprint) and for all others (Run). For swimming the pooling was for men and women separately and for three distances each (M50, M100, M200+, W50, W100, W200+). Table 1 The results for men's swimming show the collinearity between the estimates of k * and δ discussed above. The estimate of k * is low for M200+ relative to the estimates for M50 and M100, as is the estimate of δ. The age factors are similar for the three categories through age 60, and after that the age factors are generally larger for the longer distances, as is the case for Sprint versus Run discussed above. 5 The results for women swimmers are more problematic because of likely small sample problems at the very old ages. For W100 and W200+ the estimated value for k * was 35, which means that there is no linear segment before the quadratic.
The age-80 results are similar for women and men in that the age factors increase with distance. Also, the age-80 age factors for women are larger than they are for men. For example, for 200+ R 80 is 1.70 for women and 1.55 for men, a 9.7 percent difference.
The results for the high jump are similar to those for Run regarding the implied age factors.
The results for chess are striking in that they show much smaller rates of decline than for any of the physical activities. For example, the age factor for age 80 for chess is 1.11, which compares to the next smallest age-80 age factor of 1.31 for M50. Table 2 presents the individual estimates for all the cases. The format is the same as that for Table 1 . The first thing to look for are estimates that are out of line with the others, and there are actually very few in Table 2 . For the marathon the estimate of k * is somewhat lower than for the other running events, although the estimate of δ is also lower. This is discussed below. For swimming the largest differences are for the butterfly (FL) for both men and women, where the age factors are generally larger than for the others. The maximum ages for FL are generally lower than for the others, which may reflect a more serious small sample problem for FL than for the others.
Regarding pooling, it seems clear from Table 2 close. The marathon is a case of a low estimated value of k * going along with a low estimated value of δ. Less confidence can be placed on the estimates for the marathon than for the other running events because the maximum age is only 92 for the marathon. It is the case, however, that the values of R k for the marathon are fairly similar to those for the other running events, and primarily because of this, the marathon was pooled with the other running events.
Regarding swimming, it is generally the case in Table 2 that the age factors increase with distance, especially at the older ages. The age factors are also generally larger for women than for men, again especially at the older ages. The pooling in Table 1 is designed to pick up these differences.
Using the pooled estimates in Table 1, Table 3 presents the age factors R k for ages 35 through 100. These age factors have already been presented in Table 1 for ages 40, 50, 60, 70, 80, 90, and 100. Although the estimates have been presented through age 100, not much confidence should be placed on the estimates in the 90s because of the small sample problem. The true curvature is not likely to be pinned down very well at the very old ages.
To get a picture of the different rates of decline, Figure 1 shows plots of the age factors from Table 3 for Sprint, Run, M100, and Chess. These plots show clearly the much smaller rates of decline for chess. Sprint and M100 are similar through age 75, at which point the rates of decline for M100 become larger.
DISCUSSION
The 10-year rates of decline in Table 1 provide useful measures to compare to other studies. 6 For chess the 10-year rate of decline at age 80 is about 4 percent.
As noted above, this is much smaller than for any of the physical activities. One study of chess (Charness, Krampe, & Mayr, 1996) shows even smaller 10-year rates of decline than those in Table 1 for ages 45-55 and 55-65, but the smaller estimates may be due to cross-section bias since record bests by age were not used.
Similarly, a study of the game of GO (Masunaga & Horn, 2001) showed no decline with age, which may also be due to cross-section bias. The estimated nonlinear (quadratic) decline for chess at the older ages in Table 1 show that the 5 to 10 percent range is a reasonable approximation through age 70 for men and age 60 for women, but not after that. The advantage of the approach in this study is that rates of decline can be estimated for ages much older than 70, where it seems clear that the decline is more than 5 to 10 percent per decade.
The results for the exponential model in Stones & Kozma (1980) (their Table 2) show a yearly rate of decline of 0.9 percent for 200 meters and 1.2 percent for the marathon, thus showing a faster rate of decline for the longer distance. In Table 1 the yearly rate of decline up to about age 75 is 0.59 percent for Sprint (which includes 200 meters) and 0.80 percent for Run (which includes the marathon).
The estimated rates of decline are thus smaller in this study than in Stones & Kozma (1980) for ages below 75, but both studies show a faster rate of decline for the longer distances. In this study, unlike in Stones & Kozma (1980), the rates of decline increase at the older ages (because of the quadratic specification), and so at some point they become larger than those in Stones & Kozma (1980). However, even as they become larger, it is still the case that the rates are larger for the longer distances. The results in Moore (1975) The results in Table 1 for swimming for both men and women also generally show larger rates of decline at the longer distances. This is not true for ages above about 90, but the estimates for ages above 90 are less reliable than the others because of the small sample problem. They also generally show larger rates of decline for women than for men, although again not at the very old ages. The larger rates of decline at the longer distances and the larger rates for women versus men are consistent with results reviewed in Tanaka & Seals (2003) . The results in Table 1 are probably not precise enough (because of the small sample problem) to form any conclusions about swimming versus running. Comparing the age factors, Sprint is fairly close to M50 for all but the very old ages, as is Run versus M200+.
The results are also probably not precise enough to conclude whether women are more affected by increasing distances than are men in their rates of decline.
Regarding future research, as more and more older people compete in the various events, more reliable estimates will be able to be obtained for the older ages. In addition, as more women compete, the estimates for women will become more reliable. It may also be possible to add other events. For example, Crash B rowing is an event that in a few years may have enough data to estimate rates of decline in rowing.
New data for cognitive activities are obviously harder to come by. Chess has the advantage that very good records are kept by age. Many cognitive skills are, of course, involved in playing chess, and so the chess results in this study cannot be taken as measuring rates of decline in any one narrow skill. To use the methodology in this paper to analyze narrower cognitive skills, best scores by age are needed for specific tests that have been taken by many people of many ages. If such data can be found or created, it will be interesting to see if the estimated rates of decline are similar those estimated in this study for chess.
The estimated rates of decline in this study may be useful benchmarks for other studies. As noted in the introduction, they are based on very large samples and on large age ranges. They are also free from traditional forms of selection bias. If in a cross-section study the measured rates of decline are smaller than the present estimated rates for similar activities, this may be cause for concern regarding possible selection bias.
It is, of course, not clear whether the rates of decline in Table 1 are relevant for any specific individual. All but the very elite athletes have lower capacity levels than the record levels, but the key question is whether they have similar rates of decline as those estimated from the age records. Does a person of average talent who is not sick or injured and who is in good shape slow down at a similar percent rate as elite athletes? The estimates in this study are obviously of more use if the variation in rates of decline across healthy individuals is small than if it is large.
The key limitation of any study using best-performance records by age is the need to assume that this variation is small in order to apply the estimated rates of decline to specific individuals.
Finally, another limitation of using best-performance records by age is that the data do not reveal the causes or mechanisms of the age trends. Rates of decline can be compared across events, as done in this study, but there is no information in the data regarding causes.
APPENDIX
The postulated formula for b k , the log of the biological minimum time for age k for a particular event, is
with the restrictions γ = β + δk * 2
The two restrictions force the linear and quadratic segments to touch and to have the same first derivative at k * . The unrestricted parameters to estimate are the intercept, β, the slope of the linear segment, α, the age at which the line changes from linear to quadratic, k * , and the quadratic parameter, δ.
The equation that is estimated for a given event, where r k is the log of the observed record time for age k, is
where
observations. Since, as discussed in the text, k can never be negative, an estimation method is needed that insures that the estimated value of k , denotedˆ k , will never to be negative. This was done by choosing the estimates of the parameter values in equation 4 to minimize the sum of squared residuals subject to the restrictions that all the estimated errors are non-negative. In addition, the estimated error for the first observation is forced to be zero, under the assumption that the measurement error for the first observations is zero.
Equation 4 is nonlinear in the parameters β, α, k * , and δ. These parameters were estimated using a nonlinear optimization algorithm by minimizing the weighted sum k λ kˆ 2 k , where λ k is equal to 1 ifˆ k ≥ 0 and is equal to a number greater than 1 ifˆ k < 0, whereˆ k is the estimated error for observation k. This penalizes negative errors more than non-negative ones. In the estimation work a value of 500 was used for λ k whenˆ k was less than zero. This was large enough to make nearly all the estimated errors non-negative at the optimum. To insure that the estimated error for the first observations is close to zero, a value of 500 was used for λ k when k is the first observation.
The estimates for a number of the cases are sensitive to whether or not the first observation is forced to be on the line (i.e., whether or not the estimated error for the first observation is forced to be zero). If this restriction is not imposed, some of the lines imply times that are unrealistically low for ages near 35 (e.g., times that are considerably below the current overall world record). If the measurement error is small for the first observation used, then the current procedure is justified.
The restrictions in equation 3 that are imposed in the estimation are examples of polynomial spline restrictions (Poirier, 1976) . The restriction that all the estimated errors be non-negative is common in the estimation of frontier production functions (Aigner & Chu, 1968 , Schmidt, 1976 . The added complication here is that equation 4 is nonlinear in parameters. For linear equations the estimation problem can be set up as a quadratic programming problem and solved by standard methods, but for nonlinear equations a procedure like the one described above must be used.
There is no obvious way to test the hypothesis that the coefficients for one event equal those for another. The assumption of independent and identically distributed errors is not appropriate in this context. In practice, the estimated errors are much larger on average at the old ages, even after excluding the dominated times, which reflects the small sample problem. Comparisons have to be made by looking for patterns across the various cases rather than by formal hypothesis testing.
The values of the age factors, R k , are computed as follows. Letr k denote the predicted value of r k from equation 4 using the estimated values of β, α, k * , and δ and zero values for the error term for k = 35, . . . , 100. Then R k is
It should finally be noted that when pooling is done, a different estimate of β in equation 4 is obtained for each event, but the estimates of α, δ, and k * are constrained to be the same across events. When using the nonlinear optimization algorithm for pooling, the estimated error for the first observation for each of the separate events was forced to be zero and all the estimated errors were forced to be non-negative (or nearly so). 
Notes:
• Sprint = 100, 200, and 400 meter track.
• Run = all running except 100, 200, and 400 meter track.
• M50 = 50 meter and yard swimming events, men.
• M100 = 100 meter and yard swimming events, men.
• M200+ = all other swimming events, men.
• W50 = 50 meter and yard swimming events, women.
• W100 = 100 meter and yard swimming events, women.
• W200+ = all other swimming events, women.
• HJ = high jump. Notes:
• M = meters, K = kilometers.
• M events are track, K events are road racing. Notes:
• LCM = long course meters, SCY = short course yards.
• FR = free, BA = back, BR = breast, FL = fly, IM = individual medley. Notes:
• FR = free, BA = back, BR = breast, FL = fly, IM = individual medley. Table 3 .
