Advanced Very High Resolution Radiometer (AVHRR) sensors provide a valuable data source for generating long-term global land surface temperature (LST). However, changes in the observation time that are caused by satellite orbit drift restrict their wide application. Here, a generalized split-window (GSW) algorithm was implemented to retrieve the LST from the time series AVHRR data. Afterwards, a novel orbit drift correction (ODC) algorithm, which was based on the diurnal temperature cycle (DTC) model and Bayesian optimization algorithm, was also proposed for normalizing the estimated LST to the same local time. This ODC algorithm is pixel-based and it only needs one observation every day. The resulting LSTs from the six-year National Oceanic and Atmospheric Administration (NOAA)-14 satellite data were validated while using Surface Radiation Budget Network (SURFRAD) in-situ measurements. The average accuracies for LST retrieval varied from −0.4 K to 2.0 K over six stations and they also depended on the viewing zenith angle and season. The simulated data illustrate that the proposed ODC method can improve the LST estimate at a similar magnitude to the accuracy of the LST retrieval, i.e., the root-mean-square errors (RMSEs) of the corrected LSTs were 1.3 K, 2.2 K, and 3.1 K for the LST with a retrieval RMSE of 1 K, 2 K, and 3 K, respectively. This method was less sensitive to the fractional vegetation cover (FVC), including the FVC retrieval error, size, and degree of change within a neighboring area, which suggested that it could be easily updated by applying other LST expression models. In addition, ground validation also showed an encouraging correction effect. The RMSE variations of LST estimation that were introduced by ODC were within ±0.5 K, and the correlation coefficients between the corrected LST errors and original LST errors could approach 0.91.
and soil moisture, but it can also benefit analyzing long-term global change [2] . As it is vulnerable to the surrounding environment, such as surface components, soil physicochemical characteristics, and albedo, this important variable clearly has spatial and temporal heterogeneity [3] . For this reason, satellite remote sensing provides the only way to obtain an LST with a high resolution and overall spatial distribution. Decades of measurements from geostationary Earth orbit (GEO) and low Earth orbit (LEO) satellites have accumulated due to major achievements in global satellite technology; these measurements can be used to generate LST products for climate change research [4] .
With different assumptions and approximations of radiative transfer equations in the thermal infrared domain, many LST retrieval methods have been developed. These efforts can be summarized as the following five types: single-channel methods [5, 6] , multi-channel methods [7] [8] [9] [10] , multi-angle methods [11] , multi-temporal methods [12, 13] , and hyper-spectral methods [14] ; Li et al. compiled a comprehensive review [2] . A series of publicly available LST products have been created while applying these algorithms to measurements of different sensors. For example, the most widely used Moderate Resolution Imaging Spectroradiometer (MODIS) LST product can cover the Earth with a spatial resolution of 1 km and a temporal resolution of one day [15, 16] . However, its time range only applies to February 2000. The (Advanced) Along-Track Scanning Radiometer ((A)ATSR) LST product has a wide temporal span, tracing back to 1991 [17] . However, its temporal resolution is only three days because of its narrow scanning width. The Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) LST product has a very high spatial resolution of 90 m, but it has a shortcoming in its long revisiting cycle of 16 days [18] . As the new generation of LEO satellite sensor, the Visible Infrared Imaging Radiometer Suite (VIIRS) LST product extends and improves the MODIS LST product, but it has only been produced since 2012 [19, 20] . Unlike LST products derived from LEO satellites, GEO satellites can produce an LST dataset with a very high temporal resolution and relatively low spatial resolution at the regional scale. The representative datasets include the Geostationary Operational Environmental Satellites (GOES) LST and the Spinning Enhanced Visible and InfraRed Imager (SEVIRI) LST products, which provide hourly LSTs at a 2~10 km spatial resolution for America after 2010 [21] and 15 min LSTs at a 3 km resolution for Europe after 2006 [22] , respectively.
The GlobTemperature project estimated the requirements of LST products in a variety of earth applications, including surface process, climate, environment monitoring, human impacts, and meteorology. The results revealed that most applications need LST datasets with a duration of 20-30 years, a spatial resolution of 1 km, a temporal resolution of 1 day, and global data coverage [23] . Current LST products can only be tracked back to 2000 and cannot meet the requirements of applications under the same requirements of spatio-temporal resolution and coverage domain. Moreover, the Intergovernmental Panel on Climate Change (IPCC) report of 2014 stated that the period from 1983 to 2012 might be the warmest 30-year period of the last 1400 years in the Northern Hemisphere [24] . Therefore, extending the temporal range of LST products is urgently needed. For this meaningful work, Advanced Very High Resolution Radiometer (AVHRR) sensors, mainly flying on National Oceanic and Atmospheric Administration (NOAA) series satellites (from NOAA-6 launched on June 1979 to NOAA-19 launched on February 2009) with 1 km spatial resolution at nadir and daily temporal resolution, are the only available data source.
There are two key problems that need to be further solved. The first problem is developing an operational LST retrieval algorithm applicable to AVHRR data. Because of its simple form and lack of requirement for accurate atmospheric profiles, the split-window algorithm has been widely extended to generate LST products [2] . This also applies to NOAA AVHRR data. For example, Sobrino et al. [25] and Pinheiro et al. [26] proposed the nonlinear and linear split-window method to approximate LSTs from NOAA AVHRR imagery, respectively. Frey et al. compared four mono-window and six split-window algorithms for the time series processing of LST from NOAA AVHRR and revealed that the split-window algorithms have smaller deviations in terms of their accuracy, precision, and sensitivity [27] . Zhou et al. developed a multi-algorithm ensemble approach by combining nine split-window algorithms to estimate the LST from NOAA-7 and NOAA-14 data [28] . However, the formulae for various algorithms are different, which might lead to a system error in the resulting LST products. Therefore, a uniform, stable, and high-accuracy algorithm should be proposed for generating a long-term global LST product [27] .
The second problem is more serious: satellite orbit drift correction (ODC). NOAA AVHRR afternoon observations become progressively later after launch due to the lack of an active control to maintain a sun-synchronous orbit over a long time-period ( Figure 1 ) [29] . Therefore, even if the LST is perfectly estimated with an accurate method, the application of a long-term LST is also significantly restricted due to the variability in viewing time [30] . Several methods have been developed for dealing with orbit drift, generally relying on spurious trends that are based on a time-analysis of the data. These methods, which are based on a land cover cluster or a pixel, first calculate the averages of LST and solar zenithal angle (SZA) within a specified period as the reference values. Afterwards, anomalies in the LST and SZA for every moment are retrieved, and their relationship is determined by means of linear or nonlinear regression technology. Finally, the fitted LST anomalies that result from SZA anomalies are removed by simple difference. For example, Gutman [30] and Gleason et al. [31] eliminated the influence of satellite orbit drift by applying a linear regression between LST and SZA over homogeneous vegetation classes. Sobrino et al. [32] proposed a similar pixel-based method, which does not need detailed knowledge regarding land cover. Julien and Sobrino [33] developed a double fitting method, in which the LST anomalies are linearly fitted against both time and the second order polynomial fit of SZA anomalies, allowing for the removal of the orbit drift effect without the removal of eventual trends in the data. Obviously, these methods need an averaged reference value and they are based on empirical or statistical information obtained from the data themselves. For these reasons, the above corrections are not physically-based and they can only be considered a 'best guess' [33] . Another method, called the 'typical pattern technique', relies on the physical land surface diurnal temperature cycle (DTC) from the Climate Community model (CCM3) [34] . This method developed the lookup table (LUT) for the DTC of 18 land cover types-for every season and for latitude bands with an interval of 5 • -and then used the LUT to normalize the LST to the nominal overpass time. This method produces spatial discontinuities in the land cover type and latitude band transitions, although it removes the temporal discontinuities in the LST at satellite transitions [35] . More importantly, this method requires two observations every day in order to combine satellite measurements with the typical DTC to generate the actual DTC [34] . However, twice-per-day available observations are hardly satisfied due to of cloud pollution. Importantly, the time resolution of the Land Long Term Data Record (LTDR) [36] , which is one of the most widely used AVHRR data products, is only one-per-day, meaning that the 'typical pattern technique' is not applicable.
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Materials
DTC Simulations
From Figure 1 , one can see that the nominal time range of the NOAA afternoon observations is approximately between 13:30 and 17:00. The temperature evolution during this time interval can be expressed while using the daytime portion of a mature DTC model [37] : Figure 2 explains the meanings of all the parameters in the DTC model. T 0 is the land surface temperature around sunrise, T a is the temperature amplitude, is the daytime length, t m is the time for the maximum temperature, and t is the viewing time. It should be noted that there is a deviation between the cosine function and the temperature decrease after a certain moment in the evening since the change of temperature at nighttime cannot be described by a cosine function. The starting time for temperature attenuation is usually later than 17:00, so it is not included in the time range of NOAA afternoon observations. On the other hand, the temperature changes at this moment are small when compared to the changes at former moments. Even this moment is included in the NOAA overpass times, and the influence of cosine approximation is slight. Therefore, one can use a uniform cosine function to describe the temperature evolution for NOAA afternoon observations. 
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Materials
DTC Simulations
From Figure 1 , one can see that the nominal time range of the NOAA afternoon observations is approximately between 13:30 and 17:00. The temperature evolution during this time interval can be expressed while using the daytime portion of a mature DTC model [37] :
(1) Figure 2 explains the meanings of all the parameters in the DTC model. T0 is the land surface temperature around sunrise, Ta is the temperature amplitude, ϖ is the daytime length, tm is the time for the maximum temperature, and t is the viewing time. It should be noted that there is a deviation between the cosine function and the temperature decrease after a certain moment in the evening since the change of temperature at nighttime cannot be described by a cosine function. The starting time for temperature attenuation is usually later than 17:00, so it is not included in the time range of NOAA afternoon observations. On the other hand, the temperature changes at this moment are small when compared to the changes at former moments. Even this moment is included in the NOAA overpass times, and the influence of cosine approximation is slight. Therefore, one can use a uniform cosine function to describe the temperature evolution for NOAA afternoon observations. Assuming that the land surface consists of two isothermal components (i.e., soil and vegetation), the LST of a pixel can be described, as follows [1] : Assuming that the land surface consists of two isothermal components (i.e., soil and vegetation), the LST of a pixel can be described, as follows [1] :
where θ is the viewing zenith angle (VZA); ε, ε veg , and ε soil are the effective emissivity of the pixel, vegetation, and soil, respectively; T veg and T soil are the vegetation and soil temperature, respectively; and, f (θ) is the directional fractional vegetation cover (FVC), which can be estimated by [39] 
where NDVI(θ) is the directional normalized difference vegetation index (NDVI) and NDVI max and NDVI min are the maximum and minimum NDVI, respectively, which are angle-independent and can be calculated by confidence intervals (e.g., 3% and 97%) of the NDVI image in a growing season. In this work, the DTC simulations are generated by applying Equation (1) and Equation (2). We established an area of 20 × 20 pixels, where FVCs are randomly generated. The T 0 , T a , , and t m are 297. [40] ). ε veg and ε soil are prescribed as 0.98 and 0.95, respectively. Subsequently, introducing FVC and inserting the component temperatures and emissivities into Equation (2) simulates the LSTs of every pixel at any time. In practice, there is an error in LST retrieval. Therefore, a 2 K random error is added to the simulated LSTs. In addition, the observation time is sampled every 30 min. As a result, LSTs of 400 pixels with different FVCs at nine moments are generated.
AVHRR Data
The AVHRR sensors have experienced three generations. The initial AVHRR/1 was a four-channel instrument that was carried on NOAA-6, 8, 10; the subsequent AVHRR/2 was improved to a five-channel radiometer that was carried on NOAA-7, 9, and 11 to 14; and, the latest AVHRR/3 was further refined to a six-channel sensor carried on NOAA-15 to 19. The split-window algorithm requires the brightness temperatures at the top of the atmosphere (TOA) from two different thermal infrared channels to estimate the LST; therefore, only AVHRR/2 and AVHRR/3 have been used. Although their band ranges are basically identical, the spectral response function of each sensor is unique. In accordance with the operational time of different satellites, NOAA-7, 9, 11, 14, 16, 18 , and 19 are selected to produce a long-term global LST from 1981 to present. Figure 3 lists the spectral responses of the two infrared channels of these satellites and their application times [41, 42] .
requires the brightness temperatures at the top of the atmosphere (TOA) from two different thermal infrared channels to estimate the LST; therefore, only AVHRR/2 and AVHRR/3 have been used. Although their band ranges are basically identical, the spectral response function of each sensor is unique. In accordance with the operational time of different satellites, 9, 11, 14, 16, 18, and 19 are selected to produce a long-term global LST from 1981 to present. Figure 3 lists the spectral responses of the two infrared channels of these satellites and their application times [41, 42] . Two LTDR datasets [36] (i.e., the AVHRR daily surface reflectance product (AVH09C1) and AVHRR daily NDVI product (AVH13C1) have been collected in order to assess the performance of the methods in this study. Here, only the data for the NOAA-14 with a time span from 1995 to 2000 are used. The main reasons for selecting NOAA-14 are: (1) People may pay more attention to the performance of LSTs before 2000, since other products are available after 2000 and (2) NOAA-14 has a more serious orbit drift than other sensors ( Figure 1 ). It is worth noting that the spatial resolution of the LTDR datasets is resampled to 0.05 • instead of the original 1 km. A lower resolution cannot exert significant influence on the analysis results because the purpose of this work is estimating model performance.
SURFRAD LST Data
The SURFRAD was established in 1993 with the primary goal of supporting climate research, with accurate, continuous, long-term measurements of the surface radiation budget over the United States. The SURFRAD measurements have been used to evaluate a variety of satellite-derived LST products, such as MODIS [43] [44] [45] [46] , ASTER [47] , AATSR [46, 48] , GOES [46] , and VIIRS [49, 50] , because its stations can provide high-quality measurements of broadband hemispherical upwelling and downwelling infrared radiation, which can be used to develop the reference LST datasets.
In consideration of the operation time of NOAA-14, in-situ measurements of six SURFRAD stations (Table 1) , namely Bondville (BND), Table Mountain (TBL), Desert Rock (DRA), Fort Peck (FPK), Goodwin Creek (GWN), and Pennsylvania State University (PSU), are used. Ground measured LSTs matched with the NOAA-14 overpass time are estimated while using the following method:
where F u is the upward broadband hemispherical infrared flux, F d is the downward broadband hemispherical infrared flux, σ is the Stefan-Boltzmann constant (5.670373 × 10 −8 ), and ε 3−∞ is the surface broadband emissivity (BBE). The value of BBE can be calculated from narrowband emissivities while using a spectral-to-broadband linear regression equation [51, 52] . Unfortunately, there are few available narrowband emissivities at SURFRAD sites before 2000. However, previous studies indicated that a 0.01 error in BBE only causes approximately a 0.1 K error in the LST [44] , which is a minor contribution when compared to the contribution of the measurement uncertainties [46] . For this reason, the present study sets the same BBE values as Duan et al. [45] (see Table 1 ). A SURFRAD LST dataset over multiple years can be developed while combining the BBE, F u , F d , and Equation (5). 
Methods
Refined GSW Algorithm
A non-linear GSW algorithm, with the addition of a quadratic term of the difference between the brightness temperatures, was developed in order to improve the accuracy of the GSW algorithm in wet and hot atmospheric conditions [53, 54] . Liu et al. [55] extended this improved method to NOAA-AVHRR sensors based on radiative transfer simulations. Their results showed that the overall accuracies vary from 0.59 K to 0.55 K for NOAA 7 to NOAA 19, indicating satisfactory performance. Therefore, this model is also used to create the long-term global LSTs from actual NOAA time series data in this study. The refined GSW algorithm estimates the LST as
where T i , T j are the brightness temperatures in two adjacent channels, ε is the averaged emissivity for these two channels, ∆ε is their emissivity difference, θ is viewing zenith angle, and A 0-7 are the model coefficients. It should be noticed that only the brightness temperatures of the two TIR channels are unknown inputs. The emissivities and water vapor content (WVC) have to be provided to retrieve the LST. Correspondingly, the emissivities and WVC are calculated from the NOAA AVHRR data while using the NDVI-based threshold method [39, 56] and the split-window covariance-variance ratio (SWCVR) method [57] , respectively. In practical application, the LST is estimated with two steps. Firstly, a preliminary LST is estimated with coefficients covering the entire LST range in a suitable WVC and averaged emissivity sub-class; then, a more accurate LST is determined while using coefficients for a suitable approximate LST sub-range [58] .
Physically-Based Orbit Drift Correction Algorithm
The aim of orbit drift correction is to correct the LSTs at different overpass times to a fixed reference time. Here, 14:30 is used as the standard time. This time is selected, since it is an approximately middle moment of 13:30-16:00, which is an interval that contains most of the observation times (see Figure 1 ), and it also corresponds to the nominal orbit of NOAA-7.
From Equation (1), we can conclude that the LST at t can be described as
where T s (14.5) is the LST at 14:30.
Without considering the effect of emissivity, Equation (2) can be further simplified as the following linear formulation:
Although this linear approximation has no clear physical meaning, it is a widely adopted assumption and remains essential for achieving model simplicity and component separability [59] .
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By combining it with Equation (8), Equation (7) becomes
Thus, the LST at the observation time could be expressed while using five unknown parameters, including vegetation and soil component temperatures at 14:30, i.e., T veg (14.5) and T soil (14.5), and three DTC parameters of the LST, i.e., T a , and t m .
This work uses the information of neighboring pixels to estimate these five parameters-that is, by assuming that five parameters are identical within a 3 × 3 moving window centered on the pixel to be corrected [40, [59] [60] [61] [62] . Afterwards, there will be nine observations, and Equation (9), therefore, becomes solvable. Once these five parameters are obtained, the LST at 14:30 can be acquired by using Equation (8) .
Two constraints are supplied in order to ensure the validity of the LST at 14:30. One constraint is related to the relationship between the LST at the observation time and the LST at 14:30. As we can see from Figure 2 , if a moment is closer to t m , the LST at that moment is higher. Therefore, for the observation time and 14:30, the product of the difference between the time differences with t m and the difference between their LSTs should be no more than 0. That is,
The other constraint is related to component temperatures. According to the typical vegetation and soil temperatures [38, 58, 59, [61] [62] [63] [64] [65] , the component temperature difference should satisfy the following formulation:
The purpose of this study is to generate an orbit drift corrected LST from the NOAA data. Therefore, the range of the component temperature differences should be summarized according to satellite observations. Although this range might be somewhat small, it is suitable for most cases. On the other hand, T soil (14.5) and T veg (14.5) are the middle variables. This small range might lead to a slight influence on their accuracies, but the impact on the LST might be smaller.
A Bayesian optimization algorithm, rather than the traditional Levenberg-Marquardt minimization method (as in previous studies [40] ), is used to calculate Equations (9)-(11) to better realize these two constraints. Table 2 lists the initial value and valid range for each parameter of Equation (9) . Assume that the LST variation is no more than 15 K during 13:30~17:00, and the temperature at the viewing time is denoted as the LST. Subsequently, T s (14.5) would lie between LST-15 K and LST+15 K. If the pixel is pure soil, the minimum of T veg (14.5) should be LST-30 K, and the maximum of T veg (14.5) should be LST+20 K. Based on the same scheme, T soil (14.5) should be in the range from LST-20 K to LST+30 K. Similarly, the initial values and valid ranges of the other three unknown parameters are universally set to ensure the practicality of the proposed method. The a priori knowledge of the Bayesian optimization can be obtained by solving Equation (9) with the Levenberg-Marquardt minimization method. Here, PyMC, which is a flexible and extensible Python package for Bayesian statistical models and fitting algorithms [66] , and Lmfit, a high-level interface to non-linear optimization and curve fitting problems for Python [67] , are selected to perform the procedure. LST is the temperature at the observation time.
Results
Orbit Drift Correction with Simulations
3.1.1. Performance
As described in Section 2.1, the time interval from 13:30 to 17:00 is sampled at a step of 30 min. Based on the proposed ODC algorithm, the simulated LSTs at other moments are normalized to 14:30. While taking the simulated LSTs at 14:30 as references, the corrected results for the entire interval, as well as every moment, are estimated. As Figure 4 shows, the ODC can significantly enhance the comparability between LSTs at other moments and 14:30 in terms of the overall magnitude of change. According to subplot (a), before ODC, the root-mean-square error (RMSE) for LSTs at 14:30 and LSTs not at 14:30 is 3.9 K. There are many considerably low temperatures at other moments with a large Bias of −2.0 K. After ODC, the RMSE for the actual LSTs at 14:30 and the estimated LSTs at 14:30, i.e., the LSTs corrected from other moments, decreased to 2.5 K. The phenomenon of low temperature is effectively reduced and the Bias improved to 0.5 K.
Subplots (b)~(h) show the correction results for different observation times. At 13:30, based on subplot (b), ODC introduced slight RMSE degradation, i.e., the RMSE ranged from 2.4 K to 2.6 K. This small decrease in accuracy might be because 13:30 is closer to time t m when the variation in the LST is more dramatic. The proposed ODC algorithm uses the relationship between the LST at t m and the LST at the viewing time as well as at 14:30. Therefore, a more dramatic variation might lead to a bad ability to find a stable solution. However, owing to ODC, the Bias becomes closer to 0 from 1.3 to 0.3 K, which suggests that the estimated LSTs at 14:30 have a more similar trend to the actual LSTs at 14:30 than the original LSTs at 13:30. For this reason, the correction method is still useful, even though it leads to a slight RMSE increase. As far as 14:00 and 15:00 are concerned, since both times are close to 14:30, there is almost not change in the RMSEs before and after ODC. However, the absolute Biases reduce to 0.7 K, both for 14:00 and 15:00, again illustrating the validity of the proposed method. For other moments, the correction effects are more significant. The RMSEs decreased to 0.7 K, 1.2 K, 2.4 K, and 3.9 K, and the absolute Biases reduced to 1.3 K, 2.0 K, 3.7 K, and 5.7 K for 15:30, 16:00, 16:30, and 17:00, respectively. However, from the perspective of absolute accuracy, the RMSEs are 2.2 K (14:00 and 15:00), 2.3 K (15:30), 2.5 K (16:00), and 2.6 K (16:30 and 17:00). Obviously, the further the viewing time is from 14:30, the larger the correction error is. This result is expected, since a large time difference would create more difficulty in normalization. Overall, the majority of differences between the actual LST and the estimated LST at 14:30 are within the range of (−3, 3) K, and the proportions of 13:30, 14:00, 15:00, 15:30, 16:00, 16:00, and 17:00 are 72.9%, 81.7%, 82.2%, 80.2%, 78.7%, 73.7%, and 74.2%, respectively. Almost of all the differences are within the range of (−5, 5) K, and the minimum proportion is 94.2 % at 17:00. While considering that the prescribed LST error is 2 K, these correction results are encouraging. 
Sensitivity Analysis
According to Equation (9) , the LST at the observation time is a key input variable for orbit drift correction. Therefore, two more random errors, 1 K and 3 K, are added to the origin LST. The reason for choosing these three errors is that they are the retrieval accuracies of the current LST products. Only the case of 15:00 is analyzed in order to present the result more clearly. From Figure 5 , one can conclude that the LST retrieval error significantly affects the corrected result. As the LST estimated error increases, the performance of removing the orbit drift effect becomes worse. Specifically, the corrected RMSEs are 1.3 K, 2.2 K, and 3.1 K for the LST retrieval RMSES of 1 K, 2 K, and 3 K, respectively. Thus, the changes in the amplitude of the RMSE of LST retrieval and orbit drift correction are basically identical. 
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Validation
LST Retrieval
Firstly, the retrieval accuracy of the LST at overpass time is evaluated by using the SURFRAD LST. The corresponding NOAA AVHRR pixels are selected according to the geo-locations of six SURFRAD stations ( Table 1 ). The average of SURFRAD observations over ten minutes centered on the overpass time is used to calculate the reference LST according to Equation (5) in order to reduce randomness. Moreover, it is necessary to remove the outliers that result from cloud contamination to achieve robust results for LST validation [68] . By using the quality assessment (QA) field in ACH09C1, the pixels that are cloudy, i.e., the 0th bit of QA is 1, or contain cloud shadows, i.e., the 1st bit of QA is 1, are filtered. Meanwhile, a robust outlier detection method, named the "3σ-Hampel identifier" [69] , is applied to further ensure the data quality. In summary, these are the three main 
Validation
LST Retrieval
Firstly, the retrieval accuracy of the LST at overpass time is evaluated by using the SURFRAD LST. The corresponding NOAA AVHRR pixels are selected according to the geo-locations of six SURFRAD stations ( Table 1 ). The average of SURFRAD observations over ten minutes centered on the overpass time is used to calculate the reference LST according to Equation (5) in order to reduce randomness. Moreover, it is necessary to remove the outliers that result from cloud contamination to achieve robust results for LST validation [68] . By using the quality assessment (QA) field in ACH09C1, the pixels that are cloudy, i.e., the 0th bit of QA is 1, or contain cloud shadows, i.e., the 1st bit of QA is 1, are filtered. Meanwhile, a robust outlier detection method, named the "3σ-Hampel identifier" [69] , is applied to further ensure the data quality. In summary, these are the three main steps in matching the NOAA LST and SURFRAD LST at overpass time: (1) spatial collocation, (2) temporal consistence, and (3) outlier removal. As Table 1 shows, there are large differences in land cover and orography among the SURFRAD stations. Therefore, the assessment results are separately presented for each station. The time spans for validation of the six SURFRAD stations are different since their installation times are different. Specifically, the ranges for BND, FPK, and GWN cover the entire period of NOAA-14, i.e., the years 1995-2000, while the ranges for TBL, DRA, and PSU are 1995.07-2000. 12, 1998.05-2000.12, and 1998 .06-2000.12, respectively.
From Figure 7 , we can see that the RMSEs range from 4.1 K to 2.2 K and the Biases range from −0.4 K to 2.0 K. Specifically, the stations TBL, DRA, GWN, and PSU have relatively better accuracies, with RMSEs less than 2.7 K and absolute Biases less than 1.5 K; next, the station FPK has a RMSE of 3.4 K and Bias of 1.7 K; the station BND has the largest RMSE and Bias, which are 4.1 K and 2.0 K, respectively. The spatial resolution of the LTDR data is 0.05 • , whereas the spatial resolution of the pyrgeometer measurements at the SURFRAD site is approximately 70 × 70 m 2 [49] . Therefore, large RMSEs (>2 K) are expected. There are different land covers, homogeneity, and orography within such a big pixel, which could exert considerable influence on LST validation [43, 46] . On the other hand, only observations during daytime are used since the temporal resolution of LTDR data is once a day, meaning that there is high thermal heterogeneity [43, 45, 46] . Nevertheless, the retrieval accuracy is also encouraging. Martin et al. [46] evaluated five LST products from various sensors (AATSR, GOES, MODIS, and SEVIRI) by using in-situ datasets over multiple stations and years and concluded that the average accuracies over the entire time span are within ±2.0 K during nighttime and within ±4.0 K during daytime. Duan et al. [45] also reported that large RMSE values (>2 K) of the collection 6 MODIS LST were obtained during daytime based on the in-situ measurements. Therefore, the results from the NOAA data in this study are competitive.
The observation angle can also exert influence on LST estimation [45, 46, 53, 54, 70] . For this reason, the matched data are divided into two sub-groups by setting 20 • as the interval. Figure 8 presents the result. Except for the station FPK, there are smaller RMSEs for the sub-groups with VZA ≤ 20 • than for the sub-groups with VZA > 20 • . In detail, the accuracy degradations are 0.4 K, 0.5 K, 0.4 K, 0.3 K, and 0.6 K for stations BND, TBL, DRA, GWN, and PSU, respectively. In other words, the retrieved LSTs at quasi-nadir observations have better performances than those of the off-nadir observations. Seasonal change is another factor that influences LST retrieval [45, 46, 68] . Therefore, the RMSEs and Biases of the NOAA-14 LST are separately estimated for spring (March, April, and May), summer (June, July, and August), autumn (September, October, and November), and winter (December, January, and February) over multiple years. As Figure 9 shows, the Biases of every station in every season are within ±2 K, except for spring at BND and autumn at GWN. In addition, the minimum RMSE and a relatively small Bias can be found during winter at most stations, apart from FPK, which could be attributed to the fact that the vegetation characteristic is less obvious. In winter, there are smaller differences between the vegetation and soil, which result in a more homogeneous temperature distribution around individual sites and better retrieval accuracy.
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Orbit Drift Correction
The corrected LST at 14:30 is actually the LST under a cloudless sky since the DTC model is a clear-sky model. SURFRAD measurements at 14:30 must be taken under clear-sky conditions to evaluate the proposed physically-based ODC algorithm. As a result, the first step to validate the ODC is to identify clear-sky moments. Without cloud contamination, the incoming downwelling shortwave radiation (DWSR) should be in line with the sinusoidal distribution during daytime [71] . More specifically, the DWSR should follow linear variation from 14:15 to 14:45 (local solar time). Based on this assumption, the correlation coefficients (R) between DWSR and the local solar time from 14:15 to 14:45 of every matched day have been calculated. Subsequently, 0.95 is selected as the threshold to detect the clear-sky moments, i.e., the moment is cloudless if its R ≥ 0.95. It is worth noting that the filter result features a clear sky during the entire period from 14:15 to 14:45, not only for 14:30. However, this larger time scope can only reduce the count of the filter results, but it may not exert any influence on the result. On the contrary, when considering the influence of thermal inertia, it might be necessary to properly extend the time scope. Figure 10 shows the validation result of LST retrieval for cases where the sky condition at 14:30 is cloudless. After a clear-sky check, there are 228, 118, 192, 229, 256, and 50 cases of clear skies at 14:30 over BND, TBL, DRA, FPK, GWN, and PSU, respectively. Combining these results with Figure  7 , one can conclude that the clear-sky ratios at 14:30 for the matched days are 55.9%, 45.4%, 58.7%, 54.0%, 67.5%, and 51.0% over BND, TBL, DRA, FPK, GWN, and PSU, respectively. When compared to the RMSEs and Biases for all matched days, the RMSEs and Biases for days with no clouds in the sky at 14:30 are basically invariant. The station PSU features the maximum RMSE change (0.3 K), and BND features the maximum Bias change (0.8 K), illustrating that the retrieval algorithm has stable performance. 
The corrected LST at 14:30 is actually the LST under a cloudless sky since the DTC model is a clear-sky model. SURFRAD measurements at 14:30 must be taken under clear-sky conditions to evaluate the proposed physically-based ODC algorithm. As a result, the first step to validate the ODC is to identify clear-sky moments. Without cloud contamination, the incoming downwelling shortwave radiation (DWSR) should be in line with the sinusoidal distribution during daytime [71] . More specifically, the DWSR should follow linear variation from 14:15 to 14:45 (local solar time). Based on this assumption, the correlation coefficients (R) between DWSR and the local solar time from 14:15 to 14:45 of every matched day have been calculated. Subsequently, 0.95 is selected as the threshold to detect the clear-sky moments, i.e., the moment is cloudless if its R ≥ 0.95. It is worth noting that the filter result features a clear sky during the entire period from 14:15 to 14:45, not only for 14:30. However, this larger time scope can only reduce the count of the filter results, but it may not exert any influence on the result. On the contrary, when considering the influence of thermal inertia, it might be necessary to properly extend the time scope. Figure 10 shows the validation result of LST retrieval for cases where the sky condition at 14:30 is cloudless. After a clear-sky check, there are 228, 118, 192, 229, 256, and 50 cases of clear skies at 14:30 over BND, TBL, DRA, FPK, GWN, and PSU, respectively. Combining these results with Figure 7 , one can conclude that the clear-sky ratios at 14:30 for the matched days are 55.9%, 45.4%, 58.7%, 54.0%, 67.5%, and 51.0% over BND, TBL, DRA, FPK, GWN, and PSU, respectively. When compared to the RMSEs and Biases for all matched days, the RMSEs and Biases for days with no clouds in the sky at 14:30 are basically invariant. The station PSU features the maximum RMSE change (0.3 K), and BND features the maximum Bias change (0.8 K), illustrating that the retrieval algorithm has stable performance. Figure 11 shows the results of the ODC algorithm validation. RMSEs and Biases for most stations, except for BND and FPK, were significantly improved after ODC. Specifically, RMSEs reduced by 0.9 K, 1.4 K, 0.2 K, and 0.8 K, and the absolute Biases decreased by 1.0 K, 1.1 K, 0.2 K, and 2.0 K for TBL, DRA, GWN, and PSU, respectively. These improvements indicate that the ODC algorithm in this study is effective. The degradations of the RMSE and Bias for BND and FPK may result from large errors in LST retrieval, i.e., RMSEs are 4.3 K and 3.4 K and the Biases are 2.8 K and 2.0 K for BND and FPK, respectively. It is difficult to obtain accurately corrected LSTs at 14:30 since the original LSTs at overpass time are inaccurate. Combining Figures 10 and 11 , one can conclude that the RMSEs of the retrieved LST at overpass time and the corrected LST at 14:30 are almost identical. The RMSE changes that are introduced by ODC are 0.3 K, −0.3 K, 0.0 K, 0.5 K, 0.2 K, and −0.1 K over BND, TBL, DRA, FPK, GWN, and PSU, respectively. Such small RMSE variations (within ±0.5 K) illustrate that the accuracy of the original LST retrieval basically determines the accuracy of the ODC, which is in line with the results using simulated data. Furthermore, the relationship between the LST errors (retrieved NOAA LST-in-situ SURFRAD LST) at the original overpass time and the LST errors (corrected NOAA LST-in-situ SURFRAD LST) at 14:30 are analyzed. As Figure 12 shows, the high correlation coefficients, i.e., 0.62~0.91, also demonstrate that the LST retrieval accuracy has significant influence on ODC performance. Figure 11 shows the results of the ODC algorithm validation. RMSEs and Biases for most stations, except for BND and FPK, were significantly improved after ODC. Specifically, RMSEs reduced by 0.9 K, 1.4 K, 0.2 K, and 0.8 K, and the absolute Biases decreased by 1.0 K, 1.1 K, 0.2 K, and 2.0 K for TBL, DRA, GWN, and PSU, respectively. These improvements indicate that the ODC algorithm in this study is effective. The degradations of the RMSE and Bias for BND and FPK may result from large errors in LST retrieval, i.e., RMSEs are 4.3 K and 3.4 K and the Biases are 2.8 K and 2.0 K for BND and FPK, respectively. It is difficult to obtain accurately corrected LSTs at 14:30 since the original LSTs at overpass time are inaccurate. Combining Figures 10 and 11 , one can conclude that the RMSEs of the retrieved LST at overpass time and the corrected LST at 14:30 are almost identical. The RMSE changes that are introduced by ODC are 0.3 K, −0.3 K, 0.0 K, 0.5 K, 0.2 K, and −0.1 K over BND, TBL, DRA, FPK, GWN, and PSU, respectively. Such small RMSE variations (within ±0.5 K) illustrate that the accuracy of the original LST retrieval basically determines the accuracy of the ODC, which is in line with the results using simulated data. Furthermore, the relationship between the LST errors (retrieved NOAA LST-in-situ SURFRAD LST) at the original overpass time and the LST errors (corrected NOAA LST-in-situ SURFRAD LST) at 14:30 are analyzed. As Figure 12 shows, the high correlation coefficients, i.e., 0.62~0.91, also demonstrate that the LST retrieval accuracy has significant influence on ODC performance. 
Application
The primary objective of this work is to generate a long-term LST with the same local times from NOAA-AVHRR data. Therefore, we provide an example that illustrates how to estimate time series LSTs and present the effect of the ODC algorithm on a grassland pixel. The sample point is located in Hebei province with a center coordination of (114.3 °N, 41.1 °E), which is a transitional zone between the Inner Mongolian Plateau and the North China Plain. The input variables are the TOA brightness temperatures, VZA, viewing time, and NDVI, which can be directly extracted from 
The primary objective of this work is to generate a long-term LST with the same local times from NOAA-AVHRR data. Therefore, we provide an example that illustrates how to estimate time series LSTs and present the effect of the ODC algorithm on a grassland pixel. The sample point is located in Hebei province with a center coordination of (114.3 • N, 41.1 • E), which is a transitional zone between the Inner Mongolian Plateau and the North China Plain. The input variables are the TOA brightness temperatures, VZA, viewing time, and NDVI, which can be directly extracted from AVH09C1 and AVH13C1. The emissivities, WVC, and LST are retrieved by applying the SWCVR method, the NDVI-based threshold method, and the improved GSW method, respectively. Subsequently, the influence of orbit drift on LST is removed by using the physically-based correction method. In consideration of the excessive amount of data, only the observations on the 10th, 20th, and 30th day of every month from 1981 to 2017 are used. Figure 13 shows the results. Firstly, from subplot (a), one can see that the variation of LSTs at the sample point illustrates clear seasonal characteristics: LSTs in the summer are the highest, LSTs in winter are the lowest, and those in spring and autumn are in the middle. This phenomenon is consistent with a local temperate monsoon climate, which suggests that the refined GSW algorithm can obtain rational LSTs. However, as satellites operate, their overpass times become later and later. As Figure 13c shows, the maximum time drift can approach five hours; for example, the overpass times of NOAA-11 vary from 12:30 to 17:00. As a result, a "cooling trend" at the end of each satellite's life-period, i.e., 1984, 1988, 1994, 2000, 2006 , and 2013, can be observed from Figure 13a . In particular, there are obvious LST decreases for the periods from 1992 to 1994 and from 1999 to 2000, as well as from 2005 to 2006, i.e., three black rectangles in subplot (a). Fortunately, use of the proposed ODC algorithm can effectively reduce the influence of orbit drift. As shown in Figure 13b , the "cooling trend" in three black rectangles is significantly improved. Generally speaking, orbit drift correction is more meaningful at the end than at the beginning of the satellite operational cycle. Therefore, the corrected result is encouraging.
Remote Sens. 2017, 9, x FOR PEER REVIEW 19 of 24 from 2005 to 2006, i.e., three black rectangles in subplot (a). Fortunately, use of the proposed ODC algorithm can effectively reduce the influence of orbit drift. As shown in Figure 13b , the "cooling trend" in three black rectangles is significantly improved. Generally speaking, orbit drift correction is more meaningful at the end than at the beginning of the satellite operational cycle. Therefore, the corrected result is encouraging. 
Discussion
Equation (2) is one of basic equations for the proposed orbit drift correction algorithm and it is also used to separate the vegetation and soil component temperatures. In a previous study [72] , for component temperature estimation, besides the FVC retrieval error, the FVC type, i.e., FVC size and degree of change, also exerts important influence on the result. Specifically, vegetation/soil would have better performance with an increase/decrease in the FVC size, and both of them would achieve better performance with an increase in the change in the degree of FVC. Unlike the separation of 
Equation (2) is one of basic equations for the proposed orbit drift correction algorithm and it is also used to separate the vegetation and soil component temperatures. In a previous study [72] , for component temperature estimation, besides the FVC retrieval error, the FVC type, i.e., FVC size and degree of change, also exerts important influence on the result. Specifically, vegetation/soil would have better performance with an increase/decrease in the FVC size, and both of them would achieve better performance with an increase in the change in the degree of FVC. Unlike the separation of component temperatures, soil and vegetation are the middle variables of LST at reference times in this work. For this reason, FVC size should not be a sensitive factor for the eventual result. Here, we only analyze the influence of the FVC change degree, since this factor can result in different correlations among the different pixels. The FVC standard deviation (STD) within a 3×3 neighboring area is selected as the index for the FVC change degree. Firstly, five cases of FVC STD are prescribed, which include (0, 0.1), (0.1, 0.2), (0.2, 0.3), (0.3, 0.4), and (0.4, 0.5). Subsequently, for each case, 100 different neighboring areas are simulated for performance evaluation. Similarly, only the data at 15:00 are used. As one can easily observe in Figure 14 , the RMSEs of different FVC STDs are basically identical, which indicates that the influence of the FVC change degree on the correction result is slight. This result further suggests that the method for expressing the LST is not very important for the proposed orbit drift correction algorithm, whereas the application of the DTC model is the real key that ensures a satisfied correction effect. Therefore, our method is flexible and it can be updated by using other empirical and semi-empirical LST models, such as NDVI [73] , NDVI and the digital elevation model (DEM) [74] , and Albedo [75] to describe the LST. Using neighboring information solves Equation (9), i.e., these five parameters are identical within a neighbor, since there is only one available NOAA-AVHRR observation per day. Here, the window size is set as 3 × 3, which has the highest computational efficiency on the premise of being solvable. If the original NOAA-AVHRR data rather than the LTDR products are used, the spatial resolution is 1 km. A higher spatial resolution might produce higher spatial heterogeneity. One may need to first identify similar pixels to ensure that the assumption of identical parameters is valid [59] . As a result, there may be fewer than five similar pixels in a 3 × 3 neighbor. To solve Equation (9), one can reduce the number of unknown parameters, such as by calculating ϖ while using the overpass time and geo-location of the pixel. However, expanding the window size to 5 × 5 or even larger is a more common method. In this case, the assumption of identical parameters would be more difficult to establish. A possible method is to consider the spatial correlation between the center pixel and other pixels in the neighbor [60] to balance the availability of the assumption and window size. One can also determine the best window size by analyzing the variation of the condition number of the Using neighboring information solves Equation (9), i.e., these five parameters are identical within a neighbor, since there is only one available NOAA-AVHRR observation per day. Here, the window size is set as 3 × 3, which has the highest computational efficiency on the premise of being solvable. If the original NOAA-AVHRR data rather than the LTDR products are used, the spatial resolution is 1 km. A higher spatial resolution might produce higher spatial heterogeneity. One may need to first identify similar pixels to ensure that the assumption of identical parameters is valid [59] . As a result, there may be fewer than five similar pixels in a 3 × 3 neighbor. To solve Equation (9), one can reduce the number of unknown parameters, such as by calculating while using the overpass time and geo-location of the pixel. However, expanding the window size to 5 × 5 or even larger is a more common method. In this case, the assumption of identical parameters would be more difficult to establish. A possible method is to consider the spatial correlation between the center pixel and other pixels in the neighbor [60] to balance the availability of the assumption and window size. One can also determine the best window size by analyzing the variation of the condition number of the coefficient matrix with respect to the window size [61] .
The soil temperatures are distinct for different soil moisture conditions. Therefore, the assumption that soil temperatures of 3 × 3 pixels are invariant might be not feasible when soil moisture changes greatly. Although soil temperature is just a middle variable and the influence of its accuracy might be slight for the eventual correction result, it is necessary to assess the availability of the ODC algorithm for areas with different soil moisture conditions. The representativeness of the normalized LST for the actual LST at 14:30 is another limitation of this algorithm. The DTC model is a clear-sky model and it assumes that the surface radiative balance is under clear-sky conditions. However, local meteorology (e.g., wind) plays an important role in the overall surface energy balance. Therefore, although using the clear-sky filter method that is mentioned in Section 3.2.2 can identify cloudless moments, the validation of the ODC algorithm and the representativeness of the corrected LST still need be further analyzed.
Conclusions
We implemented a refined nonlinear GSW algorithm to retrieve the LSTs and developed a novel physical method based on the DTC model and a Bayesian optimization algorithm to correct the effect of orbit drift to produce a long-term global LST product with the same local time from time series NOAA-AVHRR.
Six-year NOAA-14 satellite data and multi-year SURFRAD measurements were used to evaluate the performance of our methods. In terms of LST retrieval, the RMSEs ranged from 4.1 K to 2.2 K and the overall Biases ranged from −0.4 K to 2.0 K over six sites, which suggested competitive accuracy when compared with current LST products. In addition, the influences of viewing angle and season were also analyzed and better performance was found under small zenith angles and during winter.
For the new ODC algorithm, observation time, LST at viewing time, and FVC were three important input variables. Analyses that were based on simulations indicated that this method had different correction accuracies for different viewing times. Specifically, the larger the time difference with the reference time, the worse the performance of the method. Moreover, LST retrieval errors significantly affected the correction errors, and these two errors had essentially identical change amplitudes. However, the corrected performance was less sensitive to the FVC, including its retrieval error and types, which suggests that the proposed method can be updated by applying other LST expressions. Furthermore, the validation with SURFRAD LSTs indicated that RMSE variations of LST estimations due to ODC were within ±0.5 K, suggesting an encouraging correction effect. This result also demonstrated that the LST retrieval accuracy had important influence on ODC performance, for which the correlation coefficients varied from 0.62 to 0.91.
