Abstract. For the classical Hardy-Littlewood maximal function M f , a well known and important estimate due to Herz and Stein, gives the equivalence (M f ) * (t) ∼ f * * (t). In the present note, we study the validity of analogous estimates for maximal operators of the form
1. Introduction. The Hardy-Littlewood maximal function M plays a central role in classical harmonic analysis, differentiation theory and PDE's. It is well known that the maximal operator M is of weak type (1, 1) and strong type (∞, ∞) from where it follows readily, for example using K-functionals (see [BS] ), that there exists an absolute constant C > 0 such that (1) (M f ) * (t) ≤ Cf * * (t), ∀t > 0, ∀f ∈ L f * (s)ds. Herz (cf. [H] , and also [BS] ) proved that the reverse inequality is also true, that is, (2) f * * (t) ≤ c(M f ) * (t), t > 0.
Inequalities (1) and (2) contain the basic information to study M , and the operators it controls, in rearrangement invariant function spaces. We refer to [AKMP] for a recent and exhaustive study of inequalities (1) and (2) where the underlying measure is more general than Lebesgue measure.
Recall that the maximal operator M is defined by
A commonly used variant of the maximal operator, 
These operators have been also considered by other authors, for instance see [N] , [LN] and [P] . It is a basic fact of real interpolation (see [BS] ) that f * * (t) can be obtained in
where for a compatible pair of Banach spaces (X, Y ), f ∈ X + Y, t > 0,
and the inf runs over all possible decompositions f = x + y with x ∈ X, y ∈ Y . From the definition of M p given above it follows readily, using (1), (2) and the reiteration theorem, that
Therefore one is led to ask if a similar relationship exists between (M p,q f ) * (t) and the corresponding K-functional for the pair (L(p, q), L ∞ ), which is given by
As we shall show below the somewhat surprising answer to this question is: no! The two cases we need to consider p < q and q < p turn out to be very different from each other. In fact for q < p, the L(p, q) version of inequality (1) is known to hold as can be readily seen since [S] and also [LN] for a different proof). For p < q, the validity of the corresponding L(p, q) version of inequality (1) must be ruled out since, as it is well known,
Our purpose in this note is to complete these results by showing in section 2 that the L(p, q) version of inequality (2) is true when q > p and false when q < p. In view of these negative results it is natural to ask: what is the appropriate maximal operator associated with the K−functional for the pair (L(p, q), L ∞ ) so that the corresponding version of Herz's theorem holds? In section 3 we provide an answer by means of finding an improvement on the operator (M p,q f ) * . It will be convenient for us to work in the more general context of r.i. spaces. Indeed the added generality does not complicate the proofs and helps one to see better how the geometrical properties of the L(p, q) spaces intervene in the analysis of the cases q > p or p > q.
2. As usual, a Banach space (X, . X ) of real-valued, locally integrable, Lebesgue measurable functions on R n is said to be a r.i. space if it satisfies the following conditions: i) If g * ≤ f * and f ∈ X, then g ∈ X with g X ≤ f X , (f * denotes the non increasing rearrangement of the function f ). ii) If A is a Lebesgue measurable set of finite measure, then χ A ∈ X. iii) 0 ≤ f n ↑, sup n∈N f n X ≤ M , imply that f = sup f n ∈ X and f X = sup n∈N f n X .
For each r.i. space X on R n , a r.i. space X on I = (0, +∞) is associated such that f ∈ X if and only if f * ∈ X and f X = f * X (see [BS] ). The fundamental function of a r.i. Banach space X is defined by
We will denote by M * (X) the space of all measurable functions for which
The function . M * (X) is a quasinorm on M * (X). For any measurable function f such that f χ Q ∈ X, we define the maximal operator
where the supremum is taken over all cubes Q ⊂ R n which contain x with sides parallel to the coordinate axes.
Since a conditional expectation operator is a norm one projection in any r.i. space, it is clear that for any cube Q we have
and therefore, M f ≤ M X f , where as usual M f is the classical Hardy-Littlewood maximal function.
Definition. Let X be a r.i. space and let φ : [0, +∞) −→ [0, +∞) an increasing bijection. X is said to satisfy an upper φ-estimate (resp. lower φ-estimate) if there exists a constant M < +∞ such that for every choice {f i } n i=1 of functions in X with disjoint supports,
In the special case when φ(t) = t 1/p we recover the well known notions of lower and upper p-estimates (see [LT] ). Theorem 1. Let X be a r.i. space with fundamental function Φ. If X satisfies a lower Φ-estimate, then M X : X −→ M * (X) is a bounded operator. In other words, there exists C > 0 such that for all f ∈ X we have
As a consequence,
Proof. Let f ∈ X, in terms distribution functions we have to prove that
Let Ω = {x : M X f (x) > λ}. Using the definition of M X and a standard covering lemma (cf. [BS] , pg. 118), it is possible to choose a countable family F of cubes {Q} i∈J with pairwise disjoint interiors and such that
Therefore, using that Φ(5t) ≤ 5Φ(t) and the lower Φ-estimate, we get
This proves the first part of the theorem. The proof of the second part is a routine argument in interpolation theory. Indeed, since M X is a bounded operator on L ∞ , we have that, ∀t > 0,
Now, we recall that the left hand side of this inequality is equivalent to
while the right hand side is equivalent to
(see [BR] ), and the result follows.
Theorem 2. Let X be a r.i. space with fundamental function Φ. If X satisfies an upper Φ-estimate, then there exists and absolute constant C > 0 such that ∀f ∈ X, t > 0 we have
Proof. Fix f ∈ X, t > 0. Let α = (M X f ) * (t) and Ω = {x : M X f (x) > α}. Following [BS] , pgs. 122-123, we can choose a sequence of dyadic cubes {Q} i∈J with pairwise disjoint interiors, which covers Ω, and such that
Then, we decompose
Using the upper Φ-estimate, we get
Thus,
On the other hand, since f ≤ M f ≤ M X f a.e., we have
Then using [BR] and the definition of the K-functional we obtain 1
We now turn to study the case when X = L(p, q) is a Lorentz space, in this case the fundamental function of X is Φ(t) = t 1/p . We shall need the following
Proof. Recall that, in terms of the distribution function, an expression equivalent to the L(p, q)-norm can be given as follows
with the usual modification when q = +∞. Given a sum f = f i where the f i have disjoint supports, it is clear than
Therefore in the case q < ∞ the corresponding lower and upper p-estimates concern only the interchange of sums and integrals and can be obtained easily using Minkowski's vector-valued inequality, while the case q = +∞ is even simpler.
Corollary. Let p ∈ (1, +∞), then i) If 1 < p ≤ q ≤ +∞, then there exists a constant C > 0 such that ∀f ∈ X, t > 0,
(with the usual modification if q = +∞). ii) If 1 ≤ q ≤ p, then there exists a constant C > 0 such that ∀f ∈ X, t > 0,
We now focus on the validity of the reverse inequalities which correspond to those stated in the previous Corollary. We remark that, as we mentioned in the introduction, under the conditions of i), the corresponding reverse inequality cannot be true. Our next completes this result by showing that the reverse inequality in ii) is not true either. Since there is no loss of generality we shall work in dimension one.
Theorem 3. There exists a function f defined on R for which
Proof. Let
it is clear that 
