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Abstract
We consider a general linear program in standard form whose right-hand side constraint
vector is subject to random perturbations. This defines a stochastic linear program for which,
under general conditions, we characterize the fluctuations of the corresponding empirical optimal
solution by a central limit-type theorem. Our approach relies on the combinatorial nature and
the concept of degeneracy inherent in linear programming, in strong contrast to well-known
results for smooth stochastic optimization programs. In particular, if the corresponding dual
linear program is degenerate the asymptotic limit law might not be unique and is determined
from the way the empirical optimal solution is chosen. Furthermore, we establish consistency
and convergence rates of the Hausdorff distance between the empirical and the true optimality
sets. As a consequence, we deduce a limit law for the empirical optimal value characterized by
the set of all dual optimal solutions which turns out to be a simple consequence of our general
proof techniques.
Our analysis is motivated from recent findings in statistical optimal transport that will be of
special focus here. In addition to the asymptotic limit laws for optimal transport solutions,
we obtain results linking degeneracy of the dual transport problem to geometric properties of
the underlying ground space, and prove almost sure uniqueness statements that may be of
independent interest.
Keywords Limit law, Linear programming, Optimal transport, Sensitivity analysis
MSC 2010 subject classification Primary: 62E20, 90C15, 90C05 Secondary: 90C31, 49N15
1 Introduction
Linear programs are constrained optimization problems where the objective function and the con-
straints are given by linear functions on a Euclidean space. Arising naturally in many applications,
they have become ubiquitous in topics such as operations research, control theory, economics,
physics, mathematics and statistics (see, e.g., the textbooks by Bertsimas and Tsitsiklis (1997),
Luenberger and Ye (2008), Galichon (2018) and the references therein). Their solid mathematical
foundation dates back to the mid-twentieth century, to mention the seminal works of Kantorovich
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(1939), Hitchcock (1941) and Dantzig (1948) and its algorithmic computation is an active topic of
research until today. In mathematical terms, a linear program in standard form writes
min
x∈Rd
cTx s.t. Ax = b, x ≥ 0, (Pb)
with (A, b, c) ∈ Rm×d × Rm × Rd and matrix A of full rank m ≤ d, and where, for the purpose
of the paper, the lower subscript b in (Pb) emphasizes the dependence on the vector b. At the
heart of linear programming is the observation that the optimum must be attained on a finite set of
feasible points termed basic feasible solutions. Each such point is identified by a basis I ⊂ {1, . . . , d}
indexingm linearly independent columns of the constraint matrix A. In fact, the simplex algorithm
(Dantzig, 1948, 1951), among the most well-known algorithm to solve (Pb), is specifically tailored
to move from one basic feasible solution to another whilst improving the objective value at each
step.
Shortly after first algorithmic approaches and theoretical results became available, the need to in-
corporate uncertainity in the parameters has become apparent (see Dantzig (1955); Beale (1955);
Ferguson and Dantzig (1956) for early contributions). In fact, apart from its relevance in numer-
ical stability issues, in many practical applications certain parameters are not known exactly and
instead estimated empirically. Hence, accounting for randomness in linear programs is critical for
many problems and encouraged the development of stochastic linear programming in which some
parameters in (Pb) are subject to (possibly random) perturbations (see, e.g., Kall and Mayer (1976);
Ruszczyn´ski and Shapiro (2003). Nevertheless, studying the behavior of the estimated optimal val-
ues and the corresponding estimated optimal solutions appears more common in stochastic nonlin-
ear programs, where the objective function and constraints are nonlinear functions of x ∈ Rd (see
Dupacˇova´ (1987); Dupacˇova´ and Wets (1988); Shapiro (1989, 1991, 1993); King and Rockafellar
(1993) and references therein). Regularity assumptions such as second order growth conditions
for the functions defining the optimization problem allow for either explicit asymptotic expansions
of optimal values and optimal solutions or applications of implicit function theorems and gener-
alizations thereof. More recent studies include analytical properties of the optimal solution or
its objective value such as continuity and differentiability, as well as statistical implications (see
Ro¨misch (2003); Eichhorn and Ro¨misch (2007); Klatt et al. (2020) and references therein).
In this paper, we focus on statistical aspects for the standard linear program (Pb), where these
regularity assumptions fail. Specifically, we consider the case where the right-hand side constraint
vector b ∈ Rm is replaced by a (consistent) estimator bn indexed in n ∈ N, e.g., based on n
observations. Such a randomness in the parameter b reflects practical needs, as it usually models
budget, prices or capacities that are often not known in advance. The main goal of this paper is to
characterize the statistical fluctuation of the empirical optimal solution
x⋆(bn) = argmin
Ax=bn, x≥0
cTx (1.1)
by a central limit-type theorem. Our approach is based on a careful study of possible changes of
bases depending on small (random) perturbations of b. This is achieved by considerations of the
corresponding dual linear program to (Pb) given by
max
λ∈Rm
bTλ s.t. λTA ≤ cT . (Db)
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Most notably, a basis I ⊂ {1, . . . , d}, i.e., a collection of m independent columns of the constraint
matrix A, does not only define a basic solution for the primal program (Pb) but (possibly) also for
the dual (Db). In fact, our results show that the stochastic behavior of x
⋆(bn) in (1.1) is inextricably
linked to the collection of all bases I that induce optimal solutions to both the primal and the dual
problem. The collection of such bases depends on b and this dependence can be rather complex.
Being the key notion behind the simplex method, the understanding of the behavior of the collection
of optimal bases has been studied under different names in the literature. A first contribution is
Wets (1966) and Walkup and Wets (1969) basis decomposition theorem that describes the behavior
for the optimal value for (Pb) as a function on the parameter b. In algebraic geometry such statement
is closely related to a cone-triangulation (Sturmfels and Thomas, 1997; De Loera et al., 2010) of the
primal feasible optimization region. Feasible basis changes are also fundamental in analyzing linear
programming algorithms such as the dual simplex method (Bertsimas and Tsitsiklis, 1997). Lastly,
dealing with changes in certain parameters for (Pb) is nowadays subsumed as sensitivity analysis for
linear programming or in the special case of our bases driven approach, basis invariancy (Greenberg,
1986; Ward and Wendell, 1990; Hadigheh and Terlaky, 2006).
The main results of this paper stated in Theorem 3.1 and Theorem 3.2 describe the statistical
fluctuation of the estimated optimal solution x⋆(bn) in (1.1) around its population version x
⋆(b)
(after proper standardization) by a central limit-type theorem. Under suitable assumptions (see
Section 2 for details) we find that
rn (x
⋆(bn)− x⋆(b)) D−→M(G) , (1.2)
where
D−→ denotes weak convergence (Billingsley, 1999) and G is the weak limit random variable
of rn(bn − b) with rn → ∞ as n tends to infinity. A prototypical example is the central limit
theorem, whereby rn =
√
n and G is a Gaussian random vector on Rm. The limit law in (1.2)
is then given by a (possible random) function M evaluated at G and its explicit form is captured
on whether and to what extent degeneracy is present in the primal and dual optimal solutions.
More precisely, one distinguishes three cases of increasing complexity for M . The first and simplest
case occurs if the primal optimal solution x⋆(b) is nondegenerate. In this case the function M is a
linear transformation depending on the unique optimal basis for (Pb). In the central limit theorem
case where G is Gaussian, the limit law in (1.2) will consequently be Gaussian, too (see Theorem
3.1). When x⋆(b) is degenerate but the dual optimal basic solutions for (Db) are not, then M is a
sum of (deterministic) linear transformations defined on cones that are indexed by the collection
of dual optimal bases (see Theorem 3.2). Specifically, the number of summands in M is equal the
number of dual optimal basic solutions for (Db). The last and most complicated case arises when
both x⋆(b) and some dual optimal basic solutions exhibit degeneracy. In this setting the function
M is still a sum of linear transformations defined on cones. However, these transformations are
potentially random and indexed by certain subsets of the set of optimal bases. In comparison with
the previous case, these subsets do not only consist of singletons and indeed the collection of those
subsets reflect the complicated combinatorial nature in linear programming under degeneracy (see
Theorem 3.1). Note that, as a consequence of usual sensitivity analysis for the nondegenerate case
(see for example Luenberger and Ye, 2008, Section 4.4), the limit law is a linear function of G. This
is no longer true when denegeracy is present, and, to the best of our knowledge, this paper is the
first that covers limit laws for general linear programs under degeneracy.
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The central limit theorem in (1.2) is, of course, only reasonable if the primal optimal solution
x⋆(b) for (Pb) is unique. Still, interesting results can be established by our bases driven approach
when such uniqueness fails. First, we establish consistency and convergence rates of the Hausdorff
distance between the empirical and the true optimality sets (see Theorem 3.4). Second, denoting by
c(b) the optimal objective value for (Pb), we provide a general distributional result for the empirical
optimal value
rn(c(bn)− c(b)) D−→ max
λ(I) dual optimal
basic solution for (Db)
GTλ(I) (1.3)
(see Proposition 3.5). The limit law (1.3) depends on the set of all dual optimal basic solutions
and this again turns out to be a simple consequence of our bases driven approach.
One of the most important instances of linear programming is optimal transport, i.e., how to trans-
port goods in the most efficient (e.g., economically or physically) manner. With a rich history in eco-
nomics and mathematics (Vershik, 2013), recent computational progress paved the way to explore
novel fields of application and optimal transport achieved great interest in imaging (Rubner et al.,
2000; Solomon et al., 2015), machine learning (Frogner et al., 2015; Arjovsky et al., 2017), and sta-
tistical data analysis (Chernozhukov et al., 2017; Sommerfeld and Munk, 2018; del Barrio et al.,
2019; Peyre´ and Cuturi, 2019; Panaretos and Zemel, 2019). In fact, our statistical analysis for gen-
eral stochastic linear programs in standard form is motivated by recent findings in statistical opti-
mal transport. In particular, while central limit theorems for the empirical optimal transport cost
are well investigated (see e.g., del Barrio et al., 1999; Tameling et al., 2019; del Barrio and Loubes,
2019), the statistical behaviour of their corresponding empirical optimal transport solutions re-
mains largely open. An exception is Klatt et al. (2020), who provide limit theorems for (entropy)
regularized optimal transport solutions, thus modifying the underlying linear program to be strictly
convex, nonlinear and most importantly nondegenerate in the sense that every regularized optimal
transport solution is strictly positive in each coordinate. Hence, an implicit function theorem ap-
proach in conjunction with a delta method allows concluding for Gaussian limits in this case. This
stands in stark contrast to the unregularized optimal transport considered in this paper, where the
degenerate case is generic rather than the exception for most practical situations. More precisely,
only if the optimal transport solution is nondegenerate then we observe a Gaussian fluctuation
on the support set, i.e., on all entries with positive values. If the optimal transport solution is
degenerate, then the asymptotic limit law (1.2) is not Gaussian anymore. Degeneracy in optimal
transport problems easily occurs as soon as certain subsets of demand and supply sum up to the
same quantity. In particular, we encounter the highest possible degree of degeneracy if individual
demand is equal to individual supply. Additionally, we obtain necessary and sufficient conditions
on the cost function in order for the dual optimal transport to be nondegenerate. This allows to
prove almost sure uniqueness statements that may be of interest in their own.
Our distributional results can be viewed as a basis for uncertainty quantification and other sta-
tistical inference procedures concerning solutions to linear programs. This is illustrated by the
distributional laws of various regular functionals of the optimal solution, which follow easily from
our theory (see Section 6.2.2 for first examples). A detailed study of their statistical consequences
such as in testing theory or for confidence statements presents an important avenue for future
research.
The outline of the paper is as follows. We first recall basics for linear programming in Section 2
4
and introduce deterministic and stochastic assumptions on the linear program (Pb) and the random
fluctuation bn of the constraint vector b, respectively. Our main results are summarized in Section
3, followed by their proofs in Section 4. The assumptions are discussed in more detail in Section
5. Section 6 focuses on the specific case of the optimal transport problem. Apart from the self-
contained proofs of the main results in Section 4, for the sake of readability most proofs from
Sections 2, 5 and 6 are given in Appendices A, B and C, respectively.
2 Preliminaries and Assumptions
This section recalls basics of linear programming and introduces notation and assumptions required
to state the main results of the paper. Proofs for statements in this section are either contained
in Appendix A or a reference is given. For further details we encourage the reader to consult
standard textbooks on linear programs such as Bertsimas and Tsitsiklis (1997), Sierksma (2001)
and Luenberger and Ye (2008).
Linear programs and duality. At the heart of linear programming is the correspondence between
the primal (Pb) and its dual linear program (Db). To see this, let the columns of the matrix A be
indexed by the set [d] := {1, . . . , d}. For an index set I ⊆ [d] let AI ∈ Rm×|I| be the sub-matrix of
A formed by the corresponding columns indexed by I. Similarly, a vector xI ∈ R|I| is a sub-vector
of x ∈ Rd that only consists of coordinates indexed by I. By full rank of A there exists at least one
index set I with cardinality m such that AI ∈ Rm×m is one-to-one. An index set with that property
is said to be a basis. The fact that AI is one-to-one means that the linear equation λ
TAI = cI has
a unique solution
λ(I) := (AI)
−T cI ∈ Rm
referred to as a dual basic solution. Notice that λ(I) is not necessarily feasible for (Db) as we only
enforced the subset I ⊆ [d] of constraints to be satisfied by equalities. If dual feasibility holds
λ(I)TA ≤ cT then λ(I) is said to be a dual basic feasible solution with dual feasible basis I. If λ(I)
is an optimal solution, i.e., feasible and maximizes the objective in (Db) among all dual feasible
solutions, then it is referred to as a dual optimal basic solution. Similarly, for the primal program
(Pb), for each basis I consider the linear equation AIxI = b with unique solution xI ∈ Rm. In order
to match dimensions (a solution for the primal has dimension d instead of m ≤ d), we augment
the solution with coordinates indexed by Ic := [d] \ I whose values are set to zero. Hence, for each
basis I this yields the vector
x(I, b) := AugI
[
(AI)
−1 b
]
∈ Rd
denoted as a primal basic solution, where AugI : R
m → Rd is the operator that sets zeroes in the
coordinates that are not in I. Notice that AugI is a linear operator, i.e., for b1, b2 ∈ Rm it holds
that x(I, b1 − b2) = x(I, b1) − x(I, b2). Again the primal basic solution x(I, b) is not necessarily
feasible for (Pb) as some coordinates might be negative. If x(I, b) ≥ 0 and hence primal feasibility
holds then x(I, b) is said to be a primal basic feasible solution with primal feasible basis I. If
additionally x(I, b) is optimal, i.e., feasible and minimizes the objective function in (Pb) among all
primal feasible solutions, it is said to be a primal optimal basic solution. The fundamental theorem
of linear programming (Luenberger and Ye, 2008, Section 2.4) addresses the existence of such an
(optimal) feasible basis I. We again emphasize that throughout A is assumed to have full rank.
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Theorem 2.1. Consider the primal linear program (Pb).
(i) If there exists a feasible solution, there exists a primal feasible basis I ⊆ [d] such that x(I, b)
is a primal basic feasible solution.
(ii) If there exists an optimal solution, there exists a primal feasible basis I ⊆ [d] such that x(I, b)
is a primal optimal basic solution.
Moreover, the same statement holds for the dual linear program (Db).
In view of Theorem 2.1, feasible and optimal solutions for primal (Pb) and dual program (Db) can
be found by considering the collection of all possible bases. Each basis I contains those column
indices from the coefficient matrix A ∈ Rm×d such that the sub-matrix AI ∈ Rm×|I| is invertible.
Hence, a trivial upper bound on the number of bases is
( d
m
)
= d!m!(d−m)! . This is a finite quantity
but grows exponentially fast in m and d. In general, a basis I might be dual feasible while on
the contrary it does not constitute a primal feasible basis and vice versa. However, we have the
following statement known as strong duality (Luenberger and Ye, 2008, Section 4.2).
Theorem 2.2. Consider the primal linear program (Pb) and its dual (Db).
(i) If either of the linear programs (Pb) or (Db) has a finite optimal solution, so does the other
and the corresponding optimal values are the same.
(ii) If for a basis I ⊆ [d] the vector λ(I) is dual feasible and x(I, b) is primal feasible, then both
are primal and dual optimal basic solutions, respectively.
In view of the preceding two theorems, we see that to each linear program (Pb) and (Db) is associated
a collection of feasible bases that are possibly but not necessarily linked by strong duality. The
question arises if there always exists a common basis I such that x(I, b) and λ(I) are both primal
and dual basic feasible solutions and hence also optimal, respectively. To answer that question we
introduce
P (b) :=
{
x ∈ Rd | Ax = b, x ≥ 0
}
,
OPT (b) :=
{
x⋆ ∈ P (b) | cTx⋆ = inf
x∈P (b)
cTx
} (2.1)
the feasibility and optimality set for the linear program (Pb), respectively. To alleviate the notation,
and since A and c will generally be fixed, the dependence of P (b) and OPT (b) on A and c is
suppressed. We state our first assumption.
The set OPT (b) is non-empty and bounded. (A1)
Recall that the convex hull of a collection of vectors {x1, . . . , xK} ⊂ Rd is the set of all possible
convex combinations of them.
Lemma 2.3. Consider the primal linear program (Pb) and assume (A1) holds. Then for any
b˜ ∈ Rm either one of the following statements is correct.
(i) The feasible set P (b˜) = {x ∈ Rd | Ax = b˜, x ≥ 0} is empty.
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(ii) The set of minimizers OPT (b˜) is non-empty and bounded. Moreover, it is equal to the convex
hull of the set {
x(I, b˜) | I primal and dual feasible basis for (Pb˜) and (Db˜)
}
.
Notice that the preceding lemma proves that in order to find a primal optimal basic solution it
suffices to consider all dual feasible bases I and check whether x(I, b) is primal feasible. This
observation leads to our bases driven approach underlying the analysis for limit laws of empirical
optimal solutions.
Remark 2.4 (Splitting of the Bases Collection). Suppose that I1, . . . , IN are all the dual feasible
bases for the dual linear program (Db), i.e., λ(Ij)
T = cTIjA
−1
Ij
constitutes a dual basic feasible solution
for 1 ≤ j ≤ N . We can partition this collection of bases into two subsets containing those bases
that also induce a primal feasible basic solution for (Pb), i.e.,
I1, . . . , IK induce primal and dual basic feasible solution (K ≤ N)
and those that lead to primal basic infeasible solutions
IK+1, . . . , IN induce dual basic feasible but primal basic infeasible solution.
Notice by Theorem 2.2 that x(Ik, b) is a primal basic optimal solution for all k ≤ K.
We also use the abbreviation x⋆(b) to denote any optimal solution for the primal program (Pb). An
important assumption for our central limit theorem will be the following.
An optimal solution x⋆(b) for (Pb) exists and is unique. (A2)
Clearly, assumption (A2) implies assumption (A1). Finally, we recall the definition for degeneracy
of primal and dual basic feasible solutions. A primal basic feasible solution x(I, b) is degenerate
if less than m of its coordinates are nonzero. Similarly, a dual basic feasible solution λ(I) is
degenerate if more than m of the d inequalities λ(I)TA ≤ c hold as equalities. The following
proposition links the concept of degeneracy of optimal solutions for a linear program to uniqueness
of optimal solutions for its related dual linear program and vice versa.
Proposition 2.5. Consider the linear program (Pb) and its dual (Db).
(i) If (Pb) (resp. (Db)) has a nondegenerate optimal basic solution, then (Db) (resp. (Pb)) has
a unique solution.
(ii) If (Pb) (resp. (Db)) has a unique nondegenerate optimal basic solution, then (Db) (resp.
(Pb)) has a unique nondegenerate optimal solution.
(iii) If (Pb) (resp. (Db)) has a unique degenerate optimal basic solution, then (Db) (resp. (Pb))
has multiple solutions.
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Many fundamental results in linear programming simplify when the optimal solutions are nonde-
generate. This effect is even more remarkable in our stochastic analysis, as will be seen below. We
introduce the assumption
λ(Ij) 6= λ(Ik), 1 ≤ j < k ≤ K, (A3)
where again I1, . . . , IK enumerate all bases I such that λ(I) is a dual basic feasible and x(I, b) is a
primal optimal basic solution (see Remark 2.4). Assumption (A3) is weaker than nondegeneracy
of all optimal dual basic solutions for (Db).
Lemma 2.6. Suppose (A1) holds. Then assumption (A3) is equivalent to nondegeneracy of all
dual optimal basic solutions.
Assumptions (A1), (A2) and (A3) are purely deterministic and only depend on the parameters
(A, b, c) ∈ Rm×d × Rm × Rd defining the primal linear program.
Stochastic setting. Introducing randomness in problems (Pb) and (Db), we suppose to have
incomplete knowledge of the vector b ∈ Rm and replace it by a (consistent) estimator bn, e.g.,
based on a sample of size n independently drawn from a distribution with mean b. This defines
empirical primal and dual counterparts (Pbn) and (Dbn), respectively. We allow the more general
case that only the first m0 ∈ {1, . . . ,m} coordinates1 of b are unknown and assume the existence of
a sequence of random vectors bn = (b
m0
n , [b]m−m0) ∈ Rm0 × Rm−m0 converging to b at rate 1rn → 0
as n tends to infinity:
Gm0n := rn(b
m0
n − b) D−→ G = (Gm0 , 0m−m0)
with Gm0 absolutely continuous w.r.t. Lebesgue measure on Rm0 ,
(B1)
where
D−→ denotes convergence is distribution. In a typical central limit theorem type scenario
(see Section 6), rn =
√
n and Gm0 is a centred Gaussian random vector in Rm0 , assumed to have
a nonsingular covariance matrix. Whenever m = m0, we suppress dependency of m0 and write
bm0n = bn and G
m0 = G. Notice that assumption (B1) implies bn to be a (weakly) consistent
estimator for b meaning that for any ǫ > 0 the probability P(‖bn − b‖ > ǫ) converges to zero as n
tends to infinity. To avoid pathological cases we impose the last assumption that asymptotically
an optimal solution x⋆(bn) for the primal (Pbn) exists.
lim
n→∞
P (x⋆(bn) exists) = 1. (B2)
We discuss all stated assumptions and their implications in more detail in Section 5.
3 Main Results
According to Remark 2.4 we may split the collection of all dual feasible bases I1, . . . , IN for (Db)
by those that are also primal feasible bases I1, . . . , IK for (Pb) and those that are only dual feasible
bases IK+1, . . . , IN . In view of Lemma 2.3, whenever an optimal solution x
⋆(bn) for (Pbn) exists, it
takes the form
x⋆(bn) =
∑
k∈K
(αKn )kx(Ik, bn) := α
K
n ⊗ x(IK, bn),
1One may assume at first reading that m0 = m; the additional generality will turn useful for the one-sample case
naturally arising in optimal transport in Section 6.
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where K is a non-empty subset of [N ] := {1, . . . , N} and αKn is a random vector in the unit simplex
∆|K| :=
{
α ∈ R|K|+ | ‖α‖1 = 1
}
.
3.1 Distributional Limits
Theorem 3.1. Suppose assumptions (A2), (B1), and (B2) hold, and let x⋆(bn) be any (measur-
able) choice of an optimal solution for (Pbn). Further, assume that for all K, the random vector(
αKn , Gn
)
converges jointly in distribution as n tends to infinity to (αK, G) on ∆|K|×Rm. Then there
exist closed convex cones H1, . . . ,HK ⊆ Rm0 , each of which is an intersection of m− |suppx⋆(b)|
half-spaces in Rm0 , passing through the origin such that
rn (x
⋆(bn)− x⋆(b)) D−→M(Gm0) :=
∑
K
1Gm0∈HK\∪k/∈KHk α
K ⊗ x(IK, G) ∈ Rd.
The sum runs over non-empty subsets K of [K] = {1, . . . ,K} and HK := ∩k∈KHk.
In particular, if the primal optimal solution x⋆(b) is nondegenerate, then K = 1, there exists a
unique basis I1, and the limit reads as
rn (x
⋆(bn)− x⋆(b)) D−→ x(I1, G) ∈ Rd.
Hence, it is an (invertible) linear function of G and Gaussian if G is Gaussian.
In Section 5 we discuss sufficient conditions for the joint distributional convergence of the random
vector
(
αKn , Gn
)
. In short, if we use any linear program solver, such joint distributional convergence
appears to be reasonable.
Notice that the structure of the limit law depends on the degree of degeneracy of the primal optimal
solution x⋆(b) for (Pb). If x
⋆(b) is degenerate, then the sum in the limit law can consist of several
summands. In contrast, for a nondegenerate optimal solution x⋆(b), the limit law is simple and
might even be a d-dimensional Gaussian random variable (with effective dimension m). In between
these two cases is the situation that assumption (A3) holds, which is related to the case that all
dual optimal basic solutions for (Db) are nondegenerate (see Lemma 2.6). The limit law can then
be simplified, as the subsets K have to be singletons. In fact, the number of summands is exactly
equal the number of dual optimal basic solutions.
Theorem 3.2. Suppose assumptions (A2), (A3), (B1), and (B2) hold. Then any2 (measurable)
choice of x⋆(bn) satisfies
rn (x
⋆(bn)− x⋆(b)) D−→
K∑
k=1
1G∈Hk\∪j<kHj x (Ik, G) ∈ Rd
with the Hk’s as given in Theorem 3.1.
Remark 3.3. In Theorem 3.2, absolute continuity of the limiting random variable G (or Gm0) is
not required. Indeed, G can be an arbitrary random vector, and Theorem 3.2 thus accommodates,
e.g., Poisson limit distributions. If G is absolutely continuous then the indicator functions simplify
to 1G∈Hk instead of 1G∈Hk\∪j<kHj , as intersections Hk∩Hj have Lebesgue measure zero (see Section
4).
2There is no need to assume joint distributional convergence of (αKn , Gn) as in Theorem 3.1.
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3.2 Proximity of the Empirical Optimality Sets
When multiple primal optimal solutions exist, we can still obtain proximity of the empirical opti-
mality set Opt(bn) to Opt(b) in Hausdorff distance
dH (Opt(bn), Opt(b)) := max
{
sup
x∈OPT (bn)
inf
y∈OPT (b)
‖x− y‖, sup
x∈OPT (b)
inf
y∈OPT (bn)
‖x− y‖
}
.
The next theorem proves that the Hausdorff distance converges to zero. The rate of convergence
is precisely the same as that of bn, namely rn.
Theorem 3.4. Suppose assumptions (A1) and (B2) hold. Further, let bn be a (weakly) consistent
estimator for b such that ‖bn − b‖ = OP(r−1n ). Then the Hausdorff distance between OPT (bn) and
OPT (b) is bounded in probability and in particular
dH (Opt(bn), Opt(b)) = OP(r
−1
n ).
3.3 The Empirical Optimal Objective Value
Limit laws for the empirical optimal objective value in the special case of optimal transport (see
Section 6) have recently been of particular interest in Sommerfeld and Munk (2018); Tameling et al.
(2019). Our theory extends their findings to more general standard linear programs. Furthermore,
compared to their approach based on a functional delta method for Hadamard directional differen-
tiable functionals, our proof is elementary and makes obvious the dependency on all dual optimal
basic solutions for (Db). Recall that we denote by c(b) the primal optimal value for the linear
program (Pb).
Proposition 3.5. Suppose assumption (A1), (B1) and (B2) hold. Then, as n tends to infinity
rn(c(bn)− c(b)) D−→ max
1≤k≤K
GTλ(Ik),
where rn(bn − b) D−→ G.
Proposition 3.5 shows that the limit law for the empirical optimal objective value only depends
on the maximum of all dual optimal basic solutions for (Db). However, the convex hull spanned
by these solutions defines the dual optimality set and since we are minimizing a (random) linear
function we can rewrite the limit law in terms of all dual optimal solutions
max
1≤k≤K
GTλ(Ik) = max
λ optimal solution
for (Db)
GTλ.
3.4 Properties of the Support
For the primal linear program (Pb) and some primal feasible bases I ⊆ [d] denote by x = x(I, b)
the induced primal basic feasible solution. Any such solution can be considered to be relatively
sparse as there are at most m ≤ d nonnegative entries (usually m << d). Sparsity is even more
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prominent if x turns out to be degenerate. Further, the coordinates of the corresponding primal
basic feasible solution x can be partitioned as follows. Define
Pos(x) := {i | xi > 0} ⊆ [d] = {1, . . . , d}
as the nonzero entries of x. The true zeroes are the entries that vanish for any dual-feasible I that
induces x, i.e.,
TZ(x) := [d] \

 ⋃
I |ATλ(I)≤c; x=x(I,b)
I

 .
The degenerate zeroes are the entries that vanish for some (but not all) I that induces x, i.e.,
DZ(x) :=

 ⋃
I |ATλ(I)≤c; x=x(I,b)
I

 \ Pos(x).
We clearly have that DZ(x), TZ(x) and Pos(x) form a partition of [d]. With this notation we can
prove that asymptotically an empirical optimal basic solution x⋆(bn) includes the set Pos(x) and
TZ(x) with high probability.
Theorem 3.6. Suppose assumptions (A2), (B1), and (B2) hold. Then we find that
lim
n→∞
P

 ⋂
i∈TZ(x)
x⋆i (bn) = 0

 = 1, lim
n→∞
P

 ⋂
i∈Pos(x)
x⋆i (bn) > 0

 = 1.
Assume further that m0 = m and the density of G is positive in a neighborhood of the origin, and
that for each K the limiting distribution of αK is not concentrated on a lower-dimensional simplex
(this is trivially true if (A3) holds). Then for any degenerate zero i ∈ DZ(x) it holds that
P ([M(G)]i > 0) > 0.
4 Proofs for the Main Results
In this section, we prove our main theorems. The approach is based on a careful decomposition of
the ground probability space Ω into events (subsets of the underlying probability space3) depending
on the random fluctuation bn − b.
4.1 Preliminary Steps
This subsection introduces the aforementioned events. In particular, the main step here is to rewrite
them in a convenient way to conclude about their Gm0n probability content as n tends to infinity.
At this stage we suppose that assumptions (A2), (B1), and (B2) hold.
3To simplify the notation, we assume that all random vectors in the paper are defined on a common probability
space (Ω,F ,P). This is no loss of generality by Skrokhod representation theorem.
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4.1.1 Indexing Dual Solutions by Bases
According to assumption (B1), the estimator bn is (weakly) consistent, i.e., for any ǫ > 0 the prob-
ability P(‖bn − b‖ > ǫ) converges to zero as n tends to infinity. Consider the empirical counterpart
(Dbn) and its corresponding empirical primal linear program (Pbn). Notice that the feasible dual
bases for (Dbn) are precisely the same as for (Db) since they do not depend on b. Let I1, . . . , IN
be all dual feasible bases, where without loss of generality the first K ≤ N are such that they also
induce optimal primal solutions for (Pb), i.e.,
x(Ik, b) ∈ OPT (b)⇔ k ≤ K.
In general, the primal basic solution x(Ik, bn) for k ≤ K may fail to be feasible for (Pbn) as we
might encounter negative entries; this is true even if bn is close to b. Define for any subset K ⊆ [N ]
the event
AKn := {ω ∈ Ω |x(Ik, bn(ω)) ≥ 0⇔ k ∈ K} ⊆ Ω
that the dual feasible bases indexed by K are precisely those that induce a primal optimal basic
solution for (Pbn). Since λ(Ik) for k ∈ K is a dual basic feasible solution for (Dbn) we deduce by
strong duality (see Theorem 2.2) that the set AKn is the event that the dual feasible bases indexed
by K are precisely those that induce a primal optimal basic solution for (Pbn). If K = ∅ this is
the event that the primal is infeasible and consequently the optimality set P (bn) is empty. For
notational simplicity we set x⋆(bn) = (∞, . . . ,∞) ∈ (R ∪ {∞})d when A∅n occurs. However, this
event has vanishing probability since
lim
n→∞
P
(
A∅n
)
= lim
n→∞
P (x⋆(bn) does not exist) = 0,
by assumption (B2). The AKn are disjoint by definition and in view of Theorem 2.3, they form a
partition of the underlying probability space⋃
K⊆[N ]
AKn = Ω, A
K
n ∩AK
′
n = ∅, K 6= K′.
According to the law of total probability
rn (x
⋆(bn(ω))− x⋆(b)) =
∑
∅⊂K⊆[N ]
1AKn
(ω) rn (x
⋆(bn(ω))− x⋆(b)) + oP(1), (4.1)
where 1A(ω) denotes the usual indicator function of the set A.
4.1.2 Neglecting the Infeasible Bases
As a next step, we can simplify the sum of the right-hand side in (4.1) as some subsets K ⊆ [N ]
have asymptotically probability zero. We define the events
Bkn := {ω ∈ Ω |x(Ik, bn(ω)) ≥ 0} ⊆ Ω
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that dual feasible basis Ik also induces a primal feasible basic solution for (Pbn). By strong duality
(see Theorem 2.2) the set Bkn entails that x(Ik, bn) is a primal optimal basic solution for (Pbn), and
moreover
Bkn ⊆
{
bTnλ(Ik) = max
λ:ATλ≤c
bTnλ
}
⊆ Ω. (4.2)
The right-hand side is the event that λ(Ik) is optimal for the dual problem (Dbn). This does not
necessarily imply that Ik induces a primal optimal basic solution for (Pbn) as some coordinates of
x(Ik, bn) might be negative. Hence, the inclusion in the above display can be strict. We conclude
the following probabilistic statement for n tending to infinity. Recall that I1, . . . , IK enumerate all
bases that induce primal and dual feasible basic solutions (see Remark 2.4), where 1 ≤ K ≤ N .
Lemma 4.1. For any index k > K it holds that
lim
n→∞
P
(
Bkn
)
= 0.
Proof. Let k > K. Then Ik that yields a dual basic feasible solution for (Db), has the property that
for at least one coordinate i ∈ Ik it holds that xi(Ik, b) < 0 (else x(Ik, b) ≥ 0 and hence k ≤ K).
For this particular index i we find
P
(
Bkn
)
= P ({ω ∈ Ω |x(Ik, bn(ω)) ≥ 0})
≤ P(xi(Ik, bn) ≥ 0) = P (xi(Ik, b)− xi(Ik, bn) ≤ xi(Ik, b)) .
As bn converges in probability to b, the real value xi(Ik, bn) converges in probability to xi(Ik, b) by
the continuous mapping theorem. Hence, we conclude that the last event in the above display has
probability converging to zero for n to infinity as xi(Ik, b) < 0. This yields the claim.
An immediate consequence of Lemma 4.1 is that the sum in (4.1) can be rewritten as∑
∅⊂K⊆[N ]
1AKn
(ω) rn (x
⋆(bn(ω))− x⋆(b)) + oP(1)
=
∑
∅⊂K⊆[K]
1AKn
(ω) rn (x
⋆(bn(ω))− x⋆(b)) + oP(1)
=
∑
∅⊂K⊆[K]
1AKn
(ω) rn
(
αKn (ω)⊗ x(IK, bn(ω))− x⋆(b)
)
+ oP(1).
Moreover, by assumption (A2) and as K ⊆ [K] is non-empty, all the basic solutions x(IK, b) induce
the same primal optimal basic solution x⋆(b), and then αKn ⊗ x(IK, b) = x⋆(b). Thus, the last sum
equals ∑
∅⊂K⊆[K]
1AKn
(ω)αKn (ω)⊗ x(Ik, Gn(ω)) + oP(1), (4.3)
where we recall that Gn = rn(bn − b).
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4.1.3 The Limiting Convex Cones
We next investigate the indicator functions 1AKn (ω) appearing in (4.3). The idea is to rewrite A
K
n
such that the underlying process Gn appears. Since for any basis Ik it holds that
x(Ik, bn)− x(Ik, b) = x(Ik, bn − b)
and rn ≥ 0 we rewrite the event AKn := {x(Ik, bn) ≥ 0⇔ k ∈ K} as
AKn =
⋂
k∈K
⋂
i∈Ik
{xi(Ik, bn) ≥ 0} ∩
⋂
k/∈K
⋃
i∈Ik
{xi(Ik, bn) < 0}
=
⋂
k∈K
⋂
i∈Ik
{xi(Ik, Gn) ≥ −rnxi(Ik, b)} ∩
⋂
k/∈K
⋃
i∈Ik
{xi(Ik, Gn) < −rnxi(Ik, b)}.
To streamline the presentation we assume momentarily that m0 = m (see Remark 4.3 for the
general case) and investigate each of the intersection separately.⋂
i∈Ik
{xi(Ik,Gn) ≥ −rnxi(Ik,b)} : Denote by Pos := Pos[x⋆(b)] the positive indices of the primal
optimal basic solution x⋆(b) and set ǫ := mini∈Pos x
⋆
i (b) (equal to 1 if Pos is empty). For a non-empty
subset K ⊆ [K] notice that x(Ik, b) = x⋆(b) and write the intersection in i as⋂
i∈Pos
{xi(Ik, Gn) ≥ −rnx⋆i (b)} ∩
⋂
i∈Ik\Pos
{xi(Ik, Gn) ≥ −rnx⋆i (b)} .
The first intersection includes the intersection over i ∈ Pos of the events that xi(Ik, bn − b) ≥ −ǫ,
which occurs with high probability as xi(Ik, bn) is close to xi(Ik, b) in probability by the continuous
mapping theorem. The second intersection is the event
{
xIk\Pos(Ik, Gn) ≥ 0
}
(recall x⋆i (b) = 0 for
i ∈ Ik \Pos), which is the nonnegativity of the coordinates of (AIk)−1Gn corresponding to Ik \Pos.
More precisely, write
Ik = {ik1 < · · · < ikm} ⊆ [d], Jk = {j ∈ [m] | ikj /∈ Pos[x⋆(b)]} ⊆ [m], (|Jk| = m− |Pos(x⋆(b))| = D),
and then {xIk\Pos(Ik, Gn) ≥ 0} is the event {Gn ∈ Hk} with
Hk :=
⋂
j∈Jk
{v ∈ Rm | [(AIk)−1v]j ≥ 0} =
⋂
j∈Jk
{AIku |uj ≥ 0} = {AIku |uJK ≥ 0} (4.4)
a closed convex cone in Rm. In total, we obtain that⋂
i∈Ik
{xi(Ik, Gn) ≥ −rnxi(Ik, b)} = {Gn ∈ Hk}+ oP(1). (4.5)
Remark 4.2 (Degeneracy in Linear Programs). Notice that the index set Jk defined above depends
on the amount of degeneracy of the primal optimal solution x⋆(b). In particular, if x⋆(b) is non-
degenerate then there exists only one corresponding basis I such that x⋆(b) = x(I, b), i.e., we have
that k = K = 1. Moreover, the set J1 is empty and the closed convex cone H
m
1 = R
m.
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⋃
i∈Ik
{xi(Ik,Gn) < −rnxi(Ik,b)} : Dealing with the union requires some care as k is possibly
larger than K. If k > K, then by definition x(Ik, b) is not a primal basic feasible solution for
(Pb), which means that there exists an i ∈ Ik such that xi(Ik, b) < 0. Then the probability
P ({xi(Ik, bn − b) < −xi(Ik, b)}) tends to one with increasing n since again by the continuous map-
ping theorem xi(Ik, bn) is close to xi(Ik, b) in probability. Therefore,
lim
n→∞
P

 ⋂
k>K
⋃
i∈Ik
{xi(Ik, Gn) < −rnx(Ik, b)}

 = 1
and we can focus on k ≤ K. As before we decompose the union in i ∈ Ik by⋃
i∈Pos
{xi(Ik, Gn) < −rnx⋆i (b)} ∪
⋃
i∈Ik\Pos
{xi(Ik, Gn) < −rnx⋆i (b)}.
By identical arguments as before the first union has asymptotic probability zero. With the previ-
ously introduced notation of the closed convex cone Hk, a straightforward calculation shows that
the second union is the event {Gn /∈ Hk}. This yields that⋃
i∈Ik
{xi(Ik, Gn) < −rnxi(Ik, b)} = {Gn /∈ Hk}+ oP(1). (4.6)
The Limit for 1AKn : Combining (4.5) and (4.6) we conclude that asymptotically
AKn =
⋂
k∈K
{Gn ∈ Hk} ∩
⋂
k/∈K
{Gn /∈ Hk}+ oP(1)
=
⋂
k∈K
{Gn ∈ Hk} \
⋃
k/∈K
{Gn ∈ Hk}+ oP(1).
Denote for ∅ ⊂ K ⊆ [K] the closed convex cone HK = ∩k∈KHk ⊆ Rm and set H∅ = ∅. Then we
find that
P(AKn ) = P (Gn ∈ HK \ ∪k/∈KHk) + o(1), ∅ ⊂ K ⊆ [K],
where the union is empty if K = [K]. In order to take the limit as n approaches infinity, we employ
the Portmanteau theorem (Billingsley, 1999, Theorem 2.1). For this it suffices for the boundary4
of these sets to have Lebesgue measure zero as by assumption (B1) the limit G is absolutely
continuous with respect to Lebesgue measure. Notice that5
∂(HK \ ∪k/∈KHk) ⊆ (∂HK) ∪
⋃
k/∈K
∂Hk
has Lebesgue measure zero, since HK and Hk are convex sets. Applying the Portmanteau theorem
this allows to conclude for n tending to infinity
1AKn
D−→ 1G∈HK\∪k/∈KHk .
4We denote by ∂A = A \ intA the boundary of a set A; int(A) and A denote the interior and closure of A,
respectively.
5In general and as ∂(Rm \A) = ∂A, it holds ∂(A ∩B1 · · · ∩ Bl) ⊆ (∂A) ∪
⋃l
i=1 ∂(R
m \ Bi).
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Remark 4.3 (The case m0 < m). The same line of reasoning works if we only consider the first
m0 < m coordinates of bn to be random. Then the last m−m0 coordinates of Gn are zero and one
can replace the closed convex cone Hk by an m0-dimensional closed convex cone
Hm0k =
⋂
j∈Jk
{
vm0 ∈ Rm0 |
[
(AIk)
−1
(
vm0
0m−m0
)]
j
≥ 0
}
.
In particular, it holds as n approaches infinity that
1AKn
D−→ 1Gm0∈Hm0K \∪k/∈KHm0k .
4.2 Proofs for Main Results
With the preliminary steps from the previous subsection, we are now able to prove our main
statements.
Theorem 3.1. For the closed convex cones Hm01 , . . . ,H
m0
K ⊆ Rm0 and a nonempty K ⊆ [K] define
the function TK : R|K| × Rm → Rd by
TK(α, v) =
∑
k∈K
1v[m0]∈H
m0
K \∪k/∈KH
m0
k
αkx(Ik, v).
This function is continuous for all α ∈ RK and all vectors v ∈ Rm such that v[m0] /∈ ∂(Hm0K \
∪k/∈KHm0k ). In particular, the continuity set is of full measure with respect to (αK, G), because
based on our previous discussion in Section 4.1.3 the probability that Gm0 is in the boundary
vanishes for all non-empty K ⊆ [K]. As there are finitely many possible subsets K denoted by
K1, . . . ,KB , the function T =
(
TK1 , . . . , TKB
)
: R
∑B
i=1 |Ki| × Rm → (Rd)B defined by
T
(
αK1 , . . . , αKB , v
)
=
(
TK1(αK1 , v), . . . , TKB (αKB , v)
)
is continuous G-almost surely. The continuous mapping theorem together with the assumed joint
distributional convergence of the random vector (αKn , Gn) yield that∑
∅⊂K⊆[K]
1G
m0
n ∈H
m0
K \∪k/∈KH
m0
k
αKn ⊗ x (IK, Gn) =
∑
∅⊂K⊆[K]
TK
(
αKn , Gn
)
D−→
∑
∅⊂K⊆[K]
TK
(
αK, G
)
=
∑
K
1Gm0∈H
m0
K \∪k/∈KH
m0
k
αK ⊗ x (IK, G) ,
which finishes the proof for Theorem 3.1. Notice that according to Remark 4.2 if the primal and
dual feasible basis I1 is unique the above sum collapses to a single summand and the limit law takes
the form rn (x
⋆(bn)− x⋆(b)) D−→M(G) := x(I1, G).
Theorem 3.2. Since the result holds without any regularity conditions on G or Gm0 , we can assume
that m0 = m. We proceed by showing that, in presence of (A3), the function
T
(
αK1 , . . . , αKB , v
)
=
∑
∅⊂K⊆[K]
1v∈HK\∪k/∈KHk α
K ⊗ x (IK, v) ,
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as defined in the previous proof, does not depend on α =
(
αK1 , . . . , αKB
)
. We rewrite
Hk =
{
v ∈ Rm | [(AIk)−1v]j ≥ 0, ∀j ∈ Jk
}
=
{
v ∈ Rm | [(AIk)−1v]j ≥ −1η [x⋆(b)]j , for some η > 0, ∀j ∈ Ik
}
=
{
v ∈ Rm | (AIk)−1v ≥ −
1
η
A−1Ik b, for some η > 0
}
=
{
v ∈ Rm | (AIk)−1 (b+ ηv) ≥ 0 for some η > 0
}
.
In particular, the cone Hk is the set of all directions v ∈ Rm such that for some η > 0 the perturbed
linear program (Pb+ηv) has Ik as optimal basis. According to Lemma 2.6, λ(Ik) is nondegenerate
and optimal for (Pb); it remains so for problem (Db+ηv), and therefore the corresponding primal
solution for (Pb+ηv) is unique (see Proposition 2.5). Hence, for any v ∈ Hmj ∩ Hmk with 1 ≤ j <
k ≤ K we deduce that x(Ij , b + ηv) = x(Ik, b + ηv) and consequently x(Ij , v) = x(Ik, v). For
v ∈ U := ∪Kk=1Hk, define the index set K(v) := {k ∈ [K] | v ∈ Hk} 6= ∅ and denote its minimal
index by K(v) := minK(v). The sets defining the indicator functions for T are by construction
disjoint and their union is U . We therefore conclude that
T
(
αK1 , . . . , αKB , v
)
= αK(v) ⊗ x(IK(v), v) = x(IK(v), v).
Thus, T does not depend on α and simplifies to
T (v) =
K∑
k=1
1K(v)=k x (Ik, v) =
K∑
k=1
1v∈Hk\∪j<kHj x (Ik, v) .
To prove continuity of T , let us now fix v0 ∈ U . Since all cones Hk are closed, there exists ǫ > 0
such that for v ∈ U with ‖v − v0‖ < ǫ it holds K(v) ⊆ K(v0). This yields T (v) = x(IK(v0), v0) =
x(IK(v), v0) and we deduce
‖T (v)− T (v0)‖ = ‖x(IK(v), v − v0)‖ ≤ max
k≤K
‖A−1Ik ‖∞‖v − v0‖.
Hence, T is Lipschitz continuous on U with Lipschitz constant maxk≤K ‖A−1Ik ‖∞. The statement
now follows by the continuous mapping theorem and the limit reads as
T (G) =
K∑
k=1
1G∈Hk\∪j<kHj x (Ik, G) .
If G is absolutely continuous, this can be further simplified to T (G) =
∑K
k=1 1G∈Hk x (Ik, G) as
any intersection Hj ∩Hk has Lebesgue measure zero. To see this notice for v ∈ Hj ∩Hk and some
η > 0, it holds
cTx(Ij , b+ ηv) = c
Tx(Ik, b+ ηv) ⇔ cTA−1Ij (b+ ηv) = cTA−1Ik (b+ ηv)
⇔ (λ(Ik)− λ(Ij))T v = 0,
where we use the definition for corresponding optimal dual solution λ(Ik) = c
TA−1Ik . By (A3) the
vector λ(Ik)−λ(Ij) is nonzero and hence v is contained in its orthogonal complement, which indeed
has Lebesgue measure zero.
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Theorem 3.4. Recall the definition of the Hausdorff distance
dH (Opt(bn), Opt(b)) := max
{
sup
x∈OPT (bn)
inf
y∈OPT (b)
‖x− y‖, sup
x∈OPT (b)
inf
y∈OPT (bn)
‖x− y‖
}
.
We prove that it is bounded in probability OP(r
−1
n ) by considering separately each of the two
random quantities over which the maximum is defined. Proving boundedness in probability for the
first random quantity
sup
x∈OPT (bn)
inf
y∈OPT (b)
‖x− y‖
relies on the observation from Lemma 4.1 that if n approaches infinity the optimal primal and dual
bases for (Pbn) are contained in the optimal primal and dual bases for (Pb) with probability tending
to one. According to Lemma 2.3, we deduce that with high probability
∅ ⊂ OPT (bn) ⊆ Conv{x(I[K], bn)}.
Since by assumption bn − b ∈ OP(r−1n ), we conclude
sup
x∈OPT (bn)
inf
y∈OPT (b)
‖x− y‖ ≤ sup
α∈∆K
∥∥α⊗ x(I[K], bn − b)∥∥ ≤ max
k≤K
‖x(Ik, bn − b)‖ = OP(r−1n ).
In fact, if OPT (b) = {x⋆(b)} is a singleton the proof for the Hausdorff distance is completed as
dH (Opt(bn), Opt(b)) = sup
x∈OPT (bn)
‖x− x⋆(b)‖,
which is already known to be OP(r
−1
n ). In particular, by (A1) this holds for b = 0 and hence
without loss of generality we may assume from now on that b 6= 0. However, if OPT (b) is not a
singleton then proving the boundedness for the second random quantity
sup
x∈OPT (b)
inf
y∈OPT (bn)
‖x− y‖
requires some more care. More precisely, in presence of degeneracy for any primal optimal basic
solutions for (Pb) the primal and dual optimal bases for (Pbn) can be a strict subset of primal
and dual optimal bases for (Pb). Hence, our previous argument does not apply. We define an
equivalence relation on the set of all primal and dual optimal bases I1, . . . , IK for (Pb) as follows:
j ∼ k :⇐⇒ x(Ij , b) = x(Ik, b), j, k ∈ [K].
We denote by B1, . . . ,BT the induced equivalence classes.
Lemma 4.4. There exists ǫ > 0 such that for all b˜ with (Pb˜) feasible and ‖b˜− b‖ < ǫ it holds that
for any 1 ≤ t ≤ T there exists k ∈ Bt such that x(Ik, b˜) ∈ OPT (b˜).
Proof. For any 1 ≤ t ≤ T denote by Post ⊆ [d] the positivity set of the primal optimal basic solution
defined by all bases in equivalence class Bt. Since b 6= 0, the set Post is nonempty. Consider the
pair of primal and dual linear programs
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max
λ∈Rm
λT b
s.t. [ATλ][d]\Post ≤c[d]\Post,
[ATλ]Post =cPost,
(Db,Post)
min
x∈Rd
cTx
s.t. Ax = b,
x[d]\Post ≥ 0.
(Pb,Post)
By construction the basic solutions for (Db,Post) are λ(Ik) for each k ∈ Bt. By continuity of x(Ik, b)
in b choose an ǫ > 0 such that ‖b˜− b‖ < ǫ and Post ⊂ Pos(x(Ik, b˜)). By assumption (Pb˜) is feasible
and its optimality set is bounded. Hence, (Db˜,P ost) is bounded and feasible and strong duality
holds. This yields a representative k ∈ Bt such that x(Ik, b˜) ≥ 0 is optimal for (Pb˜), an hence
contained in OPT (b˜). As 1 ≤ t ≤ T is chosen arbitrarily the proof is finished.
We are now able to prove that even if the primal (Pb) does not admit a unique optimal solution,
we still have
sup
x∈OPT (b)
inf
y∈OPT (bn)
‖x− y‖ ∈ OP(r−1n ).
Specifically, we apply Lemma 4.4 to all 1 ≤ t ≤ T . Then as n tends to infinity we find with
probability 1 − o(1) that ‖bn − b‖ < ǫ and together with assumption (B2) and Lemma 4.4 there
exists kt(n) ∈ Bt such that x(Ikt(n), bn) ∈ OPT (bn). Observe that if we pick for any equivalence
class Bt an arbitrary representative kt to obtain a sequence {kt}t∈T of full representation then we
can rewrite OPT (b) = Conv({x(Ikt , b) | 1 ≤ t ≤ T}). In particular, for n large enough {kt(n)}t∈T
is a random full representation, i.e., OPT (b) = Conv({x(Ikt(n), b) | 1 ≤ t ≤ T}). We deduce that
with high probability
sup
y∈OPT (b)
inf
x∈OPT (bn)
‖x− y‖ = sup
α∈∆T
inf
x∈OPT (bn)
∥∥∥∥∥x−
∑
t
αtx(Ikt(n), b)
∥∥∥∥∥
≤ sup
α∈∆T
∥∥∥∥∥
T∑
t=1
αtx(Ikt(n), bn − b)
∥∥∥∥∥
≤ max
1≤t≤T
‖x(Ikt(n), bn − b)‖ = Op(r−1n ).
Proposition 3.5. In fact, the statement can be deduced from our main Theorem 3.1. However, the
observation in Lemma 4.1 paves the way for a more direct proof.
Denote again by I1, . . . , IN all dual optimal basic solutions for (Db) among those I1, . . . , IK for
K ≤ N induce primal and dual optimal solutions for (Pb) and (Db), respectively. According to
Lemma 4.1, as n tends to infinity the probability that at least one of the bases I1, . . . , IK induce also
primal and dual optimal solutions for (Pbn) and (Dbn), respectively, tends to one. More precisely,
and with the notation for the sets Bkn as defined on page 13 this means for the event
Fn :=
⋃
1≤k≤K
Bkn ⊆ Ω
that limn→∞ P(Fn) = 1. We now decompose the random quantity rn(c(bn)− c(b)) conditioned on
the event Fn and apply strong duality. Notice that if event Fn occurs then at least one of I1, . . . , IK
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induces a dual optimal basic solution for (Dbn). This choice of basis depends on n, however, the
optimal value for (Dbn) is equal to max1≤k≤K b
T
nλ(Ik) since all λ(Ik) remain basic feasible solutions
for (Dbn). In particular, we find
rn(c(bn)− c(b)) = 1Fn rn(c(bn)− c(b)) + 1F cn rn(c(bn)− c(b))
= 1Fn rn
(
max
1≤k≤K
bTnλ(Ik)− max
1≤k≤K
bTλ(Ik)
)
+ oP(1).
Finally, the value max1≤k≤K b
Tλ(Ik) does not depend on k since all λ(Ik) are by definition dual
optimal basic solutions for (Db). Therefore, by continuity, the central limit law for rn(bn− b) D−→ G
and an application of Slutzky we conclude
1Fn rn
(
max
1≤k≤K
bTnλ(Ik)− max
1≤k≤K
bTλ(Ik)
)
+ oP(1)
=1Fn
(
max
1≤k≤K
rn
(
bTn − bT
)
λ(Ik)
)
+ oP(1)
D−→ max
1≤k≤K
GTλ(Ik).
Theorem 3.6. Define the event
GoodOpt = {P (bn) 6= ∅} \ ∪k>KBkn
that the primal (Pbn) is feasible and the only bases that induce a primal optimal basic solution
x⋆(bn) are I1, . . . , IK that also induce an optimal x
⋆(b) ∈ OPT (b) by definition. An application of
Lemma 4.1 to Ik for k > K shows that
P (goodOpt) = 1− P (goodOptc) = 1− P
(
∪k>KBkn ∪ {P (bn) = ∅}
)
≥ 1−
(
N∑
l=K+1
P
(
Bln
)
+ P ({P (bn) = ∅})
)
→ 1,
(4.7)
where we invoke the (asymptotic) existence assumption (B2). Recall that Pos[x] is the set of entries
where x is not zero.
Lemma 4.5. Suppose assumptions (A2) and (B2) hold. Then any (measurable) choice of x⋆(bn)
satisfies
lim
n→∞
P (Pos[x⋆(bn)] ⊇ Pos[x⋆(b)]) = 1.
Proof. According to Lemma 2.3, whenever goodOpt occurs, any choice of x⋆(bn) must belong to
the convex hull of {x(Ik, bn) | k ≤ K}. Therefore, the probability of the event in the statement of
the lemma is not smaller than
P (goodOpt) −
∑
i∈Pos[x⋆(b)]
K∑
k=1
P (xi(Ik, bn) = 0) .
Because of (4.7) we only need to bound the probabilities in the last sum. But they clearly converge
to zero since by the continuous mapping theorem xi(Ik, bn)→ xi(Ik, b) = x⋆i (b) > 0 in probability.
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Continuing the proof, the first assertion follows from (4.7) and Lemma 4.5. Now let i be an index
corresponding to a degenerate zero. Then there exists k0 ≤ K such that i ∈ Ik0 and xi(Ik0 , b) = 0.
The closed convex cone Hk0 defined in (4.4) contains an open neighborhood around AIk01m. Hence
P(G ∈ Hk0) > 0 and consequently there exists K ⊇ {k0} such that 2δ = P(G ∈ HK \H[K]\K) > 0
and thus P(AKn ) > δ > 0 for n large. Since α
K
n converges in distribution to α
K, which has positive
probability of being positive on the coordinate corresponding to k0, for n large there is positive
probability that
x⋆(bn) =
∑
k∈K
(αKn )kx(Ik, bn)
with (αKn )k0 > 0. Moreover the probability that xi(Ik0 , bn) = 0 vanishes as n tends to infinity,
because rnxi(Ik0 , bn) = xi(Ik0 , Gn) → xi(Ik0 , G), which is a continuous random variable because
G is absolutely continuous. All this combined yields that P(x⋆i (bn) > 0) is positive for all n large
enough.
5 On the Assumptions
This section elaborates on the assumptions stated in Section 2. The deterministic assumptions
(A1), (A2) and (A3) are related by
{(A1) & (A3)} =⇒ (A2) =⇒ (A1), (A3) 6=⇒ (A1),
where the first implication is shown in Lemma 2.6 and the second is obvious. Regarding the
stochastic assumptions (B1)–(B2), we have (see Lemma 5.3)
{Slater(b) & (B1)} =⇒ (B2),
where Slater(b) is the condition that the feasible set P (b) = {x ∈ Rd : Ax = b, x ≥ 0} contains
a positive element x ∈ (0,∞)d (Slater’s constraint qualification (Boyd and Vandenberghe, 2004)).
The assumption (B1) has to be checked for each particular case and can usually be verified by an
application of the central limit theorem. Further statements regarding the assumptions are stated
below, and proven in Appendix B.
Feasibility assumption. The assumption (B2) is obviously necessary for the limiting distribution
to exist. It is verified if the convex polytope P (b) = {x ∈ Rm |Ax = b, x ≥ 0} is feasible and
bounded whenever ‖b− b0‖ < ǫ for some ǫ > 0.
Lemma 5.1 (Boundedness). Suppose there exists some b0 ∈ Rm such that the polytope P (b0) =
{x ∈ Rm |Ax = b0, x ≥ 0} is feasible and bounded. Then for all b ∈ Rm the polytope P (b) is
bounded.
A sufficient condition for boundedness is positivity of the constraint matrix.
Lemma 5.2 (Boundedness). Suppose that A has nonnegative entries and no column of A is 0 ∈ Rm.
Then the polytope P (b) is bounded (possibly nonfeasible) for all b ∈ Rm.
Feasibility for P (b) is a more delicate question and usually fails to hold uniformly in b. However,
we have the following statements that suffice for our purposes.
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Lemma 5.3 (Feasibility). Consider the polytope P (b0) = {x ∈ Rm |Ax = b0, x ≥ 0}. Then P (b) is
feasible for all b sufficiently close to b0 if either of the following two conditions holds:
(i) The polytope P (b0) admits a nondegenerate basic solution.
(ii) Slater’s constraint qualification holds.
Let us finally give a sufficient condition for assumption (B2). We obviously have that
P (x⋆(bn) exists) ≥ P (P (bn) feasible & bounded) .
If assumption (B1) holds, we have that bn converges in probability to b. Consequently, the latter
event in the above display has asymptotically probability one if P (b) is feasible, bounded and fulfills
Slater’s condition. These conditions are satisfied for many linear programs, such as the optimal
transport problem considered in more detail in Section 6.
Uniqueness assumption. The uniqueness assumption (A2) is obviously necessary for our distri-
butional limit stated in Theorem 3.1. Further, recall Theorem 2.5 for primal uniqueness statements
in terms of dual nondegeneracy. From a probabilistic point of view uniqueness is satisfied for almost
every cost.
Lemma 5.4. Let P = {Ax = b, x ≥ 0} and let C be a d-dimensional random vector with distribu-
tion absolutely continuous with respect to Lebesgue measure on Rd. Then almost surely the standard
linear program minx∈P C
Tx either admits a unique optimal solution or no solution at all.
In fact, the proof for Lemma 5.4 shows that all dual basic feasible solutions are nondegenerate
almost surely. In particular, assumption (A3) holds almost surely. We further discuss uniqueness
for optimal transport problems in Section 6.
Duality assumption. Lemma 2.6 proves that in presence of (A1) the assumption (A3) is equiv-
alent to nondegeneracy of all optimal dual solutions. Thus when these assumptions hold, we have
lim
n→∞
P({x⋆(bn) is unique}) = 1.
Under some conditions on the limiting distribution G we can also establish a converse result.
Lemma 5.5. Suppose that the limit distribution G has a positive density in a neighborhood of the
origin6. If (A3) does not hold, then
lim inf
n→∞
P (x⋆(bn) is non-unique) > 0.
Joint convergence. Our goal here is to state useful conditions such that the random vector(
αKn , Gn
)
7 jointly converges in distribution to some limit random variable
(
αK, G
)
on the space
∆|K| × Rm. By assumption (B1), Gn → G in disribution, and a necessary condition for the joint
distributional convergence of (αKn , Gn) is that α
K
n has a distributional limit α
K. There is no reason
to expect αKn and Gn to be independent, as discussed at the end of this section. We give a weaker
6More generally, it suffices to assume that the origin is a Lebesgue point of the support of G.
7Recall that the αKn represent random weights (summing up to one) for each optimal basis Ik, k ∈ K for the
case that AKn occurs, i.e., that several bases yield primal optimal solutions and hence any convex combination is also
optimal.
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condition than independence that is formulated in terms of the conditional distribution of αKn given
Gn (or, equivalently, given bn = b + Gn/rn). These conditions are natural in the sense that if
bn = g, then the choice of solution x
⋆(g), as encapsulated by the αKn ’s, is determined by the specific
linear program solver in use.
Treating conditional distributions rigorously requires some care and machinery. Let Z = ZK =
∆|K| × Rm and for ϕ : Z → R denote
‖ϕ‖∞ = sup
z
|ϕ(z)|, ‖ϕ‖Lip = sup
z1 6=z2
|ϕ(z1)− ϕ(z2)
‖z1 − z2‖ , ‖ϕ‖BL = ‖ϕ‖∞ + ‖ϕ‖Lip.
We say that ϕ is bounded Lipschitz if it belongs to BL(Z) = {ϕ : Z → R | ‖ϕ‖BL ≤ 1}. The
bounded Lipschitz metric
BL(µ1, µ2) := sup
ϕ∈BL(Z)
∣∣∣∣
∫
Z
ϕ(z) d (µ1 − µ2) (z)
∣∣∣∣ (5.1)
is well-known to metrize convergence in distribution of (probability) measures on Z (Dudley, 2002,
Theorem 11.3.3). According to the disintegration theorem (see Kallenberg (1997, Theorem 5.4),
Dudley (2002, Section 10.2) or Chang and Pollard (1997) for details), we may write the joint
distribution of
(
αKn , bn
)
as an integral of conditional distributions µKn,g that represent the distribution
of αKn given that bn = g. More precisely, g 7→ µKn,g is measurable from Rm to the metric space of
probability measures on ∆|K| with the bounded Lipschitz metric, so that for any ϕ ∈ BL(Z) it
holds that
Eϕ(αKn , bn) = Eψn(bn), ψn(g) =
∫
∆|K|
ϕ(α, g)dµKn,g(α),
where ψn : Rm → R is a measurable function. The joint distribution of (αKn , Gn) is determined by
the collection of expectations
Eϕ(αKn , Gn) = Eψn(Gn) = Eψn (rn(bn − b)) , ϕ ∈ BL(Z).
Our sufficient condition for joint convergence is given by the following lemma. It is noteworthy
that the spaces Rm and ∆|K| can be replaced with arbitrary Polish spaces, and even more general
spaces, as long as the disintegration theorem is valid.
Lemma 5.6. Let {µKg }g∈Rm be a collection of probability measures on ∆|K| such that the map
g 7→ µKg is continuous at G-almost any g ∈ Rm, and suppose that µKn,g → µKg uniformly with respect
to the bounded Lipschitz metric BL. Then (αKn , Gn) converges in distribution to a random vector
(αK, G) satisfying
Eϕ(αK, G) = EG
∫
∆|K|
ϕ(α,G)dµKG(α) := Eψ(G)
for any continuous bounded function ϕ ∈ BL(Z) (this determines the distribution for the random
vector (αK, G) completely). Moreover, if L denotes the distribution of a random vector, then the
rate of convergence can be quantified as
BL(L[(αKn , Gn)],L[(αK, G)]) ≤ sup
g
BL(µKn,g, µ
K
g ) + (1 + L)BL(L[Gn],L[G]),
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where L := supg1 6=g2 BL(µ
K
g1 , µ
K
g2)/‖g1 − g2‖ ∈ [0,∞]. The supremum with respect to g can be
replaced by an essential supremum.
The conditions of Lemma 5.6 (and hence the joint convergence in Theorem 3.1) will be satisfied in
many practical situations. For example, given bn and an initial basis for the simplex method, its
output is determined by the pivoting rule (for a general overview see Terlaky and Zhang (1993) and
references therein). Deterministic pivoting rules lead to degenerate conditional distributions of αKn
given bn = g, whereas random pivoting rules may lead to nondegenerate conditional distributions.
In both cases these conditional distributions do not depend on n at all, but only on the input vector
g. In particular, the uniform convergence in Lemma 5.6 is trivially fulfilled (the supremum is equal
to zero). It is reasonable to assume that these conditional distributions depend continuously on g
except for some boundary values that are contained in a lower-dimensional space (which will have
measure zero under the absolutely continuous random vector G).
6 Optimal Transport
In this section, we focus on the optimal transport problem (see Villani (2008); Peyre´ and Cuturi
(2019); Panaretos and Zemel (2020) for further details) on finite spaces, and consider a space X =
{x1, . . . , xN} equipped with some underlying cost c : X ×X → RN2 usually represented as a matrix
c ∈ RN×N with entries cij = c(xi, xj). Further, denote by ∆N := {r ∈ RN |1TNr = 1, ri ≥ 0} the
set of all probability measures on the space X and let ri(∆N ) := {r ∈ RN |1TNr = 1, ri > 0} be
its relative interior. More precisely, we identify the measures with their densities with respect to
the counting measure on X . Two probability measures r, s ∈ ∆N define the set of all couplings
between them
Π(r, s) :=

π ∈ RN×N |
N∑
j=1
πij = ri,
N∑
i=1
πij = sj, πij ≥ 0

 ,
i.e., probability measures on the product space X × X whose row-marginal coincide with r and
column-marginal with s. The optimal transport problem
min
π∈Π(r,s)
N∑
i,j=1
cijπij (OT)
seeks to find an optimal transport coupling π⋆ between r and s such that the integrated cost is
minimal among all possible couplings. Its dual problem reads
max
α,β∈RN
rTα+ sTβ s.t. αi + βj ≤ cij , ∀ i, j ∈ [N ]. (DOT)
6.1 Assumptions in View of Optimal Transport
Deterministic assumptions. We start discussing the deterministic assumptions (A1), (A2) and
(A3) in the context of optimal transport. For (A1) and (A2) recall that the set of couplings
Π(r, s) is never empty since it always contains the independence coupling rsT . By Lemma 5.1, the
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feasibility set Π(r, s) is a compact subset of RN×N . We conclude that optimal transport always
attains at least one optimal solution
π⋆ ∈ argmin
π∈Π(r,s)
N∑
i,j=1
cijπij
all of which are usually termed optimal transport couplings. However, uniqueness of an optimal
transport coupling is in general not guaranteed, and we discuss this in more detail below. In total,
assumptions (A1) and (A2) hold if and only if
the optimal transport coupling π⋆ is unique. (AOT)
Under (AOT) the optimal transport coupling is of course a primal optimal basic solution, i.e.,
induced by an optimal basis.
Sufficient conditions for uniqueness and nondegeneracy in optimal transport problems can be con-
sidered to be of interest in their own. The proofs of the statements contained in the following are
deferred to Appendix C. In fact, various sufficient conditions ensuring uniqueness of an optimal
transport coupling are known. Among the most prominent is the strict Monge condition that the
cost c satisfies
cij + ci′ j′ < cij′ + ci′j , ∀ i < i
′
, j < j
′
, (6.1)
also taking into account possible relabelling of the indices (Dubuc et al., 1999, Theorem 7). This
translates to easily interpretable statements on the real line.
Lemma 6.1. Let X := {x1 < . . . < xN} be a set of N distinct ordered points on the real line.
Suppose that the cost takes the form c(x, y) = f(|x− y|) with f : R+ → R+ such that f(0) = 0 and
that f fulfils either one of the following two conditions:
(i) f is strictly convex,
(ii) f is strictly concave.
Then for any marginals r, s ∈ ∆N the optimal transport problem (OT) attains a unique solution.
The first statement follows by employing the Monge condition (see also McCann (1999, Proposition
A2) for an alternative approach). The second case is more delicate, and indeed, the description of
the unique optimal solution is more complicated. Moreover, for both cases the unique transport
coupling can be computed by the simple Northwest corner algorithm (Hoffman, 1963). Typical
costs covered by Corollary 6.1 are dp(x, y) = |x− y|p for any p ≥ 0 such that p /∈ {0, 1}.
Remark 6.2 (The real line for p ∈ {0, 1}). In general, uniqueness statements on the real line for
cost c(x, y) = |x− y|p with p ∈ {0, 1} do not hold. Consider the case that the probability measure r
is supported on {x1 < . . . < xk} while s has support {xk+1 < . . . < xN} for some 1 < k < N . Then
every coupling is optimal since for any π ∈ Π(r, s) we find that
N∑
i,j=1
|xi − xj |pπij =
{∑k
i=1 rixi −
∑N
j=k+1 sjxj, p = 1,
1, p = 0.
This example may seem extreme, but it is fair to say that for p ∈ {0, 1} uniqueness is the exception
rather than the rule.
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For a coupling π ∈ RN×N we define its support by the tuple of indices
supp(π) :=
{
(i, j) ∈ [N ]2 |πij > 0
}
. (6.2)
Definition 6.3. Let c ∈ RN×N be an arbitrary cost matrix. An index set Γ ∈ [N ]× [N ] is said to
be c-cyclically monotone if for any n ∈ N, and any family (i1, j1), . . . , (in, jn) with (ik, jk) ∈ Γ it
holds that
n∑
k=1
cikjk ≤
n∑
k=1
cikjk−1
with the convention that j0 := jn. Further, the set Γ is said to be strictly c-cyclically monotone if
additionally strict inequality holds for all cases such that the right-hand side contains at least one
tuple (ik, jk−1) /∈ Γ for 1 ≤ k ≤ n.
Transport couplings are always supported on a c-cyclically monotone set and in fact this yields a
characterization of optimality (Villani, 2008, Theorem 5.10). We prove that uniqueness is equivalent
for the support to be strictly c-cyclically monotone.
Theorem 6.4. For two marginals r, s ∈ ∆N consider the optimal transport (OT) with cost c and
suppose that π⋆ is an optimal transport coupling. Then π⋆ is unique if and only if supp(π⋆) is
strictly c-cyclically monotone.
Remark 6.5. If the cost matrix c fulfils the strict Monge condition (6.1) then the optimal transport
coupling obtained by applying the Northwest corner algorithm has support that is strictly c-cyclically
monotone and hence it is unique. However, not every optimal transport coupling whose support is
strictly c-cyclically monotone can be obtained (after a suitable relabelling of columns and rows) by
the Northwest corner rule (Klinz and Woeginger, 2011, Example 1.2). In other words, not every
optimal transport coupling with strictly c-cyclically monotone support is based on an underlying cost
c satisfying the strict Monge condition (6.1).
Additionally, we see below in Proposition 6.8 that under suitable assumptions optimal transport
couplings are unique almost surely. Before we prove these statements, it will be convenient to
discuss assumption (A3) for the optimal transport (OT). Notice that if each dual basic feasible
solution is nondegenerate, then clearly (A3) holds. By Klee and Witzgall (1968) every primal basic
feasible solution is nondegenerate if for any proper subsets A,B ⊂ [N ] not both empty we have∑
i∈A
ri 6=
∑
j∈B
sj. (6.3)
We can prove a related condition such that every dual basic feasible solution for (DOT) is nonde-
generate (see Appendix C for a proof). Further and to the best of our knowledge, the following
condition has not yet appeared in the literature.
Theorem 6.6. Consider the optimal transport (OT) for marginals r, s ∈ ∆N and given cost c.
Suppose that for any n ≥ 2 and any family of indices {(ik, jk)}1≤k≤n with all ik pairwise different
and all jk pairwise different it holds that
n∑
k=1
cikjk 6=
n∑
k=1
cikjk−1 , j0 := jn. (6.4)
Then all dual basic solutions are nondegenerate and in particular (A3) holds.
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Condition (6.4) can be considered as the dual to (6.3) and we refer to it as the dual summability
condition. An immediate consequence is the uniqueness of the optimal transport coupling.
Corollary 6.7. Suppose that the cost c satisfies the dual summability condition (6.4). Then for
any marginals r, s ∈ ∆N the optimal transport (OT) attains a unique optimal transport coupling.
Proof. Simply observe that condition (6.4) implies each dual basic feasible solution to be nondegen-
erate. In particular, this holds for the dual optimal basic solution. By Proposition 2.5 we deduce
uniqueness of the primal optimal basic solution.
The dual summability condition (6.4) only depends on the cost and is independent of the marginal
weights. On the real line with cost c(x, y) = |x − y|p and p ≥ 0, the condition holds if and
only if p /∈ {0, 1} (see Corollary 6.1 and Remark 6.2). If the underlying space involves too many
symmetries, such as a regular grid with cost defined by the underlying grid structure, it is usually
never satisfied. Nevertheless, for many cost functions the set of all positions of finitely many points
such that dual summability (6.4) does not hold has Lebesgue measure zero. Consequently, the
optimal transport coupling π⋆ is generically unique.
Proposition 6.8. For any two probability vectors r, s ∈ ∆N define the probability measures r(X) =∑N
k=1 rkδXk and s(Y) =
∑N
k=1 skδYk with random support drawn from two independent collections
of RD-valued random variables X1, . . . ,XN
i.i.d.∼ µ and Y1, . . . , YN i.i.d.∼ ν for D ≥ 2. Suppose that µ
and ν are absolutely continuous with respect to Lebesgue measure and consider the optimal transport
(OT) between r(X) and s(Y) with cost for p, q > 0 and p and q not both equal to one between two
points x, y ∈ RD defined by
c(x, y) = ‖x− y‖pq =
(
D∑
i=1
|xi − yi|q
) p
q
.
Then the dual summability condition (6.4) holds almost surely. In particular, with probability one
for any r, s ∈ ∆N and pair of marginals r(X) and s(Y), the corresponding optimal transport
coupling is unique.
Remark 6.9. As the proof shows, the result is valid for more general cost functions. In particular,
p can be strictly negative and the result will hold true. This includes the Coulomb cost (p = −1)
that has applications in physics (Cotar et al., 2013). If p 6= 1, then q can also be infinite, but if
q = ∞ and p = 1 then uniqueness fails in a similar fashion as in the case p = q = 1 (see Remark
6.10 below).
Wang et al. (2013) prove a similar result for the specific case p = q = 2 and for fixed marginal
weights r, s. In comparison, our result holds uniformly over all marginal weights and for more
general cost functions. Moreover, the statement remains correct if we define both measures r, s
on the same random locations X1, . . . ,XN
i.i.d.∼ µ with µ absolutely continuous with respect to
Lebesgue measure, i.e., r(X) =
∑N
k=1 rkδXk , s(X) =
∑N
k=1 skδXk and cost c(Xi,Xj) = ‖Xi −Xj‖p
(see Remark C.3 in Appendix C).
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Remark 6.10 (Non-uniqueness in higher dimensions D for p ∈ {0, 1}). Similar cases as in the
one dimensional case (Remark 6.2) can be found in higher dimensions, where we suppose here
q = 1. Suppose that r and s are supported on random locations X1, . . . ,XN
i.i.d.∼ ND(µ1,Σ1) and
independent to that Y1, . . . , YN
i.i.d.∼ ND(µ2,Σ2), where ND(µ,Σ) is a D-dimensional Gaussian
distribution with mean µ and covariance matrix Σ. For two vectors x, y ∈ RD we write x ≤ y if the
order holds coordinatewise. Conditioned on the event maxXi < minYj, any coupling between r(X)
and s(Y) is an optimal transport coupling for cost c(x, y) = ‖x− y‖p for p 6= 1 . In particular, this
has positive probability and hence we cannot deduce for uniqueness almost surely.
We conclude with another sufficient conditions for assumption (A3).
Proposition 6.11. Consider the optimal transport (OT) for marginals r, s ∈ ∆N and given cost
c. Then assumption (A3) holds if for any proper subsets A,B ⊂ [N ] not both empty∑
i∈A
ri 6=
∑
j∈B
sj
and either of the following two conditions holds:
(i) The cost c has strict Monge property (6.1).
(ii) The support of some optimal transport coupling π⋆ is strictly c-cyclically monotone.
Probabilistic assumptions. Let us focus on the probabilistic assumptions (B1) and (B2). For
this purpose it turns out to be convenient to switch perspective and vectorize the optimal transport
problem. Consider the cost c as a vector in RN
2
with entries c(i−1)N+j := c(xi, xj) and define the
coefficient matrix (also known as node-arc incidence matrix) as
A =


1TN
. . .
1TN
IN . . . IN

 ∈ R2N×N2 . (6.5)
Then the set of all couplings Π(r, s) can equivalently be defined as
Π(r, s) :=
{
π ∈ RN2 |Aπ =
[
r
s
]
, π ≥ 0
}
,
where the linear equation Aπ = [r, s]T simply encodes that the probability measure π if considered
as a matrix has to have marginals equal to r and s, respectively. The constraint matrix A ∈ R2N×N2
in (6.5) has rank 2N − 1 instead of 2N . In fact, for any coupling π ∈ Π(r, s) fixing N − 1 of its
row sums and N of its column sums suffices to fully characterize its marginals. This leads to one
degree of freedom in the constraint matrix. To obtain a matrix of full rank we remove the N -th
row of A in (6.5) which motivates the following definition.
Definition 6.12 (Reduced Optimal Transport). Describe the set of all couplings between r, s ∈ ∆N
by
Π†(r, s) :=
{
π ∈ RN2 |A†π =
[
r†
s
]
, π ≥ 0
}
, (6.6)
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where r† ∈ RN−1 consists of the first N − 1 entries of r. Thus Π†(r, s) is now characterized by A†
of full rank 2N − 1. The subscript indicates that we remove the N -th row of the matrix A in (6.5)
and the N -th entry of the probability measure r such that A† ∈ R(2N−1)×N2 and r† ∈ RN−1.
According to Remark 6.12 the optimal transport problem (OT) can be stated as the standard linear
program
min
π∈Π†(r,s)
cTπ. (POT)
The fact that the set of all couplings between r and s only depends on the reduced vector r† is
reflected in the dual (DOT) by deleting one dual variable. The corresponding dual linear program
is
max
α∈RN−1, β∈RN
rT† α+ s
Tβ s.t. αi + βj ≤ c(i−1)N+j , ∀ i, j ∈ [N − 1],
βj ≤ c(N−1)N+j , ∀ j ∈ [N ].
(DOT)
To illustrate the upcoming distributional results, we consider the following optimal transport in-
stance with N = 3 that serves as our guiding example throughout the rest of this section. We also
recall the notion of a feasible basis which is crucial for our general distributional theory.
Example 6.13. Let the ground space X = {x1 < x2 < x3} consist of N = 3 points on the real line
with cost c(xi, xj) = |xi − xj |p for p > 0. For two probability vectors r, s ∈ ∆3 on X , the optimal
transport problem (POT) reads
min
pi∈R9
cTπ s.t. A†π =
[
r†
s
]
, π ≥ 0
with cost c = (0, |x1 − x2|p, |x1 − x3|p, |x2 − x1|p, 0, |x2 − x3|p, |x3 − x1|p, |x3 − x2|p, 0) ∈ R9 and
constraint (or node-arc incidence matrix)
A† =


1 1 1
1 1 1
1 1 1
1 1 1
1 1 1

 ∈ R5×9.
A basis I is a subset of cardinality five out of the column index set {1, . . . , 9} from A† such that
the sub-matrix A†I contains five independent columns. For example, the subset I = {1, 2, 3, 5, 9}
constitutes a basis. For optimal transport it is convenient to think of a primal feasible solution
in terms of a transport matrix π ∈ R3×3 with πij encoding mass transportation from source i to
destination j. In this way, a basis I can be identified with its transport scheme of primal basic
transport matrices. More precisely, the basis I = {1, 2, 3, 5, 9} corresponds to the transport scheme
TS(I) :=

∗ ∗ ∗∗
∗

 .
Each possible nonzero entry is marked by a star and the specific values are defined by π(I, (r†, s)) =
(A†I)
−1(r†, s) ∈ R9. In particular, the above transport scheme yields a primal basic feasible solution
if and only if each coordinate is nonnegative. For instance, basis I = {1, 2, 3, 5, 9} induces the primal
basic feasible solution
π (I, (r†, s)) =

s1 s2 − r2 r1 + r2 − s1 − s2r2
s1 + s2 + s3 − r1 − r2

 =

s1 s2 − r2 s3 − r3r2
r3

 ,
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where for the second equality we specifically use that the probability vectors r, s sum up to one,
respectively. By nonnegativity, π (I, (r†, s)) is feasible if and only if s2 ≥ r2 and s3 ≥ r3.
In statistical applications the probability measures r, s ∈ ∆N are usually unknown and instead one
has access to X -valued random variables X1, . . . ,Xn i.i.d.∼ r and, independently, Y1, . . . , Ym i.i.d.∼ s.
We can then estimate r, s ∈ ∆N by empirical probability measures
rˆn :=
1
n
n∑
i=1
δXi , sˆm :=
1
m
m∑
j=1
δYj .
Notice that as rˆn and sˆm are again probability measures, the set of all couplings Π†(rˆn, sˆm) remains
non-empty and compact. In particular, assumption (B2) is always satisfied. Hence, the empirical
probability measures give rise to an empirical optimal transport coupling
πˆn,m ∈ argmin
Π†(rˆn,sˆm)
cTπ,
which is denoted as the two-sample case. We additionally denote by πˆn the optimal transport
coupling between rˆn and s which is referred to the one-sample case since estimation is restricted
to r. In view of our distributional limit results, we now characterize the statistical fluctuation of
the empirical transport couplings πˆn (and πˆn,m) around its population version
π⋆ ∈ argmin
Π†(r,s)
cTπ
by a distributional limit law. In view of assumption (B1) we require a weak limit for the empirical
process for the marginal distributions. For v ∈ ∆N , we denote by G(v) the N -dimensional central
Gaussian distribution with covariance matrix
Σ(v) :=


v1(1− v1) −v1v2 . . . −v1vN
−v1v2 v2(1− v2) . . . −v2vN
...
. . .
...
−v1vN −v2vN . . . vN (1− vN )

 . (6.7)
By the standard multivariate central limit theorem we conclude for sample size n tending to infinity
that √
n
(
rˆ†n − r†
) D−→ G1(r†) (6.8)
and similarly for the two sample case with mn+m → λ ∈ (0, 1) that√
nm
n+m
([
rˆ†n
sˆm
]
−
[
r†
s
])
D−→
(√
λG1(r†),
√
1− λG2(s)
)
, (6.9)
where G1 and G2 are independent. In the following, we assume that r, s ∈ ri(∆N ) := {r ∈
RN |1TNr = 1, ri > 0} the relative interior of ∆N . Since r ∈ ri(∆N ), then the central limit law in
(6.8) is absolutely continuous with respect to Lebesgue measure. Nevertheless, the limit law in (6.9)
is not absolutely continuous since any realization of G2(s) sums up to zero. Although G2(s) is a
centred Gaussian distribution in RN its support is included in the (N − 1)-dimensional hyperplane
of vectors orthogonal to 1N . Hence, this case requires some care and we deal with it in Lemma
C.4.
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6.2 Limit Laws for Optimal Transport Couplings
In this subsection we derive the distributional limit laws for empirical optimal transport couplings.
We distinguish these results according to the one- and the two-sample case and whether the as-
sumption (A3) is present.
6.2.1 One-Sample Case
The one-sample case is derived by a straightforward application of our general theory. Notice that
the limit distribution G(r†) for the marginal r† is absolutely continuous.
Corollary 6.14 (One-Sample). Consider the optimal transport problem in (POT) between two
probability measures r, s ∈ ri(∆N ) and suppose assumption (AOT) is satisfied. Then as n tends to
infinity it holds that
√
n (πˆn − π⋆) D−→
∑
K
1G1(r†)∈HK\∪k/∈KHk
αK ⊗ π(IK, G). (6.10)
If further assumption (A3) holds then the limit reads as
√
n (πˆn − π⋆) D−→
K∑
k=1
1G1(r†)∈Hk\∪j<kHj π(Ik, G).
6.2.2 Two-sample Case and Extensions
The two-sample case, where both marginals r, s ∈ ri(∆N ) are estimated, presents an additional
challenge in that the underlying empirical process in (6.9) converges in distribution to a degenerate
Gaussian distribution (see discussion at the end of Subsection 6.1). Absolute continuity of the
limiting random variable is required for the general theory (without assumption (A3)) in order to
show that the boundaries of the cones Hk have probability zero. Fortunately, the structure of the
optimal transport problem allows to reach the same conclusion, as established in Lemma C.4. The
two-sample case then reads as follows.
Theorem 6.15 (Two-sample Case). Consider the optimal transport problem (POT) between two
probability measures r, s ∈ ri(∆N ) and suppose that assumption (AOT) holds. Then as m∧n tends
to infinity such that mn+m → λ ∈ (0, 1) it holds that√
nm
n+m
(πˆn,m − π⋆) D−→
∑
K
1G(r†,s)∈HK\∪k/∈KHk α
K ⊗ π(IK, G (r†, s)),
where G(r†, s) = (
√
λG1(r†),
√
1− λG2(s)) is a centred Gaussian distribution with block diagonal
covariance matrix, where the blocks are given in (6.7).
If further assumption (A3) holds then the limit law simplifies to
√
nm
n+m
(πˆn,m − π⋆) D−→
K∑
k=1
1G(r†,s)∈Hk\∪j<kHj π(Ik, G (r†, s)).
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Proof. The proof follows the same lines as the proof of Theorem 3.1. The last step of the proof (see
Section 4.2) relying on the continuous mapping theorem requires the boundary ∂(HK \∪k/∈KHk) ⊆
RN−1 for K ⊆ [K] to have G-measure zero. Notice that again by the union bound
P (G ∈ ∂(HK \ ∪k/∈KHk)) ≤ P (G(r†, s) ∈ ∂HK ∪ ∂ (∪k/∈KHk))
≤
K∑
k=1
P (G(r†, s) ∈ ∂Hk) = 0,
where the last equality follows by Lemma C.4.
Example 6.16 (Example 6.13 continued). We revisit the optimal transport instance from Example
6.13 and restrict to p = 1. This choice of p causes the nondegeneracy assumption (A3) to fail
and hence illustrates the most complicated situation of our theory. We further assume the two
probability vectors r and s to be equal and strictly positive. The transport problem attains a unique
degenerate solution supported on the diagonal, i.e., all the mass remains at its current location. A
straightforward computation yields K = 8 primal and dual optimal bases
TS(I1) =

∗ ∗∗
∗ ∗

, TS(I2) =

∗∗ ∗ ∗
∗

, TS(I3) =

∗∗ ∗
∗ ∗

, TS(I4) =

∗ ∗∗ ∗
∗

,
TS(I5) =

∗ ∗ ∗∗
∗

, TS(I6) =

∗ ∗
∗ ∗ ∗

, TS(I7) =

∗∗ ∗
∗ ∗

, TS(I8) =

∗ ∗∗ ∗
∗

.
For example, the transport scheme TS(I1) corresponds to basis I1 = {1, 2, 5, 8, 9} and induces an
invertible matrix A†I1. The respective closed convex cones Hk for 1 ≤ k ≤ K as defined in (4.4)
are
H1 =
{
v ∈ R5 | v1 ≥ v3, v1 + v2 ≤ v3 + v4
}
, H2 =
{
v ∈ R5 | v1 ≤ v3, v1 + v2 ≥ v3 + v4
}
,
H3 =
{
v ∈ R5 | v2 ≥ v4, v1 + v2 ≤ v3 + v4
}
, H4 =
{
v ∈ R5 | v1 ≥ v3, v2 ≥ v4
}
,
H5 =
{
v ∈ R5 | v2 ≤ v4, v1 + v2 ≥ v3 + v4
}
, H6 =
{
v ∈ R5 | v1 ≤ v3, v2 ≤ v4
}
,
H7 =
{
v ∈ R5 | v1 ≤ v3, v1 + v2 ≤ v3 + v4
}
, H8 =
{
v ∈ R5 | v1 ≥ v3, v1 + v2 ≥ v3 + v4
}
.
Notice that each of these cones is an intersection of two proper half-spaces, respectively. Since
assumption (A3) fails to hold, some of these cones exhibit non-trivial intersections. Such cases
arise for the pairs {I3, I7}, {I6, I7}, {I4, I8} and {I5, I8}. The intersections of the corresponding
cones are given by
H3 ∩H7 =
{
v ∈ R5 | v2 ≥ v4, v1 + v2 ≤ v3 + v4
}
, H6 ∩H7 =
{
v ∈ R5 | v1 ≤ v3, v2 ≤ v4
}
,
H5 ∩H8 =
{
v ∈ R5 | v2 ≤ v4, v1 + v2 ≥ v3 + v4
}
, H4 ∩H8 =
{
v ∈ R5 | v1 ≥ v3, v2 ≥ v4
}
.
Together with the marginal weak distributional limit in (6.9) the limit law for p = 1 and r = s
reads
M(G) =
∑
K∈{{1},{2}{3,7},{6,7},{4,8},{5,8}}
1G∈HK\∪k/∈KHk α
K ⊗ x(IK, G).
A more detailed analysis, also illustrating the Hausdorff distance result in Theorem 3.4, is given in
Appendix D.
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The stated limit laws for empirical optimal transport couplings allow to conclude for distributional
limit laws for various functionals thereof. A particular example has already been illustrated in
Section 3.3 for the optimal value (see also Sommerfeld and Munk (2018) for its statistical conse-
quences). Here, we give a number of other examples of such functionals in the optimal transport
context.
Optimal Transport Curve. For an optimal transport coupling π(r, s) the optimal transport
curve (OTC) is defined as the function OTCπ(r,s) : [0, 1]→ [0, 1] with
OTCπ(r,s)(t) =
N2∑
i=1
π(r, s)i1{ci ≤ t}. (6.11)
For t ≥ 0 the value OTCπ(r,s)(t) is the amount of mass that needs to travel a distance smaller than
t under the optimal transport coupling between the two probability measures r, s. Similarly, for
entropically regularized transport πλ(r, s), this function has recently been introduced by Klatt et al.
(2020) for colocalization analysis as a measure to quantify spatial proximity of protein interaction
networks. The corresponding statistical analysis is based on a central limit theorem, and the limit
is Gaussian in this case, which is also a consequence of uniqueness of the optimal solution, as the
regularization makes the optimization strictly convex for λ > 0. We demonstrate here that the
limit law for OTC based on unregularized transport couplings follows from our theory. Notice that
since OTC is right-continuous and nondecreasing, it can be embedded in the Banach space B of
ca`dla`g functions on [0, 1] endowed with the supremum norm. We consider here the case that both
marginals r, s ∈ ∆N are unknown and hence estimated by their empirical counterparts rˆn, sˆm ∈ ∆N ;
analogous results for the one-sample case can be obtained similarly under appropriate assumptions.
Theorem 6.17. Let OTCπ(r,s) denote the optimal transport curve based on the optimal transport
plan π(r, s) and suppose that assumption (AOT) holds. Then under the same setting as Theorem
6.15 it holds that √
nm
n+m
(
OTCπ(rˆn,sˆm) −OTCπ(r,s)
)
D−→ OTCM in B,
where M is given as in Theorem 6.15.
Proof. The mapping OTC : RN
2 → B is linear with finite-dimensional domain and hence continu-
ous. The continuous mapping theorem yields√
nm
n+m
(
OTCπ(rˆn,sˆm) −OTCπ(r,s)
)
= OTC√ nm
n+m(π(rˆn,sˆm)−π(r,s))
D−→ OTCM
in the space B.
Trace of a Transport Coupling. For a matrix A we denote by tr[A] the trace of A, i.e., the
sum of all diagonal elements. The trace of the transport coupling represents how much mass stays
at place.
Theorem 6.18. Let π(rˆn, sˆm) and π(r,s) denote the empirical and true optimal transport coupling.
Under the conditions of Theorem 6.15 it holds that√
nm
n+m
(tr[π(rˆn, sˆm)]− tr[π(r, s)]) D−→ tr[M ].
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Proof. By linearity of the trace.
Geodesic between Probability Measures. When X is a subset of a Banach space and the
cost function associated with the optimal transport is c(x, y) = ‖x − y‖p for p > 1, the optimal
transport coupling π(r, s) defines a geodesic in Wasserstein space between its marginals (McCann,
1997), known as McCann’s interpolant. It is defined by
Geodπ(r,s)(t) = [(1− t)proj1 + tproj2]#π(r, s),
where proj1(x, y) = x and proj2(x, y) = y for x, y ∈ X are the respective projection maps and
[f#π(r, s)](A) = π(r, s)(f−1(A)) is the push-forward for f a measurable map and A a measurable
subset of the range of f (Santambrogio, 2015, Theorem 5.27). The empirical transport coupling
π(rˆn, sˆm) provides an approximate geodesic denoted by Geodπ(rˆn,sˆm). The geodesics are viewed as
elements of the Banach space C = C([0, 1],M(Conv(X ))) of continuous functions from [0, 1] to the
space of finite signed Borel measures on the convex hull of X endowed with the Bounded Lipschitz
norm (5.1).
Theorem 6.19. Let π(rˆn, sˆm) and π(r,s) denote the empirical and true optimal transport coupling.
Under the conditions of Theorem 6.15 it holds that
rm
(
Geodπ(rˆn,sˆm) −Geodπ(r,s)
) D−→ GeodM in C.
Proof. For fixed t the function π 7→ Geodπ(r,s)(t) is linear. Therefore π 7→ Geodπ(r,s) is linear from
RN
2
to C and is thus continuous. The continuous mapping theorem applies.
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A Linear Programs and Duality
This section contains the proofs of statements from Section 2. The results are well-known, but
their proofs are not always easy to find in a form convenient for the present paper. We therefore
provide the proofs for the sake of completeness.
Lemma 2.3. Suppose the feasible set P (b˜) :=
{
x ∈ Rd | Ax = b˜, x ≥ 0
}
is non-empty, else there
is nothing to prove. According to condition (A1) the set OPT (b) is bounded. In particular, this
implies that the only vector h such that Ah = 0 and cTh ≤ 0 is equal the zero vector, i.e., the
recession cone of the feasible set is singleton (Bertsimas and Tsitsiklis, 1997, Section 4.8). Hence,
the primal program (Pb˜) attains a finite optimal solution and so does its dual by Theorem 2.2.
Therefore, the non-empty set {cTx | x ∈ P (b˜)} is bounded below and has a minimum c˜ = c(b˜).
For arbitrary vector a ∈ Rd consider the following linear program and its dual
min
x≥0
aTx
s.t. Ax = 0, cTx = 0,
(P1)
max
λ∈Rm,α∈R
0Tλ+ 0α
s.t. ATλ+ αc ≤ a.
(D1)
As (P1) attains a finite optimal value we conclude by strong duality (see Theorem 2.2) that the dual
program (D1) attains an optimal solution. In particular, the set {(λ, α) ∈ Rm×R : ATλ+αc ≤ a}
is non-empty for all a ∈ Rd. Hence, for j ∈ [d] consider a = −ej, the negative j-th unit vector, and
the related primal and dual linear programs
min
x≥0
− xj
s.t. Ax = b˜, cTx = c˜,
(P2)
max
λ∈Rm,α∈R
bTλ+ αc˜
s.t. ATλ+ αc ≤ −ej .
(D2)
38
Notice that the constraint set for (P2) is equal to OPT (b˜). By feasibility of (D2) we see that the
primal (P2) is bounded below for all j ∈ [d]. Hence xj is bounded above on the set of optimizers
OPT (b˜) and clearly bounded below by the nonnegativity constraint. This proves that OPT (b˜) is a
bounded polytope and hence the convex hull of its extreme points (Bertsimas and Tsitsiklis, 1997,
Theorem 2.9). These are precisely the extreme points of P (b˜) that belong to OPT (b˜), and they
must take the form x(I, b˜) for some primal feasible basis I (Luenberger and Ye, 2008, Section 2.5).
It remains to show that the convex hull of such extreme points coincides with the convex hull of
extreme points induced by considering only dual feasible bases I such that x(I, b˜) is primal optimal.
For this, suppose that λ(I) is infeasible for the dual program (Pb˜) and x(I, b˜) ∈ OPT (b˜). It suffices
to show that there exists another basis J such that λ(J) is dual feasible and x(J, b˜) = x(I, b˜).
Infeasibility of λ(I) means that there exists an index k /∈ I with negative reduced cost, namely
such that
ck < [λ(I)
TA]k = λ(I)
TAk = c
T
I (AI)
−1Ak.
Define the direction θ ∈ Rd that equals (AI)−1Ak on the coordinates corresponding to I and θk = 1;
in symbols θ = Aug{k}1−AugI(AI)−1Ak. Then
Aθ = Ak −AI(AI)−1Ak = 0 and cT θ = ck − cTI (AI)−1Ak < 0.
If we initiate the simplex method with basis I using any anti-cycling rule, such as the one proposed
in Bland (1977), then it will not terminate at I. Since x(I, b˜) is optimal, the simplex method cannot
change it (otherwise the cost will decrease strictly), so it must terminate at some other basis J such
that x(I, b˜) = x(J, b˜) with the property that λ(J) is dual feasible.
Proposition 2.5. In order to prove Proposition 2.5 we require a result known as strict complementary
slackness. As a rigorous proof is not easy to find, we give one for the sake of completeness. Our
proof follows the idea suggested in Bertsimas and Tsitsiklis (1997, Exercise 4.20).
Lemma A.1 (Strict complementary slackness). Consider the primal linear program (Pb) and its
dual (Db). Assume that both programs have an optimal solution. Then there exist optimal solutions
x⋆ and λ⋆ to the primal and dual, respectively, such that for every j ∈ [d] either x⋆j > 0 or ATj λ⋆ < cj .
Proof. First, fix some j and suppose that every optimal solution x to the primal satisfies xj = 0.
Let c0 be the optimal value for the primal program and consider the linear program (P
3) and its
corresponding dual (D3) given by
min
x≥0
−xj
s.t. Ax = b, −cTx ≥ −c0
(P3)
max
µ≥0
bTλ− µc0
s.t. ATλ− µc ≤ −ej
(D3)
where µ ∈ R is the Lagrange parameter for −cTx ≥ −c0 and ej the j-th canonical unit vector in Rd.
Notice that the feasible set for (P3) is precisely the set of optimal solutions for (Pb). By assumption
the optimal value for (P3) is zero and so is the optimal value of (D3) by strong duality. This implies
that any optimal dual solutions (λ, µ) for (D3) is such that bTλ = µc0. Suppose first that there
exists an optimal solution (λ˜, µ) for (D3) such that µ > 0. Then λ := λ˜/µ is feasible for (Db) and
a straightforward calculation shows that it is optimal. In particular, we find ATj λ ≤ cj − 1/µ < cj .
For the case that (λ˜, 0) is optimal for (D3) we take any optimal solution λ⋆ for (Db) and define
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λ = λ⋆+ λ˜. As before, λ is feasible and optimal for (Db) and fulfils A
T
j λ ≤ cj−1 < cj. We conclude
that there exists an optimal solution λ for (Db) such that A
T
j λ ≤ cj − 1 < cj .
Now, consider the set of all optimal dual solutions for (Pb). Let I ⊆ [d] be such that all optimal
primal solutions satisfy xi = 0 for all i ∈ I. According to the previous conclusion, for all i ∈ I
there exists λi optimal for (Db) such that A
T
i λi < ci. For all coordinates with index k /∈ I let x⋆k be
optimal for (P3) with k-th coordinate nonzero. By usual complementary slackness ATk λi = ck for
all k /∈ I and all i ∈ I. If I is non-empty then the averages
x⋆ =
1
d− |I|
∑
k/∈I
x⋆k (x
∗ = 0 if I = [d]), λ⋆ =
1
|I|
∑
i∈I
λi,
are optimal and have the desired properties. If I = ∅ then, since x⋆ is strictly positive, the
usual complementary slackness yields a λ⋆ such that ATλ⋆ = c, and (x⋆, λ⋆) satisfy the required
conditions.
We are now able to prove Proposition 2.5. According to Theorem 2.2 as soon as one program
attains an optimal solution, so does the other. In particular, both programs admit optimal basic
solutions. Moreover, by strong duality any pair (x⋆, λ⋆) of primal and dual feasible solutions is
optimal if and only if complementary slackness holds, i.e.
x⋆i (ci −ATi λ⋆) = 0, ∀i ∈ [d].
Notice that in order to prove the statements it suffices to assume that the primal (Pb) fulfils the
assumptions and then to conclude for the dual (Db). This follows as the dual can be transformed
into standard form and the roles of primal and dual are interchangeable.
(i) Let x⋆ be a nondegenerate primal optimal solution. In particular, there exists an index set
I ⊆ [d] with |I| = m of the columns of A such that AI is invertible and x⋆ = x(I, b) with
xi > 0 for all i ∈ I and xi = 0 for all i /∈ I. Hence, by complementary slackness for any
dual optimal solution λ⋆ it holds that ci −ATi λ⋆ = 0 for all i ∈ I. The latter equalities read
ATI λ
⋆ = cI which determines λ
⋆ uniquely.
(ii) Uniqueness of the dual solution again follows by (i). Further note that as the primal solution
is unique we deduce by strict complementary slackness Lemma A.1 that ci − ATi λ⋆ > 0 for
all i /∈ I. Hence, the dual solution is nondegenerate.
(iii) Assume the primal attains a unique but degenerate optimal basic solution x⋆. This means that
there exists an index set I ⊆ [d], such that |I| < m, indexing all positive entries of x⋆. More
precisely, x⋆i > 0 for all i ∈ I and x⋆i = 0 for all i ∈ Ic. By strict complementary slackness
there is a dual optimal solution λ⋆ satisfying ATi λ
∗
i < ci for all i ∈ Ic. As |Ic| = d−|I| > d−m
the solution λ⋆ cannot be basic. Nevertheless, there always exists at least one dual optimal
basic solution. This completes the proof.
Lemma 2.6. Suppose first that λ(Ij) = λ(Ik) for some j 6= k, i.e., assumption (A3) does not hold.
Then for all indices i ∈ Ij ∪ Ik we have equalities in [ATλ(Ik)]i = ci. As j 6= k the union Ij ∪ Ik
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has cardinality greater than m. Consequently, λ(Ij) is degenerate.
For the converse, let λ(I1), . . . , λ(IK) be all dual optimal basic solutions induced by basis index sets
I1, . . . , IK each of cardinality m and recall that by definition x(Ij , b) for 1 ≤ j ≤ K is also primal
optimal. Suppose there exists an index set Ij with 1 ≤ j ≤ K such that λ(Ij) is a degenerate dual
optimal basic solution. By definition of degeneracy there exists an index set L of active constraints
in the dual, i.e., for each l ∈ L it holds that
λT (Ij) · al = cl
with the property |L| > m and Ij ⊆ L. Denote by Pos the positive entries for the optimal primal
basic solution x(Ij , b). Then we have Pos ⊆ Ij and can partition
L = Ij ⊔ L \ Ij = Ij ⊔ Ij \ Pos ⊔ L \ Ij .
Notice that by definition the columns of the constraint matrix AIj form a basis of R
m. Hence, any
column of the constraint matrix AL\Ij can be written as
az =
∑
i∈Pos
yzi ai +
∑
s∈Ij\Pos
yzsas , z ∈ L \ Ij . (A.1)
Suppose there exists some index z ∈ L \ Ij and s ∈ Ij \ Pos such that yzs 6= 0. Then we can define
a new basis I˜ := Ij \ {s} ∪ {z} such that the columns of AI˜ define a basis of Rm. Further, by
degeneracy λ(I˜) = λ(Ij) and as Pos ⊆ I˜ we conclude that x(I˜ , b) = x(Ij , b). Consequently, there
exists an index i 6= j with 1 ≤ i ≤ K such that I˜ = Ii contradicting assumption (A3). Hence, for
the representation (A.1) we conclude yzs = 0 for all s ∈ Ij \ Pos and find that for any z ∈ L \ Ij it
holds that
az =
∑
i∈Pos
yzi ai . (A.2)
Suppose there exists an index
i0 ∈ argmin
i|yzi>0
xi
yzi
,
where xi > 0 for i ∈ Pos are the positive entries of x(Ij , b). Then we can rewrite
ai0 =
1
yzi0
az −
∑
i∈Pos
i 6=i0
yzi
yzi0
ai
and further find that
b =
∑
i∈Pos
xiai =
∑
i∈Pos
i 6=i0
xiai + xi0

 1yzi0 az −
∑
i∈Pos
i 6=i0
yzi
yzi0
ai

 = xi0yzi0 az +
∑
i∈Pos
i 6=i0
(
xi − xi0y
z
i
yzi0
)
ai =
∑
i∈I˜
x˜iai
for some proper choice of x˜i. By choice of the index i0 we find that x˜i are nonnegative, i.e., I˜ is
a primal and dual optimal basis. Moreover, λ(I˜) = λ(Ij) that again contradicts (A3). We deduce
for the representation in (A.2) that yzi ≤ 0. Consider the vector
w := Aug{z}(1) −AugPos(yz) .
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By definition w ≥ 0 and Aw = 0. Further, by dual degeneracy and the representation of az it holds
that
cz =
∑
i∈Pos
yzi ci . (A.3)
We deduce that cTw = 0 and hence w is a primal optimal ray, i.e., for each t ≥ 0 the vector
x¯(t) = x(Ij , b) + tw is primal optimal. This contradicts assumption (A1). In total we see that if
any basis Ij for 1 ≤ j ≤ K yields a degenerate dual basic solution we can modify basis Ij to some
Ii with i 6= j and 1 ≤ i ≤ K such that λ(Ij) = λ(Ij).
It remains to prove that also λ(Il) for K + 1 ≤ l ≤ N are nondegenerate. Recall that any basis Il
for K+1 ≤ l ≤ N yields an optimal dual basic solution but x(Il, b) is not primal optimal. We prove
that such bases do not exist under assumption (A3). Consider any optimal primal basic solution
x(Ij , b) for 1 ≤ j ≤ K and denote by Posj its positivity set. Then by strong duality
0 = cTx(Ij , b)− bTλ(Il) =
∑
i∈Posj
xi
(
ci − aTi λ(Il)
)
.
In particular, as Il is not a primal optimal basis it holds that Pos * Il and above equality implies
that λ(Il) is necessarily degenerate with active constraint set L including Il ∪ Posj . But then we
can modify basis Il to some primal and dual optimal basis Ii for 1 ≤ i ≤ K such that λ(Ii) = λ(Il)
is degenerate. Hence, such basis Il cannot exist under assumption (A3). Hence, any optimal dual
basic solution is nondegenerate and induced by some basis primal and dual optimal basis I.
B On the Assumptions
Lemma 5.1. By assumption P (b0) is feasible and bounded. Boundedness is equivalent to the set
{x ∈ Rd |Ax = 0, x ≥ 0} containing only the zero vector. This set is known as the recession
cone of A (Bertsimas and Tsitsiklis, 1997, Section 4.8) and does not depend on b0. In particular,
this implies that for any b ∈ Rm the set P (b) is either feasible and bounded or empty (hence
bounded).
Lemma 5.2. By assumption, for each i ∈ [d] there exists j ∈ [m] such that Aji > 0. Since A has
nonnegative entries, the j-th constraint enforces that xi ≤ bj/Aji. Since i is arbitrary, this implies
that P (b) = {Ax = b, x ≥ 0} is bounded. (It will be empty if minj bj < 0.)
Lemma 5.3. (i) The first condition states existence of basis I such that x(I, b) = AugI [A
−1
I b0] is
feasible and the coordinates i ∈ I contain positive values. Now, notice that b 7→ AugI [A−1I b]
is a continuous function in b and hence for any b sufficiently close to b0 we have that x(I, b)
remains positive on the coordinates i ∈ I and by definition of the operator Ax(I, b) = b.
Hence, we conclude that P (b) 6= ∅ for all b sufficiently close to b0.
(ii) According to Bertsimas and Tsitsiklis (1997, Theorem 4.15) there exist bases I1, . . . , IK and
elements w1, . . . , wR in the recession cone of A (so that wi ∈ Rd+ and Awi = 0) such that
0 < x¯ =
K∑
k=1
λkx(Ik, b0) +
R∑
r=1
βrwr,
K∑
k=1
λk = 1, λk ≥ 0, βr ≥ 0.
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Notice that, as before, b 7→ x(Ik, b) is continuous in b, and the elements wr do not depend on
b. In particular, replacing b0 by some b sufficiently close to b0, we find that
0 < x =
K∑
k=1
λkx(Ik, b) +
R∑
r=1
βrwr,
K∑
k=1
λk = 1, λk ≥ 0, βr ≥ 0
is nonnegative and feasible by definition. This shows that P (b) 6= ∅.
Lemma 5.4. Consider the dual linear program maxATλ≤C b
Tλ. We may assume without loss of
generality that the dual attains an optimal solution (otherwise the primal is either unbounded or
infeasible). Then there exists a dual optimal basic solution λ(I) for some basis I and it holds
that ATλ(I) = CI . By definition, the dual is degenerate if there exists an index j /∈ I such that
ATλ(I)−Cj = 0. As Cj has a density, this event occurs with probability zero. Taking the (finite)
union over all indices l /∈ I proves that with probability zero λ(I) is degenerate. By Proposition
2.5 the primal is unique almost surely.
Lemma 5.5. Suppose that λ(I1) = λ
⋆ = λ(I2), i.e., the dual feasible solution λ
⋆ is degenerate.
Consider the set H of all v ∈ Rm such that λ⋆ uniquely maximizes vTλ over the dual feasible region
and v is in the open cone spanned by A, namely
H =
⋂
I:λ(I)6=λ⋆,ATλ(I)≤c
{v ∈ Rm : vTλ⋆ > vTλ(I)}
⋂
{Ax : x ∈ (0,∞)d}.
Then H is an open non-empty (convex) cone. Moreover, there exists ǫ > 0 such that if ‖b−b0‖ < ǫ,
none of λ(Ik) for k > K can be optimal for (Db). Let Hǫ = H ∩ {x ∈ Rm : ‖x‖ < ǫ}, which
is again open and non-empty (since H is a cone). By assumption we have 0 < P(G ∈ Hǫ) ≤
lim infn→∞ P(Gn ∈ Hǫ) and, invoking (B2), we see that lim infn→∞ P(Gn ∈ Hǫ, x⋆(bn) exists) > 0.
But the latter event entails that the dual problem (Dbn) is bounded and has a unique degenerate
solution λ⋆. Proposition 2.5 implies that in this case x⋆(bn) is not unique.
Lemma 5.6. We need to show that for any ϕ ∈ BL(Z) we have that
|E[ϕ(αKn , Gn)]− E[ϕ(αK, G)]| = |Eψn(Gn)− Eψ(G)|
≤ |E[ψn(Gn)− ψ(Gn)]|+ |E[ψ(Gn)− ψ(G)]|
vanishes as n→∞. To bound the first term notice that in particular for any fixed g it holds that
‖α 7→ ϕ(α, g)‖BL(∆|K|) ≤ ‖ϕ‖BL(Z) ≤ 1, so
|ψn(g)− ψ(g)| ≤
∫
∆|K|
|ϕ(α, g)|d[µKn,g − µKg ](α) ≤ BL(µKn,g, µKg ).
Hence, we find E|ψn(Gn)−ψ(Gn)| ≤ supg BL(µKn,g, µKg ) that tends to zero by the uniform assump-
tion. Notice that the supremum can be an essential supremum, i.e., taken on set of full measure
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with respect to both Gn and G instead of the whole of Rm. For the second term observe that
‖ψ‖∞ ≤ ‖ϕ‖∞ and that
|ψ(g1)− ψ(g2)| =
∣∣∣∣∣
∫
∆|K|
ϕ(α, g1)− ϕ(α, g2)dµKg1(α) +
∫
∆|K|
ϕ(α, g2)d[µ
K
g2 − µKg1 ](α)
∣∣∣∣∣
≤ ‖ϕ‖Lip‖g1 − g2‖+ BL(µKg2 , µKg1).
Hence, for L := supg1 6=g2 BL(µ
K
g1 , µ
K
g2)/‖g1 − g2‖ ∈ [0,∞] we conclude that
‖ψ‖BL(Rm) ≤ ‖ϕ‖BL(Z) + L ≤ 1 + L.
Dividing ψ by its bounded Lipschitz norm, we find
E|ψ(Gn)− ψ(G)| ≤ ‖ψ‖BL(Rm)BL(L(Gn),L(G)) ≤ (1 + L)BL(L(Gn),L(G)).
This completes the proof for the quantitative statement. Joint convergence still follows if g 7→ µKg
is only continuous G-almost surely (but not Lipschitz). In fact, ψ is still continuous and bounded
G-almost surely so that Eψ(Gn)→ Eψ(G). Therefore, Eϕ(αKn , Gn)→ ϕ(αK, G) for all ϕ ∈ BL(Z),
which implies that (αKn , Gn)→ (αK, G) in distribution.
C Optimal Transport
Corollary 6.1. We prove that on the finite discrete space X := {x1 < . . . < xN} the cost c(xi, xj) =
f(|xi − xj |) for f strictly convex satisfies the strict Monge condition (6.1), i.e., we show that for
xi < xi′ and xj < xj′ it holds that
f(|xi − xj|) + f(|xi′ − xj′ |) < f(|xi − xj′ |) + f(|xi′ − xj |).
By symmetry it suffices to consider the following cases:
(i) xi < xi′ ≤ xj < xj′ : Define d1 := |xi− yj′|, d2 := |xi− yj|, d3 := |xi′ − yj′| and d4 := |xi′ − yj|.
By definition we have that d1 > d4 and d2 + d3 = d1 + d4. Further, define ti :=
d1−d4
d1−d4
for
i = 2, 3. By strict convexity it follows that
f(di) = f(tid1 + (1− ti)d4) < tif(d1) + (1− ti)f(d4), i = 2, 3.
Adding both inequalities and the fact that t2+t3 = 1 yields that f(d2)+f(d3) < f(d1)+f(d4)
and hence the Monge condition.
(ii) xi ≤ xj < xi′ ≤ xj′ : For this case, define d1 := |xi − xj |, d2 := |xi′ − xj′ |, d3 := |xi − xj′ |
and d4 := |xj − xi′ |. Moreover, the Monge condition is trivally satisfied if either xi = xj
or xi′ = xj′ since d1 + d2 < d3. Hence, suppose that d1, d2 > 0 and notice that by strict
convexity of f and the fact that f(0) = 0 we deduce that f is strictly super-additive, i.e.,
f(x) + f(y) < f(x+ y) for x, y > 0. In particular, this implies that
f(d1) + f(d2) < f(d1 + d2) < f(d3) < f(d3) + f(d4)
and hence the Monge condition follows.
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(iii) xi < xj ≤ xi′ < xj′ : If xj < xi′ then case (ii) applies, else we have xj = xi′ and the Monge
condition is fulfilled by the strict super additive condition.
(iv) xi ≤ xj < xj′ ≤ xi′ : For this case, define d1 := |xi − yj|, d2 := |xi′ − xj′|, d3 := |xi − xj′| and
d4 := |xi′ − xj |. We notice that d1 < d3 and d2 < d4 which yields by strict monotonicity of f
that f(d1) + f(d2) < f(d3) + f(d4) and hence the Monge condition.
For the concave case we argue as follows. Let µ and ν be probability measures on R and let the
cost function take the form c(x, y) = f(|x− y|) where f : R+ → R+ is nondecreasing, f(0) = 0 and
f is strictly concave and the optimal cost between µ and ν is finite (thus f is stricly increasing and
continuous). Firstly, according to Gangbo and McCann (1996, Proposition 2.9), all the common
mass must stay in place. Hence, we may assume that µ and ν are mutually singular.
Lemma C.1. Let µ and ν be mutually singular and both supported on a finite union of intervals.
Then under the above conditions on c, the optimal transport plan between µ and ν is unique.
Remark C.2. If µ and ν have finite support, the assumption is satisfied. We believe that the
statement is true for an arbitrary pair of measures µ and ν, but the above formulation is sufficient
as in the context of the present µ and ν are anyway finitely supported. For example, the support
could contain countably many intervals as long as there is “clear” starting point a0 below; but M
could be infinite.
For the proof, there is nothing to prove if µ = ν = 0, so we assume µ 6= ν. It follows from the
assumptions that there exists a finite sequence of M + 1 ≥ 3 real numbers
−∞ ≤ a0 < a1 < a2 < a3 < .... < aM ≤ ∞
such that (interchanging µ and ν if necessary)
µ([a0, a1] ∪ [a2, a3] ∪ [a4, a5] ∪ . . . ) = 1;
µ([a1, a2] ∪ [a3, a4] ∪ [a5, a6] ∪ . . . ) = 1.
Let m0 = µ([a0, a1]) and suppose that m0 ≤ ν([a1, a2]). Define the quantile
a∗ = inf{a : ν[a1, a] ≥ m0} ∈ [a1, a2].
We now claim that in any optimal transport plan π between µ and ν, the µ-mass of [a0, a1] must
go to [a1, a
∗]. Indeed, suppose that a positive µ-mass from [a0, a1] goes strictly beyond a
∗. Then
some mass from the support of µ but not in [a0, a1] has to go to [a1, a
∗]. Such a transport plan
gives positive measure to the set
[a0, a1]× [a∗ + ǫ,∞)
⋂
[a2,∞]× [a1, a∗]
for some ǫ > 0. This contradicts cyclical monotonicity: indeed, if µ and ν are discrete measures, this
entails sending mass from x1 to y1 and from x2 to y2 with x1 < y2 < min(x2, y1), which is clearly
suboptimal. For general measures (not necessarily finitely supported), see Gangbo and McCann
(1996, Theorem 2.3). Hence the claim is proved.
Let µ1 be the restriction of µ to [a0, a1] and ν1 be the restriction of ν to [a1, a
∗] with mass m0,
namely ν1(B) = ν(B) if B ⊆ [a1, a∗), ν1({a∗}) = m0 − ν([a1, a∗)) and ν(B) = 0 if B ∩ [a1, a∗] = ∅.
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By definition of a∗, ν1 is a measure (i.e., ν1({a∗}) ≥ 0) and ν1 and µ1 have the same total mass
m0. Each of these measures is supported on an interval and these intervals are (almost) disjoint.
Cyclical monotonicity and strict concavity of the cost function entail that any optimal transport
plan between µ1 and ν1 must be non-increasing (in a set-valued sense). Since there is only one such
plan, the transport plan is unique.
By the preceding paragraph and the above claim, we know that π must be non-increasing from
[a0, a1] to [a1, a
∗], which determines π uniquely on that part. After this transport is carried out,
we are left with the measures ν − ν1 and µ− µ1, where the latter is supported on one less interval,
namely the interval [a0, a1] disappears.
If instead µ0([a0, a1]) > ν([a1, a2]), we can use the same construction with
a∗ = inf{a : µ([a0, a] ≥ ν([a1, a2])} ∈ [a0, a1],
and the interval [a1, a2] will disappear. We then merge [a
∗, a1] with [a2, a3], that is
µ− µ1 is supported on [a∗, a3] ∪ [a4, a5] ∪ . . . ,
ν − ν1 is supported on [a3, a4] ∪ [a5, a6] ∪ . . . .
If µ([a0, a1]) = ν([a1, a2]) then both the intervals [a0, a1] and [a1, a2] disappear when considering
µ − µ1 and ν − ν1. In all three cases we can continue inductively and construct π in a unique
way. Since there are finitely many intervals, the procedure is guaranteed to terminate. Thus π is
unique.
Theorem 6.4. For the if direction, recall the fact that even for more general probability measures
the support of any optimal transport plan is indeed c-cyclically monotone (Gangbo and McCann,
1996, Proposition 2.3). In fact, we can simply adapt their proof strategy for the discrete case
considered here. For this, suppose π⋆ is a unique optimal transport coupling such that supp(π⋆) is
not strictly c-cyclically monotone. Then we can find n ∈ N, n ≥ 2 and a family (i1, j1), . . . , (in, jn)
with (ik, jk) ∈ supp(π⋆) for all 1 ≤ k ≤ n such that
n∑
k=1
cikjk =
n∑
k=1
cikjk−1 , j0 := jn. (C.1)
Notice that by definition at least one tuple (ik, jk−1) for 1 ≤ k ≤ n is not contained in the support
of π⋆. We now create a different feasible plan with same optimal objective value. For this, set
τ := mink∈[n] π
⋆
ikjk
> 0 and define a new transport coupling π˜ by subtracting τ on π⋆ikjk and adding
τ to π⋆ikjk−1 for all 1 ≤ k ≤ n. Clearly, π˜ is feasible and different to π⋆. Moreover, by (C.1) it has
the same overall cost as π⋆. Hence, π⋆ cannot be unique.
For the converse, we prove that strict c-cyclically monotonicity for supp(π⋆) implies the existence
of nondegenerate optimal dual solutions (α⋆, β⋆). By Proposition 2.5 this proves that π⋆ is unique.
Suppose π⋆ is an optimal transport plan whose support is strictly c-cyclically monotone. Without
loss of generality we assume that π⋆ is an optimal primal basic solution since by Lemma 2.1 there
always exists an optimal primal basic π with support included in that π⋆, so π will have strict c-
cyclically monotone support. By complementary slackness we have for corresponding dual optimal
solutions (α⋆, β⋆) that if (i, j) belongs to a basic variable πij then
α⋆i + β
⋆
j = cij .
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Nondegeneracy for (α⋆, β⋆) means that for every tuple (i, j) that does not belong to a basic variable
we find that
α⋆i + β
⋆
j < cij .
To prove this strict inequality recall that the basic variables of π⋆ induce a tree (bipartite graph)
between the support of the measure r and the measure s (Peyre´ and Cuturi, 2019, Section 3.4).
Hence, for every index tuple (i, j) that does not belong to a basic variable we can find a unique
path
(i = i1, j1, . . . , jn−1, in−1, jn = j)
on the induced tree such that each tuple (ik, jk) for all 1 ≤ k ≤ n belongs to supp(π⋆) and (ik, jk−1)
for all 1 ≤ k ≤ n with j0 := jn belong to basic variables in π⋆. In particular, by strong duality
we have that cikjk = α
⋆
ik
+ β⋆jk and cikjk−1 = α
⋆
ik
+ β⋆jk−1 . Suppose that also ci1jn = α
⋆
i1
+ β⋆jn , i.e.,
(α⋆, β⋆) are degenerate. Then the index set
Γ := {(ik, jk) | 1 ≤ k ≤ n} ⊆ supp(π⋆)
fulfils
n∑
k=1
cikjk =
n∑
k=1
cikjk−1 , j0 := jn
which contradicts the strict c-cyclically monotonicity. Consequently, the optimal dual variables
(α⋆, β⋆) are nondegenerate and hence the optimal transport coupling π⋆ is unique.
Theorem 6.6. Let Ik be a dual feasible basis inducing a dual feasible solution (α, β). Every such
basis induces a graph G(Ik) in the sense that if (i, j) ∈ Ik then the i-th support point of the measure
r is connected to the j-th support point of measure s, i.e., (i, j) ∈ G(Ik). By definition of dual
feasible basis it holds that αi + βj = cij . In fact, such a basis induces a tree structure between all
support points of r and all support points of s (Peyre´ and Cuturi, 2019, Section 3.4).
In order to exclude that λ(Ik) 6= λ(Il) for k 6= l we proceed as follows. Let G(Ik) be the tree
induced by basis Ik. For k 6= l we clearly have that G(Ik) 6= G(Il) and consequently there exists at
least one edge (i, j) in G(Il) such that (i, j) 6∈ G(Ik). By definition if (α˜, β˜) are the feasible dual
solutions induced by Il then we have α˜i + β˜j = ci,j . We now need to prove that αi + βj 6= ci,j and
hence λ(Ik) = (α, β) 6= (α˜, β˜) = λ(Il). To see this, notice that adding edge (i, j) to G(Ik) creates a
cycle. In particular, after proper relabelling there exists a path of the form
(i = i1, j1, i2, j2, . . . , in, jn = j)
such that (il, jl) ∈ G(Ik) as well as (il+1, jl) ∈ G(Ik) for all 1 ≤ l ≤ n − 1. Recall further that
by definition if edge (ik, jk) ∈ G(Ik) then αik + βjk = cik ,jk . Suppose now that αi + βj = ci,j .
Then similar as in the proof of Theorem 6.4 the set {(ik, jk)}1≤k≤n contradicts the summability
assumption (6.4). Consequently, (α, β) 6= (α˜, β˜) and further as Ik and Il are arbitrarily chosen, we
have that assumption (A3) holds.
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Proposition 6.8. According to Theorem 6.6 all dual feasible basic solutions for (DOT) are nonde-
generate if there exists no family of indices {(ik, jk)} for n ≥ 2 with all ik pairwise different and all
jk pairwise different such that
n∑
k=1
‖Xik − Yjk‖pq =
n∑
k=1
‖Xik − Yjk−1‖pq , Yj0 := Yjn . (C.2)
Notice, that this condition only involves finitely many families where equalities of the form (C.2)
have to be checked. Further, the union of finitely many null-sets is again a null-set. Hence, it
suffices to prove that (C.2) holds with probability zero for fixed n. For the sake of notational
simplicity, we choose the first n ≤ N random locations (X,Y) := (X1, . . . ,Xn, Y1, . . . , Yn). We
denote by (x,y) = (x1, . . . , xn, y1, . . . , yn) ∈
(
RD
)2n
and define the set
A :=
{
(x,y) ∈ (RD)2n | n∑
k=1
‖xk − yk−1‖pq − ‖xk − yk‖pq = 0
}
.
Then P((X,Y) ∈ A) is the probability that (X,Y) fulfils (C.2) and the goal is to show that this
equals zero. Set ei ∈ RD to be the ith unit vector and consider the closed set
B := {(x,y) ∈ (RD)2n | 〈xk, ei〉 ∈ {〈yk−1, ei〉, 〈yk, ei〉}, ∀1 ≤ i ≤ D, 1 ≤ k ≤ n, y0 := yn} .
Define the function f : (RD)2n \ B → R with f(x,y) = ∑nk=1 ‖xk − yk−1‖pq − ‖xk − yk‖pq . We can
rewrite
P ((X,Y) ∈ A) ≤ P ((X,Y) ∈ f−1(0)) + P ((X,Y) ∈ B) .
The second term on the right-hand side is zero since by independence and absolute continuity the
high-dimensional vector (X,Y) has a Lebesgue density and the set B lives in dimension less than
2Dn. It remains to discuss P
(
(X,Y) ∈ f−1(0)). The open set (RD)2n \ B on which f is defined
can be partitioned into finitely many8 open connectedness components U1, . . . , UL according to the
signs of 〈xk − yk, ei〉 and 〈xk − yk−1, ei〉. On each such component f|Ui is analytic. Further, f|Ul
is not identically zero function on Ul. For this, consider for any point (x,y) ∈ Ul and ǫ ∈ R the
function
f|Ul(ǫ) = f|Ul(x1 + ǫei, x2, . . . , xn, y1, . . . , yn)
with derivative at ǫ = 0 given by
∂f|Ul
∂ǫ |ǫ=0
= p
(
‖x1 − y1‖p−qq
|x1i − y1i |q
(x1i − y1i)
− ‖x1 − yn‖p−qq
|x1i − yni |q
(x1i − yni)
)
, (C.3)
where xij denotes the jth entry of the ith vector. If this derivative is nonzero, then clearly f is
not identically zero. If the derivative is zero then we shall show that there exists another point in
Ul for which this derivative is nonzero. Since Ul is open, we can add δej to yn for small δ and any
1 ≤ j ≤ D. If p 6= q then, taking j 6= i (which is possible because D ≥ 2) only modifies the term
‖x1 − yn‖ in (C.3), and for small δ the derivative will not be zero. If p = q 6= 1 then the norms do
not appear in (C.3) and taking j = i would yield a nonzero derivative. Hence, if p and q are not
8less than 6nD
48
both equal to one, the function f is not identically zero on each piece Ul. Finally, we deduce by
Dang (2015, Lemma 1.2) that P
(
(X,Y) ∈ f−1|Ul ({0})
)
= 0 for any 1 ≤ l ≤ L. An application of the
union bound finishes the proof of the main statement since
P ((X,Y) ∈ A) ≤ P ((X,Y) ∈ f−1(0)) + P ((X,Y) ∈ B)
≤
L∑
l=1
P
(
(X,Y) ∈ f−1|Ul ({0}))
)
+ P ((X,Y) ∈ B) = 0 .
The argument only depends on the position of the random support points of the probability mea-
sures r =
∑n
k=1 rkδXk and s =
∑n
k=1 skδYk and hence is uniform in their probability weights. Recall
further Proposition 2.5 that if the dual problem admits a nondegenerate optimal solution the pri-
mal optimal solution is unique. We conclude that almost surely the optimal transport coupling is
unique.
Remark C.3. The proof remains correct if both measures r, s are based on the same random
locations X1, . . . ,XN
i.i.d.∼ µ with µ absolutely continuous with respect to Lebesgue measure, i.e.,
r =
∑n
k=1 rkδXk , s =
∑n
k=1 skδXk and cost c(Xi,Xk) = ‖Xi −Xj‖pq . Notice that this only involves
a different definition of the function f in the proof of Proposition 6.8 now based on all Xk involved.
Still, on a proper open subset f remains analytic and is not equal the zero function. The rest of
the arguments are then analogously.
Proposition 6.11. The summability condition (6.3) implies all primal feasible basic solutions for
OT to be nondegenerate (Klee and Witzgall, 1968, Corollary 3). In particular, any optimal basic
solution is nondegenerate. Now, if either of the two conditions in Proposition 6.11 hold then the
transport coupling is unique and given by one of the basic solutions. This implies the underlying
basis to be unique and therefore assumption (A3) is trivially fulfilled.
Lemma C.4. Consider the optimal transport problem (POT) between two probability measures
r, s ∈ ri(∆N ). Recall the definition of the closed convex cone from Section 4.1.3,
H :=
⋂
j∈J
{
v ∈ R2N−1 |
[
A−1† I v
]
j
≥ 0
}
,
where I is a feasible dual basis and J is the set of indices corresponding to degenerate zeroes in the
optimal transport coupling π⋆ induced by I. Then it holds that
P(G ∈ ∂Hk) = 0,
where G = (G1(r†), G
2(s)) is a centred Gaussian distribution on R2N−1 with block diagonal covari-
ance matrix, where the blocks are given in (6.7).
Proof. We first require a result essentially relying on an observation in Brualdi (2006, Corollary
8.1.4) characterizing basic variables in optimal transport couplings. In fact, this can be used to
obtain a proper subset of the boundaries for our generic hyperplanes
H :=
⋂
j∈J
{
v ∈ R2N−1 |
[
A−1† I v
]
j
≥ 0
}
,
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where I is a dual feasible basis and J is the set of indices corresponding to degenerate zeroes in the
optimal transport coupling π⋆.
Lemma C.5. Consider the optimal transport problem (POT) between two probability measures
r, s ∈ ri(∆N ). Then
∂H ⊆
2N−1⋃
i=1

v ∈ R2N−1 | ±


∑
j∈Ri
vj −
∑
k∈Si
vk

 ∈ {0, 1}

 , (C.4)
where Ri ⊆ {1, . . . , N − 1} and Si ⊆ {N, . . . , 2N − 1} are not both equal to the empty set.
Proof. Consider first the optimal transport problem with feasible set Π(r, s), i.e., we do not delete
the last entry of r. According to Brualdi (2006, Corollary 8.1.4) the nonnegative entries of any
extreme point π for the polytope Π(r, s) are of the form
πi = ±


∑
j∈Ri
rj −
∑
k∈Si
sk


for some subsets Ri ⊆ {1, . . . , N} and Si ⊆ {N+1, . . . , 2N}, where not both sets are simultaneously
equal to the empty set. Notice that the set of all extreme points for the polytope Π(r, s) is equal to
Aug(A−1Ik [r, s]
T ) for all primal feasible bases I1, . . . , Ik. We conclude that for each primal feasible
basis Ik and each coordinate i ∈ Ik there exists subsets Ri ⊆ {1, . . . , N} and Si ⊆ {N + 1, . . . , 2N}
not both equal to the empty set such that
[
A−1Ik [r, s]
T
]
i
= ±


∑
j∈Ri
rj −
∑
k∈Si
sk

 . (C.5)
Recall the notion of r†, where we delete the last entry of the probability measure r in order to
guarantee full rank of A†. In view of (C.5) a similar statement is true if we only consider right-
hand side vector [r†, s]
T that, however, requires a careful case distinction. In fact, (C.5) remains
true for [A−1† Ik [r†, s]
T ]i if Ri does not contain the index N . Moreover, if N ∈ Ri then we can replace
rN = 1 −
∑
i∈{1,...,N−1} ri. Notice that this only depends on the first 1, . . . , N − 1 coordinates. In
total, we obtain the following modified version of (C.5): For each primal feasible basis Ik and i ∈ Ik
it holds that
[
A−1† Ik [r†, s]
T
]
i
=


±
{∑
j∈R†i
rj −
∑
k∈Si
sk
}
, for N /∈ R,
±
{
1−∑j∈R†i rj −∑k∈Si sk
}
, for N ∈ R.
(C.6)
Now, recall that for a feasible dual basis Ik we define the set
Hk :=
⋂
j∈Jk⊆Ik
{
v ∈ R2N−1 |
[
A−1† Ikv
]
j
≥ 0
}
,
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where Jk is the set of indices corresponding to degenerate zeroes in the optimal transport coupling
π⋆. Together with our modified version (C.6) we conclude the statement by the chain of inclusions
∂Hk ⊆
⋃
j∈Jk
∂
{
v ∈ R2N−1 |
[
A−1† Ikv
]
j
≥ 0
}
=
⋃
j∈Jk
{
v ∈ R2N−1 |
[
A−1† Ikv
]
j
= 0
}
⊆
2N−1⋃
i=1

v ∈ R2N−1 | ±


∑
j∈Ri
vj −
∑
k∈Si
vk

 ∈ {0, 1}

 .
Continuing the proof of Lemma C.4, according to Lemma C.5 and the union bound we have that
P(G ∈ ∂Hk) ≤
2N−1∑
i=1
P

±

∑
j∈Ri
G1(r†)j −
∑
k∈Si
G2(s)k

 ∈ {0, 1}


for pairs of proper subsets (Ri,Si) ⊆ {1, . . . , N − 1} × {N, . . . , 2N − 1}, i = 1, . . . , 2N − 1 not both
equal to the empty set. Recall that G1(r†) is independent of G
2(s) and admits a density on RN−1.
Hence, each coordinate G1(r†)j has a density. In particular, if the set Ri is non empty then the
probability that the random entries G1(r†) fulfil either one of finitely many equality constraints is
zero. More precisely, the event on the right-hand side of the last display has probability zero. If Ri
is empty, then Si contains at least one element, but not all of them as it is proper. If s > 0, then the
only eigenvector in the kernel of Σ(s) is a vector of ones. Hence the distribution of
∑
k∈Si
G2(s)k is
absolutely continuous, and therefore almost surely this random variable is not in {−1, 0, 1}. This
completes the proof. If Ri is the empty set, notice that Si contains at least one element and hence
the sum
∑
k∈Si
G2(s)k 6= 0. Furthermore, the sum
∑
k∈Si
G2(s)k can also never attain the value ±1
as this would lead to an infeasible coupling (a matrix of dim N × N with N ≥ 2 containing only
zeroes except that one coordinate is equal to one). This finishes the proof.
D Further Illustrations
The Limit Law. Consider Example 6.13, where we assume both probability vectors r, s to be
equal and strictly positive. We here allow for general cost exponent p ∈ (0,∞). In any case,
the corresponding optimal solution is unique and supported on the diagonal, i.e., all the mass
remains at its current location. In particular, the optimal solution is degenerate. For our case of
9 variables and 5 constraints, there are at most
(9
5
)
= 126 candidates for bases I. In this one-
dimensional optimal transport problem, however, only 81 are such that the corresponding matrix
A†I is invertible. Moreover and since the optimal solution is supported on the diagonal, each primal
optimal basis necessarily includes the diagonal. In terms of the bases set that means that for each
primal and dual optimal basis {1, 5, 9} ⊂ I, and only such bases could appear in the limit law.
There are at most twelve such bases, corresponding to the transport schemes
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Cost exponent p primal & dual optimal bases K dual nondegeneracy (A3)
(0, 1) I1, I2, I3, I4, I5, I6 6
√
1 I1, I2, I3, I4, I5, I6, I7, I8 8 X
(1,∞) I1, I2, I7, I8 4
√
Table 1: Primal and dual optimal bases for optimal transport between three ordered points on the
real line. Cost given by |x− y|p depending on p.
TS(I1) =

∗ ∗∗
∗ ∗

 TS(I2) =

∗∗ ∗ ∗
∗

 TS(I3) =

∗∗ ∗
∗ ∗

 TS(I4) =

∗ ∗∗ ∗
∗


TS(I5) =

∗ ∗ ∗∗
∗

 TS(I6) =

∗ ∗
∗ ∗ ∗

 TS(I7) =

∗∗ ∗
∗ ∗

 TS(I8) =

∗ ∗∗ ∗
∗


TS(I9) =

∗ ∗∗
∗ ∗

 TS(I10) =

∗ ∗∗ ∗
∗

 TS(I11) =

∗ ∗ ∗
∗ ∗

 TS(I12) =

∗ ∗∗
∗ ∗

,
all of which are optimal for r = s. However, only some of these bases also induce dual optimal
basic solutions. This depends on the cost vector c through the parameter p > 0. The following
table illustrates this dependence. Recall that K is the number of primal and dual feasible bases.
To each basis I we associate a cone by (4.4) that have already been computed in Example 6.13.
Notice that the failure of (A3) for p = 1 causes the limit law to be of a more complicated nature
as some of these cones have nontrivial intersections. For p 6= 1, this is not the case and given the
marginal limit law from (6.9) we deduce according to Theorem 6.15 that, e.g., for p ∈ (1,∞) the
limit law for the transport coupling reads as
M(G) =
∑
k∈{1,2,7,8}
1G∈Hkπ(Ik,G) =1
{
G1≥G3
G1+G2≤G3+G4
}π(I1,G) + 1{ G1≤G3
G1+G2≥G3+G4
}π(I2,G)
+ 1{ G1≤G3
G1+G2≤G3+G4
}π(I7,G) + 1{ G1≥G3
G1+G2≥G3+G4
}π(I8,G),
and similarly for p ∈ (0, 1).
The Hausdorff Distance. Suppose now that p = 1 but the probability vectors are r = (1/4, 1/4, 1/2)
and s = (1/2, 1/4, 1/4). In this case, there are four primal and dual optimal transport schemes
I1, I2, I3, I4, namely
TS(I1) =

∗∗
∗ ∗ ∗

, TS(I2) =

∗∗ ∗
∗ ∗

, TS(I3) =

∗ ∗
∗ ∗ ∗

, TS(I4) =

∗∗ ∗
∗ ∗

 ,
that induce the following two primal optimal basic solutions
π(I1, (r†, s)) = π(I2, (r†, s)) =

1/41/4 0
0 1/4 1/4

 , π(I3, (r†, s)) = π(I4, (r†, s)) =

1/40 1/4
1/4 0 1/4

 ,
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respectively. Notice that each convex combination of both primal optimal basic solutions is also
primal optimal. According to our equivalence classes as defined in the proof of Theorem 3.4 in
Proof 4.2, we find that B1 = {1, 2} and B2 = {3, 4}. Suppose for ε > 0 sufficiently small we perturb
the probability vector r to obtain r˜ = (1/4+ ε, 1/4− ε, 1/2). By the nonnegativity constraint the
transport scheme I4 becomes infeasible
π(I4, (r˜†, s)) =

1/4+ ε−ε 1/4
1/4 0 1/4

 .
However, for ε ∈ (0, 1/4) the transport schemes I1, I2, I3 remain feasible
π(I1, (r˜†, s)) = π(I2, (r˜†, s)) =

1/4+ ε1/4− ε 0
0 1/4 1/4

 , π(I3, (r˜†, s)) =

1/4 + ε0 1/4− ε
1/4− ε ε 1/4


and hence optimal. As expected from Lemma 4.4, for small perturbations at least one transport
scheme from each equivalence class B1, B2 remains optimal for the perturbed problem. In addition
to optimality of I1, I2 and I3, it is clear that
‖π(Ij , (r†, s))− π(Ij , (r˜†, s))‖ = O(ε)
for j = 1, 2, 3. Although for the perturbed problem I4 is no longer feasible, we still have ‖π(I4, (r†, s))−
π(I3, (r˜†, s))‖ = O(ε). In particular, we conclude for the Hausdorff distance dH (Opt (r†, s) , Opt (r˜†, s)) =
O(ε). For small perturbations with ǫ < 0, bases I1, I2 and I4 are optimal and I3 becomes infeasible.
In a similar fashion to the aforementioned case, it holds that ‖π(I3, (r†, s))− π(I4, (r˜†, s))‖ = O(ε)
and the Hausdorff distance between the optimality sets is O(ε). Thus the Hausdorff distance is of
the same magnitude as the perturbations, which is OP(r
−1
n ) in view of (B1).
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