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Abstract
The most important aspect that aﬀects the reliability of environmental simulations is the un-
certainty on the parameter settings describing the environmental conditions, which may involve
important biases between simulation and reality. To relieve such arbitrariness, a two-stage pre-
diction method was developed, based on the adjustment of the input parameters according to
the real observed evolution. This method enhances the quality of the predictions, but it is very
demanding in terms of time and computational resources needed. In this work, we describe a
methodology developed for response time assessment in the case of ﬁre spread prediction, based
on evolutionary computation. In addition, a parallelization of one of the most used ﬁre spread
simulators, FARSITE, was carried out to take advantage of multicore architectures. This al-
lows us to design proper allocation policies that signiﬁcantly reduce simulation time and reach
successful predictions much faster. A multi-platform performance study is reported to analyze
the beneﬁts of the methodology.
Keywords: multicore architectures, parallel computing, high performance computing applications, MPI-
OpenMP framework, environmental simulation, prediction with uncertainty
1 Introduction
Nowadays, scientiﬁc community relies on High Performance Computing (HPC) environments
in order to solve most of the present scientiﬁc problems, taking advantage of parallel and dis-
tributed computing environments. Because of the computational advances, these problems
have become more demanding as a consequence of the fact that it is possible at present to
achieve goals that were inconceivable in the past. Many eﬀorts have been oriented towards
the application of HPC techniques and capabilities to deal with diﬀerent scientiﬁc problems
[1] [2]. Nevertheless, a lot of these applications still need much computational resources and
time, especially dynamic, event-driven simulations. In much of these cases, the challenge is
Procedia Computer Science
Volume 51, 2015, Pages 1752–1761
ICCS 2015 International Conference On Computational Science
1752 Selection and peer-review under responsibility of the Scientiﬁc Programme Committee of ICCS 2015
c© The Authors. Published by Elsevier B.V.
not only to solve them but also to get the results satisfying demanding time constraints. The
area of environmental sciences and natural hazards evolution prediction is a clear example [3]
[4]. The current research in the ﬁeld of forest ﬁre behavior is very valuable in order to develop
and optimize simulation and prediction tools, such as FireLib [5], FARSITE [6], and others
[7] [8]. Given the complexity of these implemented models as well as their implicit computa-
tional demands, there are diﬀerent works focused on the optimization of their results either
by coupling diﬀerent models or by exploiting the increasing computational capabilities. These
computational solutions constitute essential components in the implementation of suitable De-
cision Support Systems (DSS) used by diﬀerent civil protection agencies. Nevertheless, in order
to be useful, any evolution prediction of an ongoing hazard must be delivered as fast as possible
in order to not be outdated (i.e., to be useful). The data that describe the actual scenario
where the ﬁre is taking place are usually subject to high levels of uncertainty. This fact, added
to models inherent errors, represents a serious drawback for the correctness of the prediction.
This disadvantage could be relieved by a proper adjustment of the input parameters according
to the actual propagation. Based on this, the experimentation presented in this work relies on
a two-stage methodology to improve the quality of the predictions, where the input parameters
are calibrated in an adjustment stage before being used in the prediction stage. Calibrating
the simulator input parameters according to the observed behavior of the ongoing ﬁre helps
improve the quality of later predictions. However, it also stresses the need of simultaneous
execution of many diﬀerent simulations. In previous studies it has been analyzed the signiﬁcant
diﬀerences regarding the execution times that a forest ﬁre simulator may present [9]. These
studies revealed that the execution time of a single simulation on the same map and simulating
the same time could vary from seconds to several minutes or even hours. In environmental
emergency management the time window to deliver a prediction is very limited. As a con-
sequence, it is necessary to anticipate the execution time of a simulation (i.e. estimate the
execution time before running the simulator) considering only the input parameters and the
amount of resources allocated for it. An early detection of those conﬁgurations that lead us to
long simulations allows us to allocate them to more computational resources to shorten their
execution times. This work relies on a solid methodology to perform an accurate and quick
estimation of the time needed to carry out each simulation, regardless of what component(s) of
the scenario (the map to be simulated) are the ones that provoke the simulation to be longer
or shorter. Furthermore, we also carried out a parallelization of FARSITE using OpenMP to
be able to exploit multicore architectures, resulting in important reductions in the execution
time of the simulations. The experiments presented in this work have been carried out using
two diﬀerent computational platforms:
• An IBM x3550 cluster, where each node counts on 2x Dual-Core Intel Xeon CPU 5160,
3.00GHz, 4MB L2 cache memory (2x2) and 12GB Fully Buﬀered DIMM 667 MHz, running
Linux version 2.6.16.
• A DELL cluster, where each node counts on 2x6-core Intel Xeon E5645 2.4 GHz, 32KB and
256KB dedicated L1 and L2 cache memory, 12MB shared L3, and 96GB Fully Buﬀered
DIMM, running Linux version 2.6.32.
From this point forward, these two platforms will be referred as IBM cluster and Dell cluster,
respectively. The rest of this paper is organized as follows: in the next section, an overview
of the two-stages prediction method is given as well as the description of the MPI framework
we rely on. In Section 3, we present the methodology we use for the characterization of the
evolutionary adjustment strategy and the kernel of the simulator, respectively. In Section 4,
the method followed to extrapolate this methodology so that it can be applied to a parallel
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version of the simulator running on diﬀerent parallel-computing platforms is described. Finally,
the obtained results are discussed and the main conclusions are included in Section 5.
2 MPI framework for a two-stage prediction method
The classical way of predicting forest ﬁre behavior (see Figure 1, dotted box) takes the initial
state of the ﬁre front as input, as well as the input parameters given for a certain time instant,
and the simulator returns the ﬁre spread prediction for a later time instant. Comparing the
simulation result with the advanced ﬁre line, the forecasted ﬁre front tends to diﬀer to a greater
or lesser extent from the real ﬁre line. The main reason of this mismatch is that the classic
calculation of the simulated ﬁre is based on one single set of input parameters aﬄicted with
the aforementioned uncertainty. To overcome this drawback, a simulator-independent predic-
tion scheme was proposed to calibrate model input parameters [10]. Introducing a previous
adjustment stage as shown in Figure 1, the set of input parameters is calibrated before ev-
ery prediction step. Thus, the proposed solution comes from reversing the problem: to ﬁnd a
parameter conﬁguration such that, setting this conﬁguration as input, the ﬁre simulator will
produce a prediction that matches the actual ﬁre behavior. Having detected the simulator input
that better reproduces the observed ﬁre propagation, the same set of parameters can also be
used to describe the immediate future, assuming that meteorological conditions remain similar
during the next prediction interval.
Figure 1: Two-stage prediction method. RF and SF stand for real ﬁre and simulated ﬁre,
respectively
This two-stage prediction method can be applied continuously, providing calibrated pa-
rameters at diﬀerent time intervals and taking advantage of the observed ﬁre behavior. This
approach has been proven to be suitable for enhancing the quality of the predictions, relieving
the disadvantages related to the input-data uncertainty. As for the calibration mechanism, Ge-
netic Algorithms (GAs) turned out to be the most appropriate technique among other Global
Optimization Algorithms (such as Tabu Search, Simulated Annealing, etc.) not only for their
outstanding results, but also because their nature favors parallel computing [10]. GAs work
in an iterative way. This algorithm starts with an initial population of individuals, which will
be evolved through several iterations in order to guide them to better search space areas. The
individuals used in the case of forest ﬁre spread prediction are deﬁned as a sequence of diﬀer-
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ent genes, namely wind speed and wind direction, moisture content of the live fuel, moisture
content of the dead fuel (at three diﬀerent times) and type of vegetation. Operators such as
elitism, selection, crossover and mutation are applied to every population to obtain a new one
superior to the previous one. As it is well known, the use of evolutionary techniques is highly
computational-demanding, since it involves large sets of simulations. In addition, as previ-
ously stated, the underlying simulator may produce prohibitive execution times, depending on
the scenario being simulated. Consequently, the use of the two-stage prediction framework to
overcome the input-parameter uncertainty problem presents the inconvenience of the long time
needed to deliver reliable predictions. In order to compute the adjustment stage in a reasonable
time interval, an MPI-based framework under the Master/Worker paradigm has been imple-
mented. In the calibration stage, the Master node generates a population that represents a set
of diﬀerent scenarios to be evaluated (the initial population of individuals). The master node
distributes these individuals among the worker nodes and each worker simulates the received
individual, i.e. the scenario represented by the individual. The result of each simulation con-
sists of a raster ﬁle representing the map as a grid of cells, for which the time of arrival of the
ﬁre front is indicated. Then, the output is compared to the actual ﬁre behavior by means of
the evaluation of the diﬀerence between the actual propagation and the simulated propagation.
The diﬀerence is computed using Equation 1. This equation calculates the diﬀerence in the
number of cells burned, both missing or in excess, between the simulated and the real ﬁre.
Formally, this formula corresponds to the symmetric diﬀerence between the actual spread and
the simulated spread, divided by the actual spread, so as to express a proportion. UnionCells is
the union of the number of cells burned in the real ﬁre and the cells burned in the simulation,
IntersectionCells is the intersection between the number of cells burned in the real ﬁre and in
the simulation, RealCells are the cells burned in the real ﬁre and InitCells are the cells burned
at the starting time.
 =
UnionCells− IntersectionCells
RealCells− InitCells (1)
The resulting error is sent back to the Master. Once all the workers have ﬁnished, the
Master node is able to rank the individuals in a list using the error as sorting criteria. Then, a
new generation of individuals is generated by applying the aforementioned genetic operations
of elitism, crossover and mutation. Once the new population is generated, its individuals are
distributed again among the workers. This process is repeated in an iterative way a ﬁxed
number of generations, and the provided solution for the problem is the best individual of the
last generation (the one which produces lowest error). This individual (i.e. this set of input
parameters describing the scenario) will be the individual used to simulate the ﬁre spread for
the next time interval. The use of an iterative adjustment technique such as GAs implies that
it leads us to the desired solution progressively, i.e., the more the iterations we are able to
perform, the better the solution we will be able to ﬁnd. Obviously, this fact has a direct impact
on the time incurred in the prediction process. So, in order to reach a good trade-oﬀ between
quality and urgency, one must consider three main interrelated issues.
a) The quality of the prediction is directly related to the quality of the adjustment, and
the quality of the adjustment depends on how many times the adjustment technique is
iterated, as well as on the number of scenarios tested per iteration.
b) The amount of computing resources determines the amount of simulations that can be
simultaneously executed per iteration at the adjustment stage.
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c) The response time in providing a prediction is a critical point and seriously limits the
number of iterations that can be executed at the adjustment stage.
While other works [11] deal with a), this work is focused on points b) and c). Assuming that we
have enough computing resources available so as to simulate all the individuals of a population
in parallel, the time incurred at each generation is determined by the slowest one. This is
due to the fact that the master node has to wait until all workers compute the simulations
and their respective errors. Therefore, to be able to assess in advance how long the two-stage
prediction scheme will take, we need a characterization of the underlying simulator in terms of
the time required for a certain simulation depending on the input setting. This characterization
will allow us to determine how many resources (computing cores) we need to dedicate to each
simulation to keep to the prediction time requirements. Besides, it will enable us to exploit the
multicore architectures in order to minimize the time spent in each generation. In this sense, we
rely on the Simulator Kernel Characterization methodology described in [12], which allows us
to foresee every simulations execution time with a high degree of reliability. Simulator Kernel
Characterization is based on two pillars: the use of Decision Trees [13] to classify each simulation
instance, and a training dataset composed of thousands of simulation instances, each of them
generated according to the diﬀerent probability distributions for each parameter. In our speciﬁc
case, the probability distributions and their associated parameters, as regards wind speed and
direction, were the ones used in [14]. The vegetation models correspond to the 13 standard fuel
models [15]. Regarding the fuel moisture contents, the parameters of the distributions were
set taking into account the considerations detailed in [16]. Each training instance is labeled
according to its execution time, so that the Decision Tree is trained to classify a new simulation
instance according to its estimated execution time. In this work, we used 4 diﬀerent labels (A,
B, C and D) to determine 4 diﬀerent execution time ranges for each simulation. This will be
discussed in detail in Section 4.
3 Taking advantage of multicore platforms
FARSITE was analyzed using gprof [17] under diﬀerent workloads to ﬁnd the most time-
consuming functions. This analysis showed that the exclusive execution time is quite distributed
all over the functions except two functions. CrossThread::Cross() function consumes over 22%
and StandardizePolygon::Cross() about 14.6% of inclusive execution time. Neither of them give
opportunity to use OpenMP due to possible racing conditions caused by a considerable number
of shared variables in the loop as well as other inconveniences (such as loop breaking). So, we
analized the callgraph looking for a parent node with parallelizable loops, which include the
calls to those functions. CrossCompare() represents approximately the 60% inclusive execution
time. This function includes a loop in charge of perfoming the ﬁre line coherency control, and it
can be parallelized using OpenMP. Thus, FARSITE was parallelized by introducing OpenMP
pragmas in such function. Because of the Amdahl’s law, the theoretical maximum speedup is
limited by the part of the application that has been parallelized. Since this function represents
approximately 60% total execution time, 40% execution time corresponds to a sequential part.
So, Equation 2 expresses the theoretical minimum execution time we could obtain using this
parallelization as a function of the number of cores (n), where ts stands for the execution time
of the serial version. As well, Equation 3 expresses the maximum speedup we could obtain. As
can easily be deduced, the limit of this speedup when n tends to inﬁnity is 1/0.4 = 2.5.
tpar(NCores) = 0.4 ∗ ts + 0.6
NCores
∗ ts (2)
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SpeedUp(NCores) =
ts
0.4ts +
0.6
n ∗ ts
=
1
0.4 + 0.6n
(3)
3.1 Application in multicore architectures
Figures 3 and 4 depict the obtained histograms of execution times of the parallel version of
FARSITE in Dell cluster for a training database of 9000 diﬀerent instances, using 2 and 8
threads, respectively. By the observation of these examples, one can notice the fact that the
silhouettes are very similar to each other. This resemblance indicates that the simulations, in
terms of execution time, will behave in the same way (i.e. they will take shorter or longer)
independently of the number of threads used. For example: if a certain input is classiﬁed as B,
it will always be classiﬁed as B, regardless of how many threads we use for the simulation. The
only diﬀerence will be the absolute value of the execution time.
4 Case Study and Computational Experimets
The objective pursued in this work is to evaluate the potential beneﬁt of the simulation kernel
characterization with respect to the design of diﬀerent core-allocation policies. For this purpose,
an experimental study was carried out based on GAs as the adjustment technique to be used
in the two-stage prediction method detailed in Section 2. From this point forward, each input
setting of the simulator (each scenario) is mentioned as an individual. Thus, we applied the
Simulator Kernel Characterization of the parallel version of FARSITE running in the two archi-
tectures detailed in Section 1: the IBM and Dell clusters. Table 1 details the upper boundaries
that deﬁne each class.
Class A Class B Class C Class D
IBM: 2 threads 73 209 433 1054
IBM: 4 threads 58 162 332 938
Dell: 1 thread 105 360 675 1617
Dell: 2 threads 78 250 493 1121
Dell: 4 threads 67 229 424 998
Dell: 8 threads 54 193 307 734
Table 1: Upper boundaries (in seconds) for each class according to each combination [computer
platform, number of threads]
The topographic data used in this experimentation is an area in the northeast of Spain
which is one of the most damaged by forest ﬁres every year: El Cap de Creus, which has an
approximate real extension of 900 square kilometers. This is a very suitable and representative
study area; subject of other studies regarding the quality assessment of the ﬁre spread prediction
[11]. The evolution of 50 diﬀerent populations (each one composed of 25 individuals) over 10
generations was carried out, keeping track of the elapsed times produced as well as the class
predicted for each individual before its execution. As highlighted in Section 2, the way the MPI
framework for GA operates implies that the time needed for the completion of each generation is
determined by the slowest simulation (considering that we have enough computational resources
so as to simulate every individual in parallel); so, it is important to control individuals C and
D in every evolution process.
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Figure 2: Histogram of execution times using the parallel version of FARSITE with 2 threads
Figure 3: Histogram of execution times using the parallel version of FARSITE with 8 threads
Because of the stochastic nature of the GA, the appearance of such individuals over the
evolution is inevitable. However, by means of the simulator kernel characterization, we are able
to detect the existence of such individuals in a certain generation before we carry out their
simulation. Thus, we are able to take advantage of the parallel version of FARSITE, deter-
mining a real-time core-allocation strategy for each individual in a generation in order to save
as much overall execution time as possible. The beneﬁts of taking advantage of the proposed
methodology can be easily understood by means of a simple example. Let us consider a simple
core-allocation policy such as in Table 2.
Classiﬁed as A Classiﬁed as B Classiﬁed as C Classiﬁed as D
Allocated cores 1 2 4 8
Table 2: Simple core-allocation policy according to individual classiﬁcation
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Figure 4: GA execution tine for 50 diﬀerent initial populations with/out core allocation policy.
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Figure 5: Number of individuals of class C and D per GA generation and GA execution with
diﬀerent initial populations.
Figure 4 shows the execution times of the whole evolution process for the 50 diﬀerent initial
populations. Figure 5 shows the number of individuals C and D present at each generation for
every the 50 initial populations. We replicated the evolution process for each initial population,
forcing the execution of exactly the same intermediate populations. The average elapsed time
obtained in the whole evolution of these 50 populations in the ﬁrst case is 5394 seconds (89.9
minutes). Applying the core-allocation policy, the average elapsed time decreased to 3159
seconds (52.6 minutes). Focusing on the case of the greatest diﬀerence (population 15), this
was of 4622 seconds, more than 1 hour and a quarter. Obviously, this reduction can make an
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important diﬀerence at the moment of attending the ongoing ﬁre. As described above, a simple
and static core-allocation policy already provides important savings in the evolution time, but
the considered scenario does not contemplate the problem of dealing with restrictions regarding
the amount of computational resources available. For instance, if we had access only to 2
DELL-cluster nodes and 8 IBM-cluster nodes, we would not have had enough computational
resources to run every individual of each generation in parallel, therefore the elapsed time for
each generation would have been signiﬁcantly diﬀerent, with certainty. However, the fact of
having such good results thanks to such a simple and static policy allows us to consider the
issue of designing an intelligent scheduling system, which takes into account the computational
resources available to decide the best core-allocation, according diﬀerent kinds of criteria such
as:
• Best core-allocation policy, which respects the existing time constraints (possible deadlines
to deliver a prediction), and allows the evolution process to be carried out as fast as
possible.
• Best core-allocation policy, which respects the existing time constraints, and allows the
evolution process to be carried out in the most eﬃcient way (using as less resources as
possible).
• A combination of the previous ones, considering the fact that it is possible that the dif-
ferent platforms we can use at the moment of attending the emergency could be managed
by diﬀerent institutions/organizations, imposing diﬀerent conditions.
5 Conclusions
When dealing with forest ﬁre spread prediction a key point to consider is the system response
time. To be useful, any forest ﬁre spread forecast should be delivered under strict real time
constraints. In this work, we use a methodology for the assessment of the time response in
forest ﬁre spread, which is able to anticipate how much execution time a certain input setting
will produce, without the necessity of running any simulation. The results obtained for the
case study described in the presented case study clearly demonstrate the importance of taking
advantage of the multi-core capabilities in the computing nodes in order to save important
amounts of time, which is a critical resource in the area of environmental emergencies manage-
ment. Although the maximum speedup that could be obtained when the enhanced FARSITE
is far from linear speedup, the implemented parallelization involves great savings in absolute
times. We are able to save more than 1 hour in the overall two-stage prediction process by
applying a very simple static policy for the number of cores assigned to each simulation. Such
time interval becomes very important, given the context of dangerousness involved in an event
such as a forest ﬁre. So, this study allows us to tackle the problem of designing diﬀerent and
complex policies to optimize the use of the available computational resources. Ongoing work is
also related to add to our methodologies the capability to automatically adapt to new comput-
ing resources appearance in real time. The results obtained open up these new challenges with
good expectations and a guaranteed background.
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