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Samenvatting
Met de opkomst van het Wereldwijde Web en de toename in informatieuitwissel-
ing die daarmee gepaard is gegaan zijn uitwisselingsformaten gebaseerd op XML
steeds belangrijker geworden. Er is een noodzaak ontstaan om deze semigestruc-
tureerde data op te slaan en te verwerken. Eerder werk heeft zich vooral
bezig gehouden met het ontwikkelen van XML-uitbreidingen voor relationele
databases, met de nadruk op het bevragen van gegevens.
Dit onderzoek slaat een andere weg in, en concentreert zich op databases die
speciaal voor XML zijn ontworpen en waarin de opgeslagen informatie kan wor-
den veranderd. In dit verslag beschrijf ik een nieuwe datastructuur voor XML
databases, Rainforest (Regenwoud) genaamd. Ik laat zien dat een optimale
hernummeringsvrije codering van een XML-boomstructuur niet kan bestaan,
en stel in plaats daarvan een niet-optimale, maar onder willekeurig invoegen
efficiente codering voor. Een (voor zover ik weet) nieuwe variant van de B-tree,
de gecomprimeerde B-tree, ondersteunt in willekeurige volgorde invoegen en is
in staat om de gecodeerde XML elementen op te slaan. Het Rainforest zelf
is een bos van gecomprimeerde B-trees, waarbij elementen van hetzelfde type
bij elkaar in een enkele boom worden opgeslagen. Het Rainforest bevat ook een
Liana (Liaan): een dubbelgelinkte lijst die alle XML elementen in documentvol-
gorde met elkaar verbindt, zodat ze eenvoudig kunnen worden doorlopen. Als
laatste beschrijf ik een bevragingsalgoritme dat heel sterk lijkt op de Holistic
Twig Join voor het evalueren van voorouder-afstammeling twijgpatronen op het
Rainforest.
Dit theoretische werk gaat vergezeld van experimentele resultaten die ver-
schillende eigenschappen van de codeermethode, de gecomprimeerde B-trees en
het effect van de Liana op de prestaties weergeven.
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Abstract
With the advent of the World Wide Web and the increase in information shar-
ing it has brought, information interchange formats based on XML have be-
come more and more important, and the need has arisen to store and process
semistructured data. Prior work has mainly focused on developing XML exten-
sions for relational database systems, with a focus on querying.
This research takes a different tack, focusing on native XML databases and
updates. In this report, I describe a novel data structure for native XML
databases called the Rainforest. I show that an optimal renumbering-free en-
coding of an XML tree can not exist, and instead present a design for a non-
optimal, but under random insertion efficient encoding. A (to my knowledge)
novel variant of the B-tree called the compressed B-tree is introduced, which
supports random updates and can store XML elements that are encoded ac-
cording to this encoding. The Rainforest itself is introduced as a forest of these
compressed B-trees, with XML elements of the same type stored together in a
single tree. The Rainforest also contains a Liana, which is a doubly linked list
linking all elements together in document order for easy traversal. Finally, a
query algorithm very much like the Holistic Twig Join is introduced for evalu-
ating ancestor-descendant twig pattern queries on the Rainforest.
I complement this theoretical work with experimental results showing various
properties of the encoding scheme, the compressed B-trees and the effect of the
Liana on performance.
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Preface
Driving out through the windmills and some of them were still
Sometimes it’s hard to catch the wind and bend it to your will
Even though it’s hard to know just how the story ends
The road is long and it takes its time, on that you can depend
James Raymond - ‘Lay Me Down’
If anyone had told me in August 2000, when I started studying Computer Science
at the University of Twente, that I would finish my nominally five-year studies
in early 2007, I would not have believed them. Secondary school had been easy,
and although university would naturally be harder, I did not expect any delay.
Indeed, for almost four years, it was smooth sailing.
At the end of that fourth year, things were slowing down somewhat, follow-
ing a particularly busy period. I dragged myself through my last courses on
autopilot, and started an internship in Switzerland. The change of environment
helped, and the intellectual challenge gave me plenty of opportunity to indulge
in perfectionism, high expectations, idealism and work, work, work. The results
were great.
Coming home, in late 2004, was an anticlimax. Feeling cynical, tired and
unable to concentrate, doing anything became a struggle. It was obvious that
something was wrong, but my GP never recognised the symptoms, and neither
did I. I dabbled a bit on some research for an MSc project, mostly doing some
programming, but did not get very far.
It took until spring 2006 before I figured out that my symptoms constituted
a textbook case of burnout. Knowing what was wrong helped, and slowly I
started digging myself out. I contacted my supervisor, whom I had been hiding
from for over a year, about the MSc project that I was supposed to do. Eight
short months later, the project described in this thesis had been completed.
I would like to thank my supervisor Maarten Fokkinga, without whose wis-
dom, patience and ability to drag my head out of the clouds this project would
never have succeeded. He taught me how to stop, and that may well be the
most important thing I have ever learned. I would also like to thank my second
supervisor Henning Rode, who gave valuable advice on technical issues and ex-
perimental evaluation, and Maurice van Keulen for his time as a member of my
graduation committee.
Lourens Veen
Enschede, March 2007
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Chapter 1
Introduction
In the past ten years, the growth of the World Wide Web has caused a revolution
in the way we communicate and access data, and sparked new ways of doing
business. Throughout this time, the importance of open standards for data
interchange has become more and more clear, and many such standards have
been or are being developed. Almost without exception these formats are based
on XML.
As a result of these developments, processing and storage of XML data is
becoming more and more important. The database research community has
developed techniques for storing XML data, but most of these only support
efficient querying: to update the data, the entire XML document needs to be
reloaded. Especially for large XML databases (as opposed to small document
stores) this is unacceptable.
This report presents a new data structure, called the Rainforest, that can
store XML data in such a way that it can both be queried and updated efficiently.
The remainder of this chapter will state the goals of this research and pro-
vide a short overview of related work. Chapter 2 extends the goals into a design
specification and outlines the approach taken in designing the Rainforest. In
Chapter 3, the representation of XML data is discussed and a novel represen-
tation scheme for use by the Rainforest is introduced. The Rainforest data
structure itself, and insertion of XML data into it, is described in Chapter 4.
Chapter 5 discusses various means of extracting information from the Rain-
forest, including a holistic twig join derived query algorithm. In Chapter 6,
experimental results are presented. Finally Chapter 7 concludes the report and
outlines future work.
1.1 Problem Statement and Goals
The eXtensible Markup Language (XML [31]) already is the basis for many such
standards, and many standards currently in development are based on XML.
XML-based data formats currently find three different types of use:
1. As a protocol data format for web services; e.g. SOAP [26, 21], XML-RPC
[29]
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2. As a document format; e.g. XHTML [30], SVG [22], ISO 26300 (Open
Document Format) [2]
3. As a description format; e.g. RDF/XML [4], WSDL [14], XUL [19]
When XML is used as a protocol data format, the messages are generally
volatile, only existing as long as necessary for completing communication. No
external storage is necessary.
XML-based documents may, like other documents, be stored as a file on disc.
They can be read by editing software, converted into some internal format for
editing, changed, and stored again as XML. For large amounts of documents
that require automated processing, a document store may be appropriate. Doc-
ument stores allow storing documents and retrieving them, possibly in part. For
example, such a store may allow users to search for all paragraphs in all docu-
ments containing a certain word. Typically however, such a store does not need
to support updating documents: if a new version is available, the old version is
simply replaced as a whole.
For XML-based descriptions, we are talking about data, not documents. A
circle in one SVG drawing may have an entirely different meaning or purpose
than the same circle in a different SVG drawing, but a relation between two
objects described in an RDF file will always describe that relation, regardless of
whether it is in that RDF file or in another. An RDF file represents a collection
of data rather than a document; the fact that this data is collected in a single file
is only incidental. For storing such data, we need a database, not a document
base. The difference between a database and a document base here is that the
database does not have a concept of documents, only of data, and that updating
the database means changing individual items of data. For XML, this means
manipulation at the level of elements and attributes.
Much research has been done on techniques for building document bases.
We have standards for query languages such as XPath [15] and XQuery [18],
and efficient techniques have been developed for implementing them (e.g. the
holistic twig join [11] and derivatives).
Until recently, modification of XML data has remained mostly a case for
future work, in part because of lack of demand for such features in commercial
products. Most data is currently stored in relational databases, and most of the
XML that is stored is of the document kind. Interest for updating XML seems
to be on the rise however. Although the XUpdate specification [23] has been
stranded in a draft stage for years, W3C has recently published an XQuery
Update Facility working draft [12], and research into updating XML data is
getting underway in various places. This project may be considered part of this
movement towards efficient updating of stored XML data.
Goal The goal of this project is to develop a means of storing XML data
that allows efficient querying as well as updating. The proposed solution will
be implemented, and experiments will be done to determine its performance
characteristics.
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1.2 Related Work
The goal of this project is to develop a means of storing XML data that allows
efficient querying as well as updating.
Efficient querying of XML data has enjoyed a great amount of research in-
terest so far. Path- and later twig join [13], [11] algorithms have emerged as an
efficient solution to this problem, with modest requirements on the way the data
is represented. As a result, many of the well-known relational databases have
gained support for storing and querying XML data in recent years. These im-
plementations, being extensions to relational databases, typically cut the XML
data into pieces to be stored in a relational table (e.g. [17]).
Support for updating XML data has only recently gained some research in-
terest. Insertion of data at random locations puts more requirements on the data
representation than are needed for read-only systems. The well-known pre/post
representation based on the work of Dietz [16] does not support insertion effi-
ciently. This was subsequently extended to a pre/size representation by Li and
Moon [24], which they claim allows for graceful updates if enough room is left
in the initial assignment of numbers. The MonetDB/XQuery database has re-
cently had support for updates added [8], and it does indeed use a pre/size/level
numbering scheme. It does however use special properties of the underlying
MonetDB platform to achieve this.
O’Neil and O’Neil [27] present a data representation called ORDPATHs,
which supports updating and which is used in Microsoft SQL Server’s XML sup-
port. [7] suggests a similar approach called Dynamic Level Numbering Scheme
or DLN. Both numbering schemes are based on representing the path to the
element. As before, in both cases the assumed context is that of a relational
database with additional support for XML.
The eXist native XML database [25] supports updates, but until recently
the the implementation was buggy and its speed left much to be desired. The
original level-ordering scheme it used was recently replaced by DLN.
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Chapter 2
Design Overview
With the goal clearly defined, and an idea of what has already been done, we
can now define the contours of this research project, and decide on the approach
to take.
2.1 Specification
The primary goal of the project is to develop a means of storing XML data.
This problem can be split into two parts: designing a scheme for representing
XML data, and designing a data structure to store data represented in this
manner. The primary constraint is that efficient querying and updating must
be supported. To demonstrate this ability, at least a simple query algorithm
must be available that operates efficiently on the developed data structure, and
additionally, it must be shown that simple updates can be done efficiently.
There are a number of things that will be explicitly outside the scope of this
project. The first is full XQuery/XUpdate support. Query compilation and
query plan optimisation requires an underlying datastructure with associated
operations to compile and optimise for. The goal of this project is to develop
such a layer. Building on top of it is left to future work. The same argument
goes for storing textual data and full-text indexing. While future addition of
these features will have to be taken into account in the design, the focus will be
on storing homogeneous ordered trees of XML elements and attributes. Con-
currency control will not be addressed.
Finally, the goal of this project is not to design an extension to a relational
database. The amount of research in this direction has been much larger than
that of research into native XML databases, most likely due to economic factors.
There is no reason to assume that the additional constraint of having to work
within the confines of a relational database is otherwise useful, and it will not
be a constraint for this project.
To summarise, the results of this project will at the minimum include
1. A representation for XML data
2. A data structure for storing XML data in this representation
3. An efficient query algorithm
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<process>
"insert content"
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<title>
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<body>
(a)
"insert content"
(text)
<process> <html>
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(text)(text)
"Web Page" "en"
<html>
Figure 2.1: The complex XML tree model (a) and the simplified model used
here (b).
4. An efficient update algorithm
The results will not include
1. Concurrency control
2. XQuery/XUpdate support
3. Text storage and indexing
2.2 XML Data Model
XML data is typically organised in documents. An XML document is a hetero-
geneous ordered tree, containing elements, attributes, processing instructions,
namespace declarations, character data, entity references, and so on. This is a
rather complex model, which is hard to reason about, and it goes far beyond
the scope of this project.
This research assumes that an XML database is an ordered tree storing
elements. Adding support for attributes, processing instructions, and so on is
left to future work.
Examples of a complex heterogeneous XML tree (a) and the simplified notion
of an XML tree as used in this research (b) are shown in Figure 2.1. As this
project does not include support for text processing, the actual text strings will
not be stored. This leaves us with an ordered tree in which each of the elements
has a type or kind which, to avoid confusion with XML nomenclature, will be
referred to as its colour. The nodes in the XML tree will all be referred to as
elements in the remainder of this report; the word node refers to a node in a
B-tree (see below).
2.3 Approach
As explained above, the task of storing these colourful elements is split into two
parts. Firstly, we have to represent them in some way that is compatible with a
binary computer, and that allows efficient querying and insertion. Secondly, we
need a data structure that determines how the different elements are organised
in memory and/or on disk.
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2.3.1 Representation
Several ways of representing the XML tree structure exist. The most common
one is pre-post numbering, which is unfortunately not very well suited to inser-
tions. Tree based approaches, such as the ORDPATH system mentioned earlier
appear to be more suitable. In general, these approaches are schemes for map-
ping a set of elements, organised in a tree structure, onto a set of codes. Each
code represents a single element, and it does it in such a way that the relation-
ships on the elements that are inherent in the tree can be evaluated by studying
the codes.
2.3.2 Organisation
The primary goals of this project include support for efficient querying and
updating. Therefore, the codes need to be stored in a way that support effi-
cient algorithms implementing these operations. In a typical database, queries
outnumber updates.
As noted, there has been much research into querying XML, with good
results. One of the most efficient query algorithms for XML data is the holistic
twig join [11]. The holistic twig join is essentially a pattern matching algorithm:
it matches a tree pattern (the twig) to parts of the XML tree. Each node in the
twig has an associated condition that an XML element in the tree must match.
A complete match for a given twig consists of a subgraph of the XML tree with
the same topology as the twig, and with elements that match the corresponding
condition. The holistic twig join algorithm does not do the matching of elements
with conditions; it expects a list of matching elements, in document order, for
each node in the twig.
In the simplified (but simplified without loss of generality) XML model ele-
ments only have one property: their colour. Therefore, conditions must be on
the colour of an element. The requirement for a list of elements that match a
condition then translates to a requirement for a list of elements with the same
colour. This requirement can be fulfilled easily if we store the elements sorted by
colour, so that instead of a single data structure, we have many data structures
– one for each colour. Within each data structure, the elements are stored in
document order.
So, we need a data structure that can store elements in sorted order. In
addition, it needs to efficiently support insertion. Such a data structure is
easily found: the B-tree [3] and its many variants fit the requirements perfectly.
The storage structure has now become a collection of B-trees – a forest.
The holistic twig join algorithm does not support all kinds of queries. It
matches ancestor-descendant relations between elements very efficiently (even
optimally) and parent-child relations at some loss of efficiency, but it does not
support other relations. In particular, preceding, following and sibling elements
can not be matched by the holistic twig join directly.
Since the data is stored in document order in the trees, we can traverse
the data in document order by merging the trees, as in the merge step of a
merge sort. If we want to start the merge at some reference element, we have
to search each of the trees for the next largest element to obtain the starting
position for the merge step. This startup cost will dominate for common queries
like obtaining the first paragraph in a chapter, or the next or previous chapter
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A B C D E
Figure 2.2: The Rainforest consists of a collection of coloured trees, and a liana.
relative to the current one.
To help solve this problem, a doubly linked list called the liana connects the
elements in document order. With this addition, traversing the tree in document
order is simply a matter of traversing the liana. This addition does come at a
price however, since updates to the database now need to update the liana as
well as the trees.
The addition of the liana makes the forest of B-trees into a Rainforest. In the
following chapters, the XML representation scheme, the B-trees used to store
the represented data, and the liana will be discussed in detail.
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Chapter 3
Data Representation
To be able to store XML data in a computer system, we need some way of
representing the XML data. For the system under design, it needs to support
efficient random insertion as well as efficient querying. In this chapter, we look
at the exact requirements on such a representation, and the design constraints
resulting from these. We consider existing solutions, and finally I present the
solution chosen for this project.
3.1 Requirements
We can describe an XML database as a set of XML elementsD. Under insertion,
different versions of D may exist. In the following, I will refer to the empty
database as D0, and to the version of D after n insertions as Dn.
To support efficient querying, a holistic twig join algorithm is used. We
will take the TwigStack algorithm [11] as a representative of this category.
TwigStack requires the following relations on the elements of the database:
Definition 3.1.1. For each database Dn there are relations
Beforen : Dn → Dn (transitive, trichotomous)
AncestorOf n : Dn ×Dn → boolean
Precedesn : Dn ×Dn → boolean
Since binary computers can only work with bits and not with XML elements,
we can not store the database in a binary computer directly. Instead, we store
a representation of the database, according to some representation scheme.
Definition 3.1.2. A representation scheme defines a set of codes C, and the
following relations on C:
< : C → C (transitive, trichotomous)
A : C × C → boolean
P : C × C → boolean
A representation of Dn is an injective mapping fn from Dn onto C. In addi-
tion to the above, we assume that a representation scheme includes a procedure
for obtaining such a mapping for any Dn, according to the following definitions:
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Definition 3.1.3. A representation fn properly represents a database Dn if the
following equations hold
∀ei, ej ∈Dn(Beforen(ei, ej)⇔ (fn(ei) < fn(ej)))
∀ei, ej ∈Dn(AncestorOf n(ei, ej)⇔ An(fn(ei), fn(ej)))
∀ei, ej ∈Dn(Precedesn(ei, ej)⇔ Pn(fn(ei), f(ej)))
As described above, databases may be modified by inserting elements into
them. We define this as follows.
Definition 3.1.4. Insertion of an element en+1 into database Dn results in the
creation of a new database Dn+1 defined as
Dn+1 = Dn ∪ {en+1}
as well as new functions
Beforen+1 : Dn+1 → Dn+1 (transitive, trichotomous)
AncestorOf n+1 : Dn+1 ×Dn+1 → boolean
Precedesn+1 : Dn+1 ×Dn+1 → boolean
constrained by
∀ei, ej ∈Dn(Beforen(ei, ej)⇔ Beforen+1(ei, ej))
∀ei, ej ∈Dn(AncestorOf n(ei, ej)⇔ AncestorOf n+1(ei, ej))
∀ei, ej ∈Dn(Precedesn(ei, ej)⇔ Precedesn+1(ei, ej))
To simplify the notation, we introduce the subset Cn of C of all currently
used codes
Definition 3.1.5.
Cn = fn(Dn)
We require a representation scheme that supports random insertion effi-
ciently. Most notably, we would like to avoid having to change the represen-
tation of any existing elements (”renumbering” of the database). Recall that
insertion of an element en+1 into a database Dn results in the creation of a
new database Dn+1 (Definition 3.1.4). The representation scheme must provide
a mapping fn+1 that properly represents Dn+1. To support random insertion
efficiently, we add a second constraint of not changing the representation of any
preexisting elements.
Definition 3.1.6. A representation scheme supports random insertion effi-
ciently if, for every Dn, fn properly representing Dn and Dn+1 it provides
an fn+1 so that
∀ei ∈ Dn(fn+1(ei) = fn(ei))
3.2 Analysis
Our goal is to design a representation scheme that supports random insertion
efficiently, as previously defined. We start with defining a representation for
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the empty database D0. D0 is properly represented by the empty mapping
f0 : ∅ → ∅. Next, we will consider the procedure that, given a database Dn,
a representation fn that properly represents Dn, and an insertion according
to definition 3.1.4, yields a representation fn+1 onto a set Cn+1 (the latter by
definition 3.1.5).
From definition 3.1.6 we can see that if random insertion is to be supported
efficiently, fn+1 must be of the form
Lemma 3.2.1.
fn+1 = fn ∪ (en+1 7→ cn+1)
for some node cn+1 ∈ (C − Cn) and, given definition 3.1.5,
Lemma 3.2.2.
Cn+1 = Cn ∪ cn+1 , cn+1 ∈ (C − Cn)
Now, cn+1 must be chosen such that fn+1 properly represents Dn+1, ac-
cording to the constraints of definition 3.1.3. Let us concentrate on the Before
relation first. We need to satisfy
∀ei, ej ∈ Dn+1(Beforen+1(ei, ej)⇔ (fn+1(ei) < fn+1(ej)))
Given that fn properly represents Dn, we can see from definition 3.1.3 that this
holds for all ei, ej ∈ Dn. Since both Beforen+1 and < are irreflexive, it also
holds for ei = ej = en+1. This leaves one more case which, without loss of
generality, can be described as ei ∈ Dn ∧ ej = en+1. If this is the case, then we
need to chose cn+1 so that fn(ei) < cn+1 iff Beforen+1(ei, en+1).
It follows from this that cn+1 must be chosen such that it satisfies the fol-
lowing constraint:
Lemma 3.2.3. Newly inserted code cn+1 representing newly inserted element
en+1 according to fn+1 must satisfy
∀ei ∈ Dn(Beforen+1(ei, en+1)⇔ (fn(ei) < cn+1))
This constraint leads to the following result.
Theorem 3.2.1. A representation scheme that efficiently supports random in-
sertion of a single element into database Dn requires |C − Cn| ≥ n+ 1.
Proof. Define functions pn : 0, 1, ..., n⇒ 2Dn and p′n : 0, 1, ..., n⇒ 2Dn so that
p′n = Dn − pn
pn(0) = ∅
pn(i) = pn(i− 1) ∪ {ej ∈ p′n(i− 1) | ¬∃ek ∈ p′n(i− 1)Beforen(ek, ej)}
From the definition of p′n it is clear that pn(i) and p
′
n(i) form a partition
of Dn. From the definition of pn we see that pn(i) contains the i ”smallest”
elements in Dn. Stated formally:
Lemma 3.2.4. Sets pn(i) and p′n(i) form a partition of Dn, with the additional
property that
∀ej ∈ pn(i), ek ∈ p′n(i)Beforen(ej , ek)
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There are n+ 1 such partitions, corresponding to n+ 1 possible positions q
that en+1 can be inserted at in the database so that
∀ei ∈ pn(q) Beforen+1(ei, en+1) ∧
∀ei ∈ p′n(q) Beforen+1(en+1, ei)
Now we need to choose cn+1 so that
∀ci ∈ fn(pn(s))(ci < cn+1) ∧ (3.3a)
∀ci ∈ fn(p′n(s))(cn+1 < ci) (3.3b)
is satisfied for s = q. Any cn+1 that satisfies equation 3.3a for s = q
1. also satisfies equation 3.3a for any s = k < q
It is easy to see from definition 3.1 that
k < q ⇒ pn(k) ⊂ pn(q) (3.4)
2. does not satisfy 3.3b for any s = k < q
Consider the elements pn(q) − pn(k). These elements are not members
of pn(k), therefore they must be members of p′n(k). These elements are
members of pn(q), therefore for each of them ei, fn(ei) < cn+1. It follows
that unless pn(q) ⊆ pn(k) ⇔ q ≤ k there exist elements ei in p′n(k) for
which fn(ei) < cn+1, so that 3.3b can not be satisfied.
Any cn+1 that satisfies equation 3.3a for s = q does not satisfy both 3.3a
and 3.3b for any other value of s less than q. Therefore, no code can be suitable
for use as cn+1 for more than one value of q. Therefore, we need at least n+ 1
codes (with appropriate ”position” with respect to <) in C − Cn to be able to
support random insertion of one element without renumbering.
Adding an element to Dn requires n + 1 codes available in C in addition
to the n codes already used. Therefore, we need |C| ≥ 2n + 1. Adding two
elements, and two codes, requires n codes for Cn, n + 1 unique codes for the
first, and, because we now have n+(n+1) possible partitions of the potentially
used codes, (n+ (n+ 1)) + 1 unique codes for the second element to be added.
In general, to add m elements to Dn, we need |C| ≥ 2mn+ 2m − 1.
Corollary 3.2.1. A representation scheme that supports efficient random in-
sertion of up to m elements into empty database D0 has |C| ≥ 2m.
On a binary computer these codes must be expressed as strings of bits. There
are 2l − 1 bit strings with length less than l.
Corollary 3.2.2. A representation scheme for binary computers that supports
efficient random insertion of up to m elements into empty database D0 will
choose from a set of codes C that includes at least one code of length m.
This means that in the worst case, the length of the bit strings used to repre-
sent elements of C grows linearly with the number of elements in the database.
This is undesirable, but unavoidable. However, if we can find a representation
that grows at worst linearly with the number of insertions, and for which this
worst case scenario is unlikely in practice, then we may still build a workable
database.
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3.3 Existing Solutions
We will now look at some existing representation schemes. Pre-post numbering
maps each element to a pre-number from N, and uses <: N⇒ N. A second post-
number is used to support the A and P relations. Typically, the values from
N are mapped to fixed-length bit strings. This means that, for n-bit strings,
we are only guaranteed n random insertions into the empty database without
renumbering. Indeed it is well known that pre-post numbering does not prac-
tically support insertions without renumbering. Ordinary pre-post numbering
does not satisfy our demands.
We could modify the pre-post numbering and select pre-numbers from R
rather than from N. R has an infinite amount of values in between every two val-
ues, so that we can always choose a number between any two existing numbers,
without renumbering. The values can then be represented as variable-length bit
strings.
From this infinite amount of values, we can choose the value represented by
the shortest bit string. Starting with an element at 0.5, we can subsequently
insert at 0.5 ± 0.25, at 0.5 ± 0.25 ± 0.125 and so on. Now each new bit string
is at most one bit longer than the longest already existing bit string, meaning
that at most the string length grows linearly with the database size. As shown
above, we can not do better than that for the worst case. Unfortunately, this
worst case is the case where we insert elements in order, one after another. This
seems a likely scenario, which makes this proposed solution unsuitable.
There is a second class of representation schemes, based on Dewey num-
bers. Instead of considering an XML database an ordered list of elements, these
numbering schemes are based on the ordered tree interpretation of XML data.
Parent-child edges are (locally, that is, different edges may have the same num-
ber as long as they have a different parent) numbered in order, and elements
are identified by the path from the root of the tree to the element, expressed
as a list of edge numbers. Lexicographical order on the lists is used for the <
relation. In addition to the < relation, these representations also trivially and
efficiently support the A and P relations, which can be defined as follows.
Definition 3.3.1. In a Dewey-based numbering scheme, codes ci may be in-
terpreted as lists of numbers, and relations A and P are defined as
A(ci, cj) = ci prefix of cj
P (ci, cj) = (ci < cj) ∧ ¬A(ci, cj)
The ORDPATH [27] representation scheme is such a Dewey-based scheme.
ORDPATH labels each child node of a parent with a unique odd integer, so that
any element can be described as a list of odd integers representing the path to
take from the root element to arrive at that element. When a new child must
be inserted between two subsequent odd-numbered children, an even value is
inserted first, and the new value is encoded as a child of this ”virtual” element.
This operation is referred to as ”careting in”. It keeps the <, A and P relations
intact and does not require renumbering at any time. Unlike the previously
proposed real-valued pre-post representation, inserting more elements after the
just inserted one results in logarithmic code length growth: these elements can
be repeatedly inserted as the last child of the virtual element, the last number
in their lists being sequential odd numbers.
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Dewey-based numbering schemes in general have the disadvantage that the
length of the lists increases with the depth of the stored XML tree. Because
of this property, ORDPATH does not escape our theory. When we insert two
elements, then insert two elements in between the first two, and so on recursively,
we will use the careting operation for every two insertions. This results in the
length of the path (including virtual elements) growing linearly with the number
of inserted elements, and thus in the length of the code growing linearly with
the number of inserted elements. This scenario seems much more unlikely than
the one discussed previously however.
ORDPATH in particular has a second problem. It stores the length of the
substrings together with each code, which increases the length of the code sig-
nificantly, especially for long lists of small substrings.
3.4 Design
The numbering scheme used by the Rainforest data structure to represent el-
ements is a Dewey-based numbering scheme. It uses the ”careting in” optimi-
sation from ORDPATH, resulting in the same worst-case scenario for the code
length. It also attempts to address the two shortcomings mentioned above.
The improvements in the Rainforest coding scheme are based on the follow-
ing two observations:
1. The path lists of nodes that are close together in document order share
an ancestor, and therefore a prefix
2. The rest of the path lists of such nodes have numbers of a similar magni-
tude
By storing the common prefix of codes that are close together separately, we can
alleviate the problem of code lengths growing with the depth of the represented
XML tree. If a subtree is moved deeper into the tree, the common prefix may
become longer, but the rest of the codes, which are stored for each element, may
not have to change. Essentially this is a form of code compression.
By storing the information on how to split the complete bit string into
smaller bit strings representing each of the numbers in the path separately, and
sharing this encoding among multiple codes, we lessen the overhead introduced
by having to store this metadata.
3.4.1 Labelled Tree
A database represented according to the Rainforest representation scheme con-
sists of a set of encodings E, a set of codes C, and a function enc : C → E that
adds an encoding to each code.
Figure 3.1 (a) shows an XML tree containing 12 elements. Each parent-child
edge in the database is given a label consisting of a row of integer numbers. A
row has a length of at least one. The last number in a row is even; all other
numbers are odd (the number 0 is assumed to be even). These rows are ordered
by the lexicographical ordering, and a parent node’s outgoing edges are labelled
such that edges to later children will sort after edges to earlier children.
An element is identified by the list of rows encountered when traversing the
tree from the root to the element. This list of rows of integers is then flattened
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AF F F G
E E E ED
B C
[−2] [0]
[0]
[8]
[2]
[−2] [1 0] [4]
[4]
[−1 3 6] [8]
(a) (b) A: ()
B: (−2)
C: (0)
E: (0,−1,3,6)
F: (0,−1,3,6,−2)
D: (−2,0)
E: (0,2)
F: (0,4,8)
G: (0,8,4)
E: (0,4)
E: (0,8)
F: (0,−1,3,6,1,0)
Figure 3.1: A database represented according to the Rainforest representation
scheme. The labelled XML tree (a) and the resulting collection of codes (b).
to a list of integers; it is easy to see that the lexicographical ordering on the
flattened lists will still sort the elements in document order. Figure 3.1 (b) shows
the resulting flattened lists for the XML tree in (a). Note that the flattening
operation is reversible: after each even number a row ends and a new one starts,
which enables reconstruction of the original list of rows from the flattened list.
We define the length of a list as the number of integers in the flattened list
and the depth of a list as the number of rows in the original list, or alternatively,
as the number of even integers in the flattened list. Of course, this is also the
depth of the represented element in the XML tree.
This scheme, although expressed slightly differently, is identical to the OR-
DPATH scheme, except that the roles of even and odd numbers are reversed.
The relation of two elements may be determined by comparing their asso-
ciated lists. We are particularly interested in the A and P relations, which
should evaluate to true if the first element is an ancestor or predecessor of the
second, respectively. Again it is easy to see that, like for an ordinary Dewey
representation without rows and flattening
A(li, lj) = li prefix of lj
P (li, lj) = (li < lj) ∧ ¬A(li, lj)
Other relations can also be evaluated. For example, an element is the parent
of another element if its list is a prefix of the other element’s list, the depth of
its list is exactly one less. Elements are siblings if all rows in their lists but the
last are equal.
3.4.2 Storing Lists
As mentioned before, to be able to store a code on a binary computer it must
be represented as a string of bits. Thus, we need some kind of mapping of lists
onto the bit strings which will form the final set of codes C.
The Rainforest representation scheme stores a list as the concatenation
of a set of fields. Each field stores one integer in the flattened list. An n-
bit field uses excess-2n−1 (biased) representation to store one of the values
−(2n−1 − 1), ..., 2n−1. An all-zero field indicates the end of a list. The rea-
son for using this representation rather than e.g. 2’s complement is that this
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Figure 3.2: Lists are stored as a concatenation of fields, whose width and ca-
pacity depends on the encoding.
way, a bitwise lexicographical comparison on two encoded strings will correctly
sort the corresponding elements in document order, provided that the encodings
are the same. ORDPATH has this property, which makes comparisons much
faster, for all codes.
Figure 3.2 shows a list of length 6 and depth 3 (a), which in fact represents
the second element of colour F in Figure 3.1. Figure 3.2 (b) shows the same list
with the excess-2n−1 bias applied. Above each field the width is shown, with the
bias in parenthesis. Figure 3.2 (c) shows the binary values that are ultimately
stored. Figure 3.2 (d) illustrates how the field width affects the actual values
stored and the range of numbers that can be stored. The end-of-list marker,
denoted x, is always encoded as binary zero.
The width of the fields is determined by enc(c), the element’s encoding, and
a list of field widths is one part of the encoding. The other part of the encoding
is the prefix, which is the part of the codes shared between all elements sharing
an encoding. Thus, the set of encodings E consists of all tuples (w, p), where
w is a list of widths and p a list of integers forming the prefix. In the example,
the encoding is ((1, 2, 3, 5, 2, 1, 1, 2), (0,−1, 3, 6)). Fields #p and further form
the actual final code for the element. In the example, this code is six bits wide
and stores the binary value 111000.
For a code and an encoding to represent an element correctly, each of the
field widths must be large enough to store the corresponding number in the
element’s list, and the prefix specified in the encoding must be a prefix of the
list. If this is not the case, the encoding can be expanded by increasing the field
widths until the new list will fit, and by shortening the prefix to the longest
matching prefix of the new list. How enc is determined is explained in the next
chapter.
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Chapter 4
The Rainforest Data
Structure
The Rainforest data structure is, as its name implies, a forest. It consists of a
collection of trees, and a linked list dubbed the liana. Each tree stores XML
elements of a certain kind, as explained in the overview. The liana connects all
the elements in document order, independent of their kind. As described in the
previous chapter, the XML elements are encoded. The trees are a special kind
of B-tree that takes this encoding into account.
4.1 Compressed B-Trees
Encoding the XML elements we wish to store is only one part of the solution.
These encoded elements need to be stored, in a manner that supports efficient
querying and updating. Most data structures for storing data are based on
trees, specifically, the B-tree ([3]) and its many variations. In line with these
developments, the Rainforest is a forest of B-trees. Because these B-trees store
compressed data, they are somewhat more complex than ordinary B-trees. They
will be referred to here as compressed B-trees. Note that I have chosen not to use
B+-trees as a basis. While they are more commonly used today, they are more
complex than plain B-trees. Using more advanced tree structures to optimise
performance is left to future work.
4.1.1 Encoding Requirements
A compressed B-tree stores records that are compressed according to some en-
coding. Unlike records in an ordinary B-tree, the size of the records in a com-
pressed B-tree may vary, depending on which encoding is used. Each node in
a compressed B-tree has a single encoding which is shared by all the records it
stores.
The encoding for a node is chosen from a predefined set of encodings. The
main property of interest of an encoding is the record size, which is the number of
words required to store a record that is compressed according to that encoding.
A word here is an atomic quantity of memory; a word will never be shared
between records, and a record always occupies an integral number of words.
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There is always at least one encoding, the trivial encoding. Essentially, a
record represented according to the trivial encoding is stored in uncompressed
form. The record size of any other encoding must be at most that of the trivial
encoding. Thus, an encoded record is in fact a compressed record, and indeed
the tree is a compressed B-tree.
Not all encodings can be used on all records. We say that a record fits an
encoding if the record can be represented according to that encoding without
loss of information. All records fit the trivial encoding. All records in a node
are stored according to the encoding of that node. Consequently, data integrity
is ensured by the requirement that all records stored in a node fit the encoding
of that node.
A minimum encoding for a record is an encoding such that the record fits
that encoding, and such that there are no encodings with a smaller record size
that the record also fits.
If a record does not fit an encoding, the encoding may be expanded to fit
that record. To this end, we introduce the expand function:
Definition 4.1.1.
expand : encoding × record → encoding
We specify postconditions for e2 = expand(e1, r) as follows
(∀record s)((s fits e1)→ (s fits e2))
r fits e2
4.1.2 Structure and Invariants
Just like the original B-tree, a compressed B-tree stores fixed-size records in
sorted order in the nodes of a tree. In an ordinary B-tree, each node, with the
exception of the root node, stores between k and 2k (inclusive) records, and
has between k + 1 and 2k + 1 (inclusive) children, unless it is a leaf node. In
a compressed B-tree, all nodes are the same size, and each node still stores at
least k records, but the only upward limit is determined by the efficiency of the
compression scheme and the size of the downward pointers. The compressed
B-tree has the following properties:
1. Each path from the root to a leaf has the same length h, the height of the
tree
2. Each node is either the root or stores at least k records
3. Each node is either the root, is a leaf, or has at least k + 1 children
4. The root is a leaf, or has at least two children
A compressed B-tree node is laid out as shown in figure 4.1. A node has an
up-pointer, which points to its parent node. Each node also has an associated
encoding, which is stored in the node. The encoding contains information needed
to decompress the compressed records stored in that node; different nodes may
have different encodings. The remainder of the node consists of an array of
words, onto which a set of records is stored, interspersed with down-pointers.
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Figure 4.1: A compressed B-tree node consists of an up-pointer, an encoding,
and a list of down pointers interspersed with records
Like in a B-tree, the amount of down pointers (children) exceeds the amount of
records by one.
Records are stored in order according to some predicate <, which in the
present application is the document order on the encoded elements. We define
this as follows. Records in a node are numbered r0..rn; down pointers are
numbered p0..pn+1. Let ci be the child node pointed to by pi, and R(ci) the set
of all records in the subtree headed by ci. Then the following conditions hold
for all nodes in a compressed B-tree.
∀r ∈R(ci)(r < ri), i = 0, 1, ..., n (4.1a)
∀r ∈R(ci)(ri−1 < r), i = 1, 2, ..., n+ 1 (4.1b)
Each compressed record in a node is stored in an integral number of words,
determined by the encoding. Since the stored records all share this encoding,
all records are of the same size. Likewise, all down pointers have the same size,
which is also an integral number of words.
One of the invariants of the compressed B-tree is that each node is either the
root or stores at least k records. In an ordinary B-tree, k is determined by the
size of the nodes. In a compressed B-tree, the same applies, but the relationship
is more complicated. In a compressed B-tree, each node consists of a number of
words. Some of these words are used to store the up-pointer and the encoding.
What is left can then be used to store down-pointers and records. How many
of these will fit, the node’s capacity, depends on the record size, which in turn
depends on the encoding used.
Because there is a maximum record size, namely that associated with the
trivial encoding, there is a minimum to the amount of records that will fit in a
node. If a node has w words available for down-pointers and records, a down-
pointer takes d words to store, and the maximum record size is smax, then the
node can store at least (w − d)/(smax + d) records. In a compressed B-tree, k
is chosen to be the largest natural number such that 2k ≤ (w − d)/(smax + d).
Thus, each B-tree node can store at least 2k records regardless of the encoding
used.
The retrieval algorithm for the compressed B-tree is equivalent to that of
the ordinary B-tree. To evaluate the < function on a record stored in a node
and the record parameter for the search, the encoding of the node is needed.
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4.1.3 Inserting Data
One of the main goals of this project is to support efficient inserting of data
in our XML database. Since that data is stored in the Rainforest data struc-
ture, an efficient insertion algorithm is needed. While insertion in a compressed
B-tree is a more complex procedure than insertion in an ordinary B-tree, its
computational time is still logarithmic in the size of the database.
In an ordinary B-tree, there are two cases when inserting a new record,
depending on whether the node that the record is to be inserted into (which
is always a leaf) is already full. If it is not, the record is simply added. If it
is, when there are 2k records in the node, the node is split. Logically, the new
record is first added, then a new node is created, and half the records and down
pointers are moved from the now overfull original node to the new node. The
middle record of the overfull original node is inserted recursively into the parent
of the original node, together with a new down pointer pointing to the new
node.
In a compressed tree, the encoding must be taken into account. There are
now two factors that decide how the insertion takes place, resulting in four
separate cases:
1. The new record fits the current encoding, and the node is not full
2. The new record fits the current encoding, but the node is full
3. The new record does not fit the current encoding, but there is enough
room to store all records in an expanded encoding
4. The new record does not fit the current encoding, and there is not enough
room to store all records in an expanded encoding
In the first case, the new record can be inserted trivially, just like in an
ordinary B-tree. In the second case, the node is split in the same way as it
would for an ordinary B-tree. The encoding of the split node is copied to
the new node, and the copied records are guaranteed to fit it, so no data loss
occurs. In the third case, the node does not need to be split; it only needs to
be reencoded to an expanded encoding that fits the new record, after which the
new record can be inserted in the same way as in case 1. The fourth case is
more complex.
Three Kinds of Split
In the fourth case, the new record does not fit the current encoding of the node
it is to be inserted into, and there is not enough room to store all the records
in that node in an expanded encoding. This means that the node needs to be
split. Like in an ordinary B-tree, conceptually we first insert the new record
into the node, and then split the node. If necessary, we also reencode one of
the resulting nodes. The inserted record may end up in three locations: in the
left resulting node, in the right resulting node, or in the parent of the original
node. We refer to these three kinds of split as a left-insert split, a right-insert
split, and a middle split, respectively.
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Left result node
Left result node
Left result node
Right result node
Right result node
Right result node
121 3 7 8 9 11104 652
1 2 3 4 5 6 7 8 9 11100 12b)
1 2 30 7 8 9 10 11 124 5 6
a) 0
0 1 2 3 5 6 7 8 9 121110
0 1 2 3 4 5 6 7 9 10 11 12
c)
0 1 2 3 4 6 7 8 9 10 11 12
Figure 4.2: Splitting of a compressed B-tree node that originally contained 12
records. Left-insert split (a), right-insert split (b) and middle split (c).
Left-Insert and Right-Insert Split
Figure 4.2 (a) shows an example of a left-insert split. The diagram has been
simplified somewhat, with each numbered square representing the combination
of record rn and down pointer pn. The final down pointer, the up pointer and the
encoding have been omitted. In this example, down pointers each take one word,
and the original record size was one, so that each numbered square occupies
two words. The example node has a storage capacity of 25 words, so that with
13 down pointers and 12 records, it was completely filled. Furthermore, the
maximum record size in the example is 5, so that k = 2. In Figure 4.2 (a), a
new record/down pointer with a record size of 5 has been inserted at offset 0,
with the split occurring at (new) offset 4 (that is, the element at offset 4 moves
up). Since the point of insertion is left of (less than, 0 < 4) the offset of the
split, this is a left-insert split.
To keep the tree invariants intact, a node must not contain less than k, in
this case 2, records, so that splitting at or before record 1, or at or beyond
record 11, would violate the invariants.
In the example, the node that the inserted record was inserted into had to
be reencoded. At the new encoding size of 5, at most four records can be stored
in a node, so that the left node would have been overfull had we split at position
5 or beyond. The right node, which is not inserted into, has the same encoding
as the original node, and stores less records, and so will never be overful.
Finally, by definition we have that insertion position i must be less than split
position s for a left-insert split to occur. We can combine this into the following
constraints for a left-insert split that keeps the compressed B-tree invariants
intact:
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k ≤ s (4.2a)
k < n− s (4.2b)
s ≤ capacity(encnew) (4.2c)
i < s (4.2d)
where encnew is the encoding that the node was reencoded to, or the original
encoding if the inserted record fit the original encoding, and n the number of
records in the original node after insertion (13 in case of the example).
For a right-insert split, depicted in Figure 4.2 (b), a similar argument can
be held, resulting in similar constraints:
k ≤ s (4.3a)
k < n− s (4.3b)
n− s− 1 ≤ capacity(encnew) (4.3c)
s < i (4.3d)
Middle Split
The third kind of split described previously is the middle split, where the in-
serted record ends up in the parent node. This occurs if s = i. Since both the
left and the right node store less records than the original node, in the same
encoding, neither can be overfull. Both can be underfull, which gives rise to the
same constraints as for the left and right-insert split operations. Together we
obtain for a middle split that keeps the tree invariants satisfied:
k ≤ s (4.4a)
k < n− s (4.4b)
s = i (4.4c)
Figure 4.2 (c) shows a middle split. Note that the split point is at record 5,
which is not the middle record in the node. The middle split is in the middle
relative to the point of insertion, not relative to the overfull node.
Splitting Strategies
In the above we saw that if a node is overfull, we have at most three possible
ways to split it1. These three options are not mutually exclusive. In the example
of Figure 4.2, if the record had been inserted at 2, both a left-insert split and
a middle split would be possible. Also, if a left-insert split had been chosen in
this case, we would still be able to split at both 3 and 4.
The task of splitting a node can be separated into two parts. The first part
is to determine the set of possible split positions p. This set is uniquely defined
1If splitting a node into more than two nodes is allowed, more options are available. The
prototype does support three-way splitting to support future experimentation; this feature is
currently unused.
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for each given split situation. In the second part, one of these possible split
positions is chosen. Various strategies are conceivable here.
Determining p is done by a simple procedure, shown in Algorithm 1. The
algorithm takes the four parameters k, n, i and encnew discussed above (encnew
is the old encoding if the inserted record fits it), and determines the position
of the split s. The algorithm assumes the requirements on encodings have been
met so that 2k ≤ capacity(enc) for all encodings, and that a node is only split
if it is overfull (capacity(encnew) < n⇒ 2k < n.
Algorithm 1 Determining the possible split positions p
Require: (2k ≤ capacity(encnew)) ∧ (2k < n)
1: l← {s | k, s, n, i and encnew satisfy equations 4.2}
2: r ← {s | k, s, n, i and encnew satisfy equations 4.3}
3: m← {s | k, s, n and i satisfy equations 4.4}
4: p← l ∪ r ∪m
To show that we will always be able to select a correct split position from p,
we need to prove two key properties:
1. There is no split position s in p which would result in a split that violated
the tree invariants.
2. There is always at least one split position s in p.
By definition, l (r) only contains split positions which would result in a left-
(right-)insert split that does not violate the tree invariants. Similarly, m only
contains split positions that would result in a middle split that does not violate
the tree invariants. The union of l, r and m, p, then contains only values that
would result in a split that does not violate the tree invariants.
To always be able to choose a correct split position, p must be nonempty for
all possible valuations of k, n, i and encnew.
For a left-insert split, by definition i < s. From the other subequations of
equation 4.2 we derive the following
i < n− k − 1 (4.5a)
i < capacity(encnew) (4.5b)
k < n− k (4.5c)
k ≤ capacity(encnew) (4.5d)
Of these, subequation (c) is equivalent to 2k < n, which is satisfied by the
preconditions. Subequation (d) is also satisfied by the preconditions. This leaves
equations 4.5 (a) and (b) to be satisfied for a left-insert split to be possible, and
therefore for l to be nonempty in the algorithm.
From equations 4.3 we derive
k < i (4.6a)
n− capacity(encnew)− 1 < i (4.6b)
k < n− k (4.6c)
n− capacity(encnew)− 1 < n− k (4.6d)
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Again, subequations (c) and (d) are satisfied by the preconditions. Here too
we are left with equations (a) and (b) to be satisfied for a right-insert split to
be possible, and for r to be nonempty.
Finally, equations 4.4 have a solution (and m is nonempty) iff
k ≤ i (4.7a)
i < n− k (4.7b)
To ensure that p is nonempty so that there is a solution, at least one of l,
r or m must be nonempty. m is empty only if i < k ∨ n − k ≤ i. So, we can
always do a middle split unless either i < k or n− k ≤ i.
Note that 2k < n⇒ k < n− k, so that i < k ⇒ i < n− k− 1. According to
equations 4.5, a left-insert split is then possible if i < capacity(encnew). Given
i < k and 2k ≤ capacity(enc) we see that this is satisfied for k > 0, which is
true for any (compressed) B-tree.
This means that if we can not do a middle split (m is empty) because i < k,
then we can do a left-insert split (l is nonempty).
Because k < n − k, if n − k ≤ i then k < i. This satisfies equation 4.6 (a).
Also, n − k ≤ i ⇒ n − k − 1 < i. With k ≤ 2k ≤ capacity(enc) we obtain
n− capacity(encnew)− 1 < i, which is equation 4.6 (b). Therefore, if a middle
split is not possible (m is empty) because n−k ≤ i then we can do a right-insert
split (r is nonempty).
We conclude that if m is empty, then either l or r must be nonempty. Hence
p is never empty.
Combined with the earlier result, this shows that Algorithm 1 will always
return at least one possibly split position that keeps the tree invariants intact.
This leaves the second part of selecting a split position from p. The prototype
(somewhat arbitrarily) selects the s from p for which |(n/2)− s| is minimal.
As mentioned this solution is not the only conceivable solution. Other possi-
ble solutions may attempt to keep the amount of free words (rather than records)
in both resulting nodes equal, or split the node into three nodes if neither a left
nor a right-insert split is possible. Further research into various splitting strate-
gies and their effects on the efficiency of the compressed B-tree is left to future
work.
4.1.4 Deleting Data
To delete a record from a B-tree, we first determine whether it is in a leaf node.
If it is, then it is deleted. If not, the record is replaced by the next record in
the tree, which is always in a leaf node. After this, we delete the original copy,
which is in a leaf. If, after deletion, the leaf node becomes underfull, then either
records from an adjacent node will be redistributed into it (underflow), or the
node will be merged with an adjacent node (catenation).
As with insertion, the equivalent process for a B-tree is more complicated.
If a record is deleted from a non-leaf, then we need to replace it with the next
record in the tree, which may not fit the encoding of that node. In that case
the node would have to be reencoded or even split, so that a deletion may
potentially cause an increase in the height of the tree. Encodings will also have
to be taken into account when performing underflow and catenation.
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Due to time constraints, and because support for deletion is not necessary
to achieve the main goals of this project, a detailed exploration of deletion
algorithms for compressed B-trees has been left to future work.
4.2 The Liana
The second part of the RainForest data structure is the Liana. The Liana is a
doubly linked list that connects all the records in all the trees in sorting order,
which in the RainForest’s application to XML databases allows easy traversal
of the database in document order, as well as searching for child nodes more
efficiently.
4.2.1 Pointer Types
It is important to note that the Liana is in principle superfluous. It is always
possible to find the next or the previous record by simply searching all the trees.
This is unlikely to be efficient however, and as document order traversal is a
common operation, the Liana serves to speed up this search.
Unfortunately, the Liana also has a cost, as it requires two pointers to be
stored for each record. This additional space increases the number of pages used
for a database of a given size, thus reducing cache efficiency. In practice, this
difference can become quite significant. Also, whenever the database is updated
and records are moved, the pointers in the Liana need to be adjusted to point
to the new location.
The extent of these problems will vary with the kind of pointers used (point-
ing to records, to nodes or to trees) and the ratio of read-only queries and up-
dates. Due to lack of time, in this project I will only compare pointers to records
with no pointers at all. Designing possibly more optimal solutions in between
these extremes is left to future work.
4.2.2 Adjusting for Tree Changes
Operations on the tree may cause records to be moved. In particular, a split
will move records to a different node, and an insertion will move records within
a node, and either a record to a different node, or a new record into the tree.
The pointers of the predecessors and successors of the moved records have
to be updated in these cases. If a new record is inserted into a tree, it will have
to be inserted into the Liana as well. This insertion is done in the same way as
for an ordinary linked list, by searching for the appropriate point to insert, and
adjusting the pointers there to splice the new record into the chain. Searching
in the Liana is more efficient than searching in a linked list however.
4.2.3 Hop and Skip Traversal
In an ordinary linked list, searching is done by linear search, which is an O(n)
operation. In the Liana, by virtue of it being strictly ordered and due to the
existence of the trees, we may achieve sublinear search under most conditions.
The search algorithm consists of two operations which are alternated until
a result is found: the hop and the skip.
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Algorithm 2 Searching in the Liana
Require: target ∈ liana
1: cur ← liana head // Hop into the first tree
2: cur ← find in tree(cur, target) // Skip initial part of Liana via first tree
3: while next(cur) ≤ target do
4: cur ← next(cur) // Hop to the next tree
5: cur ← find in tree(cur, target) // Skip part of Liana via tree
We can describe a search operation in an ordinary linked list as incrementing
a cursor while the record it points to is not the record being searched for. The
search operation starts with the cursor pointing to the first record. When search-
ing the Liana, instead of simply incrementing the cursor to the next record, we
skip some of the records by doing a tree search within the tree that the current
record is stored in. This tree search operation returns either the record being
searched for (the target), if it is present in the tree, or the largest record in the
tree that is smaller than the target if it is not.
Because the records in the Liana are stored in sorted order, this will only
skip records that are smaller than – that is, not equal to – the target. Therefore
the skipping phase does not affect the correctness of the algorithm.
After the skip is complete, the cursor points to either 1) the target, or, 2)
the largest record in this tree that is smaller than the target. In the first case,
which occurs if the target is present in the current tree, we are done. In the
second case, the target is not in the current tree, and neither are any records in
between the current record and the target. Advancing the cursor at this point
will therefore result in the cursor pointing to a record in a different tree. This
advancing the cursor to a different tree is the hop.
Complexity
To understand the complexity of the hop-and-skip search algorithm, the follow-
ing key properties are of importance:
1. The hop-and-skip search algorithm never reverses the cursor.
2. The hop-and-skip search algorithm never revisits a tree.
The first property is trivially true for the hop phase. For the skip phase,
we consider the semantics of the tree search. The tree search returns either the
target, if it is present in the tree, or its largest predecessor in the tree if it is
not.
A tree search is performed in the tree that the current element is in. If the
current element is the target, the target is present in the tree, and the tree
search will return the target. In this case, the cursor is advanced nor reversed.
If the current element is a predecessor of the target, the tree search will return
either the target or the largest predecessor of the target present in the tree, both
of which are by definition larger than or equal to all predecessors present in the
tree. Therefore, in this case the cursor will remain at the same position in the
Liana, or it will be advanced, but it will not be reversed.
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From this it is clear that the cursor is never reversed during the skip phase,
provided that the cursor points to a predecessor of the target or to the target
itself at the beginning of the skip phase.
This is the case for the first skip operation, since liana head is the smallest
element in the Liana, and we assume that target is present in the Liana. It is
clear from the definition of the tree search that it will never advance the cursor
beyond the target. The condition in line 4 of the algorithm ensures that the
cursor will not be advanced beyond the target during the hop phase either.
This leads us to the conclude that the cursor is never advanced beyond the
target, and that the cursor is never reversed during execution of the hop-and-
skip algorithm.
By definition, at the end of a skip phase, either the current record is the
target, or there are no predecessors of the target larger than the current record
in the tree. If the current record is the target, we are done, and no other
records will be visited at all. This leaves the second case. Since the cursor
is never reversed, none of the records before the current record will be visited
again. Since the cursor is never advanced beyond the target, none of the records
after the current record (which all succeed the target) will be visited. Therefore
the tree that was just searched will not be revisited.
The total complexity of the hop-and-skip search algorithm is the number of
iterations multiplied by the sum of the complexities of the hop and skip phases.
The hop phase has complexity O(1), and the skip phase, being a tree search, has
complexity O(logs) where s is the number of records in the tree. The number
of iterations is at most equal to the number of trees t. If t is independent of
database size n, then we have s ∈ O(n), since the sum of the number of records
in the trees is the number of records in the database. The complexity of the
search is then O(tlogn), which is logarithmic in the size of the database. If t
grows linearly with database size (which is the fastest it can grow) then s is
a constant, so that we obtain a complexity of O(t) = O(n). In that case the
hop-and-skip search is linear like the ordinary linear search. A real database
will probably have characteristics somewhere in between these two extremities.
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Chapter 5
Read-Only Queries and
Data Extraction
The preceding chapters have described how XML data is stored in, and inserted
into a Rainforest data structure. Of course, storing data is pointless unless it
is possible to retrieve the stored data afterwards. This chapter direct traversal
of the XML tree, serialising (parts of) the database, and ancestor/descendant
twig queries as a basis for implementing support for XML query languages.
The XML tree is stored in the Rainforest in document order. Given a certain
context element, the rest of the elements can be partitioned into four sets. Figure
5.1 shows these four sets: ancestors, predecessors, descendants and successors.
It also shows some important neighbouring nodes of the (filled) context element
and the path lists.
5.1 Traversing the XML Tree
To be able to traverse the XML tree at will, we need to be able to find the parent,
children and siblings of a given context element. By combining the properties
of the encoding with the Hop-and-Skip Liana search, we can. As described in
chapter 3, each element is described by a list of rows of integers. Each parent-
child edge in the XML tree is labelled with a row of integers, and the list is
obtained by concatenating the rows encountered on the path from the root
element to the element. Both rows and lists are ordered by the lexicographical
ordering, which sorts the elements in document order.
Given the list for a certain context element we can search for the parent,
children and siblings. In general, this is done by computing a search target
list from the context element’s list, and then performing a Hop-and-Skip Liana
search for that target. In some cases slightly more is needed.
Finding the Parent Given the list for a stored element, we can compute the
list for its parent element by removing the last row from the list. Next, we can
use a (reverse, since the parent is an ancestor and therefore stored before the
context element) Hop-and-Skip Liana search to find the element with that list
and the tree it is in.
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Figure 5.1: In document order, predecessors and ancestors come first, then
descendants, then successors.
Finding the First Child The first child of an element is directly after it
in document order, so finding it is a matter of following the Liana link to the
next element. Of course, there may not be any children, so the result must be
compared against the context element to determine whether it really is a child.
Finding the Next Sibling We first construct a target list by incrementing
the last row of the context element’s list. We do this by incrementing the last
number in the row. This results in an invalid row, because the last number is no
longer even, but since we do not actually store the resulting list in the database
no constraints are violated. This new row has the property that it sorts after
the original row, but before any valid larger row. The new list now describes
a (virtual, since it can not actually exist) element that sorts after the original
element and all its descendants, but before the next sibling. We now search for
the first element after (in document order) this search target list, which, if it
exists, is the next sibling. Again, the result must be compared to the context
element to ensure that it is in fact a sibling.
Finding the Last Child Due to the asymmetry introduced by the document
order, finding the last child is somewhat more difficult than finding the first.
We can do so by first constructing a target list like when searching for the next
sibling. Next, we use the Hop-and-Skip Liana search to find the element directly
before this target list. The result of that search is the last descendant of the
context element, and as such either the last child, or the last descendant of the
last child. By removing rows from its list until the depth of the list equals that
of the original context element’s list, we may compute the path for the last child,
which can then be found using the reverse Hop-and-Skip Liana search.
Finding the Previous Sibling Finding the previous sibling is done in the
same way as finding the last child, except that the first search step is omitted.
We follow the Liana one step backwards to obtain the last descendant of the
previous sibling, and then remove items from its path until the length matches
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that of the context element’s list. This yields the path for the previous sibling,
which can then be found using the Hop-and-Skip Liana search.
Not all of the operations described above are as efficient and simple as they
perhaps could be. Other kinds of Lianas may enable more efficient traversal,
perhaps at a cost of more complex updating. Exploring the various possibilities
is left to future work.
5.2 Serialising the Database
The simplest kind of query we can perform on an XML database is to extract
all elements in document order. As described earlier, we can do so easily by
traversing the Liana. However, even without a Liana this is not hard, if a bit less
efficient. We can extract all elements in document order by traversing the trees
in order, and merging the stored elements. In fact, this algorithm is identical
to the second phase of a merge sort.
While the algorithm is trivial, I will introduce it here with some surrounding
definitions and analysis. This algorithm forms the basis of the more complex
query algorithm, whose analysis will build on what is introduced here.
As described in Chapter 4 a Rainforest is a collection of trees each storing
elements of a particular colour. For the purpose of the algorithms described
here, the tree structure of the tree is irrelevant. In the context of this chapter,
a simple view of a Rainforest tree suffices.
Definition 5.2.1. A Rainforest tree is a set of XML elements.
Definition 5.2.2. A Rainforest is a set of Rainforest Trees, each having a
unique colour.
Definition 5.2.3. The tree function takes from a Rainforest the tree with a
certain colour
tree : {(R : Rainforest, c : Colour)} → Tree
Definition 5.2.4. A cursor on a Rainforest tree T = tree(R, c) is a tuple of
two sets (P, F ) (Past, Future), with
P ∪ F = T
P ∩ F = ∅
p ∈ P, f ∈ F ⇒ p < f
A cursor can be initialised to point to the beginning of a tree, it can be advanced
through the tree until it reaches the end, and its current element can be read.
begin(T ) = (∅, T )
at end((P, F )) = (F = ∅)
advance((P, F )) = (P ∪ cur((P, F )), F − cur((P, F )))
cur((P, F )) = min(F ) = {p : P | (¬∃p′ ∈ P )(p′ < p)}
Given a cursor c, its sets P and F can be referred to as P (c) and F (c) respec-
tively. Given a set of cursors C, the union of their sets P is written P (C), and
similarly for F .
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The merging algorithm (Algorithm 3) uses a cursor on each of the trees to
form set of cursors C. It repeatedly takes the smallest element from F (C) and
outputs it, then advances the cursor. Thus, it produces the entire database in
document order. Note that cur(c) is by definition the smallest element in F (c),
so that we can take the minimum of the current elements rather than than
having to search all of F (C).
Algorithm 3 Serialising a Database by Merging a Rainforest R
Require: R is a Rainforest
1: C ← {t : R • begin(t)}
2: while (∃c ∈ C)(¬at end(c) do
3: cmin ← {c : C | ¬at end(c) ∧ cur(c) is minimal}
4: output(cur(cmin))
5: advance(cmin)
To extract only the part of the database following a certain element, we can
initialise the state (cursor positions) of the algorithm to that what it would be
after producing that element by setting each cursor’s P to the elements in its
tree that are smaller than the reference element, and its F to the elements in
its tree thata are larger than the reference element. To extract only the part of
the database up to a certain element, we simply terminate the algorithm just
before that element would be produced.
5.2.1 Filtered Serialisation
In many cases, rather than obtaining all the elements in the database, we wish to
retrieve only elements that satisfy some predicate. We can do this by applying
a filter to the result of the above merge operation. For example, if we wanted
to retrieve only elements with a colour in a set of colours C from Rainforest
R, then we would evaluate select colours(C,merge(R)). For simple predicates
the filtering and merging operations are commutative. In this case, rewriting to
merge({t : R • select colours(C, t)}) = merge({t : R | colour(t) ∈ C}) would
result in a much more efficient evaluation.
Structural predicates, such as ”has a parent with colour c” can be evaluated
using the traversal operations above. However, since these traversal operations
use the Liana and the trees, they can not be performed on the list that results
from merging. They must either be performed before merging, yielding an inter-
mediate list of selected elements per tree, or their evaluation must be integrated
into the merge operation.
For more complex filtering operations, more advanced algorithms can be
used.
5.3 Ancestor-Descendant Twig Queries
In most applications of XML databases, retrieval takes the form of evaluating
a query expressed in some XML query language. While implementing a query
language processor is beyond the scope of this project, the project would be
useless if such a system could not be built. Thus, we need a query operation
on XML databases that can be implemented efficiently on the Rainforest data
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Figure 5.2: An example query twig (a), path pattern (b) and input XML tree
(c)
structure, and that can form a basis for implementing a full query processor for
some XML query language.
As mentioned in Section 1.2, previous work has resulted in the development
of various algorithms that implement such basic query operations. The Rainfor-
est query algorithm presented here is very closely based on the oft-cited Holistic
Twig Join or TwigStack algorithm[11]. This algorithm has subsequently been
improved and adapted by others, and those improvements may be useful here
as well. However, those improvements are left to future work, and only this
relatively simple query algorithm will be presented as a demonstration. As the
TwigStack algorithm has already been proven correct, the focus of this section
will be on explaining why and how the Rainforest query algorithm works.
5.3.1 Path Patterns
Like the TwigStack algorithm, the Rainforest query algorithm RFQ takes its
input in the form of a small tree, referred to as the query twig. Each node in
the query twig has a label matching the colour of a tree in the Rainforest (i.e.
an XML element type). Each parent-child edge in the query twig represents
a desired ancestor-descendant relationship between matching elements in the
database. Figure 5.2 (a) shows such a query twig, and Figure 5.2 (c) shows an
XML database.
We shall first consider a slightly simpler version of the final algorithm, one
that only deals with ancestor-descendant path patterns. A path pattern is
simply a twig pattern with a maximum fan-out of one, the XPath expression
//A//B//C being an example (Figure 5.2 (b)).
In Chapter 3, we defined the XML database as a set D with amongst others
the relationships Before and AncestorOf . From this, we can create the ancestor-
descendant graph:
Definition 5.3.1. The ancestor-descendant graph (AD-graph) is the graph
(D,A), where D is the set of elements in the database, and A is defined as
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follows:
A = {(ei, ej) : D ×D | AncestorOf(ei, ej)}
Thus, the AD-graph is the transitive closure of the XML tree.
Definition 5.3.2. A path p in AD-graph (D,A) matches path pattern Q′ iff
the paths are of equal length n and colour(pi) = label(qi) for all i ∈ [0..n].
Definition 5.3.3. An element e in D matches node qi in Q′ iff there exists a
path p in D’s AD-graph that matches Q′ for which pi = e.
Definition 5.3.4. An edge (e, e′) in D’s AD-graph matches an edge (qi, qi+1)
in Q′ iff there exists a path p in D’s AD-graph that matches Q′ for which pi = e
and pi+1 = e′.
For an element e in D to match a path pattern Q′, it must have a colour
matching the label of some node q in the path pattern, and in the AD-graph
paths must exist that match the paths to the root and the leaf of the path
pattern.
The path-pattern version of the TwigStack algorithm, PathStack, returns all
mappings of the input path onto the XML tree separately, i.e. for each matching
path p in D it returns {(q0 7→ p0), (q1 7→ p1), ..., (qn 7→ pn)}. The path matching
version of RFQ does not; it returns a graph.
Definition 5.3.5. The result of applying the RFQ path-pattern algorithm with
path pattern Q′ to an XML database D with associated function AncestorOf
a is a graph (R,E), where
R = {(q, e) : nodes(Q′)×D | matchesQ′(e, q) • (q 7→ e)}
E = {((q 7→ e), (q′ 7→ e′)) : R×R | matchesQ′((e, e′), (q, q′))}
From this graph, the individual mappings can be obtained if desired.
5.3.2 Matching Path Patterns
We now introduce yet another graph, the AD-mappings-graph or ADM-graph,
which is based on the AD-graph, but has mappings (q 7→ e) as its nodes, and
only edges between mappings of path pattern nodes that are adjacent in the
path pattern.
Definition 5.3.6. Given an AD-graph (D,A), the ancestor-descendant map-
pings graph (ADM-graph) is the graph (M,A′), where
M = {(q, e) : nodes(Q′)×D | colour(e) = label(q) • (q 7→ e)}
A′ = {((qi 7→ e), (qj 7→ e′)) :M ×M | (e, e′) ∈ A ∧ j = i+ 1}
Lemma 5.3.1. The result graph (R,E) for path pattern Q′ on database D is a
subgraph of the ADM-graph (D,A′).
Proof. By definitions 5.3.2 and 5.3.3,matches(e, q) implies colour(e) = label(q),
so that by definitions 5.3.5 and 5.3.6, R is a subset of M .
By definition 5.3.4, matches((e, e′), (q, q′)) implies (e, e′) ∈ A and q =
qi, q
′ = qi + 1 for some qi ∈ Q′, so that E is a subset of A′.
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The definitions for matching paths, elements and edges can be extended in
a straightforward manner:
Definition 5.3.7. A path p in ADM-graph (M,A′) matches path pattern Q′ iff
the paths are of equal length n and q(pi) = qi for all i ∈ [0..n].
Definition 5.3.8. An element e in D matches node qi in Q′ iff there exists a
path p in D’s ADM-graph that matches Q′ for which some path element maps
qi onto e.
Definition 5.3.9. An edge (m,m′) inD’s ADM-graph matches an edge (qi, qi+1)
in Q′ iff there exists a path p in D’s ADM-graph that matches Q for which
pi = m and pi+1 = m′.
Given the ADM-graph for a database D, we can obtain the result graph for
path pattern Q′ by taking from it only those nodes and edges that lie on a path
that matches Q′. These can be determined in various ways.
Breadth First Traversal One-step-at-a-time path join algorithms, such as
the εε−join [24] and the staircase join [20], work first finding all nodes (q0 7→ e)
to form a set of context nodes. From these nodes all outgoing edges ((q0 7→
ei), (q1 7→ ej)) are traversed, and the target nodes (q1 7→ e) become the new set
of context nodes. This continues iteratively until the complete path has been
traversed. Typically, only the final set of context nodes is then returned as the
result.
If we wish to extract all nodes that lie on a matching path, we can not just
take the union of all the subsequent sets of context nodes. While we know of
each of these context nodes that they are on a partial matching path from the
root of the query path pattern, there is no guarantee that each of them is on a
complete matching path, one that continues until the leaf of the path pattern
is reached.
We can solve this problem by doing the same path search operation in reverse
first, i.e., by starting at the leaf of the path pattern and working towards the
root. Taking the union of all subsequent sets of context nodes then will result in
a set of nodes G that lie on a partial path to the leaf of the path pattern. Then
when we search paths from the root of the path pattern downwards, we will
only consider edges that point to a node that is in G. This way, every node that
ends up in the set of context nodes over the course of executing the algorithm
will be both on a partial matching path from the root of the path pattern and
on a partial matching path to the leaf of the path pattern, and thus part of the
result graph. Thus, we can immediately add the nodes and the edges that are
traversed to the result graph. Algorithm 4 shows the result.
Lemma 5.3.2. Algorithm 4 creates the result graph as defined in Definition
5.3.5.
Proof. Before iteration j (counting from 0) of the first while-loop, C contains
all mappings of qn−j that have an outgoing path matching qn−j to qn (loop
invariant). During iteration j, C becomes the set of all mappings of qn−(j+1)
that have an edge into the previous C. This edge, together with the path we
know exists from the loop invariant, forms an outgoing path from the element
in the new C that matches qn−(j+1) to qn, thus ensuring that the loop invariant
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Algorithm 4 Creating the result graph (R,E) graph from ADM-graph (M,A′).
Require: Q′ = [q0, q1, ..., qn] is a query path, (M,A′) is an ADM-graph.
Ensure: (R,E) is the result graph for Q′ on (M,A′)
1: // 1. Construct G
2: i← n
3: C ← {(q 7→ e) :M | q = qn}
4: G← C
5: while (i ≥ 0) do
6: C ← {(q 7→ e) :M,m : C | ((q 7→ e),m) ∈ A′ • (q 7→ e)}
7: G← G ∪ C
8: i← i− 1
9: // 2. Build result
10: i← 0
11: C ← {(q 7→ e) : G | q = q0}
12: E ← ∅
13: while (i ≤ n) do
14: E′ ← {(q 7→ e) : G,m : C | (m, (q 7→ e)) ∈ A′ • (m, (q 7→ e))}
15: C ← the set of mappings pointed to by edges in E′
16: R← R ∪ C
17: E ← E ∪ E′
18: i← i+ 1
remains intact. G is the union of all C, and therefore contains all mappings
that match some node in Q and have an outgoing path matching the remainder
of Q.
Before iteration j (counting from 0) of the second while-loop, C contains
all mappings of qj that are part of a matching path (loop invariant). During
iteration j, E′ becomes the set of all edges between mappings in C and mappings
for qj+1 in G. Thus, the edges in E′ are exactly those that match (qj , qj+1) and
are part of a matching path. It follows that the mappings in the new C are
exactly the mappings for qj+1 that are part of a matching path. R is the union of
all the subsequent values of C, that is, of the sets of all mappings for q0, q1, ..., qn
that lie on a matching path. E is the union of all the subsequent values of E′,
that is, of the sets of all edges that match (q0, q1), (q1, q2), ..., (qn−1, qn) and are
part of a matching path. Therefore, (R,E) is the result graph.
Figure 5.3 (a) shows the ADM-graph for the database shown earlier in Figure
5.2 (c), and Figure 5.3 (b) shows the result of matching Q′ in that ADM-graph.
Depth First Traversal While this algorithm works, it would still not be very
efficient to implement, since it builds a large intermediate set of mappings G.
The following observations are key to solving this problem:
1. G is used to communicate which nodes have an outgoing path matching
the appropriate tail of Q′.
2. For a mapping m, if we know of all its parents in the ADM-graph whether
they are in R, and whether it has an outgoing path matching the appro-
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(c) Result Graph for matching Q
Figure 5.3: The ADM-graph (a) for the XML tree in Figure 5.2 (c), and the
result graphs for matching path pattern Q′ (b) and query twig Q (c) from Figure
5.2.
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priate tail of Q′, then we know whether it should be part of the result
graph, and which of its incoming edges should be part of the result graph.
Both stages of Algorithm 4 resemble the breadth first graph search algorithm.
The key insight embodied in the TwigStack algorithm is that a depth-first like
algorithm on the ADM-graph works as well, and allows combining the two stages
into one, eliminating the communication using G entirely. Furthermore, if the
algorithm follows edges in document order, only a single document-order run
through the mappings of each q ∈ Q′ is required, yielding optimal performance.
Algorithm 5 shows how to rewrite the first stage to build G in a depth-first
document-order fashion.
Algorithm 5 Building G depth-first.
Require: Q′ = [q0, q1, ..., qn] is a query path, (M,A′) is an ADM-graph.
Ensure: G is the set of all mappings (qi 7→ e) with an outgoing path matching
(qi+1, ..., qn).
1: procedure traverse ((qi 7→ e))
2: G← G ∪ {(qi 7→ e)}
3: P ← the list of all mappings (of qi−1) in M that have an edge to
(qi 7→ e) in A′, in document order
4: while ¬at end(P ) do
5: traverse(cur(P ))
6: advance(P )
7: end procedure
8: G← ∅
9: C ← the list of all mappings of qn in M in document order
10: while (¬at end(C)) do
11: traverse(cur(C))
12: advance(C)
Each time traverse is called, its argument is a mapping of which we know
that it has an outgoing path matching the appropriate tail of Q′, since that
path is how we reached that mapping. Thus, the mapping fulfills that part
of the requirements for becoming part of R, and can be added to G. Once
the second stage has determined whether any of its ancestors are in R, we can
decide whether to add it to R as well.
We do not need to wait until the second stage to do this however. Procedure
traverse calls itself recursively on the ancestors of the current mapping before
returning. If it could determine for these ancestors whether they are in R, then
we could, after recursing but before backtracking, determine whether the current
mapping should be part of R as well, and so on recursively. Since matches of q0
are not required to have ancestors and are always in R if they are in G, there
is a place to start as well. This results in the post-order depth-first traversal
shown in Algorithm 6.
The intermediate set G is now no longer necessary. Procedure visit first
traverses the ADM-graph upwards, only proceeding through nodes of which at
least one outgoing path matching a tail of Q is known. It then processes the
ADM-graph downwards, backtracking across the same set of nodes, but now,
having processed all their ancestors before, being able to ascertain whether they
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Algorithm 6 Building the result graph depth-first, in a single stage.
Require: Q′ = [q0, q1, ..., qn] is a query path, (M,A′) is an ADM-graph.
Ensure: (R,E) is the result graph for Q′ on (M,A′).
1: procedure visit ((qi 7→ e))
2: // Traverse up
3: P ← the list of all mappings (of qi−1) in M − R that have an edge
to (qi 7→ e) in A′, in document order
4: while ¬at end(P ) do
5: visit(cur(P ))
6: advance(P )
7: // Process
8: P ′ ← {(qj 7→ e′) : R | ((qj 7→ e′), (qi 7→ e)) ∈ A′)}
9: if P ′ 6= ∅ then
10: R← R ∪ {(qi 7→ e)}
11: E ← E ∪ {(qj 7→ e′) : P ′ • ((qj 7→ e′), (qi 7→ e))}
12: end procedure
13: R← ∅
14: C ← the list of all mappings of qn in M in document order
15: while (¬at end(C)) do
16: visit(cur(C))
17: advance(C)
will become part of the result graph, and which of their edges will become part
of the result graph.
Note that if a mapping is part of more than one matching path, Algorithm
5 traverses it more than once (in the exact same manner, since the ADM-graph
does not change). Because the output is a set, this does not affect the results,
but it obviously affects efficiency. Therefore, in Algorithm 6’s visit, P contains
only mappings that are in M −R, thus avoiding double work.
5.3.3 Matching Path Patterns in a Rainforest
In the above, the assumption has been that the ADM-graph is somehow available
in a convenient format. However, in the context of this project there only is
a Rainforest, a collection of trees each storing elements in document order.
What we need for matching path patterns is an algorithm that is equivalent to
Algorithm 6, but operates on a Rainforest. The access pattern of Algorithm 6
makes this feasible, and in fact very efficient.
Access via Cursors Procedure process is initially called for each of the
mappings of the last node in the path qn, in document order. The mappings of
qn are therefore clearly traversed in document order. When recursing upwards,
the parents in the ADM-graph of a mapping m of qn (which are mappings of
qn−1) are traversed and processed in document order. The mappings of qn−1
that after m has been processed have not yet been traversed and processed but
will be, are all parents of some mapping m′ that follows m in document order.
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A mapping (qi 7→ e′) follows a mapping (qi 7→ e) in document order if and
only if e′ follows e in document order. As shown in the beginning of this chapter,
this means that e′ must be either a descendant or a successor of e. If e′ is a
successor of e, then in general there is some set of ancestors that e′ and e have
in common. The other ancestors of e′ all follow e in document order. If e′ is
a descendant of e, then its ancestors will be the union of the set of ancestors
of e, e itself, and some subset of the descendants of e. Thus, if e′ follows e in
document order, then its ancestors that are not also ancestors of e are either e
itself or follow e in document order.
From this we deduce that after (qn 7→ e) has been traversed and processed,
any subsequent traversal and processing of a mapping (qn 7→ e′) that follows
(qn 7→ e) in document order will only recursively traverse and process mappings
of qn−1 that follow (qn 7→ e) in document order. We also know that in document
order, the ancestors of e′ come before e′, and therefore that the parents of
(qn 7→ e′) all come before (qn 7→ e′). Thus, all the parent mappings that are
traversed from (qn 7→ e′) follow all earlier mappings (qn 7→ e), and precede
(qn 7→ e′). Furthermore, no parent mappings that are traversed from some
other mapping of qn fulfill both these criteria. This implies that the mappings
of qn−1 are also traversed and processed in document order.
This reasoning applies recursively up to the root of the path, so that we
find that no mapping (qi, e′) that follows another mapping (qi, e) in document
order is traversed or processed before (qi, e) has been traversed and processed.
In Figure 5.3, the mappings are drawn from left to right in document order.
Indeed, the edges all point to the bottom right (parents come before children),
and if a parent mapping of mapping (qi, e) comes before (qi, e)’s predecessor
(qi, e′), then it is also a parent of (qi, e′). The edges that are actually traversed
have been marked with circles in Figure 5.3 (b).
In other words, we can partition the set of mappingsM in the ADM-graph by
the path pattern node that is mapped, and each of these subsets will be traversed
once in document order. This suggests representing the set of mappings of a
path pattern node qi as a tuple (qi, ci), where ci is a cursor on the Rainforest tree
containing the elements of the colour that matches qi’s label. After the current
mapping (qi 7→ cur(ci)) has been processed, it will not be accessed again, and
the cursor is advanced.
When recursing upwards from a mapping (qi, e), we can find all the relevant
parent mappings by advancing the cursor for (qi−1) while its current element
comes before (qi, e) in document order and recursing whenever its current ele-
ment is in fact an ancestor. This will not find parent mappings that are already
in R (because the cursor has already been advanced beyond them when they
were processed), and it will not traverse or process any parent mappings that
should be traversed from node (qi, e′) that follow (qi, e) (these either follow
(qi, e) or are (qi−1, e)).
Algorithm 7 shows how Algorithm 5 is changed to traverse a Rainforest
rather than an ADM-graph. Note that the Liana is unused by this query algo-
rithm, and so the Rainforest is treated simply as a set of coloured trees as in
the merging operation described above.
Ancestor Stacks After a mapping has been traversed and all its parent map-
pings have been processed, it must be processed itself. To do this, Algorithm 6
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Algorithm 7 Building G depth-first from a Rainforest.
Require: Q′ = [q0, q1, ..., qn] is a query path, RF is a Rainforest.
Ensure: G is the set of all mappings (qi 7→ e) with an outgoing path matching
(qi+1, ..., qn).
1: procedure traverse (qi)
2: G← G ∪ {(qi 7→ cur(ci))}
3: while i > 0 ∧ cur(ci−1) < cur(ci) do
4: if cur(ci−1) ancestor of cur(ci)) then
5: traverse(qi−1))
6: else
7: advance(ci−1)
8: advance(ci)
9: end procedure
10: G← ∅
11: {ci} ← {qi : Q′ • begin(tree(RF, label(qi)))}
12: while (¬at end(cn)) do
13: traverse(qn)
needs the set P ′ of parent mappings in R. Although it is possible to search all
of R to find this set, this is not very efficient. TwigStack uses a set of stacks to
keep track of these already-processed parent mappings, and so does RFQ.
In general, when an XML tree is pre-order traversed, we can keep track of the
path from the root of the tree to the current element by pushing each element
onto a stack as it is visited, and removing it from the stack while backtracking.
The stack then always contains the path from the root to the current element,
that is, the element itself and the complete set of its ancestors.
Looking at this element by element, what happens is that after an element
is visited, either its first child is visited, or backtracking occurs until an ancestor
with an unvisited child is found and that ancestor’s first unvisited child is visited.
Equivalently, we could say that backtracking always occurs, starting at the
current element and searching upwards amongst the ancestors until an ancestor
with an unvisited child is found, and then that ancestor’s first unvisited child is
visited.
If we are given a list of elements in document order of which we can determine
whether one is an ancestor of another (such as in the Rainforest), we can obtain
the same result. We traverse the list in document order. For every element e
that is visited, the pre-order traversal would have backtracked from the previous
element to the parent of e, and then recursed into e. Thus, we remove from the
top of the stack all elements that are not an ancestor of e, and then add e itself.
Then, like before, we have a representation of each element and its ancestors as
it is traversed.
This is not yet a solution to the problem of determining P ′ when processing
the current mapping of some path pattern node qi. First, RFQ processes map-
pings, not elements, second, it does not process these mappings in document
order, and third, we are only interested in which mappings of qi−1 are parents
of some mapping of qi.
The solution to these problems is to have a stack of mappings instead of a
39
stack of elements, to simply ignore any mappings that are not a mapping of qi
or qi−1, and of those mappings left to only add them to the stack if they are a
mapping of qi.
To see why this works, consider what happens if we skip an element ei in
the above document order element traversal with ancestor tracking. First, no
backtracking will occur, so that all the ancestors of ei−1 will remain on the
stack. Second, ei will not be added onto the stack.
If we subsequently, upon processing of ei+1, wish to obtain the correct set
of ancestors, we would have to remove all elements that are not an ancestor of
ei from the stack, add ei, remove all elements that are not an ancestor of ei+1,
and finally add ei+1 to the stack.
The stack only holds already processed elements, and in document order,
only ancestors and predecessors come before an element. Thus, the first of the
two remove operations will remove all predecessors of ei from the stack. The
second remove operation will remove all predecessors of ei+1 from the stack.
Since ei+1 is either a child or a successor of ei, all predecessors of ei are also
predecessors of ei+1.
If ei is also a predecessor of ei+1, then both its addition and the first re-
move operation can be omitted, since ei and the elements removed by the first
remove operation will or would be removed by the second remove operation
anyway. Thus, if ei is a predecessor of ei+1, we can skip processing it without
affecting correctness. Another explanation of this is that in this case, ei has no
children, so that the recursive algorithm would have added it to the stack, and
then immediately backtracked and removed it again. Thus, the situation before
processing is the same as after, and processing can be skipped without affecting
correctness.
If ei is an ancestor of ei+1, then it is ei+1’s parent. If we were to omit the
first remove operation and the addition of ei to the stack, the second remove
operation would remove the same elements as the first would have, since in this
case if an element is not an ancestor of ei, then it is either ei itself (which is not
on the stack since it was not added), or not an ancestor of ei+1 either. Thus,
if ei is an ancestor of ei+1 then the only effect of skipping ei is that it will not
appear in the ancestor sets of its descendants, but all other ancestors will.
Now, if we traverse all mappings in document order, using the ancestor
relationship on the mapped-to elements for removing from the stack, and ignore
all mappings that are not mappings of qi or qi−1, then for each of these mappings
of qi or qi−1 we will have on the stack all the ancestors that are also mappings
of qi or qi−1. If we keep the algorithm otherwise the same, but forego adding
mappings of qi to the stack, then it will contain exactly the ancestors that are
mappings of qi−1. This is exactly the set P that we need to process a mapping
of qi.
However, as stated above, RFQ does not traverse the mappings in document
order. What it does do, as was shown above, is traverse all mappings of qi in
document order, and in between the processing of two subsequent mappings of
qi m and m′, process all mappings of qi−1 that are in between m and m′. Thus,
the subset of the mappings that we consider here is traversed in document order,
and the algorithm will work correctly.
Thus, whenever a mapping of qi is processed, we remove all mappings from
the stack that are not an ancestor of that mapping, and whenever a mapping
of qi−1 is processed, we do the same, and subsequently add that mapping to
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the stack. For each qi, there is a stack si that stores mappings of qi and helps
process mappings of qi+1. No stack is available for processing mappings of q0,
and none is needed, since mappings of q0 are not required to have any ancestors.
Algorithm 8 shows how Algorithm 6 is amended with cursors and stacks to
work on a Rainforest.
Algorithm 8 Building the result graph depth-first from a Rainforest.
Require: Q′ = [q0, q1, ..., qn] is a query path, RF = {T} is a Rainforest.
Ensure: (R,E) is the result graph for Q′ on (M,A′).
1: procedure visit (qi)
2: // Traverse ancestors
3: while i > 0 ∧ cur(ci−1) < cur(ci) do
4: if cur(ci−1) ancestor of cur(ci)) then
5: visit(qi−1))
6: else
7: advance(ci−1)
8: // Remove from si−1 but do not add current as it is of si.
9: if i > 0 then
10: while ¬(top(si−1) ancestor of cur(ci)) do
11: pop(si−1)
12: // If P ′ nonempty
13: if i = 0 ∨ ¬empty(si−1) then
14: // Update si so that next cur(ci+1) has correct P ′.
15: while ¬(top(si) ancestor of cur(ci)) do
16: pop(si)
17: push(si, (qi 7→ cur(ci)))
18: // Update result.
19: R← R ∪ {(qi 7→ cur(ci))}
20: if i 6= 0 then
21: for all m ∈ si−1 do
22: E ← E ∪ {(m, (qi 7→ cur(ci)))}
23: advance(ci)
24: end procedure
25: R← ∅
26: for all i ∈ [0..n] do
27: si ← empty stack
28: {ci} ← {qi : Q′ • begin(tree(RF, label(qi)))}
29: while (¬at end(cn)) do
30: visit(qn)
5.3.4 Twig Patterns
In the above, Q has been assumed to have been a path pattern. The original
goal however was to match twig patterns. In a twig pattern, some of the nodes
have more than one child, expressing a requirement for more than one outgoing
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matching path. For Algorithm 8 to allow this, it would have to start traversing
from multiple query twig leaves in parallel, only traversing the current mapping
of qi if visit(qi) had been called from some visit(qj) for all of qi’s children
qj .
No parallel programming is needed however. Once again taking a page from
TwigStack, we turn the algorithm inside-out and upside down without affecting
its functioning. Rather than describing the algorithm as a recursive traversal
that processes a mapping now and then, the algorithm is described as repeatedly
finding the next mapping to process, and then processing it (hence inside-out).
Algorithm 9 shows the result of this for path pattern matching as in Algorithm
8.
The processing in the main section of the algorithm is the same as in Al-
gorithm 8. Traversal is no longer a single continuous process, but is done in
a series of calls to getNext. When getNext is first called with q0 as its argu-
ment, it immediately recurses downwards (hence upside-down) all the way to
qn, and then backtracks upwards once to qn−1. This backtracking matches the
first call to visit(qn) in the main loop of Algorithm 8, and in general, each
time getNext(qi) returns qi, this matches a call of visit(qi) and indicates
that traversal should continue at the current mapping of qi.
When visit(qi) is called and all mappings of qi−1 that come before cur(ci)
have already been processed, there will be zero iterations of the while loop and
processing will start immediately. Likewise, after getNext(qi) has been re-
turned from, if the earlier mappings have already been processed (getNext(qi)
returned something other than its argument) and processing must be done,
getNext will backtrack all the way to the top immediately, without doing any-
thing else, so that the main loop can process the next mapping.
If there are earlier mappings of qi−1 that come before cur(ci), visit(qi)
will traverse them, skipping any mappings in between that are not parents. For
getNext(qi−1, only the first parent mapping needs to be found, so rather than
looping across all potential parent mappings, it stops as soon as the first is found.
If there is in fact a parent mapping that needs to be traversed, visit(qi) would
have called visit(qi−1), so getNext(qi−1) backtracks returning qi−1. If no par-
ent mapping is found, visit(qi) would have processed qi, so textttgetNext(qi−1)
returns qi indicating that (qi 7→ cur(ci)) should be processed.
After processing, getNext(q0) is called again, and since no state was saved it
will do all the traversal again, then return the path pattern node whose current
mapping should next be processed.
Twig Extension As stated above, a twig matching version of Algorithm 8
should only traverse the current mapping of qi if visit(qi) had been called
from some visit(qj) for all of qi’s children qj . Translating this to the upside-
down algorithm, we get that getNext(qparent(i)) may continue if getNext(qj)
has returned qj for all of qparent(i)’s children qj . Thus, rather than calling
itself recursively for one child, getNext will now simply recurse down for all its
children qj , and only continue traversal if all of them return their argument to
signal that traversal may continue upwards.
We searched parent mappings of (qi+1 7→ cur(ci+1) in getNext(qi) in Al-
gorithm 8. If qi has more than one child qj , parent mappings must be parent
of the current mappings of all cj to qualify for traversal. Thus, we advance ci
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Algorithm 9MatchingQ′ by repeatedly searching the next mapping to process.
Require: Q′ = [q0, q1, ..., qn] is a query path, RF = {T} is a Rainforest.
Ensure: (R,E) is the result graph for Q′ on (M,A′).
1: function getNext (qi)
2: if i = n then // At leaf.
3: return qi // Traverse up.
4: q′ ← getNext(qi+1)
5: if q′ 6= qi+1 then // Already found next, returning to main.
6: return q′
7: // Find first parent mapping.
8: while cur(ci) is a predecessor of cur(ci+1) do
9: advance(ci)
10: if cur(ci) ancestor of cur(ci+1)) then
11: return qi // Traverse up.
12: return qi+1 // Ancestors already processed, process.
13: end function
14: R← ∅
15: for all i ∈ [0..n] do
16: si ← empty stack
17: {ci} ← {qi : Q′ • begin(tree(RF, colour(t)))}
18: while (¬(∀i ∈ [0..n])(at end(ci))) do
19: q ← getNext(q0) // q becomes qi, for some i ∈ [0..n]
20: if i > 0 then
21: while ¬(top(si−1) ancestor of cur(ci)) do
22: pop(si−1)
23: if i = 0 ∨ ¬empty(si−1) then
24: while ¬(top(si) ancestor of cur(ci)) do
25: pop(si)
26: push(si, (qi 7→ cur(ci)))
27: R← R ∪ {(qi 7→ cur(ci))}
28: if i 6= 0 then
29: for all m ∈ si−1 do
30: E ← E ∪ {(m, (qi 7→ cur(ci)))}
31: advance(ci)
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until such a mapping is found, or until cur(ci) follows the last cur(cj). If the
mapping is found, then we can traverse it and return qi, otherwise the first (in
document order) child mapping will be processed.
Algorithm 10 gives the final twig pattern matching version of the RFQ query
algorithm. Its getNext function is identical to TwigStack’s getNext function.
Its main routine only differs in that it builds the result graph rather than col-
lecting individual mappings of the query twig in the input tree.
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Algorithm 10 The RFQ query algorithm creates a result graph (R,E) con-
taining mappings of query twig Q onto elements in Rainforest RF .
Require: Q is a query twig, RF = {T} is a Rainforest.
Ensure: (R,E) is the result graph for Q on (M,A′).
1: function getNext (q)
2: if isleaf(q) then
3: return q // Traverse up.
4: for all qc ∈ children(q) do
5: q′c ← getNext(qc)
6: if q′c 6= qc then
7: return q′c
8: // Find first parent mapping.
9: while cur(ci) is a predecessor of some {c | qc ∈ children(q)•cur(cc)}
do
10: advance(ci)
11: if cur(ci) ancestor of all {c | qc ∈ children(q) • cur(cc)}) then
12: return qi // Traverse up.
13: return qi+1 // Ancestors already processed, process.
14: end function
15: R← ∅
16: for all i ∈ [0..n] do
17: si ← empty stack
18: {ci} ← {qi : Q′ • begin(tree(RF, label(qi)))}
19: while (¬((∀i ∈ [0..n])at end(ci))) do
20: q ← getNext(q0) // q becomes qi, for some i ∈ [0..n]
21: if i > 0 then
22: while ¬(top(si−1) ancestor of cur(ci)) do
23: pop(si−1)
24: if i = 0 ∨ ¬empty(si−1) then
25: while ¬(top(si) ancestor of cur(ci)) do
26: pop(si)
27: push(si, (qi 7→ cur(ci)))
28: R← R ∪ {(qi 7→ cur(ci))}
29: if i 6= 0 then
30: for all m ∈ si−1 do
31: E ← E ∪ {(m, (qi 7→ cur(ci)))}
32: advance(ci)
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Chapter 6
Experimental Results
To verify practical feasibility and applicability of a new data structure and its
associated algorithms, it must be implemented and measured. To this end,
this chapter describes some experiments on insertion and querying efficiency of
the Rainforest. The next section offers a very brief overview of current XML
benchmarks. After that the goals and design of the experiments are described,
followed by a description of the benchmark used and the prototype that was
tested. Finally, the results are presented and discussed.
6.1 Benchmarking XML Databases
Over the past years, several XML benchmarks have been developed, but none
have emerged as the clear standard. The main problem with developing these
benchmarks seems to be that we have only just begun to use XML databases,
and therefore it is difficult to find representative use cases. Some of the ex-
isting application-level benchmarks (XMark [28], XOO7 [9][10] before it was
extended with document-centric queries) leave one wondering why an XML
database would be used to solve the problem. In other benchmarks, support
for measuring update performance is often limited (XMach-1 [5][6]) or nonexis-
tant (XMark), probably due to the relatively recent introduction of this kind of
functionality.
A more specific XML benchmark could focus on usage scenarios for collab-
orative document editing (e.g. Wikipedia [1], although as yet it does not store
its articles in XML) or workflow management systems (where e.g. ISO 26300
(OpenDocument) [2] format documents are processed and transferred within a
company). The semi-structured data model also seems suitable for supporting
low-quality data, where parts of the structure may be missing.
However, the goal of this project was not to design a complete XML database,
nor to create a database system advanced enough to run today’s XML bench-
marks. Also, existing benchmarks are less suitable to some measurements that
are relevant to evaluation of the Rainforest, such as code length growth under
random insertion. Therefore, instead of existing benchmarks, a much simpler
benchmark and somewhat different experiment was chosen.
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6.2 Goals and Experiment Design
The goal of this project is to investigate a means of storing XML data that
allows efficient querying as well as updating. The goals of the experiments
then, must be to evaluate the query and update performance of the Rainforest
data structure, as well as to give insight in to why the data structure behaves
the way it does. Specifically, the following will be evaluated:
• Data Representation
– Size of element path representation (bits per element) and its prefix
under insertion
– Effects of Liana on space efficiency
– Fill rate of compressed B-Tree nodes
• Insertion Performance
– Insertion performance as a function of database size
– Effects of the Liana on insertion performance
• Querying Performance
– Query performance as a function of database size
– Effects of the Liana on query performance
In databases, the amount of disc access required (as measured in page
fetches) is often the limiting factor on performance. Rather than experimenting
with various cache1 sizes, all experiments are executed completely in main mem-
ory. The prototype is equipped to measure the ‘memory footprint’ of various
operations. This allows gaining insight in possible performance issues without
having to introduce an artificial cache size limit or having to be careful about
locality of reference in the benchmark load.
6.3 Benchmark and Prototype
The benchmark used to evaluated the performance of the Rainforest is based on
the scenario of a collaborative book writing database. The database contains
a number of books, which consist of parts, chapters, sections, paragraphs and
words. This results in a very regular tree, with fixed relative fan-out at each
level. The fan-outs were chosen more or less randomly (they result in a database
of ∼ 100k elements if used directly).
The database starts with six elements, one of each colour, which form the
‘trunk’ of the tree that is to be created. After that, for each insertion, an element
type is chosen according to the probability distribution defined by the fan-out.
A parent of the appropriate colour is chosen uniformly randomly from all the
elements of that colour currently in the database. The new element is inserted
1Note that ‘cache’ here refers to main memory as a cache for secondary storage (i.e. disc).
Internal CPU caches were not taken into account: this is the main weakness of the current
prototype performance-wise. However, since all variants are equally penalised, this does not
affect the fairness of the benchmark, and improvement was therefore left to future work.
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Figure 6.1: The collaborative book writing database.
in a random position among the existing children of the selected parent element.
Whenever a book or chapter is inserted, a special selected element is added as
a first child according to a fixed probability (25% of books are selected, 10% of
chapters).
In this manner, elements are inserted into an initially empty database. After
every n insertions, insertion is stopped, and a query is executed. The query
evaluation part of the benchmark uses a single query twig to find all selected
chapters in selected books, and subsequently extracts these chapters (that is, for
each chapter element found it extracts its entire subtree). Two algorithms are
used for subtree extraction: one that follows the Liana to find the descendants
of the reference node, and one that performs a merge on the trees as described
previously in Section 5.2.
This allows evaluating representation code size, and insertion and query per-
formance, as a function of database size. Insertion and querying are measured
and evaluated independently, so that the update/query ratio is irrelevant.
A drawback of this approach is that selecting a random parent uniformly is
expensive (finding the n’th element in a B-Tree is a linear operation in terms
of the number of nodes accessed), making experiments with large databases
prohibitively time consuming. This can be somewhat alleviated by saving the
inserted element’s codes from a single run, and then inserting the saved elements
in subsequent runs, thus avoiding the lookup. This has the added advantage of
making the experiments exactly repeatable. For this reason, the database used
here is relatively small, but still large enough to show the important trends in
the system’s behaviour.
It is important to note that this is a synthetic benchmark, that is unlikely
to have much to do with real-world applications of XML databases. However,
it serves the purpose of examining encoding efficiency under random insertion,
verifying that insertion into the compressed B-Trees is logarithmic in the size of
the database, and verifying that queries can be performed reasonably efficiently
given the simple query algorithm chosen.
For the present experiments, compressed B-tree node sizes were varied be-
tween 0.5kB and 8kB, the Liana was enabled and disabled, and the subtree
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extraction algorithm was varied as described above. Because the code was
available, an additional Liana implementation with pointers to nodes (rather
than to elements with nodes) was also measured. A total of 819200 elements
were inserted, with a query performed after each set of 100 updates.
The prototype is written in C++. It has a modular architecture that sup-
ports future work on amongst others node representation schemes, compressed
B-tree node splitting algorithms, and query and extraction algorithms.
The experiments were run on a PC with an AMD Athlon XP processor at
1467MHz. Although the prototype supports disk-backed operation, cache size
was chosen such that no disc access actually occurred.
6.4 Results and Discussion
The experimental results are organised in three sections, following the three
areas of inquiry enumerated above. The first is data representation, which shows
some characteristics of the Rainforest representation scheme and the compressed
B-trees. The second is insertion performance, where the effects of database size,
compressed B-tree node size, and the existance and implementation of the Liana
of insertion performance are examined. The third is query performance, where
the query algorithm is examined, and the efficiency of extraction of subtrees
with and without a Liana is measured.
6.4.1 Data Representation
The Rainforest consists of a set of B-trees that store encoded entries, and a
Liana connecting them. The compactness of the representation is affected by
the storage required for the Liana pointers, by the parameters of the compressed
B-tree, and by the efficiency of the encoding.
Effects of B-Tree and Liana Parameters The first experiment estimates
the compactness of the representation as a function of Liana type and B-tree
node size by measuring the size of the database after all 819200 elements have
been added.
Figure 6.2 shows the results. For small node sizes, the overhead of storing
the encoding (consisting of a list of field widths and the prefix, which is stored
in uncompressed form) becomes significant, but otherwise node size does not
affect database size significantly. Adding a Liana more than doubles the stored
size of the database. The ‘compromise’ version of the Liana, which omits the
offset of the pointed-to element to trade space for an extra required search, does
indeed reduce the size of the database.
Compressed B-Tree Fill Rate The fill rate (number of records per node as
a fraction of the maximum number of records per node) of the compressed B-tree
nodes was also measured. For an ordinary B-tree, the fill rate can vary between
0.5 and 1.0, with an expected average of 0.75 under random insertion. For the
compressed B-tree, the ratio of the number of elements per node to the number
of elements that could be stored at its present encoding was approximately 0.7.
The slight difference is explained by the fact that in a compressed B-tree, nodes
are sometimes split because at a new encoding, the node would be overfull.
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Figure 6.2: Database size as a function of Liana type and B-tree node size.
From the perspective of the old encoding, the node is then split before it is full,
so that there will be less nodes with a fill ratio close to 1.0.
Efficiency of Shared Encoding In chapter 3 it was shown that it is im-
possible to create a data representation that will exhibit sublinear code length
growth under all circumstances without renumbering. The Rainforest repre-
sentation scheme was designed to avoid linear code length growth in common
situations, especially under random insertion. Additionally, it stores a common
prefix as part of the encoding to further increase encoding efficiency. We will
look at the effect of these two features next.
Figure 6.3 shows how the average size and length of the elements’ codes
grows under random insertion. Length here refers to the number of numbers in
a path or prefix, while size refers to the number of bits used to store it according
to the encoding. Total size is the sum of size of the code and size of the prefix;
similarly for total length.
It appears that total code size grows logarithmically with the size of the
database until a certain size is reached (in this case at 6400 elements). After
that, code size continues to grow logarithmically, but at a smaller rate.
The database is initialised with six trees, each holding one element. Natu-
rally, this results in very efficient encodings, since they are not shared. Elements
are added at a much greater rate to the trees for the colours that are lower in
the tree (i.e. word, para), so that the efficiency of these trees decreases rapidly.
The efficiency of the other trees decreases less rapidly, as they are filled less
rapidly. This results in the relatively large increase in average code length over
the first 64 batches. After this, the situation stabilises, and more orderly growth
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Figure 6.3: Average code size and length with prefix/per element break down,
and ideal total code size under random insertion.
occurs during the rest of the experiment at a rate of slightly less than one bit
per doubling of the database size.
A growth of less than one bit per doubling means that the encoding efficiency
must increase, and in fact it does. Figure 6.4 shows encoding efficiency, which is
defined as the ideal (one encoding per element) code size divided by the average
code size in bits as a function of node size and database size. Ideal code size
is calculated over all elements, whereas average code size is calculated over all
nodes, yielding anomalous results for small databases as described before. For
larger databases this problem disappears, and plotting this data we can see that
efficiency rises as node size decreases and as database size increases.
Obviously, in a larger node the encoding is shared between more elements,
causing efficiency to drop. In a larger database, the numbers in the rows will be
larger. A node storing numbers -31 to 31 at a certain position and using six bits
to do so will have less than optimal efficiency for half of these numbers (anything
in the range -15 to 15), while a node storing numbers 700 to 762 and using 11
bits for them does have optimal efficiency. This causes average efficiency to
increase for larger databases. Another perspective on this is that the ‘optimal’
case is actually getting worse for larger numbers; using 11-bit codes to represent
63 different numbers is wasteful.
This suggests improving the encoding by extending the prefix to the length
of the longest code, and turning it into an offset. Path p would then be written
as the field-by-field sum of offset o and code c rather than as a concatenation
of a prefix with c. If the various p’s in a node share a prefix of length l, then
the first l numbers in c will be zero. Thus, they can be stored in zero-width
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fields, and the efficiency of the prefix encoding is achieved. However, in the
above example, the prefix could hold the number 731 at position l + 1, causing
c[l+ 1] to lie between -31 and 31 for all codes in the node, thus enabling use of
a smaller field.
Note that this is mainly useful for XML trees with very large fan-out; for
trees with a small fan-out such as in this experiment, the prefix is already quite
effective.
Effect of Prefix on Efficiency Looking again at Figure 6.3, it appears that
the code size growth is completely absorbed by the prefix, which, like the total
code size, grows at approximately one bit per doubling of the database size.
Once the situation has stabilised, the non-prefix portion of the code size remains
constant. This can be explained as follows. For each non-root page, its parent
has a ‘border’ element on both sides of the down pointer pointing to this page.
All elements stored in the page are in between these two border elements. Since
the ordering is lexicographical, the common prefix of these border elements is
also a prefix of all elements stored in the node. If this prefix has length l, then
the numbers at position l+1 in the list will differ by some m (which depends on
node size and code ‘density’). Every time the node is split, the resulting nodes
will have an m′ that is on average half of the original m. After approximately
lg(m) splits, m′ will be zero, and the prefix can be extended by one. If the
numbers at position l + 1 are clustered around zero (or if the above mentioned
improvement is implemented), they require on the order of lg(m) bits to store.
Finally, on average a node will be split once per doubling of the database size.
So, for each lg(m) doublings of the database size, the prefix is extended by
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lg(m) bits, or on average one bit per doubling.
Code Length Figure 6.3 also shows the lengths of the codes. The depth of
the XML tree does not change during the experiment, so any growth in code
length is due to the careting-in operation. This appears to work rather well
under random insertion: it takes approximately five doublings of database size
to increase the average total code length by one. If updates only occurred at
the lowest level of the tree, total code length growth would likely be somewhat
faster.
Again the prefix grows at the same rate, so that code length remains con-
stant. This occurs because the path lists are not just lists of numbers, they are
actually lists of rows, and the reasoning above goes for rows as well as numbers.
Therefore, as the rows get longer, the prefixes will grow in larger steps as well,
which compensates for the growing total code length.
6.4.2 Insertion Performance
One of the main goals of this project is to design a database that supports
insertion efficiently. To determine to which degree this has been accomplished,
measurements of insertion time as well as the number of nodes accessed per
insertion were taken over the course of benchmark execution.
Insertion Time and Database Size Figure 6.5 shows random insertion
performance as a function of database size. An insertion consists of four steps.
First, the tree holding elements of the colour of the element to be inserted is
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found (this takes less than a microsecond, and is therefore not visible in the
graph). Second, the tree is examined to see which changes (insertion, splits,
etc.) are required. Third, the tree is changed according to the results of the
second step. Fourth, the newly inserted element is inserted into the Liana.
As mentioned, the time needed to find the correct tree is negligible. Ap-
proximately 12% of the total insertion time is used to analyse the tree. Most of
the time needed to insert (∼ 65%) is spent changing the tree. Another 22% is
used inserting the new element into the Liana. As the database grows, insertion
time remains relatively constant: a slight increase in the time needed for tree
analysis and liana insertion is compensated by a decrease in average tree change
time.
During tree changes, tree nodes are split and reencoded, and new records
are inserted. In case of a split or an insertion, records are moved. As described
in Section 4.2.2, the Liana pointers must then be adjusted to maintain the
correctness of the Liana, and most of the time spent changing the tree is in fact
spent updating the Liana pointers. The rest of the time is spent allocating new
nodes, copying records to newly created nodes and reencoding nodes. Further
measurements reveal that the average number of splits and reencodings per
insertion does not decrease as the database increases, so that the decreased
average tree change time can not be explained by a smaller amount of work
being done. This leaves some kind of caching effect as the probable cause of the
decrease in time.
The data plotted in Figure 6.5 contains quite a lot of random noise. This
is not a measurement error: the benchmark was run six times and after outlier
removal standard deviation across the runs was less than ten microseconds. The
noise in the graph is a result of the randomness in the input and the variation in
the amount of work required for insertion. Because reencoding and splitting are
relatively rare (on average less than twice per batch of 100 insertions) averaging
per batch of 100, as is done here, does not smooth the data noticeably.
Unfortunately, this makes the graphs very hard to read when the lines over-
lap. To avoid this problem, the following graphs show averaged data. Effectively,
the original plot was divided into equal-sized sections, and for each section the
average of the values in that section was computed. These averages were then
connected to form the new plot. This avoids the problems that an ordinary
resampling of the data would have: it would either lose all detail on the left side
of the graph, or fail to smooth out the noise on the right side of the graph.
Of course, plotting the average loses some information: the minimum and
maximum times can no longer be estimated from the plot. However, we are here
mainly interested in general trends, and for a real-time database with guarantees
on maximum latency a different analysis would be required in any case.
Effect of Liana on Insertion Time The Liana affects the time needed for
two of the components of the insertion time. As stated above, whenever a new
record is inserted into a tree, existing records have to be moved, and the Liana
needs adjustment to its pointers to remain correct. Additionally, the new record
must itself be inserted into the Liana.
Figure 6.6 compares three different scenarios: a Liana with pointers to ele-
ments (i.e. a pointer is a (node, offset) pair), a Liana with pointers to nodes (a
pointer refers to a node, and a subsequent binary search has to be used to find
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the correct record within that node), and no Liana at all.
When using record pointers, the Liana has to be adjusted whenever a record
is moved. This occurs for every insertion, and on average half the existing
records in the node must be moved. As Figure 6.7 shows, this cost becomes
even more significant for larger node sizes. Additionally, pointers have to be
adjusted whenever a split is performed, as this entails moving records to a
different node. When using node pointers, no adjustment is necessary upon
insertion, but node pointers do have to be adjusted when a split is performed.
The node-pointer Liana outperforms the record-pointer Liana by a factor 8
on tree changes for 2kb nodes, and by even more for larger nodes. The increase
of insertion time with increasing node sizes is much less as well, although there is
still some growth, likely as a result of larger nodes having less encoding efficiency.
Liana adjustments upon splitting of nodes still make this alternative perform
at less than half the speed of the no-Liana scenario at 2kb node size.
Inserting a record into the Liana involves a hop-and-skip search to find the
correct position. Not having the offset information necessitates extra binary
searches within nodes during this operation, making the node pointer version
∼ 40% slower than the Liana with record pointers. Of course, if there is no
Liana, no insertion is required at all, making this the fastest alternative.
Despite the slower insertion, the node pointer Liana is overall almost twice as
fast as the record pointer Liana for 2kb nodes. However, even the node pointer
Liana slows down insertion by almost a factor of four relative to not having a
Liana at all.
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Cache Efficiency: Insertion Footprint As explained, all experiments were
done in main memory, with measurements on the ‘footprint’ of various opera-
tions to be able to estimate their performance in cases where the database does
not fit the main memory available. The storage subsystem provides storage in
the form of a set of pages of configurable size. The compressed B-tree uses one
of these pages for each of its nodes. The memory footprint is defined here as
the number of pages accessed during the insertion operation.
Figure 6.8 shows the memory footprint of the insertion operation as well as
the maximum tree depth, both as a function of database size and Liana type.
The larger the Liana pointers, the larger the footprint. This has several reasons.
With a less compact representation, the nodes can contain less records, and
splits occur more often. This causes the depth of the tree to grow more quickly,
which as the graph shows has a significant impact on the memory footprint.
Furthermore, if a Liana is present, the insertion into the Liana, and especially
the associated hop-and-skip search, requires accessing additional nodes all across
the database.
Figure 6.9 shows the memory footprint of the insertion operation for various
node sizes. Although larger node sizes mean that the records being touched
are on proportionally less pages, tree depth only decreases logarithmically with
increasing node size. Therefore a tree search will only touch linearly less pages
as page size grows exponentially, resulting in an increase in the number of bytes
accessed despite a decrease of the number of pages touched. How this affects
performance exactly depends on the type of backing store and type of caches
available.
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6.4.3 Query Performance
Queries on the Rainforest can be executed using the RFQ algorithm. The RFQ
algorithm, being designed as a proof-of-concept rather than for ultimate speed,
is linear in the size of the database. As described, the query finds all selected
chapters in all selected books using RFQ, and then extracts the entire chapter
subtree. We will look at time required by the RFQ algorithm, time needed to
extract the subtree with various Liana configurations, and the cache footprint
of the operation.
Query Time, Database and Node Size Figure 6.10 shows the time needed
to execute the RFQ algorithm as a function of database size, for various node
sizes. As expected, the time increases linearly with database size. The relation
between the size of the result (number of chapters that will be extracted) and
the database size is also visible. The execution speed increases with larger node
sizes. One reason for this is that having smaller nodes decreases locality-of-
reference during tree traversal. The other is that moving upwards to find the
next record after the one at the end of a node requires a binary search in the
parent node, since the compressed B-tree node’s up pointer points to the parent
node, not to a specific position within that node. This makes moving upwards
more expensive, and this is done more often when traversing a tree with small
nodes.
Subtree Extraction and the Liana One of the goals of the Liana is to
make traversing the database in document order, for example when extracting
58
 1
 2
 4
 8
 16
 32
 64
 128
 1  2  4  8  16  32  64  128  256  512
E x
t r a
c t
i o
n  
S p
e e
d  
( µ s
/ e
l e
m
e n
t )
Average Subtree Size (elements)
Query Result Subtree Extraction Time (2kB nodes)
No Liana, Merge
Node Pointers, Merge
Record Pointers, Merge
Node Pointers, Follow
Record Pointers, Follow
Figure 6.11: Scatterplot of subtree extraction time as a function of subtree size
and extraction method.
a subtree, faster. To test this, after completion of the RFQ algorithm the subtree
below each selected chapter is extracted. Figure 6.11 shows how the speed of
subtree extraction depends on the Liana configuration for various subtree sizes.
Extracting the subtrees requires traversing the result graph returned by RFQ
to find the chapter elements that form the top of each subtree. Thus, there is a
constant per-subtree overhead that is amortised over all the extracted elements
in the subtree. In the graph, this shows as the decrease in extraction speed for
very small subtrees.
The merge algorithm uses a cursor on each tree, which has to be set by a
tree search at the beginning of the extraction operation. This is in addition
to the cost of traversing the result graph. This additional cost slows down the
merge algorithm even more for small subtrees. Since the Liana is not used by
this algorithm, it does not have much of an effect outside of decreasing the
compactness of the representation. This decreases efficiency by at most 10%
with respect to the configuration without a Liana.
Following the Liana does not incur this extra up-front cost, and each Liana
step takes the same time to execute, resulting in an extraction speed that is
independent of subtree size. The extra binary search required on each Liana
traversal step for the node pointer variant causes this version to be a factor of
three slower than the record pointer variant for large subtrees.
Overall it appears that following a record pointer Liana is faster than merging
trees for small (less than 150 elements) subtrees, while for large subtrees the
merging algorithm just edges out following a record pointer Liana. The node
pointer Liana is only helpful to query extraction for very small subtrees of less
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than 15 elements.
One possible improvement when following a node pointer Liana would be to
keep a cursor for each node as it is traversed, thus avoiding the binary search
on most steps. Because the node pointers can be followed, no comparison is
necessary. This would likely bring performance of the node pointer Liana close
to that of the record pointer Liana.
Cache Efficiency: Subtree Extraction Footprint Figure 6.12 shows the
memory footprint of the extraction of the subtrees for various configurations. If a
Liana is present, following it results in a smaller memory footprint than ignoring
the Liana and merging trees. The initial search of the merging algorithm touches
extra, possibly unnecessary, nodes. However, following a Liana is not as cache
efficient as not having one and merging: the compacter representation makes this
configuration the clear winner for subtree extraction cache efficiency. Similarly,
the node pointer Liana results in a smaller memory footprint than the record
pointer Liana.
Looking at the effects of node size we can see that larger nodes result in
larger memory footprints. Especially for small subtrees only a few elements
may be needed, and yet the whole node has to be loaded, resulting in much
overhead.
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Chapter 7
Conclusions and Future
Work
The goal of this project was to develop a means of storing XML data that allows
efficient querying as well as updating. To this end, an extensible (but limited)
XML tree representation has been developed, as well as the Rainforest data
structure consisting of compressed B-trees and a Liana. It has been shown that
both the representation and the compressed B-tree support random insertion
with at worst logarithmic complexity, and that the Rainforest supports holistic
twig-join style query algorithms for efficient evaluation of structural queries.
The following sections discuss results and possible future work for each of
the three main components of the Rainforest. The final section of this chapter
makes suggestions for further research beyond the scope of the present project.
7.1 Data Representation
The experiments showed that the data representation works very well. Total
code size and length grow logarithmically under random insertion, and this
growth is taken up by the prefix, so that the per-element code length remains
constant. There is still room for improvement however, as proposed in Chapter
6 . Essentially, instead of a prefix, there would be an average, and each path
would be stored as the difference from this average. In the current prototype, the
compression scheme is a separate module, so that experiments in this direction
would be straightforward.
For this project, no attempt was undertaken to compare the data represen-
tation with other schemes, such as pre/post, pre/size/level or ORDPATH. A
comprehensive study of the relative performance under various circumstances
of these schemes would be very useful and interesting. The ORDPATH encod-
ing fulfills the requirements for encodings in the compressed B-tree, yielding a
potentially interesting combination.
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7.2 Compressed B-tree
The compressed B-tree performed as expected, allowing insertion in time loga-
rithmic in the size of the database. Adding a Liana caused a significant slow-
down of random insertion. Average fill rates were only slightly lower than for
an ordinary B-tree.
As explained in section 4.1.3, different splitting strategies than the one pre-
sented here may be used. Rebalancing could also be used upon insertion to
improve the fill rate, and even compressed versions of different B-tree variants
(such as the B+-tree) could be used instead.
In the current compressed B-tree, the encoding is assumed to be of constant
size. The prototype uses two fixed-length arrays (one for field widths, the other
for the prefix) which limits the depth of the XML trees it can handle1. Previous
work[27] has shown that XML trees are usually of limited depth, but having
flexibility in the stored size of the encoding could still be useful. Storing this
flexible-size encoding inside the compressed B-tree node complicates the split-
ting procedure, because the encoding will then be related to the stored records
in two ways. First, the encoding determines the size of each record, and sec-
ond, the sum of the sizes of the encoding and the records must be smaller than
the node size. An analysis must be made to determine how these dependencies
interact, and whether this does not introduce fundamental difficulties. Storing
the encoding separately avoids this potential problem, but decreases locality of
reference and therefore may affect performance negatively.
The experiments showed that a linear traversal of a compressed B-tree is
more expensive for smaller nodes, because a search has to be done each time
an up pointer is followed. If up pointers were record pointers rather than node
pointers, this could be avoided.
7.3 Liana
The usefulness of the Liana remains somewhat in question. A Rainforest with
a Liana incurs significant extra cost in terms of representation compactness
and insertion performance, both in time and in memory footprint size. The
Liana does improve performance significantly when extracting small subtrees,
but does not speed up the ancestor/descendant structural queries that were
tested. The node pointer variant was more efficient than the record pointer
variant for insertion and structural queries, but slower when extracting entries.
As outlined in Section 6.4.3, the extraction algorithm for node pointer Lianas
could be improved, which would help their extraction speedup to insertion slow-
down ratio. In situations where insertion speed is important and only larger
subtrees are extracted, a Liana using pointers to trees may be an interesting
alternative. The extraction algorithm would be like the normal merge, except
that rather than comparing the current records, the pointer of the previously
extracted record would be used to determine which to extract next. Whether
this is enough to compensate for the loss of cache efficiency with respect to a
Rainforest without a Liana remains to be investigated.
1This maximum depth can be selected at compile time, so that this does not limit the
usability of the prototype for experiments.
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The intent of the Liana is to speed up query operations. The only type of
query activity where the current Liana showed an advantage in the experiments
was the extraction of short subtrees. However, only simple query operations
were tested. More complex query operations, e.g. structural queries with parent-
child relations as well as ancestor-descendant relations, would require searching
the XML tree and may therefore benefit more from the Liana.
Some of these more complex query operations may benefit from different
kinds of Liana structures. For example, rather than linking elements in docu-
ment order, links to children may be of use. Of course, an element may have
any number of children, so this is a significant change.
Support for more complex operations would also make it possible to run
standard benchmarks, so that performance can be compared against other sys-
tems.
7.4 Above and Beyond
Beyond the above suggestions, there is much room for experimentation and
research outside of the scope of this project.
For example, the XML model used is very simple, and in fact so simple that
it would be of little use for practical applications. Adding support for attributes
and text nodes would be the minimum for a custom system, and obviously a
commercial system would require full XML compliance.
The experiments studied random insertion, but insertion of large amounts
of sequential data (i.e. subtree insertion, or loading a complete document) is a
common operation that could probably be done more efficiently than by using
the ordinary single insert operation repeatedly.
Deletion of data was not investigated. The representation already supports
deletion trivially, but the compressed B-tree does not. Deleting records from a
compressed B-tree is more complex than in an ordinar B-tree, since deletion in a
B-tree may necessitate moving records between nodes, which in a compressed B-
tree may have different encodings. When a node becomes underfull as a result of
a deletion, various options for resolving the situation must be considered, giving
rise to a ‘merging strategy’ dual to the compressed B-tree’s splitting strategy.
The query support that was demonstrated suffices to show that some struc-
tured queries can be evaluated, but there are many other query evaluation
algorithms that could be implemented to support different kinds of queries,
and perhaps new ones taking advantage of the Rainforest’s features could be
developed.
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