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INTRODUCTION
La fonction ζ de Riemann est la se´rie ζ(s) =
∑
n≥1 n
−s =
∏
p(1− p−s)−1 pour <es > 1.
Elle admet un prolongement me´romorphe a` C et ve´rifie une e´quation fonctionnelle de
la forme ξ(1 − s) = ξ(s) ou` ξ(s) = s(s − 1)pi−s/2Γ(s/2)ζ(s) est holomorphe sur C et
a tous ses ze´ros dans la bande critique 0 < <es < 1. Depuis 1995, le proble`me le
plus fameux des mathe´matiques est sans doute de montrer l’hypothe`se de Riemann qui
pre´dit que tous les ze´ros de ξ sont sur la droite critique <es = 1/2. Pour aborder
cette question, une ide´e qui remonte a` Polya et Hilbert consiste a` donner une re´alisation
non-tautologique de l’ensemble des ze´ros de ξ comme spectre d’un ope´rateur de Hilbert
posse´dant certaines syme´tries dont on de´duirait l’hypothe`se de Riemann (notons que
cette approche fonctionne pour les fonctions L de courbes sur les corps finis et que A.
Connes a donne´ une telle re´alisation pour les ze´ros critiques 1 et pour ge´ne´ralement une
condition e´quivalente a` la validite´ de l’Hypothe`se de Riemann Ge´ne´ralise´e aux fonctions
L de Caracte`res de Hecke [Co]). Dans les anne´es 1970, Montgomery [Mo] montre une
coincidence troublante entre les valeurs propres de matrices ale´atoires de grand rang et
les ze´ros de ξ, ce qui semble confirmer leur nature spectrale. Pour e´noncer son re´sultat
on note {ρn := 1/2 + iγn}n∈Z−{0} la suite des ze´ros de ξ compte´s avec leur multiplicite´ :
ceux-ci sont indexe´s de sorte que ρ−n = ρn et que la suite {=mρn}n∈Z−{0} soit une suite
croissante. Pour T > 0, on note N(T ) = |{ρi, 0 < |γi| ≤ T}| le nombre de ze´ros de
hauteur infe´rieure a` T . On a N(T ) = T
2pi
log T (1 + o(1)), de sorte que si l’on normalise
γi en posant γˆi =
γi log |γi|
2pi
, l’espacement moyen δˆi := <e(γˆi+1 − γˆi) vaut 1. Montgomery
montre alors le
The´ore`me 0.1 (Montgomery). — Sous l’hypothe`se de Riemann (γi ∈ R), pour toute
fonction φ lisse sur R dont la transforme´e de Fourier est a` support compact dans ]− 1, 1[
1Ceux situe´s sur l’axe critique <es = 1/2
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on a
(1) lim
N→+∞
1
N
∑
1≤i6=j≤N
φ(γˆi − γˆj) =
∫
R
φ(x)r2(GUE)(x)dx
avec r2(GUE, x) = 1− ( sinpixpix )2.
Dyson a remarque´ que la densite´ r2(GUE)(x) coincide avec la densite´ limite de la
distribution de corre´lation normalise´e des paires de valeurs propres de matrices ale´atoires
hermitiennes de rang N (relativement a` une certaine mesure gaussienne) pour N → +∞
: la famille de ces espaces ainsi probabilise´s est appele´e l’ensemble ”GUE” 2 (voir ci-
dessous pour des de´finitions plus pre´cises). Montgomery a aussi conjecture´ que l’e´galite´
(1) est valable sans restriction sur le support de φˆ ; cette conjecture a des conse´quence
mirifiques sur des questions fines concernant la distribution des nombres premiers (ce qui
n’est gue`re surprenant) mais aussi sur des fonctions L autres que ζ (ainsi elle implique qu’il
n’y a pas de ze´ro de Siegel pour les fonctions L de caracte`res de Dirichlet quadratiques).
En 1995, Rudnick et Sarnak [RS] ont montre´ que cette coincidence n’est pas fortuite en
ge´ne´ralisant l’e´nonce´ pre´ce´dent aux ze´ros de fonctions L de formes automorphes cuspidales
sur GLd(Q), (cette fois sous l’Hypothe`se de Riemann Ge´ne´ralise´e et avec le meˆme type
de restrictions sur la fonction test φ). Plus ge´ne´ralement, ils montrent que la distribution
de corre´lation des k-uples de ces ze´ros coincide avec celle des k-uples de valeurs propres
de matrices ale´atoires de l’ensemble GUE (au moins pour une certaine classe de fonctions
tests). Ainsi ils conjecturent que la distribution locale des e´carts entre les ze´ros de toute
fonction L de forme automorphe cuspidale est re´gie par une loi universelle provenant des
matrices ale´atoires (ce que nous appellerons la Conjecture GUE). Il va sans dire qu’on
est extreˆmement loin de prouver cette conjecture qui de´borde largement du cadre de
l’hypothe`se de Riemann ; mais au moins elle est conforte´e par des re´sultats expe´rimentaux,
fruits des calculs nume´riques intensifs sur les ze´ros de ζ ou` de ceux d’autres fonctions L
[Od, Ru].
La question de la distribution locale des ze´ros eux meˆmes se pose alors naturellement.
Des travaux ulte´rieurs de Katz et Sarnak [KSa] montrent que la situation est encore plus
riche ; en e´tudiant la distribution des ze´ros de familles de fonctions L sur les corps fi-
nis ( pour ces fonctions on dispose de l’analogue de l’Hypothe`se de Riemann [De2]), ils
montrent d’une part que la conjecture GUE est vraie dans ce contexte, mais aussi en
testant des statistiques lie´es a` la distribution des ze´ros (et non a` leurs e´carts), que des
lois diffe´rentes (de celle provenant de GUE) apparaissent. Ces lois qui correspondent a`
celles des valeurs propres de matrices ale´atoires appartenant a` des groupes compacts clas-
siques (unitaires, symplectiques, ou orthogonaux), s’expliquent naturellement en terme
du groupe de monodromie ge´ome´trique attache´ a` chaque famille.
2 pour ”Gaussian Unitary Ensemble”
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Reste le cas beaucoup plus myste´rieux des familles de fonctions L sur les corps de
fonctions. Dans l’article [ILS], Iwaniec , Luo et Sarnak e´tudient la repartition des ze´ros au
voisinage du point critique pour des familles de fonctions L lie´es aux formes modulaires
holomorphes parame´tre´es par leur poids ou leur niveau, et montrent que ceux-ci sont
distribue´s suivant une loi qui de´pend de chaque famille mais qui provient encore d’un
des groupes compacts de matrices ale´atoires rencontre´ pour les corps finis. Cette fois on
ne dispose pas encore d’une interpre´tation permettant de d’expliquer a priori pourquoi
telle loi est associe´e a` telle famille et on se borne plutoˆt a` des constatations. A` leur suite
d’autres familles de fonctions L ont e´te´ explore´es et l’on n’a toujours pas pu exhiber de
loi de distribution diffe´rente des quatres rencontre´es pre´ce´demment.
C’est l’ensemble de ces constatations que nous allons exposer. Il peut sembler e´tonnant
de consacrer un expose´ a` un domaine encore tre`s expe´rimental et ou` beaucoup des re´sultats
obtenus de´pendent de conjectures inaccessibles (les Hypothe`ses de Riemann Ge´ne´ralise´es
voire plus). Mais il faut dire que les matrices ale´atoires fournissent un mode`le proba-
biliste remarquablement cohe´rent pour de´crire des fonctions L et leurs ze´ros: de nombreux
phe´nome`nes nouveaux et anciens rencontre´s en the´orie analytique des fonctions L ainsi
que de nombreuses conjectures faites dans le passe´ trouvent une explication simple dans ce
mode`le (par exemple les re´sultats de Selberg sur la re´partitiontion gaussienne des valeurs
de log |ζ(1/2 + it)|/√log log t cf. [Ti, KSn1]); d’autre part, on n’ a pas encore trouve´ de
fait qui le remette en cause (la question de trouver les limites du mode`le motive une grande
partie du travail effectue´ dans ce domaine). Sur le plan me´thodologique le mode`le met
au premier plan l’e´tude analytique des fonctions L en familles plutoˆt qu’individuellement
(rappelons que la preuve par Deligne des conjectures de Weil, il y a trente ans, utilisait
de´ja` de fac¸on cruciale la notion de famille de fonctions L [De1]) ; enfin il fournit pour le
futur, des conjectures tre`s fines sur les fonctions L, par exemple sur la question de leur
annulation aux points critiques.
Le mode`le des matrices ale´atoires a suscite´ un certain nombre d’applications frappantes
et nous terminons cette introduction par trois exemples: le premier exemple est dans
l’esprit du The´ore`me 0.1 et est duˆ a` Conrey et Iwaniec [CI2]
The´ore`me 0.2 (Conrey-Iwaniec). — Soient 0 < a < 5 et 0 < ∆ < 1/2. Il existe
T0 (de´pendant explicitement de a et ∆) tel que, pour tout T ≥ T0, il existe au moins
T/(log T )a paires de ze´ros distincts (ρ, ρ′) ve´rifiant |=m(ρ)| ≤ T et
0 < |=m(ρ− ρ′)| ≤ ∆ 2pi
log |ρ| .
Alors, pour tout caracte`re quadratique χ de conducteur D, la fonction L(s, χ) ne s’annule
pas sur le segment [1− 1/(logD)b, 1] avec une constante b explicite qui ne de´pend que de
a.
887-04
Ce the´ore`me dit que s’il existe suffisamment de paires de ze´ros de ξ distincts et dont
l’e´cart est strictement infe´rieur a` la moitie´ de l’e´cart moyen, alors les caracte`res quadra-
tiques n’ont (essentiellement) pas de ze´ro de Siegel. Il va sans dire que la conjecture
de Montgomery sur la corre´lation des paires implique que l’hypothe`se principale de cet
e´nonce´ est vraie (et de loin). Notons que ce crite`re est analogue a` un autre crite`re duˆ a`
Iwaniec et Sarnak [IS1]:
The´ore`me 0.3 (Iwaniec-Sarnak). — Supposons qu’il existe ∆ > 1/4 et A ≥ 0 tel que
pour tout q assez grand (de´pendant explicitement de ∆ et de A), la proportion des formes
modulaires de poids 2 et de niveau q telles que L(f, 1/2) ≥ (log q)−A, est supe´rieure a` ∆.
Alors, pour tout caracte`re primitif χ de conducteur D la fonction L(s, χ) ne s’annule pas
sur le segment [1− 1/(logD)A+2, 1].
Le deuxie`me exemple peut-eˆtre plus frappant encore (parce qu’il touche a` l’Hypothe`se
de Riemann Ge´ne´ralise´e) est le suivant : on conside`re l’hypothe`se
Hypothe`se S.—Il existe des constantes A ≥ 0 et 1/2 ≤ α < 3/4 telles que, pour tous x,
c ≥ 1, et a entier premier avec c on a la majoration∑
p≤x
p≡a(modc)
e(
2
√
p
c
) cAxα
ou` la somme porte sur les nombres premiers et la constante implique´e est absolue.
The´ore`me 0.4 (Iwaniec-Luo-Sarnak, [ILS]). — Supposons l’hypothe`se S ve´rifie´e pour un
certain A et une constante 1/2 ≤ α < 3/4. Il existe k0 qui de´pend explicitement de α,A
tel que
• si les ze´ros de toutes les fonctions L(f, s) des formes modulaires holomorphes de
niveau 1 et de poids k ≥ k0 sont situe´s sur l’axe re´el ou sur la droite critique
<es = 1/2,
alors ces ze´ros sont tous de partie re´elle infe´rieure a`
1− 3− 4α
11 + 4A
< 1(!).
Ces trois e´nonce´s relient entre elles des proprie´te´s de ze´ros de fonction L qui sont
de nature diffe´rentes: les deux premiers connectent l’existence d’un ze´ro de Landau-
Siegel pour les fonctions des caracte`res quadratiques a` la re´partition des ze´ros de ζ o`u
a` la non-annulation de fonctions L de formes modulaires au point critique. Pour le
troisie`me e´nonce´, on peut montrer que l’hypothe`se S peut eˆtre convertie en une conjecture
sur la bonne re´partition modulo 1 des parties imaginaires des ze´ros des fonctions L de
caracte`res de Dirichlet (il faut noter que malheureusement l’hypothe`se de Riemann pour
ces fonctions L n’implique l’hypothe`se S que pour α = 3/4) or cette hypothe`se implique
une quasi-hypothe`se de Riemann pour des fonctions L de degre´ 2. La condition demande´e
sur localisation des ze´ros des fonctions L(f, s) des formes modulaires peut paraˆıtre tre`s
887-05
(trop ?) forte, mais les auteurs ont annonce´ que cette condition peut eˆtre supprime´e en
remplac¸ant l’hypothe`se S par une autre plus e´labore´e mais qui ne de´pend encore que des
fonctions L de caracte`res de Dirichlet.
Notre troisie`me exemple est du a` Conrey et Soundararajan, et est comple`tement incon-
ditionnel
The´ore`me 0.5 (Conrey-Soundararajan). — Il existe une infinite´ de caracte`res de Diri-
chlet quadratiques primitifs χ dont la fonction L, L(χ, s) =
∑
n χ(n)n
−s ne s’annule
pas sur le segment critique [0, 1]. Plus pre´cisement si on de´signe par FD l’ensemble des
caracte`res de Dirichlet primitifs re´els de conducteur ≤ D, et F∗D ceux dont la fonction L
ne s’annule pas sur [0, 1], on a
lim inf
D→+∞
|F∗D|
|FD| ≥ 0.20.
Il semble que ce soit la premie`re fois qu’on montre l’existence d’une infinite´ de fonctions
L n’ayant aucun ze´ro re´el (en dehors des ze´ros triviaux). Un point remarquable de ce
re´sultat est qu’il est inspire´ directement par le mode`le des matrices ale´atoires : le mode`le
explique pourquoi la me´thode utilise´e avait des chances de fonctionner pour la famille des
caracte`res quadratiques, pourquoi elle ne fonctionnera pas pour certaines familles (par
exemple pour la famille des caracte`res complexes) et pre´dit a` quelles autres familles leur
me´thode est susceptible de s’appliquer.
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et d’explications de la part de B. Conrey, K. Soundararajan et surtout de P. Sarnak qui
m’a prodigue´ de nombreuses re´fe´rences et commentaires, notamment sur ses travaux en
cours. Je remercie bien amicalement toutes ces personnes ainsi que Re´gis de la Brete`che
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1. CERTAINS ENSEMBLES DE MATRICES ALEATOIRES
La the´orie des matrices ale´atoires remonte aux travaux de Wigner en physique nucle´aire
: il sugge´rait de mode´liser les lignes de re´sonnance d’un noyau lourd par les valeurs pro-
pres d’une matrice ale´atoire hermitienne (ou re´elle syme´trique) de grand rang. C’est un
domaine extreˆmement de´veloppe´ de la physique mathe´matique dont une re´fe´rence clas-
sique est le livre de Mehta [Me]. Rappelons les principes de base de la the´orie : on se
donne une suite d’espaces de matrices G(N) ⊂ GLN(C), N ≥ 1, chacun e´tant muni d’une
mesure de probabilite´ dA, et on conside`re une suite A → VN(A) de variables ale´atoires
(qui peuvent prendre leurs valeurs dans un espace de distributions). La question prin-
cipale de la the´orie est l’e´tude du comportement limite quand N → +∞ de l’espe´rance
E(VN) =
∫
G(N)
VN(A)dA. La motivation principale de l’introduction de ces matrices
est de fournir des mode`les probabilistes pour des espaces vectoriels de dimension infinie
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posse´dant certaines symme´tries (et en particulier des syste`mes physiques complexes).
Les ensembles de matrices ale´atoires conside´re´s originellement par Wigner sont les en-
semble dit GUE (resp. GOE) forme´s par les espaces des matrices inversibles, N × N ,
hermitiennes (resp. syme´triques re´elles) munis de la mesure de probabilite´ Gaussienne
dA = cNe
−βNtr(A2)dx(A) ou` dx(A) de´signe la mesure de Lebesgue sur l’espace vectoriel
re´el des matrices hermitiennes (resp. syme´triques) et β = 1 (resp. 2). Incidemment on
peut noter que ces espaces sont les re´alisations matricielles des espaces syme´triques non-
compacts GLN(C)/U(N) (resp. GLN(R)/O(N)) via les identifications B → A := BBt.
D’autres espaces compacts de matrices ont ensuite e´te´ introduits pour mode´liser d’autres
proble`mes de la physique mathe´matique [Zi]. Ces espaces sont les re´alisations matricielles
des onze espaces syme´triques classiques, compacts et irre´ductibles dans la classification
de Cartan [He]. Parmi ceux-ci, les seuls espaces qui apparaissent (jusqu’a` pre´sent) dans
la distribution des ze´ros des fonctions L sont les quatre types d’espaces compacts de type
II ([He] Chap. X ):
• le type unitaire G = U , G(N) = U(N) le groupe des matrices unitaires.
• le type symplectique G = Sp, G(N) = USp(2N) le groupe des matrices symplec-
tiques unitaires
• le type (non-irre´ductible) orthogonal G = O, G(N) = O(N) forme´ des matrices
orthogonales qui se scinde en deux sous types correspondant aux deux composantes
irre´ductibles de O(N)
– le type orthogonal pair G = SO+, G(N) = SO(2N), le groupe des matrices
orthogonales de rang pair.
– le type orthogonal impair G = SO−, G(N) = SO(2N +1), le groupe des ma-
trices orthogonales de rang impair (en particulier 1 est valeur propre triviale).
Chacun de ces groupes est e´quipe´ de sa mesure de Haar.
1.1. Distributions associe´es aux valeurs propres
Pour G(N) l’un des groupes pre´ce´dents, on associe a` A ∈ G(N) diverses statistiques
portant sur ses valeurs propres. On note {e(θ1), . . . , e(θN)} l’ensemble des valeurs propres
de A a` symme´tries e´videntes pre`s : pour G = Sp, SO+, SO−, l’ensemble des valeurs
propres est de la forme
{e(θ1), . . . , e(θN), e(θ1 + 1/2), . . . , e(θN + 1/2)}
et
{1, e(θ1), . . . , e(θN), e(θ1 + 1/2), . . . , e(θN + 1/2)},
et on ordonne ces valeurs propres par leur argument :
0 ≤ θ1 ≤ · · · ≤ θN ≤ 1 (ou ≤ 1/2 si G(N) = USp(2N) ou SO(N)).
887-07
On souhaite e´tudier la re´partition des valeurs propres des matrices de G(N) localement
dans des intervalles de longueur≈ 1/N , aussi on renormalise les θi en posant θˆi := Nσ θi avec
σ = 1 (resp. σ = 1/2) si G(N) = U(N), O(N) (resp. G = USp(N), SO(2N), SO(2N +
1)) (de sorte que l’e´cart θˆi+1− θˆi vaut 1 en moyenne). On associe alors a` chaque matrice A
diverses statistiques construites a` partir des θˆi, et on forme leurs espe´rances en moyennant
sur le groupe tout entier, on construit ainsi :
• La distribution de re´partition d’ordre k de´finie pour toute fonction φ sur Rk
syme´trique et a` de´croissance rapide :
(2) Wk(A, φ) :=
∑
(i1,...,ik), ij≤N
ij 6=ij′
φ(θˆi1 , . . . , θˆik), et Wk(G(N), φ) :=
∫
G(N)
Wk(A, φ)dA
• Pour k = 1, une variante plus syme´trique de cette distribution nous sera utile :
pour A ∈ U(N ′) on note {e(θ′1), . . . , e(θ′N ′)} l’ensemble des valeurs propres de A
avec θ′i ∈]− 1, 1] et on pose pour A ∈ G(N) ⊂ U(N ′) et φ syme´trique :
(3) W (A, φ) :=
∑
1≤i≤N ′
φ(θˆ′i), et W (G(N), φ) :=
∫
G(N)
W (A, φ)dA
Quand N est grand Wk(A) et W (A) de´crivent la re´partition des valeurs propres
de A dans un 1/N -voisinage du point 1.
• La mesure de re´partition de la k-ie`me valeur propre de´finie pour toute fonction
sur R≥0 a` de´croissance rapide :
(4) νk(A, φ) := φ(θˆk), et νk(G(N), φ) :=
∫
G(N)
φ(θˆk(A))dA
Quand N est grand, νk(A) de´crit la re´partition de la k-ie`me valeur propre dans
un 1/N -voisinage du point 1.
• La distribution de corre´lation d’ordre k de´finie pour toute fonction φ sur Rk,
syme´trique en toutes les variables, invariante par la translation de vecteurs u(1, . . . , 1),
u ∈ R (φ ne de´pend que des diffe´rences entre les variables) et a` de´croissance rapide
modulo R(1, . . . , 1) par
(5) Rk(A, φ) :=
k!
N
∑
1≤i1<···<ik≤N
φ(θˆi1 , . . . , θˆik), et Rk(G(N), φ) :=
∫
G(N)
Rk(A, φ)dA
Quand N est grand Rk(A) ”compte” le nombre de ”paquets” de k valeurs propres
concentre´es dans des petits intervalles de longueur ≈ 1/N du cercle.
• la mesure d’espacement d’indice k de´finie pour toute fonction φ continue sur R+
a` de´croissance rapide :
(6) µk(A, φ) :=
1
N − k
N−k∑
i=1
φ(θˆi+k − θˆi), et µk(G(N), φ) :=
∫
G(N)
µk(A, φ)dA
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Quand N est grand µk(A) ”compte” le nombre de suites de k valeurs propres
conse´cutives concentre´es dans des petits intervalles de longueur ≈ 1/N du cercle .
Dans [KSa], Katz et Sarnak e´tudient le comportement de ces distributions lorsque G(N)
de´crit l’une des familles de groupes compacts pre´ce´dentes et N → +∞ :
The´ore`me 1.1. — Pour G = U, Sp,O, SO+, SO− l’une des familles de groupes com-
pacts ci-dessus, quand N → +∞, les distributions W (G(N)), Wk(G(N)), νk(G(N)),
Rk(G(N)), µk(G(N)), convergent faiblement vers des distributions limites W (G), Wk(G),
νk(G), Rk(G), µk(G), et les quatre dernie`res ont des densite´s continues par rapport a` la
mesure de Lebesgue (de plus µk(G) et νk(G) sont encore des mesures de probabilite´) : pour
toute fonction test φ de l’espace approprie´ on a
lim
N→+∞
W (G(N), φ) =W (G, φ) =
∫
R
φ(x)W (G)(x)dx.
lim
N→+∞
Wk(G(N), φ) =Wk(G, φ) =
∫
Rk≥0
φ(x)Wk(G)(x)dx
lim
N→+∞
νk(G(N), φ) = νk(G, φ) =
∫
R≥0
φ(x)νk(G)(x)dx,
lim
N→+∞
Rk(G(N), φ) =
∫
Rk−1
φ(x,−
k−1∑
i=1
xi)Rk(G,x)dx
lim
N→+∞
µk(G(N), φ) = µk(G, φ) =
∫
R≥0
φ(x)µk(G)(x)dx
de plus on a une ”loi des grand nombres” avec une estimation explicite de la vitesse de
convergence : pour tout ε > 0
(7)
∫
G(N)
sup
f, |f |≤1
|D(A, φ)−D(G, φ)|dAε N ε−1/6, D = µk, νk
ou` le supremum est pris sur les fonctions continues a` de´croissance rapide et borne´es par
1.
On peut calculer assez explicitement les densite´s de ces distributions. En particulier
on trouve que les distributions d’espacement µk(G) et Rk(G) sont e´gales entre elles et a`
celles trouve´es pour les ensembles GUE et GOE ([KSa] Theorem 1.2.1) ; ainsi la densite´
de Rk(G) en x ∈ Rk−1 vaut (voir (10))
Rk(G)(x) = Rk(U)(x) =Wk(U)((x,−
∑
i
xi)) et R2(G)(x) = 1− (sin(2pix)
2pix
)2.
En revanche, les distributions de´crivant la re´partition des valeurs propres au voisinage
de 1, νk(G), Wk(G), W (G) ne sont pas universelles et de´pendent de G : pour νk(G) et
Wk(G) on trouve trois limites possibles :
• le cas unitaire : νk(U) =: νk, Wk(U) =: Wk ,
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• le cas orthogonal pair : νk(SO+) =: νk,+, Wk(SO+) =: Wk,+,
• le cas symplectique et le cas orthogonal impair donnent les meˆmes distributions
νk(Sp) = νk(SO
−) =: νk,−, Wk(Sp) =Wk(SO−) =: νk,−.
Cette dernie`re e´galite´ signifie que les valeurs propres d’une matrice unitaire symplectique
ge´ne´rique et de grand rang et les valeurs propres non-triviales d’une matrice orthogonale
de de´terminant 1, ge´ne´rique et de grand rang impair ont la meˆme re´partition au voisinage
de 1.
Enfin les distributions W (G) sont distinctes pour tous les G et on a
W (U, φ) =
1
2
(W1(φ) +W1(φ(−x)),
W (SO+, φ) =
1
2
(W1,+(φ) +W1,+(φ(−x)),
(8) W (Sp, φ) =
1
2
(W1,−(φ) +W1,−(φ(−x)),
W (SO−, φ) = φ(0) +
1
2
(W1,−(φ) +W1,−(φ(−x)),
W (O, φ) =
1
2
(W (SO+, φ) +W (SO−, φ)).
1.2. Formules pour les densite´s
Les densite´s limites des distributions pre´ce´dentes sont calcule´es dans [KSa] en ge´ne´ralisant
aux autres groupes compacts la me´thode des polynoˆmes orthogonaux de Gaudin et les
me´thodes de Mehta. Le point de de´part est la formule d’inte´gration de Weyl qui ex-
prime l’inte´grale d’une fonction centrale de G(N) comme une inte´grale explicite sur le
tore maximal de G(N).
On de´crit ici certains de ces calculs pour les groupes unitaires, les autres sont assez
similaires. Soit φ(A) = φ(θ1, . . . , θN). La formule d’inte´gration de Weyl fournit
(9)
∫
U(N)
φ(A)dA =
1
N !
∫
[0,1[N
φ(θ1, . . . , θN)
∏
i<j
|e(θi)− e(θj)|2dθ1 . . . dθN .
On reconnait dans le produit
∏
i<j |e(θi) − e(θj)|2 le carre´ du module d’un de´terminant
de Vandermonde; c’est aussi le de´terminant detN×N KN(θi − θj) ou` KN(θ) est le noyau
KN(θ) =
N−1∑
j=0
e(jθ) = e((N − 1)θ/2)sin piNθ
sin piθ
.
Pour T une inde´termine´e et s ≥ 0 on prend pour fonction φ(A) le polynoˆme Ps(A, T ) =∏N
i=1(1 + Tχ[0,s](Nθi)) ou` χ[0,s] est la fonction caracte´ristique de l’intervalle [0, s]. D’une
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part, on a
Ps(U(N), T ) =
∫
U(N)
φ(A)dA =
∑
k≥0
Wk(U(N), χ[0,s])T
k =
∑
k≥0
(1 + T )kE(k, U(N), s)
ou` E(k, U(N), s) =
∫
U(N)
χ[0,s](Nθk(A))dA = νk(U(N), χ[0,s]) est la mesure de l’ensemble
des matrices tel que l’angle de la k-ie`me valeur propre est dans [0, s/N ]. D’autre part, la
formule d’inte´gration de Weyl (9) et la me´thode des polynoˆmes orthogonaux de Gaudin
([KSa] Key Lemma 5.1.3, et theorem 6.3.5, 6.3.6) permet de montrer que Ps(U(N), T )
est le de´terminant de Fredholm de l’ope´rateur inte´gral (de rang fini e´gal a` N) de noyau
KN(θ, θ
′) sur L2([0, s/N ], dθ). C’est aussi par le changement de variable x = Nθ, le
de´terminant de Fredholm de l’ope´rateur inte´gral de noyau 1
N
KN(x/N, y/N)χ[0,s](y) sur
L2([0, s], dx). Quand N → +∞, on a
lim
N→+∞
1
N
KN(x/N, y/N)χ[0,s](y) = Ks(x, y) := e((x− y)/2)sin(pi(x− y))
pi(x− y) χ[0,s](y)
uniforme´ment et les coefficients de Ps(U(N), T ) convergent vers ceux du de´terminant
de Fredholm Ps(U, T ) = det(1 + TKs|L2([0, s], dx)). On en de´duit la convergence des
distributions Wk(U(N)) et νk(U(N)) vers des limites Wk(U) et νk(U). On voit ainsi que
la densite´ de Wk(U) en x ∈ Rk vaut
(10) Wk(U)(x) =
1
k!
det
k×k
(K(xi − xj))1≤i,j≤k, K(x− y) = sin(pi(x− y))
pi(x− y) .
Enfin, notant 1 ≥ λ0(s) ≥ λ1(s) ≥ . . . les valeurs propres de Ks, on a
λj(s)f(y) =
∫ s
0
f(x)Ks(x, y)dx.
L’e´galite´
det(1 + TKs|L2([0, s], dx)) =
∏
j≥0
(1 + Tλj(s))
permet de calculer les densite´s νk(U)(x) et de tracer leur graphe, par exemple
ν1(U)(x) = − d
dx
∏
j≥0
(1− λj(x)).
Des calculs similaires sont faits pour les autres groupes dans [KSa].
On obtient par exemple pour k = 1 et φ borne´e mesurable a` de´croissance rapide sur
R (cf. (8))
W (U, φ) =
∫
R
φ(x)dx =
∫
R
φˆ(x)δ0(x)dx,
(11) W (SO+, φ)) =
∫
R
φ(x)(1 +
sin(2pix)
2pix
)dx =
∫
R
φˆ(x)(δ0(x) + χ[−1,1](x))dx,
W (Sp, φ) =
∫
R
φ(x)(1− sin(2pix)
2pix
)dx =
∫
R
φˆ(x)(δ0(x)− χ[−1,1](x))dx,
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W (SO−, φ) = φ(0) +
∫
R
φ(x)(1− sin(2pix)
2pix
)dx =
∫
R
φˆ(x)(1 + δ0(x)− χ[−1,1](x))dx.
W (O, φ) =
φ(0)
2
+
∫
R
φ(x)dx =
∫
R
φˆ(x)(
1
2
+ δ0(x))dx.
D’autre part les de´veloppements de Taylor en 0 des densite´s ν1 sont
(12) ν1(x) = 1− pi
2
9
s3 +O(s5), ν1,+(x) = 2− 2pi
2
3
s2 +O(s4), ν1,−(x) =
2pi2
3
s2 +O(s4)
Remarque 1.2. — l’annulation a` l’ordre 2 du dernier de´veloppement montre que le
point ”critique” 1 tend a` ”repousser” (quadratiquement) les valeurs propres (non tri-
viales) des matrices orthogonales impaires ou symplectiques. Comme on le verra c’est ce
phe´nome`ne de re´pulsion dans le cas symplectique qui est a` la base du the´ore`me de Conrey–
Soundararajan. Dans le cas unitaire ou orthogonal pair, un tel phe´nome`ne n’existe pas
et les matrices de ce type peuvent avoir des valeurs propres tre`s proches de 1 ; de plus
les matrices orthogonales paires tendent a` avoir (deux fois) ”plus” de ze´ros au voisinage
de 1 que les matrices unitaires.
1.3. Les Moments du polynoˆme caracte´ristique d’une matrice ale´atoire
Motive´s par les conjectures de Conrey et Ghosh ([CG]) sur les moments de la fonction ζ
de Riemann (voir ci-dessous), Keating et Snaith [KSn1, KSn2] ont e´tudie´ le comportement
quand N → +∞ d’une autre variable ale´atoire de G(N) : la valeur au point critique 1 de
son polynoˆme caracte´ristique; plus pre´cise´ment ils ont calcule´ les ”moments”, pour k ∈ C
M(G(N), s) :=
∫
G(N)
| det(I − A)|kdA
(paralle`lement, Brezin et Hikami [BH] ont e´tudie´ ces moments pour d’autres ensembles
(non-compacts) dont les ensembles GUE et GOE), le re´sultat de leur calcul est donne´
dans le
The´ore`me 1.3. — Soit k ∈ C fixe´. Lorsque N → +∞, on a les identite´s
M(U(N), k) =
N∏
j=1
Γ(j)Γ(j + k)
Γ(j + k)2
= gU(k)N
(k/2)2(1 + ok(1)),
M(USp(2N), k) = 22Nk
N∏
j=1
Γ(N + j + 1)Γ(j + k + 1/2)
Γ(j + 1/2)Γ(N + j + k + 1)
= gSp(k)N
k(k+1)/2(1 + ok(1)),
M(SO(2N), k) = 22Nk
N∏
j=1
Γ(N + j − 1)Γ(j + k − 1/2)
Γ(j − 1/2)Γ(N + j + k − 1) = gSO+(k)N
k(k−1)/2(1 + ok(1)),
avec
(13) γU(k) = (k/2)
2, γSp(k) = k(k + 1)/2, γSO+(k) = k(k − 1)/2
gU(k) =
G(1 + k/2)2
G(1 + k)
,
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gSp(k) = 2
k2/2 G(1 + k)
√
Γ(1 + k)√
G(1 + 2k)Γ(1 + 2k)
,
gSO+(k) = 2
k2/2G(1 + k)
√
Γ(1 + 2k)√
G(1 + 2k)Γ(1 + k)
,
ou` G( . ) est la fonction G de Barnes [EMOT] de´finie par
G(1 + z) = (2pi)z/2e−[(1+γ)z
2+z]/2
∞∏
n=1
[(1 + z/n)ne−z+z
2/(2n)]
elle ve´rifie G(1) = 1 et G(z + 1) = G(z)Γ(z). En particulier si k ≥ 1 est un entier,
gU(2k), gSp(k), gSO+(k) sont des rationnels positifs,
gU(2k) =
k∏
j=0
j!
(k + j)!
, gSp(k) =
( k∏
j=1
(2j − 1)!!)−1, gSO+(k) = 2k(k−1∏
j=1
(2j − 1)!!)−1.
Remarque 1.4. — On a e´videmment M(SO(2N +1), k) = 0. Dans ce cas, il est naturel
de calculer les moments de la de´rive´e en 1 du polynoˆme caracte´ristique, on trouve
M ′(SO(2N + 1), k) =
∫
SO(2N+1)
| d
dT
det(T − A)|T=1|kdA = 1
2
M(SO(2N), k + 1).
De meˆme on trouve que
M(O−(2N + 1), k) =
∫
SO(2N+1)
| det(I + A)|kdA = 2kM(USp(2N), k − 1).
On pourra se reporter a` [KSn1, KSn2] pour la preuve de ces e´nonce´s. Disons simplement
que le calcul utilise a` nouveau la forme explicite des formules d’inte´gration de Weyl et
l’e´valuation exacte des inte´grales de Selberg dont une version est l’identite´∫ 1
−1
. . .
∫ 1
−1
∏
1≤i<j≤N
|xi − xj|2γ
∏
j
(1− xj)α−1(1 + xj)β−1dx1 . . . dxN
= 2γN(N−1)+N(α+β−1)
N−1∏
j=0
Γ(1 + γ + jγ)Γ(α+ jγ)Γ(β + jγ)
Γ(1 + γ)Γ(α+ β + γ(N + j − 1))
pour
<eα > 0, <eβ > 0, <eγ > −min
( 1
N
,
<eα
N − 1 ,
<eβ
N − 1
)
.
2. FAMILLES DE FONCTIONS L SUR LES CORPS FINIS
Le cas ou` le lien entre les ze´ros des matrices ale´atoires et ceux des fonction L est
particulie`rement transparent est celui des familles de fonctions L sur un corps fini Fq.
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L’exemple le plus simple est celui des courbes : soit C/Fq une courbe projective lisse
de´finie sur Fq, sa fonction L est la se´rie formelle en q−s de´finie par
L(C, s) = exp
(∑
n
|C(Fqn)|
n
q−ns
)
= P (C, s)/(1− q−s)(1− q1−s)
et l’on sait que P (C, s) est un polynoˆme unitaire en q−s de degre´ 2g a` coefficients entiers qui
ve´rifie l’e´quation fonctionnelle qg(1−s)P (C, 1− s) = qgsP (C, s). D’apre`s Weil (l’hypothe`se
de Riemann pour L(C, s)), les ze´ros de P (C, s) sont sur la droite <es = 1/2 (et sont
re´partis syme´triquement sur cette droite). On note 0 ≤ 2piθ1
log q
≤ · · · ≤ 2piθg
log q
≤ pi
log q
, les
parties imaginaires des g ”premiers” ze´ros de P (C, s). En posant θˆi = 2gθi, on de´finit de
manie`re analogue aux e´quations (2),. . . ,(6) et apre`s des distributions µk(C, φ), Rk(C, φ),
νk(C, φ), Wk(C, φ). On note alorsMg(Fq) l’ensemble des classes de Fq isomorphismes de
courbes de genre g de´finies sur Fq, c’est un ensemble fini de cardinal q3g−3(1 +Og(q−1/2))
([KSa] 10.6.9–26). Katz et Sarnak conside`rent alors la famille {L(C, s)}C∈Mg(Fq), et les
distributions obtenues par moyenne sur Mg(Fq) (pour D = µk, Rk, νk,Wk) :
D(Mg(Fq), φ) = 1|Mg(Fq)|
∑
C∈Mg(Fq)
D(C, φ)
The´ore`me 2.1 ([KSa] 12.2). — Pour D = µk, Rk, νk,Wk on a
lim
g→+∞
lim
q→+∞
D(Mg(Fq), φ) = D(Sp, φ)
ou` q de´crit l’ensemble de toutes les puissances des nombres premiers. De plus pour D =
µk, νk on a une loi des grands nombres : pour tout ε > 0
lim
q→+∞
1
|Mg(Fq)|
∑
C∈Mg(Fq)
sup
|f |≤1
|D(C, φ)−D(Sp, φ)| ε gε−1/6.
Remarque 2.2. — Ce the´ore`me dit donc que les ze´ros de la fonction L d’une courbe
”ge´ne´rique” (au sens de la mesure) de grand rang se re´partissent au voisinage de 1 comme
les ze´ros d’une matrice unitaire symplectique de grand rang. On peut e´galement remarquer
que la caracte´ristique des corps finis n’est pas fixe´e.
2.1. Familles de fonctions L sur les corps finis et Q`-faisceaux
Ce re´sultat est un cas particulier d’un principe beaucoup plus ge´ne´ral qui combine le
The´ore`me 1.1, avec le the´ore`me d’e´quidistribution de Deligne pour les classes de conju-
gaisons de Frobenius des Q-faisceaux (The´ore`me 2.3). Soient k un corps fini et S un
sche´ma sur k lisse et ge´ome´triquement connexe ; soient η le point ge´ome´trique ge´ne´rique
et pi := pi1(S, η) le groupe fondamental de S. On note e´galement pi
geom = pi1(S ⊗k k, η) le
groupe fondamental ge´ome´trique. On rappelle e´galement que tout point ferme´ x ∈ S(k′)
(k′ une extension finie de k) de´fini dans pi, une classe de conjugaison de Frobenius qu’on
note Frobx.
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Reste a` de´finir la notion de famille de fonctions L dans ce contexte: elle provient de
celle des Q`-faisceaux. Soient ` 6= car(k) un premier, et Q` ⊂ C une clotuˆre alge´brique
de Q` plonge´e contenue dans C. Un Q`-faisceau F de rang N ′ ≥ 1 est par de´finition une
repre´sentation continue ρ de pi dans un Q`-vectoriel de dimension N ′ note´ Fη. On note
Garith (resp. Ggeom) la clotuˆre de Zariski de l’image ρ(pi) (resp. ρ(pigeom)) dans GL(Fη)⊗Q`
C ' GLN ′(C), c’est le groupe de monodromie arithme´tique (resp. ge´ome´trique). F est
dit pur de poids 0 si pour tout point ferme´ x, les valeurs propres de ρ(Frobx) sont de
module 1. Un re´sultat fondamental de [De2] est que si F est pur de poids ze´ro (ce que
nous supposerons dans toute la suite), le groupe Ggeom est semi-simple. La famille des
fonctions L que nous conside´rons est celle des polynoˆmes caracte´ristiques des Frobenius
ρ(Frobx) quand x parcours l’ensemble des points ferme´s de S et plus pre´cise´ment on
conside`re les familles indexe´es par les extension finies de k
{L(x, s) := det(I − |k′|−sFrobx|Fη)}x∈S(k′).
A` ce stade on fait deux hypothe`ses supple´mentaires:
• On a e´galite´ des groupes de monodromie ge´ome´trique et arithme´tique Garith =
Ggeom. Cette hypothe`se (et le fait que F est pur de poids 0) implique que pour
tout point ferme´ x, ρ(Frobx) de´finit une unique K-classe de conjugaison dans K.
Le the´ore`me d’e´quidistribution de Deligne est que ses classes de conjugaisons sont
e´quire´parties relativement a` la mesure de Sato-Tate :
The´ore`me 2.3. — (Deligne, [De2]) Pour toute fonction Φ sur K, centrale et
continue, on a
lim
[k′:k]→+∞
1
|S(k′)|
∑
x∈S(k′)
Φ(ρ(Frobx)) =
∫
K
Φ(A)dA.
• Un compact maximal K de Ggeom(C) est isomorphe a` l’un des groupes U(N), USp(2N),
ou O(N). Pour tout point ferme´ x, on peut alors conside´rer les parties imaginaires
des r premiers ze´ros
0 ≤ 2piθ1(x)
log q
≤ · · · ≤ 2piθr(x)
log q
≤ 2pi
log q
,
et former les distributions µk(x, φ), Rk(x, φ), νk(x, φ),Wk(x, φ).
Puisque les distributions D(x, φ) proviennent de fonctions centrales sur K, on de´duit de
l’e´nonce´ pre´ce´dent la limite
lim
[k′:k]→+∞
1
|S(k′)|
∑
x∈S(k′)
D(x, φ) = D(G(N), φ),
et pour D = µk, νk, en utilisant (7) on obtient la majoration : pour tout ε > 0
(14) lim
[k′:k]→+∞
1
|S(k′)|
∑
x∈S(k′)
|D(x, φ)−D(G, φ)| ε N ε−1/6.
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Finalement si on dispose d’une suite FN de faisceaux lisses sur S purs de poids ze´ro et
ve´rifiant les hypothe`ses pre´ce´dentes on de´duit du The´ore`me 1.1
(15) lim
N→+∞
lim
[k′:k]→+∞
1
|S(k′)|
∑
x∈S(k′)
D(x, φ) = D(G, φ).
Preuve (du The´ore`me 2.1) — Pour obtenir le the´ore`me 2.1, on ne peut utiliser directe-
ment le formalisme pre´ce´dent carMg(k) ne correspond pas a` l’ensemble des points ferme´s
d’un sche´ma (le foncteur correspondant n’est pas repre´sentable) et pour contourner ce
proble`me Katz et Sarnak utilisent plutoˆt l’ensemble Mg,3K(k) qui parame´trise les paires
(C, α) de classes de k-isomorphismes de courbes munies d’un plongement tricanonique
qui correspond a` un foncteur repre´sentable. En faitMg,3K(k) est l’ensemble des k-points
d’un sche´ma lisse de´fini sur Spec(Z) et a` fibres ge´ome´triquement connexes; on peut alors
former a` partir de la courbe universelle (C, α) → Mg,3K un Q`-faisceau Fg de rang 2g,
pur de poids 0, tel que pour tout point x = (C, α) on ait
L(x, s) = L(C, s+ 1/2).
De plus pour ce faisceau on a Ggeom = Garith = Sp(C) et on en de´duit (14) et (15).
Enfin pour passer de Mg,3K(k) a` Mg(k) on note que la fle`che ensembliste d’oubli des
structures (C, α) → C est a` fibres de cardinal constant GL5g−5(k) en dehors du sous-
ensemble constitue´ des courbes C ayant des automorphismes non-triviaux. On ache`ve la
preuve en constatant que ce sous-ensemble est ne´gligeable quand |k| devient grand.
D’autre part l’uniformite´ suivant la caracte´ristique dans l’e´nonce´ du The´ore`me 2.1
provient du fait que Mg,3K et Fg sont de´finis sur Z[1/`] et qu’on dispose d’une version
uniforme du The´ore`me d’e´quidistribution de Deligne.
On renvoie a` [KSa] Chap. 9 et 10 pour plus de de´tails et d’autres exemples de fais-
ceaux qui re´alisent les autres lois, par exemple le faisceau de Kloosterman Klr associe´
aux sommes de Kloosterman en r variables ve´rifie les hypothe`ses H.1 et H.2 : si la ca-
racte´ristique du corps n’est pas 2, Ggeom(Klr) vaut Spr ou SLr suivant que r est pair ou
non et les lois obtenues sont celles de Sp ou de U ; en caracte´ristique 2, Ggeom(Klr) vaut
SOr et les lois rencontre´es sont celles de SO
+ ou SO− suivant la parite´ de r (voir [Ka]
pour une e´tude de´taille´e des faisceaux de Kloosterman).
Le point important a` retenir de cette section est que la distribution des ze´ros des familles
alge´briques de functions L sur les corps finis a une interpre´tation tre`s simple : les lois de
distributions sont donne´es par la nature du groupe de monodromie ge´ome´trique.
3. FAMILLES DE FONCTIONS L SUR LES CORPS DE NOMBRES
Dans cette section nous introduisons diverses familles (note´es F) de fonctions L at-
tache´es aux formes automorphes cuspidales de GLd(AQ). On rappelle que pour une nor-
malisation convenable ( si le caracte`re central est unitaire) une telle fonction L(f, s) est
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une se´rie de Dirichlet qui admet une factorisation en produit eule´rien de facteurs locaux
en chaque premier p
L(f, s) =
∑
n≥1
λf (n)
ns
=
∏
p
Lp(f, s).
Pour chaque premier p, Lp(f, s)
−1 est un polynoˆme en p−s de degre´ ≤ d (et de degre´ = d
a` un nombre fini de p pre`s) ; ce polynoˆme est de la forme
Lp(f, s)
−1 =
d∏
i=1
(1− αf,i(p)p−s)
ou` les αf,i(p) sont des complexes qu’on appelle les parame`tres locaux de f en p. Pour la
place a` l’infini, on a e´galement un facteur local de la forme
L∞(f, s) =
d∏
i=1
ΓR(s+ µf,i), avec ΓR(s) = pi
−s/2Γ(s/2) et <eµf,i > −1/2.
On sait alors [GoJ] que la fonction L comple`te Λ(f, s) = L∞(f, s)L(f, s) admet un pro-
longement holomorphe a` C (sauf si L(f, s) est la fonction ζ) et qu’elle ve´rifie une e´quation
fonctionnelle de la forme
(16) q
s/2
f Λ(f, s) = εfq
(1−s)/2
f Λ(f, 1− s)(= εfq(1−s)/2f Λ(f, 1− s))
ou` qf est un entier (appele´ le conducteur de f), f de´signe la contragre´diente de f et εf
est un nombre complexe de module 1, (le ”signe” de l’e´quation fonctionnelle). Par la
the´orie de Rankin-Selberg [JS, JPPS], on sait e´galement que le produit eule´rien L(f, s)
converge absolument pour <es > 1 et donc que Λ(f, s) a tous ces ze´ros dans la bande
critique 0 ≤ <es ≤ 1 (on sait meˆme que ces ine´galite´s sont strictes). Comme Λ(f, s) est
une fonction d’ordre 1, on a la factorisation en produit de Hadamard
(17) Λ(f, s) = Λ(f, 0) exp(
Λ′(f, 0)
Λ(f, 0)
s)
∏
ρ
(1− s
ρ
)es/ρ,
ou` ρ que l’on note ρ = 1/2 + iγ parcours l’ensemble des ze´ros de Λ(f, s) (|=mγ| < 1/2).
On a bien entendu l’ Hypothe`se de Riemann Ge´ne´ralise´e
Hypothe`se de Riemann Ge´ne´ralise´e (HRG).— Pour tout ρ, on a =mγ = 0.
Un outil fondamental pour l’e´tude des ze´ros de Λ(f, s) est la formule explicite de
Riemann-Weil. On la donne sous la forme ”localise´e” suivante [ILS] (4.11), (4.13) (dans
la formule (4.13) de [ILS] le 2piix devrait eˆtre piix) :
Proposition 3.1. — Soient Q > 1 et φ une fonction lisse sur R a` de´croissance rapide
dont la transforme´e de Fourier φˆ(y) = 1
2pi
∫
R φ(x)e
ixydy est a` support compact (en partic-
ulier φ se prolonge en une fonction lisse sur C), on a si L(f, s) 6= ζ(s)
(18)∑
ρ
φ(
γ
2pi
logQ) =
Af
logQ
−
∑
p
∑
ν≥1
1
pν/2 logQ
(
Λf (p
ν)φˆ(
ν log p
logQ
) + Λf (p
ν)φˆ(−ν log p
logQ
)
)
.
887-17
avec
(19) Af = φˆ(0) log qf + Af (∞),
Af (∞) =
∫
R
φ(x)
d∑
i=1
(Γ′R
ΓR
(µf,i +
1
2
+
2piix
logQ
) +
Γ′R
ΓR
(µf,i +
1
2
− 2piix
logQ
)dx,
et
Λf (p
ν) = log p
d∑
i=1
ανf,i(p)
qui est le pν-ie`me coefficient de la se´rie de Dirichlet −L′(f,s)
L(f,s)
= −∑p L′p(f,s)Lp(f,s) . Si L(f, s) =
ζ(s) on doit ajouter au membre de gauche le terme φ( 1
4pii
logQ) + φ(− 1
4pii
logQ).
Preuve.— On pose G(s) = φ((s− 1
2
) logQ
2pii
) et on conside`re l’inte´grale
1
2pii
∫
(2)
G(s)
Λ′(f, s)
Λ(f, s)
ds
ou` l’inte´gration est le long de la droite verticale <es = 2; on de´cale le contour d’integration
a` <es = −1 en passant des poˆles en s = ρ de re´sidu G(ρ) (et e´ventuellement en s = 0, 1
de re´sidue −G(0), −G(1)), on fait le changement de variable s → 1 − s et on utilise
l’e´quation fonctionnelle
−Λ
′(f, 1− s)
Λ(f, 1− s) = log qf +
Λ′(f, s)
Λ(f, s)
.
3.1. Distribution des ze´ros de grande hauteur
A propos de la distribution des ze´ros des fonctions L(f, s), on peut conside´rer deux
types de proble`mes.
Le premier consiste a` fixer f et a` e´tudier la distribution des ze´ros non triviaux ρ =
1/2+ iγ de L(f, s) de grande hauteur, par exemple tels que |γ| ≈ T pour T → +∞. Dans
ce cadre, e´tendant le re´sultat de Montgomery aux fonctions L(f, s), Rudnick et Sarnak
[RS] ont e´tablis un re´sultat tre`s ge´ne´ral sur la distribution des e´carts entre ces ze´ros :
tout d’abord si on note N(T, f) le nombre de ze´ros non triviaux de f de hauteur ≤ T , on
a quand T → +∞
N(f, T ) = |{ρ, L(f, ρ) = 0, |<ρ− 1/2| < 1/2, 0 ≤ =ρ ≤ T}| = d
2pi
T log T (1 + o(1)),
de sorte que l’e´cart moyen entre les parties imaginaires de deux ze´ros conse´cutif de cet
ensemble est ∼ 2pi/d log T . On peut former, a` l’aide des γ, des distributions analogues a`
celles contruites dans les sections pre´ce´dentes. Par exemple, fixons h une fonction sur R
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lisse et a` de´croissance rapide, on de´finit Rh2,f (T, φ) la distribution de corre´lation des paires
normalise´s
φ→ Rh2,f (T, φ) =
2pi
dT log T
∑
i6=j
h(
γi
T
)h(
γj
T
)φ(
m
2pi
log T (γi − γj))
pour toute fonction lisse φ et a` de´croissance rapide sur R.
Remarque 3.2. — On remarque que, meˆme si les γi ne sont pas re´els, cette somme est
bien de´finie par les prolongements a` C de h et φ obtenus par transforme´e de Fourier
inverse. L’introduction du facteur h(γi
T
)h(
γj
T
) est une manie`re lisse de localiser la somma-
tion sur les ze´ros de hauteur ≈ T . On peut de´finir de manie`re analogue des distributions
Rhk,f (T, φ), µ
h
k,f (T, φ),W
h
k,f (T, φ), ν
h
2,f (T, φ)
Le re´sultat suivant est un analogue ”lisse” du The´ore`me 0.1. Pour L(f, s), on remarque
que la premie`re partie de l’e´nonce´ n’utilise pas d’Hypothe`se de Riemann :
The´ore`me 3.3 (Rudnick-Sarnak [RS]). — Soit f une forme automorphe cuspidale sur
GLd(AQ) satisfaisant la condition technique
∀ν ≥ 2,
∑
ν≥2
∑
p
|Λf (pν)|2
pν
< +∞
(cette condition est ve´rifie´e pour d ≤ 3 et est une conse´quence faible de la conjecture de
Ramanujan-Petersson en ge´ne´ral). Soit h la transforme´e de Fourier d’une fonction lisse
a` support compact sur R. Alors pour toute fonction φ lisse sur R dont la transforme´e de
Fourier φˆ est a` support compact dans ]− 1/d, 1/d[, on a l’e´galite´
(20) lim
T→+∞
Rh2,f (T, φ) = ĥ
2(0)
∫
Rr
φ(x)r2(GUE)(x)dx
avec r2(GUE)(x) = 1−( sinpixpix )2. De plus si l’on admet HRG pour L(f, s) on peut remplacer
h par la fonction caracte´ristique de l’intervalle [0, 1].
En fait leur re´sultat est valable pour les distributions de corre´lation supe´rieuresRhk,f (T, φ)
avec une condition similaire sur le support de la transforme´e de Fourier de φ. Grossie`rement
la me´thode comporte une premie`re e´tape combinatoire qui dans le cas k = 2 revient sim-
plement a` e´valuer le membre de gauche sans la contrainte i 6= j, puis a` soustraire la
diagonale qui vaut essentiellement φ(0)ĥ2(0). Dans la double somme, on se´pare les vari-
ables dans le facteur φ( d
2pi
log T (γi − γj)) par transforme´e de Fourier, et on applique aux
deux sommes re´sultantes la formule explicite pour se ramener a` une double somme sur
les nombres premiers p, p′. On montre ensuite que sous la contrainte supp(fˆ) ⊂] − 1, 1[
seule la diagonale p = p′ fournit un terme principal provenant du poˆle en 1 de la de´rive´e
logarithmique L′(f × f, s)/L(f × f, s), de la convolution de Rankin-Selberg de f avec elle
meˆme.
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3.2. Distribution des ”petits” ze´ros dans les familles
Le proble`me dual du pre´ce´dent consiste a` e´tudier les ze´ros de L(f, s) au voisinage des
points critiques 3 quand on fait varier certains des parame`tres qf ou µf,i. Ici on se restreint
au cas ou` les µf,i sont re´els et≥ 0, il n’y a alors qu’un seul point critique 1/2 (voir [P] pour
l’e´tude des ze´ros des fonctions L de formes de Maass et de leur convolution de Rankin-
Selberg pour le cas de points critiques non-re´els). Dans ce cas on peut montrer sous HRG
que le nombre de ze´ros de L(f, s) a` distance ≤ 1 de 1/2 est
N(f, 1) =
log(qf
∏
i(1 + µf,i))
pi
(1 + o(1)),
quand Qf := qf
∏
i(1+µf,i)→ +∞ (on appellera Qf le conducteur analytique de L(f, s));
ainsi l’espacement moyen entre deux ze´ros est de l’ordre de 2pi/ log(Qf ). On souhaite
e´tudier la re´partition locale des ze´ros dans un 1/ logQf voisinage du point critique 1/2
et pour cela on peut former des distributions Rk,f ,Wk,f analogues a` celles construites
pre´ce´dement. La plus simple est la distribution de re´partition W que nous conside`rerons
dore´navant
W (f, φ) :=
∑
γf
φ(
logQf
2pi
γf )
pour φ lisse et dont la transforme´e de Fourier est a` support compact. Notons que pour
φ fixe´e la somme pre´ce´dente n’a essentiellement qu’un nombre borne´ de termes quand
Qf → +∞, on est donc conduit a` faire la moyenne de cette distribution sur une famille
F . Plus pre´cisement, on conside`rera des familles F = ⋃Q>0FQ qui sont re´unions de sous
familles FQ indexe´es par des Q > 0 telles que pour f ∈ FQ on a Qf ≈ Q. Un parame`tre
important des familles F conside´re´es est
κ := κ(F) = lim
Q→+∞
log |FQ|
logQ
,
il mesure la taille de FQ relativement au conducteur, et plus ce parame`tre est grand plus
le proble`me est facile.
On de´fini alors
W (FQ, φ) = 1|FQ|
∑
f∈FQ
WQ(f, φ)
ou` WQ(f, φ) est de´fini comme W (f, φ) en remplac¸ant Qf par Q. On e´tudie alors le
comportement de W (FQ, φ) quand Q→ +∞.
On donnera ci-dessous quelques exemples de familles conside´re´es, les re´sultats que l’on
obtient sont tous de la forme :
3Dans cet expose´, on appellera point critique l’intersection de <es = 1/2 avec les droites horizontales
portant les poˆles de L∞(f, s) =
∏d
i=1 ΓR(s+ µf,i) autrement dit
les droites =ms = −=mµf,i (i = 1, . . . , d).
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Enonce´ de Densite´.—Il existe une constante v > 0 telle que pour toute fonction φ
lisse a` de´croissance rapide et dont la transforme´e de Fourier est a` support compact dans
l’intervalle ]− v, v[, on a
(21) lim
Q→+∞
W (FQ, φ) =W (G, φ) =
∫
R
W (G)(x)φ(x)dx
ou` G repre´sente l’une des cinq familles U, Sp,O, SO+ ou SO−.
Un fait remarquable, qui montre la ne´cessite´ de conside´rer le point critique est que si
l’on conside`re la meˆme question en un point non critique, on ne trouve que la distribution
limite des groupes unitaire W (U).
Enfin on fait des conjectures de la forme
Hypothe`se de Densite´.— Le parame`tre v peut eˆtre pris arbitrairement grand.
Remarque 3.4. — Notons que pour l’e´nonce´ de densite´ pre´ce´dent la valeur v = 1 est cri-
tique. Pour le voir, on note que (par Parceval)
∫
RW (G)(x)φ(x)dx =
∫
R Ŵ (G)(x)φˆ(x)dx,
et pour G = Sp,O, SO+, SO−, Ŵ (G)(x) admet une singularite´ en x = ±1 (voir (11)).
Dans la pratique cette singularite´ se traduira par l’apparition d’un terme principal qui
n’e´tait pas pre´sent avant de franchir ce cap. D’autre part, on voit que pour G =
O,SO+, SO− les distributions W (G, φ) co¨ıncident pour les fonctions test φ dont la trans-
forme´e de Fourier a son support contenu dansl’intervalle ]− 1, 1[, ainsi pour pouvoir faire
la distinction parmi l’un des types orthogonaux on doit utiliser les transforme´es de Fourier
de support de´passant 1. Ainsi quand on parvient a` obtenir l’e´nonce´ type pour v > 1, on
dira alors que le type de syme´trie de F est U, Sp,O, SO+ ou SO− suivant le cas.
Bien entendu plus la valeur de v obtenue dans un e´nonce´ de densite´ ci-dessus est grande,
meilleur est le re´sultat; mais nn pratique la meilleure manie`re d’e´valuer la qualite´ d’un
tel e´nonce´ est de conside´rer plutoˆt le quotient v/κ.
Parmi les familles qui ont e´te´ e´tudie´es on trouve
• F±q la famille des caracte`res de Dirichlet primitifs de module q pairs (resp. impairs).
Pour χ un caracte`re, la fonction L(χ, s) =
∏
p(1− χ(p)p−s)−1 est de degre´ 1. De plus, on
a µχ = 0 ou 1 suivant la parite´ de χ. On prend Q = q et κ = 1. Sous HRG, on obtient la
formule (21) pour tout v < 2 avec G = U .
les autres exemples qui suivent sont associe´s a` des formes autoduales:
• F±D est l’ensemble des caracte`res primitifs quadratiques de module ≤ D pairs (resp.
impairs) : le signe de l’e´quation fonctionnelle est toujours 1 et on prend Q = D, et on a
κ = 1. Sous HGR, on obtient la formule (21) avec G = Sp pour tout v < 2 [OS].
L’ exemple suivant est l’un de ceux traite´s par Iwaniec, Luo et Sarnak dans [ILS]. Il
re´alise les autres types de syme´trie (O,SO+, SO−) conside´re´s dans cet expose´.
• Pour k ≥ 2 pair et q ≥ 1 on note Spk(q) l’ensemble des formes modulaires holomorphes
primitives pour le groupe Γ0(q) ⊂ SL2(Z). La fonction L d’une telle forme est de´finie a`
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partir de son de´veloppement de Fourier a` l’infini:
f(z) =
∑
n≥1
λf (n)n
k−1
2 e(nz), tel que L(f, s) =
∑
n≥1
λf (n)
ns
=
∏
p
(1− λf (p)
ps
+
εq(p)
p2s
)−1,
εq de´signant de caracte`re trivial modulo q. Les parame`tres a` l’infini sont µ1 = (k −
1)/2, µ2 = (k + 1)/2 et qf = q, ainsi Qf ≈ qk2. Le signe de l’e´quation fonctionnelle vaut
εf = i
kwf ou` wf est la valeur propre de l’involution d’Atkin–Lehner Wq =
(
0 −1
q 0
)
.
Pour tout q sans facteur carre´ etK ≥ 2, on note S±(K, q) l’ensemble des formes primitives
f de poids k ∈ [K, 2K[ et de niveau q telles que εf = ±1. Pour cette famille Q ≈ qK2
et on note Sp(K, q) la re´union des deux familles. On a |S±(K, q)| ≈ K2ϕ(q) de sorte que
κ ∼ 1
The´ore`me 3.5 ([ILS]). — On suppose l’hypothe`se HRG vrai pour les fonctions L(χ, s)
des caracte`res de Dirichlet, les fonctions L(f, s) et les fonctions L des carre´s syme´triques
L(sym2f, s), alors quand qK → +∞, q parcourant les entiers sans facteur carre´, on
a l’e´galite´ (21) avec v < 2 pour les familles Sp(K, q), S+(K, q) et S−(K, q) avec G =
O, SO+, SO− respectivement.
Remarque 3.6. — Certaines hypothe`ses de Riemann sont moins importantes que d’au-
tres : en utilisant la technique de´crite par exemple dans [KM1] Sect. 3., on peut supprimer
les HGR pour les L(f, s) et les L(sym2f, s) au prix d’une le´ge`re hypothe`se supple´mentaire
sur q :il existe ε > 0 tel que q n’a pas de facteur premier ≤ qε. Comme le remarquent les
auteurs de [ILS], l’HRG pour les fonctions L de caracte`res de Dirichlet est apparemment
ne´cessaire ”pour briser la parite´” ie. pour e´tablir le re´sultat pour les sous-familles S+(K, q)
et S−(K, q) avec v > 1 et ainsi se´parer les deux types de syme´trie. En revanche si l’on ne
conside`re que l’ensemble S∗(K, q) cette HGR peut eˆtre supprime´e au moins si q est fixe´.
Enfin pour v < 1 l’e´nonce´ pre´ce´dent est completement inconditionnel: il permet au moins
de distinguer les types orthogonaux des types unitaires et symplectiques.
E. Royer a e´tablit une variante du The´ore`me 3.5: il conside`re pour k fixe´ et q sans
facteurs carre´s et n’ayant pas de petits facteurs p remiers, la meˆme distribution W (F , φ)
restreinte aux sous-familles de Spk(q) dont on a impose´ pre´alablement les valeurs propres
des involutions d’Atkin–Lehner Wp pour tout p premier divisant q. Son re´sultat est que
sous les HRG faites dans le The´ore`me 3.5, l’e´nonce´ de densite´ est ve´rifie´ pour v = 2 avec
les types de syme´trie SO+ et SO− suivant le signe de l’e´quation fonctionnelle ikwf qui
est fixe dans chacune de ces sous-famille.
On peut aussi conside´rer des familles telles que κ < 1.
• De telles familles sont obtenues en prenant l’ensemble des formes modulaires primitives
Spk(q) avec k fixe´ et en associant a` f , L(sym
2f, s), la fonction L de son carre´ syme´trique
de f , ou bien L(f ⊗g, s), la fonction L de la convolution de Rankin-Selberg de f avec une
forme primitive autoduale fixe´e g de niveau premier a` q. Pour ces familles on a κ = 1/2.
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On obtient dans le premier cas le type de syme´trie Sp (cf [ILS] Thm. 1.4 et Remarks B
et C) dans le second soit Sp soit SO− suivant le signe de l’e´quation fonctionnelle (qui ne
de´pend que de q et de g).
• Un autre exemple de ce type a e´te´ conside´re´ re´cemment par Fouvry et Iwaniec [FI]
: soit K un corps quadratique imaginaire de discriminant −D, et soit FD = {ψ} la
famille des caracte`res du groupe des classes d’ide´aux de OK , les fonctions L de´finies par
L(ψ, s) =
∑
a⊂OK ψ(a) sont de degre´ 2 avec µ1 = 0, µ2 = 1 et qψ = D. Sous HRG, pour
les caracte`res de Dirichlet, les auteurs montrent l’e´galite´ (21) pour v = 1 et G = Sp; ils
montrent e´galement qu’elle est vraie pour presque tout D, pourvu que v < 4/3. Pour
cette famille log |FD| = log hK ∼ 1/2 logD et donc κ = 1/2.
Il n’est pas raisonnable d’essayer de de´crire avec pre´cision la preuve des re´sultats de
[ILS]. Ceci dit elle suit le sche´ma ge´ne´ral suivant:
— La premie`re e´tape consiste a` transformer les sommes sur les ze´ros W (f, φ) en somme
sur les nombres premiers graˆce aux formules explicites (18); intervertissant les sommations
on est ramene´ a` des moyennes de la forme
(22)
1
|FQ|
∑
f∈FQ
Λf (p
ν), pν ≤ Qv.
—On analyse les moyennes (22) a` l’aide une formule de ”traces”, propre a` chaque famille4,
qui en ge´ne´ral donne une expression plus ”accessible” de la moyenne
1
|FQ|
∑
f∈FQ
λf (n),
(d’autant plus ”acce´ssible” que n est petit): pour les caracte`res de Dirichlet les relations
d’orthogonalite´s jouent ce roˆle; pour les familles des formes modulaires on utilise la formule
des traces de Selberg ou la formule de Petersson (qui est en pratique plus e´fficace):
Proposition 3.7 (Formule de Petersson). — si Bk(q) est une base orthonorme´e de Sk(q)
on a
Γ(k − 1)
(4pi)k−1
∑
f∈B
λf (m)λf (n) = δm,n − 2piik
∑
c≥1
S(m,n; cq)
cq
Jk−1(
4pi
√
mn
cq
)
ou` δm,n est le symbole de Kronecker et,
S(m,n; c) =
∑
a mod c
(a,c)=1
e
(ma+ na
c
)
est la somme de Kloosterman, et Jk−1(x) est la fonction de Bessel d’ordre k − 1.
Quelques contorsions sont ne´cessaires pour passer d’une base orthonorme´e Bk(q) a`
l’ensemble des formes primitives Spk(q) (il s’agit d’e´liminer les formes anciennes ce qui
4pour les fonctions L sur les corps finis ce roˆle est joue´ par la formule des traces de Lefschetz qui est
implicite dans le The´ore`me d’e´quidistribution 2.3
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est fait dans [ILS] par des arguments de crible qui sont simplifie´s par le fait que q est
sans facteur carre´) ; appliquant la formule de Petersson, on trouve d’abord des termes
principaux faciles a` estimer (les termes dits diagonaux) qui fournissent une contribution
principale. Les termes non-diagonaux se rame`nent essentiellement a` des sommes de la
forme
T1 =
∑
k∈[K,2K[
∑
c
1
cq
∑
p
log p
p1/2 logR
φˆ(
log p
logR
)S(p, 1; cq)ikJk−1(
4pi
√
p
cq
)
et
T±2 = ±
∑
k∈[K,2K[
∑
c
1
cq
∑
p
log p
p1/2 logR
φˆ(
log p
logR
)
√
qS(pq, 1; cq)Jk−1(
4pi
√
pq
cq
)
(quand q vaut 1 ou est premier on obtient exactement ces termes a` des quantite´s ne´gligeable
pre`s; le cas plus ge´ne´ral ou` q est sans facteurs carre´s est traite´ dans [ILS] au prix de grandes
difficulte´s techniques et conduit a` des sommes de ce type). On note que le second terme
T±2 n’est pre´sent que si l’on de´sire e´tudier les sous-familles S
±(K, q). La majoration de
Weil pour les sommes de Kloosterman montre que T1, T
±
2 sont ne´gligeables devant les
termes diagonaux tant que v < 1. Quand v > 1 une analyse plus fine est ne´cessaire. On
trouve que T1 reste ne´gligeable dans la zone 1 ≤ v < 2; le second terme T±2 en revanche
n’est plus ne´gligeable dans cette zone et fournit un nouveau terme principal (un terme
hors-diagonal) qui est responsable de la discontinuite´ en 1 des densite´s ̂W (SO+)(x) et
̂W (SO−)(x) (en revanche ̂W (O)(x) n’a pas de discontinuite´ en 1). Heuristiquement, il
n’est pas difficile de voir la diffe´rence de comportement de ces deux termes :
— Si K est fixe´ et q varie (rappelons qu’alors Q ≈ q), le comportement de la fonction
de Bessel Jk−1(
4pi
√
p
cq
) et la condition p < Qv < q2 imposent a` c de valoir essentiellement
1, le premier terme vaut donc essentiellement
T1 ≈
∑
p
log p
p1/2 logR
φˆ(
log p
logR
)Jk−1(
4pi
√
p
cq
)S(p, 1; q).
On montre que les sommes de Kloosterman S(p, 1; q) somme´es sur les p ”oscillent” et
donc que T1 est ne´gligeable (pour le voir, il suffit de sommer les nombres premiers p
sur les classes de congruences modulo q, ce qui requiert HRG pour les caracte`res de
Dirichlet). Dans T2, la somme de Kloosterman S(p, 1; q) est remplace´e par
√
qS(pq, 1; q) =√
qS(0, 1; q) =
√
qµ(q) qui est constante; il n’y a ici pas d’oscillation possible et on trouve
un nouveau terme principal.
— Quand q est fixe´ (disons q = 1) et que l’on somme sur les poids k ∈ [K, 2K[ pairs
(Q ≈ K2), la diffe´rence de comportement entre T1 et T±2 est explique´e par la diffe´rence
entre les deux formules sommatoires suivantes pour les se´ries de Neumann:
Lemme 3.8 ([ILS] Cor. 8.2). — Soit h lisse a` support compact dans R>0, on a
(23) 2
∑
k≡0(2)
ikh(
k − 1
K
)Jk−1(x) = − K√
x
=m(ζ8eixh˜(K
2
2x
)) +O(x/K4),
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2
∑
k≡0(2)
h(
k − 1
K
)Jk−1(x) = h(
x
K
) +O(
x
K3
),
avec
h˜(x) =
∫
R>0
h(
√
u)√
2piu
eiuxdu
La premie`re formule sommatoire correspond essentiellement a` T1 : puisque h est lisse
et a` support compact, le terme oscillant principal
(24) − K√
x
=m(ζ8eixh˜(K
2
2x
))
est tre`s petit tant que x K2, et dans notre cas cela se traduit par la condition √p < K2
: v < 2 (incidemment cela indique que v = 2 est une autre barrie`re naturelle au dela` de
laquelle un nouveau phe´nome`ne devrait apparaˆıtre.)
La deuxie`me formule sommatoire correspond a` T±2 : on a cette fois-ci un terme principal
h(x/K) qui fait que T2± s’e´crit comme somme d’un terme principal et d’un terme d’erreur
qui est bien controle´ de`s que v < 3.
3.3. Au dela de 2κ, l’Hypothe`se de Riemann
La preuve du The´ore`me 0.4 vient du fait remarque´ par Iwaniec, Luo et Sarnak que
la valeur v = 2κ est une valeur critique: supposons donne´ une famille F = ∪Q>0FQ
et supposons que pour tout f ∈ F les ze´ros de L(f, s) sont tous re´els ou situe´s sur la
droite <es = 1/2. On conside`re (une version lisse de) la fonction test φv(x) = ( sinpivxpivx )2
; sa transforme´e de fourier φˆv(x) = max(0,
1
v
(1 − |x|
v
)) est a` support dans [−v, v]. Alors
l’e´galite´ (21) donne
1
|FQ|
∑
f∈FQ
∑
γf
(
sin(v logQγf/2)
(v logQγf/2)
)2 = W (G, φv)(1 + o(1)).
Sous l’hypothe`se que γf est re´el ou imaginaire pur, chaque terme du membre de gauche
est positif ou nul. On a donc pour chaque f ∈ FQ la majoration
(
sin(v logQγf/2)
(v logQγf/2)
)2  |FQ| ε Q(κ+ε)v
pour tout ε > 0. Si ρf = 1/2 + iγf est re´el cela implique que
ρf ≤ 1/2 + κ/v + ε
pour tout ε > 0, d’ou l’inte´ret de pouvoir prendre v > 2κ.
Nous pouvons passer a` la preuve du The´ore`me 0.4. Quand q est fixe´ (q = 1) et
K → +∞, on peut montrer que (21) est valide sans aucune hypothe`se supple´mentaire pour
la famille Sp(K, 1) pour G = O et pour tout v < 2 = 2κ. Motive´s par le franchissement
de cette barrie`re, les auteurs de [ILS] ont montre´ que l’hypothe`se S avec α < 3/4 suffit
pour pouvoir prendre v > 2. Le sel de leur preuve se trouve dans le terme principal (24)
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de (23) : ce terme est non-nul de`s que v > 2 mais puisque Ŵ (G)(x) n’a pas de singularite´
en 2, le terme T1 doit rester ne´gligeable, c’est a` dire que le terme provenant de (24)
devrait osciller. C’est pre´cisement ce qu’assure l’hypothe`se S pour α < 3/4. L’appendice
C de [ILS] contient une discussion critique et de´taille´e sur la validite´ de l’Hypothe`se
S (rappelons que HRG pour les caracte`res de Dirichlet ne fournit apparemment cette
hypothe`se que pour α = 3/4). Il y est notamment explique´ de quelle manie`re elle de´coule
d’une Hypothe`se (note´e A) tre`s naturelle (et certainement tre`s difficile a` de´montrer) sur
le caracte`re ale´atoire des oscillations de la fonction de Mo¨bius µ. Ils montrent e´galement
qu’une variante tre`s proche de l’hypothe`se S devient fausse si on croit a` la variante de
l’hypothe`se A correspondante.
3.4. Application au rang analytique
Pour f ∈ F , on note rf = ords=1/2L(f, s) le rang analytique de f (cette terminologie
est motive´e par la conjecture de Birch–Swinnerton-Dyer) et on souhaite analyser le rang
analytique moyen
r(FQ) = 1|FQ|
∑
f∈FQ
rf =
+∞∑
r=0
rp(FQ, r),
avec
(25) p(FQ, r) = |f ∈ FQ, rf = r||FQ|
est la proportion des fonctions L de FQ de rang analytique e´gal a` r. Par l’analogie entre
les fonctions L et les polynoˆmes de matrices ale´atoires, on est amene´ a` conjecturer
Hypothe`se du rang. —On a limQ→+∞ r(FQ) = 1/2, 1 ou 0 suivant que F a pour type
de syme´trie O, SO− ou U, Sp, SO+. Plus pre´cisement limQ→+∞ p(FQ, r) = 0 pour tout
r ≥ 2; limQ→+∞ p(FQ, 0) = 1 − limQ→+∞ p(FQ, 1) = 1/2, 0 ou 1 suivant que F a pour
type de syme´trie O, SO− ou U, Sp, SO+.
Cette conjecture tre`s naturelle regroupe toute les conjectures connues sur le rang moyen
des fonctions L, notamment celles de Brumer [Br], Goldfeld et Murty [Mu]. D’autre part
il n’est pas difficile de voir que l’Hypothe`se de Densite´ l’implique, si l’on admet HRG
pour les fonctions L(f, s) de F (il suffit de choisir la fonction φ = φv ci-dessus). D’autre
part tout e´nonce´ de densite´ de type (21) fournit des re´sultats partiels en direction de
l’hypothe`se du rang: une majoration de r(FQ) et des minorations de p(FQ, 0) et (ou
e´ventuellement de p(FQ, 1) si G = SO−). Ainsi dans [ILS], les re´sultats (avec v = 2) du
The´ore`me 3.5 fournissent pour la famille Sp2(q), la majoration r(S
p
2(q)) ≤ 1+o(1); d’autre
part les auteurs montrent qu’en exploitant la diffe´rence de distribution entre S+2 (q) et
S−2 (q) on peut ame´liorer cette borne et passer sous la barrie`re 1 (toujours avec v = 2):
(26) r(Sp2(q)) ≤ 99/100 + o(1).
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Cette majoration jointe a` la conjecture de Birch–Swinnerton-Dyer donne une majora-
tion du rang de la partie nouvelle de la jacobienne de la courbe modulaire X0(q).
3.5. Les moments des fonctions L
Le mode`le des matrices ale´atoires jette un nouvel e´clairage sur un the`me classique de
la the´orie analytique des nombres: l’e´valuation des moments des fonctions L au point
critique. Les moments sont de´finis (pour 1/2 point critique) par
Mk(FQ) = 1|FQ|
∑
f
L(f, 1/2)k
si tous les e´le´ments de F sont autoduaux, sinon on remplace L(f, 1/2)k par |L(f, 1/2)|k
dans l’expression pre´ce´dente. Si F a pour type de syme´trie G, on mode´lise L(f, s) par
une matrice ale´toire de rang N = [ logQ
2pi
], les calculs de la section1.3, ont conduit Conrey–
Farmer [CF] et Keating–Snaith [KSn1, KSn2] a` la conjecture
Hypothe`se des moments.— Si F a pour type de syme´trie G, on a
lim
Q→+∞
Mk(FQ) = ak(F)gG(k)( logQ
2pi
)γG(k)
ou` gG(k) est la constante explicite´e au the´ore`me 1.3, γG(k) est l’exposant de N corres-
pondant
γU(k) = (k/2)
2, γSp(k) = k(k + 1)/2,
γO(k) = γSO+(k) = k(k − 1)/2, γSO−(k) = k(k + 1)/2,
et ak(F) est une constante de nature arithme´tique de´pendant de la famille que l’on peut
calculer explicitement pour chaque cas.
Remarque 3.9. — Pour cette hypothe`se, la seule quantite´ qui n’est pas explicitement
de´finie est la constante ak(F). Elle peut eˆtre calcule´e explicitement pour chaque famille
e´tudie´e et pour chaque k et on trouve a` chaque fois un produit eule´rien absoluement
convergent, mais on ne dispose pas pour l’instant d’une de´finition intrise`que de cette
quantite´. Il est possible qu’elle soit lie´e aux moments de la variable ale´toire (cf. (17))
f → Λ(f, 0) exp(Λ
′(f, 0)
Λ(f, 0)
1
2
) = εfΛ(f, 1) exp(−Λ
′(f, 1)
Λ(f, 1)
1
2
)
qui eux peuvent tous eˆtre e´value´s par des techniques lie´es au grand crible.
Il est assez remarquable que cette conjecture n’a toujours pas encore e´te´ prise en de´faut.
Cependant tre`s peu de moments d’ordre e´leve´ sont connus a` ce jour et aucun d’ordre > 4κ
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: on peut citer les moments de
{ζ(1/2 + it)}t≤T , k = 2, 4, G = U (Ingham),
{L(χ, 1/2)}χ(q), χ primitif complexe, k = 2, 4, G = U [HB],
{L(χ, 1/2)}χ(D), χ primitif re´el k = 1, 2, 3, G = Sp, [So]
{L(f, 1/2)}f∈Spk(q), q premier, k = 1, 2, 3, 4, G = SO+, [KMV3],
{L(f ⊗ χ, 1/2)}f∈Spk(q), q premier, χ un caracte`re complexe fixe´, k = 2, 4 G = U [MV],
{L(ψ, 1/2)}ψ∈ĥK , K = Q(
√−D), k = 1, 2 G = Sp, [DFI3].
L’e´valuation des moments est assez similaire a` l’e´valuation des distributions de densite´
W (FQ, φ).
— L’analogue de la formule explicite (Prop. 3.1) est donne´e par une formule repre´sentant
L(f, 1/2) sous la forme d’une se´rie rapidement convergente: par exemple pour f autod-
uale, on a
L(f, 1/2) = (1 + εf )
∑
n≥1
λf (n)
n1/2
V (n)
avec
V (y) =
1
2pii
∫
(2)
L∞(f, s+ 1/2)
L∞(f, 1/2)
(y/q
1/2
f )
−sds
s
.
Cette fonction est a` de´croissante rapide de`s que y  Q1/2f ≈ Q1/2. Plus ge´ne´ralement
on voit que L(f, 1/2)k peut se repre´senter comme une se´rie rapidement convergente de la
forme
(1 + εf )
∑
n≥1
λf k(n)
n1/2
Vk(n)
ou`
V (y) =
1
2pii
∫
(2)
(L∞(f, s+ 1/2)
L∞(f, 1/2)
)k
(y/q
k/2
f )
−sds
s
est a` de´croissance rapide pour y  Qk/2f ≈ Qk/2 et λf k(n) =
∑
n1...nk=n
λf (n1) . . . λf (nk)
est la convolution de λf avec elle-meˆme k fois ( dans la pratique cette fonction arithme´tique
multiplicative vaut ”essentiellement” λf (n)τk(n) ou` τk(n) =
∑
n1...nk=n
1 compte le nombre
de repre´sentation de n en produit de k entiers).
— Ensuite les moyennes
1
|FQ|
∑
f
λf k(n), n Qk/2+ε
analogues aux moyennes (22) sont e´value´es l’aide d’une formule de traces (apre`s des ar-
guments combinatoires qui peuvent tre complique´s si d > 1) ainsi le parameˆtre v dans
section pre´ce´dente correspond au parameˆtre k/2. Comme dans la section pre´ce´dente des
termes non-diagonaux apparaissent quand k augmente, ainsi les premiers termes non-
diagonaux apparaissent pour k/2 = κ et le moment d’ordre k = 4κ voit apparaˆıtre des
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termes hors diagonaux supple´mentaires fort de´licats a` estimer (cf [DFI3], [KMV2] par
exemple). La grande diffe´rence avec la section pre´ce´dente est que l’e´valuation des ter-
mes non-diagonaux supple´mentaires est possible incoditionnellement (sans avoir recours
a` HGR), la raison e´tant que la fonction arithme´tique τk(n) se controˆle bien mieux que la
fonction caracte´ristique des nombres premiers.
L’Hypothe`se des moments est un outil tre`s puissant pour pre´dire le comportement
en moyenne des fonctions L. En effet le The´ore`me de la section 1.3 permet d’e´tudier le
comportement des variables ale´atoires A→ log | det(1−A)|
logN
, A→ det(1−A) quand N → +∞
(notons que la deuxie`me variable n’admet pas de distribution limite). De la`, on peut
extrapoler aux valeurs critiques de fonctions L avec l’identification N = logQ/2pi et
faire des conjectures tre`s fines sur ces valeurs critiques. Par exemple utilisant ce mode`le
Conrey, Keating, Rubinstein et Snaith font des conjectures tre`s pre´cises sur la fre´quence
d’annulation en 1/2 des twists quadratiques de la fonction L d’une courbe elliptique. Si
E est une courbe elliptique, pour tout p premier on note E⊗χp le twist de E par p, alors
la famille {L(E ⊗χp, s)}p≤X est de type O et se scinde en deux sous-classes de type SO+
et SO+ indexe´es par les p tels que εE⊗χp = 1, l’hypothe`se du rang donne ici que
|{p ≤ X, εE⊗χp = 1, L(E ⊗ χp, 1/2) 6= 0}| =
1
2
|{p ≤ X εE⊗χp = 1}|(1+o(1)), X → +∞.
l La conjecture suivante raffine l’hypothe`se en pre´disant la taille de l’ensemble exceptionnel
comple´mentaire
Conjecture 3.10 (CKRS). — Soit E/Q une courbe elliptique, il existe une constante
cE > 0 telle que
|{p ≤ X, εE⊗χp = 1, L(E ⊗ χp, 1/2) = 0}| ' cEX3/4(logX)−5/8.
Leur heuristique consiste a` combiner le mode`le des matrices ale´atoires et la formule de
Waldspurger liant la valeur centrale des tordues quadratiques des fonctions L au carre´
des coe´fficients de Fourier des formes modulaires de poids demi-entier [Wa]: cette for-
mule implique que p → √pL(E ⊗ χp, 1/2) prend des valeurs entie`res (a` une constante
multiplicative fixe´e pre`s).
4. EPILOGUE: METHODES INCONDITIONNELLES
Au cours de cet expose´ nous avons e´voque´ un grand nombre de conjectures et autres hy-
pothe`ses toutes certainement tre`s difficiles. Dans cette dernie`re section nous voulons rap-
peler que des me´thodes existent pour montrer inconditionellement certaines conse´quences
de ces hypothe`ses.
Ainsi, le proble`me d’e´valuer les moments des fonctions L( qui tre`s ante´rieur a` l’arrive´e
des matrices ale´atoires en the´orie des nombres) est lie´ a` tout un ensemble de techniques
permettant de trouver des substituts efficaces aux hypothe`ses de Riemann.
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Ces me´thodes sont lie´es a` l’e´valuation des moments ”partiels”
M(F ,x, s) := 1|F|
∑
f
L(f, s)M(f, s)
ou
(27) Mk(F ,x, s) := 1|F|
∑
f
|L(f, s)|k|M(f, s)|2
ou` s est dans la bande critique, x = (xl)l≤L ∈ CL et M(f, s) est le polynoˆme de Dirichlet
(28) M(f, s) =
∑
`≤L
xl
λf (l)
ls
, xl ∈ C.
En pratique on choisira les coefficient xl de manie`re approprie´e suivant le type d’application
qu’on a en vue. Un parame`tre important du polynoˆme est sa longueur L et on la mesure
en ge´ne´ral a` travers le coefficient ∆ = logL/ logQ (la qualite´ des re´sultats obtenus en est
une fonction croissante).
Il y a essentiellement deux types d’utilisation de ce polynoˆme que nous allons e´voquer
a` travers des exemples : la mollification et l’amplification
4.1. La mollification : Sur les ze´ros re´els des fonctions L
La mollification est une technique invente´e par Bohr et Landau au de´but du sie`cle
dernier. Ils l’utilise`rent pour e´tudier la re´partition des ze´ros de la fonction ζ sur la
droite critique. On pourra se reporter a` l’expose´ de Bombieri de ce se´minaire pour une
description de´taille´e des techniques de mollification dans le contexte de ζ.
Une premie`re application possible de la me´thode de mollification est l’obtention de mi-
norations non triviales pour la proportion p(FQ, 0) des fonctions L de FQ qui ne s’annulent
pas au point critique 1/2 (cf (25)).
Le principe ge´ne´ral est le suivant: on part de la minoration (pour x ∈ CL non nul)
et Q assez grand p(FQ, 0) ≥ |M(FQ,x, 1/2)|2/M2(FQ,x, 1/2); On utilise les formules de
traces permettent d’obtenir des formules asymptotiques pour les quantite´s M(FQ,x, 1/2)
et M2(FQ,x, 1/2) . On montre alors que le vecteur x peut eˆtre choisit de manie`re ”opti-
male” ( afin de minimiser la forme quadratique M2(FQ,x, 1/2) sous la contrainte line´aire
M(FQ,x, 1/2) = 1); avec de choix, on obtient
(29) p(FQ, 0) ≥ FG(∆)(1 + o(1)), Q→ +∞
ou` FG(∆) est une fraction a` coefficients rationnels nulle pour ∆ = 0, strictement croissante
et qui ne de´pend que du type de syme´trie G de la famille (on pourra consulter [IS1, So,
KMV1] pour une application de ce principe pour diverses familles).
Notons que si l’on choisit le mollifieur ”trivial”M(f, s) = 1 on n’obtient une minoration
plus faible de la forme (cf. l’Hypothe`se des Moments) p(FQ, 0) 1/ logQ→ 0, Q→ +∞
(cf. [Du]).
887-30
Remarque 4.1. — Les familles de fonctions L que nous avons rencontre´es jusqua` pre´sent
sont toutes relativement classiques. Pourtant on pourrait imaginer e´tudier le meˆme type
de proble`me pour d’autre types de fonctions L, ainsi celles de formes automorphes sur
des corps de nombres autres que Q. La principale limitation a` l’extension de ces re´sultats
tient au fait que les formules de traces dont on dispose dans le cas non classique (for-
mules d’Arthur-Selberg) sont beaucoup moins maniables du point de vue analytique.
Re´cemment Vanderkam [Va] a montre´ que l’on peut utiliser la formule des traces de
Selberg (sous la forme explicite qu’a donne´ Shimizu) pour e´tendre (29) (et (30) (31) ci-
dessous) aux familles de formes modulaires de Hilbert sur un corps totalement re´el, quand
le poids est fixe´ et le niveau varie.
Une deuxie`me application possible concerne l’e´tude des ze´ros non-triviaux re´els des
fonctions L d’une famille F . Pour f appartenant a` F , on note N(f, [0, 1]) le nombre de
ze´ros re´els contenus dans la bande critique de la fonction L(f, s) compte´s avec multiplicite´
et N(FQ, [0, 1]) la valeur moyenne de cette variable ale´atoire. Il est facile de pre´dire le
comportement de N(FQ, [0, 1]) quand Q → +∞: on note que la majoration triviale
N(FQ, [0, 1]) ≥ r(FQ) est une e´galite´ sous HRG; d’autre part l’hypothe`se du rang pre´dit
la limite limQ→+∞ r(FQ) en fonction du type de syme´trie de F ; on peut noter que pour
la famille {χ} des caracte`res de Dirichlet (qui est de type unitaire), Chowla avait de´ja` fait
la conjecture plus forte N(FQ, [0, 1]) = 0 !
Les me´thodes de mollification permettent d’obtenir de re´sultats non-triviaux et incon-
ditionnels sur les quantite´s N(FQ, [0, 1]) et r(FQ). Ainsi dans [KM1], il e´tait montre´
comment les formules explicites combine´es avec une ancienne technique de mollification
due a` Selberg [Se], permettent d’obtenir la majoration
(30) N(Sp2(q), [0, 1]) ≤ C
au moins pour q premier avec C une constante absolue (dans [KM1], la majoration e´tait
donne´ pour le rang analytique r(Sp2(q)) mais la me´thode utilise´e fournit en fait la majo-
ration plus forte). il s’agissait alors du premier re´sultat inconditionnel de ce type.
Cette me´thode qui fonctionne mutatis mutandis pour une grande classe de familles de
fonction L, a e´te´ raffine´e pour fournir la majoration beaucoup plus forte
(31)
1
|FQ|
∑
f∈FQ
exp(AN(f, [0, 1])) ≤ C
ou` A > 0 et C sont des constantes qui ne de´pendent que de la famille F ([HM], la` encore
l’ine´galite´ n’est donne´e que pour le rang analytique mais elle est vraie en ge´ne´ral): cette
majoration dit que la proportion des e´le´ments L(f, s) de la famille ayant au moins r
ze´ros sur [0, 1] de´croit exponentiellement vite avec r. Cette majoration combine´e avec des
minorations du type (29) obtenues comme ci-dessus conduit a` une version inconditionnelle
de l’ine´galite´ (26) ([KMV1]) : pour q premier
r(S2(q)) ≤ (1.2 + o(1)).
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Dans [CS], cette technique a e´te´ conside´rablement simplifie´e, ame´liore´e et optimise´e par
Conrey et Soundararajan afin d’obtenir des formes pre´cises de la majoration (30): leur
The´ore`me 0.5 est conse´quence de l’ine´galite´
(32) N(FD, [0, 1]) ≤ 0.79 + o(1) (D → +∞).
Le point clef e´tant que 0.79 < 1.
Pour obtenir (30), (31), ou (32), la me´thode consiste a` majorer le nombre de ze´ros
positifs ou nuls par le nombre de ceux contenus dans un 1/ logQ-voisinage du demi-axe
[0,+∞[. d’apre`s l’e´quation fonctionnelle on peut se limiter a` un 1/ logQ-voisinage du
demi-axe [1/2,+∞[. Pour compter les ze´ros dans ce voisinage, on utilise le lemme suivant
duˆ a` Selberg qui permet de compter les ze´ros dans des bandes e´troites [Se] (Lemma 14)
Lemme 4.2 (Selberg). — Soit h une fonction holomorphe dans le domaine
{s ∈ C | <es ≥ α, t1 ≤ =ms ≤ t2}
telle que
(33) h(s) = 1 + o
(
exp(− pi
t2 − t1<es
)
uniforme´ment dans ce domaine quand <es→ +∞. Soient ρ = β + iγ les ze´ros de h dans
l’inte´rieur de ce domaine. On a l’e´galite´
(34) 2(t2 − t1)
∑
ρ
sin
(
pi
γ − t1
t2 − t1
)
sinh
(
pi
β − α
t2 − t1
)
=
∫ t2
t1
sin
(
pi
t− t1
t2 − t1
)
log |h(α+ it)|dt
+
∫ +∞
α
sinh
(
pi
σ − α
t2 − t1
)
(log |h(σ + it1)|+ log |h(σ + it2)|)dσ
Dans leur preuve Conrey et Soundararajan, choisissent α = 1/2 − a/ logD, t1 =
−b/ logD, t2 = b/ logD ou` a, b sont des parame`tres a` optimiser. Ainsi dans la somme de
gauche ci-dessus, les ze´ros du demi-axe [1/2,+∞[ sont compte´s avec le poids
4b
logD
sinh
(
pi
(β − 1/2) logD
2
)
≥ 4b
logD
sinh
(
pi
a
2b
)
.
On voudrait appliquer le lemme 4.2 a` h(s) =
∏
χ∈FD L(χ, s) mais l’hypothe`se de de´croissance
rapide a` l’infini (33) n’est pas valable pour cette fonction. La me´thode de mollifi-
cation intervient a` ce niveau : on conside`re plutoˆt une fonction de la forme h(s) =∏
χ∈FD L(χ, s)M(χ, s) (ce qui ne fait qu’augmenter le nombre de ze´ros). On prend pour
M(χ, s) une version tronque´e de L(χ, s)−1 (un mollifieur) de la forme (28)avec
xl = µ(l), 1 ≤ l ≤ L1−δ, xl = µ(l)P (log(L/l)/ logL), L1−δ ≤ l ≤ L
ou` 0 < δ < 1 et P est un certain polynoˆme tel que P (0) = P ′(0) = 0, P (δ) = 1, P ′(δ) = 0.
Par construction on a pour <es > 2
h(s) =
∏
χ∈FD
(1 +
∑
n≥L1−δ
aχ(n)
ns
),
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ainsi si le produit (1 − δ)∆ est suffisament grand par rapport a` b, l’hypothe`se (33) est
ve´rifie´e. Appliquant le Lemme 4.2, on est ramene´ au proble`me de majorer log |h(s)| le
long du contour
[α+ it1,+∞+ it1[∪[α+ it1, α+ it2[∪[α+ it2,+∞+ it2[.
On se rame`ne au moment partiel M2(FD,x, s) par l’ine´galite´ arithmetico-ge´ome´trique
1
|FD| log |h(s)| ≤
1
2
log(M2(FD,x, s)).
Le point technique de la preuve est l’e´valuation de M2(FD,x, s). Pour cette famille, elle
est faite a` l’aide de techniques de´veloppe´es dans [So] et fournit la formule asymptotique
suivante qui est uniforme (au moins) pour 1/ logD  |s|  log logD/ logD
M2(FD,x, 1/2 + s) ∼ 1 +
(1−D−2<es
2<es logL +
D−s −D−s
2=ms logL
)
+
∫ δ
0
L−2<es(1−y)
(
P ′(y) +
P ′′(y)
2s logL
)(
P ′(y) +
P ′′(y)
2s logL
)
dy.
ce qui permet de majorer l’inte´grale (34). Pour conclure la preuve, il reste a` optimiser les
valeurs des parame`tres a, b, δ, P et ∆. Les auteurs choisissent a = 6.8 b = pi/(2(1 − δ)),
δ = 0.64, P (y) = 3(y/δ)2 − 2(y/δ)3 et on peut prendre ∆ arbitrairement proche de 1/2.
Remarque 4.3. — Du point de vue du comptage des ze´ros la me´thode suivie n’est pas op-
timale en apparence: premie`rement on compte les ze´ros e´ventuels des mollifieursM(χ, s);
deuxie`mement, on compte les ze´ros contenus dans un 1/ logD voisinage de [1/2,+∞[:
ainsi meˆme si on croit a` l’Hypothe`se de Riemann Ge´ne´ralise´e, on n’e´vitera jamais, en
suivant cette me´thode, le comptage des ze´ros des fonctions L(χ, s) qui se trouvent sur
le segment [1/2 − ib/ logD, 1/2 + ib/ logD]. Le mode`le des matrices ale´atoire intervient
sur ce dernier point: d’apre`s ce mode`le, la famille FD e´tant de type symplectique, ses
fonctions L ne devraient pas ”en ge´ne´ral” avoir beaucoup de ze´ros proches de 1/2 (cf.
la Remarque 1.2), ainsi, par la technique utilise´e, on ne devrait pas compter trop de
ze´ros supple´mentaires. C’est cette constatation qui est a` l’origine du travail de Conrey-
Soundararajan. Pour la meˆme raison il est raisonnable d’espe´rer que les fonctions L(f, s)
pour f ∈ S−k (q) n’ont pas de ze´ros proches de 1/2 autres que le ze´ro trivial 1/2 puisque
le type de syme´trie de cette famille est SO− et que les distributions locales au voisinage
de 1 des valeurs propres de matrices symplectiques et des des valeurs propres non triv-
iales de matrices orthogonales de rang impair coincident (cf. la Remarque 1.2). Il est
donc raisonnable d’espe´rer montrer qu’il y a une proportion positive des formes modu-
laires impaires qui ont exactement 1 ze´ro sur l’axe r’eel. En revanche, pour les caracte`res
complexes (ayant une syme´trie de type unitaire) ou pour les formes modulaires paires
(ayant syme´trie de type orthogonal pair) il peut y avoir des ze´ros tre`s proches de 1/2, et
il est vraisemblable qu’on ne pourra pas obtenir une proportion positive de fonctions L
ne s’annulant pas sur [0, 1].
887-33
4.2. Briser la convexite´
Une autre application de l’e´valuation des moments est le proble`me de majorer |L(f, 1/2)|
en fonction de Qf . Rappelons que l’ Hypothe`se HRG implique l’
Hypothe`se de Lindelo¨f Ge´ne´ralise´e (HLG):Pour tout ε > 0,
(35) |L(f, 1/2)| ε,d Qεf ,
la constante implique´e ne de´pendant que de ε et de d.
D’autre part l’e´quation fonctionnelle (16) et le principe de convexite´ de Phragmen-
Lindelo¨f permettent de montrer la majoration (35) avec l’exposant ε remplace´ par 1/4+ε
(qu’on appelle exposant de convexite´).
Un premier pas vers HGL consisterait a` obtenir la majoration (35) avec un exposant
< 1/4 (proble`me qu’on appellera quasi-HLG). Il est remarquable que la re´solution de
quasi-HGL est suffisante pour re´soudre comple`tement des proble`mes profonds: pour des
applications frappantes, on pourra se reporter a` l’excellent survol [IS2].
Pour ame´liorer l’exposant de convexite´, la me´thode des moments est assez bien adapte´e:
si f fait partie d’une famille FQ et qu’on dispose de l’hypothe`se des moments pour le k-
ie`me moment, on a trivialement
|L(f, 1/2)| ≤ (|FQ|Mk(FQ))1/k ε Qκ/k+ε.
Ainsi l’Hypothe`se des Moments implique trivialement HLG. Pour ce qui est de quasi-
HLG, on voit que le moment d’ordre k = 4κ est critique, puisqu’il fournit l’exposant de
convexite´ 1/4 + ε (tout comme v = 2κ e´tait critique pour quasi-HRG). Notons qu’en
pratique on n’utilise la me´thode des moments que pour les moments d’ordre pair sauf si
l’on sait a priori que les L(f, 1/2) sont positifs ou nuls (c’est un re´sultat profond qui a e´te´
montre´ pour certaines fonction L de formes autoduales [GZ, Wa]). Souvent, on obtient
une majoration correcte du moment d’ordre k = 4κ assez naturellement (par une ine´galite´
de grand crible) et pour le de´passer on a plusieurs possibilite´s:
• la premie`re consiste a` re´duire la taille de la famille (plus pre´cisement re´duire κ) tout
en conservant la meˆme qualite´ d’estimation pour le moment d’ordre k, par exemple cette
me´thode a e´te´ utilise´e par Sarnak [Sa] pour les fonctions L de convolutions de Rankin-
Selberg:
|L(f ⊗ g, 1/2)| ε,q k1−1/28+ε
pour g une forme primitive fixe´e et f ∈ Spk(q) une forme primitive de poids k.
• Une deuxie`me possibilite´ est d’obtenir une bonne majoration pour le moment d’ordre
k+2 si k est pair (ou e´ventuellement k+1 si l’on sait que les L(f, 1/2) sont tous positifs
ou nuls, c’est cette dernie`re approche qui a e´te´ utilise´e avec succe`s par Conrey et Iwaniec
dans [CI1]).
• Une troisie`me possibilite´ est la me´thode d’amplification invente´e par Iwaniec et de-
veloppe´e avec Duke et Friedlander [DFI1, DFI2, DFI4]. Cette dernie`re me´thode est en
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quelque sorte un cas interme´diaire de la deuxie`me; elle consiste a` obtenir pour le moment
partiel (27) (”d’ordre” k + 2∆) une majoration de la forme
(36) Mk(FQ,x, 1/2)ε Qε
∑
l≤L
|xl|2,
pour tout ε > 0, puis a` choisir les coefficients (xl)l≤L des polynoˆmes M(f, 1/2) de sorte
que la contribution d’un f0 ∈ FQ donne´ soit amplifie´e (ainsi on appellera M(f0, 1/2) un
amplificateur) : on demande que l’on ait
(37) |M(f0, 1/2)|  Lδ−ε et
∑
l≤L
|xl|2 ε Lδ+ε
pour un certain δ > 0 et tout ε > 0. On de´duit de (36) et de (37) la majoration
|L(f0, 1/2)| ε Qκ/k+εL−δ/k eps Q1/4+εL−δ/k,
qui suffit a` obtenir quasi-HLG pour f0 de`s que logL  logQf . Ainsi, pour f0 = χ0
un caracte`re de Dirichlet on choisit xl = χ0(l), on obtient alors (37) avec δ = 1. Pour
f ∈ Sk(q) on choisit l’amplificateur de Iwaniec base´ sur l’identite´ λf (p)2 − λf (p2) = 1
valable de`s que (p, q) = 1: on prend xp2 = −1 si p2 ≤ L, xp = λf0(p) si p2 ≤ L, et xl = 0
sinon; avec ce choix on obtient (37) pour δ = 1/2.
Cette technique a e´te´ utilise´e avec succe`s dans un certain nombre de cas comme par
exemple [DFI1, DFI2, DFI4, KMV3]. La principale difficulte´ pour obtenir (36) re´side dans
le controˆle de la contribution des termes non-diagonaux (qui apparaissent car k = 4κ).
Par exemple Duke, Friedlander et Iwaniec ont obtenus les majorations [DFI2, DFI4] pour
les fonctions L de formes modulaires
|L(f, 1/2)| ε q1/4−1/160+ε
et pour le cas (beaucoup plus difficile) de ψ un caracte`re du groupe des classes d’ideaux
d’un corps quadratique imaginaire de discriminant −D,
|L(ψ, 1/2)| ε q1/4−2−18+ε.
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