Abstract. We investigate the computable content of the Uniform Boundedness Theorem and of the closely related Banach-Steinhaus Theorem. The Uniform Boundedness Theorem states that a pointwise bounded sequence of bounded linear operators on Banach spaces is also uniformly bounded. But, given the sequence, can we also effectively find the uniform bound? It turns out that the answer depends on how the sequence is "given". If it is just given with respect to the compact open topology (i.e. if just a sequence of "programs" is given), then we cannot even compute an upper bound of the uniform bound in general. If, however, the pointwise bounds are available as additional input information, then we can effectively compute an upper bound of the uniform bound. Additionally, we prove an effective version of the contraposition of the Uniform Boundedness Theorem: given a sequence of linear bounded operators which is not uniformly bounded, we can effectively find a witness for the fact that the sequence is not pointwise bounded. As an easy application of this theorem we obtain a computable function whose Fourier series does not converge. §1. Introduction. In this paper we want to study the computational content of some theorems of functional analysis. The Uniform Boundedness Theorem is one of the central theorems of functional analysis and it has first been published in Banach's thesis [1]. Theorem 1.1 (Uniform Boundedness Theorem). Let X be a Banach space, Y a normed space and let (T i ) i∈N be a sequence of bounded linear operators
a pointwise bounded sequence (T i ) i∈N of linear bounded operators, can we also effectively find the uniform bound? This will be one of the main questions studied in this paper and we will see that the answer depends on how the sequence is "given":
(1) If (T i ) i∈N is available as a point in C(X, Y ) N , then arbitrary lower bounds of the uniform bound can be determined, but in general no upper bound of the uniform bound. (2) If (T i ) i∈N is available as a point in C(X, B(N, Y )), then, additionally, some upper bound of the uniform bound can be determined, but in general not the uniform bound itself.
Besides these versions of the Uniform Boundedness Theorem we will also study computable versions of the contraposition of the theorem. It turns out that given a sequence (T i ) i∈N of linear bounded operators which is not uniformly bounded (i.e. (||T i ||) i∈N is not bounded), we can effectively find a point x ∈ X such that (||T i x||) i∈N is not bounded. This corresponds to versions of the theorem which are known in constructive analysis [4] .
As a second theorem we will study the Banach-Steinhaus Theorem which is closely related to the Uniform Boundedness Theorem and it has first been published by Banach and Steinhaus in [3] .
Theorem 1.2 (Banach-Steinhaus Theorem). Let X be a Banach space and Y be a normed space and (T i ) i∈N a sequence of linear and bounded operators T i : X → Y which converges pointwise. Then by T x := lim n→∞ T n x a linear and bounded operator T : X → Y is defined.
Additionally, ||T || ≤ sup n∈N ||T n || holds in the situation of the theorem. Proofs of the classical versions of these theorems can be found in standard textbooks on functional analysis, see e.g. [13] . From the computational point of view these theorems are interesting, since their classical proofs rely more or less on the Baire Category Theorem and therefore they count as "non-constructive".
We will study these theorems from the point of view of computable analysis, which is the Turing machine based theory of computability on real numbers and other topological spaces. Pioneering work on this theory has been presented by Turing [28] , Banach and Mazur [2] , Lacombe [19] and Grzegorczyk [14] . Recent monographs have been published by Pour-El and Richards [23] , Ko [17] and Weihrauch [31] . Certain aspects of computable functional analysis have already been studied by several authors, see for instance [21, 12, 29, 34, 35, 32, 33] .
We close the introduction with a short survey on the organisation of this paper. In the following section we will present some preliminaries from computable analysis. In Section 3 we discuss computable metric spaces and computable Banach spaces and in Section 4 we shortly present some results on effective continuity which we will use in the following. Section 5 and 6 are devoted to different computable versions of the Uniform Boundedness Theorem. In Section 7 we apply a computable version of the contraposition of the Uniform Boundedness Theorem in order to construct a computable function whose Fourier series does not converge. In Section 8 we discuss a computable version of the Banach-Steinhaus Theorem. Some further proofs and details are included in [5] . In the Conclusions we briefly compare our results with known results from Bishop's school of constructive analysis [4] and with Simpson's approach to reverse mathematics [25] . §2. Preliminaries from computable analysis. In this section we briefly summarize some notions of Weihrauch's representation based approach to computable analysis. For details the reader is refered to [31] . The basic idea of this approach is to represent infinite objects like real numbers, functions or sets, by infinite strings over some alphabet Σ (which should at least contain the symbols 0 and 1). Thus, a representation of a set X is a surjective mapping δ :⊆ Σ ω → X and in this situation we will call (X, δ) a represented space. Here Σ ω denotes the set of infinite sequences over Σ and the inclusion symbol is used to indicate that the mapping might be partial. If we have two represented spaces, then we can define the notion of a computable function, as illustrated by the diagram in Figure 1 .
Of course, we have to define computability of functions F :⊆ Σ ω → Σ ω to make this definition complete, but this can be done via Turing machines: F is computable if there exists some Turing machine, which computes infinitely long and transforms each sequence p, written on the input tape, into the corresponding sequence F (p), written on the one-way output tape. Later on, we will also need computable multi-valued operations Analogously to the notion of computability we can define the notion of (δ, δ )-continuity for single-and multi-valued operations, by substituting a continuous function F :⊆ Σ ω → Σ ω for the computable function F in the definitions above. On Σ ω we use the Cantor topology, which is simply the product topology of the discrete topology on Σ. The corresponding reducibility will be called continuous reducibility and we will use the symbols ≤ t and ≡ t in this case. Again we will simply say that the corresponding function is continuous, if the representations are fixed or clear from the context. If not mentioned otherwise, we will always assume that a represented space is endowed with the final topology induced by its representation.
This will lead to no confusion with the ordinary topological notion of continuity, as long as we are dealing with admissible representations. A representation δ of a topological space X is called admissible, if δ is maximal among all continuous representations δ of X, i.e. if δ ≤ t δ holds for all continuous representations δ of X. If δ, δ are admissible representations of topological spaces X, Y , then a function f :⊆ X → Y is (δ, δ )-continuous, if and only if it is sequentially continuous, cf. [24, 8] .
Given a represented space (X, δ), we will occasionally use the notions of a computable sequence and a computable point. A computable sequence is a computable function f : N → X, where we assume that N = {0, 1, 2, ...} is represented by δ N (1 n 0 ω ) := n and a point x ∈ X is called computable, if there is a constant computable sequence with value x.
Given two represented spaces (X, δ) and (Y, δ ), there is a canonical representation (
The proof of this proposition is based on a version of smn-and utmTheorem, see [31, 24] . If (X, δ), (Y, δ ) are admissibly represented sequential topological spaces, then we will always assume that C(X, Y ) is represented by [δ → δ ] in the following. We can conclude by evaluation and type conversion that the computable points in the space ( [20] . Restricted to computable points they have also been studied by various authors [18, 22, 26, 30] . We consider computable metric spaces as special separable metric spaces but on all points and not only restricted to computable points. Pour-El and Richards have introduced a closely related axiomatic characterization of sequential computability structures for Banach spaces [23] which has been extended to metric spaces by Mori, Tsujii, and Yasugi [34] .
Before we start with the definition of computable metric spaces we mention that we will denote open balls of a metric space (X, d) by B(x, ε) := {y ∈ X : d(x, y) < ε} for all x ∈ X, ε > 0 and correspondingly closed balls by B(x, ε) := {y ∈ X : d(x, y) ≤ ε}. Occasionally, we denote complements of sets A ⊆ X by A c := X \ A.
Here, we tacitly assume that the reader is familiar with the notion of a computable sequence of reals, but we will come back to that point below. Obviously, any computable metric space is separable. Occasionally, we will say for short that X is a computable metric space. 
Here, we use the definition i, j := 1/2(i + j)(i + j + 1) + j for Cantor pairs and this definition can be extended inductively to finite tuples. Similarly, we can define p, q ∈ Σ ω for sequences p, q ∈ Σ ω . For short we will occasionally write k := α R (k). In the following we assume that R is endowed with the Cauchy representation δ R induced by the computable metric space given above. This representation of R can also be defined, if (R, d R , α R ) just fulfills (1) and (2) of the definition above and this leads to a definition of computable real number sequences without circularity. Occasionally, we will also use the represented space (Q, δ Q ) of rational numbers with δ Q (1 n 0 ω ) := α R (n) = n. Many important representations can be deduced from computable metric spaces, but we will also need some ad hoc defined representations. For instance, we will use two further representations ρ < , ρ > of the real numbers, which correspond to weaker information on the represented real numbers. Here
and ρ < is undefined for all other sequences. Thus, ρ < (p) = x, if p is a list of all rational numbers smaller than x. Analogously, ρ > is defined with ">" instead of "<". We write R < = (R, ρ < ) and R > = (R, ρ > ) for the corresponding represented spaces. The computable numbers in R < are called left-computable real numbers and the computable numbers in R > right-computable real numbers. The representations ρ < and ρ > are admissible with respect to the lower and upper topology on R, which are induced by the open intervals (q, ∞) and (−∞, q), respectively. Yet another representation ρ * < of the real numbers can be defined by
Thus, ρ * < (p) = x, if p contains some upper bound n ≥ x and a list of all rational numbers smaller than x. We will write R * < = (R, ρ * < ) for the corresponding represented space. Continuity with respect to R * < will always be understood as ρ * < -continuity. Computationally, we do not have to distinguish the complex numbers C from R
2
. Thus, we can directly define a representation of C by δ C := δ 2 R . If z = a + ib ∈ C , then we denote by z := a − ib ∈ C the conjugate complex number and by |z| := √ a 2 + b 2 the absolute value of z. Alternatively to the ad hoc definition of δ C , we could consider δ C as Cauchy representation of a computable metric space (C , d C , α C ), where α C is a numbering of Q[i], defined by α C n, k := n + ki and d C (w, z) := |w − z| is the Euclidean metric on C . The corresponding Cauchy representation is equivalent to δ 2 R . In the following we will consider vector spaces over R, as well as over C . We will use the notation F for a field which always might be replaced by both, R or C . Correspondingly, we use the notation (F, d F , α F ) for a computable metric space which might be replaced by both computable metric spaces (
For the definition of a computable Banach space it is helpful to have the notion of a computable vector space which we will define next.
Definition 3.2 (Computable vector space). A represented space (X, δ)
is called a computable vector space (over F), if (X, +, ·, 0) is a vector space over F such that the following conditions hold:
is a computable vector space over F. Here we tacitly assume that the vector space operations on product, sequence and function spaces are defined componentwise. The proof for the function space is a straightforward application of evaluation and type conversion. The central definition for the present investigation will be the notion of a computable Banach space. Here, a fundamental sequence e : N → X is a sequence whose linear span is dense in X. 
• e i = e(i) = (e i1 , e i2 , ..., e in ) with e ik :=
We leave it to the reader to check that these spaces are actually computable Banach spaces. If not stated differently, then we will assume that (F n , || ||) is endowed with the maximum norm || || = || || ∞ . It is known we give an ad hoc definition for representations of such spaces. Especially, we will deal with the space of bounded sequences.
Definition 3.5 (Space of bounded sequences). Let (X, || ||) be a computable normed space. Let B(N, X) := {x ∈ X N : ||x|| < ∞} be endowed with the supremum norm ||(x k ) k∈N || := sup k∈N ||x k || and the representation δ B(N ,X) , defined by
One can prove that this space is a computable normed space in a generalized sense, see [5] . For the following we assume that B(N, X) is endowed with the sequentialization of the weakest topology which contains the subtopology on B(N, X) of the product topology on X N and which makes the norm || || : B(N, X) → R continuous. We will call this topology τ the weak topology on B(N, X). It follows from results of Schröder [24] that δ B(N ,X) is admissible with respect to the weak topology [5] . §4. Effective continuity. In this section we want to present some results on effective continuity and hyperspaces which we will use to prove our main results on the Uniform Boundedness Theorem. Especially, we will use representations of the hyperspace O(X) of open subsets and the hyperspace A(X) of closed subsets of X. Such representations have been studied in the Euclidean case in [10, 31] and for the metric case in [9] . 
As a first result we will prove that given an open set U ∈ O(X) and a point x ∈ U , we can effectively find some neighborhood of x which is included in U . This statement is made precise by the following lemma. 
Proof. Given a sequence
The 
computable and admits a multi-valued computable right-inverse O(X) C(X).
Now we are prepared to prove a theorem on effective continuity. 
is well-defined and computable.
Proof. "(1)=⇒(2)" If T : X → Y is computable, then it is continuous and hence
. Using Proposition 4.3 and the fact that the composition mapping If this happens, i.e. if M writes 01 n+1 on its output tape, then we obtain m) ). Moreover, M actually produces an infinite output q, since for any k ∈ N there is some n ∈ N such that T x ∈ B(β(n), 2 −k−1 ) and thus x ∈ T −1 (B(β(n), 2 −k−1 )) and consequently M on input 01
n,m +1 01 n,m +1 0... with m = 2 −k−1 has to produce some output with subword 01 i,j +1 0 and
We immediately obtain a uniform version of this theorem simply by using evaluation and type conversion (certain smn-and utm-Theorems, respectively). ) for the corresponding represented space. §5. The Uniform Boundedness Theorem. In this section we will study computable versions of the Uniform Boundedness Theorem. The theorem states that each pointwise bounded sequence of bounded linear operators is also uniformly bounded, see Theorem 1.1. We start with an investigation of the bound ||T || := sup x∈B(0,1) ||T x|| of linear bounded operators T : X → Y . As a first observation we note that the bound ||T || can be approximated from below and estimated from above, if it exists. This exactly means that it can be computed with respect to ρ * < . by linearity of T . Thus, any n ≥ 1 r is an appropriate result. As a corollary we immediately obtain that the bound of any computable linear operator is a left-computable real number.
Corollary 5.2. Let X, Y be computable normed spaces. If T : X → Y is a computable linear operator, then ||T || is a left-computable real number.
It is easy to see that in case of a finite-dimensional normed space X, the norm, considered as a function || || :⊆ C(X, Y ) → R, is computable and thus ||T || is even a computable real number for any computable linear operator T : X → Y in this case, see [5] . On the other hand, one can prove that in the infinite-dimensional case the bound of a computable linear operator is not necessarily computable (even not for bijective operators on Hilbert spaces).
Example 5.3. There exists some computable linear operator T : 2 → 2 such that ||T || is not right-computable.
Proof. Let (a n ) n∈N be a positive and increasing computable sequence such that a := sup n∈N a n ∈ R exists but is not right-computable and define a linear bounded diagonal operator T :
Then T is computable and ||T || = a is not rightcomputable.
The following remark provides the topological counterpart of this observation. 
Now we want to study the uniform bound map
where dom(U) is the set of all sequences (T i ) i∈N of linear and bounded operators T i : X → Y such that sup i∈N ||T i || exists. By the classical Uniform Boundedness Theorem, sup i∈N ||T i || especially exists if X is a Banach space and {||T i x|| : i ∈ N} is bounded for each x ∈ X. In the following we will consider R < and R * < instead of R in the target of U as well. Using Theorem 5.1 and the fact that sup :⊆ R N < → R < is computable, we obtain the following (not very surprising) computable version of the Uniform Boundedness Theorem which states that we can compute the uniform bound from below. We directly obtain the following corollary. On the other hand, using the constant sequence with the computable operator T : 2 → 2 from Example 5.3, one can see that the uniform bound is not computable in general. If we cannot compute the uniform bound sup i∈N ||T i || precisely, then it would be useful to compute at least some upper bound n ≥ sup i∈N ||T i ||, as it was possible in case of the bound of a single operator in Theorem 5.1. However, a corresponding result does not hold in case of the uniform bound, even not in case of X = Y = R.
Proof. Let us assume that U :⊆ C(R) N → R * < is continuous. Given a real number a ∈ R < with a ∈ [1, ∞), we can effectively find an increasing sequence (a n ) n∈N of rational numbers a n ∈ Q such that a 0 = 1 and a = sup n∈N a n . We define operators T i : R → R by T i (x) := a i x. Then ||T i || = a i . Using evaluation and type conversion, we can actually determine the sequence (T i ) i∈N ∈ C(R) N from a given a ∈ [1, ∞). By applying U to this sequence we obtain some n ≥ sup i∈N ||T i || = a. But this implies that the identity id : R < → R * < is continuous on [1, ∞) , which is a contradiction! Now the general question appears: which input information on a sequence (T i ) i∈N of linear bounded and pointwise bounded operators T i suffices to compute some upper bound on sup i∈N ||T i ||? As we have seen in the previous remark, the pure knowledge of pointwise boundedness does not suffice, not even in case of Euclidean space X = Y = R. While in this case it would help to add the pointwise bound sup i∈N ||T i 1|| ∈ R as additional input information, the following result shows that in the general case it does not help if the pointwise bounds on some fundamental sequence of unit vectors are given as additional input information. 
Proof. Let us assume that
Given a real number a ∈ R < with a ∈ [1, ∞), we can effectively find an increasing sequence (a n ) n∈N of rational numbers a n ∈ Q such that a 0 = 1 and a = sup n∈N a n . Let
We define operators
Then ||T i || = a i and sup i∈N ||T i e j || 2 = a j . Given some x = (x k ) k∈N , i ∈ N and a precision m ∈ N we can effectively find some n ∈ N and numbers q 0 , .
and hence
By linearity of T i we obtain
q j a ij and thus we can evaluate each T i effectively up to any given precision m. Using type conversion we can actually prove that there exists a computable operation σ :⊆ R < C( 2 , 2 ) N that maps each a to a sequence (T i ) i∈N of operators as described above. Now by assumption we can continuously find some n ≥ sup i∈N ||T i || = sup i∈N a i = a Altogether, we have proved that the identity id : R < → R * < is continuous on [1, ∞) , which is a contradiction! Although it does not help to know the pointwise bounds on some fundamental sequence of unit vectors, it is sufficient to have all pointwise bounds as additional input information, as the following result shows. Therefore, we will consider the input as operator T : X → B(N, Y ) and for all such operators we define operators 
thus, the uniform bound of (T i ) i∈N is nothing but the bound of T . The main technical obstacle in the proof of the following theorem is the fact that in general B(N, Y ) is a non-separable normed space and therefore we cannot derive the result directly from Theorem 5.1. Moreover, we recall that we have endowed B(N, Y ) with the weak topology τ which does not coincide with the topology τ || || induced by the supremum norm || || on B(N, Y ) . Therefore, we first have to compare these topologies and the corresponding notions of continuity. (X, B(N, Y ) ) → R < is computable. It remains to prove the result with R * < in place of R < . Therefore, we have to show that we can also determine some upper bound of the operator bound. First of all, we prove that the operation
is computable. Therefore, consider the function f :
it follows that f is computable too. Thus, given T ∈ C(X, B(N, Y )) we can effectively find g := f • T : X → R, using evaluation and type conversion. 1) ) and thus we can deter- The reader might object that the Computable Uniform Boundedness Theorem, as stated here, does not deserve its name, since it does not imply the classical version of the theorem. However, it is straightforward how to combine this more general result with the classical Uniform Boundedness Theorem in order to get a version which actually implies the classical theorem. Our result shows how to compute uniform bounds if they exist while the classical result guarantees that they exist under certain additional assumptions. §6. The contraposition of the Uniform Boundedness Theorem. Can we also effectivize the contraposition of the Uniform Boundedness Theorem? Thus, given a sequence of linear and bounded operators T i : X → Y such that {||T i || : i ∈ N} is unbounded, can we effectively find some witness x ∈ X such that {||T i x|| : i ∈ N} is unbounded? The following theorem answers the question in the affirmative. The proof is a direct effectivization of the classical proof of the Uniform Boundedness Theorem [13] and it uses the computable Baire Category Theorem [6] . A corresponding version of the Uniform Boundedness Theorem is known in constructive analysis [4] . Proof. Let us consider a sequence (T i ) i∈N of linear and bounded oper-
Thus, using evaluation and type conversion and the fact that the norm || || : Y → Ris computable, we obtain by Proposition 11.1 from [6] and Theorem 4.5 that the mapping α :
Now, let us assume that some set A n is somewhere dense, i.e. there exists some x ∈ X and some ε > 0 such that B(x, ε) ⊆ A n . Then there is some r ∈ N such that
Thus, ||T i || = sup x∈B(0,1) ||T i x|| ≤ rn for all i ∈ N which contradicts the assumption that {||T i || : i ∈ N} is unbounded. Hence, (A n ) n∈N is a sequence of nowhere dense sets. By the computable Baire Category Theorem, i.e.
Theorem 6 in [6], there exists a computable operation ∆ :⊆ A > (X) N X such that there exists some x ∈ ∆(A n ) n∈N whenever (A n ) n∈N is a sequence of nowhere dense closed subsets A n ⊆ X and x ∈ X \ ∞ n=0 A n for all such x. Thus, β := ∆ • α is a computable operation with the desired properties.
We obtain the following weaker non-uniform corollary. dt and thus each T i is bounded, whereas {||T i || : i ∈ N} is unbounded [13] . Using evaluation and type conversion, one can prove that (T i ) i∈N is a computable sequence of linear bounded and computable operators
This follows from the fact that integration is computable (cf. Theorem 6.4. 1.2 in [31] ). Now Corollary 6.2 yields a computable function f ∈ C[0, 2π] such that {||T i f|| : i ∈ N} is unbounded.
Using the computable version of the Theorem on Condensation of Singularities [5] we could even prove that, given a sequence of computable numbers (t n ) n∈N in [0, 2π], we can effectively find a computable function f : [0, 2π] → R such that the Fourier series of f does not converge to f at t n for all n ∈ N. We will not formulate this result here. §8. The Banach-Steinhaus Theorem. In this section we want to discuss a computable version of the Banach-Steinhaus Theorem 1.2. The following simple example shows (with a similar construction as in Remark 5.7) that a computable sequence of computable and pointwise converging operators does not need to converge to a computable operator.
Example 8.1. Let (a n ) n∈N be an increasing computable sequence of real numbers such that a := sup n∈N a n exists, but is not computable. Then the sequence (T i ) i∈N of mappings T i : R → R, x → a i x is a computable sequence of computable linear operators such that T x := lim n→∞ T n x exists for all x ∈ R, but the operator T : R → R defined in this way, i.e. T x = ax, is not computable.
Thus, for a computable version of the Banach-Steinhaus Theorem we need more information on the sequence (T i ) i∈N . It turns out that it suffices to know the uniform bound sup i∈N ||T i || and the moduli of convergence of the sequences (T i x) i∈N . Because of linearity, it even suffices to know these moduli on some fundamental sequence. Proof. Given a sequence (T i ) i∈N of linear bounded and pointwise convergent operators T i : X → Y together with a bound s ≥ sup i∈N ||T i || and a modulus of convergence m : N → N for the sequence (e j ) j∈N such that ||T k e j − lim n→∞ T n e j || ≤ 2 −i for all k ≥ m i, j , the classical BanachSteinhaus Theorem guarantees that the operator T := (x → lim n→∞ T n x) ∈ C(X, Y ) is defined and ||T || ≤ s. Given some x ∈ X and some k ∈ N we can effectively find some finite linear combination x := l j=0 a j e j with a j ∈ Q F such that ||x − x || < 
Thus, by producing some output y ∈ Y with ||y − y || < 2 −k−1 one can actually compute T with precision 2 −k . Using evaluation and type conversion, one can show that a given tuple ((T i ) i∈N , m, s) can be effectively transformed into T .
A combination of the computable Banach-Steinhaus Theorem 8.2 with the computable Uniform Boundedness Theorem 5.10 leads to the following corollary. Since for a single sequence (T i ) i∈N an upper bound s on the uniform bound is always available, we obtain the following less uniform version of the computable Banach-Steinhaus Theorem 8.2. [4] . For instance, the contraposition of the Uniform Boundedness Theorem admits a similar constructive version and it might even be possible to transfer the constructive version into a computable one (see [27] for a partial transfer result). Moreover, Ishihara proved that in the constructive setting, the Banach-Steinhaus Theorem is equivalent to BD-N (a principle which states that each "pseudobounded" subset of N is bounded and which cannot be proved in the constructive setting, see [15, 16] ). Although this principle should be satisfied in a suitable realizability model, it seems to be impossible to derive the computable versions of the BanachSteinhaus Theorem, given in Theorem 8.2 and Corollary 8.3, from this result. Finally, no analog of the computable Uniform Boundedness Theorem 5.10 appears to be known in constructive analysis.
In reverse mathematics, as proposed by Friedman and Simpson [25] , several theorems of functional analysis have been analysed according to which axioms are needed to prove the corresponding theorems in the language of second order arithmetic. Especially, it has been shown that the subsystem RCA 0 of second order arithmetic (i.e. second order arithmetic with a restricted recursive comprehension axiom) suffices to prove the Baire Category Theorem [11, 25] . However, the proofs in reverse mathematics are not necessarily effective such that they cannot be directly transfered to computable analysis (an example is the proof of the Banach-Steinhaus Theorem II.10.8 in [25] , where the non-effective contraposition of the Baire Category Theorem is applied). Nevertheless, computable counterexamples, as provided by computable analysis, could be a relevant source for reverse mathematics (cf. the discussion in Remark I.8.5 of [25] ) as well as for constructive analysis.
