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Abstract. Existential second-order logic (ESO) and monadic second-order logic (MSO) have attrac-
ted much interest in logic and computer science. ESO is a much more expressive logic over word
structures than MSO. However, little was known about the relationship between MSO and syntactic
fragments of ESO. We shed light on this issue by completely characterizing this relationship for the
prefix classes of ESO over strings, (i.e., finite word structures). Moreover, we determine the com-
plexity of model checking over strings, for all ESO-prefix classes. Let
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denote the prefix
class containing all sentences of the shape  where  is a list of predicate variables,  is a
first-order quantifier prefix from the prefix set

, and  is quantifier free. We show that
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are the maximal standard ESO-prefix classes contained in MSO, thus expressing
only regular languages. We further prove the following dichotomy theorem: An ESO prefix-class
either expresses only regular languages (and is thus in MSO), or it expresses some ﬁﬀ -complete
languages. We also give a precise characterization of those ESO-prefix classes which are equivalent
to MSO over strings, and of the ESO-prefix classes which are closed under complementation on
strings.
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1 Introduction
Second-order logic over finite structures has attracted the interest of logicians, mathematicians, and com-
puter scientists for a long time. In particular, several important results have been obtained which link logic
to automata theory and complexity theory.
Two fundamental results in this context are the famous Bu¨chi Theorem [7], which says that monadic
second-order logic (MSO) over strings precisely characterizes the regular languages, and Fagin’s The-
orem [14], which states that existential second-order logic (ESO) exactly expresses the NP properties over
finite structures (in particular, over finite strings). Thus, over strings, ESO is a much more expressive logic
than MSO. However, little was known about the relationship between syntactic fragments of ESO and MSO.
In this paper we shed light on this issue by investigating prefix classes of (nonmonadic) ESO over finite
strings. Before explaining in more detail both the problem studied and the obtained results, we spend a few
paragraphs describing the context of our research and the most important earlier results related to it.
Logical Characterization of NP. The class NP is one of the most well-known classes of problems, and
has been attracting much interest from both the practical as well as the theoretical side. To date, a large
and steadily increasing number of problems in practice is known to be complete for this class, while no
polynomial time algorithm for any of these problems is known; the P=NP question is one of the main
challenging open problem in computer science.
This question has been tackled from different directions in the hope of utilizing tools and the rich body of
knowledge from different, well-developed areas. One such attempt was a reduction of the P=NP question
to problems in logic. In this context, Fagin [14] gave a purely logical characterization of NP in terms of
second-order logic, where there is no notion of machine, computation, or time. He proved that over finite
structures, the properties which are decidable in NP are precisely those which are definable in existential
second-order logic (ESO), i.e., expressible through a sentence of the form ﬃ "! , where ﬃ  means existential
quantification over a list $#&%('*),+,+,+*)-%/. of relational variables %10 and ! is a first-order formula.
Fagin’s Theorem was successfully used in various areas for establishing different types of results. For
example, it has been exploited in database theory for assessing the expressive power of query languages,
cf. [28, 45, 43], or in computation theory to characterize subclasses of 2/3 or establish logically defined
hierarchies of nondeterministic complexity classes within NP [2, 19, 33, 35]. Another use is in the area of
optimization theory, where based on Fagin’s Theorem, logical definitions of optimization problems were
given, cf. [38, 37, 29].
Prefix Classes. In the above investigations, syntactic subclasses of ESO were studied. In particular, prefix
classes play an important role. Prefix classes are the most natural and the most commonly studied fragments
of predicate logic. A prefix class is a class of formulas in prenex normal whose quantifier prefixes obey
a certain pattern. Denote by 465798;:< the prefix class consisting of all ESO-sentences ﬃ "! , where ! is
in prenex normal form with a quantifier prefix from a first-order prefix class : . Then, Fagin’s Theorem
actually characterizes NP as the class 4
5798>=?,ﬃ?,< .
The interest in prefix-classes dates back a long time ago. Actually, the classical decision problem of
Hilbert is the following problem, where FO 8;:< denotes the set of prenex first-order formulas, possibly
containing free occurrences of predicate variables:1
1Note that in the context of model checking, the only free predicate variables of a FO formula may be the predicate symbols in
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Instance: formula ! in FO( : )
Question: Is ! (finitely) satisfiable?
Reformulated in the context of second-order logic, this is equivalent to whether for a given : :
Instance: formula ! in ESO( : )
Question: Is ! (finitely) satisfiable?
This question has been studied in depth over the past decades, and an exhaustive classification of decidable
and undecidable prefix classes is known (see [5]); there are huge complexity gaps between elementarily
decidable and undecidable classes. The 465798;:< classification played an important role in the identification
of fragments of ESO which obey the 0-1 law, i.e., the property that over finite structures, a sentence is
almost surely true or almost surely false, cf. [30, 36]. It turned out that there is a close relationship between
decidable classes and those satisfying the 0-1 law.
Ordered Structures, Strings, and Bu¨chi’s Theorem. While the above results are on arbitrary (finite)
structures, computer science mainly deals with ordered structures. In fact, the input to a computing device
such as a finite automaton or a Turing machine is implicitly ordered by the position of the data in the input
stream or on the input tape, respectively. Accordingly, many important issues in finite model theory were
considered in the context of ordered structures (see below for a short description of results and references).
Strings, i.e., words over a finite alphabet, are ordered structures of particular importance. The set of strings
satisfying a given formula @ is a formal language. We can thus directly compare classes of formal languages
to logical formalisms.
In order to do this formally, we need to confine to a logical representation of strings. There are several
possibilities and we have chosen the simplest here. We represent a string over an alphabet A as a structure
over a finite universe B$#DCEF),+,+,+G)IHKJ (representing the positions of the string), equipped with the natural
successor relation Succ over B , constants LNMOH and LQPR for the first and the last position, respectively, and
a predicate S6T for each letter PVUWA , such that SXT8YM< is true iff the M -th position of the string consists of letter
P .
A fundamental result relating logic to formal languages is Bu¨chi’s Theorem [7] (also found by Trakhten-
brot [53]), which says that monadic second-order logic (MSO) expresses over finite strings precisely the
regular languages. Hence, over finite strings, MSO is much weaker than ESO, which expresses all lan-
guages in NP.
In fact, over finite strings, even the class 4
5Z7(8>= ? < expresses all languages in NP; this follows from the
more general result that over finite successor structures, i.e., finite structures equipped with a successor
predicate, every ESO sentence is equivalent to some 4
5798>=?*< sentence [32, 13].
Main Problems Studied. Combining and extending the results of Bu¨chi and Fagin, it is natural to ask:
What about (nonmonadic) prefix classes 465798;:< over finite strings? We know by Fagin’s theorem that
all these classes describe languages in NP. But there is a large spectrum of languages contained in NP
ranging from regular languages (at the bottom) to 2/3 -hard languages at the top. What can be said about
the languages expressed by a given prefix class 4
57(8;:< ? Can the expressive power of these fragments be
characterized? In order to clarify these issues, we investigated, in particular, the following problems:
the signature of the input structure.
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[ Which classes 4657(8;:< express only regular languages?
In other terms, for which fragments 4
5798;:< is it true that for any formula @\U]4
5Z798;:< the set
^`_Fa
8O@<b#cCed fﬁd f #]@J of all finite strings (over a given finite alphabet) satisfying ! constitutes a
regular language? Any fragment fulfilling this condition is called regular. By Bu¨chi’s Theorem this ques-
tion is identical to the following: Which prefix classes of ESO are (semantically) included in MSO?
Note that by Gurevich’s classifiability theorem (cf. [5]) and by elementary closure properties of regular
languages, it follows that there is a finite number of maximal regular prefix classes 465798;:< , and similarly,
of minimal nonregular prefix classes; the latter are, moreover, standard, i.e., the quantifier prefix class : is
either the set of all prefixes or it can be described by a string over the alphabet Cg=);ﬃh)=i?G);ﬃ?jJ . It is our aim
to determine the maximal regular prefix classes and the minimal nonregular prefix classes.
[ What is the complexity of model checking (over strings) for the nonregular classes 4
5798;:< ?
Model checking for regular classes 4
5Z798;:< is easy: it is feasible by a finite state automaton. We also
know (e.g. by Fagin’s Theorem) that some classes 465798;:< allow us to express 23 -complete languages.
It is therefore important to know (i) which classes 465798;:< can express 2/3 -complete languages, and (ii)
whether there are prefix classes 4
5Z798;:< of intermediate complexity between regular and 23 -complete
classes.
[ Which classes 4
5Z798;:< capture the class REG of all regular languages? A class of logical sentences
captures REG, if all regular languages and only those can be expressed in it. By Bu¨chi’s Theorem, this
question is equivalent to the question of which classes 4
5Z798;:< have exactly the expressive power of MSO
over strings.
[ For which classes 4
5798;:< is finite satisfiability decidable, i.e., given a formula @kUl465798;:< , decide
whether @ is true on some finite string ?
[ Which classes 4657(8;:< are closed under complementation over strings?
Main Results. The present paper answers all the above questions exhaustively. Some of our results are
rather unexpected. In particular, we prove a surprising dichotomy theorem which sharply classifies all
4
5798;:< classes as either regular or intractable. Our main results are summarized as follows.
(1) The class 4
5Z798Oﬃ?-=mﬃ?,< is regular (Theorem 7.1). This theorem constitutes the technically most involved
result of this paper. Given that this class is nonmonadic, it was not possible to exploit any of the ideas
underlying Bu¨chi’s proof for proving it regular. The main difficulty consists in the fact that relations of
higher arity may connect elements of a string that may be very distant from one another and it is not a
priori clear how a finite state automaton should be able to guess such connections and check their global
consistency. To solve this problem, we had to develop completely new methods. In particular, we proved
new combinatorial results on hypergraphs and applied them to logic.
Interestingly, model checking for the fragment 4
5798Oﬃn?-=mﬃ?,< is 2/3 -complete over graphs. For example,
the well-known set-splitting problem can be expressed in it. Thus the fact that our input structures are
monadic strings is essential (just as for MSO).
(2) The class 465798Oﬃ ? ==m< is regular (Theorem 8.1). The regularity proof for this fragment is easier but also
required new techniques. Note that model checking for this class, too, is 2/3 -complete over graphs.
(3) Any class 4
5798;:< not contained in the union of 4
5Z798Oﬃh?I=oﬃ?,< and 4
5798Oﬃ?p==m< is not regular (Proposi-
tion 3.1).
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Thus 4
5798Oﬃ ? =mﬃ ? < and 4
5Z798Oﬃ ? ==m< are the maximal regular standard prefix classes. The unique maximal
(general) regular ESO-prefix class is the union of these two classes, i.e, 465798Oﬃo?-=mﬃ?,<rqs4
5Z798Oﬃ?p==m<t#
4
5Z798Oﬃ?-=K8>=(qQﬃ?,<I< (Theorem 8.7).
It turns out that there are three minimal nonregular ESO-prefix classes, namely the standard prefix classes
4
5Z798>===m< , 4
5798>==oﬃ< , and 465798>=mﬃ=o< . All these classes express nonregular languages by formulas whose
list of second-order variables consists of a single binary predicate variable.
Therefore, results 1.-3. give a complete characterization of the regular classes 4
5798;:< . A picture of the
situation is given in Figure 1. The picture also visualizes further results, and is explained in more detail
below.
uvxwy{ze|-ze}
FO expressible (FO


	
)
uvxwy~|,ze|,I} u vgwy~|,z,ze} uvxwy{z,ze|g}
regular-tailored
u vgwy{z,z,ze}
NP-tailored
uvgwy|,ze}
uvgwyz  }
uvxwy{ze|g} uvxwy{z,ze}
regular NP-hard
Figure 1: Complete picture of the ESO-prefix classes on finite strings
(4) We obtain the following dichotomy theorem: Let 4
5Z798;:< be any prefix class. Then, either 4
5Z798;:< is
regular, or 4
5798;:< expresses some 23 -complete language (Theorem 9.3). This means that model checking
for 465798;:< is either possible by a deterministic finite automaton (and thus in constant space and linear time)
or it is already NP-complete. Moreover, for all NP-complete classes 4
5798;:< , NP-hardness holds already
for sentences whose list of second-order variables consists of a single binary predicate variable. There are
no fragments of intermediate difficulty between REG and 23 .
(5) The above dichotomy theorem is paralleled by the solvability of the finite satisfiability problem for 4
57
(and thus 7 ) over strings. We show that over finite strings, satisfiability of a given formula from a class
ESO 8;:< is decidable if and only if ESO 8;:< is regular (Theorem 10.1).
(6) We give a precise characterization of those prefix classes of ESO which are equivalent to MSO over
strings, i.e. of those prefix fragments that capture the class REG of regular languages (Theorem 11.4).
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This provides us with completely new logical characterizations of REG. Moreover, we establish that any
regular ESO-prefix class is over strings either equivalent to full MSO, or is contained in first-order logic,
in fact, in FO 8Oﬃ?I=m< (Theorem 11.3). We further show that there is a unique minimal ESO prefix class
which captures NP, namely 465798>= ? < (Proposition 9.1). Our proof uses results in [32, 13] and well-known
hierarchy theorems.
(7) We give a precise characterization of those regular prefix classes of ESO which, over strings, are closed
under complementation. In particular, we show that any nontrivial regular class 465798;:< is closed under
complementation iff some quantifier prefix Ul: contains either the sequence =Z= or the sequence =mﬃ ; this
is the case iff 465798;:< captures REG (Theorem 11.4). Moreover, it follows from our previously described
results (1.-4.) that if 2/3# co- 23 , then no nonregular prefix class is closed under complementation.
Assuming 2/3# co- 23 we have thus completely determined those prefix classes of ESO which are closed
under complementation over strings (Theorem 11.6).
Our main results are summarized in Figure 1. In this figure, the set of all ESO-prefix classes is divided into
four regions. The upper two regions contain all classes that express nonregular languages, and therefore, as
we show, also NP-complete languages. The uppermost region contains those classes which capture NP, i.e.,
express all languages in NP. These classes are called 23 -tailored. The embracing region, separated by a
dashed line, are those classes which can express some NP-hard languages, but not all languages in NP. Its
bottom is constituted by the minimal nonregular classes, 4
5798>==Z=m< , 4
5Z7(8>=mﬃ=m< , and 4
5Z798>==mﬃ< . The lower
two regions contain all regular classes. The maximal regular standard prefix classes are 4
5Z798Oﬃ?-=mﬃ?,< and
4
5798Oﬃ?p=Z=m< . The dashed line separates the classes which capture precisely REG(called regular-tailored),
from those which do not; by our results, the expressive capability of the latter classes is restricted to first-
order logic (in fact, to FO 8Oﬃ ? =o< ). The minimal classes which capture REG are 465798>=mﬃ< and 465798>==m< .
Furthermore, all nontrivial classes contained in the lowest region are (provably) not closed under com-
plementation. All classes in the upper region of regular classes (regular-tailored) are closed under comple-
mentation, while those in the region above regular classes are not closed under complementation unless NP=
co-NP.
Potential Applications. Monadic second-order logic over strings is currently used in the verification of
hardware, software, and distributed systems. An example of a specific tool for checking specifications based
on MSO is the MONA tool developed at the BRICS research lab in Denmark [3, 21, 26].
Observe that certain interesting desired properties of systems are most naturally formulated in nonmonadic
second-order logic. Consider, as an unpretentious example2, the following property of a ring Ł of processors
of different types, where two types may either be compatible or incompatible with each other. We call
Ł tolerant, if for each processor  in Ł there exist two other distinct processors -,GG
'
8m<UkŁ and
-,GGm8n<6UWŁ , both compatible to  , such that the following conditions are satisfied:
1. for each WUQŁ and for each MrUCEF)pJ , xP, 0 8n< is not a neighbor of  ;
2. for each M-)bUCEF)pJ , pgeG
0
8--,GG8n<I</UCI)GpgeG
'
8n<;)Gpgej

8n<pJ .
Intuitively, we may imagine that in case  breaks down, the workload of  can be reassigned to -,GG
'
8n< or
to -,GGm8n< . Condition 1 reflects the intuition that if some processor is damaged, there is some likelihood
2Our goal here is merely to give the reader some intuition about a possible type of application.
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that also its neighbors are (e.g. in case of physical affection such as radiation), thus neighbors should not
be used as backup processors. Condition 2 states that the backup processor assignment is antisymmetric
and anti-triangular; this ensures, in particular, that the system remains functional, even if two processors of
the same type are broken (further processors of incompatible type might be broken, provided that broken
processors can be simply bypassed for communication).
Let  be a fixed set of processor types. We represent a ring of H processors numbered from E to H where
processor M is adjacent to processor M ¡E8YL
_Fa
H< as a string of length H from  ? whose M -th position is ¢ if
the type of the M -th processor is ¢ ; logically, SX£ 8YM< is then true. The property of Ł being tolerant is expressed
by the following second order sentence @ :
@&¤¥ﬃ %',)-%

) =¦Rmﬃ§ 'x)I§

+-
_
L9¦P¨g8YR)I§ 'x<o©t
_
L9hP¨,8YR)I§

<©
%'j8YR)I§ 'x<m©N%

8YR)I§

<I©
ª
0¬«'I­

ª

«'I­
®e¯
% 0 8Y§

)IRm<o©
¯
% ' 8Y§

)I§ 0 <o©
¯
%

8Y§

)I§ 0 <°±©
R²#³§ '©tRs#&§

©"§ '´#&§

©
¯ﬁµ
¦g8YR)I§ 'x<m©
¯ﬁµ
¦g8Y§ '*)IRn<o©
¯ﬁµ
¦g8YR)I§

<o©
¯¶µ
¦g8Y§

)IRn<©
®
8YRN#³LQPRm<¶·8Y§ '¸#³LNMHV©V§

#³LNMOH<
°
©
®
8YRN#³LNMOH<¶·8Y§
'
#¹LQPRº©V§

#³LQPRm<°)
where 
_
L9¦P¨g8YR)I§< is the abbreviation for the formal statement that processor R is compatible to processor
§ (which can be encoded as a simple boolean formula over S£ atoms).
@ is the natural second-order formulation of the tolerance property of a ring of processors. This formula
is in the fragment 465798OﬃZ?p=mﬃ?g< ; hence, by our results, we can immediately classify tolerance as a regular
property, i.e., a property that can be checked by a finite automaton.
In a similar way, one can exhibit examples of 465798Oﬃ ? ==m< formulas that naturally express interesting
properties whose regularity is not completely obvious a priori. We thus hope that our results may find
applications in the field of computer aided verification.
Further Related Work. Since Bu¨chi’s logical characterization of the regular languages and Fagin’s lo-
gical characterization of 23 , several further logical characterizations of complexity classes or types of
formal languages have been obtained.
The following are some classical results concerning general (not necessarily monadic) finite structures.
Stockmeyer [48] has shown that full second-order logic captures the polynomial hierarchy (PH). Immer-
man [23] and Vardi [54] proved that polynomial time is captured by fixpoint logic over ordered structures,
and Gra¨del [17, 18] established this for ESO( = ? ,Horn). The related result that the well-known database
query language Datalog captures 3 over ordered structures is already implicit in [54, 23]. Abiteboul and
Vianu have studied several other database query languages, and they showed that the classes of total and
partial fixpoint queries coincide on arbitrary finite structures if and only if P = PSPACE (see [1]). Many
complexity classes, including LOGSPACE and NLOGSPACE, were logically characterized by Immerman
[23]. Most of these results and many others are covered by the books or surveys [25, 10, 20, 16].
Our results add to previous knowledge about the relationships between nonmonadic ESO fragments and
MSO over strings. They contrast with previous results on graphs. We show that existential MSO and
ESO 8Oﬃ?»=oﬃ?x< coincide over strings. This is not true for graphs. It was known that over finite graphs, discon-
nectivity is expressible in existential MSO [15], and 2-colorability or completeness of a graph are clearly
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in existential MSO; however, none of these properties is expressible in ESO 8Oﬃ ? =mﬃ ? < , even in presence of
a successor [12]. Therefore, 4
5798Oﬃ¦?-=mﬃ?x< and MSO have different expressive power over ordered graphs.
Further relevant work on discussing ESO and MSO fragments over graphs and general structures can be
found in [8, 46, 47, 42, 9].
To our best knowledge, there has been no previous characterization of the regular languages by nonmon-
adic fragments of ESO. However, many papers cover either extensions or restrictions of MSO or REG.
Lynch [33], for example, has studied the logic over strings obtained from existential MSO by adding
addition. He proved that model checking for this logic lies in 2/¼½¾¿48YH< , i.e., in nondeterministic linear
time. Grandjean and Olive [19, 35] obtained interesting results related to those of Lynch. They gave logical
representations of the class NLIN, i.e., linear time on random access machines, in terms of second-order
logic with unary functions instead of relations (in their setting, also the input string is represented by a
function).
Lautemann, Schwentick and The´rien [31] recently proved that the class CFL of context-free languages is
characterized by ESO formulas of the form ﬃÀ9! where ! is first-order, À is a binary predicate symbol, and
the range of the second-order quantifier is restricted to the class of matchings, i.e., pairing relations without
crossover. Note that this is not a purely prefix-syntactic characterization of CFL. From our results and the
fact that some languages which are not context-free can be expressed in the minimal nonregular ESO-prefix
classes, it follows that a syntactic characterization of CFL by means of ESO-prefix classes is impossible.
Several restricted versions of REG where studied and logically characterized by restricted versions of
ESO. McNaughton and Papert [34] showed that first-order logic with a linear ordering precisely charac-
terizes the star-free regular languages. This theorem was extended by Thomas [52] to Á -languages, i.e.,
languages with infinite words. Later several hierarchies of the star-free languages were studied and lo-
gically characterized (see, e.g. [52, 39, 40, 41]). Straubing, The´rien and Thomas [50] showed that first-
order logic with modular counting quantifiers characterize the regular languages whose syntactic monoids
contain only solvable groups. These and many other related results can be found in the books and sur-
veys [49, 52, 39, 40, 41].
Structure of the paper. The rest of this paper is organized as follows. Section 2 introduces basic concepts
and notation. In Section 3, we show that the classes 4
5Z798>===m< , 4
5798>=Z=mﬃ< , and 4
5798>=oﬃ=m< all express
the canonical nonregular language Â#ÃCjP .  . J . In Section 4, we derive a new combinatorial theorem on
hypergraphs, which is a crucial tool for proving that 465798Oﬃ ? =mﬃ ? < is regular. The latter result, which is the
technically most demanding of this paper, is gradually established in Sections 5–7. In particular, Section 5
proves the result under the restriction to successor-free 465798>=mﬃ ? < sentences; Section 6 generalizes it to
4
5798>=mﬃ
?
< sentences. The general result is then proved in Section 7. The regularity of the class 4
5Z798Oﬃ ? =Z=m<
is shown in Section 8. For better readability, the proof in this section is given under simplifying assumptions;
a full proof is in the appendix.
The problem of model checking is considered in Section 9, where we prove a dichotomy theorem for
model checking. In Section 10, we determine the classes : for which finite satisfiability is decidable.
Section 11 identifies those classes 4
5Z7(8;:< which capture REG and those which are closed under comple-
mentation. The final Section 12 addresses further research issues and concludes the paper.
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2 Preliminaries and Notation
We consider second-order logic with equality (unless otherwise stated explicitly) and without function sym-
bols of positive arity. Predicates are denoted by capitals and individual variables by lower case letters; a
bold face version of a letter denotes a tuple of corresponding symbols.
A prefix is any string over the alphabet Ceﬃn)=J , and a prefix set is any language :ÅÄÅCeﬃh)=J ? of prefixes. A
prefix set : is trivial, if :³#ÇÆ or :¡#ÈCeÉnJ , i.e., it consists of the empty prefix. In the rest of this paper, we
focus on nontrivial prefix sets.
A generalized prefix is any string over the extended prefix alphabet Ceﬃh)=);ﬃ ? )= ? J . A prefix set : is
standard, if either :³#`Ceﬃh)=JF? or : can be given by some generalized prefix.
For any prefix  , the class 465798O±< is the set of all Ê '
'
formulas ﬃ t! , where ! is a prenex first-order
formula with prefix  ; for any prefix set : , the class 4
5Z7(8;:< is the union 4
5798;:<¶#ÌË(ÍÎ Ï±4
5Z798O±< .
For example, 4
5798OﬃZ?p=mﬃ?g< is the class of all formulas ﬃ NﬃÐn=¦Rmﬃ Ñ! , where ! is quantifier-free; this is the
class of ESO-prefix formulas, whose first-order part is in the well-known Ackermann class.
Recall that a literal is an atomic formula or the negation of such; equalities and inequalities are also literals.
It is usual, when one deals with conjunctive normal forms, to define a clause as a set of literals interpreted as
the disjunction of its members. We deal with disjunctive normal forms. Accordingly, we redefine a clause as
set of literals interpreted as the conjunction of its members. A DNF formula can be seen as a set of clauses.
For any formula @$U¹4
5798Cg=);ﬃhJe?*< whose quantifier-free part is a DNF !Ç#ÓÒ
0Ô
0 , we denote by ÕW8O@X<
(simply Õ , if @ is understood) the set of all clauses
Ô
0 of ! .
Let A\# CjPZ'*),+,+,+*)-PÖ¸J be a finite alphabet. A string over A is a finite first-order structure d #
×
Br);S±Ø
T*Ù
),+,+,+*);S±Ø
T;Ú
)
µ
¦g,Ø)ILNMOHØ¿)ILQPRhØWÛ , for the vocabulary ÜhÝÞ#ßCeS T
Ù
),+,+,+j) S
T
Ú
)
µ
¦g , LNMOHi)LQPRoJ ,
where
[
B is a nonempty finite initial segment CEF)p),+,+,+G)IHKJ of the positive integers;
[ each S Ø
Tpà
is a unary relation over B (i.e., a subset of B ), for MK#EF),+,+,+G)IL for the unary predicate S
Tpà
,
also referred to as colors, such that the S9Ø
Tpà
are pairwise disjoint and Ë
0
S±Ø
T;à
#`B .
[
µ
¦g
Ø is the usual successor relation on B and LNMOH Ø and LQPR Ø are the first and the last element
in B , respectively.
The strings d for A correspond to the nonempty finite words over A in the obvious way; in abuse of
notation, we often use d in place of the corresponding word from Aá? and vice versa.
A SO sentence @ over the vocabulary ÜnÝ is a second-order formula whose only free variables are the
predicate variables of the signature ÜmÝ , and where no constant symbols except LNMOH and LQPR occur. Such
a sentence defines a language over A , denoted â/8O@< , given by â´8O@X<t#ãCed f6d f #ä@J . We say that
a language ÂåÄåA ? is expressed by @ , if â´8O@X<º#ÓÂlæA¸ç (thus, for technical reasons, without loss of
generality we disregard the empty string); Â is expressed by a set
µ
of sentences, if Â is expressed by some
@³U
µ
. We say that
µ
captures a class S of languages, if
µ
expresses all and only the languages in S .
Let A be a finite alphabet. A sentence @ over Ü Ý is called regular, if â/8O@X< is a regular language. A set
of sentences
µ
(in particular, any ESO-prefix class) is regular, if for every finite alphabet A , all sentences
@³U
µ
over Ü¦Ý are regular.
Bu¨chi [7] has shown the following fundamental theorem. Let MSO denote the fragment of second order
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logic in which all predicate variables have arity at most one,3 and let REG denote the class of regular
languages.
Proposition 2.1 (Bu¨chi’s Theorem) MSO captures REG.
Note that Bu¨chi’s Theorem was independently found by B. Trakhtenbrot [53].
That MSO can express all regular languages is easy to see, since it is straightforward to describe the
behavior of a finite state automaton by an existential MSO sentence. In fact, this is easily possible in
monadic 4
5Z798>=mﬃ< as well as in monadic 465798>==m< . Thus, we have the following lower expressiveness
bound on ESO-prefix classes over strings.
Proposition 2.2 Let : be any prefix set. If :áæ/Ceﬃn)=J?-=Ceﬃn)=J ç #&Æ , then 4
5Z798;:< expresses all languages
in REG.
3 Nonregular ESO-Prefix Classes
In this section, we present some ESO-prefix classes which are not regular. In particular, we show that
4
5798>==Z=m< , 4
5798>=Z=mﬃ< , and 465798>=mﬃ=o< include a well-known nonregular language. This means that whenever
we have in a prefix  two universal FO quantifiers separated or followed by some other FO quantifier, then
any class containing  is nonregular. As it will appear later, these three prefix-classes are the minimal
nonregular standard prefix-classes of 4657 .
Proposition 3.1 The language ÂÞ#`CjP .  . feHè¡éJ can be expressed by sentences
8YM<Wﬃ %=hR=¦§ﬃ ê+{!ﬁ' ,
8YMM<Wﬃ %=hR=¦§=hê+{!
 , and
8YMOMOM»<ëﬃ %=hRnﬃ§=hê+{!ì ,
where % is binary and the !K0 are quantifier-free.
Proof. The language Â is defined by the sentence
@ # ﬃ %=¦R)I§ﬃ ê+»%º8YLNMHi)ILQPRm<m©QS
T
8YLNMOH<I©
í
%º8YR)I§<¶·
®
¯
%º8Y§h)IRn<©8OS
T
8YRn<ﬁîïS
ð*8Y§<I<
°hñ
©
í
®
%º8YR)I§<o©QS
T
8YRm<
°
·
®
µ
hx8YR)-ê<©8òêW#³§º·ä%º8Y§¦)-ê<I<
°nñ
©
í
®
%º8YR)I§<o©QS
ð,8YRn<
°
·
®
µ
¦g8òê)IRn<©"%º8Y§h)-ê<
°hñ
+
The formula says that % is a directed graph such that an arc goes from LNMOH to LQPR , that the first letter of
the word is an P , that % is asymmetric and that arcs are between letters of different colors; the penultimate
conjunct says that if an arc leads from an element ó T colored with S T to an element ójð colored with Sð , then
3Observe that we assume MSO allows one to use nullary predicate variables (i.e., propositional variables) along with unary
predicate variables. Obviously, Bu¨chi’s Theorem survives.
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an arc must lead from óeð to the successor ó T , unless the elements ó T and ójð are adjacent; the last conjunct
states a similar condition for arcs from SXð ’s to S T ’s.
To see that @ works properly, consider first any word d #ïP .  . in Â . Then, 8Odô)-%±<sf #õ@ , where
%]#öC8YM-)peHø÷¡Mi ùEj<ëf
EúDMbúÃHKJ9q¹C8ûeHs÷¹Mi ÌEF)IMi ÌEj<Qf6EúÃMbüDHKJ . Conversely, suppose that
8Odô)-%±<bf #ý@ , where d #¥e'I Kþ,þ,þ xÖ and each x01UCjPZ)pjJ . By induction on M±úãß L

 , show that the
following holds:
x0#&P , xÖ0
ç
'
#Å , %º8YM-)ILD÷ôMn &Ej< , and %º8YL¥÷ôMh &EF)IMm &Ej< .
Thus, if L is even, we have finished. Suppose then Lã#keHQ E for some H , so that the given word d
is of the form P . ;.
ç
'p
. . In particular, we have %º8YHi)IL ÷¡HW ùEj< and %º8YHi)IHë Å< . By @ , %º8YHi)IHë Å<
implies %º8YHá ²)IHá ¡Ej< , and %º8YHá ô)IH(  Ej<¦©bS6ð*8YHá s< implies S T 8YHá  Ej<¦©(%º8YHá lEF)IH9  Ej< . However,
%º8YHV &EF)IHV &Ej< contradicts the asymmetry of % .
For 8YMOM< , we slightly modify the previous formula @ by turning the existential quantifier ﬃ ê into a universal
quantifier =hê , and by replacing the last two conjuncts with
8ò%º8YR)I§<©QS
T
8YRn<©
µ
¦g8YR)-ê<©"êN#&§<¶·ã%º8Y§¦)-ê<
and
8ò%º8YR)I§<©QS
ð,8YRn<o©
µ
¦g8òê)IRn<I<r·ä%º8Y§¦)-ê<;)
respectively.
For 8YMOMOM< , observe that with first-order quantifier prefix =mﬃ= , it is easy to say that % describes a partioning
of the string in 2-element sets CGó'*)pó  J , such that ó' has color S T and ó  has color S6ð :
=¦Rnﬃ§=hê
í
%º8YR)I§<o©8OS
T
8YRm<¶îïS
ð*8Y§<I<o©8ò%º8YR)-ê<¶·ä%º8òê)IRm<I<©8ò%º8YR)-ê<ﬁîãê#³§<
ñ
Indeed, observe that % must be symmetric, and by the first and the last conjunct, we have =hRnﬃ § %º8YR)I§< .
Moreover, it can be easily said with first-order prefix =mﬃ= that a string d is of the form P .  Ö (say that every
S
ð is followed by a S6ð ).
Corollary 3.1 The ESO-prefix classes 465798>==mﬃZ< , 4
5Z798>===m< , and 465798>=mﬃ=o< express some nonregular
languages.
In Section 9 we will derive by a more complicated proof even stronger results: the three ESO-prefix classes
in Corollary 3.1 do not only express nonregular languages, they even express NP-complete languages.
Observe that the syntactic incomparability of ESO-prefix classes does not mean that their expressive cap-
abilities over strings are incomparable. In particular, we show the following.
Proposition 3.2 Over strings, 4
5Z798>=mﬃ=m< reduces to 4657(8>==Z=m< . In other words, every language express-
ible in 4
5Z798>=mﬃ=m< is expressible in 4
5798>==Z=m< .
Proof. We begin with the following lemma.
Lemma 3.2 Let Ł ,  be 8~n NEj< -ary predicate symbols, bè¡é , and let  be a  -tuple of individual variables.
Then, =ﬃ§ŁV8	i)I§< is over strings equivalent to ﬃ=h=¦§=nê+
 for an appropriate quantifier-free formula 
 .
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Proof of Lemma. Intuitively, º8	i)I§< means that ŁV8	i)-ê< holds for some êºú¡§ . This can be expressed as
follows:
®
º8	i)ILNMH<¶·äŁb8	i)ILNMOH<°t©
®
p8Y§h)-ê<¶·
í
b8	i)-ê<ﬁ·8òŁV8	i)-ê<Qb8	i)I§<I<ñ°
conjunct º8	i)ILQPRn< to this and get the desired 
 . 
To reduce ESO 8>=mﬃ=m< to ESO 8>=Z==m< , let
@¡#Åﬃ (=hRnﬃ§=hê+{!r)
where ! is quantifier-free. Seconder-order skolemization gives an equivalent
@#Çﬃ Nﬃ
í
=¦Rmﬃ§V8YR)I§<m©b=¦R=h§=hê¦8b8YR)I§<i·ã!68YR)I§h)-ê<I< ñ +
Now use the lemma and then convert the resulting formula to the prenex form.
(Note that this proposition can not be applied in the proof of Proposition 3.1, since it introduces additional
predicate variables in the formula.)
4 A Combinatorial Theorem on Hypergraphs
In this section, we prove a result on hypergraphs. This result may be of independent interest and will be
used in Sections 5 and 7.
We introduce the concept of  óﬀ -transversal of a (directed) hypergraph, which is a key concept in the proofs
of the mains results in Sections 5 and 7. For understanding those proofs, it is necessary to be acquainted
with the definitions of the present section.
An r-uniform directed hypergraph ﬁ #ù8ﬂW)ﬃ9< consists of an  -ary relation ﬃ over finitely many elements
of ﬂ , i.e., ﬃ Ä¹"!$# . (Note that other authors use the term directed hypergraph for a different concept.) ﬂ is
called the set of nodes and ﬃ the set of (hyper)edges. Whenever we use the term hypergraph in this paper,
we actually mean uniform directed hypergraphs. Directed (finite) graphs are a special case given by  ±#Å .
We denote by Ł
_%
8òPZ)póe< the set of all positions at which P occurs in edge ó . Let, for instance ó³#
×'&
) ()+*)
&
Û , then Ł
_%
8
&
)póe<ﬁ#`CEF)+* J , Ł
_%
8'()póe<ﬁ#`CGJ , Ł
_%
8',)póe<ﬁ#ÅÆ , and so on.
By abuse of notation, we often write f ﬁ f instead of f ﬃtf for a hypergraph ﬁ #ù8ﬂë)ﬃá< . Moreover, for two
hypergraphs ﬁ #ù8ﬂë)ﬃá< and ﬁ

#Ì8ﬂ

)ﬃ

< , we write ﬁöÄ-ﬁ

iff ﬂöÄ-ﬂ

and ﬃ Ä.ﬃ

.
Let ﬁ # 8ﬂW)ﬃ9< a hypergraph. The degree
a
óﬀ/108òP< of a node P²U.ﬂ is the number of edges of ﬁ in
which P occurs. This notion generalizes to sets d of vertices: If d Ä2ﬂ , then the degree
a
óﬀ/30á8Od< of set
d is the number of edges ó±U4ﬃ that meet W, i.e. that have at least one component in d .
A transversal of a hypergraph ﬁ]#k8ﬂë)ﬃá< is a set Ä2ﬂ such that  meets all óáU5ﬃ . A transversal is
minimal, if it is of minimal cardinality.
Let us now introduce a more sophisticated concept of transversal, the excluded edge transversal.
Definition 4.1 Let ﬁ # 8ﬂë)ﬃá< be a hypergraph and óøU6ﬃ an edge. Then, an  ó7 -transversal of ﬁ is
a subset  of ﬂ such that each edge ó

U8ﬃÃ÷CGóFJ has at least one component  so that lUß and
Ł
_%
8ûG)pó

</Ä¹Ł
_%
8ûG)póG< , i.e.,  either does not occur at all in ó or  occurs in ó

at least at one position where
it does not occur in ó .
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Note that each  ó7 -transversal of ﬁ is a transversal of 8ﬂW)ﬁå÷ÞCGóFJe< but not vice-versa. Furthermore, if 
is an  ó7 -transversal of ﬁ , then every B such that ÄÅBÄ-ﬂ is an  óﬀ -transversal of ﬁ .
An  óﬀ -transversal is minimal, if it contains a minimal number of elements. We denote by ¢:9j8ﬁ< the
cardinality of a minimal  ó7 -transversal of ﬁ .
Example 4.1 Let ﬁ #ù8ﬂë)ﬃá< with ﬂÓ#`CEF)p) ;)+*)
&
J and ﬃù#`CGó'*),+,+,+j)pó=<eJ :
óF'X¤ E E  * *
ó

¤ E E E>* *
ó ì ¤
&
* ;  E
óﬀ?1¤    ; ;
ó=@´¤ E\   
ó=<´¤ * *  * *
Then `#ùCEF)p)+* J is an  ó '  -transversal of ﬁ , but 

#ùCG)+* J and 
 
#ùCEF)pJ are not, even though 

and 
 
are both transversals of 8ﬂë)ﬃÌ÷&CGóFJe< . Note that  is even a minimal  ó'+ -transversal of ﬁ . This
can be seen as follows: Every  ó'+ -transversal of ﬁ must contain E to meet ó  correctly and * to meet óA<
correctly. In order to meet óA? it must contain either  or ; . Therefore it must contain at least three elements.
 has three elements and is thus minimal. We have ¢9
Ù
8ﬁ<¶#B; .
Definition 4.2 Let ﬁ #ù8ﬂë)ﬃá< be a hypergraph. Then ¨g8ﬁ< is defined by
¨g8ﬁ<¶#
C
9
ÎD
¢
9
8ﬁ<
f ﬁÞf
+
Thus, ¨g8ﬁ< is the average minimal  ó7 -transversal size of the hypergraph ﬁ . The goal of this section is to
show that the asymptotic growth of ¨,8ﬁ< is superlinear in f ﬁ f .
Let us first state two simple lemmas.
Lemma 4.1 Let ﬁ

Ä-ﬁ and let ó be an edge of ﬁ

. Then ¢ 9 8ﬁ

<rú¡¢
9
8ﬁ< .
Proof. It suffices to note that every  ó7 -transversal of ﬁ necessarily contains an  ó7 -transversal of ﬁ

.
Lemma 4.2 Let ﬁ #ö8ﬂW)ﬃ9< and ﬁ

#c8ﬂ

)ﬃ

< be two hypergraphs. If ﬁ

ÄEﬁ then ¨,8ﬁ

<
þ
f ﬁ

f¶ú
¨,8ﬁ<
þ
f ﬁ f .
Proof. We have
¨,8ﬁ

<
þ
f ﬁ

f#GF
9
ÎHDJI
¢ﬀ9e8ﬁ

<
úKF
9
ÎDLI
¢ﬀ9j8ﬁ<
úMF
9
ÎD
¢ﬀ9G8ﬁ<¶#&¨g8ﬁ<
þ
f ﬁ f+
Here, the third expression follows by ﬁ

Ä-ﬁ from Lemma 4.1.
We are now ready for the main result of this section.
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Theorem 4.3 For every positive integer  , there is a monotone polynomial  such that every  -uniform
hypergraph ﬁ satisfies f ﬁ fü8Y¨,8ﬁ<I< .
Proof. We prove the statement by induction on  .
(Induction Base) If  ±#E , then f ﬁÞf#&¨g8ﬁ<o &E , and the statement trivially holds.
(Induction Step) Suppose that  witnesses the claim for  , and let ﬁ # 8ﬂW)ﬃ9< be an  á kE -uniform
hypergraph. Without loss of generality, we assume that f ﬁÞfON E ; by definition of ¨,8ﬁ< , we then have
¨g8ﬁ<
èE .
Since ¨g8ﬁ< is an average over all ¢ 9 8ﬁ< , there must exist an edge ó¸UPﬃ such that ¢ 9 8ﬁ<rú¡¨g8ﬁ< .
Let  be a minimal  óﬀ -transversal of ﬁ . It holds that f 9f¦úÇ¨,8ﬁ< . Since  meets all edges of ﬁ except
possibly ó , it holds that
a
ó7/10á8 ´<
èÈf ﬁ fe÷lE1èf ﬁÞf

 .
Consequently, there exists an element PsU  such that P occurs in at least f ﬁ f

8ûf 9f < edges of ﬁ , i.e.,
a
ó7/ 0 8òP <6è`f ﬁÞf

8ûf 9f < . Let A be the set of all edges of ﬁ containing P . We have f A9f èÈf ﬁÞf

8ûf (f < .
The element P may occur in different positions in the edges in A . However, since there are only  1 E
positions, there must exist a position M such that P occurs in at least f A9f

8	 (  Ej<Wè f ﬁ f

8ûf 9f8	 b ÌEj<I<
elements of A at position M . Let À]ÄA be the set of all edges in A containing P in the M -th position. Let
´¤#E

8	 ﬁ sEj< . Note that  is a constant depending only on  and that f ÀQfèÈf ﬁÞf

8òf 9f <èÈf ﬁ f

8ò
þ
¨g8ﬁ<I< .
Let ﬁ

#ù8ﬂë)-Àº< . Clearly, ﬁ

Ä-ﬁ . Retain that
f ﬁ fúl
þ
f ﬁ4f
þ
¨,8ﬁ<;+ (1)
Define Q¤#Ì8ﬂW)-À
T
< where
À
T
#`C
×
PZ'*),+,+,+j)-P0	m'*)-P0
ç
',),+,+,+j)-P1R
ç
'xÛf
×
PZ'*),+,+,+*)-P:R
ç
'xÛrUWÀVJ"
that is, À T is obtained from À by dropping the M -th column (which uniformly contains P in À ).
Note that fSQVf#Ìf ﬁ

f and, as easily seen, ¨,8ﬁ

<i#³¨,8TQ±< .
Since Q is  -uniform, applying the assumption on  yields
f ﬁ

f# fSQbfü8Y¨,8TQ±<I<ﬁ#²8Y¨,8ﬁ

<I<;+ (2)
Furthermore,
f ﬁ f
þ
¨,8ﬁ

< ú 
þ
f ﬁ

f
þ
¨g8ﬁ<
þ
¨,8ﬁ

< by (1)
ú 
þ
f ﬁ f
þ
¨,8ﬁ<
þ
¨g8ﬁ< by Lemma 4.2
so that
¨,8ﬁ4¬<
ú¡
þ
¨,8ﬁ<
þ
¨g8ﬁ<;+ (3)
Finally
f ﬁ fÃú 8ò
þ
¨,8ﬁ<I<
þ
f ﬁ

f by (1)
ú 8ò
þ
¨,8ﬁ<I<
þ
8Y¨,8ﬁ

<I< by (2)
ú 8ò
þ
¨,8ﬁ<I<
þ
8ò
þ
¨,8ﬁ<
þ
¨g8ﬁ<I< by (3) and the monotonicity of  .
It follows that the statement holds for   &E , which concludes the induction and the proof of the theorem.
Since any polynomial 8YH< is asymptotically dominated by  . , we obtain from the previous theorem the
following result.
Corollary 4.4 For each positive integer  , there exists a constant R¹èïé such that for any  -uniform
hypergraph ﬁ with f ﬁ fè¡ﬀR , it holds that ¨g8ﬁ<N-UWVX´f ﬁÞf .
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5 Successor-free ESO Y=Z\[A]^Z[1_ is Regular
In this and the following two sections, we prove that 465798Oﬃn?p=mﬃ?g< is regular. The proof is rather involved.
In this section, we prove the regularity of the fragment of 465798>=mﬃm?,< that does not use Succ or LNMOH or LQPR .
In Section 6, we prove the regularity of the fragment 4
5Z798>=mﬃ ? < that does not use LNMH or LQPR . Finally, in
Section 7, we prove the regularity of 465798Oﬃ ? =mﬃ ? < .
In Subsection 5.1, we introduce concepts and notation used in the proof. In Subsection 5.2, we prove some
normal form theorems. In Subsection 5.3, we introduce the semantic concept of boundedness and show that
a sentence is regular if it is bounded. The main result of this section is then established in Subsection 5.4.
5.1 Selectors, Witness Functions, Supports, and Conflicts
Recall that, in this paper, a term is an individual variable or an individual constant. Call a clause !68YR
'*),+,+,+G)IRZ. <
complete (or a complete type) with respect to a given vocabulary and a set of terms if it is a maximal syn-
tactically consistent conjunction of literals in the given vocabulary with variables in C*R ' ),+,+,+*)IR . J .
Definition 5.1 (NF1) Let A be an alphabet. An 4
5Z798>=mﬃ ? < sentence @ has the normal form 1, in short NF1,
if its quantifier-free part consists of clauses complete for the vocabulary of @ and for a set of individual
variables (not necessarily all individual variables in @ ).
Definition 5.2 Let @ be an NF1 sentence ﬃ º=¦Rnﬃ§ ' ),+,+,+*)I§ R +{! with quantifier-free part ! , and let d be a
string with universe BÇ#`B98Od< . A support for 8Od);@X< is a pair
µ
#
×
Ün) `oÛ , where Ü and ` are as follows.
[
Ü is a map: B`÷¦·ï! . Any such map is called a selector function for 8Od);@< .
[
` is an  -tuple of functions `0¤B`÷¦· B . Any such  -tuple is called a witness function for 8Od);@< .
Given a support aÈ#
×
Ün) `oÛ for 8Odô);@X< , we introduce the following notation.
For any PNU²B , the witness tuple for P is the tuple `i8òP < , and bMO¨
%
ó*¨g8òP¦)ca9< is the set CA` 0 8òP<fE±ú³M6ú- J of
witness elements for P .
For any AÄÅB , bMO¨,8òA±)ca(< is the set CA`i8òP <fFPVUWA±J of the witness tuples for all elements in A , and bM¨g8Ta(<
is the set bMO¨,8Br)ca9< of all witness tuples according to a .
For any
Ô
UëÕW8O@X< , ;d8
Ô
)ca(< is the set Ü m' 8òP <ﬁ#`CjPtUBÌfeÜ¶8òP<¶#
Ô
J of elements (“culprits”) assigned to
Ô
in a , and bM¨g8
Ô
)ca(< is the set bMO¨,8òxed8
Ô
)caº<;)ca9< of the witness tuples for all culprits for
Ô
.
For any PÈU¥B , dYMO¨,8òPZ)ca9< is the collection of ground literals which results from replacing R)I§ ' ),+,+,+j)I§ R
with P¦) `'j8òP<;),+,+,+G) `RF8òP < in Ü¶8òP< . If A Ä B , then dYMO¨,8òA±)ca9<²# ËVCfdYMO¨,8òP¦)caá< ¤áP$UýA¸J , dYMO¨,8
Ô
)ca(<²#
dYMO¨,8ò;d8
Ô
)ca(<;)ca9< , and dYMO¨g8Ta9<i#gdYMO¨,8Br)ca9< .
For any PÞU`B , a free witness literal of P is a literal in dYMO¨g8òP¦)ca9< that does not contain P . freelit 8òP¦)caº< is
the set of free witness literals of P . If AÃÄ$B , then hcij)jﬀkmln,8òA±)ca9<1#ýË
T
Î
Ý
hcij)jﬀkmln*8òPZ)ca9< and freelit 8Taº<´#
hoi+jcj7kpl	n,8Br)ca9< .
Finally, d M¨g8Od< is the set of all ground literals true in d .
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Example 5.1 Consider a formula @l#Çﬃ %=hRnﬃ§Z';)I§  )I§ìe+>8û!ﬁ'N!   þ,þ,þ < , where
!ﬁ' # S T 8YRm<o©QS T 8Y§ 'x<m©WS
ðg8Y§

<m©WS
ðg8Y§ìj<m©
µ
¦g8YR)I§ 'g<m©
µ
¦g8Y§

)I§ì*<o©"%º8YR)I§

<o©N%º8YR)I§ì*<¦+,+,+
!

# S
ð*8YRn<©NS T 8Y§ ';<o©QS T 8Y§

<m©WS
ðg8Y§ìj<m©
µ
¦g8YR)I§ 'g<m©
¯
%º8Y§

)I§ì,<¦+,+,+
Let d be the string depicted below, and let aõ#
×
Ün) `oÛ be a support for d and @ , such that Ü¶8û<W#
!¶'*)¦Ü¶8»EEj<ﬁ#Å!ﬁ' , and Ü¶8û*<r#Å!  , and where ` is defined on )*EE , and * as depicted.
W= a a b b a bb a b b a b b a a a a a a b b b a ab a
8 92 11 12 20 21 24 25
q rTs
q
3
rt
rt
q
q
rt
ruru
ru
rTs
rTs
v
q
Then, dYMO¨,8û)ca9<¶#`Cj%º8û) ,<;)-%º8û) w<pJ , dYMO¨,8»EEF)ca(<i#`Cj%º8»EEF)pFé<;)-%º8»EEF)p Ej<;J and dYMO¨,8û*)ca(<i#`C
¯
%º8û)p Ej<pJ .
Hence, d M¨g8Ta9<yxÅCj%º8û) ,<;)-%º8û) w<;)-%º8»EEF)pé<g)-%º8»EE)pEj<x)
¯
%º8û)x Ej<;J .
The set dYMO¨,8OdÈ< contains the literals SXð,8»Ej< ,
¯
S
T
8»Ej< , S T 8û< ,
¯
S
ð,8û< , . . . , S T 8û(< ,
¯
S
ð,8û(< ,

p8»EF)p< ,

p8û) ;< ,
¯y
p8»EF) ;< , etc; the literal
¯
%º8û)p Ej< belongs to hoi+jcj7kpl	n*8Taá< .
A support a for 8O@/);d< is called locally consistent if, for each P&UkB , the union dYMO¨,8òPZ)ca9<rqzdYMO¨,8Od<
is consistent. A support a is called consistent, if the union dYMO¨,8Ta9<Kq4dYMO¨,8Od< is consistent; otherwise a is
inconsistent.
The following lemma is obvious.
Lemma 5.1 d f #Ç@ iff there exists a consistent support for @ and d .
Elements P¦)p of d conflict over a support d if the set dYMO¨,8òP¦)ca(<q{dYMO¨g8ûG)caá<q{dYMO¨,8OdÈ< contains some atom
Â together with its negation; such Â is a conflict induced by P and  over a . 
_
H`i8òP¦)pG)ca9< is the set of all
conflicts induced by P and  over a . The following lemma is obvious.
Lemma 5.2 Let a be a support for 8Od);@X< . a is inconsistent if and only if there exists a pair P¦)páU B of
elements conflicting over a . a is locally inconsistent if and only if there exists an element P"UôB such that
P conflicts with itself over a .
Remark 1 All these definitions remain valid for the full 4
5798>=oﬃ ? < (complete with Succ, LNMOH and LQPR ).
5.2 Further normal forms
Definition 5.3 (NF2) An NF1 sentence @Ç#Ìﬃ(=¦Rmﬃ§Z'g),+,+,+*)I§R,! is in normal form 2 (NF2), if and only if
it fulfills the following conditions:
(a) If distinct variables |ﬁ)+} occur in a clause, then the clause contains the inequality literal |¹#2} .
(b) For each clause
Ô
, there exists a monadic predicate symbol Ł in  such that
Ô
contains the literal ŁV8YRn<
and the literals
¯
ŁV8Y§'p<;),+,+,+j)
¯
ŁV8Y§R,< .
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Lemma 5.3 Let Q#ù8Ta¶)ﬃá< be a finite directed graph with a bound  on the out-degree
a
ó7/
ç
~
8	<ﬁ#Ìf{C=

U
aÌ¤"(·

UPﬃ(Jf of each node  . Then Q is 2r+1-colorable.
Proof. Induction on the number H of nodes. The case H³# E is obvious. Suppose that the lemma has
been proved for HW÷ÅE . Since  is the bound on the out-degree, the average in-degree is ú and therefore
the average (total) degree is ú¹ . Hence there is a node  of degree ú¹ . By the induction hypothesis, the
rest of the graph can be 8û  &Ej< -colored. The neighbors of  use at most  colors; an unused color can be
used to color  .
A simple compactness argument shows that the lemma holds also for infinite graphs, but we will not use
that result here.
Theorem 5.4 Every NF1 sentence @ can be transformed into an equivalent (over strings) NF2 sentence
@? .
Proof. Let @ be as in the definition of NF1. To satisfy requirement (a), eliminate an equality |¡#} or
}Q#| , where | precedes } in the canonic ordering of variables, remove that literal and substitute | for }
everywhere else in the clause.
To satisfy requirement (b), consider any string d f #È@ and any support a for 8O@/);d< . Create a directed
graph Q on B98Od< by linking every culprit R to each of its witness elements. Obviously, the out-degrees are
bounded by  ; by Lemma 5.3, Q is  ¸ E -colorable. Since this is true for any support a , the 8û ± ÈEj< -
colorability follows from @ itself. Introduce   ôE new monadic predicates Ł',),+,+,+j)-Ł  R
ç
' and replace each
clause
Ô
UÇ@ by a collection of new clauses augmenting
Ô
with all possible “colorings” of all individual
variables in
Ô
by means of the predicates Ł 0 subject to the following restriction: R has a color different
from the colors of all other variables. (Coloring of a variable | with color predicate Ł60 means asserting
Ł0I8	|i< and
¯
Ł

8	|i< for all W#³M .) It is easy to see that the resulting sentence @´? is equivalent to @ .
Definition 5.4 (NF3) An NF2 sentence @`#Ìﬃ º=¦Rnﬃ §Z'x),+,+,+G)I§Rg! is in normal form 3 (NF3) if each clause
contains all individual variables R)I§ ' ),+,+,+*)I§ R .
Theorem 5.5 For every sentence @È#kﬃ º=¦Rmﬃ§ ' ),+,+,+*)I§ R ! , there exists an NF3 sentence @ ? equivalent to
@ on strings of length at least  X &E .
Proof. The goal is achieved in three steps.
Steps 1. If a clause
Ô
of @ does not contain all individual variables, augment it with literals |Å#} where
| ranges over the variables in @ and } ranges over the variables missing in
Ô
. Let @ ' be the result. Clearly
@' satisfies the condition (a) from the definition of NF2.
Step 2. Use the second part of the proof of Theorem 5.4 to transform @' into @  that is in NF2.
Step 3. If a clause of @  is not complete with respect to the vocabulary of @ , replace it with an equivalent
disjunction of complete clauses.
For reaching the objective of this section, it suffices to show that all NF3 sentences are regular.
Remark 2 This subsection also remains valid in the presence of Succ, LNMH and LQPR .
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5.3 Bounded sentences
Let  be a positive integer. An NF1 sentence @ is  -bounded if, for each d f #Ç@ , there exists a consistent
support a for 8Odô);@X< with f bMO¨,8Taá<,fú. , so that the total number of witness tuples is ú. . @ is bounded
if it is  -bounded for some  .
Theorem 5.6 If an NF3 sentence @ is bounded, then @ is regular.
Proof. Suppose that an NF3 sentence @ is  -bounded. We show that @ is equivalent to a monadic
second-order sentence, and thus, by Bu¨chi’s Theorem, @ is regular.
Let @ be of the form
ﬃ º=¦Rmﬃ§ ' ),+,+,+G)I§ R

ÎH^Ł
)
where  is a list of predicate variables and the
Ł
are the clauses of Õk#ÅÕQ8O@X< .
Note that whenever 8Od);@< has a consistent support, then there is also a consistent support a for 8Od);@X<
such that at most  þ  elements of B98Od< appear in all witness typles. Let `#ùCjê'*),+,+,+G)-êA RjJ be a set of

þ
 fresh individual variables. Transform @ to the following equivalent second-order sentence @

:
ﬃ ê',),+,+,+j)-êA R,ﬃ º=¦R-

ÎH


Ù
­SSS ­

#
Î
Ł
 § '
H
'g),+,+,+G)I§R
H
RcO)
where §0
H
0 means substitution of

0 for §0 . Let Õ

be the set of all clauses in @

. Now it is not hard to
see how all predicates of arity NÓE can be eliminated from @

. For notational simplicity, we assume that
 consists of one binary predicate % . Note that each % -literal occurring in @

has all its arguments among
C*RoJq . Replace each atom %º8	} )+|i< by a new unary atom % ­  8YRn< or nullary atom % ­  . That is, replace
%º8òê*0»)-ê

< by %
à
­ 	 , %º8òê*0»)IRm< by %
à
­  8YRm< , %º8YR)-ê*0< by %OF­ 
à
8YRn< , and %º8YR)IRm< by %OF­ 8YRn< . A clause
Ł
UsÕ

yields a clause
Ł
? . Let  ? be the list of new monadic predicate symbols %
­ 
corresponding to the new
atoms. Formula @

is then equivalent to
ﬃê'*),+,+,+*)-ê R,ﬃ 
?
=¦R
®ﬀ
©


ÎI
Ł
?
°
)
where =¦R

asserts that the new predicates are properly correlated.

is a conjunction of formulas like
ê

#&ê
ì
·
®
%
F­ 
8YRn<¶îä%
F­ ¡ 
8YRm<°
or
RQ#&ê

·
®
%O
Ù
­ 8YRn<¶îä%
Ù
­ ¡
°
+
This final formula is monadic.
5.4 Successor-free NF1 sentences are regular
In this subsection, we prove that every successor-free NF1 sentence @ is regular. The crux of the proof is
roughly described as follows. It is sufficient to show that @ is bounded. To prove this, we take a string d
such that @Çf #Çd and a support a for @ and d having a minimal extent (i.e, assigning – in a precise sense
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– a minimal number of witness tuples). Since the number of witness tuples (for short, witnesses) in a is
minimal, it is not possible to lump different witnesses together (i.e, we cannot replace the witness of one
element by the witness of another element and thus decrease the number of witnesses). Since it is impossible
to lump witnesses together, something must be responsible for this impossibility. Namely, for each element
P and each witness b of another element different from its own witness b¢ , there must exist at least one
literal Â induced by a that blocks the possibility of using b as witness for P instead of b¢ . Such literals Â
are called blockers. E.g., in Example 5.1, the literal
¯
%º8û)p Ej< is a blocker, because it blocks the reuse of
the witnesses of position 11 for position 2 in the string d .
We compute a lower bound on the number of necessary blockers. We note that the set of blockers for a
particular element P having bO¢ as witness corresponds to a  bO¢o -transversal of the hypergraph ﬁ formed by
all witnesses. By Corollary 4.4, the size of this transversal is on average at least UWVX/f ﬁ f . Moreover, it will be
shown that the sets of blockers corresponding to different elements are disjoint. Therefore, f ﬁ f þ UWVX1f ﬁÞf is a
lower bound on the total number of blockers necessary to ensure the minimality of a . However, any support
a can induce only a linear number of literals (and thus blockers). By comparing the linear upper bound
with the f ﬁ f þ UWVX¸f ﬁÞf lower bound, we conclude that the number of witnesses is constant; as a consequence,
formula @ is bounded.
Theorem 5.7 Every successor-free NF1 sentence is regular.
Proof. Let @Ã# ﬃ (=hRnﬃ§'g),+,+,+j)I§Re+{! be a successor-free NF1 sentence. By Theorem 5.5, we assume
w.l.o.g. that @ is in NF3.
We denote by £ the number of literals appearing in a clause of @ ; note that since @ is in NF3, all clauses
of ! have the same number of literals. For convenience, we write Õ as shorthand for ÕQ8O@X< .
We show that there exists a constant  such that if d f #Å! , then there exists a consistent support a for @
and d such that f bMO¨,8Ta9<,fú- . Thus @ is bounded and by Theorem 5.6 regular.
Assume thus that d f #`@ . Then let a#
×
Ün) `oÛ be a consistent support for @ and d such that the sum
F

Î
f bMO¨g8
Ł
)ca(<,f
is minimal over all consistent supports, i.e., for no other consistent support a

of @ and d this sum is
smaller.
Let
Ô
UëÕ be a clause of ! , let ¤ #&xed8
Ô
)ca(< , i.e., the set of elements in B(8Od< which are mapped in a
by Ü to the clause
Ô
, and let ¥¸#Ìf bM¨g8
Ô
)ca(<,f .
Since @ is in NF3, it fulfills part (b) of Definition 5.3, and for any element PVU¦¤ and UPbM¨
%
ó,¨,8ûG)ca(< it
holds Ü¶8û,</#ÅÜ¶8òP < . Since all elements of ¤ have the same image
Ô
under Ü , the following property is true:
Fact 5.1 =nPZ)pUP¤ , 

UPbMO¨
%
ó,¨,8òPZ)ca(< .
We define an equivalence relation § on ¤ as follows:
=¦)+VUP¤ö¤P§2¨l ©ª`i8Ym<¶#B`i8	 <;+
Note that there are exactly ¥&# f bM¨g8
Ô
)caº<,f equivalence classes in ¤

§ . Denote by /',),+,+,+G)c¬« the
different equivalence classes of ¤

§ .
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For P¦)pUP¤ we denote by a­ Pº·¯®$8ûg<° the support obtained from a by assigning to P the witnesses of
 instead of its own witnesses. Formally, a Pë·±®ß8û,<°r#
×
Ün) `

Û where `

8òP</#`i8û,< and `

8	<´#`i8	<
for each VUB98Od<²6CjPZJ . Observe that literals in d M¨g8Ta

<e²$dYMO¨,8Taá< where a

#Ma Pº·¯®ß8û,<° must involve
P and apart from P only elements in bMO¨
%
ó*¨g8ûG)ca(< .
Claim 5.1 =JUP¤

§ ﬃ PVU³"=nUP¤E²´¤aµ P9·¯®$8û,<° is inconsistent.
Proof of claim. Assume the claim does not hold. Then there exist a set  U¶¤

§ and a function
·
¤1÷h·¯¤² such that for each PtU³ , a Pº·¯®ß8
·
8òP <I<° is consistent. Let ³#ÈCj'*),+,+,+j)-7¸J . We show
that the support a ? #
×
Ün) ` ? Û , defined by
a
?
#Ma­  ' ·¯®$8
·
8ò ' <I<°¹ 

·®ß8
·
8ò

<I<°+,+,+H 7¸1·®ß8
·
8ò7¸<I<°O)
is a consistent support for @ and d .
To prove this, suppose a ? is inconsistent. This inconsistency must be caused by two conflicting elements
PZ)pVU- . Indeed, let ºÈ#ªdYMO¨,8B98Od<²)ca9< ; then, dYMO¨,8Ta ? <´#ªºøqË
T
ÎHd M¨g8òP¦)ca ? < , where dYMO¨,8òPZ)ca ? <1#
d M¨g8
·
8òP <;)ca(<7
·
8òP <

P: is the set of literals dYMO¨,8
·
8òP<;)ca(< in which
·
8òP< is uniformly replaced by P . Since
d M¨g8Taá?,<iq³dYMO¨g8Od< is inconsistent but, by choice of
·
, d M¨g8Ta Pô·»®ß8
·
8òP<I<°Y<ﬁq³dYMO¨,8Od< and thus its subset
ºtq¼dYMO¨,8òPZ)ca
?
< q¼dYMO¨g8Od< is consistent, it follows that for some P¦)p/U³ it holds that dYMO¨,8òPZ)ca ? <q¼dYMO¨,8ûG)ca ? <q
d M¨g8Od< is not consistent, i.e., 
_
H`i8òPZ)pG)ca
?
<¿#]Æ . Moreover, 
_
H`i8òP¦)pj)ca
?
< must contain two opposite
literals Â and Â

#
¯
Â that both either involve P or involve  . In fact, if both ÂX)-Â

would involve neither
P nor  , then Â)-Â

U.d M¨g8
·
8òP <;)ca(<iq³dYMO¨,8
·
8û,<;)ca(<Kq³dYMO¨g8Od<áÄ½d M¨g8Taá<iq³dYMO¨g8Od< , which is a contradiction.
Assume w.l.o.g. that both Â and Â

involve P . Then ÂX)-Â


U4dYMO¨,8ûj)ca
?
< , because by Fact 5.1, P cannot occur
in ` ? 8û,<#`i8
·
8û,<I< and thus P does not occur in dYMO¨,8ûG)ca ? < . Hence Â)-Â

U¾dYMO¨,8òPZ)ca
?
<q4dYMO¨,8Od< , and thus
d M¨g8òP¦)caá?*<¶q¿dYMO¨,8Od< is inconsistent. Since dYMO¨,8òPZ)ca(?*<¶qzdYMO¨g8Od<VÄ¶dYMO¨,8Taµ PÞ· ®$8
·
8òP<I<°Y<6q5dYMO¨g8Od< , this
implies that a P¿·À®ß8
·
8òP <I<° is inconsistent. However, aµ Pë·»®ß8
·
8òP <I<° is asserted to be consistent; it
follows that a ? is consistent.
But by the definition of § and a ? , we have f bMO¨,8
Ô
)ca
?
<,f #$f bMO¨,8
Ô
)cab<,fF÷¹E and thus
C

Îf bM¨g8
Ł
)ca
?
<,f
ü
C

Î
f bMO¨,8
Ł
)ca(<,f , which contradicts our minimality assumption on a . The claim is proved. 
Choose for each ¶0 an element P0KU³K0 such that for each U4¤B²L¶0 , a0#Ma P0o·®ß8û,<° is inconsistent.
Let b0/¤#8`i8òP0û< , for each E"úùM¸ú¥ . Note that due to Fact A, for EtúùM-)sú¥ it holds that P0 does not
occur in b  .
It is easy to see that aZ0 is locally consistent. Thus, a conflict in an0 must involve a literal Â

in
dYMO¨,8Ta
0
<J²\dYMO¨,8Ta9<rÄ-dYMO¨g8òP
0
)ca
0
<;+
Since a0 is locally consistent, the literal Â which is the opposite of Â

is in dYMO¨,8Ta< . Since Â

is a new literal,
it involves P0 . It is easy to see that Â

cannot be unary or an equality (otherwise, it would belong to a ).
Since Â


Ud M¨g8òP
0
)ca< , it follows that some  occurs in b  in a position where it does not occur in b 0 . Notice
also that both Â

and Â contain apart from P 0 only elements from b 
Fix such a literal Â and an element  as described for P0 and b  and refer to them as cd
_
,óﬀ 8òP0»)+b

< and
an
a
P: F¨,8òP
0
)+b

< , respectively.
Let, for each E´úlMrú-¥ ,
ÀN8òP0O< # CGod
_
gó= 8òP0I)+b

<f E1úsbú-¥)Q#³M-J)ÁÂÄÃ
Å
8òP
0
< # C
a
P: F¨,8òP
0
)+b

<fE1ú²bú-¥)Q#³M-J+
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(Note that
Å
8òP0O<oæµbM¨
%
ó,¨,8òP

)ca9<#ÅÆ , for all E1úlM#l(ú-¥ .) For E1ú¡M¶ú-¥ , we have
 
þ
f À"8òP 0 <,fèÈf
Å
8òP 0 <,fm
indeed, every element óÅU
Å
8òP0< must occur in at least one od
_
,óﬀ 8òP 0»)+b

<øUDÀN8òP0û< , and at most  
elements ó9U
Å
8òP 0 < can occur in a single od
_
,óﬀ 8òP 0 )+b

< . Moreover, from Fact A and taking into account
the constants occurring in ÀN8òP 0< , it follows that
ÀN8òP 0 <mæ"ÀN8òP

<i#ÅÆ) for all E1ú¡MX# bú-¥+
Consequently,
f
«
Æ
0~«'
À"8òP0O<,f#
«
F
0¬«'
f ÀN8òP0O<,f9è
E
 
«
F
0~«'
f
Å
8òP0<,f+
Let ﬁ be the hypergraph ﬁ #8B(8OdÈ<;)gC=b0;f E¸úlMﬁú-¥Je< . Then, it is easy to see that for E1úlM¶ú-¥ ,
Å
8òP 0<
is a  b0	 -transversal of ﬁ . Hence, we have f
Å
8òP 0O<,fè¡¢7Ç
à
8ﬁ< and thus
f
«
Æ
0¬«'
ÀN8òP0O<,f¸#
«
F
0¬«'
f À"8òP0O<,fáè
E
 
«
F
0¬«'
f
Å
8òP0O<,f9è
E
 
«
F
0~«'
¢7Ç
à
8ﬁ<ô#
¨g8ﬁ<
þ
f ﬁ f
 
#
¨,8ﬁ<
þ
¥
 
+
Denote by  óﬀ F¨,8ﬁ< the set of all elements tUÇB(8OdÈ< occurring in some edge of ﬁ and let dYMO¨g8ﬁë)ca9<¸#
Ë
ð
ÎÈ
9
RÉ
y
0
}
dYMO¨g8ûG)ca9< .
We show the following:
[ For all EôúÃMp)¡úÊ¥ such that M¿#D , it holds that od
_
gó= 8òP 0»)+b

< belongs to either dYMO¨,8ﬁW)ca9< or
hoij)j7kpln*8Ta< .
To verify this, first observe from the properties of Â0 ­  that od
_
,óﬀ 8òP0»)+b

<UËdYMO¨,8B98Od<ﬁ÷&CjP0J)ca(< . It
follows that if cd
_
,óﬀ 8òP0»)+b

<(U4hoi+jcj7kpl	n*8Taá< , then od
_
,óﬀ 8òP0»)+b

</UÌdYMO¨,8ûG)caá< for some áUlB(8Od<Í²1CjP0J
which occurs in b  . This means od
_
,ó= 8òP0»)+b

<
Ud M¨g8ﬁë)ca9< , however.
Now let us determine how many blockers od
_
,óﬀ 8òP0»)+b

< must be at least in hcij)jﬀkmln,8Ta9< .
First observe that
f d M¨g8ﬁë)ca9<,fáúÎ£
þ
¥
þ
 G+
(Recall that £ is the number of literals in a clause.)
It follows that
f
«
Æ
0¬«'
ÀN8òP0O<oæ^hoi+jcj7kpl	n*8Ta9<,fáè
¨,8ﬁ<
þ
¥
 
÷¿£
þ
¥
þ
 
thus,
¨,8ﬁ<
þ
¥
 
÷¿£
þ
¥
þ
 ú\f hcij)jﬀkmln,8Taá<,f+
Assume now without loss of generality that the
Ô
UÇÕ we have chosen is such that ¥#cf bMO¨,8
Ô
)ca(<,f is
maximal over all clauses
Ô
UëÕ . Then,
f hoi+jcj7kpl	n,8Ta9<,fúÈf ÕWf
þ
¥
þ
£F+
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From these bounds on f hoi+jcj7kpl	n*8Ta9<,f , we derive that for maximal ¥ , we have
¨g8ﬁ<
þ
¥
 
÷¿£
þ
¥
þ
 Èú\f ÕWf
þ
¥
þ
£F)
whence
¨,8ﬁ<÷z£
þ
 

ú f Õëf
þ
£
þ
 e+
If ¥µNÇoR , then f ﬁ fNÇoR , and since ﬁ is  -uniform, by Corollary 4.4, we have ¨g8ﬁ<ONMUWVX1f ﬁÞf#ÏUÐVXy¥ .
From this and the previous inequation we obtain 8UWVXy¥<÷­£ þ  

úf ÕWf
þ
£
þ
 e) and thus UWVX$¥áúÑ£ þ  þ 8	  øf ÕWf < ,
from which it follows that
¥ú fÒ
 Ro
y
R
çÓ

Ó
}
+
Let  ¢ #&LQPRCj R )p
Ò
 Ro
y
R
çÓ

Ó
}
J+ It holds that ¥9ú¡ ¢ .
Now let  #Å:¢ þ f ÕWf . Note that  is a constant that depends only on formula @ .
Since ¥ is maximal, we have
f bMO¨,8Ta(<,fáú F

ÎH
f bMO¨,8
Ł
)ca(<,fáú\f ÕWf
þ
¥Èú "¢
þ
Õ #2W)
which means that f bMO¨,8Ta(<,fú- . This shows that @ is bounded.
6 ESO Y+]^Z[1_ is Regular
In this section, we show how Theorem 5.7 can be lifted to the case where the successor predicate is present.
Now, we assume that the (predefined) Succ predicate can occur in an NF1 sentence, but LNMOH and LQPR
may not occur; we will deal with the constants LNMH and LQPR in the next section.
6.1 Generalized definitions
In this subsection, we generalize the basic concepts and definitions from Section 5.1 in order to take the
successor into account.
Let @ #Çﬃ(=¦Rmﬃ§ 'g),+,+,+j)I§R,! be a sentence (with Succ) in NF3. In the presence of successor, the witnesses
§
'
),+,+,+G)I§
R of a clause
Ô
UëÕQ8O@< are split into two parts: the § 0 which are (directly or transitively) connected
to R via Succ, which we call the local witnesses of R , and all other §0 , which we call the remote witnesses of
R .
Accordingly, if we have a consistent support ak#
×
Ün) `oÛ for @ and a string d , then `i8òP< , bMO¨
%
ó*¨g8òP¦)ca9< ,
and bMO¨,8òP¦)ca(< for any PVUB98Od< are split into a local and a remote part, which is designated by index d and
 , respectively.
More precisely, we have:
[
`HÔO8òP< and `HRF8òP< are the projections of `i8òP< to the components which hold the local (resp. remote)
witness elements of P according to Ü¶8òP< ; in particular, `:R8òP <ﬁ#B`i8òP < if
Ô
has no local witnesses.
[
bMO¨
%
ó,¨Ô8òP¦)ca9< (resp. bMO¨
%
ó,¨RF8òP¦)ca9< ) is the set of all elements occurring in `1Ô8òP< (resp. `HRF8òP< ).
[
bMO¨¡Ô8òA±)ca9<¶#`CA`HÔ8òP <XfePtUWA±J and bM¨ R 8òA)ca9<i#`CA` R 8òP <XfPbUWA±J , for any A`ÄÇB98Od< .
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[
bMO¨Ô8
Ô
)ca(<i#2bMO¨Ô8òxd{K8
Ô
<;)caº< and bMO¨¡R8
Ô
)ca(<¶#gbMO¨¡RF8òxd{K8
Ô
<;)caº< , for every
Ô
UëÕW8O@X< ;
[
hoij)j7kpln*8òPZ)ca9< is the set of all literals Â¹U5dYMO¨,8òPZ)ca9< such that only elements from bMO¨
%
ó,¨cR8òP¦)ca9< occur
in Â . In other words, neither P nor any local witness of P occurs in Â .
Notice that d M¨g8Od< now also contains all interpreted literals for

; which are true in d . The definition
of local consistency and consistency of a support a remains unchanged. We observe that the Lemmas 5.1
and 5.2 hold in the generalized setting.
6.2 Fourth Normal Form
For lifting the proof that 465798>=mﬃ¦?g< sentences are regular to the case with successor, we have to deal with
local and remote witness elements in an appropriate way.
Notice that all local witness elements are uniquely determined by the culprit. Therefore, only remote
witness elements can be reused. As we will show, whenever d f #Ç@ , then a consistent support a for @ and
d exists which uses only a constant number of remote witness elements (where the constant depends only
on the formula @ ‘).
In order to deal with local witness elements, it is convenient to introduce a further normal form.
Definition 6.1 An 4
5798>=oﬃ?,< sentence @ in NF3 has the normal form 4 (NF4), if it satisfies the following
condition:
(c) For each clause
Ô
UøÕQ8O@X< and each local witness variable § 0 , there exists a monadic predicate symbol
 in  such that º8Y§0O< is a conjunct of
Ô
while for each variable §  , E(ú¹²#ÈMú occurring in
Ô
,
¯
º8Y§

< is a conjunct of
Ô
.
Informally, condition (c) in the NF4 allows us to avoid locality conflicts when reusing witnesses; it pre-
vents that local witness elements of PVUWxed8
Ô
)ca(< are witness elements of any different /UQ;d8
Ô
)ca(< .
Theorem 6.1 For every NF1 sentence @`#$ﬃ º=¦Rnﬃ §Z'x),+,+,+G)I§RG+{! , where ! is quantifier-free, there exists a
sentence @X? in NF4 such that for each string d of length at least   ³E , d f #Ç@ iff d f #@´? .
Proof. This can be established by following the proof of Theorem 5.5, by doing a little more coloring
in the formula in the proof of Theorem 5.4. In the reduction to the graph coloring there, we add for each
node  in the graph Q on each occurrence of  as a local witness element  ¸÷³E extra edges, directed from
 to all witness fellows for this occurrence; i.e., if  U½bMO¨
%
ó,¨cÔ8òPZ)ca9< , then we add arcs to every node


U¦bMO¨
%
ó*¨g8òP¦)ca(<J²CGjJ .
Since an element  may only occur a bounded number of times as a local witness 8ú³ þ  for some constant
 ), the graph Q that we construct this way has out-degrees bounded by 

þ
 

for some constant 

, and hence
Q is F

þ
 

 &E -colorable for some constant 

. Proceed then by asserting the coloring in the usual way.
We now have the following lemma, which generalizes Fact 5.1 in the proof of Theorem 5.7.
Lemma 6.2 Let ¤ #&xed8
Ô
)ca(< for some consistent support a for a string d and a
Ô
UëÕQ8O@< where @ is
a formula in NF4. Then, the following holds:
=hPZ)pUP¤c¤P

U¦bMO¨
%
ó,¨,8ûj)ca(<m©z Pë#Ç\ÕbMO¨
%
ó*¨¡Ô8òPZ)ca9<mæµbMO¨
%
ó*¨g8ûG)ca(<i#ÅÆAO+
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Proof. From condition 8û,< of NF4 8òP and  have the same color, and every element in bM¨
%
ó,¨,8ûG)ca(< has
a color different from  ’s color), it follows P

UÖbMO¨
%
ó,¨,8ûG)ca(< . Suppose that for some P¦)p9U¾¤ an element
"UËbMO¨
%
ó,¨Ô8òP¦)caá<KæbMO¨
%
ó,¨,8ûG)ca(< exists. Suppose  is colored red. By the coloring technique (condition
(c) of NF4), all local witnesses elements of P have a different color, and all remote witness elements have a
color different from all local witness colors. Since UP¤ and ´U4bMO¨
%
ó*¨g8ûG)+¤< ,  must be for  at the same
local witness position as for P . But this means that /#ÇP , contradiction to the assumption. This proves the
lemma.
6.3 Bounded sentences with successor
The concept of boundedness is generalized in the following way. An NF1 sentence @ (with Succ) is bounded,
if there exists a constant  such that for each d verifying d f #@ , there exists a consistent support a for
@ and d such that f bMO¨R8Ta9<,fú- , i.e, the number of remote witness parts in a is at most  .
Theorem 5.6 is adapted as follows:
Theorem 6.3 Every NF4 formula @ which is bounded is regular.
Proof. The proof is analogous to the proof of Theorem 5.6, but slightly more involved.
Let as in the proof of Theorem 5.6 be $#åCjê ' ),+,+,+G)-êf¸J the fresh variables for the remote witness ele-
ments. Transform @ to @

:
ﬃ ê',),+,+,+*)-êA¸ﬃ(=¦Rmﬃ§ 'g),+,+,+*)I§R


ÎH
yØ×}


Ù
­SSS ­

#
ÎH
Ł
 Ù'*),+,+,+*)+ÙÚRcO)
where Ùm0 stands for §0
H
0 , if §0 is a remote witness variable for
Ł
, and for §0

§0 (i.e., replace §0 by itself) if
§
0 is a local witness variable for
Ł
.
The replacement of binary atoms %º8	})+|i< by new monadic atoms %^
­ 
8YRm< is done in a similar way, but for
each local witness §0 from } )+| , we must record in %Û ­  the local position of §0 to R w.r.t. Succ; this can be
handled if we assume w.l.o.g. that § ' )I§ ì ),+,+,+j)I§  0
ç
'
),+,+,+ (odd index) is the first, second, M -th successor of R
and §  )I§?),+,+,+*)I§  0»),+,+,+ (even index) is the first, second, M -th element before R .
For example, %Ü);­ 
Ù
8YRn< then tells that the predecessor of R is in relation % to element ê ' , and %Ü p­ 8YRm<
that the second element after R is in relation % to R .
The formula

ensures the compatibility of the monadic predicates that we have introduced, and again
consists of a conjunction of FO formulas for each pair of new predicates %{ ­  and %  I
­ 
I .
For the previous two predicates, that formula would look like:
=hR)I§ ',),+,+,+j)I§Rp=¦)+',),+,+,+j)+HR
®
í
µ
¦g8Y§ '*)IRn<o©
µ
hgF8Y)+'g<I©
µ
¦g8	'j)+ìj<m©8Y§

#2ì*<I©8òê'#³Rn<
ñ
·
í
%Ü

­ 
Ù
8YRn<¶îä%OÜ
 
­ 8Yn<
ñ°

(Variables )+ ' ),+,+,+j)+ R replace R)I§ ' ),+,+,+*)I§ R for accessing the % Ü ;­  .)
Repeating this process again gives a monadic formula @ ? , and proves the theorem.
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6.4 NF1 sentences with successor are regular
We now prove the following generalization of Theorem 5.7.
Theorem 6.4 Every NF1 sentence with possible occurrences of Succ is regular.
Proof. The proof is similar to the proof of Theorem 5.7, but now we have to deal with possible inconsist-
encies due to the successor.
Let @l#Çﬃ(=¦Rmﬃ§ 'x),+,+,+j)I§R,! be an NF1 sentence. By Theorem 6.1, we assume w.l.o.g. that @ is in NF4.
We show that there exists a constant  such that if d f #Å! , then there exists a consistent support a for @
and d such that f bMO¨ R 8Ta<,f ú- . Thus @ is bounded and by Theorem 6.3 regular.
Assume thus that d f #`@ . Then let a#
×
Ün) `oÛ be a consistent support for @ and d such that the sum
F

ÎH
f bMO¨¡R8
Ł
)ca9<,f
is minimal over all consistent supports, i.e., for no other consistent support a

of @ and d this sum is
smaller.
Let
Ô
UëÕ be a clause of ! , let ¤ #&xed8
Ô
)ca(< , i.e., the set of elements in B(8Od< which are mapped in a
by Ü to the clause
Ô
, and let ¥¸#Ìf bM¨g8
Ô
)ca(<,f .
By Lemma 6.2, we have the following:
Fact 6.1 =hPZ)pUP¤c¤P

UPbM¨
%
ó,¨,8ûG)caá<©5 Pë#Ç\ÕbMO¨
%
ó*¨Ô8òPZ)ca9<mæµbMO¨
%
ó,¨,8ûG)ca(<i#ÅÆA .
We define an equivalence relation § on ¤ as follows:
=hPZ)pUP¤c¤PÝ§Å\l ©8`RF8òP <r#g`RF8û,<;)
i.e., the elements P and  which have the same remote witness parts are in the same class. Note that there
are exactly ¥V#åf bMO¨R8
Ô
)ca(<,f equivalence classes in ¤

§ . Denote by 'g),+,+,+G)c¬« the different equivalence
classes of ¤

§ .
For P¦)pQUg¤ we denote by a P²· ®ËRF8û,<° the support obtained from a by assigning to P the remote
witnesses of  instead of its own remote witnesses. Formally, if aÌ#
×
Ün) `oÛ , then a­ PV·Þ®BR8û,<°#
×
Ün) `

Û
such that `

8	<r#`i8	 < , for every tUsB98Od<L²CjPZJ , and `

8òP < is the (unique) tuple such that `

Ô
8òP <
#M`HÔO8òP<
and `

R
8òP<¶#B`R8û,< .
Compared to a , any new literal Â in dYMO¨,8Taµ Ps·ß®.R8û,<°Y< must involve elements from bMO¨
%
ó,¨Ô8òPZ)ca9<6q
CjPZJ and also elements from ` R 8û,< , i.e., bMO¨
%
ó,¨
R
8ûG)ca9< . To see this, note by the definition of a

, clearly all
new literals must be from d M¨g8òP¦)ca

< ; since dYMO¨,8òP¦)ca

< results from dYMO¨,8ûj)ca9< by substituting P and bM¨Ô8òPZ)ca9<
for  and bMO¨Ô8ûG)ca9< , and since, by Fact 6.1, neither P nor any local witness of P is a witness of  , any literal
ÂlUd M¨g8òP¦)ca

< which does neither contain P nor any element of bMO¨
%
ó*¨cÔ8òPZ)ca9< belongs to dYMO¨,8ûj)ca9< , and thus
Â is not new. Hence, all new literals of a

w.r.t. a must contain an element of bM¨
%
ó,¨)Ô8òP<oq¿CjPZJ , and apart
from P also some element in bMO¨
%
ó*¨R8ûG)ca9< .
Claim 6.1 =JÇUP¤

§]ﬃPbUN=nUP¤E²¤Ûa Pº·¯®
R
8û,<° is inconsistent.
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Proof of claim. Assume the claim does not hold. Then there exist a set  U¶¤

§ and a function
·
¤J$÷h·À¤à²O such that for each PUÑ , aµ Pë·À®-RF8
·
8òP <I<° is consistent. Let  #¥Cje'j),+,+,+j)-o¸J . We
show that the support aá?X#
×
Ün) `m?*Û , defined by
a
?
#a­ G'6·¯®ÑRF8
·
8òG'g<I<°¹ 

·®ÑRe8
·
8ò

<I<°+,+,+ 7¸´·®ÑRF8
·
8òo¸<I<°O)
is a consistent support for @ and d .
To prove this, suppose a ? is inconsistent. This inconsistency must be caused by two conflicting elements
PZ)pVU2 . Indeed, let ºÈ#8dYMO¨,8B98Od<²Û)ca9< ; then, dYMO¨,8Ta(?g<±#ªºøq Ë
9
ÎH dYMO¨,8ûó)caá?*< , where dYMO¨,8òPZ)ca9?g<±#
d M¨g8
·
8òP <;)ca(<7
·
8òP <

P: is the set of literals dYMO¨,8
·
8òP<;)ca(< in which
·
8òP< is uniformly replaced by P . Since
d M¨g8Ta ? <KqPdYMO¨,8Od< is inconsistent but, by choice of
·
, dYMO¨,8Ta Pë·á® R 8
·
8òP<I<°Y<¶q4dYMO¨g8Od< and thus its subset
ºtq¼dYMO¨,8òPZ)ca ? < q¼dYMO¨g8Od< is consistent, it follows that for some P¦)p/U³ it holds that dYMO¨,8òPZ)ca ? <q¼dYMO¨,8ûG)ca ? <q
d M¨g8Od< is not consistent, i.e., 
_
H`i8òPZ)pG)ca(?,</#ÅÆ .
Let CjÂ)
¯
ÂJÇU¥
_
H`i8òPZ)pG)ca ? < be a conflict of P and  . Since every aµ  0 · ® R 8
·
8ò 0 <I<° is locally
consistent, also a ? is locally consistent, and thus we conclude that Pë#Å and ÂX)
¯
Â

UPd M¨g8Od< .
Moreover, both Â and Â

#
¯
Â must contain an element from either
µ
T
#bMO¨
%
ó,¨Ô8òP¦)caá<iqsCjPZJ or from
µ
ðﬁ#2bM¨
%
ó,¨Ô8ûG)ca9<ZqtCGjJ ; if they would contain neither, then Â)-Â

U4dYMO¨,8Ta9< would hold, which contradicts
the consistency of a . Suppose then that ÂX)-Â

contain an element from
µ
T
. Then, Â)-Â


UdYMO¨,8ûG)ca
?
< , since,
by Fact 6.1, no element from
µ
T can be a witness element of  . This is a contradiction. An analogous
contradiction arises for assuming that ÂX)-Â

contain an element from
µ
ð . It follows that a9? is consistent.
But by the definition of § and a ? , we have f bMO¨,8
Ô
)ca
?
<,f #$f bMO¨,8
Ô
)cab<,fF÷¹E and thus
C

Îf bM¨g8
Ł
)ca
?
<,f
ü
C

Î
f bMO¨,8
Ł
)ca(<,f , which contradicts our minimality assumption on a . The claim is proved. 
Choose for each  0 an element P 0 UË 0 such that for each bU¾¤â²O 0 , a P 0 ·»® R 8û,<° is inconsistent.
Let bX0ﬁ¤#6`i8òP0û< , for each EúÅM6úM¥ . Note that due to Fact 6.1, for every Eáú³M1#³"úB¥ , no element from
bMO¨
%
ó*¨¡Ô8òPZ)ca9<mqëCjPZJ occurs in `i8ûg< , i.e., in bMO¨
%
ó*¨g8ûG)ca9< .
The inconsistency of a­ P 0 ·ã® R 8òP  <° implies that there is a pair of opposite literals Â 0 ­  )-Â

#
¯
Â
0 ­

U
d M¨g8Taµ P0o·®ÑRF8òP

<°Y<qµdYMO¨,8Od< . Since @ has NF4, it follows that either
8YM< the predicate symbol of Â 0Y­  is Succ, or
8YMM< the predicate symbol of Âr0Y­  is some predicate Ł of arity N`E different from Succ and equality.
Indeed, all monadic literals in dYMO¨,8Taµ P 0Q· ®ÑR8òP  <°Y< occur in dYMO¨g8Ta9< , and by Fact 6.1 P 0 and its local
witnesses are disjoint from P  and its witnesses, which makes an equality conflict impossible.
Fact 6.1 tells us that for a particular  , only for a small number of M an Â0Y­  as in 8YM< is possible.
Namely, an Âﬁ0Y­  as in 8YM< implies that the contiguous segment
µ
ó7/ constituted by bM¨
%
ó,¨oÔ8òP0»)ca<
qøCjP0J
is in dYMO¨,8òP0)caµ P0·ä®ÑRe8òP  <°Y< adjacent to some maximal contiguous segment
µ
ó7/

constituted by elements
in bMO¨
%
ó,¨¡R8ûG)ca9< ; note that an overlap between
µ
ó7/ and
µ
ó7/

is not possible. Since the number of maximal
contiguous segments in bM¨
%
ó,¨
R
8ûG)caá< is clearly bounded by  , for at most  elements P 0 statement 8YM<
applies. In the other cases, 8YMOM< must be true.
Suppose that 8YMOM< is true. Then, the following properties of ÂX0Y­  )-Â

0Y­

can be derived:
[ both Â¶0Y­  and Â

0Y­

involve some element from
µ
Tpà
#2bMO¨
%
ó*¨¡Ô8òP0<mqëCjP0J . For, otherwise Âr0Y­  and Â

0 ­

would already have existed in dYMO¨g8Ta9<oqµdYMO¨,8Od< . Similarly,
[ at least one of Â 0 ­  )-Â

0Y­

must be from dYMO¨,8òP 0 )caµ P 0 ·® R 8òP  <°Y< .
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[
Âﬁ0Y­

)-Â

0Y­


Ud M¨g8Od< . Immediate.
[ not both Âﬁ0Y­  and Â

0Y­

appear in dYMO¨,8òP0»)ca P0X·À®ÑRF8òP  <°Y< . This follows from Fact 6.1 and the local
consistency of a . dYMO¨,8òP  )caá< .
Assume then w.l.o.g. that Â
0Y­ 

U2dYMO¨g8òP0»)ca­ P0·å®ÑR8òP

<°Y< and Â

0Y­

U.d M¨g8òP0»)ca P0·å®ÑR8òP

<°Y< . Since
Â¶0Y­

UzdYMO¨,8Ta­ P0¶·æ®ÑRF8òP

<°Y<²´dYMO¨,8OdÈ< , it follows that Âr0Y­  Uzd M¨g8B(8OdÈ<Í²/CjP0J)caá< and thus Âﬁ0Y­  U¿dYMO¨,8Taá< .
On the other hand, Â

0Y­


UPdYMO¨,8Ta9< , for otherwise a would be inconsistent.
Let b  #B` R 8òP  < , for á#ùEF),+,+,+j)¥ . We have the further properties of Â 0Y­  and Â

0Y­

.
[
Âﬁ0Y­
 and Â

0Y­

must contain some element  from bMO¨
%
ó,¨RF8òP

)ca9< from some position of b  at which in
b0 no  is present. To see this, assume the contrary. Then since Ü¶8òPZ0û<r#&Ü¶8òP  <ﬁ#
Ô
, Â

0Y­

U4dYMO¨,8òP0»)ca9<
follows and thus Âr0Y­  )-Â

0Y­

Ud M¨g8Ta9< . Contradiction. (Observe that from NF4 of @ and condition (a) of
Definition 5.3, each element tUB98Od< can occur at most once in any bÛ¸ , and hence f Ł
_%
8	Z)+bç¸<,fú
E .)
[
Âﬁ0Y­
 , Â

0Y­

contain apart from elements in
µ
Tpà only elements from bMO¨
%
ó*¨R8òP

< . (Indeed, Â

0Y­

#
¯
Â¶0Y­

is in dYMO¨,8òP 0 )ca­ P 0 ·¯® R 8òP  <°Y< .
Call a pair P0)-P  Succ-consistent, if a P 0
·À®ÑR8òP  <° does not have any inconsistency Â
0Y­  )-Â

0Y­

of type
8YMOM< .
For each E´úlM-)Vú-¥ such that P 0 )-P  are Succ-consistent, fix a literal Â 0 ­  and element  as described and
refer to them as od
_
,óﬀ 8òP0»)+b

< and
a
P: F¨,8òP0)+b

< , respectively.
Let, for each E1ú¡Mﬁú-¥ ,
ÀN8òP
0
<õ# CGcd
_
,óﬀ 8òP
0
)+b

<Xf E´ú²W#³Mrú-¥)P
0 , P  are Succ-consistent J)¬ÁÂ3Ã
Å
8òP0û<õ# C
a
P1 e¨,8òP0)+b

<f E1ú²Q#³Mﬁú.¥)KP0 , P  are Succ-consistent J+
Notice that od
_
gó= 8òP0»)+b

< contains only elements from bM¨
%
ó,¨Ô8òPZ)ca9<IqrCjP0J and from b  (i.e., bMO¨
%
ó*¨¡RF8òP

< ),
and at least some from bMO¨
%
ó,¨Ô8òP¦)ca9<oqëCjP0J and does contain
a
P1 F¨g8òP 0)+b

< .
For E1úlMﬁú.¥ , we have
 
þ
f À"8òP0O<,fáè f
Å
8òP0O<,fm
indeed, every element ó¸U
Å
8òP 0O< must occur in at least one od
_
,óﬀ 8òP 0)+b

<
UWÀN8òP0û< , and at most  elements
óWU
Å
8òP0O< can occur in a single od
_
,ó= 8òP 0»)+b

< . Moreover, from Fact 6.1 and the elements occurring in
ÀN8òP0O< , it follows that
ÀN8òP
0
<mæ"ÀN8òP

<i#ÅÆ) for all E1ú¡MX# bú-¥+
Consequently,
f
«
Æ
0¬«'
ÀN8òP0û<,f¸#
«
F
0¬«'
f ÀN8òP0<,fáè
E
 
«
F
0¬«'
f
Å
8òP0O<,f+ (4)
Let ﬁ be the hypergraph ﬁö# 8B(8Od<;)gC=b06fZE±ú&M
úg¥Je< , and ﬁº0iÄBﬁ the hypergraph ﬁb0#C=b  fP0)-P 
are Succ-consistent J , for E´úlMrú-¥ ,
It is easily verified that for every E1ú¡M¶ú-¥ , the set
Å
8òP0û< is a  b0	 -transversal of ﬁb0 .
Every  bX0è -transversal  of ﬁº0 can be extended to a  b 0	 -transversal of ﬁ . (Indeed, consider b  U4ﬁg²ﬁ(0 .
Since b 0 #ª` R 8òP 0 <º#½` R 8òP1¸<#b  , there is a position where b 0 and b  differ; pick an element   in that
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position in b  . By adding all   ’s to  , we obtain a  b 0	 -transversal of ﬁ .) Thus if we set
a
0# f ﬁ fe÷³f ﬁ(0-f ,
we obtain the following inequation:
¢7Ç à 8ﬁ(0O<m 
a
0¿è ¢7Ç à 8ﬁ<
(5)
Indeed, we need to add at most
a
0 elements to a minimal  b 0è -transversal of ﬁº0 to obtain a  bX0è -transversal
of ﬁ .
By the above considerations on the predicate in literal ÂX0Y­  , for every b  at most  P0 exist such that a
Succ-conflict between P 0 and P  is present in a­ P0·¯®ÑRe8òP  <° . Hence, we obtain
F
Ç à
Î
0
f
Å
8òP0O<,fDè
F
Ç à
Î
0
¢7Ç à 8ﬁº0û<
(6)
è
F
Ç à
Î
0
8ò¢7Ç à 8ﬁ<÷
a
0<
è 8 F
Ç
à
Î
0
¢7Ç à 8ﬁ<I<÷ø
þ
¥
þ
 
# ¨g8ﬁ<
þ
f ﬁ fe÷²
þ
¥
þ
 e+
Thus, we obtain from (4) and (6) the following bound on the number of blocking literals:
f
«
Æ
0¬«'
ÀN8òP0O<,fáè
¨,8ﬁ<
þ
¥
 
÷²
þ
¥+ (7)
We show the following:
[ For every E1úlM# ºú.¥ such that P0)-P  are Succ-consistent, it holds that either
8
i<Qod
_
gó= 8òP0»)+b

<rU­hcij)jﬀkmln,8Taá< , or
8	é< there exist j)p

UB(8OdÈ< such that 

occurs in cd
_
,óﬀ 8òP
0
)+b

< ,


UPbMO¨
%
ó,¨Ô8û,<oqëCGjJ , and cd
_
,óﬀ 8òP0)+b

<rU4dYMO¨,8ûG)ca9< .
To verify this, recall that od
_
gó= 8òP 0»)+b

<¿UdYMO¨,8Ta9< ; hence, if od
_
,óﬀ 8òP0»)+b

<

UBhcij)jﬀkmln*8Ta< , then some
/UB98Od< must exist such that od
_
,óﬀ 8òP 0)+b

<
UPdYMO¨,8ûj)ca(<J²Íhoij)j7kpln*8Ta< . Thus, some 

U4bMO¨
%
ó*¨¡Ô8ûg<qWCG*J
exists such that 

occurs in od
_
,ó= 8òP0»)+b

< .
Let us check how many blockers can be covered by 8	éK< , for all E´úlM# bú-¥ . The number of different 

is by Fact 6.1 at most by ¥8	  ¹Ej< , and thus the number of different  is at most ¥8	 6 ³Ej<g8û  ³Ej< , as  must
be within distance  to 

. Hence, at most ¥8	 r ¡Ej<g8û 6 ¡Ej< þ £ many od
_
,óﬀ 8òP 0)+b

< can be covered by 8	é< ;
all others must be covered by 8
K< . It follows that
f
«
Æ
0¬«'
ÀN8òP0O<oæ¼hoij)j7kplng8Ta9<,fáè
¨g8ﬁ<
þ
¥
 
÷²
þ
¥/÷Ö¥8	  &Ej<g8û  &Ej<
þ
£e+
Thus, we obtain the inequation
¥
þ
8
¨g8ﬁ<
 
÷s7¢j<øú f hcij)jﬀkmln*8Ta<,f) (8)
where  ¢ #ù8û Ç8	 X ÅEj<g8û  &Ej< þ £j< depends only on @ .
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On the other hand, assume w.l.o.g. that the
Ô
U¿Õ we have chosen is such that ¥¸#Ìf bMO¨oR8
Ô
)ca(<,f is maximal
over all clauses
Ô
UWÕ . Then,
f hoij)j7kplng8Ta9<,fáú f ÕWf
þ
¥
þ
£F+ (9)
From (8) and (9), we derive that for maximal ¥ , we have
¨g8ﬁ<
þ
¥
 
÷s7¢&ú f ÕWf
þ
£e)
whence
¨,8ﬁ<
þ
¥/÷s7¢
þ
 Èú f ÕWf
þ
£
þ
 G+ (10)
Observe that ﬁ is  

-uniform for some  

úB . If ¥NÇ R I , then f ﬁ fÄNÇ R I , and since ﬁ is  

-uniform, by
Corollary 4.4, we have ¨g8ﬁ<\N2UWVX´f ﬁ f#MUWVX$¥ . From this and (10) we obtain 8UWVXy¥<÷²A¢ þ  (úùf ÕWf þ £ þ  e)
and thus UWVXy¥áúË þ 8òﬀ¢ﬁ Çf ÕWf þ £j< , from which it follows that
¥Èú 
Ro
yØêTë
çÓ

Ó

Ò
}
+ (11)
Let :¢(#kLQPRCjoRG)p Ro
ypê°ë
çÓ

Ó

Ò
}
J and #k:¢ þ f ÕWf . Then, ¥Qú :¢ , and both 1¢ and  are constants only
depending on formula @ .
Since ¥ is maximal, we have
f bMO¨¡R8Ta<,fú
F

Î
f bMO¨¡R8
Ł
)ca9<,fúÈf Õëf
þ
¥áú¹"¢
þ
Õ #BW)
i.e., f bMO¨ R 8Ta9<,fú- . This shows that @ is bounded, which proves the theorem.
7 ESO Y=Z[]^Z[1_ is Regular
The goal of this section is to finally show that the full class 4
5Z798Oﬃ ? =mﬃ ? < is regular. To this aim, we first
define some automata-theoretic concepts.
Definition 7.1 A simple nondeterministic transducer (SNT) is a tuple Å#ù8òA±)-Àt);()ﬃº)¥0 .n) T < , where
[
A and À are finite alphabets, called the input alphabet and the output alphabet of  , respectively;
[
 is a finite set of states;
[
ﬃkÄ³2ì9AËì9ÀMìº is a finite set of transitions, such that for each letter PtUWA and each state ¥9Uë ,
there exists some letter /UQÀ and a state ¥

Uë such that the tuple 8¥)-P¦)pG)¥

<
Uﬃ .
[
¥*0 .VU¿ is the initial state.
[

T
Ä³ is the set of accepting states.
A run í
î
of  on input string d UÅA1? is a sequence of length f d$f of tuples ¨-0/#c8¥,0)-P0»)p;0)¥

0
<bUBﬃ ,
E1úlMﬁúÈf d$f , such that the following conditions are satisfied:
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[
¥F'r#g¥*0 . ,
[ for E¸úlMﬁú`f d$f , P0o#Çd¿0 is the M -th letter of d ,
[ for E¸úlMﬁú`f d$fe÷¡E , ¥ 0
ç
' #g¥

0
,
[
¥

Ó Ø Ó
U¿ T .
The output string í
î
8Od< of such a run consists of the string  '   +,+,+;
Ó Ø Ó
in À ? .
The SNT  associates with any input string d UDA? a set of output strings á8Od<ôÄãÀb? , namely
á8Od<i#`C= 8OdÈ<fÍí
î
is a run of  on input dùJ+
Definition 7.2 Let Â and Â

be languages over alphabets A and À , respectively. Then, Â is SNT reducible
to Â

, denoted by Âgï&Â

, iff there exists an SNT  such that for each string d UA ? it holds that d UÂ
iff á8Od<mætÂ

#ÅÆ .
The following proposition is a simple special case of more general results on transductions which can be
found e.g. in [11, 4, 22] (in particular, see [22, Theorem 11.2, p. 276]).
Proposition 7.1 The class of regular languages is closed under
µ
ﬂQ -reductions, i.e., if ÂMïÂ

and Â

is
regular, then also Â is regular.
Theorem 7.1 The class 465798OﬃZ?-=mﬃ?g< is regular.
Proof. Let @ be an 4
5798OﬃZ?-=mﬃ?g< formula of the form ﬃðáﬃ ê',),+,+,+*)-êf¸j=¦Rmﬃ§ 'g),+,+,+*)I§RG+{! over an alphabet
A , where ! is quantifier-free.
Denote Sc#cC*LNMHi)ILQPR)-ê'j),+,+,+*)-êf¸J and /óﬀ FL
%
#]SÈqøC*R)I§ '*),+,+,+j)I§RjJ . Without loss of generality,
we assume that ! is a disjunction of complete types and that for all distinct |ﬁ)+}ÞU&/ó= FL
%
, each clause
of ! asserts |ý#â} and mentions all elements of /óﬀ FL
%
(cf. the proof of Theorem 5.4). Moreover, we
assume w.l.o.g. that each clause
Ô
of ! contains for each term
Ł
U²/óﬀ FL
%
only one positive literal of the
form S T 8
Ł
< , where S T is in the signature (specifying the color of R ). This literal is referred to as the color
qualification of R in
Ô
.
Let Â¡#`â/8O@< be the language defined by @ on A . Let Àß#ÈAlqQAñì¿S be an extension of the alphabet
A . For any letter ó´#ù8òPZ)
%
<
UWÀ such that PtUQA and
%
US , we will refer to
%
as the label of ó .
Let  be an SNT with input alphabet A and output alphabet À operating as follows. For any string
d U`A
? ,  rejects d if f d$frücf /ó= FL
%
fi# V g  B; ; otherwise,  has all runs í
î
which satisfy the
following properties.
Denote the output for the letter d 0 UôA of d by í
î
8Od<
0 , E9ú&MXú f d$f , and denote the output for d by
í
î
8Od< .
[ The first letter dÞ' of d is transformed to í
î
8OdÈ<p'r#ù8Odø'*)ILNMOH< , i.e., the label LNMOH is attached to the
first letter.
[ The last letter d
Ó
Ø
Ó
of d is transformed to í
î
8Od<
Ó
Ø
Ó
#ù8Od
Ó
Ø
Ó
)ILQPRn< , i.e., the label LQPR is attached
to the last letter.
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[ There are exactly  distinct positions E¸ülM;'*),+,+,+j)IM°¸áüÈf d$f such that í
î
8Od<0 Ù #ù8Od¿0»)-ê'x<
, í
î
8Od<0  #
8Od0)-ê

< , +,+,+*)í
î
8Od<0Ðò´#Ì8Od¿0)-êf¸< . In other terms, exactly  positions different from the first and the
last of d are labeled respectively with ê',),+,+,+j)-êA¸ .
[ For all positions MUCEF)IMp'j),+,+,+j)IM°¸)Gf d$f{J , it holds that í
î
8Od<0o#d¿0 .
The different nondeterministic runs of  produce the set 98OdÈ< consisting of all output strings fulfilling
the above conditions. It is obvious that such a transducer  exists.
Let @

be the NF1 sentence (with possible occurrence of Succ) over alphabet À and the corresponding
signature of the form
ﬃð´=¦Rnﬃ§ ' ),+,+,+*)I§ R ﬃ ê Ör0. )-ê Ö T  )-ê ' ),+,+,+j)-êA¸+{!  )
where !

is obtained from ! as follows:
1. Eliminate the constant LNMH by replacing LNMOH everywhere with the variable êÖr0 . and replace the color
qualification S6T8YLNMOH< of LNMOH in each clause
Ô
by S y
T ­ Öﬁ0.
}
8òê Ör0. < ;
2. eliminate the constant LQPR by replacing LQPR everywhere with the variable êÖ
T
 and replace the
color qualification S T 8YLQPRn< of LQPR in each clause
Ô
by S y
T
­ Ö
T

}
8òê*Ö
T
< ;
3. adjust all color qualifications of the êF0 variables as follows. For each clause
Ô
, and each Ebú`M´úÈ ,
replace the color qualification S T 8òê*0O< in
Ô
by S y
T
­ 
à
}
8òê*0O< ;
4. transform the so obtained formula into a disjunction of complete types.
Let Â

#Åâ/8O@

< be the language defined by @

. Since @

is in NF1, Â

is regular.
Claim 7.1 For each d\UëA1? , d UëÂ iff á8Od<oætÂ

#ÇÆ .
Proof of Claim. Assume first d U¹Â . Then, d f #Ã@ , and hence there exist relations ð and elements
PZ'g),+,+,+G)-P1¸ in d such that
8Odô)
í
¿)-P'o+,+,+j)-P1¸<Xf #¡=¦Rmﬃ§ 'g),+,+,+j)I§R,!
8òê'*),+,+,+j)-êA¸F<;+
Let í
î
be the run of  which for EQúùM±ú  outputs í
î
8Od<
Tpà
# 8Od¿0)-ê*0< . By the construction of @

, it is
obvious that í
î
8Od< satisfies @

, hence í
î
8Od<rUWÂ

. Since í
î
8Od<rUN98OdÈ< , it follows that á8Od<mæ"Â

#ÅÆ .
Conversely, assume that á8Od<æëÂ

#ßÆ . Then there is a run í
î
of  such that í
î
8OdÈ<¸U Â

, and hence
there exist relations ð on d such that
8Hí
î
8Od<;)ð<Xf #¹=hRnﬃ§ 'g),+,+,+*)I§R*ﬃ ê*Ör0 .¦)-ê*Ö
T
)-ê'*),+,+,+*)-êf¸+{!

+
Let PZ'*),+,+,+j)-P1¸ be the positions of í
î
8Od< marked ê'*),+,+,+*)-êA¸ , respectively. Moreover let PÖﬁ0.³#õE , and
P
Ö
T

# f dßf . By the construction of @

, it is obvious that
8
í
î
8Od<;)ð()-P
Ör0.
)-P
Ö
T

)-P
'
),+,+,+j)-P1¸<f #¡=¦Rmﬃ§
'
),+,+,+j)I§
R
+{!

8òê
Öﬁ0.
)-ê
Ö
T

)-ê
'
),+,+,+j)-êA¸F<;)
and thus
8
í
î
8Od<;)-P
Ör0 .
)-P
Ö
T

<f #Çﬃðﬃ ê
'
),+,+,+j)-êf¸*=¦Rmﬃ§
'
),+,+,+G)I§
R
+{!

8òê
Ör0 .
)-ê
Ö
T

<;)
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whence
d f #Çﬃðﬃê',),+,+,+*)-êf¸j=¦Rmﬃ§ 'g),+,+,+*)I§RG+{!r)
and hence d f #@ , which proves that d UWÂ . 
In summary, we have shown that ÂËï¹Â

via  . Since Â

is regular, by Proposition 7.1, so is Â .
Corollary 7.2 Over strings, 465798Oﬃ ? =mﬃ ? < is equivalent to MSO and existential MSO.
As already mentioned in the Introduction, equivalence of 4
5Z798Oﬃ ? =mﬃ ? < and existential MSO does not hold
on finite ordered graphs. Indeed the property of disconnectivity of a finite ordered graph is expressible
in MSO, while it is not expressible in 4657(8Oﬃh?I=oﬃ?x< [12]. On the other hand, both existential MSO and
ESO 8Oﬃ ? =mﬃ ? < can express NP-complete graph properties.
8 ó4ô´õMYfZ [ ]]^_ is Regular
In this section, we show that 465798Oﬃ ? ==m< is the second maximal standard ESO-prefix class which is regular.
There are no further such classes, and thus we obtain a complete characterization of those ESO-prefix classes
which are regular.
Theorem 8.1 Over strings, every 4
5798Oﬃ ? ==o< sentence is equivalent to an MSO sentence.
Theorem 8.1 together with Bu¨chi’s Theorem (Proposition 2.1) implies the desired result.
Corollary 8.2 The class 4
5Z798Oﬃ ? ==m< is regular.
In the rest of this section, we prove Theorem 8.1 under simplifying assumptions. A compact full proof is
given in the appendix.
Let @ be a 465798Oﬃ?-==m< sentence ﬃ NﬃÐn=¦R',)IR  +{! where ! is quantifier free.
Lemma 8.3 @ is equivalent to a disjunction of 4
5Z798Oﬃh?-==m< sentences ﬃ NﬃÐn=hR'IR  !0 such that each !0
fixes (that is uniquely determines) the quantifier-free type of Ð .
(A quantifier-free type of Ð is a complete type of Ð on # and the relations of a string.)
Proof. Let

'G8YÐ<;),+,+,+e)

Öá8YÐ< be the quantifier-free types of Ð consistent with ! . The desired !ﬁ0#

0»©6! .
In the rest of the proof, we assume, without loss of generality, that ! fixes the quantifier-free type of Ð ,
and that LNMH and LQPR do not occur in ! (they can be defined using additional variables § Öﬁ0. and § Ö T  in
Ð and adding
¯
p8YR'*)I§Öﬁ0.< and
¯
p8Y§Ö
T
)IR'x< to ! ).
Let § ',),+,+,+G)I§. be the constituents of Ð . Without loss of generality, ! implies that all H Å individual
variables take different values. Indeed, if ! implies that two distinct constituents of Ð have the same values,
then one of the constituents can be eliminated.
Without loss of generality, restrict attention to strings of length èlH( ² . If

8YÐ¶)IRﬁ'j)IR

< is quantifier free,
let

=
R
'
R


8YR
'
)IR

< assert that

8YÐ¶)IR
'
)IR

< holds for all values R ' )IR  such that
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Ro'¸#&R

) ö
0
R'1#³§0) ö
0
R

#³§0
Call this universal quantifier strict.
Lemma 8.4 @ is equivalent to a sentence of form ﬃ "ﬃ Ð

=
Ro',)IR


where

is quantifier-free.
Proof. Replace =¦R'IR  !68YÐ¶)IRo'G)IR  < with

=
Ro'IR


8YÐﬁ)IRo'G)IR

< , where

is the conjunction of formulas
ö
0Y­

!
8YÐﬁ)I§0I)I§

<;) ö
0
!68YÐ¶)IR'G)I§0O<;) ö
0
!68YÐ¶)I§0»)IR

<;) !68YÐ¶)IRo'G)IR

< .
We therefore will assume that the universal quantifier in @ is strict.
We illustrate the rest of the proof on the example where  contains only unary predicates and one binary
predicate ﬃ . Thus @l#ﬃ÷Wﬃﬃáﬃ Ð

=
R'-R

!ﬁ' where ÷ is a tuple of unary predicates.
Lemma 8.5 Without loss of generality, ! contains no ﬃ -atoms with at most one universal variable.
Proof. We illustrate the proof on the example where Ð contains only one constituent § . In that case, there
are seven possible ﬃ -atoms with at most one universal variable:
ﬃV8YRo'*)IR'x<;)ﬃV8YR

)IR

<;)ﬃV8YR'j)I§<;)ﬃV8YR

)I§<;)ﬃt8Y§¦)IR'g<;)ﬃV8Y§h)IR

<;)ﬃV8Y§h)I§<
Using fresh unary predicate variables ﬃº? ­ ?e)ﬃá? ­ Ü )ﬃ Üj­ ? and a nullary predicate variable ﬃ Ü*­ Ü replace the
seven atoms in ! with atoms
ﬃ
?
­
?
8YRo';<;)4ﬃ
?
­
?
8YR

<;)4ﬃ
?
­ Ü
8YRo';<;)³ﬃ
?
­ Ü
8YR

<;)4ﬃ
Üj­
?
8YRo'x<;)4ﬃ
Ü*­
?
8YR

<;)³ﬃ
Ü*­ Ü
respectively. Let

be the resulting formula and let
ø
#Çﬃ÷Wﬃùﬃáﬃðﬃ §

=
R'»R


We check that
ø
is equivalent to @ . First suppose that a string d models @ and fix the values of all
existential variables so that the expanded structure dk? models

=
R'-R


. Let  be the value of § . Set
ﬃ
?
­
?
8YRn< ¤# ﬃV8YR)IRn<
ﬃ
?
­ Ü
8YRn< ¤# ﬃV8YR)p,<
ﬃ
Ü*­
?
8YRn< ¤# ﬃV8ûG)IRm<
ﬃ
Ü*­ Ü
¤# ﬃV8ûG)p,<
Clearly d ? f #Çﬃ Łﬃﬃáﬃ Ð

=
R
'
R


and therefore d f #
ø
.
Second suppose that a string d models
ø
and fix the values of all existential variables so that the expanded
structure dÈ? models

=
Ro'-R

! . Let  be the value of § . Notice that

says nothing about ﬃ on pairs
8YR)IRm<;)j8ûG)IRn<;)j8YR)p,< . Redefine ﬃ on these pairs with respect to the following recipe:
ﬃt8YR)IRm< ¤# ﬃ
?
­
?
8YRn<
ﬃV8YR)pg< ¤# ﬃ
?
­ Ü
8YRn<
ﬃV8ûG)IRn< ¤# ﬃ
Ü*­
?
8YRn<
ﬃt8ûG)pg< ¤# ﬃ
Ü*­ Ü
The modified d ? satisfies ! . Hence d f #@ .
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Remark 3 The mnemonic names ﬃ ? ­ ? , ﬃ ? ­ Ü and ﬃ Ü*­ ? ease transition to the case when Ð has several con-
stituents or  has several predicates of arity N`E . If Ð has two constituents §n',)I§  but the binary predicate ﬃ
still is the only non-unary predicate, the new unary predicates are
ﬃ
?
­
?
)4ﬃ
?
­ Ü Ù
)4ﬃ
?
­ Ü 
)Pﬃ
Ü Ù ­
?
)4ﬃ
Ü  ­
?
and the new nullary predicates
ﬃ
Ü
Ù
­ Ü
Ù
)ﬃ
Ü
Ù
­ Ü)
)4ﬃ
Ü)p­ Ü
Ù
)Pﬃ
Ü);­ Ü)
+
If Ð has only one constituent § and a ternary predicate % is the only non-unary predicate in  , then the new
unary predicates are
%
?
­
?
­
?
)W%
Ü*­
?
­
?
)W%
?
­ Üj­
?
)W%
?
­
?
­ Ü
)W%
Üj­ Ü*­
?
)Q%
Ü*­
?
­ Ü
)ë%
?
­ Ü*­ Ü
and the only new nullary predicate is % Üj­ Ü*­ Ü .
In the rest of the proof, we assume that ! does not contain ﬃ -atoms with at most one universal variable.
The only ﬃ -atoms that can appear in ! are ﬃV8YRK'*)IR  < and ﬃV8YR  )IRo';< .
Let Ł and  be fresh nullary predicate variables, and let !

8YÐ¶)IR'*)IR

< (respectively !
 
8YÐ¶)IRo'G)IR

< ) be
obtained from !68YÐ¶)IR'j)IR  < be replacing ﬃV8YR'*)IR  < with Ł (respectively  ) and replacing ﬃV8YR  )IRo'x< with 
(respectively Ł ).
Lemma 8.6 The formula ﬃﬃ

=
R'-R

!68YÐ¶)IRo'j)IR

< is logically equivalent to the MSO formula

=
Ro'-R

ﬃ ŁX);Ý~8û!

8YÐ¶)IRo'j)IR

<m©N!
 
8YÐﬁ)IR

)IR'x<°O+
Proof. Let 
 8YÐ<r#

=
Ro'IR

!68YÐ¶)IR'j)IR

< and ér8YÐK< be the MSO formula above.
First we suppose that 8
^
)ﬃá<Vf #E
68úK< , where
^
is any model. We check that
^
f #8ér8úi< . Let Po',)-P 
be distinct elements of
^
that do not occur in ú , and set Ł ¤#Àﬃt8òP ' )-P  < ,  ¤#»ﬃt8òP  )-P ' < . Since
8
^
)ﬃ9<Qf #Ó!68úﬁ)-PZ'j)-P

< ,
^
f #Ó!

8úﬁ)-PZ'j)-P

< . Since 8
^
)ﬃá<Qf #Ó!68úr)-P

)-PZ'x< ,
^
f #Ó!
 
8úﬁ)-P

)-PZ'p< . Thus
^
f # ﬃ Ł­ !

8úr)-P'*)-P

<X© !
 
8úﬁ)-PZ'*)-P

<° . Since PZ'*)-P  were arbitrary distinct elements outside of ú ,
^
f #gér8úK< .
Second suppose that
^
f #gé
8úK< and order the elements of
^
. For all elements P'Xü¡P  in
^
that do not
occur in ú , choose (the values of) Ł and  such that
^
f #Å!

8úr)-P'*)-P

<,©!
 
8úﬁ)-P

)-PZ'x< . Set ﬃV8òPZ'G)-P  <
¤#&Ł
and ﬃV8òP  )-PZ'x<
¤#Ç . Define the remaining values of ﬃ arbitrarily.
We check that 8
^
)ﬃá<Wf #û
 8úi< . Indeed, let Ph'QüÃP  be distinct elements of
^
outside of ú , and set
Ł ¤#ªﬃV8òPZ'*)-P

<;); ¤#ªﬃV8òP

)-P'x< . By the definition of ﬃ ,
^
f #$!

8úr)-P'*)-P

<K©!
 
8úﬁ)-P

)-PZ'x< . It follows
that 8
^
)ﬃá< models both !
8úr)-P¦'j)-P  < and !68úﬁ)-P  )-P'x< . Thus 8
^
)ﬃ9<Xf #g
68úK< . Hence
^
f #Çﬃﬃ^
 8úi< .
It follows that the sentence @ is equivalent to an MSO sentence. This establishes Theorem 8.1 (see
appendix for a full proof).
By Corollary 8.2 and the results in the previous sections, we thus obtain the following exhaustive charac-
terization of the regular ESO-prefix classes.
Theorem 8.7 8YM»< ESO 8Oﬃ ? =mﬃ ? < and 465798Oﬃ ? ==o< are alle the maximal regular standard ESO-prefix classes.
8YMM< The unique maximal (general) regular ESO-prefix class is given by 4
5Z798Oﬃ ? =mﬃ ? <iq4
5Z798Oﬃ ? ==m<á#
465798Oﬃ
?
=K8>=9qQﬃ
?
<I< .
8YMOMOM»< There are three minimal nonregular ESO-prefix classes, which are the standard ESO-prefix classes
465798>===m< , 4
5Z798>==mﬃ< , and 4
5798>=mﬃ=m< .
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9 A Dichotomy Theorem for Model Checking
In this section, we establish a result which is rather unexpected: For any ESO-prefix class, model checking
is either possible by a DFA (and thus in constant space), or it is NP-complete. This shows that there is a
(provably) huge gap in the computational complexity of different ESO-prefix classes.
Theorem 9.1 Model checking for 465798O±< (i.e., given a string d , decide whether d f #ö@ where @ is
fixed) is NP-complete, for every ßUøCg===)==mﬃh)=mﬃ=J . Moreover, NP-hardness holds for sentences whose
list of second-order variables consists of a single binary predicate variable.
Proof. Clearly, the problem is in 23 . For the hardness part, we show that SAT can be reduced to model
checking for Ê '
'
8O±< .
We first show this for `#¡=== , and then by adaptations of the proof for the other prefixes. For making the
proof more intelligible, we first show that SAT is expressible by formulas with monadic and two predicate
variables %9)-%

; later, we will show how to get rid of all predicate variables except for % .
We choose a string encoding of SAT instances, which are collections of clauses ü#öCeS'*),+,+,+xSrÖ±J on
propositional variables  ' ),+,+,+G)ò . , as follows.
The alphabet is A = C 0, 1, +, -, [, ], (,) J . We encode the variables o0 , EtúÌM1úÌH , by binary strings
of length ý	UWVX¶HJþ . Each string
×
h0Û encoding ¦0 is enclosed by parentheses ’(’,’)’. The polarity of a literal

0

¯

0 is represented by the letters ’+’ or ’-’, respectively, which immediately follows the closing paren-
thesis ’)’ of the encoding of n0 . A clause is encoded as a sequence of literals which is enclosed in square
brackets ’[’,’]’. We assume w.l.o.g. that üø#ÅÆ and that each clause S0U¦ü contains at least one literal.
For example, the clause set üW#`CiCI)¥)
¯
 J)C
¯
)
¯
¥)+ JiJ is encoded by the following string:
[(00)+(01)+(10)-][(00)-(01)-(10)+] +
Here, the propositional variables  , ¥ ,  are encoded by the binary strings éé , éE , E,é , respectively.
This encoding is somewhat redundant but very intuitive. It is evident that such an encoding can be obtained
from any standard representation of SAT in logspace.
In what follows, we will use the formulas
óf¥F
_
dI8YR)I§< #

Ò
Î
Ý
8OS
Ò
8YRn<©NS
Ò
8Y§<I<;) (12)
P1 ó*Ho8YRn< # S ( 8YRm<LQS 0 8YRn<LNS 1 8YRm<LQS ) 8YRn< (13)
which state that the string has at positions R and § the same letter from A and that R is a letter of a variable
encoding, respectively.
Consider the Ê '
'
8>===m< formula
@l#ÅﬃÄQ9)ca¶)-%9)-%p=hR=¦§=hê+p!r)
where Q and a are unary, %

and % are binary, and ! is the conjunction of the following quantifier-free
formulas:
!
~
#!
~
­ '
©"!
~
­

©N!
~
­ ì
)
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where
!
~
­ ' #
®
S [ 8YRn<¶· ¯ Qº8YRn< ° © ® S ] 8YRn<ﬁ·ÞQº8YRm< ° )
!
~
­

#
® µ
hx8YR)I§<o©
¯
S [ 8Y§<o© ¯ S ) 8Y§< ° · ® Qº8Y§<iîÞQb8YRn< ° )
!
~
­ ì #
®
S ) 8Y§<o© µ ¦g8YR)I§<-© µ hgF8Y§h)-ê< ° ·
®
Qº8Y§<iî
í
Qº8YRm<J8Tat8Y§<m©QS + 8òê<I<Í8 ¯ at8Y§<m©WS - 8òê<I< ñ° )
and
!ß #
®
S ) 8YRn<o©WS ) 8Y§<o©"%º8YR)I§< ° · ® aV8YRn<ﬁîÞab8Y§< °
!  #
í
%º8YR)I§<¶·8ûóf¥e
_
dI8YR)I§<©µP: ó*HoF8YRm<I< ñ ©
í
8OS ( 8YRn<o©QS ( 8Y§<I<ﬁ·ä%º8YR)I§<ñ©
í
®
¯
S ( 8YRn<m© µ hgF8òê)IRn< ° · ® %º8YR)I§<ﬁî8ò%  8òê)I§<©Nó=¥F
_
d»8YR)I§<I<
°mñ
(14)
!
 
I
#
µ
hgF8òê)I§<r·
í
%û8YR)I§<ﬁî
®
%º8YR)-ê<o©
¯
S ) 8òê< °mñ
The intuition behind this formula is as follows. The predicate a assigns a truth value to each occurrence of
a variable in the represented clause set ü , which is given by the value of a at the closing parenthesis of this
occurrence. The clause set ü is satisfiable, precisely if there exists such a a assigning every occurrence of
the same variable the same truth value, such that every clause is satisfied. This property is checked by the
use of Q , % , and %

.
The predicate Q is used for checking whether each clause SU ü is satisfied by the assignment a . To this
end, the predicate Q is set to false at the ’[’ marking the beginning of S , and set to true at the ’]’ marking
the end of S by formula ! ~ ­ ' ; the formulas ! ~ ­  and ! ~ ­ ì propagate the value of Q from a position R in the
clause representation to the successor position § , where the value switches from false to true if § marks the
sign of a literal which is satisfied by a ; the conjunct
¯
S [ in ! ~ ­ prohibits the transfer of Q from the end of
S to the beginning of the next clause, for which Q must be initialized to false.
The predicate % is used to identify the closing parentheses ’)’ of the representations of occurrences of
the same variables. For positions R and § at which the string d has letter ’)’, the predicate %º8YR)I§< is true
precisely if R and § mark the end of the same variable name. This is used in the formula !´ß , which then
simply states that a assigns every occurrence of a variable  in ü the same truth value.
The purpose of the formulas !  and !
 
I is to ensure that %º8YR)I§< has for positions R and § which mark
the ends of occurrences of the same variable the desired meaning. This is accomplished in an inductive way.
%º8YR)I§< intuitively expresses the following: R and § have the same color and must be part of the encodings
_
±# ( þ,þ,þ ) and _ Ü1# ( þ,þ,þ ) of variable occurrences in ü ; moreover, R and § are at the same distance from
the beginnings of these encodings. By reference to the predicate %

, %º8YR)I§< furthermore expresses that
these properties also hold for the pair 8YR  )I§  < , where R  (resp., §  ) is the predecessor of R in
_
 (resp.,
of § in
_
Ü ). The predicate %

is an auxiliary predicate since we may not introduce additional first-order
variables, which are needed in the natural statement of the inductive property of % .
The formulas !  and !   I thus effect that if %º8YR)I§< is true for positions R and § with letter ’)’ in the
string, then R and § mark the end of the same variable.
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We establish the following fact. Let for each R³U³d such that d f #ªP: ó,Ho8YRm< be ch8YRm<±#ÝÁhC*§¡f
§Nú³R);d f #ÈS ( 8Y§<pJ the closest ’(’ in d preceding or identical to R . Moreover, denote by  ófd
a
M
%
¨g8YRm< the
distance between )n8YRn< and R and by Ä ó
a1%
È
8YRm<1#ÃC*§²U¹d fnch8YRm<áúù§süùRJ the set of all elements §
preceding R in the encoding of the variable to which R contributes.
Fact 9.1 Suppose that for relations %9)-%

we have 8Od)-%9)-%

<Þf #ä=hR=¦§=hê+p! s©Þ!
 
I . Then, for every
elements R)I§VUd , %º8YR)I§< holds iff
1. d f #Åóf¥e
_
dI8YR)I§< ,
2. d f #2P: ó,Ho8YRm< ,
3.  ó=d
a
M
%
¨,8YRn<ﬁ#2 ó=d
a
M
%
¨,8Y§< , and
4. for all R

U(Ä ó
a1%
È
8YRn< , §

U(Ä ó
a%
È
8Y§< it holds that  ó=d
a
M
%
¨,8YR

<¶#2 ó=d
a
M
%
¨,8Y§

< implies ó=¥F
_
dI8YR

)I§

< .
Proof. For every elements R)I§NUd such that d f #
¯
óf¥F
_
dI8YR)I§< or d f #
¯
P: ó,Ho8YRm< , we clearly have
¯
%º8YR)I§< by formula !  . Thus, it suffices to consider all elements R)I§NUd such that d f #Çó=¥F
_
dI8YR)I§<©
P1 ó,Ho8YRn< , (and thus d f #2P: ó*HoF8Y§< ).
For such R)I§ , we prove the claimed equivalence by induction on Hë#ÝÁhC= ó=d
a
M
%
¨,8YRn<;)+ ó=d
a
M
%
¨,8Y§<pJ .
For Hë#&é , it is easy to see that the equivalence holds.
Consider thus HªN é . Then, we have  ófd
a
M
%
¨g8YRm<;)+ ófd
a
M
%
¨g8Y§<³N é and d f #
¯
S ( 8YRn< . Suppose that
%º8YR)I§< holds. Then, by part (14) of formula !  , for the predecessor R  of R in d , %

8YR

)I§< holds (note
that R  must exist). By the formula !   I , we have that for the predecessor §  of § in d , %º8YR  )I§  < is true.
From the induction hypothesis, we thus easily conclude that 3. and 4. hold if %º8YR)I§< holds.
Conversely, suppose that 1. – 4. hold. Then, by the induction hypothesis, we have that %º8YR  )I§  < holds
where R  and §  are as previously. Since clearly d f #ÇS ) 8Y§

< , by !   I we have that %

8YR

)I§< is true, and
by part (14) of formula !   we thus have that %º8YR)I§< is true. This concludes the induction step and thus the
proof of Fact 9.1. 
On the other hand, for every word d encoding a SAT instance, we can define relations % and %

such that
8Odô)-%9)-%

<f #¡=¦R)I§h)-ê+p!
 
©(!
 
I . Indeed, include in % all tuples 8YR)I§< which satisfy 1. – 4. in Fact 9.1, and
include in %

all tuples 8YR)I§ç¶< such that 8YR)I§< is in % , d f #

;8Y§h)I§çK< , and d f #
¯
S ) 8Y§< . For these %
and %

we can check that 8Od)-%9)-%

<Xf #¡=¦R)I§¦)-ê+p! N©N!
 
I .
Claim 9.1 For a string d encoding a clause set ü , it holds that ü is satisfiable iff d f #Ç@ .
Proof of claim. Suppose that ü is satisfiable. Then, there exists an assignment a of truth values to
all occurrences of propositional atoms in ü such that all occurrences of the same variables receive the
same value and every clause is satisfied. We thus can readily define relations a , Q , % and %

such that
8Odô)cQ9)ca¶)-%9)-%

<f #¡=¦R=h§=hê¶! , and thus d f #@ ; on the segment encoding a clause SUPü in d , Q is false
until the end marker ’)’ of the first encoding of a variable in S such that a makes the corresponding literal
true, and Q is true from there onwards.
On the other hand, suppose that d f #$@ . Hence, there exist relations Q9)ca¶)-%9) and %

such that 8Odô)cQ9)
a¶)-%9)-%

<f #³=¦R=¦§=hêi! . Define a truth assignment ¢ to the variables  in ü by ¢o8n<r#at8YRn< , where R¿Ud
is any end marker ’)’ of the encoding of an occurrence of  in ü .
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From Fact 9.1, it follows that if %º8YR)I§< holds for elements R)I§sU¡d such that d f #$S ) 8YRn<K©S ) 8Y§< ,
then R and § mark the ends of the occurrences of the same variable. Hence, by formula !´ß , the end markers
Ro'G8n<;),+,+,+G)IRe¸
	8m< of the encodings of all occurrences of variable  in ü have the same value in a . From
formula ! ~ , it thus follows that for every clause SÌU4ü , there must exist a literal Â³US such that ¢ makes
Â true. Hence, ü is satisfiable. This proves the claim.
This concludes the proof for the class 4
5798O< where #¹=== . For the remaining two classes 8O`#¡==mﬃ ,
#¡=mﬃ=m< , we slightly adjust @ . Let S
+ be a fresh monadic predicate variable, and define
!
ç
#
µ
hx8YR)I§<r·8I8OS + 8YRn<¶î S + 8YRm<I<c
intuitively, !
ç
states that S
+ is a left shift of S + by one position in the string (where the value of S + 8YLQPRm<
is not specified).
Modify ! now to a formula !

as follows.
[ add !
ç
as a conjunct;
[ replace ! ~ ­ ì by the following formula !

~
­ ì
:
!
~
­ ì\# 8OS ) 8Y§<-© µ ¦g8YR)I§<I<ﬁ·
í
Qº8Y§<iî
®
Qº8YRm<J8TaV8Y§<o©WS
+ 8Y§<I<8 ¯ at8Y§<m© ¯ S + 8Y§<I< °mñ 
[ rewrite !  to !

 
by moving
µ
hgF8òê)IRn< in the third conjunct from the premise to consequent, i.e.,
!

 
#
í
%º8YR)I§<¶·8ûóf¥e
_
dI8YR)I§<©µP: ó*HoF8YRm<I<
ñ
©
í
8OS ( 8YRn<o©QS ( 8Y§<I<¶·ã%º8YR)I§< ñ ©
í
®
¯
S ( 8YRm<o©8YRø#³LNMOH< ° ·
®
µ
¦g8òê)IRm<©
®
%º8YR)I§<¶î 8ò%ò8òê)I§<©"óf¥F
_
dI8YR)I§<I<
°o°hñ

[ and, replace !   I by the formula
!

 
I
# 8YR²#³LNMH<i·
í
µ
¦g8òê)IRn<©
®
%

8Y§h)IRn<ﬁî8ò%º8Y§¦)-ê<o©
¯
S ) 8òê<I< °hñ +
Observe that in the formula !

, the variable ê only occurs in !

 
and in !

 
I
.
Let
@
z,ze|
# ﬃS+ )cQ9)ca¶)-%9)-%{=hR=¦§ﬃ ê+p!ÍY)
@
ze|-z
# ﬃS+ )cQ9)ca¶)-%9)-%{=hRnﬃ êe=h§¦+p!ÍY+
Then, for every string d which encodes a clause set ü , it holds that
d f #Ç@  d f #Ç@
z,ze|
 d f #Ç@
ze|-z
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Indeed, the formula =¦R=h§ﬃ êi!

8YR)I§h)-ê< is true in an expanded structure 8Od);S
+ )cQ()cai)n%9)-%  < , iff for all
elements P¦)pVU¹d , !

8òP¦)pG) `i8òP <I< is satisfied, where `i8òP < is the predecessor of P in d , if Pl#kLNMOH , and
`i8YLNMOH< is arbitrary (observe that then %º8òPZ)p,< is false if PQ#ÈLNMH or ¸#LNMOH ). Therefore, the existential
quantifier on ê only depends on R and can be moved before =¦§ .
Thus, NP-hardness of model-checking holds for the prefix-classes 4
5Z7(8>===m< , 465798>=mﬃ=o< , and 4
5Z798>==mﬃ< .
To conclude the proof of the theorem, we show first how we can get rid of the binary predicate variable
%

, and then how we can eliminate all monadic predicate variables.
Getting rid of %

. Recall that @#ßﬃ3Q()cai)-%9)-%

=¦R=¦§=nê+{! . For any relations Q()cai)-%9)-%

on a string d
such that 8Od)cQ()cai)-%9)-%

<Xf #¹=¦R=¦§=hê+{! , we observe the following:
1. For each elements PZ)p9U¹B98Od< , %º8òP¦)p,< and %

8òP¦)p,< never hold simultaneously; therefore, there is
enough “space” in the relation % for packing the tuples of %

into % and discarding %

, provided we
can distinguish both groups of tuples from each other.
2. From Fact 9.1, it follows, in particular, that for elements PZ)p/Uëd , %º8òPZ)p,< holds only if  ó=d
a
M
%
¨,8òP<
 ófd
a
M
%
¨g8û,<r8¨VÃ< . On the other hand, as easily seen, %

8òP¦)p,< only holds if  ófd
a
M
%
¨g8òP<2 ó=d
a
M
%
¨,8û,<
8ÝVÃ< . This allows us to distinguish possible tuples in % from possible tuples in %

. Thus, if we set
%¤#Å%Wq´%

, any tuple 8òP¦)p,< of the new % stems from the old % , if  ó=d
a
M
%
¨,8òP <2 ó=d
a
M
%
¨,8ûg<¶8¨VÃX< ,
and from %

, if  ó=d
a
M
%
¨,8òP <´2 ó=d
a
M
%
¨,8ûg<
8¨VÃX< .
3. The property  ó=d
a
M
%
¨,8YRn<ä ó=d
a
M
%
¨,8Y§<º8¨VÃ< is clearly a regular property. It can be logically
defined via a monadic predicate Ł such that
Łb8YRn<b·8	 ó=d
a
M
%
¨,8YRn<&éV8¨VÃ<I<
In fact, if predicate Ł is available, then  ó=d
a
M
%
¨,8YRn<2 ófd
a
M
%
¨g8Y§<8¨VÃX< if and only if Łb8YRn<¶îãŁb8Y§< .
Based on these observations, it is clear that the following formula @ ? is equivalent to @ over SAT instances:
@
?
#ﬃ Ł)cQ9)ca¶)-%=¦R=¦§=nê
®
! 8YR)I§<o©N!
?
8YR)I§¦)-ê<
°
)
where ! 8YR)I§< defines the predicate Ł by
! 8YR)I§< #
®
S ( 8YRn<ﬁ·äŁb8YRn< ° ©
í
®

;8YR)I§<o©P: ó,Ho8YRm<©P1 ó,Ho8Y§<
°
·8òŁb8Y§<¶î
¯
ŁV8YRn<I<
ñ
)
and ! ? results from ! by replacing any atom %º8	|r)+}< with %º8	|r)+}<i©l8òŁb8	|K<î\Łb8	}<I< and replacing any
atom %

8	|ﬁ)+}< with %º8	|ﬁ)+}<m©
¯
8òŁb8	|K<¶îãŁb8	}<I< .
From the sentences @ z,ze| and @ ze|Iz , we can remove %

in an analogous manner, obtaining sentences @´?z,z,z
and @ ?ze|-z .
Getting rid of monadic predicate variables. Note that the only monadic predicate variables in the for-
mulas @ ? , @ ?z,ze| , and @ ?ze|-z are S
+, Q , a , and Ł . Moreover, for every choice of relations ( Q , a , Ł , % )
witnessing that d f #@ ? (resp., ( S
+, Q , a , Ł , % ) witnessing that d f #`@ ?z,ze| or d f #@ ?ze|-z ), it holds that
LNMOH and LQPR do not occur in any tuple of % , if we strip off possible such tuples arising from the packing
of %

into % by adding %

8YR)I§<áf #P: ó,Ho8YRm<i©PP: ó*HoF8Y§< in the very beginning. Thus, it is possible to
pack the monadic predicates into % as follows.
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Replace in @ ? , @ ?z,ze| , and @ ?ze|Iz uniformly S
+ 8	|i< by %º8YLNMOHi)+|K< , Qb8	|K< by %º8YLQPR)+|i< , at8	|K< by %º8	|ﬁ)ILNMH< ,
and Łb8	|i< by %º8	|r)ILQPRm< . By doing this and some minor adjustments, we obtain formulas @

, @

z,ze| , and
@

ze|-z which contain % as single predicate variable and which are over SAT instances equivalent to @ ? , @ ?z,ze| ,
and @ ?ze|Iz , respectively.
Corollary 9.2 Let :ÇÄÅCeﬃn)=J ? such that :Wæ(ﬃ ? =K8Oﬃçm=Ceﬃh)=J ? q¸=Ceﬃh)=JGçK</#ÅÆ . Then, model checking for
4
5798;:< is NP-complete.
From Theorems 8.7 and 9.1 we obtain the following dichotomy theorem.
Theorem 9.3 (Dichotomy Theorem for Model Checking) Let :ÅÄÅCg=);ﬃ¦J ? be any prefix set. Then,
8YM< either 465798;:< expresses only regular languages, or 4
5Z7(8;:< expresses some 23 -complete lan-
guages;
8YMM< model-checking for 4
57º8;:< is either 23 -complete, or is feasible by a finite-state automaton (and
thus in constant space and linear time);
8YMOMOM»< if 4
5798;:< expresses any nonregular language, then it also expresses an 23 -complete language.
Observe that this dichotomy is provably strict and does not, like other dichotomy theorems, e.g. Schaefer’s
result on SAT [44], rely on widely believed assumptions such as 3å#$2/3 . Furthermore, not every ESO-
prefix class which expresses some NP-complete languages can express all of NP. In fact, there is a unique
minimal ESO-prefix class which captures NP.
Proposition 9.1 The unique minimal ESO-prefix class capturing NP over strings is 465798>= ? < .
Proof. (Sketch) As shown in [32, 13], this class captures NP over arbitrary finite ordered structures. Any
(syntactically) smaller class S must have a constant bound  on the number of universal FO-quantifiers. But
then model-checking for S is feasible in NTIME 8YH ¸ < on a RAM, since all “existential data” can be guessed
nondeterministically. (On a TM, the exponent may be slightly higher but still constant because it may be
necessary to check the consistency between several consecutive guesses.) By well-known time hierarchy
theorems, it follows that S cannot express all of NP.
10 Finite Satisfiability
In this section, we prove some results concerning the satisfiability of 4
5Z798;:< sentences @ over strings, i.e.,
deciding whether â´8O@X<º#kÆ . Recall from the introduction that the satisfiability problem for 465798;:< is a
reformulation of the satisfiability problem for 7(8;:< .
It turns out that the separation of regular and nonregular ESO-prefix classes also gives us a precise char-
acterization of those classes for which satisfiability over strings is decidable. In fact, the regular and the
decidable classes coincide.
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Theorem 10.1 Let : be any prefix set. Then, over finite strings, the satisfiability problem for 4
57(8;:< is
decidable if and only if 4
5Z798;:< is regular.
Proof. The proofs of Theorem 7.1 (regularity of 465798Oﬃ ? =mﬃ ? <I< and Theorem 8.1 (regularity of 4
5Z798Oﬃ ? =Z=m< )
are constructive, in the sense that a finite state automaton recognizing â´8O@X< can be effectively constructed
from a given sentence @ . Hence, from Theorem 8.7 and the fact that the emptiness problem of finite automata
is decidable, it follows that for every regular class 465798;:< , satisfiability over finite strings is decidable.
Conversely, it suffices to show that satisfiability over finite strings is undecidable for all classes 4
5798O<
where ïU Cg=Z==) ==oﬃh)=mﬃ=J . This can be established by a simple encoding of the question whether a
given domino problem has a periodic solution, which is up to minor adaptations identical to the encoding
of domino problems into formulas of the Kahr-Moore-Wang class in the proof of [5, Theorem 3.1.9]. For
readers’ convenience, we describe the reduction here.
A domino system is a triple ß#
×
Å
)ﬁë)caáÛ where
Å
is a finite set, whose elements are called dominoes,
and ﬁë)caÌÄ
Å
ì
Å
are binary relations.  tiles 
ç.ìﬁç , where ﬁç denotes the positive integers, if there
is a tiling ¢"¤rçgìiç¹·
Å
such that, for each M-)bU
ç , it holds that
8YM< If ¢o8YM-)<ﬁ#
a
and ¢o8YMn &EF)<ﬁ#
a

, then 8
a
)
a

<rU4ﬁ ; and
8YMOM< If ¢o8YM-)<ﬁ#
a
and ¢o8YM-)1 &Ej<¶#
a

, then 8
a
)
a

<rU³a .
A domino system admits a periodic tiling of 6ç6ìﬁç , if there are integers
·
)+sU
ç such that for all
M-)VUﬀ
ç , ¢o8YM-)<ﬁ#&¢o8YMm 
·
)< and ¢o8YM-)<r#&¢o8YMp)´ Ì< . We note the following lemma.
Lemma 10.2 Whether a given domino system  admits a periodic tiling of çgìiç is undecidable.
This is an immediate consequence of the stronger result that the classes of domino systems which do not
admit tilings of 
ç.ìﬁç and which admit periodic tilings of 6çgìﬁç are recursively inseparable (see [5,
Theorem 3.1.7]).
We describe the encoding of domino systems into formulas from 465798>=mﬃ=o< ; for the other classes, it is
similar. For each domino
a
U
Å
, use a binary predicate variable Łﬂﬁ , and let ð denote the tuples of all these
variables. Define the formula @ as ﬃð/=¦RmﬃR

=¦§¦+{!68YR)IR

)I§< , where
!68YR)IReû)I§<õ# !ﬃj8YR)IRe><o©
ö
ﬁ 
«
ﬁ
I
¯
8òŁﬁ8YR)I§<o©tŁ
ﬁ
I
8YR)I§<I<o©

y
ﬁ
­
ﬁ
I
}
Î
0
8òŁ!ﬁ8YR)I§<o©"Łﬁ
I
8YR

)I§<I<o©

y
ﬁ
­
ﬁ
I
}
Î
ß
8òŁﬁ8Y§¦)IRm<o©"Łﬁ
I
8Y§h)IR

<I<
and
!
ﬃ
8YR)IR

<õ#

p8YR)IR

<L8YRQ#³LQPR9©tR

#&LNMOH<
Intuitively, the formula !ﬃ expands a given finite string periodically, by considering the first position in the
string as the successor of the last position. The second conjunct of ! states that at most one domino can
be at any position, while the last two conjuncts express that some domino must be there and the tiling is
admissible.
It holds that @ is satisfiable on finite strings over any fixed alphabet A, if and only if  admits a periodic
tiling of rçgìﬀﬁç .
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Indeed, if ¢ is a periodic tiling of 6çÏì"ﬁç with horizontal and vertical periods
·
and  , respectively,
then consider any string d on A whose length f d$f is the least common multiple of
·
and  . Define for all
Ł!ﬁ in ð relations on d by Łﬁ8YM-)<î ¢o8YM-)<#
a
. Then, 8Od)ðá<f #=hRnﬃR

=¦§¦+{!68YR)IR

)I§< , and hence @ is
satisfiable on finite strings over A .
Conversely, if for relations ð on a string d over A it holds that 8Odô)ð<´f #³=¦RmﬃR

=¦§h+{!68YR)IR

)I§< , then the
map ¢¿¤# ç ì ç ·
Å
defined by ¢o8YM-)<#
a
iff 8Odô)ð<¸f #`Łﬁ8YM

)

< , where M

#M÷³E98ÝVÃNf d$f < ÇE
and 

# ¸÷¹E±8¨VÃ"f d$f <¸ &E , is a periodic tiling of 6çgìﬀ¶ç .
From this theorem we immediately get a corollary on the finite satisfiability of first order formulas over
strings. Note that, as already mentioned in the introduction, in the context of satisfiability, FO 8;:< formulas
may contain free predicate variables besides those occurring in the signature of the input string (i.e.,
µ
hx ,
S T
, etc.).
Corollary 10.3 Over finite strings, for any prefix set : either
8YM< the satisfiability problem for FO 8;:< is decidable and 465798;:< defines only regular languages, or
8YMM< the satisfiability problem for FO 8;:< is undecidable and 465798;:< defines some NP-complete lan-
guage.
11 Capturing REG and Closure under Complementation
In this section, we investigate ESO-prefix classes which capture the class of regular languages, and which
are closed under complementation.
The following lemma is well-known; for an illustrative proof, see e.g. [27].
Lemma 11.1 Every formula ﬃ "ﬃ § ' ),+,+,+G)G§"¸+{! , where ! is quantifier-free, is equivalent to a formula
ﬃ§ ',)+,+,+*)I§"¸+

, where

is quantifier-free.
A similar but weaker lemma holds if we allow one universal FO quantifier before the quantifier-free part.
Lemma 11.2 Over strings, every formula @¹#ﬃ Nﬃ§¦',),+,+,+*)I§"¸,=hR+{! , where WèÅé and ! is quantifier-free,
is equivalent to a finite disjunction of first-order formulas ﬃ§n'x),+,+,+G)I§"¸g=¦R+

, where

is quantifier-free.
Proof. (Sketch) The proof follows the lines of the proof of Theorem 8.1. @ can be assumed to be a
disjunction of formulas @

#Çﬃ Nﬃ§ 'g),+,+,+j)I§
¸
I
=¦Rn!

, where 

ú¹ and !

fixes the quantifier-free type of the
variables §0 such that they are all different from each other and from LNMOH and LQPR . It suffices to prove the
claim for a formula @ of this form to obtain the result.
Predicates %$Us of arity N E can be replaced in @ by monadic predicates, so that we may assume that
all predicates in @ have arity úÌE . Moreover, the quantifier-free part of @ can be rewritten to a DNF Ò

Ô

of types
Ô
 each of which extends the quantifier-free type of the variables § 0 by fixing the location of R w.r.t.
the variables § 0 and LNMH and LQPR such that if RW#Ç§ 0 for some § 0 (resp., RQ#ÇLNMOH , RW#ÇLQPR ) occurs in
Ô
,
then R does not occur in any other literal of
Ô
.
Remove then all clauses
Ô
0 which contain an opposite pair of literals, remove from the remaining types
all literals %º8YRm< ,
¯
%º8YRn< where % is any (monadic) predicate from  , and remove atoms %º8ò*< where tU
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C*LNMOHi)ILQPR , § ',),+,+,+j)I§"¸J by using fresh nullary predicate variables. It is not hard to see that the resulting
formula (which contains no predicate variables of arity Ncé ) is equivalent to a disjunction of formulas
ﬃ§ ',),+,+,+*)I§"¸*=¦R+

, where

is quantifier-free. This proves the lemma.
Theorem 11.3 Over strings, every language expressible in 465798Oﬃ ? =o< is expressible in FO 8Oﬃ ? =m< .
Proof. By Lemma 11.2, it remains to show that any disjunction !Ì# Ò ¸
0¬«'
!0 of FO sentences !0±#
ﬃÐm0>=¦R+

0 , where

0 is quantifier-free, is over strings equivalent to some FO 8Oﬃm?I=o< sentence

. Let Ñ #
ê'*),+,+,+j)-êf¸ be fresh FO variables, and suppose the Ð0 are pairwise disjoint; the desired

is

# ﬃ ÑﬃÐ ' +,+,+xﬃÐL¸*=¦R
í
Ò
0

0 ©
Ò
0
8òê 0 #³LNMOH<m©
ª
0
®
8YLNMOHl#³LQPR9©tê 0 #³LNMOH<i·

0 °¦ñ+
Intuitively, each êG0 serves as a switch; if LNMOH# LQPR and êG0#ùLNMH , then the formula !K0 is selected as a
witness for the truth of ! . This is checked by the right conjunct of

. The case where LNMOHë#&LQPR is trivial.
By exploiting the previous lemmata, the following proposition is easily proved.
Proposition 11.1 Let A`#ÌCjP¦)p*J . Then, 8YM<Â'#`P ? is not expressible in 4
5Z798OﬃZ?*< ; 8YMOM<Â  #P?,g? is not
expressible in 4
5798Oﬃ ? =m< ; 8YMOMM<Â ì #`CjP¦)pjJGç
CGxPZ)-P jJCjPZ)pjJGç is not expressible in 465798Ceﬃh)=Je< .
Proof. Lemma 11.1, part 8YM»< is easy; suppose a formula ﬃ Ð¶+{!68YÐ< , where ! is quantifier-free, expresses
Â' . Then, for every d U¿P? , there is some tuple $ for Ð on d such that d f #`!68$¦< . For d large enough,
choose an element  in d which is not coincident and not adjacent to LNMOH , LQPR and any element in $ , and
change the color of R . The resulting string d

f #Ç!
8$h< ; this contradicts that ﬃÐ!
8YÐK< expresses Â/' .
Part 8YMOM< is shown analogously. Suppose Â  is expressible in 4
5798OﬃZ?-=m< . Then, from Lemma 11.2, it
follows that Â  is expressed by a finite disjunction !# Ò
ﬁ
0~«'
!0 of formulas !0/#Ãﬃ § 'g),+,+,+j)I§"¸,=¦R

0 , for
some tè¡é , where each ! 0 is quantifier-free.
Hence, for any string of form d #¥P .  . , there is some !0 such that d f #Ã!0 , i.e., there are elements
PZ'g),+,+,+G)-P1¸ in d such that 8Odô)-P¦'*),+,+,+j)-P¸F<f # =¦R

0 . For d large enough (choose H8N ;"  ), there
are elements RnT and Rhð of colors S6T and S
ð in d , respectively, such that RmT and Rhð are not adjacent or
coincident to any of LNMOHi)Ph'*),+,+,+j)-P¸ , LQPR . Exchange the colors of R
T
and Rhð , and let d

be the resulting
string. It is easy to see that 8Od

)-PZ'*),+,+,+j)-P¸<Xf #¹=¦R+

0 , and thus d

f #Ç! . This contradicts that ! expresses
Â
 .
To prove part 8YMOMM< , suppose first Â6ì is expressed in 4
5798Oﬃ< . By Lemma 11.1, Âì is expressed by a
sentence ﬃRn!
8YRm< , where ! is quantifier-free. Consider the string d #&PP ;P , which is in Âì ; it is easily seen
that if d f #`ﬃRh!68YRn< , then either P ? f #ÈﬃRh!68YRm< or P 

PWf #`ﬃRh!68YRm< ; this contradicts that ﬃR+{!68YRm< expresses
Â
ì .
Suppose then Â
ì is expressible in 465798>=m< . By Lemma 11.2, Âì is expressed by a disjunction !Ó#
Ò
.
0¬«'
=¦Rh!0I8YRn< of universal formulas =hRh!K0»8YRm< , where !0-8YRn< is quantifier-free. Consider d #&P

xPP

. Then,
d f #Ç=hRh!
0
8YRm< for some M . Change the color of the third letter to ST . Then, for the resulting d

#ÈP
< , we
have d

f #=¦Rh!0I8YRn< , since the third and fourth letter of d

are indiscernible for !K0 and !0 is true for the
fourth letter of d . This contradicts that ! expresses ÂXì .
We thus establish the following result.
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Theorem 11.4 Let : be any nontrivial prefix set such that 4
5Z798;:< is regular. Then, the following state-
ments are equivalent:
8YM<N465798;:< is closed under complementation;
8YMM<N465798;:< captures REG;
8YMOMOM»<Þ:²æQﬃ?-=Cg=);ﬃ¦J ç #ÅÆ .
Proof. 8YM<$Õ 8YMOM< Suppose that : is closed under complementation. By Proposition 2.2, for establishing
8YMOM< it suffices to show that : contains some prefix  which contains =mﬃ or == as a substring. We show that
such a  must exist in : .
Suppose first that : contains any prefix 

such that f 

fON E . Observe that the complement Â  #
CjPZ)pjJ ? xPZCjPZ)pjJ ? of the language Â  in part 8YMM< of Proposition 11.1 is clearly expressible both in 4657(8Oﬃﬃ<
and in 465798Oﬃ=m< , while Â  is neither expressible in 4
5798OﬃZﬃ< nor in 465798Oﬃ=m< . Since : is closed under
complementation, it follows that in this case, : contains some  having =mﬃ or == as substring.
Suppose now that every prefix DUÅ: has length úkE . We derive a contradiction. Since : is nontrivial,
it follows that either ﬃ or = must belong to : , Suppose =&UÌ: . Since the complement ÂìV#åCeÉo)-PZ)pjJ¸q
CjPZ)pjJ8òP
?
qV
?
<pCjP¦)pjJ of the language Â ì in part 8YMOMOM< of Proposition 11.1 is easily expressed in 4
5798>=m< and
4
5798;:< is, by hypothesis, closed under complementation, it follows that some prefix 

such that f 

fN`E
must belong to : ; this is a contradiction. Hence, =

UÈ: , and consequently Ceﬃ¦JQÄý:¥Ä$CeÉm);ﬃ¦J . Clearly,
the complement ÂX'#åCjP¦)pjJG?,jCjPZ)pjJG? of the language Â' in part 8YM»< of Proposition 11.1 is expressible in
4
5798Oﬃ< , while Â ' is not; this is a contradiction. This proves 8YM»< Õ 8YMOM»< .
8YMOM»<çÕ\8YMOMM< Suppose that 4
5Z798;:< captures REG, and assume that : æ¿ﬃ ? =Ceﬃh)=JGç #ùÆ . Then, since
4
5798;:< is regular, from Theorem 8.7 it follows :åÄ¥ﬃh?-= . By part 8YMOM»< of Proposition 11.1, P?,g? is not
expressible in 4
5Z798Oﬃ ? =m< ; hence 465798;:< does not capture REG, which is a contradiction.
8YMOMM<´Õ 8YM< From Proposition 2.2 and the hypothesis, it follows that 4
5798;:< captures REG; it is well-
known that REG is closed under complementation.
Corollary 11.5 465798Oﬃ?-=m< is the unique maximal regular ESO-prefix class which does not capture REG.
Note that Theorem 11.3, Corollary 11.5 and the results in [24] imply that model checking for regular
ESO-prefix classes which do not capture REG is in low levels of A´S ¢ .
From the dichotomy theorem for model checking (Theorem 9.3), we thus obtain the following dichotomy
theorem for closure under complementation.
Theorem 11.6 (Dichotomy Theorem for Closure under Complementation) Let : Ä Ceﬃh)=J? be any
nontrivial prefix set. Then, under the assumption 23# co- 23 , the following statements are equivalent:
8YM<N465798;:< is closed under complementation.
8YMM<N465798;:< captures REG.
8YMOMOM»<Þ:²æQﬃ
?
=Cg=);ﬃ¦JGç¹#ÅÆ and :øæNﬃ ? =K8Oﬃçm=Ceﬃh)=J ? qb=Ceﬃh)=JGçK<i#ÇÆ .
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12 Conclusion and Further Work
In this paper, we have investigated the expressive power and complexity of the ESO-prefix classes over
strings. We succeeded to settle some of the major question on this issue, giving a complete picture of
the regular ESO-prefix classes, their relationship to MSO, the complexity of ESO prefix classes, and a
characterization of those classes which are closed under complementation.
Some of the results were rather unexpected and required novel and involved combinatorial proof argu-
ments. In particular, the fact that 4
5798Oﬃ ? =mﬃ ? < , i.e., the ESO-standard prefix class in which the first-order
parts of sentences are from the Ackermann class, is astonishing, and the proof of this nontrivial result ap-
pears to be rather difficult.
Our results show several dichotomy properties for ESO-prefix classes over strings. In particular, model
checking for a class 4657(8;:< is either feasible by a finite state automaton (and therefore in constant space),
or it is NP-complete; a regular 4
5Z798;:< is either equivalent to MSO, or its expressive power is first-order (in
fact, restricted to Ê ¢

); and, either 4
5Z798;:< is not closed under complementation (assuming 23È# co- 2/3 ),
or it captures the class REG of regular languages. In summary, with respect to any of these criteria, each
ESO-prefix class 4
57(8;:< exhibits either a very good or an extremely bad behavior. Moreover, this matches
observations on similar good/bad dichotomies of prefix classes which have been noted earlier in different
contexts, e.g., 0-1 laws for ESO-prefix classes [30]. For a discussion, see Fagin’s [16, p.20].
Three particular related research issues are currently under our investigation:
[ The scope of the present paper are finite strings. However, infinite strings or Á -words are another important
area of research. In particular, Bu¨chi has shown that an analogue of his theorem (Proposition 2.1) also holds
for Á -words [6]. For an overview of this and many other important results on Á -words, we refer the reader
to the excellent survey paper [51]. In this context, we have started to investigate which of the results of the
present paper survive for Á -words. For some results, such as Theorem 8.1 this is obviously the case since
no finiteness assumption on the input word structures was made in the proof. For the generalization of other
results, such as Theorem 7.1, further research is needed.
[ We currently study which of our results survive in case a predefined linear order ü is available on the
word structures, and in case the successor relation
µ
hg is replaced by such a linear order. While for full
ESO, Succ and ü are freely interchangeable, because eiter predicate can be defined in terms of the other,
this is not so for many of the limited ESO-prefix classes. However, preliminary results suggest that most of
the results in this paper carry over to the ü case.
[ A further issue is the extension of our results to the fragments Ê '
¸
8;:< , 4NÌE of second-order logic, and
to all of SO 8;:< .
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Appendix
Theorem 8.1 Over strings, every 465798Oﬃ ? ==m< sentence is equivalent to an MSO sentence.
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Proof. Let @ be a formula ﬃ NﬃÐn=¦R',)IR  +{! , where Ð¡#ù§',),+,+,+j)I§. is a vector of FO variables and ! is
quantifier-free. Without loss of generality, we assume that LNMOH and LQPR do not occur in ! (they can be
defined using additional variables §Öﬁ0. and §Ö T  in Ð and adding
¯y
;8YR'*)I§Öﬁ0. < and
¯y
;8Y§Ö T )IR'x<
to ! ).
Clearly, it suffices to consider only strings d such that f{B(8Od<,fèlH " . Therefore, by a similar argument
as in Lemma 8.4, we may assume without loss of generality that ! is a DNF formula
!68YÐ¶)IR'j)IR

<s#\8YRo'
#³R

<L 
0Y­

8YR¦0m#³§

<¦  %
ò
Ô
¸)
such that every clause
Ô
¸ is a complete type over ¥#ÓC*R ' )IR  )I§ ' ),+,+,+G)I§ . J which includes for every pair
})+| of different variables in  the literal }N#.| .
We show that all predicates in %$Uô of arity N E can be removed from @ by introducing new monadic
predicates  ? .
First, we can easily remove all occurrences of atoms %º8	|'*),+,+,+*)+|Ö1< from ! such that at most one of
Ro'*)IR
 occurs in them as follows. Replace %º8	|6',),+,+,+j)+|Ö/< ,
[ if Ro' occurs in it, by a unary atom % 
I
Ù
­SSS ­ 
I
Ú
8YR'x< , where |

0
#'& and if |0o#³Ro' and |

0
#g|0 otherwise,
for Mi#EF),+,+,+j)IL ;
[ if R  occurs in it, by a unary atom % 
I
Ù
­SSS ­ 
I
Ú
8YR

< , where |

0
#'& and if |0o#³R  and |

0
#g|0 otherwise,
for Mi#EF),+,+,+j)IL ;
[ otherwise, by a nullary predicate %  Ù ­SSS ­  Ú .
For example, %º8Y§ ' )IR  )I§  )IR  < is replaced by % Ü
Ù
­
?
­ Ü)-­
?
8YR

< , and %º8Y§ ' )I§ ì < by % Ü
Ù
­ Ü 
8YR
'
< . Intuitively,
%

I
Ù
­SSS ­ 
I
Ú
8YRZ0< represents the atom %º8	|r',),+,+,+j)+|Ö/<7(&

RZ0 .
Let "? be the list of all predicates variables that we have introduced for all %UQ of arity NE , and let
@
?
#ﬃ 
?
ﬃ NﬃÐn=hR
'
)IR

+{!
?
)
where ! ? # Ò
%
ÎH
yW×}
Ô
? and
Ô
? is the clause obtained from
Ô
by the above replacements. Notice that in
Ô
? ,
every literal with a predicate %UW of arity NE contains both R¶' and R  .
It holds that over any string d such that f{B98Od<,fè¡H
 º , @ is equivalent to @ ? . To see this, observe that if
@
? is true, then any interpreted atom % 
I
Ù
­SSS ­ 
I
Ú
8ûóe< occurring in some satisfied interpreted clause
Ô
?
8YÐ¶)-PZ'j)-P

<
of ! , represents an interpreted atom %º8òPn'*),+,+,+*)-PÖ´< . By the inequality literals in
Ô
?8YÐﬁ)-P'j)-P

< , different
atoms % 
I
Ù
­SSS ­ 
I
Ú
8ûóG< occurring in satisfied clauses
Ô
?
8YÐ¶)-P
'
)-P

< represent different % -atoms; moreover, no
conflict between any % -atom represented by such an % 
I
Ù
­SSS ­ 
I
Ú
8ûóe< or by a nullary predicate %  Ù ­SSS ­  Ú and
any actual interpreted % -literal is present which occurs in some satisfied interpreted clause
Ô
? .
It remains to remove all occurrences of atoms %º8	| ' ),+,+,+G)+| Ö < from @ ? where %äUÇ and both R ' )IR 
occur among |ﬁ',),+,+,+j)+|Ö .
For each pair
Ł
?e)
Ô
?/U¿ÕQ8O@?*< such that the conjunction
S


­
%

8YÐ¶)IR
'
)IR

<¶#
Ł
?
8YÐ¶)IR
'
)IR

<o©
Ô
?
8YÐ¶)IR

)IR
'
<
does not contain a pair of opposite literals, let
a


­
%

8YÐ¶)IRo'G)IR

< be the conjunction which results from S
after removal of all literals which involve a %äU` of arity N]E ; denote by ) the collection of all such
a


­
%
 . (Notice that for different
Ł
?
)
Ô
? , the clauses
a


­
%
are not necessarily different.)
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Let  ' be the monadic relations in  , and let
@  #Çﬃ 
?

'
ﬃÐm=¦Ro',)IR

+{!  )
where !

#ÇÒ+* Î , 
68YÐ¶)IRo'e)IR

< ; notice that @

is a monadic SO formula.
Claim 12.1 Over any string d such that f{B98Od<,fèlHb   , d f #Ç@

îï@ ? .
Hence, d f #Ç@

î @ , which proves the result.
To prove the claim, suppose first that d f #¥@/? . Then, relations Q?e)- and a tuple ú of elements in d
exists such that for every pair Pn',)-P  of elements in d , disjuncts
Ł
)
Ô
UëÕW8O@X< exist such that
8Od)-
?
)-ë)úK<f #
Ł
?
8úr)-P ' )-P

<o©
Ô
?
8úr)-P

)-P ' <;)
and thus
8Odô)-
?
)-W)úi<f #
a


­
%

8úﬁ)-PZ'*)-P

<;)
where
a


­
%

U-) . This means 8Odô)-"?F)- ' )úi<Xf #¡=¦R'g)IR  +{!

, and hence d f #Ç@

.
Now suppose d f #¥@

. Then, for suitable relations  ? )- ' on d and a tuple ú of elements in d , we
have
8Odô)-
?
)-
'
)úi<Xf #¡=hRo',)IR

+{!

)
and thus for each pair P¦',)-P  of elements in d , there is some clause
a


­
%

U.) , denoted by Ü T
Ù
­
T
 , such that
8Odô)-t?F)-

)úK<f #&Ü
T
Ù
­
T
F8òP'*)-P

< .
We define extensions for the %äUÇ of arity N]E as follows. For elements Po'*)-P  UB98Od< such that
PZ'ú&P
 in d according to Succ, we have Ü
T
Ù
­
T
#
a


­
%
 for some
Ł
?
)
Ô
?
UÕW8O@
?
< . Let S  
­
%

8úﬁ)IR'*)IR

<
be the conjunction from which
a


­
%
 results in the construction of @

. Then, Sº8úr)-PZ',)-P  < does not contain
any pair of opposite literals. Include in % every tuple 8ûó ' ),+,+,+*)pó Ö < such that a positive literal %º8ûó ' ),+,+,+*)pó Ö <
occurs in Sº8úr)-PZ'*)-P  < . Notice that if 8ûó'*),+,+,+*)pó*Ö1< is added to % , then there are no elements P

'
üP


such
that P

'
#ÌP' or P


#ÌP
 for which
¯
%º8ûó',),+,+,+j)pó,Ö1< occurs in the satisfied conjunction S´ I
­
%
I
8úﬁ)-P

'
)-P


< ,
where Ü
T
I
Ù
­
T
I

#
a


I
­
%

I , since the literals involving both P

'
and P


are different from those involving both
P
' and P  . Then,
8Od)-
?
)-ë)úK<f #
Ł
?
8úr)-PZ'*)-P

<o©
Ô
?
8úr)-P

)-PZ'x<c
consequently,
8Od)-
?
)-ë)úK<f #¡=¦Ro',)IR


%

Î
yØ×

}
Ô
?
8úﬁ)IR'*)IR

<;)
which means d f #ß@X? . This proves the equivalence of @? and @

over d and concludes the proof of the
theorem.
References
[1] S. Abiteboul, R. Hull, and V. Vianu. Foundations of Databases. Addison-Wesley, 1995.
[2] M. Ajtai. /0
0
formulae on finite structures. Annals of Pure and Applied Logic, 24:1–48, 1983.
[3] D. Basin and N. Klarlund Hardware verification using monadic second-order logic. Proc. 7th Intl. Conf. on
Computer Aided Verication (CAV’95), LNCS 939, pp. 31–41, 1995.
48 IFIG RR 9702
[4] J. Berstel. Transductions and Context-Free Languages. Teubner, Stuttgart, 1979.
[5] E. Bo¨rger, E. Gra¨del, and Y. Gurevich. The Classical Decision Problem. Springer, Berlin Heidelberg, 1997.
[6] J. R. Bu¨chi. On a Decision Method in Restricted Second-Order Arithmetic. In E. Nagel et al. (eds), Proc.
International Congress on Logic, Methodology and Philosophy of Science, pages 1–11, Stanford, CA, 1960.
Stanford University Press.
[7] J. R. Bu¨chi. Weak second-order arithmetic and finite automata. Z. Math. Logik Grundlagen Math., 6:66–92,
1960.
[8] M. de Rougemont. Second Order and Inductive Definability on Finite Structures. Zeitschrift f ¤ur Mathematische
Logik und Grundlagen der Mathematik, 33:47–63, 1987.
[9] A. Durand, C. Lautemann, and T. Schwentick. Fragments of Binary NP. Journal of Logic and Computation,
1998 (to appear). TR Nr. 1/96, Johannes Gutenberg-Universita¨t Mainz, Germany.
[10] H.-D. Ebbinghaus and J. Flum. Finite Model Theory. Perspectives in Mathematical Logic. Springer, 1995.
[11] S. Eilenberg. Automata, Languages, and Machines. Academic Press, New York, 1974.
[12] T. Eiter and G. Gottlob. On the Expressiveness of Frame Satisfiability and Fragments of Second Order Logic.
Journal of Symbolic Logic, 1998 (to appear). Technical Report CD-TR 96/92, Institut fu¨r Informationssysteme,
TU Wien, 1996.
[13] T. Eiter, G. Gottlob, and Y. Gurevich. Normal Forms for Second-Order Logic over Finite Structures, and Classi-
fication of NP Optimization Problems. Annals of Pure and Applied Logic, 78:111–125, 1996.
[14] R. Fagin. Generalized First-Order Spectra and Polynomial-Time Recognizable Sets. In R. M. Karp, editor,
Complexity of Computation, pages 43–74. AMS, 1974.
[15] R. Fagin. Generalized Monadic Spectra. Zeitschrift f ¤ur Mathematische Logik und Grundlagen der Mathematik,
21:89–96, 1975.
[16] R. Fagin. Finite-model theory—a personal perspective. Theoretical Computer Science, 116(1):3–31, 1993.
[17] E. Gra¨del. The Expressive Power of Second-Order Horn Logic. In Proceedings STACS-91, LNCS 480, pages
466–477, 1991.
[18] E. Gra¨del. Capturing Complexity Classes with Fragments of Second Order Logic. Theoretical Computer Science,
101:35–57, 1992.
[19] E. Grandjean. Universal quantifiers and time complexity of random access machines. Mathematical Systems
Theory, 13:171–187, 1985.
[20] Y. Gurevich. Logic and the Challenge of Computer Science. In E. Bo¨rger, editor, Trends in Theoretical Computer
Science, chapter 1. Computer Science Press, 1988.
[21] J.G. Henriksen, J. Jensen, M. Jørgensen, N. Klarlund, B. Paige, T. Rauhe, and A. Sandholm Mona: Monadic
Second-order Logic in Practice. in Proceedings of Tools and Algorithms for the Construction and Analysis of
Systems, First Intl. Workshop, TACAS’95, Springer LNCS 1019, pp. 89–110, 1996.
[22] J. Hopcroft and J. Ullman. Introduction to Automata Theory, Languages, and Computation. Addison-Wesley,
Reading, MA, 1979.
[23] N. Immerman. Relational Queries Computable in Polynomial Time. Information and Control, 68:86–104, 1986.
[24] N. Immerman. Languages that Capture Complexity Classes. SIAM Journal of Computing, 16:760–778, 1987.
[25] N. Immerman. Descriptive Complexity Theory. Springer, 1998 (to appear).
IFIG RR 9702 49
[26] N. Klarlund. Mona & Fido: The Logic-Automaton Connection in Practice. In Proc. Conference on Computer
Science Logic (CSL ’97), LNCS. Springer, 1998 (to appear).
[27] P. Kolaitis and C. Papadimitriou. Some Computational Aspects of Circumscription. Journal of the ACM, 37(1):1–
15, 1990.
[28] P. Kolaitis and C. H. Papadimitriou. Why Not Negation By Fixpoint ? Journal of Computer and System Sciences,
43:125–144, 1991.
[29] P. Kolaitis and M. N. Thakur. Approximation Properties of NP Minimization Classes. Journal of Computer and
System Sciences, 50:391–411, 1995.
[30] P. Kolaitis and M. Y. Vardi. 0-1 Laws and Decision Problems for Fragments of Second-Order Logic. Information
and Computation, 87:302–338, 1990.
[31] C. Lautemann, T. Schwentick, and D. The´rien. Logics for context-free languages. In Proc. 1994 Annual Confer-
ence of the EACSL, pages 205–216, 1995.
[32] D. Leivant. Descriptive Characterizations of Computational Complexity. Journal of Computer and System
Sciences, 39:51–83, 1989.
[33] J. F. Lynch. The quantifier structure of sentences that characterize nondeterministic time complexity. Computa-
tional Complexity, 2:40–66, 1992.
[34] R. McNaughton and S. Papert. Counter-Free Automata. MIT Press, Cambridge, Massachusetts, 1971.
[35] F. Olive. A Conjunctive Logical Characterization of Nondeterministic Linear Time. In Proc. Conference on
Computer Science Logic (CSL ’97), LNCS. Springer, 1998 (to appear).
[36] L. Pacholski and W. Szwast. On the 0-1Law for the Existential Second-Orde Minimal Go¨del Sentences With
Equality. In Proceedings Sixth Annual Symposium on Logic in computer Science LICS-91, pages 290–285. IEEE
Computer Science Press, 1991.
[37] A. Panconesi and D. Ranjan. Quantifiers and Approximation. Theoretical Computer Science, 107:145–163,
1993.
[38] C. H. Papadimitriou and M. Yannakakis. Optimization, Approximation, and Complexity Classes. Journal of
Computer and System Sciences, 43:425–440, 1991.
[39] J.-E. Pin. Varieties of Formal Languages. North Oxford, London and Plenum, New York, 1986.
[40] J.-E. Pin. Logic On Words. Bulletin of the EATCS, 54:145–165, 1994.
[41] J.-E. Pin. Semigroups and Automata on Words. Annals of Mathematics and Articial Intelligence, 16:343–384,
1996.
[42] E. Rosen. An Existential Fragment of Second Order Logic. Revised manuscript, December 1996.
[43] D. Sacca´. The Expressive Powers of Stable Models for Bound and Unbound DATALOG Queries. Journal of
Computer and System Sciences, 54(3):441–464, 1997.
[44] T. J. Schaefer. The Complexity of Satisfiability Problems. In Proceedings of the Tenth ACM Symposium on the
Theory of Computing (STOC-78), pages 216–226, San Diego, California, 1978.
[45] J. Schlipf. The expressive powers of logic programming semantics. Journal of Computer and System Sciences,
51(1):64–86, 1995. Abstract in Proc. PODS 90, pp. 196–204.
[46] T. Schwentick. Graph Connectivity and Monadic NP. In Proceedings IEEE FOCS ’94, pages 614–622, 1994.
[47] T. Schwentick. Graph Connectivity, Monadic NP and Built-in Relations of Moderate Degree. In Proceedings
22nd International Colloquium on Automata, Languages, and Programming (ICALP ’95), pages 405–416, 1995.
50 IFIG RR 9702
[48] L. J. Stockmeyer. The Polynomial-Time Hierarchy. Theoretical Computer Science, 3:1–22, 1977.
[49] H. Straubing. Finite Automata, Formal Logic, and Circuit Complexity. Birkha¨user, Berlin, Boston, Basel, 1994.
[50] H. Straubing, D. The´rien, and W. Thomas. Regular Languages Defined with Generalized Quantifiers. Informa-
tion and Computation, 118:289–301, 1995.
[51] W. Thomas. Automata on Infinite Objects. In J. van Leeuwen, editor, Handbook of Theoretical Computer
Science, volume B, chapter 4. Elsevier Science Publishers B.V. (North-Holland), 1990.
[52] W. Thomas. Languages, Automata, and Logic. In G. Rozenberg and A. Salomaa, editors, Handbook of Formal
Language Theory, volume III, pages 389–455. Springer, 1996.
[53] B. A. Trakhtenbrot. Finite Automata and the Logic of Monadic Predicates. Dokl. Akad. Nauk SSSR, 140:326–
329, 1961.
[54] M. Vardi. Complexity of Relational Query Languages. In Proceedings 14th STOC, pages 137–146, San Fran-
cisco, 1982.
