We contribute to a better understanding of different remote sensing techniques for tree height estimation by comparing several techniques to both direct and indirect field measurements. From these comparisons, factors influencing the accuracy of reliable tree height measurements were identified. Different remote sensing methods were applied on the same test site, varying the factors sensor type, platform, and flight parameters. We implemented light detection and ranging (LiDAR) and photogrammetric aerial images received from unmanned aerial vehicles (UAV), gyrocopter, and aircraft. Field measurements were carried out indirectly using a Vertex clinometer and directly after felling using a tape measure on tree trunks. Indirect measurements resulted in an RMSE of 1.02 m and tend to underestimate tree height with a systematic error of −0.66 m. For the derivation of tree height, the results varied from an RMSE of 0.36 m for UAV-LiDAR data to 2.89 m for photogrammetric data acquired by an aircraft. Measurements derived from LiDAR data resulted in higher tree heights, while measurements from photogrammetric data tended to be lower than field measurements. When absolute orientation was appropriate, measurements from UAV-Camera were as reliable as those from UAV-LiDAR. With low flight altitudes, small camera lens angles, and an accurate orientation, higher accuracies for the estimation of individual tree heights could be achieved. The study showed that remote sensing measurements of tree height can be more accurate than traditional triangulation techniques if the aforementioned conditions are fulfilled.
Introduction
Individual tree height is a fundamental forest inventory parameter [1] and is often used for the estimation of forest growth, biomass, carbon stock and site productivity [2] . Traditional methods for measuring the height of standing trees involve the visual assessment of the treetop and the use of basic trigonometric calculations [3] . However, indirect field-based measurements at the single tree level are expensive, time-consuming and often not feasible for large areas or for high temporal resolutions [4, 5] . To improve forest management, there is a need to have easily updateable inventories with spatially and temporally accurate data at an appropriate cost [1] . Within the last decades, various remote-sensing-based methods have been developed and studied. Remote sensing has the potential to provide consistent, reproducible and up-to-date information on various forest parameters in order to make inventories more efficient [6] . Previous studies mostly applied a specific remote sensing system to a single area and demonstrated how remote sensing can be used for quick assessment of forests at large spatial scales (see, e.g., [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] ). Nevertheless, comparing novel remote sensing methods for measuring tree height usually involves a high degree of uncertainty. The remote sensing systems, data acquisition parameters, forest characteristics and meteorological conditions such as cloud coverage, illumination, season of scan used in these studies vary. As such, it is difficult to transfer measurement errors between the applied methods. The general comparability of measurement methods is compromised as study areas differ in terms of tree species present, forest type or stand characteristics such as stand age or tree density. Furthermore, remote sensing systems such as platform and sensor as well as data acquisition parameters such as flight height and weather conditions vary between studies. A further difficulty arises in that the reference measurements can be derived from different methods at the stand or single tree level (see, e.g., [7, 8, 13] ). These differences and variations between studies make comparisons of remote-sensing-based measurements difficult and in some cases simply not feasible. Ref. [17] illustrated the numerous different parameters used by different studies to predict forest inventory attributes. Standardization and benchmarking studies focusing on data acquisition parameters are crucial to detailing best practice approaches [17] . Furthermore, one aspect common among most studies is that they implement traditional field-based measurements for validation [18] . These field surveys have also measurement errors, but the level of error is often not declared [19] . Until now, only a few studies carried out direct measurements of the length of tree trunks to verify remote sensing tree height estimates [18] . Ref. [19] assessed tree height estimation using airborne LiDAR and field-based methods by harvesting trees for validation. They observed that the LiDAR-derived tree heights were closer to direct tree heights than traditional field-based measurements. Ref. [18] compared UAV photogrammetric tree height measurements with indirect and direct field-based surveys. The authors found that photogrammetric measurements resulted in a similar level of error to that of the field-based tree height measurements.
In this study, we contribute to a better understanding of different remote sensing systems for tree height estimation by applying several methods and compare them to direct and indirect field measurements. We applied several remote sensing methods to the same test site over two consecutive years and varied the sensor type, platform, and flight parameters. We used light detection and ranging (LiDAR) data and photogrammetric aerial images received from unmanned aerial vehicles (UAV), gyrocopters and aircraft. Remote sensing measurements of tree height were then compared to field measurements made indirectly (via visual assessment of standing trees) and directly (using a measuring tape on tree trunks after felling). With comparison to direct field measurements, we were able to demonstrate the potential of several sensors and platforms with greater certainty, including benchmarking of acquisition parameters.
The application of the different systems under comparable conditions allowed us to set out the following objectives: (1) Assess the accuracy of traditional field-based tree height measurements (2) compare the accuracy of individual tree height measurements derived from photogrammetric or LiDAR data against direct measurements (3) based on these comparisons, factors influencing the accuracy of tree height derivation are to be identified.
Materials and Methods

Study Area
The study area consisted of an even-aged 50-year-old Douglas fir (Pseudotsuga menziesii (Mirb.) Franco) stand in the Black Forest in Baden-Württemberg, Germany (47 • 42 N 7 • 42 E). That stand was part of a stand spacing experiment of the department of forest growth of the Forest Research Institute Baden-Württemberg (FVA). A description of the stand spacing experiment can be found in ref. [20] . The stand has a size of 2 ha and contains six plots, each with an area of 0.14 to 0.16 ha. This results in an actual research area of 1 ha because spaces between plots are only considered in terms of neighborhood relations. The stand is located on a slight and regular slope (approx. 15 • ) inclined to the south-west. The crown closure varies between overlapping crowns and small gaps with the maximum size of small crowns. At the time of the first survey (15 March 2018) , the mean parameters of the forest stand calculated from the six fully inventoried plots were 234.4 trees per ha, a basal area of 43.45 m 2 per ha and a standing volume of 452 m 3 per ha. The homogeneous stand showed no natural regeneration and hardly any shrubs or other low vegetation. The trees within the plots had a mean diameter at breast height of 40.9 cm (±13.5 cm, standard deviation (SD)) in a value range from 13.8 to 63.9 cm. We selected 30 trees, which cover the range of diameters present in the stand. These trees were also representative for the variation in branch number and crown size present in the stand. The average height of the selected trees was 33.9 m (±2.5 m, SD) in 2017 and 34.4 m (±3.2 m, SD) in 2018 ( Figure 1 ).
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Field Data Collection
Data collection in the field took place in June 2017 and March 2018. Fifteen trees were assessed per time period. The heights of the test trees were initially measured indirectly on standing trees using the ultrasonic-based device Vertex IV (Haglöf Sweden AB). A Vertex clinometer is one of the most common instruments for measuring tree height [21] . After the Vertex was paired and calibrated with its transponder, all measurements were performed by the same operator. Tree length was then measured after felling, using a tape measure on the trunk of the felled tree. The timing of data collection in the field was adapted to the flights for remote sensing data, such that time laps between measurements, felling, and flights were short.
Remote Sensing Data Acquisition
In summer 2017 and spring 2018, different flights were performed using several different remote sensing systems. UAVs recorded the study area using a LiDAR sensor and an RGB camera. Additionally, a gyrocopter took aerial images of the study site from two different flight altitudes. The data with the lowest spatial resolution was provided by an official aircraft image flight (photogrammetric flight) of the state agency of spatial information and rural development of Baden-Württemberg (LGL) from 2016 [22] . An overview of the performed flights (UAV-LiDAR 2017, UAV-LiDAR 2018, UAV-Camera 2017, UAV-Camera 2018, Gyrocopter 2 cm, Gyrocopter 5 cm) and the aircraft image flight of 2016 is shown in Table 1 . The laser flights have been performed by a HEIGHTECH HT-8 (2017) and a Tarot X6 (2018). The UAVs were equipped with the laser scanner Mapper I from YellowScan. The LiDAR sensor used Multi-Echo technology and was able to capture three echoes per laser beam (the first, middle and last return). For both UAV image flights, a Sony Alpha 7R camera with a focal length of 35 mm was used. The three bands red, green and blue (RGB) were recorded at a radiometric resolution of 8 bit. The aerial images had a mean ground sampling distance (GSD) of 1 cm. The flights carried out by gyrocopter (AutoGyro MTOsport D-MDOB) used a NIKON D800E camera with a focal length of 85 mm. The radiometric resolution was 8 bit and the GSD ranged-depending on flight altitude-from 2 to 5 cm. The aircraft image flight was performed using an UltraCam XP with a focal length of 100.5 mm. Aerial images from this camera contained the four bands red, blue, green, and infrared (RGBI) at a radiometric resolution of 16 bit. The GSD was 20 cm. The orientation of the image and LiDAR data was registered via the GNSS (Global Navigation and Satellite System) units built into the systems. Ground control points (GCPs) were additionally used for image flights. For the gyrocopter flights, 14 and 12 GCPs were used for the GSD of 5 and 2 cm, respectively. During data acquisition by UAV, because of poor visibility of the ground in 2017, 
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In summer 2017 and spring 2018, different flights were performed using several different remote sensing systems. UAVs recorded the study area using a LiDAR sensor and an RGB camera. Additionally, a gyrocopter took aerial images of the study site from two different flight altitudes. The data with the lowest spatial resolution was provided by an official aircraft image flight (photogrammetric flight) of the state agency of spatial information and rural development of Baden-Württemberg (LGL) from 2016 [22] . An overview of the performed flights (UAV-LiDAR 2017, UAV-LiDAR 2018, UAV-Camera 2017, UAV-Camera 2018, Gyrocopter 2 cm, Gyrocopter 5 cm) and the aircraft image flight of 2016 is shown in Table 1 . The laser flights have been performed by a HEIGHTECH HT-8 (2017) and a Tarot X6 (2018). The UAVs were equipped with the laser scanner Mapper I from YellowScan. The LiDAR sensor used Multi-Echo technology and was able to capture three echoes per laser beam (the first, middle and last return). For both UAV image flights, a Sony Alpha 7R camera with a focal length of 35 mm was used. The three bands red, green and blue (RGB) were recorded at a radiometric resolution of 8 bit. The aerial images had a mean ground sampling distance (GSD) of 1 cm. The flights carried out by gyrocopter (AutoGyro MTOsport D-MDOB) used a NIKON D800E camera with a focal length of 85 mm. The radiometric resolution was 8 bit and the GSD ranged-depending on flight altitude-from 2 to 5 cm. The aircraft image flight was performed using an UltraCam XP with a focal length of 100.5 mm. Aerial images from this camera contained the four bands red, blue, green, and infrared (RGBI) at a radiometric resolution of 16 bit. The GSD was 20 cm. The orientation of the image and LiDAR data was registered via the GNSS (Global Navigation and Satellite System) units built into the systems. Ground control points (GCPs) were additionally used for image flights. For the gyrocopter flights, 14 and 12 GCPs were used for the GSD of 5 and 2 cm, respectively. During data acquisition by UAV, because of poor visibility of the ground in 2017, only 4 GCPs were used, which were not optimally distributed over the area of the flight. In 2018, 12 well distributed GCPs could be used. The aerial images from the UAV and gyrocopter flights were processed using Agisoft Photoscan Version 1.4.2 and 1.3.4 to produce photogrammetric point clouds and orthoimages. The aerial images from the aircraft image flight were processed to obtain point clouds and orthoimages with a GSD of 20 and 50 cm using the software SURE Version 2.1.0.33. The LiDAR point clouds consisted of 75.5% and 67.6% first returns, 21.5% and 26.7% middle returns and 3.0% and 5.7% last returns in 2017 and 2018, respectively. The penetration rate (ground points divided by all points of the point cloud) was 3.0% in 2017 and 13.5% in 2018. Figure 2 shows an example of the point clouds of a segmented tree crown gathered using different methods. It visualizes that higher point densities include more details of the tree crown. It also shows, that the photogrammetric point clouds describe the surface of the crown, while the LiDAR point clouds describe the structure of the tree crown from the top (high point density) to the ground (lower point density). The LiDAR point clouds consisted of 75.5% and 67.6% first returns, 21.5% and 26.7% middle returns and 3.0% and 5.7% last returns in 2017 and 2018, respectively. The penetration rate (ground points divided by all points of the point cloud) was 3.0% in 2017 and 13.5% in 2018. Figure 2 shows an example of the point clouds of a segmented tree crown gathered using different methods. It visualizes that higher point densities include more details of the tree crown. It also shows, that the photogrammetric point clouds describe the surface of the crown, while the LiDAR point clouds describe the structure of the tree crown from the top (high point density) to the ground (lower point density). 
Computation of Individual Tree Heights
Digital surface models (DSM), which were generated from photogrammetric point clouds as well as from LiDAR data, served as the basis for deriving individual tree heights. A DSM was generated using the R package lidR version 1.5.0 [23] . The Z-value of the highest point per pixel was returned. Empty pixels were interpolated using a combination of the k-nearest-neighbor approach and inverse distance weighting. For the UAV and gyrocopter data, a DSM with a GSD of 10 cm was created, whereas the point clouds of the aircraft image flight resulted in a DSM with a GSD of 20 and 50 cm. In order to derive individual tree heights, the determination of individual trees is necessary. Consequently, all pixels of an image which belong to an individual tree crown must be isolated from other pixels. We used a Watershed algorithm for segmentation, which detected 53.5% (Aircraft 50 cm)-73.0% (Gyrocopter 2 cm) of the trees within the six plots. Because not all test trees could be detected automatically with this segmentation, we delineated the tree crowns manually on the orthoimages and DSM. The highest DSM value within these segments was defined as treetop. In order to obtain tree height, the difference between the highest DSM value and the corresponding terrain height was calculated. For the normalization of photogrammetric point clouds, an Airborne Laser Scanning (ALS)-derived DTM is always required [24] , since photogrammetric DTMs from forest areas are often inaccurate and are not recommended [17] . Therefore, the digital terrain model (DTM) of the LGL calculated from LiDAR data with a GSD of 1 m was used [25] . To analyze the influence of GCPs, the resulting DSM of the dataset UAV-Camera 2017 was calculated with and without GCPs. Where GCPs were not implemented we aimed to improve the DSM retrospectively. For this purpose, on manual set ground points, the difference between DSM and DTM value was calculated. These values were interpolated to a surface via polynomial regression. With this surface, the elevation of the DSM was corrected.
Statistical Analysis
For the statistical analysis, we compared the tree heights derived from remote sensing datasets and from indirect measurements before harvesting to the direct measurements of the felled trees, used for validation. Note that as well as the indirect measurement with Vertex or remote sensing data and direct measurements of felled trees are referred to as tree height even if the latter actually is the tree length. The accuracy assessment was carried out by calculating the root mean squared error (RMSE), relative RMSE (RMSE%), mean error (ME) and the coefficient of determination R-squared (R 2 ). RMSE determines the total error, whereas ME indicates systematic error. R-squared is a goodness-of-fit measurement for linear models. Data processing and analysis were carried out using the R programming language [20] .
Results
An overview of descriptive statistics is displayed in Table 2 . Figure 3 shows the distribution of the measured tree heights of the different datasets as boxplots. It should be noted that there is a temporal discrepancy of 11 and 20 months between the aircraft image flight in 2016 and the field measurements in 2017 and 2018, respectively. The collection of branch whorl measurements showed an average distance of 0.5 m between whorls and a maximum of 1.4 m between whorls for the last five years. Under the assumption that a new whorl was created each year, annual height growth of ca. 50 cm and in extreme cases up to 1.4 m can be assumed. Therefore, a mean error of up to 1.4 m should be tolerated in the results of the aircraft aerial photographs. 
Accuracy Assessment
The direct measurement of the length of felled trees using a measuring tape was assumed as the most accurate measurement in the field and was used for validation. Average tree height derived from this method was 33.93 m in 2017 and 34.41 m in 2018. Average tree height measured indirectly was 32.85 and 34.17 m for 2017 and 2018, respectively. The regression between indirect measurements via Vertex and tape measurements resulted in an R 2 of 0.92, which indicates a very strong correlation between these two measurement methods (see Figure 4 ). Assuming that measurements by tape represent the real tree height, an RMSE of 1.02 m was obtained for the indirect measurement via Vertex with a mean error of −0.66 m (see Table 3 ). 
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Figure 4.
Regression analysis between tree height recorded using Vertex (indirect) and tree height recorded using a measuring tape (direct). The black line represents a 1:1 correlation between the two measurement techniques. Figure 5 shows the offset of the different remote sensing datasets and the Vertex measurement compared to the tape measurements. The results varied from an RMSE of 0.36 m (RMSE%: 1.05) for UAV-LiDAR 2017 to 2.89 m (RMSE%: 8.46) for aircraft 50 cm (see Table 3 ). The comparison of the different sensors and platforms showed that the UAV-LiDAR 2017 and 2018 had the most accurate results, followed by UAV-Camera 2018 and Gyrocopter 2 cm. The best results all had an RMSE < 0.7 m. UAV-Camera 2017, Gyrocopter 5 cm and the aircraft aerial images resulted in an RMSE > 1.09 m with a ME < −1 m. The LiDAR data derived higher tree heights than the field measurements, while the photogrammetric data tended to be lower than field measurements. Of all measurement methods, Vertex showed the greatest variation in accuracy. Due to the time difference between the aircraft aerial flight at the beginning of July 2016 and the field measurements at the end of June 2017, the results of the aircraft aerial photographs must be interpreted with care. In addition to the 1.4 m that should be tolerated because of the annual height growth, tree height derived from aircraft aerial photographs still contained errors of 1-2 m. Figure 5 shows the offset of the different remote sensing datasets and the Vertex measurement compared to the tape measurements. The results varied from an RMSE of 0.36 m (RMSE%: 1.05) for UAV-LiDAR 2017 to 2.89 m (RMSE%: 8.46) for aircraft 50 cm (see Table 3 ). The comparison of the different sensors and platforms showed that the UAV-LiDAR 2017 and 2018 had the most accurate results, followed by UAV-Camera 2018 and Gyrocopter 2 cm. The best results all had an RMSE < 0.7 m. UAV-Camera 2017, Gyrocopter 5 cm and the aircraft aerial images resulted in an RMSE > 1.09 m with a ME < −1 m. The LiDAR data derived higher tree heights than the field measurements, while the photogrammetric data tended to be lower than field measurements. Of all measurement methods, Vertex showed the greatest variation in accuracy. Due to the time difference between the aircraft aerial flight at the beginning of July 2016 and the field measurements at the end of June 2017, the results of the aircraft aerial photographs must be interpreted with care. In addition to the 1.4 m that should be tolerated because of the annual height growth, tree height derived from aircraft aerial photographs still contained errors of 1-2 m. All regressions were significant (p < 0.001) and gave a very good fit (R 2 > 0.86), see Figure 6 and Table 4 . The models obtained through regression analysis showed approximately no difference between the derivations of tree height for trees of different sizes, meaning that there was no over-or underestimation of smaller or taller trees. The differences observed between the models lay in the magnitude of the over-or underestimations and the R 2 value. The UAV data had the highest R 2 values, with an almost perfect fit (R 2 > 0.97), followed by the gyrocopter datasets (R 2 > 0.94) and finally by the datasets of the aircraft image flights (R 2 > 0.86). As such, the models from UAV and gyrocopter data fitted better than the Vertex measurements (R 2 = 0.92). All regressions were significant (p < 0.001) and gave a very good fit (R 2 > 0.86), see Figure 6 and Table 4 . The models obtained through regression analysis showed approximately no difference between the derivations of tree height for trees of different sizes, meaning that there was no over-or underestimation of smaller or taller trees. The differences observed between the models lay in the magnitude of the over-or underestimations and the R 2 value. The UAV data had the highest R 2 values, with an almost perfect fit (R 2 > 0.97), followed by the gyrocopter datasets (R 2 > 0.94) and finally by the datasets of the aircraft image flights (R 2 > 0.86). As such, the models from UAV and gyrocopter data fitted better than the Vertex measurements (R 2 = 0.92). All regressions were significant (p < 0.001) and gave a very good fit (R 2 > 0.86), see Figure 6 and Table 4 . The models obtained through regression analysis showed approximately no difference between the derivations of tree height for trees of different sizes, meaning that there was no over-or underestimation of smaller or taller trees. The differences observed between the models lay in the magnitude of the over-or underestimations and the R 2 value. The UAV data had the highest R 2 values, with an almost perfect fit (R 2 > 0.97), followed by the gyrocopter datasets (R 2 > 0.94) and finally by the datasets of the aircraft image flights (R 2 > 0.86). As such, the models from UAV and gyrocopter data fitted better than the Vertex measurements (R 2 = 0.92). 
Analyzing the Influence of Orientation Quality for Tree Height Derivation
One aim of the study was to analyze the influence of data acquisition parameters, such as orientation quality in order to obtain reliable tree height measurements. With the dataset UAV-Camera 2017, having presumably an insufficient orientation quality, we analyzed the influence of the usage of GCPs and the influence of correcting a DSM retrospectively on the accuracy of tree height derivation. With the usage of GCPs and with the original DSM (no retrospective correction), the dataset UAV-Camera 2017 achieved an RMSE of 1.09 m and a ME 1.03 m (see Table 3 ). Without the usage of GCPs, the RMSE was 0.65 m for the corrected DSM and 4.80 m for the original DSM (no retrospective correction), whereas the ME was 0.51 m with correction of the DSM and 4.79 m without. Figure 7 shows the offset of the tape measurement to various tree height calculations with UAV-Camera 2017. 
Discussion
In this study, we showed that the usage of remote-sensing-based methods for the derivation of tree heights partially lead to higher accuracies than traditional indirect field measurements. Indirect measurements via Vertex clinometer had a higher offset and tended to result in a larger error range 
In this study, we showed that the usage of remote-sensing-based methods for the derivation of tree heights partially lead to higher accuracies than traditional indirect field measurements. Indirect measurements via Vertex clinometer had a higher offset and tended to result in a larger error range compared to remote-sensing-based measurements. In general, field measurements of tree height using triangulation methods are labor-intensive and can result in errors of 1-5 m or more, largely due to the limited visibility of the very top of the tree from the ground [26] [27] [28] . Furthermore, the measurements can be biased with a human-related systematic error. This highlights the fact that traditional tree height measurements are estimations in turn [19] . Ref. [29] determined the degree of precision of tree height measurements with a Vertex clinometer and obtained a standard deviation of 0.5 m when measured 319 sample trees (pine, spruce, birch) with four trained mensurationists. Ref. [19] reported an RMSE ranging from approximately 1 to 2 m for larch, spruce, and pine. We obtained tree height measurements with an RMSE of 1.02 m with a ME of −0.66 m for Douglas fir using a Vertex clinometer, meaning that tree height was underestimated probably because the tops of the trees were not recognized. The large error range indicates that accuracy varied according to the individual shape of a tree or treetop visibility. Ref. [18] obtained a similar RMSE of approximately 0.3 m with field-based and photogrammetric tree height measurements. In contrast to our results, ref. [18] observed an overestimation when measuring tree height indirectly using a Vertex clinometer. The study of ref. [19] revealed similar results: Tree height estimations using a laser scanner were closer to real tree heights than the traditional field-based survey.
With the tested remote sensing techniques, different tree heights were calculated for each individual tree, resulting in a wide range of accuracies. The aircraft image flights differ only in terms of point cloud density. Considering the relative error results of the aircraft data, it can be observed that the dataset with the higher point density provided the higher accuracy. Similar conclusions can be drawn about the gyrocopter flights. Here, the parameters flight altitude, image overlap, and point density changed. A lower altitude and a higher resulting point density lead to higher accuracy.
Between the UAV-Camera flights in our study in 2017 and 2018, there were significant differences in tree height. These differences were likely due to the limited number and distribution of GCPs during the 2017 flight. In 2017, four GCPs were implemented and orientation was difficult, in the following year 12 GCPs were implemented, distributed over the flight area. Furthermore, the analysis of the usage of GCPs and retrospective correction of the DSMs clearly showed that the use of GCPs could only improve the derivation of tree height to a limited extent. Without the usage of GCPS during image orientation and with a subsequent co-registration of DSM and DTM, the highest accuracy could be achieved. The accuracy strongly depends on the quality of the GCPs. Inaccurate GCPs can lead to greater errors. Therefore we support the recommendation of ref. [19] to improve image orientation by increasing the number of GCPs and to use repeated field-based measurements to obtain a more reliable accuracy assessment of remote sensing data. Another possibility for improving the image orientation is to improve the direct orientation of the UAV image data, for instance by real-time correction of the GNSS signal during the UAV flight.
The LiDAR datasets from 2017 and 2018 received approximately the same accuracies. The data from 2017 achieved slightly better accuracies with a higher flight altitude, a smaller overlap and a less dense point cloud in comparison to the LiDAR data from 2018. However, when comparing the 2017 and 2018 data, it needs to be mentioned that the reference data are different, which may also have an influence on the results. Tree height measurements from UAV derived LiDAR, and photogrammetric data with an accurate orientation resulted in the lowest deviations. LiDAR and photogrammetric measurements resulted in a similar level of error, though LiDAR performed slightly better than photogrammetric based measurements. The use of aerial photography is, therefore, regarded as an adequate and cost-effective alternative for the measurement of individual crowns. As a consequence, the flexible UAV technology together with fully automated photogrammetric processing can be deployed for operational use [30] . However, the availability of a DTM is crucial when deriving tree height with photogrammetric data [17, 24, 31] . In ref. [17] digital aerial photogrammetry data have been proven accurate and cost-effective for the derivation of tree heights via an area-based approach where high accuracy ALS-derived DTMs exists. The overall findings of ref. [17, 31, 32] indicated that the performance of digital aerial photogrammetry is as good as ALS concerning the derivation of individual tree heights or canopy heights.
For tree height estimation with LiDAR technology, studies report an RMSE of 0.92 m using a UAV [33] and 1.2 m using an airplane as a platform [13] [36] was reached. Determining the canopy height by means of aerial photographs ref. [37] obtained an RMSE of 0.91 m. These results indicate that accuracies depend on various factors: The remote sensing system, data acquisition, and processing as well as the type of reference data. The listed studies serve as examples and do not cover all publications currently published at the current time. The achieved accuracies of the present study are approximately in the same range and can give indications of which factors influence the accuracy of the derivation of tree height. All studies mentioned, except the studies by ref. [18, 19] , used indirect field measurements for validation. According to ref. [18, 19] , the magnitude of errors (RMSE) is reduced if direct field measurements are used for validation.
The data quality of DSMs is highly depended on data acquisition and processing parameters [38] . In this study, we controlled the following factors that may influence the accuracy of tree height derivation: Reference data (measurement method, tree species, forest type), illumination conditions during the flights in 2017, Image-matching parameters and algorithms to obtain DSM and tree height. Remaining influencing factors might be: Flight altitude, sensor type, platform, overlap, camera lens angle and orientation quality. Ref. [39] described a decreasing accuracy for the derivation of tree height with decreasing LiDAR point density or increasing flight altitude, whereby the flight altitudes 400, 800, and 1500 m above ground were tested. However, in the study of [40] , only 1 of 54 LiDAR altitude metrics varied significantly between altitudes of 530-540 m and 840-850 m above ground. With the datasets of this study a high accuracy of RMSE < 1 m could be achieved with point densities > 350 points/m 2 . Ref. [19] obtained with LiDAR data containing 10 pulses/m 2 , 5 pulses/m 2 and 1 pulse/m 2 an RMSE of 0.76, 0.97, and 1.11 m in comparison to direct field measurements. Ref. [41] tested multiple configurations of altitude, GSD and image overlap. The results showed that lower flight altitudes (1200 m versus 4800 m above ground level) generated denser point clouds but did not improve tree height estimates. Similar results found in ref. [42] using ALS. In order to characterize leading forest cohorts, ref. [43, 44] found GSDs of 30-40 cm provided surface models sufficient. However, ref. [45] highlighted that the relationship between camera lens angle and flight altitude can result in a decreasing accuracy of height predictions. They noted that while short focal length with wide angles offers a higher overlap, especially at greater altitudes, point clouds will suffer from occlusion problems and become less accurate in estimating tree heights. Similar results found in ref. [38] : The angle of view which depends on focal length and image overlap is important for the derivation of a DSM. According to ref. [38] , a long focal length is more suitable for the derivation of DSMs in forests due to a minor radial displacement within the images and therefore a minor treetop displacement for trees located off-nadir. Furthermore, the GSD is a very decisive fact for the result of DSM [38] .
After all various comparisons, not all influencing factors could be evaluated individually. In agreement with ref. [17] , further research and development of data acquisition parameters are needed. To benchmark data acquisition parameters by the comparison of different studies, ref. [17] summarized various photogrammetric methods for updating area-based forest inventories.
Conclusions
The aim of this study was to compare methods for the measurement of individual tree heights. These consisted of two field-based measurement methods as reference measurements and various remote-sensing-based methods. From these comparisons, we identified factors influencing the accuracy in order to obtain reliable tree height measurements. These factors are an accurate orientation of the remote sensing data as well as a high point cloud density. However, we cannot quantify the influence of each factor, as they are affecting each other and may be influenced by site circumstances. Taking into account that this study worked within one test site only, which has a moderate slope, 50-years-old Douglas Fir with varying crown closure, the following conclusions can be drawn. Overall, all remote sensing techniques could be used for deriving heights of individual trees. In this study, with low flight altitudes, small camera lens angles, and an accurate orientation, higher accuracies for the estimation of individual tree heights could be achieved. This leads to the general assumption that a point cloud with high quality and density in combination with an accurate orientation are optimal conditions for the derivation of reliable tree heights. If the aforementioned conditions are fulfilled, remote sensing measurements of tree height can be more accurate than traditional triangulation techniques. The study of [19] revealed similar results: Tree height estimations using a laser scanner were closer to real tree heights than the traditional field-based survey. We agree with ref. [19] to consider traditional measurements as essential, but to encourage an increasing awareness of their accuracy. We recommend using a remote sensing system fitting to the respective application, e.g., needed accuracy, temporal and spatial resolution, and available budget for the acquisition costs. The use of image-based data over areas of moderate to high canopy cover sets the pre-condition that a highly accurate DTM is available [24, 46, 47] . However, an accurate absolute orientation is crucial for all remote sensing techniques.
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