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RELATIVE GEOMETRIC ASSEMBLY AND MAPPING CONES,
PART I: THE GEOMETRIC MODEL AND APPLICATIONS
ROBIN J. DEELEY, MAGNUS GOFFENG
Abstract. Inspired by an analytic construction of Chang, Weinberger and
Yu, we define an assembly map in relative geometric K-homology. The prop-
erties of the geometric assembly map are studied using a variety of index the-
oretic tools (e.g., the localized index and higher Atiyah-Patodi-Singer index
theory). As an application we obtain a vanishing result in the context of man-
ifolds with boundary and positive scalar curvature; this result is also inspired
and connected to work of Chang, Weinberger and Yu. Furthermore, we use
results of Wahl to show that rational injectivity of the relative assembly map
implies homotopy invariance of the relative higher signatures of a manifold
with boundary.
1. Introduction
We construct and study an assembly map in relative geometric (i.e., Baum-
Douglas) K-homology. Our results are inspired and related to the analytic relative
assembly map constructed via localization algebras by Chang, Weinberger, and Yu
in [11, Section 2]. However, in the introduction, we concentrate on the geometric
aspects of our construction; localization algebras and the construction in [11, Sec-
tion 2] are reviewed in detail in Section 2. One of the advantages of the geometric
model of K-homology is the explicit construction of Chern characters, see for ex-
ample [4, Part 5]. Building on the results of the current paper, we construct Chern
characters in the relative case in [22]. The construction in [22] is similar to the one
in [21, Section 4]. The assembly maps we consider in this paper are for free actions
and coincides with Baum-Connes’ assembly mapping for proper actions [3] when
the involved groups are torsion-free.
We begin with a brief introduction to geometricK-homology and then discuss the
five main results of the paper; three of these results are explicitly stated. Geometric
K-homology (see any of [2, 4, 7, 41, 47]) provides an alternative realization of certain
KK-groups. If X is a finite CW -complex and A is a unital C∗-algebra, then
KK∗(C(X), A) ∼= Kgeo∗ (X ;A) := {(M,EA, f)} / ∼
where M is a smooth compact spinc-manifold (without boundary), EA → M is a
smooth A-bundle (i.e., EA is a locally trivial bundle with fibers given by finitely
generated, projective Hilbert A-modules), f :M → X is a continuous map, and ∼
is the geometrically defined Baum-Douglas relation (i.e., the equivalence relation
generated from bordism, vector bundle modification and direct sum/disjoint union).
When X is a CW -complex which is only locally finite, Kgeo∗ (X ;A) is isomorphic to
the compactly supported KK-theory group.
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Let Γ be a finitely generated discrete group and BΓ its classifying space (which
we assume is a locally finite CW -complex). The maximal group C∗-algebra of
Γ is denoted by C∗
max
(Γ). Then, we can form Kgeo∗ (BΓ;C) (which we denote
by Kgeo∗ (BΓ)) and K
geo
∗ (pt;C
∗
max
(Γ)). Furthermore, the maximal Baum-Connes
assembly map for free actions is defined at the level of these geometric cycles via
(1) µgeo : (M,EC, f) 7→ (M,EC ⊗C f
∗(LBΓ)).
By the definition of a cycle for Kgeo∗ (BΓ) (see above), f :M → BΓ is a continuous
mapping. Here LBΓ → BΓ denotes the Mischenko bundle:
(2) LBΓ := EΓ×Γ C
∗
max
(Γ)→ BΓ.
The reader can find more on this map in for example [19, Introduction] and refer-
ences therein. Under the isomorphisms with the analytic models, the geometrically
defined assembly mapping (1) coincides with the standard construction of assembly
(see [30]).
Our goal is to extend this geometric construction to the relative case. That is, to
define a geometric assembly map given as input a group homomorphism φ : Γ1 → Γ2
rather than a single group Γ. The homomorphism φ induces maps
Bφ : BΓ1 → BΓ2 and φ : C
∗
max
(Γ1)→ C
∗
max
(Γ2).
Note the abuse of notation used in the definition of the latter.
The domain and codomain of our assembly map are introduced in detail in Sec-
tion 3 (in particular, see subsections 3.1 and 3.2). They are denoted respectively by
Kgeo∗ (Bφ) and K
geo
∗ (pt;φ). These abelian groups are defined using geometric cycles
and the relative geometric assembly map, µgeo, is defined explicitly at the level of
cycles, see Definition 3.16. The compatibility between the relative groups/relative
assembly map and absolute groups/absolute assembly map within the geometric
context is made precise in Theorem 3.18. The reader who is only interested in
the geometric definition of the relative assembly need only read Section 3, which is
self-contained.
It is natural to compare the geometrically defined assembly map to the analytic
assembly map of Chang, Weinberger and Yu defined using asymptotic morphisms
(see [13, 14]). In particular, Theorem 3.18 should be compared with [11, Theorem
2.17]. To make such comparisons precise, one must first construct explicit isomor-
phisms at the level of the K-homology groups defining the domain and codomain of
these maps. For the domains, this is basically the standard isomorphism between
analytic and geometric K-homology. We review its construction, which uses the
localized index (see subsection 2.2) in Theorem 3.11.
The isomorphism between the codomains is more involved. It fits into the general
context of any unital ∗-homomorphism. As such, for the moment, suppose φ : B1 →
B2 is a unital ∗-homomorphism between unital C∗-algebras; of course, the case of
φ : C∗
max
(Γ1) → C∗max(Γ2) is the most relevant. One can form the mapping cone
C∗-algebra associated to φ:
Cφ := {(f, a) ∈ C0((0, 1], B2)⊕B1 | f(1) = φ(a)}
Theorem 1. The construction of Φcone in Equation (13) on page 25 produces a well
defined isomorphism Φcone : K
geo
∗ (pt;φ) → K∗+1(Cφ) fitting into a commutative
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diagram with exact rows and vertical mappings being isomorphisms:
(3)
φ∗
−−→ Kgeo∗ (pt;B2)
r
−→ Kgeo∗ (pt;φ)
δ
−→ Kgeo∗+1(pt;B1)
φ∗
−−→y yΦcone y
φ∗
−−→ K∗(B2)
r
−→ K∗+1(Cφ)
δ
−→ K∗+1(B1)
φ∗
−−→
where the top row is from [16, Theorem 3.13] and the bottom row is the long exact
sequence in K-theory obtained from the short exact sequence of C∗-algebras:
0→ SB2 → Cφ → B1 → 0
This result is a substantial improvement of results in [17]: firstly, the assumption
that φ∗ : K∗(B1) → K∗(B2) is injective has been removed and secondly, in the
definition Φcone, one can choose any trivializing operator to construct the higher
APS-index. Higher APS-index theory is reviewed before the construction of Φcone,
see Section 4. The definition of a trivializing operator can be found in Definition
4.1 (see page 23).
Vanishing results for PSC-metrics. Returning to the special case of φ : C∗
max
(Γ1)→
C∗
max
(Γ2), obtained from a group homomorphism, we state an application of these
theorems (i.e., the previous theorem and Theorem 3.18). It is stated as Theorem
4.13 in the body of the paper. An essentially equivalent result was proven as
Theorem 2.18 in [11] using localization algebras. Our proof uses higher APS-theory
and conceptually explains this relative vanishing result through the two steps in
the proof: firstly, the existence of a metric of positive scalar curvature near the
boundary of a manifold implies that the relative assembly of said manifold is realized
as a higher APS-index (Proposition 4.13) and secondly that a metric of positive
scalar curvature in the interior guarantees the vanishing of the higher APS-index
(Lemma 4.14).
Theorem 2. Let W be a connected spin-manifold with boundary and let [W ] ∈
K∗(W,∂W ) denote the fundamental class. If W admits a metric of positive scalar
curvature which is collared at the boundary, then
µφgeo[W ] = 0 ∈ Kdim(W )(pt;φ)
where φ : π1(∂W )→ π1(W ) is the group homomorphism induced from the inclusion
i : ∂W →֒W .
The strong Novikov property. One of the main applications of the assembly map
is to the Novikov conjecture on homotopy invariance of relative higher signatures.
In the relative setting, this problem has been discussed in [48, Section 12] and
[36, Section 4.9]. The Novikov conjecture follows from rational injectivity of the
free assembly map. With this implication as motivation, we say that a group
homomorphism φ has the strong relative Novikov property if µφgeo : K
geo
∗ (Bφ) →
K∗(pt;φ) is rationally injective. The strong Novikov conjecture for Γ1 and Γ2 has
no obvious implication for the strong relative Novikov property of a homomorphism
φ : Γ1 → Γ2. Neither does the Baum-Connes conjecture for Γ1 and Γ2 if there is
torsion present. The relation to homotopy invariance of relative higher signatures
is given in the following theorem appearing as Theorem 4.18 below. Its proof relies
on a result of Wahl [46].
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Theorem 3. Let φ : Γ1 → Γ2 be a group homomorphism with the strong relative
Novikov property. For any manifold with boundary W and mappings f : W → BΓ2,
g : ∂W → BΓ1 such that f |∂W = Bφ ◦ g, the relative higher signatures
(4) signν(W, (f, g)) :=
∫
W
(f, g)∗(ν) ∧ L(W ), ν ∈ H∗(Bφ),
are orientation preserving homotopy invariants of [i : ∂W → W ] (see Definition
2.3).
In the formulation of Theorem 3 we use the relative cohomology group H∗(Bφ).
For a short introduction to relative cohomology groups see Subsection 4.3 on page
31. A key feature is that for ν ∈ H∗(Bφ), the class (f, g)∗ν can be represented by a
compactly supported de Rham cohomology class on the interior W ◦. The relative
higher signatures contain no boundary contribution, in contrast to Atiyah-Patodi-
Singer’s formula for the signature of a manifold with boundary (see [1, Theorem
4.14]). The conceptual reason for this difference is that the compatibility condition
f |∂W = Bφ◦g ensures that the boundary contributions are cancelled in the relative
pairing.
Compatibility with the analytic map. With isomorphisms defined at the level of the
groups as in Theorem 1, we would like to compare the assembly maps. In particular,
even without the full details of the definition of relative assembly using localization
algebras, the reader would likely agree that asking whether the following diagram
commutes is a natural question:
(5)
Kgeo∗ (Bφ)
µφgeo
−−−−→ Kgeo∗ (pt;φ)
indrelL
y yΦcone
K∗+1(CBφ)
µCWY
−−−−→ K∗+1(Cψ)
The horizontal maps are the assembly maps (defined respectively in Sections 2 and
3) and the vertical maps are the isomorphisms defined respectively in Theorem 3.11
and Equation (13) in Lemma 4.8.
In a previous version of this paper, we claimed the diagram (5) commutes in
general. However, there was a gap in the proof. We still believe this should hold in
general, but since this question is not central to the applications we have in mind we
only prove commutativity with additional hypotheses, see Theorem 5.1. It remains
an interesting open question whether these additional hypotheses can be removed.
1.1. Notation. We use the following notation, some of which has already been
introduced. The reader may wish to skip this section and return to it as needed.
We will consider a continuous map h : Y → X . Quite often this map will be the
inclusion Y ⊆ X associated with a finite CW -pair. We use Γ1 and Γ2 to denote
finitely generated discrete groups and φ : Γ1 → Γ2 denotes a group homomorphism
between these groups. The classifying space of Γi is denoted by BΓi. We also let
φ denote the ∗-homomorphism induced from the group homomorphism φ; it is a
∗-homomorphism from the maximal group C∗-algebra C∗(Γ1) of Γ1 to the maximal
group C∗-algebra C∗(Γ2) of Γ2. The mapping cone of φ is the C
∗-algebra:
Cφ := {(f, a) ∈ C0((0, 1], C
∗(Γ2))⊕ C
∗(Γ1) | f(1) = φ(a)},
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where C∗(Γ) denotes the maximal C∗-algebra of a group Γ. We note that this
convention for the mapping cone is different than the one used in [16, 17] where the
interval [0, 1) is used and also that this construction can be applied to any unital
∗-homomorphism. If A is C∗-algebra, then the suspension of A is the C∗-algebra
SA := C0(R, A). A representation of A is called standard if it is faithful and no
nonzero operator is represented by a compact operator. If A is unital, then an
A-bundle refers to a locally trivial bundle with fibers given by finitely generated,
projective Hilbert A-modules. An example of such a bundle is the Mischchenko
bundle, LBΓ = EΓ×Γ C∗(Γ) from Equation (2).
There is a continuous map Bφ : BΓ1 → BΓ2 implementing φ at the level of
homotopy groups. The map Bφ is only unique up to homotopy, we fix one choice of
Bφ. Furthermore, we assume that BΓ1 and BΓ2 are locally finite CW -complexes.
The universal property for EΓ2 produces a Γ2-equivariant continuous map Γ2 ×Γ1
EΓ1 → EΓ2 and by composing with the Γ1-equivariant map EΓ1 → Γ2 ×Γ1 EΓ1,
x 7→ [1Γ2 , x], we can assume that Bφ lifts to a Γ1-equivariant mapping Eφ : EΓ1 →
EΓ2. A morphism between two continuous mappings h : Y → X and h′ : Y ′ → X ′
is a pair (f, g) : [h : Y → X ] → [h′ : Y ′ → X ′] of mappings f : X → X ′ and
g : Y → Y ′ such that f ◦ h = h′ ◦ g.
The theory of localization algebras and assembly requires some knowledge of
asymptotic morphisms, see [13, 14, 51] for details. We will also use the follow-
ing notation when considering a manifold with boundary: if W is a Riemannian
manifold with boundary, the inclusion is denoted by i : ∂W → W and the inte-
rior by W ◦. When we wish to emphasize the presence of a boundary, we write
W = W ◦ ∪ ∂W . Furthermore, we assume all geometric structures are of prod-
uct type near the boundary and identify a collar neighbourhood of the boundary
with (0, 1]× ∂W . The boundary ∂W will be identified with {1} × ∂W ⊆ W . Let
WR :=W ∪∂W [1, R]×∂W , soW 1 =W . We also writeW∞ :=W ∪∂W [1,∞)×∂W .
We equipp WR and W∞ with the cylindrical metric on the attached cylinder. If
W has a spinc-structure, we let SW → W denote the associated Clifford bundle of
complex spinors.
2. The relative model of Chang, Weinberger, and Yu
We begin by recalling some notation and results from the literature on localiza-
tion algebras, assembly and localized indices. The results in this section can be
found in, or readily deduced from, the work of Yu with coauthors [11, 23, 49, 51]
and Qiao-Roe [40]. The careful reader notes that the methods of [40] apply to the
reduced C∗-norm, but the recent work [45] shows that the same methods apply
when using the maximal norm.
2.1. Localization algebras and assembly. Yu defines the assembly map using
localization algebras. We give a quick review of this theory; the reader is directed
to [51] for the full details. Let (Z, dZ) be a second countable proper metric space.
For purposes that will be clearer on the next page, we always assume that (Z, dZ)
has bounded geometry 1. We fix a representation, ρ, of C0(Z) as operators on a
1Following [23, 11], we say that Z has bounded geometry if there is a countable subset Z0 ⊆ Z
such that for some c > 0, dZ (x,Z0) ≤ c for all x ∈ Z and for any r > 0 there is an N > 0 such
that #{x ∈ Z0 : dZ(x, x0) < r} ≤ N for all x0 ∈ Z0.
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Hilbert space HZ . We tacitly assume that ρ is a standard representation, that is,
ρ is faithful and ρ(C0(Z)) ∩K(HZ) = 0.
• An operator T on HZ is said to be locally compact if ρ(a)T and Tρ(a) are
compact for any a ∈ C0(Z).
• If T is an operator on HZ and there exists an R > 0 such that aT b = 0
whenever dZ(supp(a), supp(b)) ≥ R, we say that T has finite propagation.
We let prop(T ) denote the infimum of the set of such R; we call prop(T )
the propagation of T .
• The Roe algebra, Rρ(Z) ⊆ B(HZ), is the ∗-algebra of operators that are
locally compact and have finite propagation.
There are several choices of C∗-norms on Rρ(Z) and different choices can lead to
different C∗-algebras. Unless otherwise stated, we assume that Z has bounded
geometry and use the maximal completion of Rρ(Z) (see [23, Section 3]), we denote
this by C∗(Z). When Z has bounded geometry, the maximal C∗-norm is well
defined on Rρ(Z) by [23, Lemma 3.4, Item 4.4]. The assumption that ρ is a standard
representation guarantees that the K-theory of C∗(Z) is independent of ρ (see [25,
Section 4]). Furthermore, the localization algebra(s) of Yu, C∗L(Z), is a suitable
completion of the ∗-algebra RL,ρ(Z) of the functions of the following form: g :
[1,∞)→ Rρ(Z) such that
(1) g is uniformly bounded and uniformly continuous;
(2) prop(g(s))→ 0 as s tends to infinity.
Again, the C∗-norm used for the completion and in Item (1) above is important
(i.e., lead to different algebras); we use the maximal C∗-norm unless otherwise
stated. To be precise, the norm on C∗L(Z) is that induced from the C
∗-algebra
Cun([1,∞), C∗(Z)) of uniformly continuous functions [1,∞)→ C∗(Z). The choice
of representation ρ is less important as it does not affect the isomorphism class of
relevant K-theory groups when we assume ρ to be a standard representation, see
[51, Section 3]. Our convention differs from that in [11, 50] where the interval [0,∞)
is used to define the localization algebras.
Let X be a finite CW -complex and denote its universal cover by X˜. We choose
a word metric on π1(X). We assume that X is equipped with a metric defining its
topology and that X˜ is equipped with a metric making the π1(X)-action isometric
and each orbit bi-Lipschitz equivalent to π1(X). The action of the deck transfor-
mations π1(X) on X˜ defines an action of π1(X) as ∗-automorphisms on Rρ(X˜)
and RL,ρ(X˜). The construction discussed in the previous paragraph can be applied
in a number of ways: we can form the algebras C∗L(X), C
∗(X˜), C∗(X˜)pi1(X), and
C∗L(X˜)
pi1(X). The last two C∗-algebras are obtained using the ∗-algebra of π1(X)-
invariant elements in Rρ(X˜) and RL,ρ(X˜), respectively. That is, C
∗(X˜)pi1(X) is
defined as the maximal C∗-completion of Rρ(X˜)
pi1(X) and C∗L(X˜)
pi1(X) as the com-
pletion of RL,ρ(X˜)
pi1(X) in Cun([1,∞), C∗(X˜)pi1(X)). The maximal C∗-norm on
Rρ(X˜)
pi1(X) is well defined by [23, Lemma 4.13] since there is a Γ-invariant discrete
X˜0 ⊆ X˜ of bounded geometry such that for some c > 0, d(x, X˜0) ≤ c for all x ∈ X˜.
Since we are working in the relative context, maps between localization algebras
must also be considered. If h : Y → X is a coarse Lipschitz map, there is an
induced map at the localization algebra level by [51, Lemma 3.4]. By an abuse of
notation, we denote also said ∗-homomorphism by h : C∗L(Y )→ C
∗
L(X).
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Remark 2.1. As is observed in [52, Section 3.2], the functoriality holds in larger
generality. If Γ is a discrete group acting on X and Y , making h : Y → X
equivariant, there is an associated ∗-homomorphism h : C∗L(Y )
Γ → C∗L(X)
Γ of
equivariant localization algebras if h is a uniformly continuous coarse mapping.
The Lipschitz case suffices for our purposes: if dX and dY are metrics defining
the topology on X and Y , respectively, h : (Y, dY +h
∗dX)→ (X, dX) is a Lipschitz
mapping and dY + h
∗dX defines the same topology as dY because h is continuous.
We consider the mapping cone associated with h : C∗L(Y )→ C
∗
L(X); it is denoted
by Ch. If Y is a compact space and h : Y → X is continuous we use the notation
(6) KCWY∗ (Y ) := K∗(C
∗
L(Y )) and K
CWY
∗ (h) := K∗(SCh).
(recall that SA := C0(R, A) for a C
∗-algebra A).
Proposition 2.2. Let h : Y → X be a continuous mapping of compact spaces.
The group KCWY∗ (h) is up to canonical isomorphisms independent of the choice
of metrics on X and Y and the choice of standard representations ρX and ρY of
C0(X) and C0(Y ), respectively.
Proof. For j = 1, 2, suppose that dX,j and dY,j are metrics onXand Y , respectively,
such that h : (Y, dY,j) → (X, dX,j) is Lipschitz continuous. Define the metrics
dX,3 := dX,1+dX,2 and dY,3 := dY,1+dY,2. The map h : (Y, dY,3)→ (X, dX,3) and
the inclusion maps (Y, dY,3)→ (Y, dY,j) and (X, dX,3)→ (X, dX,j), j = 1, 2, are by
construction Lipschitz continuous.
For fixed representations ρX and ρY of C0(X) and C0(Y ), respectively, we have
inclusions RL,ρX (X, dX,3) ⊆ RL,ρX (X, dX,j) and RL,ρY (Y, dY,3) ⊆ RL,ρY (Y, dY,j)
for j = 1, 2. Here we include the metric in the notation for the localization algebra
for notational clarity. We therefore arrive at a commuting diagram (for j = 1, 2)
C∗L,ρY (Y, dY,3)
h
−−−−→ C∗L,ρX (X, dX,3)y y
C∗L,ρY (Y, dY,j)
h
−−−−→ C∗L,ρX (X, dX,j).
We abuse the notation and write h for both maps on the two different localization
algebras. The vertical arrows are induced by the inclusion maps mentioned above
and in turn induce isomorphisms on K-theory by [51, Page 313] (see also [40,
Proposition 3.2]). We therefore arrive at a commuting diagram with exact rows for
j = 1, 2:
0 −−−−→ SC∗L,ρX (X, dX,3) −−−−→ Ch −−−−→ C
∗
L,ρY
(Y, dY,3) −−−−→ 0y y y
0 −−−−→ SC∗L,ρX (X, dX,j) −−−−→ Ch −−−−→ C
∗
L,ρY
(Y, dY,j) −−−−→ 0
Since the outer most vertical arrows induce isomorphisms on K-theory, the same
holds for the middle vertical arrow and we deduce that K∗(Ch) (up to canonical
isomorphism) does not depend on the choice of metrics on X and Y . A similar
argument, again using [51, Page 313] (see also [40, Proposition 3.2]), shows that
K∗(Ch) (up to canonical isomorphism) does not depend on the choice of standard
representations ρX and ρY of C0(X) and C0(Y ), respectively. 
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Definition 2.3. Let [h : Y → X ] and [h′ : Y ′ → X ] be continuous mappings.
• We say that two morphisms (fj , gj) : [h : Y → X ] → [h′ : Y ′ → X ′],
j = 0, 1, are homotopic if there is a mapping
(F,G) :
[
id[0,1] × h : [0, 1]× Y → [0, 1]×X
]
→ [h′ : Y ′ → X ′] ,
such that F (j, ·) = fj and G(j, ·) = gj for j = 0, 1.
• If there are morphisms u : [h : Y → X ]→ [h′ : Y ′ → X ′] and v : [h′ : Y ′ →
X ′] → [h : Y → X ] such that vu and uv are homotopic to the identity
mapping on [h : Y → X ] and [h′ : Y ′ → X ′], respectively, we say that
[h : Y → X ] and [h′ : Y ′ → X ′] are homotopy equivalent.
Let h : Y → X be a continuous mapping of compact spaces. We define Xˆ as the
mapping cylinder [0, 1]× Y ∪h {0} ×X and hˆ : Y → Xˆ as the inclusion mapping
hˆ(y) := (0, y). The inclusion X = X × {0} →֒ Xˆ fits into a commuting diagram
(7)
Y
h
−−−−→ X∥∥∥ y
Y
hˆ
−−−−→ Xˆ.
The projection mapping Xˆ → X is a homotopy inverse of the inclusion X =
X×{0} →֒ Xˆ . After some shorter considerations, one deduces the following result.
Proposition 2.4. The maps in the diagram (7) defines a homotopy equivalence
between [h : Y → X ] and [hˆ : Y → Xˆ]. In particular, for any compact pair
[h : Y → X ] there is a canonically homotopy equivalent pair [hˆ : Y → Xˆ ] where hˆ
is an inclusion and a canonical isomorphism KCWY∗ (h)
∼= KCWY∗ (hˆ).
We now turn to proving functoriality of the group KCWY∗ (h).
Proposition 2.5. The group KCWY∗ (h) depends functorially on h in the following
sense: if (f, g) : [h : Y → X ] → [h′ : Y ′ → X ′] is a continuous map of compact
pairs, there is a canonically associated (f, g)∗ : K
CWY
∗ (h) → K
CWY
∗ (h
′) and this
association is (up to canonical isomorphisms) functorial for compositions.
We note that the association (f, g) 7→ (f, g)∗ is not functorial in the strict sense.
Proof. We can by Proposition 2.4 assume that [h : Y → X ] and [h′ : Y ′ → X ′]
are inclusion mappings. In particular, this assumption implicitly implies that g =
f |Y . By Proposition 2.2 the groups KCWY∗ (h) and K
CWY
∗ (h
′) are independent
on choice of standard representations, and we choose them as follows. Following
the construction in [11, Definition 2.5], we pick countable dense subsets ZY ⊆ Y ,
ZX ⊆ X , ZY ′ ⊆ Y ′ and ZX′ ⊆ X ′ such that ZY ⊆ ZX , ZY ′ ⊆ ZX′ , f(ZX) ⊆
ZX′ and f(ZY ) ⊆ ZY ′ . Define ρX as the representation defined from pointwise
multiplication on ℓ2(ZX × Z). The representations ρY , ρY ′ and ρX′ are defined
analogously. The ∗-homomorphisms
h : C∗L,ρY (Y )→ C
∗
L,ρX (X) and h
′ : C∗L,ρY ′ (Y
′)→ C∗L,ρX′ (X
′),
are defined from the isometries induced from inclusion of the relevant sets. In
particular, the maps f and g induces partial isometries ℓ2(ZX ×Z)→ ℓ
2(ZX′ ×Z)
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and ℓ2(ZY × Z)→ ℓ2(ZY ′ × Z) that defines ∗-homomorphisms f and g fitting into
a commuting diagram
C∗L,ρY (Y )
h
−−−−→ C∗L,ρX (X)
g
y yf
C∗L,ρY ′ (Y
′)
h′
−−−−→ C∗L,ρX′ (X
′).
We deduce that f and g defines a ∗-homomorphism (f, g) : Ch → Ch′ that fits into
a commuting diagram
0 −−−−→ SC∗L,ρX (X) −−−−→ Ch −−−−→ C
∗
L,ρY
(Y ) −−−−→ 0
Sf
y (f,g)y gy
0 −−−−→ SC∗L,ρX′ (X
′) −−−−→ Ch′ −−−−→ C
∗
L,ρY ′
(Y ′) −−−−→ 0
The map (f, g)∗ : K
CWY
∗ (h) → K
CWY
∗ (h
′) is defined from the constructed ∗-
homomorphism (f, g).
The association (f, g) 7→ (f, g)∗ is clearly functorial in the sense that if if (f, g) :
[h : Y → X ] → [h′ : Y ′ → X ′] and (f ′, g′) : [h : Y ′ → X ′] → [h′′ : Y ′′ → X ′′]
are continuous maps of compact pairs then we can find models for the localization
algebras as above giving rise to ∗-homomorphisms (f, g) : Ch → Ch′ , (f ′, g′) :
Ch′ → Ch′′ and (f ′f, g′g) : Ch → Ch′′ such that (f ′f, g′g) = (f ′, g′) ◦ (f, g). 
Definition 2.6. For locally compact spaces X and Y , and a Lipschitz continuous
h : Y → X we define
KCWY∗ (Y ) := lim−→
Y ′⊆Y compact
KCWY∗ (Y
′) and
KCWY∗ (h) := lim−→
X′⊆X,Y ′⊆h−1(X′),compact
KCWY∗ (h| : Y
′ → X ′).
The compact case was defined in Equation (6).
The definitions make sense because of Proposition 2.5.
Proposition 2.7. Let h : Y → X be a Lipschitz continuous mapping of metric
locally compact spaces. The group KCWY∗ (h) fits into a six term exact sequence
KCWY∗ (Y )
h∗−−−−→ KCWY∗ (X) −−−−→ K
CWY
∗ (h)x y
KCWY∗−1 (h) ←−−−− K
CWY
∗−1 (X)
h∗←−−−− KCWY∗−1 (Y )
This six term exact sequence is compatible with the functoriality constructed in the
proof of Proposition 2.5.
Proof. For any compact X ′ ⊆ X and a compact Y ′ ⊆ h−1(X ′) we have a pair
h| : Y ′ → X ′of compact pairs arriving at a short exact sequence
0→ SC∗L(X
′)→ Ch|:Y ′→X′ → C
∗
L(Y
′)→ 0.
After applying K-theory, we arrive at a six term exact sequence
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KCWY∗ (Y
′)
h∗−−−−→ KCWY∗ (X
′) −−−−→ KCWY∗ (h| : Y
′ → X ′)x y
KCWY∗−1 (h| : Y
′ → X ′) ←−−−− KCWY∗−1 (X
′)
h∗←−−−− KCWY∗−1 (Y
′)
The proposition follows from the fact that taking a direct limit defines an exact
functor on the category of directed systems of abelian groups. 
Remark 2.8. Returning to [11, Definition 2.2], we also have the equivariant lo-
calization algebra C∗L,max(X˜)
pi1(X) and the equivariant Roe algebra C∗max(X˜)
pi1(X)
defined in Subsection 2.1. As above, we drop the “max” from the notation. If X is
compact, then, since X˜ is equivariantly coarsely equivalent to π1(X) and [23, Re-
mark 3.14], the algebra C∗(X˜)pi1(X) is Morita equivalent to the maximal C∗-algebra
of π1(X).
Proposition 2.9. (see [11, page 7]) Let X be a compact space. For any Ga-
lois covering Γ → X˜ → X, there is an explicitly given asymptotic morphism
(φs)s∈[1,∞) : RL(X) → RL(X˜)
Γ (see [11, Section 2]) which is continuous in the
maximal C∗-norm for s >> 1 inducing an isomorphism on K-theory:
(φs)∗ : K∗(C
∗
L(X))
∼
−→ K∗(C
∗
L(X˜)
Γ).
The construction of the asymptotic morphism (φs)s∈[1,∞) can be found in [11,
Definition 2.9]. It is constructed in a model for localization algebras similar to that
used in the proof of Proposition 2.5. The reader should note that (φs)s∈[1,∞) is
only densely defined, leaving a discrepancy to the usual definition of asymptotic
morphisms [13, 14]. However, having a densely defined asymptotic morphism con-
tinuous in the ambient C∗-norm suffices to define maps on K-theory. We omit the
details and refer the reader to [11, Lemma 2.10].
Remark 2.10. The reader should beware of the possible confusion that could arise
from φ : Γ1 → Γ2 denoting a group homomorphism for a large portion of the paper
and the notation (φs)s∈[1,∞) for the asymptotic morphism from Proposition 2.9.
The two objects are not relateed. The reason for this notation is that φ : Γ1 → Γ2
follows the notation from [17] and (φs)s∈[1,∞) the notation from [11].
Combining the isomorphism induced from the asymptotic morphism in Proposi-
tion 2.9 with the Morita equivalence from Remark 2.9, we can define the assembly
map:
Definition 2.11. Let X be a compact space and Γ → X˜ → X a Galois covering.
The assembly map µCWY : K
CWY
∗ (X)→ K∗(C
∗(Γ)) is defined as the composition
KCWY∗ (X)
(φs)∗
−−−→ K∗(C
∗
L(X˜)
Γ)
ev1−−→ K∗(C
∗(X˜)Γ) ∼= K∗(C
∗(Γ)),
where the last isomorphism comes from the Morita equivalence in Remark 2.8.
Proposition 2.12. (cf. [11, page 9]) A Lipschitz continuous mapping h : Y → X,
for a compact space Y , induces ∗-homomorphisms hC∗ : C∗(Y˜ )pi1(Y ) → C∗(X˜)pi1(X)
and hL : C
∗
L(Y˜ )
pi1(Y ) → C∗L(X˜)
pi1(X) compatible with the asymptotic morphism
from Proposition 2.9 in the sense that (φXs ◦ h)s∈[1,∞) ∼ (hL ◦ φ
Y
s )s∈[1,∞), where
the superscript indicate the involved space and ∼ denotes asymptotic equivalence.
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Remark 2.13. The map from C∗(Y˜ )pi1(Y ) to C∗(X˜)pi1(X) can equivalently be de-
fined as the composition
C∗(Y˜ )pi1(Y ) ∼= C∗(π1(Y ))⊗K → C
∗(π1(X))⊗K ∼= C
∗(X˜)pi1(X),
where K denotes the compact operators, the isomorphisms are the ones consid-
ered by Roe in [43], and the map is given by the tensor product of a multiplic-
ity preserving ∗-homomorphism K → K and the map induced from the group
homomorphism φ : π1(Y ) → π1(X). This construction also leads to the map
C∗L(Y˜ )
pi1(Y ) → C∗L(X˜)
pi1(X). In the notation used in [11], hC∗ is denoted by ψ and
hL by ψL.
We form the mapping cones ChC∗ , ChL , and Cφ. By using the mapping cone
exact sequences we see that K∗(ChC∗ )
∼= K∗(Cφ) (we always use the isomorphism
constructed from the isomorphism C∗(X˜)pi1(X) ∼= C∗(π1(X)) ⊗ K used in Remark
2.13).
Definition 2.14. (see [11, page 9]) Let h : Y → X be a Lipschitz continuous map
of compact metric spaces. Define an asymptotic morphism (χs)s∈[1,∞) : Ch → ChL
via
(f, a) ∈ Ch 7→ (φ
X
s (f), φ
Y
s (a)).
The superscript indicates the spaces involved. The relative analytic assembly map
µmax : K∗(SCh)→ K∗(SCφ) is defined as the composition:
K∗(SCh)
(χs)∗
−−−→ K∗(SChL)
ev1−−→ K∗(SChC∗ )
∼= K∗(SCφ).
In Definition 2.14 we are abusing the notation as the asymptotic morphism
(χs)s∈[1,∞) is not globally defined on Ch, it is in general only asymptotically de-
fined on the dense ∗-subalgebra (SRL(X) ⊕ RL(Y )) ∩ Ch. Again, by continuity
of (χs)s∈[1,∞) in the maximal C
∗-norms (for s >> 1), a density argument ensures
that the mapping on K-theory (χs)∗ : K∗(SCh)→ K∗(SChL) is well defined. The
reader should also consult [45] for an alternative approach to the relative assembly
mapping.
Again, we often drop the “max” from the notation and denote this map by µ,
but sometime denote this map by µφ or µCWY to emphasize the mapping cone
involved or to distinguish this analytic assembly map from the geometric assembly
map defined in the next section. By construction and the functoriality of six term
exact sequences, a direct limit argument ensures that the assembly mappings fit
into a commuting diagram (see the proof of [11, Theorem 2.17]).
Proposition 2.15. If h : Y → X is a Lipschitz continuous mapping inducing the
mapping φ := π1(h) : π1(Y ) → π1(X), the relative assembly mapping fit into a
commuting diagram with exact rows:
−−−−−−→ KCWY∗ (Y )
h∗
−−−−−−→ KCWY∗ (X) −−−−−−→ K
CWY
∗ (h) −−−−−−→ K
CWY
∗−1 (Y ) −−−−−−→


yµmax


yµmax


yµmax


yµmax
−−−−−−→ K∗(C
∗(pi1(Y )))
φ
−−−−−−→ K∗(C
∗(pi1(X))) −−−−−−→ K∗(SCφ) −−−−−−→ K∗−1(C
∗(pi1(Y ))) −−−−−−→
The upper row is the sequence from Proposition 2.7 and the bottom row is the
mapping cone sequence for φ.
Let us consider two relevant examples:
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Example 2.16. For a compact manifold with boundary, W , we consider the in-
clusion mapping i : ∂W →֒ W . In this example, X = W , Y = ∂W and h = i.
This mapping models all relative geometric K-homology groups; both at the level
of relative K-homology of continuous mappings (see Subsection 3.1 below) and rel-
ative K-theory of ∗-homomorphisms (see Subsection 3.2 below). The associated
Roe algebras and localization algebras of this mapping were studied in detail in
[50, 52].
Example 2.17. Associated with a group homomorphism φ : Γ1 → Γ2 of finitely
generated groups there is (after choosing basepoints) a unique homotopy class of
a continuous mapping Bφ : BΓ1 → BΓ2 such that (Bφ)∗ = φ : π1(BΓ1) = Γ1 →
π1(BΓ2) = Γ2. As mentioned above, we fix a choice of Bφ. We remind the reader
of the standing assumption that BΓj is a locally finite CW -complex (j = 1, 2).
For the purpose of defining localization algebras and their functoriality we pick
metrics dj on BΓj for j = 1, 2 defining the topologies and making Bφ Lipschitz.
After a choice of word metric, we can lift the metrics dj to EΓj in such a way that
the Γj-action is isometric, each orbit is bi-Lipschitz equivalent to Γj and the lifted
Γ1-equivariant mapping Eφ : EΓ1 → EΓ2 is Lipschitz.
2.2. Localized index of Dirac operators. The localized index indL : K∗(X)→
K∗(C
∗
L(X)) admits a simple description for Dirac operators. We write K∗(X) =
K l.f.∗ (X) := KK∗(C0(X),C) where X is a locally compact metric space.
The localized index was defined in [51] as follows. For an equivalent approach,
see [40] and [45] for the extension of the techniques from [40] to the maximal C∗-
norm. As in the previous section, ρ is a standard representation of C0(X) on a
Hilbert space H. An operator T ∈ B(H) is said to be pseudo-local if the com-
mutator [T, ρ(a)] is compact for any a ∈ C0(X). The algebra D∗ρ,max(X) denotes
the maximal C∗-algebra generated by the finite propagation pseudo-local operators
on H. We often drop max and the representation ρ from the notation and write
D∗(X). The C∗-algebra D∗L(X) is defined as the maximal C
∗-algebra generated by
all g : [1,∞)→ D∗(X) such that prop(g(s))→ 0 as s→∞.
For each n, take a uniformly bounded locally finite cover (Un,i)i of X with
diam(Un,i) < 1/n and a subordinate partition of unity (φn,i)i. For a K-homology
cycle (H,F ), we define FL ∈ D∗L(X) by
FL(s) :=
∑
i
(n− s)
√
φn,iF
√
φn,i + (n− s+ 1)
√
φn+1,iF
√
φn+1,i, s ∈ [n− 1, n].
Clearly, FL is a symmetry modulo C
∗
L(X) and hence it defines a class [FL mod C
∗
L(X)] ∈
K∗+1(D
∗
L(X)/C
∗
L(X)).
Definition 2.18 (Localized index of K-homology cycles). The localized index
indL : K∗(X)→ K∗(C∗L(X)) is defined as
indL(H,F ) := ∂[FL mod C
∗
L(X)],
where ∂ : K∗+1(D
∗
L(X)/C
∗
L(X))→ K∗(C
∗
L(X)) denotes the boundary mapping in
K-theory.
The mapping indL : K∗(X) → K∗(C∗L(X)) is an isomorphism by [40, Theorem
3.4] if the X-module used to define C∗L(X) is very ample, i.e., an infinite direct sum
of standard representations.
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Remark 2.19. More explicitly, indL(H,F ) = [PF ]− [1] where the projection PF ∈
M2(C
∗
L(X )˜ ) is defined by
PF (s) :=


FL(s)F
∗
L(s)+ FL(s)(1− F
∗
L(s)FL(s))+
(1− FL(s)F
∗
L(s))FL(s)F
∗
L(s) (1− FL(s)F
∗
L(s))FL(s)(1− F
∗
L(s)FL(s))
(1− F ∗L(s)FL(s))F
∗
L(s) (1− F
∗
L(s)FL(s))
2


This is described in more detail in [49, Page 1392].
We now turn to Dirac operators. Assume that X is a complete Riemann-
ian manifold. Let S → X be a Clifford bundle of bounded geometry and D a
Dirac operator on S. By [12, 44], D is self-adjoint on L2(X,S) when equipped
with the domain given by the graph closure of C∞c (X,S) and the wave operator
exp(itD) has propagation speed bounded by c|t| for some c = c(D) > 0. For
any χ ∈ C∞(R) such that χ2 − 1 ∈ C∞0 (R) and the Fourier transform χˆ has
compact support, say supp(χˆ) ⊆ [−R,R], [42, Proposition 2.2] implies that χ(D)
has finite propagation bounded by cR. In particular, prop(χ(s−1D)) ≤ cR/s so
(χ(s−1D))s∈[1,∞) ∈ D
∗
L(X). By a density argument, (χ(s
−1D))s∈[1,∞) ∈ D
∗
L(X) for
any χ ∈ Cb(R) with χ2 − 1 ∈ C0(R). Define PD ∈M2(C∗L(X )˜ ) as in Remark 2.19
using (χ(s−1D))s∈[1,∞) instead of FL for a χ ∈ Cb(R) with limu→±∞ χ(u) = ±1.
Proposition 2.20. If D is a Dirac operator on a complete manifold, the localized
index of D given by
indL(D) := [PD]− [1] ∈ K∗(C
∗
L(X)),
is well defined and independent of χ ∈ Cb(R) with limu→±∞ χ(u) = ±1. Moreover,
indL(D) = ∂[(χ(s
−1D))s∈[1,∞) mod C
∗
L(X)] = indL([D]),
where [D] ∈ K∗(X) denotes the K-homology class on C0(X) associated with D.
Proof. It remains to prove that indL(D) = indL([D]). The desired identity follows
once (χ(s−1D))s∈[1,∞) − FL ∈ C
∗
L(X), in which case
[(χ(s−1D))s∈[1,∞) mod C
∗
L(X)] = [FL mod C
∗
L(X)] ∈ K∗+1(D
∗
L(X)/C
∗
L(X)).
Trivially, we have (χ(s−1D))s∈[1,∞)−FL ∈ D
∗
L(X). We can assume that χ ∈ C
∞(R)
satisfies χ2 − 1 ∈ C∞c (R) in which case, for every s ∈ [1,∞), χ(s
−1D) − FL(s)
is a pseudo-differential operator of order −1, hence locally compact. Therefore,
(χ(s−1D))s∈[1,∞) − FL ∈ C
∗
L(X). 
2.3. Relative localized indices and mapping cones. In fact, if W is a Rie-
mannian manifold with boundary the localized index of a Dirac operator can be
considered an element in the K-theory of the mapping cone of localization algebras
associated with the inclusion i : ∂W → W . We tacitly assume all geometric struc-
tures to be of product type near the boundary and follow the notation of Subsection
1.1 (see page 4).
Definition 2.21 (See page 314, [51]). If X is a locally compact metric space and
Z ⊆ X is a closed subspace, the C∗-algebra C∗L(Z ⊆ X) is defined as the closure
inside C∗L(X) of the elements (Ts)s∈[1,∞) ∈ C
∗
L(X) such that there is a function
σ : [1,∞)→ R≥0 with lims→∞ σ(s) = 0 and dX×X(supp(Ts), Z × Z) ≤ σ(s).
We remark that C∗L(Z ⊆ X) ⊆ C
∗
L(X) is an ideal and the inclusion C
∗
L(Z) →
C∗L(Z ⊆ X) induces an isomorphism on K-theory by [51, Lemma 3.10].
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Proposition 2.22. Let W be a compact manifold with boundary.
(1) Choose a b ∈ C∞c (W
◦
2 ) such that b = 1 on W 3/2 and define the completely
positive mapping τb : C
∗
L(W∞)→ C
∗
L(W 2) by τb(T ) := bT b.
(2) Let Su : C
∗
L(W 2) → C
∗
L(W 2) denote the ∗-homomorphism defined by shift
by u > 0 in the asymptotic parameter.
(3) Denote the quotient C∗L(W 2)→ C
∗
L(W 2)/C
∗
L([1, 2]× ∂W ⊆W 2) by q.
The asymptotic morphism
(βWu )u∈[1,∞) : C
∗
L(W∞)→ C
∗
L(W 2)/C
∗
L([1, 2]× ∂W ⊆W 2)
defined as the composition
C∗L(W∞)
τb−→ C∗L(W 2)
Su−−→ C∗L(W 2)
q
−→ C∗L(W 2)/C
∗
L([1, 2]× ∂W ⊆W 2),
defines an isomorphism
(βWu )∗ : K∗(C
∗
L(W∞))
∼
−→ K∗(C
∗
L(W 2)/C
∗
L([1, 2]× ∂W ⊆W 2)).
Proof. For each u, βWu is a completely positive mapping so we need to prove asymp-
totic multiplicativity. It suffices to prove the asymptotic properties on RL,ρ(W∞).
Take a b˜ ∈ C∞c (W
◦
2 ) such that b˜ = 1 on W 1 and b˜b = b. If T, T
′ ∈ RL,ρ(W∞) we
write
τb(T )τb(T
′)− τb(TT
′) = bT (b˜− 1)T ′b+ bT (b2 − b˜)T ′b.
Since b2 − b˜ ∈ C∞c (W
◦
2 \ W ), Su(bT (b
2 − b˜)T ′b) ∈ C∗L([1, 2] × ∂W ⊆ W 2)) for
u >> 1 large enough. Moreover, since prop(T ′s) → 0 as s → ∞ it holds that
Su(bT (b˜− 1)T ′b) = 0 for u >> 1 large enough. Therefore
q ◦ Su(τb(T )τb(T
′)− τb(TT
′))→ 0, as u→∞ uniformly in s.
We conclude that (βWu )u∈[1,∞) is an asymptotic morphism. That the mapping
(βWu )u∈[1,∞) induces an isomorphism on K-theory follows from the Mayer-Vietoris
sequence [51, Proposition 3.11] and is explained in Theorem 2.25 below. 
Remark 2.23. Let i˜ : C∗L([1, 2] × ∂W ⊆ W 2) → C
∗
L(W 2) denote the inclusion.
By the abstract properties of a mapping cone, there is a distinguished isomorphism
α0W : K∗(C
∗
L(W 2)/C
∗
L([1, 2]× ∂W ⊆W 2))
∼= K∗+1(Ci˜) (see [10, Corollary 21.4.2]).
Using a five lemma argument, the natural inclusion Ci ⊆ Ci˜, where i : ∂W → W
denotes the inclusion of the boundary, is an isomorphism on K-theory. We let
αW : K∗(C
∗
L(W 2)/C
∗
L([1, 2]× ∂W ⊆W 2))
∼= K∗+1(Ci)
denote the composition of α0W with the isomorphism K∗(Ci˜)
∼= K∗(Ci) induced
from the inclusion Ci ⊆ Ci˜.
Definition 2.24. For a manifold with boundary W and a Dirac type operator D
of product type near the boundary, we define
indrelL (D) := αW ((β
W
u )∗indL(D∞)) ∈ K∗+1(Ci),
whereD∞ denotes the extension ofD toW∞ using the cylindrical metric. Similarly,
we define
indrelL : K∗(W
◦) = K∗(W∞)→ K∗+1(Ci), ind
rel
L := αW ◦ (β
W
u )∗ ◦ indL,
where indL : K∗(W∞)→ K∗(C
∗
L(W∞)) is as in Definition 2.18.
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Theorem 2.25. Let W be a compact manifold with boundary and i : ∂W → W
denote the inclusion of the boundary. The following diagram commutes, the rows
are exact and the vertical arrows are isomorphisms:
−−−−−−→ K∗(∂W )
i∗
−−−−−−→ K∗(W ) −−−−−−→ K∗(W
◦)
∂
−−−−−−→ K∗−1(∂W ) −−−−−−→


yindL


yindL


yindrelL


yindL
−−−−−−→ K∗(C
∗
L(∂W ))
i
−−−−−−→ K∗(C
∗
L(W )) −−−−−−→ K∗−1(Ci) −−−−−−→ K∗−1(C
∗
L(∂W )) −−−−−−→
where the top row is associated with the short exact sequence 0 → C0(W ◦) →
C(W )→ C(∂W )→ 0 and the bottom row is the mapping cone sequence.
Proof. For notational simplicity, writeX1 :=W andX2 := [1,∞)×∂W . We remark
that K∗(C
∗
L(X2))
∼= K∗(C0(X2)) ∼= 0. Since X1 ∪X2 = W∞ and X1 ∩X2 = ∂W ,
the Mayer-Vietoris sequence [51, Proposition 3.11] (see also [52, Corollary 5.3]) and
the discussion in [51, Proof of Theorem 3.2], gives us a commuting diagram with
exact rows
−−−−−−→ K∗(∂W )
i∗
−−−−−−→ K∗(W ) −−−−−−→ K∗(W
◦)
∂
−−−−−−→ K∗−1(∂W ) −−−−−−→
indL


y indL


y indL


y indL


y
−−−−−−→ K∗(C
∗
L(∂W ))
i
−−−−−−→ K∗(C
∗
L(W )) −−−−−−→ K∗(C
∗
L(W∞)) −−−−−−→ K∗−1(C
∗
L(∂W )) −−−−−−→
The vertical arrows are isomorphisms by [40, Theorem 3.4]. On the other hand,
the construction of the Mayer-Vietoris sequence implies that the following diagram
is commutative with exact rows
−−−−−−→ K∗(C
∗
L(∂W ))
i
−−−−−−→ K∗(C
∗
L(W )) −−−−−−→ K∗(C
∗
L(W∞)) −−−−−−→ K∗−1(C
∗
L(∂W )) −−−−−−→
=


y =


y αW ◦(βu)∗


y =


y
−−−−−−→ K∗(C
∗
L(∂W ))
i
−−−−−−→ K∗(C
∗
L(W )) −−−−−−→ K∗−1(Ci) −−−−−−→ K∗−1(C
∗
L(∂W )) −−−−−−→
Combining these two diagrams, we arrive at the commutativity of the diagram in
the statement of the theorem. Finally, indrelL := αW ◦(β
W
u )∗◦indL is an isomorphism
because of a five lemma argument and [40, Theorem 3.4]. 
3. The relative assembly map as a geometrically defined map
We consider a geometric version of the analytic assembly map considered in Def-
inition 2.14. To define the required map, we must introduce the geometric cycles
used to define the domain and codomain; we begin with the domain and proceed
with the codomain. This section is independent of the results in the previous sec-
tion. However, the relationship between these two constructions will be considered
in detail in Sections 4 and 5. The term “cycle” refers to various objects. However,
context and notation should make clear which definition of “cycle” (e.g., Definitions
3.1, 3.12, etc) is being used.
3.1. The domain - relative K-homology. Throughout this subsection we fix
a continuous mapping h : Y → X . The domain of the relative assembly map is
defined using cycles of the following form in the case h = Bφ where Bφ is obtained
from a group homomorphism φ : Γ1 → Γ2 (see the discussion in the introduction).
Definition 3.1 (see [6]). A geometric cycle with respect to h : Y → X is a triple
(W,E, (f, g)) where
(1) W is a compact, smooth, spinc-manifold with boundary;
(2) E is a smooth complex vector bundle over W ;
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(3) f is a continuous map from W to X , g is a continuous map from ∂W to Y ,
and f |∂W = h ◦ g, i.e. (f, g) : [i : ∂W →W ]→ [h : Y → X ].
As in standard geometricK-homology [4, 6],W need not be connected and there
is a natural Z/2-grading on cycles defined using the dimensions of the connected
components of W modulo two. Furthermore, there is a definition of isomorphism
for cycles and when we refer to a “cycle” we mean “an isomorphism class of a
cycle”. The opposite of a cycle is given by the same cycle but with the opposite
spinc-structure on the manifold; given a spinc-manifold, W , we denote the same
manifold with the opposite spinc-structure by −W . The set of cycles form an
abelian semi-group under the disjoint union operation. On the semigroup of cycles,
there is a disjoint union/direct sum relation, bordism relation and a relation coming
from vector bundle modification. The reader can find more on these concepts in
(for example) [4]; we will give a detailed development for the latter two aspects
(i.e., bordism and vector bundle modification).
Definition 3.2. A regular domain, M0, of a manifold M is a closed subset of M
which has nonempty interior and satisfies the following condition: if x ∈ ∂M0, then
there exists a coordinate chart, φ : U → Rn centered at x such that
φ(M0 ∩ U) = {(z1, . . . , zn) ∈ φ(U) ⊆ R
n | zn ≥ 0}
Definition 3.3. A bordism or a cycle with boundary with respect to h : Y → X
is a collection ((Z,W ), F, (h2, h1)) where
(1) Z and W are compact, smooth, spinc-manifolds with boundary;
(2) W is a regular domain in ∂Z;
(3) F is a smooth complex vector bundle over Z;
(4) h2 : Z → X is a continuous map, h1 : ∂Z − int(W ) → Y is a continuous
map, and h2|∂Z−int(W ) = h ◦ h1.
The boundary of ((Z,W ), F, (h2, h1)) is defined to be (W,F |W , (h2|W , h1|∂W )) (one
can check that it is a cycle). Finally, two cycles are bordant if the disjoint union of
the first with the opposite of the second is a boundary.
Definition 3.4. Let (W,E, (f, g)) be a cycle and V be a spinc-vector bundle
with even dimensional fibers over it. We define the vector bundle modification
of (W,E, (f, g)) by V to be (S(V ⊕ 1R), π∗(E)⊗B, (f ◦ p, g ◦ p)) where
(1) 1R →W denotes the trivial real line bundle;
(2) p : S(V ⊕1R)→W is the bundle projection on the sphere bundle of V ⊕1R;
(3) B → S(V ⊕ 1R) is the Bott bundle (see [4]).
We denote the cycle so obtained by (W,E, (f, g))V ; one can verify that the result
of this process is a cycle.
Definition 3.5. Let Kgeo∗ (h) := {(W,E, (f, g))}/ ∼ where ∼ is the equivalence
relation generated by the disjoint union/direct sum relation, bordism and vector
bundle modification.
Remark 3.6. Geometric K-homology can equivalently be modelled on oriented
manifolds, see [24, 29]. The same holds for the relative groups. In the oriented
model, cycles are given by triples (W,E, (f, g)) where W is a compact oriented
manifold with boundary, E is a Clifford bundle on W and (f, g) is as before. The
isomorphism between the models is constructed as in [29, Lemma 2.8].
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The previous definition along with the next theorem are well-known. The notion
of “normal bordism” (see any of [2, 15, 16, 19, 27, 41]) can be used to prove the
next theorem. In fact, the proofs in [27] and [41, Proposition 4.6.8] generalize to
this situation with little change; we therefore omit the details of the proof. Note
that the special case when h is an inclusion of a closed subspace was the first case
considered, see [5, 6].
Theorem 3.7. The following sequence is exact:
Kgeo0 (Y )
h∗−−−−→ Kgeo0 (X)
r
−−−−→ Kgeo0 (h)xδ yδ
Kgeo1 (h)
r
←−−−− Kgeo1 (X)
h∗←−−−− Kgeo1 (Y )
where the maps are defined as follows
(1) h∗ is the map on K-homology induced from h; it is defined at the level of
cycle via (M,E, f) 7→ (M,E, h ◦ f);
(2) r is defined at the level of cycles via (M,E, f) 7→ (M,E, (f, ∅));
(3) δ is defined at the level of cycles via (W,E, (f, g)) 7→ (∂W,E|∂W , g).
Remark 3.8. If Z is a manifold with boundary, there are mappings fZ : Z →
Bπ1(Z) and f∂Z : ∂Z → Bπ1(∂Z) fitting into a commuting diagram
∂Z
i
−−−−→ Zyf∂Z yfZ
Bπ1(∂Z)
Bφ
−−−−→ Bπ1(Z),
where i : ∂Z →֒ Z denotes the inclusion and φ := i∗ : π1(∂Z) → π1(Z). Indeed,
the universal property of classifying spaces guarantee the existence of fZ and f∂Z
making the diagram commute up to homotopy and the homotopy extension principle
can be used to construct functions making the diagram commute. We write this as
(fZ , f∂Z) : [i : ∂Z → Z]→ [Bi : Bπ1(∂Z)→ Bπ1(Z)]. The functoriality of relative
K-homology gives rise to a mapping
(fZ , f∂Z)∗ : K
geo
∗ (i)→ K
geo
∗ (Bφ),
(W,E, (f, g)) 7→ (W,E, (fZ ◦ f, f∂Z ◦ g)).
Remark 3.9. Let h : Y → X be a Lipschitz mapping of compact metric spaces
inducing a ∗-homomorphism h : C∗L(Y )→ C
∗
L(X). If we assume that h is a home-
omorphism onto its range, the following mapping is well defined
indrelL : K
geo
∗ (h)→ K
CWY
∗ (h), (W,E, (f, g)) 7→ (f, g)∗ind
rel
L (DE),
where DE is a Dirac operator on SW ⊗E. In the case that h is a homeomorphism
onto its range, Y ∼= h(Y ) ⊆ X is closed and the fact that indrelL,h is well defined
follows from that it factors as a mapping from cycles to classes over the analytic
assembly mappingKgeo∗ (h)→ K∗(X\h(Y )) (see [8, Theorem 6.1]) and the localized
index indL : K∗(X \ h(Y ))→ K∗(C∗L(X \ h(Y ))).
Up to homotopy, a general mapping h : Y → X can be realized as a homeo-
morphism onto its range. Using Proposition 2.4 (see page 8) and some additional
diagram chases, one can prove that the relative localized index induces a well de-
fined map on relative K-homology for a general map h. We will proceed with a
more direct, geometric approach.
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We will soon define the localized index at the level of relative K-homology for a
general mapping h. This is done easily with Theorem 2.25 and the next lemma at
hand.
Lemma 3.10. Let h : Y → X be a Lipschitz mapping of locally compact met-
ric spaces inducing a ∗-homomorphism h : C∗L(Y ) → C
∗
L(X). We assume that
(W,E, (f, g)) and (W ′, E′, (f ′, g′)) are cycles for Kgeo∗ (h) such that ∂W = −∂W ′,
g = g′ and E|∂W = E′|∂W ′ and thus obtaining a cycle (M, Eˆ, fˆ) for K
geo
∗ (X) de-
fined from the closed spinc-manifold M := W ∪∂W W ′, the vector bundle Eˆ :=
E ∪∂W E′ →M and the mapping fˆ := f ∪∂W f ′ :M → X. Then
(f, g)∗ind
rel
L (D
W
E ) + (f
′, g′)∗ind
rel
L (D
W ′
E′ ) = j∗fˆ∗indL(D
M
Eˆ
),
where DM
Eˆ
is a Dirac operator onM and j∗ : K
CWY
∗ (X) = K∗(C
∗
L(X))→ K
CWY
∗ (h) =
K∗+1(Ch) denotes the canonical mapping.
Proof. We can by functoriality reduce to the case that X = M , Y = ∂W and h is
the inclusion ∂W → M = W ∪∂W W ′. We can moreover assume that f : W →
M =W ∪∂W W ′ and f ′ :W ′ →M =W ∪∂W W ′ are the inclusions, in which case
g = f |∂W and g′ = f ′|∂W ′ . By Remark 3.9, the mapping
indrelL : K
geo
∗ (h : ∂W →M)→ K
CWY
∗ (h : ∂W →M)
is well defined, and it thus suffices to prove the existence of a bordism
(W,E, (f, g))∪˙(W ′, E′, (f ′, g′))∪˙(−M, Eˆ, (fˆ , ∅)) ∼bor 0 in K
geo
∗ (h : ∂W →M).
We consider the manifold with boundary
Z := [0, 1]× (W ∪∂W ([0, 1]× ∂W ) ∪∂W W
′).
Since M ∼=W ∪∂W ([0, 1]× ∂W )∪∂W W ′, we can identify ∂Z with {0}×M ∪˙{1}×
(−M) and Wˆ := {0} × (W ∪˙W ′)∪˙{1} × (−M) ⊆ ∂Z with a regular domain. We
have ∂Z \ Wˆ = [0, 1]×M . We define the mappings h1 : ∂Z \ Wˆ →M and h2 : Z =
[0, 1]×M →M as the projections and the vector bundle F := h∗2(E ∪∂W E
′). We
obtain a cycle with boundary ((Z, Wˆ ), F, (h2, h1)) for K
geo
∗ (h : ∂W →M), and its
boundary coincides with (W,E, (f, g))∪˙(W ′, E′, (f ′, g′))∪˙(−M, Eˆ, (fˆ , ∅)). 
Recall the notation in Definition 2.6 on page 9.
Theorem 3.11. Let h : Y → X be a Lipschitz mapping of locally compact metric
spaces inducing a ∗-homomorphism h : C∗L(Y ) → C
∗
L(X). Then the following
mapping is well defined
indrelL : K
geo
∗ (h)→ K
CWY
∗ (h), (W,E, (f, g)) 7→ (f, g)∗ind
rel
L (DE),
where DE is a Dirac operator on SW⊗E. The mapping ind
rel
L fits into a commuting
diagram with exact rows
−−−−−−→ Kgeo∗ (Y )
h∗
−−−−−−→ Kgeo∗ (X)
r
−−−−−−→ Kgeo∗ (h)
δ
−−−−−−→ K∗−1(Y ) −−−−−−→


yindL


yindL


yindrelL


yindL
−−−−−−→ KCWY∗ (Y )
h∗
−−−−−−→ KCWY∗ (X) −−−−−−→ K
CWY
∗ (h) −−−−−−→ K
CWY
∗−1 (Y ) −−−−−−→
If X and Y are locally finite CW -complexes, the mapping indrelL is an isomorphism.
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Proof. Assuming the map indrelL is well defined, functoriality implies that the proof
that the diagram commutes reduces to the case when h is the inclusion of the
boundary of a manifold. In this particular case, Theorem 2.25 implies that the
diagram commutes.
As such, we need only show that indrelL is well defined. For simplicity, we as-
sume that X and Y are compact. To emphasize the h-dependence we write indrelL,h
throughout the proof. As noted above in Remark 3.9, indrelL,h is well defined when
h is a homeomorphism onto its range.
For a general h, we proceed by proving that indrelL,h respects the relations defining
Kgeo∗ (h) (see Definition 3.5 on page 16). It is immediate that ind
rel
L,h respects the
disjoint union/direct sum relation.
To prove that indrelL,h respects vector bundle modification, we consider a cycle
(W,E, (f, g)) for Kgeo∗ (h). Let i : ∂W → W denote the inclusion of the boundary.
Remark 3.9 implies that indrelL,i is well defined, and therefore respects vector bundle
modification. In particular, for a spinc-vector bundle V →W of even rank,
indrelL,i(W,E, (idW , id∂W )) = ind
rel
L,i(W,E, (idW , id∂W )
V ).
By functoriality,
indrelL,h(W,E, (f, g)) = (f, g)∗ind
rel
L,i(W,E, (idW , id∂W )) =
= (f, g)∗ind
rel
L,i(W,E, (idW , id∂W )
V ) = indrelL,h(W,E, (f, g)
V ),
and indrelL,hrespects vector bundle modification.
We prove bordism invariance of indrelL,h using Lemma 3.10. If ((Z,W ), F, (h2, h1))
is a cycle with boundary for Kgeo∗ (h), Lemma 3.10 implies that
(8)
j∗(h2)∗indL(D
Z
F ) = (h2|W , h1|∂W )∗ind
rel
L (D
W
F )+(h2|∂Z\W◦ , h1|∂W )∗ind
rel
L (D
∂Z\W◦
F ).
By bordism invariance of indL : K
geo
∗ (X) → KCWY∗ (X), (h2)∗indL(D
Z
F ) = 0 in
KCWY∗ (X) = K∗(C
∗
L(X)). Therefore, the left hand side of Equation (8) van-
ishes. As for the second term in the right hand side of Equation (8), since h1
is defined on ∂Z \ W ◦ and h2|∂Z\W◦ = h ◦ h1, it comes from the cycle (∂Z \
W ◦, F∂Z\W◦ , (h1, h1|∂W )) for K
geo
∗ (idY ). More precisely, it can be written as
(h2|∂Z\W◦ , h1|∂W )∗ind
rel
L (D
∂Z\W◦
F ) = (h, idY )∗(h1, h1|∂W )∗ind
rel
L (D
∂Z\W◦
F ).
Here (h1, h1|∂W )∗ind
rel
L (D
∂Z\W◦
F ) ∈ K
CWY
∗ (idY ) = 0. Therefore, the second term of
the right hand side of Equation (8), (h2|∂Z\W◦ , h1|∂W )∗ind
rel
L (D
∂Z\W◦
F ) ∈ K
CWY
∗ (h),
vanishes. We conclude that
indrelL,h(W,F |W , (h2|W , h1|∂W )) = (h2|W , h1|∂W )∗ind
rel
L (D
W
F ) = 0,
and indrelL is bordism invariant.

3.2. The codomain - geometric relative K-theory of φ. We now turn to a
geometric model for the mapping cone of φ : C∗(Γ1) → C∗(Γ2). This model was
studied in detail in [16] and applies in the more general situation of any unital
∗-homomorphism between unital C∗-algebras.
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Definition 3.12. (see [16, Definition 4.1])
A geometric cycle with respect to a unital ∗-homomorphism φ : C∗(Γ1)→ C∗(Γ2)
is (W, (EC∗(Γ2), FC∗(Γ1), α)) where
(1) W is a smooth, compact spinc-manifold with boundary;
(2) EC∗(Γ2) is a C
∗(Γ2)-bundle over W ;
(3) FC∗(Γ1) is a C
∗(Γ1)-bundle over ∂W ;
(4) α : EC∗(Γ2)|∂W → EC∗(Γ1)⊗φC
∗(Γ2) is an isomorphism of C
∗(Γ2)-bundles.
Results in [16, 17] imply that such cycles can be arranged (by moding out by an
geometrically defined equivalence relation) into an abelian group, Kgeo∗ (pt;φ). The
relation is generated by disjoint union/direct sum relation, bordism and vector bun-
dle modification in a manner similar to the ones defined above in Definitions 3.3 and
3.4. For the precise definitions in the context of this model see [16, Section 4]. The
group Kgeo∗ (pt;φ) forms a realization of the Kasparov group KK
∗(C, SCφ). The
interested reader can find further details on this model in [16, 17]. A fundamental
property of this construction is the following theorem:
Theorem 3.13 (special case of Theorem 4.21 in [16]). The following sequence is
exact:
Kgeo0 (pt;C
∗(Γ1)))
φ∗
−−−−→ Kgeo0 (pt;C
∗(Γ2)))
r
−−−−→ Kgeo0 (pt;φ)xδ yδ
Kgeo1 (pt;φ)
r
←−−−− Kgeo1 (C
∗(Γ2))
φ∗
←−−−− Kgeo1 (pt;C
∗(Γ1))
where the maps are defined at the level of cycles via
(1) r(M,EC∗(Γ2)) := (M, (EC∗(Γ2), ∅, ∅))
(2) δ(W, (EC∗(Γ2), FC∗(Γ1), α)) := (∂W,FC∗(Γ1))
The abelian group Kgeo∗ (pt;φ) is the codomain of the assembly map, which is
the main topic of this section. The analytic realization of cycles in Kgeo∗ (pt;φ) is
more complicated than the approach using localization algebras in K-homology.
We address this issue below in Section 4.
Remark 3.14. Also the group Kgeo∗ (pt;φ) can be modelled on oriented manifolds
as in [24, 29], cf. Remark 3.6. For C∗-coefficientsA one uses A-Clifford bundles as in
[20, Definition 2.9]. The reader is referred to [20, Section 2.3] for the isomorphism of
the oriented model with the spinc-model for geometricK-homology with C∗-algebra
coefficients.
3.3. The geometric relative assembly map. With the definition of the domain
and codomain of map developed, we can define a geometric analogue of the relative
assembly map. As above, φ : Γ1 → Γ2 denotes a group homomorphism and we
also let φ denote its induced map on the full group C∗-algebras. The Mishchenko
bundle LBΓ := EΓ×Γ C∗(Γ)→ BΓ of a discrete group Γ was defined in Equation
(2) (see page 2).
We start by comparing the bundles LBΓ1 and LBΓ2 . From the discussion in
Subsection 1.1, we can assume that Bφ fits into the following commutative diagram:
(9)
EΓ1
Eφ
−−−−→ EΓ2yp1 yp2
BΓ1
Bφ
−−−−→ BΓ2
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where Eφ and Bφ are the continuous maps induced from φ, p1 and p2 are the
projection maps. Furthermore, the diagram intertwines the group actions of Γ1
and Γ2.
Proposition 3.15. Given a Γ1-equivariant lift Eφ of Bφ as in the diagram (9),
there exists an explicit isomorphism α0 : LBΓ1 ⊗φ C
∗(Γ2)→ (Bφ)
∗(LBΓ2).
Proof. We have the explicit identification
LBΓ1 ⊗C∗(Γ1) C
∗(Γ2) = (EΓ1 ×Γ1 C
∗(Γ1))⊗φ C
∗(Γ2) ∼= EΓ1 ×φ C
∗(Γ2),
where EΓ1 ×φ C∗(Γ2) is the quotient of EΓ1 × C∗(Γ2) by the equivalence relation
(γx, v) ∼ (x, φ(γ)v) for x ∈ EΓ1, v ∈ C∗(Γ2) and γ ∈ Γ1. We can identify
(Bφ)∗(LBΓ2 ) ∼= (BΓ1 ×BΓ2 EΓ2)×Γ2 C
∗(Γ2).
Let Ψ : EΓ1 ×φ C∗(Γ2) → (BΓ1 ×BΓ2 EΓ2) ×Γ2 C
∗(Γ2) be the isomorphism of
C∗(Γ2)-bundles defined via
[z, v] 7→ [κ(z), v]
where κ := p1×Eφ : EΓ1 → BΓ1×BΓ2 EΓ2. The map κ is well defined due to the
pullback diagram (9) and Ψ is readily verified to be an isomorphism. 
Definition 3.16. The geometric assembly map µφ : K
geo
∗ (Bφ) → K
geo
∗ (pt;φ) is
defined at the level of cycles via
(W,E, (f, g)) 7→ (W, (E ⊗C f
∗(LBΓ2), E|∂W ⊗C g
∗(LBΓ1), α))
where α is the isomorphism of C∗(Γ2)-bundles:
(E ⊗C f
∗(LBΓ2))|∂W
∼= E|∂W ⊗C (f |∂W )
∗(LBΓ2)
∼= E|∂W ⊗C g
∗((Bφ)∗(LBΓ2))
idE|∂W⊗g
∗α0
−−−−−−−−−→ E|∂W ⊗C g
∗(LB1 ⊗φ C
∗(Γ2))
∼= (E|∂W ⊗C g
∗(LB1))⊗φ C
∗(Γ2).
The isomorphism α0 is the isomorphism from Proposition 3.15.
Proposition 3.17. The map µφ is well-defined.
Proof. We must show that the map respects each of the three relations. The case
of the disjoint union/direct sum relation is trivial.
For the bordism relation, suppose that ((Z,W ), F, (h2, h1)) is a cycle with bound-
ary which has boundary (W,E, (f, g)). Then
µφ(W,E, (f, g)) = (W, (E ⊗C f
∗(LBΓ2), E|∂W ⊗C g
∗(LBΓ1), α))
= ∂((Z,W ), (F ⊗C h
∗
2(LBΓ2 ), F |∂Z−int(W ) ⊗C h
∗
1(LBΓ1), α˜))
where α˜ is constructed in the same way as α. Hence µφ(W,E, (f, g)) is a boundary
whenever (W,E, (f, g)) is a boundary.
The case of vector bundle modification follows by observing that, if V is a spinc-
vector bundle with even dimensional fibers over W , then µφ((W,E, (f, g))
V ) =
(µφ(W,E, (f, g)))
V . 
Theorem 3.18. (compare with Theorem 2.17 in [11])
Let φ : Γ1 → Γ2 be a group homomorphism and h : Y → X, f : X → BΓ2 and
g : Y → BΓ1 be continuous mappings such that f ◦ h = g ◦ Bφ. The mapping
µφ,h := µφ ◦ (f, g)∗ fits into a commuting diagram with exact rows:
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−−→ Kgeo∗ (Y )
h∗−−→ Kgeo∗ (X)
r
−−→ Kgeo∗ (h)
δ
−−→ Kgeo∗+1(Y ) −−→yµY
yµX
yµφ,h
yµY
−−→ Kgeo∗ (pt;C
∗(Γ1))
φ
−−→ Kgeo∗ (pt;C
∗(Γ2))
r
−−→ Kgeo∗ (pt;φ)
δ
−−→ Kgeo∗+1(pt;C
∗(Γ1)) −−→
where
(1) µX : K∗(X) → K∗(pt;C∗(Γ2)) is the composition of f∗ with the free as-
sembly map as defined at the level of geometric cycles in the introduction
(see Equation (1) on page 2), µY is defined similarly;
(2) the top long exact sequence is from the statement of Theorem 3.7;
(3) the bottom long exact sequence is from Theorem 3.13.
In particular, if the map µ is an isomorphism for both Γ1 and Γ2, then µφ is also
an isomorphism.
Proof. The proof follows directly from the definitions of the maps: they are each
defined at the level of cycles and the diagram actually commutes at the level of
cycles. For example, if (M,E, f) is a cycle in Kgeo∗ (BΓ2), then
(µφ ◦ r)(M,E, f) = (M, (E ⊗ f
∗(LBΓ2 ), ∅)) = (r ◦ µΓ2)(M,E, f)
The remaining details of the proof are omitted. 
4. The isomorphism between the geometric and analytic realizations
of the mapping cone
Our first goal is the construction of a suitable isomorphism Kgeo∗ (pt;φ) ∼=
KK∗(C, SCφ), where B1 and B2 are unital C
∗-algebras and φ : B1 → B2 is a unital
∗-homomorphism. In fact, in [17], an abstract isomorphism betweenKgeo∗ (X ;φ) and
KK∗(C(X), SCφ) for X a finite CW -complex is constructed. The abstract isomor-
phism from [17] is defined from a type of relative topological index and is difficult
to use in analytic applications. The isomorphism we aim at constructing extends
an analytic construction from [17]: under the assumption that the induced map
φ∗ : K∗(B1) → K∗(B2) is injective, it was shown in [17] that the higher Atiyah-
Patodi-Singer index induces an isomorphism from Kgeo∗ (pt;φ) to KK∗(C, SCφ).
The reader is directed to [17, Theorems 4.6 and 4.7] for the precise statement.
However, in general, the higher Atiyah-Patodi-Singer index does not induce an
isomorphism from Kgeo∗ (pt;φ) to KK
∗(C, SCφ), it does not even produce a well
defined mapping 2.
4.1. Analytic realization of cycles on mapping cone. Our goal is a general-
ization of the construction in [17] to an analytically defined isomorphism between
Kgeo∗ (pt;φ) and KK
∗(C, SCφ) with no assumptions on φ∗. As mentioned above,
this result will be used to relate the geometrically defined assembly map of Section
3 to the work of Chang, Weinberger, and Yu (i.e., the map, µCWY , discussed in
Section 2). The general idea behind the isomorphism Kgeo∗ (pt;φ) ∼= KK∗(C, SCφ)
is to map a cycle for Kgeo∗ (pt;φ) (equipped with additional geometric data) to a
2 Indeed, the image in KK∗(C, SCφ) of the Atiyah-Patodi-Singer index of a geometric cycle
depends on the choice of trivializing operator if kerφ∗ 6= 0. Additionally, the group KK∗(C, SCφ)
is not exhausted by Atiyah-Patodi-Singer indices if kerφ∗ 6= 0 because x ∈ KK∗(C, SCφ) is an
Atiyah-Patodi-Singer index if and only if δ(x) = 0, i.e. x ∈ im r. Thus im δ = kerφ∗ obstructs
the Atiyah-Patodi-Singer indices exhausting KK∗(C, SCφ).
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class in KK∗(C, B2) using higher Atiyah-Patodi-Singer index theory. The associ-
ated class in KK∗(C, SCφ) in general depends heavily on these choices. To correct
for the choices made, we construct an additional term in KK∗(C, SCφ) which also
depends heavily on said choices, it is defined purely using data on boundary of the
cycle. In particular, in the rather special case when the boundary of the cycle in
Kgeo∗ (pt;φ) is empty, this construction is compatible with the isomorphism from
Kgeo∗ (pt;B2) to K∗(B2) defined via higher index theory.
Although we are mostly interested in the case of a ∗-homomorphism induced
φ : Γ1 → Γ2, the results of this section are more general. As such, let φ : B1 → B2
be a unital ∗-homomorphism between unital C∗-algebras. For a Riemannian spinc-
manifold with boundary W , we let SW →W denote the associated Clifford bundle
of complex spinors.
Definition 4.1. A choice of Dirac operators on a cycle (W, (EB2 , FB1 , α)) for
Kgeo∗ (pt;φ) is a pair (D
W
E , D
∂W
F ) of a spin
c-Dirac operator D∂WF on FB1 → ∂W
and a spinc-Dirac operator DWE on EB2 →W being of product type near ∂W with
boundary operator D∂WE = α
∗(D∂WF ⊗φ B2).
A trivializing operator for a cycle (W, (EB2 , FB1 , α), (D
W
E , D
∂W
F )) with Dirac
operators is a self-adjoint A ∈ Ψ−∞B2 (∂W ;S∂W ⊗ EB2 |∂W ) such that D
∂W
E + A is
invertible. We also refer to A as a trivializing operator for D∂WE .
By [33, Theorem 3] and [32, Proposition 10] any cycle with Dirac operators
admits a trivializing operator. The reason for introducing trivializing operators is
that they are unavoidable when doing higher Atiyah-Patodi-Singer index theory
because the Dirac operator on the boundary is in general not invertible. We first
construct a class in K1(Cφ) from an even-dimensional cycle with Dirac operators
and trivializing operator. We then prove that the constructed class in K1(Cφ)
is independent of involved choices. The construction for odd-dimensional cycles
follows by a formal suspension, see [33, Section 3.2] or [52, Section 2].
Take χ, χ˜ ∈ C∞((0, 1],R) such that χ ≥ 1 and
(10) χ(t) =
{
t−1, near t = 0
1, near t = 1
and χ˜(t) =
{
t−1, near t = 0
0, near t = 1
.
The set of such pairs (χ, χ˜) form a convex subset of C∞(0, 1] × C∞(0, 1] and is
therefore path connected. Define the following families of operators on S∂W ⊗
E|∂W → ∂W :
(11) Aˆt := χ˜(t)A and Dˆ
∂
E,t := χ(t)D
∂W
E , for t ∈ (0, 1].
For any t ∈ (0, 1], Dˆ∂E,t + Aˆt is a self-adjoint elliptic element in the Fomenko-
Mishchenko calculus Ψ∗B2(∂W ;S∂W ⊗ EB2 |∂W ). Hence it is a self-adjoint regular
operator with compact resolvent on the B2-Hilbert module L
2(∂W ;S∂W ⊗ EB2).
Let c denote the Cayley transform:
(12) c(x) :=
ix+ 1
ix− 1
= 1 + 2(ix− 1)−1.
Remark 4.2. If (W, (EB2 , FB1 , α)) is a cycle, α induces a ∗-homomorphism α˜ :
KB1(L
2(∂W, S∂W ⊗ FB1))→ KB2(L
2(∂W ;S∂W ⊗ EB2)).
Proposition 4.3. The operator-valued function c(Dˆ∂E + Aˆ) given by
(0, 1] ∋ t 7→ c(Dˆ∂E,t + Aˆt) ∈ 1 +KB2(L
2(∂W ;S∂W ⊗ EB2)),
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defines an element in 1 + C0((0, 1],KB2(L
2(∂W ;S∂W ⊗ EB2))). Moreover,
c(Dˆ∂E + Aˆ)(1) = α˜(c(DF )).
Proof. The formula (12) and the compact resolvent of Dˆ∂E,t+ Aˆt for t ∈ (0, 1] imply
that c(Dˆ∂E + Aˆ) ∈ C((0, 1], 1 +KB2(L
2(∂W ;S∂W ⊗ EB2))). For |x| ≥ 1, we have
the asymptotic formula c(t−1x) = 1 + O(t) uniformly in x as t → 0. Therefore,
functional calculus for self-adjoint regular operators implies that c(Dˆ∂E,t + Aˆt)→ 1
in norm as t→ 0 and c(Dˆ∂E + Aˆ) ∈ 1 + C0((0, 1],KB2(L
2(∂W ;S∂W ⊗ EB2)) 
Recall that an (A,B)-Hilbert C∗-module EB is called a correspondence if A
acts as B-compact operators on EB. A correspondence EB gives rise to a class
[(EB, 0)] ∈ KK0(A,B) and a mapping K∗(B)→ K∗(A).
Remark 4.4. The Cφ-Hilbert C
∗-module
Mα := {ξ⊕η ∈ C0((0, 1], L
2(∂W ;S∂W⊗EB2))⊕L
2(∂W, S∂W⊗FB1) : ξ(1) = α
∗η},
induces a correspondence from Cα˜ to Cφ. If EB2 and FB1 are full, then Mα is a
Morita equivalence. We tacitly identify elements in K∗(Cα˜) with their image in
K∗(Cφ) under this correspondence.
Definition 4.5. We define the Cayley transform of (W, (EB2 , FB1 , α), (D
W
E , D
∂W
F ), A)
as the class
c(W, (EB2 , FB1 , α), (D
W
E , D
∂W
F ), A) := [c(Dˆ
∂
E + Aˆ)⊕ c(DF )] ∈ K1(Cφ).
Since χ and χ˜ are chosen from path connected spaces, we have the following:
Proposition 4.6. The class c(W, (EB2 , FB1 , α), (D
W
E , D
∂W
F ), A) does not depend
on the choice of smooth functions χ and χ˜ satisfying (10).
For an odd operator T on a graded Hilbert C∗-module E = E+ ⊕E−, we write
T+ for the induced operator E+ → E−.
Definition 4.7. Let B be a C∗-algebra andW a compact manifold with boundary.
Assume that DWEB is a Dirac operator twisted by a B-bundle EB → W of product
type near ∂W and that A ∈ Ψ−∞(∂W, S∂W ⊗EB|∂W ) is a trivializing operator for
the boundary operator D∂WEB (see Definition 4.1). The APS-realization D
W
EB
(A) is a
regular self-adjoint odd B-Fredholm operator densely defined on L2(W,EB ⊗ SW )
defined by declaring DWEB (A)
+ to be the restriction of the densely defined operator
(DWEB )
+ between the B-Hilbert C∗-modules L2(W,EB ⊗ S
+
W )→ L
2(W,EB ⊗ S
−
W )
to the domain defined from APS-boundary conditions
Dom(DWEB (A)) := {ξ ∈ H
1(W,EB ⊗ S
+
W ) : χ[0,∞)(D
∂W
EB +A)ξ|∂W = 0},
where we identify S+W |∂W = S∂W . We define indAPS(D
W
EB
, A) := indB(D
W
EB
(A)+) ∈
K∗(B) as the index of the APS-realization of D
W
EB
associated with A.
For details regarding higher APS-theory, see [33, Section 3]. The maximal do-
main of the Dirac operator DWEB on L
2(W,EB ⊗ SW ) is poorly behaved; it is the
APS-boundary conditions that make it Fredholm. However, without additional as-
sumptions on the Dirac operator or a trivializing operator it is not well defined for
a general C∗-algebra B. Let j∗ : K0(B2) ∼= K1(C0(0, 1) ⊗ B2) → K1(Cφ) denote
the composition of the Bott mapping and the mapping induced from the inclusion
i : C0(0, 1)⊗B2 → Cφ.
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Lemma 4.8. Let (W, (EB2 , FB1 , α), (D
W
E , D
∂W
F )) be a cycle with Dirac operators
and A and A′ two trivializing operators. Then
c(W, (EB2 , FB1 , α),(D
W
E , D
∂W
F ), A)
−c(W, (EB2 ,FB1 , α), (D
W
E , D
∂W
F ), A
′)
=j∗
(
indAPS(D
W
E , A
′)− indAPS(D
W
E , A)
)
.
In particular, the class
Φcone(W, (EB2 ,FB1 , α))
:= c(W, (EB2 , FB1 , α), (D
W
E , D
∂W
F ), A) + j∗indAPS(D
W
E , A),(13)
is independent of choice of Dirac operators and trivializing operator.
Proof. The second statement of the lemma follows from the first: the choice of Dirac
operators is from a path-connected space and by making a choice of a continuous
path of trivializing operators, the class Φcone(W, (EB2 , FB1 , α)) is well defined due
to homotopy invariance ofK-theory. Such an argument is standard, see for instance
[21, Lemma 3.4] and [33, Section 2.5].
To prove the first statement, we use the following elementary fact in K-theory:
suppose that u and u˜ are unitaries in the unitalization of C0((0, 1], B2 ⊗K) such
that u(1) = u˜(1). Then, for any unitary U in the unitalization of B1 ⊗ K with
u(1) = φ(U),
[u⊕ U ]− [u˜⊕ U ] = [u#u˜op] ∈ im(K1(C0(0, 1)⊗B2)→ K1(Cφ)),
where u˜op(t) = u˜(1− t) and # denotes concatenation of paths defined by
u#u˜op(t) =
{
u(2t), t ∈ [0, 12 ),
u˜op(2t− 1), t ∈ [
1
2 , 1].
In our case, this fact implies that
c(W, (EB2 , FB1 , α),(D
W
E , D
∂W
F ), A)− c(W, (EB2 , FB1 , α), (D
W
E , D
∂W
F ), A
′)
= i∗[c(Dˆ
∂
E#Dˆ
∂
E,op + Aˆ#Aˆ
′
op)],
where Dˆ∂E#Dˆ
∂
E,op is of the form g(t)D
∂
E , for a function g behaving like t
−1 near
0 and (1 − t)−1 near 1, and Aˆ#Aˆ′op is the concatenation of the path Aˆ with the
path Aˆ′op(t) = Aˆ
′(1− t). We write Dˇ for the path Dˆ∂E#Dˆ
∂
E,op + Aˆ#Aˆ
′
op, this path
coincides with t−1(D∂E +A) near t = 0 and with (1− t)
−1(D∂E +A
′) near t = 1.
Consider the choice function f(x) := 1pi tan
−1(x) + 12 . The function f ∈ C
∞(R)
satisfies f(+∞) = 1, f(−∞) = 0 and c(x) = e2piif(x). We define
PA := χ[0,∞)(D
∂
E +A) ≡ f(Dˇ)(0) and PA′ := χ[0,∞)(D
∂
E + A
′) ≡ f(Dˇ)(1).
We also pick a spectral section Q0 for D
∂
E such that Q0 − PA and Q0 − PA′ are
projections in KB2(L
2(∂W ;S∂W ⊗ EB2)) (see [33, Corollary 1, p. 366]). Consider
the continuous path
p(t) =
{
(1− 2t)PA + 2tQ0, t ∈ [0,
1
2 ),
(2t− 1)PA′ + 2(1− t)Q0, t ∈ [
1
2 , 1].
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In fact, p is a constant projection modulo C[0, 1] ⊗ KB2(L
2(∂W ;S∂W ⊗ EB2))
satisfying p(0) = PA and p(1) = PA′ in the end-points. Since f(Dˇ)−p ∈ C0(0, 1)⊗
KB2(L
2(∂W ;S∂W ⊗ EB2)) we conclude the identity
[c(Dˇ)] = [e2piif(Dˇ)] = [e2piip],
as classes in K1(C0(0, 1)⊗B2).
On the other hand, [33, Theorem 6], implies that
indAPS(D
W
E , A)− indAPS(D
W
E , A
′) = [PA′ − PA] ≡ [Q0 − PA]− [Q0 − PA′ ].
Recall that Q0 is choosen such that Q0 − PA and Q0 − PA′ are projections in
KB2(L
2(∂W ;S∂W ⊗ EB2)). By definition, we have the identity
j∗[PA′ − PA] = [e
2piit(Q0−PA)]− [e2piit(Q0−PA′ )] = [e2piit(Q0−PA)#e2piit(PA′−Q0)].
We write 2πiq for the path appearing in the exponent on the right hand side, i.e.
q(t) =
{
2t(Q0 − PA), t ∈ [0,
1
2 ),
(2t− 1)(PA′ −Q0), t ∈ [
1
2 , 1].
The path q is not continuous, but e2piiq is. Since
p(t)− q(t) =
{
PA, t ∈ [0,
1
2 ),
Q0, t ∈ [
1
2 , 1].
is a projection that commutes with p(t) and q(t) for each t, we have the identity
e2piiq(t) = e2piip(t) for each t. In summary, [c(Dˇ)] = [e2piip] = [e2piiq] = j∗[PA′ − PA]
proving the lemma.

Theorem 4.9. The construction of Φcone in Equation (13) produces a well defined
isomorphism
Φcone : K
geo
∗ (pt;φ)→ K∗+1(Cφ),
fitting into a commutative diagram with exact rows and horizontal mappings being
isomorphisms:
(14)
· · ·
φ∗
−−→ Kgeo∗ (pt;B2))
r
−→ Kgeo∗ (pt;φ)
δ
−→ Kgeo∗+1(pt;B1)
φ∗
−−→ · · ·y yΦcone y
· · ·
φ∗
−−→ K∗(B2))
r
−→ K∗+1(Cφ)
δ
−→ K∗+1(B1)
φ∗
−−→ · · ·
,
Proof. Assuming that Φcone is well defined, it follows from its construction that
the diagram (14) commutes and that it is an isomorphism using the five lemma.
The proof that Φcone is well defined is divided into proving that the map respects
the bordism and vector bundle modification relations; that it respect the disjoint
union/direct sum relation follows from basic facts in higher APS-index theory.
Consider a cycle (W0, (F˜B1 ⊗φ B2, F˜B1 |∂W0 , u|∂W0)) defined from a B1-bundle
F˜B1 → W0 equipped with an automorphism u : F˜ ⊗φ B2 → F˜ ⊗φ B2. We can
choose a Dirac operator DW0
F˜
on F˜B1 → W0 and a trivializing operator A1 ∈
Ψ−∞B1 (∂W0;S∂W0⊗ F˜B1 |∂W0) for D
∂
F˜
. By construction, (DW0
F˜
⊗φ 1B2 , D
∂
F˜
) is a Dirac
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operator and A1 ⊗φ 1B2 a trivializing operator for the cycle with Dirac operator
(W0, (F˜B1 ⊗φ B2, F˜B1 |∂W0 , idF˜B1 |∂W0⊗φB2
), (DW0
F˜
⊗φ 1B2 , D
∂
F˜
)). It holds that
j∗indAPS(D
W0
F˜
⊗φ 1B2 , A1 ⊗φ 1B2) = j∗ ◦ φ∗indAPS(D
W0
F˜
, A1) = 0, and
c(Dˆ∂
F˜
⊗φ 1B2 + Aˆ1 ⊗φ 1B2)⊕ c(D
∂
F˜
)
∼h c(χ·(D
∂
F˜
⊗φ 1B2 +A1 ⊗φ 1B2))⊕ c(D
∂
F˜
+A1) ∼h 1⊕ 1.(15)
The homotopies in Equation (15) are inside the group of unitaries in the unitaliza-
tion of the mapping cone of the mapping
KB1(L
2(∂W ;S∂W ⊗ FB1))→ KB2(L
2(∂W ;S∂W ⊗ EB2))
constructed from α. We remark that an immediate consequence of the first ho-
motopy in Equation (15) is that the Cayley transform term is in the image of
K1(C0(0, 1]⊗ C∗(Γ1))→ K1(Cφ). In conclusion,
Φcone(W0, (F˜B1 ⊗φ B2, F˜B1 |∂W0 , u|∂W0)) = 0.
We can now prove bordism invariance. Let (W, (EB2 , FB1 , α)) be a nullbordant
cycle. By assumption, there is a spinc-manifold with boundary Z containing W as
a regular domain, with EB2 extending to a bundle E˜B2 → Z, FB1 extending to a
bundle F˜B1 →W0 := ∂Z \W
◦ and α to an isomorphism u : E˜B2 |W0 → F˜B1 ⊗φ B2.
By the argument above, Φcone(W0, (E˜B2 |W0 , F˜B1 , u)) = 0. Additivity of the index
and of the Cayley transform shows that
Φcone(W, (EB2 , FB1 , α))
= Φcone(W, (EB2 , FB1 , α)) + Φcone(W0, (E˜B2 |W0 , F˜B1 , u))
= Φcone(∂Z, (E˜B2 , ∅, ∅)) = 0,
where the last identity follows from the bordism invariance of the index.
To show that Φcone respects vector bundle modification, we use of a trick from [21]
(also see [17, 18]). Let (W, (EB2 , FB1 , α), (DE , DF ), A) be a cycle with Dirac opera-
tors and trivializing operator and V →W a spinc-vector bundle of even rank. The
vector bundle modification of (W, (EB2 , FB1 , α)) is given by (W
V , (EVB2 , F
V
B1
, αV ))
where WV := S(V ⊕ 1R) (as in Definition 3.4) and
(EVB2 , F
V
B1 , α
V ) := (p∗EB2 ⊗B, p
∗FB1 ⊗B, p
∗α⊗ idB),
where p : WV → W is the projection and B → WV denotes the Bott bundle.
Following [21, Section 2.3], we can vector bundle modify Dirac operators and triv-
ializing operators. We let (DVE , D
V
F , A
V ) denote the vector bundle modification of
(DWE , D
∂W
F , A) (see [21, Definition 2.11 and 2.18]). The vector bundle modification
of a cycle with Dirac operators and trivializing operators is then given by
(W, (EB2 , FB1 , α), (D
W
E , D
∂W
F ), A)
V := (WV , (EVB2 , F
V
B1 , α
V ), (DVE , D
V
F ), A
V ).
By [21, Section 2.3], indAPS(DE , A) = indAPS(D
V
E , A
V ). Furthermore, again using
[21, Section 2.3], we can decompose the path of operators constructed in (11) as
DˆVE + Aˆ
V = (DˆE + Aˆ)⊕ Dˆ
⊥
E and D
V
F = DF ⊕D
⊥
F ,
where D⊥F and Dˆ
⊥
E are invertible self-adjoint regular operators, Dˆ
⊥
E being a con-
tinuous family over (0, 1] coinciding with α∗(D⊥F ⊗φ 1B2) at t = 1. Therefore,
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c(Dˆ⊥E)⊕ c(D
⊥
F ) defines a trivial class in K-theory whose vanishing is implemented
by the homotopy (c(s−1Dˆ⊥E)⊕ c(s
−1D⊥F ))s∈[0,1]. It follows that
c(W, (EB2 , FB1 , α), (D
W
E , D
∂W
F ), A) = c(W
V , (EVB2 , F
V
B1 , α
V ), (DVE , D
V
F ), A
V ).

We introduce some further notation. Let B denote a C∗-algebra. For a Dirac
operator DMEB twisted by a B-bundle EB →M on the closed manifold M we write
indAS(D
M
EB
) ∈ K∗(B) for its index. The index is well defined because DMEB is
elliptic in the Mischenko-Fomenko calculus.
We return to the special case where B1 = C
∗(Γ1), B2 = C
∗(Γ2), and φ is induced
from a group homomorphism.
Lemma 4.10. Let (W,EC, (f, g)) be a cycle in K
geo
∗ (Bφ) satisfying
indAS(D
∂W
EC⊗g∗(LBΓ1 )
) = 0 ∈ K∗−1(C
∗(Γ1)),
for a Dirac operator D∂WEC|∂W twisted by the flat connection on g
∗(LBΓ1). Then,
(16) µ(W,E, (f, g)) = Φ−1cone(j∗(indAPS(D
W
EC⊗f∗(LBΓ2 )
, α∗φ∗A
′)))
where
(1) DWEC|∂W⊗f
∗(LBΓ2 )
is constructed from any Dirac operator DWEC on W , being
of product type near ∂W with boundary operator D∂WEC , by twisting it with
the flat connection on f∗(LBΓ2).
(2) indAPS( · ) denotes the higher Atiyah-Patodi-Singer index from Definition
4.7 , again see [33] and references therein; it is an element in K∗(C
∗(Γ2));
(3) A′ ∈ Ψ−∞C∗(Γ1)(∂W ;S∂W ⊗EC|∂W ⊗ g
∗(LBΓ1)) is a trivializing operator (see
[33, Section 2]) for D∂W,EC⊗g∗(LBΓ1 );
(4) The isomorphism α is constructed as in Definition 3.16 (on page 21).
Proof. By definition, Φcone(µ((W,E, (f, g)))) is equal to
c(W, (EC ⊗ f
∗(LBΓ2), EC|∂W ⊗ g
∗(LBΓ1), α) ,(D
W
EC⊗f∗(LBΓ2 )
, D∂WEC|∂W⊗g∗(LBΓ1 )
), A)
+ j∗(indAPS(D
W
EC⊗f∗(LBΓ2 )
, A))(17)
where, by Proposition 4.8, the resulting class is independent of the choice of trivi-
alizing operator A.
The assumption that indAS(D
∂W
EC|∂W⊗g∗(LBΓ1 )
) = 0 implies that we can take A of
the form α∗φ∗(A
′) whereA′ is a trivializing operator for the operatorD∂WEC|∂W⊗g∗(LBΓ1 )
.
We note that A′ is an element of Ψ−∞C∗(Γ1)(∂W ;S∂W⊗EC|∂W⊗g
∗(LBΓ1)) and results
in [38, Appendix C] imply that α∗φ∗(A
′) is a trivializing operator forD∂WEC⊗f∗(LBΓ2 )
.
Using similar homotopies to those in Equation (15), it follows that
c(W, (EC ⊗ f
∗(LBΓ2), EC|∂W ⊗ g
∗(LBΓ1), α) , (DEC⊗f∗(LBΓ2 ), DEC|∂W⊗g∗(LBΓ1 )), A) = 0.
The result now follows from Equation (17). 
Remark 4.11. Lemma 4.10 should be compared with the results in [17, Section 4].
When φ∗ : K∗(C
∗(Γ1))→ K∗(C∗(Γ2)) is injective, the proof of Lemma 4.10 implies
that the isomorphism constructed here (i.e., Φcone) agrees with the isomorphism
defined in [17, Section 4], i.e. the isomorphisms agree when both are defined. This
follows from the general fact that c(W, (EB2 , FB1 , α), (D
W
E , D
∂W
F ), A) = 0 when we
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can pick the trivializing operator A over B1 (cf. Item (3) in the statement of Lemma
4.10). We will not need this result in this paper and refrain from giving a detailed
proof.
4.2. An application to PSC-metrics. For a spin manifold with boundary that
admits a metric of positive scalar curvature, more can be said about its relative
assembly. A particularly nice feature of positive scalar curvature is that the Dirac
operators appearing in the assembled cycles are invertible so 0 provides a canonical
choice of trivializing operator. In [11, Theorem 2.18] it was proven that its relative
assembly by means of localization algebras vanishes. The two results are in several
cases equivalent by Theorem 5.1 below. We provide a short proof of this fact in the
geometric setting. We remain in K-homology although the same proof carries over
to KO-homology. We now turn to Theorem 2 in the Introduction.
Theorem 4.12. LetW be a connected spin-manifold with boundary and let (W,W×
C, (idW , id∂W )) denote the cycle representing the fundamental class in K
geo
∗ (W,∂W ).
If W admits a metric of positive scalar curvature that is collared at the boundary,
then
µ(W,W × C, (idW , id∂W )) = 0 ∈ Kdim(W )(pt;φ)
where φ : π1(∂W )→ π1(W ) is the group homomorphism induced from the inclusion
i : ∂W →֒W .
Here we are using the assembly mapping µφgeo : K
geo
∗ (W,∂W ) → K
geo
∗ (pt;φ)
defined from the composition of the relative assembly mapping with the functorially
associated push forwardKgeo∗ (W,∂W )→ K
geo
∗ (Bφ). Theorem 4.12 will follow from
the following two results.
Proposition 4.13. Let W be a connected spin-manifold with boundary and let
(W,W × C, (idW , id∂W )) denote the cycle representing the fundamental class in
Kgeo∗ (W,∂W ). If ∂W admits a metric g∂W which has positive scalar curvature,
then
µ(W,W × C, (idW , id∂W )) = Φ
−1
cone(j∗(indAPS(D
W
f∗(LBΓ2 )
, 0))
where DWf∗(LBΓ2 )
is the twisting by the Mishchenko bundle of a spin-Dirac operator
on W constructed from a metric g that takes the form dy2+g∂W near the boundary,
here y denotes the normal coordinate.
Proof. The existence of a metric of positive scalar curvature on the boundary im-
plies that indAS(D
∂W
LBpi1(∂W )
) = 0. We let g denote the extension of g∂W to a metric
on W . When constructed from g, D∂WLBpi1(∂W )
is invertible. By definition, the index
of the Dirac operator DWLBpi1(W )
equipped with the Atiyah-Patodi-Singer boundary
condition defined from the spectral section
χ[0,∞)(D
∂W
LBpi1(W )
) = α∗
(
χ[0,∞)(D
∂W
LBpi1(∂W )
)⊗φ 1C∗(pi1(W ))
)
,
coincides with indAPS(D
W
LBpi1(W )
, 0). Using Lemma 4.10, the proposition follows.

The next lemma is folklore. In lack of a precise reference, we provide a short
proof of the result.
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Lemma 4.14. If W is a connected spin-manifold with boundary and g is a metric
of positive scalar curvature that is collared at the boundary, then
indAPS(D
W
LBpi1(W )
, 0) = 0 ∈ K∗(C
∗(π1(W ))),
where DWLBpi1(W )
denotes the spin-Dirac operator constructed from g twisted by the
flat connection on the Mishchenko bundle.
Proof. We write W∞ for W glued together with the infinite cylinder (1,∞)× ∂W .
Let y denote the normal variable and write g = dy2 + g∂W near the boundary
for some metric lifted from ∂W . The metric g can be extended to a metric g∞
on W∞ with positive scalar curvature by setting g∞ = dy
2 + g∂W on the cylin-
der (1,∞) × ∂W . We let Dg,∞ denote the C∗(π1(W ))-linear spin-Dirac opera-
tor on W∞ constructed from g∞ and twisted by the Mishchenko bundle. This
is a self-adjoint regular operator because g∞ is complete. Since g∞ has scalar
curvature with a positive uniform lower bound, Dg,∞ is invertible. Using the b-
Mishchenko-Fomenko calculus (see [31, Part III]), there is a well defined index class
indbMF(Dg,∞) ∈ K∗(C
∗(π1(W ))) and ind
b
MF(Dg,∞) = 0 because Dg,∞ is invertible.
By [39, Proposition 2.4], indAPS(D
W
LBΓ2
, 0) = indbMF(Dg,∞) proving the lemma. 
4.3. The strong Novikov property. The Novikov conjecture asserts that for an
oriented manifold M , its higher signatures
signν(M, f) :=
∫
M
f∗M (ν) ∧ L(M), ν ∈ H
∗(Bπ1(M)),
are oriented homotopy invariants ofM . Here L(M) denotes the L-class and fM the
(up to homotopy) canonical mapping M → Bπ1(M). A group Γ is said to satisfy
the Novikov conjecture if the higher signatures signν(M) are homotopy invariants
of M for any ν ∈ H∗(BΓ) and f :M → BΓ.
The group Γ is said to satisfy the strong Novikov conjecture if the assembly map
µ : K∗(BΓ) → K∗(C∗(Γ)) is injective. It follows from the homotopy invariance
of higher indices (see [26]) that for a given group the strong Novikov conjecture
implies the Novikov conjecture. We shall study the relative setting: first we define
relative higher signatures and we then show that rational injectivity of the relative
assembly mapping implies homotopy invariance of relative higher signatures.
To define relative higher signatures, we use the relative cohomology groups of
the mapping Bφ : BΓ1 → BΓ2. Let us briefly recall the construction of relative
cohomology. As above, h : Y → X denotes a continuous mapping. The complex
valued singular cochain complex of X is denoted by C∗sing(X), and that of Y by
C∗sing(Y ). The mapping h pulls back cochains linearly h
∗ : C∗sing(X)→ C
∗
sing(Y ). The
relative cohomologyH∗(h) of h is the cohomology of the complex C∗sing(X)⊕C
∗+1
sing (Y )
equipped with the coboundary operator
∂rel :=
(
∂X 0
−h∗ ∂Y
)
.
In the special case that h is an inclusion mapping, we write H∗(X,Y ) instead of
H∗rel(h). Specializing further to a manifold with boundary W , we note that if h is
the boundary inclusion, the de Rham map gives an isomorphism H∗c,dR(W
◦) →
H∗(W,∂W ) from compactly supported de Rham cohomology to relative coho-
mology. In particular, for any closed form ω on W we can define an integral∫
W − ∧ ω : H
∗(W,∂W )→ C.
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An important feature of relative cohomology is the a relative cohomology pairing
with relative K-homology:
〈·, ·〉rel : K
geo
∗ (h)×H
∗
rel(h)→ C, 〈(W,E, (f, g)), λ〉rel :=
∫
W
(f, g)∗λ∧ch(E)∧Td(W ).
By definition, the relative pairing is functorial in the sense that if (f, g) : [h : Y →
X ]→ [h′ : Y ′ → X ′] is a map of pairs, x ∈ Kgeo∗ (h) and λ ∈ H∗rel(h
′) then
(18) 〈(f, g)∗x, λ〉rel = 〈x, (f, g)
∗λ〉rel.
Definition 4.15. Let ν ∈ H∗(Bφ) be a relative cohomology class. For an oriented
manifold with boundary W and map of pairs
(f, g) : [i : ∂W →W ]→ [Bφ : BΓ1 → BΓ2],
the relative higher signature of (W, (f, g)) defined from ν is
signν(W, (f, g)) :=
∫
W
(f, g)∗(ν) ∧ L(W ).
In the literature [36, 48], one finds analogues to the Novikov conjecture in the
relative setting. Homotopy invariance of relative higher signatures of manifolds
with boundary was discussed in [35]. We will now consider a strong version of
the relative Novikov property and prove a result about the homotopy invariance of
relative higher signatures.
Definition 4.16. A group homomorphism φ : Γ1 → Γ2 has the strong relative
Novikov property if the free assembly mapping µφgeo : K
geo
∗ (Bφ) → K
geo
∗ (pt;φ) is
rationally injective.
We remark that one could formulate the strong relative Novikov property us-
ing other C∗-completions of the group algebra. The functoriality of the maximal
completion ensures that the formulation in the maximal completion is the weakest
version of a strong relative Novikov property. Before discussing the implications
of the strong relative Novikov property on homotopy invariance of relative higher
signatures, we introduce some terminology. The reader should recall the notion of
homotopy equivalence of pairs from Definition 2.3 (see page 8).
If W and W ′ are manifolds with boundary and (f, g) : [i : ∂W → W ] → [i′ :
∂W ′ →W
′
] is a morphism, we say that (f, g) is of product type near the boundary
if f |∂W×(0,1] = g × id(0,1]. Here we identify ∂W × (0, 1] and ∂W
′ × (0, 1] with
collar neighborhoods of the boundaries in W and W
′
, respectively. If (f, g) : [i :
∂W → W ] → [i′ : ∂W ′ → W
′
] is an arbitrary morphism, we can extend to a
morphism (f2, g2) : [i : ∂W → W 2] → [i′ : ∂W ′ → W
′
2] of product type near the
boundary. After conjugating by homeomorphisms W ∼= W 2 and W
′ ∼= W
′
2, we
obtain a morphism of product type (f˜ , g˜) : [i : ∂W → W ] → [i′ : ∂W ′ → W
′
].
The following proposition follows from applying the construction (f, g) 7→ (f˜ , g˜) to
a homotopy equivalence.
Proposition 4.17. Let W and W ′ be manifolds with boundary. If [i : ∂W → W ]
and [i′ : ∂W ′ →W
′
] are homotopy equivalent, then there is a homotopy equivalence
of [i : ∂W → W ] and [i′ : ∂W ′ → W
′
] through morphisms of product type near the
boundary.
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Theorem 4.18. Suppose φ : Γ1 → Γ2 is a group homomorphism with the strong
relative Novikov property. Then for any manifold with boundary W and map of
pairs
(f, g) : [i : ∂W →W ]→ [Bφ : BΓ1 → BΓ2],
the relative higher signatures
(19) signν(W, (f, g)) :=
∫
W
(f, g)∗(ν) ∧ L(W ), ν ∈ H∗(Bφ),
are orientation preserving homotopy invariants of [i : ∂W → W ].
Prior to the proof, we discuss what is meant by the relative higher signatures
being homotopy invariants of [i : ∂W → W ]. Let (u, u∂) : [i : ∂W → W ] →
[i′ : ∂W ′ → W
′
] be an orientation preserving homotopy equivalence which we by
Proposition 4.17 can assume to be of product type. The morphism (f, g) : [i : ∂W →
W ] → [Bφ : BΓ1 → BΓ2] is up to homotopy determined by a universal morphism
[i : ∂W → W ] → [Bi : Bπ1(∂W ) → Bπ1(W )] and the group homomorphisms
q2 := Bf∗ : π1(W ) → π1(BΓ2) = Γ2 and q1 := Bg∗ : π1(∂W ) → π1(BΓ1) = Γ1.
Let (f ′, g′) : [i : ∂W ′ →W
′
]→ [Bφ : BΓ1 → BΓ2] denote the composition of (f, g)
with (u, u∂). The statement of Theorem 4.18 is that∫
W
(f, g)∗(ν) ∧ L(W ) =
∫
W ′
(f ′, g′)∗(ν) ∧ L(W ′), ∀ν ∈ H∗(Bφ).
Proof of Theorem 4.18. We let SignW ∈ K
geo
∗ (W,∂W ) and SignW ′ ∈ K
geo
∗ (W
′, ∂W ′)
denote the K-homology classes defined from the signature operators. The reader
is referred to [9, 35] for details on the signature operator. To describe the classes
SignW and SignW ′ in geometricK-homology, we use its oriented model as discussed
in Remark 3.6 and 3.14. The Hodge star will be denoted by ⋆. We follow the con-
vention in [9, Chapter 3.6] and normalize ⋆ so that ⋆2 = 1. In the oriented model
for geometric K-homology, see [24, 29], the class SignW is represented by the rela-
tive oriented cycle (W,∧∗0W, (idW , id∂W )) where ∧
∗
0W is the Clifford bundle defined
from the exterior algebra ∧∗W and the Hodge star, i.e. ∧∗0W = ∧
∗W graded by
the Hodge star in the even-dimensional case and ∧∗0W = ker(⋆− 1 : ∧
∗W → ∧∗W )
in the odd-dimensional case. An analogous expression describes SignW ′ . For any
ν ∈ H∗(Bφ), we have that signν(W, (f, g)) = 〈SignW , (f, g)
∗ν〉rel and similarly
for signν(W
′, (f ′, g′)). The theorem therefore follows from Equation (18) once
(f, g)∗SignW = (f
′, g′)∗SignW ′ in K
geo
∗ (Bφ)⊗Q. By assumption, µφgeo is rationally
injective, so it suffices to prove that µφgeo [(f, g)∗SignW ] = µ
φ
geo [(f
′, g′)∗SignW ′ ] in
Kgeo∗ (pt;φ).
Consider the class x = µφgeo [(f, g)∗SignW ]− µ
φ
geo [(f
′, g′)∗SignW ′ ] ∈ K
geo
∗ (pt;φ).
The class x is represented by the following cycle in the oriented model
(W, (∧∗0W ⊗ f
∗(LBΓ2), ∧
∗
0 W |∂W ⊗ g
∗(LBΓ1), α))−
− (W ′, (∧∗0W
′ ⊗ f ′∗(LBΓ2),∧
∗
0W
′|∂W ′ ⊗ g
′∗(LBΓ1 ), α
′)).
By homotopy invariance of the higher index of the signature operator, see for in-
stance [28, Theorem 6.3], we have that
indAS(∂W,∧
∗
0W |∂W⊗g
∗(LBΓ1)) = indAS(∂W
′,∧∗0W
′|∂W ′⊗g
′∗(LBΓ1 )) ∈ K∗(C
∗(Γ1)).
By Proposition 4.10, we can realize x as an APS-index of the form
x = Φ−1cone(j∗(indAPS(D
W∪−W ′
sign , (α ∪ α
′)φ∗A))),
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whereDW∪−W
′
sign denotes the C
∗(Γ2)-linear signature operator on the C
∗(Γ2)-Clifford
bundle
∧∗0W ⊗ f
∗(LBΓ2) ∪ (− ∧
∗
0 W
′ ⊗ f ′∗(LBΓ2))→ W ∪ −W
′,
and A is a trivializing operator for the signature operator on
∧∗0W |∂W ⊗ g
∗(LBΓ1) ∪ (− ∧
∗
0 W
′|∂W ′ ⊗ g
′∗(LBΓ1))→ ∂W ∪ −∂W
′.
The fact that (u, u∂) is of product type near the boundary allows us to use [46,
Theorem 8.4] which implies that indAPS(D
W∪−W ′
sign , (α∪α
′)φ∗A) = 0. We conclude
that x = 0. 
5. Comparing assembly maps
In this section we prove the following theorem:
Theorem 5.1. Let φ : Γ1 → Γ2 be a group homomorphism and Bφ : BΓ1 → BΓ2
the map φ induces at the classifying space level. In an abuse of notation, let φ
also denote the ∗-homomorphism induced at the maximal C∗-algebra level and Bφ
the ∗-homomorphism C∗L(BΓ1) → C
∗
L(BΓ2) induced at the maximal localization
algebra level. We let ψ : C∗(EΓ1)
Γ1 → C∗(EΓ2)
Γ2 denote the ∗-homomorphism
constructed from Bφ and Cψ its mapping cone. If one of the following conditions
hold:
• The mapping φ∗ : K∗(C∗(Γ1))→ K∗(C∗(Γ2)) is (rationally) surjective.
• The mapping (Bφ)∗ : K∗(BΓ1)→ K∗(BΓ2) is (rationally) injective.
• For a finite CW -pair (X,Y ), Γ1 = π1(Y ), Γ2 = π1(X) and φ being induced
by the inclusion, the natural mapping K∗(Cφ) → K∗(SC∗(π1(X/Y ))) ⊕
K∗(C
∗(Γ1)) is (rationally) injective.
then the following diagram commutes (rationally)
(20)
Kgeo∗ (Bφ)
µgeo
−−−−→ Kgeo∗ (pt;φ)
indrelL
y yΦcone
K∗+1(CBφ)
µCWY
−−−−→ K∗+1(Cψ)
where the horizontal maps are the assembly maps (defined respectively in Sections 2
and 3) and the vertical maps are the isomorphisms defined respectively in Theorem
3.11 and Equation (13) in Lemma 4.8.
Remark 5.2. We note that (Bφ)∗ : K∗(BΓ1) → K∗(BΓ2) is rationally injective
whenever the strong Novikov conjecture holds and φ∗ : K∗(C
∗(Γ1))→ K∗(C∗(Γ2))
is rationally injective. Moreover (the last condition appearing in Theorem 5.1) the
injectivity of K∗(Cφ)→ K∗(SC∗(π1(X/Y )))⊕K∗(C∗(π1(Y ))), is equivalent to the
exactness of
K∗(C
∗(π1(Y )))→ K∗(C
∗(π1(X)))→ K∗(C
∗(π1(X/Y ))).
We now turn to the proof of Theorem 5.1. The idea is to use the absolute case
to prove the commutativity of the diagram (20). It remains to verify that the
assumptions in Theorem 5.1 imply the commutativity of (20).
Lemma 5.3. If the mapping φ∗ : K∗(C
∗(Γ1)) → K∗(C∗(Γ2)) is (rationally) sur-
jective, then the diagram (20) (rationally) commutes.
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Proof. Consider an x ∈ Kgeo∗ (Bφ) and set y := (Φcone ◦ µgeo − µCWY ◦ ind
rel
L )x ∈
K∗+1(Cψ). We need to show that y vanishes (rationally). Since the diagram
(20) commutes in the absolute case, δ(y) = 0 ∈ K∗−1(C∗(Γ1)). However, if
φ∗ : K∗(C
∗(Γ1)) → K∗(C∗(Γ2)) is (rationally) surjective then δ is (rationally)
injective and y vanishes (rationally). 
Lemma 5.4. If the mapping (Bφ)∗ : K∗(BΓ1)→ K∗(BΓ2) is (rationally) injective,
then the diagram (20) (rationally) commutes.
Proof. If (Bφ)∗ : K∗(BΓ1)→ K∗(BΓ2) is (rationally) injective, then r : K∗(BΓ2)→
K∗(Bφ) is (rationally) surjective. In particular, if x ∈ K∗(Bφ) there is a y ∈
K∗(BΓ2) such that x = r(y) (rationally). By naturality,
(Φcone ◦ µgeo − µCWY ◦ ind
rel
L )x = r((ΦC∗(Γ2) ◦ µgeo − µCWY ◦ ind
rel
L )y) = r(0) = 0.

Lemma 5.5. Let (X,Y ) be a finite CW -pair and set Γ1 := π1(Y ), Γ2 := π1(X).
Let φ denote the mapping induced by the inclusion. If the natural mapping K∗(Cφ)→
K∗(SC
∗(π1(X/Y ))) ⊕K∗(C
∗(Γ1)) is (rationally) injective, then the diagram (20)
(rationally) commutes.
Proof. Define τ := Φcone ◦ µgeo − µCWY ◦ ind
rel
L : K
geo
∗ (X,Y ) → K∗(Cφ), where
φ := π1(i) and i : Y → X denotes the inclusion. The mapping τ is a natural
transformation that vanishes in the absolute case Y = ∅. We arrive at a commuting
diagram
Kgeo∗ (X,Y ) −−−−→ K
geo
∗+1(X/Y )⊕K
geo
∗ (Y )
τ
y y0
K∗(Cφ) −−−−→ K∗(SC
∗(π1(X/Y ))) ⊕K∗(C
∗(Γ1))
Since the bottom horizontal arrow is injective, and the right vertical arrow is the
zero mapping also the left vertical arrow is the zero mapping. 
Remark 5.6. Note that τ from the previous proof maps
τ : Kgeo∗ (X,Y )→ ker(δ : K∗(Cφ)→ K∗−1(C
∗(Γ1))).
If τ lifts to a natural transformation τˆ : Kgeo∗ (X,Y )→ K∗(C∗(π1(X))) of functors
on CW -pairs, then τˆ = 0 by naturality and the diagram (20) commutes.
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