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Abstract
This thesis is an examination of the theory of association schemes. A part of this thesis
focuses on the relation between association schemes and different combinatorial objects.
Special attention is paid to the notion of Bose-Mesner algebra of an association scheme,
which leads us to eigenmatrices, Krein matrices, and intersection matrices. It is shown that
if an association scheme is imprimitive, it can be used to generate a quotient association
scheme. Different constructions are used to generate association schemes. This thesis
explains how to generate a new class of association schemes from mutually unbiased Bush-
type Hadamard matrices (abbreviated as MUBH). This class of association schemes leads to
an upper bound on the number of mutually unbiased Bush-type Hadamard matrices. Lastly,
the existence of this class of association schemes results in the existence of sets of MUBH.
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Chapter 1
Introduction
1.1 Background
This thesis is mainly concerned with association schemes. The concept of association
schemes was originally introduced by Bose and Shimamoto [4] in the design of statistical
experiments. The theory of association schemes arose in statistics, in the study of group
actions, in algebraic graph theory, and in algebraic coding theory, and has seen used in knot
theory and numerical integration.
The algebraic theory of the association scheme constitutes a special case of the coherent
configuration introduced by Higman [9]. The case of association schemes we are focusing
on is called symmetric association schemes, which results in the commutative case. This
case has drawn much attention in the last few decades [1, 5, 20, 21].
We studied the concept of association schemes and analysed how this notion is related
to distance-regular graphs, symmetric block designs, Hadamard matrices, and Bush-type
Hadamard matrices. Holzmann and Kharaghani have shown that Hadamard matrices and
Bush-type Hadamard matrices can be used to generate association schemes [11].
As mentioned in [23], Hadamard matrices of order 12 and 20 were found in 1893 [8].
Prior to that in a seminal paper [25] published in 1857, such matrices are found for all orders
that are powers of two. Hadamard [8] proved that matrices with entries ±1 and maximal
determinant could exist only for orders 1, 2, and 4t.
The concept of Bush-type Hadamard matrices is an specific case of regular Hadamard
matrices [22]. Bush-type Hadamard matrices have various applications in different areas.
Kharaghani and his co-workers [13, 14, 15, 17] showed that these matrices can be used to
construct symmetric designs and strongly regular graphs.
1
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There is an interesting combinatorial application for normalized Hadamard matrices of
order 2n to construct Bush-type Hadamard matrices of order 4n2, which is introduced for
the first time by Kharaghani [16]. It is open question whether such matrices of order 4n2
exist for odd integer n greater than one.
The method introduced by this thesis is to construct 5-class association schemes us-
ing mutually unbiased Bush-type Hadamard matrices. Upgrading these 5-class association
schemes by evaluating Krein parameters in [18], Kharaghani, Sasani and Suda proved an
upper bound for the number of mutually unbiased Bush-type Hadamard matrices of order
4n2; they also generated a set of mutually unbiased Bush-type Hadamard matrices from the
5-class association schemes [18].
1.2 Outline
Here we discuss briefly what follows in the succeeding chapters. Section 2.1 is com-
prised of an overview of the definitions and concepts required for our field of study. In
Section 2.2, we describe three definitions of the concept of association schemes that are
helpful in providing different aspects of the subject under consideration.
In Section 2.3, we describe how Mathon [21] used symmetric block designs to produce
association schemes, and in Section 2.4, we explain how he used Latin squares to generate
3-class association schemes [21].
There is a basis of idempotents for the Bose-Mesner algebra of an association scheme,
which is reviewed in Section 3.1. Then, we define the first and second eigenmatrices of an
association scheme in Section 3.2. Intersection matrices and Krein matrices of an associa-
tion scheme appear in Section 3.3.
There are two interesting association schemes called imprimitive association schemes
and quotient association schemes. They are related to each other and have crucial proper-
ties. We examine them in Sections 3.4 and 3.5, respectively.
We briefly review Hadamard matrices in Section 4.1. In Section 4.2, we define mutu-
2
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ally unbiased Hadamard matrices, and in Section 4.3, we explain how they can be used to
construct association schemes [11]. In Section 5.1, we study how skew-symmetric Bush-
type Hadamard matrices can be used to make 3-class association schemes whose adjacency
matrices are non-symmetric [7].
In this thesis, 5-class association schemes derived from mutually unbiased Hadamard
matrices are presented. We describe these association schemes in Section 5.2, and in Sec-
tion 5.3, we find all intersection matrices, Krein matrices, and eigenmatrices of the associ-
ation schemes for them.
We examine the upper bound, introduced in [18], for the number of mutually unbiased
Bush-type Hadamard matrices in Section 5.4 and provide an example in which this upper
bound is obtained [12]. In Section 5.5, we explain how in [18], 5-class association schemes
are used to generate a set of mutually unbiased Bush-type Hadamard matrices.
3
Chapter 2
Introduction to Association Schemes
In this chapter, we study the concept of association schemes. In Section 2.1, we review the
fundamental concepts required for association schemes which can be defined from three
different points of view. In Section 2.2, we review these three different equivalent concepts.
In Section 2.3, we describe how Mathon [21] used symmetric block designs to produce
3-class association schemes. In Section 2.4, we explain how to use Latin squares to create
3-class association schemes [21].
2.1 Preliminary
Let A and B be two algebras over a field F , a map K : A→ B is called a homomorphism
if for all a in F and all x,y ∈ A we have
1. K(ax) = aK(x);
2. K(x+ y) = K(x)+K(y); and
3. K(xy) = K(x)K(y).
Distance-regular graphs and strongly regular graphs play crucial roles in the study of asso-
ciation schemes, accordingly we give review on basic definitions from graph theory. Some
definitions are elementary, however, reviewing them helps us to clarify the symbols we are
using. Also see [3] for relevant definitions.
Definition 2.1. A graph G is an ordered pair (V,E) such that E is a subset of the set of the
unordered pairs of V . Each element of V is called a vertex and each element of E is called
an edge. The edge {x,y} joining x and y is denoted by xy, and it is said that x and y are
4
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incident with xy, and x and y are adjacent or neighbours of each other. The degree of a
vertex is the number of its neighbours. The graph G is called complete if we have xy ∈ E,
for any two vertices x and y in V .
Definition 2.2. A partition on a set X of points is a set of disjoint subsets of X such that
their union is equal to the whole set X . The characteristic matrix P = P(pi) of a partition
pi= {C1, . . . ,Ck} of a set X with n elements is the n by k matrix defined as follows:
Pi j =
 1 if i ∈C j;0 otherwise.
A partition pi= (C1, . . . ,Ck) of P is equitable if, for all i and j, the number of neighbours
which a vertex in Ci has in the cell C j is independent of the choice of vertex in Ci [6].
A graph G′= (V ′,E ′) is called a subgraph of the graph G= (V,E) if V ′⊆V and E ′⊆ E.
A subgraph Q of G with r vertices is called r-clique if all its vertices are adjacent.
Definition 2.3. For a given graph G, if degrees of all of its vertices are equal to a constant
k, it is called a k-regular graph or a regular graph of order k.
A path between two vertices x and y of a graph is a sequence of edges {xx0,x0x1, . . . ,xny}
and it is called an xy-path. The length of a path is the number of edges it includes. For any
two vertices x and y in V , their distance d(x,y) is
min{length of Q : Q is a xy-path}.
The diameter of a graph G is defined to be maxx,yd(x,y) and is denoted by diam G. For a
vertex x of a given graph G = (V,E), let Gi(x) = {u ∈V |d(x,u) = i}.
Definition 2.4. A k-regular graph G= (V,E) with diameter d is a distance regular graph if
for all x∈V and for i= 1, . . . ,d, each u∈Gi(x) has ai neighbours in Gi−1(x), bi neighbours
in Gi(x), and ci neighbours in Gi+1(x).
5
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Definition 2.5. A graph G is strongly regular with parameter (v,k,λ,µ) if
1. G is a k-regular graph with v vertices;
2. Any two adjacent vertices have λ common neighbours;
3. Any two non-adjacent vertices have µ common neighbours.
A graph of this type will be denoted by SRG(v,k,λ,µ).
Note that any distance-regular graph with diameter 2 and v vertices is a strongly regular
graph SRG(v,k,b1,a2). To get familiar with the theory of block designs, we restate the
definitions of a symmetric block design and a system of linked symmetric block designs
from [21] as follows:
Definition 2.6. A symmetric block design (v,k,λ) is a set V of v points and a set B of v
k-subsets of V , called blocks, such that:
1. Any point of V belongs to k blocks;
2. Any two blocks have λ common elements;
3. Any two points belong to λ blocks.
To form an incidence graph of a symmetric block design (v,k,λ), V ∪B is considered
as the set of vertices, and two vertices are adjacent if and only if one of them is a block and
the other is a point of the block [10].
Definition 2.7. A system of linked symmetric block designs (v,k,λ; l,α,β) is a collection
{V1, . . . ,Vl} of sets satisfying the following conditions:
1. Any pair {Vi,Vj} forms a symmetric block design (v,k,λ);
2. For any three sets, Vi, Vj, and Vk, the number of elements x ∈ Vi incident with both
y ∈Vj and z ∈Vk is equal to α, if y and z are incident, and is equal to β otherwise.
6
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Next we consider Latin squares and orthogonal Latin squares; Refer to [12] for more
details.
Definition 2.8. A Latin square is an n by n array filled with n different symbols, each
occurring exactly once in each row and exactly once in each column.
The following is an example of a Latin square.
1 2 3
3 1 2
2 3 1
Let L = (Li j) and K = (Ki j) be two Latin squares. The array R = (Ri j), where Ri j =
(Li j,Ki j) is called L and K superimposed and it is said that one Latin square is superimposed
on the other.
Definition 2.9. A pair of Latin squares A and B of order n is orthogonal if, when superim-
posed, each of the possible n2 ordered pairs occurs exactly once.
For example, the following two Latin squares of order 3 are orthogonal .
1 2 3 1 2 3 (1,1) (2,2) (3,3)
2 3 1 3 1 2 (2,3) (3,1) (1,2)
3 1 2 2 3 1 (3,2) (1,3) (2,1)
A B A and B superimposed
Definition 2.10. A set of Latin squares is called Mutually Orthogonal Latin Squares if
every pair of Latin squares in the set is orthogonal. They are also called hypergraecolatin
squares and abbreviated as MOLS.
Here, we define suitable Latin square and mutually suitable Latin squares.
7
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Definition 2.11. Two Latin squares L and K of size n on the symbol set {0,1, . . . ,n−1} are
called suitable if every superimposition of each row of L on each row of K results in only
one element of the form (a,a).
Definition 2.12. A set of Latin squares is called Mutually Suitable Latin Squares abbrevi-
ated as MSLS, if every pair of Latin squares in the set is suitable.
Example 2.13. Three mutually suitable Latin squares of size 4 are:

0 2 3 1
2 0 1 3
3 1 0 2
1 3 2 0

,

0 3 1 2
3 0 2 1
1 2 0 3
2 1 3 0

,

0 1 2 3
1 0 3 2
2 3 0 1
3 2 1 0

The following lemma shows the numbers of MOLS and MSLS are equal.
Lemma 2.14. [12]. There are m MOLS of size n if and only if there are m MSLS of size n.
Proof. Let L and K be two orthogonal Latin squares on {0,1, . . . ,n−1} both having their
rows and columns labeled by the set. Let ((i, j),k) denotes the entry at (i, j) position of a
Latin square which is equal to k. Then the transformation ((i, j),k)⇒ ((k, j), i) results in a
pair of suitable Latin squares. The transformation ((k, j), i)⇒ ((i, j),k) implies the reverse
implication.
It is well known that there are q−1 MOLS of size q if q is a power of a prime. Moreover,
q− 1 MOLS of size q can be found by taking the non-zero element a in the field with q
elements Fq and letting the a-th square have cell at the intersection of the row x and the
column y given by ax+ y. We have the following:
Lemma 2.15. Let q be a prime power. There are q−1 mutually suitable Latin squares of
size q.
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2.2 Equivalent Definitions for an Association Scheme
There are three different versions for definition of an association scheme which provide
various standpoints of association schemes. These three definitions are based on partitions,
graphs, and matrices respectively. In [1], the definition of association schemes are phrased
as follows:
Definition 2.16. The pair (X ,S) is called a d-class association scheme if X is a set of n
points, and S = {R0, . . . ,Rd} is a partition of X×X such that
1. (x,y) ∈ R0 if and only if x = y;
2. Rti = Ri′ , for some i
′ = 1, . . . ,d, where Rti = {(x,y)|(y,x) ∈ Ri};
3. For all i, j,k in {0,1, . . . ,d} and for all (x,z) ∈ Rk, we have
|{y ∈ X : (x,y) ∈ Ri and (y,z) ∈ R j)}|= p(k)i j .
If Ri is symmetric for all i = 1, . . . ,d, the association scheme is called symmetric. We
mostly deal with symmetric association schemes. In this context, association schemes are
symmetric unless it is explicitly mentioned. The parameters p(k)i j , 0 ≤ i, j,k ≤ d are called
the intersection numbers of the association scheme.
In Section 5.1, we provide an example of an association scheme whose relations are not
symmetric.
The definition of an association scheme implies that p(0)i j = 0 if i 6= j, and p(k)i j = p(k)ji .
If (x,y) ∈ Ri, x is called i-th associate of y and y is also i-th associate of x. Condition (3)
implies that each element of X has ai = p
(0)
ii i-th associates. The parameter ai is called the
valency of i-th associate class. If one or more of i, j, and k is equal to zero, the value of p(k)i j
is trivial. Hence, we just focus on p(k)i j when i, j,k 6= 0.
Example 2.17. [1]. Let X be a rectangle with p rows and q columns, where p, q≥ 2. The
classes of the 3-class association scheme are defined as follows:
9
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R0 = {(x,y) : x = y}
R1 = {(x,y) : x, y are in the same row but x 6= y}
R2 = {(x,y) : x, y are in the same column but x 6= y}
R3 = {(x,y) : x, y are in different rows and columns}.
This association scheme has ν = pq objects and the intersection numbers are as ap-
peared in Table 2.1.
Table 2.1: Intersection numbers of the rectangular association scheme
ai p
(1)
i j p
(2)
i j
q−1 q−2 0 0 0 0 q−1
p−1 0 0 p−1 0 p−2 0
(p−1)(q−1) 0 p−1 (p−2)(q−1) q−1 0 (p−1)(q−2)
p(3)i j
0 1 q−2
1 0 p−2
q−2 p−2 (p−2)(q−2)
This kind of association scheme is called a rectangular association scheme and is de-
noted by R(p,q).
We review two more equivalent definitions of an association scheme provided in [1]. It
is useful to work with graphs to generate association schemes or use association schemes
to make different kind of graphs. Moreover, any association scheme can be considered as
an edge-coloured complete undirected graph.
Definition 2.18. A d-class association scheme (X ,S) is an edge-coloured complete undi-
rected graph with a finite vertex set X and d colours such that
1. Every colour is used at least once;
10
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Table 2.2: Intersection numbers of the association scheme derived from a cube
pyellowi j p
red
i j p
black
i j
0 0 2 0 0 3 2 1 0
0 0 1 0 0 0 1 0 0
2 1 0 3 0 0 0 0 2
2. For all i, j,k in {1, . . . ,d} there is an integer p(k)i j such that, whenever xz is an edge of
colour k
|{y ∈ X : xy has colour i and yz has colour j}|= p(k)i j ;
3. For each i ∈ {1, . . . ,d} there is an integer ai such that each vertex belongs to exactly
ai edges of colour i.
As noted in [24], any distance regular graph G with diameter d is equivalent to a d-class
association scheme with relations {R0,R1, . . . ,Rd}, where (x,y) ∈ Ri if d(x,y) = i.
Example 2.19. [1] Let X be the eight vertices of a cube. Consider the graph whose edges
are the edges, main diagonals, and face diagonals of the cube. Suppose the colours of
edges, main diagonals, and face diagonals are yellow, red, and black, respectively. This
association scheme has 8 points. The intersection numbers of this association scheme are
given in Table 2.2. Note that ayellow = 3, ared = 1, and ablack = 3.
The following definition of an association scheme is based on matrices. The matrix of
all one of order n is shown by Jn.
Definition 2.20. A set of non-zero (0,1)-matrices A0,A1, . . . ,Ad in Rn×n is an association
scheme with d classes on a finite set X of order n if
1. A0 = In;
2. Ai is symmetric for i = 1, . . . ,d;
3. AiA j is a linear combination of A0, . . . ,Ad , for all i, j in {1, . . . ,d};
11
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4. ∑di=0 Ai = Jn.
In fact, if we consider an association scheme (X ,S) with relation {R0, . . . ,Rd} (Defini-
tion 2.16), the matrix Ak = (a
(k)
i j ) in the set {A0,A1, . . . ,Ad} is defined as follows:
a(k)i j =
 1 if (i, j) ∈ Rk,0 otherwise
for k = {1,2, . . . ,d}, and the set {A0,A1, . . . ,Ad} is called the set of adjacency matrices.
Since each matrix in this definition is symmetric, the association scheme is commuta-
tive. The real vector space spanned by {A0,A1, . . . ,Ad} is called the Bose-Mesner algebra
of the association scheme (X ,S) and is denoted by A . The following example provides a
set of matrices that forms a 3-class association scheme.
Example 2.21. The following matrices are the adjacency matrices of a 3-class association
scheme on 8 elements.
A0 =

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

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A1 =

0 1 1 1 0 0 0 0
1 0 1 1 0 0 0 0
1 1 0 1 0 0 0 0
1 1 1 0 0 0 0 0
0 0 0 0 0 1 1 1
0 0 0 0 1 0 1 1
0 0 0 0 1 1 0 1
0 0 0 0 1 1 1 0

A2 =

0 0 0 0 0 1 1 1
0 0 0 0 1 0 1 1
0 0 0 0 1 1 0 1
0 0 0 0 1 1 1 0
0 1 1 1 0 0 0 0
1 0 1 1 0 0 0 0
1 1 0 1 0 0 0 0
1 1 1 0 0 0 0 0

A3 =

0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0

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Table 2.3: Intersection numbers of the association scheme derived from a symmetric block
design
ai p
(1)
i j p
(2)
i j p
(3)
i j
k 0 0 k−1 0 0 k λ k−λ 0
v−1 k−1 v− k 0 k v− k−1 0 0 0 v−2
v− k 0 0 v− k 0 0 v− k−1 k−λ v−2k+λ 0
The linear combinations of their products are as follows:
A0A0 = A0, A0A1 = A1, A0A2 = A2, A0A3 = A3,
A1A0 = A1, A1A1 = 3A0+2A1, A1A2 = 2A2+3A3, A1A3 = A2,
A2A0 = A2, A2A1 = 2A2+3A3, A2A2 = 3A0+2A1, A2A3 = A1,
A3A0 = A3, A3A1 = A2, A3A2 = A1, A3A3 = A0.
2.3 A system of Linked Symmetric Block Designs
As it is mentioned in [19], an incidence graph of a symmetric block design (v,k,λ), de-
fined in Page 6, is a distance-regular graph with diameter 3 which is equivalent to a 3-class
association scheme. This association scheme has 2v points and its intersection numbers are
shown in Table 2.3.
In the following example [21], the incidence graph of a (16,6,2)-design generates a
3-class association scheme:
Example 2.22. Let (16,6,2) be a block design with V = {1,2, . . . ,16} and B= {B1, . . . ,B16},
where
B1 = {2,3,4,5,9,13}, B2 = {1,3,4,6,10,14} , B3 = {1,2,4,7,11,15},
B4 = {1,2,3,8,12,16}, B5 = {6,7,8,1,9,13}, B6 = {5,7,8,2,10,14},
B7 = {5,6,8,3,11,15},B8 = {5,6,7,4,12,16}, B9 = {10,11,12,1,5,13},
B10 = {9,11,12,2,6,14}, B11 = {9,10,12,3,7,15}, B12 = {9,10,11,4,8,16},
14
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Table 2.4: Intersection numbers of the association scheme derived from a system of linked
symmetric block designs
ai p
(1)
i j p
(2)
i j
v−1 v−2 0 0 0 k−1 k
kl1 0 λl1 (k−λ)l1 k−1 αl2 (k−α)l2
(v− k)l1 0 (k−λ)l1 (v−2k+λ)l1 v− k (k−α)l2 (v−2k+α)l2
p(3)i j
0 k v− k−1
k βl2 (k−β)l2
v− k−1 (k−β)l2 (v−2k+β)l2
B13 = {1,5,9,14,15,16}, B14 = {2,6,10,13,15,16}, B15 = {3,7,11,13,14,16},
and B16 = {4,8,12,13,14,15} .
The set of vertices of the incidence graph G of this design is V ∪B= {1,2, . . . ,16,B1, . . . ,B16}.
In this graph, 1 and B2 are adjacent since B2 is a block and 1 is a point of B2, 1 and 2 are
not adjacent since both of them are points, B1 and B2 are not adjacent since both of them
are block, and 1 and B1 are not adjacent since 1 does not belong to B1.
The graph G is a distance-regular graph with diameter 3 and therefore, it is a 3-class
association scheme (X ,S) with relation {R0,R1,R2,R3}, where (x,y) ∈ Ri if d(x,y) = i,
0≤ i≤ 3.
In [21], linked symmetric designs are used to derive 3-class association schemes. Any
linked symmetric designs (v,k,λ; l,α,β) with collection {V1, . . . ,Vl} is equivalent to a 3-
class association scheme with relation {R0,R1,R2,R3}, where (x,y) ∈ R1 if {x,y} ⊆ Vi for
some 16 i6 l; (x,y)∈R2 if x and y belong to different sets and are adjacent; and (x,y)∈R3
if x and y belong to different sets and are not adjacent. This association scheme has vl points
and the intersection numbers are shown in Table 2.4 where l1 = l−1 and l2 = l−2.
The following example shows how Mathon [21] used 7 linked symmetric block designs
(16,6,2;7,1,3) to construct a 3-class association scheme.
15
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Table 2.5: Squares used to generate a system of linked symmetric block designs
1 2 3 4
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
5 6 7 8 6 5 8 7 7 8 5 6 8 7 6 5
9 10 11 12 12 11 10 9 10 9 12 11 11 12 9 10
13 14 15 16 15 16 13 14 16 15 14 13 14 13 16 15
5 6 7
1 2 5 6 1 2 5 6 1 2 9 10
4 3 8 7 3 4 7 8 3 4 11 12
10 9 14 13 14 13 10 9 6 5 14 13
11 12 15 16 16 15 12 11 8 7 16 15
Example 2.23. The 7 linked symmetric block designs (16,6,2;7,1,3) can be generated by
the squares of order 4 provided in Table 2.5. For every 16 i6 7, we have Vi = {1,2, . . . ,16}.
If we want to make the block [4(i−1)+ j], where 1≤ i, j ≤ 4, of the kth design 1≤ k ≤ 7,
we consider the 6 entries in the i-th row and j-th column not equal to the component (i, j)
in the k-th square.
In Example 2.22, we use the first square to make the blocks. The system expressed in
this example is a linked symmetric block designs. Any pair {Vi,Vj} is a 2-(16,6,2) block
design, which means any two blocks from distinct designs have either 1 or 3 common
elements. This structure, denoted by κ is isomorphic to a block design (16,6,2), in the
way that the blocks of one design are points of κ and the blocks of the other design are the
blocks of κ. Here, incident means coming from different designs and having one common
element.
By considering any three sets {Vi,Vj,Vk}, the number of elements x ∈ Vk incident with
both y ∈ Vi and z ∈ Vj is one if two points are incident and three otherwise. Note that
points here means blocks, and incident means coming from different designs and having
one common element.
If we consider all 7 designs, the association scheme has 112 points which are blocks of
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all the designs. Then two points (or blocks of the designs) are in the first associate if they
belong to the same design, and they are second or third associate if they belong to different
designs and are or are not incident respectively.
If we choose any number 1≤ b≤ 7 of designs, still we can form an association scheme
with 16b points.
2.4 Mutually Orthogonal Latin Squares
In [21], Mathon used MOLS to create 3-class association schemes. In this Section, we
discuss his method and then we provide an example. Consider s < n mutually orthogonal
Latin squares of order n . This system is equivalent to the strongly regular graph
SRG(n2,(s+2)(n−1),(n−2)+ s(s+1),(s+2)(s+1))
also called a Latin square graph Ls+2(n). The construction is as follows:
• The vertices are {1,2, . . . ,n2}. They are set in an n by n array, called square of
arrangement, as followed:

1 . . . n
n+1 . . . 2n
... . . .
...
n2−n+1 . . . n2

• Two vertices are adjacent if they are in the same column or the same row of the square
of arrangement or they have the same symbol in one of the Latin squares. Suppose
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we have 25 vertices and L is one of the Latin square we consider.
L =

0 1 2 3 4
1 2 3 4 0
2 3 4 0 1
3 4 0 1 2
4 0 1 2 3

Then the square of arrangement is as followed:
1 2 3 4 5
6 7 8 9 10
11 12 13 14 15
16 17 18 19 20
21 22 23 24 25
Consider the positions of 17 and 21 in the square of arrangement, the symbols ap-
pearing in these two position in L are the same and equal to 4. Hence, two vertices
17 and 21 are adjacent.
Given s = i+ j− 2 mutually orthogonal Latin squares of order n, 1 ≤ i < j ≤ k =
n− i− j+1, it is possible to partition Ls+2(n) into the graphs Li(n) and L j(n) consisting of
i and j sets of n disjoint n-cliques Kn, respectively. Then a 3-class association scheme can be
formed. The objects are the n2 nodes of Ls+2(n). Two objects are first or second associate
if they are adjacent in Li(n) or L j(n), respectively, otherwise they are 3-rd associate.
It is well known that the maximum number of MOLS of order n is n−1 and the maxi-
mum number for MOLS occurs if n is prime or prime power.
Example 2.24. [21]. In this example, we use some of the following four mutually orthog-
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onal Latin squares to generate 3-class association schemes.
0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4
1 2 3 4 0 2 3 4 0 1 3 4 0 1 2 4 0 1 2 3
2 3 4 0 1 4 0 1 2 3 1 2 3 4 0 3 4 0 1 2
3 4 0 1 2 1 2 3 4 0 4 0 1 2 3 2 3 4 0 1
4 0 1 2 3 3 4 0 1 2 2 3 4 0 1 1 2 3 4 0
Using all four MOLS, we obtain a SRG(25,24,23,30) which is a complete graph and gives
us a 2-class association scheme. Since we want to generate a 3-class association scheme,
we use just the first two MOLS. Then s = 2 and i+ j = 4. Let i = 2 and j = 2.
We wish to construct the graph:
G' Ls+2(n)' SRG(n2,(s+2)(n−1),(n−2)+ s(s+1),(s+2)(s+1)),
where s+2 = 4 and n = 5, that is, G' L4(5)' SRG(25,16,9,12). Let the vertices of the
graph be {1,2, . . . ,25} in the following square of arrangement A:
1 2 3 4 5
6 7 8 9 10
11 12 13 14 15
16 17 18 19 20
21 22 23 24 25
Then two vertices are adjacent if they are in the same row or column of A, or they have
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the same number in one of the Latin squares, we have,
l1 =

0 1 2 3 4
1 2 3 4 0
2 3 4 0 1
3 4 0 1 2
4 0 1 2 3

, l2 =

0 1 2 3 4
2 3 4 0 1
4 0 1 2 3
1 2 3 4 0
3 4 0 1 2

In the graph G, for example the vertices 1 and 2 are adjacent because they are in the same
row of A; the vertices 1 and 6 are adjacent because they are in the same column of A; and
the vertices 1 and 10 are adjacent because if we transfer their position from A to the Latin
square l1, both of them appear with the same symbol 0. This graph is shown in Figure 2.1.
We have Li(n) and L j(n) both consist of two sets of 5 disjoint 5-cliques. There are
different ways to define Li(n) and L j(n) based on cliques. We explain here one of the
possibilities. Let Li(n) consists of each edge pq such that p and q are in the same row of A,
or they have a same symbol in the first Latin square l1. In the similar way, let L j(n) consists
of each edge pq such that p and q are in the same column of A, or they have same symbol
in the second Latin square l2.
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Figure 2.1: SRG(25,16,9,12)
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Chapter 3
More on Association Schemes
We study the theory of association schemes more in depth in this chapter. We provide a
review on the Bose-Mesner algebra A of an association scheme and a review on a basis of
primitive idempotents for A in Section 3.1. In Section 3.2, we mention the definition of
eigenmatrices of an association scheme, and in Section 3.3, we continue by discussing the
concept of intersection and Krein matrices of association schemes. There are also surveys
on imprimitive association schemes and quotient association schemes in Section 3.4 and
3.5, respectively.
3.1 Idempotent Bases
Now, we study the Bose-Mesner algebra of an association scheme. Then, we provide
two bases for this algebra. Some definitions required for the subject are reviewed below.
The Hadamard product of two matrices A = (ai j) and B = (bi j) is denoted by A◦B and
is defined by A◦B = (ai jbi j). Two matrices are dis joint if their Hadamard product is equal
to the zero matrix.
If A = (ai j) is an n by m matrix and B = (bi j) is a r by s matrix, then the Kronecker
product of A and B, denoted by A⊗B, is a mr by ns block matrix defined

a11B . . . a1nB
... . . .
...
am1B . . . amnB

For a given association scheme (X ,S) with d classes and adjacency matrices A0, . . . ,Ad ,
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suppose A is the Bose-Mesner algebra of this scheme. By Definition of Bose-Mesner al-
gebra in Page 12, we know A = span(A0, . . . ,Ad). From the Definition 2.20, we conclude
Ai and A j are disjoint, when 0 ≤ i 6= j ≤ d. This means the set {A0, . . . ,Ad} is a set of
linearly independent matrices because suppose a0A0 + a1A1 + · · ·+ adAd = 0, for some
real number a0, . . . ,ad . If we multiply Ai from right using the Hadamard product, we have
aiAi ◦Ai = aiAi = 0; this shows ai = 0. Since i was arbitrary, the set {A0, . . . ,Ad} is a set of
linearly independent matrices and form a basis for the algebra A .
It is well known that an square matrix B of order n is called positive semi-definite if
for any column vector w ∈ R n, we have wT Bw ≥ 0. A principal submatrix is a submatrix
in which the set of row indices that remain is the same as the set of column indices that
remain.
It is easy to show that a principal submatrix of a positive semi-definite matrix is positive
semi-definite. Suppose C of order k is a principal submatrix of a matrix B of order n,
and suppose w is a column vector in R k. Let z be the column vector in R n obtained by
extending w by putting zero in the positions that are removed from B to gain C. Then, we
have wTCw = zT Bz, and since B is positive semi-definite, wTCw ≥ 0. Hence, C is also
positive semi-definite.
Definition 3.1. A square matrix B is idempotent if B2 = B, using matrix multiplication.
There is a basis of mutually orthogonal idempotent matrices for the Bose-Mesner al-
gebra of an association scheme. To construct the basis, we start with a review following
[6].
The transpose of the conjugate of a complex matrix B is denoted by B∗. If B is a real
matrix, the transpose of B is denoted by BT . The matrix is hermitian if B∗ = B and is
unitary if BB∗ = I. Therefore, a real matrix is hermitian iff it is symmetric and it is unitary
iff it is orthogonal. If B=−BT for a real matrix B, it is called a skew-symmetric matrix. We
call B normal if BB∗ = B∗B. If B is normal then its eigenvectors span Cn, and eigenvectors
in different eigenspaces are orthogonal. Suppose B is a normal matrix. For each eigenvalue
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λ of B, let Uλ be a matrix whose columns form an orthogonal basis for the eigenspace
belonging to λ and set Eλ :=UλU∗λ . The matrices Eλ are called the principal idempotents
of B. The set of eigenvalues of B is denoted by ev(B).
It is noteworthy that Eλ is the matrix representing orthogonal projection onto the column
space of Uλ, i.e., onto the eigenspace belonging to λ. Here are two fundamental theorems.
See [6] for details.
Theorem 3.2. (Spectral decomposition). Let B be a hermitian matrix of order n with prin-
cipal idempotents Eλ, where λ ∈ ev(B). Then the followings hold:
1. E2λ = Eλ and EλEθ = 0 if λ 6= θ;
2. BEλ = λEλ;
3. ∑λ∈ev(B)Eλ = I;
4. If f (B) is a rational function which is defined at each eigenvalue of B then f (B) =
∑λ∈ev(B) f (λ)Eλ.
Theorem 3.3. For a given association scheme (X ,S) with |X |= n, d classes, and adjacency
matrices A0, . . . ,Ad , suppose A is the Bose-Mesner algebra. Then there is a set of pairwise
orthogonal idempotent matrices E0, . . . ,Ed and real numbers pi j such that
1. ∑dj=0 E j = I;
2. AiE j = p jiE j, for all i, j in {1, . . . ,d};
3. E0 = 1nJ;
4. {E0, . . . ,Ed} is a basis for A .
The matrices E j are called primitive idempotents or principal idempotents of the as-
sociation scheme (X ,S).
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3.2 Eigenmatrices
We continue the subject of association schemes by introducing eigenmatrices, intersec-
tion numbers, and Krein parameters. Our main reference in this Section is [6]. The column
space of E j is a common eigenspace for the matrices in the Bose-Mesner algebra A . From
the condition (2) of Theorem 3.3, the eigenvalue of Ai on this eigenspace is p ji, and the
number p ji are known as eigenvalues of (X ,S). We have p0 j = 1 for all j because A0 = I,
and as E0 = 1nJ, we have pi0 is equal to the number of non zero entries in any row of Ai or
valency ai of Ai. We denote the dimension of the eigenspace belonging to E j by m j, and
we call the numbers m0, . . . ,md the multiplicities of (X ,S). Since the set A0, . . . ,Ad forms a
basis for the algebra A , there are numbers qi j such that
Ei =
1
n
d
∑
k=0
qkiAk. (3.1)
By multiplying both sides of the equation 3.1 from right by A j using Hadamard multiplica-
tion, we find Ei ◦A j = 1nq jiA j, which is similar to condition (2) in the Theorem 3.3.
The matrices P = (pi j) and Q = (qi j) are called the first and second eigenmatrices of
the association scheme, respectively. By using equation 3.1 to substitute for E j in Ai =
AiI = Ai∑ j E j = ∑ j p jiE j, we find
Ai =
1
n∑j
p ji∑
r
qr jAr
=
1
n∑j ∑r
p jiqr jAr.
Therefore, we have ∑dk=0 pkiq jk = nδi j; i.e., QP = nI.
Consider the matrix AiA j. The value of the (r,s)-entry of the matrix AiA j is equal to the
multiplication of r-th row of Ai and s-th column of A j. Since Ai and A j are {0,1}-matrices,
the multiplication of r-th row of Ai and s-th column of A j is equal to the number of ones
25
3.2. EIGENMATRICES
matched in this row and column. In fact, this number is equal to
|{z|(r,z)-entry of Ai and (z,s)-entry of A j both are nonzero}|=
|{z|(r,z) ∈ Ri and (z,s) ∈ R j}|= p(k)i j .
This leads us to the fact that AiA j = ∑dk=0 p
(k)
i j A
k. Since Ei ◦E j is in the algebra A , there
are numbers q(k)i j such that Ei ◦E j = 1n ∑dr=0 q
(r)
i j Er. The numbers q
(k)
i j are called the krein
parameters of the association scheme. Since Ai are {0,1}-matrices, the intersection num-
bers are non-negative.
Lemma 3.4. [6] (The Krein condition). The Krein parameters q(k)i j of an association
scheme are non-negative.
Proof. We have Ei ◦E j = 1n ∑dk=0 q
(k)
i j Ek. Multiply both sides of this equality by El for some
l = 0,1, . . . ,d, using matrix multiplication. Then, we have
(Ei ◦E j)El = (1n
d
∑
k=0
q(k)i j Ek)El
=
1
n
d
∑
k=0
q(k)i j EkEl
=
1
n
q(l)i j El.
This shows that 1nq
(l)
i j is the eigenvalue of Ei ◦E j on the column space of El . Moreover,
(Ei⊗E j)2 = E2i ⊗E2j = Ei⊗E j
and so the eigenvalues of Ei⊗E j are 0 or 1. The matrix Ei⊗E j is symmetric because the
matrices Ei and E j are symmetric. A symmetric matrix with non-negative eigenvalues is
a positive semi-definite matrix. Hence, Ei⊗E j is positive semi-definite. This implies that
the matrix Ei ◦E j is also positive semi-definite because Ei ◦E j is a principal submatrix of
Ei⊗E j. So all eigenvalues of Ei ◦E j are non-negative. Hence, all q(k)i j , for 0 ≤ i, j,k ≤ d
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are non-negative.
By multiplying Ar, r = 0,1, . . . ,d, on the left side of the equality Ai = ∑i p jiE j, 0 ≤
i, j ≤ d, we have AiAr = ∑i pliElAr = ∑i pliEl(∑r psrEs) = ∑l pli plrEl . On the other hand,
we have
AiAr =∑
k
p(k)ir Ak
=∑
k
p(k)ir (∑
l
plkEl)
=∑
l
(∑
k
p(k)ir )plkEl.
This implies for all 0≤ i, j,r ≤ d,
∑
k
plk p
(k)
ir = pli plr. (3.2)
In a similar way, we have
∑
k
qlkq
(k)
ir = qliqlr. (3.3)
Therefore, by having the eigenmatrices of an association scheme, we are able to evaluate
all intersection numbers and Krein parameters of the association scheme.
3.3 Intersection Matrices and Krein Matrices
In this Section, we evaluate intersection and Krein matrices, which are really practical
to evaluate the entries of eigenmatrices. We do a review on some definitions phrased in [2].
Let (X ,S) be an association scheme with adjacency matrices A0,A1, . . . ,Ad , intersection
numbers p(k)i j , 0 ≤ i, j,k ≤ d, and Krein parameters q(k)i j , 0 ≤ i, j,k ≤ d. Then, the matrix
Pi = (p
(k)
i j ) is called i-th intersection matrix of (X ,S), and the matrix B
∗
i = (q
(k)
i j ) is called
the i-th Krein matrix of (X ,S).
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Let A be the Bose-Mesner algebra, and Mn(C) be full matrix algebra of degree n over
C. Regarding the left multiplication of A as a linear transformation on A and expressing
them in matrix form with respect to the basis {A0,A1, . . . ,Ad}, we have an algebra homo-
morphism from A to Mn(C).
This is called left regular representation of A with respect to the basis {A0,A1, . . . ,Ad}.
Since we have AiA j = ∑dr=0 p
(k)
i j Ar, the image of Ai is P
T
i . Hence, the correspondence
Ai→ PTi is an isomorphism for A . Since A is a commutative algebra, Pi→ PTi also gives us
an isomorphism. Hence, the correspondence Ai→ Pi is an isomorphism of A . This shows
Ai and Pi have the same minimal polynomial, and therefore same eigenvalues with different
multiplicities.
3.4 Imprimitive Association Schemes
Here we study the concept of imprimitive association schemes. An association scheme
(X ,S) with adjacency matrices A0, . . . ,Ad is primitive if all graphs G1, . . . ,Gd are con-
nected, where the graph Gi is a graph made with adjacency matrix Ai; otherwise, it is called
imprimitive. It is also relevant to consider G1, . . . ,Gd as the classes of the scheme, and then
the Bose-Mesner algebra of matrices can convert to the Bose-Mesner algebra of graphs.
Let G1, . . . ,Gd be the classes of an association scheme. A partition pi of an association
scheme (X ,S) is equitable if it is an equitable partition for each graph Gi. In [6], important
properties of an imprimitive association scheme are developed in the form of the following
theorem:
Theorem 3.5. Let (X ,S) be an imprimitive association scheme with classes G1, . . . ,Gd . Let
|X |= n and G be the disconnected graph which makes the association scheme imprimitive
with m components. Let σ be the partition formed by the components of G. Then σ is
equitable and all its cells have the same cardinality. If S is the characteristic matrix of σ
then SST is in the Bose-Mesner algebra A of the scheme.
Proof. Let A be the adjacency matrix of G with exactly m components. As G is regular its
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components are also regular. Let k be the valency of G. Suppose j is the column vector
of all ones. Since Aj = kj, k is the eigenvalue of A with multiplicity m. Therefore, the
characteristic vectors of the components of G, which are column of S, form a basis for the
eigenspace belonging to k. Denote this eigenspace by U . Hence, U is the column space of
S. If Gi ∈ A and Ai is the adjacency matrix of Gi, then AAi = AiA. If x ∈U then
AAix = AiAx = Ai(kx) = kAix.
This shows that Aix ∈U if x ∈U . Since each column of S is a member of U , we have the
columns of matrix AiS are also in U and therefore are linear combinations of columns of S,
and consequently, they are constant on each component. On the other hand, we have
(AiS)pq =
n
∑
k=0
(Ai)pkSkq = ∑
p∼k
Skq,
where p∼ k means pk is an edge in Ai. The last sum is equal to the number of neighbours
of vertex p contained in the q-th component of σ which depends on the component of σ in
which i lies, and therefore σ is equitable for each graph Gi in A .
It remains to prove that all components of σ or G have the same cardinality. Two
vertices v and u lie in the same component of σ if and only if (Ar)uv 6= 0 for some non-
negative integer r, or equivalently if and only if (A+ I)nuv 6= 0. If the edge uv lies in Gi then
(Ar)uv 6= 0 if and only if Ar ◦Ai is a non-zero multiple of Ai. Define the subset I of the set
{0,1, . . . ,d} by
I= {i : (A+ I)n ◦Ai 6= 0}
and then let H = ∪i∈IGi. Then H has the same components as G and each component is a
complete graph. Each of these complete graphs has the same cardinality since H is a regular
graph. Therefore, all cells of σ have the same cardinality. If D is the adjacency matrix of
H, we have D = SST − I. Hence, SST ∈ A .
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3.5 Quotient Association Schemes
As it is appeared in [6], an imprimitive association scheme is made from two smaller
schemes. Let (X ,S) be an association scheme with Bose-Mesner algebraA and with classes
G1, . . . ,Gd , where G1 is not connected. Consider one of components of G1 with vertex set
C. Then C induces a subgraph of Gi for i = 1, . . . ,d. Some of the subgraphs are empty,
however, it can be proved that the non-empty subgraphs form an association scheme with
vertex set C.
Next association scheme made from imprimitive association scheme is called quotient.
The vertex set of the quotient association scheme includes the components of G1. Let S
be the characteristic matrix of the partition made by the components of G1. Then SST is a
(0,1)-matrix in A and SST = Iq⊗ Jr, for some positive integer q and r. Let I denote the
subset of {0,1, . . . ,d} such that
SST =∑
i∈I
Ai.
Then we have
(SST )2 = (Iq⊗ Jr)(Iq⊗ Jr) = Iq⊗ rJr = r(Iq⊗ Jr) = rSST = ∑
i, j∈I
AiA j,
which implies that if i and j belong to I and p(k)i j 6= 0 then k ∈ I. Now, define a relation
≈ on {0,1, . . . ,d} such that a ≈ b if p(b)ia 6= 0 for some i ∈ I. This relation is a symmetric
relation because we have p(b)ia 6= 0 if and only if p(a)ib 6= 0. Now, we show why this relation
is an equivalence relation. Let a ≈ b and b ≈ c. Then for some i, j ∈ I both p(b)ia and p(c)jb
are non-zero. We show a≈ c.
By p(b)ia 6= 0, there are vertices x, y, and w such that xw and wy are edges in Ga and Gb
respectively, and xy is an edge in Gi. Since p
(c)
jb 6= 0, we have p(b)c j 6= 0. Therefore, there is
a vertex z such that wz is an edge in Gc and yz is an edge in G j. The existence of y implies
p(l)i j 6= 0, for some l = 0,1, . . . ,d. Since i, j ∈ I, we conclude l ∈ I. So p(l)ac 6= 0, and hence
p(c)la 6= 0. This implies a≈ c.
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Let Ii be the subset of elements of {0,1, . . . ,d} equivalent to i and I0 := I. For each
equivalence class Ii there is a matrix Bi such that
∑
j∈Ii
A j = Bi⊗ Jr. (3.4)
We have already seen this for i= 0. For the case of i 6= 0, let C and D be distinct components
of G1. Assume that u and v are vertices of C and D respectively, joined by an edge from
Ga. Let x and y be a second pair of vertices chosen from C and D respectively, joined by
an edge from Gb. Since u and x belong to C, there is i ∈ I such that ux is an edge in Gi.
Therefore, if xv is an edge in Gc, we have c≈ a. In the similar way, we have b≈ c because
v and y both lie in D. Consequently b≈ a. Define the matrix
M = ∑
i∈Ia
Ai,
where a 6= 0. Therefore, if u and v are vertices in distinct components of G1 such that
Muv 6= 0 then Mxy = 1 for any vertices x and y such that x is in the same component as u and
y is in the same component as v, respectively. Hence, M = B⊗Jr for some {0,1}-matrix B.
This implies there are matrices Bi such that 3.4 holds for each equivalence class Ii.
It follows from 3.4 that Bi is a symmetric {0,1}-matrix and that the sum of all the
matrices Bi is Jq. We also have
(Bi⊗ Jr)(Bi′⊗ Jr) = (BiBi′⊗ rJr),
which implies that BiBi′⊗ Jr ∈ A , and therefore the matrices Bi also satisfy the condition 3
of the Definition 2.20. Hence, the matrices Bi form the quotient association scheme.
In the following example, we construct the quotient association scheme of the imprim-
itive association scheme which appeared in Example 2.21.
Example 3.6. Consider the association scheme on 8 points of example 2.21. This associ-
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ation scheme is imprimitive because the graph whose adjacency matrix is A1, consists of 2
disjoint 4-cliques and is disconnected. Then the set I defined in the proof of the theorem
3.5 for this association scheme is {0,1}, and we have
∑
i∈I
Ai = A0+A1 = I2⊗ J4 =

1 1 1 1 0 0 0 0
1 1 1 1 0 0 0 0
1 1 1 1 0 0 0 0
1 1 1 1 0 0 0 0
0 0 0 0 1 1 1 1
0 0 0 0 1 1 1 1
0 0 0 0 1 1 1 1
0 0 0 0 1 1 1 1

.
The equivalence classes are I0 = I,I1 = {2,3}. We have 2 ≈ 3 because p(3)12 = 3 6= 0 and
1 ∈ I. We have
∑
i∈I1
Ai = A2+A3 = (J2− I2)⊗ J4 =

0 0 0 0 1 1 1 1
0 0 0 0 1 1 1 1
0 0 0 0 1 1 1 1
0 0 0 0 1 1 1 1
1 1 1 1 0 0 0 0
1 1 1 1 0 0 0 0
1 1 1 1 0 0 0 0
1 1 1 1 0 0 0 0

.
This implies that the adjacency matrices of the quotient association scheme are B0 = I2 and
B1 = J2− I2.
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Here we review the definition of fiber and uniform association scheme [18]. For an
imprimitive association scheme (X ,S) with adjacency matrices A0,A1, . . . ,Ad , there is a set
I such that ∑i∈IAi = Ip⊗ Jr, for some positive integer p and r. Therefore, the set X is
partitioned into p subsets each one of which is called a fiber. For fibers U and V , let I(U,V )
denote the set of indices of adjacency matrices that have an edge between U and V . We
define a {0,1}-matrix AUVi by
(AUVi )xy =
 1 if (Ai)xy = 1, x ∈U , y ∈V ,0 otherwise.
Definition 3.7. An imprimitive association scheme is called uniform if it has a quotient
scheme with one class and there exists integers aki j such that for all fibers U,V,W and
i ∈ I(U,V ), j ∈ I(V,W ), we have
AUVi A
VW
j =∑
k
aki jA
UW
k .
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Chapter 4
Hadamard Matrices
In this chapter, we study a method of using sets of mutually unbiased regular Hadamard
matrices to generate 3-class association schemes. This method, introduced in [11], is given
in Section 4.3. Prior to that, we briefly review Hadamard matrices in the next Section while
in Section 4.2, we study mutually unbiased Hadamard matrices.
4.1 Definitions
A Hadamard matrix H is a {−1,1}-matrix of order n with orthogonal rows, (under the
usual inner product on Rn); that is, HHT = nIn.
Definition 4.1. A Hadamard matrix of order n for which the row sums and column sums
are all the same is called regular.
Note that in a regular Hadamard matrix of order n the row or column sums must be
√
n.
Suppose H is a Hadamard matrix of order n and suppose ci is the i-th column sum. Let j
denote the column of all ones and y denote the column with ci as its i-th element. Then we
have
jT HHT j = yT y = c21+ c
2
2+ · · ·+ c2n.
On the other hand, since HHT = In, we have
jT HHT j = jT Inj = n2.
Now, apply the Cauchy-Schwarz inequality giving
c1+ · · ·+ cn ≤
√
n
√
c21+ · · ·+ c2n. (4.1)
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If H is a regular Hadamard matrix, then y is a multiple of j, and we have equality in the
Cauchy-Schwarz inequality. Let the column sums of H be equal to m. Then from 4.1, we
have
mn = n
√
n,
which implies that m =
√
n. In the same way, we can prove that the row sum of H is also
equal to
√
n. A Hadamard matrix is normalized if all the elements of the first row and first
column are 1. The following is a normalized Hadamard matrix of order 4.
H4 =

1 1 1 1
1 1 − −
1 − 1 −
1 − − 1

.
4.2 Unbiased Hadamard Matrices and Bases for R n
Mutually unbiased regular Hadamard matrices are important objects for generating as-
sociation schemes. In this Section, we provide the definition of mutually unbiased bases
for R4n2 derived from mutually unbiased regular Hadamard matrices. The three definitions,
expressed below, appeared in [11].
Definition 4.2. Two Hadamard matrices H and K of order n are called unbiased if HKT =
√
nL for some Hadamard matrix L.
Since the elements of a Hadamard matrix are 1 or−1, the elements of the multiplication
of two Hadamard matrices are integral. This implies that the order of unbiased Hadamard
matrices must be a perfect square.
Definition 4.3. Two orthonormal bases B1 and B2 forRn are called mutually unbiased real
bases if 〈u,v〉 ∈ { 1√n ,− 1√n} for all u ∈ B1 and v ∈ B2, where 〈,〉 is the standard Euclidean
inner product on Rn.
35
4.2. UNBIASED HADAMARD MATRICES AND BASES FOR R N
Definition 4.4. A set of Hadamard matrices {H1, . . . ,Hk} is called mutually unbiased if
every pair of Hadamard matrices in this set is unbiased.
Let {H1, . . . ,Hk} be a set of mutually unbiased Hadamard (abbreviated as MUH) matri-
ces of order 4n2. Then the set
{I4n2,
1
2n
H1, . . . ,
1
2n
Hk}
forms a set of mutually unbiased bases (abbreviated as MUB) in R4n
2
.
If the elements of a set of MUH matrices are regular, they can be used to generate as-
sociation schemes. Mutually unbiased bases are called mutually unbiased regular bases
(abbreviated MURB) if they are derived from mutually unbiased regular Hadamard matri-
ces. Here, we state two lemmas about regular Hadamard matrices [11].
Lemma 4.5. Let H and K be two unbiased regular Hadamard matrices of order 4n2. Then
1
2nHK
T is also a regular Hadamard matrix.
Proof. Let C = 12nHK
T . Then
CCT = (
1
2n
HKT )(
1
2n
HKT )T =
1
4n2
(HKT )(HKT )T =
1
4n2
H(KT K)HT =
4n2
4n2
H(I4n2)H
T = HHT = 4n2I4n2.
Hence, 12nHK
T is a Hadamard matrix. Let j be the column vector of all ones, then we have
Cj = (
1
2n
HKT )j = (
1
2n
H)(2nj) = 2nj.
Similarly, we have jTC = 2njT . Therefore, 12nHK
T is a regular Hadamard matrix.
Lemma 4.6. There is a set of mutually unbiased regular Hadamard (abbreviated MURH)
matrices of order 4n2 with m elements if we have a set of MUH matrices of order 4n2 with
m+1, m≥ 2 elements.
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Proof. Let {H1,H2, . . . ,Hm+1} with m ≥ 2 be a set of MUH matrices of order 4n2. If
H1 = [hi j] and D = [h1 jδi j], where δi j is the Kronecker delta function defined by
δi j =
 1 if i = j,0 otherwise,
then the set {H1D,H2D, . . . ,Hm+1D} is a set of MUH matrices. By definition of D, we
have the first row of H1D is all 1 entries. Since the elements of {H1D,H2D, . . . ,Hm+1D}
are unbiased, the row sums of all other matrices are in {−2n,2n}. By negating all rows
with row sum −2n, all matrices in the set {H1D,H2D, . . . ,Hm+1D} except H1D are regular
Hadamard matrices. This implies that the set {H2D,H3D, . . . ,Hm+1D} is a set of mutually
unbiased regular Hadamard matrices with m elements.
If {I, 12nH1, 12nH2, . . . , 12nHm} is a MUB for R4n
2
, the Gramian matrix is as follows:
M =

I
H1/2n
. . .
Hm/2n

[
I HT1 /2n . . . H
T
m/2n
]
. (4.2)
Now, we mention a lemma from [11] which provides important properties of the Gramian
matrix.
Lemma 4.7. Let M be the Gramian of a MURB for R4n2 . Suppose N = 2n(M− I). Then
M2 = (m+1)M, M and N are symmetric, and N is a {0,−1,1}-matrix with

0 L12 . . . L1(m+1)
L21 0 . . . L2(m+1)
...
... . . .
...
L(m+1)1 L(m+1)2 . . . 0

,
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where Li j are regular Hadamard matrices.
Proof. The matrix M is symmetric because of its structure. Let F0 = I and Fi = 12nHi, for
1≤ i≤ m. Then we have
M2 =

F0
F1
...
Fm

[
FT0 F
T
1 . . . F
T
m
]

F0
F1
...
Fm

[
FT0 F
T
1 . . . F
T
m
]
=

F0
F1
...
Fm

(m+1)I
[
FT0 F
T
1 . . . F
T
m
]
= (m+1)M.
Hence, we have M2 = (m+1)M. If we expand M, we have
M =

I HT1 /2n . . . H
T
m/2n
H1/2n I . . . H1Hm/4n2
...
... . . .
...
Hm/2n HmH1/4n2 . . . I

.
Therefore, by letting N = 2n(M− I), we have
N =

0 HT1 . . . H
T
m
H1 0 . . . H1Hm/2n
...
... . . .
...
Hm HmH1/2n . . . 0

.
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Since each pair Hi and H j is unbiased, each of 12nHiH
T
j are {−1,1}-matrices. By setting
1
2nHiH
T
j = Li j and using the Lemma 4.5, we see that the matrix N has the desired form.
4.3 3-class Association Schemes
Association schemes derived from a set of MURB have interesting properties and they
can be generalized to 5-class association schemes. In [11], the following theorem is used
to present a 3-class association scheme constructed from a set of MURB. Then, we deter-
mine the intersection matrices, Krein matrices, and first and second eigenmatrices of this
association scheme.
Note that if A is a {0,1,−1}-matrix, we can write A = A+−A−, where A+ and A− are
disjoint {0,1}-matrices.
Theorem 4.8. Let M be the Gramian of a MURB of size m+ 1, m ≥ 2, in R4n2 as given
in 4.2 and let N = 2n(M− I). Then I4n2(m+1), N+, N− and Im+1⊗ J4n2− I4n2(m+1) form an
imprimitive 3-class association scheme.
Proof. Let p = m+ 1 and q = 4n2 and set D = (Ip⊗ Jq)− Ipq. Note N+−N− = N and
N++N− = Jpq− (Ip⊗ Jq). It suffices to prove that multiplication of any two pair of our
matrices is a linear combination of all four matrices. By Lemma 4.7, we have M2 = (m+
1)M. Hence, we have
N2 = 4n2(M2−2M+ Ipq) = 4n2((m+1)M+ Ipq)
= 2n(m−1)N+4n2mIpq. (4.3)
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From Lemma 4.7, we have
N+=

0 L+12 . . . L
+
1(m−1)
L+21 0 . . . L
+
2(m+1)
...
... . . .
...
L+(m+1)1 L
+
(m+1)2 . . . 0

, N−=

0 L−12 . . . L
−
1(m−1)
L−21 0 . . . L
−
2(m+1)
...
... . . .
...
L−(m+1)1 L
−
(m+1)2 . . . 0

.
The regularity of Li j’s implies
JqL±i j = L
±
i jJq = (2n
2±n)Jq, (4.4)
Therefore
JpqN± = N±Jpq = (2n2±n)mJpq. (4.5)
Set
S = (m−1)Jpq+ Ip⊗ Jq
= (m−1)Jpq+D+ Ipq
= mIpq+(m−1)N++(m−1)N−+mD.
From 4.4 and 4.5, we have
(N++N−)N+ = [Jpq− (Ip⊗ Jq)]N+
= (2n2+n)S, (4.6)
N+(N++N−) = N+[Jpq− (Ip⊗ Jq)]
= (2n2+n)S.
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These imply that N+ and N− commute. In the same way, we have
(N++N−)N− = (2n2−n)S. (4.7)
Adding 4.6 and 4.7 gives
(N++N−)2 = 4n2S. (4.8)
From 4.3 and 4.8
N+N− = N−N+ = (N++N−)2/4− (N+−N−)2/4
= n2S− n
2
(m−1)N−n2mIpq (4.9)
= (n2− n
2
)(m−1)N++(n2+ n
2
)(m−1)N−+n2mD. (4.10)
Subtracting 4.9 from 4.6, respectively 4.7, gives
(N±)2 = (n2±n)S+ n
2
(m−1)N+n2mIpq
= (2n2±n)mIpq+(n2+ n2 ±n)(m−1)N
+
+(n2− n
2
±n)(m−1)N−+(n2±n)mD. (4.11)
Next
D2 = (Ip⊗ Jq)2−2(Ip⊗ Jq)+ Ipq
= (4n2−2)(Ip⊗ Jq)+ Ipq
= (4n2−2)D+(4n2−1)Ipq. (4.12)
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From 4.5
N+D = DN+ = (Ip⊗ Jq)N+−N+
= (2n2+n)[Jpq− (Ip⊗ Jq)]−N+
= (2n2+n)[N++N−]−N+
= (2n2+n−1)N++(2n2+n)N−. (4.13)
In the same way, we have
N−D = DN−
= (2n2−n)N++(2n2−n−1)N−. (4.14)
Therefore, matrices I4n2(m+1), D, N
+, and N− form an association scheme. Moreover, this
association scheme is imprimitive because the graph of D consists of m+ 1 disjoint 4n2-
cliques and hence, it is disconnected.
By reviewing the proof of the Theorem 4.8, we evaluate the intersection matrices of the
association scheme shown below:
P0 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

,
P1 =

0 1 0 0
4n2−1 4n2−2 0 0
0 0 2n2+n−1 2n2+n
0 0 2n2−n 2n2−n−1

,
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P2 =

0 0 1 0
0 0 2n2+n−1 2n2+n
(2n2+n)m (n2+n)m (n2+ n2 +n)(m−1) (n2− n2 +n)(m−1)
0 n2m (n2− n2)(m−1) (n2+ n2)(m−1)

,
P3 =

0 0 0 1
0 0 2n2−n 2n2−n−1
0 n2m (n2− n2)(m−1) (n2+ n2)(m−1)
(2n2−n)m (n2−n)m (n2+ n2 −n)(m−1) (n2− n2 −n)(m−1)

.
Evaluating the eigenvalues of these matrices, we have the first eigenmatrix P:
P =

1 n(2n+1)m n(2n−1)m 4n2−1
1 nm −nm −1
1 −n n −1
1 −n(2n+1) −n(2n−1) 4n2−1

.
From the matrix 13P
−1, we find
Q =

1 4n2−1 (4n2−1)m m
1 2n−1 −2n+1 −1
1 −2n−1 2n+1 −1
1 −1 −m m

.
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Equation 3.3 gives us all four Krein matrices
B∗0 = I4,
B∗1 =

0 1 0 0
4n2−1 2(2n2−m−1)m+1 4n
2
m+1 0
0 4n
2m
m+1
(4n2−2)m−2
m+1 4n
2−1
0 0 1 0

,
B∗2 =

0 0 1 0
0 4n
2m
m+1
(4n2−2)m−2
m+1 4n
2−1
4mn2−m 2(2m2n2−m2−m)(m+1)
2(2m2n2−m2+1)
(m+1) 4(m−1)n2−m+1
0 m m−1 0

,
B∗3 =

0 0 0 1
0 0 1 0
0 m m−1 0
m 0 0 m−1

.
Specifically the following system of linear equations gives us the first row of B∗1:
q(0)01 +(4n
2−1)q(1)01 +m(4n2−1)q(2)01 +mq(3)01 = 4n2−1
q(0)01 +(2n−1)q(1)01 +(−2n+1)q(2)01 −q(3)01 = 2n−1
q(0)01 − (2n+1)q(1)01 +(2n+1)q(2)01 −q(3)01 =−2n−1
q(0)01 −q(1)01 −mq(2)01 +mq(3)01 =−1
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All systems of linear equations that we need to evaluate B∗0, . . . ,B
∗
3, are stated in Ap-
pendix B.
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Bush-type Hadamard Matrices
The theory of Bush-type Hadamard matrices is a special case of regular Hadamard matrices.
In Theorem 4.8 in Section 4.3, we gave the construction of a class of 3-class association
schemes derived from mutually unbiased regular Hadamard matrices. If we use mutually
unbiased Bush-type Hadamard (MUBH) matrices instead, we have the 3-class association
schemes of the Theorem 4.8, and moreover we can generalize this association scheme to
5-class association schemes. We describe this process in Section 5.2, and in Section 5.3,
we evaluate all intersection matrices, Krein matrices, and eigenmatrices of the 5-class as-
sociation scheme.
In [7], it is explained how Bush-type Hadamard matrices of skew-type form 3-class
association schemes whose relations are not symmetric. In the next Section, a different
method, suggested by my supervisor, is presented to show a similar result that has appeared
in [7]. In Section 5.4, we study the upper bound for the number of mutually unbiased Bush-
type Hadamard matrices of order 4n2 [18], and then provide an example in which this upper
bound is attained [12]. In Section 5.5, we study how to generate sets of mutually unbiased
Bush-type Hadamard matrices from association schemes [18].
Definition 5.1. [13] A Bush-type Hadamard matrix is a Hadamard matrix H = [Hi j] of order
n2 with sub blocks Hi j of size n such that Hii = Jn and Hi jJn = JnHi j = 0 , 1≤ i 6= j ≤ n.
5.1 Bush-type Matrices of skew-type and Association Schemes
All matrices in the definition of an association scheme provided in this thesis are sym-
metric. There are also (non-symmetric) association schemes where the adjacency matrices
are not required to be symmetric. However, the transpose of each of these matrices must be
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in the set of these matrices. From Bush-type Hadamard matrices of skew-type, One can con-
struct non-symmetric association schemes whose adjacency matrices commute with each
other [7]. We now present a method, suggested by my supervisor, to show a similar result
that has appeared in [7].
Let L = (li j) be a symmetric Latin square of order n = 3(4k), k ≥ 1, with 1 on diagonal
and H = (hi j) be a Hadamard matrix of order n. Consider the matrices Ci = rTi ri, where ri
is the i-th row of H, 1≤ i≤ 3(4k).
For each i, the matrix Ci = (c
(i)
rs ) is symmetric because we have
c(i)rs = hirhis = hishir = c
(i)
sr .
Suppose lrs = i. If s ≥ r, we replace i of the matrix L with Ci, and if r > s, we replace i
of the matrix L with −Ci to obtain matrix O of order n2. Since H is normalized and all
elements on diagonal of L are 1, O is a Bush-type Hadamard matrix of skew-type. Let
K = O− In⊗ Jn. Hence, K = (Jn− In)⊗Ki j, where Ki j’s have row sums and column sums
zero. So (In⊗ Jn)K = K(In⊗ Jn) = 0.
Theorem 5.2. The matrix K gives a non-symmetric commutative 3-class association scheme,
with classes A0,A1,A2, and A3 defined as follows:
1. A0 = In2;
2. A1 = In⊗ Jn− In2;
3. A2 = K+;
4. A3 = K−.
Proof. We prove this by showing that the multiplication of any pairs of elements of {A0,A1,A2,A3}
is a linear combination of A0, A1, A2, and A3. Cases involving A0 are trivial. We also have
A21 = (n−1)A0+(n−2)A1. To prove the other cases, we note that A2+A3 = (Jn− In)⊗Jn,
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A2 = (Jn− In)⊗Di j, and A3 = (Jn− In)⊗Ri j, where Di j’s and Ri j’s are regular matrices
with regularity n/2. This implies
JnDi j = Di jJn = JnRi j = Ri jJn =
n
2
Jn.
Therefore,
(In⊗ Jn)A2 = A2(In⊗ Jn) = (In⊗ Jn)A3 = A3(In⊗ Jn)
=
n
2
(In⊗ Jn) = n2(A2+A3). (5.1)
On the other hand, we have In⊗ Jn = A0+A1. Hence
A1A2 = A2A1 = (
n
2
−1)A2+ n2A3,
A1A3 = A3A1 =
n
2
A2+(
n
2
−1)A3.
We also know
(A2+A3)A2 = ((Jn− In)⊗ Jn)((Jn− In)⊗Di j)
= (In+(n−2)Jn)⊗ n2Jn, (5.2)
(A2+A3)A3 = ((Jn− In)⊗ Jn)((Jn− In)⊗Ri j)
= (In+(n−2)Jn)⊗ n2Jn, (5.3)
which implies A2 and A3 commute. Adding 5.2 and 5.3 gives
(A2+A3)2 = 2((In+(n−2)Jn)⊗ n2Jn).
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Next, we evaluate (A2−A3)2. Since
A2−A3 = K = O− In⊗ Jn,
it follows
(A2−A3)2 = (O− In⊗ Jn)(O− In⊗ Jn)
= OO−O(In⊗ Jn)− (In⊗ Jn)O+(In⊗ Jn)(In⊗ Jn)
=−n2In2 +n(In⊗ Jn).
Hence,
A2A3 = A3A2 =
(A2+A3)2
4
− (A2−A3)
2
4
=
1
2
((In+(n−2)Jn)⊗ n2Jn)−
1
4
(−n2In2 +n(In⊗ Jn))
= (
n2
2
− n
2
)A0+
n
4
(n−2)(A1+A2+A3).
This implies
A22 = A
2
3 =
n2
4
A1+(
n2
4
− n
2
)(A2+A3).
5.2 Bush-type Hadamard Matrices and Association Schemes
Association schemes of class five which are constructed from MUBH matrices are im-
portant in the sense that their Krein parameters give an upper bound on the number of
mutually unbiased Bush-type Hadamard matrices. In this Section, we generalize the asso-
ciation scheme of Theorem 4.8 to a 5-class association scheme by using a set of MUBH
matrices. To develop this idea, we need to mention the following lemma from [18].
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Lemma 5.3. The multiplication of two unbiased Bush-type Hadamard matrices H and K
of order 4n2 is of the form of HKT = 2nL, where L is a Bush-type Hadamard matrix.
Proof. If D = I2n⊗ J2n, then we have L is of Bush-type if and only if LD = DL = 2nD. On
the other hand, we have
LD =
1
2n
HKT D =
1
2n
H(2nD) = HD = 2nD.
In the same way, we have DL = 2nD. This implies L is a Bush-type Hadamard matrix.
In the following theorem, we generalize the association scheme of the Theorem 4.8 to
a 5-class association scheme:
Theorem 5.4. Let N+ and N− be the matrices given in Theorem 4.8. Define
A0 = I4n2(m+1),
A1 = Im+1⊗ I2n⊗ (J2n− I2n),
A2 = Im+1⊗ (J2n− I2n)⊗ J2n,
A3 = (Jm+1− Im+1)⊗ I2n⊗ J2n,
A4 = N+−A3, and
A5 = N−.
Then A0,A1, . . . ,A5 form an imprimitive 5-class association scheme.
Proof. From Theorem 4.8, we know
A25 = (N
−)2 = (2n2−n)mIpq+(n2+ n2 −n)(m−1)(A3+A4)
+(n2− n
2
−n)(m−1)A5+(n2−n)m(A1+A2). (5.4)
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Also
A0+A1 = Im+1⊗ I2n⊗ J2n;
A4+A5 = (Jm+1− Im+1)⊗ (J2n− I2n)⊗ J2n;
A1+A2 = D;
A4+A3 = N+,
where D = Im+1⊗ J4n2− I(m+1)4n2 . The case A0 is obvious. For other cases, we have
A1A1 = (Im+1⊗ I2n⊗ (J2n− I2n))(Im+1⊗ I2n⊗ (J2n− I2n))
= Im+1⊗ I2n⊗ ((2n−2)J2n+ I2n)
= Im+1⊗ I2n⊗ ((2n−2)J2n− (2n−2)I2n+(2n−2)I2n+ I2n)
= (Im+1⊗ I2n⊗ (2n−2)(J2n− I2n))+(Im+1⊗ I2n⊗ (2n−1)I2n)
= (2n−2)(Im+1⊗ I2n⊗ (J2n− I2n))+(2n−1)(Im+1⊗ I2n⊗ I2n)
= (2n−1)A0+(2n−2)A1.
A2A2 = (Im+1⊗ (J2n− I2n)⊗ J2n)(Im+1⊗ (J2n− I2n)⊗ J2n)
= Im+1⊗ ((2n−2)J2n+ I2n)⊗2nJ2n
= Im+1⊗ ((2n−2)J2n− (2n−2)I2n+(2n−2)I2n+ I2n)⊗2nJ2n
= (Im+1⊗ (2n−2)(J2n− I2n)⊗2nJ2n)+(Im+1⊗ (2n−1)I2n⊗2nJ2n)
= 2n(2n−2)(Im+1⊗ (J2n− I2n)⊗ J2n)+2n(2n−1)(Im+1⊗ I2n⊗ J2n)
= 2n(2n−2)A2+2n(2n−1)(A0+A1).
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A3A3 = ((Jm+1− Im+1)⊗ I2n⊗ J2n)((Jm+1− Im+1)⊗ I2n⊗ J2n)
= ((m−1)Jm+1+ Im+1)⊗ I2n⊗2nJ2n
= ((m−1)Jm+1− (m−1)Im+1+(m−1)Im+1+ Im+1)⊗ I2n⊗2nJ2n
= ((m−1)(Jm+1− Im+1)⊗ I2n⊗2nJ2n)+(mIm+1⊗ I2n⊗2nJ2n)
= 2n(m−1)A3+2mn(A0+A1).
A1A2 = A2A1 = (Im+1⊗ I2n⊗ (J2n− I2n))(Im+1⊗ (J2n− I2n)⊗ J2n)
= Im+1⊗ (J2n− I2n)⊗ (2n−1)J2n
= (2n−1)A2.
A1A3 = A3A1 = (Im+1⊗ I2n⊗ (J2n− I2n))((Jm+1− Im+1)⊗ I2n⊗ J2n)
= (Jm+1− Im+1)⊗ I2n⊗ (2n−1)J2n
= (2n−1)A3.
A2A3 = A3A2 = (Im+1⊗ (J2n− I2n)⊗ J2n)((Jm+1− Im+1)⊗ I2n⊗ J2n)
= (Jm+1− Im+1)⊗ (J2n− I2n)⊗2nJ2n
= 2n(A4+A5).
Since N+N− = N−N+ = (n2−n/2)(m−1)N++(n2+n/2)(m−1)N−+n2mD,
A5 = N−, and A4+A3 = N+, we have
A5(A4+A3) = (n2− n2)(m−1)(A3+A4)+(n
2+
n
2
)(m−1)A5+n2m(A1+A2). (5.5)
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On the other hand, we have
A5 = (Jm+1− Im+1)⊗ (J2n− I2n)⊗Oi j,
and
A4 = (Jm+1− Im+1)⊗ (J2n− I2n)⊗Ti j,
where Oi j’s and Ti j’s are blocks of order 2n satisfying Oi jJ2n = n and Ti jJ2n = n. Therefore,
A5A3 = A3A5 = ((Jm+1− Im+1)⊗ (J2n− I2n)⊗Oi j)((Jm+1− Im+1)⊗ I2n⊗ J2n)
= ((m−1)Jm+1+ Im+1)⊗ (J2n− I2n)⊗nJ2n
= ((m−1)Jm+1− (m−1)Im+1+(m−1)Im+1+ Im+1)⊗ (J2n− I2n)⊗nJ2n
= ((m−1)(Jm+1− Im+1)⊗ (J2n− I2n)⊗nJ2n)+(mIm+1⊗ (J2n− I2n)⊗nJ2n)
= (m−1)n(A4+A5)+mnA2.
In the same way, we find
A4A3 = A3A4 = (m−1)n(A4+A5)+mnA2.
By 5.5, we have
A5A4 = n2mA1+m(n2−n)A2+(n2− n2)(m−1)A3
+(n2− n
2
−n)(m−1)A4+(n2+ n2 −n)(m−1)A5.
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Since we have
N+N+ = (2n2+n)mI+(n2+
n
2
+n)(m−1)N+
+(n2− n
2
+n)(m−1)N−+(n2+n)mD,
N+ = A4+A3,
and D = A1+A2, we imply
(A4+A3)(A4+A3) = (2n2+n)mI+(n2+
n
2
+n)(m−1)(A4+A3)
+(n2− n
2
+n)(m−1)A5+(n2+n)m(A2+A1).
Since A4A4 = (A4+A3)(A4+A3)−2A3A4−A3A3, we evaluate
A4A4 = (2n2−n)mI+(n2−n)mA1+(n2−n)mA2+(n2+ n2 −n)(m−1)A3
+(n2+
n
2
−n)(m−1)A4+(n2− n2 −n)(m−1)A5.
We also evaluate
A5A2 = A2A5 = ((Jm+1− Im+1)⊗ (J2n− I2n)⊗Oi j)(Im+1⊗ (J2n− I2n)⊗ J2n)
= (Jm+1− Im+1)⊗ ((2n−2)J2n+ I2n)⊗nJ2n
= (Jm+1− Im+1)⊗ ((2n−2)J2n− (2n−2)I2n+(2n−2)I2n+ I2n)⊗nJ2n
= (2n−2)n(A4+A5)+(2n−1)nA3.
This implies
A4A2 = A2A4 = (2n−2)n(A4+A5)+(2n−1)nA3.
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Since
DN+ = N+D = (2n2+n−1)N++(2n2+n)N−,
we have
(A1+A2)(A3+A4) = (2n2+n−1)(A3+A4)+(2n2+n)A5.
Since
A1A4 = A4A1 = (A1+A2)(A3+A4)−A1A3−A2A3−A2A4,
we have
A1A4 = A4A1 = (n−1)A4+nA5.
Since we have
DN− = N−D = (2n2−n)N++(2n2−n−1)N−,
then
(A2+A1)A5 = (2n2−n)(A3+A4)+(2n2−n−1)A5.
Finally, we have
A5A1 = A1A5 = (A2+A1)A5−A2A5.
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In a summary, we have
A1A1 = (2n−1)A0+(2n−2)A1,
A1A2 = A2A1 = (2n−1)A2,
A1A3 = A3A1 = (2n−1)A3,
A1A4 = A4A1 = (n−1)A4+nA5,
A1A5 = A5A1 = nA4+(n−1)A5,
A2A2 = 2n(2n−1)I+2n(2n−1)A1+2n(2n−2)A2,
A2A3 = A3A2 = 2n(A4+A5),
A2A4 = A4A2 = (2n−1)nA3+(2n−2)n(A4+A5),
A2A5 = A5A2 = (2n−1)nA3+(2n−2)n(A4+A5),
A3A3 = 2mn(I+A1)+2n(m−1)A3,
A3A4 = A4A3 = mnA2+(m−1)n(A4+A5),
A3A5 = A5A3 = mnA2+(m−1)n(A4+A5),
A4A4 = (2n2−n)mI+(n2−n)mA1+(n2−n)mA2+(n2+ n2 −n)(m−1)A3
+(n2− n
2
)(m−1)A4+(n2− 3n2 )(m−1)A5,
A4A5 = A5A4 = n2mA1+m(n2−n)A2+(n2− n2)(m−1)A3
+(n2− 3n
2
)(m−1)A4+(n2− n2)(m−1)A5,and
A5A5 = (2n2−n)(m)I+(n2−n)(m)(A1+A2)
+(n2− n
2
)(m−1)(A3+A4)+(n2− 3n2 )(m−1)A5.
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5.3 Eigenmatrices, Intersection Matrices, and Krein Matrices
The first and second eigenmatrices of an association scheme are really important, in-
deed, they are the change of bases matrices of two bases of the Bose-Mesner algebra. In
this Section, we study the association schemes of the Theorem 5.4 by evaluating the first
and second eigenmatrices. When the linear combinations of the product of adjacency matri-
ces of an association scheme are available, we can easily evaluate all intersection matrices
of the scheme. The intersection matrices of the association scheme of Theorem 5.4 are
shown below.
P0 =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

,
P1 =

0 1 0 0 0 0
2n−1 2n−2 0 0 0 0
0 0 2n−1 0 0 0
0 0 0 2n−1 0 0
0 0 0 0 n−1 n
0 0 0 0 n n−1

,
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P2 =

0 0 1 0 0 0
0 0 2n−1 0 0 0
2n(2n−1) 2n(2n−1) 2n(2n−1) 0 0
0 0 0 0 2n 2n
0 0 0 n(2n−1) n(2n−2) n(2n−2)
0 0 0 n(2n−1) n(2n−2) n(2n−2)

,
P3 =

0 0 0 1 0 0
0 0 2n−1 0 0 0
0 0 0 0 2n 2n
2mn 2mn 0 2n(m−1) 0 0
0 0 mn 0 n(m−1) n(m−1)
0 0 mn 0 n(m−1) n(m−1)

,
P4 =

0 0 0 0 1 0
0 0 0 0 n−1 n
0 0 0 n(2n−1) n(2n−2) n(2n−2)
0 0 mn 0 n(m−1) n(m−1)
m(2n2−n) m(n2−n) m(n2−n) (m−1)(n2+ n2 −n) (m−1)(n2− n2 ) (m−1)(n2− 3n2 )
0 mn2 m(n2−n) (m−1)(n2− n2 ) (m−1)(n2− 3n2 ) (m−1)(n2− n2 )

,
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P5 =

0 0 0 0 0 1
0 0 0 0 n n−1
0 0 0 n(2n−1) n(2n−2) n(2n−2)
0 0 mn 0 n(m−1) n(m−1)
0 mn2 m(n2−n) (m−1)(n2− n2 ) (m−1)(n2− 3n2 ) (m−1)(n2− n2 )
m(2n2−n) m(n2−n) m(n2−n) (m−1)(n2− n2 ) (m−1)(n2− n2 ) (m−1)(n2− 3n2 )

.
By evaluating the eigenvalues of these matrices, we have eigenmatrix
P =

1 2n−1 2n(2n−1) 2nm nm(2n−1) nm(2n−1)
1 −1 0 0 nm −nm
1 2n−1 −2n 2nm −nm −nm
1 2n−1 −2n −2n n n
1 −1 0 0 −n n
1 2n−1 2n(2n−1) −2n −n(2n−1) −n(2n−1)

.
Computing 16P
−1 gives
Q =

1 2n(2n−1) 2n−1 m(2n−1) 2nm(2n−1) m
1 −2n 2n−1 m(2n−1) −2nm m
1 0 −1 −m 0 m
1 0 2n−1 −2n+1 0 −1
1 2n −1 1 −2n −1
1 −2n −1 1 2n −1

.
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Then, Equation 3.3 gives all six Krein matrices.
B∗0 = I6,
B∗1 =

0 1 0 0 0 0
(4n2−2n) 4(n2−n)(m+1) −2((m+1)n−2n
2)
(m+1)
4n2
(m+1)
4(n2−n)
(m+1) 0
0 −(m−2n+1)(m+1) 0 0
2n
(m+1) 0
0 2mn(m+1) 0 0
(2mn−m−1)
(m+1) 0
0 4(mn
2−mn)
(m+1)
4mn2
(m+1)
2(2mn2−(m+1)∗n)
(m+1)
4(mn2−mn)
(m+1) (4n
2−2n)
0 0 0 0 1 0

,
B∗2 =

0 0 1 0 0 0
0 −(m−2n+1)(m+1) 0 0
2n
(m+1) 0
(2n−1) 0 (2n−2) 0 0 0
0 0 0 (2n−2) 0 (2n−1)
0 2mn(m+1) 0 0
(2mn−m−1)
(m+1) 0
0 0 0 1 0 0

,
B∗3 =

0 0 0 1 0 0
0 2mn(m+1) 0 0
(2mn−m−1)
(m+1) 0
0 0 0 (2n−2) 0 (2n−1)
2mn−m 0 2mn−2m 2(m−1)n−2m+2 0 2(m−1)n−m+1
0 (2m
2n−m2−m)
(m+1) 0 0
(2m2n−m2+1)
(m+1) 0
0 0 m m−1 0 0

,
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B∗4 =

0 0 0 0 1 0
0 4(mn
2−mn)
(m+1)
4mn2
(m+1)
2(2mn2−(m+1)n)
(m+1)
4(mn2−mn)
(m+1) (4n
2−2n)
0 2mn(m+1) 0 0
(2mn−m−1)
(m+1) 0
0 (2m
2n−m2−m)
(m+1) 0 0
(2m2n−m2+1)
(m+1) 0
4mn2−2mn 4(m2n2−m2n)(m+1) 2(2m
2n2−(m2+m)n)
(m+1)
2(2m2n2−(m2−1)n)
(m+1)
4(m2n2−m2n)
(m+1) a
0 m 0 0 m−1 0

,
where a = 4(m−1)n2−2(m−1)n; and
B∗5 =

0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0
0 0 m m−1 0 0
0 m 0 0 m−1 0
m 0 0 0 0 m−1

.
For instance, the following system of linear equations allows us to determine the first row
of B∗5.
q(0)05 +(2n)(2n−1)q(1)05 +(2n−1)q(2)05 +m(2n−1)q(3)05 +m(2n)(2n−1)q(4)05 +mq(5)05 = m
q(0)05 −2nq(1)05 +(2n−1)q(2)05 +m(2n−1)q(3)05 −2mnq(4)05 +mq(5)05 = m
q(0)05 −q(2)05 −mq(3)05 +mq(5)05 = m
q(0)05 +(2n−1)q(2)05 − (−2n+1)q(3)05 −q(5)05 =−1
q(0)05 +2nq
(1)
05 −q(2)05 +q(3)05 −2nq(4)05 −q(5)05 =−1
q(0)05 −2nq(1)05 −q(2)05 +q(3)05 +2nq(4)05 −q(5)05 =−1
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All systems of linear equations that we need to evaluate B∗0, . . . ,B
∗
5, appear in Appendix C.
Example 5.5. [12] In this example, we use a Gramian of a MURB to make a 5-class associ-
ation scheme. First we construct the MURB. We start with the following Hadamard matrix
of order 4.
H =

1 1 1 1
1 1 − −
1 − 1 −
1 − − 1

Let Ci = rTi ri, where ri is the i-th row of H. Then we have
C1 =

1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1

, C2 =

1 1 − −
1 1 − −
− − 1 1
− − 1 1

,
C3 =

1 − 1 −
− 1 − 1
1 − 1 −
− 1 − 1

, C4 =

1 − − 1
− 1 1 −
− 1 1 −
1 − − 1

.
For the next step, we consider three following MSLS:
MSLS1 =

1 2 3 4
2 1 4 3
3 4 1 2
4 3 2 1

, MSLS2 =

1 4 2 3
4 1 3 2
2 3 1 4
3 2 4 1

, MSLS3 =

1 3 4 2
3 1 2 4
4 2 1 3
2 4 3 1

By replacing i with Ci in MSLS j, 1 ≤ i ≤ 4 and 1 ≤ j ≤ 3, we make a MURH whose
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elements {H1,H2,H3} are of order 16 as shown below:
H1 =

1 1 1 1 1 1 − − 1 − 1 − 1 − − 1
1 1 1 1 1 1 − − − 1 − 1 − 1 1 −
1 1 1 1 − − 1 1 1 − 1 − − 1 1 −
1 1 1 1 − − 1 1 − 1 − 1 1 − − 1
1 1 − − 1 1 1 1 1 − − 1 1 − 1 −
1 1 − − 1 1 1 1 − 1 1 − − 1 − 1
− − 1 1 1 1 1 1 − 1 1 − 1 − 1 −
− − 1 1 1 1 1 1 1 − − 1 − 1 − 1
1 − 1 − 1 − − 1 1 1 1 1 1 1 − −
− 1 − 1 − 1 1 − 1 1 1 1 1 1 − −
1 − 1 − − 1 1 − 1 1 1 1 − − 1 1
− 1 − 1 1 − − 1 1 1 1 1 − − 1 1
1 − − 1 1 − 1 − 1 1 − − 1 1 1 1
− 1 1 − − 1 − 1 1 1 − − 1 1 1 1
− 1 1 − 1 − 1 − − − 1 1 1 1 1 1
1 − − 1 − 1 − 1 − − 1 1 1 1 1 1

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H2 =

1 1 1 1 1 − − 1 1 1 − − 1 − 1 −
1 1 1 1 − 1 1 − 1 1 − − − 1 − 1
1 1 1 1 − 1 1 − − − 1 1 1 − 1 −
1 1 1 1 1 − − 1 − − 1 1 − 1 − 1
1 − − 1 1 1 1 1 1 − 1 − 1 1 − −
− 1 1 − 1 1 1 1 − 1 − 1 1 1 − −
− 1 1 − 1 1 1 1 1 − 1 − − − 1 1
1 − − 1 1 1 1 1 − 1 − 1 − − 1 1
1 1 − − 1 − 1 − 1 1 1 1 1 − − 1
1 1 − − − 1 − 1 1 1 1 1 − 1 1 −
− − 1 1 1 − 1 − 1 1 1 1 − 1 1 −
− − 1 1 − 1 − 1 1 1 1 1 1 − − 1
1 − 1 − 1 1 − − 1 − − 1 1 1 1 1
− 1 − 1 1 1 − − − 1 1 − 1 1 1 1
1 − 1 − − − 1 1 − 1 1 − 1 1 1 1
− 1 − 1 − − 1 1 1 − − 1 1 1 1 1

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H3 =

1 1 1 1 1 − 1 − 1 − − 1 1 1 − −
1 1 1 1 − 1 − 1 − 1 1 − 1 1 − −
1 1 1 1 1 − 1 − − 1 1 − − − 1 1
1 1 1 1 − 1 − 1 1 − − 1 − − 1 1
1 − 1 − 1 1 1 1 1 1 − − 1 − − 1
− 1 − 1 1 1 1 1 1 1 − − − 1 1 −
1 − 1 − 1 1 1 1 − − 1 1 − 1 1 −
− 1 − 1 1 1 1 1 − − 1 1 1 − − 1
1 − − 1 1 1 − − 1 1 1 1 1 − 1 −
− 1 1 − 1 1 − − 1 1 1 1 − 1 − 1
− 1 1 − − − 1 1 1 1 1 1 1 − 1 −
1 − − 1 − − 1 1 1 1 1 1 − 1 − 1
1 1 − − 1 − − 1 1 − 1 − 1 1 1 1
1 1 − − − 1 1 − − 1 − 1 1 1 1 1
− − 1 1 − 1 1 − 1 − 1 − 1 1 1 1
− − 1 1 1 − − 1 − 1 − 1 1 1 1 1

Then the set {I, 14H1, 14H2, 14H3} is a set of MURB. The Gramian matrix M of {I, 14H1, 14H2, 14H3}
gives a 5 class association scheme with the classes explained in Theorem 5.4. The adjacency
matrices of this association scheme and the elements of the basis of principal idempotents
of the Bose-Mesner algebra are of order 64. All these 12 matrices are listed in Appendix A.
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We study this association scheme by providing the parameters and matrices related to
it. We have n = 2 and m = 3. Hence, the first and second eigenmatrices of scheme are:
P =

1 3 12 12 18 18
1 −1 0 0 6 −6
1 3 −4 12 −6 −6
1 3 −4 −4 2 2
1 −1 0 0 −2 2
1 3 12 −4 −6 −6

, Q =

1 12 3 9 36 3
1 −4 3 9 −12 3
1 0 −1 −3 0 3
1 0 3 −3 0 −1
1 4 −1 1 −4 −1
1 −4 −1 1 4 −1

and the six Krein matrices are as follows:
B∗0 = I6,
B∗1 =

0 1 0 0 0 0
12 2 0 4 2 0
0 0 0 0 1 0
0 3 0 0 2 0
0 6 12 8 6 12
0 0 0 0 1 0

, B∗2 =

0 0 1 0 0 0
0 0 0 0 1 0
3 0 2 0 0 0
0 0 0 2 0 3
0 3 0 0 2 0
0 0 0 1 0 0

,
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B∗3 =

0 0 0 1 0 0
0 3 0 0 2 0
0 0 0 2 0 3
9 0 6 4 0 6
0 6 0 0 7 0
0 0 3 2 0 0

, B∗4 =

0 0 0 0 1 0
0 6 12 8 6 12
0 3 0 0 2 0
0 6 0 0 7 0
36 18 24 28 18 24
0 3 0 0 2 0

,
B∗5 =

0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0
0 0 3 2 0 0
0 3 0 0 2 0
3 0 0 0 0 2

.
The multiplications among elements of the set {A0,A1, . . . ,A5} are shown below.
A0A0 = I , A0A1 = A1, A0A2 = A2, A0A3 = A3,A0A4 = A4, A0A5 = A5,
A1A1 = 3I+2A1, A1A2 = 3A2, A1A3 = 3A3, A1A4 = A4+2A5, A1A5 = 2A4+A5,
A2A2 = 12I+12A1+8A2, A2A3 = 4A4+4A5, A2A4 = 6A3+4A4+4A5,
A2A5 = 6A3+4A4+4A5, A3A3 = 12I+12A1+8A3, A3A4 = 6A2+4A4+4A5,
A3A5 = 6A2+4A4+4A5, A4A4 = 18I+6A1+6A2+6A3+6A4+2A5,
A4A5 = 12A1+6A2+6A3+2A4+6A5, A5A5 = 18I+6A1+6A2+6A3+6A4+2A5.
This association scheme is imprimitive because the graph whose adjacency matrix is
A1 is disconnected. Indeed, it includes 16 disjoint cliques of size 4. The choice of I,
satisfying ∑i∈IAi = Ip⊗ Jq for some p and q, is not unique. We choose I = {0,1,2}, so
∑i∈IAi = I4⊗ J16. The equivalence classes are I0 = I = {0,1,2} and I1 = {3,4,5} with
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the property that ∑i∈I1 Ai = (J4− I4)⊗ J16. Since we have
∑
i∈I0
Ai = I4⊗ J16
and
∑
i∈I1
Ai = (J4− I4)⊗ J16,
the matrices B0 = I4 and B1 = J4− I4 form the quotient association scheme.
5.4 Upper Bound on the Number of MUBH Matrices
In this Section, we study a method of evaluating an upper bound for the number of
MUBH matrices of order 4n2 [18]. Then, an example from [12] is provided in which a set
of MUBH matrices is constructed whose cardinality is equal to the upper bound.
Kharaghani and Suda [18] determined the upper bound on the number of MUBH ma-
trices as follows:
Theorem 5.6. The number of MUBH matrices of order 4n2 is at most 2n−1.
Proof. Suppose m is the number of MUBH matrices of order 4n2. By Theorem 5.4, we
have a 5-class association scheme made by this MUBH. By looking at B∗1 of this association
scheme appeared in page 60, we have q212 =
−(m−2n+1)
(m+1) . Lemma 3.4 shows that the Krein
parameters of an association scheme are non-negative. Therefore, 2n−m−1 must be non-
negative. Hence, we conclude m≤ 2n−1.
So far, every item is more or less a quotation [12].
Theorem 5.7. If there are m mutually suitable Latin squares of size 2n with all one en-
tries on diagonal, where 2n is the order of a Hadamard matrix, then there are m mutually
unbiased Bush-type Hadamard matrices of order 4n2.
Proof. Let C0, . . . ,C2n−1 be the matrices corresponding to the normalized Hadamard matrix
of order 2n. We may assume that all Latin squares are on the set {0,1, . . . ,2n−1} and their
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rows and columns are all labeled by the set. Replacing the entry i in each of the Latin
squares by the matrix Ci, 0 ≤ i ≤ 2n− 1 will result in m mutually unbiased Bush-type
Hadamard matrices of order 4n2.
Example 5.8. [12] In the first part of the Example 5.5, we made a set of MUBH matrices of
order 16 with three elements. By Theorem 5.6, we reached the upper bound on the number
of mutually unbiased Bush-type Hadamard matrices of order 16. The matrices H1,H2,H3
are mutually unbiased Bush-type Hadamard matrices which all are symmetric and the set
{I16, 14H1,
1
4
H2,
1
4
H3}
forms a group under matrix multiplication. We note that H1,H2,H3 have the following
form.
H1 =

C0 C2 C3 C1
C2 C0 C1 C3
C3 C1 C0 C2
C1 C3 C2 C0

, H2 =

C0 C3 C1 C2
C3 C0 C2 C1
C1 C2 C0 C3
C2 C1 C3 C0

, H3 =

C0 C1 C2 C3
C1 C0 C3 C2
C2 C3 C0 C1
C3 C2 C1 C0

5.5 A Set of MUBH Matrices Derived from Association Schemes
Using the association scheme of Theorem 5.4, we can construct a set of mutually un-
biased Bush-type Hadamard matrices. In this Section, we study the structure of this set by
giving the following theorem from [18]:
Theorem 5.9. Suppose (X ,R) is an association scheme with 5 classes A0, . . . ,A5 and with
the same eigenmatrices of the association scheme of Theorem 5.4. Then there exists a set
of MUBH matrices {H1, . . . ,Hm} of order 4n2.
Proof. Let B0 = A0, B1 = A3+A4, B2 = A5 and B3 = A1+A2. We rearrange the vertices so
that B3 = (Im+1⊗ J4n2)− I4n2(m+1).
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We first determine the form of A3. Since A1 is the adjacency matrix of an imprimitive
strongly regular graph with eigenvalues 2n− 1 and −1 with multiplicities 2n(m+ 1) and
2n(2n− 1)(m+ 1) respectively, A1 is equal to I2n(m+1)⊗ (J2n− I2n) after rearranging the
vertices. Since B3 = (Im+1⊗ J4n2)− I4n2(m+1) = A1 +A2, the matrix A2 has the form of
Im+1⊗ (J2n− I2n)⊗ J2n. Since B3 and A3 are disjoint and A2A3 = 2n(A4 +A5), we have
A3 = (Jm+1− Im+1)⊗ I2n⊗ J2n.
Letting G = (m+1)(E0+E1+E2), we observe that
G = (m+1)(E0+E1+E2)
=
1
4n2
5
∑
i=0
(qi0+qi1+qi2)Ai
= A0+
1
2n
A3+
1
2n
A4− 12nA5.
Since A3+A4+A4 = (Jm+1− Im+1)⊗ I2n⊗ J2n, G has the following form
G =

I2n 12nH1,2 . . .
1
2nH1,m+1
1
2nH2,1 I2n . . .
1
2nH2,m+1
...
... . . .
...
1
2nHm+1,1
1
2nHm+1,2 . . . I2n

,
where Hi, j, for i 6= j, is a {1,−1}-matrix.
Let Hk :=Hk+1,1, for each 1≤ k≤m. Now, we want to prove that the set {H1,H2, . . . ,Hm}
is a set of mutually unbiased Bush-type Hadamard matrices. Consider the principal sub-
matrix G of the matrix G obtained by restricting to the indices on the first and (k+ 1)-th
blocks, that is,
G =
 I2n 12nHTk
1
2nHk I2n
 .
Since the association scheme is uniform, restricting to indices on the first and second blocks
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yields an association scheme with the eigenmatrix P = (pi j) obtained by putting m = 1.
Since m+12 E0,
m+1
2 E1, and
m+1
2 E2 are principal idempotents of the subscheme, we have
G2 = 2G. On the other hand, by matrix multiplication we have
G2 =
 I2n 12nHTk
1
2nHk I2n

 I2n 12nHTk
1
2nHk I2n
=
 I2n+ 14n2 HTk Hk 1nHTk
1
nHk I2n+
1
4n2 HkH
T
k
 .
Hence, the equality
 2I2n 1nHTk
1
nHk 2I2n
=
 I2n+ 14n2 HTk Hk 1nHTk
1
nHk I2n+
1
4n2 HkH
T
k

implies that Hk is a Hadamard matrix of order 4n2.
The next step is to prove that the Hadamard matrix Hk is Bush-type. For this, we
evaluate A3G in two ways, and the final equality gives us the desired result. First, we have
A3G = (m+1)A3(E0+E1+E2)
= (m+1)(
5
∑
i=0
pi3E i)(E0+E1+E2)
= (m+1)(
2
∑
i=0
pi3E i)
= 2n(m+1)(E0+E2)
= 2n(m+1)
(
1
4n2(m+1)
5
∑
i=0
(qi0+qi2)Ai
)
= A0+A1+A2
=
I2n⊗ J2n I2n⊗ J2n
I2n⊗ J2n I2n⊗ J2n
 .
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On the other hand
A3G =
 0 I2n⊗ J2n
I2n⊗ J2n 0

 I2n 12nHTk
1
2nHk I2n

=
 12n(I2n⊗ J2n)Hk I2n⊗ J2n
I2n⊗ J2n 12n(I2n⊗ J2n)HTk

Therefore, we obtain the following equality
(I2n⊗ J2n)Hk = (I2n⊗ J2n)HTk = 2n(I2n⊗ J2n),
which implies Hk is Bush-type.
As the final step, we prove H1, . . . ,Hm are unbiased. Let k, l be integer satisfying 1 ≤
k < l ≤m. Now, consider the principal submatrix G of the matrix G obtained by restricting
to the indices on the first, (k+1)-th, and (l+1)-th blocks, that is
G =

I2n 12nH
T
k
1
2nH
T
l
1
2nHk I2n
1
2nHk+1,l+1
1
2nHl
1
2nHl+1,k+1 I2n
 .
Since m+13 E0,
m+1
3 E1, and
m+1
3 E2 are principal idempotents of the subscheme, we have
G2 = 3G. On the other hand, by matrix multiplication we have
G2 =

I2n 12nH
T
k
1
2nH
T
l
1
2nHk I2n
1
2nHk+1,l+1
1
2nHl
1
2nHl+1,k+1 I2n


I2n 12nH
T
k
1
2nH
T
l
1
2nHk I2n
1
2nHk+1,l+1
1
2nHl
1
2nHl+1,k+1 I2n
=
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
I2n+ 14n2 H
T
k Hk +
1
4n2 H
T
l Hl
1
nH
T
k +
1
4n2 H
T
l Hl+1,k+1
1
nH
T
l +
1
4n2 H
T
k Hk+1,l+1
1
nHk +
1
4n2 Hk+1,l+1Hl
1
4n2 HkH
T
k + I2n+
1
4n2 Hk+1,l+1Hl+1,k+1
1
4n2 HkH
T
l +
1
nHk+1,l+1
1
nHl +
1
4n2 Hl+1,k+1Hk
1
4n2 HlH
T
k +
1
nHl+1,k+1 C
 ,
where the matrix C is equal to 14n2 HlH
T
l +
1
4n2 Hl+1,k+1Hk+1,l+1 + I2n. On the other hand,
we have G2 = 3G. Hence, we have

3I2n 32nH
T
k
3
2nH
T
l
3
2nHk 3I2n
3
2nHk+1,l+1
3
2nHl
3
2nHl+1,k+1 3I2n
=

I2n+ 14n2 H
T
k Hk +
1
4n2 H
T
l Hl
1
nH
T
k +
1
4n2 H
T
l Hl+1,k+1
1
nH
T
l +
1
4n2 H
T
k Hk+1,l+1
1
nHk +
1
4n2 Hk+1,l+1Hl
1
4n2 HkH
T
k + I2n+
1
4n2 Hk+1,l+1Hl+1,k+1
1
4n2 HkH
T
l +
1
nHk+1,l+1
1
nHl +
1
4n2 Hl+1,k+1Hk
1
4n2 HlH
T
k +
1
nHl+1,k+1 C
 ,
Comparing the (2,3)-block of two matrices in the last equation, we have
1
4n2
HkHTl +
2
2n
Hk+1,l+1 =
3
2n
Hk+1,l+1
which implies HkHTl = 2nHk+1,l+1. Since Hk+1,l+1 is a {1,−1}-matrix, Hk and Hl are
unbiased. Therefore, the set of matrices derived from the association scheme is a set of
MUBH matrices.
5.6 Conclusion
There is a relation between association schemes and Hadamard matrices in the sense
that one can be used to generate the other. Kharaghani and his co-workers worked on
this relation from many aspects. The fundamental part of this thesis was concerned about
how Hadamard matrices and association schemes interact with each other. More generally,
the theory of association schemes deals with many combinatorial notions. In this thesis,
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a discussion on association schemes derived from practical concepts such as graphs and
designs were provided. Moreover, studying the Bose-Mesner algebra of an association
scheme provides us with eigenmatrices of the association scheme and also other crucial
matrices, such as intersection matrices and Krein matrices.
We devoted a part of this thesis to study these matrices and review a practical way to
evaluate them. We also discussed how imprimitive association schemes and quotient asso-
ciation schemes are related. The diversity of applications of association schemes persuaded
us to study the concept of association schemes more in depth. It is hoped that this will
lead to a better understanding of this area of combinatorics and lead to further avenues of
research. The open questions on this area are about the existence of association schemes
of some specific orders. One can continue this research by using combinatorial concepts to
generate new classes of association schemes. Conversely, researchers may use association
schemes to generate different combinatorial objects.
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Appendix A
Adjacency Matrices
The adjacency matrices {A0, . . . ,A5} of the association scheme mentioned in the example
5.5 and the elements of basis of principal idempotents {E0,E1, . . . ,E5} of the Bose-Mesner
algebra are provided here. Examining them helps us to understand the theoretical part of
this thesis better.
For convenience, we present 6Ei instead of Ei because the elements of 6Ei are all inte-
gers. If a is an integer, we denote −a by a. Moreover, we have c = 12 and z = 36.
A0 = I64,
A1 = I16⊗ J4,
6E0 = J.
77
A. ADJACENCY MATRICES
A2 =

0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0
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A. ADJACENCY MATRICES
A3 =

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

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A. ADJACENCY MATRICES
A4 =

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 0 1 0 1 0 0 1 0 0 0 0 1 0 0 1 1 1 0 0 1 0 1 0 0 0 0 0 1 0 1 0 1 0 0 1 1 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 0 1 0 1 1 0 0 0 0 0 0 1 1 0 1 1 0 0 0 1 0 1 0 0 0 0 0 1 0 1 0 1 1 0 1 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 1 0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 1 1 1 0 1 0 0 0 0 0 1 0 1 0 0 1 1 0 0 0 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 1 1 0 0 1 0 0 0 0 1 0 0 1 0 0 1 1 0 1 0 1 0 0 0 0 0 1 0 1 1 0 0 1 0 0 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 0 0 1 1 0 1 0 1 0 0 1 0 0 0 0 1 0 1 0 1 1 0 0 1 0 1 0 0 0 0 0 1 1 0 0 1 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 1 0 0 1 0 1 0 1 1 0 0 0 0 0 0 1 0 1 1 1 0 0 0 1 0 1 0 0 0 0 1 1 0 0 0 1 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 1 1 0 1 0 1 0 0 1 1 0 0 0 0 0 1 0 1 0 0 0 1 1 1 0 1 0 0 0 0 0 0 0 1 1 0 1 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 1 0 0 1 0 1 0 1 1 0 0 1 0 0 0 0 0 1 0 1 0 0 1 1 0 1 0 1 0 0 0 0 0 0 1 1 1 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 0 1 0 0 0 0 1 1 0 0 1 1 0 0 1 0 1 0 0 0 0 0 1 0 0 1 1 0 0 1 1 1 0 0 0 0 0 0 1 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 1 0 0 0 0 0 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 0 0 1 1 0 0 1 1 0 1 1 0 0 0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 1 1 0 0 0 0 0 0 0 1 1 0 0 1 1 1 0 1 0 0 0 0 0 0 1 1 0 0 1 1 0 0 0 1 1 0 0 0 0 1 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 0 1 0 0 0 0 0 0 1 1 0 0 1 1 0 1 0 1 0 0 0 0 1 0 0 1 1 0 0 1 0 0 1 1 0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 1 0 1 1 0 0 0 0 0 0 1 0 1 0 1 1 0 0 1 0 0 1 0 0 0 0 1 1 0 0 1 0 0 1 1 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 0 1 1 1 0 0 0 0 0 0 0 1 0 1 1 1 0 0 0 1 1 0 0 0 0 0 1 1 0 0 0 1 1 0 0 1 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 1 0 0 0 1 1 0 0 0 0 1 0 1 0 0 0 1 1 0 1 1 0 0 0 0 0 0 0 1 1 0 1 1 0 1 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0 1 0 0 1 1 0 0 0 0 0 1 0 1 0 0 1 1 1 0 0 1 0 0 0 0 0 0 1 1 1 0 0 1 0 1 0 1 0 0 0 0
0 0 0 0 1 1 0 0 1 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 0 1 1 1 0 0 0 0 0 0 1 0 0 1 1 1 0 0 1 0 1 0
0 0 0 0 1 1 0 0 0 1 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 1 0 1 1 0 0 0 0 0 0 0 1 1 0 1 1 0 0 0 1 0 1
0 0 0 0 0 0 1 1 1 0 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 1 1 0 0 0 1 1 0 0 0 0 0 1 1 0 0 0 1 1 1 0 1 0
0 0 0 0 0 0 1 1 0 1 0 1 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 0 1 0 0 1 1 0 0 0 0 1 0 0 1 0 0 1 1 0 1 0 1
1 1 0 0 0 0 0 0 1 0 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 1 1 0 0 1 0 0 1 1 0 0 1 0 0 0 0 1 0 1 0 1 1 0 0
1 1 0 0 0 0 0 0 0 1 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 1 1 0 0 0 1 1 0 0 1 1 0 0 0 0 0 0 1 0 1 1 1 0 0
0 0 1 1 0 0 0 0 0 1 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 1 1 0 1 1 0 0 1 1 0 0 0 0 0 1 0 1 0 0 0 1 1
0 0 1 1 0 0 0 0 1 0 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 1 1 1 0 0 1 1 0 0 1 0 0 0 0 0 1 0 1 0 0 1 1
1 0 1 0 1 0 0 1 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 0 1 0 1 0 1 1 0 0 1 0 1 0 0 0 0 0 1 0 0 1
0 1 0 1 0 1 1 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 1 0 0 0 0 0 0 0 1 0 1 1 1 0 0 0 1 0 1 0 0 0 0 0 1 1 0
1 0 1 0 0 1 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 1 0 0 0 0 1 0 1 0 0 0 1 1 1 0 1 0 0 0 0 0 0 1 1 0
0 1 0 1 1 0 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 1 1 0 0 0 0 0 1 0 1 0 0 1 1 0 1 0 1 0 0 0 0 1 0 0 1
1 0 0 1 1 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 0 0 1 1 0 1 0 0 0 0 0 1 0 1 0 1 1 0 0 1 0 0 1 0 0 0 0
0 1 1 0 0 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 1 0 0 1 0 1 0 0 0 0 0 1 0 1 1 1 0 0 0 1 1 0 0 0 0 0
0 1 1 0 1 0 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 1 0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 1 1 0 1 1 0 0 0 0 0
1 0 0 1 0 1 0 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 1 0 1 0 1 0 0 0 0 0 1 0 1 0 0 1 1 1 0 0 1 0 0 0 0
0 0 0 0 1 0 0 1 1 1 0 0 1 0 1 0 0 0 0 0 1 0 1 0 1 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 0 1 0 1 0 0 1
0 0 0 0 0 1 1 0 1 1 0 0 0 1 0 1 0 0 0 0 0 1 0 1 0 1 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 0 1 0 1 1 0
0 0 0 0 0 1 1 0 0 0 1 1 1 0 1 0 0 0 0 0 1 0 1 0 0 1 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 1 0 0 1 1 0
0 0 0 0 1 0 0 1 0 0 1 1 0 1 0 1 0 0 0 0 0 1 0 1 1 0 0 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 1 1 0 0 1
1 0 0 1 0 0 0 0 1 0 1 0 1 1 0 0 1 0 1 0 0 0 0 0 1 1 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 0 0 1 1 0 1 0
0 1 1 0 0 0 0 0 0 1 0 1 1 1 0 0 0 1 0 1 0 0 0 0 1 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 1 0 0 1 0 1
0 1 1 0 0 0 0 0 1 0 1 0 0 0 1 1 1 0 1 0 0 0 0 0 0 0 1 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 1 1 0 1 0 1 0
1 0 0 1 0 0 0 0 0 1 0 1 0 0 1 1 0 1 0 1 0 0 0 0 0 0 1 1 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 1 0 0 1 0 1 0 1
1 1 0 0 1 0 1 0 0 0 0 0 1 0 0 1 1 0 0 1 1 1 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 0 1 0 0 0 0 1 1 0 0
1 1 0 0 0 1 0 1 0 0 0 0 0 1 1 0 0 1 1 0 1 1 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 1 0 0 0 0 0 1 1 0 0
0 0 1 1 1 0 1 0 0 0 0 0 0 1 1 0 0 1 1 0 0 0 1 1 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 1 1 0 0 0 0 0 0 0 1 1
0 0 1 1 0 1 0 1 0 0 0 0 1 0 0 1 1 0 0 1 0 0 1 1 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 0 1 0 0 0 0 0 0 1 1
1 0 1 0 1 1 0 0 1 0 0 1 0 0 0 0 1 1 0 0 1 0 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 1 0 1 1 0 0 0 0 0 0
0 1 0 1 1 1 0 0 0 1 1 0 0 0 0 0 1 1 0 0 0 1 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 0 1 1 1 0 0 0 0 0 0
1 0 1 0 0 0 1 1 0 1 1 0 0 0 0 0 0 0 1 1 0 1 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 1 0 0 0 1 1 0 0 0 0
0 1 0 1 0 0 1 1 1 0 0 1 0 0 0 0 0 0 1 1 1 0 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0 1 0 0 1 1 0 0 0 0
0 0 0 0 1 0 1 0 1 0 0 1 1 1 0 0 0 0 0 0 1 0 0 1 1 1 0 0 1 0 1 0 0 0 0 0 1 1 0 0 1 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 1 0 1 1 0 1 1 0 0 0 0 0 0 0 1 1 0 1 1 0 0 0 1 0 1 0 0 0 0 1 1 0 0 0 1 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 1 0 0 1 1 0 0 0 1 1 0 0 0 0 0 1 1 0 0 0 1 1 1 0 1 0 0 0 0 0 0 0 1 1 1 0 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 1 1 0 0 1 0 0 1 1 0 0 0 0 1 0 0 1 0 0 1 1 0 1 0 1 0 0 0 0 0 0 1 1 0 1 0 1 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 1 0 0 0 0 0 1 1 0 0 1 0 0 1 1 0 0 1 0 0 0 0 1 0 1 0 1 1 0 0 1 1 0 0 0 0 0 0 1 0 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 1 1 0 0 0 1 1 0 0 1 1 0 0 0 0 0 0 1 0 1 1 1 0 0 1 1 0 0 0 0 0 0 0 1 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 1 0 0 0 0 0 0 0 1 1 0 1 1 0 0 1 1 0 0 0 0 0 1 0 1 0 0 0 1 1 0 0 1 1 0 0 0 0 0 1 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0 0 1 1 1 0 0 1 1 0 0 1 0 0 0 0 0 1 0 1 0 0 1 1 0 0 1 1 0 0 0 0 1 0 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 1 1 1 0 0 0 0 0 0 1 0 1 0 1 1 0 0 1 0 1 0 0 0 0 0 1 0 0 1 1 0 1 0 1 0 0 1 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 1 0 1 1 0 0 0 0 0 0 0 1 0 1 1 1 0 0 0 1 0 1 0 0 0 0 0 1 1 0 0 1 0 1 0 1 1 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 1 0 0 0 1 1 0 0 0 0 1 0 1 0 0 0 1 1 1 0 1 0 0 0 0 0 0 1 1 0 1 0 1 0 0 1 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 1 0 0 1 1 0 0 0 0 0 1 0 1 0 0 1 1 0 1 0 1 0 0 0 0 1 0 0 1 0 1 0 1 1 0 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 0 0 1 0 0 1 1 0 1 0 0 0 0 0 1 0 1 0 1 1 0 0 1 0 0 1 0 0 0 0 1 0 0 1 1 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 0 0 0 1 1 0 0 1 0 1 0 0 0 0 0 1 0 1 1 1 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 1 0 1 1 0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 1 1 0 1 1 0 0 0 0 0 0 1 1 0 1 0 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 1 1 0 0 1 0 1 0 1 0 0 0 0 0 1 0 1 0 0 1 1 1 0 0 1 0 0 0 0 1 0 0 1 0 1 0 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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A. ADJACENCY MATRICES
A5 =

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 1 0 1 1 0 0 0 0 0 0 1 1 0 0 0 1 1 0 1 0 1 0 0 0 0 0 1 0 1 0 1 1 0 0 0 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 1 0 1 0 0 1 0 0 0 0 1 0 0 1 0 0 1 1 1 0 1 0 0 0 0 0 1 0 1 0 1 0 0 1 0 0 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 0 1 1 0 0 1 0 0 0 0 1 0 0 1 1 1 0 0 0 1 0 1 0 0 0 0 0 1 0 1 1 0 0 1 1 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 0 1 0 0 1 1 0 0 0 0 0 0 1 1 0 1 1 0 0 1 0 1 0 0 0 0 0 1 0 1 0 0 1 1 0 1 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 1 1 0 0 1 0 1 0 1 1 0 0 0 0 0 0 1 0 1 0 0 1 1 0 1 0 1 0 0 0 0 0 0 1 1 0 1 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 1 0 0 1 1 0 1 0 1 0 0 1 0 0 0 0 1 0 1 0 0 0 1 1 1 0 1 0 0 0 0 0 0 0 1 1 1 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 0 0 1 0 1 0 1 1 0 0 1 0 0 0 0 0 1 0 1 1 1 0 0 0 1 0 1 0 0 0 0 1 1 0 0 1 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 1 0 1 0 1 0 0 1 1 0 0 0 0 0 1 0 1 0 1 1 0 0 1 0 1 0 0 0 0 0 1 1 0 0 0 1 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 1 0 0 0 0 0 0 0 1 1 0 0 1 1 0 1 0 1 0 0 0 0 0 1 1 0 0 1 1 0 0 0 1 1 0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 0 1 0 0 0 0 0 0 1 1 0 0 1 1 1 0 1 0 0 0 0 0 1 0 0 1 1 0 0 1 0 0 1 1 0 0 0 0 1 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 0 1 0 0 0 0 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 0 1 0 0 1 1 0 0 1 1 1 0 0 0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 1 1 0 0 0 0 0 1 1 0 0 1 1 0 0 1 0 1 0 0 0 0 0 0 1 1 0 0 1 1 0 1 1 0 0 0 0 0 0 1 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 0 1 0 0 1 1 0 0 0 0 0 1 0 1 0 0 1 1 0 1 1 0 0 0 0 0 0 0 1 1 0 1 1 0 0 1 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 1 0 0 0 1 1 0 0 0 0 1 0 1 0 0 0 1 1 1 0 0 1 0 0 0 0 0 0 1 1 1 0 0 1 1 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0 1 1 1 0 0 0 0 0 0 0 1 0 1 1 1 0 0 1 0 0 1 0 0 0 0 1 1 0 0 1 0 0 1 0 1 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 1 0 1 1 0 0 0 0 0 0 1 0 1 0 1 1 0 0 0 1 1 0 0 0 0 0 1 1 0 0 0 1 1 0 1 0 1 0 0 0 0 0
0 0 0 0 0 0 1 1 0 1 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 1 0 0 0 1 1 0 0 0 0 0 1 1 0 0 0 1 1 0 1 0 1
0 0 0 0 0 0 1 1 1 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 0 1 0 0 1 1 0 0 0 0 1 0 0 1 0 0 1 1 1 0 1 0
0 0 0 0 1 1 0 0 0 1 0 1 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 0 1 1 1 0 0 0 0 0 0 1 0 0 1 1 1 0 0 0 1 0 1
0 0 0 0 1 1 0 0 1 0 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 1 1 0 1 1 0 0 0 0 0 0 0 1 1 0 1 1 0 0 1 0 1 0
0 0 1 1 0 0 0 0 0 1 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 1 1 0 1 1 0 0 1 1 0 0 0 0 0 0 1 0 1 0 0 1 1
0 0 1 1 0 0 0 0 1 0 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 1 1 1 0 0 1 1 0 0 1 0 0 0 0 1 0 1 0 0 0 1 1
1 1 0 0 0 0 0 0 1 0 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 1 1 0 0 1 0 0 1 1 0 0 1 0 0 0 0 0 1 0 1 1 1 0 0
1 1 0 0 0 0 0 0 0 1 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 1 1 0 0 0 1 1 0 0 1 1 0 0 0 0 0 1 0 1 0 1 1 0 0
0 1 0 1 0 1 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 1 0 0 0 0 0 1 0 1 0 0 1 1 0 1 0 1 0 0 0 0 0 1 1 0
1 0 1 0 1 0 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 1 1 0 0 0 0 1 0 1 0 0 0 1 1 1 0 1 0 0 0 0 0 1 0 0 1
0 1 0 1 1 0 0 1 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 0 0 1 0 1 1 1 0 0 0 1 0 1 0 0 0 0 1 0 0 1
1 0 1 0 0 1 1 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 1 0 0 0 0 0 0 1 0 1 0 1 1 0 0 1 0 1 0 0 0 0 0 0 1 1 0
0 1 1 0 0 1 0 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 1 0 0 1 0 1 0 0 0 0 0 1 0 1 0 0 1 1 0 1 1 0 0 0 0 0
1 0 0 1 1 0 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 1 1 0 1 0 0 0 0 0 1 0 1 0 0 0 1 1 1 0 0 1 0 0 0 0
1 0 0 1 0 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 0 0 1 0 1 0 1 0 0 0 0 0 1 0 1 1 1 0 0 1 0 0 1 0 0 0 0
0 1 1 0 1 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 1 0 1 0 1 0 0 0 0 0 1 0 1 0 1 1 0 0 0 1 1 0 0 0 0 0
0 0 0 0 0 1 1 0 0 0 1 1 0 1 0 1 0 0 0 0 0 1 0 1 0 1 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 1 0 1 1 0
0 0 0 0 1 0 0 1 0 0 1 1 1 0 1 0 0 0 0 0 1 0 1 0 1 0 0 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 1 0 1 0 0 1
0 0 0 0 1 0 0 1 1 1 0 0 0 1 0 1 0 0 0 0 0 1 0 1 1 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 0 1 1 0 0 1
0 0 0 0 0 1 1 0 1 1 0 0 1 0 1 0 0 0 0 0 1 0 1 0 0 1 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 0 1 0 0 1 1 0
0 1 1 0 0 0 0 0 0 1 0 1 0 0 1 1 0 1 0 1 0 0 0 0 0 0 1 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 1 1 0 0 1 0 1
1 0 0 1 0 0 0 0 1 0 1 0 0 0 1 1 1 0 1 0 0 0 0 0 0 0 1 1 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 1 0 0 1 1 0 1 0
1 0 0 1 0 0 0 0 0 1 0 1 1 1 0 0 0 1 0 1 0 0 0 0 1 1 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 0 0 1 0 1 0 1
0 1 1 0 0 0 0 0 1 0 1 0 1 1 0 0 1 0 1 0 0 0 0 0 1 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 1 0 1 0 1 0
0 0 1 1 0 1 0 1 0 0 0 0 0 1 1 0 0 1 1 0 0 0 1 1 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 1 0 0 0 0 0 0 0 1 1
0 0 1 1 1 0 1 0 0 0 0 0 1 0 0 1 1 0 0 1 0 0 1 1 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 0 1 0 0 0 0 0 0 1 1
1 1 0 0 0 1 0 1 0 0 0 0 1 0 0 1 1 0 0 1 1 1 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 0 1 0 0 0 0 1 1 0 0
1 1 0 0 1 0 1 0 0 0 0 0 0 1 1 0 0 1 1 0 1 1 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 1 1 0 0 0 0 0 1 1 0 0
0 1 0 1 0 0 1 1 0 1 1 0 0 0 0 0 0 0 1 1 0 1 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 0 1 0 0 1 1 0 0 0 0
1 0 1 0 0 0 1 1 1 0 0 1 0 0 0 0 0 0 1 1 1 0 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 1 0 0 0 1 1 0 0 0 0
0 1 0 1 1 1 0 0 1 0 0 1 0 0 0 0 1 1 0 0 1 0 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0 1 1 1 0 0 0 0 0 0
1 0 1 0 1 1 0 0 0 1 1 0 0 0 0 0 1 1 0 0 0 1 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 1 0 1 1 0 0 0 0 0 0
0 0 0 0 0 1 0 1 0 1 1 0 0 0 1 1 0 0 0 0 0 1 1 0 0 0 1 1 0 1 0 1 0 0 0 0 0 0 1 1 0 1 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 1 0 1 0 0 1 0 0 1 1 0 0 0 0 1 0 0 1 0 0 1 1 1 0 1 0 0 0 0 0 0 0 1 1 1 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 1 1 0 0 1 1 1 0 0 0 0 0 0 1 0 0 1 1 1 0 0 0 1 0 1 0 0 0 0 1 1 0 0 0 1 0 1 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 1 0 0 1 1 0 1 1 0 0 0 0 0 0 0 1 1 0 1 1 0 0 1 0 1 0 0 0 0 0 1 1 0 0 1 0 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0 0 1 1 0 1 1 0 0 1 1 0 0 0 0 0 0 1 0 1 0 0 1 1 0 0 1 1 0 0 0 0 0 1 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 1 0 0 0 0 0 0 0 1 1 1 0 0 1 1 0 0 1 0 0 0 0 1 0 1 0 0 0 1 1 0 0 1 1 0 0 0 0 1 0 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 1 1 0 0 1 0 0 1 1 0 0 1 0 0 0 0 0 1 0 1 1 1 0 0 1 1 0 0 0 0 0 0 1 0 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 1 0 0 0 0 0 1 1 0 0 0 1 1 0 0 1 1 0 0 0 0 0 1 0 1 0 1 1 0 0 1 1 0 0 0 0 0 0 0 1 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 1 0 0 0 1 1 0 0 0 0 0 1 0 1 0 0 1 1 0 1 0 1 0 0 0 0 0 1 1 0 0 1 0 1 0 1 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 1 0 0 1 1 0 0 0 0 1 0 1 0 0 0 1 1 1 0 1 0 0 0 0 0 1 0 0 1 1 0 1 0 1 0 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 1 1 1 0 0 0 0 0 0 0 1 0 1 1 1 0 0 0 1 0 1 0 0 0 0 1 0 0 1 0 1 0 1 1 0 0 1 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 1 0 1 1 0 0 0 0 0 0 1 0 1 0 1 1 0 0 1 0 1 0 0 0 0 0 0 1 1 0 1 0 1 0 0 1 1 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 1 0 1 1 0 0 1 0 1 0 0 0 0 0 1 0 1 0 0 1 1 0 1 1 0 0 0 0 0 0 1 1 0 0 1 0 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 1 1 0 0 1 1 0 1 0 0 0 0 0 1 0 1 0 0 0 1 1 1 0 0 1 0 0 0 0 1 0 0 1 1 0 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 0 0 1 0 0 1 0 1 0 1 0 0 0 0 0 1 0 1 1 1 0 0 1 0 0 1 0 0 0 0 1 0 0 1 0 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 0 0 0 1 1 0 1 0 1 0 0 0 0 0 1 0 1 0 1 1 0 0 0 1 1 0 0 0 0 0 0 1 1 0 1 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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A. ADJACENCY MATRICES
6E1 =

c 4 4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4
4 c 4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4
4 4 c 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4
4 4 4 c 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4
0 0 0 0 c 4 4 4 0 0 0 0 0 0 0 0 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4
0 0 0 0 4 c 4 4 0 0 0 0 0 0 0 0 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4
0 0 0 0 4 4 c 4 0 0 0 0 0 0 0 0 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4
0 0 0 0 4 4 4 c 0 0 0 0 0 0 0 0 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4
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A. ADJACENCY MATRICES
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1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1
1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1
1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3
1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3
1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3
1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3
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9 9 9 9 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1
9 9 9 9 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1
9 9 9 9 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1
9 9 9 9 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1
3 3 3 3 9 9 9 9 3 3 3 3 3 3 3 3 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1
3 3 3 3 9 9 9 9 3 3 3 3 3 3 3 3 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1
3 3 3 3 9 9 9 9 3 3 3 3 3 3 3 3 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1
3 3 3 3 9 9 9 9 3 3 3 3 3 3 3 3 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1
3 3 3 3 3 3 3 3 9 9 9 9 3 3 3 3 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1
3 3 3 3 3 3 3 3 9 9 9 9 3 3 3 3 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1
3 3 3 3 3 3 3 3 9 9 9 9 3 3 3 3 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1
3 3 3 3 3 3 3 3 9 9 9 9 3 3 3 3 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1
3 3 3 3 3 3 3 3 3 3 3 3 9 9 9 9 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3
3 3 3 3 3 3 3 3 3 3 3 3 9 9 9 9 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3
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3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 9 9 9 9 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1
3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 9 9 9 9 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1
3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 9 9 9 9 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1
3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 9 9 9 9 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1
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1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 3 3 3 3 9 9 9 9 3 3 3 3 3 3 3 3 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1
1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 3 3 3 3 9 9 9 9 3 3 3 3 3 3 3 3 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1
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1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 3 3 3 3 3 3 3 3 9 9 9 9 3 3 3 3 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1
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1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 3 3 3 3 3 3 3 3 9 9 9 9 3 3 3 3 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1
1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 3 3 3 3 3 3 3 3 9 9 9 9 3 3 3 3 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1
1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 3 3 3 3 3 3 3 3 9 9 9 9 3 3 3 3 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 9 9 9 9 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3
1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 9 9 9 9 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3
1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 9 9 9 9 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3
1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 9 9 9 9 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3
3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 9 9 9 9 3 3 3 3 3 3 3 3 3 3 3 3
3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 9 9 9 9 3 3 3 3 3 3 3 3 3 3 3 3
3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 9 9 9 9 3 3 3 3 3 3 3 3 3 3 3 3
3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 9 9 9 9 3 3 3 3 3 3 3 3 3 3 3 3
1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 3 3 3 3 9 9 9 9 3 3 3 3 3 3 3 3
1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 3 3 3 3 9 9 9 9 3 3 3 3 3 3 3 3
1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 3 3 3 3 9 9 9 9 3 3 3 3 3 3 3 3
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1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 9 9 9 9
1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 9 9 9 9
1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 9 9 9 9
1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 9 9 9 9

84
A. ADJACENCY MATRICES
6E4 =

z c c c 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4
c z c c 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4
c c z c 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4
c c c z 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4
0 0 0 0 z c c c 0 0 0 0 0 0 0 0 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4
0 0 0 0 c z c c 0 0 0 0 0 0 0 0 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4
0 0 0 0 c c z c 0 0 0 0 0 0 0 0 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4
0 0 0 0 c c c z 0 0 0 0 0 0 0 0 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4
0 0 0 0 0 0 0 0 z c c c 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4
0 0 0 0 0 0 0 0 c z c c 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4
0 0 0 0 0 0 0 0 c c z c 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4
0 0 0 0 0 0 0 0 c c c z 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4
0 0 0 0 0 0 0 0 0 0 0 0 z c c c 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 c z c c 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 c c z c 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 c c c z 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0
0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 z c c c 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4
0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 c z c c 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4
0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 c c z c 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4
0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 c c c z 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4
4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 z c c c 0 0 0 0 0 0 0 0 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4
4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 c z c c 0 0 0 0 0 0 0 0 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4
4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 c c z c 0 0 0 0 0 0 0 0 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4
4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 c c c z 0 0 0 0 0 0 0 0 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4
4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 0 0 0 0 0 0 0 0 z c c c 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4
4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 0 0 0 0 0 0 0 0 c z c c 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4
4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 0 0 0 0 0 0 0 0 c c z c 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4
4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 0 0 0 0 0 0 0 0 c c c z 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4
4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 z c c c 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0
4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 c z c c 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0
4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 c c z c 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0
4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 c c c z 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0
0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 z c c c 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4
0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 c z c c 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4
0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 c c z c 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4
0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 c c c z 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4
4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 z c c c 0 0 0 0 0 0 0 0 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4
4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 c z c c 0 0 0 0 0 0 0 0 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4
4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 c c z c 0 0 0 0 0 0 0 0 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4
4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 c c c z 0 0 0 0 0 0 0 0 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4
4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 0 0 0 0 0 0 0 0 z c c c 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4
4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 0 0 0 0 0 0 0 0 c z c c 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4
4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 0 0 0 0 0 0 0 0 c c z c 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4
4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 0 0 0 0 0 0 0 0 c c c z 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4
4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 z c c c 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0
4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 c z c c 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0
4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 c c z c 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0
4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 c c c z 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0
0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 z c c c 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 c z c c 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 c c z c 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 c c c z 0 0 0 0 0 0 0 0 0 0 0 0
4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 z c c c 0 0 0 0 0 0 0 0
4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 c z c c 0 0 0 0 0 0 0 0
4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 c c z c 0 0 0 0 0 0 0 0
4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 c c c z 0 0 0 0 0 0 0 0
4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 0 0 0 0 0 0 0 0 z c c c 0 0 0 0
4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 0 0 0 0 0 0 0 0 c z c c 0 0 0 0
4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 0 0 0 0 0 0 0 0 c c z c 0 0 0 0
4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 0 0 0 0 0 0 0 0 c c c z 0 0 0 0
4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 z c c c
4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 c z c c
4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 c c z c
4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 c c c z
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A. ADJACENCY MATRICES
6E5 =

3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
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Appendix B
Systems of Linear Equations for Theorem 4.8
We provide all systems of linear equations we need to evaluate B∗0, . . . ,B
∗
3 of association
scheme of the Theorem 4.8.
The following system of linear equations is for evaluating the first row of B∗0.
q(0)00 +(4n
2−1)q(1)00 +m(4n2−1)q(2)00 +mq(3)00 = 1
q(0)00 +(2n−1)q(1)00 +(−2n+1)q(2)00 −q(3)00 = 1
q(0)00 − (2n+1)q(1)00 +(2n+1)q(2)00 −q(3)00 = 1
q(0)00 −q(1)00 −mq(2)00 +mq(3)00 = 1
The following system of linear equations is for evaluating the second row of B∗0.
q(0)10 +(4n
2−1)q(1)10 +m(4n2−1)q(2)10 +mq(3)10 = (4n2−1)
q(0)10 +(2n−1)q(1)10 +(−2n+1)q(2)10 −q(3)10 = (2n−1)
q(0)10 − (2n+1)q(1)10 +(2n+1)q(2)10 −q(3)10 = (−2n−1)
q(0)10 −q(1)10 −mq(2)10 +mq(3)10 =−1
The following system of linear equations is for evaluating the third row of B∗0.
q(0)20 +(4n
2−1)q(1)20 +m(4n2−1)q(2)20 +mq(3)20 = m(4n2−1)
q(0)20 +(2n−1)q(1)20 +(−2n+1)q(2)20 −q(3)20 =−2n+1
q(0)20 − (2n+1)q(1)20 +(2n+1)q(2)20 −q(3)20 = 2n+1
q(0)20 −q(1)20 −mq(2)20 +mq(3)20 =−m
The following system of linear equations is for evaluating the fourth row of B∗0.
q(0)30 +(4n
2−1)q(1)30 +m(4n2−1)q(2)30 +mq(3)30 = m
q(0)30 +(2n−1)q(1)30 +(−2n+1)q(2)30 −q(3)30 =−1
q(0)30 − (2n+1)q(1)30 +(2n+1)q(2)30 −q(3)30 =−1
q(0)30 −q(1)30 −mq(2)30 +mq(3)30 = m
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The following system of linear equations is for evaluating the first row of B∗1.
q(0)01 +(4n
2−1)q(1)01 +m(4n2−1)q(2)01 +mq(3)01 = 4n2−1
q(0)01 +(2n−1)q(1)01 +(−2n+1)q(2)01 −q(3)01 = 2n−1
q(0)01 − (2n+1)q(1)01 +(2n+1)q(2)01 −q(3)01 =−2n−1
q(0)01 −q(1)01 −mq(2)01 +mq(3)01 =−1
The following system of linear equations is for evaluating the second row of B∗1.
q(0)11 +(4n
2−1)q(1)11 +m(4n2−1)q(2)11 +mq(3)11 = (4n2−1)2
q(0)11 +(2n−1)q(1)11 +(−2n+1)q(2)11 −q(3)11 = (2n−1)2
q(0)11 − (2n+1)q(1)11 +(2n+1)q(2)11 −q(3)11 = (−2n−1)2
q(0)11 −q(1)11 −mq(2)11 +mq(3)11 = 1
The following system of linear equations is for evaluating the third row of B∗1.
q(0)21 +(4n
2−1)q(1)21 +m(4n2−1)q(2)21 +mq(3)21 = m(4n2−1)2
q(0)21 +(2n−1)q(1)21 +(−2n+1)q(2)21 −q(3)21 =−(−2n+1)2
q(0)21 − (2n+1)q(1)21 +(2n+1)q(2)21 −q(3)21 =−(2n+1)2
q(0)21 −q(1)21 −mq(2)21 +mq(3)21 = m
The following system of linear equations is for evaluating the fourth row of B∗1.
q(0)31 +(4n
2−1)q(1)31 +m(4n2−1)q(2)31 +mq(3)31 = m(4n2−1)
q(0)31 +(2n−1)q(1)31 +(−2n+1)q(2)31 −q(3)31 =−2n+1
q(0)31 − (2n+1)q(1)31 +(2n+1)q(2)31 −q(3)31 = 2n+1
q(0)31 −q(1)31 −mq(2)31 +mq(3)31 =−m
The following system of linear equations is for evaluating the first row of B∗2.
q(0)02 +(4n
2−1)q(1)02 +m(4n2−1)q(2)02 +mq(3)02 = m(4n2−1)
q(0)02 +(2n−1)q(1)02 +(−2n+1)q(2)02 −q(3)02 =−2n+1
q(0)02 − (2n+1)q(1)02 +(2n+1)q(2)02 −q(3)02 = 2n+1
q(0)02 −q(1)02 −mq(2)02 +mq(3)02 =−m
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The following system of linear equations is for evaluating the second row of B∗2.
q(0)12 +(4n
2−1)q(1)12 +m(4n2−1)q(2)12 +mq(3)12 = m(4n2−1)2
q(0)12 +(2n−1)q(1)12 +(−2n+1)q(2)12 −q(3)12 =−(2n−1)2
q(0)12 − (2n+1)q(1)12 +(2n+1)q(2)12 −q(3)12 =−(2n+1)2
q(0)12 −q(1)12 −mq(2)12 +mq(3)12 = m
The following system of linear equations is for evaluating the third row of B∗2.
q(0)22 +(4n
2−1)q(1)22 +m(4n2−1)q(2)22 +mq(3)22 = (m(4n2−1))2
q(0)22 +(2n−1)q(1)22 +(−2n+1)q(2)22 −q(3)22 = (−2n+1)2
q(0)22 − (2n+1)q(1)22 +(2n+1)q(2)22 −q(3)22 = (2n+1)2
q(0)22 −q(1)22 −mq(2)22 +mq(3)22 = m2
The following system of linear equations is for evaluating the fourth row of B∗2.
q(0)32 +(4n
2−1)q(1)32 +m(4n2−1)q(2)32 +mq(3)32 = m2(4n2−1)
q(0)32 +(2n−1)q(1)32 +(−2n+1)q(2)32 −q(3)32 =−(−2n+1)
q(0)32 − (2n+1)q(1)32 +(2n+1)q(2)32 −q(3)32 =−(2n+1)
q(0)32 −q(1)32 −mq(2)32 +mq(3)32 =−m2
The following system of linear equations is for evaluating the first row of B∗3.
q(0)03 +(4n
2−1)q(1)03 +m(4n2−1)q(2)03 +mq(3)03 = m
q(0)03 +(2n−1)q(1)03 +(−2n+1)q(2)03 −q(3)03 =−1
q(0)03 − (2n+1)q(1)03 +(2n+1)q(2)03 −q(3)03 =−1
q(0)03 −q(1)03 −mq(2)03 +mq(3)03 = m
The following system of linear equations is for evaluating the second row of B∗3.
q(0)13 +(4n
2−1)q(1)13 +m(4n2−1)q(2)13 +mq(3)13 = m(4n2−1)
q(0)13 +(2n−1)q(1)13 +(−2n+1)q(2)13 −q(3)13 =−(2n−1)
q(0)13 − (2n+1)q(1)13 +(2n+1)q(2)13 −q(3)13 = 2n+1
q(0)13 −q(1)13 −mq(2)13 +mq(3)13 =−m
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The following system of linear equations is for evaluating the third row of B∗3.
q(0)23 +(4n
2−1)q(1)23 +m(4n2−1)q(2)23 +mq(3)23 = m2(4n2−1)
q(0)23 +(2n−1)q(1)23 +(−2n+1)q(2)23 −q(3)23 =−(−2n+1)
q(0)23 − (2n+1)q(1)23 +(2n+1)q(2)23 −q(3)23 =−(2n+1)
q(0)23 −q(1)23 −mq(2)23 +mq(3)23 =−m2
The following system of linear equations is for evaluating the fourth row of B∗3.
q(0)33 +(4n
2−1)q(1)33 +m(4n2−1)q(2)33 +mq(3)33 = m2
q(0)33 +(2n−1)q(1)33 +(−2n+1)q(2)33 −q(3)33 = 1
q(0)33 − (2n+1)q(1)33 +(2n+1)q(2)33 −q(3)33 = 1
q(0)33 −q(1)33 −mq(2)33 +mq(3)33 = m2
90
Appendix C
System of Linear Equations for Theorem 5.4
We provide all systems of linear equations we need to evaluate B∗0, . . . ,B
∗
5 of association
scheme of the Theorem 5.4.
The following system of linear equations gives us the first row of B∗0.
q(0)00 +(2n)(2n−1)q(1)00 +(2n−1)q(2)00 +m(2n−1)q(3)00 +2nm(2n−1)q(4)00 +mq(5)00 = 1
q(0)00 −2nq(1)00 +(2n−1)q(2)00 +m(2n−1)q(3)00 −2mnq(4)00 +mq(5)00 = 1
q(0)00 −q(2)00 −mq(3)00 +mq(5)00 = 1
q(0)00 +(2n−1)q(2)00 +(−2n+1)q(3)00 −q(5)00 = 1
q(0)00 +2nq
(1)
00 −q(2)00 +q(3)00 −2nq(4)00 −q(5)00 = 1
q(0)00 −2nq(1)00 −q(2)00 +q(3)00 +2nq(4)00 −q(5)00 = 1
The following system of linear equations gives us the second row of B∗0.
q(0)01 +(2n)(2n−1)q(1)01 +(2n−1)q(2)01 +m(2n−1)q(3)01 +2nm(2n−1)q(4)01 +mq(5)01 = 2n(2n−1)
q(0)01 −2nq(1)01 +(2n−1)q(2)01 +m(2n−1)q(3)01 −2mnq(4)01 +mq(5)01 =−2n
q(0)01 −q(2)01 −mq(3)01 +mq(5)01 = 0
q(0)01 +(2n−1)q(2)01 +(−2n+1)q(3)01 −q(5)01 = 0
q(0)01 +2nq
(1)
01 −q(2)01 +q(3)01 −2nq(4)01 −q(5)01 = 2n
q(0)01 −2nq(1)01 −q(2)01 +q(3)01 +2nq(4)01 −q(5)01 =−2n
The following system of linear equations gives us the third row of B∗0.
q(0)02 +(2n)(2n−1)q(1)02 +(2n−1)q(2)02 +m(2n−1)q(3)02 +2nm(2n−1)q(4)02 +mq(5)02 = 2n−1
q(0)02 −2nq(1)02 +(2n−1)q(2)02 +m(2n−1)q(3)02 −2mnq(4)02 +mq(5)02 = 2n−1
q(0)02 −q(2)02 −mq(3)02 +mq(5)02 =−1
q(0)02 +(2n−1)q(2)02 +(−2n+1)q(3)02 −q(5)02 = 2n−1
q(0)02 +2nq
(1)
02 −q(2)02 +q(3)02 −2nq(4)02 −q(5)02 =−1
q(0)02 −2nq(1)02 −q(2)02 +q(3)02 +2nq(4)02 −q(5)02 =−1
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The following system of linear equations gives us the forth row of B∗0.
q(0)03 +(2n)(2n−1)q(1)03 +(2n−1)q(2)03 +m(2n−1)q(3)03 +2nm(2n−1)q(4)03 +mq(5)03 = m(2n−1)
q(0)03 −2nq(1)03 +(2n−1)q(2)03 +m(2n−1)q(3)03 −2mnq(4)03 +mq(5)03 = m(2n−1)
q(0)03 −q(2)03 −mq(3)03 +mq(5)03 =−m
q(0)03 +(2n−1)q(2)03 +(−2n+1)q(3)03 −q(5)03 =−2n+1
q(0)03 +2nq
(1)
03 −q(2)03 +q(3)03 −2nq(4)03 −q(5)03 = 1
q(0)03 −2nq(1)03 −q(2)03 +q(3)03 +2nq(4)03 −q(5)03 = 1
The following system of linear equations gives us the fifth row of B∗0.
q(0)04 +(2n)(2n−1)q(1)04 +(2n−1)q(2)04 +m(2n−1)q(3)04 +2nm(2n−1)q(4)04 +mq(5)04 = 2nm(2n−1)
q(0)04 −2nq(1)04 +(2n−1)q(2)04 +m(2n−1)q(3)04 −2mnq(4)04 +mq(5)04 =−2mn
q(0)04 −q(2)04 −mq(3)04 +mq(5)04 = 0
q(0)04 +(2n−1)q(2)04 +(−2n+1)q(3)04 −q(5)04 = 0
q(0)04 +2nq
(1)
04 −q(2)04 +q(3)04 −2nq(4)04 −q(5)04 =−2n
q(0)04 −2nq(1)04 −q(2)04 +q(3)04 +2nq(4)04 −q(5)04 = 2n
The following system of linear equations gives us the sixth row of B∗0.
q(0)05 +(2n)(2n−1)q(1)05 +(2n−1)q(2)05 +m(2n−1)q(3)05 +2nm(2n−1)q(4)05 +mq(5)05 = m
q(0)05 −2nq(1)05 +(2n−1)q(2)05 +m(2n−1)q(3)05 −2mnq(4)05 +mq(5)05 = m
q(0)05 −q(2)05 −mq(3)05 +mq(5)05 = m
q(0)05 +(2n−1)q(2)05 +(−2n+1)q(3)05 −q(5)05 =−1
q(0)05 +2nq
(1)
05 −q(2)05 +q(3)05 −2nq(4)05 −q(5)05 =−1
q(0)05 −2nq(1)05 −q(2)05 +q(3)05 +2nq(4)05 −q(5)05 =−1
The following system of linear equations gives us the first row of B∗1.
q(0)01 +(2n)(2n−1)q(1)01 +(2n−1)q(2)01 +m(2n−1)q(3)01 +2nm(2n−1)q(4)01 +mq(5)01 = 2n(2n−1)
q(0)01 −2nq(1)01 +(2n−1)q(2)01 +m(2n−1)q(3)01 −2mnq(4)01 +mq(5)01 =−2n
q(0)01 −q(2)01 −mq(3)01 +mq(5)01 = 0
q(0)01 +(2n−1)q(2)01 +(−2n+1)q(3)01 −q(5)01 = 0
q(0)01 +2nq
(1)
01 −q(2)01 +q(3)01 −2nq(4)01 −q(5)01 = 2n
q(0)01 −2nq(1)01 −q(2)01 +q(3)01 +2nq(4)01 −q(5)01 =−2n
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The following system of linear equations gives us the second row of B∗1.
q(0)11 +(2n)(2n−1)q(1)11 +(2n−1)q(2)11 +m(2n−1)q(3)11 +2nm(2n−1)q(4)11 +mq(5)11 = (2n−1)2
q(0)11 −2nq(1)11 +(2n−1)q(2)11 +m(2n−1)q(3)11 −2mnq(4)11 +mq(5)11 = (2n)2
q(0)11 −q(2)11 −mq(3)11 +mq(5)11 = 0
q(0)11 +(2n−1)q(2)11 +(−2n+1)q(3)11 −q(5)11 = 0
q(0)11 +2nq
(1)
11 −q(2)11 +q(3)11 −2nq(4)11 −q(5)11 = (2n)2
q(0)11 −2nq(1)11 −q(2)11 +q(3)11 +2nq(4)11 −q(5)11 = (2n)2
The following system of linear equations gives us the third row of B∗1.
q(0)21 +(2n)(2n−1)q(1)21 +(2n−1)q(2)21 +m(2n−1)q(3)21 +2nm(2n−1)q(4)21 +mq(5)21 = 2n(2n−1)2
q(0)21 −2nq(1)21 +(2n−1)q(2)21 +m(2n−1)q(3)21 −2mnq(4)21 +mq(5)21 =−2n(2n−1)
q(0)21 −q(2)21 −mq(3)21 +mq(5)21 = 0
q(0)21 +(2n−1)q(2)21 +(−2n+1)q(3)21 −q(5)21 = 0
q(0)21 +2nq
(1)
21 −q(2)21 +q(3)21 −2nq(4)21 −q(5)21 =−2n
q(0)21 −2nq(1)21 −q(2)21 +q(3)21 +2nq(4)21 −q(5)21 = 2n
The following system of linear equations gives us the forth row of B∗1.
q(0)31 +(2n)(2n−1)q(1)31 +(2n−1)q(2)31 +m(2n−1)q(3)31 +2nm(2n−1)q(4)31 +mq(5)31 = 2nm(2n−1)2
q(0)31 −2nq(1)31 +(2n−1)q(2)31 +m(2n−1)q(3)31 −2mnq(4)31 +mq(5)31 =−2mn(2n−1)
q(0)31 −q(2)31 −mq(3)31 +mq(5)31 = 0
q(0)31 +(2n−1)q(2)31 +(−2n+1)q(3)31 −q(5)31 = 0
q(0)31 +2nq
(1)
31 −q(2)31 +q(3)31 −2nq(4)31 −q(5)31 = 2n
q(0)31 −2nq(1)31 −q(2)31 +q(3)31 +2nq(4)31 −q(5)31 =−2n
The following system of linear equations gives us the fifth row of B∗1.
q(0)41 +(2n)(2n−1)q(1)41 +(2n−1)q(2)41 +m(2n−1)q(3)41 +2nm(2n−1)q(4)41 +mq(5)41 = m(2n(2n−1))2
q(0)41 −2nq(1)41 +(2n−1)q(2)41 +m(2n−1)q(3)41 −2mnq(4)41 +mq(5)41 = 4mn2
q(0)41 −q(2)41 −mq(3)41 +mq(5)41 = 0
q(0)41 +(2n−1)q(2)41 +(−2n+1)q(3)41 −q(5)41 = 0
q(0)41 +2nq
(1)
41 −q(2)41 +q(3)41 −2nq(4)41 −q(5)41 =−(2n)2
q(0)41 −2nq(1)41 −q(2)41 +q(3)41 +2nq(4)41 −q(5)41 =−(2n)2
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The following system of linear equations gives us the sixth row of B∗1.
q(0)51 +(2n)(2n−1)q(1)51 +(2n−1)q(2)51 +m(2n−1)q(3)51 +2nm(2n−1)q(4)51 +mq(5)51 = 2nm(2n−1)
q(0)51 −2nq(1)51 +(2n−1)q(2)51 +m(2n−1)q(3)51 −2mnq(4)51 +mq(5)51 =−2mn
q(0)51 −q(2)51 −mq(3)51 +mq(5)51 = 0
q(0)51 +(2n−1)q(2)51 +(−2n+1)q(3)51 −q(5)51 = 0
q(0)51 +2nq
(1)
51 −q(2)51 +q(3)51 −2nq(4)51 −q(5)51 =−2n
q(0)51 −2nq(1)51 −q(2)51 +q(3)51 +2nq(4)51 −q(5)51 = 2n
The following system of linear equations gives us the first row of B∗2.
q(0)02 +(2n)(2n−1)q(1)02 +(2n−1)q(2)02 +m(2n−1)q(3)02 +2nm(2n−1)q(4)02 +mq(5)02 = 2n−1
q(0)02 −2nq(1)02 +(2n−1)q(2)02 +m(2n−1)q(3)02 −2mnq(4)02 +mq(5)02 = 2n−1
q(0)02 −q(2)02 −mq(3)02 +mq(5)02 =−1
q(0)02 +(2n−1)q(2)02 +(−2n+1)q(3)02 −q(5)02 = 2n−1
q(0)02 +2nq
(1)
02 −q(2)02 +q(3)02 −2nq(4)02 −q(5)02 =−1
q(0)02 −2nq(1)02 −q(2)02 +q(3)02 +2nq(4)02 −q(5)02 =−1
The following system of linear equations gives us the second row of B∗2.
q(0)12 +(2n)(2n−1)q(1)12 +(2n−1)q(2)12 +m(2n−1)q(3)12 +2nm(2n−1)q(4)12 +mq(5)12 = 2n(2n−1)2
q(0)12 −2nq(1)12 +(2n−1)q(2)12 +m(2n−1)q(3)12 −2mnq(4)12 +mq(5)12 =−2n(2n−1)
q(0)12 −q(2)12 −mq(3)12 +mq(5)12 = 0
q(0)12 +(2n−1)q(2)12 +(−2n+1)q(3)12 −q(5)12 = 0
q(0)12 +2nq
(1)
12 −q(2)12 +q(3)12 −2nq(4)12 −q(5)12 =−2n
q(0)12 −2nq(1)12 −q(2)12 +q(3)12 +2nq(4)12 −q(5)12 = 2n
The following system of linear equations gives us the third row of B∗2.
q(0)22 +(2n)(2n−1)q(1)22 +(2n−1)q(2)22 +m(2n−1)q(3)22 +2nm(2n−1)q(4)22 +mq(5)22 = (2n−1)2
q(0)22 −2nq(1)22 +(2n−1)q(2)22 +m(2n−1)q(3)22 −2mnq(4)22 +mq(5)22 = (2n−1)2
q(0)22 −q(2)22 −mq(3)22 +mq(5)22 = 1
q(0)22 +(2n−1)q(2)22 +(−2n+1)q(3)22 −q(5)22 = (2n−1)2
q(0)22 +2nq
(1)
22 −q(2)22 +q(3)22 −2nq(4)22 −q(5)22 = 1
q(0)22 −2nq(1)22 −q(2)22 +q(3)22 +2nq(4)22 −q(5)22 = 1
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The following system of linear equations gives us the forth row of B∗2.
q(0)32 +(2n)(2n−1)q(1)32 +(2n−1)q(2)32 +m(2n−1)q(3)32 +2nm(2n−1)q(4)32 +mq(5)32 = m(2n−1)2
q(0)32 −2nq(1)32 +(2n−1)q(2)32 +m(2n−1)q(3)32 −2mnq(4)32 +mq(5)32 =−2mn(2n−1)
q(0)32 −q(2)32 −mq(3)32 +mq(5)32 = 0
q(0)32 +(2n−1)q(2)32 +(−2n+1)q(3)32 −q(5)32 = 0
q(0)32 +2nq
(1)
32 −q(2)32 +q(3)32 −2nq(4)32 −q(5)32 = 2n
q(0)32 −2nq(1)32 −q(2)32 +q(3)32 +2nq(4)32 −q(5)32 =−2n
The following system of linear equations gives us the fifth row of B∗2.
q(0)42 +(2n)(2n−1)q(1)42 +(2n−1)q(2)42 +m(2n−1)q(3)42 +2nm(2n−1)q(4)42 +mq(5)42 = 2nm(2n−1)2
q(0)42 −2nq(1)42 +(2n−1)q(2)42 +m(2n−1)q(3)42 −2mnq(4)42 +mq(5)42 =−2mn(2n−1)
q(0)42 −q(2)42 −mq(3)42 +mq(5)42 = 0
q(0)42 +(2n−1)q(2)42 +(−2n+1)q(3)42 −q(5)42 = 0
q(0)42 +2nq
(1)
42 −q(2)42 +q(3)42 −2nq(4)42 −q(5)42 = 2n
q(0)42 −2nq(1)42 −q(2)42 +q(3)42 +2nq(4)42 −q(5)42 =−2n
The following system of linear equations gives us the sixth row of B∗2.
q(0)52 +(2n)(2n−1)q(1)52 +(2n−1)q(2)52 +m(2n−1)q(3)52 +2nm(2n−1)q(4)52 +mq(5)52 = m(2n−1)
q(0)52 −2nq(1)52 +(2n−1)q(2)52 +m(2n−1)q(3)52 −2mnq(4)52 +mq(5)52 = m(2n−1)
q(0)52 −q(2)52 −mq(3)52 +mq(5)52 =−1
q(0)52 +(2n−1)q(2)52 +(−2n+1)q(3)52 −q(5)52 =−(2n−1)
q(0)52 +2nq
(1)
52 −q(2)52 +q(3)52 −2nq(4)52 −q(5)52 = 1
q(0)52 −2nq(1)52 −q(2)52 +q(3)52 +2nq(4)52 −q(5)52 = 1
The following system of linear equations gives us the first row of B∗3.
q(0)03 +(2n)(2n−1)q(1)03 +(2n−1)q(2)03 +m(2n−1)q(3)03 +2nm(2n−1)q(4)03 +mq(5)03 = m(2n−1)
q(0)03 −2nq(1)03 +(2n−1)q(2)03 +m(2n−1)q(3)03 −2mnq(4)03 +mq(5)03 = m(2n−1)
q(0)03 −q(2)03 −mq(3)03 +mq(5)03 =−m
q(0)03 +(2n−1)q(2)03 +(−2n+1)q(3)03 −q(5)03 =−2n+1
q(0)03 +2nq
(1)
03 −q(2)03 +q(3)03 −2nq(4)03 −q(5)03 = 1
q(0)03 −2nq(1)03 −q(2)03 +q(3)03 +2nq(4)03 −q(5)03 = 1
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The following system of linear equations gives us the second row of B∗3.
q(0)13 +(2n)(2n−1)q(1)13 +(2n−1)q(2)13 +m(2n−1)q(3)13 +2nm(2n−1)q(4)13 +mq(5)13 = 2nm(2n−1)2
q(0)13 −2nq(1)13 +(2n−1)q(2)13 +m(2n−1)q(3)13 −2mnq(4)13 +mq(5)13 =−2nm(2n−1)
q(0)13 −q(2)13 −mq(3)13 +mq(5)13 = 0
q(0)13 +(2n−1)q(2)13 +(−2n+1)q(3)13 −q(5)13 = 0
q(0)13 +2nq
(1)
13 −q(2)13 +q(3)13 −2nq(4)13 −q(5)13 = 2n
q(0)13 −2nq(1)13 −q(2)13 +q(3)13 +2nq(4)13 −q(5)13 =−2n
The following system of linear equations gives us the third row of B∗3.
q(0)23 +(2n)(2n−1)q(1)23 +(2n−1)q(2)23 +m(2n−1)q(3)23 +2nm(2n−1)q(4)23 +mq(5)23 = m(2n−1)2
q(0)23 −2nq(1)23 +(2n−1)q(2)23 +m(2n−1)q(3)23 −2mnq(4)23 +mq(5)23 = m(2n−1)2
q(0)23 −q(2)23 −mq(3)23 +mq(5)23 =−m
q(0)23 +(2n−1)q(2)23 +(−2n+1)q(3)23 −q(5)23 =−(2n−1)2
q(0)23 +2nq
(1)
23 −q(2)23 +q(3)23 −2nq(4)23 −q(5)23 =−1
q(0)23 −2nq(1)23 −q(2)23 +q(3)23 +2nq(4)23 −q(5)23 =−1
The following system of linear equations gives us the forth row of B∗3.
q(0)33 +(2n)(2n−1)q(1)33 +(2n−1)q(2)33 +m(2n−1)q(3)33 +2nm(2n−1)q(4)33 +mq(5)33 = (m(2n−1))2
q(0)33 −2nq(1)33 +(2n−1)q(2)33 +m(2n−1)q(3)33 −2mnq(4)33 +mq(5)33 = (m(2n−1))2
q(0)33 −q(2)33 −mq(3)33 +mq(5)33 = m2
q(0)33 +(2n−1)q(2)33 +(−2n+1)q(3)33 −q(5)33 = (−2n+1)2
q(0)33 +2nq
(1)
33 −q(2)33 +q(3)33 −2nq(4)33 −q(5)33 = 1
q(0)33 −2nq(1)33 −q(2)33 +q(3)33 +2nq(4)33 −q(5)33 = 1
The following system of linear equations gives us the fifth row of B∗3.
q(0)43 +(2n)(2n−1)q(1)43 +(2n−1)q(2)43 +m(2n−1)q(3)43 +2nm(2n−1)q(4)43 +mq(5)43 = 2n(m(2n−1))2
q(0)43 −2nq(1)43 +(2n−1)q(2)43 +m(2n−1)q(3)43 −2mnq(4)43 +mq(5)43 =−2nm2(2n−1)
q(0)43 −q(2)43 −mq(3)43 +mq(5)43 = 0
q(0)43 +(2n−1)q(2)43 +(−2n+1)q(3)43 −q(5)43 = 0
q(0)43 +2nq
(1)
43 −q(2)43 +q(3)43 −2nq(4)43 −q(5)43 =−2n
q(0)43 −2nq(1)43 −q(2)43 +q(3)43 +2nq(4)43 −q(5)43 = 2n
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The following system of linear equations gives us the sixth row of B∗3.
q(0)53 +(2n)(2n−1)q(1)53 +(2n−1)q(2)53 +m(2n−1)q(3)53 +2nm(2n−1)q(4)53 +mq(5)53 = m2(2n−1)
q(0)53 −2nq(1)53 +(2n−1)q(2)53 +m(2n−1)q(3)53 −2mnq(4)53 +mq(5)53 = m2(2n−1)
q(0)53 −q(2)53 −mq(3)53 +mq(5)53 =−m2
q(0)53 +(2n−1)q(2)53 +(−2n+1)q(3)53 −q(5)53 = 2n−1
q(0)53 +2nq
(1)
53 −q(2)53 +q(3)53 −2nq(4)53 −q(5)53 =−1
q(0)53 −2nq(1)53 −q(2)53 +q(3)53 +2nq(4)53 −q(5)53 =−1
The following system of linear equations gives us the first row of B∗4.
q(0)04 +(2n)(2n−1)q(1)04 +(2n−1)q(2)04 +m(2n−1)q(3)04 +2nm(2n−1)q(4)04 +mq(5)04 = 2nm(2n−1)
q(0)04 −2nq(1)04 +(2n−1)q(2)04 +m(2n−1)q(3)04 −2mnq(4)04 +mq(5)04 =−2mn
q(0)04 −q(2)04 −mq(3)04 +mq(5)04 = 0
q(0)04 +(2n−1)q(2)04 +(−2n+1)q(3)04 −q(5)04 = 0
q(0)04 +2nq
(1)
04 −q(2)04 +q(3)04 −2nq(4)04 −q(5)04 =−2n
q(0)04 −2nq(1)04 −q(2)04 +q(3)04 +2nq(4)04 −q(5)04 = 2n
The following system of linear equations gives us the second row of B∗4.
q(0)14 +(2n)(2n−1)q(1)14 +(2n−1)q(2)14 +m(2n−1)q(3)14 +2nm(2n−1)q(4)14 +mq(5)14 = m(2n(2n−1))2
q(0)14 −2nq(1)14 +(2n−1)q(2)14 +m(2n−1)q(3)14 −2mnq(4)14 +mq(5)14 = m(2n)2
q(0)14 −q(2)14 −mq(3)14 +mq(5)14 = 0
q(0)14 +(2n−1)q(2)14 +(−2n+1)q(3)14 −q(5)14 = 0
q(0)14 +2nq
(1)
14 −q(2)14 +q(3)14 −2nq(4)14 −q(5)14 =−(2n)2
q(0)14 −2nq(1)14 −q(2)14 +q(3)14 +2nq(4)14 −q(5)14 =−(2n)2
The following system of linear equations gives us the third row of B∗4.
q(0)24 +(2n)(2n−1)q(1)24 +(2n−1)q(2)24 +m(2n−1)q(3)24 +2nm(2n−1)q(4)24 +mq(5)24 = 2nm(2n−1)2
q(0)24 −2nq(1)24 +(2n−1)q(2)24 +m(2n−1)q(3)24 −2mnq(4)24 +mq(5)24 =−2mn(2n−1)
q(0)24 −q(2)24 −mq(3)24 +mq(5)24 = 0
q(0)24 +(2n−1)q(2)24 +(−2n+1)q(3)24 −q(5)24 = 0
q(0)24 +2nq
(1)
24 −q(2)24 +q(3)24 −2nq(4)24 −q(5)24 = 2n
q(0)24 −2nq(1)24 −q(2)24 +q(3)24 +2nq(4)24 −q(5)24 =−2n
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The following system of linear equations gives us the forth row of B∗4.
q(0)34 +(2n)(2n−1)q(1)34 +(2n−1)q(2)34 +m(2n−1)q(3)34 +2nm(2n−1)q(4)34 +mq(5)34 = 2n(m(2n−1))2
q(0)34 −2nq(1)34 +(2n−1)q(2)34 +m(2n−1)q(3)34 −2mnq(4)34 +mq(5)34 =−2m2n(2n−1)
q(0)34 −q(2)34 −mq(3)34 +mq(5)34 = 0
q(0)34 +(2n−1)q(2)34 +(−2n+1)q(3)34 −q(5)34 = 0
q(0)34 +2nq
(1)
34 −q(2)34 +q(3)34 −2nq(4)34 −q(5)34 =−2n
q(0)34 −2nq(1)34 −q(2)34 +q(3)34 +2nq(4)34 −q(5)34 = 2n
The following system of linear equations gives us the fifth row of B∗4.
q(0)44 +(2n)(2n−1)q(1)44 +(2n−1)q(2)44 +m(2n−1)q(3)44 +2nm(2n−1)q(4)44 +mq(5)44 = (2nm(2n−1))2
q(0)44 −2nq(1)44 +(2n−1)q(2)44 +m(2n−1)q(3)44 −2mnq(4)44 +mq(5)44 = (2mn)2
q(0)44 −q(2)44 −mq(3)44 +mq(5)44 = 0
q(0)44 +(2n−1)q(2)44 +(−2n+1)q(3)44 −q(5)44 = 0
q(0)44 +2nq
(1)
44 −q(2)44 +q(3)44 −2nq(4)44 −q(5)44 = (2n)2
q(0)44 −2nq(1)44 −q(2)44 +q(3)44 +2nq(4)44 −q(5)44 = (2n)2
The following system of linear equations gives us the sixth row of B∗4.
q(0)54 +(2n)(2n−1)q(1)54 +(2n−1)q(2)54 +m(2n−1)q(3)54 +2nm(2n−1)q(4)54 +mq(5)54 = 2nm2(2n−1)
q(0)54 −2nq(1)54 +(2n−1)q(2)54 +m(2n−1)q(3)54 −2mnq(4)54 +mq(5)54 =−2m2n
q(0)54 −q(2)54 −mq(3)54 +mq(5)54 = 0
q(0)54 +(2n−1)q(2)54 +(−2n+1)q(3)54 −q(5)54 = 0
q(0)54 +2nq
(1)
54 −q(2)54 +q(3)54 −2nq(4)54 −q(5)54 = 2n
q(0)54 −2nq(1)54 −q(2)54 +q(3)54 +2nq(4)54 −q(5)54 =−2n
The following system of linear equations gives us the first row of B∗5.
q(0)05 +(2n)(2n−1)q(1)05 +(2n−1)q(2)05 +m(2n−1)q(3)05 +m(2n)(2n−1)q(4)05 +mq(5)05 = m
q(0)05 −2nq(1)05 +(2n−1)q(2)05 +m(2n−1)q(3)05 −2mnq(4)05 +mq(5)05 = m
q(0)05 −q(2)05 −mq(3)05 +mq(5)05 = m
q(0)05 +(2n−1)q(2)05 − (−2n+1)q(3)05 −q(5)05 =−1
q(0)05 +2nq
(1)
05 −q(2)05 +q(3)05 −2nq(4)05 −q(5)05 =−1
q(0)05 −2nq(1)05 −q(2)05 +q(3)05 +2nq(4)05 −q(5)05 =−1
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The following system of linear equations gives us the second row of B∗5.
q(0)15 +(2n)(2n−1)q(1)15 +(2n−1)q(2)15 +m(2n−1)q(3)15 +2nm(2n−1)q(4)15 +mq(5)15 = 2nm(2n−1)
q(0)15 −2nq(1)15 +(2n−1)q(2)15 +m(2n−1)q(3)15 −2mnq(4)15 +mq(5)15 =−2mn
q(0)15 −q(2)15 −mq(3)15 +mq(5)15 = 0
q(0)15 +(2n−1)q(2)15 +(−2n+1)q(3)15 −q(5)15 = 0
q(0)15 +2nq
(1)
15 −q(2)15 +q(3)15 −2nq(4)15 −q(5)15 =−2n
q(0)15 −2nq(1)15 −q(2)15 +q(3)15 +2nq(4)15 −q(5)15 = 2n
The following system of linear equations gives us the third row of B∗5.
q(0)25 +2n(2n−1)q(1)25 +(2n−1)q(2)25 +m(2n−1)q(3)25 +2mn(2n−1)q(4)25 +mq(5)25 = m(2n−1)
q(0)25 −2nq(1)25 +(2n−1)q(2)25 +m(2n−1)q(3)25 −2mnq(4)25 +mq(5)25 = m(2n−1)
q(0)25 −q(2)25 −mq(3)25 +mq(5)25 =−m
q(0)25 +(2n−1)q(2)25 +(−2n+1)q(3)25 −q(5)25 = 1−2n
q(0)25 +2nq
(1)
25 −q(2)25 +q(3)25 −2nq(4)25 −q(5)25 = 1
q(0)25 −2nq(1)25 −q(2)25 +q(3)25 +2nq(4)25 −q(5)25 = 1
The following system of linear equations gives us the forth row of B∗5.
q(0)35 +2n(2n−1)q(1)35 +(2n−1)q(2)35 +m(2n−1)q(3)35 +2nm(2n−1)q(4)35 +mq(5)35 = m2(2n−1)
q(0)35 −2nq(1)35 +(2n−1)q(2)35 +m(2n−1)q(3)35 −2mnq(4)35 +mq(5)35 = m2(2n−1)
q(0)35 −q(2)35 −mq(3)35 +mq(5)35 =−m2
q(0)35 +(2n−1)q(2)35 +(−2n+1)q(3)35 −q(5)35 = 2n−1
q(0)35 +2nq
(1)
35 −q(2)35 +q(3)35 −2nq(4)35 −q(5)35 =−1
q(0)35 −2nq(1)35 −q(2)35 +q(3)35 +2nq(4)35 −q(5)35 =−1
The following system of linear equations gives us the fifth row of B∗5.
q(0)45 +2n(2n−1)q(1)45 +(2n−1)q(2)45 +m(2n−1)q(3)45 +m(2n)(2n−1)q(4)45 +mq(5)45 = m2(2n−1)
q(0)45 −2nq(1)45 +(2n−1)q(2)45 +m(2n−1)q(3)45 −2mnq(4)45 +mq(5)45 =−2nm2
q(0)45 −q(2)45 −mq(3)45 +mq(5)45 = 0
q(0)45 +(2n−1)q(2)45 +(−2n+1)q(3)45 −q(5)45 = 0
q(0)45 +2nq
(1)
45 −q(2)45 +q(3)45 −2nq(4)45 −q(5)45 = 2n
q(0)45 −2nq(1)45 −q(2)45 +q(3)45 +2nq(4)45 −q(5)45 =−2n
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The following system of linear equations gives us the sixth row of B∗5.
q(0)55 +2n(2n−1)q(1)55 +(2n−1)q(2)55 +m(2n−1)q(3)55 +m(2n)(2n−1)q(4)55 +mq(5)55 = m2
q(0)55 −2nq(1)55 +(2n−1)q(2)55 +m(2n−1)q(3)55 −2mnq(4)55 +mq(5)55 = m2
q(0)55 −q(2)55 −mq(3)55 +mq(5)55 = m2
q(0)55 +(2n−1)q(2)55 +(−2n+1)q(3)55 −q(5)55 = 1
q(0)55 +2nq
(1)
55 −q(2)55 +q(3)55 −2nq(4)55 −q(5)55 = 1
q(0)55 −2nq(1)55 −q(2)55 +q(3)55 +2nq(4)55 −q(5)55 = 1
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