Abstract. Circulant matrices have been extensively applied in Symbolic and Numerical Computations, but we study their new application, namely, to randomized pre-processing that supports Gaussian elimination with no pivoting, hereafter referred to as GENP. We prove that, with a probability close to 1, GENP proceeds with no divisions by 0 if the input matrix is pre-processed with a random circulant multiplier. This yields 4-fold acceleration (in the cases of both general and structured input matrices) versus pre-processing with the pair of random triangular Toeplitz multipliers, which has been the user's favorite since 1991. In that part of our paper we assume computations with infinite precision, but then we apply random circulant multipliers to GENP with double precision, in the presence of rounding errors. In this case GENP fails without pre-processing unless all square leading blocks of the input matrix are well-conditioned, but empirically GENP produces accurate output consistently if a well-conditioned input matrix is pre-processed with random circulant multipliers. We can support formally the latter empirical observation if we also allow Gaussian random input, but we prove that GENP fails numerically with a probability close to 1 in the case of some specific input matrix pre-processed with such multipliers. We also prove that even for the worst case well-conditioned input, GENP runs into numerical problems only with a probability close to 0, if a nonsingular and well-conditioned input matrix is multiplied by a standard Gaussian random matrix. All our results for GENP can be readily extended to the highly important block Gaussian elimination.
Introduction
Circulant matrices are among the most popular structured matrices. Such a matrix can be decomposed into the product of the matrix of the discrete Fourier transform (DFT), a diagonal matrix, and the matrix of the inverse DFT. This enables fast FFT-based multiplication and inversion of circulant matrices, prompting their numerous highly efficient applications to various Symbolic and Numerical Computations, but we study a new application, namely, to pre-processing Gaussian elimination with no pivoting (GENP). Unlike the celebrated circulant pre-conditioners that accelerate the convergence of iterative algorithms for structured linear systems of equations [CN96] , [CN99], we use random circulant multipliers in order to avoid potential degeneracy and numerical instability of GENP applied to both general and structured linear systems.
At first we recall that the customary variant of Gaussian elimination with partial pivoting, hereafter referred to as GEPP, ensures that the computations are safe, that is, use no divisions by 0. This follows due to a proper policy of interchanging the rows of the input matrix, called pivoting. For an n × n input matrix, pivoting involves just the order of n 2 comparisons, but still takes quite a heavy toll. It interrupts the stream of arithmetic operations with foreign operations of comparison, involves book-keeping, compromises data locality, impedes parallelization of the computations, and increases communication overhead and data dependence.
GENP avoids these drawbacks of GEPP, but it is safe in the above sense if and only if the input matrix is strongly non-singular, that is, non-singular together with all its square leading block sub-matrices. Most of the matrices with entries from the infinite fields of complex, real, or rational numbers or the finite fields of large cardinality are strongly non-singular, but not so for the matrices in the fields of small cardinality, e.g., GF (2). Over the fields of rational, real or complex numbers, the diagonally dominant, positive definite and totally positive matrices are strongly non-singular (cf. [GL13] ), but for the other matrices it is usually as hard to verify strong non-singularity as to perform GENP.
GENP preceded by randomized multiplications by a single structured matrix or by a pair of such matrices is an attractive alternative to GEPP. The paper [KS91] (cited in 175 papers by 2015) proves that the n × n product U AL is strongly non-singular with probability close to 1 if A is a non-singular matrix and if U T and L are random lower triangular Toeplitz matrices. One just needs to generate 2n − 1 random parameters and to perform O(n 2 log(n)) arithmetic operations in order to compute the product U AL.
We can accelerate a little this pre-processing of [KS91], as well as of all its known variations (cf. [BP94, Section 2.13], [CEK02] and [P01, Sections 5.6 and 5.7] ), if we apply just a single circulant multiplier, but can we extend to this case the proof of [KS91] that GENP is safe? This is not straightforward at all, but we work out a proof in Section 3.
Namely we prove that, with a probability close to 1, any non-singular matrix becomes strongly non-singular after its multiplication by a random f -circulant multiplier, for any complex f . We recall the definition of f -circulant matrices in Section 2.3. This is a triangular Toeplitz matrix, for f = 0, and is called circulant, for f = 1, and skew circulant, for f = −1. If f = 0, we operate with an f -circulant matrix almost as fast as with a circulant one and twice as fast as with a triangular Toeplitz matrix.
All our results for GENP can be equally well applied to supporting block Gaussian elimination, whereas incorporation of pivoting into this highly important algorithm leads to additional difficulties and drawbacks. An important special case is the solution of a Toeplitz or Toeplitz-like linear system of equations, which again has widely known applications to Symbolic and Numerical Computations, e.g., to the computation of a polynomial GCD and an approximate GCD, Padé approximation, rational function reconstruction, and linear recurrence span.
The MBA superfast algorithm, by Morf [M74] , [M80] and by Bitmead and Anderson [BA80], runs in nearly linear arithmetic time for both Toeplitz and Toeplitz-like inputs. This algorithm is precisely the recursive block Gaussian elimination, accelerated by means of exploiting the Toeplitz-like structure of the input matrix. Pivoting is not used for Toeplitz or Toeplitz-like inputs because it would immediately destroy their structure, but the structure is fully preserved by our randomized circulant pre-processing (cf. [P01, Chapter 5] ).
Extensive formal study of how randomized pre-processing counters singularity (the subject of our Section 3) goes back at least to the 1990s (e.g., see [P01, Section 2.13], entitled "Regularization of a Matrix via Pre-conditioning with Randomization"), but in Section 4, we extend our formal study to the more recent research subject of randomized structured numerical pre-processing of GENP and block Gaussian elimination, in the presence of rounding errors, in which case both algorithms can readily fail [GL13], [B85], and pre-processing is badly needed (see [PQY15] on the history of this study).
Empirically random circulant multipliers provide the desired remedy. In the extensive tests reported in [PQZ13] and [PQY15], GENP with random circulant pre-processing has consistently produced accurate solutions for a great variety of inputs for which GENP failed without pre-processing.
These empirical observations may be sufficient for the user, but we also provide some limited formal support for them. Namely, we prove that for random well-conditioned input GENP and pre-processing with a well-conditioned multiplier GENP fails with a probability close to 0, that is, for an input set having a small measure.
This motivates a research challenge of finding a small family of appropriate policies of structured pre-processing for which the intersection of such input sets is empty, but applying just a singe random circulant multiplier is not sufficient: we prove in Theorem 9 that in the presence of rounding errors GENP fails with a probability near 1, for some specific input matrices of a large size pre-processed with such a multiplier.
Pre-processing with a standard Gaussian (unstructured) random multiplier is sufficient, however: we prove that even for the worst case input matrix (as long as it is well-conditioned and is pre-processed with such a multiplier) GENP and block Gaussian elimination are numerically stable with a probability close to 1.
The cost of the generation of the multiplier and the multiplication by it should be counted, but also discounted because pre-processing can be re-used and because modern technological trend motivates discounting the cost of arithmetic computations. Here is a relevant citation from [BCD14]: "The traditional metric for the efficiency of a numerical algorithm has been the number of arithmetic operations it performs. Technological trends have long been reducing the time to perform an arithmetic operation, so it is no longer the bottleneck in many algorithms; rather, communication, or moving data, is the bottleneck".
We organize our paper as follows. We present some background material in the next section. In Section 3 we prove that GENP with a random f -circulant multiplier is expected to proceed with no divisions by 0. In Section 4 we study numerical GENP, performed with rounding errors.
To simplify our exposition, we present our results just for GENP, but for the sake of completeness, we link them block Gaussian elimination in the Appendix.
Background

Safe GENP, pre-processing and strong non-singularity
We call GENP safe whenever it proceeds to the end with no divisions by 0. A k,l denotes the k × l leading (that is, northwestern) sub-matrix of a matrix A. A matrix is called strongly non-singular if all its square leading sub-matrices are non-singular. Suppose A is a non-singular, but not necessarily strongly non-singular n × n matrix, and seek a non-singular n × n matrix H such that the pre-processed matrix AH is strongly non-singular. If it is strongly non-singular, then we can safely apply to it GENP, output the inverse matrix M = (AH) −1 or the solution M f to the linear system AHy = f , and readily recover the inverse A −1 = HM or the solution x = Hy to the linear system Ax = f . One can similarly use pre-processing A → F A or A → F AH where F is a non-singular n × n matrix.
Pre-processing by means of symmetrization or random sampling
Hereafter A H denotes the Hermitian transpose of a matrix A, which is just the usual transpose A T of the matrix A if it is real. The matrices A H A and AA H are Hermitian non-negative definite, and therefore strongly non-singular if the matrix A is a complex, real or rational non-singular matrix (cf. [GL13]), but this does not work in finite fields; moreover, the maps A → A H A and A → AA H square the condition number, and this should be avoided in numerical computations with rounding errors.
We assume a non-singular matrix A and seek alternative pre-processing A → AH with a random matrix H such that GENP is expected to be safe for the matrix AH. Here we assume that the entries of the matrix H are linear combinations of finitely many independent identically distributed (hereafter referred to as i.i.d.) random variables, which are either standard Gaussian random variables (hereafter referred to just as Gaussian) or have their values uniformly sampled from a fixed finite set, that is, selected under the uniform probability distribution on that set. We call a matrix Gaussian if it is filled with independent Gaussian variables.
Theorem 2. Assume a fixed n × n matrix A and an n × n matrix H whose entries are linear combinations of finitely many i.i.d. variables. Let det((AH) l,l ) vanish identically in them for neither of the integers l, l = 1, . . . , n.
(i) If the values of the variables have been sampled uniformly at random from a set S of cardinality |S|, then the matrix (AH) l,l is singular with a probability at most l/|S|, for any l, and the matrix AH is strongly non-singular with a probability at least 1 − 0.5(n − 1)n/|S|.
(ii) If these i.i.d. variables are Gaussian, then the matrix AH is strongly non-singular with probability 1. 
f -circulant, Gaussian f -circulant, and Toeplitz matrices
In order to decrease the cost of sampling the matrix H and of multiplication by it, we choose it f -circulant and prove in the next sections that the assumptions of Theorem 2 hold for this matrix, provided that the matrix A is non-singular.
At first we recall some definitions. For a positive integer n and a complex scalar f , define the unit f -circulant matrix Z f of size n × n as follows,
Note that Z n = f I for I denoting the identity matrix. An f -circulant matrix
is a lower triangular Toeplitz matrix for f = 0, circulant for f = 1, and skew-circulant for f = −1. We call an f -circulant matrix a Gaussian f -circulant (or just Gaussian circulant if f = 1) if its first column is filled with independent Gaussian variables. For every fixed f , the f -circulant matrices form an algebra in the linear space of n × n Toeplitz matrices
n Ω H , ω denotes a primitive n-th root of unity, Ω and Ω −1 denote the matrices of the discrete Fourier transform at n points and its inverse, respectively (hereafter referred to as DFT(n) and inverse DFT(n), respectively).
(ii) Furthermore write u = (u i )
n−1 i,j=0 , and D(u) = diag(u 0 , . . . , u n−1 ), that is, D(u) is the diagonal matrix with the diagonal entries u 0 , . . . , u n−1 Remark 1. If n = 2 k is a power of 2, we can apply the FFT algorithm and perform DFT(n) and inverse DFT(n) by using only 1.5n log 2 (n) and 1.5n log 2 (n)+n arithmetic operations, respectively, but if 2 k−1 < n ≤ 2 k we can embed the matrix Ω = Ω n into the matrix Ω 2 k and obtain the vector Ω n (v i )
i=0 where v i = 0 for i ≥ n, and similarly for Ω −1 n .
Theorem 3. (Cf. [CPW74]
.) If f = 0, then f n -circulant matrix Z f n (v) of size n × n can be factored as follows,
i=0 , and f = 0.
In particular for circulant matrices,
The theorem implies that for f = 0 one can multiply an n × n f -circulant matrix by a vector by applying two DFT(n), an inverse DFT(n), and additionally n multiplications and 2δ f n multiplications and divisions where δ f is 0 if f = 1 and is 1 otherwise. We cannot apply this theorem directly to 0-circulant, that is, a triangular Toeplitz, matrix, but we can multiply this matrix by a vector at a double cost because we can represent such a matrix as the sum of a circulant matrix and a skew-circulant matrix.
Remark 2. Assume a Gaussian circulant matrix Z 1 (v). Its first column vector v is Gaussian, but then so is also the vector u = (u i )
Ωv, which defines the matrix Z 1 (v) by the diagonal matrix D = diag(u i ) n i=1 of Theorem 3.
3 Pre-processing with an f -circulant multiplier
is a Gaussian f -circulant matrix, B = AT = (b i,j ) n i,j=1 , f is a fixed complex number, t 1 , . . . , t n are variables, and t k = f t n+k for k = 0, −1, . . . , 1 − n. Let B l,l denotes the l-th leading sub-matrices of the matrix B for l = 1, . . . , n, and so det(B l,l ) are polynomial in t 1 , . . . , t n , for all l, l = 1, . . . , n. Then neither of these polynomials vanishes identically in t 1 , . . . , t n .
Proof. Fix a positive integer l ≤ n. With the convention α k±n = f α k for k = 1, · · · , n, we can write
where α j is the jth column of A l,n . Let a i,j+n = f a i,j , for k = 1, · · · , n, and readily verify that
and so det(B l ) is a homogeneous polynomial in t 1 , . . . , t n . Now Theorem 4 is implied by the following lemma.
Lemma 1. If det(B l,l ) = 0 identically in all the variables t 1 , . . . , t n , then
for all l-tuples of sub-scripts (i 1 , . . . , i l ) such that 1 ≤ i 1 < i 2 < · · · < i l ≤ n.
Indeed let A l,n denote the sub-matrix made up of the first l rows of A. Note that if (3) holds for all l-tuples of the sub-scripts (i 1 , . . . , i l ) above, then the rows of the sub-matrix A l,n are linearly dependent, but they are the rows of the matrix A, and their linearly dependence contradicts the assumption that the matrix A is non-singular.
In the rest of this section we prove Lemma 1. At first we order the l-tuples I = (i 1 , . . . , i l ), each made up of l positive integers written in non-decreasing order, and then we apply induction.
We order all l-tuples of integers by ordering at first their largest integers, in the case of ties by ordering their second largest integers, and so on.
We can define the classes of these l-tuples up to permutation of their integers and congruence modulo n, and then represent every class by the l-tuple of nondecreasing integers between 1 and n. Then our ordering of l-tuples of ordered integers takes the following form, (i 1 , . . . , i l ) < (i (i 1 , . . . , i l ) may contain repeated elements,
and (i ′ 1 , . . . , i ′ l ) ranges over all permutations of (i 1 , . . . , i l ).
Proof. By using (2) we can expand det(B l,l ) as follows,
Hence the coefficient a l j=1 ti j of any term l j=1 t ij is the sum of all determinants det (
ranges over all permutations of (i 1 , . . . , i l ), and we arrive at (4).
In particular, the coefficient of the term t . Let I ′ be a permutation of I. Then I ′ can be written as where (s 1 , . . . , s l ) is a permutation of (1, . . . , l) . The determinant associated with I ′ has the sub-script tuple J ′ = (i s1 − s 1 + 1, i s2 − s 2 + 2, . . . , i s l − s l + l). j satisfies the inequality j ≤ i j ≤ n − l + j because by assumption 1 ≤ i 1 < i 2 < · · · < i l ≤ n, for any j = 1, 2, . . . , l. Thus, i sj − s j + j satisfies the inequality j ≤ i sj − s j + j ≤ n − l + j ≤ n, for any s j . This fact implies that no sub-script of I ′ is negative or greater than n. Let J ′′ = (i sr 1 −s r1 +r 1 , i sr 2 −s r2 +r 2 , . . . , i sr l −s r l +r l ) be a permutation of J such that its elements are arranged in the non-decreasing order. Now suppose J ′′ ≥ J. Then we must have i sr l − s r l + r l ≥ i l . This implies that
Observe that
because i 1 < i 2 < · · · < i l by assumption. Combine bounds (7) and (8) and obtain that l − s r l ≤ i l − i sr l ≤ r l − s r l and hence r l = l. Apply this argument recursively for l − 1, . . . , 1 and obtain that r j = j for any j = 1, . . . , l. Therefore J = J ′ and I ′ = I. It follows that J is indeed the single largest sub-script tuple.
By combining lemmas 2 and 3, we support the induction step of the proof of lemma 1, which we summarize as follows:
Lemma 4. Assume the class of l-tuples of l positive integers written in the increasing order in each l-tuple and write det(I) = det(α i1 , α i2 , . . . , α i l ) if I = (α i1 , α i2 , . . . , α i l ).
Then det(I) = 0 provided that det(J) = 0 for all J < I.
Finally we readily deduce Lemma 2 by combining this result with equation (6). This completes the proof of Theorem 4. Corollary 1. Assume any non-singular n × n matrix A and a finite set S of cardinality |S|. Sample the values of the n coordinates v 1 , . . . , v n of a vector v at random from this set. Fix a complex f and define the matrix H = Z f (v) of size n × n, with the first column vector v = (v i ) n i=1 . Then GENP is safe for the matrix AH (i) with a probability of at least 1 − 0.5(n − 1)n/|S| if the values of the n coordinates v 1 , . . . , v n of a vector v have been sampled uniformly at random from a finite set S of cardinality |S| or (ii) with probability 1 if these coordinates are i.i.d. Gaussian variables.
(iii) The same claims hold for the matrices F A and F = H T .
4 Does random circulant pre-processing make GENP numerically stable?
Assume that GENP is performed numerically, with rounding to a fixed precision, e.g., IEEE standard double precision. Then we can naturally extend the concept of safe GENP to numerically stable GENP by requiring that the input matrix be strongly non-singular and strongly well-conditioned, that is, by requiring that the matrix itself and all its square leading sub-matrices be non-singular and well-conditioned. Let us introduced some definitions. ||M || = ||M || 2 denote the spectral norm of a matrix M . M + denotes its Moore-Penrose generalized inverse, M + = M −1 for nonsingular matrices M .
κ(M ) = ||M || ||M + || denotes its condition number. The matrix M is called ill-conditioned if its condition number κ(M ) is large in context or equivalently if a matrix of smaller rank lies in an ǫ||M ||-neighborhood where ǫ is small in context. Otherwise the matrix is called well-conditioned.
Any inversion algorithm for a non-singular matrix is highly sensitive to both input and rounding errors if and only if the matrix is ill conditioned.
Likewise GENP is highly sensitive to the input and rounding errors if and only if some leading blocks are ill-conditioned (cf. [PQZ13, Theorem 5.1]).
Next we recall some estimates for the norms and condition numbers of Gaussian and Gaussian circulant matrices.
Theorem 6. Suppose G is a Gaussian m × n matrix, m ≥ n, and x > 0. Write
Γ (m−n+2) for n ≥ 2 and in particular
Proof. See [CD05, Proof of Lemma 4.1].
The two theorems combined imply that an m × n Gaussian matrix is very well-conditioned if m−n is large or even moderately large, but can be considered well-conditioned even if m = n. These properties are immediately extended to the sub-matrices because they are also Gaussian.
In the case of a Gaussian circulant matrix C, the g i are i.i.d. Gaussian variables, and κ(C) = max n i,j=1 |g i /g j | is not large with a probability close to 1. This property is not extended to sub-matrices, unlike the case of a Gaussian matrix. Now we come to the following question. Would we ensure, with a probability close to 1, numerically stable GENP for a non-singular and well-conditioned matrix A if we apply to it Gaussian multiplier G or if we apply Gaussian circulant multiplier?
The extensive experiments in [ Lemma 5. Suppose that G is a Gaussian matrix, G ∈ R m×n , S and T are orthogonal matrices, S ∈ R k×m , and T ∈ R n×k for some k, m, and n. Then SG and GT are Gaussian matrices. Assume a non-singular and well-conditioned n × n matrix A and an n × n Gaussian matrix G. Then (i) the matrix AG is strongly non-singular with a probability 1, (ii) ||(AG k,k )|| ≤ ||A k,n || ||G n,k )|| ≤ ||A|| ||G n,k )||, and (iii) ||((AG) k,k ) + || ≤ ||A + || ||H + || where H is a k × k Gaussian matrix.
Proof. We readily verify parts (i) and (ii). Towards proving part (iii), note that (AG) k,k = A n,k G n,k . Let A = SΣT H be the SVD of A, where the matrices S and T are orthogonal and Σ is diagonal. Hence A n,k = S n,k ΣT H and (AG) k,k = BG ′ where B = S n,k Σ, + || (implying that ||F + || = ||A + ||). Hence F is a non-singular matrix, H is a Gaussian matrix by virtue of Lemma 5, (AG) k,k and H are non-singular with probability 1. Assume that they are non-singular and then ||((AG) k,k ) + || = ||((AG) k,k ) −1 || ≤ ||H −1 || ||F −1 || = ||H −1 || ||A + ||. This completes the proof because H is a k × k Gaussian matrix.
Theorems 5, 6, and 8 together imply that the matrix AG is strongly nonsingular with probability 1 and is strongly well-conditioned with a probability near 1, and we arrive at the following result.
