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1. INTRODUCTION 
En ce qui concerne les semi-groupes non-lineaires on a surtout concentre 
l’attention sur la theorie des semi-groupes contractifs [l-8, 10, 12, 171 et on a 
developpe l’btude des operateurs m-accretifs (maximaux monotones dans 
l’espace d’Hilbert). 
D’ailleurs on a CtudiC dans [6-8, 1 l] des operateurs lies a des semi-groupes 
non-lineaires tels que 1 G(t)ls < 1.l 
On considere ici des operateurs qui sont “derivables” selon une definition 
like en quelque sorte a la notion de dCrivCe de GPteaux. On Ctudie des con- 
ditions sur la derivee, pour que l’operateur soit le generateur d’un semi-groupe 
non-lineaire non non-contractif tel que 1 G(2)jL < iWF.l 
On utilise la theorie de la fonction de Green [13-16, 19, 201: les hypotheses 
qu’on fera sont inspikes par cette theorie. En effet, on remarque que la 
dCrivCe d’un semi-groupe (G(t)}tao est formellement like a la fonction de 
Green relative a la famille d’operateurs CZ((t) = A’[G(t) x], oh A’[x] denote la 
dCrivCe du generateur de {G(t)},,, . De cette facon on est conduit a faire sur 
la d&i&e des hypotheses du type de la stabilite (no 3) ou du type de Kato- 
Tanabe (no 4). 
* Ce travail a b.4 effect& pendant man skjour B 1’E.R.A. 215, Analyse Nunkique 
51 Paris, dans le cadre des tchanges CNR Italien-C.N.R.S. 
1 Pour une application (non-linkaire) A : X -+X(AO=O),bornCe(IAxI<a~xI) 
on pose: 
I A IB = sup(l Ax l/l x I). 
LEX 
Pour une application A : X + X (A0 = 0), lipschitzienne, on pose: 
IA IL = SUP (I Ax - AY l/l 2 - Y I). 
I,llEX 
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Le resultat principal de ce travail est expose dans le no 5, dans le no 6 on 
applique ce resultat B un probleme de perturbation non-lineaire d’un opera- 
teur lineaire. 
2. NOTATIONS ET DEFINITIONS 
On se donne un espace de Banach X (norme ( . I). Si on considere l’applica- 
tion A: D, C X + X, on appelle resolvante p(A) I’ensemble des h E @ tels 
que I’equation 
Xx- Ax=y (2.1) 
a une solution unique x quel que soit y E X. Pour X E p(A) on peut definir 
l’application rCsolvante 
R(h, A): x + x (2.2) 
en posant 
x = R(X, A) y  = (/\ - A)-ly. 
DEFINITION 2.1. On dira que A: D,,, C X --f X (A0 = 0) appartient b la 
class.9 K?*“(X) (M > 0, u E R) si 
R(X, A): X + X est Zipschitzienne; (2.3) 
Soit A: D, -+X une application de K?,“(X); on peut considerer les 
operateurs A,: X + X; Jn: X + X definis par 
A, = nR(n, A) n - n = A@, A) n. 
Jn = R(n, A) 11 (2.4) 
pour tout n entier positif, plus grand que W. 
On a le: 
LEMME 2.1. Soit A E Kp”(X); on a: 
Vn > w, A,, Jn sont lipschitxiennes; 
I An IL d n (A + 1)) ILILGA TZ--w 
(2.5) 
(2.6) 
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Dhnonstration. (2.5) suit de la dkfinition m&me des A,, et Jn . (2.6) est 
Ctablie en notant que 1 Jn I= est born6 uniformkment en n, et 
On considkre maintenant l’opkrateur A E K?*“(X), on suppose que pour 
A > w, R(X, A) soit F-dCrivable2 dans tout x E X; R’(h, A) [x] (F-dCrivCe de 
R(h, A) dans x) est un ophateur linkaire born& Pour x fix& dans D, on con- 
sidCre alors I’opCrateur suivant:3 
F(X) = R’(A, A) [/\x - Ax] E 9(X, X), VA > w. (2.7) 
F(h) est une pseudo-rbolvante ([9]) comme on peut le vkrifier immbdiatement; 
il existe alors un opkrateur linkaire (en general multivoque) dont F(A) est la 
rksolvante. On appelle A’[x]: D, + X cet opkrateur. 
DEFINITION 2.2. Un ophateur A E Kp”(X) tel que R(/\, A) soit F-dhiva- 
ble pour tout x E X, pour h > W, est appele’ R-dkrivable. L’ophateur Maire 
A’[x]: D, --f X est dit R-dtfrivie de A dam le point x E D, . 
Comme on a dkjk remarquk, A’[x] est en g&n&al multivoque; toutefois si 
F(h) est injectif, A’[x] est un opkateur univoque fermC. 
La notion de R-d&iv&e ainsi introduite est like B celle de dCrivCe de 
GLteaux, en fait on peut dkmontrer le lemme suivant: 
2 On dim que l’application A : X + X est F-dkrivable (dkrivable au sens de Frkhet) 
dans le point x s’il existe l’application A’[z] : X + X, lintaire born&e, telle que: 
A@ + Y) = 4x1 + A’blY + WY) vy E x 
oh O(y) est telle que: 
I 
I @(Y)l Q $(I Y I) I Y I 
VW ;;: 0 
L’appiication A’[~c] est laF-d&iv& de A dans Ie point x. On dira encore que l’applica- 
tion A : DA - X est G-dkivable (dkrivable au sens de Glteaux) dans le point x E DA 
dans la direction y, s’il existe la limite: 
A’[xl y = I,l+y ((A(x -t SY) - &4)/s) 
(il faut que (x + sy) E DA pour s assez petit). L’application A’[z] : DA,[~J + X est 
la G-d&k&e de A dam le point x. Dans la suite A’[x] denotera la d&Se de A dam le 
point x, soit qu’il s’agit de F-d&ivCe ou de G-dkrivke (ou de R-d&iv&e, cf. DBfini- 
tion 2.2). 
3 9(X, X) est I’ensemble des opkateurs lintaires bornkes de X dans X. Pour 
T E 3(X, X), /) T 11 denotera la norme de I’opirateur. 
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LEMME 2.2. Soit A: D, ---f X un opt?ateur G-dk’rivable dam chaque point 
x E D, et dam toute direction y  E D,; soit A’[x]; D, + X la G-d&‘&e de A. 
Si les conditions suivantes sont v&i$Les: 
dAl4) ’ (~9 + a> VXED* (2.8) 
VA > w R@, A’[4 E =!WC -0 
M (2.9) 
II R(k 44l1 d h _ w 
VA > w Z’application (x, y) m (h - A’[x]) R(X, A’[y]): D, x DA -+ 9(X, X) 
est continue en x (y Jixe’) et localement boy&e en y  (xjixt!) (2.10) 
alors A appartient & Kf*“(X) et A’[x] est la R-d&vie de A. 
D&zonstration. La demonstration est une adaptation de la version globale 
du “ThCoreme de la fonction implicite” (voir [18]). 
Pour X > w on considere l’application: 
C#I = (A - A) R(h, A’[%]): X-t X; (3 E DA) 
qui est F-derivable: en fait elle est G-derivable pour tout x E X et l’applica- 
tion: 
x H +‘[x] = (A - A’[R@, A’[%]) x) R(h, A’[%]) 
est continue de X dans .9(X, X). D’ailleurs, pour tout x E X, +‘[x] est un 
operateur lineaire borne inversible et l’application inverse: 
@‘[x1)-l = (A - A’[%]) R(I\, A’[R(h, A’[%]) x]) 
est lirkaire bornee. D’apres la version locale du “Thkoreme de la fonction 
implicite” [18], pour tout x il existe un voisinage V de x tel que 4 soit un 
homeomorphisme de I/ sur 4(V). De plus, 4-l: 4(V) -+ V est F-derivable et 
verifie la relation: 
WY’ bl = wM-1b91)-1* 
11 s’ensuit que l’application (A - A) = $(A - A’[z]) est injective et surjective 
de p = R(h, A’[z]) (V) a C(V), et l’application inverse (A - A)-1: C(V) -+ r 
est F-derivable. D’ailleurs la F-d&i&e: 
((A - A)-l)’ [x] = R(;\, A’[@ - A)-l x]), XEw7 
est borne uniformement en x ce que entrame enfin que (A - A)-l est lip- 
schitzienne. Si maintenant f(t) est une fonction continue de [a, b] C [w a X, 
telle que f(t) EC$( I’) pour t E (a, b), on trouve que la fonction 
g(t) = tP>’ [f(tll = (A - A’FI) R(k A’[@ - A)-‘f(t)]> 
409/46/3-11 
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est bornee uniformement pour t E (a, b). Ce dernier fait suffit a demontrer que 
4 est un homeomorphisme de X sur X: en effet on n’a qu’a calquer la dbmon- 
stration de la version globale du “Theoreme de la fonction implicite” [18]. 
Du fait que 4 est un homeomorphisme de X sur X il s’ensuit enfin que 
I’application (A - A) = +(A - A’[.?]) est injective et surjective de DA sur X 
et que R(h, A): X -+ D, est F-derivable dans tout x E X et verifie la relation: 
R(X, A)’ [x] = R(h, A’[R(/\, A) xl). 
Ce que demontre le theoreme. 
3. LA CONDITION DE STABILITY? 
On se donne l’operateur A E K?*“(X), R-derivable, et on considere 
l’hypothtse suivante: 
(i) VA > W, l’application x H R(h, A)’ [x] est fortement continue 
de X dams 2(X, X); 
(ii) ‘&A > w, V(x, **a x,> C DA: 
II R(4 44) --a R(4 4~nlN < cx f$m . 
On remarque que la condition (S) entraine la suivante: 
Il(W, 44))” II < VA > w, Qx E DA 
(S) 
(3.1) 
d’ou il s’ensuit que A’[x] E KM,“(X); de pl us, si le domaine D, est dense dans 
X, A’[x] est le generateur d’un semi-groupe lineaire fortement continue tel 
we 
[I etA’czl jj < Mewt. 
Puisque A est R-derivable, les operateurs A, et Jn definis par la (2, 4) sont 
F-derivables 
(An)’ bl = VCJdn (3.2) 
C/n>’ kl = nR(n, A’LL& (3.3) 
D’ailleurs, l’application A,: X + X &ant lipschitzienne pour tout n, elle est 
le generateur d’un semi-groupe {G,(t)}t>,, sur X. En effect Vx E X, G,(t) x 
est la solution du probleme: 
G,(t) x = x + j-@’ A,G,(s) x ds, t > 0. (3.4) 
En ce qui concerne les semi-groupes fGn(Qtao on a le 
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THI?OR&ME 3.1. Soit A E K?*“(X) un ope’rateur R-dkrivable, v&jiant la 
condition (S). En considtkant les semi-groupes G,(t), on a Vn > CO: 
Vt > 0 G,(t): X+X est F-dirivable (3.li) 
Vt > 0 G,(t): X + X est lipschitzienne; 
1 Gn(t)lL < Me(ficu’+w)t 
(3.lii) 
ll~monstration. \Jx E X on pose 
QL(t) = (4’ CGdt) 4 = V’UnW) Qz > t >, 0. 
I1 existe la solution du problkme suivant: 
u& I d = cp(t> + Jot QW) G(S I 4 4 p)(t) E C(O, T; X)’ 
(3.5) 
(3.6) 
on a: 
I %&(t I v)l d I v  Ic exP [n (yg& + 1) t] - 
On a d’ailleurs: 
G,(t) (x + y) = x + Y + s,” &W) (x + Y> ds 
=x+y+/fA,G,(s)xds 
0 
+ Jot (AJ’ [G,(s) xl (G,(s) (x + r> - G(s) 4 ds 
(3.7) 
+ j” t O(Gd4 (x + Y> - G,(s) 4 ds, 
0 
G,(t) (x + Y) - G(t) x = un(t I Y) + Un(t I a> 
Oti 
p(t) = it ~(Gds) (x + Y> - G&l 4 & 
0 
I ml d #(I Y I> I Y I; *PI =% 0, 
on conclut que un(t 1 .) est la F-d&-iv&e de G,(t): 
G,‘(t) M Y = Un(t I Y)- (3.8) 
p C(0, T;X) est l’espace des fonctions u(t) continues pour t E [0, T] B valeurs dans X. 
La norme de u dans C(0, T; X) est don& par: 
121 Ic = sup I &)I. 
t&X1 
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On remarque que jusqu’ici on a utilise seulement le fait que A est R-dCri- 
vable et appartient a KL ( ), M*w X en fait la condition (S) intervient essentielle- 
ment dans la demonstration de (ii). On a en effet: 
un(t I Y) = e-9 + J’,I e+( t-Shz2R(n, A’[j,G,(s) x]) u,(s 1 y) ds 
ula(t 1 y) peut ainsi &tre fabrique par iteration de facon standard; on a 
u”(t) = evnt y + x, :’ n2ti+l) lot dt, j,” dt, .a. IOt’ dti+I 
- R(n, &LGn(tJ 4 ... R@, 4JnWi+J 4)~ 1 ; k = 1, 2,..., 
Ainsi on a 
d’ou il s’ensuit que 
11 Gn’(t) [XIII ,< Me(nWln-W)t 
1 Gn(t)lL < Me(n”ln-w)t. 
On a vu que la condition (S) entraine la majoration (3.lii) sur les semi- 
groupes “approchants” G,(t). Dans le cas contractif (M = 1, w = 0), une 
application A de RF’(X) verifie la condition (3.lii), tandis que la R-deriva- 
bilite de A entraine la (3.li); la condition (S) apparait done en quelque sorte 
comme une generalisation du cas contractif. 
A partir du ThCoreme 3.1 on peut obtenir un premier resultat relatif aux 
operateurs continus partout de&is en X. 
TH~OR~ME 3.2. Soit A: X-t X un opkateur de Kp”(X) localement 
uniformhnent continu5, R-dhivable, vLrz$ant (S). ,4 est alors le gha&ateur 
d’un unique semi-groupe {G(t)) t>. tel que 
1 G(t)l, < Mewt. 
6 On dim que l’application A : X --f X est localement uniformCment continue si 
elk est uniformbment continue dam chaque ensemble born6 de X. 
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Dt!monstration. On remarque d’abord que 
&x n-rm’ Ax, VXEX, (3.9) 
uniformkment dans les boules born&es de X.6 En effet, soient K, , a,,, des 
constantes telles que 
I Ax I < 4, vx E q, 
IAx-Ay] <E, &YE FT, I x - Y I < h.6 . 
On a d’ailleurs pour TZ > w 
I x - Wn, A) fix I < $& lAxI <s, vx E Y* ) 
done 
1 A,x - Ax I < E, VXE y:- 
On peut maintenant dkmontrer la convergence de la suite G,(t) x; en effet, 
puisque G,(t) est F-dhivable on a 
G,(t) x - G,(t) x = I’ 1 (G,(s) G,(t - 4 x) ds, VXEX, 
et puisque 
il en rksulte 
I ‘5(t) x - G&) x I 
< Me(nkd/+w)t 
s 
t 1 A,G,(t - S) x - A,G,(t - S) x ) ds. 
0 
De (3.9) on tire la convergence de la suite GJt) x. On pose 
G(t) x = L-2 G,(t) x, VXEX. 
B On dira que l’application A E K?“(X) est &gulitre si: 
A,x ,z Ax 
pour tout x E DA (cf. [6], [7]). 
’ Yv denote la boule de centre l’origine et de rayon Y. 
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{G(t)},,, est un semi-groupe tel que 1 G(t)/, < Mpt. (3.9) nous donne encore: 
G(t) x = x + 1” AG(s) x ds, VXEX, 
0 
ce qui veut dire que A est le gCnCrateur de (G(t)]tao. Enfin (G(t)},20 est 
unique parce que si {C(:(t)) tao est un semi-groupe engendrk par A on a 
I G,(t) x - ‘$) x I = j lot $ G,(s) G(t - s) x ds j 
<~e(~lwl’-)t t~A,Z;(t-s)x-A~(t-s)x~ds 
s 0 
en passant 2 la limite on a 
G(t) x = c?(t) x. 
On note maintenant un r&.ultat, Ii6 a la majoration (3.lii), qui nous sera 
utile dans la suite: 
LEMME 3.1. Soit {G(t)},>,, un semi-groupe SUY X tel que ) G(t)lL < M~QJ~ 
(w > 0), A: D, -+ X le g&?rateur infinitesimal de {G(t)}lao. On a 
1 G(t) x - G(s) x 1 < Mze2”to 1 Ax 1 * 1 t - s 1 , VXED*, t,s<to. 
(3.10) 
D&monstration. La demonstration est la m&me que pour le cas contractif 
(cf. [5]). On a en effet 
I G(t + 6) x - G(t) x I 
< Mewto 1 G(6) x - x 1 (3.11) 
< M2e2”‘to 1 G(6 - n&J x - x 1 + n,t, * 
G(tk) x - x 
tk I) 
oh {tk) est une suite qui converge vers z&o, (nk) est une suite des nombres 
entiers tels que 
0 < S - n,t, G t, Vk. 
On a (3.10) en passant A la Iimite dans (3.11). 
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On a alors les relations suivantes, pour les semi-groupes “approchants” 
G,(t) relatifs A un operateur A E KL “s”(X) (w > 0) verifiant la condition (S) 
1 G,(tl) x - G,(t,) x 1 < s e(2nw’n-w)t 1 Ax 1 1 t, - t, 1 (3.12) 
t,,ts<t, VXEDA, 
I &Gztt) x I G s &2nw!n-w)t 1 Ax 1 ) VXED~, (3.13) 
I /J%(t) x - G,(t) x I B & e(2nwln-w)t 1 Ax 1 , VXED~. (3.14) 
Les (3.12)-(3.14) nous seront utiles dans la suite. 
4. LA CONDITION (K) 
Dans le theoreme 3.2 on a demontre la convergence de la suite G,(t) x en 
employant essentiellement la continuite de A. On considere maintenant la 
condition suivante sur la R-dCrivCe A’[x] d’une application A E IcZ~~(X). 
11 existe des fonctions r ti &T(r): R, -+ R, , Y F+ W(Y): R, --f [w, +a), 
I H K(r): R+-+ R, , telles que: 
(i) Vx E DA n Y: , A’[x]: D, + X est le g&.hateur d’un semi- 
groupe etA’Lzl, analytique dam le secteur Z = {t 1 1 arg t I < 0: t # 0}8, 
tel que: 
(I etA’[zl /I < M(r) ew(r)Ret, t E z. W 
(ii) D, = Dg est indkpendant de x et on a 
II 4%1 W4rh A’[Yl) - 4%21 R(4), 4Yl)II < K(r) I Xl - x2 I 
pour xl , x2, y E D, n sf; . 
On souligne que (ii) a un sens parce que le domaine de l’operateur ferme 
A’[%] est independant de x, ce qui entraine que A’[x] R(w(r), A’[y]) est un 
operateur lineaire borne. 
Maintenant on va faire usage de la condition (K) pour la definition des 
outils necessaires aux developpements successifs. Partout dans le paragraphe 
on supposera, d’ailleurs, que w = w(r) = 0 ce qui est seulement une simpli- 
fication formelle, toutes les resultats qu’on Ctablira dans la suite &ant valables 
dans le cas general. 
8 0 < 9 < n/2. 
9 Puisque D est le domaine du gh-krateur d’un semi-groupe lirkaire analytique, il 
est une ensemble Ii&&e dense dans X. 
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On considere alors l’application A’[x]: D -+ X qui est definie pour x E D,; 
on remarque que Vy E D on a 
I 4%1 Y - 4%1 Y I ,< WI I A’[01 Y I I % - Xk 1 (y > maxix, , ~~1) 
(4.1) 
de man&e que Vx E DA on peut definir l’application A’[x] : D + X en posant 
44 y = i-2 44 y, ‘dy E D (4.2) 
oh {xk} C D, est telle que lim,,, xk = x. On a le 
LEMME 4.1. A’[x]: D + X dLjini pour x E D, par (4.2), vthifie la condi- 
tion (K). 
Dt+monstration. De la condition (i) de l’hypothbe (K) (W(Y) = 0) on a 
que Vx E D, 
On considere done x E DA , {xk} C D, , lim,,, xk = x. En posant 
F(X), = R(h, A’[x,]) pour h E Z* 
on a 
/I F(qk - F(h) 11 < WY) wxy) + *) K(y) 1 Xk - x n 
lhl 
n 1 (4.3) 
II A’PI WV, - A’KIJV), II < (1 + K(y) r)(M(y) + I>K(r) / xii - x, I (4.4) 
oh Y > 1 xk 1, VA. On consider-e alors l’equation 
hy - A’[x] y = z, QxEX; AGE+, (4.5) 
on va montrer qu’il existe une et une seule solution y  E D verifiant 
ce qui entraine que (i) est verifiee. En effet on considere yk tel que 
Ayk - A’[xk] yk = z. (4.7) 
Puisque ylc = F(A)k 2, de (4.3), (4.4) on obtient: 
Yk-Y, A’[01 Yk - AI-O1 Y. (4.8) 
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D’ailleurs 
A’[x,] (A’[O])-1 --+ A’[x] (A’[O])-l (4.9) 
&Oh 
4%cl Yk - 01 Y* 
Et done y  est la solution de (4.5). 0 n a encore que pour toute solution y  de 
(4.5) la relation suivante est vCrifiCe 
z = !+T Xk = li+i(Ay - A’[x,] y), 
IYI’-~l4, (r>/xI). 
(4.11) 
d’oti 1’unicitC de y  et la majoration (4.6). La (ii) de (K) est enfin t&s aiskment 
vCrifiCe. 
On va maintenant prkciser les propriCtCes de A sous la condition (K). 
LEMME 4.2. Soit A: D, --f X une application de Kf*w(X), R-dkivable, 
vkz$ant (K). On a 
D, =D, (4.12) 
A est rLguli&e,6 (4.13) 
Vx E D, , A’[x]: D, -+ X est la G-dhive’e de A dans le point x. (4.14) 
Dtfmonstration. Comme on a dkja dit on pose w = W(T) = 0, pour simpli- 
fier. On a alors: 
Jnx = lo1 (1%)’ [ux] x da = JO1 R(n, A’[Jnux]) nx do 
= x + o1 R(n, A’[J%ux]) A’[Jnux] x da, 
i 
VXED, 
(4.15) 
I Jnx - x I G ; M(l + K(r) M I x I) I A’[01 x I , 0, > M I x I), (4.16) 
J nx 1E-)mr x, VXED, (4.17) 
ce qui entraine DC D,., , D, dense partout. 
On a encore Vx E D: 
A,x = JO1 (A,)’ [ux] x du = s1 nR(n, A’[Jnux]) A’[J,ux] x do, (4.18) 
0 
A,x = 
s 
’ nR(n, A’[Jnux]) A’[ux] x du 
0 
+ J‘,” nR(n, A’[J,,ux]) (A’[J,ux] - A’[ux]) x da 
(4.19) 
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le deuxieme terme dans (4.19) converge vers zero (on remarque en passant 
que A’[ax] est defini par (4.2), DA Ctant dense partout). En ce qui concerne 
le premier terme on remarque que 
nR(n, 4Jd-4) z 12-)m- z, ‘dz E D (4.20) 
mais, comme /I nR(n, A’[~~ux])/~ < M, on a (4.20) pour tout z E X (D est 
dense partout). Done 
A,x+y = 
s 
’ A’[ox] x do, ‘dx’xD. (4.21) 
0 
D’ailleurs A &ant une application fermee (R(h, A) est continue), (4.21) 
entraine 
DCDA; VXED, Ax = 
s 
’ A’[ax] x do. (4.22) 
0 
On s’apercoit de la m&me facon que 
A(x + sy) = Ax + 1’ A’[x + uy] y da, ‘ix,y~D (4.23) 
0 
ce qui entraine que A est G-derivable dans x E D dans la direction y  E D. 
On va montrer enfin que (I - A) (D) = X ce qui entraine D = D, . 
En effet si on considbre l’application A: D + X definie par 
A”x = Ax, VXED. 
On trouve que a: D --f X verifie les hypotheses du Lemme 2.2; done (I- A) 
est surjective de D sur X. 
On conclut en remarquant que si D, = D, la relation (4.21) entraine 
(4.13) et (4.23) entraine (4.14). 
On considere maintenant I’espace C([O, T] x [0, 11; X) des fonctions 
u(t, s), (t, S) E [0, T] x [0, l] continues en (t, s), a valeurs dans X. On pose 
On appelle %{a, b, T} l’ensemble des v  E C([O, T] x [0, 11; x) tels que 
I 45 9 4 - 4t, > s)ls d a I t, - t, I 9 
I 44 4It.s < ZJ. 
(4.24) 
fi{a, b, T} est un ensemble convexe ferme de C([O, T] x [0, 11; X). On 
considere z, E S{a, b, T) et pour u fix& dans [0, I] on pose 
LT{o, u} (t) = A’[v(t, u)]: D + X, Vt E [O, T]. (4.25) 
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La famille W4 4 (t)ftdO~~] verifie la condition de Kato et Tanabe: 
(i) Vt E [0, T] @{z), u} (t): D -+ X est le generateur d’un semi-groupe 
esa(v,o)(t) analytique dans .Z = {s: 1 arg s 1 < 0, s # 0) tel que 
I/ esa{v++(t) I( < M(b), (4.26) 
(ii) Datv,o)(t) = D, Qt E [O, Tl et 
II Q% 4 (tl) (m4 4 (tz>>Y - I/I < w a I h - tz I > 
de maniere qu’il existe la fonction de Green G{zI, U} (t, s), relative a 
VP4 4 (9 t&h T] * On considere aussi les operateurs (continus) 
an{74 u} (t) = nvqn, af{u, u} (t)) - n (4.27) 
et les fonctions de Green approchantes G,(v, U} (t, S) relatives a 
Wn{~j 4 (t)~td0.7-l~ On a U41) 
G,h 4 (4 4 Y - WJ, 4 (4 4 Y, QY E x, (4.28) 
K&> 4 (t) G&G 4 (t, 4 Y - Wu, d (t) WV 4 0, S)Y, QY E D, (4.29) 
dans (4.28) la convergence Ctant uniforme en t E [s, T]. On va maintenant 
Ctablir des majorations relatives aux G,(v, u} (t, s). On pose 
cl(a, b, y, T) = M(l + K(b) b) 1 A’[01 y  I exp [(sin +)-’ &P(b) K(b) a~] , 
QY E Q 
/3(a, b, T) = M(b) exp [(sin G)-’ A@(b) K(b) a~] , 
rh b, Y, T) = V(a, b, T) MW) Ma, b> Y, T) + 2M(1 + K(b) b) I A'[01 y I}, 
QY ED, (4.30) 
on a 
Qy'rX, 
(4.3 1) 
I @nh 4 (4 G&A 4 (t, S)Y I < +, b, Y, T), QY’YD, 
(4.32) 
I GA > 4 (t, 0) Y - G&, , u>(t,O)~It~y(a,b,y,T)I~,--v,It, 
QY E D, (4.33) 
I Gnh 4 (t, 0) Y - G&A 4 (4 0) Y It < rb, b, Y, T) I n(t, 4 - u(t, 41 t , 
Qy E D. (4.34) 
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On considkre en effet les equations suivantes pour G,{v, u> (t, S) y  
G,{v, u} (t, s) y = e(t-S)"-("+')(S) Y  jst G&A 4 (6 y) 
(4.35) 
x (6Ys{n, u} (Y) - CZ’n{o, u} (s)) e-a~cv~ol(S)y dr, 
Gn{w, u} (t, s) y = e(t-s)an{v*o)(t) Y+ j"e 
(t-r)c,zJv.o~(t) 
s 
x F%h 4 (t) - Ipl,b 4 (y)) Gdv 4 (y> 4~ dy, 
(4.36) 
les relations (4.31) et (4.32) sont alors obtenues respectivement des (4.35) et 
(4.36) en utilisant la condition (4.26) et le fait que G&(er, u} (t) (pour t ~IxC) 
est le ghkxateur d’un semi-groupe e s@n(v,~)(~) analitique dans .Z, tel que 
D’ailleurs, pour dkmontrer les relations (4.33) et (4.34) on consid& l’kqua- 
tion: 
G,{v, u} (t, s) y = y  + j t G&J, 4 (4 y) G&, u> (y) Y dye (4.37) 
s 
On a alors: 
G&J, 94 (t, S)Y - G&z 7 4 6 S)Y 
=jtG,{v1,3(t,y)(~n{vl,u)(1)--n,{vs,a)(r))ydy 
s 
(4.38) 
Mais : 
(4.39) 
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(4.40) 
x [c+, b, Y, T) + Mtl + W) b) I A’[01 Y II I VI - ~12 It 
d’oli (4.33). 
11 est hident qu’on peut dCmontrer (4.34) de la m&me man&e que (4.33). 
Enfin on remarque que Ies (4.31)-(4.44) sont vCrifiCes par la G(v, a> (t, s), 
comme on peut le voir en passant A la limite. 
Maintenant, pour x E D on peut dkfinir l’application 
B{a, b, x, T}: A@, b, T}-t C([O, T] x [0, 11; X) 
en posant 
(@-+, b, x, Tlv) (t, s) = jos Gh 4 (f, 0) x da (4.41) 
et l’application 
en posant 
B,{u, b, x, T): W, b, Tl - C([O, Tl x [O, 11; X) 
(4.42) 
Les dkfinitions (4.41) et (4.42) ont un sens parce que les fonctions g intkgrer 
sont continuks en la variable u (voir (4.34)). Les relations (4.28)-(4.34) 
entrainent trks simplement les suivantes 
I @%a, b, x, T) n- Wa, 6, x, T) v  I t.s < 4ur b, x, T, 4,10 (4.43) 
I %&, b, x, T) 01 - %&, b, x, T) vz It < ~(a, b, x, T) j; I ~1 - ~12 I 6 
(4.44) 
I(@+, 6 x, TI ~1 (h 9 4 - @(a, b, x, TI 4 (h ,4ls 
< +, b, x, T) I t, - t, I . 
(4.46) 
lo ~,(a, b, x, T, w} -+ 0, la convergence &ant dCpendent de a, b, x, T, v. 
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D’ailleurs, puisque 
la relation (4.45) entraine: 
I @{a, b, x, T) v It,s < 18’(4 4 x, q, 
Oh 
(4.47) 
On a alors: 
LEMME 4.3. Soit x E D, b > MO I x / , a > m(O, b, x, 0), il existe ulors 
To > 0 (&pendant de x, a, b) tel que le probEme 
@{a, b, x, To} u = u 
a une solution unique. 
Dkmonstvation. 11 existe, en effet To tel que 
(4.48) 
&(a, b, x, To) < a, 
,&a, b, x, To) < b, 
r(a, 6, x, To) < 1. 
%{a, b, x, To) est alors une contraction (voir (4.45)) tel que 
‘%a, b, x> To) (Wa> h To)) C Wa, h To) 
(4.49) 
(voir (4.46)-(4.47)). I1 existe done u E A(a, b, To} solution unique de (4.48). 
5. UN SSULTAT Sow LES CONDITIONS (8) ET (K) 
On va montrer le rksultat suivant: 
THBOR&E 5.1. Soit A: DA + X une application de K?“(X), R-dkrivable, 
A’[x] v&$ant les conditions (5’) et (K). I1 existe ulors un unique semi-groupe 
W)lt>o sur X, tel que 
Vt > 0 I G(t)l, < Me? (5.1.1) 
vt > 0 G(t): X + X est G-d&‘vuble duns chuque x E DA duns 
to&e direction y E DA; 
(5.1.2) 
VXEDA G(t) x est la solution du probEme de Cauchy: (5.1.3) 
duldt = Au, u(0) = x. 
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DLmonstration. Pour simplifier, on suppose, comme toujours, que, dans 
les conditions (S) et (K) on a w = W(T) = 0. On va montrer la convergence 
de la suite G,(t) x (x E X) en plusieurs &apes. On a d’abord 
Vx E DA la suite u,(t, s) = G,(t) sx, (t, s) E [0, T] x [0, l] converge 
vers u(t,$) dans C([O, T] x [0, I]; X) si et seulement si u(t, s) est la solution du 
problt?me : 
Q(a,b,x, Tju=u (5-I) 
Oli 
b > maxU% I x I , M2 I x I>, a > max{M4 1 A(sx)\,ll; ~$0, b, x, 0)). 
En effet en posant 
At, 4 = JnGz@) (4 (t, s) E [O, Tl x [O, 11 
on a (voir (3.5)-(3.8), (3.12), (4.27)) 
g, E Wa, b, T), Vn, 
u, = Q&4 b, x, T)g, , Vn, 
done si u est Ia solution de (5.1) on a 
u - u, = @%a, h x, T) u - Q,{a, b, x, Qg, , 
Iu-uU,It~IB(a,b,x,T}u--B,{a,b,x,T}uI 
+ I f&da, 6 x, T) u - %da, b, x7 Og, I . 
11 rCsulte de (4.43)-(4&l) que 
Iu--u,I~~~~{a,b,x,~,uj+y(a,b,~,~)~~slu-g,I,d~; 
mais (de la relation (3.14)) 
(5.2) 
(5.3) 
I 24 - g, It < I u - %z It + + M3 I 44ls 
done, en utilisant le lemme de Gronwall: 
I u - u, Its3 < yn exp[y(a, b, x, T)] 
oti ylz + 0. D’ailleurs si on suppose que u, + u on a 
gn-UT 
u E Wa, b, T), 
(5.4) 
W) 
‘I Puisque A : DA +X est G-dkivable dam chaque x E DA, l’application 
s -+ A(m) : [0, 11 + X est continue. 
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done, en passant a la limite dans la (5.3), on a (5.1) (on a utilisk encore les 
relations (4.43)-(4&l)). 
On remarquera encore que 
La solution u du probltke (5.1) est telle que u(t, s) E D, , 
v, 4 E P, Tl x [O, 11. 
en effet, pour (t, s) E [0, T] X [0, 11, on a 
(4%a u(t, 4 = 1’ (A’PI), G{u, 4 (4 0) x do. 
0 
Mais puisque x E D on a que G{u, u} (t, 0) x E D, done 
(A’[Ol), W, 4 (t, 0) x x, A’[01 G{u, 4 (t, 0) x 
I(401), ‘3% 4 (4 0) x I < M I A’[O] G(u, u} (t, 0) x / d H 
oti H ne d6pend pas de u. Ce qui entraine que 
(A’[O]), u(t, s) ?+ A’[O] up, s). 
On peut enfin montrer que: 
La suite G,(t) x (x E X) est conveygente pour t E [0, + CO) uniforme- 
ment dans chaque tntervalle borne’ [0, T]. 
Puisque 1 Gn(t)lL < M et D, est dense partout, il suffit de montrer la 
convergence pour x E DA . 
Si x E DA , il existe au moins un intervalle [0, To] oti la suite G,(t) x est 
convergente uniformbment en t, puisqu’il existe une solution locale du pro- 
bl&me (5.1) (voir Lemme 4.3). Soit alors T la borne suptrieure des To tels 
que la suite G,(t) x est convergente uniformdment dans [0, To]; on va montrer 
que il rksulte T = + co. En effet si T < +co la suite est convergente 
uniformkment dans [0, T] puisque les G,(t) x sont Cquicontinues: 
I G&d x - G,(t,) x I < M3 I Ax I I t, - t, I . 
Mais si GJt) + u(t) on a que u(t) E D, Vt E [0, T], et on peut montrer la 
convergence de G,(t) u(T) dans [0, T,,] et done la convergence de G,(t) x 
dans [0, T + To]. On con&t que G,(t) x doit &tre convergente dans [0, 00). 
On pose alors 
G(t) x = ;+i G,(t) x, vx E x, 
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et VW oo est le semi-groupe cherche. En effet on a d’abord 
I Wh G Me 
Pourx,yED,, T>Oona 
G,(t) (x + sy) - G,(t) x = ~6&, 4 Y, Tlgn) 6 4 
Oh 
et a la limite 
G(t) 6 + SY) - G(t) x = (@{a, 6 y, 0 g> (t, s) = 1' Gig, 4 (4 0) Y da. 
0 
G(t) est done G-derivable dans x E D, dans la direction y  E D,; de plus 
G’(t) [xl = G{g, 03 (t, 0). 
On a encore, en posant 
u(t, u) = G(t) (4, VXEDA, 
G(t) x = @{a, 6, x, T} U) (t, 1) = 1’ G{u, u} (t, 0) x do. 
0 
D’oh 
lim G(t) ’ - x _ --- 
t-o+ t I ’ A’[ux] x do = Ax. 0 
Puisque G(t) x E DA si x E DA on a la (5.1.3). 
Enfin {G(t)},>, est unique, puisque si {G(t)>,,, est un semi-groupe verifiant 
(5.1.1)-(5.1.3) on a 
G,(t) x - C?(t) x = jot $ [G,(u) G(t - u) x] du, VXEDA, 
/G,(t) x - G(t) x 1 < M St @ln - A) e(t - u) x 1 do, Vx’xDA, 
0 
mais le terme a droite converge vers zero puisque 
done 
G(t) x = e(t) x, vx’xEDA =x. 
409/46/3-12 
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6. UN EXEMPLE 
Maintenant on va considerer un exemple qui donne l’idee d’un type de 
probkme qu’on peut traiter moyennant les resultats precedents. 11 s’agit de 
perturber un operateur lineaire par un terme non-lineaire continu; on 
remarque que ce probleme ne peut Ctre trait6 moyennant les methodes 
habituelles, l’operateur lineaire non perturb6 n’etant pas accretif. 
On considere I’espace de Banach X = C,(R, @) des fonctions U(X) B 
valeurs complexes, continues dans R et telles que 
On considere dans X I’operateur A: D, + X de la forme: 
A=A,+F 
oh A, et F verifient les hypotheses suivantes: 
(W 4 : ho + X est le geh+ateur d’un semi-groupe lidaire (en 
ge’nnkal non-contractif) de la forme 
(etAo4 (4 = J-7 K(t, x, E) 4.3 d5 
qt, x, 5) 3 0. 
t>O (6.2) 
I2 Un exemple concret pour le semi-groupe et4 est le suivant (cf. [9]): 
I 
+03 
(etAon) = We+, x, 8 40 dt 
-co 
oti K(r, x, 6) est le noyau de Abel-Hermite: 
(1 + 9)(x2 + (2) - 4YXl 
K(r, x, 5) = f r”H,(x) H,(t) = [~(l - Y~)]-‘/~ exp 1 - - 
on 2(1 - Y*) 1 
(H,(x) sont les fonctions orthogonales d’Hermite). En ce qui concerne le g&kateur 
A, on a 
A,u = &L” + (1 - x”)u] 
et le domaine de A, est constituk de toute fonction u telle que si: 
u = f u,H,(x) 
“VI 
la s&ie 
est convergente dans X. On a enfin 
2 
) 
112 
1 + e-2$ 
< 2112. 
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De plus efAo a une extension analytique dans le secteur 
Z = {t: 1 arg t ] < 0, t # 0} 
et on a 
II etAo II < M, vt E z. 
(ha) F: X---f X est un opkrateur continu de la forme: 
w (4 = f bw 
ozi la fonctionfi C + C vt+i$e les hypothkses suivantes; 
(h,, 1) f E K1;‘(@); 
(ha, 2) f:  C -+ C est F-dt+ivable et l’application: 
z k+f’[x]: @ -+ qc, a=) 
est localement lipschitxienne’3 
(6.3) 
On s’apercoit immediatement que les conditions (ha, 1) et (ha, 2) entrainent 
que I’application F: X + X est F-derivable: 
vT4 4 (4 = f ‘[4x>I 44 (6.4) 
que l’application: 
uwF’[u]: X-+9(X, X) (6.5) 
est localement lipschitzienne, et que le semi-groupe engendre par I’operateur 
lineaire borne F’[u]: X -+ X est contractif. Plus precisement on a: 
I(etF’[W (TIC < I v(x>l~, VXER. (6.6) 
En ce qui concerne l’operateur A: DA -+ X (DA = DAO) on a done que il 
est G-derivable: 
A’[u] = A, + F’[u], 
‘~uEDA, 
D A’hl - D*, 
(6.7) 
on va montrer que A’[u] est en effet la R-dCrivCe de A et verifie les conditions 
(S) et WI. 
On remarque d’abord que A’[u], pour u fix6 dans DA , est la somme de 
l’operateur A, plus l’operateur lineaire borne F’[u]; en notant que u I-+ F’[u] 
est localement lipschitzienne, on prouve aisement que A’[u] verifie la condi- 
tion (K). 
I3 On dim que l’application A : X + X est localement lipschitzienne si elle est 
lipschitzienne dans chaque ensemble born6 de X. 
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11 ne reste qu’a montrer: 
ce que entraine justement que A’[u] est la R-dCrivCe de A (on outilise le 
Lemme 2.2) et vtrifie la condition (S). 
Pour demontrer les relations (6.8) on considere d’abord les operateurs 
F,‘[u] = n2R(n, F’[u]) - 11 “approchants” de F’[u], et on demontre que: 
ce qui entraine que 
w, Al + Fn’[4 v * w, 4l + m4 v, VA > 0 (6.10) 
et done (6.8). 
Pour demontrer enfin les relations (6.9) il faut d’abord remarquer l’estima- 
tion suivante: 
(6.11) 
Oii 
A, p E [w,; (Pl”‘p,},(ql...q,)C~; @l***%~c~A. 
En effet, puisque: 
R(A, A,) u = jam e-AtetAou dt; R(p,F’[ui]) u = Jam e-“tetF’[u,l~ & (6.12) 
il suffit que: 
(6.13) 
et on a effectivement: 
I([ 
(6.14) 
comme on peut verifier par induction en utilisant les relations (6.2) et (6.6). 
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La relation (6.11) Ctant done v&i&e on a 
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(6.15) 
la sCrie &ant convergente, pour X > 0, puisque 
/I nZJW + n, A,) [W, WI) m + % 4x II < & (&)J 
comme on peut vbrifier en utilisant la relation (6.11). De la m&me faGon on 
peut enfin dkmontrer (6.9). 
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