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Abstract  
At the best of times; the integration of new computer based information systems that carry a high level 
of inscription can be problematic; the situation is exasperated further if the information system is being 
imposed upon an organisation by an absent and previously unknown body. This paper proposes that 
Relational Agents when combined with StructurANTion theory can assist in the integration of such 
environments. Relational agents have been found to make computer interfaces more attractive and 
have enabled the automation of procedures that depend on interpersonal relationships. It is proposed 
here that a relational agent could be embedded into an application to assist in its own integration. To 
do this; an agent would automate the StructurANTion translation process; on behalf of an absent actor 
as well as initially attracting users to the interface. To support this proposition; existing research into 
relational agents is reviewed. 
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1.0 Introduction 
It is common place for an authority to dictate that groups within their jurisdiction 
must participate in a given Computer Based Information System (CBIS). Consider for 
example a blue chip company that introduces a new corporate wide purchasing 
system. Those who champion the implementation will have never encountered many 
of the teams that will be required to use it and may have an insufficient understanding 
of their culture and practices. Belonging to the same organisation; the dispersed teams 
will probably be relatively uniform but as a single system will be used corporation 
wide; a challenge will ordinarily emerge by which a totally uniform CBIS will have to 
integrate with a range of relatively varied and idiosyncratic environments. These 
problems are amplified for initiatives presented by external bodies such as business 
community forums; legislators or government authorities.  
 
The examples on which this research is focused are the implementation of a PDP 
framework (QAA 2001) in British Universities and SME engagement in Web 2.0 
(Web 2 Summit 2003). In these scenarios; the many subject groups are independent; 
thus the variations in culture and practices are more dramatic. To help compensate for 
such dramatic variations; there is significantly more scope in these initiatives for 
adaptation to local environments than in the previous blue chip example; but in truth 
these scenarios are not that different. In the blue chip example; the subject 
environments are relatively similar but varied enough to contrast with the completely 
uniform CBIS. In the SME and educational examples; the system requirements are 
dictated but the actual implementation format is not; however even this provides 
enough uniformity to contrast with the highly varied cultures and practices that are 
inevitable when the subject environments are independent and geographically 
dispersed. 
 
This problem faced while introducing relatively uniform systems into dispersed and 
varied environments are exasperated by the inability of those who champion the 
systems to be omnipresent. When implementing a small scale CBIS; the champion 
can be present at the induction persuading users to participate in the system; 
discussing problems and generally promoting its usage. In the capacious type of 
implementation on which this research is focused; such personal intervention is 
simply not possible. When considering such CBIS from the view of the groups who 
must use it; the CBIS could be described as carrying high levels of inscription 
(Walsham 2001). Inscription can mean two things; either the CBIS represents the 
interests of a single actor; or the manner in which the CBIS must be interacted with is 
not negotiable. To some degree both definitions apply. Furthermore; the initiator who 
has a vested interest in seeing the CBIS successfully implemented is; and will remain; 
absent. 
 
The problem outlined here is one of introducing technology and is generally 
considered to be a management/strategist problem (for example, Amoako-Gyampah 
and Salam 2004; Lucas and Spitler 1997; Nah and Lau 2001) requiring significant 
dispersed human intervention. In this paper; this paradigm is challenged. The 
intention is to ask the questions: is it possible for a highly inscripted system with an 
absent focal actor to integrate itself with no added human intervention? Can the 
solution to this problem be embedded into the CBIS itself? Or to be more bold; can it 
be conceived that the subject CBIS performs the role of the initiator; introducing itself 
to the users; training them and encouraging their participation? 
 
The solution to this problem could lie with relational agents (Bickmore and Picard 
2005) and a theory that has evolved from sociology - StructurANTion theory 
(Atkinson and Brooks 2003). One goal of social agent research is to create computer 
interfaces that accurately imitate the manner in which people communicate with each 
other. To this end; many computer interfaces are being increasingly humanised; as are 
the social agents they employ. Using a variety of techniques (for example, Hook et al 
2000; Lester et al 2000; Baylor et al 2005; Beskow and McGlashan 1997; Bickmore 
and Cassell 2001); social agents are increasingly able to build socio-emotional 
relationships with users and some - relational agents - attempt to develop long term 
relationships. Sociology often contributes to CBIS integration exercises (for example, 
Warzynski 2006) and it is reasonable to speculate that as interfaces continue to be 
humanised; the future see successful CBIS integration increasingly aligned with 
sociological principles.  
 
It is apparent that relational agents generally can not perform tasks better than people 
(Bickmore and Picard 2005; Bickmore, Gruber and Picard 2005; Bickmore, Pfeifer 
and Paasche-Orlow 2007); but their ability to build long term human like relationships 
with users (Hook et al 2000; Bickmore, Gruber and Picard 2005; Bickmore 2003; 
Bickmore et al 2005; Bickmore, Caruso and Clough-Gorr 2005; Bickmore and Picard 
2004) opens up a vast spectrum of possibilities. This document follows the progress 
of relational agents; it observes that there are currently very few in existence, 
identifying their areas of application and their impact. As research into relational 
agents continues and the quality of the agents improves, many activities for which it is 
assumed an interpersonal relationship is crucial, will become eligible for automation. 
A handful of such activities have already been automated (Bickmore and Sidner 2006; 
Bartholomew et al 2006; Kok et al 2006) proving the concept. Furthermore, relational 
agents have been found to encourage participation in a systems making the interface 
more attractive, acceptable and natural. As relational agents are able to attract users to 
an interface and automate procedures which depend on interpersonal relationships, 
when appropriately integrated into a new CBIS it could be feasible to automate a 
significant proportion of the process by which it is introduced, promoted and 
integrated. 
 
This paper marks the outset of a project that seeks to evolve relational agent 
technologies; enabling more complicated tasks to be performed. In particular the 
StructurANTion focal actor role. Such a development would enable agents to 
significantly contribute to the automated induction and establishment of remote highly 
inscripted systems. Encouraging student participation and in the Quality Assurance 
Agency (QAA) led PDP scheme and SME participation in Web 2.0 will be used as 
case studies.  
 
In this paper, important concepts related to relational agents and StructurANTion 
theory are explained. As StructurANTion theory is largely a blend of Structuration 
and Actor-Network Theory; these theories are also covered. 
 
2.0 Relational Agents 
 
2.1 The Concept 
Originally computers were viewed simply as tools; devices that reduced human effort 
or enabled an activity that would otherwise be impossible. Today, computers are also 
viewed as a ‘medium’ in which activity can take place (virtual worlds, simulations et 
cetera) or as ‘social actors’ where the machine imitates a live figure interacting with 
the user in a natural social manner. These three views have significant intersection 
and many computer applications contain elements of each. The functional triad (Fogg 
1999) is a visual representation of these views. 
 
 
 
Figure 1 A simplistic two dimensional view of the Functional Triad (Fogg 1999) 
Operation as a social actor normally implies the creation of a human or animal like 
character (a social agent) that will participate in the interaction with the user providing 
a human like interface for the machine. It is somewhat intuitive that such an interface 
can be more comfortable than traditional approaches, enabling users to interact with 
computers in the manner they naturally interact with each other; science fiction has 
indulged in the concept for decades and has created a number of now famous, 
computer personalities; such as Marvin the paranoid android (Adams 1979) or the 
emergency medical hologram in Star Trek Voyager (Berman, Piller and Taylor 1995). 
 
Significant progress has been made in introducing human like characteristics to social 
agents. Examples of current research areas include: relation-oriented dialogue, such as 
small talk, story telling, humour (for example, Hook et al 2000); empathy, 
encouragement and praise (for example, Lester et al 2000; Baylor et al 2005) hand 
gestures (for example, Beskow and McGlashan 1997; Bickmore and Cassell 2001) 
and there are many others. All such research creates more humanised characters, 
naturalising communication and assisting in the creation of an environment in which a 
relationship can be built between the user and the agent. The particular focus of this 
research however is social agents that not only interact well with the user but 
incrementally build a relationship with the user over time, recalling and referring to 
previous interactions; imitating the manner in which people get to know, love and 
trust each other. Social agents that attempt to build a stronger relationship in this 
manner are referred to as relational agents (Bickmore and Picard 2005); 
“computational artefacts designed to build long-term, social-emotional relationships 
with their users” (Bickmore and Picard 2005). 
 
2.2 Areas of application 
Relational agents are a relatively new concept (since 2005) and only a few have been 
developed. The first relational agent ‘Laura’ was an exercise advisor, a computer 
generated character, to whom users would report the extent of their exercise 
(Bickmore and Picard 2005; Bickmore, Gruber and Picard 2005; Bickmore 2003; 
Bickmore et al 2005; Bickmore, Caruso and Clough-Gorr 2005; Bickmore and Picard 
2004). Laura interacted with users on a daily basis, remembering previous 
interactions, participating in small talk and responding emotionally to user activity. In 
other health based examples, relational agents are employed to: encourage safer sex 
among promiscuous homosexual men (Kok et al 2006); help explain complicated 
medical documents (Bickmore, Pfeifer and Paasche-Orlow 2007); teach social skills 
to children (Thomlinson 2005); coach people away from smoking (Grolleman et al 
2006); serve as counsellors (Bickmore and Schulman 2007); proactively interrupt a 
subject’s day reminding them to rest, take medication or exercise (Bickmore 2007; 
Bickmore et al 2007; Bickmore et al 2008). Relational agents are also used as 
museum guides (Bickmore et al 2008; Schulman et al 2008), estate agents (Bickmore 
and Cassell 2001; Bickmore 2003) and in e-learning (Gulz 2005). 
 
Although not created specifically as relational agents, other areas of social agent 
research have started to incorporate the concept of progressive relationship building 
into the technology. Obese people undergoing weight loss programmes can now live 
with a sociable robot (MIT 2007) that provides long term social support (Kidd and 
Breazeal 2005; Kidd and Breazeal 2005 ). The i-cat (De Ruyter at al 2005) and major-
domo (Garate, Herrasti and Lopez 2005) are ‘ambient intelligence (Aarts et al 2001)’ 
examples providing a consolidated humanised interface to technology that surrounds 
users in their home. There are even cute pet robots like PaPeRo (NEC 2008) and 
NeCoRo (Omron 2001) who remember their owners. 
 
2.3 Effectiveness and impact 
Research into relational agents is limited with conclusions drawn from only a handful 
of experiments, mostly orchestrated by the Relational Agents Group at Northeastern 
University. Existing work proposes that relational agents are no more or less effective 
than other approaches. With respect to persuasion, in some experiments they perform 
well (Bickmore et al 2005; Bickmore, Caruso and Clough-Gorr 2005) but in others 
there is no significant difference in the subject’s resultant behaviour as compared to 
the control (Bickmore and Picard 2005; Bickmore, Gruber and Picard 2005). In other 
cases, their effect has been found to be comparable to simple human intervention or 
just reading a book (Bickmore, Pfeifer and Paasche-Orlow 2007). With respect to 
their ability to build relationships with users however, evidence is strongly in favour 
of the agents; in one particularly positive experiment (Bickmore et al 2005; Bickmore, 
Caruso and Clough-Gorr 2005) all subjects established a relationship with the agent 
and when rating the agent on a scale from stranger (1) to close friend (7) the mean 
came to 6.8. In other cases (Bickmore 2003; Bickmore and Picard 2005; Bickmore, 
Gruber and Picard 2005; Bickmore and Picard 2004), the results have been more 
polarised, some participants have stopped viewing the agent as a computer character 
while others state that ‘Laura – the agent - is not a real person, and therefore I have no 
relation whatsoever with her’ (Bickmore 2003 p.185). Despite this polarisation, in 
these investigations a substantial majority of subjects ‘liked’ the agents, felt cared for 
(Bickmore and Picard 2004) and wanted to carry on working with the relational agent 
as compared to the control. The majority of participants felt they had a relationship 
with the agent and this attracted them to further usage of the application. In some 
cases subjects even expressed a preference to working with the agent as compared to a 
real person (Bickmore, Pfeifer and Paasche-Orlow 2007; Bickmore et al 2008, 
Schulman et al 2008). External to the Northeastern group this relationship building 
quality has been challenged by work that saw a 50/50 split in those who participated 
in the relationship and those who did not (Gulz 2005). Despite such results, in a 
representative majority of cases, subjects who have encountered relational agents have 
experienced a human like relationship with them. Research to further define the 
factors, technological, psychological or sociological; that enable relationships with 
agents to be built, is ongoing. 
 
Having established that relational agents are generally capable of building a 
relationship with users and that this makes the interface more attractive, we come to 
what might be of greatest significance to this investigation. Relational agents are able 
to perform procedures designed for human orchestration. Existing examples are 
‘Motivational Interviewing (Miller and Rollnick 2002)’ (Bickmore and Sidner 2006), 
‘Intervention Mapping (Bartholomew et al 2001)’ (Bartholomew et al 2006; Kok et al 
2006) and the ‘Transtheoretical Model (Velicer et al 2000)’ (Bickmore and Sidner 
2006). The details of these procedures are not particularly relevant to this study. What 
is significant, is the understanding that a social agent’s ability to successfully build 
interpersonal relationships, could lead to the automation of a vast arena of activities 
that depend on such relationships. The procedures mentioned above are less 
complicated and more systematic than structurANTion theory but by a relatively 
modest margin, if the relational agent concept can be further evolved, automating the 
introduction and establishment of a new CBIS is quite conceivable. 
 
3.0 Actor-Network Theory (ANT) 
 
3.1 ANT Terminology and concepts 
Also known as the sociology of translation, Actor-Network Theory (ANT) comes 
from sociology but is applicable to many disciplines, not least the introduction of a 
new CBIS (for example, Warzynski 2006). An understanding of translation and its 
terminology is best achieved by analogy, accordingly we will consider a group of 
people establishing a smallholding on which animals will be raised and seeds planted. 
With one or two highlighted exceptions, the definitions portrayed in this section are 
attributed to Michael Callon (Callon 1985). All relevant terminology is highlighted on 
its first encounter. It should be observed that only a brief introduction of ANT is 
provided here. 
 
The small holding idea has come from a retired farm worker who understands how a 
farm operates but unable to accomplish the task alone, he decides to form a small 
team. Included in the team are some younger people who can do heavy work, people 
experienced in raising chickens, experienced vegetable growers, a joiner/fencer and 
the land owner. Each person who performs a role in our scenario is referred to as an 
actor. The first thing the farm worker does is to share his vision with the others by 
taking them down to the plot and proclaiming the glories of a small holding. This 
activity is called problematisation as the focal actor seeks to align the interests of the 
other actors with his own. Each actor will have a different interest in the venture, a 
place to grow good crops, a place to ‘hang out’ and smoke away from the family, a 
place to raise chickens and so forth. Aware of this, the focal actor will attempt to align 
all of their interests towards a common goal. At this point, no other actor has 
embraced the concept to the same extent as the focal actor and he will start to define 
the identities of the others (chicken person, caretaker, veg person, carpenter) and as all 
communication and knowledge is centralised in himself, he becomes an obligatory 
passage point indispensable to the operation. The act of imposing and stabilising 
identity on the other actors is referred to as interessement and our farm worker will 
hope that each actor accepts their role and performs it. Should an actor start to 
perform the assigned role, this is referred to as enrolment, refusal is dissidence. Once 
enrolment is complete the operation should mobilise. That is to say, things should start 
moving.  
 
To recap, the focal actor has revealed a plan that aligns the interests of various actors 
(problematisation), he has made himself the centre of communication and knowledge 
(the obligatory passage point), he has imposed onto each actor their role 
(interessement) and they have accepted (enrolment). This whole activity is referred to 
as translation, despite their individual identities, their activity and interests are aligned 
to create an actor-network that will push towards the development and maintenance of 
the small holding. The word translation may appear out of place here but it is not, “the 
word translation is a verb which implies transformation and the possibility of 
equivalence” (Callon 1985) 
 
When animals are introduced, they are also viewed as actors and without their 
translation the whole thing will fail, they are part of the actor-network. Granted the 
interessement of a sheep shouldn’t be too complicated but it is necessary. The sheep 
have to be persuaded to be sheared, reproduce and so forth. The sheep have to 
‘accept’ the grass and protection offered to them. Signs of dissidence might be a 
refusal to reproduce or increased deaths in winter, signs of enrolment might be getting 
fat and growing lots of wool. When seeds (also actors) are first planted our actors 
might discover a large patch of clay below a significant proportion of the land 
meaning that nothing can grow there, in this case the clay also becomes an actor on 
which interessement will probably be ineffective but may be attempted using an 
interessement device like a digger. Realistically the dissidence of the clay will mean a 
change to the layout of the small holding. When the animals have grown, it might then 
be realised that no current actors are capable of slaughtering animals so a casual 
arrangement is made with the local butchers. The local butchers is also an actor-
network but as the small holding has no interest in its internal operation, it is 
considered a single actor. 
 
Once established, the small holding actor-network may become irreversible and 
punctualised. Irreversibility is the extent to which it is impossible for the network to 
dismantle and re-build in a new format (Sidorova, Sarker and Sarker 2002). 
Irreversibility implies that the network is set on an immovable trajectory regardless of 
new interessements and the re-enrolment or expulsion of actors. A punctualised 
network is one so well tuned that it is becomes perceived as a single actor. Defining 
any actor-network as being punctualised is warned against by most theorists, the point 
being that any actor-network can fall apart and shouldn’t be taken for granted.  
 
To summarise, translation is a key component of actor network theory and as this 
analogy has demonstrated it has four key components: problematisation, 
interessement, enrolment and mobilisation (Callon 1985) Translation is the process 
that creates a network. 
 
3.2 Actors and humanchines. 
In our analogy, people were obviously actors but so were organisations, groups of 
people, animals and objects generally considered to be inanimate. There might be an 
instructional book which would also be an actor, as would a water source, the rain and 
so forth. An actor is anything that can influence the network operation or participate 
in it. In ANT, an actor can be defined as “any element which bends space around 
itself, makes other elements dependent upon itself and translates their will into the 
language of its own” (Sidorova, Sarker and Sarker 2002). This incorporating of 
inanimate objects as actors is a controversial proposal of ANT. Humans, in any 
environment are an obvious example of actors but equally an actor can be a group of 
people, an organisation, a picture, a text or a technical artefact.  
 
A good example of a none-life actor is The Bible, essentially it’s an inanimate object 
but unquestionably it is an actor that participates in many actor-networks with 
significant impact. An actor is anything that has interests and tries to convince other 
actors to create an alignment with their own interests (Sidorova, Sarker and Sarker 
2002). 
 
Most modern communication is mediated through objects (books, texts, PowerPoint 
slides, telephone, TV etc) and the nature of these objects effect the communication in 
terms of its manner, durability and effect. If an actor had all such objects removed, 
their contribution to a network could terminate or they might re-emerge as a different 
actor. Accordingly, it is not often appropriate to view a human and their 
communication tools as distinct actors (Atkinson and Brooks 2003; Law 1992). This 
concept applies to many objects used in professions, consider for example a police 
officer with their badge, weapon and radio; combined these create the police officer 
actor, take away any of these props and the ‘person’ will behave quite differently. 
Now consider business environments, most operations depend on various computer 
applications, bureaucratic systems or tools. As in the examples already considered, if 
such objects were removed the teams and individuals dependent on them could cease 
to function. Such single punctualised actors that combine humans and machines can 
be referred to as humanchines (Atkinson and Brooks 2003).  
 
Humanchines are often highlighted by the introduction of alternate software or 
technology, despite the superiority of new environment, users may simply reject it due 
to their close coupling with the old environment. Another common scenario involves 
expanding a successful environment to be used by other players, success in one 
environment does not mean success in all environments into which a system is ported, 
when new actors are requested to participate, suddenly, it might no longer seem to 
work. Failure to manage the humanchine concept can cause significant disruption. 
 
4.0 Structuration Theory (ST) 
Structuration theory originates from sociologist Anthony Giddens and relates to the 
unwritten rules of social interaction. Such concepts are particularly relevant to 
humanised computer interfaces that attempt to operate as social actors. 
Fundamentally, ‘social life’ can not be properly understood by looking for macro 
level explanations, but likewise it is not merely a mass of individual acts by human 
agents. Human agency and social structure are in relationship with each other. 
Repetitive social acts from individual people contribute to the formation of various 
social structures. Groups of people within teams, sectors, businesses, housing estates, 
moral codes, religious denominations, churches, prisons, gangs and the like, 
collectively create social structures by their actions but these will change should 
people ignore or replace them. Social structures (simply called structures) dictate 
certain patterns of behaviour and are typically understood by all involved although 
they are rarely verbalised or written down, however infringement on their conventions 
can invoke a strong reaction from others. This means that a social structure is a 
dynamic thing despite its rigidity, the rules should be kept by all but are constantly 
evolving due to the extensive number of interactions that routinely take place within 
it, all of which contribute to its creation and evolution over time and space (Giddens 
1984). The process of developing and evolving such structures is called structuration. 
 
 
 
 
 
Fig 2: Illustration of the Structuration process (Rose 1999) 
 
4.1 Structuration rules 
Rules of legitimation, signification and domination are identified as the corner stones 
of structures (Giddens 1984). These three components are not discrete from each other 
and closely interrelate, facilitating each others existence.  
4.1.1 Legitimation 
Legitimation rules are normative regulations which when adhered to, create an 
atmosphere in which all activity seems to be appropriate and acceptable. Legitimation 
dictates what one is allowed to do. In many organisations, official rules can be largely 
ignored while other unwritten rules are strictly obeyed. Consider for example an IT 
department in which it is normal to play computer games in work time; this might 
even be encouraged, despite being officially banned. It could be said that the rules of 
Legitimation allow it. Likewise in the same department it might be understood that 
when a production system is not available, all games stop and everyone, regardless of 
where they are, heads immediately to an incident room, even if it is four in the 
morning. Officially, an employee may not be required to come in at night but 
everyone knows what is expected of them. Staying in bed while the rest of the team 
panic, will invite a cold reception the next day. Notice how a structure's rules of 
legitimation can overrule the written rules. Rules of legitimation can be complex and 
any one entering a new environment is wise to observe them. 
4.1.2 Signification 
Signification dictates the meaning of ‘signals’ that actors present to each other. Each 
structure has its own symbolic interpretation scheme covering clothing, courtesy, 
threats, reporting formats, acknowledgment of deference and so forth. In some 
cultures, ‘welcome’ is demonstrated by providing a guest with food and other goods 
while in other cultures a simple hot drink and dedicated attention from the host 
communicates the same intention. In the business world, it might be understood that 
technical staff wear jeans and managerial staff don’t in which case putting on the 
wrong trousers could be quite inappropriate. 
4.1.3 Domination 
In a structure some actors are able to exert power. Power is facilitated through access 
to authoritative or allocative resources (Giddens 1984). Allocative resources refer to 
power acquired through resource allocation, for example the key holder to a building 
may have disproportionate power over what happens inside or a finance director 
responsible for budgets might be able to effectively close a department down. 
Authoritative resources ‘refer to types of transformative capacity generating command 
over persons’ (Giddens 1984); that is the ability to dominate an individual using 
standard techniques such as threats and rewards, physical strength or confidence of 
character. The authoritative and allocative resources that facilitate power are different 
in each structure. 
 
5.0 StructurANTion Theory 
 
5.1 StructurANTion and the humanchine 
StructurANTion theory (Atkinson and Brooks 2003) considers the integration of 
CBIS given that the groups who will use it are structures and actor-networks that the 
CBIS will participate in, indeed component parts of the CBIS will be actors. It 
contextualises socio-cognitive models emphasizing a “balanced duality of agency and 
organisational structure” (Lamb 2006). StructurANTion theory presents a framework 
for understanding, envisaging and developing humanchines, inclusive of their 
evolution and persistence. 
 
CBIS tend to be viewed from a technocentric or a humanist standpoint. Engineers 
might talk about ‘users’, a term which suggests a separated or remote body. The 
humanist view would consider the kit simply as a tool, a separate entity suitable for 
human exploitation. Either view implies a definitive segregating interface. 
StructurANTion theory rejects these views instead looking at a single humanchine 
actor with no discernable internal membrane. Existing CBIS design ordinarily fails to 
develop practices that “encompass the ubiquitous duality of the humanchine and its 
concerted agency” (Atkinson and Brooks 2003) which can lead to problematic 
deployment and adoption. 
 
If the legacy environment operates as an effective humanchine; ripping out existing 
components and replacing them with others would be problematic causing disruptions 
in the humanchine actor-network (Atkinson and Brooks 2003). Furthermore, it is 
probable that the new CBIS either reflects the structured order of its originator or has 
been developed with an anticipated structured order integrated into its function or 
data. Either way, it is not commensurate with the structured order of the recipient. 
 
5.2 StructurANTion and the acceleration of the structuration process. 
The nature of a structured order causes it to slowly evolve over time. However 
significant events such as war, famine, exploitation of cultural differences, regime 
change or business process re-engineering can accelerate the change or cause dramatic 
alteration (Atkinson and Brooks 2003); perhaps demolishing a structure and causing 
the quick formation of a new one from the remnants. The sudden emergence of a new 
structure in such dramatic circumstances can be initially accredited to an overt 
problematisation by a focal actor (Atkinson and Brooks 2003) with such 
proclamations as “we are all starving, take up arms”; problematisation that invokes 
immediate excitement or panic. The term used to describe this dramatic structure 
alteration is emancipation. In normal language emancipation refers to the pursuit of 
freedom from the existing conditions of domination, signification and legitimisation. 
In sociology it is understood that the removal of such structural components can 
produce a vacuum that will be filled, a new structured order will emerge which may 
be better or worse that the former. However at any time such emancipation in a 
structurated order is possible. StructurANTion theory states that emancipation is a 
fourth component of a structure (Atkinson and Brooks 2003) along side domination, 
signification and legitimisation. It is a dormant but ever present potential force that 
could overturn the structure. 
 
5.3 StructurANTion theory and the relational agent 
The focus of this study is relatively rigid systems imposed upon organisations by 
external and absent actors. Most importantly, it is proposed that a significant 
proportion (if not all) of this integration process can be automated with the necessary 
technology embedded into the CBIS itself.  
 
With a view to performing the role of the focal actor, a relational agent that represents 
a CBIS would proactively introduce itself to the subjects by e-mail or text; moving 
onto other communication mediums at a later stage. It is important that all relational 
agents align with the protruding cultures in the subject environments, obedient to the 
rules of domination, signification and legitimisation (Giddens 1984). For this purpose 
a series of incarnations will be required and in most cases the rules of legitimisation 
will dictate that the agent can in no way be secretive about its eventual objectives. 
Due to their human like persona and their ability to develop relationships with people 
(Bickmore and Picard 2005; Bickmore, Gruber and Picard 2005; Bickmore 2003; 
Bickmore et al 2005; Bickmore, Caruso and Clough-Gorr 2005; Bickmore and Picard 
2004) the agents should be readily accepted into the actor networks as social 
participants. Once basic social integration is complete, the agent will start the 
translation process (Callon 1985) with overt problematisation (Atkinson and Brooks 
2003) dismantling the existing humanchine or similar actor-network that is to be 
superseded. The agent will then be required to orchestrate the rest of the translation 
process - problematisation, interessement and enrolment. To achieve this, the agent 
would operate as a proactive interface between users and the CBIS actively involved 
in training, motivation and providing guidance on day-to-day operation.  
 
This initial interface role, is absolutely critical; already part of the recipient structure 
the agent presents a recognisable and comfortable front end to the CBIS, initially 
making the ‘interface membrane’ less discernable and deflecting focus from system 
attributes that may be less commensurate with the subject structure. Furthermore, 
relational agents have been shown to make applications attractive (Bickmore and 
Picard 2005; Bickmore, Gruber and Picard 2005; Bickmore 2003; Bickmore et al 
2005; Bickmore, Caruso and Clough-Gorr 2005; Bickmore and Picard 2004) and 
comfortable for users (Bickmore, Pfeifer and Paasche-Orlow 2007; Bickmore et al 
2008; Schulman et al 2008) contributing further to the creation of the desired 
punctualised humanchine. Once the new CBIS is established, the relational agent’s 
role can diminish. 
 
6.0 Conclusion and Future work 
This paper has reviewed existing research into the effectiveness of relational agents 
and has identified their current areas of application. Although work is ongoing to 
define the factors (sociological, psychological or technical) that enable agents to build 
long term relationships with users, ordinarily such relationships are possible. This 
attracts users to an interface and allows activities dependent on interpersonal 
relationships to be automated.  
 
Ordinarily the integration of a new CBIS is led and orchestrated by a focal actor. In 
this paper StructurANTion theory has been promoted as a model for successful CBIS 
integration. It has also been proposed that the focal actor role could be performed by 
relational agents thus automating the integration process. A concept particularly 
attractive to large and dispersed implementations.  
 
Based on StructureANTion theory, a model has been proposed by which relational 
agents would proactively integrate with a subject’s structure before orchestrating 
overt problematisation and the subsequent translation process. In addition, the 
agent(s) would provide an attractive initial interface for the CBIS allowing the 
integration process to benefit from the existing user-agent relationship; creating a less 
discernable interface and giving the impression of a CBIS more commensurate with 
the recipient structure, thus encouraging the creation of a humanchine. 
 
To prove these propositions, the relational agent concept will be further developed 
with agents employed as StructurANTion focal actors in two scenarios. Namely, 
encouraging SME participation in Web 2.0 and student participation in the QAA led 
PDP scheme. Should this be successful, relational agents could become common 
place in the induction and establishment of remote highly inscripted systems. 
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