Abstract: Fractional-Order Controllers (FOC) extend PID controllers by using non-integer order integral and derivative actions. They have many advantages even if the tuning methods are still at their infancy. Hence we apply Differential Evolution (DE) optimization to tune parameters of FOC in a unitary feedback linear control system of a first order plana with a lag plus an integrator. The FOC combines two differintegrators. Closed-loop specifications are peak value and settling time of the step response. To determine the controller parameters, DE minimizes the sum of the squared real and imaginary parts of the characteristic equation, expressed in terms of the desired pair of closed-loop dominant poles and of the unknown parameters. Then, the Particle Swarm Optimization with constriction factor approximates the irrational operators of the controller with rational transfer functions that are of low order, stable, minimum-phase, with zeros interlacing poles. Frequency and step responses show the efficiency of the proposed method.
INTRODUCTION
A Fractional-Order Controller (FOC) is an extension of a standard Proportional-Integral-Derivative (PID) controller. It is frequently named as Fractional-Order PID (FOPID) or P I λ D µ -controller, where λ and µ are the noninteger (e.g. fractional) orders of integration and differentiation, respectively (Podlubny, 1999) . Fractional Calculus provides mathematical definition of non-integer order integrals and derivatives, for example given by RiemannLiouville, Grünwald-Letnikov, and Caputo. In this paper, we refer to Caputo's definition of fractional derivatives. Its Laplace transform, indeed, depends on commonly used initial conditions that have an easy interpretation. In control systems engineering, FOC use non-integer order integral and derivative actions to increase closed-loop performance, to enhance robustness to gain and parameter variations, and to offer more design degrees of freedom, having positive impact on many industrial applications. Namely, FOC could replace PID in a high percentage of control loops (Åström and Hägglund, 1995) . In particular, FOC are more effective for controlling plants described by fractional-order models (Podlubny et al., 1997; Chen, 2006) . or easy-to-use tuning rules as for standard PID. Therefore, some authors attempt to generalize classical design, by starting with traditional setting procedures (Caponetto et al., 2004) . Other minimize integral of squared error (ISE) or integral of time-weighted absolute error (ITAE) performance indexes (Cao and Cao, 2006; Chen, 2006) . Even if optimization approaches may result complex, in some cases non-linear and sophisticated tuning methods could be necessary. To this aim, research can help in developing new approaches or applying methods from different fields. For example, it is known that heuristic search, genetic algorithms, evolutionary procedures, and Differential Evolution (DE) are particulary useful when a powerful adaptive search mechanism is required.
In this paper, we propose the DE optimization method to tune parameters of FOC in a unitary feedback linear control of plants with a first order lag plus an integrator. The FOC linearly combines two differintegrators at most for simplicity. But we can also implement a more complex structure for achieving better results. The developed DE algorithm defines the most suited pair of derivative or integral actions for the known plant, given the closedloop specifications. In particular, the desired peak value and settling time of the step response are translated into desired locations of dominant closed-loop poles, say p 1,2 .
Evolution is performed for a certain number of generations on a population of candidate solutions to minimize an objective function expressing the performance specifications. Namely, as objective function, we assume J = R 2 + I 2 , where R and I are the real and imaginary parts of the left-hand part of the characteristic equation The frequency response plots of the rational approximation show good matching with the responses of the irrational operators, even for transfer functions with 3 or 4 zero-pole pairs. Obviously, the stability and minimumphase properties are preserved in the approximation. Moreover, stable poles and minimum-phase zeros are interlaced along the negative real half-axis of the s-plane.
Finally, the quality of the step response of the feedback control system is analyzed.
BACKGROUND OF DIFFERENTIAL EVOLUTION
It is often difficult to solve global optimization of engineering problems analytically. Namely, objective functions are non-differentiable, non-continuous, non-linear, multidimensional, and affected by noise. Moreover, they have many local minima, constraints, or stochastic characteristics. In this context, heuristic search is more suited. In particular, DE is a simple and efficient scheme to determine approximate solutions that can improve the results obtained by other search heuristics. Even if it does not converge in all cases, in a large class of standard optimization problems, DE is more efficient than other evolutionary and genetic algorithms. Our specific problem is to optimize the FOC parameters, to meet the closed-loop performance and robustness specifications and to design rational approximations of FOC with some requirements (e.g. stability, minimum-phase, zero-pole interlacing).
DE is a method to develop stochastic and populationbased algorithms for optimization problems of real-valued functions f : X ⊆ R D → R, where the domain X ̸ = ∅ is the feasible region of vectors of unknown parameters and is specified by boundary constraints . The problem is to find a solution X * ∈ X for the D parameters so that the objective function f is minimized:
. DE is based on the genetic operators of mutation, crossover, and selection. Evolution is performed on a population of solutions and for a certain number of generations. The algorithm notoriously has good convergence properties with few constant control parameters that, however, are difficult to be set. The following subsections show how DE works (Biswas et al., 2009 ).
Initialization
DE starts with an initial population of N pop individuals. Each individual is a candidate solution containing D unknown parameters. The population evolves through successive generations. The following i-th parameter "target" vector indicates an individual in a population belonging to a current generation G:
All individuals in a population are generated by enforcing the constraint
] define the search interval. The initial population better covers the entire search space and is randomly generated as follows:
where rand j (0, 1) is a random number between 0 and 1 taken from a uniform distribution, i.e. rand j (0, 1) ∼ U (0, 1).
Mutation
The mutation helps in expanding the search space. After the initialization, DE creates a mutation "donor" vector V i,G for each target vector X i,G . There are several ways to generate V i,G (Biswas et al., 2009 ). We consider:
where the indexes r i1 ̸ = i, r i2 ̸ = i, and r i3 ̸ = i are mutually exclusive integers randomly chosen from the interval [1, N pop ]. The factor F ∈ (0, 2) is a scaling parameter. Usually, choosing F between 0.4 and 1 speeds up convergence of the DE.
The notation DE/x/y/z specifies the DE mutation strategies by indicating the vector x to be perturbed, the number y of difference vectors used to perturb x, and the type z of crossover (exp stands for exponential, bin for binomial). In this paper, we consider DE/rand/1/bin that outperforms other versions of DE (Biswas et al., 2009 ).
Recombination
After creation of a mutation vector, a crossover operation recombines individuals, thereby increasing the diversity in the population but including successful solutions from the previous generation. Usually, DE adopts exponential or binomial crossover schemes (Price et al., 2005) . Here, the binomial crossover is used. It changes components that are chosen randomly from {1, 2, . . . , D} and makes the number of parameters inherited from the mutant obey a nearly binomial distribution (Biswas et al., 2009) .
In this step, we use V i,G changing some components of vector X i,G to obtain the following new "trial" vector:
(5) The binomial crossover operation is executed on each of the D components of the parameter vector whenever a number randomly chosen between 0 and 1 is less than or equal to the crossover constant CR. It holds:
where rand j,i (0, 1) ∼ U (0, 1), whereas j rand ∈ {1, 2, ..., D} is an index randomly chosen which ensures that U i,G gets at least one component from V i,G , i.e. U i,G ̸ = X i,G . The constant 0 < CR < 1 obviously affects the amount of crossover operations. Usually, 0.6 < CR < 1 is a good value for fast convergence.
Selection
The selection keeps the population size constant in consecutive generations. This operation determines if the vector X i,G or the vector U i,G survives in the next generation. It works by the following relations:
where f (·) is the objective function to be minimized. If the value given by U i,G is lower than the value of X i,G , then
is kept. Therefore, the population can improve or be the same in minimization of f (·), but it never becomes worst.
After selection, the algorithm goes back to iterate the mutation phase. Mutation, recombination, and selection are applied until a certain condition (i.e. minimization of the objective function or maximization of the number of generations G max ) stops iterations.
To sum up, DE searches the best values of D parameters and its convergence basically depends on N pop , G max , F and CR. Performance of DE can be analyzed by fixing F and letting CR vary, or vice versa. In (Biswas et al., 2009) , F is randomly varied between 0.5 and 1 to retain population diversity as the search goes on. This helps improving classical versions of DE (Das et al., 2005) . Moreover, CR is linearly decreased with time from 1 to 0.5 to deeply explore the search space at the beginning of the evolutionary process and to finely tune the solutions towards the last generation. Good values are F = 0.5 and CR = 0.8.
DE-BASED TUNING METHOD OF FOC
We consider a classical unitary feedback control system, in which the plant is controlled by a FOC. We tune the controller parameters of a generalized FOC expressed as in (Tenreiro Machado, 2010) , by optimizing a performance index with DE, formalized as in (Biswas et al., 2009 ).
We consider a common plant transfer function as in (Tenreiro Machado, 2010) :
where K = 1 and τ = 1, without loss of generality. We define the controller transfer function by taking into account both integral and derivative actions (Tenreiro Machado, 2010) :
where n ≥ 1 is the number of fractional order control actions, with −1 ≤ α i ≤ 1 and K i ≥ 0. The simplest structure is defined by one (n = 1) or two (n = 2) actions.
We compare the obtained performance to the one reached by (Tenreiro Machado, 2010) with the same type of controllers for the same plant and for n = 1 and n = 2.
In particular, we analyze the closed-loop step responses. We optimize the parameters K i and α i , with i = 1, 2, by applying a method similar to the approach followed in (Biswas et al., 2009 ).
First of all, we set the close-loop step response specifications, namely the percentage overshoot OS% and the settling time t s to the 2% of the steady-state value. If we consider a classical second order system, OS% = e −ζπ √ 1−ζ 2 100 and t s ≈ 4 ζωn , where ζ is the damping factor and ω n is the natural angular frequency. Then, the specifications allow us to determine the required ζ and ω n and the desired pair of two closed-loop poles:
If they are the dominant poles of the closed-loop controlled system, then the characteristic equation 1+G c (s) G p (s) = 0 must be satisfied for s = p 1,2 :
(10) Taking the FOC into account, we obtain:
11) for one control action, and
for two control actions. We then consider the real part R = Real{E(·)} and the imaginary part I = Imag{E(·)} of the complex function E(·). The objective function is computed as follows:
(13) which depends on K 1 and α 1 for n = 1, and on K 1 , K 2 , α 1 , and α 2 for n = 2. Note that J is slightly different from the performance index defined in (Biswas et al., 2009 ) that takes into account the phase angle ψ of E(·). Neglecting ψ does not change so much the solutions determined by DE and the convergence speed.
PARTICLE SWARM OPTIMIZATION FOR FOC RATIONAL APPROXIMATION
We apply DE to solve the problem of Section 3. The solution gives optimized values (K 1 , K 2 , α 1 , α 2 ) minimizing J. Then, the resulting irrational operators s α1 and s α2 require an approximation for realization purpose, i.e. an N -order rational transfer function, say G a (s), with a finite and limited number N of zeros and poles.
There are several approximation methods for obtaining the smallest deviation (and in the widest range) of the frequency response G a (jω) from the magnitude and phase characteristics of the considered operator. Moreover, it is important to obtain stable poles and minimum-phase zeros and pole-zero interlacing along the negative real half-axis of the s-plane. The order of approximation must be conveniently limited to simplify the realization. Minimizing the approximation error in a frequency range of interest requires optimizing the location of zeros and poles of G a (s). PSO can serve this purpose because it is simple and computationally efficient. Moreover, with a limited number of zero-pole pairs (say 3 or 4), PSO outperforms the results guaranteed by other methods (Maione et al., 2011) .
PSO (Kennedy and Eberhart, 1995) was successful in problems involving non-linearity, multiple optimum points, non-differentiability, and multidimensional search spaces (Clerc and Kennedy, 2002; Shi and Eberhart, 1998) . Moreover, it showed fast and stable convergence, ease of implementation, reduced computational cost, and low sensitivity to population size (Shi and Eberhart, 1999; van den Bergh and Engelbrecht, 2006) . The stochastic optimization is based on the imitation of flocks of birds, swarms of insects, schools of fishes, etc.. Each particle in a swarm uses its own intelligence and a collective intelligence of the swarm. The optimization is also based on an evolutionary process, but does not apply genetic operators.
The PSOCF improves the standard PSOWF algorithm (Kennedy and Eberhart, 1995; Eberhart and Shi, 2000) . Typically, a PSO algorithm requires a fixed number of iterations (N runs ) and a fixed number of generations (G max ) characterizes each execution; in addition, a fixed number (N pop ) of particles in a population defines each generation. Obviously, these three numbers can be varied and properly tuned. The process terminates when the optimum solution has been achieved or when G max generations in the last iteration have been considered.
PSO starts with a random initial population. Each particle, which is randomly defined in a properly chosen search interval, represents a different set of the unknown parameters (i.e. zeros and poles of G a (s)). The solutions stem from updating the population in successive generations. Two important variables characterize each particle and are updated at every generation: the "position" p j (i) and the "velocity" v j (i) in the trend towards the optimized solution, for j = 1, . . . , N pop and i = 1, . . . , G max . In both PSOWF and PSOCF, the position is updated by:
with initial zero velocity and random position. The PSOWF updates velocity of each particle as follows:
) where 0 < θ < 1, c 1 > 0, c 2 > 0, r 1 ∼ U (0, 1) and r 2 ∼ U (0, 1), p pbest (i) is the so-called "personal best" position so far and p gbest (i) is the so-called "global best" position so far. The personal best position is associated to the particle j * (1 ≤ j * ≤ N pop ), that achieves the minimum value of an objective function, the global best position results from p gbest (i) = min{p gbest (i − 1), p pbest (i)}. Then, the velocity is affected by an inertial weighting factor θ, applied to reduce the variation of velocity, and two acceleration constants c 1 , the individual learning rate, and c 2 , the social learning rate. In PSOCF, the velocity is affected by a constriction factor χ(c 1 , c 2 )
where
, with c = c 1 + c 2 > 4. The value of the velocity parameters must help the convergence of the solutions to be as close as possible to the ideal unknown location of zeros and poles of G a (s) ensuring null approximation error in a wide frequency range. In fact, this choice modifies the performance of the PSO algorithm.
Then, the first step of PSO is choosing the search interval of the solutions and then fixing the parameters that ensure good performance. The search interval must include the range where the optimum solutions are assumed. Applying no particular restrictions leads to high approximation errors. Instead, we enforce the interlacing between zeros and poles and take, as reference for each zero and pole of G a (s), the values provided by a recent good approximation method (Maione, 2008) . The gain of the approximating transfer function results from imposing unitary gain crossover angular frequency.
Similarly to other evolutionary procedures, PSO minimizes an objective function that is related to the approximation error. We use an index that leads to the lowest errors. Consider the frequency response errors E mag,i and E pha,i between the magnitude (in dB) and phase (in degrees) of G a (jω) and the amplitude and phase of the fractional operator (jω)
αi . The errors are computed in a finite number of sample points ω j , j = 1, . . . , m, inside the frequency range of interest. The error index is: (17) In (17) the non-linear penalty function P (ω) = 1 in the frequency range of interest (e.g. (0.1, 10) rad/s) and gives a lower weight P (ω) = e −| log 10 (ω)| 2 outside this range.
To conclude, each particle, i.e. a set of poles and zeros of an N -order rational transfer function, has a different frequency response. Then different errors lead to a different value of ε. The quality of the best solution by the PSO can be verified by plotting the frequency response of the obtained approximating transfer function. The results (not shown here for brevity) show that the PSOCF can guarantee better approximation than PSOWF and wellknown methods, in a sufficiently wide frequency range and with a low value of N (Maione et al., 2011) .
SIMULATION RESULTS
The percentage overshoot obtained by (Tenreiro Machado, 2010 ) is higher than 50% and the settling time is slightly lower than 10 s (see Fig. 2 in (Tenreiro Machado, 2010) ). As specifications, however, we fix a percentage overshoot lower than 10% and a settling time lower than 7 s.
To obtain the FOC parameters, DE is based on G max = 100 generations of N pop = 50 individuals, with F = 0.5 and CR = 0.8. DE runs 50 times (the execution time is about 2.25 s). Then, for each simulation run (r = 1, . . . , 50), we compute the average value J avg,r of the objective function (13), over all generations. For the run r giving the minimum among the computed average values, we compute: the minimum (J min,r ), the average (J avg,r ), the maximum (J max,r ), and the standard deviation (J stdv,r ). Moreover, the best value (J best ) is specified, i.e. the minimum value provided by the generations in all the simulated runs, at the end of the evolutionary process. The best values K 1 and α 1 are associated to J best and determined by the corresponding generation and execution. Table 1 shows the results for n = 1. We specified ζ = 0.65 and ω n = 0.9467 rad/s, that give OS% = 6.81% and for realization purpose and then plot the closed-loop step response.
For N = 4, we use PSOCF because it provides better results than PSOWF and other approximation methods. shows the frequency response depicted in Fig. 1 , which provides a good approximation to G c (s) = 0.7909 s 0.0654 (see dashed diagrams). Note the flatness of the phase diagram and the linear progress of the magnitude diagram in a wide frequency range. Fig. 2 shows the closed-loop step response obtained with this approximated controller G c (s). As it can be verified, the actual performance meets the specifications. Namely, OS% ≈ 5.31% and t s ≈ 5.74 s (below the specified values). Moreover, the rise time from 10% to 90% of the steady-state value is 2.16 s.
If we use two control actions, then DE provides the best values K 1 , α 1 , K 2 , and α 2 . The search intervals are: 0 < K 1 < 100, −1 < α 1 < 1, 0 < K 2 < 100, −1 < α 2 < 1. If we specify ζ = √ 2/2 ≈ 0.7071, which gives OS% ≈ 4.32%, and ω n = 0.9428 rad/s such that t s ≈ 6 s, G max = 100, N pop = 50, F = 0.5, and CR = 0.8 give the results of table 3. The simulation time for 50 runs is about 2.6562 s. Table 4 summarizes the results obtained. Fig. 3 depicts the frequency response providing a good approximation to the combined fractional operators (see dashed diagrams). Fig. 4 shows the closed-loop step response with this approximated controller. As it can be verified, the performance meets the specifications. Namely, OS% ≈ 1.7% and t s ≈ 3.59 s (below the specified values). The rise time is 2.42 s. 
CONCLUSION
In this paper, we combine and slightly modify the tuning method of (Biswas et al., 2009 ) and the approach proposed in (Tenreiro Machado, 2010) to develop an efficient heuristic optimization scheme to tune FOC for a class of common integer order plants. We consider time-domain specifications for the closed-loop control system and use DE to tune the most suited fractional integral or derivative actions. The tuned parameters define fractional differintegrators that require an approximation into a rational transfer function. To this aim, PSOCF or DE are profitably used.
