Abstract: This paper is devoted to establishing the Katok's entropy formula of unstable metric entropy which is the entropy caused by the unstable part of partially hyperbolic systems.
Introduction
Let a triple (X, d, T ) (or pair (X, T ) for short) be a topological dynamical system (TDS for short) in the sense that T : X → X is a continuous map on the compact metric space X with metric d. For x, y ∈ X and n ∈ N, the Bowen metric d n is given by d n (x, y) = max{d(T i (x), T i (y)) : i = 0, 1, · · · , n − 1}.
Given ε > 0, let B dn (x, ε) = {y ∈ X : d n (x, y) < ε} denote the d n -ball centered at x with radius ε. We also write B n (x, ε) for convenience, when there is no confusion. In classical ergodic theory, measure-theoretic entropy and topological entropy are important determinants of complexity in dynamical system. The relationship between these two quantities is the well-known variational principle. Katok's entropy formula is an important formula in the study of entropy theory.
In 1980, Katok [13] introduced the Katok's entropy formula: for any T -invariant ergodic Borel probability measure µ, and 0 < δ < 1, where N µ (n, ε, δ) denotes the minimal number of d n -balls with radius ε which cover a set of µ-measure more than or equal to 1 − δ. Katok's entropy formula is an equivalent definition of the measure-theoretic entropy in a manner analogous to the definition of the topological entropy. In 2004, using spanning sets, He, Lv and Zhou [6] introduced a definition of measuretheoretic pressure of additive potentials for ergodic measures, and obtained a pressure version of Katok's entropy formula. In 2009, Zhao and Cao [15] gave a definition of measure-theoretic pressure of sub-additive potentials for ergodic measures, and generalized the above results in [13] and [6] . Moreover, we refer to [2, 1] Let M be an n-dimensional smooth, connected and compact Riemannian manifold without boundary and f : M → M a C 1 -diffeomorphism. f is said to be partially hyperbolic if there exists a nontrivial Df -invariant splitting T M = E s ⊕ E c ⊕ E s of the tangent bundle into stable, center, and unstable distributions, such that all unit vectors
and
for some suitable Riemannian metric on M. The stable distribution E s and unstable distribution E u are integrable to the stable and unstable foliations W s and W u respectively such that DW s = E s and DW u = E u . The difference between partially hyperbolic systems and hyperbolic systems is the presence of the center direction in the former case. In 1985, from the measure theoretic point of view, Ledrappier and Young [14] gave a definition of unstable metric entropy for partially hyperbolic diffeomorphisms. And the entopy defined in [14] can be regarded as that given by H µ (α|f α), where α is an increasing partition (i.e. α ≥ f α) subordinate to the unstable leaves. In 2008, from the topological point of view, Hua, Saghin and Xia [9] provided the unstable volume growth. In 2017, Hu, Hua and Wu [7] introduced a new definition of unstable metric entropy h , where ξ ia a finite measurable partition of the underlying manifold M, and η is a measurable partition consisting of local unstable leaves that can be obtained by refining a finite partition into pieces of unstable leaves. In [7] , they showed that the unstable metric entropy h u µ (f ) is identical to the metric entropy defined in [14] . Hu, Wu, Zhu [8] introduced unstable topological pressure for a C 1 -partially hyperbolic diffeomorphism f : M → M with respect to a continuous function on M, obtained a variational principle for this pressure. And they investigated the corresponding so-called u-equilibriums.
In this paper, inspired by the ideas of Katok [13] , for ergodic measures, we establish the Katok's entropy formula of unstable metric entropy h u µ (f ) for partially hyperbolic diffomorphisms.
The following theorem presents the main result of this paper. The remainder of this paper is organized as follows. Section 2 gives some preliminaries. Section 3 provides the proofs of the main result.
Preliminaries
Let M be an n-dimensional smooth, connected and compact Riemannian manifold without boundary and f : M → M a C 1 -diffeomorphism. From now on we always assume that f is a C 1 -partially hyperbolic diffeomorphism of M, and µ is an f -invariant probability measure.
For a measurable partition ξ of M and x ∈ M, denote by ξ(x) the element of ξ containing x. Suppose ξ, η be two finite measurable partitions of M. We write ξ ≤ η to mean that each element of ξ is a union of elements of η (i.e. η is a refinement of ξ).
For a measurable partition ξ of M, set
Let ε 0 small and P ε 0 denote the set of finite measurable partitions of M whose elements have diameters smaller than or equal to ε 0 , that is, diamξ := sup{diamA : A ∈ ξ} ≤ ε 0 . For each β ∈ P ε 0 we can define a finer partition η such that η(x) = β(x) ∩ W u loc (x) for each x ∈ M, where W u loc (x) denotes the local unstable manifold at x whose size is greater than the diameter ε 0 of β. Note that for each
where d is the distance on in M generated by the Riemannian metric on M.
In fact, choose any z ∈ η(x)∩η(y). Since z ∈ β(x)∩β(y), we obtain β(x) = β(y). For any t ∈ η(x), obviously, t ∈ β(x), so t ∈ β(y). And we also have lim
Moreover, observe that lim
we have lim
Consequently, η is a measurable partition satisfying β ≤ η. Let P u ε 0 denote the set of partitions η obtained this way.
Denote by d u the metric induced by the Riemannian structure on the unstable manifold. Given ε > 0 and x ∈ M, let B u (x, ε) denote the open ball centered at x with radius ε in the unstable manifold W u (x) with respect to
is the open ball inside W u (x) centered at x with radius γ with respect to the metric d u . Furthermore, given ε 0 > 0 small enough and η ∈ P u ε 0
, there exists C > 1 such that for any
for any y, z ∈ η(x).
Noting that for γ > 0 small enough, for each
Lemma 2.2. Given ε 0 > 0 small enough and η ∈ P u ε 0
, there exists C > 1 such that for each x ∈ M, n ≥ 1, 0 < ε < ε 0 and y ∈ ∩
Proof. Since ε 0 > 0 is small enough and η ∈ P u ε 0
for any y, z ∈ η(x). For any z ∈ B n (y,
Recall that for a measurable partition η of M and a probability measure ν on M, the canonical system of conditional measures for ν and η is a family of probability measures{ν The following notions are standard. The information function of ξ ∈ P ε 0 with respect to f -invariant probability measure µ is defined as I µ (ξ)(x) := − log µ(ξ(x)), and the entropy of partition ξ as
The conditional information function of ξ ∈ P ε 0 given η ∈ P u ε 0 with respect to µ is defined as I µ (ξ|η)(x) = − log µ η x (ξ(x)). Then the conditional entropy of ξ given η with respect to µ is defined as
Definition 2.1. [7] For an f -invariant probability measure µ, the conditional entropy of f with respect to ξ ∈ P ε 0 given η ∈ P u ε 0 is defined as
The conditional entropy of f given η ∈ P u ε 0 with respect to µ is defined as
And the unstable metric entropy of f with respect to µ is defined as
The following theorems will be used in proving the main result.
Theorem 2.1. [7] Suppose µ is an ergodic measure of f . Then for any ξ ∈ P ε 0 and η ∈ P
Suppose µ is an ergodic measure of f . Let η ∈ P u ε 0 be given. Then for any partition ξ ∈ P ε 0 with H µ (ξ|η) < ∞, we have
The result in Theorem 2.2 is a version of Shannon-McMillan-Breiman theorem for the unstable metric entropy. This section gives the proof of Theorem 1.1. The following lemmas play a key role in our proof. The following lemma can be directly obtained from Proposition 5.9 in [3] . be given, and ξ ∈ P ε 0 with H µ (ξ|η) < ∞. Then there exists a set M 2 ⊂ M with µ(M 2 ) = 1, and for each x ∈ M 2 , there exists G x ⊂ η(x) with µ η x (G x ) = 1 such that
for each y ∈ G x , where µ = µ η x dµ(x) is the measure disintegration of µ over η. Proof. By Theorem 2.2, there exists a set M 2 ⊂ M with µ(M 2 ) = 1, such that
for each x ∈ M 2 . Then for each x ∈ M 2 , we can find a set
for each y ∈ G x . Note that for each y ∈ G x , µ η x = µ η y . Therefore, for each x ∈ M 2 and y ∈ G x , we have
Lemma 3.3. Suppose µ is an ergodic measure of f . Let η ∈ P u ε 0 be given, and ξ ∈ P ε 0 with H µ (ξ|η) < ∞. Then for µ-a.e. x ∈ M, there exists a setG
for each y ∈G x , where µ = µ η x dµ(x) is the measure disintegration of µ over η. Proof. By Lemma 3.1, there exists a subset M 1 ⊂ M with µ(M 1 ) = 1 such that for every
, where M 2 as in Lemma 3.2. Since µ is an finvariant probability measure, we have µ(M 3 ) = 1. For each x ∈ M 3 , let
According to Lemma 3.1 and Lemma 3.2,
for each y ∈G x . Now, we are going to prove Theorem 1.1.
Proof.
(1) Firstly, we are going to show that for every 0 < δ < 1, we have
for µ-a.e. x ∈ M. Since ε 0 is small enough and η ∈ P u ε 0
, there exists C > 1 such that for any x ∈ M,
for any y, z ∈ η(x). For 0 < ε < ε 0 , let us choose a finite partition ξ ∈ P ε 0 with diam(ξ) < ε/C and H µ (ξ|η) < ∞. Hence, by Lemma 2.2, for each x ∈ M, n ≥ 1 and
Observe that µ is ergodic. According to Lemma 3.3, there exists a subset M 3 ⊂ M with µ(M 3 ) = 1 such that for any x ∈ M 3 , there exists a setG
Fix x ∈ M 3 . For n ∈ N and γ > 0, set
where
, so Y n can be covered by the same number of d n u-balls with radius ε. So
Then for any γ > 0,
Since γ can be taken arbitrarily small and by Theorem 2.1
for every x ∈ M 3 . Noting that µ(M 3 ) = 1, we have
for µ-a.e. x ∈ M.
(2) Secondly, we will turn to prove the second part of the theorem: for every 0 < δ < 1, we have
(i) Let 0 < δ < 1 be given. Let ε > 0, without loss of generality, we require additionally ε . Let us choose a partition ξ ∈ P ε 0 with µ(∂ξ) = 0 and H µ (ξ|η), where ∂ξ denotes union of the boundaries ∂B of all elements B ∈ ξ.
For θ > 0, let
where ξ(x) denotes the element of the partition ξ containing x. Since θ>0 U θ (ξ) = ∂ξ, we have µ (U θ (ξ)) → 0, as θ → 0.
Therefore, there exists 0 < γ < ε such that µ(U θ (ξ)) ≤ ε for any 0 < θ ≤ γ. Using Birkhoff Ergodic Theorem, for µ-a.e. y ∈ M there exists N 1 (y) > 0 such that for any
where χ Uγ (ξ) is the characteristic function of the set U γ (ξ). For l ∈ N + , we define
Clearly, the sets D l are nested and exhaust M up to a set of µ-measure zero. Therefore, there exists 
According to Lemma 3.2, we can find a subset M 2 ⊂ M with µ(M 2 ) = 1 such that for any x ∈ M 2 , there exists set G x with µ
(ii) For n ∈ N and given a point y ∈ M, we call the collection
the (ξ, n)-name of y. Since each point in one element V of ξ n−1 0 has the same (ξ, n)-name, we can define C(n, V ) := C(n, y)
for any y ∈ V , which is called the (ξ, n)-name of V . For n ∈ N and ξ, we give a metric d ξ n between (ξ, n)-names of y and z as follows:
It can also be viewed as a semi-metric on M. Fixx ∈ I and l 2 ≥ l 1 . According to Lemma 2.1, for γ > 0 small enough, B u n (y, γ) ⊂ B n (y, γ), for any y ∈ M. If z ∈ B(y, γ), then either y and z belong to the same element of ξ or y ∈ U γ (ξ), z / ∈ ξ(y). Hence if y ∈ D l 2 , n ≥ l 2 and z ∈ B u n (y, γ), the distance d ξ n between (ξ, n)-names of y and z does not exceed ε, i.e.
is contained in the set of points z whose (ξ, n)-names are ε-close to the (ξ, n)-name of y, i.e.
By Stirling's formula, there exists a large number l 3 ∈ N and for any n ≥ l 3 , it can be shown that the total number K n of such (ξ, n)-names consisting of B d ξ n (y, ε) admits the following estimate:
According to (1) and ε for µ-a.e. x ∈ M.
