Abstract. Metric-based methods, which use unlabeled data to detect gross differences in behavior away from the training points, have recently been introduced for model selection, often yielding very significant improvements over alternatives (including cross-validation). We introduce extensions that take advantage of the particular case of time-series data in which the task involves prediction with a horizon h. The ideas are (i) to use at t the h unlabeled examples that precede t for model selection, and (ii) take advantage of the different error distributions of cross-validation and the metric methods. Experimental results establish the effectiveness of these extensions in the context of feature subset selection.
training (but only the input part) in order to introduce a complexity penalty. These methods take advantage of unlabeled data: the behavior of functions corresponding to different choices of complexity are compared on the training data and on the unlabeled data, and differences in behavior that would indicate overfitting are exploited to perform model selection. An overview of advances in model selection and feature selection methods can he found in a recent Machine Learning special issue [I] .
After a review of metric-based model selection methods, we introduce the extensions proposed in this paper that deal specifically with time-series data.
.
METRIC-BASED MODEL SELECTION
Metric-based methods for model selection are based on the idea that solutions that overfit are likely to behave very differently on the training points and on other points sampled from the input density Px(z). This occurs because the learning algorithm tries to reduce the loss at the training points (but not necessarily elsewhere since no data is available there), whereas we want the solution to work well not only on the training points but in general where P,y(z) is not small. These metric-based methods are all based on the definition of a metric (or pseudo-metric) on the space of functions, which allows to judge how far two functions are from each other:
where the expectation E [.] is over Px(x) and $ is a normalization function. For example with the quadratic loss L(u, U) = (U -U)', the proper normalization function is $ ( z ) = z112. Although Px(x) is unknown, Schuurmans (1997) proposed to estimated( f , g) using an average d U ( f , g) computed an unlabeledset U (i.e. points 5; sampled from Px(z) but for which no associated yi is given). In what follows we shall use do( f , g) to denote the distance estimated on the unlabeled set U:
The metric-based methods proposed in [6, 7] are based on comparing dU(f, g) with the corresponding average distance dT( J , g) measured on the training set T. Schuurmans (1997) first introduced the idea of a metric-based model selection by taking advantage of possible violations of the triangle inequality. Improved results were described in [7] with a new penalization model selection method, based on similar ideas, called ADJ, which chooses the hypothesis function fi which minimizes the adjusted loss where d~( f 1 , Pylx) denotes the training error. See [7] The most important result of the sequential validation algorithm is the average loss, which can be compared across several algorithms. The individual losses are useful to estimate confidence intervals around the average loss or around differences in average loss.
In the sequential validation algorithm we would in general prefer to choose At = 1 but larger values allow to save computations (in proportion to the value of At). The choice of the training window size wt depends on the degree of nonstationarity expected (or estimated) from the particular data sequences. The most common choices are wt = min(wo,t) (a fixed value) and wt = t (use all the available data). Using sequences shorter than t may be justified when the conditional distribution of the data changes so much with t as for old training pairs to hurt generalization to new cases. Note that unless wt is constant the amount of training data may change as t increases, thus usually requiring an adaptive model selection 
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It is also interesting to note that this unlabeled set includes in particular the input for the next test point, q. This suggests that a method that uses z1 for model selection is actually doing a form of transduction. Vapnik introduced in 1982 the principle of transdnctive inference, which differs from the usual inductive inference principle in that the learner chooses a solution based not only the training set but also on the input values of the test point(s). Here, this is particularly true when the sequential validation step At is chosen equal to 1 (which is however more computationally costly). Otherwise, only one out of At of the test points would be in U.
Why would it be useful to use the metric model selection methods with the future test points as unlabeled dab?-the intuition is simply that these are the data points that we care about: this is where we want to reject functions that "misbehave".
Time-Series Transduction Experiments
Experimental Setup.
To verify the potential of metric model selection methods in time-series forecasting applications, we performed feature-selection experiments using artificiallygenerated data in a controlled setting. We wish to compare model selection algorithms (in this case the metric method ADJ against XVT) on the set ofprogressively more complex models that arise in forward (stepwise) feature selection. Data Generation. The artificial data series are generated from the class of linear autoregressive A R ( K ) models, where given a fixed coefficients vector a Task Description. We seek to forecast the series {yl} at horiion h, given the realizations of the past K series values (we do not impose that K be equal to the order K of the generating process). One typically considers apoint forecast, or in other words, at a given time t and given the values of {yt, . . ,~~_ i +~} , one seeks an estimator of E[yt+,lZt]. However, in our experiments, we shall consider an "integrated" forecast, consisting of the sum of the series values over the honzon. We shall then seek an estimator of E[yt+l + yt+P + . . . + yl+hlZt]. In many applications this type of forecast can be interpreted more naturally in terms of the underlying problem variables; for instance, given a financial series of (log) retums, the integrated forecast corresponds to the estimated total portfolio (log) return over the horizon. Obviously, at horizon h = 1, the integrated forecast is equivalent to the point forecast.
We shall consider the class of A R ( k ) models. This is equivalent to estimating starting from the mean (the lowest-complexity model that we are willing to consider), and at each step adds the feature that minimizes the training error. At a given time step t , we have the following sequence of models produced by the algorithm,
where fr' is the estimated regression model containing the k "best" features according to forward selection (which are not necessarily the first k lagged series values). The model $' is simply the mean on the current training set (obtained from It). We observe that this sequence of models forms a total order with respect to complexity, and is thence amenable tu selection by metric methods. We exploit this crucial property, which arises naturally from the nature of the forward selection algorithm, in the experiments. Experimental Plan.
The experiments measure the relative ability of IO-fold XVT versus metric model selection (in this case, ADJ) to select among the sequence of models produced by stepwise selection. We compare the methods across a whole spectrum of parameters, i.e. all permutations of (i) Forecasting horizon h = {1,2,5,10,15}, (ii) Generating model A R order K = {1,2,3}, (iii) Generating model coefficient magnitude a = {0.1,0.3,0.5,0.7,0.9}. This last coefficient controls the series signal-tu-noise rafiu; a = 0.1 yields series very close to white noise, whereas series with a = 0.9 exhibit much more structure. Each triplet (horizon, AR order, magnitude) is henceforth called an experiment.
We fix the maximum model order K = 10, and a constant training window size wf = 75 = to, making this a challenging task. The sequential validation increment 'In our procedure, we do not penalize lhe mean estimator bo; hence, the m e a i s estimated without bias.
is A, = 10, and the total length of each generated series is 1000 observations. In addition, each "basis" model fl(' ) is estimated with a small ridge penalty X = 10-t . (This hyperparameter was not tuned extensively, but empirically produced quite reasonable results.) Statistical Methodology. We compare the performance oftwo models by a usual paired t-test on their meansquared error difference. However, the results of individual experiments (e.g. across different horizons) cannot be pooled randomly, since the expected error distribution is quite different across experiments. For instance, we expect a priori the MSE to be higher when forecasting across a longer horizon, given a stationary underlying generating process. To perform a valid statistical test of the performance difference between methods across experiments, it is necessary to normalize the distribution ofpaired differences within each experiment to have unit standard deviation, before pooling the observations across experiments, and then performing the statistical test.
More specifically, suppose we perform A t experiments, each one with N,,, test points. Let e?, m = 1, . . . , M , i = 1,. . . , N,,, be the squared error differences between two methods we wish to compare (e.g. XVT against ADJ in our case). The first step is to normalize the distribution of error differences to unit standard deviation.
where the variance estimator ~+~( e " ' ) is described below. Then we compute the overall mean difference E and standard error BE as Throughout this section, the so-obtained mean difference e is termed normalized MSE diflerence.
Estimation of o(e").
The question left open is the estimation of the standard deviation of the error-difference distribution within a single experiment. The usual estimator cannot be used here for it rests upon an i.i.d. assumption, whereas the series we consider exhibit mild to strong autocorrelation patterns. This autocorrelation is induced, on the one hand, by the problem stmcture, and on the other hand by the sequential validation testing procedure? To properly estimate the variance, we use the Newey-West estimator wellknown to econometricians [4, 21, which in addition to being consistent, has the desirable property of being robust at small sample sizes: where q is the maximum lag length to be considered: and i;" is the empirical lag-j autocovariance, with e " the sample mean Experimental Results. Figure 2 presents a summary ofthe experiments described above, comparing XVT against ADJ. The left plot outlines the effect of the series signal-to-noise (SNR) ratio (for which the generating model AR coefficient magnitude are a proxy) on performance. At very low SNR, the series being essentially white noise, both methods perform about equally poorly (worse, in fact, than a nayve constant model (not shown on the figure) ). At the other end of the spectrum, at high coefficient values, XVT performs, overall, significantly better than ADJ. However, the opposite picture emerges at small but significant coefficient values, where AD1 significantly beats XVT. We conjecture that at these moderate SNR levels, the intrinsic variance of the choice made by XVT causes costly mistakes, whereas a less-variable (albeit biased) method such as AD1 can pick out important structures without being swamped by the noise level.
The right plot in Figure 2 is, in some ways, more surprising: first, the expected outcome shows a steady improvement in the performance of ADJ with respect to XVT as the forecast horizon increases, as a result of the increase in the number of unlabeled observations that AD1 can use to make its choice. But the unexpected outcome is, relatively speaking, how well ADJ performs given extremely few unlabeled observations (one or two); recall that these observations are used to form a Monte Carlo approximator of an expectation (cf eq. I), and that so few observations are sufficient to make a reasonable model selection choice in this context strikes us as a sumrise.
'This must scale wirh the sample size for the estimator to be consistent, but not too rapidly. Moreover, we can count the number of experiments for which each method statistically significantly heats the other; a kind of model selection tournament (we shall take p 5 0.05 as the significance level). The results comparing ADJ to cross validation are shown in Table I . The hypothesis about the behavior of each method at a given series SNR finds more confirmation; a further surprise emerges from the horizon data, where we find that ADJ sometimes significantly beats XVT even at very small forecast horizon (i.e. using extremely few unlabeled points). The two methods become indistinguishable at longer horizons.
HYBRID MODEL SELECTION
The motivation for this final extension to metric model selection follows from several years of working with various model selection methods and frustratingly comparing them against XVT. XVT does not always work hut it almost always performs quite well. However, it tends to have higher variance (in the sense of larger variations in error) than complexity penalization methods. We also know that it is almost unbiased (it is unbiased for training with a bit less examples than what is actually a~ailable).~ Since it is usually almost as good (and oAen better) than these complexity penalization methods (including the metric methods), it must mean that these other methods must have smaller variance (and none of them is guaranteed to be unbiased, so they are likely to he biased). Can we take advantage of this situation, whereby one method is more biased hut has less variance than the other. In this paper we have just begun to explore this opportunity. Let us call f"" the solution obtained by XVT and f P the solution obtained by some form of complexity penalization, for a particular training set. A simple-minded combination algorithm is the following: if, for a given test point z, the absolute difference I f""(x) -f"(x)l is "large", then trust fP. else trust f"". The intuition for this heuristic rule is that a large difference in function value more likely indicates that the cross-validatory choice is wrong, owing to its large variance. This leaves open the question ofchoosing the proper threshold. A more sophisticated (and better grounded) algorithm for iWe are talking about the bias of an estimator of generalization error. However, for most model selection methods. the only bias we care about is not in the value of the estimator but only of how it ranks different hypotheses. given to the XVT model (c.f. Algon'thm 2). obtained by the logislic regression. as a funclion of the difference f"" -f P evaluated at the testpoint.
CONCLUSlON
We have proposed extensions to metric-based model selection (ADJ in particular) to take advantage of (i) the particular structure of time-series data using a transductive inference procedure, and (ii) the difference in error profiles between ADJ and XVT.
It is a surprising result that ADJ can work so well with time-series data, using only as few as 1 to 15 unlabeled examples, as one would have expected a very unreliable complexity correction with so few points. Moreover, we have opened a very exciting new avenue to combine model selection methods that exhibit very different error profiles (e.g. one has large variance, the other has bias). The experiments show that the hybrid method is almost never beaten by XVT or by ADJ, and often beats one or the other. Probably more questions have been raised than answered in this work: Why is ADJ working well with so few unlabeled data when these include the next test point?-this is probably related to the transductive effect, but a true theory is lacking. Finally, can we push further the last extension to other sets of model selection methods, or with better combination algorithms?
