October 199O/Vo1.33, N~.~~~COYYUN~UTIONSOFT"EIOY to be concerned with management of complex simulation scheduling problems.
he Netwo-rk Simulation Testbed (NEST) is a graphical environment for simulation and rapid-prototyping of distributed networked systems and protocols. Designers of distributed networked systems require the ability to study the systems operations under a variety of simulated network scenarios. For example, designers of a routing protocol need to study the steady-state performance features of the mechanism as well as its dynamic response to failure of links or switching nodes. Similarly, designers of a distributed transaction processing system need to study the performance of the system under a variety of load models as well as its reponse to failure conditions. NEST provides a complete environment for modeling, execution and monitoring of distributed systems of arbitrary complexity.
NEST is embedded within a standard UNIX" environment. A user develops a simulation model of a communication network using a set of graphical tools provided by the NEST generic monitor tools. Node functions (e.g., routing protocol) as well as communication link behaviors (e.g., packet loss or delay features) are typically coded by the user in C; in theory, any high-level block-structured language could be supported for this function. These procedures provided by the user are linked with the simulated network model and executed efliciently by the NEST simulation server. The user can reconfigure the simulation scenario either through graphical interaction or under program control. The results of an execution can be graphically monitored through custom monitors, developed using NEST graphical tools.
NEST may thus be used to conduct simulation studies of arbitrary distributed networked systems. However, unlike pure simulation tools, NEST may also be used as an ' "UNIX is a registered trademark of AT&T Bell Laboratories. environment for rapid prototyping of distributed systems and protocols. The actual code of the systems developed in this manner can be used at any development stage as the node functions for a simulation. The behavior of the system may be examined under a variety of simulated scenarios. For example, in the development of a routing protocol for a mobile packet radio network, it is possible to examine the speed with which the routing protocol responds to changes in the topology, the probability and expected duration of a routing loop. The actual code of the routing protocol may be embedded as node functions within NEST. The only modifications of the code will involve use of NEST calls upon the simulated network to send, receive or broadcast a message. Thus NEST is particularly useful as a tool to study the performance behavior of real (or realisticly modeled) distributed systems in response to simulated complex dynamical network behaviors. Such dynamic response is typically beyond the scope of analytical techniques restricted to model steadystate equilibrium behaviors. Traditional approaches to simulation are either language-based or model-based.
Language-based approaches (e.g., Simula, Simscript) provide users with specialized programming language constructs to support modeling and simulation. The key advantage of these approaches is their generality of applications. These approaches, however, are fundamentally limited as tools to study complex distributed systems: First, they separate the tasks of modeling and simulation from those of design and development. A designer of a network protocol is required to develop the code in one environment using one language (e.g., C), while simultaneously developing a consistent simulation model (e.g., in Simscript). The distinctions between the simulation model and the actual system may be significant enough to reduce the effectiveness of simulation. This is particularly true for complex systems involving a long design cycle and significant changes. Second, these approaches require the modeler to efficiently manage the complexity of scheduling distributed system models (under arbitrary network scenarios).
Model NEST pursues a different approach to simtilation studies: extending a networked operating system environment to support simulation modeling and efficient execution.
This environment-based approach to simulation shares the generality of its modeling power with language-based approaches. NEST may be used to mode1 arbitrary distributed interacting systems. NEST also shares with the language-based approach an internal execution architecture that accomplishes very efficient scheduling of a large number of processes. However, unlike language-based approaches, the user does not need to be concerned with management of complex simulation scheduling problems.
Furthermore, NEST does not require the user to master or use a separate simulation language facility; the processes of design, development and simulation are fully integrated. The user can study the behavior of the actual system being developed (at any level of detail) under arbitrary simulated scenarios. The routing protocol designer, for example, can attach the routing protocol designed (actual code with minor adjustments) to a NEST simulation and study the system behavior.
As the system changes through the design process, new simulation studies may be conducted by attaching the new code to the same simulation models. NEST can thus be used as an integral part of the design process along with other tools (e.g., for debugging).
The environment-based approach to simulation offers a few important attractions to users: In this article we describe the architecture of NEST, illustrate its use, and describe some aspects of NEST implementation.
We will also feature its design and provide examples of NEST applications.
ArChlteCtuCB Oi
NEST
The overall architecture of NEST is depicted in Figure 1 . User interaction with NEST is depicted via the sh.acled arrows in Figure 1 . Users provide node and link functions which are linked with the simulation server to form a simulation testbed. These functions are coded in C and include calls upon the NEST library. Node functions are used to model distributed communicating processes running at network nodes (,e.g., protocols, database transactions, manufacturing cells). NEST executes the node processes and their communications calls using NEST-provided primitives for sending, broadcasting or receiving packets.
A simulated link has an associated stack of link functions. The motion of a packet over the link is simulated by passing it through the link functions, which act as a stack of filters. Link functions are used to model the behavior of communica-;~;m~ngks Jti;.r;a;$ei ly.wdli$ .
protocol 'stack). Link functions are also used to monitor and collect performance statistics of link traffic (e.g., number of control packets, link delay).
The simulation Server integrates the node and link functions to form a single simulation process. The simulation server schedules the execution of the node and link processes to meet the specifications of delay and timing set by the users. The user can control the timing of events and the delays associated with communications through a collection of NEST-supported timing control functions. These func-66 tions simulate standard UNIX timing control (e.g., sleep( ) function) and support full user control over simulation time.
The generation of a simulation testbed is thus an extension of the standard NEST environment.
The NEST simulation server may be viewed as a scheduling kernel that maintains certain parameterized simulation-scheduling capabilities. These capabilities are handled via calls upon the communication primitives, which define elementary models of "node" and "link" object behaviors. The user extends these "node" and "link" objects through the node and link functions. Increasingly complex simulation models may be obtained through incremental extensions.
MEET
User InteHnces NEST users control and manage a simulation through graphical monitoring tools. NEST provides two kinds of monitors: generic monitors and custom monitors.
The generic monitor provides a complete environment to create, edit and configure simulation scenarios. A typical generic monitor screen is depicted in Figure 2 . The user creates and modifies a network description using a mouse to draw it; clicking the mouse generates nodes; dragging the mouse between nodes creates links. Numbers are used to identify nodes, and to indicate weights for each edge. Node and link pop-up menus offer a range of editing features to configure the respective simulated objects. The pop-up menus in the figure are being used to change the function assigned to a node; the "show node data" item can be used to update the node properties window. Simulation parameters may be set via respective panels at the top. Once the user has defined a simulation scenario, it is sent to the simulation server where it is loaded and executed.
One of NEST's key features is the ability to reconfigure a scenario during the simulation run. This is particularly important for studies of complex dynamic system behaviors: how does the system respond to a node/link crash? How will it handle addition of new nodes or links? What transient behaviors occur as a result of such critical changes? How long will certain transients last? How probable are they? These types of questions are typically difficult to answer through analytical studies or model-based simulation and require significant experimentation.
This sort of experimentation with varying scenarios is possible with NEST. Users may delete or add nodes and links or change their features while the simulation is running. The impact of these changes on the system behavior may be instantly observed and interpreted.
Such dynamic reconfiguration can, for example, be invaluable in studying the behavior or routing protocols, especially transient behaviors like the formation of routing loops.
NEST's custom monitors offer tools to display the results of a simulation. A user may view the status and data associated with different nodes or performance statistics of interest. The custom monitors may be used to animate the dynamics of the simulation behavior and represent the evolution of local partial views of the system state. This is particularly useful in the study of complex dynamical behaviors of distributed systems. An example of such a custom monitor is given in the following section, "An Example of a NEST Application." Slmulntlen Server:
An EHlclent LIghtweIght Precess NEST supports an efficient lightweight process model to facilitate simulation of complex distributed systems. A process typically models the behavior of a node. A process is provided with an appropriate context including configurational information (e.g., respective node and incident links); simulationscheduling information (e.g., pending messages); and execution information (e.g., pointer to its run-time stack). NEST simulation server manages the appropriate scheduling of process execution and the context switching. Multiple threads of execution are supported from within a single UNIX process. The overhead associated with contextswitching is thus significantly reduced. Therefore, NEST can support large simulations (scores to hundreds of nodes) in a workstation environment and hundreds to thousands of nodes within a more powerful server environment.
Scheduling of simulation events is made complex by the mixture of real and simulated events. It is necessary for NEST to manage simulated time that is partially controlled by real events. Events divide into simulated events and real-time events. Communication events such as attempts by processes to receive a message require synchronization of the process simulation clock with a global simulation clock. This is accomplished via suspension of the process until all messages that should have been delivered by its simulation time are available. Similarly, attempts by processes to control their timing (e.g., a request to be suspended for certain simulation time) require synchronization of the local simulation clock with a global simulation clock.
Of a more complex nature is the synchronization of the simulation clock to account for internal or external real-time events. A user may wish to study the execution of a real code (for node processes) and use the actual execution time of a particular segment of a process to evaluate the respective simulated time.
NEST must synchronize the execution of such code segments with the simulation clock. Furthermore, the users too can be a source of realtime events that are mapped to simulated time. For example, a user can interact with the simulation directly (e.g., changing the network configuration during a run). A change by the user redirects the evolution of the simulation.
It is necessary to assure that user realtime interaction is properly managed in simulation time. This implies that a user event can take place only after all simulated processes have been synchronized to an appropriate simulaltion time. Otherwise it would be possible for some processes to c.ontinue and execute in the past r'elative to the changes introduced by the user.
These complex mappings of real time into simulated time are managed by NEST through a simple adjustable scheduling policy. NEST passes through all its processes using a round-robin scheduling. During each pass a.11 processes are provided with a quantum of simulation time to be executed. Processes that are suspended (e.g., for reception of messages that have not yet been delivered or through direct requests) only require a simple advance of their (simulation) clocks and potential reactivation if the respective time is arrived at. Changes of configuration through user interaction or program control can be executed only between passes.
The user can adjust the temporal duration of a NEST pass. In the limit when the pass duration is very long, the simulation schedule is entirely controlled by simulated events (e.g., comrnu nications), as real-time interactions are not permitted. Processes will be permitted to execute until thley reach a synchronizing event wlhen they are suspended. The simulation clock will be advanced at the maximum rate possible since it is not necessary to anticipate external interactions and advance the clock in .locked step. If a significant level of external control is desired, a shorter duration for the pass can be selected, leading to finer locked-step execution of the simulation processes.
An n xample oi a NSST apPllcatlon
As an example of how a NEST application might be developed and used, let us examine how to build a simulation of the Routing Information Protocol (RIP) using NEST. RIP is a simple routing protocol developed at Xerox PARC for the XNS protocols, and adapted by U.C.-Berkeley researchers for IP routing [9] . It is currently used by many UNIX implementations as a simple routing protocol for IP networks. We select this example since it requires conversion of an existing body of code to execute under NEST. This presents interesting challenges compared to the simpler task of converting a NESTdesigned system to run in a networked UNIX environment; it provides an interesting way to explore the differences between the two kinds of codes.
The source for the UNIX RIP routing daemon contains much system-dependent code for maintaining the UNIX kernel routing tables, in addition to its own. The first step in converting the program to a NEST simulation is to eliminate this unnecessary code. Additional code for tracing the incoming and outgoing packets can also be eliminated, as NEST will provide these functions.
There are two kinds of changes which must be macle to the code to enable it to run under NEST: The first are changes which use the NEST facilities for communication and network configuration. These changes are simple and result in a significant reduction of the program complexity. The routing daemon normally sends and receives messages using the sendto( ) and reovfrom( ) system calls. These are similar to the NEST communications primitives sendm( ) and recvm( ), which allow messages to be sent between nodes in the simulation. Since the protocol messages are already serialized byte strings, it is easy to encode them as pointers to the strings, plus a length count. The routing daemon also expends significant effort to extract the network configuration from the UNIX kernel. NEST provides a convenient function, getneighbors( ), which returns a list of the node ID numbers of all directly connected nodes. A global configuration table can store the address information which would normally be distributed among the kernels of the various machines in the network. Finally, since the daemon uses system calls to get the current time for expiring routes and other time-out conditions, it must be changed to use the NEST runtJme( ) function instead of the corresponding system calls.
The second type of changes are to program mechanisms such as global data structures which are required to run several instances of the RIP daemon code in a single UNIX process. These changes can be more difficult, since there are a number of functions the code performs that would not work if one tried to run several copies of it in a single UNIX process, with a single address space.
First, there are a number of global or static variables, ranging from the route table maintained internally by the daemon, to buffers for the construction and interpretation of protocol messages. Since these cannot be shared by all the nodes in a simulation, they are turned into arrays of variables, indexed by node ID numbers, and appropriate preprocessor macros are defined so that the existing code need not be changed. The daemon also uses UNIX timers to interrupt the program periodically so that it will send out routing updates to its neighbors. Since these timers cannot be easily shared by several instances of the routing code, the top-level control loop must be altered slightly to check whether it is time to send out routing updates.
Once these changes have been made, the RIP simulation will run under NEST, and the user can add additional features to support a custom monitor. One possibility is to take some of the display routines from the generic monitor and incorporate them into a monitor function in the simulation. This function can trace through the routing tables of the nodes in a network to display the path which a packet would take when traveling from one machine to another. With such a display, it is possible to directly see the routing loops that are caused by failures of gateways in the network, and see how long it takes for new, correct routes to be established. An example of such a custom monitor is illustrated in Figure 3 .
The user can now examine how RIP reacts dynamically to failures in the network. For example, Figure 4(a) illustrates a network scenario and the route established by RIP from a client node (indicated by a square) to a server node (indicated by a triangle). Upon failure conditions established by the user, a new topology is established as in 4(b). RIP will react dynamically to the failure conditions and its attempt to establish a new routine from the client to the server; it will create loops as in Figure 4 The network model provided by NEST is a connectivity graph; a link is associated with each pair of nodes that are able to communicate directly. This simple configuration structure is stored internally as a table. However, users can manipulate the configuration, either within the program, or using the generic client monitor, as a separate list of nodes and links.
All simulated communications between nodes are modeled as messages. These messages can be sent at any time, and are queued at the receiving node in the order in which they would have arrived in the simulated network. NEST uses a shared memory model to simulate message passing. Messages consist of two data items: a key and a memory pointer. The key provides a unique message identifier while the memory pointer indicates the contents of the message. This structure supports significant flexibility as nodes can communicate data structures of arbitrary complexity to each other. Low-level communications can be modeled by sending pointers to the serialized data that would be sent in a real network. NEST, however, does not support simulation of shared-memory communication models since such simulations require that all accesses to message memory be captured and synchronized by the simulation server.
Communication with the generic monitor is provided by an internal monitor function which is run at regular intervals of the simulation. Special routines are provided to allow the simulation to continue executing while waiting for I/O operations to complete. By using the functions nbread( ) and nbwrite( ), which are nonblocking versions of the standard read( ) and write( ) system calls, the user can communicate with custom monitors as well.
The most interesting aspect of the NEST implementation is the mechanism for the accurate execution of simulation code. Each node has a thread of control, or lightweight process, associated with it. Links do not have a separate thread of control, but can provide functions which are called when a message is sent from one node to another.
The time-slice allocated for a node has been used up. A round-robin scheduler arranges for each node to receive equal amounts of running time.
The NEST scheduler is distinguished in one important way from typical process schedulers: it schedules nodes in simulated time. Therefore, it must ensure that when a node tries to receive a message from another node, it gets the first message that arrives in simulation time. The difficulties in ensuring this are depicted in Figure 5 . The scheduler runs node A first, and it sends a message to node B. When node B runs, it attempts to receive a message (indicated by the circle). At this point, the message from A has been delivered, and would normally be available to node B. But in simulation time, there may be a message from node C which would arrive before the message from node A. As a result, the simulation scheduler cannot give B any message until it knows that no earlier message (in simulation time) can possibly be sent.
In order to establish correct ordering of events within the simulation, the NEST scheduler maintains several lists of nodes, based on their status, the availability of messages and the progress of the simulation of other nodes. The simulation is divided into synchronization passes, whose length can be specified by the user, and even modified dynamically.
At the beginning of such a pass, most nodes will be on the run list, since they can be run, and are not waiting to receive a message. As the scheduler scans the nodes in this run list, one of two things will happen; either the node's time-slice will expire, or it will attempt to receive a message. If the time-slice runs out, the node is moved to the run list for the next pass. If an attempt to receive occurs, the node is placed on a wait list. The wait list is structured so the node which has the earliest available message is always at the head, and is updated whenever a message is sent to a node on the wait list.
Once all the nodes on the run list have been run by the scheduler, it takes nodes off the wait list in turn. Eventually, the node at the head of the wait list will not be able to continue execution until some time after the beginning of the next pass; at this point, the simulation pass is over, and after the internal monitor function is run, a new pass is begun, and the cycle continues.
This method ensures that events within the simulation occur in the order in which they would occur in the simulated environment.
However, since the user can interact with the simulation, and even change the configuration, while the simulation is running, an additional constraint must be added to preserve consistency when real-time events interact with the simulation. Otherwise, the relative ordering of real-time events and simulation events would appear different to different nodes.
Therefore, the restriction is made that all real-time events which modify the network must take place between simulation passes. Between passes, all nodes are at the same point in simulation time; thus any changes will appear to happen at the same time to all the nodes in the simulation. For this reason, the internal monitor function which communicates with the generic monitor is run between each simulation pass.
AddItIOnal ceaturem 06 WBST The key goals of NEST implementation are efficiency, portability and extensibility.
Efficiency of simulation is of great importance in the study of large-scale complex distributed systems. Certain phenomena occurring in such systems cannot be extrapolated from the study of small-scale simplified versions. However, a simulation study of complex large-scale systems may require significant computing resources and consume too much time. NEST accomplishes significant efficiency through the use of a single-process multi-threaded execution model and through the use of an optimized scheduler. The single-process execution model involves a minimal amount of context-switching overhead, significantly less than the overheads associated with multi-tasking implementation. Sharing memory among the different process threads permits the simulation to accomplish significant efficiency (e.g., passing pointers instead of full messages). Finally, the user may fine-tune the scheduler's granularity, thus adjusting execution runs to maximize efficiency or real-time reconfiguration and experimentation.
Typically, a user will set the initial granularity of the round-robin passes to facilitate a high degree of interaction and change. Once the scenario of interest has been defined, the user can reset the pass duration to allow for efficient uninterrupted execution of the simulation.
NEST has proved very efficient in studies of both large-scale and complex distributed systems. Exact comparative benchmarks of simulation tools are yet to be developed. NEST has been used in simulation studies (utilizing a Sun-3 server) involving networks of hundreds of nodes executing a standard routing protocol model [ 141. Similarly, NEST was applied in the development of a complex distributed transaction-processing model where node functions involved over 20,000 lines of codes [7] . In all cases the response time was very fast.
Portability has been accomplished by minimizing and localizing dependencies of NEST on specific hardware or even UNIX variant characteristics.
A typical port of the simulation server can be accomplished in a few days. The client software depended initially on the Sun window system. A recent porting to the X-window environment can be expecued to ease the portability of the user interfaces. NEST has been ported into a large number of workstation environments and exported to over 150 user sites worldwide.
Extensibility and customization by users are key elements of NEST's design. From a user's perspective NEST is perceived as an extension of the standard UNIX environment.
NEST simulation server and clients are simply UNIX libraries of functions. The user can modify any of these functions or augment them with his or her own custom functions. A user simulation consists of an extension of the NEST libraries with user-provided node and link functions. This process of extension permits the user to adapt NEST and develop it into a custom environment for specific simulation studies of interest. Researchers at Northrop Corporation [1 11, for example, pursued this approach to develop a simulation testbed for protocol research. Similarly, researchers at Xerox PARC and UC Berkeley [lo] extended NEST into a complete environment to study and test TCPIIP internetwork designs (e.g., gateway routing techniques). In both cases NEST was equipped with node functions modeling in detail the respective protocol environments.
Incremental expandability is a key element in long-term development of simulation studies. Typical simulation studies are designed as throwaway software and the enormous investment in their development is lost when the object of the study is completed. NEST simulations can be construed to retain a significant part of the investment through incremental expansion. Thus, a TCP/IP internet testbed may be used to support a significant number of relevant. studies sharing the same testbed software. Users can share and port the respective libraries among different sites leading to important savings and crossfertilization.
Finally, customization and expandability are also supported in the design of the NEST client mon- NEST was initially developed as a tool to experiment with the design of a distributed position location system [5] . Consider a network of packet-switched mobile radio units. Two radios within range of each other can measure the propagation delay between them and extract an estimation of their mutual distance from each other. Given these distributed observations of distances, it is required to compute the location coordinates of the radio units. IPLS involves a few distributed algorithms that aim to address the range of problems arising from mobility, partial distributed measurements and possible errors. The dynamics of topology changes due to mobility may be simulated through an internal monitor function that causes network nodes to follow some randomized model of motion. Link functions may be used to simulate broadcast communication links. Node functions can include protocols for range measurements and use the network topology as a model to define observation errors. Similarly, node functions can be used to execute IPLS code to compute the location coordinates of the nodes. NEST became a key tool in the development and study of these algorithms under varied dynamic scenarios. Other work [7, 81 has used NEST to develop simulations of complex distributed systems. Microeconomic models of supply and demand, with bidding and auctions, were used to develop a dynamic load-balancing system. Processes are given a certain amount of "money" which they use to bid for communications and CPU resources. This bidding behavior was implemented on the nodes in a NEST simulation and analyzed to find the relative performance of various bidding strategies and auction methods, and to compare them with traditional loadbalancing methods. A more complex simulation used the microeconomic models to manage a distributed transaction-processing system with replicated data. This simulation had upwards of 20,000 lines of C code running on each node, showing the ability of NEST to model complex behaviors.
Dlstributecl
MultIprocessor Opemtlng Systems NEST has also been used to simulate the behavior of an experimental multiprocessor operating system [ 11. In this study, operating system code was run using NEST to see how various performance measures would be affected by adding additional processors. The results generated with NEST were later verified on real hardware and found to differ by only a few percent.
RSAL-lmmsport Protocol slmulatlon
NEST has been used as the basis of REAL, a system for simulating the behavior of TCP/IP networks [lo] . It provides standard models of interactive and batch traffic sources (TELNET and FTP), using three models of TCP protocol implementation. Three IP gateway implementations were modeled and simulation results were used to validate analysis of a "Fair Queuing" gateway implementation [4] . Currently, the REAL system is being extended to provide a distributed simulation platform combining many NEST simulations communicating over a local area network.
Conclurlonr
The study of NEST and its applications established a few important results:
Environment-based simulation tools can offer significant attractions over languageor modelbased approaches. The users do not require sophisticated expertise in the use of complex modeling tools or specialized languages. While NEST was developed to support C, the extension to support other standard languages (e.g., Pascal, Fortran) is straightforward.
The simulation tools can be entirely integrated and unified with the user-standard development environment. Simulation can be conducted as an integral part of the design and implementation cycle. The actual code of the system developed (or a modification of it) may be used to model its behavior. tual system within the resulting simulation testbed. It is often important to study, through simulation, the dynamic response of the system to changes. These changes may be introduced through user or program control. NEST usefully sep.arates scenario modeling and control functions from the simulation code. The scenario may then be passed to the simulation as a parameter, allowing the simulation to adapt to new scenarios and respond to the respective changes.
Separation of scenario display and control from the simulation execution in terms of simulation server and monitoring clients can offer additional at.tractions. The simulation may be executed over a remote computational server, permitting optimum utilization of the server cycles and faster response. The client monitors may provide effective remote (re)configuration and scenario controls. This permits users to access substantially more computing capabilit.ies over a network than may be available to them locally, and conduct extensive simulation studies. Adlditionally, as is often the case, the development of a complex distributed. system may involve work at multiple sites. A common simulation testbed can support sharing of software and efforts as well as improved studies of the interactions between the different subsystems. Furthermore, it can significantly improve integration of the results, as it enforces certain standards over independent development efforts.
Finally, extensibility, customizability and portability enable users to extend and adapt NEST to become a total design environment for their systems. The word-ofmouth ad hoc distribution of NEST to over 150 sites and its successful application to scores of various projects provide a measure of success in accomplishing the results reported in this article. The authors would be pleased to share NEST software and experiences with other interested sites and users.a
