Ehrlichia chaffeensis (Rickettsiales: Anaplasmatacae), an understudied bacterial pathogen emerging in the eastern United States, is increasing throughout the range of its vector, the lone star tick [Amblyomma americanum, L. (Acari: Ixodidae)]. To mitigate human disease risk, we must understand what factors drive E. chaffeensis prevalence. Here, we report patterns of E. chaffeensis prevalence in southeastern Virginia across 4 yr and ask how seasonal weather patterns affect variation in rates of E. chaffeensis occurrence. We collected A. americanum nymphs at 130 plots across southeastern Virginia in 2012, 2013, 2015, and 2016, and used polymerase chain reaction and gel electrophoresis to test for the presence of E. chaffeensis DNA. Prevalence estimates varied among years, ranging from 0.9% to 3.7%, and persistence of E. chaffeensis occurrence varied across space, with some sites never testing positive, and one site testing positive every year. Using generalized linear mixed-effects models, we related E. chaffeensis occurrence to temperature, humidity, vapor-pressure deficit, and precipitation during seasons up to 21 mo prior to sampling. Surprisingly, all support was lent to a positive effect of temperature during the previous fall and winter (i.e., prior to the nymphs' hatching), which we hypothesize to influence reservoir host population dynamics through changes to mortality or natality. Although further work is necessary to truly elucidate the mechanisms at play, our study shows E. chaffeensis distribution to be very dynamic across multiple dimensions, demanding broad concerted monitoring efforts that can consider both space and time.
Scuridae and Leporidae, also act as reservoirs for E. chaffeensis, but most A. americanum seem to be infected by O. virginianus (Allan et al. 2010) . The apparent simplicity of this system, relative to Lyme disease, may make it easier to model and predict the prevalence of E. chaffeensis (i.e., proportion of ticks infected) but, to do so effectively, we must begin to consider all the dimensions over which prevalence varies.
To date, most studies regarding A. americanum and E. chaffeensis prevalence have neglected temporal variation, conducting surveys over only one or two seasons (e.g., Whitlock et al. 2000 , Harmon et al. 2015 , Trout Fryxell et al. 2015 . This approach overlooks the possibility of pathogen prevalence fluctuating through time, which could prove to be important to effectively predict disease risk. For instance, Steiner et al. (1999) observed differences in tick infection rate by E. chaffeensis between the two seasons of their study but were unable to conclude whether it was due to 'natural variations' in yearly infection rate or to sampling error. This distinction is not trivial, and the question remains whether infection prevalence is fluctuating, and which environmental factors are involved. In this study, we begin to address these questions by examining 4 yr of variation in E. chaffeensis occurrence in eastern Virginia.
The objective of this paper is, first, to describe temporal heterogeneity in E. chaffeensis prevalence and, second, to evaluate potential environmental drivers of that variation. We expect E. chaffeensis occurrence to be driven by factors influencing population density or habitat use of its primary hosts, A. americanum and O virginianus. Admittedly, there are myriad factors and interactions that can determine interannual animal population dynamics (for instance, oak masting patterns have been posited to drive dynamics within the Lyme system; Ostfeld et al. 1996) , but we aimed to use environmental variables for which there are broadly continuous datasets to facilitate predictive modeling. To this end, we focussed on evaluating the effects of weather, data for which are widely available and vary on relevant spatial and temporal scales.
We evaluated the effects of weather by modeling E. chaffeensis occurrence as a function of seasonal weather variables across 4 yr. We define occurrence as the detection of E. chaffeensis in analyzed ticks and use the probability of occurrence as a proxy for E. chaffeensis prevalence in the A. americanum population. Specifically, we collected ticks and tested for E. chaffeensis occurrence at 130 plots across 4 yr. We describe changes in E. chaffeensis prevalence between years and used generalized linear mixed-effect models to relate E. chaffeensis occurrence to temperature, humidity, vaporpressure deficit, and precipitation while controlling for host density, and compare between candidate models using corrected Akaike's Information Criterion (AIC c ; Burnham et al. 2011 ).
Materials and Methods

Study Species and Area
Amblyomma americanum are hard-bodied, three-host ticks with asynchronous life stages. Peaks of activity vary between years and regions, but the general pattern is the same Levy 1971, Kollars et al. 2000) : adults emerge first, peaking in the late spring, usually a month before nymphs peak in early summer. Larvae emerge in the summer and peak in late summer or early fall. This sequence likely helps to perpetuate the transmission cycle because adults, by having already fed twice in their lifetime, are the most likely to be infected (via transstadial transmission; Mixson et al. 2004 , Varela-Stokes 2007 and, by emerging first, are positioned to pass the infection to naïve hosts. This is important because, through an acquired immune response, O. virginianus are able to purge E. chaffeensis from their bloodstream over time (Davidson et al. 2001 , Yabsley et al. 2003 , Nair et al. 2014 .
We used these activity patterns to designate seasons over which to aggregate weather data in our analyses ( Fig. 1 ). We designate 'spring' as February through May, representing the end of quiescence and a period of increasing activity for both adults and nymphs, and 'summer' as June through October, in line with the larval activity period. Our two winters were defined differently: 'winter (t)' was designated as November through January, a period when all life stages of A. americanum are dormant, and 'winter (t − 1)' was expanded to include October because of the schedule of O. virginianus' mating season and gestation period (Yarrow 2009 ).
This study was conducted on the Virginia and Middle Peninsulas of eastern Virginia. Our 130 plots were selected via stratified random sampling of forests on public lands and were spatially clustered within 17 distinct sites defined by a combination of management and plot proximity (Supp Fig. 1 [online only]). Because our intention was to evaluate E. chaffeensis prevalence across a range of environmental conditions, we erred for spatial rather than temporal replication within seasons. Plots ranged in elevation from ~2 to 40 m above sea level and were in mixed hardwood-coniferous forest. The most common tree species were Pinus taeda, Liquidambar styraciflua, Liriodendron tulipifera, Ilex ocpaca, Fagus grandifola, Acer spp., and Quercus spp.
The state of Virginia has among the highest incidence rates of ehrlichiosis in the country (Centers for Disease Control and Prevention 2018a), and the Virginia and Middle Peninsulas are an ideal region to conduct this study because there is a high density of O. virginianus (Virginia Department of Game and Inland Fisheries 2015) and an anthropogenically fragmented landscape indicative of high contact between ticks and humans (De Keukeleire et al. 2015 , Jirinec et al. 2017 ). Fig. 1 . This timeline, moving from the beginning of our sampling period through the previous fall and winter, shows the seasons and variables considered in our models as they concern the nymphs used in our study. Precipitation is a cumulative measure, while temperature, humidity, and vapor pressure deficit (VPD) are daily means, except fall/winter t − 1, for which we also include a mean daily minimum temperature and cumulative degree-days below 0°C (i.e., freezing degree-days).
Data Collection
We collected ticks during the mornings and afternoons of June through July in 2012, 2013, 2015, and 2016 , visiting sites in random order. Due to a gap in funding, we did not collect ticks in 2014. We avoided sampling during or immediately following rain because, during our pilot season, we observed rainfall to reduce tick activity. We visited each plot once per year, where we collected ticks by flagging along two perpendicular 30-m transects, crossing at the 15-m midpoint (Ginsberg and Ewing 1989) . We dragged a 1 m 2 square white-canvas flag along the ground and checked for ticks every 3 m. Ticks were identified to species and life stage, placed in 70% ethanol, and frozen on the same day at −80°C until extraction to prevent DNA degradation.
Our study focussed on E. chaffeensis prevalence in nymphal ticks. This is in part because they are considered the most responsible for pathogen transmission to humans (Centers for Disease Control and Prevention 2018b), and also because our study period most closely aligns with the nymph activity period. Moreover, larvae would not have been infected with E. chaffeensis because they would not have fed previously and E. chaffeensis is not transovarially transmitted (Yabsley 2010) .
Due to inclement weather interfering with sampling and PCR runs for which tick DNA did not amplify, which sometimes occurred when testing only one or two nymphs, we did not have 4 yr of data for every plot. Of the 130 plots, we had data for 104 in 2012, 116 in 2013, 127 in 2015, and 106 in 2016. There were 4 yr of data for 81 plots, 3 yr for 34 plots, 2 yr for 11 plots, and only 1 yr for 4 plots.
As part of an on-going study of biodiversity, we surveyed for O. virginianus scat (pellets) at these same sites every year from 2010 to 2016, allowing us to associate E. chaffeensis occurrence in a given year with deer use the previous year (when the collected ticks would have fed). We walked two 60-m transects (centered on the same point as the tick transects) and recorded number of pellets and perpendicular distance from transects. We estimated deer pellet-group density (groups per hectare; group ≥ 1 pellet) in Program DISTANCE (Thomas et al. 2010) , fitting detection functions on the basis of chisquare goodness-of-fit tests and assessing fit of covariates on the basis of AIC (Burnham et al. 2011) . Included covariates were: days since rain, days since above average rain (regional average within field season), Julian date, observer, and year. Our final deer-pellet DISTANCE model was a half-normal cosine (χ 2 = 20.5, df = 17, P = 0.25) with Julian date and year as covariates. In our statistical analyses of E. chaffeensis occurrence, we consider three deer metrics: plot-level density, plot-level presence or absence, and mean site-level density (i.e., the mean of density estimates from all plots within a site).
We downloaded daily weather data from PRISM (parameter-elevation relationships on independent slopes model; Daly et al., 2001 , Oregon State University 2018 . These data are produced at 4-km resolution, but we downloaded them at the point level on the basis of distance-weighted interpolation within an 8-km radius. We downloaded precipitation, temperature, and dew point values and back calculated mean vapor-pressure deficit and relative humidity from dew point and temperature values (Alduchov and Eskridge 1996) . In our analyses, we included cumulative rainfall and average temperature, vapor-pressure deficit, and relative humidity because these variables describe water availability, which influences tick survival and distribution (Semtner et al. 1971 , Koch 1984 , Springer et al. 2015 and because temperature and precipitation have the potential to influence mammal populations via resource availability (Carroll and Brown 1977, McGinnes and Downing 1977) or fecundity (Coulson et al. 2000, Patterson and Power 2002) . For the deer breeding-season (winter, t−1), we also included average daily-minimum temperatures and cumulative freezing-degree-days as alternative measures of metabolic demand (Fig. 1 ). Because of ticks' ability to avoid extreme weather events in microclimatic refugia, tick population dynamics are driven more by averages than by extremes (Ogden and Lindsay 2016) and, similarly, deer population dynamics also seem to be attune to cumulative effects (Post and Stenseth 1998) . Therefore, we used sums and averages rather than individual minima or maxima.
Molecular Analyses
Nymphal tick and E. chaffeensis bacterial DNA was extracted using a DNeasy Blood and Tissue Kit (QIAGEN, Valencia, CA). Ethanolfixed nymphal ticks from each plot were placed in screw-cap tubes with 1-mm glass beads for bead-beating in an Omni Bead Ruptor Homogenizer (Omni International, Kennesaw, GA), and DNA was extracted following the manufacturer's protocol. The DNA was eluted in 100-µl buffer and stored at 4°C for short term and −80°C for long term. Ticks were aggregated at the plot level (following previous studies, e.g., Whitlock et al. 2000 , Mixson et al. 2004 , Wright et al. 2014 ) and analyzed in groups of up to 20 ticks. When >20 ticks were collected during a plot visit (8% of 452 observations), a random subsample of 20 ticks were analyzed. Across all years, we used endpoint polymerase chain reaction (PCR) and gel electrophoresis to determine the presence of E. chaffeensis and validated results of this analysis with real-time PCR for 2013 samples.
Presence of tick and E. chaffeensis DNA in extracts was confirmed using a PCR targeting species-specific regions of the 16s rRNA gene. For ticks, we used primers 16S+1: 5ʹ-CTGCTCAATGATTTTTTA AATTGCTGT-3 ʹ and 16S-1: 5′-GTCTGAACTCAGATCAAGT-3′ targeting a 454-bp amplicon (Macaluso et al. 2003 , Nadolny et al. 2011 , and for E. chaffeensis, we used primers HE1: 5′-CAATTGCTTATAACCTTTTGGTTATAAAT-3′ and HE3: 5′-TATAGGTACCGTCATTATCTTCCCTAT-3′ targeting a 389-bp amplicon (Anderson et al. 1992 , Stromdahl et al. 2000 . The total PCR volume was 20 µl consisting of 5-µl extracted DNA and 15-µl reaction mix, including 10-µl EconoTaq PLUS GREEN 2× Master Mix (#30033, Lucigen, Middleton, WI), 0.8 µl each forward and reverse primers (10 μM), and 3.4-µl H 2 O. PCRs were performed in a 2720 Thermal Cycler (Life Technologies, Grand Island, New York). The cycle parameters for the tick-specific PCR consisted of an initial step at 95°C for 4 min, 35 cycles of 95°C, 50°C, 68°C for 1 min each, followed by a final 10 min step at 68°C. The presence of E. chaffeensis was tested using cycle conditions of three cycles of 94°C for 60 s, 55°C for 120 s, and 72°C for 90 s, 28 cycles of 94°C for 30 s, 55°C for 35 s, and 72°C for 40 s followed by 72°C for 7 min. All conditions, detailed protocols, and additional primers used for confirmation of results are available upon request.
All PCR products were separated on a 1% agarose gel using either GelRed Nucleic Acid Stain (10 µl/100 ml) (RGB-4103, Phenix Research Products, Candler, NC) or ethydium bromide (5 µl/100 ml) (Thermo Fisher Scientific, Waltham, MA). Each gel included a negative (no DNA) control to test for contamination.
PCR products were spot checked for accuracy by sequencing to confirm species. Samples were purified and prepared for sequencing using a PCR/Gel Extract Mini Prep Kit (#IB47020, IBI Scientific, Peosta, IA). Sequencing was conducted by Lidia Epp at the College of William & Mary Molecular Core Facility.
Data Analysis
We conducted mixed-effect regression analyses in R (R Core Team 2017), using the lme4 package (Bates et al. 2015) to model E. chaffeensis occurrence at the plot level via logistic regression. Models were conditioned on the presence of ticks (i.e., removing plot visits, where no ticks were found) and controlled for the abundance of ticks (i.e., including log e -transformed tick abundance as a covariate in all models). Candidate covariates were as follows: mean and minimum daily temperature, mean vapor-pressure deficit and humidity, cumulative precipitation, and freezing degree-days, aggregated for five seasons (Fig. 1) , three measures of deer use during the previous summer (presence/absence and estimated plot-and site-level pelletgroup density), and survey date, which we included in case there was within-season variation in E. chaffeensis prevalence. We began by including nested site and plot random-intercepts, but these were removed if they did not explain any variation in the null model.
To select between models, we held random-effect structure constant and screened variables individually on the basis of AIC c (Zuur et al. 2009 , Burnham et al. 2011 . We then considered multipleregression models combining variables performing better than the null and within cumulative AIC c weight of 0.95. We opted for this bottom-up approach to model selection because, due to the exploratory nature of our analysis, we wanted to reduce the total number of models compared. Especially because it was unknown which, if any, variables were important, we felt that a top-down approach using a global model would produce too large a candidate set, which would increase the risk of spurious, overfit results (Anderson 2008) . We also screened covariates for collinearity using Pearson's correlation and did not include pairs for which |r| ≥ 0.70 (Mela and Kopalle 2002) .
We estimated and report regression and prevalence estimates as follows. For regression estimates, we calculated 95% CIs using likelihood profiles. For prevalence, we used a Microsoft Excel add-in (Biggerstaff 2009 ) to calculate bias-corrected maximum likelihood estimates with skew-corrected 95% CIs. We used this program for both annual point estimates and to test for the differences between years. We considered differences significant if the CI for the difference in prevalence between 2 yr did not include 0. When reporting summary statistics of field observations, we simply report the mean (±SD) unless otherwise noted.
Because the focus of this research was to evaluate variation in E. chaffeensis prevalence at broad spatial extents, requiring spatial over temporal replication, we did not include analyses of tick abundance in this paper. Our preliminary analyses revealed small effect sizes that were inconsistent between life stages. Though this could represent real lack of effect or consistency, we find it just as likely that our data are not robust enough for modeling abundance because we did not replicate plot-level samples within years (Dobson 2013) .
Results
Ehrlichia chaffeensis prevalence was variable, with significant differences between years 2012 and 2013, and between 2013 and 2015 (Fig. 2) . On the basis of 2,472 nymphs, estimated prevalence was 0.89% in 2012 (n = 591), 3.7% in 2013 (n = 700), 0.93% in 2015 (n = 550), and 2.2% in 2016 (n = 631). Across years, the number of plots testing positive for E. chaffeensis were 5 of 104 (4.8%), 23 of 116 (19.8%), 5 of 127 (3.9%), and 12 of 106 (11.3%), in 2012, 2013, 2015, and 2016, respectively. Prevalence also varied spatially; no plot was positive every year it was surveyed and, of the 39 plots that did test positive, only 5 were positive more than once (Supp Fig. 1 [online only] ). Aggregating at the site level also shows high turnover. While 88% of sites (n = 17) tested positive at least once, 35% tested positive only once, 24% twice, 24% three times, and only one site tested positive across all 4 yr. It is also worth noting that the only two sites to never test positive were the two northern most sites, on the Middle Peninsula. Although these plots also had among the lowest tick abundances, they had collectively more ticks than five other sites that all tested positive.
Interannual variation in tick abundance and deer pellet-group density was much less dramatic than E. chaffeensis prevalence, although within-year variation of deer pellet-group density was very high. Mean nymph abundance per plot was 8.5 (±20.9) in 2012, 10.7 (±25.3) in 2013, 6.5 (±18.5) in 2015, and 8.0 (±13.4) in 2016, with nymphs being found on 75% of plot visits. Mean adult abundance per plot was 0.5 (±1.2) in 2012, 0.7 (±1.8) in 2013, 0.5 (±0.9) in 2015, and 0.4 (±1.0) in 2016, with adults found on 29% of plot visits. Across years, site-level means ranged from 0.2 (±0.4) to 95.5 (±132.2) nymphs per plot and 0.0 to 3.0 (±4.6) adults per plot. Because we did not analyze all ticks found in large clusters (i.e., >20 ticks), the mean number of nymphs analyzed each year were slightly different, being 8.0 (±6.4), 7.4 (±6.3), 5.7 (±5.5), and 8.4 (±6.8) nymphs per plot in 2012, 2013, 2015, and 2016, respectively. Mean plot-level deer pellet-group density was 86 groups/ha (±150.5) in 2011, 89 groups/ha (±128.6) in 2012, 99 groups/ha (±193.5) in 2014, and 82 groups/ha (±157.1) in 2015. Across years, site-level means ranged from 0.0 to 382.4 groups/ha.
Ehrlichia chaffeensis Occurrence Models
Occurrence of E. chaffeensis was best explained by previous-winter (i.e., t-1) temperature, with warmer winters corresponding to higher probability of occurrence. While other models performed better than the null, the variables representing winter temperature held >99% of the weight of evidence. Of these, average winter temperature and freezing degree-days held 97% cumulative AIC c weight, and so only these were considered in a multiple-regression model, which was then added to the candidate model set ( In the final candidate model set, the top model included both mean temperature and freezing degree-days during the previous winter (October to January, t − 1), holding 56% AIC c weight. Given the variation in temperature within our dataset, this model predicted mean temperature to cause E. chaffeensis occurrence probabilities of 0.033-0.14, and freezing-degree-days to cause a range of 0.0057-0.12. The simple-regression models of these two variables fell not far behind, with mean temperature ∆AIC c = 1.64 (AIC c weight = 0.25) and freezing degree-days ∆AIC c = 2.28 (AIC c weight = 0.18). In each case, the magnitude and precision of slope estimates increased relative to the multiple-regression model, likely due to moderate collinearity between mean temperature and freezing degree-days (Pearson's r = −0.47). Mean daily minimum temperature was the fourth model, but performance dropped considerably relative to the others (∆AIC c = 7.93, AIC c weight = 0.01). Each of these variables were far more important than tick abundance alone (∆AIC c = 15.27, AIC c weight < 0.01). Date, deer presence/absence, and plot-level deer density were unimportant explanatory variables, with ∆AIC c values of 14.30, 14.17, and 14.56, respectively, and having performed only slightly better than the tick-only model (difference in AIC c ≤ 1.1, Supp Table 1 [online only]). Site-level deer density performed worse than the tick-only model (∆AIC c = 16.94, difference from ticks-only model = −1.67).
Random-effect estimates in the E. chaffeensis model showed negligible variation to be attributable to the site-level aggregation. Therefore, our analyses included only plot-level random-effects. In the top four models, plot-intercept SD estimates ranged from 0.49 to 0.60 (95% CIs: 0.0-1.4).
Weather
Aggregating across all years (2011-2016) and plots, temperature and vapor-pressure deficit displayed clear seasonal trends, while precipitation and relative humidity were relatively stable (Supp Fig. 2 [online  only] ). Temperature rose after January (mean = 3.7°C) and through July (mean = 27.0°C) before declining again through January. Vaporpressure deficit followed the same trend, correlating strongly with temperature (Pearson's r = 0.94). Precipitation tended to be higher in the summer (June to October) than in other months, but there was much variation between plots and years. Relative humidity tended to peak in September and was lowest January to April, but here, too, there was much variation between plots and years. Freezing degree-days, measured during October to January, accumulated most heavily in January, and none were recorded in October (Supp. Fig. 3a [online only] ). The number of freezing degree days also varied between years (coefficient of variation = 82%), with the most being recorded in 2014, and the fewest in 2012 (Supp Fig. 3b [online only] ). Further summary of weather during the seasons defined in our models can be found in Supp Table 2 (online only).
Discussion
We found that E. chaffeensis prevalence can vary significantly between years, suggesting that robust investigation of prevalence and distribution of this pathogen needs to span both space and time, and that effective modeling of disease risk must begin to account for temporal dynamics. Just as importantly, we also found the spatial distribution of E. chaffeensis to be inconsistent between years, with only 5 of our 130 plots testing positive multiple years. Even when plots are aggregated at the site level, E. chaffeensis occurrence was inconsistent between years, an observation corroborated by the fact that negligible variation was attributed to the site-level random-intercept. That said, it is noteworthy that E. chaffeensis was never detected in either site on the Middle Peninsula. Together, these results suggest high turnover in the regional spatiotemporal distribution of E. chaffeensis, which has implications in our ability to make inferences based on spatially or temporally limited datasets. Moving forward, it will be critical to build spatially replicated, longitudinal studies to effectively account for these dynamics when trying to understand E. chaffeensis prevalence or predict disease risk.
In the present study, we attempted to explain variation in E. chaffeensis occurrence by evaluating the effects of seasonal weather. Of those included, our analysis identified winter temperature as the only plausible weather variable corresponding with E. chaffeensis occurrence. This effect is seen at a 1-yr time lag, prior to the hatching of the sampled cohort of ticks. While this could be driven by increased over-winter mortality of adult ticks, which would decrease the infection rate of naïve hosts in the spring and thus suppress the transmission cycle, there remains little to no evidence of cold winters reducing tick populations. In particular, the supercooling ability of A. americanum (and other ticks; Burks et al. 1996) and the lack of deep freezes in our study region make us consider this unlikely. Instead, we find it more likely that the effect of winter temperature is mediated through the ticks' vertebrate hosts. While strict deduction of mechanisms is beyond the scope of this study, this trend is consistent with aspects of E. chaffeensis ecology. Below, we discuss these to posit biological mechanisms warranting further investigation.
Our models showed cold winters during the previous year (t − 1) to be associated with lower E. chaffeensis prevalence in the current year. Most simply, this could be due to increased overwinter mortality of reservoir hosts, decreasing their availability to ticks in the spring. Overwinter survival of Leporids can be positively associated with temperature (Rödel et al. 2004) , and it seems likely that Sciurds are affected similarly. Winter temperatures could also act on O. virginianus, though perhaps not as directly. Cold winters have been shown to decrease ungulate natality (Coulson et al. 2000) , delay birthing, and increase fawn mortality (Parker et al. 2009 ), and to interact with density dependence to decrease overwinter survival (Saether 1997) . On the Virginia peninsula, where deer are chronically overpopulated, we hypothesize that low winter temperatures during the mating and early gestational period could decrease the abundance of juvenile (fawn and yearling) deer in the spring, by reducing natality and increasing mortality. All of this is important because young deer appear to play an important role in the disease transmission cycle. While all age-classes of O. virginianus are equally likely to be seropositive for E. chaffeensis antibodies, suggesting they are exposed at equal rates, younger deer are far more likely to carry the bacteria in their bloodstream (Yabsley et al. 2003) . This suggests that a tick is more likely to become infected after feeding on a fawn or a yearling than an adult O. virginianus. For this reason, we hypothesize that a decrease in juvenile deer availability in the spring will decrease the proportion of blood meals taken by lone star larvae from rickettsemic deer during the summer and thus lead to decreased proportion of infected nymphs the following spring. Conversely, warmer winters could cause an increase in E. chaffeensis transmission and subsequent prevalence. It is plausible, then, that cold winters could affect E. chaffeensis prevalence through all of its known vertebrate hosts, and future studies should explicitly relate E. chaffeensis prevalence to population dynamics of reservoir hosts, including not just O. virginianus, but Sciurids and Leporids.
It is worth noting that two of our prediction were not met: neither tick nor deer abundance was a strong predictors of E. chaffeensis occurrence. Tick abundance alone did improve model performance relative to the null (decrease in AIC c = 5.03), but the strength of this model is diminutive compared with those including winter temperature (∆AIC c = 15.27). Models of deer abundance performed worse, having no bearing on E. chaffeensis occurrence. Given the body of evidence for deer as important hosts for both A. americanum and E. chaffeensis Childs 2003, Yabsley 2010) , we expected areas of high deer use to have higher E. chaffeensis occurrence. This could be because deer may not be as solely responsible for maintaining the E. chaffeensis transmission cycle as traditionally thought, and/or because of unequal contribution of deer from different age classes to E. chaffeensis transmission. The former hypothesis is simpler and corroborates previous studies that have suggested other animals are equal if not more competent reservoirs for E. chaffeensis (Allan et al. 2010 , Harmon et al. 2015 , but we feel the latter is also plausible and consistent with deer ecology, and we have no way of directly testing either hypothesis with our data.
Conclusion
Further substantiation of our results will provide two opportunities. First is the production of dynamic E. chaffeensis risk models. Any landscape analyses of E. chaffeensis occurrence given a single year of data would be confounded by interannual variation in weather (unless those variations are homogenous across the landscape) and would be generally unable to account for temporal fluctuations in E. chaffeensis prevalence. Hence, our study provides purpose and direction for explicit spatiotemporal modeling of disease risk. The second regards climate change. The effect of climate change on emergence and prevalence of zoonotic disease is a growing concern (Patz et al. 1996) , and our study provides a basis for how climate change could affect E. chaffeensis prevalence in the Chesapeake Lowlands of Virginia. By the end of the 21st century, days below freezing are projected to decrease across the southeast (Kunkel et al. 2013) , which, according to our results, could increase occurrence of E. chaffeensis. With further substantiation of the association between E. chaffeensis prevalence and variation in seasonal weather patterns, we can begin to make meaningful predictions of climate change's future contribution to disease risk.
In all, our study reveals interannual variation in E. chaffeensis prevalence, including high spatiotemporal turnover of pathogen occurrence within our study region. This variation can be explained in part by previous winter temperature, which we hypothesize to act by reducing reservoir host abundance and thus bacterial availability during the larval questing period. However, a robust understanding of the apparently rapid spatiotemporal dynamics of E. chaffeensis will require continued broad-scale, longitudinal investigation that considers both spatial (i.e., landscape composition and configuration) and temporal (e.g., weather) factors.
