The A-formulation, which is widely used in electromagnetic analysis, leads to a redundant linear system of equations that includes a substantial number of redundant degrees of freedom (DOF). We can derive a redundancy-reduced linear system of equations by eliminating the redundant DOF, thereby decreasing the computation costs per iteration for iterative solvers, such as the incomplete Cholesky conjugate gradient (ICCG) solver. This does not, however, result in a reduction in total computation time, due to significant convergence deterioration. In this paper, we present a solution to this problem in the form of folded preconditioners. First, the theorem presented reveals that, for any preconditioned Krylov subspace method for the original redundant linear systems, we can derive the equivalent Krylov subspace method for the redundancy-reduced linear systems by using the corresponding folded preconditioner. As an uncomplicated example, the standard ICCG solver for the original redundant systems has exactly the same convergence property as the CG solver for the redundancy-reduced systems using the folded variant of the IC preconditioner (the folded IC preconditioner). Furthermore, we discuss efficient computational procedures for the folded preconditioners and the design of Krylov subspace algorithms using the preconditioners. A sample full-wave analysis demonstrates the good performance of a newly developed solver, the conjugate orthogonal conjugate gradient (COCG) method with the folded IC preconditioner. The new solver not only lowers the computation costs per iteration by reducing the number of DOF, but also completely avoids the convergence deterioration.
I. INTRODUCTION

I
N electromagnetic finite element (FE) analysis, the FE formulation leads to a linear system of equations that includes a substantial number of degrees of freedom (DOF). Whereas fast linear solvers are needed to speed-up the analysis, the number of DOF becomes extremely large in a large-scale analysis, thus prohibiting the use of direct solvers. Possible alternatives are the iterative methods [1] , [2] , such as the preconditioned Krylov subspace (KS) methods.
Certain numerical formulations used in electromagnetic field analysis lead to redundant (singular) linear systems of equations, which involve redundant DOF. A popular example is the --formulation [3] , [4] , which is widely used in magneto-quasi-static or full-wave analysis. The -formulation leads to a linear system of equations, in which the DOF associated with the scalar potential are redundant. The redundant DOF can be eliminated, for instance, by simply setting them to zero. Another example is the A-formulation [4] , [5] used in magnetostatic analysis. The dimensions of the linear system of equations arising from the A-formulation can be reduced by using a tree-cotree gauge [6] .
It is easy to reduce the number of redundant DOF in these formulations, and this results in a reduction in computation costs per iteration for the iterative solvers. However, in many practical applications, it is preferable to solve the redundant linear systems of equations without a reduction in DOF, because the redundancy reduction frequently causes significant deterioration in the convergence property of the iterative solvers [7] , [8] . References [8] - [11] provide an explanation for the poor convergence caused by the redundancy reduction.
In this paper, we focus on devising an efficient preconditioned KS method for a redundancy-reduced linear system of equations that attains similar convergence to the original preconditioned KS method for the redundant linear system of equations. For this purpose, we propose a new class of preconditioners for the KS methods applied to the redundancy-reduced linear systems of equations: the folded preconditioners. The theorem we present implies that, for any preconditioned KS method for a redundant linear system of equations, we can construct a mathematically equivalent KS method for the redundancy-reduced linear system of equations by using the new preconditioner. For example, we can confirm that the incomplete Cholesky conjugate gradient (ICCG) solver for a redundant linear system of equations is equivalent to the conjugate gradient (CG) solver for the redundancy-reduced linear system of equations using the folded variant of the IC preconditioner. Both solvers have the same convergence property mathematically.
For any preconditioner for the original redundant linear system of equations, the corresponding folded preconditioner can be derived. Using the folded preconditioner, we can reduce the redundant DOF and the computation costs with respect to the matrix-vector multiplications and other vector computations in the KS algorithm without any deterioration in the convergence property. Moreover, we discuss the construction of new KS solvers using the folded preconditioners together with efficient implementations of the special preconditioners. Numerical tests confirm that the proposed methods are efficient.
II. REDUNDANCY-REDUCED KRYLOV SUBSPACE METHODS AND FOLDED PRECONDITIONERS
A. Notation
Given that is a positive definite matrix, the notation denotes the inner product. Omission of the 
B. Linear System of Equations Including Redundancy
The linear system of equations considered here is given by (1) where , , , and are the coefficient matrix, unknown vector, right-hand side (RHS) vector, and a positive integer, respectively. Matrix is meant to be a sparse matrix, but the theorem we present still holds even if is not sparse.
Suppose that (1) is a singular system of equations, i.e., . The coefficient matrix in (1) can be written as shown below, after an appropriate reordering, such that (2) where is an integer that satisfies . Consequently, the unknown and RHS vectors are written as
The rightmost equality in (4) should be satisfied to ensure the existence of a solution.
Given that (5) the following reduced linear system of equations is derived from (1)
Once a solution for (6) has been obtained, one of the solutions in (1) can be obtained from (7) From the viewpoint of the number of DOF and the number of nonzero entries in the coefficient matrix, it appears to be more attractive to solve (6) than to solve (1) . However, when conventional iterative solvers are applied, the redundancy reduction causes a significant deterioration in the convergence property [7] , [8] . Consequently, the elimination of redundant DOF does not contribute to a reduction in the total computation time in practical applications, such as eddy-current or full-wave analysis using the -formulation.
C. Preconditioned Krylov Subspace Methods
By applying right and left preconditionings to (1), we obtain the preconditioned linear system of equations (8) where (9) Consider applying a specific KS method to (8) . The KS method generates the following approximate solution for at the th iteration (10) (11) where is an initial approximation for and denotes the residual vector with respect to (1), i.e., (12) Consequently, the corresponding approximate solutions are given by
where . In the following discussion, suppose that (the inverse of the preconditioner) is expressed as (15) Similarly to (13) and (14), we can illustrate that a preconditioned KS method for (6) generates the approximate solutions (16) (17) where the by matrix and -dimensional vector denote, respectively, the inverse of the preconditioner and the following residual vector with respect to (6) (18) In this paper, to distinguish between the methods, we call the preconditioned KS methods for (6), redundancy-reduced KS (RR-KS) methods.
D. Theorem Relating to Redundancy Reduction
When a preconditioned KS method expressed by (13) and (14) is given, the following sequence of vectors can be regarded as approximate solutions for (19) where (20) Furthermore, the residual vector with respect to (1) has the following form: (21) where (22) In this paper, when the preconditioned KS methods for (1) and (6) (See (7) and (21) .)
Now, we derive a crucial theorem. Theorem 1: For any preconditioned KS method for (1), there is an equivalent preconditioned RR-KS method, in which the following matrix is used as in (17) (25)
Proof:
Since (26) we can recursively obtain
By substituting (28) into (14) and noting (19) and (20), we can derive
Finally, consider an RR-KS method expressed by (16) and (17) . By choosing , we have
Because the subspace in (17) is identical to the one in (30) when , we are able to construct an equivalent RR-KS method, by choosing that satisfies (32)
We call the special preconditioners using (25) the folded preconditioners.
III. CONSTRUCTION OF RR-KS ALGORITHMS
A. Strategies Used to Construct RR-KS Algorithms With the Folded Preconditioners
According to Theorem 1, for an arbitrary preconditioned KS method applicable to a redundant system of equations, we can find at least one RR-KS method using the corresponding folded preconditioner that has the same convergence property as the original KS method. In other words, the folded preconditioner enables us to avoid any deterioration in convergence caused by the redundancy reduction.
The tasks required to develop new solvers using the folded preconditioners include choosing concrete RR-KS algorithms that generate approximate solutions from the affine space represented by (16) and (17), and designing efficient computational procedures for the special preconditioner.
Here, we present two strategies for constructing concrete RR-KS algorithms with the folded preconditioners. These two strategies do not always produce the same result.
1) Strategy to Derive the Equivalent Algorithm: Equation (23) [and (32)] immediately presents a strategy, that derives an equivalent algorithm from a specific preconditioned KS solver for (1), such as the CG algorithm [12] .
By choosing approximate solutions such that (23) holds, we can generate the equivalent RR-KS algorithm that has consistently the same convergence property as the original solver. This property may be attractive when the original KS solver is well-established.
As mentioned below, deriving the equivalent RR-KS algorithm is accomplished by cautiously replacing some of vectors based on (19) . A drawback of this strategy is that the generated algorithm does not always take a simple and sophisticated form, which is not the case with the second strategy.
2) Simple Strategy Using the Folded Preconditioner: If we do not adhere to the strict equivalence mentioned above, a different strategy may be more efficient.
Once we have decided to use a specific folded preconditioner, a simple and natural way to search for a good approximate solution from the affine space described in (16) and (17) is to utilize a known (sophisticated) KS method, such as the CG method. [This is derived from the first strategy and is identical to the one derived from the second strategy, that is, the CG algorithm with a folded preconditioner for (6)].
It should be noted that the second strategy does not necessarily ensure (23) nor (32) for the original preconditioned KS solver. However, it is quite unlikely that a sophisticated KS algorithm, such as the CG method, generates poor approximate solutions compared with the algorithm derived from the first strategy, because both algorithms search for approximate solutions in the same affine space. On the other hand, the second strategy may give a more sophisticated and efficient algorithm than the one derived from the first strategy.
As discussed below, the first strategy derives exactly the same algorithm as the second strategy for a certain class of KS methods, e.g. the CG method. This is not, however, the case for the GMRES method [13] , for example.
B. Case in Which the Two Strategies Produce the Same RR-KS Algorithm
This subsection addresses the case in which the two strategies actually produce the same algorithm.
The CG method is one of the most sophisticated KS methods, and can be applied to problems involving positive definite matrices. Fig. 1 shows the preconditioned CG algorithm for (1) .
According to the first strategy, we consider deriving an equivalent RR-KS algorithm to satisfy (23) from the CG algorithm for (1). We translate the original algorithm into a form that gives the recurrence formula with respect to (see the Appendix for details). Then, we apply the following substitutions: This gives the equivalent RR-KS algorithm shown in Fig. 2 . This is identical to the standard CG algorithm for (6) using a folded preconditioner, which is directly derived from the second strategy.
For the CG method, we can again confirm the equality of the two strategies from the viewpoint of the orthogonal conditions. The preconditioned CG method for (1) finds the th approximate solution [from the affine space represented by (13) and (14)] so as to satisfy the following orthogonal condition:
Using , which is due to the Hermitian property for the CG method, we obtain (38) that is (39)
Using
, which is again due to the Hermitian property of , we obtain (40) This is identical to the orthogonal condition that should be satisfied by the preconditioned CG method for (6) .
Similarly, we can also confirm that the two strategies produce the same algorithms for the BiCG [14] , COCG [15] , CGS [16] , and COCR [17] methods inter alia. The CR method [18] also belongs to this group, when it is applied to Hermitian matrices.
C. Case in Which the Two Strategies Produce Different RR-KS Algorithms
By contrast to the previous case, the two strategies produce different RR-KS algorithms for the CR (for non-Hermitian matrices), GMRES, GCR [18] , BiCGSTAB [19] , QMR [20] , and TFQMR [21] methods inter alia.
In this paper, we present only the RR-KS algorithms based on the GCR method, because these are relatively simple. Fig. 3 shows the GCR algorithm for (1) with right-preconditioning, which means . Similar to the CG algorithm, substitutions (33)-(35) give the equivalent RR-KS algorithm shown in Fig. 4 . This is different to the standard GCR algorithm with a folded preconditioner shown in Fig. 5 .
What causes the difference between the algorithms derived from the two strategies? For example, the GCR method for (1) with right-preconditioning finds an approximate solution from the affine space (13) and (14) so as to minimize the residual norm (41) [Note (21) .] This explains why the matrix also appears in the algorithm presented in Fig. 4 . Contrarily, the algorithm Fig. 3 . Preconditioned GCR algorithm for (1). Fig. 4 . RR-KS algorithm equivalent to the one in Fig. 3 . (This is derived from the first strategy and is not identical to the one derived from the second strategy.) Fig. 5 . RR-KS algorithm derived from the second strategy, that is, the GCR algorithm with a folded preconditioner for (6) .
shown in Fig. 5 minimizes . The other KS methods cited above are also (partly) based on the minimization of the residual norm to decide the parameters in their own algorithms. This causes the difference between the derived algorithms.
Minimization of is considered reasonable and proper from the viewpoint of solving (6), especially when the terminating condition of an iteration is stated with respect to . It is unlikely that the sophisticated KS algorithms will choose poor approximate solutions from the same affine space, which is improved by the folded preconditioning. On the other hand, the first strategy tends to lead to more complicated and expensive algorithms than the second one. For example, the algorithm in Fig. 4 needs additional matrix-vector multiplications with respect to , compared with the algorithm in Fig. 5 . We recommend the second strategy for practical use.
IV. COMPUTATIONAL PROCEDURES FOR THE FOLDED PRECONDITIONERS AND EFFICIENCY OF RR-KS SOLVERS
A. Computational Procedures for the Folded Preconditioners
The remaining task is to design computational procedures for the folded preconditioners. To implement the algorithms described in the previous section, the following matrix-vector multiplication needs to be computed: (42) where the superscript is omitted. Although a certain class of preconditioners, e.g., the Incomplete LU (ILU) factorization, does not explicitly give matrix , we can at least obtain from the following procedure.
Procedure 1: General Procedure for Folded Preconditioners:
Because is used as the inverse of a preconditioner for (1), we must be able to compute the following vector, whether is given explicitly or not Consequently, for any original preconditioner, we can compute with at most i) the same costs as in the original preconditioning plus ii) additional costs from the matrix-vector multiplications with respect to and .
Moreover, there is still room for improvement with respect to the individual implementations. The following subsections address the cases in which the original preconditioners are the ILU factorization and Gauss-Seidel (GS) method.
B. Folded ILU (IC) Preconditioner
The ILU preconditioner for (1) is given in the form (45) As mentioned in the previous subsection, the matrix-vector multiplication with respect to the folded ILU preconditioner can be implemented by Procedure 1. Moreover, we can improve it as follows.
Since (46) after some calculation, we can represent the inverse of the folded IC preconditioner as (47) This can be rewritten as (48) where (49) Using (48) and (49) has exactly the same sparse pattern as in the full-wave analysis addressed in Section VI. Overwriting by after the ILU factorization, we can execute the folded ILU preconditioning with nearly the same costs as the original ILU preconditioning.
When the original coefficient matrix has the symmetric property, we obtain the folded incomplete Cholesky (IC) preconditioner.
C. Folded GS Preconditioner
The (forward) GS preconditioner for (1) is given by (51) where and are the lower triangular parts of and , respectively.
The folded GS preconditioner is represented by (52)
Instead of using Procedure 1, we have an alternative way of obtaining . Procedure 3: Modified Procedure for the Folded GS Preconditioner: First compute by a GS sweep and obtain the vector . Then compute by a GS sweep with respect to the matrix . Finally, obtain . Although Procedure 3 requires matrix-vector multiplications with respect to , C and , it omits the multiplication with respect to , which is required in Procedure 1.
D. Efficiency of RR-KS Solvers With Folded Preconditioners
Here we discuss the efficiency of the RR-KS solver with the folded preconditioner. In general, it is required that the number of reduced DOF is sufficiently large and that matrices and are sparse and given explicitly, to attain better performance than the original preconditioned KS solver for (1) . If this is the case, the performance of the RR-KS solver is promising, because it is expected that i) the convergence of the RR-KS solver is equal to that of the original solver for (1), at least when we adopt the first strategy in Section III; ii) the RR-KS solver substantially reduces the computation costs with respect to the matrix-vector multiplications and other vector computations in the iteration except for the preconditioning; iii) the folded preconditioner using Procedure 1 involves additional effort only to compute the multiplications with respect to and , compared with the original preconditioner. Moreover, we can improve the individual implementation of the folded preconditioners, e.g., by using Procedures 2 and 3.
More specifically, consider the CG solver for (6) with the folded IC preconditioner (the folded ICCG solver) using Procedure 2. The folded ICCG solver is robustly superior to the original ICCG solver for (1), because the folded ICCG solver is equivalent to the ICCG solver for (1) and the computation cost for the folded IC preconditioner using Procedure 2 is nearly the same as the original IC preconditioner for (1).
V. APPLICATION TO FINITE ELEMENT ANALYSIS USING THE -FORMULATION
In this section the application to finite element analysis is discussed. In full-wave analysis, the -formulation leads to the linear system of equations [4] , in which (53) and (54) Here, , , , , , , and denote an imaginary unit, the edge-element basis functions, magnetic reluctivity, electric permittivity, electric conductivity, exciting angular frequency, and the discrete gradient operator [4] , [10] , respectively.
Because and are sparse and explicitly given, we can construct efficient RR-KS solvers with the folded preconditioners. For example, we can apply the COCG solver with the folded IC preconditioner (the folded ICCOCG solver), which has the same convergence property as the ICCOCG solver for the original equations arising from the -formulation. The performance of the folded ICCOCG solver using Procedure 2 is promising, because it surely involves less computation cost per iteration than the standard ICCOCG solver for the original equations.
Similarly, the folded ICCG and ICCOCG methods are efficient solvers for eddy-current analysis using theformulation. 
VI. NUMERICAL TESTS
In this section, the performance of the folded ICCOCG solver is examined in a sample full-wave analysis. Fig. 6 shows the test model [3] , a dielectric loaded waveguide discretized by rectangular elements (1/2 model). The relative permittivity of the dielectric material is set to 6.0-j 1.0. The angular frequency is decided such that , where and denote the free-space wave number and one-half width of the waveguide, respectively. Table I shows the numbers of DOF and nonzero entries of the coefficient matrix. The number of redundant DOF in theformulation is 120 780.
The acceleration parameter in the IC factorization is set to 1.2. Computations are executed on a Workstation (Xeon X5472, 8 GB RAM). The convergence criterion for the RR-KS solvers is (55) where is 1e-8. For fair comparison (56) is used as the criterion for the KS solver for the redundant systems arising from the -formulation.
We apply the standard and folded ICCOCG solvers to a redundant system and redundancy-reduced system, respectively. Fig. 7 compares the convergence of and with respect to both solvers. As predicted, the profiles of these norms nearly coincide, although there is a slight difference caused by round-off errors. This is due to the mathematical equivalence of both solvers. Table II depicts the performance of the iterative solvers, including the COCG solver for the redundancy-reduced system using the standard IC preconditioner ("ICCOCG (A)" in the table). Whereas the reduction in DOF causes significant deterioration in the convergence property when using the standard IC preconditioner, the folded IC preconditioner counteracts the effect of the redundancy-reduction on the convergence property. This results in the good performance of the new solvers with respect to elapsed time. The new solvers can also reduce the memory consumption, compared with the ICCOCG solver for the -formulation. Moreover, it is confirmed that the performance of the folded ICCOCG solver is improved considerably by using Procedure 2.
VII. CONCLUSION
We have proposed the folded preconditioners: a new class of preconditioners for the RR-KS methods, which is useful for solving redundant linear systems of equations efficiently. The theorem we present reveals that, for an arbitrary preconditioned KS method for the original redundant systems, the equivalent RR-KS method can be constructed using the corresponding folded preconditioner. We can reduce the redundant DOF and the computation costs with respect to the matrix-vector multiplications and other vector computations in the KS algorithm, without any deterioration in the convergence property.
The folded preconditioner can be implemented efficiently irrespective of the original preconditioner, if matrices and are sparse and given explicitly. Furthermore, for specific preconditioners, such as the IC factorization, we are able to improve the implementation. For instance, the folded IC preconditioner needs approximately the same computational effort as the original IC preconditioner.
For practical applications, the folded ICCG and ICCOCG methods are promising solvers for full-wave or eddy-current analysis. These methods provide a solution to the problem of poor convergence in conventional solvers caused by the redundancy reduction in the -formulation. The folded preconditioners have a strong relationship to the explicit/implicit error correction methods [11] and the singularity decomposition technique [22] . In fact, Procedure 3 in Section IV can be regarded as a kind of explicit error correction method based on the GS method. The relationship between these methods will be discussed in future works.
APPENDIX
To derive the algorithm in Fig. 2 using the first strategy, we rewrite the CG algorithm (Fig. 1) as shown in Fig. 8 , using (20) , (21) , and (36).
Noting
, which is due to the Hermitian property for the CG method, we obtain the algorithm shown in Fig. 9 . This gives the recurrence formula with respect to in the form of an RR-KS algorithm. Finally, applying substitutions (33)- (35), we obtain the algorithm presented in Fig. 2 .
