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WELL-POSEDNESS
FOR THE CAUCHY PROBLEM OF
THE KLEIN-GORDON-ZAKHAROV SYSTEM IN 2D
SHINYA KINOSHITA
Abstract. This paper is concerned with the Cauchy problem of 2D Klein-Gordon-
Zakharov system with very low regularity initial data. We prove the bilinear es-
timates which are crucial to get the local in time well-posedness. The estimates
are established by the Fourier restriction norm method. We utilize the bilinear
Strichartz estimates and the nonlinear version of the classical Loomis-Whitney
inequality which was applied to Zakharov system.
1. Introduction
We consider the Cauchy problem of the Klein-Gordon-Zakharov system:
(∂2t −∆+ 1)u = −nu, (t, x) ∈ [−T, T ]× Rd,
(∂2t − c2∆)n = ∆|u|2, (t, x) ∈ [−T, T ]× Rd,
(u, ∂tu, n, ∂tn)|t=0 = (u0, u1, n0, n1)
∈ Hs+1(Rd)×Hs(Rd)× H˙s(Rd)× H˙s−1(Rd),
(1.1)
where u, n are real valued functions, 0 < c < 1. As a physical model, (1.1) describes
the interaction of the Langmuir wave and the ion acoustic wave in a plasma. The
condition 0 < c < 1, which plays an important role in the paper, comes from a
physical phenomenon. There are some works on the Cauchy problem of (1.1) in low
regularity Sobolev spaces. For 3D, Ozawa, Tsutaya and Tsutsumi [10] proved that
(1.1) is globally well-posed in the energy space H1(R3)×L2(R3)×L2(R3)×H˙−1(R3).
As they mentioned in [10] that if c = 1, (1.1) is very similar to the Cauchy problem
of the following quadratic derivative nonlinear wave equation.(∂2t −∆)u = uDu, (t, x) ∈ [−T, T ]× R3,(u, ∂tu)|t=0 = (u0, u1) ∈ Hs+1(R3)×Hs(R3). (1.2)
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For s > 0, the local well-posedness of (1.2) was obtained from the iteration argument
by using the Strichartz estimates. As opposed to that, it is known that (1.2) is ill-
posed for s ≤ 0 by the works of Lindblad [8]-[9]. In [10], the authors showed that the
difference between the propagation speeds of the two equations in (1.1) enable us to
get the better result. That is, they applied the Fourier restriction norm method and
obtained the local well-posedness of (1.1) in the energy space, and then, by using
energy method, they extended an existent time of a local solution globally in time.
For 4 and more dimensions, I. Kato [5] recently proved that (1.1) is locally well-
posed at s = 1/4 when d = 4 and s = sc+1/(d+1) when d ≥ 5 where sc = d/2− 2
is the critical exponent of (1.1). He also proved that if the initial data are radially
symmetric then the small data globally well-posedness can be obtained at the scaling
critical regularity. He utilized the U2, V 2 spaces introduced by Koch-Tataru [7]. We
would like to emphasize that the above results hold under the condition 0 < c < 1.
Our aim in this paper is to get the local well-posedness of (1.1) at very low regularity
s in 2 dimensions. Hereafter we assume d = 2.
By the transformation u± := ω1u ± i∂tu, n± := n ± i(cω)−1∂tn, ω1 := (1 −
∆)1/2, ω := (−∆)1/2, (1.1) can be written as follows;.
(i∂t ∓ ω1)u± = ±(1/4)(n+ + n−)(ω−11 u+ + ω−11 u−), (t, x) ∈ [−T, T ]× R2,
(i∂t ∓ cω)n± = ±(4c)−1ω|ω−11 u+ + ω−11 u−|2, (t, x) ∈ [−T, T ]× R2,
(u±, n±)|t=0 = (u±0, n±0) ∈ Hs(R2)× H˙s(R2).
(1.3)
We state our main result.
Theorem 1.1. Let −13
18
< s < 0. Then (1.3) is locally well-posed in Hs(R2) ×
H˙s(R2).
We make a comment on Theorem 1.1. Applying the iteration argument by the
usual Strichartz estimates, we get the local well-posedness of (1.3) for −1/4 ≤ s.
This suggests that if c = 1 the minimal regularity such that the well-posedness of
(1.3) holds seems to be −1/4. If we utilize the condition 0 < c < 1 in the same way
as in [10] and [5] with minor modification, we can show that (1.3) is local well-posed
only for s > −1/2. We find that the known arguments is not enough to get the
well-posedness for s ≤ −1/2 which is the most difficult case. To overcome this,
we employ the new estimate which was introduced in [3] and applied to Zakharov
system in [1] and [2]. Zakharov system is composed of two equations, wave equation
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and Schro¨dinger equation;(i∂t +∆)u = nu, (t, x) ∈ R× Rd,(∂2t −∆)n = ∆|u|2, (t, x) ∈ R× Rd. (1.4)
Roughly speaking, comparing (1.1) and (1.4), the two systems have the similar
structure, which suggests that we might get the well-posedness of (1.3) for s ≤ −1/2
in the same way as in [1] and [2]. This is our motivation.
We will prove Theorem 1.1 by the iteration argument in the spaces Xs, b± (R
3) ×
Xs, b±, c(R
3). This spaces are defined as follows;
Let N , L ≥ 1 be dyadic numbers. χΩ denotes the characteristic function of a set
Ω. We define the dyadic decompositions of R3.
K±N,L := {(τ, ξ) ∈ R3|N ≤ 〈ξ〉 ≤ 2N,L ≤ 〈τ ± |ξ|〉 ≤ 2L},
K±,cN,L := {(τ, ξ) ∈ R3|N ≤ 〈ξ〉 ≤ 2N,L ≤ 〈τ ± c|ξ|〉 ≤ 2L}.
By using K±N,L, K
±,c
N,L, we define the dyadic decomposition in Fourier side;
PK±
N,L
:= F−1t, xχK±
N,L
Ft, x, PK±,c
N,L
:= F−1t, xχK±,c
N,L
Ft, x.
We now introduce the solution spaces. Let s, b ∈ R. We define Xs, b± (R3) and
Xs, b±, c(R
3) as follows;
Xs, b± (R
3) := {f ∈ S ′(R3) | ‖f‖Xs, b± <∞},
Xs, b±, c(R
3) := {f ∈ S ′(R3) | ‖f‖Xs, b±, c <∞},
‖f‖Xs,b± =
(∑
N,L
N2sL2b‖PK±
N,L
f‖2L2x,t
)1/2
,
‖f‖Xs, b±, c =
(∑
N,L
N2sL2b‖PK±,c
N,L
f‖2L2x,t
)1/2
.
The key estimates to prove Theorem 1.1 are the following.
Theorem 1.2. For any s ∈ (−13
18
, 0
)
, there exists b ∈ (1/2, 1) and C which depends
on c such that
‖u(ω−11 v)‖Xs, b−1±2 ≤ C‖u‖Xs, b±0, c‖v‖Xs, b±1 , (1.5)
‖ω1((ω−11 u)(ω−11 v))‖Xs, b−1±0, c ≤ C‖u‖Xs, b±1 ‖v‖Xs, b±2 . (1.6)
regardless of the choice of signs ±j.
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Remark 1.1. In fact, the bilinear estimates naturally derived from (1.3) are slightly
different from (1.5)-(1.6). They are described as follows;
‖u(ω−11 v)‖Xs, b−1±2 ≤ C‖ω
su‖X0, b±0, c‖v‖Xs, b±1 , (1.7)
‖ωs+1((ω−11 u)(ω−11 v))‖X0, b−1±0, c ≤ C‖u‖Xs, b±1 ‖v‖Xs, b±2 . (1.8)
It is easily confirmed that (1.5) and (1.6) are strict compared with (1.7) and (1.8),
respectively. We also mention that it might be natural that we use 〈τ ± 〈ξ〉〉 instead
of 〈τ ± |ξ|〉 in the definition of K±N,L. As was seen in [10], the two weights are
equivalent and therefore Xs, b± does not depend on the choice of the two in the
definition of K±N,L.
Once Theorem 1.2 is verified, we can obtain Theorem 1.1 by the iteration argu-
ment given in [4] and many other papers. For example, see [6], [12]. Therefore we
focus on the proof of Theorem 1.2 in this paper.
The paper is organized as follows. In Section 2, we introduce some fundamental
estimates and property of the solution spaces as preliminary. In Section 3, we show
(1.5) and (1.6) with ±1 = ±2 which is easier case compared to ±1 6= ±2. Lastly
as Section 4, we prove (1.5) and (1.6) with ±1 6= ±2, and complete the proof of
Theorem 1.2.
Acknowledgement
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2. Preliminaries
In this section, we introduce some estimates which will be utilized for the proof of
Theorem 1.2. Throughout the paper, we use the following notations. A . B means
that there exists C > 0 such that A ≤ CB. Also, A ∼ B means A . B and B . A.
It should be emphasized that the sign . frequently depends on 1− c in the paper.
If we are planning to observe that how a local solution obtained by Theorem (1.1)
behaves as c approach to 1, we should describe a manner of dependence explicitly.
Since we, however, focus our attention to get the well-posedness in this paper, we
omit the details. Let u = u(t, x). Ftu, Fxu denote the Fourier transform of u in
time, space, respectively. Ft, xu = û denotes the Fourier transform of u in space
WELL-POSEDNESS OF THE KLEIN-GORDON-ZAKHAROV SYSTEM 5
and time. We first observe that fundamental properties of Xs, b± and X
s, b
±, c. A simple
calculation gives the followings;
(i) Xs, b± = X
s, b
∓ , X
s, b
±, c = X
s, b
∓, c.
(ii) (Xs, b± )
∗ = X−s,−b∓ , (X
s, b
±, c)
∗ = X−s,−b∓, c ,
for s, b ∈ R. Next we define the angular decomposition of R3 in frequency. For a
dyadic number A ≥ 64 and an integer j ∈ [−A, A−1], we define the sets {DAj } ⊂ R3
as follows;
D
A
j =
{
(τ, |ξ| cos θ, |ξ| sin θ) ∈ R× R2 | θ ∈
[ π
A
j,
π
A
(j + 1)
] }
.
For any function u : R3 → C, {DAj } satisfy
R
3 =
⋃
−A≤j≤A−1
D
A
j , u =
A−1∑
j=−A
χDA
j
u a.e.
Lastly we introduce the useful two estimates which are called the bilinear Strichartz
estimates. The first one holds true regardless of c. As opposed to that, the second
one is given by using the condition 0 < c < 1. The first estimate is obtained by the
same argument as in the proof of Theorem 2.1 in [11]. We omit the proof.
Proposition 2.1 (Theorem 2.1. [11]).
‖P
K
±0
N0,L0
(K
±0,c
N0,L0
)
((P
K
±1
N1,L1
(K
±1,c
N1,L1
)
f)(P
K
±2
N2,L2
(K
±2,c
N2,L2
)
g))‖L2x,t
. (N012minL
12
min)
1/2(N12minL
12
max)
1/4‖f‖L2x,t‖g‖L2x,t, (2.1)
regardless of the choice of signs ±j. Here N012min := min(N0, N1, N2), and N12min, L12min,
L12max are defined similarly.
Proposition 2.2.
‖P
K
±0
N0,L0
((P
K
±1,c
N1,L1
f)(P
K
±2
N2,L2
g))‖L2x,t . (N012minL1L2)1/2‖f‖L2x,t‖g‖L2x,t (2.2)
holds regardless of the choice of ±j.
Proof. Let A = 210(1− c)−1/2. From Plancherel theorem, we observe that
‖P
K
±0
N0,L0
(
(P
K
±1,c
N1,L1
f)(P
K
±2
N2,L2
g)
)
‖L2x,t
∼ ‖χ
K
±0
N0,L0
((
χ
K
±1,c
N1,L1
f̂
)
∗
(
χ
K
±2
N2,L2
ĝ
))
‖L2
ξ,τ
(2.3)
where ∗ denotes the convolution of R3. It follows from the finiteness of A and
ĝ =
A−1∑
j=−A
χDAj ĝ a.e.
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that we can replace ĝ with χDAj ĝ in (2.2) for fixed j. After applying rotation in
space, we may assume that j = 0. Also we can assume that there exists ξ′ ∈ R2
such that the support of χDA
j
ĝ is contained in the column
CN012min(ξ
′) := {(τ, ξ) ∈ R3 | |ξ − ξ′| ≤ N012min}.
We sketch the validity of the above assumption roughly. See [12] for more details. If
N2 ∼ N012min the above assumption is harmless obviously. Therefore we may assume
that N0 = N
012
min ≪ N2 or N1 = N012min ≪ N2. Since both are treated similarly, we
here consider only the former case. Note that the condition N0 ≪ N2 means N2/2 ≤
N1 ≤ 2N2, otherwise (2.3) vanishes. We can choose the two sets {CN012min(ξ′k)}k and
{CN012min(ξ′′ℓ )}ℓ such that
#k ∼ N1
N0
, suppχDA0 ĝ ⊂
⋃
k
CN012min(ξ
′
k), |ξ′k − ξ′k′| ≥ N012min for any k, k′,
#ℓ ∼ N1
N0
, supp f̂ ⊂
⋃
ℓ
CN012min(ξ
′′
ℓ ), |ξ′′ℓ − ξ′′ℓ′| ≥ N012min for any ℓ, ℓ′,
where #k and #ℓ denote the numbers of k and ℓ, respectively. It is easily verified
that for fixed k there is only a finite number of ℓ which satisfy∥∥∥∥χK±0
N0,L0
((
χ
K
±1,c
N1,L1
∩C
N012
min
(ξ′
k
)
f̂
)
∗
(
χ
K
±2
N2,L2
∩C
N012
min
(ξ′′
ℓ
)∩DA0
ĝ
))∥∥∥∥
L2
ξ,τ
> 0,
and vice versa. This means that k and ℓ depend on each other. Once we obtain∥∥∥∥χK±0
N0,L0
((
χ
K
±1,c
N1,L1
∩C
N012
min
(ξ′
k
)
f̂
)
∗
(
χ
K
±2
N2,L2
∩C
N012
min
(ξ′′
ℓ(k)
)∩DA0
ĝ
))∥∥∥∥
L2
ξ,τ
. (N012minL1L2)
1/2‖f‖L2x,t‖g‖L2x,t
for fixed k, from Minkowski inequality and ℓ2 almost orthogonality, we confirm
‖χ
K
±0
N0,L0
((
χ
K
±1,c
N1,L1
f̂
)
∗
(
χ
K
±2
N2,L2
ĝ
))
‖L2
ξ,τ
.
∑
k
∥∥∥∥χK±0
N0,L0
((
χ
K
±1,c
N1,L1
∩C
N012
min
(ξ′
k
)
f̂
)
∗
(
χ
K
±2
N2,L2
∩C
N012
min
(ξ′′
ℓ(k)
)∩DA0
ĝ
))∥∥∥∥
L2
ξ,τ
.(N012minL1L2)
1/2
∑
k
‖χC
N012
min
(ξ′
k
)f̂‖L2
ξ,τ
‖χC
N012
min
(ξ′′
ℓ(k)
)ĝ‖L2
ξ,τ
.(N012minL1L2)
1/2‖f‖L2x,t‖g‖L2x,t,
which verify the validity of the assumption. Hereafter, we call the above argument
“ℓ2 almost orthogonality”.
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Now we turn to the proof of (2.2).
‖χ
K
±0
N0,L0
((
χ
K
±1,c
N1,L1
f̂
)
∗
(
χ
K
±2
N2,L2
∩DA0
ĝ
))
‖L2
ξ,τ
.‖χ
K
±0
N0,L0
(τ, ξ)
∫ (
χ
K
±1,c
N1,L1
f̂
)
(τ − τ1, ξ − ξ1)
(
χ
K
±2
N2,L2
∩DA0
ĝ
)
(τ1, ξ1)dτ1dξ1‖L2
ξ,τ
.‖χ
K
±0
N0,L0
(τ, ξ)
(∫
(f̂)2(τ − τ1, ξ − ξ1)(ĝ)2(τ1, ξ1)dτ1dξ1
)1/2
(E(τ, ξ))1/2‖L2
ξ,τ
. sup
(τ,ξ)∈K
±0
N0,L0
|E(τ, ξ)|1/2‖(f̂)2 ∗ (ĝ)2‖1/2
L1
ξ,τ
. sup
(τ,ξ)∈K
±0
N0,L0
|E(τ, ξ)|1/2‖f‖L2x,t‖g‖L2x,t
where
E(τ, ξ) := {(τ1, ξ1) ∈ CN012min(ξ′) ∩DA0 | 〈τ − τ1 ± c|ξ − ξ1|〉 ∼ L1, 〈τ1 ± |ξ1|〉 ∼ L2}.
Thus it suffices to show that
sup
τ,ξ
|E(τ, ξ)| . N012minL1L2. (2.4)
From 〈τ − τ1 ± c|ξ − ξ1|〉 ∼ L1 and 〈τ1 ± |ξ1|〉 ∼ L2, for fixed ξ1,
|{τ1 | (τ1, ξ1) ∈ E(τ, ξ)}| . L12min. (2.5)
It follows from (τ1, ξ1) ∈ DA0 that
|∂1(τ ± |ξ1| ± c|ξ − ξ1|)| ≥ (ξ1)1|ξ1| − c
≥
(
(ξ1)1
|ξ1|
)2
− c
= 1− c−
(
(ξ1)2
|ξ1|
)2
≥ (1− c)/2. (2.6)
Combining |τ ± |ξ1| ± c|ξ − ξ1|| . L12max with (2.6), for fixed (ξ1)2 we have
|{(ξ1)1 | (τ1, ξ1) ∈ E(τ, ξ)}| . L12max. (2.7)
Collecting (2.5), (2.7) and ξ1 ∈ CN012min(ξ′), we get (2.4). 
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3. Proof of Theorem 1.2 for ±1 = ±2.
In (1.5)-(1.6), replacing u and n with its complex conjugates u¯ and v¯ respec-
tively, we easily find that there is no difference between the case (±0,±1,±2) and
(∓0,∓1,∓2). Here ∓j denotes a different sign to ±j . Therefore we assume ±1 = −
in (1.5)-(1.6) hereafter. By the dual argument, we observe that
(1.5) ⇐⇒
∣∣∣∣∫ f(ω−11 g1)g2dtdx∣∣∣∣ ≤ C‖f‖Xs, b±0, c‖g1‖Xs, b− ‖g2‖X−s, 1−b±2 .
⇐⇒
∑
Nj ,Lj(j=0,1,2)
∣∣∣∣N−11 ∫ (PK±,cN0,L0f)(PK±N1,L1g1)(PK±N2,L2g2)dtdx
∣∣∣∣
. ‖f‖Xs, b±0, c‖g1‖Xs, b− ‖g2‖X−s, 1−b±2 .
⇐⇒
∑
N1
∑
1≤N0.N1∼N2
+
∑
N0
∑
1≤N1.N0∼N2
+
∑
N0
∑
1≤N2.N0∼N1
 I1
. ‖f‖Xs, b±0, c‖g1‖Xs, b− ‖g2‖X−s, 1−b±2 , (3.1)
where
I1 :=
∑
Lj
∣∣∣∣N−11 ∫ (PK±0,c
N0,L0
f)(PK−
N1,L1
g1)(PK±2
N2,L2
g2)dtdx
∣∣∣∣ .
Similarly, (1.6) is equivalent to∑
N1
∑
1≤N0.N1∼N2
+
∑
N0
∑
1≤N1.N0∼N2
+
∑
N0
∑
1≤N2.N0∼N1
 I2
. ‖f‖X−s, 1−b±0, c ‖g1‖Xs, b− ‖g2‖Xs, b±2 , (3.2)
where
I2 :=
∑
Lj
∣∣∣∣N0N−11 N−12 ∫ (PK±0,c
N0,L0
f)(PK−
N1,L1
g1)(PK±2
N2,L2
g2)dtdx
∣∣∣∣ .
We now try to establish (3.1) and (3.2). First we assume that ±2 = −. In
this case, we can obtain (3.1) and (3.2) by using the bilinear Strichartz estimates
Propositions 2.1, 2.2 and the following estimate:
Lemma 3.1. Let τ = τ1 + τ2, ξ = ξ1 + ξ2. Then we have
max(〈τ ±0 c|ξ|〉, 〈τ1 − |ξ1|〉, 〈τ2 − |ξ2|〉) & max(|ξ1|, |ξ2|). (3.3)
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Proof.
max(〈τ ±0 c|ξ|〉, 〈τ1 − |ξ1|〉, 〈τ2 − |ξ2|〉) ≥ |τ ±0 c|ξ| − (τ1 − |ξ1|)− (τ2 − |ξ2|)|
≥ ||ξ1|+ |ξ2| − c|ξ||
≥ |ξ1|+ |ξ2| − c(|ξ1|+ |ξ2|)
= (1− c)(|ξ1|+ |ξ2|)

For simplicity, we use f±,c := PK±,c
N0,L0
f , g−k := PK−
Nk,Lk
g for k = 1, 2.
Theorem 3.2. For any s ∈ (−13
18
, 0), there exists b ∈ (1/2, 1) such that for
f, g1, g2 ∈ S(R× R2), the following estimates hold:
∑
N1
∑
1≤N0.N1∼N2
+
∑
N0
∑
1≤N1.N0∼N2
+
∑
N0
∑
1≤N2.N0∼N1
 I−1
. ‖f‖Xs, b±, c‖g1‖Xs, b− ‖g2‖X−s, 1−b− , (3.4)∑
N1
∑
1≤N0.N1∼N2
+
∑
N0
∑
1≤N1.N0∼N2
+
∑
N0
∑
1≤N2.N0∼N1
 I−2
. ‖f‖X−s, 1−b±, c ‖g1‖Xs, b− ‖g2‖Xs, b− , (3.5)
where
I−1 :=
∑
Lj
∣∣∣∣N−11 ∫ (PK±,cN0,L0f)(PK−N1,L1g1)(PK−N2,L2g2)dtdx
∣∣∣∣ ,
I−2 :=
∑
Lj
∣∣∣∣N0N−11 N−12 ∫ (PK±,cN0,L0f)(PK−N1,L1g1)(PK−N2,L2g2)dtdx
∣∣∣∣ .
Proof. Since the proof of (3.5) is analogous to that of (3.4), we establish only (3.4).
From Lemma 3.1, it holds that L012max & N
12
max. We decompose the proof into the
three cases:
(I) 1 ≤ N0 . N1 ∼ N2, (II) 1 ≤ N1 . N0 ∼ N2, (III) 1 ≤ N2 . N0 ∼ N1.
First we consider the case (I). Considering that L012max & N
12
max, we subdivide the
cases further:
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(Ia) N1 . L0. We deduce from Ho¨lder inequality and Proposition 2.1 that∑
N1
∑
1≤N0.N1∼N2
∑
Lj
∣∣∣∣N−11 ∫ f±,cg−1 g−2 dtdx∣∣∣∣
.
∑
N1
∑
1≤N0.N1∼N2
∑
Lj
N−11 ‖f±,c‖L2x,t‖PK±N0,L0 (g
−
1 g
−
2 )‖L2x,t
.
∑
N1
∑
1≤N0.N1∼N2
∑
L1,L2
N−11 N
1/2
0 N
1/4
1 L
1/2
1 L
1/4
2 N
−b
1 ‖f±,c‖X0,b±,c‖g
−
1 ‖L2x,t‖g−2 ‖L2x,t
.
∑
N1
∑
1≤N0.N1∼N2
N
1/2−s
0 N
−3/4−b
1 N
s
0‖f±,c‖X0,b±,cN
s
1‖g−1 ‖X0,b− N
−s
2 ‖g−2 ‖X0,1−b−
.‖f‖Xs, b±, c‖g1‖Xs, b− ‖g2‖X−s, 1−b− .
(Ib) N1 . L1. Similarly, from Ho¨lder inequality and Proposition 2.1 we get∑
N1
∑
1≤N0.N1∼N2
∑
Lj
∣∣∣∣N−11 ∫ f±,cg−1 g−2 dtdx∣∣∣∣
.
∑
N1
∑
1≤N0.N1∼N2
∑
Lj
N−11 ‖PK−
N1,L1
(f±,cg−2 )‖L2x,t‖g−1 ‖L2x,t
.
∑
N1
∑
1≤N0.N1∼N2
∑
L0,L2
N−11 N
3/4
0 L
1/2
0 L
1/4
2 ‖f±,c‖L2x,tN−b1 ‖g−1 ‖X0,b− ‖g
−
2 ‖L2x,t
.
∑
N1
∑
1≤N0.N1∼N2
N
3/4−s
0 N
−1−b
1 N
s
0‖f±,c‖X0,b±,cN
s
1‖g−1 ‖X0,b− N
−s
2 ‖g−2 ‖X0,1−b−
.‖f‖Xs, b±, c‖g1‖Xs, b− ‖g2‖X−s, 1−b− .
(Ic) N1 . L2.∑
N1
∑
1≤N0.N1∼N2
∑
Lj
∣∣∣∣N−11 ∫ f±,cg−1 g−2 dtdx∣∣∣∣
.
∑
N1
∑
1≤N0.N1∼N2
∑
Lj
N−11 ‖PK−
N2,L2
(f±,cg−1 )‖L2x,t‖g−2 ‖L2x,t
.
∑
N1
∑
1≤N0.N1∼N2
∑
L0,L1
N−11 N
3/4
0 L
1/2
0 L
1/4
1 ‖f±,c‖L2x,t‖g−1 ‖L2x,tN−1+b1 ‖g−2 ‖X0,1−b−
.
∑
N1
∑
1≤N0.N1∼N2
N
3/4−s
0 N
−2+b
1 N
s
0‖f±,c‖X0,b±,cN
s
1‖g−1 ‖X0,b− N
−s
2 ‖g−2 ‖X0,1−b−
.‖f‖Xs, b±, c‖g1‖Xs, b− ‖g2‖X−s, 1−b− .
For the case (II), we can show (3.4) in the same manner as above. We omit the
proof. Lastly, we consider the case (III).
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(IIIa) N0 . L0. We deduce from Ho¨lder inequality and Proposition 2.1 that∑
N0
∑
1≤N2.N0∼N1
∑
Lj
∣∣∣∣N−11 ∫ f±,cg−1 g−2 dtdx∣∣∣∣
.
∑
N0
∑
1≤N2.N0∼N1
∑
Lj
N−10 ‖f±,c‖L2x,t‖PK±N0,L0 (g
−
1 g
−
2 )‖L2x,t
.
∑
N0
∑
1≤N2.N0∼N1
∑
L1,L2
N−10 N
3/4
2 L
1/2
1 L
1/4
2 N
−b
0 ‖f±,c‖X0,b±,c‖g
−
1 ‖L2x,t‖g−2 ‖L2x,t
.
∑
N0
∑
1≤N2.N0∼N1
N−1−b−2s0 N
3/4+s
2 N
s
0‖f±,c‖X0,b±,cN
s
1‖g−1 ‖X0,b− N
−s
2 ‖g−2 ‖X0,1−b−
.‖f‖Xs, b±, c‖g1‖Xs, b− ‖g2‖X−s, 1−b− .
(IIIb) N0 . L1. Similarly,∑
N0
∑
1≤N2.N0∼N1
∑
Lj
∣∣∣∣N−11 ∫ f±,cg−1 g−2 dtdx∣∣∣∣
.
∑
N0
∑
1≤N2.N0∼N1
∑
Lj
N−10 ‖PK−
N1,L1
(f±,cg−2 )‖L2x,t‖g−1 ‖L2x,t
.
∑
N0
∑
1≤N2.N0∼N1
∑
L0,L2
N−10 N
3/4
2 L
1/2
0 L
1/4
2 ‖f±,c‖L2x,tN−b0 ‖g−1 ‖X0,b− ‖g
−
2 ‖L2x,t
.
∑
N0
∑
1≤N2.N0∼N1
N−1−b−2s0 N
3/4+s
2 N
s
0‖f±,c‖X0,b±,cN
s
1‖g−1 ‖X0,b− N
−s
2 ‖g−2 ‖X0,1−b−
.‖f‖Xs, b±, c‖g1‖Xs, b− ‖g2‖X−s, 1−b− .
(IIIc) N0 . L2. In this case, we need to utilize Proposition 2.2 instead of Proposition
2.1. ∑
N0
∑
1≤N2.N0∼N1
∑
Lj
∣∣∣∣N−11 ∫ f±,cg−1 g−2 dtdx∣∣∣∣
.
∑
N0
∑
1≤N2.N0∼N1
∑
Lj
N−10 ‖PK−
N2,L2
(f±,cg−1 )‖L2x,t‖g−2 ‖L2x,t
.
∑
N0
∑
1≤N2.N0∼N1
∑
L0,L1
N−10 N
1/2
2 L
1/2
0 L
1/4
1 ‖f±,c‖L2x,t‖g−1 ‖L2x,tN−1+b0 ‖g−2 ‖X0,1−b−
.
∑
N0
∑
1≤N2.N0∼N1
N−2+b−2s0 N
1/2+s
2 N
s
0‖f±,c‖X0,b±,cN
s
1‖g−1 ‖X0,b− N
−s
2 ‖g−2 ‖X0,1−b−
.‖f‖Xs, b±, c‖g1‖Xs, b− ‖g2‖X−s, 1−b− .

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4. Proof of Theorem 1.2 for ±1 6= ±2.
In this section, we establish (3.1) and (3.2) with ±2 = +. Note that if one of
the inequalities |ξ2| ≤ 1−c2(1+c) |ξ1| and |ξ1| ≤ 1−c2(1+c) |ξ2| holds, then we observe that for
τ = τ1 + τ2, ξ = ξ1 + ξ2,
max(〈τ ±0 c|ξ|〉, 〈τ1 − |ξ1|〉, 〈τ2 + |ξ2|〉) ≥ | ± c|ξ| − |ξ1|+ |ξ2||
≥ ||ξ1| − |ξ2|| − c|ξ1| − c|ξ2|
≥ 1− c
2
max(|ξ1|, |ξ2|)
and we can verify (3.1) and (3.2) by the same proof as in the case ±2 = −. To avoid
redundancy, we omit the proof.
Proposition 4.1. For any s ∈ (−13
18
, 0), there exists b ∈ (1/2, 1) such that for
f, g1, g2 ∈ S(R× R2), the following estimates hold:(∑
N0
∑
1≤N1≪N0∼N2
+
∑
N0
∑
1≤N2≪N0∼N1
)
I+1
. ‖f‖Xs, b±, c‖g1‖Xs, b− ‖g2‖X−s, 1−b− ,(∑
N0
∑
1≤N1≪N0∼N2
+
∑
N0
∑
1≤N2≪N0∼N1
)
I+2
. ‖f‖X−s, 1−b±, c ‖g1‖Xs, b− ‖g2‖Xs, b− ,
where
I+1 :=
∑
Lj
∣∣∣∣N−11 ∫ (PK±,cN0,L0f)(PK−N1,L1g1)(PK+N2,L2g2)dtdx
∣∣∣∣ ,
I+2 :=
∑
Lj
∣∣∣∣N0N−11 N−12 ∫ (PK±,cN0,L0f)(PK−N1,L1g1)(PK+N2,L2g2)dtdx
∣∣∣∣ .
Thanks to Proposition 4.1, we may assume that 1 ≤ N0 . N1 ∼ N2. In this case,
we no longer make use of the useful estimate such as (3.3) and, as we mentioned in
Introduction, it appears that the bilinear Strichartz estimates Propositions 2.1, 2.2
are not enough to show (3.1) and (3.2). Thus we employ new estimate developed
by Bejenaru-Herr-Tataru [3] and applied to Zakharov system in [1], respectively. To
describe it precisely, we introduce the decomposition of R3 × R3 utilized in [3]. For
dyadic numbers M0, M1, to be chosen later, we decompose R
3 × R3 by the sets
WELL-POSEDNESS OF THE KLEIN-GORDON-ZAKHAROV SYSTEM 13
{DAj }.
R
3 × R3 =
{
∠(ξ1, ξ2) ≤ 16
M0
π
}
∪
⋃
64≤A≤M0
{
16
A
π ≤ ∠(ξ1, ξ2) ≤ 32
A
π
}
∪
{
π − 16
M1
π ≤ ∠(ξ1, ξ2)
}
∪
⋃
64≤A≤M1
{
π − 32
A
π ≤ ∠(ξ1, ξ2) ≤ π − 16
A
π
}
=
⋃
−M0≤j1,j2≤M0−1
|j1−j2|≤16
D
M0
j1
×DM0j2 ∪
⋃
64≤A≤M0
⋃
−A≤j1,j2≤A−1
16≤|j1−j2|≤32
D
A
j1
×DAj2
∪
⋃
−M1≤j1,j2≤M1−1
|j1−j2±M1|≤16
D
M1
j1
×DM1j2 ∪
⋃
64≤A≤M1
⋃
−A≤j1,j2≤A+1
16≤|j1−j2±A|≤32
D
A
j1
×DAj2,
where ∠(ξ1, ξ2) ∈ [0, π] is the smaller angle between ξ1 and ξ2.
First we assume that π/2 ≤ ∠(ξ1, ξ2) ≤ π. We find that if ∠(ξ1, ξ2) is sufficiently
close to π , then the following helpful inequality holds true.
Lemma 4.2. Let τ = τ1 + τ2, ξ = ξ1 + ξ2 and M1 be the minimal dyadic number
which satisfies
M1 ≥ 27(1− c)− 12 (|ξ1||ξ2|)
1
2
|ξ| , (4.1)
then for any (τ1, ξ1) ∈ DM1j1 , (τ2, ξ2) ∈ DM1j2 where |j1 − j2 ±M1| ≤ 16, the following
inequality holds:
max(〈τ ± c|ξ|〉, 〈τ1 − |ξ1|〉, 〈τ2 + |ξ2|〉) & |ξ|
Proof. After rotation, we may assume ξ1 = (|ξ1|, 0), and then |j2 ±M1| ≤ 16. It
follows from the inequality
max(〈τ ± c|ξ|〉, 〈τ1 − |ξ1|〉, 〈τ2 + |ξ2|〉) ≥ ||ξ1| − |ξ2|| − c|ξ|,
it suffices to show ||ξ1| − |ξ2|| >
√
1+c
2
|ξ|. Indeed,√
1 + c
2
− c > 1
4
(1− c)(1 + 2c) > 1− c
4
.
From |j2 ±M1| ≤ 16, we obtain
|ξ|2 = (|ξ1|+ |ξ2| cos(∠(ξ1, ξ2)))2 + (N2 sin(∠(ξ1, ξ2)))2
< (|ξ1| − |ξ2|)2 + 2|ξ1||ξ2|(1 + cos(∠(ξ1, ξ2)))
< (|ξ1| − |ξ2|)2 + 4|ξ1||ξ2|(∠(ξ1, ξ2))2
< (|ξ1| − |ξ2|)2 + 1− c
2
|ξ|2,
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which gives
1 + c
2
|ξ|2 < (|ξ1| − |ξ2|)2.
This completes the proof. 
Next we consider the case 64 ≤ A ≤ M1 and 16 ≤ |j1 − j2 ± A| ≤ 32.
Proposition 4.3. Let f , g1, g2 ∈ L2 be satisfy
supp f ⊂ K±,cN0,L0, supp g1 ⊂ DAj1 ∩K−N1,L1 , supp g2 ⊂ DAj2 ∩K+N2,L2 ,
and 64 ≤ N0 . N1 ∼ N2, 64 ≤ A ≤ M1, 16 ≤ |j1 − j2 ± A| ≤ 32. Then the
following estimate holds:∣∣∣∣∫ f(τ, ξ)g1(τ1, ξ1)g2(τ2, ξ2)dτ1dτ2dξ1dξ2∣∣∣∣ . A 54 (L0L1L2) 12‖f‖L2ξ,τ‖g1‖L2ξ,τ‖g2‖L2ξ,τ .
For the proof of the above proposition, we introduce the important estimate. See
[2] for more general case.
Proposition 4.4 ([3] Corollary 1.5). Assume that the surface S˜i (i = 1, 2, 3) is an
open and bounded subset of S˜∗i which satisfies the following conditions (Assumption
1.1 in [3]).
(i) S˜∗i is defined as
S˜∗i = {σ˜i ∈ Ui | Φi(σ˜i) = 0,∇Φi 6= 0,Φi ∈ C1,1(Ui)},
for a convex Ui ⊂ R3 such that dist(S˜i, U ci ) ≥ diam(S˜i);
(ii) the unit normal vector field n˜i on S˜∗i satisfies the Ho¨lder condition
sup
σ˜,σ˜′∈S˜∗i
|n˜(σ˜)− n˜i(σ˜′)|
|σ˜ − σ˜′| +
|n˜i(σ˜)(σ˜ − σ˜′)|
|σ˜ − σ˜′|2 . 1;
(iii) the matrix N˜(σ˜1, σ˜2, σ˜3) = (n˜1(σ˜1), n˜2(σ˜2), n˜3(σ˜3)) satisfies the transversality
condition
1
2
≤ detN˜(σ˜1, σ˜2, σ˜3) ≤ 1
for all (σ˜1, σ˜2, σ˜3) ∈ S˜∗1 × S˜∗2 × S˜∗3 .
We also assume diam(S˜i) ≤ 1. Let T : R3 → R3 be an invertible, linear map and
Si = T S˜i. Then for functions f ∈ L2(S1) and g ∈ L2(S2), the restriction of the
convolution f ∗ g to S3 is a well-defined L2(S3)-function which satisfies
‖f ∗ g‖L2(S3) .
1√
d
‖f‖L2(S1)‖g‖L2(S2),
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where
d = inf
σi∈Si
|detN(σ1, σ2, σ3)|
and N(σ1, σ2, σ3) is the matrix of the unit normals to Si at (σ1, σ2, σ3).
Remark 4.1. As was mentioned in [3], the condition of S∗i (i) is used only to ensure
the existence of a global representation of Si as a graph. In the proof of Proposition
4.3, the implicit function theorem and the other conditions may show the existence
of such a graph. Thus we will not treat the condition (i) in the proof of Proposition
4.3.
By utilizing Proposition 4.4, we verify Proposition 4.3. We apply the same strat-
egy as of the proof of Proposition 4.4 in [1].
Proof. Applying the transformation τ1 = |ξ1| + c1 and τ2 = |ξ2| + c2 and Fubini’s
theorem, we find that it suffices to prove∣∣∣∣∫ f(φ+c1(ξ1) + φ−c2(ξ2))g1(φ+c1(ξ1))g2(φ−c2(ξ2))dξ1dξ2∣∣∣∣
. A
5
4‖g1 ◦ φ+c1‖L2ξ‖g2 ◦ φ
−
c2
‖L2
ξ
‖f‖L2
ξ,τ
, (4.2)
where f(τ, ξ) is supported in c0 ≤ τ ± c|ξ| ≤ c0 + 1 and
φ±ck(ξ) = (±|ξ|+ ck, ξ) for k = 1, 2.
First we decompose f by angular localization characteristic functions
{
χ
D
A1
j
}A1+1
j1=−A1
where A1 is the minimal dyadic number which satisfies A1 ≥ 220(1 − c)−2A and
thickened circular localization characteristic functions
{
χ
S
N0+kδ
δ
}[N0δ ]+1
k=−[N02δ ]
where [s]
denotes the maximal integer which is not greater than s ∈ R and Sξ0δ = {(τ, ξ) ∈
R× R2 | ξ0 ≤ |ξ| ≤ ξ0 + δ} with δ = 2−20(1− c)2N0A−1/2 as follows:
f =
[N0δ ]+1∑
k=−[N02δ ]
A1+1∑
j1=−A1
χ
S
N0+kδ
δ
χ
D
A1
j
f.
Seeing that the sum of (k, j1) is ∼ A 32 , for supp f ⊂ DA1j ∩ SN0+kδδ with fixed k, j1,
we only need to verify∣∣∣∣∫ f(φ+c1(ξ1) + φ−c2(ξ2))g1(φ+c1(ξ1))g2(φ−c2(ξ2))dξ1dξ2∣∣∣∣
. A
1
2‖g1 ◦ φ+c1‖L2ξ‖g2 ◦ φ−c2‖L2ξ‖f‖L2ξ,τ . (4.3)
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We use the scaling (τ, ξ)→ (N0τ, N0ξ) to define
f˜(τ, ξ) = f(N0τ, N0ξ), g˜k(τk, ξk) = gk(N0τk, N0ξk).
If we set c˜k = N
−1
0 ck, inequality (4.3) reduces to∣∣∣∣∫ f˜(φ+c˜1(ξ1) + φ−c˜2(ξ2))g˜1(φ+c˜1(ξ1))g˜2(φ−c˜2(ξ2))dξ1dξ2∣∣∣∣
. A
1
2N
− 1
2
0 ‖g˜1 ◦ φ+c˜1‖L2ξ‖g˜2 ◦ φ
−
c˜2
‖L2
ξ
‖f˜‖L2
ξ,τ
. (4.4)
Note that f˜ is supported in S∓3 (N
−1
0 ) where
S∓3 (N
−1
0 ) =
{
(τ, ξ) ∈ DA1j ∩ S1+kδ˜δ˜ | ∓ c|ξ|+
c0
N0
≤ τ ≤ ∓c|ξ|+ c0 + 1
N0
}
with δ˜ = N−10 δ. Thus from the ℓ
2 almost orthogonality, we may assume that there
exist ξ01 , ξ
0
2 such that
N1
2N0
≤ |ξ01| ≤ 4
N1
N0
,
N2
2N0
≤ |ξ02 | ≤ 4
N2
N0
(4.5)
such that space variables of supp g˜1 ◦ φ+c˜1 and supp g˜2 ◦ φ−c˜2 are contained in the
balls Bδ˜(ξ
0
1) and Bδ˜(ξ
0
2), respectively. By density and duality it suffices to show for
continuous g˜1 and g˜2 that
‖g˜1|S1 ∗ g˜2|S2‖L2(S±3 (N−10 )) . A
1
2N
− 1
2
0 ‖g˜1‖L2(S1)‖g˜2‖L2(S2) (4.6)
where S1, S2 denote the following surfaces
S1 = {φ+c˜1(ξ1) ∈ R3 | ξ1 ∈ Bδ˜(ξ01)},
S2 = {φ−c˜2(ξ2) ∈ R3 | ξ2 ∈ Bδ˜(ξ02)}.
(4.6) is immediately established from
‖g˜1|S1 ∗ g˜2|S2‖L2(S±3 ) . A
1
2‖g˜1‖L2(S1)‖g˜2‖L2(S2) (4.7)
where
S∓3 = {(ψ∓(ξ), ξ) ∈ DA1j ∩ S1+kδ˜δ˜ | ψ∓(ξ) = ∓c|ξ|+
c0
N0
}.
For any σi ∈ Si, i = 1, 2, 3, there exist ξ1, ξ2, ξ such that
σ1 = φ
+
c˜1
(ξ1), σ2 = φ
+
c˜2
(ξ2), σ3 = (ψ(ξ), ξ),
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and the unit normals ni on σi are written as
n1(σ1) =
1√
2
(
−1, (ξ1)1|ξ1| ,
(ξ1)2
|ξ1|
)
,
n2(σ2) =
1√
2
(
1,
(ξ2)1
|ξ2| ,
(ξ2)2
|ξ2|
)
,
n3(σ3) =
1√
c2 + 1
(
±1, c(ξ)1|ξ| , c
(ξ)2
|ξ|
)
.
We deduce from 1 . |ξ| and (4.5) that the surfaces S1, S2, S∓3 satisfy the following
Ho¨lder condition.
sup
σi,σ′i∈Si
|n(σi)− ni(σ′i)|
|σi − σ′i|
+
|ni(σi)(σi − σ′i)|
|σi − σ′i|2
. 1, (4.8)
sup
σ3,σ′3∈S
±
3
|n(σ3)− n3(σ′3)|
|σ3 − σ′3|
+
|n3(σ3)(σ3 − σ′3)|
|σ3 − σ′3|2
. 1. (4.9)
We may assume that there exist ξ′1, ξ
′
2, ξ
′ ∈ R2 such that
ξ′1 + ξ
′
2 = ξ
′, φ+c˜1(ξ
′
1) ∈ S1, φ−c˜2(ξ′2) ∈ S2, (ψ∓(ξ′), ξ′) ∈ S∓3 ,
otherwise the left-hand side of (4.6) vanishes. Let σ′1 = φ
+
c˜1
(ξ′1), σ
′
2 = φ
−
c˜2
(ξ′2),
σ′3 = (ψ
∓(ξ′), ξ′). For any σ1 = φ
+
c˜1
(ξ1) ∈ S1, we deduce from ξ1, ξ′1 ∈ Bδ˜(ξ01) and
A ≤M1 ≤ 210(1− c)−1N1/N0 that
|n1(σ1)− n1(σ′1)| ≤ 2−18
N0
N1
(1− c)2A− 12 ≤ 2−8(1− c)A− 32 . (4.10)
Similarly, for any σ2 = φ
−
c˜2
(ξ2) ∈ S2 we have
|n2(σ2)− n2(σ′2)| ≤ 2−18
N0
N2
(1− c)2A− 12 ≤ 2−8(1− c)A− 32 . (4.11)
For any σ3 ∈ S∓3 , it follows from S∓3 ⊂ DA1j that
|n3(σ3)− n3(σ′3)| ≤ 2−10(1− c)A−1. (4.12)
It is obvious that |σ1 − σ′1|, |σ2 − σ′2| ≤ 2δ˜ ≤ 2−10(1 − c)2A−1/2, then we get from
(4.10) and (4.11) that
|(σ1 − σ′1) · n1(σ′1)| ≤ 2−15(1− c)2A−2, (4.13)
|(σ2 − σ′2) · n2(σ′2)| ≤ 2−15(1− c)2A−2. (4.14)
Similarly, we deduce from
∣∣∣σ3 − |σ3||σ′3|σ′3∣∣∣ ≤ 2−10(1− c)2A−1 and (4.12) that
|(σ3 − σ′3) · n3(σ′3)| =
∣∣∣∣(σ3 − |σ3||σ′3|σ′3
)
· n3(σ′3)
∣∣∣∣ ≤ 2−15(1− c)2A−2. (4.15)
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(4.13) means that S1 is contained in an slab of thickness 2
−15(1−c)2A−2 with respect
to the n1(σ
′
1) direction. From ℓ
2 orthogonality, we may assume that S2 and S3 are
also contained in similar 2−15(1− c)2A−2 thick slabs;
|(σ2 − σ′2) · n1(σ′1)| ≤ 2−15(1− c)2A−2,
|(σ3 − σ′3) · n1(σ′1)| ≤ 2−15(1− c)2A−2.
Similarly, we may assume that surfaces S1, S2 are contained in slabs of thickness
2−15(1 − c)2A−2 with respect to the n2(σ′2) direction and the surfaces S1, S2 are
contained in slabs of thickness 2−15(1− c)2A−2 with respect to the n3(σ′3) direction.
Collection the above assumptions, for i, j = 1, 2, 3,
|(σi − σ′i) · nj(σ′j)| ≤ 2−15(1− c)2A−2. (4.16)
We define T : R3 → R3 as
T = 2−10(1− c)2A−2(N⊤)−1, N = N(σ′1, σ′2, σ′3).
If the following conditions are established, we immediately obtain the desired esti-
mate (4.7) by applying Proposition 4.4 with T and S˜i := T
−1Si (i = 1, 2, 3).
(I)
1− c
2
A−1 ≤ |detN(σ1, σ2, σ3)| for any σi ∈ Si.
(II) diam(S˜i) < 1.
(III)
1
2
≤ det(n˜1(σ˜1), n˜2(σ˜2), n˜3(σ˜3)) ≤ 1 for any σ˜i ∈ S˜i.
(IV) sup
σ˜i,σ˜0i∈S˜i
|n˜i(σ˜i)− n˜i(σ˜0i )|
|σ˜i − σ˜0i |
+
|n˜i(σ˜0i ) · (σ˜i − σ˜0i )|
|σ˜i − σ˜0i |2
≤ 1 for the unit normals n˜i on S˜i.
We first show (I). From (4.10)-(4.12) it suffices to show
(1− c)A−1 ≤ |detN(σ′1, σ′2, σ′3)|. (4.17)
Seeing that σ′1 = φ
+
c˜1
(ξ′1), σ
′
2 = φ
−
c˜2
(ξ′2), σ
′
3 = (ψ
∓(ξ′), ξ′) and ξ′1 + ξ
′
2 = ξ
′, we get
|detN(σ′1, σ′2, σ′3)| ≥
1
4
∣∣∣∣∣∣∣∣det

−1 1 ±1
(ξ′1)1
|ξ′1|
(ξ′2)1
|ξ′2|
c (ξ
′)1
|ξ′|
(ξ′1)2
|ξ′1|
(ξ′2)2
|ξ′2|
c (ξ
′)2
|ξ′|

∣∣∣∣∣∣∣∣
≥1
4
∣∣∣∣(ξ′1)1(ξ′2)2 − (ξ′1)2(ξ′2)2|ξ′1||ξ′2|
∣∣∣∣(1− c ∣∣∣∣ |ξ′2||ξ′| − |ξ′1||ξ′|
∣∣∣∣)
≥(1− c)A−1. (4.18)
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(II) is established from (4.16).
|T−1(σi − σi)| = 210(1− c)−2A2
∣∣∣∣∣∣∣
n1(σ
′
1) · (σi − σ′i)
n2(σ
′
2) · (σi − σ′i)
n3(σ
′
3) · (σi − σ′i)

∣∣∣∣∣∣∣
≤ 2−3 < 1
2
.
Next we show (III). Note that the unit normals n˜i on S˜i are written as follows.
n˜i(σ˜i) =
(T−1)⊤ni(T σ˜i)
|(T−1)⊤ni(T σ˜i)| =
N−1ni(T σ˜i)
|N−1ni(T σ˜i)| .
In particular, the unit normals on T−1σ′i are the unit vectors ei;
n˜i(T
−1σ′i) = N
−1
ni(σ
′
i) = ei. (4.19)
From (4.18), we get
‖N−1‖ = ‖(N⊤)−1‖ ≤ 2|detN⊤|−1‖N⊤‖2 ≤ 12(1− c)−1A. (4.20)
Thus we obtain
‖T‖ ≤ 2−6(1− c)A−1. (4.21)
We deduce from (4.10)-(4.12), (4.19), (4.20) that
|N−1ni(T σ˜i)− ei| = |N−1(ni(T σ˜i)− ni(σ′i))| ≤ 2−7. (4.22)
This gives |n˜i(σ˜i) − ei| ≤ 2−5 and (III) is now obtained. Finally we show (IV). It
follows from (4.20)-(4.22) that
|n˜i(σ˜i)− n˜i(σ˜0i )|
|σ˜i − σ˜0i |
≤ 3 |N
−1(ni(T σ˜i)− ni(T σ˜0i ))|
|σ˜i − σ˜0i |
≤ 3‖N−1‖‖T‖|ni(T σ˜i)− ni(T σ˜
0
i )|
|T σ˜i − T σ˜0i |
. 1.
The last inequality is verified from (4.8) and (4.9). Similarly, from (4.21) and
(T−1)⊤N−1 = 210(1− c)−2A2E we have
|n˜i(σ˜0i ) · (σ˜i − σ˜0i )|
|σ˜i − σ˜0i |2
≤ 2‖T‖2 |N
−1
ni(T σ˜
0
i ) · (T−1T σ˜i − T−1T σ˜0i )|
|T σ˜i − T σ˜0i |2
≤ 2‖T‖2 |(T
−1)⊤N−1ni(T σ˜
0
i ) · (T σ˜i − T σ˜0i )|
|T σ˜i − T σ˜0i |2
≤ 1
2
|ni(T σ˜0i ) · (T σ˜i − T σ˜0i )|
|T σ˜i − T σ˜0i |2
. 1.
This completes (IV). 
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We now consider 0 ≤ ∠(ξ1, ξ2) ≤ π/2. First we show the estimate which is similar
to Proposition 4.3 for 64 ≤ A ≤ N
1
2
0 and 16 ≤ |j1 − j2| ≤ 32. In this case, thanks
to 0 ≤ ∠(ξ1, ξ2) ≤ π/2, N0 ∼ N1 ∼ N2 always holds true and we can obtain the
better estimates compared to Proposition 4.3.
Proposition 4.5. Let f , g1, g2 ∈ L2 be satisfy
supp f ⊂ K±,cN0,L0, supp g1 ⊂ DAj1 ∩K−N1,L1 , supp g2 ⊂ DAj2 ∩K+N2,L2 ,
and N0 ∼ N1 ∼ N2, 64 ≤ A ≤ N
1
2
0 , 16 ≤ |j1 − j2| ≤ 32. Then the following
estimate holds:∣∣∣∣∫ f(τ, ξ)g1(τ1, ξ1)g2(τ2, ξ2)dτ1dτ2dξ1dξ2∣∣∣∣ . A 12 (L0L1L2) 12‖f‖L2ξ,τ‖g1‖L2ξ,τ‖g2‖L2ξ,τ .
(4.23)
Proof. The proof is almost analogous to that of Proposition 4.3. Difference between
them is a step of decomposition. Precisely, in the proof of Proposition 4.3, we
decomposed f into ∼ A 32 pieces. We here decompose functions into finite pieces. If
A is not large, the estimates in Propositions 4.3 and 4.5 are equivalent. Thus we
may assume that A is sufficiently large number. From supp g1 ⊂ DAj1 , supp g2 ⊂ DAj2
and 16 ≤ |j1 − j2| ≤ 32, after suitable and harmless decomposition, we can assume
that there exists j such that 16 ≤ |j1 − j| ≤ 32 and supp f ∈ DAj . Furthermore we
decompose f , g1, g2 into finite pieces as follows;
f =
j0+k∑
j′=j0
χ
D
A1
j′
f, g1 =
j01+k∑
j′1=j
0
1
χ
D
A1
j′
1
g1, g2 =
j02+k∑
j′2=j
0
2
χ
D
A1
j′
2
g2
where k is the minimal dyadic number which satisfies k ≥ 220(1 − c)−2, A1 := kA
and j0, j01 , j
0
2 satisfy⋃
j0≤j′≤j0+k
D
A1
j′ = D
A
j ,
⋃
j01≤j
′
1≤j
0
1+k
D
A1
j′1
= DAj1,
⋃
j02≤j
′
2≤j
0
2+k
D
A1
j′2
= DAj2 .
Thanks to the finiteness of k, it suffices to prove the desired estimate (4.23) for
supp f ⊂ DA1j′ , supp g1 ⊂ DA1j′1 , supp g2 ⊂ D
A1
j′2
with fixed j′ ∈ [j0, j0 + k], j′1 ∈ [j01 , j01 + k], j′2 ∈ [j02 , j02 + k].
We utilize the same notations as in the proof of Proposition 4.3. By the same
argument as of the proof of Proposition 4.3, we only need to verify the following
estimate;
‖g˜1|S1 ∗ g˜2|S2‖L2(S3) . A
1
2‖g˜1‖L2(S1)‖g˜2‖L2(S2) (4.24)
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where
S1 =
{
φ+c˜1(ξ1) ∈ DA1j′1 |
1− c
4
≤ |ξ1| ≤ 2
}
,
S2 =
{
φ−c˜2(ξ2) ∈ DA1j′2 |
1− c
4
≤ |ξ2| ≤ 2
}
,
S3 =
{
(ψ∓(ξ), ξ) ∈ DA1j′ |
1
2
≤ |ξ| ≤ 4, ψ∓(ξ) = ∓c|ξ|+ c0
N0
}
.
We recall that the unit normals on σi ∈ Si (i = 1, 2, 3) are written as;
n1(σ1) =
1√
2
(
−1, (ξ1)1|ξ1| ,
(ξ1)2
|ξ1|
)
,
n2(σ2) =
1√
2
(
1,
(ξ2)1
|ξ2| ,
(ξ2)2
|ξ2|
)
,
n3(σ3) =
1√
c2 + 1
(
±1, c(ξ)1|ξ| , c
(ξ)2
|ξ|
)
.
where
σ1 = φ
+
c˜1
(ξ1), σ2 = φ
+
c˜2
(ξ2), σ3 = (ψ(ξ), ξ).
We may assume that there exist ξ′1, ξ
′
2, ξ
′ ∈ R2 such that
ξ′1 + ξ
′
2 = ξ
′, (σ′1 :=)φ
+
c˜1
(ξ′1) ∈ S1, (σ′2 :=)φ−c˜2(ξ′2) ∈ S2, (σ′3 :=)(ψ∓(ξ′), ξ′) ∈ S3.
From S1 ⊂ DA1j′1 , S2 ⊂ D
A1
j′2
and S3 ⊂ DA1j′ , we easily observe
|n1(σ1)− n1(σ′1)| ≤ 2−10(1− c)A−1, (4.25)
|n2(σ2)− n2(σ′2)| ≤ 2−10(1− c)A−1, (4.26)
|n3(σ3)− n3(σ′3)| ≤ 2−10(1− c)A−1. (4.27)
The above estimates (4.25)-(4.27) give
|(σ1 − σ′1) · n1(σ′1)| =
∣∣∣∣(σ1 − |σ1||σ′1|σ′1
)
· n1(σ′1)
∣∣∣∣ ≤ 2−20(1− c)2A−2,
|(σ2 − σ′2) · n2(σ′2)| =
∣∣∣∣(σ2 − |σ2||σ′2|σ′2
)
· n2(σ′2)
∣∣∣∣ ≤ 2−20(1− c)2A−2,
|(σ3 − σ′3) · n3(σ′3)| =
∣∣∣∣(σ3 − |σ3||σ′3|σ′3
)
· n3(σ′3)
∣∣∣∣ ≤ 2−20(1− c)2A−2.
By the same argument as in the proof of Proposition 4.3, we can assume
|(σi − σ′i) · nj(σ′j)| ≤ 2−20(1− c)2A−2 for any i, j = 1, 2, 3. (4.28)
The remaining part is only to prove (I)-(IV) in Proposition 4.3 with
T = 2−10(1− c)2A−2(N⊤)−1, N = N(σ′1, σ′2, σ′3)
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and S˜i := T
−1Si (i = 1, 2, 3). (I)-(IV) are verified from (4.25)-(4.28) as we proved in
the proof of Proposition 4.3. To avoid redundancy, we omit the proof of them. 
Lastly, we consider the case of sufficiently small ∠(ξ1, ξ2).
Proposition 4.6. Let f , g1, g2 ∈ L2 and M0 is the minimal dyadic number which
satisfies N
1
2
0 ≤M0. We assume that f , g1, g2 satisfy
supp f ⊂ K±,cN0,L0 , supp g1 ⊂ DM0j1 ∩K−N1,L1 , supp g2 ⊂ DM0j2 ∩K+N2,L2 ,
with N0 ∼ N1 ∼ N2, |j1 − j2| ≤ 16. Then the following estimate holds:∣∣∣∣∫ f(τ, ξ)g1(τ1, ξ1)g2(τ2, ξ2)dτ1dτ2dξ1dξ2∣∣∣∣
. N
1
4
0 (L0L
12
min)
1
2‖f‖L2
ξ,τ
‖g1‖L2
ξ,τ
‖g2‖L2
ξ,τ
. (4.29)
Proof. From supp g1 ⊂ DM0j1 and supp g2 ⊂ DM0j2 , we may assume supp f ⊂ DM0j .
We also assume L1 ≤ L2 by symmetry. By Ho¨lder inequality, (4.29) is established
if we show
‖PK+
N2,L2
((PK±,c
N0,L0
f)(PK−
N1,L1
g1))‖L2x,t . N
1
4
0 (L0L1)
1/2‖f‖L2x,t‖g1‖L2x,t . (4.30)
It is easily confirmed that (4.30) can be verified by the proof of Proposition 2.2 with
minor modification. Indeed, same as in the proof of Proposition 2.2, we find that
the desired estimate (4.30) is shown by
sup
τ,ξ
|E(τ, ξ)| . N
1
2
0 L0L1 (4.31)
where
E(τ, ξ) := {(τ1, ξ1) ∈ DM00 | 〈τ − τ1 ± c|ξ − ξ1|〉 ∼ L0, 〈τ1 − |ξ1|〉 ∼ L1}.
Applying the same proof as in Proposition 2.2, we immediately obtain (4.31) thanks
to N1M
−1
0 ∼ N
1
2
0 . 
We now prove the crucial estimates (3.1) and (3.2) with ±2 = + and N0 . N1 ∼
N2.
Theorem 4.7. For any s ∈ (−13
18
, 0), there exists b ∈ (1/2, 1) such that for
f, g1, g2 ∈ S(R× R2), the following estimates hold:∑
N1
∑
1≤N0.N1∼N2
∑
Lj
I+1 . ‖f‖Xs, b±, c‖g1‖Xs, b− ‖g2‖X−s, 1−b+ , (4.32)∑
N1
∑
1≤N0.N1∼N2
∑
Lj
I+2 . ‖f‖X−s, 1−b±, c ‖g1‖Xs, b− ‖g2‖Xs, b+ , (4.33)
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where
I+1 :=
∣∣∣∣N−11 ∫ (PK±,cN0,L0f)(PK−N1,L1g1)(PK+N2,L2g2)dtdx
∣∣∣∣ ,
I+2 :=
∣∣∣∣N0N−11 N−12 ∫ (PK±,cN0,L0f)(PK−N1,L1g1)(PK+N2,L2g2)dtdx
∣∣∣∣ .
Proof. We first note that if N1 . L
012
max then (4.32) and (4.33) are obtained by the
same proof as that of Theorem 3.2. Therefore we can assume L012max . N1. We can
also assume that 1 ≪ N0. Indeed, if N0 ∼ 1 (4.32) and (4.33) are immediately
obtained by using Proposition 2.1 as N0 ∼ 1.
If s ∈ (−13
18
, −1
2
), considering N0 . N1 ∼ N2, we observe that the latter estimate
(4.33) is difficult to show compared with the former one. Clearly, the proof of (4.32)
and (4.33) become easier as s gets greater. Therefore, we here focus our attention
on proving (4.33) for s ∈ (−13
18
, −1
2
).
Considering (4.33) in Fourier side, it is easily confirmed that (4.33) is equivalent
to∑
N1
∑
N0.N1∼N2
∑
Lj.N1
N0N
−2
1
∣∣∣∣∫ f±,c(τ1 + τ2, ξ1 + ξ2)g−1 (τ1, ξ1)g+2 (τ2, ξ2)dτ1dτ2dξ1dξ2∣∣∣∣
. ‖f‖X̂−s, 1−b±, c ‖g1‖X̂s, b− ‖g2‖X̂s, b+ , (4.34)
Here we utilized the redefined denotations f±,c := χK±,c
N0,L0
f , g−1 := χK−
N1,L1
g, g+2 :=
χK+
N2,L2
, and the norms
‖ ·̂ ‖X̂−s, 1−b±, c = ‖ · ‖X−s, 1−b±, c , ‖ ·̂ ‖X̂s, b− = ‖ · ‖Xs, b− , ‖ ·̂ ‖X̂s, b+ = ‖ · ‖Xs, b+ .
For simplicity, we use
I(f, g, h) := N0N
−2
1
∣∣∣∣∫ f(τ, ξ)g(τ1, ξ1)h(τ2, ξ2)dτ1dτ2dξ1dξ2∣∣∣∣
where τ = τ1 + τ2 and ξ = ξ1 + ξ2. By the decomposition of R
3 × R3
R
3 × R3 =
⋃
−M0≤j1,j2≤M0−1
|j1−j2|≤16
D
M0
j1
×DM0j2 ∪
⋃
64≤A≤M0
⋃
−A≤j1,j2≤A−1
16≤|j1−j2|≤32
D
A
j1 ×DAj2
∪
⋃
−M1≤j1,j2≤M1−1
|j1−j2±M1|≤16
D
M1
j1
×DM1j2 ∪
⋃
64≤A≤M1
⋃
−A≤j1,j2≤A+1
16≤|j1−j2±A|≤32
D
A
j1 ×DAj2 .
where M0 and M1 are the minimal dyadic number which satisfies respectively
N
1
2
0 ≤M0, 27(1− c)−
1
2
(N1N2)
1
2
N0
≤M1,
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we only need to show
(I)
∑
N0∼N1∼N2
∑
Lj.N1
∑
−M0≤j1,j2≤M0−1
|j1−j2|≤16
I(f±,c, g−,M0,j11 , g
+,M0,j2
2 )
. ‖f‖X̂−s, 1−b±, c ‖g1‖X̂s, b− ‖g2‖X̂s, b+ ,
(II)
∑
N0∼N1∼N2
∑
Lj.N1
∑
64≤A≤M0
∑
−M0≤j1,j2≤M0−1
|j1−j2|≤16
I(f±,c, g−,A,j11 , g
+,A,j2
2 )
. ‖f‖X̂−s, 1−b±, c ‖g1‖X̂s, b− ‖g2‖X̂s, b+ ,
(III)
∑
N1
∑
1≪N0.N1∼N2
∑
Lj.N1
∑
−M1≤j1,j2≤M1−1
|j1−j2±M1|≤16
I(f±,c, g−,M1,j11 , g
+,M1,j2
2 )
. ‖f‖X̂−s, 1−b±, c ‖g1‖X̂s, b− ‖g2‖X̂s, b+ ,
(IV)
∑
N1
∑
1≪N0.N1∼N2
∑
Lj.N1
∑
64≤A≤M1
∑
−A≤j1,j2≤A−1
|j1−j2±A|≤16
I(f±,c, g−,A,j11 , g
+,A,j2
2 )
. ‖f‖X̂−s, 1−b±, c ‖g1‖X̂s, b− ‖g2‖X̂s, b+ ,
where g−,A,j11 := g
−
1 |DAj1 and g
+,A,j2
2 := g
+
2 |DAj2 . We further simplify (I)-(IV). From
ℓ2 Cauchy-Schwarz inequality and Lj . N1, it suffices to show that there exists
0 < ε < 1 such that the following estimates hold;
(I)′
∑
−M0≤j1,j2≤M0−1
|j1−j2|≤16
I(f±,c, g−,M0,j11 , g
+,M0,j2
2 )
. N s−ε0 (L0L1L2)
1
2‖f±,c‖L2
ξ,τ
‖g−1 ‖L2ξ,τ ‖g
+
2 ‖L2ξ,τ ,
(II)′
∑
64≤A≤M0
∑
−A≤j1,j2≤A−1
|j1−j2|≤16
I(f±,c, g−,A,j11 , g
+,A,j2
2 )
. N s−ε0 (L0L1L2)
1
2‖f±,c‖L2
ξ,τ
‖g−1 ‖L2ξ,τ ‖g+2 ‖L2ξ,τ ,
(III)′
∑
−M1≤j1,j2≤M1−1
|j1−j2±M1|≤16
I(f±,c, g−,M1,j11 , g
+,M1,j2
2 )
. N−s0 N
2s−ε
1 (L0L1L2)
1
2‖f±,c‖L2
ξ,τ
‖g−1 ‖L2ξ,τ‖g
+
2 ‖L2ξ,τ ,
(IV)′
∑
64≤A≤M1
∑
−A≤j1,j2≤A−1
|j1−j2±A|≤16
I(f±,c, g−,A,j11 , g
+,A,j2
2 )
. N−s0 N
2s−ε
1 (L0L1L2)
1
2‖f±,c‖L2
ξ,τ
‖g−1 ‖L2ξ,τ‖g+2 ‖L2ξ,τ .
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If −3/4 < s, (I)′ is immediately established by using Proposition 4.5.∑
−M0≤j1,j2≤M0−1
|j1−j2|≤16
I(f±,c, g−,M0,j11 , g
+,M0,j2
2 )
∼
∑
−M0≤j1,j2≤M0−1
|j1−j2|≤16
N−10
∣∣∣∣∫ f±,c(τ, ξ)g−,M0,j11 (τ1, ξ1)g+,M0,j22 (τ2, ξ2)dτ1dτ2dξ1dξ2∣∣∣∣
. N
− 3
4
0 (L0L1)
1
2‖f±,c‖L2
ξ,τ
∑
−M0≤j1,j2≤M0−1
|j1−j2|≤16
‖g−,M0,j11 ‖L2ξ,τ ‖g
+,M0,j2
2 ‖L2ξ,τ ,
. N
− 3
4
0 (L0L1L2)
1
2‖f±,c‖L2
ξ,τ
‖g−1 ‖L2ξ,τ‖g
+
2 ‖L2ξ,τ .
Next we prove (II)′. It follows from Proposition 4.5 that∑
64≤A≤M0
∑
−A≤j1,j2≤A−1
|j1−j2|≤16
I(f±,c, g−,A,j11 , g
+,A,j2
2 )
∼
∑
64≤A≤M0
∑
−A≤j1,j2≤A−1
|j1−j2|≤16
N−10
∣∣∣∣∫ f±,c(τ, ξ)g−,A,j11 (τ1, ξ1)g+,A,j22 (τ2, ξ2)dτ1dτ2dξ1dξ2∣∣∣∣
.
∑
64≤A≤M0
N−10 A
1
2 (L0L1L2)
1
2‖f±,c‖L2
ξ,τ
∑
−A≤j1,j2≤A−1
|j1−j2|≤16
‖g−,A,j11 ‖L2ξ,τ‖g
+,A,j2
2 ‖L2ξ,τ
. N
− 3
4
0 (L0L1L2)
1
2‖f±,c‖L2
ξ,τ
‖g−1 ‖L2ξ,τ ‖g+2 ‖L2ξ,τ .
(III)′ is verified as follows. By Lemma 4.2, we have N0 . L
012
max. For the sake of
simplicity, we here consider the case of N0 . L0. The other cases can be proved
similarly. If −3/4 < s, we deduce from Proposition 2.1 and Ho¨lder inequality that∑
−M1≤j1,j2≤M1−1
|j1−j2±M1|≤16
I(f±,c, g−,M1,j11 , g
+,M1,j2
2 )
∼N0N−21
∑
−M1≤j1,j2≤M1−1
|j1−j2±M1|≤16
∣∣∣∣∫ f±,c(τ, ξ)g−,M1,j11 (τ1, ξ1)g+,M1,j22 (τ2, ξ2)dτ1dτ2dξ1dξ2∣∣∣∣
.N0N
−2
1
∑
−M1≤j1,j2≤M1−1
|j1−j2±M1|≤16
‖χK±,c
N0,L0
(g−,M1,j11 ∗ g+,M1,j22 )‖L2ξ,τ ‖f±,c‖L2ξ,τ
.N0N
−2
1 N
1
2
0 N
1
4
1 L
1
2
1L
1
4
2N
− 1
2
0 L
1
2
0 ‖f±,c‖L2ξ,τ
∑
−M1≤j1,j2≤M1−1
|j1−j2±M1|≤16
‖g−,M0,j11 ‖L2ξ,τ ‖g
+,M0,j2
2 ‖L2ξ,τ .
.N−s0 N
2s−ε
1 (L0L1L2)
1
2‖f±,c‖L2
ξ,τ
‖g−1 ‖L2ξ,τ ‖g
+
2 ‖L2ξ,τ .
Lastly, we prove (IV)′. We use the two estimations depending on N0 and N1.
Precisely, we utilize Proposition 2.2 ifN70 . N
5
1 , and if not so, we employ Proposition
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4.3. We first assume N70 . N
5
1 .∑
64≤A≤M1
∑
−A≤j1,j2≤A−1
|j1−j2±A|≤16
I(f±,c, g−,A,j11 , g
+,A,j2
2 )
∼N0N−21
∑
64≤A≤M1
∑
−A≤j1,j2≤A−1
|j1−j2±A|≤16
∣∣∣∣∫ f±,c(τ, ξ)g−,A,j11 (τ1, ξ1)g+,A,j22 (τ2, ξ2)dτ1dτ2dξ1dξ2∣∣∣∣
.N0N
−2
1
∑
64≤A≤M1
∑
−A≤j1,j2≤A−1
|j1−j2±A|≤16
‖χK−
N1,L1
(f±,c ∗ g+,A,j22 )‖L2ξ,τ‖g
−,A,j1
1 ‖L2ξ,τ
.N0N
−2
1 N
1
2
0 (L0L2)
1
2
∑
64≤A≤M1
‖f±,c‖L2
ξ,τ
∑
−A≤j1,j2≤A−1
|j1−j2±A|≤16
‖g−,A,j11 ‖L2ξ,τ ‖g
+,A,j2
2 ‖L2ξ,τ .
.N
3
2
0 N
−2+ε
1 (L0L1L2)
1
2‖f±,c‖L2
ξ,τ
‖g−1 ‖L2ξ,τ‖g+2 ‖L2ξ,τ
.N
3
2
0 N
−2−2s+2ε
1 N
2s−ε
1 (L0L1L2)
1
2‖f±,c‖L2
ξ,τ
‖g−1 ‖L2ξ,τ ‖g
+
2 ‖L2ξ,τ
.N
− 1
10
(13+28s−28ε)
0 N
2s−ε
1 (L0L1L2)
1
2‖f±,c‖L2
ξ,τ
‖g−1 ‖L2ξ,τ ‖g
+
2 ‖L2ξ,τ .
If we fix ε as ε = 18
28
(s+ 13
18
) > 0, this means (IV)′. We next assume N70 & N
5
1 . From
Proposition 4.3 and M1 ∼ N1/N0, we observe that∑
64≤A≤M1
∑
−A≤j1,j2≤A−1
|j1−j2±A|≤16
I(f±,c, g−,A,j11 , g
+,A,j2
2 )
∼N0N−21
∑
64≤A≤M1
∑
−A≤j1,j2≤A−1
|j1−j2±A|≤16
∣∣∣∣∫ f±,c(τ, ξ)g−,A,j11 (τ1, ξ1)g+,A,j22 (τ2, ξ2)dτ1dτ2dξ1dξ2∣∣∣∣
.N0N
−2
1
∑
64≤A≤M1
A
5
4 (L0L1L2)
1
2‖f±,c‖L2
ξ,τ
∑
−A≤j1,j2≤A−1
|j1−j2±A|≤16
‖g−,A,j11 ‖L2ξ,τ‖g
+,A,j2
2 ‖L2ξ,τ
.N0N
−2
1 N
5
4
1 N
− 5
4
0 (L0L1L2)
1
2‖f±,c‖L2
ξ,τ
‖g−1 ‖L2ξ,τ‖g
+
2 ‖L2ξ,τ
.N
− 1
4
0 N
− 3
4
1 (L0L1L2)
1
2‖f±,c‖L2
ξ,τ
‖g−1 ‖L2ξ,τ ‖g
+
2 ‖L2ξ,τ
.N−s0 N
s− 1
4
0 N
− 3
4
1 (L0L1L2)
1
2‖f±,c‖L2
ξ,τ
‖g−1 ‖L2ξ,τ ‖g+2 ‖L2ξ,τ
.N−s0 N
2s− 1
14
(18s+13)
1 (L0L1L2)
1
2‖f±,c‖L2
ξ,τ
‖g−1 ‖L2ξ,τ ‖g
+
2 ‖L2ξ,τ .
This completes the proof of (IV)′. 
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