Analyses of genetic variation in macrophages from inbred mouse strains reveal how a complex network of transcription factors influence cisregulatory elements to impact differentiation and responses to environmental change.
INTRODUCTION
Mammalian organisms are composed of several hundred cell types that share a common genome. The development and function of each cell thus requires the appropriate selection of promoter and enhancer elements that regulate cell-specific programs of gene expression (Heinz et al., 2015; Levine, 2010; Shlyueva et al., 2014) . Genome-wide assessment of chromatin features specific to enhancers and promoters across mammalian cell types and tissues revealed hundreds of thousands of enhancer-like regions, with any particular cell type exhibiting on the order of 20,000-30,000 per cell type (Andersson et al., 2014; Kundaje et al., 2015) . The general question of how each cell type selects its particular repertoire of transcriptional regulatory elements is therefore central to understanding its development and functions.
An investigation of the mechanisms underlying the selection of cell-specific enhancers indicates key roles of pioneering factors that have the potential to recognize their binding motifs in the context of closed chromatin (Soufi et al., 2015) and can therefore function as lineage-determining transcription factors (LDTFs) (Heinz et al., 2015; Iwafuchi-Doi and Zaret, 2014) . However, such factors only bind to a small fraction of their corresponding recognition motifs present within the genome, and the same pioneering factor can bind to different genomic regions in different cell types (Heinz et al., 2010; Jin et al., 2011; Kundaje et al., 2015) . Therefore, additional mechanisms are required to specify their DNA binding patterns in each cell type.
Studies in macrophages provided evidence for a collaborative/hierarchical model for enhancer selection driven by macrophage-restricted combinations of LDTFs that include PU.1 and C/EBPa/b (Heinz et al., 2010) . These studies suggested that the pioneering functions of PU.1 and C/EBPs depended on collaborative interactions at genomic sites containing closely spaced (i.e., < $150 bp) binding motifs for each factor. Collaborative binding of PU.1 and C/EBPs was supported by studies investigating effects of genetic variation in macrophages derived from C57BL/6J and BALB/cJ mice, in which hundreds of strainspecific binding sites were observed (Heinz et al., 2013) . Strainspecific mutations in the recognition motif for PU.1 resulting in loss of PU.1 binding also resulted in loss of nearby C/EBPb binding, despite intact C/EBP recognition motifs and vice versa. While these studies provided support for a collaborative model of enhancer selection, they also indicated that the majority of strain-specific binding of PU.1, C/EBP, and P65 could not be explained by mutations in binding motifs (Heinz et al., 2013) . This discrepancy raised new questions regarding the determinants of the pioneering functions of these factors and the extent to which their binding is influenced by nearby versus distant genomic elements.
Here, we exploit genetic variations across five diverse inbred strains of mice to query mechanisms underlying transcription factor (TF) binding and function. To eliminate the confounding effects of strain-specific differences in tissue environments that are known to influence macrophage phenotypes in vivo (Gosselin et al., 2014; Lavin et al., 2014) , we performed studies in bonemarrow-derived macrophages (BMDMs), in which each strainspecific population of macrophages was established using an identical macrophage colony-stimulating factor (M-CSF)-dependent differentiation protocol. To assess the impact of genetic variation on signal-dependent TF (SDTF) binding and function, we activated BMDMs with Kdo2 lipid A (KLA), a highly specific TLR4 agonist (Raetz et al., 2006) . This system has several experimental See also Figure S1 and Table S1 .
strengths. BMDMs are derived from readily available inbred strains of mice in which all loci are homozygous and whole genome sequences are available (Keane et al., 2011) . The five strains selected provide genetic variation ranging between $4.5 million SNPs + InDels, similar to differences between any two individuals, to $50 million SNPs + InDels, on the order of all such common variants in the human population (Auton et al., 2015) . The selected strains of mice have been extensively phenotyped and exhibit marked phenotypic diversity (Bogue et al., 2017; Lusis et al., 2016) . Sufficient cells can be obtained for a broad range of genomic, proteomic, lipidomic, and functional assays and can be readily derived from crosses between strains and genetically modified mice. Using this experimental system, we systematically evaluate the effects of SNPs and InDels on gene expression, nascent transcription, open chromatin, TF binding, and histone modifications associated with primed and/or active regulatory elements in resting and activated primary macrophages ( Figure 1A ), generating >250 genome-wide datasets. In parallel, we develop a general computational pipeline for assessing the significance of motif mutations on TF binding.
Given the diverse roles of macrophages in immunity, tissue homeostasis, and disease (Wynn et al., 2013) , the experimental system, accompanying data, and analytical pipeline provide a significant new resource for investigation of the transcriptional mechanisms underlying macrophage gene expression and their context-specific functions. We observe striking effects of genetic variation on nascent and mature RNA expression that predict distinct macrophage phenotypes. Differences in gene expression are associated with order of magnitude greater differences in TF binding. Leveraging these differences, we provide evidence supporting the hypothesis that the genomic binding patterns of macrophage LDTFs are influenced by a large fraction of other TFs expressed in these cells. Although most variation in nascent transcription and TF binding is consistent with cis-regulation, thousands of strain-specific differences in TF binding and chromatin features cannot be explained by local mutations. Integration of strain-specific genomic features indicate that they frequently reside in highly interconnected clusters associated with strain-specific gene expression, suggesting a domainwide regulatory environment that influences TF binding and function.
RESULTS

Macrophages from Genetically Diverse Mice Exhibit Striking Differences in Gene Expression
To investigate the impact of a broad range of genetic variation on mature RNA transcripts, we performed RNA sequencing (RNAseq) of polyadenylated (polyA) transcripts in BMDMs derived from female C57BL/6J (C57), BALB/cJ (BALB), NOD/ShiLtJ (NOD), PWK/PhJ (PWK), and SPRET/EiJ (SPRET) mice (Figure S1A) under basal conditions (notx) and following stimulation with Kdo2-lipid A (KLA) for 1 hr. A minimum of two biological replicates was performed for each mouse strain and condition, with replicates being highly correlated (Figures S1B and S1C). Pairwise comparisons of BALB, NOD, PWK, and SPRET BMDMs to C57 BMDMs indicate a progressive increase in differential gene expression in resting cells ( Figure 1B ). Divergent gene expression ranged from 112 RNA transcripts in the BALB x C57 comparison to 1,438 RNA transcripts in the SPRET x C57 (4-fold cutoff, false discovery rate [FDR] of 0.01) (Table S1 ). Shared and private differently regulated genes are shown in Figure 1C . These data show that BMDMs, despite being maintained in identical environments, exhibit remarkably diverse gene expression. For example, $10% of the expressed transcripts vary at least 4-fold without KLA perturbation. Upon KLA treatment, 129 genes were regulated in any strain by >4-fold (Table S1 ). Although differences in the expression response to KLA at 1 hr across strains increased with genetic variation, there was strong conservation in the direction of the response between strain BMDMs ( Figures 1C and 1D ). Transcriptional variation as a function of SNPs + InDels for all ten pairwise comparisons is indicated in Figure 1E . Notably, differential gene expression exhibits a sharp rise for pairwise comparisons between C57, BALB, and NOD and comparisons of these strains with PWK. Addition of SPRET results in a further, but non-linear, increase in divergent gene expression.
Clustering the RNA-seq data segregates the samples by strain, with KLA treatment as a secondary determinant (Figure S1C) . WGCNA analysis (Langfelder and Horvath, 2008) identifies numerous differentially expressed gene modules, many of which are significantly enriched for genes associated with specific biological functions, including autophagy, metabolism, cell-cycle, and interferon (IFN) signaling (Figures 1C and S1D) .
To validate one such module, we tested the prediction that macrophages derived from SPRET mice would exhibit defects in the type I IFN response following TLR4 ligation compared to C57 macrophages. BMDMs were treated with KLA for 6 hr, at which time a robust type I IFN response was observed in C57 BMDMs. This is shown by an expression heatmap of 46 known IFN-stimulated genes (ISGs) exhibiting >4-fold induction ( Figure 1F ). A subset of these genes, e.g., Mx1 and Mx2, are fully induced in SPRET BMDMs. However, 37 of 46 ISGs exhibit >2-fold less expression in SPRET BMDMs following KLA treatment, e.g., Ccl5 and Ccl2, with 40 of these exhibit >2-fold less expression in SPRET BMDMs under notx conditions. These findings suggest that differences in the basal level of type I IFN pathway activity in these macrophages determine their expression after stimulation. Overall, these studies quantify the extensive range of gene expression associated with the >50 million SNPs + InDels provided by five diverse strains of mice.
Genetic Variation Primarily Alters Nascent
Transcription through Distal Cis-Regulatory Elements Genetic variation can influence many aspects of RNA synthesis, processing, and degradation. To more directly assess the effects of genetic variation on nascent transcription, we performed whole-genome run-on analysis coupled to deep sequencing (GRO-seq) (Core et al., 2008) on strain-specific BMDMs under notx and 1-hr KLA treatment (Table S2) . Like in the case of polyA RNA transcripts, pairwise comparisons of nascent gene body transcripts exhibited increasing, but non-linear, strain-specific differences with increasing degrees of genetic variation (Figure 2A) . Strain-specific GRO-seq signal is exemplified for insulin-like growth factor 1 (Igf1) in Figure 2B . KLA treatment induced a GRO-seq signal at 939 genes in BMDMs from at least one strain and repressed 452 genes. Clustering of GRO-seq datasets indicates that the KLA response is the dominant variable, in contrast to strain background for polyA transcripts ( Figure S2A ). Like in the case of the RNA response, very few genes exhibited divergent responses to KLA at 1 hr ( Figure 2C ).
To define sites of transcription initiation, we performed 5 0 GRO-seq, which selects for the capped ends of nascent transcripts and enables base pair resolution of RNA polymerase II (Pol II) start sites (Lam et al., 2013) . The relationship of 5 0 GROseq to GRO-seq and H3K27ac at the Igf1 locus is illustrated in Figure 2B . In addition to genic start sites, GRO-seq and 5 0 GRO-seq also quantify RNA generated at enhancers (eRNAs) (Hah et al., 2011; Kaikkonen et al., 2013; Lam et al., 2013) observed upstream of the Igf1 transcription start site (TSS) in Figure 2B. Using 5 0 GRO-seq to define genic start sites, we find $30% of mRNAs are initiated further than 50 bp from RefSeqannotated start sites, suggesting utilization of alternative core promoter elements in macrophages and/or technical differences with respect to prior annotation methods ( Figures S2B and S2C) . We investigated the extent to which differences in nascent and polyA RNA levels could be explained by mutations in the core promoter (À30 to +20 bp from the TSS), the proximal promoter region (À300 to +50 bp from the TSS), and more distal elements based on 5 0 GRO-seq-annotated TSS. Figure 2D shows the percentage of core promoter regions containing mutations that exhibit >4-fold differences in gene expression against the percentage of core promoter regions with mutations that do not. For comparisons of C57 versus PWK or SPRET, 20%-40% of core promoters contain mutations, regardless of variation in gene expression. For comparisons of C57 versus BALB or NOD, the mutation frequency in core promoters of differentially expressed genes is 10%-15%, compared to 5%-10% in core promoters of similarly expressed genes. For the proximal promoter, $40% of differently regulated genes in C57, BALB, and NOD BMDMs contain sequence variants compared to $20% mutation frequency in the proximal promoters of similarly expressed genes ( Figure S2D ). These mutation frequencies have significantly similar proportions (p < 1 3 10 À3 for all comparisons), indicating that the majority of differences in gene expression cannot be explained by variation in the core or proximal promoter sequences. Next, we established the relative contributions of local versus distal genetic variation on differential expression of nascent transcripts by analyzing BMDMs derived from F1 crosses of C57, PWK, and SPRET mice. In this context, differences between inbred parental strains are likely a cis effect if the difference between the parental alleles is maintained within the F1 hybrid. In contrast, if alleles that are differentially expressed in the parental Figure 1A .
(B) Comparison of GRO-seq, 5 0 GRO-seq, and
H3K27ac signal at the Igf1 locus in BMDMs derived from each strain under notx conditions. (C) Ratio-ratio plots of GRO-seq tag counts for KLA/notx conditions, comparing C57 versus BALB (left) or SPRET (right). Colors are the same as those used in Figure 1D .
(D) Relationship of differential RNA-seq expression as a function of mutations between À30 and +20 bp of the TSS defined by 5 0 GRO-seq signal.
(E) Ratio-ratio plot of gene body GRO-seq tag counts in BMDMs derived from C57 and SPRET mice versus allele-specific tag counts in BMDMs derived from SPRET x C57 F1 mice.
(F) GRO-seq expression for Npy and Pla2g7 in BMDMs derived from C57 and SPRET mice and allele-specific tag counts in BMDMs derived from SPRET x C57 F1 mice. See also Figure S2 and Table S2. strains become similarly expressed in the F1 animal, we consider differential regulation in the parental strains to be mainly due to trans effects. A plot of the fold difference in allele-specific reads of nascent transcripts for a cross of C57 and SPRET mice versus the fold difference in the parental strains is illustrated in Figure 2E ( Figure S2E for the cross of C57 and PWK). These comparisons indicate that $80% of the differences in nascent transcripts are determined in cis ( Figure S2F ). Examples primarily illustrating cis-regulation are provided for Npy and Plag2g7 for C57 versus SPRET BMDMs in Figure 2F . Collectively, these findings indicate that strain-specific gene expression primarily results from cis-variation that is distal from core and proximal promoter elements.
Effect of Genetic Variation on TF Binding Greatly Exceeds the Effects on Gene Expression
To investigate the mechanisms by which genetic variation results in altered gene transcription, we systematically evaluated epigenetic features and TF binding in BMDMs derived from each strain under notx and KLA stimulated conditions. Chromatin immunoprecipitation sequencing (ChIP-seq) of dimethylation of lysine 4 on histone 3 (H3K4me2) and acetylation of lysine 27 on histone 3 (H3K27ac) were used as surrogates of primed and active regulatory regions (Creyghton et al., 2010; He et al., 2010) . Regions of open chromatin were assessed using the assay for transposase-accessible chromatin (ATAC-seq) (Buenrostro et al., 2013) . ChIP-seq experiments were performed for macrophage LDTFs PU.1, C/EBPb, CJUN, and the signal-dependent P65 component of nuclear factor kappa-light-chain-enhancer of activated B cells (NF-kB). The irreproducible discovery rate (IDR) method (Li et al., 2011) was used to define highly reproducible peaks across replicates for the ChIP-seq and ATAC-seq data. Because IDR is not applicable to histone modification ChIPseq experiments, DESeq2 was used (Love et al., 2014) , and regions similar between replicates (p < 0.001) were kept. Examples of biological replicates and correlation heatmaps are provided in Figures S3A and S3B . The numbers of features identified for each of these assays in the five strains of BMDMs under notx and KLA conditions are provided in Table S3 .
The effect of genetic variation on H3K27ac ChIP-seq regions is illustrated for comparisons of BALB and SPRET BMDMs to C57 BMDMs in Figure 3A ( Figure S3C for H3K4me2). Like in the case of polyA and nascent RNA, variation in these features scale with genetic diversity, but to a greater degree. Extension of these comparisons for ATACseq defined regions is illustrated in Figure 3B . Strikingly, variation in open chromatin regions occurs to an order of magnitude greater extent than polyA or nascent RNA expression. Genomic regions exhibiting R 4-fold differences in ATACseq tag counts range from $1,650 for the comparison of C57 and BALB to $19,700 for the comparison of C57 to SPRET. We performed de novo motif analysis of distal ATAC-seq peaks (> 3 kb from a TSS) associated with H3K27ac, corresponding to potential enhancer elements, in resting BMDMs from each strain. This analysis returned a consistent pattern of motifs for PU.1, AP-1, and C/EBP as the most highly enriched motifs, followed by motifs for USF, RUNX, and a composite PU.1-IRF motif ( Figure 3C ). We then defined the intersections of ChIP-seq peaks for PU.1, CJUN, and C/EBPb with distal ATAC-seq peaks associated with H3K27ac. These three factors, alone or in combination, were found to occupy $85% of the putative distal regulatory regions of BMDMs in each strain, exemplified for C57 BMDMs ( Figure 3D ). H3K27ac ChIP-seq data were also used to define super enhancers, which in contrast to enhancers were generally concordant across strains ( Figure 3E ).
The impact of genetic variation on TF binding is illustrated for PU.1 ( Figure 3F ). Like in the case of H3K27ac regions and ATAC-seq peaks, we observed a striking graded progression of strain-specific binding as a function of genetic variation. Strain-specific binding of PU.1 ranged from $3,800 peaks (BALB versus C57) to >23,000 peaks (SPRET versus C57), the latter number representing nearly 25% of the IDR-defined PU.1 binding sites. Similar patterns were observed for C/EBPb, CJUN, and P65 ( Figures S3D-S3F ). To quantify the extent of cis versus trans-regulation, PU.1 ChIP-seq experiments were performed in two F1 strains (PWK x C57 and SPRET x C57) in resting BMDMs and after 1 hr of KLA stimulation. Directly comparing the fold change of allele-specific reads between parents and F1 strains indicates that >70% of the peaks follow the parental pattern and are therefore considered to be cis-regulated (Figures 3G, S3G, and S3H) , consistent with findings for nascent RNA. Collectively, these findings indicate that effects of genetic variation on TF binding greatly exceed effects on nascent and mature RNA transcripts.
Many Strain-Specific TF Binding Sites Lack Local DNA Sequence Variation An important question is the extent to which strain-specific differences in open chromatin or TF binding can be explained by local mutations. To address this question, we assessed the extent to which strain-similar and strain-specific ATAC-seq and ChIP-seq peaks exhibit local genetic variation. For comparisons of C57 to BALB and NOD BMDMs, 20%-22% of the strain-similar peaks contain mutations ( Figure 3H ) (22%-25% for the more lenient definition, respectively). These frequencies increase in comparisons involving PWK and SPRET BMDMs, indicating that the great majority of local sequence variants are silent. For strain-specific peaks defined by a >4-fold cutoff, comparisons of C57 to BALB and NOD BMDMs indicated that only 52%-59% of the ATACseq peaks and 64%-78% of the PU.1 ChIP-seq peaks contain local variants. Extending the strain-specific cutoff to >8-fold, 76%-77% of ATAC-seq peaks and 76%-81% of PU.1 ChIPseq peaks contain local SNPs and/or InDels ( Figure 3H ). Similar relationships are observed for C/EBPb, CJUN, and P65 (Figure S3I) . Further examination of structural variants indicates that these regions frequently explain extreme (i.e., all or none) strainspecific differences ( Figure S3J ) for regions without mutations, but overall account for only about 2%-4% of >4-fold differences between strains ( Figure S3K ). While these findings are consistent with the expected effects of genetic variation on TF binding and open chromatin, they also indicate that substantial fractions of strain-specific differences in these features cannot be explained by local variants.
Inference of an Extensive Network of Collaborative TFs
Prior observations that mutations in PU.1 motifs alter the binding of nearby C/EBPb and vice versa (Heinz et al., 2013) have suggested the basis for a general approach for discovery of collaborative binding partners by systematic analysis of effects of local motif mutations. Here, we qualitatively advance this strategy by leveraging the diversity of five strains of mice, simultaneously assessing four TFs under basal and stimulated conditions, and developing the motif mutation analysis of regulatory genomic elements (MMARGE) (Link et al., 2018) software pipeline to comprehensively evaluate the relationship of motif mutations with TF binding.
We applied MMARGE to systematically identify motifs for which disruptions due to mutations were highly correlated with strain-specific TF binding under notx and KLA conditions (Figure 4A , with complete set of significant motifs in Figure S4A ). In total, mutations in 80 motifs were found to be significantly associated with strain-specific TF binding (Table S4 ). These motifs, in turn, could be associated with 106 confidently expressed transcription factors (>1 transcripts per million [TPM]) (Table S5) , providing genetic evidence for functional roles of a large fraction of the TFs expressed in BMDMs as collaborative partners that drive enhancer selection.
In addition to consensus PU.1, C/EBP, and AP-1 motifs, motifs for related factors were also among the most highly significant motifs identified, including motifs for ETS factors (e.g., GABPA, ELK, and ELF), C/EBP-related factors (e.g., DBP), and CJUNrelated factors (e.g., ATF, MAF). These motifs are more difficult to interpret because they are also low-affinity binding sites for Figure 1A .
(G) Ratio-ratio plot of PU.1 ChIP-seq tag counts in BMDMs derived from C57 and SPRET mice versus allele-specific tag counts in BMDMs derived from C57 x SPRET F1 mice. (H) SNPs + InDels frequencies in ATAC-seq and PU.1 peaks ± 150 bp of the peak center for the indicated strain comparisons for stringent VCF filter criteria and more lenient criteria. See also Figure S3 and Figures S4B and S4C . In these networks, the node size represents the fraction of PU.1 or P65 binding sites that contain the corresponding motifs, and edge thickness corresponds to motif mutation effect size. As expected, mutations in the PU.1 motif and related ETS motifs have the strongest effects on PU.1 binding. Mutations in AP-1 motifs and C/EBP motifs have the next strongest effect sizes, consistent with prior studies (Heinz et al., 2013) . In addition, mutations in motifs for more than a dozen different classes of TFs were significantly associated with strain-specific binding of PU.1, including RUNX, USF, DR2, DBP, MAF, MYB, NRF, and E2A motifs (Figure 4B ; Table S4 ). While most significant motif mutations are associated with decreased PU.1 and P65 binding, mutations in E2A and ZEB motifs have the opposite effect ( Figures 4B  and 4C ).
An integrated interaction network for PU.1, C/EBPb, and CJUN under notx is illustrated in Figure 4D , which illustrates largely dominant effect sizes of mutations in motifs for PU.1, C/EBP, and AP-1 factors on each other's binding. In most cases, motif mutations affecting one factor affected all factors, although Figure S4 and Tables S4 and S5. often with different effect sizes, exemplified for USF. However, some motifs exhibited specific correlations, such as the unique association of mutations in the KLF motif with CJUN binding. From these analyses, it is possible to estimate the fraction of strain-specific TF binding attributable to local mutations. Taking the binding sites exhibiting >4-fold differences in one or more strains, mutations in the motifs for PU.1, C/EBP, AP-1, and P65 were associated with 22%, 10%, 8%, and 9% of strain-specific variation, respectively ( Figure 4E ). Incorporating the additional motifs found significant by the MMARGE analysis increases the percentage of strain-specific binding explained to 70%, 50%, 65%, and 60%. The fraction of binding sites explained by MMARGE motifs is further increased considering the 500 most differential binding sites for each factor (Figure S4D ). However, even at these sites, >20% of strain-specific binding of each factor remains unexplained.
The interaction networks inferred from motif mutations are based on genomic regions in which genetic variation results in strain-specific differences in TF binding. To investigate the potential of RUNX, USF, and NRF factors to function as collaborative binding factors for PU.1, C/EBPb, and CJUN, we performed ChIP-seq assays for RUNX1 and USF2 in C57 BMDMs. In addition, we analyzed ChIP-seq data for NRF2 in C57 BMDMs (Eichenfield et al., 2016) . In each case we observed broad overlap with the genomic binding locations of PU.1, C/EBPb, and CJUN, exemplified for overlaps between PU.1, RUNX1, and USF2 ( Figure 4F ). We further investigated the potential of these factors to play roles in driving the selection of the 20% of open regions of chromatin marked by H3K27ac that are not occupied by PU.1, C/EBPb, or CJUN ( Figure 3D ). These analyses indicated that USF2 occupied >80% of these locations, primarily in association with RUNX1 ( Figure 4G ). Thus, nearly all enhancer elements in macrophages are marked by combinations of only four TFs: PU.1, C/EBPb, CJUN, and RUNX1. The relationship of mutations in RUNX1 binding motifs on binding of PU.1 and RUNX1 is exemplified in Figure 4H , supporting a role of RUNX1, NRF2, and USF2 (Figures S4E and S4F, respectively) as collaborative binding partners of PU.1. Collectively, these findings support the genetic evidence for significant roles of $100 TFs in shaping the DNA binding patterns of major macrophage LDTFs.
Clusters of Strain-Specific TF Binding Sites Exhibit Regional Correlation
The observations that the majority of strain-specific differences in gene expression and TF binding are in cis but that substantial fractions of strain-specific TF binding sites cannot be explained by local mutations led us to investigate the possibility of cooperativity between distinct cis-regulatory elements. To investigate this, we calculated Pearson correlation coefficients (PCC) of TF and ATAC-seq peaks across the five strains under notx and KLA conditions. Heatmaps of these values for ATAC-seq, PU.1, and C/EBPb peaks along $6 MB regions of chromosome 18 are illustrated in Figure 5A -5C. An example of a genomic region in the vicinity of the Colec12 gene exhibiting strain-specific correlation of ATAC-seq, PU.1, C/EBPb, CJUN, H3K27ac, and GRO-seq features is illustrated ( Figure 5D ). Within the shaded region more than a dozen high confidence PU.1 peaks exhibit concordant changes in binding across the five strains. Similar concordant changes are observed for ATAC-seq, C/EBPb, CJUN, H3K27ac, and GRO-seq data.
As one approach to define these cis-regulatory domains (CRDs), we considered the minimum number of consecutive features (e.g., ChIP-seq peaks) that exceed a specific PCC (Figure 5E) . No sharp inflections are observed that provide a basis for optimization of parameters. CRDs defined by arbitrary cutoffs of a PCC of >0.8 for a minimum of four peaks result in 400-800 locally correlated regions for ChIP-seq peaks and $4,000 locally correlated ATAC-seq regions (Table S6 ). For CRDs defined by >4 peaks and correlation coefficient >0.8, the mean number of peaks within a correlated cluster was 6 for PU.1/ C/EBPb, CJUN, and P65 and 8 for ATAC-seq ( Figure S5A ) and the size of genomic regions containing connected peaks ranged from 1 kb to 5 Mb with a mean length of 70-200 kb ( Figure S5B ). Based on the analysis of F1 hybrids, nearly all strain-specific PU.1 peaks associated with CRDs retain their parental allelic pattern in F1 BMDMs, indicating that such sites are primarily regulated in cis ( Figure S5C ).
CRDs capture clusters of peaks that are highly similar across all strain comparisons, as well as clusters of peaks that exhibit coordinated differences between strains, as shown for Colec12. Correlated PU.1 peaks that exhibit preferential binding in C57 or SPRET BMDMs are associated with corresponding differences in expression of the nearest gene compared to CRDs that are strain-similar ( Figure 5F ). Similarly, correlated PU.1 peaks that exhibit significantly different binding in C57 or SPRET BMDMs (p < 2.2 3 10 À16 ) are associated with corresponding significant differences in local 5 0 GRO-seq signal compared to CRDs that are strain-similar (Figures 5F and 5G), as well as significantly different gene expression of the nearest expressed gene. The same was observed for ATAC-seq peaks ( Figure S5E ). Overall, strain-specific CRDs were highly correlated with strain-specific patterns of 5 0 GRO-seq signal, exemplified for PU.1 CRDs in Figure 5G. In contrast, we observed almost no overlap between strain-specific CRDs and super enhancers ( Figure S5D ). These findings suggest functional relationships between CRDs and strain-specific gene expression.
Correlated Genomic Features Are Highly Interconnected
The observation of regionally correlated TF binding, open chromatin, histone signatures, and gene expression raised the question of the relationships of these regions to DNA methylation and chromatin organization. We determined the patterns of DNA cytosine methylation in BMDMs from C57 and SPRET mice by performing bisulfite sequencing (Hajkova et al., 2002) . We observed differentially methylated regions at promoters and regulatory elements, as expected, but the overall patterns of DNA methylation were very similar between the strains ( Figure S6A ), including at promoters of differentially expressed genes (Figures S6B and S6C) , such as Colec12, Npy, and Igf1 ( Figure S6D ). As these BMDMs are derived from the most divergent strains, differences in DNA methylation are unlikely to be major drivers or consequences of CRDs.
We next performed in situ Hi-C assays (Rao et al., 2014) See also Figure S5 and Table S6. contact matrix depicting normalized contact frequencies for C57 and SPRET BMDMs for chromosome 18 is indicated in Figure 6A (left). Overall, there was a high degree of similarity, with the eigenvalue of first principle component (PC1), correlated with active or inactive regions of chromatin, being nearly identical between strains. Strain-similar contact frequencies and eigenvalues are illustrated in the vicinity of the Spi1 locus, encoding PU.1 ( Figure 6B , left). However, genomic regions were also observed exhibiting markedly different contact frequencies that correlated with strain-specific gene expression, exemplified by the Colec12 locus ( Figure 6B , right). The overall relationship of eigenvalues for PC1 calculated for 100-kb windows ( Figure S6E ) indicates a few hundred regions of the genome in which the eigenvalue reverses the sign, as in the case of Colec12 ( Figure 6B right). A small fraction of these regions are associated with strain-specific differences in gene expression ( Figure S6F ). However, the great majority of differentially expressed genes reside in compartments associated with similar PC1 values in both strains. To examine the relationship between CRDs and chromatin organization, we identified topological associating domains (TADs) from these Hi-C datasets (Dixon et al., 2012) . TADs were also similar in BMDMs of C57 and SPRET mice ( Figure S6G ), although there were frequently subtle differences in how adjacent domains were parsed (e.g., Figure 6A, right) . Comparison with ATACseq and ChIP-seq data indicated that nearly all CRDs reside within TADs, exemplified by the grid lines in Figures  5A-5C .
To improve resolution of chromatin interactions and enrich for spatial relationships of CRDs associated with promoters, we performed proximity ligation-assisted ChIP-seq (PLAC-seq) in C57, BALB, NOD, and SPRET-derived BMDMs using H3K4me3 as anchor (Fang et al., 2016) . From these datasets we defined all significant interactions observed in at least two strains as a consensus set. We investigated the overlap of significant interactions between and within ATAC-seq CRDs (Figure 6C) . Almost 50% of all significant PLAC-seq consensus interactions are either within or between these features, with an additional 28% of interactions connecting CRDs with other regions in the genome. One example of a highly connected region of CRDs is exemplified in Figure 6D . Only about 20% of all significant PLAC-seq interactions are not connected to ATAC-seq CRDs, even though ATAC-seq CRDs only cover about 11% of the whole genome ( Figure S6H ). Almost 40% of the correlated ATAC-seq peaks have 11 or more significant interactions (Figure S6I ). Comparing the number of PLAC-seq interactions connected to ATAC-seq CRDs to a size-matched background showed a significant enrichment of interactions associated with CRDs (p < 2.2 3 10 À16 ) ( Figure S6J ). Thus, genomic regions exhibiting highly correlated patterns of strain-specific epigenetic features and TF binding are also highly connected as defined by PLAC-seq assays.
DISCUSSION
These studies report systematic analyses of the effects of natural genetic variation on TF binding, epigenetic state and gene expression in resting and activated macrophages derived from female mice. We observe striking levels of variation across BMDMs isolated from different strains at each level of analysis, with diversity of TF binding greatly exceeding that of active histone modifications, nascent RNA production and mature transcript levels. In view of the diverse roles of macrophages in immunity, tissue homeostasis, and disease, including atherosclerosis, diabetes, cancer, and neurodegeneration (Wynn et al., 2013) , the datasets provided by these studies will be substantial resources for advancing understanding of transcriptional mechanisms and effects of genetic variation. Differences in mRNA expression across the strains are substantial and segregate into distinct biological processes, suggesting corresponding differences with respect to immune and tissue homeostatic functions. Consistent with this, we validated the prediction that SPRET mice would exhibit altered type I IFN responses following TLR4 stimulation. It will be of interest to determine whether the degree of variation in gene expression observed here in macrophages is a common feature of other cell types. Host responses to pathogens are powerful drivers of evolution of the immune system, and the unique histories of pathogen exposure in the five mouse strains used for analysis may have resulted in more substantial differences in immune cells than other cell types. As the general approach described here can be applied to any cell type, it will be of interest to apply these methods to cell types of various organs as well as to address potential differences between males and females. The measurement of nascent RNA by GRO-seq and sites of transcription initiation by 5 0 GRO-seq enabled estimates of the locations of variation underlying differences in genic transcription. By using 5 0 GRO-seq to annotate TSS, we find that mutations affecting the core promoter element and/or adjacent upstream elements account for less than 20% of divergent nascent gene expression among the most closely related strains. Mutations in core promoter elements are expected to be associated with large effect sizes and therefore more likely to be subject to negative selection. Conversely, analysis of parental alleles in F1 crosses of C57 to PWK or SPRET mice indicates that >70% of divergent gene transcription is due to cis variation. Thus, differential regulation of gene expression observed in these studies is mostly due to effects on distal regulatory elements, consistent with recent studies across human tissues (Battle et al., 2017) . The availability of datasets for mature and nascent RNA levels across five diverse strains of mice will be of value for future exploration of how genetic variation influences diverse aspects of RNA processing, such as splicing and polyA.
A primary motivation of the proposed studies was to systematically explore functional roles of the hundreds of TFs that are expressed in macrophages in establishing the cis-regulatory landscape of BMDMs. We observed that while mutations in the motifs for PU.1, C/EBP, CJUN, and P65 are significantly associated with strain-specific binding, the majority of these differences are explained by mutations in nearby collaborative factors. As previously demonstrated, motif mutations in PU.1 affect nearby binding of C/EBPb and vice versa. The present analyses of motif mutations now extend these relationships to a TF interaction network dominated by collaborative interactions between PU.1, C/EBPs, AP-1, RUNX, and USF. Altogether, these studies provide evidence for significant roles of >80 motifs, which can be assigned to 106 of the 248 TFs confidently expressed in macrophages. These findings support the hypothesis that a large fraction of TFs expressed in BMDMs shape the DNA binding patterns and functions of macrophage LDTFs. In general, motif importance is correlated to expression levels of the factors that recognize it.
Notably, substantial fractions of strain-specific DNA binding and ATAC-seq sites are not associated with or cannot be otherwise explained by local DNA variants. This discrepancy led to the finding of regions in the genome in which TF binding, open chromatin, histone modifications, and gene expression are highly correlated. Further investigation of these regions using Hi-C and PLAC-seq analyses indicated that they primarily reside within TADs and are highly intra-and inter-connected. These studies thereby confirm and extend prior studies in human lymphoblastoid cell lines demonstrating both local and distal control of chromatin state (Grubert et al., 2015; Waszak et al., 2015) . In particular, several independent lines of evidence suggest that regional interactions between cis-regulatory elements influence TF binding independently of local DNA variants. An important future goal will be to determine underlying mechanisms. Given the observation that many CRDs are associated with coding or non-coding transcripts, one possible model is that initiation of transcription from a ''bootstrap'' enhancer or promoter enables Pol II to function as a chromatin remodeling factor that overcomes local barriers to TF binding. In this model, genetic variants that disable the initiating transcriptional start site would compromise TF binding to the entire CRD.
In concert, the present studies reveal complex relationships between genetic variation, TF binding, epigenetic state and gene expression, only some of which can be currently explained. Elucidation of the underlying mechanisms will be necessary for a better understanding of how non-coding genetic variation influences cellular phenotype. Although macrophages from only five strains of mice were evaluated, they collectively provided >50 million SNPs + InDels for analysis. Whereas many of the major conclusions derived from these studies can be achieved based on the 5-6 million variants provided by comparisons of C57, BALB, and NOD strains, the inclusion of PWK and SPRET BMDMs greatly increased statistical power to detect both local and regional TF interactions. This degree of genetic variation and the number of complementary genomic assays are not typically achievable in studies of primary human cells. The model system and associated datasets provided by these studies thus represent a powerful new resource for investigation of the influence of genetic variation on gene expression and cellular phenotype. While the positions of cis-regulatory elements controlling gene expression in mice and humans are poorly conserved, the mechanisms driving cell-specific gene expression are very similar (Cheng et al., 2014; Stergachis et al., 2014) . It is therefore likely that general principles derived from studies of the influence of genetic variation on gene expression in mice will substantially advance efforts to understand the relationship of non-coding genetic variation and phenotype in humans.
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Detailed methods are provided in the online version of this paper and include the following: 
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EXPERIMENTAL MODEL AND SUBJECT DETAILS
Mouse genotypes and sources Female and male breeder mice for C57BL/6J, BALB/cJ, NOD/ShiLtJ, PWK/PhJ, and SPRET/EiJ mice were purchased from Jackson Laboratory. Mice were housed at the UCSD animal facility on a 12h/12h light/dark cycle with free access to normal chow food and water. All animal procedures were approved by the University of California San Diego Institutional Animal Care and Use Committee in accordance with University of California San Diego research guidelines for the care and use of laboratory animals. 8 -12 week old healthy female wild-type mice were used for experiments. For F1 crosses female C57BL/6J mice were crossed with male PWK/PhJ and SPRET/EiJ and 8 À12 week old healthy female wild-type F1 mice were used for experiments. None of the used mice were subject to any previous procedures and all of them were used naive without any previous exposure to drugs.
Cell lines
Male L929 cells (ATCC) were grown in high glucose DMEM with 10% FBS (Omega Biosciences) and 20 U/ml penicillin/streptomycin (GIBCO) for 7 days at 37 C in a T150 flask. After that, the media was harvested (L929-cell conditioned laboratory-made media) and stored at À80 C until use. The cells were washed with PBS, detached from the flask with ATV and replated. After 20 passages, cells were discarded and a new batch of freshly ordered L929 cells was used.
METHOD DETAILS
Bone marrow-derived macrophage (BMDM) culture Femur, tibia and iliac bones from the different mouse strains were flushed with DMEM high glucose (Corning) and red blood cells were lysed using red blood cell lysis buffer (eBioscience). After counting, 20 million bone marrow cells were seeded per 15cm non-tissue culture plates in DMEM high glucose (50%) with 20% FBS (Omega Biosciences), 30% L929-cell conditioned laboratory-made media (as source of M-CSF), 100 U/ml penicillin/streptomycin+L-glutamine (GIBCO) and 2.5mg/ml Amphotericin B (HyClone). After 4 days of differentiation, 16.7 ng/ml mouse M-CSF (Shenandoah Biotechnology) was added to the media. After an additional 2 days of culture, non-adherent cells were washed off with room temperature DMEM and macrophages were obtained as a homogeneous population of adherent cells which were scraped and subsequently seeded onto tissue culture-treated Petri dishes overnight in DMEM containing 10% FBS, 100 U/ml penicillin/streptomycin+L-glutamine, 2.5mg/ml Amphotericin B and 16.7 ng/ml M-CSF. For KLA activation, macrophages were treated with 10 ng/mL KLA (Avanti Polar Lipids) for 1 or 6 hours.
RNA-seq library preparation
Total RNA was isolated from cells and purified using Quick RNA mini prep columns and RNase-free DNase digestion according to the manufacturer's instructions (Zymo Research). Sequencing libraries were prepared in biological replicates from polyA enriched mRNA, either as previously described (Kaikkonen et al., 2013) , or as follows. Poly A enriched mRNA was fragmented, in 2x Superscript III first-strand buffer with 10mM DTT (Invitrogen), by incubation at 94 C for 9 minutes, then immediately chilled on ice before the next step. The 10 mL of fragmented mRNA, 0.5 mL of Random primer (Invitrogen), 0.5 mL of Oligo dT primer (Invitrogen), 0.5 mL of SUPERase-In (Ambion), 1 mL of dNTPs (10 mM) and 1 mL of DTT (10 mM) were heated at 50 C for three minutes. At the end of incubation, 5.8 mL of water, 1 mL of DTT (100 mM), 0.1 mL Actinomycin D (2 mg/mL), 0.2 mL of 1% Tween-20 (Sigma) and 0. of Superscript III (Invitrogen) were added and incubated in a PCR machine using the following conditions: 25 C for 10 minutes, 50 C for 50 minutes, and a 4 C hold. The product was then purified with Agentcourt RNAClean XP beads (Beckman Coulter) according to the manufacturer's instruction and eluted with 10 mL nuclease-free water. The RNA/cDNA double-stranded hybrid was then added to 1.5 mL of Blue Buffer (Enzymatics), 1.1 mL of dUTP mix (10 mM dATP, dCTP, dGTP and 20 mM dUTP), 0.2 mL of RNase H (5 U/mL), 1.05 mL of water, 1 mL of DNA polymerase I (Enzymatics) and 0.15 mL of 1% Tween-20. The mixture was incubated at 16 C for 1 hour. The resulting dUTP-marked dsDNA was purified using 28 mL of Sera-Mag Speedbeads (Thermo Fisher Scientific), diluted with 20% PEG8000, 2.5M NaCl to final of 13% PEG, eluted with 40 mL EB buffer (10 mM Tris-Cl, pH 8.5) and frozen À80 C. The purified dsDNA (40 mL) underwent end repair by blunting, A-tailing and adaptor ligation as previously described (Heinz et al., 2010) using barcoded adapters (NextFlex, Bioo Scientific). Libraries were PCR-amplified for 9-14 cycles, size selected by gel extraction, quantified by Qubit dsDNA HS Assay Kit (Thermo Fisher Scientific) and sequenced on a HiSeq 4000 or NextSeq 500.
Crosslinking for ChIP-seq For PU.1, C/EBPb, H3K4me2, and H3K27ac ChIP-seq, culture media was removed and plates were washed once with PBS and then fixed for 10 minutes with 1% formaldehyde (Thermo Fisher Scientific) in PBS at room temperature and reaction was then quenched by adding glycine (Thermo Fisher Scientific) to 0.125M.
For CJUN, P65, USF2 and RUNX1 ChIP-seq, cells were cross-linked for 30 minutes with 2mM DSG (Pierce) in PBS at room temperature. Subsequently cells were fixed for 10 minutes with 1% formaldehyde at room temperature and the reaction was quenched with 0.125M glycine.
After fixation, cells were washed once with cold PBS and then scraped into supernatant using a rubber policeman, pelleted for 8 minutes at 400xG at 4 C. Cells were transferred to DNA lobind tubes and pelleted at 700xG for 5 minutes at 4 C, snap-frozen in liquid nitrogen and stored at À80 C until ready for ChIP-seq protocol preparation.
ChIP-seq library preparation
Chromatin immunoprecipitation (ChIP) was performed in biological replicates as described previously (Oishi et al., 2017) . In brief, cells were resuspended in swelling buffer (10mM HEPES/KOH (pH7.9), 85mM KCl, 1mM EDTA, 0.5% IGEPAL CA-630) with protease inhibitors for 5min and then spun down and resuspended in 500ml lysis buffer (50mM Tris/HCl (pH7.4), 1% SDS, 0.5% Empigen BB, 10mM EDTA) with protease inhibitors, and chromatin was sheared using the Bioruptor (Diagenode). Lysate was diluted with 750ml dilution buffer (20mM Tris/HCl, 100mM NaCl, 0.5% Triton X-100, 2mM EDTA), 1% was taken as input DNA, and immunoprecipitation was carried out overnight with Dynabeads protein G bound to specific antibodies for PU.1 (Santa Cruz, sc-352X), C/EBPb (Santa Cruz, sc-150), H3K4me2 (Millipore, 07-030), H3K27ac (Active Motif, 39135), CJUN (Santa Cruz, sc-1694), P65 (Santa Cruz, sc-372X), USF2 (Santa Cruz, sc-862X) and RUNX1 (Santa Cruz, sc-365644). Beads were washed twice each with wash buffer I (20mM Tris/HCl, 150mM NaCl, 0.1% SDS, 1% Triton X-100, 2mM EDTA), wash buffer II (10mM Tris/HCl, 250mM LiCl, 1% IGEPAL CA-630, 0.7% Na-deoxycholate, 1mM EDTA), TE 0.2% Triton X-100 and TE 50mM NaCl and subsequently eluted with elution buffer (TE, 2% SDS). DNA was reverse-crosslinked and purified using ChIP DNA Clean & Concentrator (Zymo Research) according to the manufacturer's instructions. Sequencing libraries were prepared from eluted DNA by blunting, A-tailing, adaptor ligation as previously described (Heinz et al., 2010) using NextFlex barcodes (Bioo Scientific). Libraries were PCR-amplified for 12-15 cycles, size selected using PAGE/TBE gels for 200-400bp fragments by gel extraction and single-end sequenced HiSeq 4000 or NextSeq 500. 5 0 GRO-seq and GRO-seq Nascent transcription was captured in biological replicates by global nuclear run-on sequencing (GRO-seq) (Core et al., 2008) and nascent transcription start sites by 5 0 GRO-seq (Lam et al., 2013) . Nuclei were isolated from BMDMs using hypotonic lysis [10 mM Tris-HCl (pH 7.5), 2 mM MgCl 2 , 3 mM CaCl 2 ; 0.1% IGEPAL CA-630] and flash frozen in GRO-freezing buffer [50 mM Tris-HCl (pH 7.8), 5 mM MgCl 2 , 40% Glycerol]. 3-5 3 10 6 BMDM nuclei were run-on with BrUTP-labeled NTPs as described (Duttke et al., 2015) with 3x NRO buffer [15mM Tris-Cl (pH 8.0), 7.5 mM MgCl 2 , 1.5 mM DTT, 450 mM KCl, 0.3 U/mL of SUPERase-In (Ambion), 1.5% Sarkosyl, 366 mM ATP, GTP (Thermo Fisher Scientific), Br-UTP (Sigma Aldrich) and 1.2 mM CTP (Thermo Fisher Scientific, to limit run-on length to $40 nt)]. Reactions were stopped after five minutes by addition of 500 mL Trizol LS reagent (Invitrogen), vortexed for 5 minutes and RNA extracted and precipitated as described by the manufacturer.
GRO-seq library preparation
For GRO-seq, RNA pellets were resuspended in 18 ml ddH 2 O + 0.05% Tween (dH2O+T) and after addition of 2 ml fragmentation mix [100 mM ZnCl 2 , 10 mM Tris-HCl (pH 7.5)], incubated at 70 C for 15 minutes. Fragmentation was stopped by addition of 2.5 ml 100 mM EDTA. BrdU enrichment was performed using BrdU Antibody (IIB5) AC beads (Santa Cruz, sc-32323 AC, lot #A0215 and #C1716), as described in detail by Hetzel et al. (2016) . Beads were washed once with GRO binding buffer [0.25 3 saline-sodium-phosphate-EDTA buffer (SSPE), 0.05% (vol/vol) Tween, 37.5 mM NaCl, 1 mM EDTA] + 300 mM NaCl followed by three washes in GRO binding buffer and resuspend as 25% (vol/vol) slurry with 0.1 U/mL SUPERase-In (Ambion). To fragmented RNA, 500 mL cold GRO binding buffer and 40 mL equilibrated BrdU antibody beads were added and samples slowly rotated at 4 C for 80 minutes. Beads were subsequently spun down at 1000xG for 15 s, supernatant removed and the beads transferred to a Millipore Ultrafree MC column (UFC30HVNB; Millipore) in about 2x 200 mL GRO binding buffer. The IP reaction was washed twice with 400 mL GRO binding buffer before RNA was eluted by incubation in 200 mL Trizol LS (Thermo Fisher Scientific) under gentle agitation for 3 minutes. The elution was repeated a second time, 120 mL of dH2O+T added to increase the supernatant and extracted as described by the manufacturer. For end-repair and decapping, RNA pellets were dissolved in 8 ml TET [10 mM Tris-HCl (pH 7.5), 1 mM EDTA, 0.05% Tween20] by vigorous vortexing, heated to 70 C for 2 minutes and placed on ice. After a quick spin, 22 ml Repair MM [3 ml 10x PNK buffer, 15.5 ml dH2O+T, 0.5 ml SUPERase-In RNase Inhibitor (10 U), 2 ml PNK (20U), 1 ml RppH (5U)] was added, mixed by flicking and incubated at 37 C for 1 hour. To phosphorylate the 5 0 end, 0.5 ml 100 mM ATP was subsequently added and the reactions were incubated for another 45 minutes at 37 C (the high ATP concentration quenches RppH activity). Following end repair, 2.5 ml 50 mM EDTA was added, reactions mixed and then heated to 70 C for 2 minutes before being placed on ice. A second BrdU enrichment was performed as detailed above. For library preparation, RNA pellets were dissolved in 2.75 mL TET + 0.25 mL Illumina TruSeq 3 0 Adaptor (10 mM), heated to 70 C for 2 minutes and placed on ice. 7 mL of 3 0 MM [4.75 mL 50% PEG8000, 1 mL 10x T4 RNA ligase buffer, 0.25 mL SUPERase-In, 1 mL T4 RNA Ligase 2 truncated (200U; NEB)] was added, mixed well by flicking and reactions incubated at 20 C for 1 hour. Reactions were diluted by addition of 10 mL TET + 2 ml 50 mM EDTA, heated to 70 C for 2 minutes, placed on ice and a third round of BrdUTP enrichment was performed. RNA pellets were transferred to PCR strips during the 75% ethanol wash and dried. Samples were dissolved in 4 mL TET [10 mM Tris-HCl (pH 7.5), 0.1 mM EDTA, 0.05% Tween 20] + 1 mL 10 mM reverse transcription (RT) primer. To anneal the RT-primer, the mixture was incubated at 75 C for 5 minutes, 37 C for 15 minutes and 25 C for 10 minutes. To ligate the 5 0 Illumina TruSeq adaptor, 10 mL 5 0 MM [1.5 mL ddH 2 O + 0.2% Tween20, 0.25 mL denaturated 5 0 TruSeq adaptor (10 mM), 1.5 mL 10x T4 RNA ligase buffer, 0.25 mL SUPERase-In, 0.2 mL 10 mM ATP, 5.8 mL 50% PEG8000, 0.5 mL T4 RNA ligase 1 (5U; NEB)] was added and reactions were incubated at 25 C for 1 hour. Reverse transcription was performed using Protoscript II (NEB) [4 mL 5x NEB FirstStrand buffer (NEB; E7421AA), 0.25 mL SUPERase-In, 0.75 mL Protoscript II (150U; NEB)] at 50 C for 1 hour. After addition of 30 mL PCR MM [25 mL 2X LongAmp Taq 2X Master Mix (NEB), 0.2 mL 100 mM forward primer, 2.8 mL 5M Betaine and 2 mL 10 mM individual barcoding primer], mixtures were amplified (95 C for 3 minutes, [95 C for 60 s, 62 C for 30 s, 72 C for 15 s] x13, 72 C for 3 minutes). PCR reactions were cleaned up using 1.5 volumes of SpeedBeads (GE Healthcare) in 2.5M NaCl/20% PEG8000 and libraries size selected on a PAGE/ TBE gels to 160-225 base pairs. Gel slices were shredded by spinning through a 0.5 mL perforated PCR tube placed on top of a 1.5 mL tube. 150 ml Gel EB [0.1% LDS, 1M LiCl, 10 mM Tris-HCl (pH 7.8)] was added and the slurry incubate under agitation overnight. To purify the eluted DNA, 700 ml Zymogen ChIP DNA binding buffer was added into the 1.5 mL tube containing the shredded gel slice and the Gel EB, mixed by pipetting and the slurry transferred to a ZymoMiniElute column. Samples were first spun at 1000xG for 3 minutes, then 10,000xG for 30 s. Flow through was removed, and samples washed with 200 ml Zymo WashBuffer (with EtOH). Gel remainders were removed by flicking and columns washed by addition of another 200 ml Zymo WashBuffer (with EtOH). Flow through was removed, columns spun dry by centrifugation at 14,000xG for 1 minute and DNA eluted by addition of 20 ml pre-warmed Sequencing TET [10 mM Tris-HCl (pH 8.0), 0.1 mM EDTA, 0.05% Tween 20]. Libraries were sequenced on an Illumina NextSeq 500.
5
0 GRO-seq library preparation RNA pellets were resuspended in 10 ml TET, heated to 70 C for 2 minutes and place on ice. 10 ml of dephosporylation MM [2 ml 10x CutSmart, 6.75 ml dH2O+T, 1 ml Calf Intestinal alkaline Phosphatase (10 U; CIP, NEB), 0.25 ml SUPERase In (5U)] was added. Following incubation at 37 C for 45 minutes, 2 ml 50 mM EDTA was added, reactions mixed, heated to 70 C for 2 minutes and place on ice. BrdU enrichment was performed as described for GRO-seq. RNA pellets were dissolved in 10 ml TET and a second round of dephosphorylation and BrdU enrichment was performed. Libraries were prepared as described in Hetzel et al. (2016) . Briefly, libraries were done as described for GRO-seq with exception of the 3 0 Adaptor ligation step. Here, prior to 3 0 Adaptor ligation, samples were dissolved in 3.75 mL TET heated to 70 C for 2 minutes and placed on ice. RNAs were decapped by addition of 6.25 mL RppH MM [1 mL 10x T4 RNA ligase buffer, 4 mL 50% PEG8000, 0.25 mL SUPERase-In, 1 mL RNA 5 0 Pyrophosphohydrolase (5U; RppH, NEB)] and incubated at 37 C for 1 hour. Afterward, to ligate the 3 0 Illumina TruSeq adaptor 10 mL of 3 0 MM was added [1 mL 10x T4 RNA ligase buffer, 6 mL 50% PEG8000, 1.5 mL ddH 2 O+T, 0.25 mL heat-denaturated Illumina TruSeq 3 0 Adaptor, 0.25 mL SUPERase-In, 1 mL T4 RNA Ligase 2 truncated K227Q (200U; NEB)], mixed well by flicking and reactions incubated at 20 C for 1 hour. Reactions were diluted by addition of 10 mL TET + 2 ml 50 mM EDTA, heated to 70 C for 2 minutes, placed on ice and a third round of BrdUTP enrichment was performed. 5 0 adaptor ligation, reverse transcription and library size selection were performed as described for GRO-seq. Samples were amplified for 14 cycles, size selected for 160-250 bp and sequenced on an Illumina NextSeq 500.
ATAC-seq library preparation
To approximately 150k nuclei in biological replicates in 22.5 mL GRO freezing buffer, isolated as described for GRO-seq above, 25 mL DNA Tagmentation buffer was added, reaction mixed and 2.5 mL DNA Tagmentation Enzyme mix (Nextera DNA Library Preparation Kit, Illumina) added. Mixture was incubated at 37 C for 30 minutes and subsequently purified using the Zymogen ChIP DNA purification kit as described by the manufacturer. DNA was amplified using the Nextera Primer Ad1 and a unique Ad2.n barcoding primers using NEBNext High-Fidelity 2X PCR MM for 10 cycles. PCR reactions were purified using 1.5 volumes of SpeedBeads in 2.5M NaCl, 20% PEG8000, size selected using PAGE/TBE gels for 160 -280 bp and DNA eluted as described for GRO-seq.
PLAC-seq library preparation PLAC-seq libraries were prepared as described in Fang et al. (2016) for one sample of C57, BALB, NOD, and SPRET. In brief, cells were cross-linked for 15 minutes at room temperature with 1% formaldehyde and quenched for 5 minutes at room temperature with 0.2M glycine (Thermo Fisher Scientific). The cross linked cells were centrifuged at 2500xG for 5 minutes. To isolate nuclei, crosslinked cells were resuspended in 200 mL lysis buffer (10mM Tris-HCl (pH 8.0), 10mM NaCl, 0.2% IPEGAL CA-630) and incubated on ice for 15 minutes. The suspension was then centrifuged at 2500xG for 5 minutes and the pellet washed by resuspending in 300 mL lysis buffer and centrifuging at 2500xG for 5 minutes. The pellet was resuspended in 50 mL 0.5% SDS and incubated for 10 minutes at 62 C. 170 mL 1.47% Triton X-100 was added to the suspension and incubated for 15 minutes at 37 C. 25 ml of 10X NEBuffer 2 and 100U MboI was added to digest chromatin for 2 hours at 37 C at 1000rpm rotation. Enzymes were inactivated by heating for 20 minutes at 62 C. Fragmented ends were biotin labeled by adding 50 mL of a mix containing 0.3mM biotin-14-dATP, 0.3mM dATP, 0.3mM dTTP, 0.3mM dGTP, and 0.8U/ml Klenow and incubated for 60 minutes at 23 C with rotation (500rpm). Ends were subsequently ligated by adding a 900 mL master mix containing 120 mL 10X T4 DNA ligase buffer (NEB), 100 mL 10% TritionX-100, 12 mL 10mg/mL BSA, 10 mL 400U/ml T4 DNA Ligase (NEB, high concentration formula) and 658 mL H2O and incubated for 240 minutes at 23 C with 300rpm slow rotation. Nuclei were pelleted for 5 minutes at room temperature at 2500XG. For the ChIP, nuclei were resuspended in RIPA Buffer (10mM Tris (pH 8.0), 140mM NaCl, 1mM EDTA, 1% Triton X-100, 0.1% SDS, 0.1% sodium deoxycholate) with proteinase inhibitors and incubated on ice for 10 minutes. Sonication was performed using a Covaris M220 instrument (Power 75W, duty factor 10%, cycle per bust 200, time 10 minutes, temperature 7 C) and nuclei were spun for 20 minutes at 14000rpm at 4 C. For pre-cleaning, protein G Sepharose beads were added to the supernatant and rotated for 3 hours at 4 C. 5% of supernatant was taken as input DNA, and to the remaining volume 2.5mg of anti-H3K4me3 antibody (04-745, Millipore) was added and rotated at 4 C overnight for immunoprecipitation. 0.5% BSA-blocked protein G Sepharose beads was added and the sample was rotated for 3 hours at 4 C. The sample was centrifuged at 2000rpm for 1 minute and the beads were washed three times with RIPA buffer, two times with high-salt RIPA buffer (10mM Tris pH 8.0, 300mM NaCl, 1mM EDTA, 1% Triton X-100, 0.1% SDS, 0.1% deoxycholate), one time with LiCl buffer (10mM Tris (pH 8.0), 250mM LiCl, 1mM EDTA, 0.5% IGEPAL CA-630, 0.1% sodium deoxycholate) and finally two times with TE buffer (10mM Tris (pH 8.0), 0.1mM EDTA). Washed beads were treated with 10 mg RNase A in extraction buffer (10mM Tris (pH 8.0), 350mM NaCl, 0.1mM EDTA, 1%SDS) for 1 hour at 37 C, and subsequently 20 mG proteinase K was added at 65 C overnight. ChIP DNA was purified by Phenol/Chloroform/Isoamyl Alcohol (25:24:1) extraction and then ethanol purification with final elution volume. For Biotin pull down, 20 mL of 10mg/mL Dynabeads My One T1 Streptavidin beads washed with 400 ml of 1X Tween Wash Buffer (5mM Tris-HCl (pH 7.5), 0.5mM EDTA, 1M NaCl, 0.05% Tween) supernatant removed after separation on a magnet. Beads were resuspended with 2X Binding Buffer (10mM Tris-HCl (pH 7.5), 1mM EDTA, 2M NaCl), added to the sample and incubated for 15 minutes at room temperature. Beads were subsequently washed twice with 1X Tween Wash Buffer and in between heated on a thermomixer for 2 minutes at 55 C with mixing and once washed once with 1X NEB T4 DNA ligase buffer. To repair fragmented ends and remove biotin from unligated ends, beads were resuspended in 88 mL 1X NEB T4 DNA ligase buffer, 2 mL 25mM dNTP mix, 5 mL 10U/ml NEB T4 PNK, 4 mL 3U/ml NEB T4 DNA Polymerase and 1 mL 5U/ml Klenow, incubated for 30 minutes at room temperate and supernatant was discarded after separation on magnet. Beads were washed twice with 1X Tween Wash Buffer with 2 minute incubation at 55 C on a thermomixer with mixing, and afterward resuspended in 100 mL 1X NEB Buffer 2. For dA-tailing, beads were resuspended in 90 mL 1X NEB Buffer 2, 5 mL 10mM dATP and 5 ml5U/ml Klenow (exo-, NEB M0212) and incubated for 30 minutes at 30 C. Beads were then washed twice as before. Beads were subsequentially washed in 1X NEB Quick Ligation Reaction Buffer (diluted from 2X, NEB B2200S). To ligate adapters, beads were suspended in 50 mL 1X NEB DNA Quick Ligase Buffer and 3 mL Illumina Indexed adapters and 2 mL of NEB DNA Quick ligase (M2200) were added mixed and incubated for 15 minutes at room temperature. Beads were washed twice with 1X Tween Wash Buffer with 2 minutes at 55 C on a thermomixer as before. Beads washed with 1X Tris Buffer once and resuspended in 50 mL of 1x Tris Buffer. KAPA qPCR assay was performed to estimate concentration and cycle number for final PCR. Final PCR was directly amplified off the T1 beads according to the qPCR results and DNA was cleaned with 1X AMPure Cleanup and eluted in 1X Tris Buffer and sequenced paired-end.
Bisulfite Sequencing
Bisulfite sequencing was performed as described in Urich et al. (2015) . DNA from C57 and SPRET BMDMs was isolated using the PureLink Genomic DNA Kit (Thermo Fisher Scientific) as described by the manufacturer. 2 mg of gDNA supplemented with 0.5% non-methylated ʎ-DNA (Promega) was used as input. DNA was fragmented to a 200 bp peak size using the Covaris microTube sonicator, size selected, end-repaired, adenylated and methylated adapters ligated exactly as detailed in Urich et al. Cytosine to uracil conversion was performed with the EZ DNA methylation-Gold kit (Zymo Research) with 450ng of adaptor-ligated gDNA input as described within. Following bisulfite-treated DNA purification, reactions were amplified for four cycles, purified using one volume of AMPure XP bead solution and sequenced on an Illumina NextSeq 500 for 25 million and 31 million reads for C57 and SPRET, respectively. Conversion rates were 99.69%.
Hi-C sequencing
In situ Hi-C was performed for C57 and SPRET using the Arima-HiC kit (Arima Genomics Inc) as described by the manufacturer.
QUANTIFICATION AND STATISTICAL ANALYSIS
Statistical details are indicated throughout the main text, in the figure legends and within the supplemental tables.
Data mapping and shifting
Custom genomes were generated for BALB/cJ, NOD/ShiLtJ, PWK/PhJ, and SPRET/EiJ from invariant positions of the mm10 sequence with alleles replaced by those reported in the VCF files (version v3) from the Mouse Genomes Project (Keane et al., 2011) . For stringent VCF filter criteria, only homozygous mutations that pass VCF quality control were considered. For the more lenient definition, all mutations in the VCF file were considered. For C57BL/6J the mm10 reference genome from the UCSC genome browser was used. ChIP-seq, ATAC-seq, GRO-seq and 5 0 GRO-seq data was mapped to custom genomes using bowtie2 (Langmead and Salzberg, 2012) with default parameters. RNA-seq data was mapped to custom genomes using STAR (Dobin et al., 2013) with default parameters. DNA methylation data was mapped to custom genomes using Bismark (Krueger and Andrews, 2011) (bismark -n 1 -l 40), Hi-C data was mapped to custom genomes using bowtie2 (Langmead and Salzberg, 2012) with default parameters and PLAC-seq data was mapped to custom genomes using BWA (version 0.7.15-r1140) (Li and Durbin, 2009) with default parameters. For visualization and data analysis, the strain genomes were shifted to the positions of the reference genome (mm10) using MMARGE (Link et al., 2018) . Deletions in the strains compared to the reference were not assigned with any reads. Mapped reads on insertions in the strain were shifted to the last overlapping position between strain and reference and summed up at this position. To overlap peaks with structural variances (SV), the SV file for all strain comparisons to C57 was downloaded from the mouse genome project webpage.
IDR analysis TF ChIP-seq experiments were performed in two replicates with corresponding input experiments. HOMER (Heinz et al., 2010) tag directories were created for both replicates and both inputs and peaks were called with HOMER for each tag directory with relaxed peak finding parameters (-L 0 -C 0 -fdr 0.9) and the corresponding input directory. For ATAC-seq, no inputs were used, but the size was set to 200bp (-L 0 -C 0 -fdr 0.9 -minDist 200 -size 200). IDR (Li et al., 2011) was installed using Anaconda 3. To test for reproducibility between replicates, tag directories for input and ChIP-seq were pooled and pseudo replicates were generated. Peaks were called and IDR was run on both replicates and considered good if the replicate with more peaks had less than twice the number of peaks of the other replicate. To assess reproducibility within one experiment, each replicate was randomly split into two replicates. Peaks were called and IDR was run on each pseudo replicate. Experiments were considered self-consistent if the pseudo replicate with more peaks had less than twice the number of peaks of the other pseudo replicate. After passing these two quality control steps, IDR was performed on replicates and all optimal peaks defined by IDR were used for downstream analysis. For downstream analysis, the pooled input and experiment tag directories were used.
Histone modification ChIP-seq quality control IDR is not applicable for histone modification data. Therefore, for H3K4me2 and H3K27ac ChIP-seq, peaks were called on each replicate independently with HOMER's findPeaks -style histone, 8-fold enrichment over the input sample and normalization to 10 million mapped reads per experiment. These peaks then were merged using HOMER's mergePeaks -size given and subsequently similar peaks between both replicates were identified using HOMER's getDifferentialPeaks with the parameter -same. Peaks that were significantly similar (p < 0.001) were kept.
ATAC-seq and ChIP-seq analysis
To quantify the number of differentially bound TF binding site and open chromatin, the optimal peak files from the IDR analysis were merged between two strains with HOMER's mergePeaks. Subsequently the merged file was annotated with HOMER's annotatePeaks.pl with parameters mm10 -noann -nogene and the pooled IDR tag directories were used. Peaks bound > 2-fold different between strains were colored light blue, peaks bound > 4-fold different were colored dark blue. All tag counts reported throughout the manuscript are normalized to 10 million reads per sample.
De novo Motif analysis
To identify motifs enriched in peak regions over random background, HOMER's de novo motif analysis (findMotifsGenome.pl) was modified to account for differences in the strain genomes. The hand-curated motif file was used to compare enriched consensus sequences with known motifs.
Super enhancers
Super enhancers were identified using H3K27ac ChIP-seq data in HOMER using the findPeaks -style super and -i < input sample > parameters.
Network analysis
To calculate the effect size of mutations within a motif on binding, the r.squaredGLMM function of the MuMIn package (Barton, 2017) in R was used. The marginal R value (sqrt(R 2 )) was multiplied by 100 and reported as effect size. The network was visualized using Cytoscape 3.5.1 (Shannon et al., 2003) scaling the edges by effect size and nodes by percentage of peaks containing the motif of interest at least once.
RNA-seq analysis
To compare strain-specific gene expression, first HOMER's analyzeRepeats with the option rna and the parameters -condenseGenes, -noadj, and -count exons was used on two replicates per strain. Differential gene expression was assessed with DESeq2 using HOMER's getDiffExpression.pl with the parameters -fdr 0.01 and -log2fold 1 (for 2-fold differently expressed genes) or -log2fold 2 (for 4-fold differently expressed genes). All genes shorted than 250bp were removed and for the remaining genes the TPM (transcript per kilobase million) values were plotted and colored according to fold change (2-fold different: light blue, 4-fold different: dark blue). For ratio-ratio plots, the TPM values of both replicates per treatment and strain were averaged and the induction of gene expression was calculated avg(TPM KLA+1)/avg(TPM notx + 1) on a log 2 scale. To assess the difference in IFN response, 46 genes associated with IFN response were manually selected and the average TPM values for both strains and both treatments were shown and used to calculate the fold difference in KLA response.
WGCNA analysis
Raw gene counts defined by HOMER's analyzeRepeats was imported in R, processed with EdgeR version 3. 16.5 (Robinson et al., 2010) . Genes smaller than 250 bp, with less than 1 count per million (CPM) in at least 2 samples were discarded and WGCNA analysis (Version 1.61) (Langfelder and Horvath, 2008) was performed on the remaining genes. The coexpression network was created using a softpower value of 20. Tree cutting was performed with PAM stage, minimum module size of 250 genes and a cut height of 0.99 (Langfelder et al., 2008) . The modules were ordered according to number of genes, and were assigned colors from the 'Spectral' palette of RcolorBrewer (1.1-2) (Neuwirt, 2014) . Module trait correlations were calculated using 'treatment', 'strain combinations' and 'treatment and strain interaction' as surrogate trait variables. P values based on the correlation scores were FDR multiple testing corrected with the Stats-package (Version 4.3.3.2), and only modules-trait correlated FDR < 1E-3 were considered to be significant. Modules were annotated using Metascape (Tripathi et al., 2015) .
GRO-seq analysis
To compare strain-specific nascent transcription the level of nascent transcripts at the gene bodies was assessed with HOMER's analyzeRepeats with the option rna and the parameters -condenseGenes -noadj and -count genes on two replicates per strain. Differential nascent transcription was assessed with DESeq2 using HOMER's getDiffExpression.pl with the parameters -fdr 0.01 and -log2fold 1 (for 2-fold different nascent transcription) or -log2fold 2 (for 4-fold different nascent transcription). All genes shorted than 250bp were removed and for the remaining gene bodies the TPM values for the pooled tag directories were used for visualization. For ratio-ratio plots analyzeRepeats was used with option rna and the parameters -condenseGenes, -tpm and -count genes using the pooled tag directories per strain and treatment.
5 0 GRO-seq analysis 5 0 GRO-seq signal was assessed with HOMER's findPeaks -style tss using the pooled GRO-seq signal tag directories as input. 5 0 GRO-seq peaks were merged between strains using mergePeaks and signal was quantified with annotatePeaks.pl with parameters -fragLength 1 and -strand +. To quantify the distance between the 5 0 GRO-seq signals and the annotated TSS, the distances annotatePeaks.pl reports were used.
To determine the percentage of genetic variation within TSS affecting gene expression, all TSS were merged between all possible strain combinations with HOMER's mergePeaks -d given -strand. These sites then were centered and extended by the respective distances. For TSS on the negative strand the extension was reversed. The extended regions were annotated with mutations from the strains. Furthermore, the expression of each gene was measured by RNA-seq read counts using TPM. Genes on chromosome X and chromosome Y were excluded. All genes with less than 4 TPM were filtered out. For the remaining genes, the log2 fold change was calculated. Genes were split into similarly expressed between strains (log2 fold change between À0.5 and 0.5) and differently expressed (log2 fold change greater than 1 or less than À1). The genes were associated with the closest 5 0 GRO-seq signal and promoter regions with natural genetic variation were defined as mutated, whereas regions without any genetic variation were defined as equal sequence. To determine if the fractions of TSS with mutations associated with differentially expressed genes versus similarly expressed genes were significantly similar, a 2-sample test for equality of proportions with continuity correction was used in R.
CRD analysis
The optimal peak files from all five strains were merged into one large file with HOMER's mergePeaks and annotated with the tag counts from the pooled IDR tag directories. The Pearson correlation coefficient (PCC) between all pairs of peaks was calculated with the perl module Statistics::Basic using the correlation sub function. To visualize the data, a sub part of the matrix was selected and visualized in R with heatmap.2 from the gplots package.
To define CRDs 4 or more consecutive peaks with a PCC of 0.8 or greater from each peak to the start peak was selected to plot length and average numbers of peaks. To annotate the signal at CRDs PU.1 or 5 0 GRO-seq signal was annotated at each original peak with annotatePeaks. For 5 0 GRO-seq the parameters -fragLength 1 was used. The signal of all peaks within one CRD was summed up to the final signal at the CRDs. In order to differentiate between highly similar and highly different CRDs between strains, the minimal and maximal binding strength was defined by locus and the difference between minimum and maximum was calculated as (maxmin)/max. Loci with a score greater than 0.6 were labeled as different, whereas loci with a score smaller than 0.5 were labeled as similar.
To test whether strain-specific binding in CRDs overlap with strain-specific enhancer signature and gene expression, CRDs were annotated with binding signal of C57 and SPRET, the log2 fold change was calculated (log2((C57+1)/(SPRET+1))) and separated into C57-specifc (log2 fold change > 1), SPRET-specific (log 2 fold change < À1), and common (abs(log2 fold change) < 0.5).
Hi-C analysis Hi-C fastq files were mapped separately and HOMER tag directories were created with makeTagDirectory < read1 >, < read2 > -tbp 1. Hi-C interaction matrices were visualized as observed interactions versus expected with Juicebox (Durand et al., 2016) and in the WashU (Zhou and Wang, 2012) genome browser as pairwise interactions. PC1 values were calculated using HOMER's runHiCpca.pl with -res 50000 -superRes 100000. TADs were called with HOMER's findTADsAndCPs.pl find with parameters -res 3000 -superRes 15000 for C57 and SPRET independently. To remove false positive regions, filterTADsAndCPs.pl was used. To compare TADs between strains the TADs were merged using merge2Dbed.pl and then the inclusion ratio was quantified with findTADsAndCPs.pl score with default parameters.
The inclusion ratio was calculated by finding the average interaction counts as a function of distance for interactions within the TAD (intra-TAD) and for interactions between the TAD and the regions of upstream and downstream of the TAD of the same size (inter-TAD). To visualize TADs in the matrices for the CRDs TADbit-analysis (Serra et al., 2017) was used to call TADs on raw count interactions matrices in a 100kb window generated by HOMER.
PLAC-seq analysis PLAC-seq data was preprocessed with PrepPlac.sh script from the FithiChIP package version 1 (https://github.com/ay-lab/ FitHiChIP). After mapping, two separate alignments files were created for short (< 1 kb) and long (> 10 kb) range interactions. Peak calling was performed on the short distance alignment file using MACS2 (Zhang et al., 2008 ) (version 2.1.1.20160309). BAM and bed peak files were used as input for FitHiChIP to calculate statistically significant interactions between bin size of 5000 bp. Significant interactions were calculated for each of the strains individually. A consensus PLAC-seq interaction set was generated considering only interactions that were identified in minimally two strains (Q < 0.01). Overlap between CRDs and the PLAC-seq consensus set were calculated and the fraction of intra-CRD, inter-CRD, CRD to none CRD region, and interactions without CRDs were calculated. A 5-times bigger size-matched and peak-matched background set of consecutive ATAC-seq peaks with a PCC smaller than 0.6 was generated. Consequentially, the number of consensus PLAC-seq interactions with the CRDs and the background was counted and compared using the Kruskall Wallis between group test.
DNA-Methylation analysis
For analysis only CpG data was considered. To account for additional CpG residues generated in SPRET due to mutations all CpGs present in both strains were considered in the downstream analysis and counted as 0 when not present. HOMER tag directories werecreated with parameters -format bismark -genome mm10 -checkGC -minCounts 0. The optimal number of minCounts was assessed per experiment and tag directories were re-generated with parameters -format bismark -genome mm10 -checkGC -minCounts 5 for C57 and -minCounts 7 for SPRET. To assess the differences between both strains the transcription start sites of all genes were annotated with the percentage of methylated CpGs using HOMER's annotatePeaks with option tss and parameters -mC. Subsequently the percentage of methylated CpGs was plotted for all gene promoters, for gene promoters of genes that are 2-fold differently expressed, as well as genes that are 4-fold differently expressed.
MMARGE analysis
Motif Mutation Analysis for Regulatory Genomic Elements (MMARGE) (Link et al., 2018) was used to generate custom genomes and shift the mapped data back to reference coordinates.
To model the impact of a motif on the binding of the measured TFs, a linear mixed model (LMM) was used. The binding of the TF is modeled as the fixed effect motif existence with random effects locus and genotype with the lme4 package (Douglas et al., 2015) in R (R Development Core Team, 2016). To calculate significance for each motif, the drop1 command was used. It compares a model including motif score with a model without motif score and reports the Akaike information criterion (AIC) (Akaike, 1973) for the difference.
MMARGE uses an input of normalized ChIP-seq or ATAC-seq data from genetically diverse samples, a library of motifs to query and corresponding genomic sequence for each sample, to apply the LMM and to calculate a p value for whether mutations in a particular motif are significantly associated with differential TF binding, chromatin accessibility or transcription initiation. Because many motifs in existing databases are highly redundant and are recognized by the same factor or family of factors, we generated a non-redundant motif.
Generation of consensus motif file Position Probability Matrices (PPMs) of all pairs of DNA sequence motifs were generated and all pairwise combinations were aligned with Smith-Waterman algorithm (Smith and Waterman, 1981) without gaps. For each position in the alignment a Pearson correlation coefficient (PCC) was calculated. Sets of motifs that had PPMs with a PCC of 0.9 or greater were merged by iteratively aligning each PPM within the set and averaging the nucleotide frequencies at each position, similar to the STAMP approach (Mahony and Benos, 2007) . The threshold for motif finding was set to have a false-positive rate less than 0.001 using the Biopython module motifs (Cock et al., 2009 ) with the function distribution.threshold_fpr.
F1 analysis
F1 data was mapped to both parental genomes. Only reads without any mismatch were considered for downstream analysis. Tag directories were generated for perfectly aligned reads per parental genome, as well as for all reads that overlap loci with differences in the parental alleles. All loci without differences were discarded. To assign allele-specific reads, MMARGE was used. In short, the ratio of reads overlapping mutations was calculated and subsequently all perfectly aligned reads for this locus were multiplied by this ratio * 10 and assigned to the parental genomes. Loci annotated with 0 reads in one of the F1 alleles were filtered out. For GRO-seq analysis, gene bodies with less than 4 tag counts in either one of the parental or F1 alleles were filtered out. For ChIP-seq analysis, loci with less than 16 reads were discarded. To determine cis-regulation, the difference of fold change between parental alleles and F1 alleles were calculated.
Data visualization
All ChIP-seq, RNA-seq, GRO-seq, 5 0 GRO-seq and Bisulfite data was visualized in the UCSC genome browser (Kent et al., 2002) . To show interactions for Hi-C and PLAC-seq, data was uploaded to the WashU browser (Zhou and Wang, 2012) .
DATA AND SOFTWARE AVAILABILITY
The accession number for the raw data and processed data files reported in this paper is GEO: GSE109965. MMARGE can be downloaded under https://github.com/vlink/marge. 
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