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Abstract
Studies on small fractal antennas had shown that using fractal geometries can improve
miniaturization. However, at the classical radio frequency regime, this technique is limited
by an undesired shortcut effect associated to electromagnetic scattering at sharp corners.
Plasmonics explores the unique properties of plasma oscillations produced by the light
on nanostructures. The peculiar behaviour of electromagnetic fields under certain conditions
enables the possibility to design fractal-shaped antennas avoiding the shortcut effect. Such
possibility constitutes a step towards miniaturization of photonic devices.
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Introduction
The two main fields we are interested in are plasmonics and antenna miniaturization tech-
niques. Our objective is, precisely, to merge these two interesting branches of science and
engineering.
It has been proven that using fractal geometries is a way to miniaturize antennas at radio
frequencies. Will this technique be also fruitful for nanometric antennas? We shall see that
fractal antennas at nanoscale do not only work as good as they do at classical sizes, but even
better.
In this work, we will study the principles of plasmonics, then, we will see a particular
case of a fractal antenna at radio frequencies: the Koch dipole. Once we have the basic
knowledges in these two fields, we will focus on the fractal-shaped plasmonic antenna.
But before, let us have a brief look at the current state of the art of these fields:
0.1 Plasmonics
Plasmonics are named after plasmons. Plasmons are quantums of plasma oscillation that
can be considered as quasiparticles in the same way phonons (quantizations of mechanical
vibrations) are.
The first examples of plasmonic applications can be found in ornamental glass works.
The stained glass windows of gothic cathedrals owe their appearence to colloids of gold nano-
particles that re-radiate the incident light. Of course, master glazers of the thirteenth century
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did not know they were using nanophotonic technolgies.
The first mathematical description of electron surface waves was established in 1899 by
Sommerfeld [1]. However, the connection between Sommerfeld work and anomalous intensity
drops in spectra when visible light reflects at metallic gratings [2] dates back to 1941 [3].
In the past decade, plasmonics have attracted considerable attention due to both their
importance in fundamental physics and their promising applications.
Collective oscillations of electrons in metals [4], play a dominant role in guiding, con-
finement, local enhacement and transmission of electromagnetic waves at nanoscale. Such
manipulation will be difficult or even impossible otherwise. By studying the dependence of
plasma behaviour on the geometry of the system, it is possible to build structures capable of
controlling propagation, giving rise to properties not available by other means [5].
Let us see a few of such applications:
• Optical computing [6] could substitute silicon-based devices one day. Using photons
instead of classical electronic signals will allow a higher bandwith and, consequently,
higher computing performance. But, in order to manufacture optical integrated circuits,
it will be necessary to route light. Miniaturization beyond diffraction limit could be
achieved by routing SPPs at planar interfaces.
The propagation direction of SPPs at the interface betweem a metal and a dielectric
superstrate can be controlled via scattering of the propagating waves at locally created
deffects [7].
Plasmonic devices able to perform logical operations will be also crucial to substitute
classical transistors [8].
• Transmission of radiation through apertures. Light signals can be squeezed into plas-
monic waves, but certain applications require to reconvert them again into light after
the manipulation has been performed. However, theory of diffraction at sub-wavelength
appertures is significanlty different from the classical one [9], [10].
• Spectroscopy. Probably one of the most interesting applications in plasmonics. Sen-
sors based on single nanoparticles exploit the fact that the spectral position of their
resonances depends on the dielectric enviroment within the electromagnetic near field.
It can be applied to biological sensing. The high sensitvity of this method has allowed
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surface plasmon sensors to become a fundamental sensing technology over the last two
decades.
• Nanoantennas. Nanoantennas are, indeed, our object of study. Antennas would have
at nanoscale the same function they have at classical frequencies, that is, receiving and
trasmitting electromagnetic fields. However, nanoantennas would transmit visible light
instead of radio frequency waves, and the transmission distance would be in the order
of magnitude of the micrometers [11].
Assuredly, plasmonics is a very prosperous field that will lead to significative advances in
the next years. We expect our work to constitute a little contribution.
0.2 Antenna miniaturization
Antennas have been for sure one of the most important contributions of engineering. From
Guglielmo Marconis’s wireless telegraphy [12] to the Laser Interferometer Space Antenna [13],
antennas have had a decisive influence in science, engineering and history. In fact, modern
communications have changed the very same structure of society.
Certain antenna applications require very specific characteristics. For example, mobile
phone antennas have to be small enough to be integrated into the device. That is why several
miniaturization techniques have been developed:
• Choosing a proper topology [14]. Space configuration of the radiating elements dras-
tically modifies antenna properties. Topology not only has effect on miniaturization,
but also on antenna matching, efficiency and bandwidth. Sometimes, improvement of
a certain property leads to the detriment of another, and it is necessary to reach a
compromise.
As we will see, a way to miniaturize antennas is to enclose a long wire into a small space
by convoluting it. Many resources are destined at finding geometries with suitable prop-
erties. Fractals as the Sierpinski triangle or the Hilbert curve, for instance, have been
an interesting field of research. Spirals antennas have also remarkable performances.
In order to find optimum geometries, it is even possible to use genetic algorithms.
Antennas designed by evolutionary methods are known as evolved antennas [15]. The
antenna of the 2006 ST5 NASA spacecraft, for example, is an evolved antenna.
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• Using dielectric and magneto-dielectric metamaterials [16]. Antenna miniaturization
by embedding an antenna structure within a high permittivity material has been at-
temped in the past. The drawback in this method is entrapment of a large amount
of electromagnetic energy within the near-field region due to the impedance contrast
between the dielectric material and surrounding air region.
Although it is not the object of our work, it is worth to note that antenna miniatur-
ization can be achived by using metamaterials, a field where plasmonics have a major
significance.
0.3 Objectives
The objectives of our work are:
• To understand the principles of plasma physics, with a special detail on surface plasmon
polaritons and the dispersion relation associated to them.
• To understand the classical miniaturization antenna techniques based on the convolu-
tion of the wire. We will also study the source of their limitations: shortcut effect and
capacitive coupling. We will specially focus on fractal-shaped antennas.
• To study how the arising of surface plasmon polaritons on the surface of antennas
affects their performance, with special emphasis on the resonance frequency.
• To study the effect of using pre-fractal geometries on nanoantennas. We will ascertain
wether this fractal geometries are more useful at nanoscale or not.
• To understand the basic numerical methods applied to electromagnetic problems.
• To get basic skills on the manipulation of commercial simulation software.
Chapter 1
Plasmonics
Many plasmonic phenomena rely in a classical framework [17]. Even the interaction of elec-
tromagnetic fields with metal structures of a few nanometers can be firmly understood within
the realms of the classical theory, wihout a need to resort to quantum mechanics. However,
a large variety of unexpected phenomena appears due to the strong dependence of optical
properties on frequency. In this chapter we will derive the basic equations describing light
interaction with metal-dielectric interfaces, where collective oscillations on electron gas take
place.
The assumption that classical electromagnetic theory is valid at nanometer scale relies
on the fact that for the classical limit of quantum electrodynamics (large photon number
and small momentum transfers) it is possible to use the fluctuation-dissipation theorem to
relate the dielectric response to the dyadic Green tensor of Maxwell’s theory [18].Then, the
fundamental interactions can be embodied in the dielectric function. Details about this
transition can be found in some works [19]. We will no concern about these aspects, but it is
useful to know that a classical approach produces good results for particle and surface feature
sizes down to around 1nm, a distance below which microscopic effects cannot be disregarded
[20].
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1.1 The wave equation
We will take Maxwell’s equations as a starting point:
∇ ·D = ρext (1.1a)
∇ ·B = 0 (1.1b)
∇× E = −∂B
∂t
(1.1c)
∇×H = Jext + ∂D
∂t
(1.1d)
These equations link the four macroscopic fields with external charge and current densi-
ties. Note that, according to works addressed to plasmonics [el Libro], we do not follow the
usual procedure of dividing charge and current densities into free and bound sets, which is,
in fact, an arbitrary division. At optical frequencies, the distinction between bound and free
charges is blurred due to electron delocalization [17].
The macroscopic fields are further linked via polarization P and magnetization M
D = 0E+P (1.2)
H =
1
µ0
B−M (1.3)
where 0 and µ0 are electric permittivity and magnetic permeability of vacuum, respectively.
We will consider we are treating nonmagnetic media, thus is not necessary to consider a
magnetic response represented by M but only electric polarization effects P.
Furthermore, for linear, isotropic and nonmagnetic media, the following equations hold:
D = 0E (1.4)
B = µ0µH (1.5)
 and µ are the dielectric constant and the relative magnetic permeability, respectively.
Another fundamental result is the wave equation, which is obtained combining the curl
Chapter 1. Plasmonics 13
equations (1.1c) and (1.1d):
∇×∇× E = −µ0∂
2D
∂t2
(1.6a)
K(K · E)−K2E = −(K, ω)ω
2
c2
E (1.6b)
Where K is the wave vector and K its modulus. The first equation is in the time domain
and the second is in the frequency domain.
1.2 The Drude function
In this chapter we will deduce the Drude permittivity function, that plays an important role
in electromagnetics of metals.
One of the most simple, yet most useful, models describing electron behaviour is the
Lorentz-Drude model [21]. The electron is conceived as a particle attached to a static nucleus
through a spring, leading to equation
d2x
dt2
+mγ
dx
dt
+mω20x = −eE (1.7)
Where m is the effective optical mass, which has into account some aspects of the band
structure, e is the electron charge, and γ = 1/τ is the collision frequency and produces
damping on the oscillation. τ is known as the characteristic collision time and is usually about
10−14 s. This model is not only suitable to describe the behaviour of a single atom, but also
the collective response of an ensemble, i.e. a material. Assuming a harmonic dependence
E(t) = E0e
−iωt of the driving field, a particular solution describing the oscillation of the
electron is x(t) = x0e−iωt. Replacing these expressions in equation (1.7) it is possible to find
an expression for x0 of the form
x0 =
eE0
mω2 − ω20 + imγ
(1.8)
Then, the expression for x0 can be rewritten as
x(t) =
e
m(ω2 − ω20 + imγ)
E(t) (1.9)
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The displaced electrons contribute to macroscopic polarization via [referencia] P = −nex.
Using equation (1.9)
P = − ne
2
m(ω2 − ω20 + iγω)
E(t) (1.10)
Inserting this expression for P into (1.2) we obtain
D = 0(1− ne
2
0m(ω2 + ω20 + iγω)
)E (1.11)
If we define the plasma frequency
ω2p =
ne2
0m
(1.12)
Equation (1.11) yields
D = 0(1−
ω2p
ω2 − ω20 + iγω
)E (1.13)
As we will see, the plasma frequency is not only a way to group constants, but has an
outstanding physical meaning.
Comparing equation (1.13) with equation (1.4), we obtain
(ω) = 1− ω
2
p
ω2 − ω20 + iγω
(1.14)
which is the dielectric function in the Lorentz model. To better understand it, it is suitable
to rewrite depending on a real and an imaginary components (ω) = 1(ω) + i2(ω). These
components are given by
1(ω) = 1−
ω2p(ω
2 − ω20)
(ω2 − ω20)2 + γ2ω2
(1.15)
2(ω) =
γωω2p
(ω2 − ω20)2 + γ2ω2
(1.16)
As we know, absorption increases as the imaginary part of the dielectric function does.
Then, the maximum absorption will take place at the resonance frequency.
Now, we will particularize the model for the case we are interested in: the metals. The
term mω20x represents the restoring force. However, in metals, the electrons are not bound to
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the nuclei, since the potential energy distribution of a metallic lattice makes it as energetically
favorable for electrons to jump from a nucleus to another as staying bound to a single nucleus.
Electrons are said to be delocalized. If there is no restoring force, the term mω20x becomes
zero, which means that ω0 is zero. Summarizing, from the perspective of the Drude-Lorentz
model, a dielectric turns a metal when the restoring force is so weak (due to delocalization)
that the resonance frequency is almost zero. Expressions for 1 and 2 are now
1(ω) = 1−
ω2pτ
2
1 + ω2τ 2
(1.17)
2(ω) =
ω2pτ
ω(1 + ω2τ 2)
(1.18)
and their graphical representation leads to the following result.
We have previously said that the maximum absorption for a dielectric is achieved at
resonance frequency. For a metal, such frequency is zero, and indeed at ω → 0 the imaginary
part of the dielectric function tends to infinity, recovering the model of the perfect conductor.
Nevertheless, we are specially interested in the real part of (ω). For large frequencies
close to ωp, the dielectric function is predominantly real, and can be approximated using the
expression
(ω) = 1− ω
2
p
ω2
(1.19)
As we will see, the fact that (ω) has negative real part at ω < ωp allows certain plas-
monic phenomena to occur. So we will be interested in a region with ω < ωp, but where the
frequency is large enough to avoid the conductor behaviour.
At this stage, it is required to think over the obtained results. At low frequencies, the
imaginary part of the dielectric function becomes infinite, while the real one stays in a finite
negative value, which of course can be disregarded. Thus, fields cannot penetrate inside
the bulk, and the model describing a perfect conductor is recovered. We can attribute
such behaviour to the damping produced by the γ term: the field frequency is significantly
slower than the collision one, which means that many collisions will take place during a
period of the field oscillation. These collisions enable the field to propagate through the
material. Although, at high frequencies, the field will penetrate into the material since
collision frequency is comparable to the field frequency. Indeed the imaginary part of the
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dielectric function becomes small, as we can see in the figure.
According to experimental results, the validity of this model is limited at high frequencies
due to interband transitions.
1.3 Dispersion on free electron gas and volume plasmons
The delocalized electrons of a metal moving against a fixed background of positive ion cores
constitute what is known as a plasma. A plasma can be defined as a quasineutral gas of
charged and neutral particles which exhibits collective behaviour [22]. It is common to refer
to the ensemble of electrons as sea of electrons or electron cloud.
Let us now return to the wave equation (1.6). For transverse waves, K · E = 0, yielding
to the dispersion relation
K2 = (K, ω)
ω2
c2
(1.20)
Using equation (1.19) in (1.20), the dispersion relation of a free electron metal evaluates to
ω2 = ω2p +K
2c2 (1.21)
This relation is plotted in figure (laquesea). It can be seen that propagation of transverse
waves inside a plasma is forbidden for ω < ωp. It is also worth to note that the group velocity
is vg = dω/dK < c.
For longitudinal waves, K ‖ E. In that case equation (1.6b) yields to
(K, ω) = 0 (1.22)
Such condition is fulfilled, according to (epsilon real simplificada), when ω = ωp. It is shown
that (libro del plasma, alguno) ωp is indeed the natural oscillation frequency of the electron
sea. The quanta of this oscillations are called volume plasmons.
We have briefly introduced volume plasmons to show the physical meaning of the plasma
frequency and for completeness reasons. However, in the remainder of this text we will deal
with another kind of plasmons, which are introduced below.
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1.4 Surface Plasmon Polaritons
Surface plasmon polaritons (SPPs) are electromagnetic excitations propagating at the inter-
face between a dielectric and a metal, evanescently confined in the perpendicular direction.
These waves arise via the coupling of the electromagnetic fields to the sea of electrons. Let us
spell out the terminology. The surface plasmon is the oscillation of electronic charge at the
interface, while the term polariton refers to the electromagnetic fields in either two media.
The total quasiparticle including the electronic motion and the fields is the SPP.
Remembering that due to the absence of external stimuli ∇ ·D = 0 the wave equation
(1.6a) can be rewriteen as
∇(−1

E · ∇)−∇2E = −µ00∂
2E
∂t2
(1.23)
where we have also used that ∇×∇×E = ∇(∇·E)−∇2E and ∇·(E) = E ·∇+∇·E. For
small variation of the dielectric profile  = (r) over distances on the order of a wavelength,
we can consider that ∇(r) ' 0 yielding the central equation of the electromagnetic wave
theory:
∇2E− 
c2
∂2E
∂t2
= 0 (1.24)
This equation has to be solved in regions of constant . Assuming harmonic field varitation
E(r, t) = E(r)e−iωt, and replacing on 1.24:
∇2E+ k20E = 0 (1.25)
Where we have used that k0 = ω/c is the wave vector. Equation 1.25 is known as Helmholtz
equation.
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1.5 The dispersion relation in the most common geome-
tries
Given the Helmholtz equation 1.25, it is possible to derive the expression relating the wave
vector of the incident field to the wave vector of the plasmonic excitation. That dispersion
relation, which is a key aspect in plasmonic applications, depends strongly on the geometry
of the system, leading, in some cases, to problems which are very difficult to solve analitically.
However, a few representative cases will be enough to understand the phenomenon from a
qualitative point of view.
We will address to three different geometries. The first one (the flat single interface) can
be easily solved analitically, and we will see the derivation in detail. The other examples, yet
more realistic, lead to complex mathematical problems, and we will limit to explain the final
results.
1.5.1 The single flat interface
This is the most simple geometry sustaining SPPs. Let us assume a problem with two
homogeneous media separated by an infinite and planar interface located at z = 0. Then
(z) = 1 for z < 0 and (z) = 2 for z > 0. Let us also consider that the waves propagate
along the x-direction, so that there is no variation in y dimension. The spatial part of the
field can be described (referencia) as:
E(x, y, z) = E(z)eiβx (1.26)
where we have assumed harmonic variation on x direction. The parameter β = kx, wich is in
general complex, is known as the propagation constant of the travelling wave and corresponds
to the component of the wave vector in the propagation direction x. Insterting equation 1.26
in 1.25 yields
∂2E(z)
∂z2
+ (k20− β2)E(z) = 0 (1.27)
Simillary we obtain another equation for H. A more rigorous justification of all this
properties can be founded in works addressed to photonics [23] .
Using the curl equation (1.1c) and (1.1d) and assuming harmonic time dependence, we
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arrive to the following set of coupled equations:
∂Ez
∂y
− ∂Ey
∂z
= iωµ0Hx (1.28a)
∂Ex
∂z
− ∂Ez
∂x
= iωµ0Hy (1.28b)
∂Ey
∂x
− ∂Ex
∂y
= iωµ0Hz (1.28c)
∂Hz
∂y
− ∂Hy
∂z
= −iω0Ex (1.28d)
∂Hx
∂z
− ∂Hz
∂x
= −iω0Ey (1.28e)
∂Hy
∂x
− ∂Hx
∂y
= −iω0Ez (1.28f)
Equation (1.26) implies that ∂
∂x
≡ iβ, and homogeneity in y-direction entails that ∂
∂y
≡ 0.
Then the system of equations simplifies to:
∂Ey
∂z
= −iωµ0Hx (1.29a)
∂Ex
∂z
− iβEz = iωµ0Hy (1.29b)
iβEy = iωµ0Hz (1.29c)
∂Hy
∂z
= iω0Ex (1.29d)
∂Hx
∂z
− iβHz = −iω0Ey (1.29e)
iβHy = −iω0Ez (1.29f)
It can be shown [citar yariv] that the system allows two sets of solutions: transversal
magnetic (TM) and transversal electric (TE).
For TM modes the system reduces to
Ex = −i 1
ω0
∂Hy
∂z
(1.30a)
Ez = − β
ω0
Hy (1.30b)
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and the wave equation is
∂2Hy
∂z2
+ (k20− β2)Hy = 0 (1.30c)
Furthermore, for TE modes we have equations
Hx = i
1
ωµ0
∂Ey
∂z
(1.31a)
Hz =
β
ωµ0
Ey (1.31b)
and wave equation
∂2Ey
∂z2
+ (k20− β2)Ey = 0 (1.31c)
As has been previously said, we are considering a single flat interface between two mediums
of different , which is the most simple geometry sustaining SPPs. Since SPPs, by definition,
are confined in the perpendicular direction, we will assume an exponential decay in the z
axis.
For TM solutions, using equations (son un conjunto, he de mirar como citarlas) yields
Hy(x, z) = A2e
iβxe−k2z (1.32a)
Ex(x, z) = iA2
1
ω02
k2e
iβxe−k2z (1.32b)
Ez(x, z) = −A1 β
ω02
eiβxe−k2z (1.32c)
for z > 0 and
Hy(x, z) = A1e
iβxek1z (1.32d)
Ex(x, z) = −iA1 1
ω01
k1e
iβxek1z (1.32e)
Ez(x, z) = −A1 β
ω01
eiβxek1z (1.32f)
for z < 0. k1 and k2 represent the component of the wave vector perpendicular to the
interface, and produce the evanescent decay in z direction.
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Application of boundary conditions implies that A1 = A2 and
k2
k1
= −2
1
(1.33)
According to our sign convention k1, k2 have to be positive in order to assure confinement
of the wave. So, the ratio between k1 and k2 is also positive. It implies that 2/1 < 0. Such
condition is fulfilled if one of the two materials is a dielectric with real positive permittivity
and the other one is a metal in the high frequency regime. As we have said above, at
high frequencies (but below ωp) the dielectric function of a metal is predominantly real and
negative, and it can by described by (1.19). That is why plasmons are only sustained at high
frequencies.
The expression for Hy has to fulfill the wave equation (1.30c), entailing
k21 = β
2 − k201 (1.34a)
k22 = β
2 − k202 (1.34b)
Combining equations (1.33) and (1.34a) and (1.34b) we obtain the following expression:
β = k0
√
12
1 + 2
(1.35)
This expression is of major significance to us, since it relates the wavelength of the incident
field with the wavelength of the SPP produced by this excitation. But, before discussing in
depth the aforesaid result, we will perform a brief analysis of the viability TE surface modes,
which will lead to the conclusion that such modes are non existent.
Using equations (1.31a), (1.31b), (1.31c) we obtain the following expressions
Ey = A2e
iβxe−k2z (1.36a)
Hx = −iA2 1
ωµ0
k2e
iβxe−k2z (1.36b)
Hz = A2
β
ωµ0
eiβxe−k2z (1.36c)
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for z > 0 and
Ey = A1e
iβxek1z (1.36d)
Hx = iA1
1
ωµ0
k1e
iβxek1z (1.36e)
Hz = A1
β
ωµ0
eiβxek1z (1.36f)
for z < 0. Applying continuity to Ey and Hx yields
A1(k1 + k2) = 0 (1.37)
As we have previously said, confinement requires, according to our convention of signs, both
k1 and k2 positive, which means that equation (1.37) is only fulfilled if A1 = A2 = 2. So, TE
polarization does not exist in surface plasmon polaritons.
Let us now examine the expression (1.35), represented in figure 1.1 . It is notorious
that there is a resonance frequency at 2 = −1, condition that is fulfilled at the so called
characteristic surface plasmon frequency :
wave vector β
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ω
ω
sp
ωp
Surface plasmon  region(real)
No propagation region (imag.)
Volume plasmon region (real)
Figure 1.1: Dispersion relation.
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ωsp =
ωp√
1 + 2
(1.38)
Three regions can be easily distinguished:
• The first region (red) is comprised between zero and the resonance frequency (1(ω) <
−2) Here, ω1+ω2 < 0, and 12 < 0; consequently, β is real and propagation is allowed.
In fact, it would have also an imaginary part, but we have indirectly disregarded it by
approximating (ω) with expression (1.19). A comparation between the plasmonic
dispersion relation and the classical dispersion in space β = ω/c reveals that, for a
certain frequency, the plasmonic wave vector is larger than the classical one. Of course,
this effect becomes more notorious as we approximate to the resonance frequency, and
vanishes at low frequencies.
• After the resonance, there is a region where the wave vector is imaginary (blue). This
results from −2 < 1(ω) < 0, which causes numerator and denominator to be of
different sign. Due to the imaginary character of β, there is no propagation in that
region.
• In the third region (green), the wave vector is real again (1(ω) > 0). We are above the
plasma frequency ωp, and thus in the transparency regime.
A brief clarification must be done at this point. Notwithstanding what we have previously
said, the wave vector is not fully real or imaginary. We have reached this conclusion by
assuming that the dielectric function (ω) can be described by (1.19). We would have found
a complex wave vector if we have used the complex expression (hay dos, mirar tema arrays o
lo que sea) for the dielectric function. However, β would be predominantly real or imaginary
in each region, so our approximation is convenient.
The peculiar behaviour of the dispersion relation is of major importance. In the first
region, as we have said, the wave vector associated to the plasmonic polariton is larger
than the wave vector associated to a classical electromagnetic field of the same frequency.
It means that the wavelength of the plasmonic wave is smaller than the one of the field
inducing it. Electromagnetic signals can be squeezed into much smaller SPPs, and then
transported, manipulated and eventually transformed again into fields in the free space.
This miniaturization could be, according to our model, brougth to infinity, since at ωsp the
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wave vector goes to infinity, and the wavelength to zero. Obviously, this is not possible.
First, because there are physicall factors limiting the resonance, and second, because it is
difficult to work at a very narrow range of frequency in order to stay at the resonance.
In the proximity of ωsp, the group velocity vg = ∂ω/∂β tends to zero, and the mode
thus acquires electrostatic character. Such mode is what is known as the surface plasmon,
although we have not used this expression in the most proper way until now. From now
on, we can consider that the electron density wave and the associeted field become a surface
plasmon polariton when the resonance is close enough to guarantee a significantly small
wavelength. Figure 1.2 shows a surface plasmon at a dielectric-metal interface, obtained by
the representation ef equation 1.36.
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Figure 1.2: Surface plasmon polariton.
It is also worth to note that, as β tends to infinity the decay constants k1 and k2 also
do (equation (1.34)). It means that the surface plasmon not only has an infinitely small
wavelength, but is also infinitely confined into the interface.
1.5.2 The multilayer guide
These systems consist of alternating conducting and dielectric thin films [17]. Each single
interface can sustain bound SPPs, however, when the separation between adjacent interfaces
Chapter 1. Plasmonics 25
is smaller than the decay length of the mode, interaction between SPPs at both surfaces give
raise to coupled modes. Let us consider a thin metallic layer between two infinitely thick
dielectric claddings.
By a derivation similar to the one used to obtain equation (1.35), it is possible to describe
the dispersion relation for a multilayer system by the following pair of equations
tanh k1a = −k21
k12
(1.39)
tanh k1a = −k12
k21
(1.40)
The first equation describes modes with odd vector parity (Ex(z) is odd, and Hy(z) and
Ez(z) are even), while the second one describes modes of even vector parity (Ex(z) even,
Hy(z) and Ez(z) odd). As in the previous case, the associated wave vector tends to infinity
for a certain frequency of the incident field. For these modes, the resonance frequencies are
ωsp+ =
ωp√
1 + 2
√
1 +
22e−2βa
1 + 2
(1.41)
ωsp− =
ωp√
1 + 2
√
1− 22e
−2βa
1 + 2
(1.42)
Where equation (1.41) refers to SPP resonance frequency for the odd modes, and (1.42),
to the even modes.
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1.5.3 The cylindrical rod
The following case is of crucial importance for our work. Since the antennas we will study in
the following chapters will be based in metalic cylinders or wires, we are specially interested
in the dispersion relation at such structures.
In the first geometry we have addressed to (i.e. the infinite flat interface) we have derived
the dispersion relation equation (1.35). This equation fully describes the behaviour of the
wave vector on a wide frequency range, and from it is possible to distinguish several phenom-
ena, one of whom is the resonance associated with surface plasmon polaritons. Unfortunately,
the mathematical complexity of the cylindrical case requires a different approach. Instead
of finding an analytical expression for β, it is possible to show [24] that, at high frequencies,
but below the proximities of ωsp, the wavelength of the incident field λ is linearly related to
the wavelength of the plasmonic wave λ′.
The mathematical derivation, that we will not detail, starts with the equation that de-
scribes TM0 modes of a cylindrical waveguide. This expression involves the cylindrical Bessel
and Hankel functions of first kind (J1 and B1). For thin wires, these functions can be ex-
panded to the first order. After several approximations, we obtain the following expression:
λ′ = 2piR(a1 + a2
λ
λp
)− 4R (1.43)
where λp is the wavelength associated to the plasma frequency ωp. a1 and a2 are coefficients
defined as follows:
a1 =
1
3
eξ(1 +
√
3ξ
2
)− 2(1 + 2e
2ξ/2)
32eξ
(1 +
√
3
2
1 + ξ√
ξ
) (1.44)
a2 =
2
√
1 + 2e2ξ/2
32eξ
(1 +
√
3
2
1 + ξ√
ξ
) (1.45)
where ξ = 0.577..., the Euler constant. What is worth to note here, rather than the ex-
pressions for the coefficients, is that the dispersion relation can be reduced to expression
(1.43). Of course, from a physical point of view, almost every mathematical relation can
be approximated with a linear equation if the range of values we are dealing with is small
enough. However that range is wide enough [24] to consider expression (1.43) as an important
statement.
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In conclusion, it can be very difficult to obtain analytical expressions for the dispersion
relation for complex geometries. However, it seems to occur for many of them that the
plasmonic oscillation has a significantly smaller wavelength that the one of the field inducing
it. Even though the dispersion relation for the flat infinite interface (1.35) does not properly
describe the dispersion relation of a general geometry, it can be very useful to undertand
plasmonic phenomena in a qualitative way in a large variety of cases.
Chapter 2
Fractal antennas at radio frequencies
Before considering the plasmonic phenomena in nanoantennas, we shall discuss the properties
of fractal antnnas at radio frequencies.
2.1 Half wave dipole
Let us consider the dipole antenna represented in figure 2.1. It consist in two cylindrical
straight arms of length H separated by a small gap, where the feed is located.
When the structure is small in terms of λ, we can consider that the electric current
distribution is constant along the atenna, leading to the elemental dipole equations. However,
if H is not small in comparison with the wavelength, this assumption is no more valid [25].
It has been experimentally proved that the current distribution is approximately sinusoidal.
Assuming also negligible radius:
~J(~r) = zˆI(z′)δ(x′)δ(y′) (2.1)
Where
I(z′) = Im sin k(H − z′) (2.2)
when 0 ≤ z′ ≤ H and
I(z′) = Im sin k(H + z′) (2.3)
when −H ≤ z′ ≤ 0. Im is the maximum value of the current distribution, and k = 2pi/λ.
This current distribution can be justified if we consider the antenna as a transmission line
28
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Figure 2.1: Dipole antenna
whose parallel wires of length H are opened until they are located along a straight line, as
can be seen in figure 2.2. Since the transmission line ends in open circuit, it gives raise to a
standing wave.
From the current distribution, we can obtain the radiation vector
~N = zˆ2Im
cos(kH cos θ)− cos kH
ksin2 θ
(2.4)
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Figure 2.2: The cylindrical antenna can be understood as an open transmission line
and the radiated fields
Eθ = j
η
2pir
e−jkrIm
cos(kHcosθ)
sin θ
(2.5)
Eφ = 0 (2.6)
Hθ = 0 (2.7)
Hφ =
Eφ
η
(2.8)
where η =
√
µ/ is the impedance of free space. The radiated power will be
P = Re[EθH∗φ] =
ηI2m
4pi2r2
(
cos(kH cos θ)− cos kH
sin θ
)2
(2.9)
At certain wavelengths, the dipole antenna has special properties. One case is the half
wavelength dipole (λ = 4H). In this case, the term cos kH on equation (2.9) vanishes, and
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this expression becames:
P =
30I2m
pir2
(
cos (pi
2
cos θ)
sin θ
)2
(2.10)
It can be easily proved that the radiated power reaches a maximum for this wavelength.
Then, λ = 4H is the first dipole resonance. The fact that radiation is enhaced at resonance
implies that we will be interested in transmitting at these frequencies.
In general, the resonance wavelength are located at H = λ/4 + nλ/2, where n is an
integer.
2.2 Principles of fractal antennas
Now, let us imaging the following situation. We are interested in transmitting a signal of a
certain wavelength, and we choose a dipole antenna. In order to achieve a good transmission
efficiency, the antenna size is such that it is half a wavelength at the frequency we are work-
ing at. Consequently, the size of the antenna is determined by the frequency: the larger the
wavelentgh, the larger the antenna size. So, if the wavelength is relatively large, the antenna
could became difficult to implement in small devices due to its size. We need to miniaturize it.
Our ideal antenna, then, would behave as a half wave dipole of wavelength λ, but its size
will be much smaller than λ/2. A possible solution could be the following: instead of using
a straight wire, let us convolute it in a way that its end to end size is significantly smaller.
This is, intuitively, the fundamental indea of fractal antennas.
Fractals are mathematical sets that exhibit a repeating pattern at every scale [26]. Al-
though some of them have been known for a long time, fractals have been ignored as patho-
logical and not worth of study, since methods of classical calculus cannot be applied to them.
This attitude changed after the introduction of the concept of fractals by Benoît B. Mandel-
brot at the beginning of the 1970’s. Fractals are not only relevant from the mathematical
point of view: they also provide an invaluable representation of many natura phenomena.
Some fractal geometries have complex and highly convoluted shapes. A well known
example is the Koch curve, which was proposed on 1904 by the Swedish mathematician
Helge von Koch. This curve can be constructed as follows. Let us consider the segment k0
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(figure 2.3). The set k1 consist of the four segments obtained by removing the middle third
of k0 and replacing it by the other two sides of the equilateral triangle based on the removed
segment. We construct the set k2 by applying the same procedure to each of the segments
in k1, and so on. Then kn comes from replacing the middle third of each straigth line of
k(n-1) by the other two sides of the equilateral triangle. As n tends to infinite, the sequence
of curves kn tends to the Koch curve. The set with n → ∞ is then a fractal curve, while
the curve with finite n is called a pre-fractal curve of n iterations. On the fractal limit, the
curve is nowhere differentiable, although it is continuous.
k0 k1 k2 k3 k4
Figure 2.3: The first five iterations of the Koch curve.
The length of the curve enclosed in a Koch pre-fractal is given by the expression
P = a
(
4
3
)n
(2.11)
where a is the wire length. This expression can be easily deduced from the generation
algorithm described above. It is clear that n → ∞ =⇒ P → ∞. Equation (2.11) is
represented in figure 2.4.
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Figure 2.4: Ratio between the length enclosed in every iteration and the length of the pre-
fractal.
Returning to our antenna problem, the fact that the length of the curve P is larger than
the end to end distance a of the pre-fractal provides the possibility to enclose a long wire
into a significantly smaller area. We can subsitute the two straight arms of the classical
dipole antenna by two fractal-shaped wires. The total length of our antenna will be 2a
(neglecting the gap between the two wires), but we expect its resonance frequency to be the
corresponding to a straight dipole of length 2P , where P is the wire length enclosed into the
pre-fractal wire. If it was true, the resonance frequency will decrease a factor 3/4 at each
iteration, since the wire length increases 4/3. For example, and according to figure 2.4, a
fractal-shaped antenna of n = 4 will be more than three times smaller than a straight dipole
of the same resonance frequency.
One can wonder why we are packing the wire into a fractal geometry instead of simply
packing it into highly convoluted non-fractal configurations. One reason is that fractal-shaped
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antennas have also other interesting properties as multiband character: since the structure is
autoscalable, each repetition of the fractal element correspond to a certain multiband active
area. Furthermore, the generation algorithm is easy to implement in our analysis programs.
2.3 Problems on fractal antennas
Unfortunately, prefractal antennas have several limitations associated to its geometry. One
is a manufacture problem limiting the number of iterations achievable. The other one, that
is our object of examination, is associated with the behaviour of the electromagnetic field in
highly convoluted antennas.
2.3.1 Maximum iteration
Fractals are mathematical objects that cannot be built in reality. The maximum number of
iterations achievable for a Koch pre-fractal depends on the radius of the wire or the strip
width. Figure 2.5 represents whichever four-segment set of a pre-fractal wire. The black line
represents the ideal curve. However, due to the strip width, the actual wire will have the
configuration represented in blue dashed lines. We consider the maximum iteration has been
reached when ω/d = 1.
w
d'
d
Figure 2.5: Manufacture limits for a pre-fractal wire.
From this, we can deduce the following expression for the maximum iteration.
n ≤
− log w√
3a
log 3
(2.12)
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However, before reaching that maximum mathematical limit, antenna performances can
get worse due to the width of the cable, as we will see in the following.
2.3.2 The shortcut problem
The main problem associated to fractal antennas and to many highly convoluted geometries
is the so called shortcut problem. We have assumed that a signal propagated through the
wire follows exactly the pre-fractal path. In other words, we are expecting that the fields can
be "convoluted" in the same way the wire is. However, the field, or at least a part of it, takes
certain shortcuts between different points of the antenna. As a result, the effective length of
the wire is not long as we expected, and miniaturization is limited.
Let us study this effect for a Koch pre-fractal of n = 0. When the electromagnetic field
propagates through the wire and reaches a sharp corner, it radiates spherical waves with
phase centre at the vertex (figure 2.7, left). The corner not only re-radiates, but also receives
the signal radiated by other corners. Thus a part of the field can take shortcuts from corner
to corner. The effective length of the wire, it is, the length the field travels, is shorter the
the actual length P .
A possible effective path is schematically shown in figure 2.7 (right). Note that this is
only one of the multiple paths the field can take due to the shortcut effect. It is difficult to
know which fraction of the field follows a certain path. Another consideration worth to be
taken into account is that, although every corner can re-radiate, this phenomenon seems to
became more remarkable as the corner becames sharper. In a pre-fractal Koch curve, there
are 60o and 30o corners. Then, re-radiation will be more noticeable at corners 2,6,8,10,14
rather than at the others.
Another important factor is the strip width. We know that for a straight monopole an-
tenna, the resonant frequency slightly decreases if the wire radius is increased. Nevertheless,
the reverse occurs in the case of pre-fractal geometries. The reason is that for wide wires the
coupling between segments increases, and then a larger part of the signal takes a shortcut.
This is what we said it can be not suitable to use certain values of n, even if that iteration is
allowed by the expression (2.12). It is important to note that the shortcut effect is enhaced
for wider wires.
Furthermore, the shortcut effect could be not only due by re-radiation at corners, but
also to the feeder. The fields radiated by the feeder can be received by the antenna corners,
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creating new shortcut (figure 2.6)
Feeder
Figure 2.6: Shortcuts produced by the feeder.
2.4 Space-time diagrams
A very useful tool for examining the shortcut effect is the space-time diagram . We simulate
a short pulse propagating through a pre-fractal Koch monopole of n = 2. The space-time
diagram shows the current magnituda at a given time along the wire.
In figure 2.8, the vertical axis corresponds to the position along the wire. It is scaled in
pre-fractal curve segments, that correspond to the represented in figure 2.9. The horizontal
axis, that corresponds to time, is scaled in segments/speed of light. In equations 2.2 and 2.3,
the standing wave length λ = 2pi/k, where k is the free space wavenumber suggest that the
pulse propagates along the wire at the speed of light. One unit, then, corresponds to time
that light takes to travel one segment.
If the pulse follows accurately the path, it will take 16 time units to reach the end of the
wire, and another 16 units to return after reflection (it is an open circuit). The slope of the
resulting line will be one, due to our normalization.
Nevertheless, the presence of step irregularties reveals that the pulse does not follow the
expected path. At the corner 1, it is partially re-radiated (blue arrow), and reaches the
segment between 2 and 3 at t = 2, that is, one time unit after the wave is lauched at 1. The
distance of the shortcut between 1 and 3 is one segment.
The following noticeable shortcut occurs between 2 and 6 (red arrow). The distance
Chapter 2. Fractal antennas at radio frequencies 37
between both corners is
√
3 = 1.73 segments. As we can see in the diagram, the signal
reaches 6 at t = 3.7, 1.7 segments-light after the spherical wave is re-launched at 2. Since
the distance between 2 and 6 is smaller than the distance between 2 and 5, the re-radiated
field reaches 6 before 5. It produces a slightly negative slope curve.
Another clearly visible shortcut is the one produced between 5 and eleven (green arrow).
The distance between these angles is again
√
3. The signal reaches corner 9 at t = 5.7, 1.7
time units after a spherical wave is radiated at angle 5 at t = 4.
Furthermore, every time the signal reaches a corner, a part of it is reflected back. We can
perceive weak lines of negative slope departing from the principal pulse line when it reaches
an angle. These reflected signals can also be re-radiated, producing the phenomenon to be
certainly complex.
It is remarkable that, in spite of the fact that several shortcuts occur, most of the pulse
follows the desired path. Indeed, there is a clear reflection at the end (time units from 16
to 32). However, as we will see, this shortcut effect is enough to significantly worsen the
antenna performance.
Signal Signal
Figure 2.7: Re-radiation at corners (left) and a possible effective path (right).
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Figure 2.8: Space-time diagram reveals the presence of shortcuts.
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Figure 2.9: Schematic view of the shortcut.
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2.5 Shortcut effects on resonance frequency
To conclude this section, we will see how the shortcut effect affects the resonance frequency,
and thus miniaturization.
Figure 2.10 compares the actual decrease of the resonance frequency of a pre-fractal
antenna as n is increased, with the exptected one, corresponding to a straight dipole. Let us
consider a pre-fractal antenna of total end to end length L. The red line shows the quotient
between that length and the resonant wavelength for iterations from 0 to 4. The blue line
shows again L/λres, but for a straight dipole of the same total length that the pre-fractal
wire encloses for the corresponding iteration.
The straight dipole resonance frequency clearly decreases as its length grows. This is not
the case with the pre-fractal antenna, although it has the same wire length. After a few
iterations, it seems to tend to converge to a value around L/λres = 0.3.
In conclusion, after a few iterations, it does not matter how convoluted the wire is, since
the signal takes a shorter effective path preventing miniaturization.
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Figure 2.10: Shortcut effect on resonance frequency.
Chapter 3
Simulations and Results
In Chapter 1, we have briefly studied the fundamentals of plasmonics. In Chapter 2 we have
discussed about the effect of using pre-fractal geometries in antennas at radio frequencies. In
this section, we will study, by simulation, how pre-fractal antennas behave at the nanoscale
regime and at optical frequencies, where plasmonic phenomena take place.
3.1 Hypothesis
The main problem that prevents antenna miniaturization by enclosing its wire into a pre-
fractal geometry is the shortcut effect. As we have described, it is produced by re-radiation
at sharp corners: the field "jumps" from a corner to another part of the antenna.
Let us imagine a metallic nanoantenna. Since the resonant wavelength is in the the or-
der of magnitude of the antenna, a nanometric device will resonate at high (maybe optical)
frequencies. If the frequency is high enough, the permittivity of the metal, described by
the Drude function (1.14), became practically real. Furthermore, if we are below ωp, it has
negative sign. We assume that the antenna is sorrounded by air, with positive permittivity.
Thus, since the two media have opposite sign ε, we expect surface plasmon polaritons to arise
at the antenna surface.
40
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Earlier, we explained that SPPs are confined in the direction perpendicular to the inter-
face. This confinement is described by the decay lengths in (1.34). If the decay length is
short enough, the signal will not be able to take shortcuts between two points of the wire.
Thus, the shortcut effect could be avoided in the plasmonic regime.
3.2 Materials
Gold and silver are the most important metals for plasmonic studies in the visible and near-
infrared. Consequently, we have performed our simulations for gold nanoantennas. Although
the Drude function is a very good approximation, it is inexact above certain frequencies due
to interband transitions. For some noble metals, interband effects already start to occur for
λ = 1µm.
Thus, with the purpose of providing accuracy for our simulations, we have used experi-
mental values [27] for the dielectric function instead of the Drude model.
Figure 3.1 shows the experimental dispersion relation for gold in the range between 155
and 1,596 THz (188 to 1492 nm). That ranges includes all the visible range (380 to 750
nm). As we can see, gold behaves in a non metallic way in all the range, it is, permittivity
cannot be considered very large and purely imaginary. Curiously, the metal seems to be more
suitable for our purposes at near infra-red and infra-red frequencies rather than at higher
parts of the spectrum, that is, its real part is predominant, and equation (1.19) holds.
The values shown in figure 3.1 correspond to [ cita Johnson and Crhisty, 1972]. However,
the values for the experimental dielectric function considerably change depending on the
reference. This is not a problem for our approach, that tries to study a phenomenon from a
qualitative point of view more than exactly characterize it.
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Figure 3.1: Dielectric function for gold.
3.3 Simulation Method
The simulations have been performed with the finite differences in time domain method
(FDTD) [28] . It represents the derivatives in Maxwell’s curl equations by finite differences.
In particular, we use the second-order accurate central difference formula
df(x)
dx
≈ f(x+ ∆x)− f(x−∆x)
2∆x
(3.1)
We apply this to the Maxwell’s equations 1.1. For example, in a one dimensional case,
we can use only Ex and Hy, and their temporal derivatives can be rewritten
∂Ex
∂t
= −1
ε
∂Hy
∂z
(3.2)
∂Hy
∂t
= − 1
µ
∂Ex
∂z
(3.3)
that represent a plane wave traveling in the z direction.
According to Yee scheme [citarlo] Ex and Hy are considered shifted in space by half a
time step when considering a central difference approximation. Equations 3.2 and 3.3 can be
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written as
E
n+1/2
x (k)− En−1/2x (k)
∆t
= −1
ε
Hny (k + 1/2)−Hny (k − 1/2)
∆z
(3.4)
Hn+1y (k + 1/2)−Hny (k + 1/2)
∆t
= − 1
µ
E
n+1/2
x (k + 1)− En+1/2x (k)
∆z
(3.5)
where the superindex n corresponds to time step, and k to the position in space.
From this expressions, using the so called "leap-frog algorithm", it is possible to iteratively
solve the differential equation for both space and time.
We have used a simulation software tool, the CST Studio Suite to execute the simulations.
The obtained data have been processed with Matlab/Octave, Python and C.
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3.4 The 9000 nm antenna at THz frequencies
After studying a wide ranges of antennas sizes, we have focused our efforts in two particular
lengths for being specially illustrative.
In the first case, we study a pre-fractal antenna of n = 2 with the following dimensions:
arm length a = 9000nm, gap g = 500nm. The wire has square section with 50nm wide.
At this frequency, the expected resonant wavelength is about λ = 40µm, it is, in the far
infra-red. However, as we will see, the frequency is high enough to allow certain interesting
phenomena.
Figure 3.2 shows space-time diagrams for this antenna. In the first diagram, we have
taken into account the dependence of permittivity on wavelength. In the second one, we
have assumed that the gold has the same permitivitty that it has at radio frequencies. Thus,
the second antenna corresponds to the case studied in Chapter 2. The reason is that, due
to normalization, the space-time diagrams for two antennas fully scaled af diferent sizes will
be equivalent, providing that the relation between the pulse width and the antenna length is
also mantained and ε stays constant. The problem is simply scaled.
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Figure 3.2: Space-time diagrams having into account dielectric function (top), and classical
ε (bottom).
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Since at high frequencies gold abandons its metallic character, the concept of surface
currents is no more valid. Instead, we examine the power density ∝ H2 + E2. The space-
time diagram showing these two cases (let us call them plasmonic and classical case) leads
to the following conlcusions:
• The pulse travels slower in the the first case than in the second one. The slope of the
line corresponding to the pulse in the plasmonic case is smaller than 1, then, the pulse
velocity is below the speed of light. It can be easily appreciated at earlier moments,
before the signal is degraded. Also, the pulse reflection in the plasmonic case takes
more than the 32 time units required when its velocity is c.
That fact corresponds to a plasmonic behaviour of the metal: as we have mentioned
on Chapter 1, the the group velocity
vg =
∂ω
∂β
(3.6)
corresponds to c for the low values of ω. But, as ω tends to ωsp and β becames infite,
the group velocity tends to zero. In the terahertz regime analyzed in this section, the
group velocity is far from being zero, but diverges from the classical one due to the
presence of plasmonic waves.
• The pulse easily degrades. It is clear that the main pulse losses more power in the
plasmonic case that in the classical one. Again, it is due to the dispersion relation.
The short gaussian pulse is composed by a large spectrum of frequencies. If its length
correspond to a segment (1µm), its temporal duration will be t = 3.33 fs. Then, the
maximum frequency of its spectrum will be around f = 1/t = 300 THz, much larger
than the expected resonance frequency of the antennas (7.5 THz). Although, this
frequency is still optical, then, the pulse can be simulated (we will see that the same
does not hold for smaller antennas).
As we have seen in the previous point, the group velocity depends on the frequency.
Each one of the spectral components of the pulse will have a different associated vg.
The pulse tends to spread because each one of its components travels at a different vg.
• The shortcut effect does not dissapear. Although main pulses travel at different ve-
locities, it seems to be a first front (the first excitation received) that arrives at each
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point of the antenna approximately at the same time for both cases. Probably, it is due
to the signal radiated from the feeder (figure 2.6). After that signal arrives, however,
shortcuts between the corners also take place. The classical case, on the other hand,
does not show that delay between the first wavefront and following shortucts, but they
are superposed.
In any case, the shortcut effect does not seem to disappear: our hypothesis is not valid
here.
Let us now examine the resonance frequency. Figure 3.3 shows the normalized resonance
frequency (table 3.1 shows the not normalized values) of a pre-fractal antenna of fixed size
and of a straight dipole of the same wire length, for both classical and plasmonic cases. It
is clear that the resonance frequency is smaller for the plasmonic antenna not only the for
pre-fractal dipole, but also for straight wires. The reason is the miniaturazion associated to
the dispersion relation. Since the wavelength perceived by the antenna is shorter than the
one of the field outside, antenna reaches its first resonance when the wavelength of the field
feeding the antenna is λ0 > 2L, where L is the total length of the antenna.
Although the plasmonic effect reduces the resonance frequency, it does not seem to correct
the shortcut effect. Both the plasmonic and the classical antenna converge to a limit value
after a few iterations.
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Figure 3.3: Comparation between plasmonic and classical antennas at THz frequencies.
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n Koch classical Straight classical Koch Drude Straight Drude
0 7.77 7.77 6.80 6.795
1 6.36 5.915 5.60 5.25
2 5.56 4.56 4.98 4.26
3 5.10 3.46 4.44 3.24
4 5.00 2.69 4.69 2.40
Table 3.1: Resonance frequency of 9000 nm arm antennas (THz)
Then, at teraherzt regime, although there is a reduction of the plasmonic effect due to
the plasmonic effect on the dispersion relation, shortcut effect still remains.
3.5 The 120 nm antenna at optical frequencies
In this section, we will study antennas of 120 nm arm length. Before analyzing the pre-fractal
case, we will see certain characteristic of the straight dipole antennas at high frequencies.
Figure 3.5 shows the absolute value of the reflection coefficient for several straight dipole
antennas. Antennas are characterized by its wire section (circular or square, with 5 nm of
width/diameter), their dispersion relation (taking into account the Drude function, or the
classical value), and the impedance of the feeding port [Ω].
According to the two graphics of the first line, there is not remarkable difference using
between circular and square section in the classical antennas.
The second line corresponds to a plasmonic dispersion of relation. In this case, the
resonance frequency reduces significantly (from 600 to 100 THz, more or less). It is due to the
miniaturization effect described in the previous section. However, the difference between the
classical and the plasmonic cases is much more notorious here. The reason is that, since the
frequency is higher, we are closer to the plasmonic resonance, thus, the effective wavelegnth
is smaller. The antenna is adapted with a suitable impedance (second line). It seems to
provide a good performance. Although, certain properties of the classical antenna, such as
adaptation or even reflection coefficient cannot be directly extrapolated to the plasmonic
case. Again, there is not significative difference between the circular and the square section.
Two conclusions can be drawn from this simulation:
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Figure 3.4: S-parameters of a = 120nm antennas.
• Cylindrical section wires and square section wires behave approximately in the same
way. Of course, we knew it before for the classical case, but this was not ensured for
plasmonic antennas. From now on, we do not have to considerate the two cases.
• It is not important how deep the resonance dip is, since the antenna could always be
adapted. We will only care about the position of the resonance.
Now, let us focus on the pre-fractal antenna of n = 2. The dimensions are: arm length
a = 120 nm, gap g = 20/3 nm . The section of the gold wire is not square, but rectangular
(5x4 nm).
Unfortunately, space-time diagrams cannot be used to study antennas in this case. The
reason is that the signal degrades in such a way that is not possible to extract any conclusion
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from it. Let us recall that space time studies-require require very short pulses, and thus very
high frequencies. In this case, a segment long pulse (40/3 nm) would entail frequencies on the
ultraviolet regime (about 22 PHz). At high frequencies, the pulse rapidly spreads due to the
group velocity dependence on the dispersion relation. Furthermore, if we are above plasma
frequency, the surface plasmon polariton turns into a volume plasmon and the phenomenon
totally changes. Another problem of high frequencies is that, as can be seen in figure 3.1,
the imaginary part of the dielectric function could not be disregardable in comparation with
the real one, preventing propagation.
In conclusion, space-time diagrams cannot be used at optical frequencies. A possible
solution could be using a constant, negative real value for the dielectric function. However,
it would result in a lack on accuracy. We have also found software implementation problems.
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Figure 3.5: Resonance frequency comparations .
We can still focus on the resonance frequency. Figure 3.5 shows the normalized resonance
frequency for a straight dipole and a pre-fractal one, for both plasmonic and classical cases
(a more detailed explanation about this graph can be found at 2.5 and at 3.4). Actual values
of the resonance frequency can be seen in table 3.2.
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We can clearly see that resonance frequency drops in the plasmonic case, even for straight
wires. It is the same phenomenon explained at 3.4 (see figure 3.3). But there is another great
difference between the 120 nm antenna and the 9000 nm one. In this case, the resonance
frequency of the plasmonic antenna reduces in a significant way when the iteration number
n in increased, while the classical one does not. Thus, we can state that the high localization
of the plasmonic modes prevents the shortcut effect.
n Koch classical Straight classical Koch Drude Straight Drude
0 531.7 531.7 49.9 49.9
1 452.3 400.7 39.8 38.83
2 413.3 301.0 35.9 32.39
3 403.6 228.79 32.25 25.96
Table 3.2: Resonance frequency of 120 nm arm antennas (THz)
Conclusions
It has not been easy to perform the simulations: commercial software is conceived for common
industrial problems rather than for fundamental investigation, and our work relies between
these two paradigms. Even suites with spcecific tools for plasmonic applications could be
difficult work with. It has been necessary to develop many analysis tools.
Despite the difficulties, we have studied the effect of using pre-fractal geometries for three
different parts of the electromagnetic spectrum: radiofrequencies, THz frequencies, and visi-
ble light.
Pre-fractal antennas at radiofrequencies have been studied yet. We have just seen for
ourselves certain properties. Although the idea of using fractal geometries has an undeniable
mathematical beauty, the shortcut effect limits its validity.
Fractal antennas at terahertz frequencies are a very interesting field. They navigate be-
tween the classical and the plasmonic regime, thus they show certain plasmonic properties
(miniaturization due to the dispersion of relation), but classical analysis tools as the space-
time diagram can be still applied to them.
The most interesting conclusion corresponds to light frequencies: as we expected, high lo-
calization of plasmonic modes significantly reduces the shortcut effect. The plasmonic
fractal nanoantenna keeps reducing the resonance frequency when the iteration number N
increases, while the classical fractal antenna does not.
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However, a problem arises: in order to avoid shortcut effect, the resonance frequency
corresponding to the antenna length must be close enough to the resonance SPPs frequency.
It means that the antenna has to be very small. A n = 2 iteration fractal entails a strip
width of a few nanometers, which is difficult to build with the current techniques.
There are two possible solutions: the first one is to improve miniaturization techniques.
The second one is to develope materials with a lower ωsp, thus, the plasmonic mode local-
ization, and the the preventing of shortcut effect, could be achieved with larger antennas. In
such a way, semiconductor antennas seem to be a very promising field. One way or another,
we expect our results to be fully applicable in a few years.
There are brilliant future perspectives for the study of exotic geometries in nanoanten-
nas. It will be necessary to analyze also other configurations. The Hilbert fractal and the
Sierpinski triangle, for example, appear as very interesting candidates.
In conclusion, although fractal antennas are not a recent discovery, the rise of plasmonic
technologies concedes them a renewed interest. The enhacement of miniaturization techniques
and the development of materials with suitable properties, such a semiconductor antennas,
will allow us to take full advantage of this fascinating geometry.
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