Abstract-State and parameter estimation of power transmission networks is important for monitoring power grid operating conditions and analyzing transient stability. Wind power generation depends on fluctuating input power levels, which are correlated in time and contribute to uncertainty in turbine dynamical models. The ensemble Kalman filter (EnKF), a standard state estimation technique, uses a deterministic forecast and does not explicitly model time-correlated noise in parameters such as mechanical input power. However, this uncertainty affects the probability of fault-induced transient instability and increased prediction bias. A novel approach is to model input power noise with time-correlated stochastic fluctuations and integrate them with the network dynamics during the forecast. While the EnKF has been used to calibrate constant parameters in turbine dynamical models, the calibration of a statistical model for a time-correlated parameter has not been investigated. In this study, twin experiments on a standard transmission network test case are used to validate our time-correlated noise model framework for state estimation of unsteady operating conditions and transient stability analysis, and a methodology is proposed for the inference of the mechanical input power time-correlation length parameter using time-series data from PMUs monitoring power dynamics at generator buses.
I. INTRODUCTION
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A. Motivation
Random fluctuations in parameters, including input mechanical power, pose a challenge to conventional state and parameter estimation techniques for power transmission networks. In a conventional case, model parameters for a single generator or generation facility have been calibrated using tools such as the ensemble Kalman filter (EnKF) under the assumption that the parameters are unknown constants, and the dynamics are near steady state [1] , [2] . However, in a renewable generation case, input power levels experience time-dependent fluctuations, with varying levels of predictability depending on the power source. Wind power fluctuations can threaten transient stability and motivates the question of whether and how time-varying parameters can be modeled and estimated. For example, input power fluctuations at certain rates can generate stochastic resonance with the turbine and drive the system closer to its stability limits [3] .
Wind turbines transfer mechanical energy from incident air streams to the electrical network. The stochastic parameterization for these random fluctuations studied in the present work is similar to models and observations found in studies of turbine wind speed and output power fluctuations [4] - [7] . The noise is correlated-in-time and has a negatively-skewed distribution, such as Weibull or log-normal, and the present work address input power noise with these properties. One novelty in our approach is that some of the statistical parameters (mean, variance, or correlation time) are unknown. Another is that the input power is not considered a randomly perturbed initial condition, in which the power grid model is deterministic. Rather, input power is treated as a continuous random function, rendering the power grid model stochastic. This allows a range of correlation times to be studied, including those faster than the data sampling rate. Moreover, this changes how uncertainty is modeled in the ensemble forecast. In the traditional EnKF, perturbed initial conditions often are included to combat the tendency of the EnKF to reduce model uncertainty artificially, which can lead to ensemble collapse and increased prediction bias [8] . Alternatively, our stochastic model allows one to consider continuous input power as a type of uncertainty in the power grid model, rather than an initial condition.
B. Literature Review
State estimation receives frequent attention in power systems literature [2] , [9] - [12] . A flexible approach is to employ likelihood and/or weighted least-squares optimization, e.g. [9] , [10] , [13] , [14] . When the problem and resources permit or require the integration of dynamic models, the traditional methodology is Bayesian analysis, where prior model statistics provide additional constraints, as in [2] , [10] , [11] , [15] . This framework is useful for solving the sequential data assimilation problem inherent in tracking the dynamics of power transmission systems. The extended Kalman filter (EKF) has been employed in these cases [11] , [14] , which allows nonlinear model uncertainties to be propagated continuously in time using adjoint-dependent moment closure equations, although EKF can become prohibitively expensive at large scales.
Dynamic state estimation also has been investigated using particle-based methods. A particle filter (PF) approach was employed in [12] for a decentralized scheme, addressing nonGaussian data statistics and using parallelization to overcome the poor convergence inherent in PF methods. Computational effort can be reduced if a Gaussian approximation of the data and/or model uncertainty can be made, such as the application of the ensemble Kalman filter (EnKF) in [2] . In this study, the EnKF unknown parameters are modeled as random constants, and disturbances such as faults were shown to drive large parameter corrections. Methods based on the unscented Kalman filter (UKF), a sampling-constrained variant of the EnKF, have been developed in [10] , [14] .
C. Contribution
The contribution of the present work is to introduce more general forecast model parameter uncertainties to particle-type methodologies, such as the EnKF. Typically, uncertain parameters are considered random constants to be calibrated once, or continuously re-calibrated with each new data point. A stochastic, time-correlated, non-Gaussian model uncertainty is proposed for the input mechanical power to synchronous generators, as an analog to random-in-time power fluctuations due to e.g. renewable energy sources. The model forecast now is a stochastic ODE (SDE), and a popular numerical integration scheme for oscillating signals is proposed. This allows correlation times to be considered independently of the data collection frequency. This capability is employed in the present work to investigate the effect of input power correlation on state and parameter estimation in several contexts.
D. Paper Organization
In Section II, the proposed exponentially time-correlated model for input mechanical power is presented, along with the method-of-moments estimators for its parameters. The state estimation problem constrained by stochastic model forecast statistics is presented in Section III, followed by a review of the EnKF estimation methodology. The two case studies used in the present work, the WECC 9-bus and the New England 39-bus system, are described in Section IV, as well as as numerical methods, simulation, and synthetic observation details. In Section V the results of several numerical simulation experiments are presented to quantify the effect of input power uncertainty on state estimation and parameter calibration. Results are shown for long term performance (one hour) and transient stability after a network disturbance. Section VI concludes a summary of the features of the proposed mechanical input power model and future applications to tracking power grid states with high penetration of environmentally-driven power sources.
II. STOCHASTIC MECHANICAL INPUT POWER
Mechnical input power from intermittent sources such as wind generation exhibits a stochastic behavior. This section examines the features of such a stochastic behavior and proposes an estimation method to capture this behavior.
A. Stochastic Model
Sequential filters are frequently used for state estimation or the calibration of unknown parameters by finding a best-fitting model for a time series of data. In order to use deterministic models with unknown, time-varying parameters, typically the parameter is perturbed with time-independent, or white, noise after each data point. If the unknown is in fact correlated-intime, as in the case of some power sources and loads, then the ability of the filter to match the true correlation time will depend indirectly on the strength of the perturbations and the data sampling rate.
As an alternative to the white noise model, two changes are proposed: (1) introduce a statistical parameterization for a random process with a time correlation parameter, and (2) treat the power grid model as a stochastic differential equation (SDE) driven by this unknown parameter. For the present study, the model for input mechanical power is based on the OrnsteinUhlenbeck (OU) process [16] , which is an exponentially time-correlated random function with a Gaussian stationary distribution. If the input power is represented as a discrete sequence, P 
where μ and σ 2 are the stationary mean and variance, λ is the time-correlation length, and Δt is the time step between points in the sequence, though it need not be equal to the data sampling rate. Note that when λ is less than Δt, then the P ou m ,j approximates white nose (WN). On the other end, when λ increases to ∞, then P ou m ,j becomes a random constant (RC) determined by the initial condition.
The stationary distribution of an OU process is Gaussian. Non-Gaussian noise in mechanical input power is considered in the present study. In particular, correlated time series with log-normal stationary distributions are generated using a simple exponential transform,
The method for generating a time series of input powers conforming to this model is given in the test case dynamic models described in a later section.
B. Method of Moments Estimation
A common technique for parameter estimation with the OU model is the method of moments [17] . Unbiased estimators for the stationary mean and variance are the standard sample mean μ and varianceσ 2 estimators for normally distributed random variables. A first-order approximation, and a correction of the correlation length can be made by estimating features of the autocorrelation function γ(k) = exp(−kΔt/λ). This approximation comes from an Euler approximation of the autocorrelation function at k = 1. The sample autocorrelation function is given byγ
Then the estimate is given byλ a = −Δt/ log [γ (1)]. This estimate serves as an initial guess for an optimization algorithm to minimize the squared-error in a longer segment of the autocorrelation function,
III. REGULARIZED STATE ESTIMATION
The EnKF can be understood in both optimization (quadratic penalty functional) and stochastic interpolation (linear combination or least-squares approximation) frameworks. An optimization viewpoint is first considered in order to describe the impact of a stochastic forecast on the state estimate, followed by a brief synopsis of the EnKF algorithm.
A. State Estimation Model
The method-of-moments point estimators for the timecorrelation of input mechanical power, P m , still require a sequence of accurate state estimates to provide a time-series for P m . The dynamic states for Generators 1, ..., N at time t j are given by the vector
The general Gaussian state estimation problem is likelihood optimization. Given observations d j at time t j , and a forward model d j = h(x j −1 ) + j , where mean( j ) = 0 and Cov( j ) = C y , determine the state vector x j −1 which minimizes a the weighted quadratic penalty functional, i.e.
Quadratic functionals such as that in (6) can be written more compactly as a matrix-weighted norm,
For dynamic state estimation, h = h obs • h mod , a composition of the observation model and the forecast model, x j = h mod (x j −1 ). The Bayesian state estimation approach is to regularize the penalty functional by the Gaussian component (mean/covariance) of the forecast distribution,
When the dynamics are stochastic, then the forecast model becomes stochastic, i.e. x j = h mod (x j −1 , ω j ), where ω j are random inputs which drive the dynamic model. There is no impact on (8) if the forecast mean and covariancex, C x are known or assumed. Generally, however, the forecast statistics must estimated by analyzing the stochastic forecast model. For the EKF, the moment closure equations are integrated to estimate the forecast statistics. For sampling methods such as the PF, EnKF, or UKF, the stochastic forecast model must be considered.
B. Ensemble Kalman Filter
The ensemble Kalman filter (EnKF) [8] is a standard state estimation method which represents the distribution of possible states of the network by a set of discrete particles, collectively referred to as the ensemble. The update equations for the EnKF can be derived with some work by linearizing the regularized penalty functional in Eqn. (8) . (See e.g. [15] .) The result is the EnKF algorithm, which is summarized as follows.
For convenience, the ensemble is represented as a matrix of column vectors, so that at time t = t k , the ensemble of possible network states is
, where h(·) is a function that models the observing system, and k +1 are observation errors from a known distribution. From the data, an ensemble of synthetic observations is generated,
k +1 , where the synthetic observation errors (·) k +1 are drawn from the same observation error distribution. The forecast ensemble is "observed" by the observation model,
. Finally, the observed forecast and the synthetic data ensembles at t k +1 are compared to estimate the true state at this time,
Here, the sample cross-covariance X, Y = (N − 1)
T indicates a matrix transpose and X and Y are ensembles of size N .
IV. CASE STUDIES AND TEST DATA
The case studies to be considered, their numerical solution, and data generation details are discussed below. Fig. 1 . Schematic of the WECC three-generator, nine-bus power system [18] .
A. WECC Nine-Bus Case Study
Consider the test case of a 3-generator, 9-bus electrical network model given in Fig. 1 , based on the WSCC 9-bus system introduced by P. M. Anderson [18] . The dynamics of the synchronous classical generators are coupled with the mechanical input power model. The phase angles δ i , speeds ω i , and mechanical input power levels P m ,i are concatenated in the state vector at time t = t k ,
The generators are synchronous, with dynamics governed by the classical model. The model state for each generator is the phase deviation δ from the synchronous state, the generator rotor speed ω, and the mechanical input power to the generator P m . The dynamics of the phase and speed of each generator are given by the swing equations,
where
The base speed ω B = 120π, ω s is the rotational speed of the reference machine, P e is the real component of the networkside power from each generator, and H and D are the inertia and damping coefficients, respectively. The characteristic response time to state space perturbations, T g = 4H/D [19] . The loads are assumed to have constant impedance, and changes in the equilibrium power flow at time scales over an hour are assumed negligible.
PMU measurements are simulated for the real and reactive components of the power injections by each generator, P e and Q e respectively, at a given sampling rate and error distribution (Table I) . Typical measurement frequencies range between 10 and 60 samples/second [20] , [21] . The power injections are computed from the generator emf E(δ) = |E| exp(jδ) and the 
B. New England 39-Bus Case Study
The 39-bus New England power transmission network [22] is driven by 10 synchronous machines with dynamics determined by a voltage-behind-transient-reactance model (Fig. 2) . The state vector is given by the generator phase angles δ i and speed ω i , the machine base voltage in the (d, q) reference frame E d and E q , and the input mechanical power signals P m ,i , (16) at time t = t k . The dynamical model is given by the stochastic differential equation system, 
where i g = i d + ji q is the machine current, P g = P e + jQ e are the real and reactive components of the generator power injections to each bus, which are measured by the PMUs. Note that
, where E g = E d + jE q is the bus voltage.
C. Time Discretization
For oscillatory signals from ODEs, the symmetric Heun method (trapezoidal rule) is effective and O Δt 2 , where Δt is the timestep. The lowest order method for the solution of SDEs is Euler's method, which is has weak-order Δt, meaning the accuracy in the distribution of solutions to the SDE at a given time converges with O(Δt). The combination of these two methods provides executed on the deterministic and stochastic components separately provides a sufficiently accurate and convergence integration method for the test case dynamic models considered herein.
D. Synthetic Measurement Generation
The state estimation methodology is investigated in the context of a twin experiment. Whenever measurements are needed for a numerical experiment, they are generated synthetically by choosing a true value for the mechanical input power parameters (μ t , σ t , λ t ), and then simulating the power injection dynamics using the test case dynamical models, initialized at equilibrium levels. When the state estimation method is applied, forecast parameters are chosen for the mechanical input power (μ f , σ f , λ f ), and new input power signals are generated for each forecast member, independent of the signal used for the synthetic observations. In this manner, the efficacy of the state estimation method can be determined for exact or erroneous mechanical input power parameters. Note that since the forecast model is stochastic, and the observation errors are random, then the estimation error generally will differ between repetitions of the same experiment.
E. State Estimate Accuracy
The primary measure of the effectiveness of the EnKF for monitoring network conditions is the state estimation error or bias. This is measured by the root-mean-squared error (RMSE) between the ensemble analysis mean and the truth run. The RMSE is computed separately over similar classes of variables (generator phase angles, rotor speeds, etc.), over long time intervals of many assimilation steps, and all generators unless otherwise noted.
V. RESULTS AND DISCUSSION
This section examines the bias sensitivity to errors in the time-correlation parameter λ of the mechanical input power, in order to quantify the effect of mis-calibrations or ignorance of input power fluctuations in the model dynamics. Parameters for the following numerical experiments such as model and observation error statistics are given in Table I . The time-correlation parameter is given relative to the characteristic response time T g to unify the scales of generators of differing size.
A. State Estimation Error
Consider the WECC 3-generator 9-bus test system defined in the previous section, with PMU observations of output power at the generator buses. The RMSE of the state predictions was computed for the phase angles and rotor speeds separately, for times t ∈ [500, 3000] (Fig. 3) . The results for t ∈ [0, 500) were discarded to ensure the data and filter had time to reach a stochastic equilibrium. The experiment was repeated for an array of λ/T g values for the data and forecast model. Each turbine was allowed to experience independent input power fluctuations, with a 10% coefficient of variation in the stationary statistics of the noise.
The optimal bias error in estimating phase angles δ and rotor speeds ω occurred when the time-correlation length of the mechanical input power for the filter λ f /T g is chosen close to the true time-correlation length λ t /T g . Mismatches in the time-correlation length increased prediction bias notably in two ways. The first is that underestimating the correlation length in the filter by choosing small values of λ f causes only moderate increases in bias. The consequences of assuming white noise (WN) i.e. zero or negligible time correlation for input power (λ f /T g ≤ 10 −4 in Fig. 3 ) were minor for both phase angles and rotor speeds. Another notable mode of bias growth was seen by taking λ f = ∞, where mechanical input power is a random constant (RC) as in a standard implementation of the EnKF without a continuous time stochastic model such as Equation (1) . When the true correlation time was shorter than days, or λ t < 10 5 ≈ 10 4 T g , the bias in the phase angle increased by up to a factor of 100, and for phase speeds by up to a factor of 10. The increase is more prominent near the so-called stochastic resonance point [3] of ≈ λ f /T g = 10 − 2, where prominent wavelengths in the random fluctuations of input mechanical power approached the response times of the generators.
Small stochastic perturbations in generator states immediately prior to system disturbances such as line faults have been noted increase uncertainties in critical clearing times and faultinduced instabilities [3] . The following section demonstrates that similar perturbations in the state estimate, such as presented in Fig. 3 , can be compounded by a fault into much larger errors. In extreme cases these errors can lead filter to diverge from the true state and fail to track generator instabilities.
B. Transient Response to Fault
A three-phase fault was simulated on Generator 1 of the test network at t = 50 seconds of a simulation over t ∈ [0, 100], and cleared at a fraction CT /CCT < 1 of the critical clearing time (CCT). The simulation was repeated 100 times for each pair of data and filter correlation values tested, though several estimates in each set diverged. Fig. 4 illustrates how errors in or absence of a stochastic model for input power resulted in poor tracking of the true input power levels, and amplified the bias in generator state estimates long after the fault was cleared. In particular, when λ f = 0 so that there is no time-dependent model for input power, the initial bias at the fault allowed the filter to lag excessively in phase behind the true system state, and the resulting estimation error was on the order of the amplitude of the rotor speed swings.
Alternatively, if the additional forecast uncertainty from input power noise is modeled by white or time-dependent noise in the dynamical model, the estimation bias remains well controlled through the fault and recovery. (Fig. 5) . Regardless of the actual correlation length of input power noise, a stochastic model for P m with white-noise and accurate variance allowed the filter to control estimation errors to be constrained and did not exceed 10% of the scale of typical recoverable swings in rotor speed after the fault. However, the caveat of a time-independent forecast is that the filter cannot track any of the actual changes in input power, which are needed if one needs to calibrate the time-correlation length parameter λ. This task is undertaken in a later section.
The increased estimation error due to mis-calibration of the input power correlation length also lead to filter divergence after the fault, where the ensemble failed to track any response of the generator state to the fault (Fig. 6) . The exact time and location of the fault was included in the filter forecast; nevertheless, when the EnKF was used without a stochastic model for input power, filter divergence occurred in in almost 30% of the simulations 
C. Estimating Input Power Correlation: Nine-Bus System
A numerical experiment was conducted to validate the parameter estimation methodology when applied to state estimates of P m . One (1) hour time-series of synthetic data were generated for a range of true correlation lengths λ t , and P m time series estimates were generated using the data and a range of initial guesses λ f at the true correlation length. Then, a refined estimate λ est was produced from these time series using Equation (4), and curves of (λ f , λ est ) are plotted (Fig. 7) . Iteratively reprocessing the data with subsequently better estimates of λ f is simulated by substituting the output λ est back into the input λ f in the plot. These curves allowed us to estimate the range of true correlation length values and initial errors in λ over which the iterative estimates still are likely to converge to the true correlation length.
Note that there are natural limitations for the estimation method based solely on the availability of data: the correlation length cannot be estimated when it is shorter than the observation time scale (1/30 seconds), nor when it is much longer than the data collection time series. As the correlation length either approaches the WN limit or the length of the data time series, it is harder to distinguish statistically the correlation length from zero or ∞, respectively, and iteration cannot proceed. In both cases, this is indicated by missing data points in the plot. Only the correlation in input power to Generators 2 and 3 are estimated, since the dynamics of the swing generator were removed from the model state in the filter (Eqn. (16)). For nonswing generators, iterative refinement is most successful with initial guesses 0 < log 10 λ f , in which case an estimate within an order of accuracy of the true value is possible with a single iteration. Note that convergence was slowed for systems operating near stochastic resonance, λ t ≈ 10 −2 .
D. Estimating Input Power Correlation: 39-Bus System
The stochastic EnKF state estimation methodology was applied to the 39-bus New England test case with time-correlated input mechanical power in Generator 1. A 3-phase fault was simulated between Busses 3 and 4 at time t = 10 s for a duration of 0.18 s before it was cleared at Bus 3 and an additional 0.030 s before it was cleared at Bus 4.
The fine temporal resolution PMU measurements of generator power injections to each bus provided sufficient constraint on the input mechanical power ensemble to estimate its transient dynamics and provide reasonable uncertainty estimates (See Fig. 8 ) away from the fault. Despite the presence of the fault and the relatively short data collection window, the method-of-moments estimate of the time correlation length was λ = 1.20, which is reasonably close to the true correlation length of λ t = 1.8 s, especially given that the true stationary mean μ t and variance σ 2 t were not assumed known.
E. Discussion
It may seem counter-intuitive that choosing a time-correlation length λ for the mechanical input power that is substantially shorter than the true correlation length would yield state estimates that are almost as accurate as if the true λ were used. It begs the question of why longer correlation lengths produce poor state estimates, and yet are better initial guesses for iteratively estimating λ in the previous section. A useful illustration comes from a comparison of data covariance, D k +1 , D k +1 , and observed forecast covariance, H k +1 , H k +1 , which is the same comparison made in the Kalman filter when weighing the fidelity of the data and forecast predictions in Equation (10) . Fig. 9 illustrates how the mismatch in λ values affects these two variances over time.
When λ is significantly larger than the true value, the model uncertainty reflected in the observed forecast covariance is deflated, and eventually disappears as the memory of initial conditions is forgotten. Consequently, the weights for the data decrease until only the model forecast is expressed in the state estimate. The true state, however, remains a consistent distance from the data, and consequently the state estimation errors grow. This is especially unfortunate during a period of increased model nonlinearity, such as a fault, which hastens the separation of nearby trajectories like the data time series and the observed model forecast.
On the other hand, parameter estimates are worse when the initial λ value is shorter than the true time-correlation length, while they are more accurate when the initial value is larger than the true value. As the correlation length shortens, the observed forecast covariance grows even though the stationary variance of the input power levels remains the same. As this happens, the filter weights shift to emphasize the data. Since the data sampling frequency is independent of λ, then the perturbations introduced by the EnKF innovation vectors introduce higherfrequency oscillations in P m , which in turn errantly reduces the estimated correlation length.
VI. CONCLUSION
A novel adaptation of the EnKF was proposed for state and parameter estimation of power transmission networks with significant time-varying wind power penetration. The traditionally deterministic model forecast was supplemented by an lognormally transformed OU random process to represent continuous, time-dependent stochastic fluctuations in mechanical input power P m . When integrated together with the network dynamics, the resulting system of stochastic differential-algebraic equations was used to represent uncertainty in P m in the forecast model.
The stochastic filter was applied to a 3-generator, 9-bus test case, where all machines experience input power fluctuations. The time-dependent model uncertainty was shown to increase the RMSE in state estimates, especially in cases of stochastic resonance where the time correlation length approached the characteristic time scales of the machines. These errors were shown to be amplified in the wake of a fault and could be as large in magnitude as the generator swings themselves. The most robust method to mitigate estimation errors was to implement the stochastic filter with uncorrelated or white input power noise, which provided a marked improvement over the standard EnKF especially in stochastic resonance regimes.
In the case that one needs to determine how close the system is to stochastic resonance, a methodology for estimating the input power correlation time was proposed. The method of moments estimators were capable of achieving correlation length estimates to within an order of accuracy often in a single iteration given a one hour data set. Contrary to the case of mitigating state estimation errors, where an uncorrelated noise assumption was optimal, an infinite correlation time was the best initial guess for estimating this parameter. This technique may be applied to other inputs which experience random and correlated fluctuations, such as loads or input power from other renewable sources such as solar energy.
