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1. INTRODUCTION 
The connection between the oscillatory behavior of solutions of the 
differential equation 
Y” + p(t)y = 0 (1.1) 
and the eigenvalue problem 
UN + hp(t)u = 0, u(a) = u’(b) = 0 (1.4 
was first explored by 2. Nehari [I]. In [I] Nehari proves the following 
theorem. It has been reformulated here to reveal its oscillatory nature. 
THEOREM (Nehari). 1fp(t) . zs a nonnegative continuousfunction then solutions 
of (1.1) are oscillatory if and only if there exists a sequence of intervals [a, , b,,] 
with a,, + CC as n + 00 such that the least positive eigenvalue A, of the system 
un + h,p(t)u =- 0, u(a,() = u’(brl) = 0 
satisfies 
An < 1, n = 1, 2,... . 
This result is used to obtain oscillation and non-oscillation theorems for 
the equation (I.]), in particular Nehari is able to generalize the oscillation 
criteria given by Hille [2]. 
The purpose of this paper is to show that the above theorem holds for the 
differential equation 
(r(t)y’)’ -I- p(t)y = 0 (1.3) 
where we assume r(t) > 0 on [a, co), 
s m ds co -= y(s) +a and a s P(S) ds >, 0 1 (1.4) 
1 Present address: Department of Mathematics, University of Massachusetts, 
Amherst, Massachusetts 01002. 
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for large t. In particular we are able to remove the assumption in Nehari’s 
Theorem that p(t) b e nonnegative. Further, we derive eigenvalue comparison 
theorems for equations of the form (1.2) under assumptions on the integral 
of p(t), and finally a sufficient condition for oscillation of solutions of (1.3). 
2. OSCILLATION THEOREMS 
Throughout this paper we shall assume that the coefficient functions 
y(t) and p(t) in (1.3) are real valued and continuous, with r(t) > 0, on an 
interval [a, co). A solution of (1.3) is said to be oscillatory if it has arbitrarily 
large zeros on (a, co). The Sturm Separation Theorem assures that all 
solutions oscillate if one does. 
LEMMA. Zfy(t) is a nontrivial solution of (1.3) with 
then 
y(u) = y’(b) = 0 
.c b p(t) y”(t) d  > 0. (I
Proof. If both members of (1.3) are multiplied by y, an integration by 
parts yields 
i‘” p(t)y2(t) dt = J” r(t)[y’(t)12 dt > 0. 
a (I 
The above mentioned extension of Nehari’s Theorem follows. 
THEOREM 1. Let r(t) > 0 on [a, co) and (1.4) hold for aZZ t > 6, b some 
Jixed number, then solutions of (1.3) oscillate if, and only if, there is a sequence 
of intervals [a, , b,,] with a, + co as n + CO such that the least positive eigen- 
value A, of the system 
WY’)’ + bLp(t)y = 0, Y(4 = 3%) = 0 @1)97 
satisjies A, < 1, n = 1, 2 ,.... 
Proof. It is obvious that the condition is satisfied if solutions of (1.3) are 
oscillatory. 
Now suppose the condition holds and y is a non-oscillatory solution of 
(1.3). Clearly we may assume y > 0 on [c, co) for some number c > b. 
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Let N be an integer such that a, Y 1 c when ft 3 N. Henceforth we assume 
71 > N. Set 
49 = YP(4 YCJ -. Y&(~)Y’l, 
where yn is a solution of (2. l)n , then 
i 1 $ w’(t) = (1 - A,)p(t)yn2 on [c, 05). 




w’(t) dt > 0. 
An integration by parts shows that 
.b 
J a yq w’(t) dt = -Y?L2W +Jn)Y’(bn) _ bn y&J 
zw dt, 
% - a, r(t) y”(t) 
and thus y’(b,) < 0 for all n > iii. 
Hence, either i) there is a sequence {,$J, ,& + cc as n + co, such that 
y’(r5,) = 0 and /Tn > c, n = 1, 2,..., or ii) y’(t) < 0 for all t 2 to for some 
number t, . If y(t) satisfies (i), make the substitution 
r(t) r’(t) u(t) = ~ ___ ) 
r(t) 
t>c 
in (1.3) and obtain 
w u’(t) =p(t) + ~, y(t) 4&J = 0, (2.2) 
71 = 1, 2,... . If both members of (2.2) are integrated from W to &+r we see 
that 
s 
‘-+’ p(t) dt < 0, 72 = 1, 2,.... (2.3) 
fi” 
It is not the case that Jiz”p(t)dt = 0 for n = 1,2,... since this would imply 
that u(t) = 0 for t > p1 , which in turn impliesp(t) = 0 for t > /I1 , contra- 
dicting the existence of the eigenvalues. Now summing on n in (2.3) we 
contradict 
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and hence y(t) does not satisfy (i). It follows that all solutions of (I .3) satisfy 
(ii) and hence all solutions tend to a finite limit as t becomes infinite. Set 
44 = Y(t) j: & Y t > r, 
then s(f) is a solution of (1.3) and h ence has a finite limit at infinity. Let E > 0 
and y = hm,,, y(t) then there is a number AZ such that s > M implies 
y2(s) < E t y2. 
It then follows from (2.4) that 
r(t) m 3 r(t) jf” & + p .‘:, $) I 
for t 3 M. If y f 0 then by (1.4) the right side of (2.5) becomes positively 
infinite as t + co contradicting the fact that z(t) has a finite limit at infinity. 
It follows that all solutions of (1.3) tend to zero as t ---f co. Finally, we show 
this leads to a contradiction. If both members of (2.4) are differentiated and 
then multiplied by y(t), condition (ii) yields 
Since z(t) tends to zero at infinity there is a number Ml such that t > Mi 
implies 
0 < z(t) < 6, 
thus by (2.6) 
W> - YGWI G - j:, $1 t 3 M, . 
The left side of (2.7) * b is ounded below but the right side becomes negatively 
infinite as t + co. From this contradiction we may infer the truth of the 
theorem. 
As a first application of this result we prove a theorem which is an easy 
consequence of the Sturm Comparison Theorem for coefficients p(t) in (1.1) 
which are nonnegative. To simplify the statement of theorems we shall call 
a function?(t) an oscilhtion coe&& in case all solutions of (1.3) oscillate. 
Henceforth we shall assume sr &/r(s) = + co. 
THEOREM 2. Let s,“p(s)ds 3 0 .for all t > b. If p(t) is un oscillation co- 
eficient then kp(t) is an oscillation coeficient for aZZ k > 1. 
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Proof. If y is a solution of (1.3) with 
y(a) -= y’(b) ~~ 0, y’ > 0 on [a, b), 
then the least positive eigenvalue X of the system 
(r(t)u’)’ + Xkp(t)u _ 0, u(u) = u’(b) = 0 
is X = I/k, so h < 1 when k 3 1. The oscillatory behavior of y assures us 
of a sequence of such intervals [a, b]. 
3. COMPARISON THEOREMS 
In anticipation of applying the condition of Theorem 1 we shall derive a 
theorem that relates the least positive eigenvalues of two equations of the 
form (1.2). First we shall state a special case of a result due to A. Yu Levin [3] 
which we will need. In [3] Levin states this theorem with the strict inequality 
holding in (3.1) below, but it is easily seen that the theorem still holds in 
the stated case. 
THEOREM 3 (Levin). Let u, v be solutions on [a, b] to the deferential 
systems 
(r(t)u’)’ + Q(t)24 = 0, u’(b) = 0, u(b) = 1; 
(r(t)v’)’ + P(t)v = 0, v’(b) = 0, v(b) = 1. 
If u(t) is positive on [a, b] and 
if !&s> ds 2 1 f P(s) ds / on [a, b], 
then v(t) is positive on [a, b]. 
(3.1) 
LEMMA. Let h denote the least positive eigenvalue of the d#erential system 
(r(t)y’)’ + hP(t)Y = 0, y(a) = y’(b) = 0. 
If sr p(s)ds 2 0 on [a, b] then y’(t) 3 0 on [a, b]. 
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Proof. From the differential equation it follows that 
+)Y’(t) = X jl Pb)Yb) ds = -A j: (j:P(d dT)’ Yb) ds 
= AY(4 j; P(T) d7 + x j; (?^I P(T) dr) Y’(S) ds 
3 X j: ((p(T) d7) y’(s) ds on [a, 4 
We thus obtain 
-r(t) r'(t) G j: (+) j; ~(7) +-r(s) y'(s)) ds 
on [a, b] and hence by Gronwall’s inequality r(t)y’(t) > 0. This yields the 
desired conclusion. 
THEOREM 4. Let h and p denote, resp., the least positive eigenvalues 
of the differential systems 
(#Y’) + @(QY = 0, y(u) = y’(b) = 0; (3.2) 
(r(W)’ + CLq(t)z = 0, z(u) = z’(b) = 0. (3.3) 
If 
on [a, b], 
then p < A, and if in addition si p(s)ds 3 0 on [a, b] then p < h unless 
p(t) and q(t) coincide. 
Proof. If the conclusion of the theorem is false, i.e. h < p, then the 
solution x(t) of 
(r(t)x’)’ + Xq(t).z: = 0, x(b) = 1, x’(b) = 0 
is positive on [a, 61. Since h > 0, (3.4) implies 
j: MS) ds 2 ljl MS) ds 1 on [a, bl, 
but then by Theorem 3 the solution y to (3.2) is positive on [a, 61, a contra- 
diction. On noting that y’(t) 3 0 and z’(t) > 0 on [a, b] by the previous 
Lemma, the argument that p < A unless p(t) and q(t) coincide is the same 
as that in [I] Theorem Va. 
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Theorem 4 serves to remove the condition p(t) i> 0 from Theorem V 
of [I]. 
We wish to point out here that Theorem 4 remains valid when p(t) = q(t) 
on [a, b] and r(t) is replaced by a function rr(t) in (3.2) and by a function 
y2(t) in (3.3) where r,(t) < rl(t) on [a, b]. Theorem 3 may be similarly 
altered. Also we wish to mention that the assumption, 
_ ; p(s) ds ? 0 1 for large f. 
in Theorem I may be replaced by the condition 
.r 5 lim inf z+l’ p(s) ds > 0 for large t. t 
Another eigenvalue inequality may be obtained as a consequence of a 
result due to Beesack and Schwarz [4]. In order to state this result we shall 
need the following concept. Two continuous functions p(t) and q(t) defined 
on [a, b] are said to be equimeasurable if for each real x 
m{t E [a, b] /p(t) > x} = m{t E [a, b] 1 q(t) 2 xj. 
Let p(t) be a given continuous function on [a, b] and let p+(t) and p-(t) 
defined on [u, b] be determined from p(t) by the condition; p(t), p+(t) and 
p-(t) are equimeasurable with p+(t) non-increasing and p-(t) non-decreasing 
on [a, b] (see [.5], chapter 10). 
THEOREM 5. Let p(t) be continuous on [a, b] and p+(t), p-(t) be defined 
as in the above. Let A+, A and A- denote, resp., the least positive eigenvalues of 
the d$erential systems 
y” + h+p+(t)y = 0, y(a) = y’(b) = 0; 
un + hp(t)u = 0, u(a) = u’(b) = 0; 
v” + A-p-(t)v = 0, v(a) = v’(b) = 0. 
Then A- < A if p(t) changes sign at most a$nite number of times, while h <A+ 
if p(t) > 0. 
Proof. One can extend the functions p(t) and u(t) to the interval 
[a, b + (b - a)] by simply reflecting their graphs about the line t = b, 
and notice that X is the least positive eigenvalue of the new system. 
z” + pp(t)z = 0, z(a) = z(b + (b - a)) = 0 
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with associated eigenfunction u, similarly for p+(t) and p-(t). Theorem 2 
of [4] applied to the new systems yields the desired results. 
We shall now discuss some applications and drawbacks of the previous 
two theorems. We shall call a pair of functions (p, U) an admissible pair if the 
least positive eigenvalue of the differential system (1.2) is X = I. 
COROLLARY 1. Let (p, u) and (q, v) be admissible pairs with Jr p(s)ds > 0 
on [a, b]. If c E (a, b) is such that 
then 
q(t) < p(t) on [a, 4 and&) < q(t) 011 (c, 4, 
j‘l P(s) ds 3 J‘” q(s) ds. a 
Proof. The conclusion of the theorem is trivial if p(t) and q(t) coincide, 
thus we assume they do not coincide. If the conclusion of the theorem is 
false it follows that condition (3.4) is satisfied, but then by Theorem 4, since 
h = p = 1, p(t) and q(t) must coincide. 
In view of the fact that two functions which are equimeasurable on an 
interval have the same integral on that interval and the fact that an increasing 
function p-q-(t) and a decreasing function h+p+(t) cross only once, one would 
expect that a combination of Theorem 5 and Corollary 1 would yield eigen- 
value inequalities under mild assumptions on the functions p(t) and q(t) 
and their integrals. It does not appear to be easy to write down such con- 
ditions though. 
Corollary 1 can be used to derive Lyapunov type inequalities for increasing 
and decreasing functions. The proofs of the following two Corollaries follow 
immediately from Corollary 1 on noting that (r2/4(b - u)~, sin(t -- u/b - u)x/2) 
is an admissible pair. 
COROLLARY 2. Let (p, u) be an admissible pair with sr p(s)ds > 0 on 
[a, b]. Ifp(t) is non-increasing on [a, b] then 
(b - a) J‘” p(s) ds 3 ; . 
a 
COROLLARY 3. Let (p, u) be an admissible pair. If p(t) is nondecreasing on 
[a, b] then 
(b - a) I* p(s) ds < ; . 
a 
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One may obtain a general Lyapunov type inequality by making use of 
some ideas presented in a recent paper by A.M. Fink [u’]. 
THEOREM 7. Let r(t) > 0 on [a, b] and u(t) be a nontrivial solution of the 
diSfeerentia1 system 
then 
(r(t)u’) +p(t)u =: 0, u(u) = u’(b) = 0, 
where p+(t) == max{p(t), 0). 
Pyoof. The proof follows from the following inequalities, 
u2(b) < (Jl ~ u’(s)1 ds)2 = (j-1 [l/&][& Iu’(s)]] ds)’ 
< l;, [I/N1 ds J‘l M41” ds = j‘: [l/WI ds ib ~~(4 ds n 
G ,“, [l/y(s)1 ds I”, P+W ~~(4 ds G u2(b) i; [l/y(s)1 ds 1‘” P+(S) ds. a 
The last equality is obtained as in the proof of the Lemma in Section 2 
of this paper. The strict inequality is a consequence of the Schwarz Inequality. 
The following theorem demonstrates how one may combine Theorem 1 
and Theorem 4 to obtain an oscillation theorem. 
THEOREM 8. Let [a, , b,], n = 1, 2 ,... be a sequence of intervals with 
a, --t co as n + CO having the property that the least positive eigenvalue An 
of the system * 
(v(t)y’)’ -t- h,p(t)y _: 0, y(a,) = y’(b,) = 0 
satisfies A, < 1, n = 1, 2 ,... . If 
s 
cc q(s) ds > 0, t 2 b, t 
n = 1, 2,..., then q(t) is an oscillation coeficient. 
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Proof. By Theorem 4 the least positive eigenvalue CL,, of the system 
(r(qq + p7?q(q~ = 0, z(a,) = z’(b,) = 0 
satisfies y,, < An, n = 1, 2 ,... . Since A, < 1 it follows that Theorem I 
applies. 
Finally, we wish to demonstrate how one might use Corollary 3 in con- 
junction with Theorem 1 to show that particular functions p(t) are oscillation 
coefficients. Observe that if p(t) is non-decreasing on an interval [a, b] and 
II 
_ o p(s) ds 3 LL- , 
i 4(b - a) (3.5) 
then by Corollary 3 the least positive eigenvalue h of (1.2) satisfies A < 1. 
Thus, for example, if 
p(t) = e + sin-l(cos t) on [0, co), 
then for E 3 l/.5 (3.5) is satisfied on every interval of the form 
[(4n - 1)77/2 - 6, 2n77], n = 1, 2 ,..., alsop is increasing on these intervals. 
The integral conditions (1.4) are satisfied on [O,co) and hence Theorem 1 
implies p(t) is an oscillation coefficient. 
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