ABSTRACT: With current therapies becoming less efficacious due to increased drug resistance, new inhibitors of both bacterial and malarial targets are desperately needed. The recently discovered methylerythritol phosphate (MEP) pathway for isoprenoid synthesis provides novel targets for the development of such drugs. Particular attention has focused on the IspH protein, the final enzyme in the MEP pathway, which uses its [4Fe−4S] cluster to catalyze the formation of the isoprenoid precursors IPP and DMAPP from HMBPP. IspH catalysis is achieved via a 2e
■ INTRODUCTION
In 2012, the World Health Organization reported 207 million cases of malaria 1 and 8.6 million cases of tuberculosis 2 worldwideproblems that are further complicated by the emergence of drug-resistant pathogens. 3−9 In order to address these global health problems, the development of new drugs with novel modes of action is desperately needed.
Isoprenoid biosynthesis has been determined to be an attractive enzymatic pathway for the development of novel antibacterial and antimalarial drugs. 10 Isoprenoids are a class of essential biomolecules, including sterols, prenyl side chains of chlorophylls, and quinones, which are all derived from the 5-carbon precursors isopentenyl diphosphate (IPP) and dimethylallyl diphosphate (DMAPP, Figure 1) . 11, 12 Whereas in archaebacteria, fungi and animals, as well as in the cytosol of plants, IPP and DMAPP are synthesized through a mevalonatedependent pathway, 12, 13 Rohmer and Arigoni independently discovered an alternative, mevalonate-independent isoprenoid synthesis pathway that is specific to most pathogenic eubacteria (e.g., H. pylori and M. tuberculosis) and apicomplexan parasites (e.g., the malaria-causing parasite, P. falciparum) and also is employed in the plastids of plants. 14−17 Because humans lack this non-mevalonate pathway, which is also referred to as the methylerythritol phosphate (MEP) pathway, the inhibition of enzymes in this pathway provides a desirable route for the development of novel antibacterials, antimalarials, and herbicides. 10 To this end, fosmidomycin has recently entered the ranks of antimalarial drugs as an inhibitor of 1-deoxy-Dxylulose 5-phosphate reductoisomerase (DOXP reductase, also known as IspC) and has been shown to be effective in concert with clindamycin for treating multidrug-resistant strains of P. falciparum.
18−20
Recognizing the difficulties in combating rapid drug resistance and attempting to build on the success of fosmidomycin, there is considerable interest in discovering additional inhibitors for the non-mevalonate pathway. This strategy has led to multiple studies aimed at understanding the role of IspH (lytb), the final enzyme in the MEP pathway. IspH catalyzes the 2e − /2H + reductive dehydroxylation of (E)-4-hydroxy-3-methylbut-2-enyl diphosphate (HMBPP) to give the isoprenoid precursors IPP and DMAPP in a ∼5:1 ratio. 21−26 Only recently has IspH been structurally characterized, with a major hurdle in the process being the elucidation of the character of its central iron−sulfur cluster. Although initial electron paramagnetic resonance (EPR) spectroscopy experiments, 24 as well as two independently solved crystal structures, 27, 28 characterized the IspH cluster composition as a [3Fe−4S] center, various spectroscopic studies using different preparation techniques have instead found IspH to be catalytically active with a [4Fe−4S] 2+/1+ cluster. 24,25,29−31 Notably, Groll et al. have obtained an X-ray structure of the oxidized form of IspH in complex with HMBPP in which the [4Fe−4S] 2+ cluster is complete. 32 The previously missing Fe atom, designated as Fe1 or the apical Fe, is not ligated by a Cys residue as the other three Fe atoms are but instead is ligated by the oxygen atom of the HMBPP hydroxyl group (C 4 −OH). In this [4Fe−4S] IspH:HMBPP crystal structure, 32 HMBPP sits in a highly polar active site and is coordinated by H41, H74, H124, S225, N227, S269, and a conserved water (W1). HMBPP is also near two residues (E126 and T167) that are proposed to participate in catalysis. Indeed, mutation of the active site E126 leads to undetectable IspH catalytic activity, implying that this residue may be responsible for transferring protons to HMBPP during catalysis. 28, 29 The oxidation state of the [4Fe−4S] cluster and its coordination to HMBPP during IspH catalysis have been investigated using Mossbauer, 30, 31, 33 electron paramagnetic resonance (EPR), 25,29,34−36 and electron nuclear double resonance (ENDOR) spectroscopies. 29,35−37 These studies, as well as biochemical analyses of IspH catalysis involving analogs of HMBPP 26 ,38−40 and 13 C feeding experiments, 41 have generated complementary data that lend support to two possible catalytic mechanisms for IspH: a Birch reduction mechanism 22,26,31,32,40, 42 and an organometallic mechanism where HMBPP forms either a ferraoxetane 36 or a metallacycle intermediate complex involving Fe1. 10, 29, 34, 35, 37, 41 Proponents of the Birch reduction mechanism suggest that upon reduction of the [4Fe−4S] cluster, the reducing electron is transferred to HMBPP concurrent with cleavage of the C 4 − OH bond, affording a carbon-centered radical intermediate. 22, 26, 31, 32, 38, 40, 42 Subsequent addition of an electron and proton to this radical intermediate affords IPP or DMAPP. In contrast, Oldfield and co-workers have hypothesized an organometallic mechanism, 29 where, upon reduction of the [4Fe−4S] cluster, HMBPP forms a π-complex between its olefinic carbons (C2 and C3, Figure 1 ) and Fe1 by rotating about the HMBPP C 4 −C 3 bond. 29, 35, 37, 41 Following this rotation, two electrons are transferred from the [4Fe−4S] cluster to the HMBPP intermediate concurrent with the breaking of the C 4 −OH bond to yield a radical anion with the [4Fe−4S] cluster in a HIPIP-like redox state. 43 −45 A subsequent proton transfer affords IPP and DMAPP, while addition of an electron to the [4Fe−4S] cluster regenerates its oxidized (resting) state.
10, 29, 34, 35, 37, 41 Both the Birch reduction and organometallic mechanisms are highly controversial. A more thorough examination of the differences between these possible mechanisms and the data cited to support them has been the subject of several recent review articles. 10, 42, 46, 47 Here, starting from the Grawert et al. X-ray crystal structure of the [4Fe−4S] IspH:HMBPP complex, we use density functional theory (DFT)-based computational methods to explore active-site geometries, protonation state energetics, and Mossbauer properties. Full DFT treatment is used for the [4Fe−4S] cluster, the substrate, and a number of surrounding, catalytically-important protein side chains. The remaining environment around the active site is modeled by continuumbased methods, either with the COnductor-like Screening MOdel (COSMO) or with a self-consistent reaction field (SCRF) technique that explicitly includes the protein/solvent environment, including the field produced by the permanent charges and dipoles of the protein. The protonation states considered include all possible states of the HMBPP hydroxyl, which must ultimately be cleaved, and two moieties that are candidates for involvement in acid/base catalysis: the HMBPP pyrophosphate (PP i ) and the side chain of E126. Because the [4Fe−4S] cluster is in the oxidized (2+) state, this corresponds to the Michaelis complex in either of the proposed catalytic mechanisms. The protonation states of these groups have not been established experimentally, but, clearly, they must be part of any detailed description of the mechanism. For each of the protonation states considered, we compare the computed geometry and Mossbauer properties with experimental measurements. Using these comparisons and the relative computed energetics of the protonation states, we show that the hydroxyl group of HMBPP is protonated (exists as ROH) and that E126 is deprotonated. We also demonstrate that the effects of the permanent charges of the surrounding protein environment, which are included in the SCRF model, as well as the reaction field, are crucial for the correct energetic ordering of protonation states. 3KE8). 32 Included in this model are the [4Fe−4S] 2+ cluster, its coordinating thiolates (C13, C96, and C197), the substrate HMBPP, and a few key residues that may play a role in catalysis (T167, E126, H41, and H124). Furthermore, due to the large anionic characters of both the [4Fe−4S] cluster and the pyrophosphate (PP i ) tail of HMBPP, we included additional moieties to more realistically interact with these groups. With regard to the PP i tail, we also include in the model H74, S225, S226, N227, and S269, as these five residues are ideally positioned to donate hydrogen bonds to the PP i group. Additionally, since hydrogen bonds are known to tune the redox potentials of [4Fe−4S] complexes, 48−51 we include the backbone chains of A199, T200, P97, L98, G14, and V15, as well as the side chain of T200 and a crystallographic water. These groups cumulatively donate the only five hydrogen bonds to the [4Fe−4S] cluster in the [4Fe−4S] IspH:HMBPP crystal structure. 32 In total, the model active site used in these studies contains 203−205 atoms, depending on the protonation state. Adopting such a large active site complex is beneficial because it reduces the dependence of computed geometries and spectroscopic data on the chosen dielectric environment 52 and allows for a more accurate computation of relative energies in reaction pathways. 53 Further, the use of a large quantum cluster computation, as opposed to embedding a small quantum region within a QM/MM framework, provides a reasonable framework for describing the significant charge transfer effects found in systems with highly-charged metal centers. 54 Geometry Optimizations with Broken-Symmetry Density Functional Theory (BS−DFT). Having chosen a model active site from the crystal structure of IspH, the input structure to be used for our BS−DFT calculations is made complete with the addition of hydrogen atoms using Schrodinger's Maestro program. 55 Input structures varying the protonation states of the C 4 −OH group of HMBPP, the PP i moiety of HMBPP and E126 are considered in this study. It is important to note that in order to ensure the active site geometry is reasonable (given the constraints of the surrounding protein), the C α atoms of all residues, with the exception of the thiolate residues, are constrained to their crystallographic positions. 56 In the case of the thiolates, since they are cut from the protein and capped at the C β −C α bond, one hydrogen atom attached to the C β atom is constrained to lie along the C β −C α bond vector.
Because [4Fe−4S] clusters display a high degree of spin polarization and spin-coupling between Fe sites, which individually tend to be high spin, broken-symmetry DFT (BS−DFT) computations are utilized in this study to assess the energetics of different electronic and protonation states of the IspH active site.
57,58 BS−DFT computations are performed, as described previously, to circumvent the inability of conventional DFT methods to obtain an antiferromagnetically (AF)-coupled state. In the case of the IspH [4Fe−4S] cluster, the AFcoupled state has spins on two iron atoms aligned parallel to but opposite the spins on the other two irons.
In practice, BS−DFT solutions are obtained by first computing a ferromagnetically-coupled state, where all Fe atoms are high spin with their spins aligned (in the case of the oxidized [4Fe−4S] cluster considered in this study, S = 18/2). Following this calculation, the spin vector on two of the four Fe atoms is rotated to generate the AF-coupled, "brokensymmetry" (BS) state (S = 0). Geometry optimizations are then started from this BS state. 59 Given there are four irons that participate in the BS scheme, there exist ( ) 4 2 ways to denote Fe−Fe pairs that spin couple. Explicitly, there are six possible states (valence isomers) that can be characterized by the net spin on a specific Fe site: ααββ, αβαβ, αββα, βααβ, βαβα, and ββαα. In the case of the ααββ state, Fe 1 and Fe 2 couple and each has an α net spin, while Fe 3 and Fe 4 couple with a β net spin. In the oxidized state investigated here, the two Fe−Fe spin-coupled pairs have identical numbers of unpaired electrons (S α = S β ), so only three spin pairs require consideration. Our study includes geometry optimizations of the βααβ, βαβα, ααββ, and αββα states (note that the βααβ state, in principle, is identical to the αββα state). All subsequent results include only the lowest energy valence isomer. A summary of the energies for the different valence isomers considered is given in the Supporting Information (Table S1) .
DFT computations are performed using the Amsterdam Density Functional (ADF) 2009 program. 60 All BS−DFT calculations use the OLYP exchange-correlation functional, 61, 62 which was chosen due to its ability to generate accurate geometries, to correctly order the energies of different spin states, and to obtain accurate spectroscopic parameters for various Fe complexes. 63−66 All geometry optimizations use the Slater-type triple-ζ plus polarization (STO-TZP) basis set 67 on all atoms with the core electrons frozen. In studies of the spinstate energies of various Fe complexes, this STO-TZP basis set is shown to facilitate rapid convergence of electronic properties, suggesting its applicability to the IspH system considered here. 68 Additionally, the numerical integration accuracy parameter, 69−71 which controls the number of grid points used to evaluate, e.g., the matrix elements of the XC potential, was set to 4.0 in all geometry optimizations. This value is recommended to properly balance computational efficiency and accuracy in ADF2009. 60 Solvent effects in the geometry optimizations are estimated using the COnductor-like Screening MOdel (COSMO) 72, 73 with a dielectric constant (ε) of 20. This value for ε is chosen based upon the observation that various geometric and spectroscopic properties appear converged at ε = 20 in studies of active site models for ribonucleotide reductase intermediate X that are similar in size to the IspH active model constructed here. 52 A similar COSMO model (ε = 20) was used in our DFT studies of a different [4Fe−4S] cluster enzyme, adenosine 5′-phosphosulfate (APS) reductase. 56 Following geometry optimization, a single-point energy calculation is performed using the OLYP/STO-TZP level of theory that employs full electron treatment and uses a higher value for the integration accuracy parameter than what is used in the geometry optimizations (i.e., 5.5 versus 4.0). Henceforward, the results from these single-point calculations are referred to as the DFT/ COSMO result.
System Preparation for DFT/SCRF Calculations. Following geometry optimizations conducted in COSMO implicit solvent, all BS states considered in this study are subject to a single-point self-consistent reaction field (SCRF) calculation (henceforth referred to as DFT/SCRF) using the OLYP/STO-TZP basis set with frozen core electrons. In these calculations, the active site region that has been geometry optimized in COSMO (referred to as the DFT/COSMO result) is embedded within the [4Fe−4S] 2+ IspH:HMBPP crystal structure. All atoms included in the DFT active site model are deleted from the protein region to avoid overlap between the two regions. Hydrogen atoms are then added to the protein structure in Schrodinger's Maestro program, 55, 74, 75 employing the PROpKa algorithm 76−79 for assigning protonation states. Following hydrogen addition, all hydrogen bonds are optimized using the IMPACT program. 80 The resulting structure is provided as input to the PDB 2PQR server for conversion to a PQR file, 81, 82 which is necessary for DFT/ SCRF calculations. The PQR file assigns PARSE charges and radii to the protein atoms for use in the continuum electrostatics calculations in the DFT/SCRF scheme. 83 Application of DFT/SCRF Calculations for a Better Description of Electrostatics. The first step in DFT/SCRF calculations is a gas-phase single-point energy calculation performed on the BS state. This calculation provides a baseline value from which the effect of stabilizing the active site complex in a protein/solvent environment can be quantified. From the gas-phase computation, point charges are obtained for the active site atoms by fitting to the DFT-derived molecular electrostatic potential (ESP) using the CHELPG algorithm 84 combined with singular value decomposition. 85 In this charge fitting, the total net charge and dipole moment vector are employed as Lagrange constraints, while the link atom (H) charges connecting the active site cluster to the protein are set to zero.
Upon deriving ESP charges for the active site cluster, a threetiered dielectric environment is defined, whereby the values of 1, 4, and 80 are assigned to the active site quantum cluster, protein, and solvent regions, respectively. This environment gives rise to two electrostatic potentials that impinge on the quantum cluster: a reaction potential arising from the dielectric response of the environment from the cluster charges and a protein potential due to the permanent partial charges of the protein that are not included in the quantum cluster. These potentials are calculated as numerical solutions to the multidielectric Poisson equation using the MEAD (Macroscopic Electrostatics with Atomic Detail) programming suite, as implemented in the interface between ADF2012 86 and MEAD. 87, 88 (We note that all calculations were performed using a development version of ADF2011, which yields identical results to SCRF calculations performed with the official release of ADF2012.) These computed protein field and reaction field potentials are subsequently added to the Coulomb interaction operator in the density functional Hamiltonian, and a single-point electronic energy calculation is again performed. This procedure of extracting ESP charges for the active site region in order to solve the Poisson equation for the protein and reaction field potentials is iterated until the sum of the electronic and protein/reaction field energies converges (ΔE between cycles <0.01 kcal mol −1 ). A more detailed description of this method can be found elsewhere. 89 Calculations of Relative Energetics. Using energies obtained from either the DFT/COSMO or DFT/SCRF methods, the relative free energy of deprotonation at pH = 7, ΔG deprot , can be obtained for a single titratable site through the application of eq 1:
When computing ΔG deprot with DFT/COSMO, the total energies for the deprotonated and protonated states, E(A − ) and E(HA), respectively, are taken from the BS state energies obtained following the geometry optimization with the DFT/ COSMO method. These values follow the usual ADF convention, where E(A − ) and E(HA) are "total" energies with respect to a sum of atomic fragments (spin-restricted atoms). 71 Alternatively, ΔG deprot is computed with the DFT/ SCRF method using the total free energies including the protein/solvent environment interaction obtained in the SCRF procedure described previously. We approximate the difference in zero-point energy between protonated and deprotonated states, ΔZPE, as the difference in zero-point energy of the fragment that is titrated (e.g., the carboxylate of E126, the C 4 − OH group of HMBPP, or the PP i tail of HMBPP), as obtained from an OLYP frequency calculation performed on the two protonation states of that fragment. These values are computed to be −8.7, −10.4, and −8.8 kcal mol −1 for E126, the C 4 −O(H) group of HMBPP, and the PP i moiety on HMBPP, respectively. The free energy of the titrating proton is computed using eq 2: , based on analysis of cluster-ion solvation data. 92, 93 The translational entropy of a proton, −TΔS gas (H + ), is taken to be −7.76 kcal mol
, its value computed theoretically at 298 K and 1 atm. 94 The final term in computing the free energy of the titrating proton, 5/2 RT (1.5 kcal mol −1 ), arises from the sum of the proton translational energy (3/2 RT) and the work term PV = RT. 92, 94 Finally, the term ΔE corr corrects ΔG deprot for a neutral solvent environment (pH = 7), equal to −1.37 × 7 (−9.6 kcal mol −1 ). A more general form of eq 1 accounts for differences in free energy when any number of protons are titrated
where again ΔE corr corrects for a neutral solvent environment (pH = 7), and the number of protons exerts a multiplicative effect on ΔG ref (H  + ) and ΔE corr . In cases where two states are tautomers (i.e., where two states have same number of protons, which themselves reside on different titratable sites), the difference in energy between states is corrected for ΔZPE for the sites that are (de)protonated.
Calculations of 57
Fe Mossbauer Isomer Shifts and Quadrupole Splittings. Multiple groups have computed 57 Fe Mossbauer isomer shifts (ISs) to help identify the oxidation state of the Fe sites considered, drawing on the property that the values of these ISs are linearly proportional to the electron density at the 57 Fe nucleus, ρ(0). 64,66,95−99 In practice, obtaining a value for ρ(0) for a given BS state requires a single-point energy calculation that employs a basis set that includes core electrons and that uses a higher value for the integration accuracy parameter than what is used in the geometry optimizations (i.e., 5.5 versus 4.0). 46 With the hypers2003 program, 100 ρ(0) can then be obtained from the ADF calculation. 60 Using the linear regression given in eq 4, each 57 Fe IS can be computed given its ρ(0), using the fitting parameters A, α, and C.
66,95
This linear fit is dependent on the level of theory employed. As all IS computations in this report use the OLYP/STO-TZP level of theory with either the COSMO or SCRF solvation method, we apply appropriately calibrated values of α = −0.323 e −1 a 0 3 mm s , and A = 11877 e a 0 −3 . 66 We note that the DFT/COSMO and DFT/SCRF methods give nearly identical results. The similarity between these two methods is consistent with what has been observed in previous benchmark studies. 66 Consequently, we only present results obtained using the DFT/SCRF method (results from the DFT/COSMO method are given in Table S2 of the Supporting Information).
Quadrupole splittings (QSs) arise from the interaction between the 57 Fe (S = 3/2) nuclear quadrupole moment and the electric field gradient (EFG) at the nucleus. For this reason, QSs provide useful information on the oxidation state and ligand environment surrounding each 57 Fe atom. To obtain values for QSs from our DFT/COSMO and DFT/SCRF calculations, the EFG must be evaluated at the 57 Fe nucleus. Upon reordering of the components of the EFG such that |V zz | ≥ |V yy | ≥ |V xx |, the asymmetry parameter η can be obtained and the QS may be computed (eqs 5 and 6) using the constants, e (the electric charge of a positron) and Q (the nuclear excitedstate quadrupole moment).
Protonation Considerations for the Active Site Model. The active site of IspH contains many titratable residues, including E126 (typical pK a ∼ 4.3), H41, H74, and H124 (typical pK a ∼ 6.8). 101, 102 Additionally, the C 4 −OH group of HMBPP, if complexed strongly to Fe, can be deprotonated (typical pK a of [Fe(OH 2 ) 6 ] 3+ ∼ 2.4), 32 and the PP i group of HMBPP (typical pK a values ∼0.9, 2.0, 6.7, 9.0) can likely assume different protonation states, as well. 32, 103 In sum, there are 13 titratable sites, leaving 2 13 possible protonation states to consider in order to fully characterize the system. To reduce the number of explored states, we make use of some simplifying assumptions, namely that H41 and H74 will likely assume their imidazolium form (doubly protonated) given their close proximity to the highly anionic PP i tail of HMBPP. Similarly, we choose to fix the protonation state of H124 to be neutral (protonated at N ε ), as its N ε is in position to donate a single hydrogen bond to the substrate, while receiving a hydrogen bond at its N δ position from the backbone of E126 in the [4Fe−4S] IspH:HMBPP crystal structure. 32 For E126, we only consider cis-protonation at its carboxylate oxygen nearer the HMBPP RO − /ROH group and Fe1, as this site would allow for participation in an active site hydrogen bond network, as proposed by others (Figure 2) . 27, 29, 32 With respect to the substrate, we consider protonation at the C 4 −OH alkoxide group, as well as protonation of an oxygen on the terminal phosphate of the PP i moiety. We consider only single protonation of this group due to the likelihood that the rich hydrogen bond network surrounding the PP i group will stabilize either its −2 or −3 form. While this still leaves a considerable number of protonation states to consider ( 2 3 ), evaluation of the energies of states having both E126 and the HMBPP ROH group deprotonated are found to be energetically unfavorable and, therefore, have been omitted from our discussion.
Naming Scheme for Different Protonation States under Study. To facilitate our discussion of the different active site protonation states, we utilize the naming scheme, RO X P Y E Z , where X, Y, and Z are assigned either a minus sign "−" or the letter "H" to signify whether a proton resides on the C 4 Figure 2B ). 32 The apical iron, Fe1, has longer Fe−S 2− bond lengths (Fe−S 2− distances of 2.34, 2.39, and 2.36 Å) than the other Fe atoms. In contrast, a second, ferric-like iron (Fe2 in Figure 2B) The HMBPP molecule coordinates Fe1 through its oxygen atom attached to C4 at a distance of 2.05 Å (Fe1−O C4 , Table  3 ), which Groll and co-workers propose to be indicative of HMBPP binding as an alkoxide (RO − ) rather than as an alcohol (ROH). 32 In addition to the interaction between HMBPP and Fe1 of the [4Fe−4S] cluster, a significant hydrogen bond network further supports HMBPP within the protein active site. Indeed, several histidines and alcohol side chains forming (charged) hydrogen bonds to the PP i tail of HMBPP are present. Further, the active site residues T167, E126, and the crystallographic water W1 link the oxygen bonded to C4 in HMBPP to its PP i tail through a series of hydrogen bonds (Table 3, Figure 3A ). This latter group of moieties has been suggested to participate in a proton relay network for catalysis. (Table 2 ). More specifically, the Fe1−S 2− and Fe2− S 2− distances in our computed geometries are not uniformly elongated and shortened, respectively. Instead we observe a 4-fold compression of the oxidized [4Fe−4S] cluster, whereby the planes involving the two 2Fe−2S fragments are compressed along one direction characterized by short Fe−S 2− bonds. For instance, in the case of the lowest energy structure computed for the RO a Unless an H is listed, the moiety described by each column is assumed to be fully deprotonated. The total charge (q) of the active site quantum cluster is given for each state. 32 and the state computed to have the best agreement with each geometric parameter from experiment is set in bold-type font. 32 The root−mean−square deviation (RMSD, given in Å) between different protonation conformers computed for oxidized IspH and the IspH:HMPP crystal structure are tabulated. c The relative free energy of the titrating proton(s), taken from eq 2.
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d Energies correcting for differences in zero-point energy between protonation states. e Correction term applied to obtain relative energies at pH = 7.
f All energies are given in kcal mol −1 .
site (Table 3) . As can be seen in (Table 3) . 32 Visually, the closer agreement between the E − states with the crystal structure can be attributed to different orientations of the T167 and E126 side chains, as well as the position of the active site water, W1 (Figure 3B,C) . When E126 is deprotonated (Figure 3B ), the hydrogen bond network originates at the ROH group in HMBPP, which donates a hydrogen bond to T167, which then donates a hydrogen bond to the deprotonated E126. In contrast, the hydrogen bond network in the protonated E126 states ( Figure 3C ) requires that the T167 side chain accept a hydrogen bond from E126 and donate a hydrogen bond to the HMBPP RO − group. To quantify these observations, we note that geometries computed with E126 deprotonated better agree with the [4Fe−4S] IspH:HMBPP crystal structure 32 (RMSD = 0.40 Å, 32 it is clear better agreement with experiment is achieved when E126 is deprotonated ( Figure S1 ).
Relative Energetics in the Oxidized State. For all states considered in this study, we implement two methods for computing the energetics of the system: (1) the DFT/COSMO method with ε = 20; and (2) the DFT/SCRF method, which allows the active site model described using DFT to be perturbed by the electrostatic effects of protein charges and the dielectric response of the protein and solvent regions (ε = 4 and 80, respectively). Although both methods have shown good agreement with experiment for calculated energies and reduction potentials of model systems, 51, 85, 104 the DFT/ SCRF method has the advantage that it may provide a more realistic description of the protein and solvent environments. 89 While only the energies of the lowest-energy valence isomer for each protonation state are presented here, a summary of the relative energies for all valence isomers considered in this study is given in Table S1 of the Supporting Information.
Using the DFT/COSMO method, the RO − P H E H and RO in the quantum cluster and lessens (or even reverses) the trend in energetics obtained from gas-phase energies alone. From DFT/COSMO and DFT/SCRF computations, it is possible to isolate the energetic contributions arising from embedding the active site in an environment containing regions of different dielectric constants and, in the case of the DFT/SCRF computations, protein point charges. Understanding these energetic contributions provides insight into why certain protonation states (or, alternatively, states with specific net charges in the active site quantum cluster) are stabilized relative to others when using DFT/COSMO or DFT/SCRF methods. The stabilization of the gas-phase active site cluster by COSMO, E Solv,COSMO , is computed as
where E 0 and E Tot,COSMO are the total electronic energies of the system in the gas phase and as solvated by COSMO, respectively. The values of E Solv,COSMO range from −142 kcal mol −1 , in the case of the RO ) to the greater gas-phase stabilization of states with q = −1 over states with q = −3. Consequently, the values of E Tot,COSMO obtained using the DFT/COSMO method result from the cancellation of additive terms, falling into a range of relative energies that is considerably smaller than the range of the individual energetic contributions.
To better understand the differences between the DFT/ COSMO and DFT/SCRF results, we now consider the latter method in a stepwise manner. First, we quantify the effects of only the reaction field energies on the relative energies of the different protonation states (Table 4B) . Then, we consider the f ull DFT/SCRF energies, which, in addition to the reaction field, also include the effects of the protein field and electronic strain, which is the energetic cost of distorting the quantum cluster electron density in response to the protein and reaction fields (Table 4C) . Similar to COSMO, the SCRF reaction field (RF) potential gives greater stabilization to the more highlycharged states. From Table 5B , it is evident the RF stabilization (ΔE RF ) of the
greater (more negative) than that of the RO H P H E H state (q = −1). Using a Hamiltonian comprising only the gas-phase energies and the RF potential, we obtain the relative energies given in Table 4B (last column), which appear similar to those computed with the DFT/COSMO method (Table 4A, The feature of the full SCRF treatment that reorders the energy rankings and makes the q = −3 states more favorable (Table 4C) is the protein field term, E P . Without it, the ΔE Tot,RF values (second column of , respectively. This stabilization of q = −3 states by the E P term is more than enough to change the ordering of relative energies (Table 4C) . The E strain term slightly favors the less charged states but is not large enough to a The total gas-phase electronic energy of the active site quantum cluster obtained following geometry optimization with the DFT/COSMO method. b The stabilization of the quantum cluster from COSMO solvation with ε = 20 (obtained from eq 7). E solv,COSMO contains both quantum cluster polarization, solvent interaction and electronic strain terms, analogous to those in E env,SCRF . c The total energy computed using the DFT/COSMO method (i.e., the sum of E 0 and E Solv,COSMO ) performed on the COSMO optimized geometry and used to compute relative energies in Table 4A . The energetic cost of polarizing the active site quantum cluster in response to the protein and reaction potentials in the DFT/SCRF scheme.
e The total protein field energy, including electronic polarization of the quantum cluster, resulting from interactions between active site and protein charges that are screened by the three dielectric media (ε = 1, 4, and 80 for the quantum cluster, protein region, and solvent, respectively).
f The total reaction field energy, including electronic polarization of the quantum cluster, arising from the dielectric response of the protein (ε = 4) and solvent (ε = 80) environments from the cluster charges. The total environmental (env) energy from the DFT/SCRF method (i.e., the sum of E Strain , E P, and E RF ). The total free energy associated with the total gas-phase electronic energy of the quantum cluster and the reaction field component of the DFT/ SCRF method (i.e., the sum of E 0 and E RF ), also used to generate the relative energies given in Table 4B . The electrostatic free energy of a given state computed by the f ull DFT/SCRF method (i.e., the sum of E 0 , E Strain , E P , and E RF ) and used to obtain the relative energies in Table 4C . 30 however, the high-field Mossbauer parameters are considered to be of superior quality. 105 The IS values obtained from their study display significant asymmetry, ranging from 0.38 to 0.64 mm s Table 6 are given in Table 7 . We note that the MAEs (relative to experiment) of the QSs computed with the DFT/COSMO and DFT/SCRF methods are almost identical ( Table 7, Table S3 ). We observe this despite the latter approach containing a more extensive description of the surrounding electrostatics, which would be expected to affect the QS values through the values of V zz and η (eqs 5 and 6). Here, we only discuss QSs computed using the DFT/SCRF method (results from DFT/COSMO are included as Table S3 states also better match the hydrogen bonding network implied by the crystal structure and, consequently, display higher structural similarity to the crystal structure, as measured by RMSD (Table 3 ). An analysis of the relative energies of the different protonation states in our model provides different possibilities as to which states are energetically favorable in the oxidized state, depending on the solvation method employed (Figure 4) (Table  6) .
Overall, the quadrupole splittings (QSs) obtained for active site clusters containing ROH-bound HMBPP are slightly more accurate than those computed for RO − -bound states. In both RO − -and ROH-bound states, the QSs computed for Fe1, Fe2, and Fe3 better match experiment than for those computed for Fe4. It is worth noting that the active site cluster utilized in all calculations is constructed from the [4Fe−4S] cluster on the face containing Fe1 and Fe2, in order to properly stabilize the highly charged PP i moiety on HMBPP. This approach largely omits the protein environment around Fe3 and Fe4, except the backbones amides of A199, T200, P97, and L98, as well as the side chain of T200, which cumulatively donate three hydrogen bonds to the S 2− atoms and thiolates bound to Fe3 and Fe4. Despite including nearby point charges in the DFT/SCRF scheme, it is possible that the electric field gradients at Fe3 and Fe4 suffer from excluding nearby protein residues from the quantum region in our computations.
We note that a previous study has also Our work differs from this previous work in two principal ways: (1) we utilize a large active site model to compute Mossbauer isomer shifts using BS−DFT/COSMO and BS− DFT/SCRF approaches; and (2) we do not make assumptions regarding the protonation state of HMBPP when coordinated to the [4Fe−4S] cluster. In regard to the computational approach employed, it is evident that BS−DFT approaches (both DFT/COSMO and DFT/SCRF) better predict IS (MAE with respect to experiment of 0.03 mm s . The ability of the DFT/SCRF method to select the most relevant state, as verified through comparisons with experimental results, indicates that the inclusion of both the protein and reaction field effects is critical to compute accurate energies along the IspH catalytic pathway.
Of additional interest, we find that when the IspH active site is described with the DFT/SCRF method, the different charge (protonation) states considered cluster together energetically. With q = −3, the RO Figure 4 ). Since the active site stabilizes q = −3 charge states, protonation to generate these q = −2 states may precede subsequent electron addition to reinforce a q = −3 active site, suggesting a mechanism by which protons and electrons can be shuttled into the active site for catalysis. It is worth noting the stabilization of a highly-anionic active site in DFT/SCRF computations can be attributed to their inclusion of the highly-polar IspH protein environment. Indeed, the active site quantum cluster is within 8 Å of the of 7 Arg/Lys (cationic) residues, 10 Asp/Glu (anionic) residues, and 95 crystallographic waters, which are all included as point charges in the protein region within the DFT/SCRF scheme. In this work, we have demonstrated the ability of the DFT/ SCRF method to describe protonation state changes in the IspH oxidized state, which suggests that similar efforts can be applied to reasonably characterize the later stages of IspH catalysis. Drawing from the results presented here, we will next use the RO H P − starting point to examine the proposed IspH catalytic mechanism. Evaluating the energetics along the IspH catalytic pathway will both increase the knowledge of how these [4Fe− 4S] clusters facilitate catalysis, as well as reveal differences between the oxidized and reduced forms of IspH that may be exploited in the development of novel antibacterial and antimalarial drugs.
■ ASSOCIATED CONTENT * S Supporting Information A tabulation of the relative energies of different valence isomers for each protonation state considered in the broken-symmetry computations using both the DFT/COSMO and DFT/SCRF methods (Table S1 ); isomer shifts computed for all protonation states considered using the DFT/COSMO method (Table S2) ; quadrupole splittings computed for all protonation states considered using the DFT/COSMO method (Table S3) ; superposition of the geometry optimized RO − P − E H and RO H P − E − states onto the 3KE8 crystal structure 32 ( Figure  S1 ); and xyz format coordinate files for the RO
