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Abstract
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Let (X,H,μ) be an abstract Wiener space, i.e., X is a real separable Banach space, H is
the Cameron–Martin space and μ is the Wiener measure on X. Let Y be another real separable
Banach space and w := (wt )0t1 be the X-valued Brownian motion on a completed probability
space (Ω,F ,P) associated with μ. We consider a class of Y -valued Wiener functionals Xε :=
(Xεt )0t1 defined through the following formal stochastic differential equation (SDE) on Y :
dXεt = σ
(
Xεt
) ◦ ε dwt + b(ε,Xεt )dt, Xε0 = 0, (1.1)
where the coefficients σ and b take values in L(X,Y ) and Y , respectively, with a suitable regu-
larity condition. In this paper, L(B,B ′) denotes the space of bounded linear maps from B to B ′
for real separable Banach spaces B and B ′. We note that, since the diffusion coefficient σ takes
values in L(X,Y ), we cannot interpret equation (1.1) through the usual theory of SDEs generally
when X and Y are infinite-dimensional Banach spaces. See Section 3 for the precise formulation
of these Wiener functionals Xε . As examples of (1.1), we can give a class of heat processes on
loop spaces and the solutions of SDEs on M-type 2 Banach spaces. See Inahama and Kawabi [9]
for details.
The main objective of this paper is to discuss the precise asymptotic behavior of the Laplace
type functional integral E[G(Xε) exp(−F(Xε)/ε2)] as ε ↘ 0. For heat processes on loop spaces,
Laplace’s method was studied in the earlier paper Inahama [7]. In this paper, as a continuation
of [7] and [9], we establish the asymptotic expansion formulas for wider classes of (infinite-
dimensional) Banach space-valued Wiener functionals by using the fact that the rough path
theory of T. Lyons works on any Banach space.
To establish the Freidlin–Wentzell type large deviation principle for Xε , due to the lack of
the continuity of the Itô map w → Xε , Schilder’s theorem and the contraction principle may not
be used directly. To overcome this difficulty, Freidlin and Wentzell developed refined techniques
involving the exponential continuity (see Deuschel and Stroock [6]). On the other hand, recently,
Ledoux, Qian and Zhang [14] gave a new proof for the large deviation principle by using the
rough path theory. The basic idea in [14] is summarized as follows. First, they show that the
laws of Brownian rough paths satisfy the large deviation principle. Next, they use the contraction
principle since the Itô map is continuous in the framework of the rough path theory. Hence their
approach seems straightforward and much simpler than conventional proofs. In [8], it is shown
that their approach is also applicable to a class of stochastic processes on infinite-dimensional
spaces.
As an application of the large deviation principle, Laplace’s method is investigated in many
research fields of probability theory and mathematical physics. In finite-dimensional settings,
Schilder [16] initiated the study in the case of Xε = εw and Azencott [4] and Ben Arous [5]
continued this study for (1.1). (For results concerning with more general Wiener functionals, see
Kusuoka and Stroock [11,12] and Takanobu and Watanabe [17].) In these papers, the stochastic
Taylor expansion for Xε plays an essential role. The problem of [16] is rather easier because each
term of the expansion is continuous, which comes from the fact that Xε is nothing but the scaled
Brownian motion. So, there is no ambiguity in the formulation. However, in general, it is very
complicated to give a precise interpretation on each term of this expansion through conventional
stochastic analysis because the Itô map is not a continuous Wiener functional. On the other hand,
Aida [2] proposed a new proof with the rough path theory for this problem recently. In [2], he
obtained the stochastic Taylor expansion with respect to the topology of the space of geometric
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each term of the expansion is continuous. Hence we do not need to face the difficulty mentioned
above. By these reasons, the authors guess that, on the space of geometric rough paths, there
could be many other probability measures to which this method is applicable. Based on the idea
of [2], the first author [7] has already showed the stochastic Taylor expansion up to the order 2
in an infinite-dimensional setting.
Our method of the stochastic Taylor expansion is slightly different from Aida’s method in [2].
He uses the derivative equation, whose coefficient is of course of linear growth. Since it is not
known whether Lyons’ continuity theorem holds or not for unbounded coefficients, he extends
the continuity theorem for the case of the derivative equation in [1]. On the other hand, we use the
method in Azencott [4] and we only need the continuity theorem for the given equation, whose
coefficient is bounded. The price we have to pay is that notations and proofs may seem slightly
long. However, the strategy of this method is quite simple and straightforward.
The organization of this paper is as follows. In Section 2, we give a simple review of the rough
path theory and introduce the Cameron–Martin theorem and Fernique’s theorem in the frame-
work of Brownian rough paths. In Section 3, we give the framework and state the asymptotic
expansion formula in the case where the phase function has a unique non-degenerate minimum
point (Theorem 3.2). In Section 4, we establish the Taylor expansion for our Wiener functionals
Xε in the sense of rough paths. This expansion plays an essential role in this paper. It is deter-
ministic in this case and, hence, the term “stochastic Taylor expansion” may not be appropriate
anymore. In Section 5, we estimate the remainder terms of the Taylor expansion. In Section 6,
we prove Theorem 3.2 and give the explicit representation for the coefficients in the asymptotic
expansion (Theorem 6.5). Finally, we also establish the asymptotic expansion formula in the case
where the phase function has finitely many non-degenerate minima (Theorem 6.7).
Throughout this paper, we denote by c unimportant positive constants which may vary from
line to line. When their dependence on some parameters are significant, we specify as c(‖γ ‖1),
c(r0, r1), etc.
2. Preliminaries from the rough path theory
In this section we set notations and review some basic results of the rough path theory.
2.1. A review of the rough path theory
First, we recall the definition of spaces of geometric rough paths. Let B be a real separable
Banach space. The algebraic tensor product is denoted by B ⊗a B . We consider a norm | · | on
B⊗a B such that |x⊗y| |x|B · |y|B holds for all x, y ∈ B . We denote by B⊗B the completion
of B ⊗a B by this norm. We often suppress the subscripts of Banach norms when there is no fear
of confusion. We also use the notation Bn := B ⊕ · · · ⊕B︸ ︷︷ ︸
n-times
.
Let 2 < p < 3 be the roughness and fix it throughout this paper. A continuous map
x = (1, x1, x2) from the simplex Δ := {(s, t) | 0  s  t  1} to the truncated tensor algebra
T (2)(B) := R ⊕ B ⊕ (B ⊗ B) is said to be a B-valued rough path of roughness p if it satisfies
that, for every s  u t ,
x1(s, t) = x1(s, u)+ x1(u, t),
x2(s, t) = x2(s, u)+ x2(u, t)+ x1(s, u)⊗ x1(u, t) (2.1)
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(
sup
D
n∑
l=1
∣∣xj (tl−1, tl)∣∣p/j
)j/p
< ∞ for j = 1,2,
where D = {0 = t0 < t1 < · · · < tn = 1} runs over all finite partition of the interval [0,1]. Equa-
tion (2.1) is called Chen’s identity and the norm ‖ · ‖p is called p-variation norm. ‖ · ‖p,[s,t]
denotes the p-variation norm on the time interval [s, t]. We define by Ωp(B) the set of B-valued
rough paths of finite p-variation. The distance between x and y in Ωp(B) is defined by
dp(x, y) = ‖x1 − y1‖p + ‖x2 − y2‖p/2.
We also set ξB(x) := ‖x1‖p + ‖x2‖1/2p/2. In the sequel, we will suppress the subscript in the case
where B is the abstract Wiener space X.
Let P(B) := {x ∈ C([0,1],B) | x0 = 0}. For x ∈ P(B), we define the norm by ‖x‖P(B) :=
sup0t1 |xt |B and sometimes write x(t) for xt . We often write x1(·) for x1(0, ·) ∈ P(B) for sim-
plicity. We define by BV(B) := {γ ∈ P(B) | ‖γ ‖1 < ∞}, where ‖γ ‖1 denotes the total variation
norm of γ . For γ ∈ BV(B), we set γ = (1, γ 1, γ 2) by
γ 1(s, t) := γt − γs, γ 2(s, t) :=
t∫
s
(γu − γs)⊗ dγu, 0 s  t  1,
where the right-hand side of γ 2 is the Riemann–Stieltjes integral. A rough path obtained in this
way is called the smooth rough path lying above γ . A rough path obtained as the dp-limit of a
sequence of smooth rough paths is called a geometric rough path and the set of all the geometric
rough paths is denoted by GΩp(B). It is well known that GΩp(B) is a complete separable metric
space.
We set
H(B) = L2,10 (B) :=
{
y ∈ P(B)
∣∣∣ yt = t∫
0
y′s ds with ‖y‖2H(B) :=
1∫
0
∣∣y′t ∣∣2B dt < ∞
}
.
Clearly, there are natural continuous injections H(B) ↪→ BV(B) ↪→ GΩp(B). Note that H(B)
is dense in GΩp(B) and, when B is a Hilbert space, it has a natural Hilbert structure.
Now we present a simple lemma which will be used in Section 4. We set
BV(L(B,B)) := {(M,N) ∣∣ (M − IdB,N − IdB) ∈ BV(L(B,B)⊕2),
MtNt = NtMt = IdB for t ∈ [0,1]
}
.
We say M ∈ BV(L(B,B)) if (M,M−1) ∈ BV(L(B,B)) for simplicity.
We define a map  : BV(B)×BV(L(B,B)) → BV(B) by
(h,M)t = 
(
h,
(
M,M−1
))
t
:= Mt
t∫
M−1s dhs, 0 t  1,0
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from GΩp(B)×BV(L(B,B)) to GΩp(B), which will be denoted by  again.
Lemma 2.1. Let  : BV(B) × BV(L(B,B)) → BV(B) be as above. Assume that there exists a
control function ω such that
∣∣hi(s, t)∣∣ ω(s, t)i/p, i = 1,2, (2.2)
|Mt −Ms |L(B,B) +
∣∣M−1t −M−1s ∣∣L(B,B)  ω(s, t) (2.3)
hold for 0 s  t  1. Then we have the following assertions:
(1) For h ∈ BV(B) and M ∈ BV(L(B,B)),∣∣(h,M)i(s, t)∣∣ ciω(s, t)i/p, i = 1,2, 0 s  t  1, (2.4)
where c1 and c2 are positive constants depending only on ω(0,1).
(2)  extends to a continuous map from GΩp(B) × BV(L(B,B)) to GΩp(B). (We denote it
again by (h,M) ∈ GΩp(B)×BV(L(B,B)) → (h,M) ∈ GΩp(B).) Clearly, (εh,M) =
ε(h,M) holds for any h ∈ GΩp(B),M ∈ BV(L(B,B)) and ε ∈ R.
Proof. At the beginning, we define λ(h,M) ∈ BV(B) by
λ(h,M)t :=
t∫
0
dMs
(
M−1s hs −
s∫
0
dM−1u hu
)
, t  0.
We note (h,M)0 = 0 and
d(h,M)t = dMt
t∫
0
M−1s dhs + dht , t > 0.
Then by the integration by parts formula, it is easy to see
(h,M)t =
t∫
0
dhs +
t∫
0
dMs
( s∫
0
M−1u dhu
)
= ht +
t∫
0
dMs
(
M−1s hs −
s∫
0
dM−1u hu
)
= ht + λ(h,M)t , t  0. (2.5)
On the other hand, we have an estimate
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
∣∣∣∣∣
t∫
s
dMu
(
M−1u hu
)∣∣∣∣∣+
∣∣∣∣∣
t∫
s
dMu
( u∫
0
dM−1u hu
)∣∣∣∣∣
 ‖h‖P(B)
(
1 + ∥∥M−1∥∥1)‖M‖1,[s,t] + ‖h‖P(B) · ∥∥M−1∥∥1 · ‖M‖1,[s,t]
 2‖h‖P(B)
(
1 + ∥∥M−1∥∥1)‖M‖1,[s,t]. (2.6)
Then by noting ‖h‖P(B)  ω(0,1)1/p , (2.5) and (2.6), we obtain an estimate on the first level
path of (h,M) as follows:∣∣(h,M)1(s, t)∣∣= ∣∣(h,M)t − (h,M)s ∣∣

∣∣h1(s, t)∣∣+ ∣∣λ(h,M)t − λ(h,M)s ∣∣
 ω(s, t)1/p + 2‖h‖P(B)
(
1 + ∥∥M−1∥∥1)‖M‖1,[s,t]
 ω(s, t)1/p + 2ω(0,1)1/p(1 +ω(0,1))ω(s, t)

(
1 + 2ω(0,1)+ 2ω(0,1)2)ω(s, t)1/p. (2.7)
For the second level path of (h,M), we also have
∣∣(h,M)2(s, t)∣∣=
∣∣∣∣∣
t∫
s
{
(hu − hs)+
(
λ(h,M)u − λ(h,M)s
)}⊗ d(h+ λ(h,M))
u
∣∣∣∣∣

∣∣h2(s, t)∣∣+ ∣∣λ(h,M)2(s, t)∣∣+
∣∣∣∣∣
t∫
s
(hu − hs)⊗ dλ(h,M)u
∣∣∣∣∣
+
∣∣∣∣∣(λ(h,M)t − λ(h,M)s)⊗ (ht − hs)−
t∫
s
dλ(h,M)u ⊗ (hu − hs)
∣∣∣∣∣
 ω(s, t)2/p + ∥∥λ(h,M)∥∥21,[s,t] + ‖h‖p,[s,t] · ∥∥λ(h,M)∥∥1,[s,t]
+ 2∥∥λ(h,M)∥∥1,[s,t] · ‖h‖p,[s,t]
 ω(s, t)2/p + 4‖h‖2P(B)
(
1 + ∥∥M−1∥∥1)2‖M‖21,[s,t]
+ 3{2‖h‖P(B)(1 + ∥∥M−1∥∥1)‖M‖1,[s,t]} · ‖h‖p,[s,t]
 ω(s, t)2/p + 4ω(0,1)2/p(1 +ω(0,1))2ω(s, t)2
+ 3{2ω(0,1)1/p(1 +ω(0,1))ω(s, t)}ω(s, t)1/p

(
1 + 6ω(0,1)+ 10ω(0,1)2 + 8ω(0,1)3 + 4ω(0,1)4)ω(s, t)2/p. (2.8)
This completes the proof of (1).
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(2.3) and ∣∣ki(s, t)∣∣ ω(s, t)i/p, ∣∣hi(s, t)− ki(s, t)∣∣ εω(s, t)i/p, i = 1,2,
|Nt −Ns |L(B,B) +
∣∣N−1t −N−1s ∣∣L(B,B)  ω(s, t),∣∣(M −N)t − (M −N)s∣∣L(B,B)  εω(s, t),∣∣(M−1 −N−1)
t
− (M−1 −N−1)
s
∣∣
L(B,B)
 εω(s, t),
hold for 0 s  t  1. Under these assumptions, we have∣∣λ(h,M)1(s, t)− λ(h,N)1(s, t)∣∣

∣∣∣∣∣
t∫
s
dMu
(
M−1u hu
)− t∫
s
dNu
(
N−1u hu
)∣∣∣∣∣
+
∣∣∣∣∣
t∫
s
dMu
( u∫
0
dM−1τ hτ
)
−
t∫
s
dNu
( u∫
0
dN−1τ hτ
)∣∣∣∣∣

∣∣∣∣∣
t∫
s
d(M −N)u
(
M−1u hu
)∣∣∣∣∣+
∣∣∣∣∣
t∫
s
dNu
(
M−1u −N−1u
)
hu
∣∣∣∣∣
+
∣∣∣∣∣
t∫
s
d(M −N)u
( u∫
0
dM−1τ hτ
)∣∣∣∣∣+
∣∣∣∣∣
t∫
s
dNu
{ u∫
0
d
(
M−1 −N−1)
τ
hτ
}∣∣∣∣∣
 ‖h‖P(B)
(
1 + ‖M−1‖1
) · ‖M −N‖1,[s,t] + ‖h‖P(B)∥∥M−1 −N−1∥∥1 · ‖N‖1,[s,t]
+ ‖h‖P(B)
∥∥M−1∥∥1 · ‖M −N‖1,[s,t] + ‖h‖P(B)∥∥M−1 −N−1∥∥1 · ‖N‖1,[s,t]
 εω(0,1)1/p
(
1 + 4ω(0,1))ω(s, t). (2.9)
Then by noting (2.6), (2.9) and the equality λ(h,M) − λ(k,M) = λ(h − k,M), we have the
following estimate on the first level path:∣∣(h,M)1(s, t)− (k,N)1(s, t)∣∣

∣∣h1(s, t)− k1(s, t)∣∣+ ∣∣λ(h− k,M)1(s, t)∣∣+ ∣∣λ(k,M)1(s, t)− λ(k,N)1(s, t)∣∣
 εω(s, t)1/p + {2‖h− k‖P(B)(1 + ∥∥M−1∥∥1) · ‖M‖1,[s,t]}
+ εω(0,1)1/p(1 + 4ω(0,1))ω(s, t)
 εω(s, t)1/p + 2εω(0,1)1/p(1 +ω(0,1))ω(s, t)+ ε(ω(0,1)+ 4ω(0,1)2)ω(s, t)1/p
 ε
(
1 + 3ω(0,1)+ 6ω(0,1)2)ω(s, t)1/p. (2.10)
For the second level path, we can proceed as
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
{∣∣h2(s, t)− k2(s, t)∣∣+ ∣∣λ(h,M)2(s, t)− λ(k,M)2(s, t)∣∣
+
∣∣∣∣∣
t∫
s
h1(s, u)⊗ dλ(h,M)u −
t∫
s
k1(s, u)⊗ dλ(k,M)u
∣∣∣∣∣
+
∣∣∣∣∣
t∫
s
λ(h,M)1(s, u)⊗ dhu −
t∫
s
λ(k,M)1(s, u)⊗ dku
∣∣∣∣∣
}
+
{∣∣λ(k,M)2(s, t)− λ(k,N)2(s, t)∣∣+
∣∣∣∣∣
t∫
s
k1(s, u)⊗ d
(
λ(k,M)− λ(k,N))
u
∣∣∣∣∣
+
∣∣∣∣∣
t∫
s
(
λ(k,M)1(s, u)− λ(k,N)1(s, u)
)⊗ dku
∣∣∣∣∣
}

{
εω(s, t)2/p +
∣∣∣∣∣
t∫
s
λ(h− k,M)1(s, u)⊗ dλ(h,M)u
+
t∫
s
λ(k,M)1(s, u)⊗ dλ(h− k,M)u
∣∣∣∣∣
+
∣∣∣∣∣
t∫
s
(h− k)1(s, u)⊗ dλ(h,M)u +
t∫
s
k1(s, u)⊗ dλ(h− k,M)u
∣∣∣∣∣
+
∣∣∣∣∣
t∫
s
λ(h− k,M)1(s, u)⊗ dhu +
t∫
s
λ(k,M)1(s, u)⊗ d(h− k)u
∣∣∣∣∣
}
+
{∣∣∣∣∣
t∫
s
(
λ(k,M)1(s, u)− λ(k,N)1(s, u)
)⊗ dλ(k,M)u
∣∣∣∣∣
+
∣∣∣∣∣
t∫
s
λ(k,N)1(s, u)⊗ d
(
λ(k,M)− λ(k,N))
u
∣∣∣∣∣
+
∣∣∣∣∣
t∫
s
k1(s, u)⊗ d
(
λ(k,M)− λ(k,N))
u
∣∣∣∣∣
+
∣∣∣∣∣
t∫ (
λ(k,M)1(s, u)− λ(k,N)1(s, u)
)⊗ dku
∣∣∣∣∣
}s
278 Y. Inahama, H. Kawabi / Journal of Functional Analysis 243 (2007) 270–322
{
εω(s, t)2/p + ∥∥λ(h− k,M)∥∥1,[s,t] · (∥∥λ(h,M)∥∥1,[s,t] + ∥∥λ(k,M)∥∥1,[s,t])
+ ‖h− k‖p,[s,t] ·
(∥∥λ(h,M)∥∥1,[s,t] + 2∥∥λ(k,M)∥∥1,[s,t])
+ ∥∥λ(h− k,M)∥∥1,[s,t] · (2‖h‖p,[s,t] + ‖k‖p,[s,t])}
+ {∥∥λ(k,M)− λ(k,N)∥∥1,[s,t] · (∥∥λ(k,M)∥∥1,[s,t] + ∥∥λ(k,N)∥∥1,[s,t])
+ 3∥∥λ(k,M)− λ(k,N)∥∥1,[s,t] · ‖k‖p,[s,t]}

{
εω(s, t)2/p + 4‖h− k‖P(B) ·
(‖h‖P(B) + ‖k‖P(B)) · (1 + ∥∥M−1∥∥1)2‖M‖21,[s,t]
+ 2(‖h‖P(B) + 2‖k‖P(B)) · (1 + ∥∥M−1∥∥1) · ‖M‖1,[s,t] · ‖h− k‖p,[s,t]
+ 2‖h− k‖P(B) ·
(
1 + ∥∥M−1∥∥1) · ‖M‖1,[s,t] · (2‖h‖p,[s,t] + ‖k‖p.[s,t])}
+ ∥∥λ(k,M)− λ(k,N)∥∥1,[s,t] · (∥∥λ(k,M)∥∥1,[s,t] + ∥∥λ(k,N)∥∥1,[s,t] + 3‖k‖p,[s,t])

{
εω(s, t)2/p + 8εω(0,1)2/p(1 +ω(0,1))2ω(s, t)2
+ 12εω(0,1)1/p(1 +ω(0,1))ω(s, t)1+1/p}
+ εω(0,1)1/p(1 + 4ω(0,1))ω(s, t) · {4ω(0,1)1/p(1 +ω(0,1))ω(s, t)+ 3ω(s, t)1/p}
 ε
{
1 + 8(1 +ω(0,1))2ω(0,1)2 + 12(1 +ω(0,1))ω(0,1)}ω(s, t)2/p
+ ε{4ω(0,1)2(1 + 5ω(0,1)+ 4ω(0,1)2)+ 3ω(0,1)(1 + 4ω(0,1))}ω(s, t)2/p
 ε
(
1 + 15ω(0,1)+ 36ω(0,1)2 + 36ω(0,1)3 + 24ω(0,1)4)ω(s, t)2/p. (2.11)
Then (2.10) and (2.11) lead us that  is locally Lipschitz continuous on BV(B) ×
BV(L(B,B)) with respect to the product topology induced by the distance dp on GΩp(B)
and ‖ · ‖1 on BV(L(B,B)). Hence by remembering that BV(B) is dense in GΩp(B), the map 
extends to a continuous map from GΩp(B) × BV(L(B,B)) to GΩp(B). The final assertion is
almost trivial. This completes the proof. 
Before closing this section, we review integrals along rough paths. Let B ′ be another separable
Banach space and f ∈ C3b,loc(B,L(B,B ′)), i.e., ∇ if , i = 0,1,2,3, exist and are bounded on
every bounded set of B . Here, ∇ denotes the Fréchet derivative on B . For k ∈ N, ∇kf is a map
from B to Lk(B, . . . ,B;L(B,B ′)). Here Lk(B1, . . . ,Bk;Bk+1) denotes the space of bounded
k-linear maps from the direct sum of Banach spaces
⊕k
i=1 Bi to another Banach space Bk+1.
For B-valued rough path x ∈ GΩp(B), we consider
Js,t := f (xs)x1(s, t)+ ∇f (xs)
[
x2(s, t)
]
, 0 s  t  1.
We see that, for s < u < t ,
Js,t − Js,u − Ju,t = −
1∫
dη′
η′∫
dη∇2f (xs + ηx1(s, u))[x1(s, u)⊗ x1(s, u)⊗ x1(u, t)]0 0
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1∫
0
dη∇2f (xs + ηx1(s, u))[x1(s, u)⊗ x2(u, t)], (2.12)
where we used the Taylor expansion for the function f and Chen’s identity (2.1) for x. Equa-
tion (2.12) will be used in Section 5.
For f denoted above and x ∈ GΩp(B), we define
∫
f (x)dx ∈ GΩp(B ′) by
(∫
f (x)dx
)
1
(s, t) := lim
m(D)→0
N−1∑
i=0
Jti ,ti+1 ,
(∫
f (x)dx
)
2
(s, t) := lim
m(D)→0
N−1∑
i=0
{(
f (xti )⊗ f (xti )
)[
x2(ti , ti+1)
]
+
(∫
f (x)dx
)
1
(s, ti)⊗
(∫
f (x)dx
)
1
(ti , ti+1)
}
,
where D := {s = t0 < t1 < t2 < · · · < tN = t}. When x is in a bounded set of GΩp(B), the
sup-norm of the first level path x1(·) is also bounded. Hence, we easily have the following conti-
nuity theorem by Theorems 5.2.3 and 5.3.1 in Lyons and Qian [15]. In the sequel, we often take
integrands of the form IdB ⊕ f ∈ C3b,loc(B,L(B,B ⊕B ′)), where f ∈ C3b,loc(B,L(B,B ′)).
Theorem 2.2. Let x, y ∈ GΩp(B). We assume that there exists a control function ω such that∣∣xi(s, t)∣∣∨ ∣∣yi(s, t)∣∣ ω(s, t)i/p, ∣∣xi(s, t)− yi(s, t)∣∣ εω(s, t)i/p, i = 1,2.
Then there exist positive constants C1 and C2 depending only on p, ω(0,1) and sup{|∇j f (x)|:
|x| ω(0,1)1/p}, j = 0,1,2,3, such that
∣∣∣∣(∫ f (x)dx)
i
(s, t)
∣∣∣∣C1ω(s, t)i/p,∣∣∣∣(∫ f (x)dx)
i
(s, t)−
(∫
f (y)dy
)
i
(s, t)
∣∣∣∣ εC2ω(s, t)i/p,
hold for i = 1,2.
2.2. Some fundamental results for Brownian rough paths
In this subsection, we introduce Brownian rough paths on an abstract Wiener space (X,H,μ).
Let w = (wt )t0 be the X-valued Brownian motion introduced in the previous section. For ε > 0,
the law of εw on P(X) is denoted by P′ε . Then (P (X),H(H),P′1) is also an abstract Wiener
space. We write H :=H(H) for simplicity. When | · |X⊗X and μ satisfy the following exactness
condition:
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{Gl}2Nl=1 of independent X-valued random variables with common distribution μ, it holds
E
[∣∣∣∣∣
N∑
l=1
G2l−1 ⊗G2l
∣∣∣∣∣
X⊗X
]
 CNα (2.13)
(cf. Definition 1 in Ledoux, Lyons and Qian [13]), the Brownian rough path exists (see
Theorem 3 in [13]). Let w = (1,w1,w2) be the Brownian rough path. It is the P-almost
sure limit of the w(m) as m → ∞ in GΩp(X) with respect to dp-topology, where w(m)
is the mth dyadic polygonal approximation of w. Note that w1(s, t) = wt − ws for P-
almost surely. We denote by Pε, ε > 0, the law of the scaled Brownian rough path εw =
(1, εw1, ε2w2).
Now we present a theorem of Fernique type for Brownian rough paths. The following propo-
sition is taken from [7, Theorem 2.2].
Proposition 2.3. There exists a positive constant β such that
E
[
exp
(
βξ2
)]= ∫
GΩp(X)
exp
(
βξ(w)2
)
P1(dw) < ∞.
Finally, we give a theorem for absolute continuity of the laws of shifted Brownian rough paths.
It is similar to the well-known Cameron–Martin theorem. For x ∈ GΩp(X) and γ ∈ BV(X), we
define the shifted rough path x + γ ∈ GΩp(X) by
(x + γ )1(s, t) = x1(s, t)+ γ 1(s, t),
(x + γ )2(s, t) = x2(s, t)+
t∫
s
x1(s, u)⊗ dγu +
t∫
s
(γu − γs)⊗ x1(s, du)+ γ 2(s, t).
Here the second and the third terms on the right-hand side are Young integrals. It is well known
that the map (x, γ ) → x ± γ is continuous from GΩp(X) × BV(X) to GΩp(X). (See [15,
Theorem 3.3.2].) The following proposition is taken from Lemma 2.3 in [7].
Proposition 2.4. Let ε > 0 and h ∈ H. Then for every bounded measurable function F on
GΩp(X), it holds that
∫
GΩp(X)
F (w + h)Pε(dw) =
∫
GΩp(X)
F (w) exp
(
1
ε2
1∫
0
h′(t) dw1(t)− 12ε2 ‖h‖
2
H
)
Pε(dw),
where
∫ 1
0 h
′(t) dw1(t) is the stochastic integral with respect to the scaled Brownian motion
(w1(0, t))0t1 defined on the probability space (GΩp(X),Pε). (Hereafter we sometimes de-
note it by [h](w) for simplicity.)
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In this section, we set notations, introduce our Wiener functionals through the Itô map in the
rough path sense and state our results. From now on, we only consider the projective norm on
the tensor product of any pair of Banach spaces, and we assume condition (EX) for | · |X⊗X and
μ to treat Brownian rough paths. Note that (EX) holds with α = 1/2 if dim(X) < ∞.
First, we set notations for coefficients. Let σ ∈ C∞b (Y,L(X,Y )) and b1, . . . , bN ∈ C∞b (Y,Y ),
N ∈ N. ∇ denotes the Fréchet derivative on Y . For k ∈ N, ∇kσ and ∇kb are maps from Y
to Lk(Y, . . . , Y ;L(X,Y )) and Lk(Y, . . . , Y ;Y), respectively. We set X˜ := X ⊕ RN and define
σ˜ ∈ C∞b (Y,L(X˜,Y )) by
σ˜ (y)
[
(x,u)
]
X˜
:= σ(y)x +
N∑
i=1
bi(y)ui, y ∈ Y, x ∈ X, u = (u1, . . . , uN) ∈ RN.
Next, we consider the following differential equation in the rough path sense:
dyt = σ˜ (yt ) dx˜t with y0 = 0. (3.1)
Then for any x˜ ∈ GΩp(X˜), there exists a unique solution z ∈ GΩp(X˜ ⊕ Y) in the rough
path sense. Note that the natural projection of z onto the first component is x˜. Projection of z
onto the second component is denoted by y ∈ GΩp(Y ) and we write y = Φ(x˜) and call it a
solution of (3.1). The map Φ :GΩp(X˜) → GΩp(Y ) is called the Itô map and is locally Lip-
schitz continuous in the sense of Lyons and Qian. See [15, Theorem 6.2.2] for details. If x˜t =
(γt , λ
(1)
t , . . . , λ
(N)
t ) is a X˜-valued continuous path of finite variation, the map t → Φ(x˜)1(0, t) is
the solution of
dyt = σ(yt ) dγt +
N∑
i=1
bi(yt ) dλ
(i)
t with y0 = 0
in the usual sense and z is the smooth rough path lying above (x˜t ,Φ(x˜)1(0, t))0t1.
For λ = (λ(1), . . . , λ(N)) ∈ BV(RN) and x ∈ GΩp(X), we set ι(x, λ) ∈ GΩp(X˜) by
ι(x, λ)1(s, t) = (x1(s, t), λt − λs) and
ι(x, λ)2(s, t) =
(
x2(s, t),
t∫
s
x1(s, u)⊗ dλu,
t∫
s
(λu − λs)⊗ x1(s, du),
t∫
s
(λu − λs)⊗ dλu
)
.
Here the second and the third component are Young integrals. If h is a smooth rough path lying
above h ∈ BV(X), then ι(h,λ) is a smooth rough path lying above (h,λ) ∈ BV(X˜). Note that the
map ι :GΩp(X)× BV(RN) → GΩp(X˜) is continuous.
For ε ∈ [0,1], we define λε ∈ BV(RN) by λε(t) := (a1(ε)t, . . . , aN(ε)t), where a =
(a1, . . . , aN) : [0,1] → RN is a RN -valued smooth curve. In what follows, we usually use the
notation
aj (ε) · ∇kb(y) :=
N∑ dj
dεj
ai(ε)∇kbi(y), j, k ∈ N∪ {0}.i=1
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Ψε : BV(X) → BV(Y ) by Ψε(h)t := Φ(ι(h,λε))1(0, t) for 0 t  1. That is, y := Ψε(h) is the
unique solution of the ordinary differential equation
dyt = σ(yt ) dht + a(ε) · b(yt ) dt with y0 = 0. (3.2)
We note that Ψε also maps H(X) to H(Y ).
For the X-valued Brownian motion w, let w be the Brownian rough path over X. For ε ∈
[0,1], we define a Wiener functional Xε ∈ P(Y ) by
Xεt := Φ
(
ι
(
εw,λε
))
1(0, t), 0 t  1.
We investigate the asymptotic behavior of the law of Xε as ε ↘ 0. First, we recall a large devia-
tion principle which was essentially shown in Theorem 4.9 of Inahama and Kawabi [8].
Theorem 3.1. For ε > 0, we denote by Vε the law of the process Xε . Then, {Vε}ε>0 satisfies a
large deviation principle as ε ↘ 0 with the good rate function Λ, where
Λ(φ) =
{
1
2 inf{‖γ ‖2H|φ = Ψ0(γ )}, if φ = Ψ0(γ ) for some γ ∈H,∞, otherwise.
More precisely, for any measurable set K ⊂ P(Y ), it holds that
− inf
φ∈K◦ Λ(φ) lim infε↘0 ε
2 logVε(K) lim sup
ε↘0
ε2 logVε(K)− inf
φ∈K
Λ(φ).
As a consequence of Theorem 3.1, we have the following asymptotics for every bounded
continuous function F on P(Y ):
lim
ε↘0 ε
2 logE
[
exp
(−F (Xε)/ε2)]= − inf{F(φ)+Λ(φ) ∣∣ φ ∈ P(Y )}.
This is Varadhan’s integral lemma. See [6] for example. Our next concern is to investi-
gate the more precise asymptotics of a generalization of the integral on the left-hand side
of above equality. That is, we aim to establish the asymptotic expansions of the integral
E[G(Xε) exp(−F(Xε)/ε2)] as ε ↘ 0.
In this paper, we impose the following conditions on the functions F and G. In what follows,
we especially denote by D the Fréchet derivatives on BV(X) and P(Y ).
(H1) F and G are real-valued bounded continuous functions defined on P(Y ).
(H2) The function FΛ := F ◦Ψ0 +‖ · ‖2H/2 defined on H attains its minimum at a unique point
γ ∈H. For this γ , we write φ := Ψ0(γ ).
(H3) The functions F and G are n+ 3 and n+ 1 times Fréchet differentiable on a neighborhood
B(φ) of φ ∈ P(Y ), respectively. Moreover there exist positive constants M1, . . . ,Mn+3
such that ∣∣DkF(η)[y, . . . , y]∣∣Mk‖y‖kP (Y ), k = 1, . . . , n+ 3,∣∣DkG(η)[y, . . . , y]∣∣Mk‖y‖kP (Y ), k = 1, . . . , n+ 1,
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(H4) At the point γ ∈H, we consider the Hessian A := D2(F ◦ Ψ0)(γ )|H×H. As a bounded
self-adjoint operator on H, the operator A is strictly larger than −IdH in the form sense.
(By the min–max principle, it is equivalent to assume that all eigenvalues of A are strictly
larger than −1.)
Now we are in a position to state our main theorem. The explicit values of {αm}nm=0 will be given
later since we need to introduce a few more notations which we cannot introduce briefly. See
Theorem 6.5 for the detail.
Theorem 3.2. Under conditions (EX), (H1)–(H4), we have the following asymptotic expansion:
E
[
G
(
Xε
)
exp
(−F (Xε)/ε2)]
= exp(−FΛ(γ )/ε2) exp(−c(γ )/ε) · (α0 + α1ε + · · · + αnεn +O(εn+1)), (3.3)
where the constant c(γ ) in (3.3) is given by c(γ ) := DF(φ)[Ξ1(γ )]. Here Ξj(γ ) ∈ H(Y ) ⊂
P(Y ), j ∈ N, is the unique solution of the differential equation
dΞt − ∇σ(φt )[Ξt, dγt ] − a(0) · ∇b(φt )[Ξt ]dt = a(j)(0) · b(φt ) dt with Ξt = 0. (3.4)
4. Taylor expansion in the sense of rough paths
In this section, we establish the Taylor expansion for the differential equation (3.2) in the
sense of rough paths. In Sections 4 and 5, we discuss without conditions (EX), (H1)–(H4). In
particular, γ ∈ BV(X) and φ = Ψ0(γ ) are not the special elements as in (H2). Notice also that
we do not need the imbedded Hilbert space H ⊂ X, neither.
At the beginning, we discuss in a heuristic way in order to find out what the terms in the
expansion are like. Fix γ ∈ BV(X) and φ = Ψ0(γ ) ∈ BV(Y ). Suppose that we have an expansion
around φ as
φ := Φ(ι(γ + εh,λε))1 − φ ∼ εφ1 + · · · + εnφn + . . . , as ε ↘ 0.
Of course, we also have
a(ε) ∼ a(0)+ εa′(0)+ · · · + εn a
(n)(0)
n! + . . . , as ε ↘ 0.
From equation (3.2),
d(φ +φ)∼ σ(φ +φ)d(γ + εh)+
( ∞∑
n=0
εn
a(n)(0)
n!
)
· b(φ +φ)dt,
∼
( ∞∑
n=0
1
n!∇
nσ (φ)
[
φ, . . . ,φ,d(γ + εh)])
+
( ∞∑
εn
a(n)(0)
n!
)
·
( ∞∑ 1
n!∇
nb(φ)[φ, . . . ,φ]dt
)
. (4.1)n=0 n=0
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Definition 4.1. For fixed γ ∈ BV(X), We set φ0 = φ by
dφt = σ(φt ) dγt + a(0) · b(φt ) dt with φ0 = 0 (4.2)
and set φ1 by
dφ1t − ∇σ(φt )
[
φ1t , dγt
]− a(0) · ∇b(φt )[φ1t ]dt = σ(φt ) dht + a′(0) · b(φt ) dt with φ10 = 0.
For n = 2,3, . . . , we set φn = φn(h, γ ) by
dφnt − ∇σ(φt )
[
φnt , dγt
]− a(0) · ∇b(φt )[φnt ]dt
= dk(φ,φ1, . . . , φn−1;h)
t
+ dk˜(φ,φ1, . . . , φn−1;γ )
t
with φn0 = 0. (4.3)
Here k(φ,φ1, . . . , φn−1;h)t and k˜(φ,φ1, . . . , φn−1;γ )t are defined by
k
(
φ,φ1, . . . , φn−1;h)
t
:=
t∫
0
n−1∑
k=1
∑
(i1,...,ik)∈Sn−1k
1
k!∇
kσ (φs)
[
φi1s , . . . , φ
ik
s , dhs
]
, (4.4)
k˜
(
φ,φ1, . . . , φn−1;γ )
t
:=
t∫
0
n∑
k=2
∑
(i1,...,ik)∈Snk
1
k!∇
kσ (φs)
[
φi1s , . . . , φ
ik
s , dγs
]
+
t∫
0
n∑
k=2
∑
(i1,...,ik)∈Snk
a(0)
k! · ∇
kb(φs)
[
φi1s , . . . , φ
ik
s
]
ds
+
t∫
0
n−1∑
j=1
n−j∑
k=1
∑
(i1,...,ik)∈Sn−jk
a(j)(0)
j !k! · ∇
kb(φs)
[
φi1s , . . . , φ
ik
s
]
ds
+
t∫
0
1
n!a
(n)(0) · b(φs) ds, (4.5)
where the sum on the right-hand side runs over
Snk :=
{
(i1, . . . , ik) ∈ Nk
∣∣ ij  1 for all 1 j  k and i1 + · · · + ik = n}.
Before providing the main theorem of this section, we recall a lemma which will play a key-
role in the sequel.
Lemma 4.2. Let γ ∈ BV(X). We define by M(γ ) : [0,1] → L(Y,Y ) the solution of
dMt = dΩ(γ )t Mt with M0 = IdY , (4.6)
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dΩ(γ )t := ∇σ(φt )[·, dγt ] + a(0) · ∇b(φt ) dt, t  0. (4.7)
Then we have the following assertions:
(1) For all t ∈ [0,1], the inverse M(γ )−1t exists and it is the solution of
dM−1t = −M−1t dΩ(γ )t with M−10 = IdY . (4.8)
(2) For k ∈ BV(Y ), we define by Γ (k, γ ) := (k,M(γ )) ∈ BV(Y ), i.e.,
Γ (k, γ )t := M(γ )t
t∫
0
M(γ )−1s dks, t  0. (4.9)
Then it is the unique solution of
dΓt − ∇σ(φt )[Γt , dγt ] − a(0) · ∇b(φt )[Γt ]dt = dkt with Γ0 = 0.
(3) Γ : BV(Y ) × BV(X) → BV(Y ) extends to a continuous map from GΩp(Y ) × BV(X) to
GΩp(Y ). (In the sequel, we denote it again by (k, γ ) ∈ GΩp(Y ) × BV(X) → Γ (k, γ ) ∈
GΩp(Y ), and usually abbreviate as Γ (k) if the dependence of γ is not significant.)
Proof. Since (1) and (2) are shown in Lemma 3.1 of Inahama [7], we only give the proof of (3).
Let γ, γˆ ∈ BV(X). We set a control function ω1 by
ω1(s, t) := ‖γ ‖1,[s,t] + ‖γˆ ‖1,[s,t] + ε−1‖γ − γˆ ‖1,[s,t] +
N∑
i=1
∣∣ai(0)∣∣ · (t − s), 0 s  t  1.
We note that ω1 satisfies
|γt − γs | ∨ |γˆt − γˆs | ω1(s, t),
∣∣(γ − γˆ )t − (γ − γˆ )s∣∣ εω1(s, t), 0 s  t  1.
First, we set γ˜t := (γt , a1(0)t, . . . , aN(0)t) and ˜ˆγ t := (γˆt , a1(0)t, . . . , aN(0)t). These are of
BV(X˜). We consider φ = Ψ0(γ ) and φˆ = Ψ0(γˆ ). Since φ is the solution of the differential equa-
tion
dφt = σ˜ (φt ) dγ˜t with φ0 = 0,
we may apply Theorems 2.3.1 and 2.3.2 in Lyons and Qian [15]. Then there exists a positive
constant K1 depending only on ‖∇σ‖∞,‖∇b1‖∞, . . . ,‖∇bN‖∞ and ω1(0,1) such that
|φt − φs |K1ω1(s, t),
∣∣(φ − φˆ)t − (φ − φˆ)s∣∣ εK1ω1(s, t), (4.10)
hold for 0 s  t  1.
Next, we consider Ω(γ ). By (4.7) and (4.10), we have the following estimates:
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i=1
∣∣ai(0)∣∣ · ‖∇bi‖∞ · (t − s)

(
‖∇σ‖∞ + max
1iN
‖∇bi‖∞
)
·ω1(s, t), (4.11)
∣∣(Ω(γ )−Ω(γˆ ))
t
− (Ω(γ )−Ω(γˆ ))
s
∣∣
 ‖∇σ‖∞‖γ − γˆ ‖1,[s,t] +
∥∥∇2σ∥∥∞‖φ − φˆ‖1,[s,t]‖γˆ ‖1,[s,t]
+
N∑
i=1
∣∣ai(0)∣∣ · ‖∇bi‖∞‖φ − φˆ‖1,[s,t] · (t − s)
 ε
{
‖∇σ‖∞ +K1ω1(0,1) ·
(∥∥∇2σ∥∥∞ + max1iN ‖∇bi‖∞)} ·ω1(s, t). (4.12)
Here we set a control function ω2 by
ω2(s, t) :=
{
‖∇σ‖∞ +
(
1 +K1ω1(0,1)
) · (∥∥∇2σ∥∥∞ + max1iN ‖∇bi‖∞)}ω1(s, t).
Then (4.11) and (4.12) imply
∣∣Ω(γ )t −Ω(γ )s∣∣∨ ∣∣Ω(γˆ )t −Ω(γˆ )s∣∣ ω2(s, t), (4.13)∣∣(Ω(γ )−Ω(γˆ ))
t
− (Ω(γ )−Ω(γˆ ))
s
∣∣ εω2(s, t), (4.14)
for 0 s  t  1. Hence, we may apply Theorems 2.3.1 and 2.3.2 in [15] again for differential
equations (4.6) and (4.8), and we also have that
∣∣M(γ )t −M(γ )s ∣∣∨ ∣∣M(γ )−1t −M(γ )−1s ∣∣K2ω2(s, t),∣∣(M(γ )−M(γˆ ))
t
− (M(γ )−M(γˆ ))
s
∣∣ εK2ω2(s, t),∣∣(M(γ )−1 −M(γˆ )−1)
t
− (M(γ )−1 −M(γˆ )−1)
s
∣∣ εK2ω2(s, t),
hold for 0 s  t  1, where K2 is a positive constant depending only on ω2(0,1). We note that
these estimates means that the maps γ ∈ BV(X) → M(γ ) ∈ BV(L(Y,Y )) and γ ∈ BV(X) →
M(γ )−1 ∈ BV(L(Y,Y )) are locally Lipschitz continuous. Hence by recalling Lemma 2.1, we
can see our desired continuity. This completes the proof. 
Next we introduce another maps which are similar to φ1 and φ2. For given γ ∈ BV(X) and
each h, hˆ ∈ BV(X), we define χ = χ(h) := χ(h;γ ) and ψ = ψ(h, hˆ) := ψ(h, hˆ;γ ) through
Y -valued differential equations
dχt − ∇σ(φt )[χt , dγt ] − a(0) · ∇b(φt )[χt ]dt = σ(φt ) dht with χ0 = 0, (4.15)
and
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= ∇σ(φt )
[
χ(hˆ;γ )t , dht
]+ ∇σ(φt )[χ(h;γ )t , dhˆt ]
+ ∇2σ(φt )
[
χ(h;γ )t , χ(hˆ;γ )t , dγt
]
+ a(0) · ∇2b(φt )
[
χ(h;γ )t , χ(hˆ;γ )t
]
dt with ψ0 = 0. (4.16)
We should note that
χ(h;γ ) = DΨ0(γ )[h], ψ(h;γ ) = D2Ψ0(γ )[h, hˆ]. (4.17)
By recalling Definition 4.1 and Lemma 4.2, we can easily see the representation of Ξj(γ ), j ∈ N,
and the following relationship between φ1, φ2 and χ,ψ .
Lemma 4.3. Let Ψ0 : BV(X) → BV(Y ) and Ξj(γ ) ∈ BV(Y ), j ∈ N, be defined as in Section 3.
For h ∈ BV(X), we consider χ(h),ψ(h,h) ∈ BV(Y ) as above. Then we have
Ξj(γ )t = Γ
( ·∫
0
a(j)(0) · b(φs) ds
)
t
,
φ1(h, γ )t = χ(h)t +Ξ1(γ )t ,
φ2(h, γ )t = 12
(
ψ(h,h)t + Y(h;γ )t +Ξ2(γ )t
)
hold for t  0. Here Y(h;γ ) ∈ BV(Y ) is defined by
Y(h;γ )t := Γ
( ·∫
0
2(∇σ)(φs)[Ξ1(γ )s, dhs] +
(∇2σ )(φs)[2χ(h)s +Ξ1(γ )s,Ξ1(γ )s, dγs]
)
t
+ Γ
( ·∫
0
(
2a′(0) · b(φs)
[
χ(h)s +Ξ1(γ )s
]
+ a(0) · ∇2b(φs)
[
2χ(h)s +Ξ1(γ )s,Ξ1(γ )s
])
ds
)
t
, t  0.
Now we are in a position to state the main theorem in this section.
Theorem 4.4. Let γ ∈ BV(X) be given and φn = φn(h, γ ), n ∈ N ∪ {0}, be as in Definition 4.1.
Then, the map φn : BV(X) × BV(X) → BV(Y ) extends to a continuous map φn : GΩp(X) ×
BV(X) → GΩp(Y ). Moreover, there exists a positive constant c = c(‖γ ‖1) independent of h ∈
GΩp(X) and γ ∈ BV(X) such that the following estimate holds:∥∥φn(h, γ )1∥∥p  c(1 + ξ(h))n. (4.18)
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rough paths. Since we prove the estimate (4.18) by mathematical induction, we divide the proof
into two steps. Throughout the proof, we set κ := ξ(h). By recalling (4.10), the boundedness of
‖γ ‖1 leads us to the boundedness of ‖φ‖1.
Step 1. We consider the case n = 1. We set a control function ω1 by
ω1(s, t) := ‖γ 1‖1,[s,t] + κ−p‖h1‖pp,[s,t] + κ−p‖h2‖p/2p/2,[s,t], 0 s  t  1.
Then we can see that ω1(0,1) 1 + ‖γ 1‖1. It is also easy to see
‖h1‖p,[s,t]  κω1(s, t)1/p, ‖h2‖p/2,[s,t]  κ2ω1(s, t)2/p and ‖γ 1‖1,[s,t]  ω1(s, t).
(4.19)
We denote by (h,φ) := ι(h,φ) for h ∈ GΩp(X) and φ ∈ BV(Y ). We note that (h,φ)1(s, t) =
(h1(s, t), φt − φs). Then by (4.19), we have∣∣(h,φ)1(s, t)∣∣ c (1 + κ)ω1(s, t)1/p, ∣∣(h,φ)2(s, t)∣∣ c(1 + κ)2ω1(s, t)2/p (4.20)
Let V1 := X ⊕ Y and V2 := X ⊕ Y ⊕ Y . We set f :V1 → L(V1,V2) by
f (x1, x2)[η1, η2] :=
(
η1, η2, σ (x2)η1
)
for x1, η1 ∈ X,x2, η2 ∈ Y.
Clearly, f ∈ C∞b (V1,L(V1,V2)). Hence, the integration with respect to f defines a continuous
map from GΩp(V1) to GΩp(V2). It is also bounded on every bounded set in the following sense:
if v ∈ GΩp(V1) satisfies ξV1(v) c for a constant c > 0, then ξV2(
∫
f (v) dv) c′ holds for some
constant c′ > 0 which depends only on c, p and f , but not on v.
Therefore we have the following composition of continuous maps:
(h, γ ) ∈ GΩp(X)× BV(X) ι˜−→ (h,φ) ∈ GΩp(V1) Φ−→
∫
f (h,φ)d(h,φ) ∈ GΩp(V2),
where ι˜ = ιGΩp(V1) ◦ (IdGΩp(X) ×Ψ0). Hence by (4.20), we have∣∣∣∣(∫ f (h,φ)d(h,φ))
1
(s, t)
∣∣∣∣ c(1 + κ)ω1(s, t)1/p, (4.21)∣∣∣∣(∫ f (h,φ)d(h,φ))
2
(s, t)
∣∣∣∣ c(1 + κ)2ω1(s, t)2/p (4.22)
holds for some constant c > 0 depending only on p, r0 and f , but independent of h,γ ∈ BV(X)
with ‖γ ‖1  r0.
Here we note that if h is a smooth rough path lying above h ∈ BV(X),
(∫
f (h,φ)d(h,φ)
)
1
(s, t) =
(
h1(s, t), φt − φs,
t∫
σ(φu) dhu
)
,s
Y. Inahama, H. Kawabi / Journal of Functional Analysis 243 (2007) 270–322 289where the third component on the right-hand side is the usual Riemann–Stieltjes integral.
Then by (4.21) and (4.22), we can conclude that
∣∣∣∣∣
t∫
s
σ (φu) dhu
∣∣∣∣∣ c(1 + ξ(h))ω1(s, t)1/p,
∣∣∣∣∣
t∫
s
( u∫
s
σ (φv) dhv
)
⊗ dhu
∣∣∣∣∣ c(1 + ξ(h))2ω1(s, t)2/p.
Next, let M(γ )t be as in Lemma 4.2 and set Mˆ(γ )t = IdX ⊕ IdY ⊕M(γ )t . Note that, if ‖γ ‖1
is bounded, then ‖Mˆ(γ )‖1 +‖Mˆ(γ )−1‖1 is bounded, too. Clearly, Mˆ(γ ) satisfies the assumption
of Lemma 2.1 with B = V2 = X ⊕ Y ⊕ Y . By using Mˆ(γ ), we can define Γˆ in the same manner
as (4.9). Furthermore we set g(h,φ) ∈ BV(V2) by
g(h,φ)t :=
(
0,0,
t∫
0
a′(0) · b(φs) ds
)
, t  0.
Then we can see that
Γˆ
(∫
f (h,φ)d(h,φ)
)
1
(s, t)+ Γˆ (g(h,φ))1(s, t) = (ht − hs,φt − φs,φ1t − φ1s )
holds at least if h ∈ BV(X). Clearly, the map (h, γ ) → (h,φ,φ1) extends to a continuous map
from GΩp(X)×BV(X) to GΩp(V2). By Lemma 2.1, the third component of the first level path
satisfies that
∣∣φ1t − φ1s ∣∣ c(1 + ξ(h))ω2(s, t)1/p,∣∣∣∣∣
t∫
s
(
φ1u − φ1s
)⊗ dhu
∣∣∣∣∣ c(1 + ξ(h))2ω2(s, t)2/p,
for a control function ω2 defined by
ω2(s, t) := ω1(s, t)+ (t − s)+
∥∥Mˆ(γ )∥∥1,[s,t] + ∥∥Mˆ−1(γ )∥∥1,[s,t], 0 s  t  1.
Note that ω2(0,1) is dominated by a positive constant independent of h,γ ∈ BV(X) with
‖γ ‖1  r0. Hence we have (4.18) for n = 1.
Step 2. We set Vn := X ⊕ Yn+1 for n ∈ N. In order to use mathematical induction, we aim
to show Proposition P(n) below. Note that P(1) has already been shown in Step 1. As before,
γ ∈ BV(X) is arbitrarily given.
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GΩp(X)× BV(X) to GΩp(Vn+1). There exists a control function ω such that∣∣φjt − φjs ∣∣ (1 + ξ(h))jω(s, t)1/p,∣∣(φj · dh)(s, t)∣∣ (1 + ξ(h))j+1ω(s, t)2/p, j = 1, . . . , n,
holds for all h ∈ BV(X) and γ ∈ BV(X) with ‖γ ‖1  r0. Here
(
φj · dh)(s, t) := t∫
s
(
φ
j
u − φjs
)⊗ dhu
and ω(0,1) is dominated by a positive constant c = c(r0) which may depend on n, but not on
h,γ ∈ BV(X) with ‖γ ‖1  r0.
From now, we will prove Proposition P(n) under Proposition P(n − 1). First we treat the
first term on the right-hand side of (4.3). For simplicity, we set kt := k(φ,φ1, . . . , φn−1;h)t and
k˜t := k˜(φ,φ1, . . . , φn−1;γ )t . Then we easily see that
kt − ks =
t∫
s
n−1∑
k=1
∑
(i1,...,ik)∈Sn−1k
1
k!∇
kσ (φu)
[
φi1u , . . . , φ
ik
u , dhu
]
.
For each (i1, . . . , ik) in the above sum and s < t , we set
J
i1,...,ik
s,t := ∇kσ (φs)
[
φi1s , . . . , φ
ik
s , h1(s, t)
]
+ ∇k+1σ(φs)
[•, φi1s , . . . , φiks ,•][(φ · dh)(s, t)]
+
k∑
j=1
∇kσ (φs)
[
φi1s , . . . , φ
ij−1
s ,•, φij+1s , . . . , φiks ,•
][(
φij · dh)(s, t)],
Js,t :=
n−1∑
k=1
∑
(i1,...,ik)∈Sn−1k
1
k!J
i1,...,ik
s,t .
For a partition D = {s = t0 < t1 < · · · < tN = t} of the interval [s, t], we set Js,t (D) :=∑N
i=1 Jti−1,ti . It is well known that lim|D|→0 Js,t (D) = kt − ks , where |D| denotes the mesh
of the partition D.
Here we set a control function ω3 by
ω3(s, t) := (t − s)+ ‖γ 1‖1,[s,t] + ‖φ1‖1,[s,t] + κ−p‖h1‖pp,[s,t] + κ−p‖h2‖p/2p/2,[s,t]
+
n−1∑
(1 + κ)−pj‖φj 1‖pp,[s,t] +
n−1∑
(1 + κ)−p(j+1)/2‖φj · dh‖p/2p/2,[s,t],
j=1 j=0
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of h ∈ GΩp(X) and γ ∈ BV(X) with ‖γ ‖1  r0. It is easy to see that
|Js,t |
n−1∑
k=1
∑
(i1,...,ik)∈Sn−1k
1
k!
∣∣J i1,...,iks,t ∣∣ c(1 + κ)n(ω3(s, t)1/p +ω3(s, t)2/p) (4.23)
holds for some constant c > 0 independent of h and γ ∈ BV(X) with ‖γ ‖1  r0.
Now we estimate |Js,t − Js,u − Ju,t | for s < u < t . By Chen’s identity, we see that
J
i1,...,ik
s,t − J i1,...,iks,u − J i1,...,iku,t
=
{
∇kσ (φs)
[
φi1s , . . . , φ
ik
s , h1(u, t)
]− ∇kσ (φu)[φi1u , . . . , φiku , h1(u, t)]}
+ ∇k+1σ(φs)
[•, φi1s , . . . , φiks ,•][φ1(s, u)⊗ h1(u, t)]
+
{(∇k+1σ(φs)[•, φi1s , . . . , φiks ,•]
− ∇k+1σ(φu)
[•, φi1u , . . . , φiku ,•])[(φ · dh)(u, t)]}
+
k∑
j=1
∇kσ (φs)
[
φi1s , . . . , φ
ij−1
s ,•, φij+1s , . . . , φiks ,•
][
(φij 1(s, u)⊗ h1(u, t)
]
+
{
k∑
j=1
(∇kσ (φs)[φi1s , . . . , φij−1s ,•, φij+1s , . . . , φiks ,•]
− ∇kσ (φu)
[
φi1u , . . . , φ
ij−1
u ,•, φij+1u , . . . , φiku ,•
])[
(φij · dh)(u, t)]}
=: I1 + · · · + I5. (4.24)
By using P(n−1), it is easy to see that |I3|+ |I5| c(1+κ)nω3(s, t)3/p for some constant c > 0
independent of h and γ ∈ BV(X) with ‖γ ‖1  r0.
For y = (y0, y1, . . . , yk) ∈ Y k+1, we set g :Y k+1 → L(X,Y ) by
g(y) := ∇kσ (y0)[y1, . . . , yk,•]Y k×X.
Then, by straightforward computation,
∇2g(y)[Δy,Δy] = ∇k+2σ(y0)[Δy0,Δy0, y1, . . . , yk,•]
+ 2
k∑
j=1
∇k+1σ(y0)[Δy0, y1, . . . ,Δyj , . . . , yk,•]
+ 2
∑
∇kσ (y0)[y1, . . . ,Δyi, . . . ,Δyj , . . . , yk,•].
1i<jk
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g(y +Δy)− g(y)− ∇g(y)[Δy] =
1∫
0
dθ ′
θ ′∫
0
dθ ∇2g(y + θΔy)[Δy,Δy].
By letting yj = φijs and Δyj = φiju −φijs = φij 1(s, u) for j = 0,1, . . . , k, we see from (4.24) that
I1 + I2 + I4 = −
1∫
0
dθ ′
θ ′∫
0
dθ ∇2g(y + θΔy)[Δy,Δy][h1(u, t)].
Then we have
|I1 + I2 + I4| c(1 + κ)nω3(s, t)3/p
for some constant c > 0 independent of h and γ ∈ BV(X) with ‖γ ‖1  r0. Therefore, we see
that
|Js,t − Js,u − Ju,t |
n−1∑
k=1
∑
(i1,...,ik)∈Sn−1k
1
k!
∣∣J i1,...,iks,t − J i1,...,iks,u − J i1,...,iku,t ∣∣
 c(1 + κ)nω3(s, t)3/p, (4.25)
where c is a positive constant independent of s < u < t , h and γ ∈ BV(X) with ‖γ ‖1  r0.
Then it is a routine to see from (4.25) that∣∣Js,t (D)− Js,t ∣∣ c23/pζ(p/3)(1 + κ)nω3(s, t)3/p (4.26)
for any partition D of the interval [s, t], where ζ denotes the ζ -function. Combining this with
(4.23), we have
|kt − ks | =
∣∣∣ lim|D|→0Js,t (D)∣∣∣
 c(1 + κ)n(ω3(s, t)1/p +ω3(s, t)2/p +ω3(s, t)3/p)
 c′(1 + κ)nω3(s, t)1/p. (4.27)
Next we estimate the p/2-variation norm of (s, t) → ∫ t
s
(ku−ks)⊗dhu. For each (i1, . . . , ik) ∈
Sn−1k and s < t , we set
K
i1,...,ik
s,t :=
(∇kσ (φs)[φi1s , . . . , φiks ,•]⊗ IdX)[h2(s, t)] ∈ Y ⊗X,
Ks,t :=
n−1∑
k=1
∑
(i ,...,i )∈Sn−1
1
k!K
i1,...,ik
s,t .1 k k
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|Ks,t | c(1 + κ)n+1ω3(s, t)2/p
for some c > 0 independent of s < t , h and γ ∈ BV(X) with ‖γ ‖1  r0.
Let D be a partition of the interval [s, t] as above. We set Ks,t (D) by
Ks,t (D) :=
N∑
i=1
(
Kti−1,ti + k1(t0, ti−1)⊗ h1(ti−1, ti)
)
. (4.28)
It is well known that lim|D|→0 Ks,t (D) =
∫ t
s
(ku − ks)⊗ dhu holds.
For each (i1, . . . , ik) in the above sum and s < u < t , we see from P(1), . . . ,P(n − 1) and
Chen’s identity that∣∣Ki1,...,iks,t −Ki1,...,iks,u −Ki1,...,iku,t − J i1,...,iks,u ⊗ h1(u, t)∣∣

∣∣(∇kσ (φs)[φi1s , . . . , φiks ,•]− ∇kσ (φu)[φi1u , . . . , φiku ,•])⊗ IdX[h2(u, t)]∣∣
+ ∣∣(∇k+1σ(φs)[•, φi1s , . . . , φiks ,•][(φ · dh)(s, t)])⊗ h1(u, t)∣∣
+
k∑
j=1
∣∣(∇kσ (φs)[φi1s , . . . , φij−1s ,•, φij+1s , . . . , φiks ,•][(φij · dh)(s, t)])⊗ h1(u, t)∣∣
 c(1 + κ)n+1ω3(s, t)3/p. (4.29)
Summing up with respect to (i1, . . . , ik),∣∣Ks,t −Ks,u −Ku,t − Js,u ⊗ h1(u, t)∣∣ c(1 + κ)n+1ω3(s, t)3/p, (4.30)
where c > 0 is independent of s < u < t , h and γ ∈ BV(X) with ‖γ ‖1  r0.
Then it is a routine to see from (4.26), (4.28) and (4.30) that∣∣Ks,t (D)−Ks,t ∣∣ c23/pζ(p/3)(1 + κ)n+1ω3(s, t)3/p.
Therefore, we have∣∣∣∣∣
t∫
s
(ku − ks)⊗ dhu
∣∣∣∣∣= ∣∣∣ lim|D|→0Ks,t (D)∣∣∣ c(1 + κ)n+1ω3(s, t)2/p, (4.31)
where c > 0 is independent of s < t , h and γ ∈ BV(X) with ‖γ ‖1  r0.
From (4.3) we see that
dφnt − ∇σ(φt )
[
φnt , dγt
]− a(0) · ∇b(φt )[φnt ]dt = dkt + dk˜t ,
where k˜ satisfies that
‖k˜‖1,[s,t]  c(1 + κ)n
{‖γ ‖1,[s,t] + (t − s)}.
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∣∣(k + k˜)t − (k + k˜)s∣∣ c(1 + κ)nω3(s, t)1/p,∣∣∣∣∣
t∫
s
(
(k + k˜)t − (k + k˜)s
)⊗ dhu
∣∣∣∣∣ c(1 + κ)n+1ω3(s, t)2/p. (4.32)
Here, c > 0 is independent of s < t , h ∈ GΩp(X) and γ ∈ BV(X) with ‖γ ‖1  r0. Note
that we have seen that (h, γ ) → (h,φ,φ1, . . . , φn−1, k + k˜) extends to a continuous map from
GΩp(X) × BV(X) to GΩp(Vn+1), which maps a bounded subset to a bounded subset in
GΩp(Vn+1).
Finally, let M(γ )t be as in Lemma 4.2 and set Mˆ(γ )t = IdX ⊕ IdYn−1 ⊕M(γ )t and a control
function
ω4(s, t) := ω3(s, t)+
∥∥Mˆ(γ )∥∥1,[s,t] + ∥∥Mˆ−1(γ )∥∥1,[s,t].
Then by using Lemma 2.1 for Mˆ(γ )t and (h,φ,φ1, . . . , φn−1, k + k˜), we can draw the same
argument as in Step 1. Hence, we obtain P(n). This completes the proof. 
By combining Lemma 4.3 and Theorem 4.4, we can easily see
Corollary 4.5. Let χt = χ(h;γ )t ,ψt = ψ(h,h;γ )t and Y = Y(h;γ )t be as in Lemma 4.3. Then
the maps (h, γ ) ∈ BV(X) × BV(X) → χ(h;γ ),ψ(h,h;γ ),Y (h;γ ) ∈ BV(Y ) extend to con-
tinuous maps from GΩp(X) × BV(X) to GΩp(Y ). Moreover, there exists a positive constant
c = c(‖γ ‖1) independent of h ∈ GΩp(X) and γ ∈ BV(X) such that∥∥χ(h;γ )1∥∥p + ∥∥Y(h;γ )1∥∥p  c(1 + ξ(h)), ∥∥ψ(h,h;γ )1∥∥p  c(1 + ξ(h))2. (4.33)
5. Estimate for remainder terms
In this section, we estimate the remainder terms of the Taylor expansion for the differen-
tial equation (3.2). Let γ ∈ BV(X). For ε ∈ (0,1] and h ∈ BV(X), we define Rnε = Rnε (h) =
Rnε (h, γ ), n ∈ N, by
Rnε (h, γ ) := Φ
(
ι
(
γ + εh,λε))1 − φ − n−1∑
j=1
εjφj (h, γ ).
The following theorem gives an estimate of the remainder term Rnε defined above.
Theorem 5.1. For n ∈ N, ε ∈ (0,1], and h,γ ∈ BV(X), let Rnε = Rnε (h, γ ) be as above. Let r0
and r1 be any positive constants. Then, there is a positive constant c = c(r0, r1) such that∥∥Rnε (h, γ )1∥∥  c(ε + ξ(εh))n = cεn(1 + ξ(h))n (5.1)p
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BV(X) → Rnε (h, γ ) ∈ BV(Y ) extends to a continuous map from GΩp(X)×BV(X) to GΩp(Y ).
(We denote it again by x ∈ GΩp(X)× BV(X) → Rnε (x) = Rnε (x, γ ) ∈ GΩp(Y ).)
Proof. We show the estimate (5.1) by mathematical induction. We divide the proof into several
steps. Throughout the proof, we set κ := ξ(εh) for simplicity. We also note that εhi = εihi holds
for i = 1,2.
Step 1. We consider the case n = 1. Set a control function ω by
ω(s, t) := ‖γ 1‖1,[s,t] + κ−p‖εh1‖pp,[s,t] + κ−p‖εh2‖p/2p/2,[s,t]
+ ∥∥λε1∥∥1,[s,t] + ∥∥λ01∥∥1,[s,t] + ε−1∥∥λε1 − λ01∥∥1,[s,t], 0 s  t  1.
Then it is easy to check that there exists a positive constant c = c(r0, r1) > 0 such that
ω(0,1) c, and that, for j = 1,2,∣∣ι(γ ,λ0)
j
(s, t)
∣∣+ ∣∣ι(γ + εh,λε)
j
(s, t)
∣∣ cω(s, t)j/p,∣∣ι(γ ,λ0)
j
(s, t)− ι(γ + εh,λε)
j
(s, t)
∣∣ c(ε + κ)ω(s, t)j/p
hold. Then by Lyons’ continuity theorem (Lyons and Qian [15, Theorem 6.2.1]), it holds that
there exists a positive constant c′ = c′(r0, r1) such that∣∣z(ι(γ ,λ0))
j
(s, t)− z(ι(γ + εh,λε))
j
(s, t)
∣∣ c′(ε + κ)ω(s, t)j/p for j = 1,2. (5.2)
Here, z(x) ∈ GΩp(X˜ ⊕ Y) is the unique solution of the differential equation (3.1). Note that
the Y -component of z(x) coincides with Φ(x). The Y -component of the above inequality (5.2)
immediately implies that there exists a positive constant c = c(r0, r1) such that∣∣R1ε (h)1(s, t)∣∣ c(ε + ξ(εh))ω(s, t)1/p
holds. Therefore we obtain our desired estimate ‖R1ε (h)1‖p  c(ε + ξ(εh)) for some positive
constant c = c(r0, r1).
Step 2. Next we prove that
ε
∣∣(R1ε (h) · dh)(s, t)∣∣=
∣∣∣∣∣
t∫
s
R1ε (h)1(s, u)⊗ ε dhu
∣∣∣∣∣ (ε + κ)2ω(s, t)2/p (5.3)
for some control function ω such that ω(0,1)  c = c(r0, r1). In what follows, we denote
Φ(ι(γ + εh,λε))1 by φε = φε(h, γ ) for simplicity of notation. Then by considering Y ⊗ X-
component of (X˜ ⊕ Y)⊗2 = ((X ⊕RN)⊕ Y)⊗2, we see from (5.2) that∣∣∣∣∣
t∫ (
φεu − φεs
)⊗ d(γu + εhu)− t∫ (φu − φs)⊗ dγu
∣∣∣∣∣ c(ε + κ)ω(s, t)2/p. (5.4)s s
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t∫
s
(
φεu − φεs
)⊗ dγu − t∫
s
(φu − φs)⊗ dγu
∣∣∣∣∣ c(ε + κ)ω(s, t)2/p. (5.5)
(5.4) and (5.5) imply that
∣∣∣∣∣
t∫
s
(
φεu − φεs
)⊗ εdhu
∣∣∣∣∣ c(ε + κ)ω(s, t)2/p. (5.6)
From (3.2) we see that
t∫
s
R1ε (h)1(s, u)⊗ ε dhu =
t∫
s
u∫
s
(
σ
(
φεv
)− σ(φv))dγv ⊗ ε dhu
+
t∫
s
u∫
s
(
a(ε) · b(φεv)− a(0) · b(φv))dv ⊗ ε dhu
+
t∫
s
u∫
s
σ
(
φεv
)
ε dhv ⊗ ε dhu. (5.7)
From Step 1 and the fact that 1 + 1/p > 2/p, the first and second terms on the right-hand side
of (5.7), regarded as Young integrals, are easily dominated by c(ε + κ)2ω(s, t)2/p , respectively.
Next we fix the interval [s, t] and consider ∫ t
s
∫ u
s
σ (φεv)ε dhv ⊗ ε dhu. For s  t , we define
Js,t = (σ (φεs ) ⊗ IdX)[ε2h2(s, t)]. By straightforward computation, |Js,t |  cκ2ω(s, t)2/p and,
for s < u < t , ∣∣Js,t − Js,u − Ju,t − σ (φεs )εh1(s, u)⊗ εh1(u, t)∣∣
= ∣∣((σ (φεu)− σ (φεs ))⊗ IdX)[εh2(u, t)]∣∣ cκ2ω(s, t)3/p. (5.8)
Similarly, by using the results in Step 1, we easily see that
∣∣∣∣∣
t∫
s
σ
(
φεv
)
ε dhv − σ
(
φεs
)
εh1(s, t)
∣∣∣∣∣

∣∣∣∣∣
t∫
s
σ
(
φεv
)
ε dhv − σ
(
φεs
)
εh1(s, t)− ∇σ
(
φεs
)[(
φε · ε dh)(s, t)]∣∣∣∣∣
+ ∣∣∇σ (φεs )[(φε · ε dh)(s, t)]∣∣
 cκω(s, t)3/p + cκω(s, t)2/p  cκω(s, t)2/p. (5.9)
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For any partition D = {s = t0 < · · ·< tN = t} of [s, t], we set
Js,t (D) =
N∑
i=1
(
Jti−1,ti +
ti−1∫
s
σ
(
φεv
)
ε dhv ⊗ εh1(ti−1, ti)
)
. (5.10)
It is well known that lim|D|→0 Js,t (D) =
∫ t
s
∫ u
s
σ (φεv)ε dhv ⊗ ε dhu. Let ti ∈ D (i = 0,N) be as
above. From (5.8)–(5.10),
∣∣Js,t (D \ ti )− Js,t (D)∣∣

∣∣∣∣∣
ti∫
ti−1
σ
(
φεv
)
ε dhv − σ
(
φεti−1
)
εh1(ti−1, ti )
∣∣∣∣∣ · ∣∣εh1(ti , ti+1)∣∣
+ ∣∣Jti−1,ti+1 − Jti−1,ti − Jti ,ti+1 − σ (φεti−1)εh1(ti−1, ti)⊗ εh1(ti , ti+1)∣∣
 cκ2ω(ti−1, ti+1)3/p.
By a routine argument, we see that∣∣Js,t − Js,t (D)∣∣ c23/pζ(3/p)κ2ω(s, t)3/p,
which implies (5.3).
Step 3. We denote by (Rnε · dh)(s, t) :=
∫ t
s
(Rnε (h)u − Rnε (h)s) ⊗ dhu and Vn = X ⊕ Yn+1 as
before. Here we aim to prove the following proposition.
Proposition Q(n). The map
(h, γ ) → (εh,Φ(ι(γ + εh,λε))1, φ,φ1, . . . , φn−1,Rnε )
extends to a continuous map from GΩp(X)× BV(X) to GΩp(Vn+2). Moreover,∣∣Rnε (h)t −Rnε (h)s ∣∣ (ε + ξ(εh))nω(s, t)1/p,∣∣∣∣∣
t∫
s
(
Rnε (h)u −Rnε (h)s
)⊗ ε dhu
∣∣∣∣∣ (ε + ξ(εh))n+1ω(s, t)2/p (5.11)
hold for all h ∈ BV(X) with ξ(εh) r1 and γ ∈ BV(X) with ‖γ ‖1  r0. Here, ω(0,1) is domi-
nated by a positive constant c = c(r0, r1) which depends only on r0 and r1.
We will show Q(n + 1) under assuming Propositions Q(1), . . . ,Q(n). We also set ηn+1ε =
ηn+1ε (h) by
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(
φεt
)
ε dht − σ(φt )ε dht
−
n−1∑
k=1
∑
(i1,...,ik)∈⋃n−1j=1 Sjk
1
k!∇
kσ (φt )
[
εi1φ
i1
t , . . . , ε
ikφ
ik
t , ε dht
]
.
Since we assume Q(n), the right-hand side can be regarded as integral in the rough path sense.
We set
Js,t :=
(
σ
(
φεs
)− σ(φs))εh1(s, t)
−
n−1∑
k=1
∑
(i1,...,ik)∈⋃n−1j=1 Sjk
1
k!∇
kσ (φs)
[
εi1φi1s , . . . , ε
ikφiks , εh1(s, t)
]
+ ∇σ (φεs )[(φε · ε dh)(s, t)]− ∇σ(φs)[(φ · ε dh)(s, t)]
−
n−1∑
k=1
∑
(i1,...,ik)∈⋃n−1j=1 Sjk
1
k!∇
k+1σ(φs)
[•, εi1φi1s , . . . , εikφiks ,•][(φ · ε dh)(s, t)]
−
n−1∑
k=1
∑
(i1,...,ik)∈⋃n−1j=1 Sjk
k∑
j=1
1
k!
× ∇kσ (φs)
[
εi1φi1s , . . . ,•, . . . , εikφiks ,•
][
εij
(
φij · ε dh)(s, t)], s < t. (5.12)
We will show that |Js,t | c(ε+ ξ(εh))n+1(ω(s, t)1/p +ω(s, t)2/p) for some control function
ω such that ω(0,1) c = c(r0, r1). First we will consider the first and the second terms on the
right-hand side of (5.12). By the Taylor expansion of σ at φs ,(
σ
(
φεs
)− σ(φs))εh1(s, t)
=
n−1∑
k=1
1
k!∇
kσ (φs)
[
Rε1(h)s, . . . ,R
ε
1(h)s, εh1(s, t)
]
+
1∫
0
dθ1 · · ·
θn−1∫
0
dθn ∇nσ
(
φs + θnRε1(s)
)[
Rε1(h)s, . . . ,R
ε
1(h)s, εh1(s, t)
]
, (5.13)
where
Rε1(h) := φε − φ = εφ1 + · · · + εn−1φn−1 +Rεn(h). (5.14)
From the estimates for Rε1(h) and from the boundedness of ∇nσ , we easily see that the second
term on the right-hand side of (5.13) is dominated by c(ε + κ)n+1ω(s, t)1/p , where κ = ξ(εh).
Put (5.14) in the first term on the right-hand side of (5.13) and, then, expand it. In that expansion,
terms of order 1, . . . , n is exactly the same as the second term on the right-hand side of (5.12).
(Here, we say a term is of order k if its absolute value is dominated by c(ε + κ)kω(s, t)1/p .)
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dominated by c(ε + κ)n+1ω(s, t)1/p .
Next, we will consider the last three terms on the right-hand side of (5.12). Set Z = Y ⊗ X
and f1(y, z) := ∇σ(y)[z] for y ∈ Y and z ∈ Z. Clearly, f1 ∈ C∞b,loc(Y ⊕ Z,Y ). It is easy to see
that
∇kf1(y, z)
[
Δ(y, z), . . . ,Δ(y, z)
]= ∇k+1σ(y)[Δy, . . . ,Δy, z]
+ k∇kσ (y)[Δy, . . . ,Δy,Δz]. (5.15)
It is also easy to see that
f1(y +Δy,z+Δz)− f1(y, z)
=
n−1∑
k=1
1
k!∇
kf1(y, z)
[
Δ(y, z), . . . ,Δ(y, z)
]
+
1∫
0
dθ1 · · ·
θn−1∫
0
dθn ∇nf1(y + θnΔy, z+ θnΔz)
[
Δ(y, z), . . . ,Δ(y, z)
]
. (5.16)
Now we will use (5.15) with y = φs , Δy = φεs − φs = R1ε (h), z = (φ · ε dh)(s, t), and
Δz = (φε · ε dh)(s, t)− (φ · ε dh)(s, t) = (R1ε (h) · ε dh)(s, t).
Note that Δz is of order 2 by (5.3) while Δy and z are of order 1. Therefore, the second term on
the right-hand side of (5.16) is dominated by c(ε + κ)n+1ω(s, t)2/p .
We put (5.14) and
Δz = (Rε1(h) · ε dh)(s, t) = ((εφ1 + · · · + εn−1φn−1 +Rεn(h)) · ε dh)(s, t), (5.17)
in the first term on the right-hand side of (5.16) and, then, expand it. We will use P(n), Q(k), 1
k  n, and the symmetry of ∇kσ . In that expansion, terms of order 1, . . . , n, is exactly the same
as the fourth and the fifth terms on the right-hand side of (5.12). Therefore, the third, the fourth,
and the fifth terms on the right-hand side of (5.12) are dominated by c(ε+κ)n+1ω(s, t)2/p . Thus,
we have obtained the desired estimates for |Js,t |.
Now we show that, for all s < u < t ,
|Js,t − Js,u − Ju,t | c
(
ε + ξ(εh))n+1ω(s, t)3/p
holds for some control function ω such that ω(0,1) c = c(r0, r1).
Here we apply (2.12) to (5.12). In this case, (minus of) the first term on the right-hand side of
(2.12) is given by the integration ∫ 10 dη′ ∫ η′0 dη of the following quantity:
∇2σ (φεs,u:η)[φε1(s, u)⊗ φε1(s, u)⊗ εh1(u, t)]
− ∇2σ(φs,u:η)
[
φ1(s, u)⊗ φ1(s, u)⊗ εh1(u, t)
]
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n−1∑
k=1
∑
(i1,...,ik)∈⋃n−1j=1 Sjk
1
k!∇
k+2σ(φs,u:η)
[•,•, εi1φi1s,u:η, . . . , εikφiks,u:η,•]
× [φ1(s, u)⊗ φ1(s, u)⊗ εh1(u, t)]
− 2
n−1∑
k=1
∑
(i1,...,ik)∈⋃n−1j=1 Sjk
k∑
j=1
1
k!∇
k+1σ(φs,u:η)
[•, εi1φi1s,u:η, . . . ,•, . . . , εikφiks,u:η,•]
× [φ1(s, u)⊗ εij φij 1(s, u)⊗ εh1(u, t)]
− 2
n−1∑
k=1
∑
(i1,...,ik)∈⋃n−1j=1 Sjk
∑
1j<lk
1
k!∇
kσ (φs,u:η)
[
εi1φi1s,u:η, . . . ,•, . . . ,•, . . . , εikφiks,u:η,•
]
× [εij φij 1(s, u)⊗ εil φil 1(s, u)⊗ εh1(u, t)], (5.18)
where φiks,u:η is a shorthand for φiks + ηφik1 (s, u), etc. Similarly, (minus of) the second term on the
right-hand side of (2.12) is given by the integration ∫ 10 dη of the following quantity:
∇2σ (φεs,u:η)[φε1(s, u)⊗ (φε · ε dh)(u, t)]− ∇2σ(φs,u:η)[φ1(s, u)⊗ (φ · ε dh)(u, t)]
−
n−1∑
k=1
∑
(i1,...,ik)∈⋃n−1j=1 Sjk
1
k!∇
k+2σ(φs,u:η)
[•,•, εi1φi1s,u:η, . . . , εikφiks,u:η,•]
× [φ1(s, u)⊗ (φ · ε dh)(u, t)]
−
n−1∑
k=1
∑
(i1,...,ik)∈⋃n−1j=1 Sjk
k∑
j=1
1
k!∇
k+1σ(φs,u:η)
[•, εi1φi1s,u:η, . . . ,•, . . . , εikφiks,u:η,•]
× [φ1(s, u)⊗ (εij φij · ε dh)(u, t)+ εij φij 1(s, u)⊗ (φ · ε dh)(u, t)]
−
n−1∑
k=1
∑
(i1,...,ik)∈⋃n−1j=1 Sjk
∑
1j<lk
1
k!∇
kσ (φs,u:η)
[
εi1φi1s,u:η, . . . ,•, . . . ,•, . . . , εikφiks,u:η,•
]
× [εij φij 1(s, u)⊗ (εil φil · ε dh)(u, t)+ εil φil 1(s, u)⊗ (εij φij · ε dh)(u, t)]. (5.19)
Now we will show that (5.18) and (5.19) are dominated by c(ε + κ)n+1ω(s, t)3/p . Here, we
note that neither c nor ω(0,1) must depend on η. For y, z ∈ Y , we set f2 ∈ C∞b,loc(Y 2,L(X,Y ))
by f2(y, z) := ∇2σ(y)[z⊗ z,•].
Then for k ∈ N, we have
∇kf2(y, z)
[
Δ(y, z), . . . ,Δ(y, z)
]
= ∇k+2σ(y)[Δy, . . . ,Δy, z⊗ z,•] + 2k∇k+1σ(y)[Δy, . . . ,Δy, z⊗Δz,•]
Y. Inahama, H. Kawabi / Journal of Functional Analysis 243 (2007) 270–322 301+ k(k − 1)∇kσ (y)[Δy, . . . ,Δy,Δz⊗Δz,•]. (5.20)
By the Taylor expansion for f2, we see that
f2(y +Δy,z+Δz)− f2(y, z)
=
n−1∑
k=1
1
k!∇
kf2(y, z)[Δ(y, z), . . . ,Δ(y, z)]
+
1∫
0
dθ1 · · ·
θn−1∫
0
dθn ∇nf2(y + θnΔy, z+ θnΔz)
[
Δ(y, z), . . . ,Δ(y, z)
]
. (5.21)
As before, we set y = φs,u:η and z = φ1(s, u). By recalling Proposition Q(n), we can write as
Δy = φεs,u:η − φs,u:η = R1ε (h)(s, u : η) = εφ1s,u:η + · · · + εn−1φn−1s,u:η +Rnε (h)(s, u : η),
and
Δz = φε1(s, u)− φ1(s, u) = R1ε (h)(s, u) = εφ1(s, u)+ · · · + εn−1φn−1(s, u)+Rnε (h)(s, u).
Then, from (5.20), the remainder term on the right-hand side of (5.21) is dominated as follows:∣∣∇nf2(y + θΔy, z+ θΔz)[Δ(y, z), . . . ,Δ(y, z), εh1(u, t)]∣∣Y
 c(ε + κ)n+1ω(s, t)3/p, (5.22)
where c is independent of η, θ and of s < u < t .
Then, we expand the first term on the right-hand side of (5.21) by using (5.20). In the same
way as before, the terms of order k,1 k  n, are exactly the same as the third, the fourth, and
the fifth terms on the right-hand side of (5.18). Hence, they cancel each other. Notice that we
have repeatedly used the symmetry of ∇kσ .
In a similar way, we will estimate (5.19). In this case we set, for y, z ∈ Y and w ∈ Y ⊗ X,
f3(y, z,w) := ∇2σ(y)
[
z,w
]
. Then, it is easy to see that f3 ∈ C∞b,loc(Y 2 ⊕ (Y ⊗X),Y ).
By using the Taylor expansion for f3, we obtain in the same way that (5.19) is dominated by
c(ε + κ)n+1ω(s, t)3/p . In this case, however, we also need the following identity:
Δw = ((φε − φ) · ε dh)(u, t)
= (R1ε (h) · ε dh)(u, t)
= (εφ1 · ε dh)(u, t)+ · · · + (εn−1φn−1 · ε dh)(u, t)+ (Rnε (h) · ε dh)(u, t),
where we used Proposition Q(n) for the last term above.
Then by combining these, we obtain the desired estimate for |Js,t − Js,u − Ju,t |. By a routine
argument, we see that ∣∣ηn+1ε,t − ηn+1ε,s ∣∣ c(ε + κ)n+1ω(s, t)1/p,
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Next, we will prove the estimate
∣∣(ηn+1 · ε dh)(s, t)∣∣= ∣∣∣∣∣
t∫
s
(
ηn+1ε,u − ηn+1ε,s
)⊗ ε dhu
∣∣∣∣∣ c(ε + κ)n+2ω(s, t)2/p, (5.23)
where c and ω(0,1) are independent of s, t, ε, and h ∈ BV(X). We set, for s < t ,
Ks,t :=
((
σ
(
φεs
)− σ(φs))⊗ IdX)[εh2(s, t)]
−
n−1∑
k=1
∑
(i1,...,ik)∈⋃n−1j=1 Sjk
1
k!
(∇kσ (φs)[εi1φi1s , . . . , εikφiks ,•]⊗ IdX)[εh2(s, t)]. (5.24)
Then, in the same way as above, we can see that
|Ks,t | c(ε + κ)n+2ω(s, t)2/p,
where c and ω(0,1) are independent of s, t, h, ε.
Now, we will estimate |Ks,t − Ks,u − Ku,t − Js,u ⊗ εh1(u, t)| for s < u < t . Here Js,u is
defined in (5.12). By using Chen’s identity, we obtain that
Ks,t −Ks,u −Ku,t − Js,u ⊗ εh1(u, t) =: I1 − I2,
where
I1 =
(
σ
(
φεs
)⊗ IdX − σ(φεu)⊗ IdX)[εh2(u, t)]
− (σ(φs)⊗ IdX − σ(φu)⊗ IdX)[εh2(u, t)]
−
n−1∑
k=1
∑
(i1,...,ik)∈⋃n−1j=1 Sjk
1
k!
(∇kσ (φs)[εi1φi1s , . . . , εikφiks ,•]⊗ IdX
− ∇kσ (φu)
[
εi1φi1u , . . . , ε
ikφiku ,•
]⊗ IdX)[εh2(u, t)]
and
I2 =
(∇σ (φεs )[(φε · ε dh)(s, u)])⊗ εh1(u, t)− (∇σ(φs)[(φ · ε dh)(s, u)])⊗ εh1(u, t)
−
n−1∑
k=1
∑
(i1,...,ik)∈⋃n−1j=1 Sjk
1
k!
(∇k+1σ(φs)[•, εi1φi1s , . . . , εikφiks ,•]
× [(φ · ε dh)(s, u)])⊗ εh1(u, t)
−
n−1∑
k=1
∑
(i1,...,ik)∈⋃n−1 Sj
1
k!
k∑
j=1
(∇kσ (φs)[εi1φi1s , . . . ,•, . . . , εikφiks ,•]
j=1 k
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In the same way as before, we can see that the Taylor expansion leads us to
∣∣Ks,t −Ks,u −Ku,t − Js,u ⊗ εh1(u, t)∣∣ |I1| + |I2|
 c(ε + κ)n+2ω(s, t)3/p,
where c and ω(0,1) are independent of s, u, t, ε, and h ∈ BV(X). We have already obtained
∣∣(Js,t − ηn+11(s, u))⊗ εh1(u, t)∣∣ c(ε + κ)n+2ω(s, t)4/p.
For a partition D = {s = t0 < · · ·< tN = t} of the interval [s, t], we set
Ks,t (D) :=
N∑
i=1
(
Kti−1,ti + ηn+11(t0, ti−1)⊗ εh1(ti−1, ti)
)
. (5.25)
It is well known that lim|D|→0 Ks,t (D) =
∫ t
s
(ηn+1u −ηn+1s )⊗ ε dhu. From above inequalities, we
see from a routine argument that∣∣Ks,t (D)−Ks,t ∣∣ c23/pζ(p/3) · (ε + κ)n+2ω(s, t)3/p.
Combining this with the estimate for |Ks,t |, we obtain that
∣∣(ηn+1 · ε dh)(s, t)∣∣= ∣∣∣∣∣
t∫
s
(
ηn+1u − ηn+1s
)⊗ ε dhu
∣∣∣∣∣ c(ε + κ)n+2ω(s, t)2/p.
Thus, we have shown the desired estimates for ηn+11(s, t) and for (ηn+1 · ε dh)(s, t).
From (4.3) in Definition 4.1, we see that
dRn+1ε (h)t − ∇σ(φt )
[
Rn+1ε (h)t , dγt
]− a(0) · ∇b(φt )[Rn+1ε (h)t ]dt = dηn+1ε (t)+ dCt ,
where Ct is a continuous path of finite total variation, which is explicitly given by
dCt =
(
σ
(
φεt
)− σ(φt ))dγt − ∇σ(φt )[φεt − φt , dγt]
−
n∑
k=2
∑
(i1,...,ik)∈⋃nl=1 Slk
1
k!∇
kσ (φt )
[
εi1φ
i1
t , . . . , ε
ikφ
ik
t , dγt
]
+ a(ε) · b(φεt )dt − a(0) · b(φt ) dt − a(0) · ∇b(φt )[φεt − φt ]dt
−
n∑
k=2
∑
(i ,...,i )∈⋃n Sl
a(0)
k! · ∇
kb(φt )
[
εi1φ
i1
t , . . . , ε
ikφ
ik
t
]
dt1 k l=1 k
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n−1∑
j=1
n−j∑
k=1
∑
(i1,...,ik)∈⋃n−jl=1 Slk
εj a(j)(0)
j !k! · ∇
kb(φt )
[
εi1φ
i1
t , . . . , ε
ikφ
ik
t
]
dt
−
n∑
l=1
εla(l)(0)
l! · b(φt ) dt.
Here we note that the terms ηn+1ε ,C do not involve φn. By the Taylor expansion for σ and b, we
can easily see as before that
|Ct −Cs | c(ε + κ)n+1ω(s, t),
where c and ω(0,1) are independent of s, t, ε, and h ∈ BV(X).
Therefore, (ηn+1ε +C)1(s, t) and [(ηn+1ε + C) · ε dh](s, t) satisfy the desired estimates. By
using Lemma 2.1, Rn+1ε 1(s, t) and (Rn+1ε · ε dh)(s, t) satisfy the desired estimates, too. Thus, we
have obtained Q(n+ 1). This completes the proof. 
6. Proof of the main result
In this section, we prove our main results. First, we devote ourselves to give the proof of
Theorem 3.2 based on the argument of Albeverio, Röckle and Steblovskaya [3]. We consider the
precise asymptotic behavior of the following integral as ε ↘ 0:
I (ε) := exp(FΛ(γ )/ε2) exp(c(γ )/ε)
×
∫
GΩp(X)
G
(
Φ
(
ι
(
εw,λε
))
1
)
exp
[
− 1
ε2
F
(
Φ
(
ι
(
εw,λε
))
1
)]
P1(dw)
=
∫
GΩp(X)
G
(
Φ
(
ι
(
εw,λε
))
1
)
exp
[
c(γ )
ε
− 1
ε2
F˜Λ
(
Φ
(
ι
(
εw,λε
))
1
)]
P1(dw) (6.1)
=
∫
GΩp(X)×H(RN)
G
(
Φ
(
ι(w,λ)
)
1
)
× exp
[
c(γ )
ε
− 1
ε2
F˜Λ
(
Φ
(
ι(εw,λ)
)
1
)]
(Pε ⊗ δλε )(dw dλ). (6.2)
where F˜Λ is a non-negative bounded continuous function on P(Y ) defined by F˜Λ(·) := F(·) −
FΛ(γ ). In (6.2), H(RN) denotes the closure of H(RN) := L2,10 (RN) in BV(RN ). We work on
this subspace since it is clearly separable and complete unlike BV(RN ).
We divide the proof into several steps.
Step 1. Let B(φ,ρ′) be an open ball centered at φ with radius ρ′ in P(Y ) on which DiF , i =
1, . . . , n+ 3, and DiG, i = 1, . . . , n+ 1, exist and are bounded. Let γ ∈H and φ ∈H(Y ) be as
in condition (H2). For ρ > 0 and γ ∈H, we denote by γ +Uρ := {x + γ ∈ GΩp(X) | ξ(x) < ρ}
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maps x → x ± γ , {γ +Uρ}ρ>0 forms a fundamental system of neighborhood of γ . Then by the
continuity of the Itô map, there exists ρ > 0 such that Φ(ι(x,λ))1(0, ·) ∈ B(φ) if x ∈ γ + Uρ
and λ ∈ {λ ∈H(RN) | ‖λ − λ0‖1 < ρ}. Here B(φ) is the neighborhood of φ in P(Y ) which is
denoted in condition (H3). In the following we assume that ρ > 0 is sufficiently small so that it
satisfies the above condition. Later, we will choose ρ > 0 sufficient small so that the integrability
theorem of Fernique-type holds.
We divide the integral I (ε) into as
I (ε) = I0(ε)+ I1(ε),
where I0(ε) and I1(ε) are defined as (6.2), with G(Φ(ι(εw,λε))1) replaced by 1γ+Uρ (εw) ·
G(Φ(ι(εw,λε))1) and 1(γ+Uρ)c (εw) ·G(Φ(ι(εw,λε))1), respectively.
Here we investigate the decay of the integral I1(ε). We recall that the family of measures
{Pε ⊗ δλε }ε>0 satisfies a large deviation principle on the space GΩp(X) ×H(RN) with a good
rate function Λ˜ given by
Λ˜(x,λ) =
{
1
2‖h‖2H, if (x,λ) = (h,λ0) for some h ∈H,∞, otherwise.
It is a corollary of the large deviation principle for Brownian rough paths. See [8, Lemma 3.9]
for the proof. As a consequence of this large deviation principle, we have the following assertion:
there exist positive constants a and ε0 such that
exp
(−c(γ )/ε) · ∣∣I1(ε)∣∣

∫
(γ+Uρ)c
∣∣G(Φ(ι(εw,λε))1)∣∣ · exp[− 1ε2 F˜Λ(Φ(ι(εw,λε))1)
]
P1(dw)
= ‖G‖∞
∫
(γ+Uρ)c×H(RN)
exp
[
− 1
ε2
F˜Λ
(
Φ
(
ι(w,λ)
)
1
)]
(Pε ⊗ δλε )(dw dλ)
 ‖G‖∞ · exp
(−a2/ε2) (6.3)
holds for all 0 < ε  ε0. See [7, Lemma 8.2] for the proof. Then we have∣∣I1(ε)∣∣ cεm, m ∈ N, 0 < ε  ε0, (6.4)
where c is a positive constant depending on ‖G‖∞, a, c(γ ) and m.
Step 2. Let us now consider the integral I0(ε). By using the Cameron–Martin formula for Brown-
ian rough paths (Proposition 2.4), we can calculate I0(ε) as∫
GΩ (X)
1γ+Uρ (εw)G
(
Φ
(
ι
(
εw,λε
))
1
)
exp
[
c(γ )
ε
− 1
ε2
F˜Λ
(
Φ
(
ι
(
εw,λε
))
1
)]
P1(dw)p
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∫
GΩp(X)
1γ+Uρ (w + γ )G
(
Φ
(
ι
(
w + γ ,λε))1)
× exp
[
c(γ )
ε
− 1
ε2
F˜Λ
(
Φ
(
ι
(
w + γ ,λε))1)]Pε,−γ (dw)
=
∫
GΩp(X)
1γ+Uρ (w + γ )G
(
Φ
(
ι
(
w + γ ,λε))1)
× exp
[
c(γ )
ε
− 1
ε2
F˜Λ
(
Φ
(
ι
(
w + γ ,λε))1)] exp( [−γ ](w)ε2 − ‖ − γ ‖
2
H
2ε2
)
Pε(dw)
=
∫
GΩp(X)
1γ+Uρ (εw + γ )G
(
Φ
(
ι
(
εw + γ ,λε))1)
× exp
[
c(γ )
ε
− 1
ε2
F˜Λ
(
Φ
(
ι
(
εw + γ ,λε))1)] exp(−[γ ](w)ε − ‖γ ‖2H2ε2
)
P1(dw)
=
∫
GΩp(X)
1Uρ/ε (w)G
(
Φ
(
ι
(
εw + γ ,λε))1)
× exp
[
c(γ )
ε
− 1
ε2
F˜Λ
(
Φ
(
ι
(
εw + γ ,λε))1)] exp(−[γ ](w)ε − ‖γ ‖2H2ε2
)
P1(dw), (6.5)
where Pε,−γ is the law of P1 induced by the map w → εw − γ . We note that w →
Φ(ι(εw + γ ,λε))1 is the continuous extension of the map h → Ψε(εh + γ ). Thus all the in-
tegrands are everywhere defined on GΩp(X) and we may change variables.
Then by using the Taylor expansion for F and Theorems 4.4 and 5.1, we can develop
F(Φ(ι(εw + γ ,λε))1) into a Taylor expansion with respect to a parameter ε ∈ (0,1]. For
n ∈ N∪ {0}, we have
F
(
Φ
(
ι
(
εw + γ ,λε))1)= n+2∑
m=0
εmJ
(m)
F (φ)(w)+R(n+3)F (ε,φ)(w). (6.6)
Here the functions J (m)F (φ)(·) :GΩp(X) → R, m = 0, . . . , n+ 2, are given by
J
(0)
F (φ)(w) := F(φ),
J
(m)
F (φ)(w) :=
m∑
k=1
1
k!
( ∑
(i1,...,ik)∈Smk
DkF (φ)
[
φi1(w)1, . . . , φ
ik (w)1
])
, m = 1, . . . , n+ 2,
where Smk and φi(w) := φi(w,γ ), i = 1, . . . , n + 2, are defined in Definition 4.1 and Theo-
rem 4.4, respectively.
Besides, the remainder term R(n+3)(ε,φ) :GΩp(X)→ R is given byF
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(n+3)
F (ε,φ)(w) =
n+2∑
k=1
1
k!
∑
(i1,...,ik)∈Sn+3k
DkF (φ)
[
Rˆn+3ε (i1;w)1, . . . , Rˆn+3ε (ik;w)1
]
+ 1
(n+ 3)!
1∫
0
Dn+3F
(
θφ + (1 − θ)Φ(ι(εw + γ ,λε))1)
× [R1ε (w)1, . . . ,R1ε (w)1]dθ, (6.7)
where Rˆn+3ε (m; ·) :GΩp(X)→ R, m = 1, . . . , n+ 3, are defined by
Rˆn+3ε (m;w) := εmφm(w), m = 1, . . . , n+ 2, and Rˆn+3ε (n+ 3;w) := Rn+3ε (w).
We note that all the functions in (6.6) are continuous on GΩp(X).
For our later use, we need estimates on J (m)F (φ)(w), m = 0, . . . , n+ 2, and R(n+3)F (ε,φ)(w).
By Theorem 4.4, we have
∣∣J (m)F (φ)(w)∣∣ m∑
k=1
1
k!
( ∑
(i1,...,ik)∈Smk
Mk
k∏
j=1
∥∥φij (w)1∥∥p
)
 c
{
m∑
k=1
1
k! ·
(
m− 1
k − 1
)}
· (1 + ξ(w))m = c(1 + ξ(w))m, (6.8)
where c is a positive constant independent of w.
On the other hand, by Theorem 5.1, we can obtain the following estimate for the remainder
term R(n+3)F (ε,φ)(w) under ‖γ ‖1  r0 and ξ(εw) < ρ:
∣∣R(n+3)F (ε,φ)(w)∣∣ n+2∑
k=1
(
1
k!
∑
(i1,...,ik)∈Sn+3k
Mk
k∏
j=1
∥∥Rˆn+3ε (ij ;w)1∥∥p
)
+ Mn+3
(n+ 3)!
∥∥R(1)ε (w)1∥∥n+3p
 c
{
n+3∑
k=1
Mk
k! ·
(
n+ 2
k − 1
)}
· εn+3(1 + ξ(w))n+3
= cεn+3(1 + ξ(w))n+3, (6.9)
where c = c(n+ 3, r0, ρ) is a positive constant independent of w ∈ GΩp(X).
Next we recall condition (H2). Since the function FΛ :H→ R attains its minimum at a unique
point γ , it holds that
0 = (γ,h)H +DF(φ)
[
χ(h)
]
= (γ,h)H +DF(φ)
[
φ1(h)
]− c(γ )
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a continuous map on GΩp(X). Hence the extension
1∫
0
γ ′(t) dw1(t)+DF(φ)
[
φ1(w)1
]= c(γ ) (6.10)
holds Pε-almost surely, where
∫ 1
0 γ
′(t) dw1(t) is the stochastic integral and we write [γ ](w) for
it. For the more detailed derivation of (6.10), the readers are referred to see [7, pp. 190, 191].
Then (6.10) leads us that
J
(1)
F (φ)(w) = DF(φ)
[
φ1(w)1
]= c(γ )− [γ ](w) (6.11)
holds Pε-almost surely.
Now we return to the integral I0(ε). By (6.5), (6.6) and (6.11), we can proceed as
I0(ε) =
∫
GΩp(X)
1Uρ/ε (w)G
(
Φ
(
ι
(
εw + γ ,λε))1) · exp(c(γ )ε − [γ ](w)ε − ‖γ ‖2H2ε2
)
× exp
[
− 1
ε2
{
F˜Λ(φ)+ ε
(
c(γ )− [γ ](w))
+
n+2∑
m=2
εmJ
(m)
F (φ)(w)+R(n+3)F (ε,φ)(w)
}]
P1(dw),
=
∫
GΩp(X)
1Uρ/ε (w)G
(
Φ
(
ι
(
εw + γ ,λε))1) · exp(−J (2)F (φ)(w))
× exp
(
−
n+2∑
m=3
εm−2J (m)F (φ)(w)+ ε−2R(n+3)F (ε,φ)(w)
)
P1(dw)
=
∫
GΩp(X)
1Uρ/ε (w)G
(
Φ
(
ι
(
εw + γ ,λε))1) · exp(−J (2)F (φ)(w))
× exp
(
−
n+2∑
m=3
εm−2J (m)F (φ)(w)
)
P1(dw)
+
∫
GΩp(X)
1Uρ/ε (w)G
(
Φ
(
ι
(
εw + γ ,λε))1) · exp(−J (2)F (φ)(w))
× exp
(
−
n+2∑
m=3
εm−2J (m)F (φ)(w)
)
·
{
exp
(
− 1
ε2
R
(n+3)
F (ε,φ)(w)
)
− 1
}
P1(dw)
=: I0,1(ε)+ I (1)(ε). (6.12)0
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and insert this expansion into I0,1(ε). Then we obtain
I0,1(ε) =
∫
GΩp(X)
1Uρ/ε (w) ·
(
n∑
j=0
εjJ
(j)
G (φ)(w)
)
· exp(−J (2)F (φ)(w))
× exp
(
−
n+2∑
m=3
εm−2J (m)F (φ)(w)
)
P1(dw)
+
∫
GΩp(X)
1Uρ/ε (w)R
(n+1)
G (ε,φ)(w) · exp
(−J (2)F (φ)(w))
× exp
(
−
n+2∑
m=3
εm−2J (m)F (φ)(w)
)
P1(dw)
=: I0,2(ε)+ I (2)0 (ε). (6.13)
Moreover by expanding the exp-function appearing in the right-hand side of I0,2(ε), we can
rewrite as
I0,2(ε) =
∫
GΩp(X)
1Uρ/ε (w) ·
(
n∑
j=0
εjJ
(j)
G (φ)(w)
)
· exp(−J (2)F (φ)(w))
×
{
1 +
n∑
k=1
(−1)k
k!
(
n+2∑
m=3
εm−2J (m)F (φ)(w)
)k}
P1(dw)
+
∫
GΩp(X)
1Uρ/ε (w) ·
(
n∑
j=0
εjJ
(j)
G (φ)(w)
)
· exp(−J (2)F (φ)(w))
×
{ ∞∑
k=n+1
(−1)k
k!
(
n+2∑
m=3
εm−2J (m)F (φ)(w)
)k}
P1(dw)
=: I0,3(ε)+ I (3)0 (ε). (6.14)
We denote by G(k, n) the set of all maps π : {1, . . . , k} → {3, . . . , n+ 2} for k = 1, . . . , n. By
using this notation, we can rewrite I0,3(ε) as follows:
I0,3(ε) =
n∑
j=0
εj
∫
GΩp(X)
1Uρ/ε (w)J
(j)
G (φ)(w) · exp
(−J (2)F (φ)(w))P1(dw)
+
n∑
j=0
n∑
k=1
(−1)k
k!
∫
GΩ (X)
1Uρ/ε (w)J
(j)
G (φ)(w) · exp
(−J (2)F (φ)(w))
p
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∑
π∈G(k,n)
εj+
∑k
i=1(π(i)−2)
k∏
i=1
J
(π(i))
F (φ)(w)P1(dw). (6.15)
We now have the disjoint union G(k, n) = G↓(j, k, n)∪ G(j, k, n)∪ G↑(j, k, n), with
G↓(j, k, n) :=
{
π ∈ G(k, n)
∣∣∣ j + k∑
i=1
(
π(i)− 2)< n},
G(j, k, n) :=
{
π ∈ G(k, n)
∣∣∣ j + k∑
i=1
(
π(i)− 2)= n},
G↑(j, k, n) :=
{
π ∈ G(k, n)
∣∣∣ j + k∑
i=1
(
π(i)− 2)> n}.
For our later use, we also set
Gˆ↓(j, k, n) :=
{
π ∈ G(k, n)
∣∣∣ j + k∑
i=1
(
π(i)− 2) n}
= G↓(j, k, n)∪ G(j, k, n).
By inserting these into the right-hand side of the second term of (6.15), we obtain
I0,3(ε) =
{
n∑
j=0
εj
∫
GΩp(X)
1Uρ/ε (w)J
(j)
G (φ)(w) · exp
(−J (2)F (φ)(w))P1(dw)
+
n∑
j=0
n∑
k=1
(−1)k
k!
∫
GΩp(X)
1Uρ/ε (w)J
(j)
G (φ)(w) · exp
(−J (2)F (φ)(w))
×
∑
π∈Gˆ↓(j,k,n)
εj+
∑k
i=1(π(i)−2)
k∏
i=1
J
(π(i))
F (φ)(w)P1(dw)
}
+
{
n∑
j=0
n∑
k=1
(−1)k
k!
∫
GΩp(X)
1Uρ/ε (w)J
(j)
G (φ)(w) · exp
(−J (2)F (φ)(w))
×
∑
π∈G↑(j,k,n)
εj+
∑k
i=1(π(i)−2)
k∏
i=1
J
(π(i))
F (φ)(w)P1(dw)
}
=: I0,4(ε)+ I (4)0 (ε). (6.16)
We observe that I0,4(ε) contains only terms where ε is taken to a power less than or equal to n
and I (1), . . . , I (4) contain only terms with higher powers of ε.0 0
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I0,4(ε) by I0,4(ε) = I0,5(ε)+ I (5)0 (ε), where
I0,5(ε) :=
n∑
j=0
εj
∫
GΩp(X)
J
(j)
G (φ)(w) · exp
(−J (2)F (φ)(w))P1(dw)
+
n∑
j=0
n∑
k=1
(−1)k
k!
∫
GΩp(X)
J
(j)
G (φ)(w) · exp
(−J (2)F (φ)(w))
×
∑
π∈Gˆ↓(j,k,n)
εj+
∑k
i=1(π(i)−2)
k∏
i=1
J
(π(i))
F (φ)(w)P1(dw), (6.17)
I
(5)
0 (ε) := −
n∑
j=0
εj
∫
GΩp(X)
1(Uρ/ε)c (w)J
(j)
G (φ)(w) · exp
(−J (2)F (φ)(w))P1(dw)
−
n∑
j=0
n∑
k=1
(−1)k
k!
∫
GΩp(X)
1(Uρ/ε)c (w)J
(j)
G (φ)(w) · exp
(−J (2)F (φ)(w))
×
∑
π∈Gˆ↓(j,k,n)
εj+
∑k
i=1(π(i)−2)
k∏
i=1
J
(π(i))
F (φ)(w)P1(dw). (6.18)
Here we note that Theorem 4.4 and Lemma 6.4 denoted below, the integrand in (6.17) is inte-
grable on GΩp(X) with respect to P1. (See Step 3 for more detailed discussions.)
We remark that I0,5(ε) can also be written as I0,5(ε) =∑nm=0 αm(γ )εm with
α0(γ ) := G(φ)
∫
GΩp(X)
exp
(−J (2)F (φ)(w))P1(dw)
and
αm(γ ) :=
∫
GΩp(X)
{
J
(m)
G (φ)(w)+
m−1∑
j=0
m∑
k=1
(−1)k
k! J
(j)
G (φ)(w)
×
∑
π∈G(j,k,m)
k∏
i=1
J
(π(i))
F (φ)(w)
}
· exp(−J (2)F (φ)(w))P1(dw)
for m = 1, . . . , n. This proves the asymptotic expansion (3.3) claimed in Theorem 3.2, provided
we give suitable estimates on
∑5
k=1 I
(k)
0 (ε) given below. Note that we have already estimated
I1(ε) in Step 1.
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constant θ ∈ (0, |R(n+3)F (ε,φ)(w)|/ε2) such that∣∣∣∣exp(− 1ε2 R(n+3)F (ε,φ)(w)
)
− 1
∣∣∣∣ eθ( 1ε2 ∣∣R(n+3)F (ε,φ)(w)∣∣
)
holds. Moreover by using the estimates (6.8) and (6.9), we obtain the following estimates for
w ∈ Uρ/ε:
εk−l
∣∣J (k)F (φ)(w)∣∣ c1(ε + ρ)k−l(1 + ξ(w))l , k  l  0, (6.19)
1
ε2
∣∣R(n+3)F (ε,φ)(w)∣∣ c2εn+1(1 + ξ(w))n+3  c2(ε + ρ)n+1(1 + ξ(w))2, (6.20)
where c1 = c1(k) and c2 = c2(n, r0) are positive constants.
Then we have∣∣I (1)0 (ε)∣∣ ‖G‖∞ ∫
GΩp(X)
exp
(−J (2)F (φ)(w))
× exp
[(
n+2∑
m=3
c1(m)(ε + ρ)m
)(
1 + ξ(w))2]
× exp
[
c2(ε + ρ)n+1
(
1 + ξ(w))2] · {c2εn+1(1 + ξ(w))n+3}P1(dw)
 cεn+1
∫
GΩp(X)
exp
(−J (2)F (φ)(w)) · exp[c3(1 + ξ(w))2](1 + ξ(w))n+3P1(dw),
(6.21)
where c3 = c3(n, r0, ε, ρ) is a positive constant, and note that the constant c3 converges to 0 as
ε,ρ ↘ 0.
Now we use the fact that exp(−J (2)F (φ)(·)) belongs to Lq(GΩp(X),P1) for some q > 1. (This
is shown in Lemma 6.4 below.) We take ε,ρ > 0 sufficiently small such that 4c3q < β(q − 1)
holds. Moreover by Proposition 2.3, it holds that for any m> 0,∫
GΩp(X)
exp
(
mξ(w)
)
P1(dw)+
∫
GΩp(X)
ξ(w)mP1(dw) < ∞. (6.22)
Then Hölder’s inequality leads us that∫
GΩp(X)
exp
(−J (2)F (φ)(w)) · exp[c3(1 + ξ(w))2](1 + ξ(w))n+3P1(dw)

{ ∫
GΩ (X)
exp
(−qJ (2)F (φ)(w))P1(dw)}1/qp
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{ ∫
GΩp(X)
exp
(
2c3q
q − 1
(
1 + ξ(w))2)P1(dw)} q−12q
×
{ ∫
GΩp(X)
(
1 + ξ(w)) 2q(n+3)q−1 P1(dw)} q−12q < ∞. (6.23)
By combining (6.21) and (6.23), we see that I (1)0 (ε) c1(n)εn+1 holds.
The contribution for I (2)0 (ε) is treated in the same way as above and we can easily see the
estimate I (2)0 (ε) c2(n)εn+1.
Next we proceed to estimate the term I (3)0 (ε). We use an elementary inequality
∣∣∣∣∣
∞∑
k=n
1
k!x
k
∣∣∣∣∣ |x|nn! e|x|, x ∈ R, n ∈ N.
By inserting this estimate and recalling (6.19) and (6.20), we have the following estimate:
∣∣I (3)0 (ε)∣∣ ∫
GΩp(X)
1Uρ/ε (w) ·
(
n∑
j=0
εj
∣∣J (j)G (φ)(w)∣∣
)
· exp(−J (2)F (φ)(w))
×
{
1
(n+ 1)!
(
n+2∑
m=3
εm−2
∣∣J (m)F (φ)(w)∣∣
)n+1
× exp
(
n+2∑
m=3
εm−2
∣∣J (m)F (φ)(w)∣∣
)}
P1(dw)
 ε
n+1
(n+ 1)!
∫
GΩp(X)
1Uρ/ε (w) ·
(
n∑
j=0
εj
∣∣J (j)G (φ)(w)∣∣
)
· exp(−J (2)F (φ)(w))
×
{(
n+2∑
m=3
εm−3
∣∣J (m)F (φ)(w)∣∣
)n+1
exp
(
n+2∑
m=3
εm−2
∣∣J (m)F (φ)(w)∣∣
)}
P1(dw)
 ε
n+1
(n+ 1)!
∫
GΩp(X)
1Uρ/ε (w) ·
(
n∑
j=0
c(j)(ε + ρ)j
)
· exp(−J (2)F (φ)(w))
×
{(
n+2∑
m=3
c(m)(ε + ρ)m−3 · (1 + ξ(w))3)n+1
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[
n+2∑
m=3
c(m)
(
ε + ρ)m−2 · (1 + ξ(w))2]}P1(dw)
 cεn+1
∫
GΩp(X)
exp
(−J (2)F (φ)(w)) · (1 + ξ(w))3(n+1) · exp(c′(1 + ξ(w))2)P1(dw),
(6.24)
where c′ = c′(n, ε, ρ) is a positive constant, and note that the constant c′ converges to 0 as
ε,ρ ↘ 0. Now we take ε,ρ > 0 sufficiently small. Then we may apply Proposition 2.3. Therefore
by using Hölder’s inequality and (6.22), we get, in a similar way as for the term I (1)0 (ε), that
I
(3)
0 (ε) c3(n)εn+1.
Let us now consider the term I (4)0 (ε). We note that the number of elements of G(k, n) is less
than nk . Then we have
∣∣I (4)0 (ε)∣∣ εn+1 n∑
j=0
n∑
k=1
1
k!
∫
GΩp(X)
∣∣J (j)G (φ)(w)∣∣ · exp(−J (2)F (φ)(w))
×
∑
π∈Gˆ↑(j,k,n)
εj+
∑k
i=1(π(i)−2)−(n+1)
k∏
i=1
∣∣J (π(i))F (φ)(w)∣∣P1(dw)
 cεn+1(n+ 1)
n∑
k=1
nk
k!
∫
GΩp(X)
exp
(−J (2)F (φ)(w))
× (1 + ξ(w))n+k(n+2)P1(dw). (6.25)
Hence Hölder’s inequality and (6.22) lead us that I (4)0 (ε) c4(n)εn+1.
Finally, we give an estimate on the term I (5)0 (ε). By using similar estimate to (6.25), we have
∣∣I (5)0 (ε)∣∣ c n∑
j=0
∫
GΩp(X)
1(Uρ/ε)c (w)
(
1 + ξ(w))j exp(−J (2)F (φ)(w))P1(dw)
+ c(n+ 1)
n∑
k=1
nk
k!
∫
GΩp(X)
1(Uρ/ε)c (w) · exp
(−J (2)F (φ)(w))
× (1 + ξ(w))n+k(n+2)P1(dw).
Here we see the following Gaussian estimate holds by remembering Proposition 2.3:
P1
(
ξ(w) ρ
ε
)
 exp
[
−β
(
ρ
ε
)2] ∫
GΩ (X)
exp
(
βξ(w)2
)
P1(dw). (6.26)p
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1 < q1 < q and 1/q1 + 1/q2 = 1. Then by Hölder’s inequality and (6.26), we may continue to
estimate as∣∣I (5)0 (ε)∣∣ cP1(ξ(w) ρ/ε)1/q2
×
[
n∑
j=0
{ ∫
GΩp(X)
(
1 + ξ(w))jq1 · exp(−q1J (2)F (φ)(w))P1(dw)}1/q1
+
n∑
k=1
nk
k!
{ ∫
GΩp(X)
(
1 + ξ(w))nq1+k(n+2)q1 · exp(−q1J (2)F (φ)(w))P1(dw)}1/q1
]
 c exp
[
− β
q2
(
ρ
ε
)2]
.
Therefore this estimate leads us that |I (5)0 (ε)| c5(m)εm holds for all m ∈ N.
Hence by getting together this estimate and the previous estimates on I1, I (1)0 , . . . , I
(4)
0 , we
complete the proof of the asymptotic expansion formula (3.3).
Step 4. In the following, we discuss the higher integrability of exp(−J 2F (φ)(·)) based on [7]
and [9]. First we give an explicit representation of the Hessian A which are defined in Section 3.
By recalling (4.17) and using Lemma 4.2, we have that for each h, hˆ ∈H,
(Ah, hˆ)H = DF(φ)
[
D2Ψ0(γ )[h, hˆ]
]+D2F(φ)[DΨ0(γ )[h],DΨ0(γ )[hˆ]]
= DF(φ)
[
Γ
( ·∫
0
(∇σ)(φs)
[
χ(h)s, dhˆs
]+ (∇σ)(φs)[χ(hˆ)s, dhs]
)
+ Γ
( ·∫
0
(∇2σ )(φs)[χ(h)s,χ(hˆ)s, dγs]+ a(0) · ∇2b(φs)[χ(h)s,χ(hˆ)s]ds
)]
+D2F(φ)[χ(h),χ(hˆ)] (6.27)
holds, where χ(h) := χ(h;γ ) is defined through the differential equation (4.15).
We define a bilinear map V :H×H→ P(Y ) by
V (h, hˆ)t := Γ
( ·∫
0
(∇σ)(φs)
[
χ(h)s, dhˆs
]+ (∇σ)(φs)[χ(hˆ)s, dhs]
)
t
, t  0, (6.28)
and define a bounded self-adjoint operator A˜ on H by
(A˜h, hˆ)H := DF(φ)
[
V (h, hˆ)
]
for h, hˆ ∈H. (6.29)
Then by (6.27), (6.28) and (6.29), we obtain
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(A− A˜)h, hˆ)H
= DF(φ)
[
Γ
( ·∫
0
(∇2σ )(φs)[χ(h)s,χ(hˆ)s, dγs]+ a(0) · ∇2b(φs)[χ(h)s,χ(hˆ)s]ds
)]
+D2F(φ)[χ(h),χ(hˆ)]. (6.30)
By drawing the proof of Lemma 5.1 in [7], we can see the following: there exists a positive
constant c such that ‖χ(h)‖P(Y )  c‖h‖P(X) holds for any h ∈H⊂ BV(X). Hence (6.30) leads
us that ∣∣((A− A˜)h, hˆ)H∣∣ c∥∥χ(h)∥∥P(Y ) · ∥∥χ(hˆ)∥∥P(Y )  c‖h‖P(X) · ‖hˆ‖P(X)
for some constant c > 0. Now we may apply [10, Theorem 4.6] to an abstract Wiener space
(P (X),H,P′1) to obtain that A− A˜ is of trace class operator on H.
The following properties on the operators A and A˜ are taken from Lemma 4.6 in [9].
Lemma 6.1.
(1) A and A˜ are self-adjoint Hilbert–Schmidt operators on H.
(2) The continuous extension of the quadratic form defined by A− A˜ is expressed as
〈
(A− A˜)w,w〉= D2F(φ)[χ(w)1, χ(w)1]
+DF(φ)
[
Γ
( ·∫
0
(∇2σ )(φs)[χ(w)1(s),χ(w)1(s), dγs]
+
·∫
0
a(0) · ∇2b(φs)
[
χ(w)1(s),χ(w)1(s)
]
ds
)]
.
Next, we consider the stochastic integration of the kernel associated with A˜. Since H ∼=
L2([0,1],H) ∼= L2([0,1],R) ⊗ H , any self-adjoint Hilbert–Schmidt operator S on H corre-
sponds to a kernel function KS ∈ L2([0,1] × [0,1],H ⊗ H) with KS(u, s) = KS(s,u)∗ for
almost all (u, s). Here ⊗ denotes the Hilbert–Schmidt tensor product. The correspondence
S → KS is isometric. Then for the X-valued Brownian motion w = (wt )0t1, an iterated sto-
chastic integral
KˆS(w) := 2
1∫
0
s∫
0
KS(u, s)[dwu, dws]
is well defined. Clearly, this random variable is in L2(P′1) with expectation 0. The correspondence
S → KˆS ∈ L2(P′ ) is isometric.1
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Q2(y)[x1, x2] := 12 (∇σ)(y)
[
σ(y)x1, x2
]
Y 2 , x1, x2 ∈ X.
Then by Theorem 3.1 in [10], we can define Tr(Q2)(y) ∈ Y by
Tr(Q2)(y) :=
∫
X
Q2(y)[x, x]μ(dx), y ∈ Y.
The following lemma is essentially shown in Corollary 7.3 and Lemma 7.4 in [7].
Lemma 6.2.
(1) For each α ∈ P(Y )∗, α ◦ V is a Hilbert–Schmidt symmetric bilinear form on H. (We also
denote by α ◦V the self-adjoint Hilbert–Schmidt operator onH associated with this bilinear
form.)
(2) For any α ∈ P(Y )∗, it holds that
α
(
Θ(w)
)= Kˆα◦V (w1), P1-almost surely,
where
Θ(w) := ψ(w,w)1 − Γ
( ·∫
0
Tr(Q2)(φs) ds
)
− Γ
( ·∫
0
(∇2σ )(φs)[χ(w)1(s),χ(w)1(s), dγs]
+ a(0) · ∇2b(φs)
[
χ(w)1(s),χ(w)1(s)
]
ds
)
.
In particular, DF(φ)[Θ(w)] = Kˆ
A˜
(w1) holds P1-almost surely.
Next we present the following integration formula. See the proof of Lemma 8.3 in [7] for
details. This formula plays an important role to compute the quantity α0.
Lemma 6.3. It holds that∫
GΩp(X)
exp
[
−1
2
(
Kˆ
A˜
(w1)−
〈
(A− A˜)w,w〉)]P1(dw)
= e− 12 Tr(A−A˜) · det2(IdH +A)−1/2,
where det2 denotes the Carleman–Fredholm determinant.
318 Y. Inahama, H. Kawabi / Journal of Functional Analysis 243 (2007) 270–322Now we discuss the integrability of exp(−J (2)F (φ)(·)). By Lemma 4.3, we have
J
(2)
F (φ)(w) = DF(φ)
[
φ2(w)1
]+ 1
2
D2F(φ)
[
φ1(w)1, φ
1(w)1
]
= 1
2
(
DF(φ)
[
ψ(w,w)1 + Y(w)1 +Ξ2(γ )
]
+D2F(φ)[χ(w)1 +Ξ1(γ ),χ(w)1 +Ξ1(γ )])
= 1
2
(
DF(φ)
[
ψ(w,w)1
]+D2F(φ)[χ(w)1, χ(w)1])
+ 1
2
(
DF(φ)[Y(w)1] + 2D2F(φ)
[
χ(w)1,Ξ1(γ )
])
+ 1
2
(
DF(φ)
[
Ξ2(γ )
]+D2F(φ)[Ξ1(γ ),Ξ1(γ )])
=: J (2,1)F (φ)(w)+ J (2,2)F (φ)(w)+ J (2,3)F (φ).
Here we note that J (2,2)F (φ)(w) = 0 and J (2,3)F (φ) = 12DF(φ)[Ξ2(γ )] hold if a′(0) = 0. By
Lemmas 6.1 and 6.2, we can proceed as follows on the term J (2,1)F (φ)(w):
J
(2,1)
F (φ)(w) =
1
2
(
Kˆ
A˜
(w1)+DF(φ)
[
Γ
( ·∫
0
Tr(Q2)(φs) ds
)]
+ 〈(A− A˜)w,w〉).
Then Lemma 6.3 implies∫
GΩp(X)
exp
(−J (2,1)F (φ)(w))P1(dw)
= exp
(
−1
2
Tr(A− A˜)−DF(φ)
[
Γ
( ·∫
0
Tr(Q2)(φs) ds
)])
· det2(IdH +A)−1/2. (6.31)
On the other hand, by condition (H4), there exists a constant q0 > 1 such that (IdH +
q0A) is strictly positive. Hence by (6.31) and q0J (2,1)F (φ)(w) = J (2,1)q0F (φ)(w), we can see
that exp(−J (2,1)F (φ)(·)) ∈ Lq0(GΩp(X),P1) holds. Moreover, by Corollary 4.5, we have
|J (2,2)F (φ)(w)| c(1 + ξ(w)) for P1-almost surely w ∈ GΩp(X). Therefore for any 1 < q < q0,
by (6.22) and Hölder’s inequality, we have∫
GΩp(X)
exp
(−qJ (2)F (φ)(w))P1(dw)
 exp
(−qJ (2,3)F (φ)) · { ∫
GΩ (X)
exp
(−q0J (2,2)F (φ)(w))P1(dw)}q/q0p
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{ ∫
GΩp(X)
exp
(
− q0q
q0 − q J
(2,2)
F (φ)(w)
)
P1(dw)
}1−q/q0
 exp
(−qJ (2,3)F (φ)) · { ∫
GΩp(X)
exp
(−q0J (2,2)F (φ)(w))P1(dw)}q/q0
×
{ ∫
GΩp(X)
exp
[
c
(
1 + ξ(w))]P1(dw)}1−q/q0 < ∞.
Hence we have shown
Lemma 6.4. There exists a constant q > 1 such that
exp
(−J (2)F (φ)(·)) ∈ Lq(GΩp(X),P1).
Finally, by summarizing above all arguments, we can state
Theorem 6.5. We have the asymptotic expansion (3.3) and the coefficients {αm}nm=0 are given by
α0 = α0(γ ) := G(φ)
∫
GΩp(X)
exp
(−J (2)F (φ)(w))P1(dw),
αm = αm(γ ) :=
∫
GΩp(X)
{
J
(m)
G (φ)(w)+
m−1∑
j=0
m∑
k=1
(−1)k
k! J
(j)
G (φ)(w)
×
∑
π∈G(j,k,m)
k∏
i=1
J
(π(i))
F (φ)(w)
}
· exp(−J (2)F (φ)(w))P1(dw),
for m = 1, . . . , n,
where
JnF (φ)(w) :=
n∑
k=1
1
k!
( ∑
(i1,...,ik)∈Snk
DkF (φ)
[
φi1(w)1, . . . , φ
ik (w)1
])
,
and
G(j, k,m) :=
{
π : {1, . . . , k} → {3, . . . ,m+ 2}
∣∣∣ j + k∑
i=1
(
π(i)− 2)= m}.
In particular, if a′(0) = 0, then c(γ ) = 0 and the coefficient α0 has the explicit representation
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(
−1
2
Tr(A− A˜)−DF(φ)
[
1
2
Ξ2(γ )+ Γ
( ·∫
0
Tr(Q2)(φs) ds
)])
×det2(IdH +A)−1/2,
where det2 denotes the Carleman–Fredholm determinant.
Remark 6.6. If a(j)(0) = 0 for odd j , then by putting a(−ε) := a(ε), ε > 0, we can extend
a : [0,1] → RN to a smooth even function defined on the interval [−1,1]. Moreover, by the
symmetry of the law of the Brownian motion, our functional integral E[G(Xε) exp(−F(Xε)/ε2)]
is an even function of ε. Hence we see that the coefficients αm are equal to zero for odd m.
Finally, we generalize Theorem 6.5 to the case where the phase function has finitely many
non-degenerate minima.
Theorem 6.7. We assume that the phase function FΛ has a finite set M := {γ1, . . . , γk} of mini-
mum points and conditions (H3) and (H4) hold separately for every γi , i = 1, . . . , k. We denote
by c(M) := inf{c(γ ) | γ ∈M} and J := {j ∈ {1, . . . , k} | c(γj ) = c(M)}. Then we have the
following asymptotic expansion formula:
E
[
G
(
Xε
)
exp
(−F(Xε)/ε2)]= exp(−FΛ(γ1)/ε2) exp(−c(M)/ε)
× (α0 + α1ε + · · · + αnεn +O(εn+1)), (6.32)
where the coefficients {αm}nm=0 in (6.32) are given by αm =
∑
j∈J αm(γj ), 0m n.
Proof. We denote φi := Ψ0(γi), i = 1, . . . , k, and choose ρ,ρ′ > 0 sufficiently small such that
open balls B(φi, ρ′) ⊂ B(φi), i = 1, . . . , k, are pairwise disjoint in P(Y ) and{
Φ
(
ι(x, λ)
)
1(0, ·)
∣∣ x ∈ γ i +Uρ,∥∥λ− λ0∥∥1 < ρ}⊂ B(φi, ρ′/4)
holds. Here B(φi) is the neighborhood of φi ∈ P(Y ) in condition (H3). We define a cut-off
function η ∈ C∞0 (R,R) by η(x) ≡ 1 for |x| ρ/2, η(x) ≡ 0 for |x| ρ and 0 η 1. For each
i = 1, . . . , k, we define a continuous function Gi :P(Y ) → R by
Gi (y) := η
(
2‖y − φi‖P(Y )
) ·G(y), y ∈ P(Y ).
We define G0 := G − ∑ki=1 Gi , so that ∑ki=0 Gi ≡ G. For each i = 1, . . . , k, we also define a
continuous function Fi :P(Y ) → R by
Fi (y) :=
{
1 − η(‖y − φi‖P(Y ))}+ F(y), y ∈ P(Y ).
Then the functions {Fi}ki=1 and {Gi}ki=0 satisfy conditions (H1)–(H4) in Section 3, where each
(Fi )Λ :=Fi ◦Ψ0 +‖ · ‖2H/2 achieves its minimum at the unique point γi ∈H. Moreover we can
see that for i = 1, . . . , k,
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GΩp(X)
Gi
(
Φ
(
ι
(
εw,λε
))
1
)
exp
[
− 1
ε2
F
(
Φ
(
ι
(
εw,λε
))
1
)]
P1(dw)
=
∫
GΩp(X)
Gi
(
Φ
(
ι
(
εw,λε
))
1
)
exp
[
− 1
ε2
Fi
(
Φ
(
ι
(
εw,λε
))
1
)]
P1(dw).
Then by noting above, we have∫
GΩp(X)
G
(
Φ
(
ι
(
εw,λε
))
1
)
exp
[
− 1
ε2
F
(
Φ
(
ι
(
εw,λε
))
1
)]
P1(dw)
=
k∑
i=0
∫
GΩp(X)
Gi
(
Φ
(
ι
(
εw,λε
))
1
)
exp
[
− 1
ε2
F
(
Φ
(
ι
(
εw,λε
))
1
)]
P1(dw)
=
∫
GΩp(X)
G0
(
Φ
(
ι
(
εw,λε
))
1
)
exp
[
− 1
ε2
F
(
Φ
(
ι
(
εw,λε
))
1
)]
P1(dw)
+
k∑
i=1
∫
GΩp(X)
Gi
(
Φ
(
ι
(
εw,λε
))
1
)
exp
[
− 1
ε2
Fi
(
Φ
(
ι
(
εw,λε
))
1
)]
P1(dw)
=: I0(ε)+
k∑
i=1
Ii (ε). (6.33)
For the term I0(ε), we note that the following equality holds:
exp
(
FΛ(γ1)
) · I0(ε)
=
∫
⋂k
i=1(γ i+Uρ)c
G0
(
Φ
(
ι
(
εw,λε
))
1
) · exp[− 1
ε2
F˜Λ
(
Φ
(
ι
(
εw,λε
))
1
)]
P1(dw).
Here we recall the estimate (6.3). Then there exists positive constants a and ε0 such that
exp
(
FΛ(γ1)
) · ∣∣I0(ε)∣∣ k‖G‖∞ · exp(−a2/ε2) (6.34)
holds for all 0 < ε  ε0.
For each term Ii (ε), i = 1, . . . , k, we may apply Theorem 3.2. Therefore we get together
estimates (3.3) on I1(ε), . . . ,Ik(ε) with (6.34), and insert these into (6.33). Then we can obtain
the desired asymptotic expansion formula (6.32). 
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