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Abstract
Given a bounded Lipschitz domain D ⊂ Rd, a Caldero´n-Zygmund opera-
tor T and a growth function ω(x) of type n, we solve the problem when the
truncated operator TDf = T (fχD)χD sends the Zygmund space Cω(D) into
itself. The solution is a T(P) theorem on sufficient and necessary condition
for the space Pn of polynomials of degree no more than n:
TDPn ⊂ Cω˜(D), where ω˜(x) =
ω(x)
1 +
∫ 1
x
ω(t)t−n−1dt
.
Keywords: truncated Caldero´n-Zygmund operators, Zygmund spaces,
T(P) theorem
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1. Introduction.
1.1. Truncated Caldero´n-Zygmund operators.
A Ck-smooth homogeneous Caldero´n-Zygmund operator is a principal
value convolution operator
Tf(y) = PV
∫
f(x)K(y − x)dx,
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where dx denotes Lebesgue measure in Rd and
K(x) =
Ω(x)
|x|d
, x 6= 0,
Ω(x) is a homogeneous function of degree 0, Ck-differentiable on Rd \ 0 and
with zero integral on the unit sphere. Given a domain D ⊂ Rd, we consider
a modification of T. The operator defined by the formula
TDf = T (χDf)χD
is called to be a truncated Caldero´n-Zygmund operator.
1.2. Growth functions and Zygmund spaces .
A continuous increasing function ω : [0,∞)→ [0,∞), ω(0) = 0 is called
a growth function [6], if it satisfies the doubling condition
sup
t>0
ω(2t)
ω(t)
<∞. (1)
This guarantees polynomial growth of ω. So, define the type (see also [6])
of the growth function as a positive integer n = n(ω), such that the two
following properties are satisfied:
1. For some 0 ≤ ε < 1 a function ω(t)
tn+ε
is almost decreasing, that means
that there is a constant C > 0, such that
ω(x)
xn+ε
> C
ω(y)
yn+ε
, 0 < x < y < 1. (2)
2. For some 0 < α < 1 a function ω(t)
tn−α
is almost increasing, that means
that the diverse inequality to (2) takes place.
The type of a growth function characterizes smoothness of integer order of
the Zygmund spaces defined as follows. Let dx denote the Lebesgue measure
in Rd. Let Q be a cube in Rd with edges parallel to coordinate axes, let |Q|
denote the volume of Q and let ℓ = ℓ(Q) be its side length. Let finally Pn
be the space of polynomials of degree no more than n.
Given a growth function ω of the type n, the homogeneous Zygmund
space Cω(D) in arbitrary domain D ⊂ R
d is defined for f ∈ L1loc(D, dx) by
the Campanato seminorm
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‖f‖ω,D = sup
Q⊂D
inf
PQ∈Pn
1
ω(ℓ)
‖f − PQ‖L1(Q,dx/|Q|). (3)
In fact, the arguments used in the studies of the classical BMO(Rd) and
Lipschitz spaces Lipα(R
d) (see[2, 12] and [10, Section 1.2]) guarantee that,
when ω is of positive type n, we may replace the L1- norm in (3) by Lp-
norm with 1 ≤ p ≤ ∞ in an arbitrary domain D. The seminorms under
consideration are equivalent and define the same space. This equivalence for
different 1 ≤ p ≤ ∞ is very useful for us in what follows. The proof of
equivalence based on the Caldero´n-Zygmund lemma is given in Proposition
2 in Section 2.
Also, we may replace the growth function ω by a C∞-smooth function
ω1 of the same type, so that seminorms ‖‖ω,D and ‖‖ω1,D are equivalent and
define the same space. Hence, in what follows we assume that ω is extended
as C∞-smooth function on (0,∞).
Remark 1. We consider only the space Pn(D) of approximating polynomials
with n, equaled to the type of modulus ω.
If we replace the degree n of the space of approximating polynomials by
arbitrary integer k in (3) and obtain the space Cω,k(D), then we distinguish
several cases.
In fact, if k > n the arguments (see, e.g. [10, 3], where the Marchoud
type inequality for local polynomial approximations are adapted), guarantee
that, the seminorms define the same space modulo polynomials Pk(D).
If one can take ε = 0 in (2), then k = n − 1 is admitted for order of
the space of approximating polynomials Pn−1(D). In this case we obtain the
proper Lipshitz space Cω,n−1(D). This one differs from the Zygmund space
Cω(D) = Cω,n(D), and is not invariant under convolution Caldero´n-Zygmund
operators, when D = Rd. By this reason we do not consider Lipshitz spaces
Cω,n−1(D) in the paper.
In all other cases, when k < n, the space Cω,k(D) is trivial and coincides
with the space of approximating polynomials Pk(D).
Also, we mention that when exactly ε > 0 in (2) then the Zygmund space
Cω(D) is called the Lipschitz space, and it is also called the Ho¨lder space, if
ω(t) = ts for real s > 0.
Observe, that in the paper we do not consider Campanato spaces defined
by the seminorm (3) when the type n = 0.
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1.3. T(P) theorem
The spaces Cω(R
d) are known to be invariant under certain smooth convo-
lution Caldero´n-Zygmund operators (See, Peetre [13], Janson [6, 7]). In the
setting of function spaces defined on domains D ⊂ Rd, the following result
of Mateu, Orobitg and Verdera (Main Lemma [11]) (see, also Anikonov [1])
is crucial.
Theorem 1. Let D be a bounded domain with the C1+α-smooth boundary,
0 < α < 1. Then the smooth homogeneous Caldero´n-Zygmund operator TD
with an even kernel sends the Lipshitz space Lipα(D) into itself.
We have already extended this theorem on the range of spaces of weak
smoothness between Lipα(D) and BMO(D) in [17]. Our main purpose is to
extend Theorem 1 on the Zygmund spaces with higher orders of smoothness.
The proof of Theorem 1 uses a certain T1 theorem, while in our case we need
in another kind of propositions, when we check boundedness not only of the
characteristic function, but of a finite collection of polynomials restricted to
the domain. This argument was proved originally by Tolsa and Pratz [14]
for Sobolev spaces on domains and was called a T(P) theorem.
Theorem 2. Let D be a Lipschitz domain, T a Cn−smooth convolution
Caldero´n-Zygmund operator, n ∈ N and p > d. Then the operator T is
bounded in Sobolev space W n,p(D) if and only if TP |D ∈ W
n,p(D) for any
polynomial restricted to the domain P ∈ Pn−1(D).
We also prove a T(P) theorem for the Zygmund spaces. Before formu-
lating the main result, define the growth function associated with ω of type
n = n(ω) by formula
ω˜(x) =
ω(x)
1 +
∫ 1
x
ω(t)t−n−1dt
. (4)
If ω(x) is a growth function of type n, then ω˜(x) is of type n, too. Further,
if ω of type n is a Dini regular growth function, that is, the integral∫
0
ω(t)
tn+1
dt
converges, then ω˜(x) is equivalent to ω(x) and Cω(D) = Cω˜(D).
Our main result is a following non symmetric T(P) theorem:
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Theorem 3. Let ω be a growth function of type n and let D ⊂ Rd be a
Lipshitz domain. Let T be a Cn+1-smooth homogeneous Caldero´n-Zygmund
operator. Then the following statements are equivalent:
a) The truncated operator TD is bounded on the Zygmund space Cω(D),
b) For any polynomial, restricted to the domain P ∈ Pn(D),
TDP ∈ Cω˜(D).
Remark 2. We assume that the underlaying domain is Lipschitz and do not
consider more general domains (e.g., uniform domains).
Further, in applications, we assume that D is even more smooth. It turns out
that the smoothness of the boundary of a domain D is by one point smoother
than the smoothness of the space Cintω (D) (see Theorem 1 and Theorem 4).
Therefore, we restrict our attention on the Lipschitz domains (as Prats and
Tolsa did in [14]).
In fact, all that we need is to extend functions from the Zygmund spaces
defined on domains to ambient space Rd. This reminds us the Stein book [16]
about extension of the functions from Lipschitz spaces on arbitrary sets. In
this paper we apply the approach to extension in BMO (Jones [8]) and Besov
spaces (DeVore, Sharpley [3]) on domains.
To do this job, we define a variant of Zygmund space Cintω (D) distinct from
the initial one. We take the supremum in the seminorm below with respect
to all cubes Q ⊂ D separated from the boundary ∂D for f ∈ L1loc(D):
‖f‖intω,D = sup
Q:2Q⊂D
inf
PQ∈Pn
1
ω(ℓ)
‖f − PQ‖L1(Q,dx/|Q|). (5)
In fact, we will show that for a Lipshitz domain D, the seminorms (3) and
(5) are equivalent and define the same space Cintω (D) = Cω(D). Moreover, in
this case the functions from the space Cintω (D) are extended to the ambient
space Rd. The precise statement is formulated as Proposition 1 in Section 2.
1.4. Applications of T(P) theorem.
In the sequel of the present paper we give applications of the T(P) theo-
rem, where we restrict our attention to operators with an even kernel, that
is, K(−x) = K(x). Also, we assume that the boundary of an underlaying
domain satisfies a certain Lyapunov type condition of smoothness.
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Checking the condition b) of Theorem 3, we establish a relationship be-
tween smoothness properties of the boundary of a domain and boundedness
of the truncated Caldero´n-Zygmund operator in the Zygmund spaces.
Theorem 4. Let ω(t) be a growth function of type n, D ⊂ Rd be a bounded
Lipschitz domain, such that the outward unit normal N to ∂D is defined
locally as Cω-smooth vector function. Let T be an even Cn+1-smooth homo-
geneous Caldero´n-Zygmund operator, then TD is bounded on the Zygmund
space Cω(D).
Here we say that f is Cω-smooth in x0, if f is n-times differentiating and for
a Taylor polynomial Px0 of order n around x0 one has
|f(x)− Px0(x)| . ω(|x− x0|)
with a constant independent of x0.
1.5. Organization and notation
In Section 2 we introduce basic notation and set up some necessary pre-
liminaries, we prove equivalence of seminorms for different p′-s and extend
functions from Cintω (D) to ambient space R
d. Theorem 3 is obtained in Section
3.
As usual, the letter C will denote a constant, which may be different at
each occurrence and which is independent of the relevant variables under
consideration. Notation A . B means that there is a fixed positive constant
C such that A < CB. If A . B . A, then we write A ≈ B. We write
A .a,b B, if a corresponding constant depends on a, b.
2. Auxiliary results.
2.1. Approximating polynomials.
Recall Q be a cube in Rd with edges parallel to coordinate axes, let |Q|
denote the volume of Q and let ℓ = ℓ(Q) be its side length, and let x0 be
a centre of Q. The following Lemma is easy corollary (see, [10, 3]) from
equivalence of norms in finite dimensional spaces of polynomials.
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Lemma 1. Let P =
∑n
|µ|=0 aµ(x − x0)
µ be a polynomial in Rd of degree
no more than n, and µ = (µ1, ..., µd)− multiindex with µk, k = 1, ..., d,
nonnegative integers, |µ| = |µ1|+ ...|µd|. Then
sup
x∈Q
|P (x)| ≤
n∑
|µ|=0
|aµ|l
|µ| .n,d
1
|Q|
∫
Q
|P (x)|dx
.
Lemma 2. Let Q1 ⊂ Q2 be two cubes in R
d, then for any polynomial P ∈ Pn
‖P‖L1(Q2,dx/|Q2|) .n,d
(
ℓ2
ℓ1
)n
‖P‖L1(Q1,dx/|Q1|)
with a constant from the right inequality of Lemma 1.
Definition 1. Given a function f ∈ Cω(D), a cube Q ⊂ D we say that PQ
is a polynomial of near best approximation for f in Q if
‖f − PQ‖L1(Q,dx/|Q|) . ω(ℓ)‖f‖s,D,
with a constant not depending on f, Q.
We can choose this polynomial in some ”unified” manner without chang-
ing the space [10, Ch.1]. Put Q0 = [−1/2, 1/2]
n, and let P be an arbitrary
projection from L1(Q0, dx) onto the subspace Pn. Since Pn is finite dimen-
sional, clearly, P is bounded on Lp(Q0, dx), 1 ≤ p ≤ ∞. We transplant P
to an arbitrary cube Q by using a shift and a dilation. Then the norm on
Lp(Q; dx/|Q|) of the resulting projection PQ does not depend on Q. This
implies, particularly that
‖PQ(f)‖L∞(Q) .
1
|Q|
∫
|f |
with a constant independent of Q and f . Moreover, if u is an arbitrary
polynomial in Pn, then PQ(f − u) = PQ(f)− u, hence we see that
‖PQ(f)− u‖L∞(Q) . ‖f − u‖L1(Q;dx/|Q|.
So, in what follows, we assume that PQ = PQ(f) is a polynomial of near best
approximation in Q in any Lp(Q)-metric, 1 ≤ p ≤ ∞.
The triangle inequality easily implies
7
Lemma 3. Let Q1 ⊂ Q2 be two cubes in D, let PQ1, PQ2 ∈ Pn be two poly-
nomials of near best approximation for the function f ∈ Cω(D) in Q1 and
Q2, then
‖PQ1 − PQ2‖L1(Q2,dx/|Q2|) .n,d
(
ℓ2
ℓ1
)n
ω(ℓ1)‖f‖ω,D (6)
with a constant depending on ones from Lemma 1.
Definition 2. A bounded domain D ⊂ Rd is called a (δ, R)−Lipshitz domain
if, for each a ∈ ∂D, there exists a function A : Rd−1 → R with ‖∇A‖∞ ≤ δ
and a cube Q with side length R and centre a such that, after a suitable shift
and rotation,
D ∩Q = {(x, y) ∈ (Rd−1,R) ∩Q : y > A(x)}.
The cube Q is called an R-window of domain.
Without risk of confusion, we will omit parameters δ and R, and consider
Lipshitz domains in general.
The following argument concerning the space Cintω (D) is essentially used
in [8, Lemma 2.2] in related estimates.
Lemma 4. If f ∈ Cintω (D), and Q1 and Q2 are neighbor Whitney cubes,
ℓ1 ≤ ℓ2. Let PQ1, PQ2 ∈ Pn be two polynomials of near best approximation of
f , then
|PQ1 − PQ2| . ω(ℓ2)‖f‖
int
ω,D
Proof. If Q1 and Q2 are neighbor Whitney cubes, then ℓ2 ≤ 4ℓ1 and, so,
ℓ2 ≈ ℓ1. Find dyadic cubes Q
′
2 ⊂ Q2, Q
′
1 ⊂ Q1, such that ℓ(Q
′
2) = ℓQ′1 = ℓ1/2,
and Q′2 and Q
′
1 are touching. Let Q3 be a dyadic cube with ℓ(Q3) = 2ℓQ′1,
such that contains Q′1 and Q
′
2. It is obvious, that 2Q3 ⊂ D, hence by (6)
|PQ3 − PQ′2|, |PQ3 − PQ′1| . ω(ℓ1)‖f‖
int
ω,D
Hence,
|PQ2 − PQ1| ≤ |PQ2 − PQ′2|+ |PQ′2 − PQ3|+
+|PQ′
1
− PQ3 |+ |PQ1 − PQ′1| . ω(ℓ1)‖f‖
int
ω,D,
that is claimed. 
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2.2. Whitney covering.
Consider a given dyadic grid of semi-open cubes in Rd. Given a cube Q,
let sQ denote the cube with the same centre as Q and with side length sℓ(Q).
Definition 3. We say that a collection of cubes W is a Whitney covering of
a Lipschitz domain D if
1. The cubes in W are dyadic.
2. The cubes have pairwise disjoint interiors.
3. The union of the cubes in W is D.
4. There is an estimate
diam(Q) ≤ dist(Q, ∂D) ≤ 4diam(Q).
5. Two neighbor cubes Q and R (i.e. Q¯ ∪ R¯ 6= ∅) satisfy ℓ(Q) ≤ 4ℓ(R)
6. The family of {6/5Q}Q∈W has finite superposition, that is,
sup
D
∑
Q∈W
χ6/5Q <∞
We do not prove here the existence because such coverings are well known
and widely used in the literature (see Stein [16, Ch.6]).
Recall that we consider a R-window Q to be a cube centered at x ∈
∂D, with side-length ℓ(Q) = R inducing a Lipschitz parametrization of the
boundary. The following property is taken from [14]. Each Q induces a
vertical direction, given by the eventually rotated xd axis. The following is
an easy consequence of the previous statements and the fact that the domain
is Lipschitz :
7. The number of Whitney cubes in a window with the same side-length
intersecting a given vertical line is uniformly bounded. Here the vertical di-
rection is the one induced by the window.
This is the last property of the Whitney cubes we need to point out. In
fact, we consider a Whitney covering W of a Lipschitz domain D, as well as
a Whitney covering W ′ of a complement D′ = Rd \ clos(D).
2.3. Imbedding of the Zygmund space in L1.
In fact, we may strengthen condition f ∈ L1loc(D) by a result:
Proposition 1. Given a growth function ω(t) of type n and a bounded Lip-
schitz domain D ⊂ Rd, then Cintω (D) ⊂ L
1(D).
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Proof. It is sufficient to prove that fχQ ∈ L
1(D) for every R-window Q.
Indeed, since f ∈ L1loc(D) and the boundary ∂D of the domain may be
covered by a finite number of R-windows, we clearly obtain that f ∈ L1(D).
Let us choose a finite covering {Qj}j of ∂D by R-windows and a constant
‖f‖L1
loc
(D) =
∫
D\∪Qj
|f |, corresponding to {Qj}j and f . Fix an R-window Q
and decompose as follows:∫
Q
|f | =
∑
S∈W :S∩Q 6=∅
∫
S
|f |. (7)
We estimate the number ♯k of Whitney cubes S of the size ℓ(S) = 2
−k in
sum (7). Using property 7 of Definition 3, we obtain
♯k .
(
ℓ(Q)
ℓ(S)
)d−1
.
(
R
2−k
)d−1
. (8)
Also consider a chain of touching Whitney cubes, lying ”above” the cube
S. Let us enumerate these cubes as {Sj}j=0,..,♭, where S = S0 and S♭ is the
first Whitney cube lying in D \ Q. With a convenient choice of R-windows
{Qj} we may assume that ℓ(S♭) ≥ r1 > 0, where r1 depends on δ, R from
Definition 2 and does not depend on S. Again, using property 7 of Definition
3, we estimate the number of cubes in the chain {Sj}j=0,..,♭ as follows:
♭. log
ℓ(Q)
ℓ(S)
+ 1 ≈ log
R
2−k
+ 1.
Take polynomials PSj of near best approximation in Sj. By the telescopic
summation with respect to the chain {Sj}j=0,..,♭ and by Lemma 4 we have∫
S
|f | =
∫
S0
|f − PS0|+
♭∑
j=1
∫
S0
|PSj − PSj−1 |+
∫
S0
|PS♭|
. 2−kd
(
♭∑
j=0
ω(2−j)‖f‖intω,D +
1
|S♭|
∫
S♭
|f |
)
. 2−kd
(
k∑
j=0
ω(2−j)‖f‖intω,D + ‖f‖L1loc(D)
)
.
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Combining the above estimate with (8), we obtain∫
Q
|f | .
∞∑
k=0
♯k2
−kd
(
k∑
j=0
ω(2−j)‖f‖intω,D + ‖f‖L1loc(D)
)
.
∞∑
k=0
2−k
(
k∑
j=0
ω(2−j)‖f‖intω,D + ‖f‖L1loc(D)
)
.
∞∑
k=0
2−k
k∑
j=0
ω(2−j)‖f‖intω,D + ‖f‖L1loc(D)
∞∑
k=0
2−k = I + II.
The second summand is bounded by C(δ, R)‖f‖L1
loc
(D). It remains to es-
timate the first summand, where we change order of summing and obtain
I =
∞∑
j=0
ω(2−j)
∞∑
k=j
2−k‖f‖intω,D
.
∞∑
j=0
ω(2−j)2−j‖f‖intω,D
.
∫ 1
0
ω(t)dt‖f‖intω,D
. ‖f‖intω,D
with constants depending on δ, R. Therefore, we have
‖f‖L1(D) .δ,R ‖f‖
int
ω,D + ‖f‖L1loc(D)
and, so, we proved Proposition 1. 
2.4. Equivalence of seminorms for different p’s in Zygmund spaces.
Proposition 2. Given a growth function ω and a bounded domain D ⊂ Rd,
the seminorms
‖f‖ω,D,p = sup
Q⊂D
inf
bQ∈C
1
ω(ℓ)
‖f − bQ‖Lp(Q,dx/|Q|)
are equivalent and define the same space Cω(D), provided 1 ≤ p ≤ ∞.
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Proof. It is sufficient to obtain an estimate
sup
Q
|f − PQ| . ω(ℓ)‖f‖ω,D (9)
with constant independent of Q, and where PQ = PQ(f) is a polynomial of
near best approximation.
The proof based on the Caldero´n-Zygmund lemma [10, Ch.1]:
Lemma 5. Given a cube Q, a function f ∈ L1(Q) and a number A >
1/|Q|
∫
Q
|f |, there exists at most countable family {Qi} of cubes with mu-
tually disjoint interiors and such that
1. |f | ≤ A a.e. on Q \ ∪Qi;
2. A ≤ |f |Qi ≤ 2
dA;
We apply Lemma 5 to the function |f − PQ(f)| such that ‖f‖ω,D,1 = 1, A =
2ω(ℓ), where Q ⊂ D is a cube and ℓ = ℓ(Q), and {PQ} is an unified family
of projections. On the first step we obtain a family Q′i of subcubes of Q with
the following properties:
1. |f − PQ(f)| ≤ 2ω(ℓ) a.e. on Q \ ∪Q
′
i;
2. |PQ′i(f)− PQ(f)| = |PQ′i(f − PQ(f))|
. 1/|Q′i|
∫
Q′i
|f − PQ(f)| . 2
d+1ω(ℓ);
3.
∑
|Q′i| < 1/2ω(ℓ)
∫
Q
|f − PQ(f)| ≤ |Q|/2.
Now, we apply the above construction to the function |f − PQ′i(f)| for every
cube Q′ from the family Q′i and A = 2ω(ℓ
′). On the second step we obtain a
family Q′′i of subcubes of Q
′ with the following properties:
1. |f − PQ′i(f)| ≤ 2ω(ℓ
′) a.e. on Q′ \ ∪Q′′i ;
2. |PQ′′i (f)− PQ′(f)| = |PQ′′i (f − PQ′(f))|
. 1/|Q′′i |
∫
Q′′i
|f − PQ′(f)| . 2
d+1ω(ℓ′);
3.
∑
|Q′′i | < 1/2ω(ℓ
′)
∫
Q′
|f − PQ′i(f)| ≤ |Q
′|/2.
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Summing in item 3 with respect to all cubes of the family Q′i, we obtain∑
|Q′′| ≤
∑
|Q′|/2 ≤ |Q|/4|.
Also, we have
|f − PQ(f)| ≤ |f − PQ′i(f)|+ |PQ′′i (f)− PQ′(f)|
≤ 2ω(ℓ′) + 2d+1ω(ℓ) ≤ 2d+1(ω(ℓ′) + ω(ℓ)) a.e. on ∪Q′ \ ∪Q′′.
Iterating, we obtain families of imbedded cubes {Qkj}, k = 0, ..n, such that
every cube Qkik is imbedded in an appropriate cube Q
k−1
ik−1
and
∑
i
|Qki | <
|Q|
2k
. (10)
Also, we have
|f − PQ(f)| ≤ 2
d
n−1∑
k=1
ω(ℓ(Qkjk)) a.e. on ∪Q
n−1 \ ∪Qn (11)
for a sequence of imbedded cubes Q ⊃ Q′j1 ⊃ .. ⊃ Q
n−1
in−1
.
Let n tend to ∞ in the sum in (11), then by (10) we have
∞∑
k=1
ω(ℓ(Qkjk)) .
∞∑
k=1
ω
(
ℓ
2k/d
)
≈
∫ ∞
1
ω(ℓ/u1/d)
du
u
≈
∫ ℓ
0
ω(t)
du
u
. ω(ℓ)
since ω(t)
tn−α
is almaost increasing.
Thus, supQ |f −PQ(f)| . ω(ℓ) a.e. on Q with constant independent of Q
and the proof is finished. 
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2.5. Extension lemma
To construct an extension, we first define a C∞-smooth partition of unity
{ψQ}Q∈W ′ associated with the Whitney covering W
′ of D′. This means that
each bump function satisfies following conditions: ψQ is C
∞-smooth, χ4/5Q ≤
ψQ ≤ χ5/4Q, Q ∈ W
′ and
∑
Q∈W ′ ψQ = χD′.
Given a Whitney cube Q ∈ W ′, define a Whitney cube Q˜ ∈ W, called
reflective to Q, if it is a maximal cube such that dist(Q, Q˜) ≤ 2dist(Q, ∂D).
Let PQ˜ be a polynomial of near best approximation of f in Q˜.
Define an extension of f by
f˜ = fχD +
∑
Q∈W ′, ℓ(Q)≤R
ψQPQ˜. (12)
We are ready to formulate an Extension lemma.
Proposition 3. Given f ∈ Cintω (D), then the function f˜ , defined by (12),
satisfies following properties:
1). f˜ has a compact support;
2). f˜ is C∞- smooth in D′ = Rd\clos(D);
3). f˜ ∈ L∞(Rd, dx) ∩ Cω(R
d) and
‖f˜‖ω,Rd . ‖f‖
int
ω,D + ‖f‖L∞(D,dx)
Proof. The properties 1) and 2) are obvious. To prove 3), we have to
estimate supremum in (3) with D = Rd.
First, we consider only small cubes Q in Rd such that 2Q ∩ ∂D 6= ∅.
To define exactly the value of smallness, we need in a result, which is is
essentially [3, Lemma 5.2], and which is proved for a wider class of domains.
Lemma 6. Let D be a Lipschitz domain and f ∈ L1(D, dx). There exist
three positive constants C, c, r0, depending only on the Lipschitz constants of
D, such that if Q is a cube in Rd with ℓ(Q) < r0 and such that 2Q∩∂D 6= ∅,
then ∫
Q
|f˜ − P˜Q|dx ≤ C
∑
S⊂cQ, S∈W
∫
S′
|f − fS′|dx,
where P˜Q is a appropriate polynomial in Pn and S
′ = 9/8S for each cube S.
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We choose a parameter r0 < R such that the cube cQ lies in a certain
R-window and conditions of lemma above and Definition 2 hold.
For any Whitney cube S ∈ W, we have that 2S ′ ⊂ D; hence,
I =
∫
Q
|f˜ − P˜Q|dx ≤ C‖f‖
int
ω,D
∑
S⊂cQ, S∈W
ω(ℓ(S))ℓ(S)d.
Now, we estimate the number of cubes of the same size in the sum.
Property 7 from Definition 3 guarantees that, for any Whitney cube S ⊂ cQ,
there exists a vertical line (defined by axis xd) intersected with finitely many
of Whitney cubes of the size ℓ(S). This number is estimated from above by
a constant C depending on the Lipschitz constant of the Lipschitz domain
D. Thus, we may estimate the number ♯(S) of all cubes of the size ℓ(S)
intersected with cQ by
♯(S) .
(
ℓ(cQ)
ℓ(S)
)d−1
.
Let s be an integer such that 2s = ℓ(S) and let n be an integer such that
2n ≤ ℓ(cQ) < 2n+1. Then
♯(S) .
(
2n
2s
)d−1
with a constant independent of Q. So, we have
I .
n∑
s=−∞
(
2n
2s
)d−1
ω(2s)(2s)d‖f‖intω,D
= (2n)d−1
n∑
s=−∞
2sω(2s)‖f‖intω,D .
. (2n)dω(2n)‖f‖intω,D
≈ |Q|ω(ℓ(Q))‖f‖intω,D,
and we are done for small cubes near the boundary.
To deal with large cubes Q, ℓ(Q) > r0, we will prove that f˜ ∈ L
1(Rd, dx).
This gives us the required estimate for the large cubes:
I =
1
|Q|
∫
Q
|f˜ |dx ≤
1
rd0
‖f˜‖L1(Rd,dx) . ω(ℓ(Q)).
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To prove that f˜ ∈ L1(Rd, dx), we first choose a finite family E = {Qk}
N0
k=1
of cubes Qk with ℓ(Qk) ≈ r0 such that
∂D ⊂ ∪N0k=1Qk.
Proposition 2 implies that f˜ ∈ L1(E ∪D, dx).
Further, the function f˜ is C∞-smooth in D′, and the set suppf˜\(D∪E) is
compact. Therefore, we have f˜ ∈ L1(Rd, dx), that is claimed for large cubes.
On the other hand, C∞-smoothness in D′ implies the required estimate
(3) for small cubes in D′ which are far from the boundary. Extension lemma
is proved. 
3. Proof of T(P) theorem
3.1. Sufficiency condition.
Recall that D ⊂ Rd is a Lipschitz domain and let χD be the characteristic
function of D. Let TD be a truncated Caldero´n-Zygmund operator. Fix
f ∈ Cω(D). Let us check that TDf ∈ Cω(D). Given a cube Q with size length
ℓ, we claim that
I =
1
|Q|
∫
Q
|Tf − SQ|dx . ω(ℓ)‖f‖ (13)
with an appropriate polynomial SQ and ‖f‖ = ‖f‖ω,D+‖f‖L∞(D). By Propo-
sition 3, we may consider only cubes Q such that 2Q ⊂ D. We start with a
modification of a construction from the proof of in [4, Theorem 1.5] (see also
[9]). Let Q be a cube such that Q∩D 6= ∅. Taking into account a polynomial
PQ of near best approximation for the function f in a cube Q, we put
f1 = PQχD,
f2 = (f − PQ)χ2Q,
f3 = (f − PQ)χD\2Q.
Observe that f = f1 + f2 + f3.
Lemma 7. There exists a constant C > 0 depending on f such that, for the
functions fk with k = 2, 3, one has
1
|Q|
∫
Q
|Tfk − Pk,Q|dx ≤ Cω(ℓ)‖f‖,
with appropriate polynomials Pk,Q.
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For k = 2, we choose P2,Q = 0. By Ho¨lder inequality we have
I2 =
1
|Q|
∫
Q
|TDf2|dx <
(
1
|Q|
∫
Q
|TDf2|
2dx
)1/2
.
Then by boundedness of a smooth convolution Caldero´n-Zygmund operator
in L2 we obtain
I2 .
(
1
|Q|
∫
2Q
|f2|
2dx
)1/2
=
(
1
|Q|
∫
2Q
|f − PQ|
2dx
)1/2
.
(
1
|Q|
∫
2Q
|f − P2Q|
2dx
)1/2
+
(
1
|Q|
∫
2Q
|PQ − P2Q|
2dx
)1/2
.
It remains to see that by Proposition 2 (inverse Ho¨lder inequality) the first
summand is estimated as. ω(ℓ),while the second one is estimated by Lemma
3. So, we are done for k = 2.
Taking care of third term is not so easy. To estimate oscillation
I3 =
1
|Q|
∫
Q
|TDf3 − P3,Q|dx,
we choose an appropriate polynomial P3,Q. To define P3,Q let us take an image
of the f3 under action of a special integral operator with a polynomial kernel.
For this consider the n-Taylor polynomial of the kernel K(x) = Ω(x)
|x|d
of the
operator T around a point x0 6= 0, which is a center of Q
T K(x0, x− x0) = K(x0) + 〈∇K(x0), x− x0〉+ ... + 〈∇
nK(x0), x− x0〉.
We denote by 〈∇jK(x0), x − x0〉 the j-differential form of K in x0. The
polynomial P3,Q equals to the convolution with the function TK(x0, x− x0)
in first variable:
P3,Q(x) =
∫
T K(u− x0, x− x0)f(u)du.
A smooth (of class Cn+1) kernel K satisfies an estimate
|∇jK(x0)| .
1
|x0|d+j
, j = 0, ...n+ 1, x0 6= 0.
17
For the remainder in the Taylor formula when u ∈ Rd\2Q and x, x0 ∈ Q one
has
|K(u− x0)− T K(u− x0, x− x0)|
. sup
|t−x0|<|x−x0|
|∇n+1K(u− t)||x− x0|
n+1
.
|x− x0|
n+1
|u− t|n+1+d
,
with the constants not depending on u, x, x0, Q. Substituting this to estimate
I3 we have
I3 .
C
|Q|
∫
Q
dx
∫
D\2Q
|x− x0|
n+1
|u− t|n+1+d
|f − PQ|(u)du
. ℓn+1
∫
D\2Q
|f − PQ|(u)
|u− t|n+1+d
du.
Now, replace f by its extension f˜ according to Lemma 5 and note that
PQ = PQf˜ for Q ⊂ D. We conclude that
I3 . ℓ
n+1
∫
Rd\2Q
|f˜ − PQ|(u)
|u− t|n+1+d
du.
Put Qk = (2
kQ\2k−1Q) and split the above integral
I3 . ℓ
n+1
∞∑
k=1
1
(ℓ2k)n+1+d
∫
Qk
|f˜ − PQ|(u)du.
Applying the telescopic summation method, we have
I3 . ℓ
∞∑
k=1
1
(ℓ2k)d+1
(∫
Qk
|f˜ − P2kQ|(u)du+
k=1∑
s=0
∫
Qk
|P2sQ − P2s+1Q|
)
,
where we denoted PQ = PQf˜ in each inner sum. Applying (6), we have
I3 .
∞∑
k=1
1
(2k)n+1
k∑
s=0
(2k−s)nω(2sℓ)‖f‖ω
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≈
∞∑
k=1
1
2k
k∑
s=0
1
2sn
ω(2sℓ)‖f‖ω.
Changing the order of summing continue
I3 .
∞∑
s=1
1
2s(n+1)
ω(2sℓ)‖f‖ω
.
∫ ∞
1
ω(tℓ)
tn+2
dt‖f‖ω.
Put a change of variable, take into account that the function ω(t)
tn+ε
is almost
decreasing for some ε > 0 we have
I3 . ω(ℓ)‖f‖ω,
and we are done.
In fact, we have proved that (13) is equivalent to inequality
1
|Q|
∫
Q
|TDf1 − P1,Q|dx =
1
|Q|
∫
Q
|TDPQ − P1,Q|dx . ‖f‖ω(ℓ) (14)
with an appropriate polynomials P1,Q and with a constant independent of Q.
Define a function
ξ(r) = 1 +
∫ 1
r
ω(t)dt
tn+1
,
where n is a type of ω.
Lemma 8. Given f ∈ Cω(D) and a polynomial PQ of near best approxima-
tion of the extension f˜ in a cube Q ⊂ Rd, ℓ < 1, then
‖PQ‖L∞(D) . ‖f‖ξ(ℓ) (15)
with a constant independent of Q.
Proof. Proof is based on the following simple assertion:
Lemma 9. Under hypothesis of Lemma 8, let PQ and P2Q be the polynomials
of near best approximation of the extension f˜ in cubes Q and 2Q. Let
PQ(t) =
[s]∑
k=0
Ak,Q(t− t0)
k
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and
P2Q(t) =
[s]∑
k=0
Ak,2Q(t− t0)
k,
be the Taylor expansions around t0 ∈ Q, and where k = (k1, ..kd) is multiindex
of non negative integers, |k| = k1 + ..kd. Then one has
|Ak,2Q −Ak,Q| . ‖f‖ω(ℓ)ℓ
−|k|, |k| = 0, .., n (16)
Proof. By definition of the Zygmund space we have
‖PQ − P2Q‖L∞(Q) . ω(ℓ)‖f‖,
then by the Baernstein inequality for any derivative of order |k| ≤ n
‖∂kPQ − ∂
kP2Q‖L∞(Q) . ω(ℓ)ℓ
−|k|‖f‖,
and therefore,
|Ak,2Q − Ak,Q| . ω(ℓ)ℓ
−|k|‖f‖,
that is claimed. 
Proceed the proof of Lemma 8 by telescopic summation using (16). We
have
|Ak,Q| ≤
N−1∑
|i|=0
|Ak,2iQ −Ak,2i+1Q|+ |Ak,2NQ|,
where N is a minimal positive integer such that 2NQ ⊃ D. Since N ≈ 1
ℓ
,
calculations show that
|Ak,Q| ≤
1 + N−1∑
|i|=0
ω(2iℓ)(2iℓ)−|k|
 ‖f‖
.
(
1 +
∫ 1
ℓ
ω(t)dt
t|k|+1
)
‖f‖.
Since ω(t)
tn−α
is almost decreasing, then
|Ak,Q| .
(
1 +
∫ 1
ℓ
ω(t)dt
t|k|+1
)
‖f‖ . ‖f‖
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when |k| < n. Otherwise, when |k| = n then
|Ak,Q| .
(
1 +
∫ 1
ℓ
ω(t)dt
tn+1
)
‖f‖ ≈ ξ(ℓ)‖f‖
and the last inequality easily implies (15). The proof of Lemma 8 is finished.

We are ready to obtain the sufficiency condition of the T(P) theorem.
Indeed, since point (b) of Theorem 3 is fulfilled, then for every cubes Q,Q′ ⊂
D we have inequality
1
|Q′|
∫
Q′
|TDf1 − SQ′|dx =
1
|Q′|
∫
Q′
|TDPQ − SQ′|dx . ‖PQ‖
ω(ℓ′)
ξ(ℓ′)
(17)
with an appropriate polynomials SQ′ and with a constant independent of
Q′ and Q. Taking into account that ‖PQ‖ . ‖PQ‖L∞(D) with a constant
independent of Q, we easily obtain from Lemma 8 that (17) implies (14),
and we are done.
3.2. Necessity condition.
Since Pn(D) ⊂ Cω(D), then we obtained necessity provided ε > 0 in
condition (1) of almost decreasing ω(t)
tn+ε
. In this case ξ(ℓ) is bounded and we
proved a standard symmetric T(P) theorem.
In order to prove necessity when one can take exactly ε = 0, we will
find a function ϕ(x) and a polynomial PQ with extremal properties. Take
x = (x1, .., xd) = (x1, x
′) ∈ Rd and non negative multiindex k = (k1, .., kd) =
(k1, k
′) ∈ Zd. We suppose that |k| = k1+ ..+ kd = k1+ |k
′| = n, also we may
assume that k1 6= 0. We put
ϕ(x) = ϕk(x) = x
kξ(|x1|) = x
k1
1 ..x
kd
d ξ(|x1|),
in the unit cube Q0 centred at 0 and extended as C
∞-smooth with compact
support in Rd \ 0.
Lemma 10. Let ϕ(x) is given above, then
1. ϕ(x) ∈ Cω(R
d),
2. For polynomial PQ of near best approximation of ϕ(x) in Q, ℓ < 1 with
a centre in 0, there is an estimate ‖PQ‖L∞(Q0) & ξ(ℓ) with constant
independent of Q.
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Proof. First, we prove that ϕ ∈ Cω(R
d). Observe that the function ϕ(x)
is C∞-smooth when x 6= 0. We take a polynomial pQ = x
kξ(ℓ) and will
estimate S = 1
|Q|
∫
Q
|ϕ − pQ|dx for Q centred in 0. We may assume that
x1 > 0, otherwise if x1 < 0 then we change a variable t = −x1 with the same
proof. Let us denote Q = (−ℓ, ℓ)×Q′, where a cube Q′ ⊂ Rd−1.
S =
1
|Q|
∫
Q
|xk|(ξ(x1)− ξ(ℓ))dx
= 2
1
|Q|
∫
Q′
|(x′)k
′
|dx′
∫
0<x1<ℓ
xk11 (ξ(x1)− ξ(ℓ))dx1
= Ck′ℓ
n−k1−1
∫
0<x1<ℓ
xk11 dx1
(∫ 1
x1
ω(u)
un+1
du−
∫ 1
ℓ
ω(u)
un+1
du
)
= Ck′ℓ
n−k1−1
∫
0<x1<ℓ
xk11 dx1
∫ ℓ
x1
ω(u)
un+1
du
(by changing the order of integration)
= Ck′ℓ
n−k1−1
∫
0<u<ℓ
ω(u)
un+1
du
∫ u
0
xk11 dx1
= Ckℓ
n−k1−1
∫
0<u<ℓ
ω(u)
un−k1
du
. ℓn−k1−1
ω(ℓ)
ℓn−k1−1
≈ ω(ℓ),
since ω(u)
un−k1
is almost increasing when k1 > 0. So, we proved item 1.
In order to prove item 2, note that the polynomial pQ satisfies an inequal-
ity ‖pQ‖L∞(Q0) & ξ(ℓ). Also, if PQ is a polynomial of near best approximation
of ϕ(x) in Q, then by triangle inequality supQ |PQ − pQ| . ω(ℓ). Consider a
positive integer N such that 2NQ ⊃ Q0. By Lemma 3 we have
sup
Q0
|PQ − pQ| .
ω(ℓ)
ℓn
.
Since ω(t)
tn
is almost decreasing ( ε = 0), we have∫ 1
ℓ
ω(t)dt
tn+1
&
ω(ℓ)
ℓn
∫ 1
ℓ
dt
t
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=
ω(ℓ)
ℓn
log
1
ℓ
.
This means that ω(ℓ)
ℓn
= o(ξ(ℓ)), hence the polynomial PQ of near best
approximation satisfies the same estimate ‖PQ‖L∞(Q0) & ξ(ℓ), and we are
done. 
Now, we are ready to finish the proof of necessity. Define the family
of functions {ϕτ(t) = ϕ(t − τ), τ ∈ D}. In a Lipschitz domain D all the
functions ϕτχD has the properties similar to ϕ. That is to say, ϕτχD ∈ Cω(D),
and norms in Cω(D) are uniformly bounded in τ ∈ D by a constant depending
only on the Lipschitz constant of the boundary of D. We can choose the
polynomials of near best approximation in the form Pτ,Q(x) = (x − τ)
kξ(ℓ),
so that
‖Pτ,Q‖L∞(D) & ξ(ℓ) (18)
for small cubes Q centred at τ , with ℓ < dist(τ, ∂D) and with constant
independent of Q and τ .
We substutute f = ϕτ in (14), which implies that there exists a polyno-
mial Sτ,Q ∈ Pn such that
1
|Q|
∫
Q
|TPτ,QχD − Sτ,Q|dx . ω(ℓ)‖ϕτ‖.
Reducing, we obtain
ξ(ℓ)
1
|Q|
∫
Q
|T (x− τ)kχD − Rk,τ,Q|dx . ω(ℓ)‖ϕτ‖
for every τ ∈ D, |k| = n and a certain polynomial Rk,τ,Q = Sk,τ,Q/ξ(ℓ).
Rewrite the last inequality in the following form
1
|Q|
∫
Q
|T (x− τ)kχD − Rk,τ,Q|dx .
ω(ℓ)
ξ(ℓ)
≈ ω˜(ℓ).
For the finite dimensional space Pn(D) of polynomials we can find a finite
basis consisting of polynomials of type (x− τ)k. Therefore, it easily implies
that TD is a bounded operator from Pn(D) into the space Cω˜(D). The proof
of Theorem 3 is finished.
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