Abstract-The capacity of a multi-hop wireless network is the traffic payload that it can transport. This is a prominent quality of service issue, particularly in the highly constrained settings of 802.11 wireless mesh network. In this paper, we consider two complementary definitions of the capacity. A network-wise capacity is defined as the sum of the upload traffic, and a flowwise capacity highlighting the unfairness among traffic flows. We study the behavior of these capacities face to several parameters: routing protocols, number and location of gateways bridging the network to the Internet, and the physical network topology. Thorough simulations highlight the insensitivity of the capacity face to these parameters while it is directly related to the congestion around the gateway. Furthermore, we show that if the number of gateways increases, the capacity tends to a maximum boundary.
I. INTRODUCTION
Wireless mesh networks (WMNs) are proliferating as access network infrastructure [1] for broadband mobile services. In this paper, we consider a wireless mesh network based on collaboration between access points (a.k.a. routers) and organized in a twofold architecture as depicted in Fig. 1 . The access points are equipped with a routing functionality and communicate together through radio links, forming a wireless backhaul infrastructure. Their role is, on the one hand, to collect the traffic generated by -potentially mobileclients and, on the other hand, to forward these traffic through multi-hop communications toward some dedicated routers, called gateways, that bridge the backhauling network to the Internet.
Since the architecture is twofold, one can distinguish two domains of communications: one between clients and access points and another one among the routers of the access points. We assume that these two domains of communications do not interfere together because they independent radio channels. We focus in this paper on the performances of the backhauling infrastructure formed by the network of routers. The traffic considered in the backhauling infrastructure is the aggregated traffic of the clients collected at the access points. Each router of the network has hence to forward a given demand toward the gateways. The performance of the network is then evaluated with respect to the quality of service that it is possible to provide to these traffic flows. In the generic settings of wireless networks, many paper of the literature have pointed out a critical behavior of the capacity [2] - [6] . The capacity of a network is therefore a key issue of quality of service which is necessary to optimize. In this work, we aim at identifying the determining elements and insensible properties of the capacity of WMNs.
We consider two complementary definitions of the capacity. A first one, denoted network-wise capacity, is a measurement of the behavior of the whole network. It is defined as the sum of the traffics that have reached the gateways to the Internet. A second one, denoted flow-wise capacity, measures the capacity of each flow, that is the quantity of bandwidth allocated to the traffic collected by each router. To combine these two notions of capacity allows to highlight the unfairness among flows in network, which is a user-oriented point-of-view, within an operator-oriented look at the average behavior of the infrastructure.
Thorough simulations illustrate the behavior of these capacity notions face to several parameters. We show that the network-wise capacity as well as the flow-wise capacity are roughly insensitive to the choice of routing protocols and the placement of gateways in the network. We also show that the regularity of the network topology has little impact.
On the other hand, it is obvious that the addition of gateways improves the performances of the network in terms of capacity, latency, bandwidth allocated to each node... Nevertheless, we show that there is an upper bound under which the capacity keeps when the density of gateways in the network increases.The question of the impact of fairness on network performance is also addressed.
This article is organized as follows. A state of the art is presented in section II where we review the basic research that studied the radio network-wise capacity. Section III is dedicated to describing the methodology of our work, the assumptions made, and the radio model and routing protocols that we have used. Section IV is devoted to the study of scenarios and analysis results. The last section concludes our work and presents the prospects and directions for the continuation of these researches.
II. STATE OF THE ART
The capacity of a wireless mesh network is one of the most important criteria of quality of service. This metric is directly linked to the available bandwidth to each user of the network, or to the whole network.
Several notions of capacity have been defined in the literature. In [7] , the capacity represents the quantity of flow that can be fairly split to the users. In [2] , [3] , [6] , the capacity is defined as the maximum bandwidth that can be allocated to each user. The study of the capacity may have different objectives. For an operator, the objective is to increase the number of served users while ensuring a better quality of service. For the user, improving the capacity is to obtain more bandwidth to increase his end-to-end flow.
The capacity of networks radio became a subject which interests a important number of research works. Several works focused on dedicated radio network topologies [2] , confirmed by other studies [4] , [5] , underline the highly sensitive behavior of the radio capacity. They showed that the capacity of a node in an ad-hoc wireless network decreases with 1 √ n when the network cardinality, n, increases. Unlike ad-hoc networks, wireless mesh networks are static and have bottlenecks located around the gateways. Therefore, the available capacity allocated to each node is reduced by a factor of 1 n [3] . This result is found and extended in [8] , which evaluates the difference of capacity provided by an ad-hoc network or an hybrid network, using linear programming models.
The capacity of a multi-hop mesh network is greater than the capacity of a single-hop. This is made possible by allowing spatial reuse, i.e., the activation of more than one link at a time [9] . Moreover, even with an optimal scheduling of calls, the network-wise capacity remains limited due to a bottleneck around the access point (gateway) [9] , [10] .
From these results, the researchers have focused their works on the study and optimization of the capacity. These works are based generally on optimization approaches, and heuristics. The optimization models, mainly using linear programming, have for objective to determine theoretical bounds to the capacity. In [10] , [11] , a linear programming models of wireless mesh networks have been developed in order to compute a joint optimal resource allocation and routing. One of their main results is the identification of a critical area, located around the gateways, and characterized by an heavy congestion. A direct consequence on the gateways location optimization is a constraint on the distance separating the gateways that is enough to satisfy to provide the maximum capacity, while the routing outside the critical areas has little influence.
III. CAPACITY EVALUATION METHODOLOGY
In all simulations, we consider a wireless mesh network using a single radio channel shared among all routers. These routers are assumed to be static.
The upload traffic in the network is uniformly distributed among the routers. We assume that the network operates in a saturated regime: each router periodically sends a given quantity of traffic which presents the aggregate traffic of its clients. This traffic is routed to gateways through multi-hop paths computed by the different routing protocols that are described in the following.
We assume that the communications in the infrastructure do not interfere with any other communication. We also assume that the interfaces connecting the gateways to the Internet have infinite capacity. Our study hence focuses on the behavior of the backhaul network.
The MAC layer used is a CSMA / CA with the classical Request to Send (RTS) / Clear to Send (CTS) mechanism [12] .
We study two kinds of topologies. On the one hand, most measurements are achieved on grid shaped topologies while, on the other hand, the role played by the regularity of these topologies on the performances is evaluated using topologies generated by a 2D-Poisson process.
A. Radio Model
In a wireless network, a radio link depends on several parameters. It mainly depends on the relative locations of the transmitter and the receiver. It also depends on other parameters of the physical layer such as modulation, shadowing, path loss, fading and interferences [13] .
To have more realistic scenarios, a physical layer taking into account the phenomenon of attenuation in free space and interference is simulated. When a node E transmits a signal with a transmission power Pt, the signal power at the reception is of the form Pt * L(d ij ), where d ij is the euclidean distance between the transmitter and receiver and L(.) is the attenuation function, or path-loss.
The interference model that is implemented takes into account the perturbations caused by the transmissions of all other nodes in the network. With all these parameters, it asseses if a packet is correctly received. A signal sent by a node E can be received at a receiver R if and only if the SIN R (Signal to Interference and Noise Ratio) at the receiver is upper a threshold θ. This model is defined as follows:
where W ∈ R + represents the thermal noise at the receiver and I(R) is the sum of the signals received from competing communication.
B. Routing protocols
We consider four routing protocols in order to route the upload traffic from the routers to the gateways.
1) Shortest path routing:
This routing protocol is based on the Dijkstra algorithm [14] . The goal is to find the shortest path in terms of hops between source and destination. The global knowledge of the whole topology is necessary and obtained using periodic control packets.
2) Geographic routing protocol: This routing protocol is based on the knowledge of geographic position for each node using GPS-like positioning. The main idea is to compare, at each hop, the euclidean distance between all neighbors and the destination, and choose to forward the packet to the closest neighbor [15] .
3) Random routing protocol: This routing is based on a random walk. It means that at each hop, the packet is forwarded to a randomly chosen neighbor. This protocol does not require the knowledge of the whole network, but only the neighborhood of each router using hello packets.
Two strategies are used to improve the behavior of this protocol: i) the packet is sent to the destination if it is a neighbor and ii) a packet is never routed to a node which has no other neighbor.
4) Static routing protocol:
With this routing protocol, all the paths between source node and destination are manually entered. This protocol does not require the use of control packets.
C. Performance evaluation criteria 1) Network capacity:
In our work, the network-wise capacity is the quantity of traffic sent by all nodes (N) and forwarded to the Internet through the gateways (K) during the simulation period. It is a view of the global bandwidth of the network shared among all nodes.
This metric represents the maximum quantity of traffic that the network can transmit to the Internet. A better network-wise capacity is necessary for providing a better quality of service to a larger number of users. This metric is calculated as follows.
Simulation_time This metric does not illustrate the unfairness problem in the network. A more detailed view is necessary for taking into account the bandwidth allocated to each flow.
2) Flow capacity: It is defined by the sum of traffics sent by a router and received by the gateway during the observation period. This metric illustrates the bandwidth consumed by each router in the network. Thus, it allows to study the problem of unfairness in the distribution of bandwidth amonog the flows. This is a key point of the quality of service. In fact, an operator must ensure a bandwidth acceptable for each node in the network. This metric is calculated as follows.
These two metrics are complementary because the first gives a global vision of the network while the secons gives a detailed view.
All the following results are obtained through intensive simulations using the WSNet simulator [16] and a confidence interval of 95% is guaranteed.
D. Clustering algorithm
To study the impact of the increase of the gateways density towards the capacity of mesh networks, we considered two scenarios.
In the first one, presented in the Fig 2(a) , the network is divided into N clusters. Each cluster contains a gateway. Subsequently, each node sends its traffic to the closest gateway. The second scenario, presented in 2(b), is similar to the first but in this case, each node chosen randomly and uniformly one of the gateways and sends its traffic.
The difference between these two scenarios is that in the first one, if a client wants to connect to the Internet, then his traffic is routed to the nearest gateway. This is in order to Candidates = Candidates\y ∪ Γ(y) 10: end while 11: end while 12: while (H = ∅) do 13: Choose C ∈ H
14:
B=Barycenter(C) 15: Gateway(C) = closest_node(B) 16: H = H\{C} 17: end while reduce the number of hops (to the gateway), reduce the load on the links, reduce the impact of the collision domain, and thus to increase the throughput of each node [3] . But if a user wants to access a service not provided by the nearest gateway, or if it is busy or does not work, then his traffic must be routed to the appropriate gateway.
The construction of the clusters and the placement of each gateway in a cluster, are calculated by the algorithm 1. The objective is to group nodes in order to construct clusters with small diameter. Each cluster has almost the same cardinality. To do this, a node is selected then it combines its successive neighborhoods to get the cardinality desired (line 1-9). Then, in each cluster, the node closest to the barycenter is selected to be a gateway (line 10-14).
IV. RESULTS AND ANALYSIS
We measure the evolution of network-wise capacity and flow-wise capacity face several parameters : routing protocols, network size, number and placement of gateways.
A. The routing independence
The independence of routing is highlighted by comparing the capacity obtained by the shortest paths routing, geographic routing, and the two types of random routing (classical and optimized) detailed in Part III-B. Figures 3 and 4 show the evolution of network-wise capacity with network size in the case of grid topology and random topology, while Figures 5  and 6 show the flow-wise capacity.
We will see that there is no routing that provides a capacity significantly better than the others, only the random walk not optimized is less efficient. For both types of topologies, the capacity evolves with the same way. We can note that the average capacity offered to nodes decreases more than 1 n . This is due to the increase of collisions and interference where the network cardinality increases. Adding to all these factors, the presence of an important congestion around the gateway (bottleneck), the flow-wise capacity and the networkwise capacity decrease independently from routing protocols. In fact, when the network size increases, each node will have more neighbors in one and two hops. Thus, the access to the medium becomes increasingly difficult and the interference increases, especially around the gateway.
B. Placement of gateways
The small influence of the gateway placement is illustrated exhaustively on a 7x7 grid. Figure 7 illustrates the networkwise capacity obtained according to the location of the gateway. We find a classical result of axial symmetry of the grid because all the placements which are situated at the same distance of the grid center have the same capacity. We see that capacity increases slowly from the center to the board where the maximum capacity is reached. Indeed, the nodes that are situated at the center of the grid are characterized by a strong constraint caused by the congestion, interference and collision around these nodes, while nodes in the grid border have a more limited interference. 
C. The impact of the gateway density
The impact of the gateway density in the network must be studied taking into account previous measurements. We study here two types of traffic : the first is sent to the nearest gateway (the barycenter of its cluster), the other is to gateway chosen randomly (III-D). Figure 8 shows the variation of network-wise capacity depending on the gateway density on a 12x12 grid. In the case of routing to the nearest gateway, the contribution of additional gateway is significant when their density is low, then it tends toward a threshold. The linear growth of the capacity is because the placement of the gateways does not matter as long as they are sufficiently spaced from each other gateway. When the interference zone of the gateways have a contact, then it becomes useless to add another.
In the case of random gateway choice, network-wise capacity increases linearly with gateway density. Here, the distance (hops number) between a node and the gateway is more important which increases the collisions and interference on the multi-hops path. We tends towards an asymptotic behavior where the variation of network-wise capacity when a transition from N to (N +1) gateway results mainly of the traffic delivered directly to the Internet by the last added gateway. 
D. Independence of the topology
The independence of the topology is illustrated by figure 9 where we show that the capacity of a random topology evolves similarly to that the grid for routing to the nearest gateway and to a random destination. We can see also this independence of topology by analyzing the figures presented in IV-A, where we found the same results for the grid topology and random topologies.
In this context, a result shows that under certain assumptions, a random network is a finite distance from a grid of equal density [17] .
E. Equity problem
Several studies [18] , [19] have highlighted some issues of equity in access to the radio medium that could occur with the use of 802.11. The existence of this problem is confirmed by Figure 10 which shows the evolution of the average flow-wise capacity by level 1 . We see an inequality in the sharing of network bandwidth. Only the first nodes (especially the first) uses a large share of bandwidth, while very few packets of their successors reach the gateway. Most works on the network-wise capacity does not take into account this problem [3] - [6] , [8] . However,the unfairness problem has a big influence on network performance, in particular on the bandwidth allocated to each user. Also a mechanism, ensuring fairness in the radio network, risks to be very expensive in terms of traffic control and signaling, because it requires synchronization and a regulation of bandwidth consumption.
The question arises whether our results are strengthened or limited in the presence of a mechanism of equity.
V. CONCLUSION
In this work, we present results of simulations to isolate the determining elements of the capacity of wireless mesh network. We highlight some insensible properties of the capacity. We show that the regularity of the topology, the placement of gateways and the routing protocols have a limited impact on the network-wise and flow-wise capacity. These capacities are bounded to the bottlenecks around gateways. We show that the capacity tends toward a maximal value, when the number of gateways in the network increases. These results can be useful, in particular, during the designing of a wireless mesh network. Furthermore, these results moves us to optimize finely the behavior of the network in zones centered around the gateway.
