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Abstract—In biological sciences, the deciphering of a three di-
mensional structure of a protein sequence is considered to be an
important and challenging task. The identification of protein folds
from primary protein sequences is an intermediate step in discov-
ering the three dimensional structure of a protein. This can be done
by utilizing feature extraction technique to accurately extract all
the relevant information followed by employing a suitable classifier
to label an unknown protein. In the past, several feature extrac-
tion techniques have been developed but with limited recognition
accuracy only. In this study, we have developed a feature extrac-
tion technique based on tri-grams computed directly from Position
Specific Scoring Matrices. The effectiveness of the feature extrac-
tion technique has been shown on two benchmark datasets. The
proposed technique exhibits up to 4.4% improvement in protein
fold recognition accuracy compared to the state-of-the-art feature
extraction techniques.
Index Terms—Feature extraction technique, position specific
scoring matrix (PSSM), protein fold recognition, support vector
machine (SVM), tri-gram.
I. INTRODUCTION
P ROTEIN fold recognition is an important and challengingtask in biological science, biomedicine, bioinformatics
and drug design. The identification of a three dimensional
structure of a protein sequence provides objective information
about the characterization of a protein. This would assist in un-
derstanding protein heterogeneity, protein-protein interactions
and protein-peptide interactions. Though it is possible to de-
termine the structure of a protein by crystallography methods,
it is usually a very slow and time consuming process. The
copiousness of protein data in this era requires the advance-
ments of computational ways to decipher protein structure in a
reasonable amount of time.
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The prime objective of protein fold recognition is to find
the fold of a protein sequence. Assigning of protein fold to
a protein sequence is a transitional stage in the recognition
of three dimensional structure of a protein. The protein fold
recognition broadly covers feature extraction task and classi-
fication task. For the former task, several feature extraction
techniques have been developed. Dubchak et al. have proposed
syntactical and physicochemical-based features for protein fold
recognition [1]. They used amino acids’ composition (AAC) as
syntactical-based features and 5 following attributes of amino
acids for deriving physicochemical-based features namely, hy-
drophobicity (H), predicted secondary structure based on nor-
malized frequency of á-helix (X), polarity (P), polarizability
(Z), and van der Waals volume (V). They used three descrip-
tors (composition, transition and distribution) to compute the
features. The AAC features comprise of 20 features and physic-
ochemical-based features comprise of 105 features (21 features
for each of the attributes used). The features proposed by [1]
have been widely used in the field of protein fold recognition
[2]–[11]. Apart from the above mentioned 5 attributes used by
[1], features also extracted by incorporating other attributes of
the amino acids; and if the number of features is large then top
few can be selected [12], [13]. Some of the other attributes used
are: solvent accessibility [14], flexibility [15], bulkiness [16],
first and second order entropy [17], and size of the side chain
of the amino acids [11]. These physicochemical attributes are
usually selected in an arbitrary way and recently a systematic
way of selecting physicochemical attributes was proposed by
[18]. Taguchi and Gromiha [19] proposed features which are
based on amino acids’ occurrence; Shamim et al. [20] have ex-
tracted features from the structural information of amino acid
residues and amino acid residue pairs; Ghanty and Pal, [21]
proposed pairwise frequencies of amino acids separated by one
residue (PF1) and pairwise frequencies of adjacent amino acid
residues (PF2). There are 400 features each in PF1 and PF2.
These pairwise frequency features (PF) are used as in the aug-
mented form in the study conducted by [22], thereby, having
800 features. Thus, the feature vector of PF has 800 features.
Chou [23] proposed pseudo-amino acid composition (A) based
features to effectively represent protein sequence. Dong et al.
[24] have shown autocross-covariance (ACC) transformation
for protein fold recognition. Shen and Chou [25], Kurgan et
al. [26] and Liu et al. [27] have shown autocorrelation fea-
tures for protein sequence, and Dehzangi et al. [28] derived fea-
1536-1241 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
PALIWAL et al.: A TRI-GRAM BASED FEATURE EXTRACTION TECHNIQUE 45
tures by considering more physicochemical properties. Sharma
et al. [29] have derived bi-gram features using evolutionary in-
formation (PSSM). It is also shown that by fusion of features
the recognition rates can be improved [30]–[33]. For the latter
task case, several classifiers have been developed or used in-
cluding linear discriminant analysis [34], [35], Bayesian classi-
fiers [2], Bayesian decision rule [36], k-nearest neighbor [25],
[37], Hidden Markov model [38], [39], artificial neural net-
work [40], [41], support vector machine (SVM) [6], [20], [21],
[42], [43], and ensemble classifiers [20], [33], [41], [44], [45].
Among these classifiers, SVM (or SVM-based for ensemble
strategy) classifier exhibits quite promising results [21], [26],
[27].
In order to decipher protein structure properly, the features
extracted from a protein sequence should have relevant informa-
tion for fold discrimination. This implies the necessity of care-
fully developing the feature extraction technique. Therefore, in
this paper we focus on developing feature extraction technique
to examine the recognition performance. Since SVM classifier
provides high recognition accuracy, we use SVM classifier to
compare the performance of our feature extraction technique
with other feature extraction techniques. Our proposed feature
extraction technique is based on the novel way of finding the
neighborhood information of amino acids in a protein sequence
via tri-grams.
Markowetz et al. [46] have shown the importance of using
tri-gram features for protein fold recognition. The tri-gram fea-
tures capture the neighborhood information of amino acids. Isik
et al. [47], and Ghanty and Pal [21] also used tri-gram features,
however, by reducing the dimensionality of the feature vectors.
The performance in terms of recognition accuracy was not very
promising for tri-gram features [21]. Since there are 20 amino
acids of interest, there will be combi-
nations of the amino acid triplets (or tri-grams), giving an 8000
dimensional feature vector for a given protein sequence. If we
use the frequency of each tri-gram occurring in the primary pro-
tein sequence for feature extraction, then this usually leads to a
feature vector consisting of mostly zeros. Therefore, in this pro-
cedure, there is a high possibility of losing out vital information
useful for protein fold recognition. This could be one of themain
reasons of tri-gram features exhibiting low recognition perfor-
mance [21].
It has been seen in the literature that by forming consensus se-
quence significantly improves the recognition performance of
protein fold recognition. The consensus sequence is obtained
by incorporating evolutionary information of amino acids from
position specific scoring matrix (PSSM) [48]. The consensus
sequence is derived from a protein sequence by replacing the
amino acid of a primary protein sequence with the amino acid
of the highest probability as dictated by PSSM. However, if
tri-gram features are extracted from the consensus sequence
instead, then the problem of having mostly zeros in a feature
vector still remains.
Instead of computing tri-gram features either from the pri-
mary protein sequence or the consensus sequence, we com-
pute in this paper tri-gram features directly from PSSM. This is
done by accumulating the probabilities of each of the tri-gram
using the probability information contained in PSSM. Since in
this procedure we are utilizing linear probabilities to compute
tri-gram features and all the combinations of tri-grams occur in
PSSM, we avoid having zeros in the feature vector. Therefore,
our procedure would retrieve more information useful for the
protein fold recognition. Note that we can interpret our proce-
dure of computing the tri-gram features from PSSM as the soft
procedure, while the procedure used in earlier studies (where
tri-gram features are computed by counting the occurrence of
individual amino acid triplets from the protein sequence) can
be considered as the hard procedure.
In experiment, we apply our procedure on two benchmarks
namely Taguchi and Gromiha (TG), [19] dataset and extended
Ding and Dubchak (EDD) [6] dataset. We performed -fold
cross-validation on the datasets and obtained very promising
recognition performance. On TG dataset we get protein fold
recognition accuracy of 72.5% and on EDD-dataset we get
86.2% using SVM classifier.
II. DATASET
In this study, two datasets TG and EDD are utilized. The TG
dataset extracted by [19] consists of 1612 proteins belonging
to 30 most populated folds from the SCOP 1.73. The sequence
similarity of protein of TG datasets is no more than 25%. We
extract the EDD dataset from the latest version of the SCOP
1.75 consisting of 3418 proteins belonging to 27 folds. These
27 folds were also being used in the original Ding and Dubchak
dataset. In the EDD dataset the protein sequences have sequence
similarity no more than 40%. For both the datasets, the major
structural classes are , , , and . The summary of
TG and EDD datasets are given in Tables I and II.
III. CLASSIFICATION TECHNIQUE
In this paper we used support vector machine (SVM) [49] as a
classifier. SVM is considered to be the state-of-the-art machine
learning and pattern classification algorithm. It has been exten-
sively applied in classification and regression tasks. SVM aims
to find maximum margin hyperplane (MMH) to minimize clas-
sification error. In SVM a function called the kernel K is used to
project the data from input space to a new feature space, and if
this projection is non-linear it allows non-linear decision bound-
aries [50].
To find a decision boundary between two classes, SVM at-
tempts to maximize the margin between the classes, and choose
linear separations in a feature space. The classification of some
known point in input space is which is defined to be either
or . If is a point in input space with unknown classifi-
cation then
(1)
where is the predicted class of point . The function K() is
the kernel; is the number of support vectors; are adjustable
weights and is a bias. In this study, the complexity parameter
is set to be 1000. We use LibSVM for training and testing
with the radial basis function (RBF) kernel [51]. The RBF kernel
function can be given by ,
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TABLE I
SUMMARY OF TAGUCHI AND GROMIHA DATASET.
where is gamma parameter. The gamma and parameters
are optimized using LibSVM. The data is not normalized before
processing to the SVM classifier.
IV. TRI-GRAM FEATURE EXTRACTION TECHNIQUE FOR
PROTEIN FOLD RECOGNITION
As mentioned earlier that if tri-gram features are extracted
from the primary protein sequence or the consensus sequence,
the problem of having mostly zeros in a tri-gram feature vector
still remains. Therefore, in this work, we do not use a protein se-
quence directly or a consensus sequence for computing tri-gram
features. Further, instead of using hard decision rule for com-
puting tri-gram features, we use soft decision rule for computing
the features.We use PSSM linear probabilities of a given protein
sequence to compute the probabilities of individual tri-grams to
form a tri-gram probability matrix . The matrix is a 3-di-
mensional matrix of size . The elements of this
matrix define a tri-gram feature vector of size 8000. To define
the elements of matrix , let us denote the matrix of PSSM
linear probabilities for the given protein. The matrix has
rows and 20 columns (where is the length of the protein se-
quence). Let be its element at th row and th columnwhich
can be interpreted as the relative probability of th amino acid
at the th location of the protein sequence , for
TABLE II
SUMMARY OF EXTENDED DING AND DUBCHAK DATASET
Then the element of matrix can be
computed as:
(2)
These 8000 elements of matrix define the tri-gram feature
vector that is used to represent the given protein for protein
fold recognition task. Since in the computation of tri-gram fea-
ture vector f all the information of PSSM probability has been
used and there is very low or no sparsity in the feature vector
(i.e., it has very low or no zero components), intuitively con-
tains more information useful for protein fold recognition task
than computing tri-gram directly from the protein sequence (or
from a consensus sequence by PSSM).
In order to illustrate the drawback of the conventional tri-
gram feature extraction method and to present the effectiveness
of our proposed feature extraction technique, we use a simple
toy example in this section. Let us assume that there be in total
only 3 amino acids namely , and that form any protein se-
quence. Let a protein sequence of interest be given as
of length and its PSSM be given as in Table III. Using the
probability information in PSSM, we can find out the consensus
sequence (where each amino acid is replaced by the one that has
the highest probability in PSSM) for this protein as .
The tri-gram features computed from the original protein se-
quence and the consensus sequence are
shown in Tables IV and V, respectively. It can be seen from
Table IV and Table V that out of 27 features only 3 have the
values as 1. The remaining combinations of features do not exist
in the protein sequence as well as in the consensus sequence and
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TABLE III
POSITION SPECIFIC SCORING MATRIX OF THE PROTEIN SEQUENCE
TABLE IV
TRI-GRAM FREQUENCIES FROM THE ORIGINAL PROTEIN SEQUENCE
TABLE V
TRI-GRAM FREQUENCIES FROM THE CONSENSUS SEQUENCE
TABLE VI
TRI-GRAM PROBABILITY MATRIX
therefore have the values as 0. On the other hand, the tri-gram
features computed from (1) is shown in Table VI. This gives
27 dimensional tri-gram feature vector which does not have
the sparsity as had in Tables IV and V. Intuitively, the feature
vector of Table VI has more information than the feature vector
of Tables IV and V. This is demonstrated through experimenta-
tion, described in the next section.
V. EXPERIMENTAL RESULTS
Experiments are conducted on two datasets (TG and EDD) to
demonstrate the effectiveness of the proposed feature extraction
technique. The results related to TG dataset and EDD dataset
are shown in Tables VII and VIII, respectively. For classifica-
tion, the SVM classifier is employed and the classification per-
formance is measured in terms of accuracy of the protein fold
recognition, where the accuracy is defined as the percentage of
correctly recognized proteins of the test set. In the experiments,
the -fold cross-validation 1 procedure is used to find the classi-
fication performance for different feature extraction techniques.
The values of k are taken to be 5, 6, 7, 8, 9, and 10. For the
SVM classifier, RBF kernel is used. The RBF kernel parameters,
gamma and , are optimized using LibSVM. The following fea-
ture sets are computed from the original protein sequences for
the experiment: PF1, PF2 [21], PF [22], Occurrence (O) [19],
AAC and [6]. We have used PSSM probabili-
ties to find the consensus sequence for each of the original pro-
tein sequence in both of the datasets. This is done by replacing
the amino acid of the original protein sequence by the amino
acid having the highest probability in PSSM. We also use the
above-mentioned feature extraction techniques (PF1, PF2, PF,
O, AAC and ) on the consensus sequences to
obtain the additional feature sets. In addition, ACC [24] and
Bigram [29] have also been used for feature extraction. In the
Tables VII and VIII the feature sets obtained from the consensus
sequence are denoted as , where is any
feature extraction technique. For our tri-gram feature extraction
technique, (1) has been employed to compute the features. Thus,
there are 17 types of feature sets shown in Tables VII and VIII
the first 8 are computed from the original protein sequences, the
next 7 are extracted from the consensus sequences and the last
two are extracted from the full PSSMs. These feature sets are
evaluated in terms of classification performance using -fold
cross-validation procedure and the results are shown in these
tables. The highest recognition accuracy of a particular -fold
cross-validation is indicated in bold face.
It can be seen from Tables VII and VIII that for the original
protein sequences and consensus sequences, PF is giving better
recognition accuracy then other feature extraction techniques.
The tri-gram feature set does not perform satisfactorily when
it is computed from the original protein sequences; however, its
performance improves and becomes comparable to other feature
sets when it is computed from the consensus sequences. Dong’s
feature set (ACC) exhibits quite promising results on both the
datasets. Bigram feature set [29] is also giving quite promising
results on both the datasets. For EDD dataset, the bigram fea-
tures reached to 84.5% recognition accuracy. The tri-gram fea-
ture (of this paper) gives the best recognition performance for
both the datasets. For TG dataset the proposed tri-gram feature
is giving between 71.4% and 72.5% recognition accuracy. For
EDD dataset the recognition accuracy is between 85.7% and
86.2%. The improvement in terms of recognition performance
is quite promising for the proposed feature extraction technique.
1For statistical stability we performed 100 times -fold cross-validation in
this paper.
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TABLE VII
RECOGNITION ACCURACY (IN PERCENTAGE) BY -FOLD CROSS VALIDATION PROCEDURE FOR VARIOUS FEATURE EXTRACTION TECHNIQUES USING SVM
CLASSIFIER ON TAGUCHI AND GROMIHA (TG) DATASET
TABLE VIII
RECOGNITION ACCURACY (IN PERCENTAGE) BY -FOLD CROSS VALIDATION PROCEDURE FOR VARIOUS FEATURE EXTRACTION TECHNIQUES USING SVM
CLASSIFIER ON EXTENDED DING AND DUBCHAK (EDD) DATASET
VI. CONCLUSION
The tri-gram feature extraction technique for protein fold
recognition is proposed in this paper. The proposed technique
utilizes PSSM linear probabilities to compute the features. This
featureextraction technique isstudiedon twobenchmarkdatasets
and its performance is compared with that of the other existing
feature extraction techniques. The results reported in terms of
recognition performance show the effectiveness of the proposed
technique. It is noted that the proposed technique exhibits up to
improvement in protein fold recognition accuracy
with respect to theother featureextraction techniques.
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