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1. Introduction
The subject of this paper is evolutionary differential equations with the property that the ini-
tial value problem admits a multitude of, generally weak, solutions along which a certain “energy”
functional grows or decays at different rates. The aim is to single out those solutions that maximize
the rate of energy decay (or minimize the rate of energy growth) and examine whether they ex-
hibit desirable features, such as uniqueness and stability, and/or are physically relevant, whenever the
differential equation governs some physical process.
Certain aspects of this issue have been investigated in the past, but the picture is still sketchy. The
aim of this work is to draw attention to such questions in the hope of stimulating further research
and discussion.
Gradient type systems, in which trajectories are enjoined to be tangential to the gradient of the
energy functional, constitute an obvious class of equations that induce energy decay at a maximal
rate along solutions. However, the goal here is to demonstrate, by means of examples with diverse
provenances, that maximally dissipative solutions should be “anointed,” even for many systems that
are not of gradient type.
We shall begin with an artiﬁcial example that has been concocted so as to introduce the issue
at hand in the context of an elementary setting, not requiring any preparation or background. It
concerns a ﬁctitious nonlinear oscillator, governed by an ordinary differential equation with a mild
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The “vanishing friction” approach will lead to the conclusion that it is the solution with maximal
dissipation that should be termed physically signiﬁcant.
The next example will be provided by the Hunter–Saxton equation, which was originally derived
[13] in the context of the theory of liquid crystals, but owes its appeal mainly to its rich structure
(integrable, bi-Hamiltonian, etc.), in virtue of which it has been studied extensively [1,2,5,9–11,14,16,
17]. An energy functional is associated with this equation, which is conserved by classical solutions
but not necessarily by weak solutions. Classical solutions, starting out with smooth initial values,
develop spontaneously singularities in a ﬁnite time, beyond which they may be continued as weak
solutions, in inﬁnitely many ways. However, the continuation becomes unique if one imposes certain
restrictions on weak solutions. These restricted weak solutions are termed dissipative, as their energy
is nonincreasing in time; in fact, it has been conjectured [17] that they dissipate the energy at the
highest possible rate. This will be veriﬁed here by establishing that maximal energy dissipation fully
characterizes the dissipative solutions.
The paper will conclude with a discussion of maximal dissipation in hyperbolic conservation laws.
The role of “energy” is here played by entropy. The lack of uniqueness for the Cauchy problem, in
the class of solutions with shocks, is a principal concern in the theory, and the issue of admissi-
bility of weak solutions commands voluminous literature. The conjecture that admissible solutions
dissipate the entropy at the highest possible rate was introduced and discussed in [3,4,7,8,12]. It has
been stated that the above conjecture is indeed valid, at least for solutions to strictly hyperbolic sys-
tems of conservation laws, with small oscillation, but due to the complexity of the analysis, detailed
proofs have been published only for particular wave conﬁgurations. By approaching the problem from
a different angle, we present here complete proofs in the context of general self-similar solutions for
scalar conservation laws and the system of two conservation laws that governs the isentropic mo-
tion of one-dimensional elastic continua. In the latter case, mechanical energy is playing the role of
entropy. It will be shown that in polytropic gases even admissible solutions with large oscillation dis-
sipate the energy at the highest possible rate, but this is not generally the case for all elastic media.
We will also discuss brieﬂy whether maximal entropy dissipation is manifested in numerical schemes
employed for solving the Cauchy problem for scalar hyperbolic conservation laws.
2. A nonlinear oscillator
To set the stage, we consider here a simple, artiﬁcial example of an ordinary differential equation
that exhibits the features outlined in the Introduction, namely an energy functional, nonuniqueness
of solutions to the initial value problem, and evidence that the unique solution that maximizes the
rate of energy decay is the natural one.
On the positive semi-axis, we consider the (ﬁctitious) oscillator
u¨ = g(u, u˙), (2.1)
or equivalently the system {
u˙ = v,
v˙ = g(u, v), (2.2)
where g is the locally Lipschitz function deﬁned on the open right half-plane {(u, v): 0 < u < ∞,
−∞ < v < ∞} by
g(u, v) =
{
v2−u2
2u for (u − 1)2 + v2  1,
1− u for (u − 1)2 + v2 < 1.
(2.3)
Solutions are Lipschitz functions (u(t), v(t)) taking values in the closed right half-plane and satisfying
(2.2) for almost all t .
C.M. Dafermos / J. Differential Equations 252 (2012) 567–587 569Fig. 1. Phase portrait.
On the open right half-plane, (2.2) admits the ﬁrst integral
G(u, v) = c, (2.4)
where G is the energy function
G(u, v) =
{
u2+v2
2u for (u − 1)2 + v2  1,
exp[ 14 (u2 + v2 − 2u)] for (u − 1)2 + v2 < 1,
(2.5)
which is continuous and convex. The level curves of G , depicted in Fig. 1, are the family of concentric
circles with center at (1,0) and radius c < 1, and the family of circles, tangential to the v-axis at the
origin, with centers at (c,0) and radius c  1.
The solution that starts out at any point (u0, v0) with initial energy such that (u20 + v20)/2u0 =
c  1 moves along the circle (u − c)2 + v2 = c2, in the clockwise sense, until it reaches the origin.
At that moment it may switch to, and continue its clockwise movement, along any circle (u − c¯)2 +
v2 = c¯2, with radius c¯  1, until it returns to the origin, where it may switch to still another circle,
and so on. At the moment of switching circles, the acceleration jumps from c to c¯, and likewise the
energy level jumps from c to c¯, but the status of the motion as a solution is preserved. We now
proceed to explain why if this were a real oscillator the particular selection c¯ = 1, which minimizes
the energy, would be dictated by physics.
We equip the oscillator with a minute amount of friction,
u¨ = g(u, u˙) − μ u˙
u
, (2.6){
u˙ = v,
v˙ = g(u, v) − μ v , (2.7)u
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a solution (u, v) of (2.2) is physically admissible if it is the μ ↓ 0 limit of a family of solutions
(uμ, vμ) of (2.7).
A simple calculation shows that along any solution (uμ, vμ) of (2.7),
G˙(uμ, vμ) =
⎧⎪⎨
⎪⎩
−μ v2μ
u2μ
for (uμ − 1)2 + v2μ > 1,
−μexp[ 14 (u2 + v2 − 2u)]
v2μ
2uμ
for (uμ − 1)2 + v2μ < 1.
(2.8)
Thus, the level sets of G are positively invariant.
We now consider the solution (uμ, vμ) of (2.7) that emanates, at t = 0, from some point (u0, v0)
with (u20 + v20)/2u0 = c > 1. Thus (uμ, vμ) will sojourn inside the disk (u − c)2 + v2  c2, and for μ
suﬃciently small it will stay close to the solution (u, v) of (2.2), with the same initial data, namely
the circle (u − c)2 + v2 = c2, up until it approaches the origin. However, regardless of how small
μ is, (uμ, vμ) cannot reach the origin, as it has to enter, and hence get trapped, inside the disk
(u − 1)2 + v2  1. To see this, notice that as long as (uμ − 1)2 + v2μ > 1, (2.8) yields
c > μ
t∫
0
v2μ
u2μ
dt μ
uμ∫
u¯
vμ
u2μ
duμ, (2.9)
where u¯ = u0 when u0 < 1, v0 < 0, and u¯ = 1 otherwise. On the other hand, (uμ − 1)2 + v2μ > 1 and
uμ  1 together imply v2μ > uμ , whence from (2.9)
uμ >
[
c
2μ
+ 1√
u¯
]−2
. (2.10)
In conclusion, the solution (u, v) to (2.2) that emanates from any point (u0, v0) with (u20 +
v20)/2u0 = c  1, and is obtained as the μ ↓ 0 limit of the family (uμ, vμ) of solutions to (2.7),
with the same initial values (u0, v0), initially moves, in a clockwise sense, along the circle (u − c)2 +
v2 = c2, until it reaches the origin, and there it switches to the circle (u − 1)2 + v2 = 1, becoming
thereafter periodic. The transition at the origin induces a drop in the energy level from c to 1, which
is the minimum allowable value.
3. The Hunter–Saxton equation
The next example of maximal energy dissipation will be provided by the Cauchy problem for the
Hunter–Saxton equation,
⎧⎪⎪⎨
⎪⎪⎩
∂tu(x, t) + ∂x
[
1
2
u2(x, t)
]
= 1
2
x∫
−∞
w2(y, t)dy,
w(x, t) = ∂xu(x, t),
(3.1)
u(x,0) = u0(x), w(x,0) = w0(x) = u′0(x), −∞ < x < ∞. (3.2)
The equation is endowed with the energy functional
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∞∫
−∞
w2(y, t)dy, (3.3)
which is conserved by classical solutions.
Even when the initial data are smooth, classical solutions generally break down in ﬁnite time.
A typical example is the solution
u(x, t) =
⎧⎪⎨
⎪⎩
0, 0 t < 1, −∞ < x 0,
2x
t−1 , 0 t < 1, 0 < x < (t − 1)2,
2(t − 1), 0 t < 1, (t − 1)2  x < ∞,
(3.4)
which develops a cusp singularity at the point x = 0, t = 1.
Accordingly, we introduce weak solutions with ﬁnite energy, namely continuous functions u(x, t)
on the upper half-plane (−∞,∞) × [0,∞), such that u(·, t) is absolutely continuous on (−∞,∞),
for each ﬁxed t ∈ [0,∞), with derivative w(x, t) = ∂xu(x, t):
w(·, t) ∈ L∞([0,∞); L2(−∞,∞)), (3.5)
which satisfy (3.1) in the sense of distributions, together with the initial condition u(x,0) = u0(x), for
all x ∈ (−∞,∞).
The Cauchy problem (3.1), (3.2) generally admits inﬁnitely many weak solutions. For example, the
solution deﬁned by (3.4) may be extended as a weak solution past t = 1 by any one of the functions
u(x, t) =
⎧⎪⎨
⎪⎩
0, 1 < t < ∞, −∞ < x 0,
2x
t−1 , 1 < t < ∞, 0 < x < k(t − 1)2,
2k(t − 1), 1 < t < ∞, k(t − 1)2  x < ∞,
(3.6)
where k is an arbitrary nonnegative parameter. Notice that the energy E(t), which is constant, equal
to 4, over the time interval [0,1), for the solution (3.4), jumps to the constant value 4k, for t > 1,
when passing to (3.6).
Existence and uniqueness to the Cauchy problem (3.1), (3.2), for any absolutely continuous u0(x)
with u′0(x) = w0(x) ∈ L2(−∞,∞), has been established [2,9,11,14,16,17] in the restricted class of
dissipative solutions, namely weak solutions with the additional properties
w(x, t) 2
t
, −∞ < x < ∞, 0 < t < ∞, (3.7)
limsup
t↓0
E(t) E(0). (3.8)
Since u is continuous, t → w(·, t) is weakly continuous in L2(−∞,∞) on [0,∞) and hence (3.8) is
equivalent to w(·, t) → w0(·), strongly in L2(−∞,∞), as t ↓ 0.
To motivate the above conditions, one inserts in (3.1) the artiﬁcial viscosity term μ∂2x u,
∂tu(x, t) + ∂x
[
1
2
u2(x, t)
]
= μ∂2x u(x, t) +
1
2
x∫
−∞
w2(y, t)dy, (3.9)
with μ > 0, and then differentiates with respect to x to deduce the parabolic equation
∂t w + u∂xw + 1w2 = μ∂2x w, (3.10)2
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is nonincreasing on [0,∞). Furthermore, setting v = tw − 2, (3.10) yields
∂t v + u∂xv + 1
2
wv = μ∂2x v, (3.11)
so that, by the maximum principle, v(x, t) < 0 on the upper half-plane. This in turn implies that
solutions of (3.10) satisfy (3.7). We conclude that any solution of (3.1) obtained by the vanishing
viscosity method, i.e., as the μ ↓ 0 limit of a family of solutions to (3.9), will inherit (3.7) and (3.8)
and thus will be dissipative.
It is also known [14] that in every dissipative solution the energy E(t) is nonincreasing; in fact, it
has been conjectured [17] that E(t) is decaying at the highest possible rate. The aim is to verify this
conjecture by showing that the property of maximal energy dissipation identiﬁes uniquely dissipative
solutions.
To simplify the analysis, we shall consider here only the special case where the initial data are
nondecreasing, w0(x) = u′0(x) 0, a.e. on (−∞,∞). It is known [17] that under this hypothesis the
unique dissipative solution to (3.1), (3.2) is Lipschitz and conserves the energy: E(t) = E(0), 0 t < ∞.
Thus, in order to establish that maximal energy decay fully characterizes dissipative solutions, one
needs to show E(t)  E(0), for 0 t < ∞, holds for any weak solution; and that any weak solution
conserving energy must also satisfy (3.7) and hence it is dissipative.
Let us then assume that u0(x) is nondecreasing on (−∞,∞) and ﬁx any weak solution of (3.1),
(3.2), on the upper half-plane (−∞,∞)×[0,∞). Characteristics associated with this u are trajectories
of the differential equation dx/dt = u(x, t). Since u is continuous but not necessarily Lipschitz, at least
one, and possibly inﬁnitely many, characteristics pass through each point (x¯, t¯) of the upper half-plane.
Let xξ (t) be some characteristic emanating from the point (ξ,0) of the x-axis, and let us set
uξ (t) = u(xξ (t), t). One might have expected that uξ (t) is merely continuous and hence xξ (t) is
merely C1. However, as shown in [5,9], actually uξ (t) is Lipschitz and (xξ ,uξ ) satisfy the charac-
teristic equations ⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x˙ξ (t) = uξ (t),
u˙ξ (t) = 1
2
xξ (t)∫
−∞
w2(y, t)dy.
(3.12)
We now ﬁx some interval (ζ,η) on the real line and then consider any partition ζ = ξ0 < ξ1 <
· · · < ξn = η. Let xξi (t), i = 0,1, . . . ,n, denote any characteristic emanating from the point (ξi,0). In
particular, we set xζ (t) = xξ0 (t) and xη(t) = xξn (t). For i = 1, . . . ,n, we deﬁne
hi(t) = xξi (t) − xξi−1(t), (3.13)
pi(t) = u
(
xξi (t), t
)− u(xξi−1(t), t). (3.14)
By virtue of (3.12),
h˙i(t) = pi(t), (3.15)
p˙i(t) = 12
xξi (t)∫
xξi−1 (t)
w2(y, t)dy. (3.16)
Since hi(0) = ξi − ξi−1 > 0 and pi(0)  0, both hi(t) and pi(t) are nondecreasing on [0,∞), and
hi(t) > 0, pi(t) 0. We may thus deﬁne, for i = 1, . . . ,n and t ∈ [0,∞), nonnegative
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1
hi(t)
xξi (t)∫
xξi−1 (t)
w2(y, t)dy, (3.17)
ωi(t) = pi(t)
hi(t)
= 1
hi(t)
xξi (t)∫
xξi−1 (t)
w(y, t)dy, (3.18)
noting that
w¯2i (t) − ω2i (t) =
1
hi(t)
xξi (t)∫
xξi−1(t)
[
w(y, t) − ωi(t)
]2
dy. (3.19)
Furthermore,
n∑
i=1
hi(t)w¯
2
i (t) =
xη(t)∫
xζ (t)
w2(y, t)dy. (3.20)
Upon combining (3.13), (3.15)–(3.17) and (3.18), we deduce
ω˙i(t) = −ω2i (t) +
1
2
w¯2i (t), (3.21)
d
dt
[
hi(t)ω
2
i (t)
]= hi(t)ωi(t)[w¯2i (t) − ω2i (t)]. (3.22)
Since the right-hand side of (3.22) is nonnegative, summing over i = 1, . . . ,n and integrating with
respect to t we arrive at
n∑
i=1
hi(t)ω
2
i (t)
n∑
i=1
hi(0)ω
2
i (0), (3.23)
for any t ∈ [0,∞). By (3.19) and (3.20),
n∑
i=1
hi(t)ω
2
i (t)
xη(t)∫
xζ (t)
w2(y, t)dy, (3.24)
n∑
i=1
hi(0)ω
2
i (0) =
η∫
ζ
w20(ξ)dξ −
n∑
i=1
1
hi(0)
ξi∫
ξi−1
[
w0(ξ) − ωi(0)
]2
dξ. (3.25)
Since ωi(0) is the mean value of w0(ξ) over the interval (ξi−1, ξi), it follows easily (for example by
approximating w0(ξ) in L2(−∞,∞) by continuous functions) that the second term on the right-
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together with (3.24) and (3.25) yields
xη(t)∫
xζ (t)
w2(y, t)dy 
η∫
ζ
w20(ξ)dξ, (3.26)
for any −∞ < ζ < η < ∞ and all t ∈ [0,∞). In particular, this implies E(t) E(0), for any t ∈ [0,∞).
Suppose now that the above solution u conserves the energy, E(t) = E(0), for 0  t < ∞. Then
(3.26) must also hold as an equality, for any pair xζ (t), xη(t) of characteristics emanating from arbi-
trary points (ζ,0), (η,0) of the x-axis, and every t > 0. In particular, the right-hand side of (3.12)2 is
constant in t , equal to 12
∫ ξ
−∞ w
2
0(y)dy. We may thus solve (3.12) to get
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
xξ (t) = ξ + tu0(ξ) + 1
4
t2
ξ∫
−∞
w20(y)dy,
uξ (t) = u0(ξ) + 1
2
t
ξ∫
−∞
w20(y)dy.
(3.27)
The above equations determine implicitly the solution u(x, t). In particular, the derivative w = ∂xu
may be obtained by the chain rule:
w(x, t) = ∂ξuξ (t)
∂ξ xξ (t)
= 2w0(ξ)
2+ tw0(ξ) . (3.28)
This veriﬁes that w satisﬁes (3.7).
In conclusion, we have established that the dissipative solution of the Cauchy problem (3.1), (3.2),
for the Hunter–Saxton equation, with nondecreasing initial data, is fully characterized by its property
of minimizing the rate of energy production, within the class of all weak solutions with the same
initial values. Removing the restriction that the initial data are nondecreasing, renders the energy of
the dissipative solution decreasing. The same analysis as above, with slightly increased complication
(compare with [9]), yields that the energy decays at the maximum possible rate.
4. Hyperbolic systems of conservation laws
Systems of conservation laws
∂tU (x, t) + ∂x F
(
U (x, t)
)= 0 (4.1)
endowed with an entropy–entropy ﬂux pair provide another noteworthy example of evolutionary
equations in which maximal dissipation is relevant. To set the stage, for the beneﬁt of readers who
are not familiar with the rudiments of the theory of hyperbolic conservation laws, we begin with a
brief review. For a detailed treatment, one should consult any text on the subject, for example [8],
especially Chapters VII, VIII and IX.
In (4.1), the state vector U takes values in Rn and F is a given smooth function from Rn to Rn . The
entropy–entropy ﬂux pair (η,q) of functions of U satisﬁes the compatibility condition
Dq(U ) = Dη(U )DF (U ). (4.2)
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thereby hyperbolic. In fact, we will be assuming that (4.1) is strictly hyperbolic, i.e., for any U ∈ Rn ,
DF (U ) possesses real distinct eigenvalues (characteristic speeds) λ1(U ) < · · · < λn(U ) and thence lin-
early independent sets of right (column) eigenvectors R1(U ), . . . , Rn(U ) and left (row) eigenvectors
L1(U ), . . . , Ln(U ), normalized by Li(U )R j(U ) = δi j (the Kronecker delta).
When F is nonlinear, classical solutions of (4.1), starting out with smooth initial values, eventually
develop jump discontinuities, which propagate on as shock waves. Thus it becomes necessary to deal
with weak solutions, namely bounded measurable functions satisfying (4.1) in the sense of distribu-
tions. However, the Cauchy problem, with ﬁxed initial data, generally admits inﬁnitely many weak
solutions. One singles out admissible weak solutions U (x, t) by requiring that they satisfy the viscosity
admissibility condition, namely, they are the μ ↓ 0 limit of solutions Uμ(x, t) to the family of parabolic
systems
∂tUμ(x, t) + ∂x F
(
Uμ(x, t)
)= μ∂2x Uμ(x, t), (4.3)
with the same initial data.
It is easily seen that any solution satisfying the viscosity admissibility condition also satisﬁes the
entropy admissibility criterion
∂tη
(
U (x, t)
)+ ∂xq(U (x, t)) 0, (4.4)
in the sense of distributions, but the converse is not generally true. The left-hand side of (4.4) deﬁnes
the entropy production measure of the solution U . In particular, by virtue of (4.1) and (4.2), the entropy
production of any Lipschitz solution is nil. Nonzero entropy production is associated with the presence
of shocks.
In what follows, we consider (weak) solutions U (x, t) that tend, suﬃciently fast, to prescribed
states U	 , as x → −∞, and Ur , as x → ∞. Notice that the entropy–entropy ﬂux pair (η,q) generates
an entire family of entropy–entropy ﬂux pairs
η˜(U ) = η(U ) + AU + a, q˜(U ) = q(U ) + AF (U ), (4.5)
where A is an arbitrary row n-vector and a is an arbitrary scalar. All these pairs incur the same
entropy production, and hence one may normalize the entropy by η(U	) = η(Ur) = 0, in which case
the total entropy
HU (t) =
∞∫
−∞
η
(
U (x, t)
)
dx (4.6)
of U at time t is ﬁnite. The right lower derivate of HU (t), denoted by H˙U (t), deﬁnes the entropy rate
of U at time t . In particular, for solutions satisfying the entropy admissibility criterion (4.4),
H˙U (t) q(U	) − q(Ur). (4.7)
It has been conjectured [3] that admissible solutions U may be fully characterized by the property
of minimizing the entropy rate, in the sense that they satisfy H˙U (t)  H˙V (t), for any ﬁxed t  0
and all solutions V that coincide with U along the t-line, i.e., V (x, t) = U (x, t),−∞ < x < ∞. This
condition is termed the entropy rate admissibility criterion. It has not been feasible to test the validity
of the above conjecture in full generality, because the set of weak solutions of (4.1) does not carry the
structure of a function space on which minimization of the entropy rate may be readily performed.
Nevertheless, the task becomes tractable in the conﬁnes of the special – albeit representative – class
of self-similar solutions with bounded variation.
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similar solution U (x, t) = W (x/t) of (4.1) if it satisﬁes the ordinary differential equation
d
dξ
F
(
W (ξ)
)− ξ d
dξ
W (ξ) = d
dξ
[
F
(
W (ξ)
)− ξW (ξ)]+ W (ξ) = 0, (4.8)
in the sense of distributions. Integrating (4.8) over an interval [ξ, ζ ] yields the equivalent integral
equation
F
(
W (ζ )
)− F (W (ξ))− ξ[W (ζ ) − W (ξ)]= −
ζ∫
ξ
[
W (τ ) − W (ξ)]dτ . (4.9)
Henceforth, we conﬁne discussion to solutions W taking values in a suﬃciently small1 neighbor-
hood of some ﬁxed reference state U¯ . In this restricted setting, the variation of W is necessarily
concentrated in n small, pairwise disjoint, intervals centered at the points λ1(U¯ ), . . . , λn(U¯ ).
To verify the above statement, suppose ﬁrst ξ is a point of jump discontinuity of W , and set
W (ξ−) = U−,W (ξ+) = U+ . Letting ζ ↓ ξ in (4.9), we arrive at the Rankine–Hugoniot jump condition
F (U+) − F (U−) = ξ [U+ − U−]. (4.10)
Since both U± are close to U¯ , (4.10) implies that ξ must be close to λi(U¯ ), for some i = 1, . . . ,n, and
U+ − U− must be nearly collinear to Ri(U¯ ). In that situation, the jump discontinuity is termed an
i-shock joining the state U− , on the left, to the state U+ , on the right, and propagating with speed ξ .
Suppose next ξ is a point of continuity of W . For ζ > ξ , we write
W (ζ ) = W (ξ) +
n∑
i=1
ai(ζ )Ri
(
W (ξ)
)
, (4.11)
where the ai are left-continuous functions of bounded variation, converging to zero as ζ ↓ ξ . In (4.9),
we perform a ﬁnite Taylor expansion of F (W (ζ )) about W (ξ) and multiply the resulting equation by
Li(W (ξ)), i = 1, . . . ,n, to get
[
λi
(
W (ξ)
)− ξ]ai(ζ ) =
ζ∫
ξ
[
ai(ξ) − ai(τ )
]
dτ + O (∣∣a j(ζ )ak(ζ )∣∣). (4.12)
If ξ 	= λi(W (ξ)), for all i = 1, . . . ,n, then (4.12) implies that all the ai vanish on some interval con-
taining ξ , in which case the vector V = W (ξ) is termed a constant state of the solution W . In the
opposite situation, where
λi
(
W (ξ)
)= ξ, (4.13)
for some i, ξ belongs to an i-rarefaction wave of W . In that case, (4.12) implies a j = O (a2i ), for j 	= i,
so that Ri(W (ξ)) is a tangent vector to the graph of W at ξ .
We thus conclude that any self-similar solution of bounded variation and small oscillation may
be realized as a wave fan consisting of n + 1 constant states and n composite waves, one for each
1 The length scale in state space is set by quantities such as [λi+1 −λi ]/Dλi Ri , which balance the spectral gaps of DF against
the degree of nonlinearity of F .
C.M. Dafermos / J. Differential Equations 252 (2012) 567–587 577characteristic family, where the i-composite wave is composed of i-shocks and/or i-rarefaction waves
and/or constant states.
To simplify the presentation, we shall further restrict our investigation to wave fans with monotone
composite waves, assuming that, for i = 1, . . . ,n, the function Ri(U¯ ) · W (ξ) is monotone for ξ in the
domain of the i-wave.
It has been shown [6] that when (4.1) is genuinely nonlinear, in the sense Dλi(U )Ri(U ) 	= 0 for
U ∈ Rn and i = 1, . . . ,n, then W is a special function of bounded variation (no Cantor part). This
holds even when (4.1) is merely piecewise genuinely nonlinear, i.e., Dλi(U )Ri(U ) is allowed to change
sign, but only across manifolds of codimension one, transversal to the characteristic direction Ri(U ).
When the end-states U	 = W (−∞) and Ur = W (∞) are prescribed, U (x, t) = W (x/t) provides a
solution to the Riemann problem for (4.1), with initial conditions
U (x,0) =
{
U	 for x < 0,
Ur for x > 0.
(4.14)
In the context of self-similar solutions with bounded variation and small oscillation, the viscosity
admissibility condition reduces to a restriction on shocks, called the Liu E-condition, which will be
presented below, for special systems, while its general form is discussed, for instance, in [8, Chap-
ter VIII].
It is known that when |Ur −U	| is suﬃciently small, there exists precisely one self-similar solution
of (4.1), (4.14), with bounded variation, small oscillation and shocks satisfying the Liu E-condition,
which is considered as the admissible solution to the Riemann problem. In particular, the i-waves of
the admissible solution are monotone.
Under the assumption η(U	) = η(Ur) = 0, the total entropy HU (t) of any self-similar solution
U (x, t) = W (x/t), deﬁned by (4.6), is a linear function of t , and hence the entropy rate is constant,
given by
H˙U =
∞∫
−∞
η
(
W (ξ)
)
dξ. (4.15)
Upon using (4.8) and (4.2),
η
(
W (ξ)
)= d
dξ
[
ξη
(
W (ξ)
)− q(W (ξ))], (4.16)
whence
H˙U = PU + q(U	) − q(Ur), (4.17)
with
PU =
∑{
q(U+) − q(U−) − ξ
[
η(U+) − η(U−)
]}
, (4.18)
where the summation runs over the countable set of points ξ of jump discontinuity of W and, as
before, U− = W (ξ−),U+ = W (ξ+). Each summand expresses the entropy production of the corre-
sponding shock and thus PU is the total entropy production of the wave fan W . One may calculate PU
by using any entropy–entropy ﬂux pair in the family (4.5), since all of them incur the same entropy
production, by virtue of (4.10).
We conclude that in order to test whether minimizing the entropy rate constitutes a proper ad-
missibility criterion, one must identify the self-similar solution with prescribed end-states U	,Ur that
minimizes the total entropy production, expressed by (4.18), and compare it with the unique admis-
sible self-similar solution, with the same end-states, whose shocks satisfy the Liu E-condition. In that
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vex entropy, all shocks of any self-similar solution with small oscillation that minimizes the entropy
rate must satisfy the Liu E-condition. However, the proofs published thus far [6–8] address only the
case of waves of a single characteristic family, because a demonstration that would cover all possible
conﬁgurations would be exceedingly long, complicated and cumbersome. In order to complete the
picture, we will provide here a detailed proof that covers interactions between distinct characteris-
tic families, albeit only in the context of a classical system of two conservation laws, for which the
arguments become relatively simple and transparent.
To prepare the ground, we begin with the case of the scalar conservation law
∂tu(x, t) + ∂x f
(
u(x, t)
)= 0, (4.19)
which is particularly clear. In fact, entropy rate minimization in the context of (4.19) has already been
discussed in [3,8], but only for the special entropy 12u
2. By contrast, here we will employ an arbitrary,
locally uniformly convex entropy η(u), with entropy ﬂux q(u):
q′(u) = η′(u) f ′(u). (4.20)
We consider self-similar solutions u(x, t) = w(x/t) of (4.19) with prescribed end-states u	 =
w(−∞) and ur = w(∞). Eq. (4.8) here takes the form
d
dξ
f
(
w(ξ)
)− ξ d
dξ
w(ξ) = d
dξ
[
f
(
w(ξ)
)− ξw(ξ)]+ w(ξ) = 0. (4.21)
For the present simple case, it will not be necessary to limit consideration to solutions with small
oscillation. On the other hand, we shall retain the condition that w(ξ) is a monotone function. This,
however, is only done for the sake of simplicity, as it turns out that even after relaxing the restriction
of monotonicity one is lead to the same entropy rate minimizer, which is monotone.
The Rankine–Hugoniot jump condition (4.10), for points ξ of jump discontinuity of w , with
w(ξ−) = u−,w(ξ+) = u+ , here reads
f (u+) − f (u−) = ξ [u+ − u−], (4.22)
while for points ξ of continuity of w , not belonging to a constant state, (4.13) becomes
f ′
(
w(ξ)
)= ξ. (4.23)
Given any increasing (or decreasing) solution of (4.21) on (−∞,∞) with end-states w(−∞) = u	
and w(∞) = ur , we construct a Lipschitz continuous, convex (or concave) function g on [u	,ur] (or
[ur,u	]) by setting g(u) = f (u), whenever u = w(ξ), with ξ a point of continuity of w , and
g(u) = (u+ − u) f (u−) + (u − u−) f (u+)
u+ − u− , (4.24)
whenever u lies between u− = w(ξ−) and u+ = w(ξ+), with ξ a point of jump discontinuity of w;
see Fig. 2.
Conversely, any Lipschitz continuous, convex (or concave) function g , deﬁned on an interval [u	,ur]
(or [ur,u	]), taking values g(u	) = f (u	), g(ur) = f (ur), and its graph, plotted on the u– f plane, is a
concatenation of arcs and chords of the graph of f , generates an increasing (or decreasing) solution w
of (4.21) on (−∞,∞), with end-states w(−∞) = u	 and w(∞) = ur . Points u in (u	,ur) (or (ur,u	))
of continuity of g′ , say g′(u) = ξ , are associated with either points of continuity of w , not belonging
to a constant state, in which case w(ξ) = u, or points of jump discontinuity of w , in which case u
is contained in [w(ξ−),w(ξ+)] (or [w(ξ+),w(ξ−)]). In particular, if g(u) 	= f (u) then ξ = g′(u) is
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necessarily a point of jump discontinuity of w . On the other hand, if u is a point of discontinuity
of g′ , say g′(u−) = ξ− , g′(u+) = ξ+ , with ξ− < ξ+ (or ξ− > ξ+), then u is a constant state of w , i.e.,
w(ξ) = u for ξ in [ξ−, ξ+] (or [ξ+, ξ−]).
In the case of the scalar conservation law (4.19), the Liu E-condition, which expresses the viscosity
admissibility of shocks, reduces to the celebrated Oleinik E-condition, stipulating that a shock joining
the state u− = w(ξ−), on the left, with the state u+ = w(ξ+), on the right, and traveling with
speed ξ , is admissible if and only if
f (u) − f (u−)
u − u−  ξ =
f (u+) − f (u−)
u+ − u− 
f (u+) − f (u)
u+ − u (4.25)
holds for all u between u− and u+ . The geometric interpretation of this condition, on the u– f plane,
is that the chord between the points (u−, f (u−)) and (u+, f (u+)) lies above the graph of f , when
u− > u+ , or below the graph of f , when u− < u+ .
Clearly, the special g∗ that generates the unique admissible solution to (4.21), with end-states u	 ,
ur and shocks satisfying the Oleinik E-condition, is the lower convex envelope of the arc of the graph
of f with end-points (u	, f (u	)) and (ur, f (ur)), when u	 < ur , or the upper concave envelope of
the arc of the graph of f with end-points (ur, f (ur)) and (u	, f (u	)), when ur < u	 . Notice that g∗
is continuously differentiable on (u	,ur) (or (ur,u	)) so that the resulting w∗ does not contain any
constant states other than u	 and ur , i.e. it is composed of an alternating sequence of shocks and
rarefaction waves. Any shock adjacent on either of its sides to a rarefaction wave is necessarily a
contact discontinuity on that side.
The total entropy production of a wave fan w can be conveniently expressed in terms of its gen-
erating function g . Indeed, referring to (4.18) and upon using (4.23) and (4.24) we infer
Pu =
∑{
q(u+) − q(u−) − ξ
[
η(u+) − η(u−)
]}
=
ur∫
u	
[
q′(w) − g′(w)η′(w)]dw =
ur∫
u	
[
f ′(w) − g′(w)]η′(w)dw
=
ur∫
u	
[
g(w) − f (w)]η′′(w)dw. (4.26)
It is now clear that, so long as η′′(w) > 0, Pu is minimized when g is the special function g∗ that
generates the unique admissible solution with shocks satisfying the Oleinik E-condition.
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monotone self-similar solutions with prescribed end-states, the total entropy production, and thereby
also the entropy rate, are minimized by the unique admissible solution whose shocks satisfy the
Oleinik E-condition.
The next task is to extend our investigation of the relation between entropy rate minimization and
admissibility of solutions to hyperbolic systems of conservation laws. In order to keep the technicali-
ties to a minimum, we shall conduct our study of this issue in the context of the simple system{
∂tu(x, t) − ∂xv(x, t) = 0,
∂t v(x, t) − ∂xσ
(
u(x, t)
)= 0, (4.27)
which, as is well known, governs the rectilinear isentropic motion of elastic media. In that connection,
v is the velocity, and u is the strain, if the medium is an elastic solid, or the speciﬁc volume, when the
medium is an elastic ﬂuid (gas). The stress function σ will be assumed strictly increasing, σ ′(u) > 0,
and this renders (4.27) strictly hyperbolic, with characteristic speeds ±√σ ′(u). In the ﬂuids case,
u only takes positive values, and in the place of σ one employs the pressure function p(u) = −σ(u),
which satisﬁes p(u) > 0, p′(u) < 0 and p′′(u) > 0, for u in (0,∞). In that case, (4.27) is commonly
referred to as the “p-system.” Here, however, we are allowing σ ′′(u) to change signs.
The natural entropy–entropy ﬂux pair (η,q) for the system (4.27) is
η(u, v) = 1
2
v2 +
u∫
σ(z)dz, q(u, v) = −vσ(u). (4.28)
The system (4.8) for self-similar solutions (u(x, t), v(x, t)) = (w(x/t),ω(x/t)) of (4.27) reads
⎧⎪⎪⎨
⎪⎪⎩
d
dξ
ω(ξ) + ξ d
dξ
w(ξ) = d
dξ
[
ω(ξ) + ξw(ξ)]− w(ξ) = 0,
d
dξ
σ
(
w(ξ)
)+ ξ d
dξ
ω(ξ) = d
dξ
[
σ
(
w(ξ)
)+ ξω(ξ)]− ω(ξ) = 0. (4.29)
It yields the Rankine–Hugoniot jump conditions (4.10), in the form
{
v+ − v− = −ξ [u+ − u−],
σ (u+) − σ(u−) = −ξ [v+ − v−], (4.30)
±
√
σ(u+) − σ(u−)
u+ − u− = ξ, (4.31)
at points ξ of jump discontinuity, with u± = w(ξ±), v± = ω(ξ±), and (4.13) as
±
√
σ ′
(
w(ξ)
)= ξ, (4.32)
at points ξ of continuity of (w,ω), not belonging to a constant state. In (4.31) and (4.32), the minus
sign applies to 1-shocks and 1-rarefaction waves, while the plus sign applies to 2-shocks and 2-
rarefaction waves. Thus, for prescribed end-states (u	, v	) and (ur, vr), solutions to (4.29) will consist
of a (generally composite) 1-wave joining the constant state (u	, v	), on the left, to some constant
state (um, vm), on the right, and a (generally composite) 2-wave joining the constant state (ur, vr), on
the right, to the constant state (um, vm), on the left. The 1-wave is composed of 1-shocks and/or 1-
rarefaction waves and/or constant states, and its domain is contained in (−∞,0); while the 2-wave is
composed of 2-shocks and/or 2-rarefaction waves and/or constant states, and its domain is contained
in (0,∞).
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given by
q(u+, v+) − q(u−, v−) − ξ
[
η(u+, v+) − η(u−, v−)
]
= v−σ(u−) − v+σ(u+) − ξ
[
1
2
v2+ −
1
2
v2− +
u+∫
u−
σ(z)dz
]
= ξ
{
1
2
[
σ(u+) + σ(u−)
][u+ − u−] −
u+∫
u−
σ(z)dz
}
, (4.33)
where use has been made of the jump conditions (4.30).
As a ﬁrst step, we shall limit our investigation to solutions of (4.29) taking values in a disc cen-
tered at some ﬁxed reference state (u¯, v¯) and having radius ρ , which will be restricted below to be
suﬃciently small. Furthermore, we will only consider the case of monotone 1- and 2-waves, assuming
that w (and thereby ω) is monotone on (−∞,0) as well as on (0,∞).
Let us then consider a 1-wave (w(ξ),ω(ξ)), joining the constant state (u	, v	), on the left, to the
constant state (um, vm), on the right, such that w is increasing (or decreasing) on (−∞,0). Similar to
the scalar case, we construct a Lipschitz continuous, convex (or concave) function g1 on [u	,um] (or
[um,u	]) by setting g1(u) = σ(u), whenever u = w(ξ), with ξ a point of continuity of w , and
g1(u) = (u+ − u)σ (u−) + (u − u−)σ (u+)
u+ − u− , (4.34)
whenever u lies between u− = w(ξ−) and u+ = w(ξ+), with ξ a point of jump discontinuity of w .
Conversely, any Lipschitz continuous, convex (or concave) function g1, deﬁned on an interval
[u	,um] (or [um,u	]), taking values g1(u	) = σ(u	), g1(um) = σ(um), and its graph, plotted on the
u–σ plane, is a concatenation of arcs and chords of the graph of σ , generates a monotone 1-
wave (w(ξ),ω(ξ)) on (−∞,0), joining states (u	, v	) and (um, vm), as follows: For u in [u	,um]
(or [um,u	]), we set
v = v	 +
u∫
u	
√
g′1(z)dz. (4.35)
Points u in (u	,um) (or (um,u	)) of continuity of g′1, say −
√
g′1(u) = ξ , are associated with either
points of continuity of (w,ω) not belonging to a constant state, in which case w(ξ) = u, ω(ξ) = v , or
points of jump discontinuity of (w,ω), in which case u lies between w(ξ−) and w(ξ+), and v lies
between ω(ξ−) and ω(ξ+). On the other hand, if u is a point of discontinuity of g′ , say g′(u−) = ξ− ,
g′(u+) = ξ+ , with ξ− < ξ+ (or ξ− > ξ+), then (u, v) is a constant state of (w,ω), that is w(ξ) = u,
ω(ξ) = v , for ξ in [ξ−, ξ+] (or [ξ+, ξ−]). In particular,
vm = v	 +
um∫
u
√
g′1(z)dz. (4.36)	
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lating that a 1-shock joining the state (u−, v−), on the left, to the state (u+, v+), on the right, and
traveling with speed ξ is admissible if and only if
σ(u) − σ(u−)
u − u−  ξ
2 = σ(u+) − σ(u−)
u+ − u− 
σ(u+) − σ(u)
u+ − u , (4.37)
for any u between u− and u+ . As in the scalar case, the geometric interpretation of (4.37), on the
u–σ plane, is that the chord between the points (u−, σ (u−)) and (u+, σ (u+)) lies above the graph
of σ , when u− < u+ , or below the graph of σ , when u− > u+ .
Clearly, the special function g∗1 generating a composite 1-wave all shocks of which satisfy the
Wendroff E-condition must be the upper concave envelope of the arc of the graph of σ with end-
points (u	,σ (u	)) and (um, σ (um)), when u	 < um , or the lower convex envelope of the arc of the
graph of σ with end-points (um, σ (um)) and (u	,σ (u	)), when u	 > um .
As in the scalar case, the total entropy production of the 1-wave may be conveniently expressed
in terms of the generating function g1. Indeed, upon combining (4.33) with (4.34), we infer
P1(u,v) = −
∑ u+∫
u−
√
g′1(z)
[
g1(z) − σ(z)
]
dz = −
um∫
u	
√
g′1(z)
[
g1(z) − σ(z)
]
dz. (4.38)
Monotone 2-waves warrant a similar treatment. Any 2-wave (w(ξ),ω(ξ)) joining the constant
state (ur, vr), on the right, to the constant state (um, vm), on the left, with w increasing (or decreas-
ing) on (0,∞), is generated by a Lipschitz continuous, convex (or concave) function g2, deﬁned on
[um,ur] (or [ur,um]), which takes values g2(ur) = σ(ur), g2(um) = σ(um), and its graph, plotted on
the u–σ plane, is a concatenation of arcs and chords of the graph of σ .
In the place of (4.36), we now have
vm = vr −
um∫
ur
√
g′2(z)dz. (4.39)
The Wendroff E-condition, characterizing admissibility of 2-shocks, reads
σ(u) − σ(u−)
u − u−  ξ
2 = σ(u+) − σ(u−)
u+ − u− 
σ(u+) − σ(u)
u+ − u , (4.40)
for all u between u− and u+ . Consequently, the special function g∗2 generating a composite 2-wave
all shocks of which satisfy the Wendroff E-condition must be the lower convex envelope of the arc
of the graph of σ with end-points (um, σ (um)) and (ur, σ (ur)), when ur > um , or the upper concave
envelope of the arc of the graph of σ with end-points (ur, σ (ur)) and (um, σ (um)), when ur < um .
Finally, the total entropy production of the 2-wave is expressed in terms of the generating func-
tion g2, as
P2(u,v) =
∑ u+∫
u−
√
g′2(z)
[
g2(z) − σ(z)
]
dz = −
um∫
ur
√
g′2(z)
[
g2(z) − σ(z)
]
dz. (4.41)
The aim is to show that, unless g1 = g∗1 and g2 = g∗2, one may perturb g1 and g2 in such a
way that the combined entropy production of the two waves diminishes. The rate of change under
perturbations will be expressed in terms of the variation functions δg1 and δg2 of g1 and g2, which
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and δP2
(u,v) of the entropy productions.
Since δg1(u	) = 0, δg1(um) = O (ρ)δum , δg2(ur) = 0, and δg2(um) = O (ρ)δum , we may decompose
δg1 and δg2 into δg1 = δˆg1 + δ˜g1 and δg2 = δˆg2 + δ˜g2, such that δˆg1(u	) = δˆg1(um) = 0, δ˜g1 =
O (ρ)δum , and δˆg2(ur) = δˆg2(um) = 0, δ˜g2 = O (ρ)δum .
Taking the variation of (4.36), and after an integration by parts,
δvm =
[
g′1(um)
]1/2
δum + 1
2
[
g′1(um)
]−1/2
δg1(um) + 1
4
um∫
u	
[
g′1(z)
]−3/2
δg1(z)dz
= {[σ ′(um)]1/2 + O (ρ)}δum + 1
4
um∫
u	
[
g′1(z)
]−3/2
δˆg1(z)dz. (4.42)
Similarly, from (4.39),
δvm = −
{[
σ ′(um)
]1/2 + O (ρ)}δum − 1
4
um∫
ur
[
g′2(z)
]−3/2
δˆg2(z)dz. (4.43)
Combining (4.42) with (4.43),
{
8
[
σ ′(um)
]1/2 + O (ρ)}δum
= −
um∫
u	
[
g′1(z)
]−3/2
δˆg1(z)dz −
um∫
ur
[
g′2(z)
]−3/2
δˆg2(z)dz. (4.44)
Next we form the variation of (4.38) and (4.41). After an integration by parts, we deduce
δP1(u,v) = −
um∫
u	
√
g′1(z)δg1(z)dz +
um∫
u	
[
g1(z) − σ(z)
2
√
g′1(z)
]′
δg1(z)dz
= −
um∫
u	
[√
g′1(z) + O (ρ)
]
δˆg1(z)dz + O
(
ρ2
)
δum, (4.45)
δP2(u,v) = −
um∫
ur
√
g′2(z)δg2(z)dz +
um∫
ur
[
g2(z) − σ(z)
2
√
g′2(z)
]′
δg2(z)dz
= −
um∫
u
[√
g′2(z) + O (ρ)
]
δˆg2(z)dz + O
(
ρ2
)
δum. (4.46)r
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P(u,v) = P1(u,v) + P2(u,v) of the two waves reduces to
δP(u,v) = −
um∫
u	
[√
σ ′(z) + O (ρ)]δˆg1(z)dz −
um∫
ur
[√
σ ′(z) + O (ρ)]δˆg2(z)dz. (4.47)
We ﬁx ρ suﬃciently small. When g1 	≡ g∗1, i.e., u	 < um and g1(u)  g∗1(u), for u	 < u < um (or
u	 > um and g1(u)  g∗1(u), for um < u < u	), we may choose δˆg2 ≡ 0 and δˆg1  0 (or δˆg1  0),
which yields δP(u,v) < 0. Similarly, when g2 	≡ g∗2, i.e., ur > um and g2(u) g∗2(u), for um < u < ur (or
ur < um and g2(u) g∗2(u), for ur < u < um) we may choose δˆg1 ≡ 0 and δˆg2  0 (or δˆg2  0), which
again yields δP(u,v) < 0.
We have thus demonstrated that, for the system (4.27), among all self-similar solutions with small
oscillation, monotone waves, and prescribed end-states, the total entropy production, and thereby also
the entropy rate, are minimized by the unique admissible solution whose shocks satisfy the Wendroff
E-condition.
Next, we investigate whether the entropy rate admissibility criterion and the Wendroff E-condition
are equivalent even in the context of self-similar solutions of the system (4.27) with large oscillation.
As a test case, we consider σ concave, σ ′′(u) < 0.
When σ is concave, the unique admissible solution of the Riemann problem, with shocks satisfying
the Wendroff E-condition (4.37), (4.40) may assume one of the following four conﬁgurations, depend-
ing on the relative position of the end-states (u	, v	) and (ur, vr): (a) a compressive 2-shock followed
by a compressive 1-shock; (b) a 2-rarefaction wave followed by a 1-rarefaction wave; (c) a compres-
sive 2-shock followed by a 1-rarefaction wave; and (d) a 2-rarefaction wave followed by a compressive
1-shock.
In case (a), there is no other (admissible or nonadmissible) solution with monotone waves, and
thus the entropy rate admissibility criterion is satisﬁed by default.
In case (b), the combined entropy production of the admissible wave fan is nil. In any other solu-
tion with monotone waves, in the place of one or both of the rarefaction waves there are composite
waves composed of rarefaction waves and rarefaction shocks, which incur positive entropy produc-
tion. Consequently, the admissible solution satisﬁes the entropy admissibility criterion in this case as
well.
The situation may be different for the remaining cases (c) and (d). Replacing the rarefaction wave
by a composite wave composed of rarefaction waves and rarefaction shocks increases the entropy
production by the wave of that characteristic family, but this will have to compete with the decrease
in the entropy production resulting from the ampliﬁcation of the compressive shock of the opposite
characteristic family. We quantify this competition for case (c); case (d) is quite similar.
We thus consider a self-similar solution of (4.27) in which the left end-state (u	, v	) is joined to
the middle state (um, vm) by a 1-rarefaction wave and in turn (um, vm) is joined to the right end-state
(ur, vr) by a compressive 2-shock. In that case, u	 < um < ur and
vm = v	 +
um∫
u	
[
σ ′(z)
]1/2
dz = vr +
[
σ(ur) − σ(um)
]1/2[ur − um]1/2. (4.48)
The entropy production by the 1-rarefaction wave is P1(u,v) = 0, while the entropy production of the
2-shock is given by (4.33), namely,
P2(u,v) =
[
σ(ur) − σ(um)
ur − um
]1/2{1
2
[
σ(ur) + σ(um)
][ur − um] −
ur∫
u
σ(z)dz
}
. (4.49)m
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perform a small perturbation by replacing the 1-rarefaction wave by a composite 1-wave. The 2-shock
will remain as a compressive 2-shock, but its amplitude will change, as (um, vm) moves. As before,
we let δg1 denote the variation of the generating function g1 of the 1-rarefaction wave. Since g1 ≡ σ ,
we have δg1(u	) = δg1(um) = 0. Hence (4.42) implies
δvm =
[
σ ′(um)
]1/2
δum + 1
4
um∫
u	
[
σ ′(z)
]−3/2
σ ′′(z)δg1(z)dz. (4.50)
On the other hand, from (4.48),
δvm = σ(um) − σ(ur) + σ
′(um)[um − ur]
2[σ(ur) − σ(um)]1/2[ur − um]1/2 δum. (4.51)
Combining (4.50) with (4.51),
P (um,ur)δum = −
um∫
u	
[
σ ′(z)
]−3/2
σ ′′(z)δg1(z)dz, (4.52)
where
P (um,ur) = 2σ(ur) − σ(um) + σ
′(um)[ur − um]
[σ(ur) − σ(um)]1/2[ur − um]1/2 + 4
[
σ ′(um)
]1/2
. (4.53)
We now estimate the variation of the entropy production of the two waves. From (4.45), with
g1 ≡ σ ,
δP1(u,v) = −
um∫
u	
[
σ ′(z)
]1/2
δg1(z)dz. (4.54)
By virtue of (4.49), and after a laborious calculation,
δP2(u,v) = Q (um,ur)R(um,ur)δum, (4.55)
where
Q (um,ur) = σ(um) − σ(ur) − σ
′(um)[um − ur]
4[σ(ur) − σ(um)]1/2[ur − um]1/2 , (4.56)
R(um,ur) = 2
ur − um
ur∫
um
σ(z)dz + σ(ur) − 3σ(um). (4.57)
Therefore, the variation of the combined entropy production of the two waves is given by
δP(u,v) = −
um∫
u
[
σ ′(z)
]1/2{
P−1Q R
[
σ ′(z)
]−2
σ ′′(z) + 1}δg1(z)dz. (4.58)	
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32
[
1− 1
σ ′(um)
σ (ur) − σ(um)
ur − um
]
<
Q (um,ur)
P (um,ur)
<
1
8
. (4.59)
It is now clear that there may be admissible solutions violating the entropy rate admissibility criterion,
for example when σ(u) → ∞, as u → ∞, and ur is very large.2 On the other hand, there is a class
of σ for which δP(u,v) > 0 for any u	 < um < ur and δg1  0, so that all admissible solutions satisfy
the entropy rate admissibility criterion. In particular, this class includes the equations of state σ(u) =
−κu−γ , γ  1, of polytropic gases, for which
R(um,ur)
Q (um,ur)
P (um,ur)
σ ′′(u)
[σ ′(u)]2 > −
3
8
γ + 1
γ
> −1. (4.60)
In that connection, the reader should also consult the early paper by Hsiao [12], which treats the
system of nonisentropic gas dynamics.
A related interesting question is whether entropy decay at a maximal rate is manifested in the al-
gorithms devised for solving hyperbolic conservation laws numerically. We shall touch upon this issue
here, in the context of deriving the solution u(x, t) to the Cauchy problem for the scalar conservation
law (4.19) as the h ↓ 0 limit of a family of approximate solutions uh(x, t) constructed through the
following semidiscrete scheme, akin to the classical Godunov scheme (see e.g. LeVeque [15]).
For any ﬁxed t  0, uh(x, t) will be a step function taking constant values um(t) on intervals [(m−
1)h, (m + 1)h), for every even integer m. The functions um(t) are governed by ordinary differential
equations
u˙m(t) = 1
2h
[
fm+1(t) − fm−1(t)
]
. (4.61)
The numerical ﬂuxes in (4.61) are selected so that, for n odd and t  0, fn(t) = f (w(0±)), where
w(ξ) is a solution of the Riemann problem for (4.19), with end-states w(−∞) = un−1(t) and w(∞) =
un+1(t). The initial values um(0) = u0m are selected so that, as h ↓ 0, the step function uh(x,0) that
takes values u0m on the intervals [(m−1)h, (m+1)h) converges to the initial data u(x,0). This renders
a consistent and conservative scheme.
The aim is to demonstrate that employing the admissible solution to the Riemann problem, with
shocks satisfying Oleinik’s E-condition, for determining, as described above, the numerical ﬂux, is tan-
tamount to minimizing the approximate entropy rate. Indeed, for any convex entropy function η(u),
the approximate entropy rate is given by
H˙h(t) = ddt
∑
m even
2hη
(
um(t)
)
=
∑
m even
η′
(
um(t)
)[
fm+1(t) − fm−1(t)
]
=
∑
n odd
[
η′
(
un+1(t)
)− η′(un−1(t))] fn(t). (4.62)
2 When σ(u) takes positive values, the elastic medium is no longer ﬂuid but solid, as it may support tensile stress.
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if w(ξ) is the admissible solution to the Riemann problem for (4.19), with end-states w(−∞) = u	
and w(∞) = ur , then
f
(
w(0±))= {minu	uur f (u), when u	 < ur,
maxuruu	 f (u), when ur < u	.
(4.63)
Since η′(u) is increasing, (4.62) and (4.63) imply that it is the admissible solution to the Riemann
problem that minimizes the approximate entropy rate.
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