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A SPARSE DOMINATION FOR THE MARCINKIEWICZ
INTEGRAL WITH ROUGH KERNEL AND APPLICATIONS
XIANGXING TAO AND GUOEN HU
Abstract. Let Ω be homogeneous of degree zero, have mean value zero and
integrable on the unit sphere, and µΩ be the higher-dimensional Marcinkiewicz
integral defined by
µΩ(f)(x) =
(∫ ∞
0
∣∣∣
∫
|x−y|≤t
Ω(x− y)
|x− y|n−1
f(y)dy
∣∣∣2 dt
t3
)1/2
.
In this paper, the authors establish a bilinear sparse domination for µΩ under
the assumption Ω ∈ L∞(Sn−1). As applications, some quantitative weighted
bounds for µΩ are obtained.
1. Introduction
We will work on Rn, n ≥ 2. Let Ω be homogeneous of degree zero, integrable and
have mean value zero on the unit sphere Sn−1. Define the Marcinkiewicz integral
operator µΩ by
µΩ(f)(x) =
(∫ ∞
0
|FΩ, tf(x)|
2 dt
t3
)1/2
,
where
FΩ,tf(x) =
∫
|x−y|≤t
Ω(x− y)
|x− y|n−1
f(y)dy
for f ∈ S(Rn). Stein [21] proved that if Ω ∈ Lipρ(S
n−1) with ρ ∈ (0, 1], then
µΩ is bounded on L
p(Rn) for p ∈ (1, 2]. Benedek, Caldero´n and Panzon [3]
showed that the Lp(Rn) boundedness (p ∈ (1, ∞)) of µΩ holds true under the
condition that Ω ∈ C1(Sn−1). Walsh [22] proved that for each p ∈ (1, ∞),
Ω ∈ L(lnL)1/r(ln lnL)2(1−2/r
′)(Sn−1) is a sufficient condition such that µΩ is
bounded on Lp(Rn), where r = min{p, p′} and p′ = p/(p − 1). Ding, Fan and
Pan [5] proved that if Ω ∈ H1(Sn−1) (the Hardy space on Sn−1), then µΩ is
bounded on Lp(Rn) for all p ∈ (1, ∞); Al-Salman, Al-Qassem, Cheng and Pan [2]
proved that Ω ∈ L(lnL)1/2(Sn−1) is a sufficient condition such that µΩ is bounded
on Lp(Rn) for all p ∈ (1, ∞). For other works about the operator µΩ, see [1, 5, 8]
and the related references therein.
Let Ap(R
n) (p ∈ [1, ∞)) be the weight function class of Muckenhoupt, that is,
Ap(R
n) = {w is nonnegative and locally integrable in Rn : [w]Ap <∞},
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where and in what follows,
[w]Ap := sup
Q
( 1
|Q|
∫
Q
w(x)dx
)( 1
|Q|
∫
Q
w1−p
′
(x)dx
)p−1
, p ∈ (1, ∞),
and
[w]A1 := sup
x∈Rd
Mw(x)
w(x)
,
with M the Hardy-Littlewood maximal operator. [w]Ap is called the Ap constant
of w, see [9, Chapter 9] for the properties of Ap(R
n)). In the last several years,
there has been significant progeress in the study of weighted bounds for rough sin-
gular integral operators. Hyto¨nen, Roncal and Tapiola [14] considered the weighted
bounds of rough homogeneous singular integral operator defined by
TΩf(x) = p. v.
∫
Rn
Ω(y′)
|y|n
f(x− y)dy,
where Ω is homogeneous of degree zero, integrable on the unit sphere Sn−1 and has
mean value zero. For w ∈ ∪p>1Ap(Rn), [w]A∞ is the A∞ constant of w, defined by
[w]A∞ = sup
Q⊂Rn
1
w(Q)
∫
Q
M(wχQ)(x)dx,
see [23]. By a quantitative weighted estimate for the Caldero´n-Zygmund operators,
approximation to the identity and interpolation, Hyto¨nen, Roncal and Tapiola (see
Theorem 1.4 in [14]) proved that
Theorem 1.1. Let Ω be homogeneous of degree zero, have mean value zero on
Sn−1 and Ω ∈ L∞(Sn−1). Then for p ∈ (1, ∞) and w ∈ Ap(Rn),
‖TΩf‖Lp(Rn, w) . ‖Ω‖L∞(Sn−1)[w]
1
p
Ap
max{[w]
1
p′
A∞
, [w1−p
′
]
1
p
A∞
}(1.1)
×max{[w]A∞ , [w
1−p′ ]A∞}‖f‖Lp(Rn, w).
Conde-Alonso, Culiuc, Di Plinio and Ou [14] proved that for bounded function
f and g, and p ∈ (1, ∞),∣∣∣TΩf(x)g(x)dx∣∣∣ . p′ sup
S
∑
Q∈S
〈|f |〉Q〈|g|〉Q, p|Q|,(1.2)
where the supremum is taken over all sparse family of cubes, 〈|f |〉Q denoted the
mean value of |f | on Q, and for r ∈ (0, ∞), 〈|f |〉Q, r =
(
〈|f |r〉Q
)1/r
. For a family of
cubes S, we say that S is η-sparse, η ∈ (0, 1), if for each fixed Q ∈ S, there exists a
measurable subset EQ ⊂ Q, such that |EQ| ≥ η|Q| and {EQ} are pairwise disjoint.
By (1.2) Conde-Alonso et al recovered the conclusion in Theorem 1.1. By some
new estimates for bilinear sparse operators, Li, Pe´rez, Rivera-Rios and Roncal [20]
proved that
‖TΩf‖Lp(Rn, w) . ‖Ω‖L∞(Sn−1)[w]
1
p
Ap
max{[w]
1
p′
A∞
, [w1−p
′
]
1
p
A∞
}
×min{[w]A∞ , [w
1−p′ ]A∞}‖f‖Lp(Rn, w),
which improved (1.1). Moreover, Li et al. [20] proved that for any w ∈ A1(Rn),
‖TΩf‖L1,∞(Rn, w) . ‖Ω‖L∞(Sn−1)[w]A1 [w]A∞ log(e + [w]A∞)‖f‖L1(Rn, w).
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They also established the weighted inequality of Coifman-Fefferman type that for
p ∈ [1, ∞) and w ∈ A∞(Rn),
‖TΩ(f)‖Lp(Rn, w) . ‖Ω‖L∞(Sn−1)[w]
2
A∞‖Mf‖Lp(Rn, w),
Let us return to the Marcinkiewicz integral. Ding, Fan and Pan [6] considered
the boundedness on Lp(Rn, w) with w ∈ Ap(Rn) for µΩ. They proved that
Theorem 1.2. Let Ω be homogeneous of degree zero, have mean value zero on Sn−1,
and Ω ∈ Lq(Sn−1) for some q ∈ (1, ∞]. Then for p ∈ (q′, ∞) and w ∈ Ap/q′ (R
n)
or p ∈ (1, q) and w1−p
′
∈ Ap′/q′(R
n), then there exists a constant C depending on
n, p and w, such that
‖µΩ(f)‖Lp(Rn, w) ≤ C‖f‖Lp(Rn, w).
Fan and Sato [8] established the weighted weak type endpoint estimate for µΩ.
Theorem 1.3. Let Ω be homogeneous of degree zero, have mean value zero on
Sn−1, and Ω ∈ Lq(Sn−1) for some q ∈ (1, ∞]. Then for any w with wq
′
∈ A1(Rn),
there exists a constant C depending on n and w, such that
‖µΩ(f)‖L1,∞(Rn, w) ≤ C‖f‖L1(Rn, w).
Fairly recently, Hu and Qu [11] established the following quantitative weighted
bounds for µΩ.
Theorem 1.4. Let Ω be homogeneous of degree zero, have mean value zero on
Sn−1, and Ω ∈ L∞(Sn−1). Then for p ∈ (1, ∞) and w ∈ Ap(Rn),
‖µΩ(f)‖Lp(Rn, w) . ‖Ω‖L∞(Sn−1)[w]
1
p
Ap
(
[w]
( 12−
1
p )+
A∞
+ [w1−p
′
]
1
p
A∞
)
×max{[w]A∞ , [w
1−p′ ]A∞}‖f‖Lp(Rn, w),
where and in what follows, (12 −
1
p )+ = max{
1
2 −
1
p , 0}.
Hu and Qu [11] also proved that if Ω ∈ Lipρ(S
n−1) for some ρ ∈ (0, 1], then for
bounded function f with compact support, there exists a sparse family of cubes S,
such that for almost everywhere x ∈ Rn,
µΩ(f)(x) .
( ∑
Q∈S
〈|f |〉2QχQ(x)
) 1
2
,
see also [17, 15] for the sparse dominations of Littlewood-Paley square functions.
The proof of Theorem 1.4 follows from the idea of [14], together with the extension
of Lerner’s idea in [16], but does not involve the sparse domination of µΩ when
Ω ∈ L∞(Sn−1). As is well known, sparse dominations for classical operators in
harmonic analysis have many applications and are of independent interests. The
purpose of this paper is to prove that when Ω ∈ L∞(Sn−1), the Marcinkiewicz
integral operator enjoys a bilinear sparse domination similar to (1.2). We remark
that in this paper, we are very much motivated by Lerner’s works [17, 18]. Our
main result can be stated as follows.
Theorem 1.5. Let Ω be homogeneous of degree zero, have mean value zero on Sn−1,
and Ω ∈ L∞(Sn−1). Then for each bounded function f with compact support, there
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exists a 12
1
3n -sparse family of cubes S, such that for any r ∈ (1, 2], s ∈ [1, 2], and
nonnegative function g ∈ Lrloc(R
n),∫
Rn
(
µΩ(f)(x)
)s
g(x)dx . r′
s
2 ‖Ω‖sL∞(Sn−1)
∑
Q∈S
〈|f |〉sQ〈|g|〉Q, r|Q|.(1.3)
As applications of Theorem 1.5, we obtain the following quantitative weighted
bounds for µΩ.
Theorem 1.6. Let Ω be homogeneous of degree zero, have mean value zero on
Sn−1 and Ω ∈ L∞(Sn−1). Then
(i) for p ∈ (1, ∞) and w ∈ Ap(R
n),
‖µΩ(f)‖Lp(Rn, w) . ‖Ω‖L∞(Sn−1)[w]
1
p
Ap
(
[w]
( 12−
1
p )+
A∞
+ [w1−p
′
]
1
p
A∞
)
(1.4)
×[w]
1
2
A∞
‖f‖Lp(Rn, w).
(ii) For w ∈ A1(R
n),
‖µΩ(f)‖L1,∞(Rn) . ‖Ω‖L∞(Sn−1)[w]A1 [w]
1
2
A∞
log(e + [w]A∞)‖f‖L1(Rn, w).(1.5)
Remark 1.7. Estimate (1.4) improves the conclusion of Theorem 1.4. and estimate
(1.5) is a quantitative version of Theorem 1.3 when Ω ∈ L∞(Sn−1).
We also have the following weighted norm inequality of Coifman-Fefferman type
for µΩ.
Theorem 1.8. Let Ω be homogeneous of degree zero, have mean value zero on
Sn−1 and Ω ∈ L∞(Sn−1). Then for w ∈ A∞(Rn),
‖µΩ(f)‖Lp(Rn, w) . ‖Ω‖L∞(Sn−1)
{
[w]
1
p+
1
2
A∞
‖Mf‖Lp(Rn, w), if p ∈ [1, 2],
[w]A∞‖Mf‖Lp(Rn, w), if p ∈ (2,∞),
provided that f is a bounded function with compact support.
We make some conventions. In what follows, C always denotes a positive con-
stant that is independent of the main parameters involved but whose value may
differ from line to line. We use the symbol A . B to denote that there exists a posi-
tive constant C such that A ≤ CB. For a set E ⊂ Rn, χE denotes its characteristic
function. For a cube Q, we use ℓ(Q) to denote the side lenth of Q.
2. Proof of Theorem 1.5
We begin by recalling some definitions and a basic lemma from [19]. Given a
cube Q0, we denote by D(Q0) the set of dyadic cubes with respect to Q0, that
is, the cubes from D(Q0) are formed by repeating subdivision of Q0 and each of
descendants into 2n congruent subcubes.
Let D be a collection of cubes in Rn. We say that D a dyadic lattice if
(i) if Q ∈ D , then D(Q) ⊂ D ;
(ii) every two cubes Q′, Q′′ ∈ D have a common ancestor, that is, there exists
Q ∈ D such that Q, Q ∈ D(Q);
(iii) for every compact set K ⊂ Rn, there exists a cube Q ∈ D containing K.
MARCINKIEWICZ INTEGRAL 5
Lemma 2.1. (The Three Lattices Theorem) For every dyadic lattice D , there exist
3n dyadic lattices D1, . . . ,D3n such that
{3Q : Q ∈ D} = ∪3nj=1Dj
and for every cube Q ∈ D and j = 1, . . . , 3n, there exists a unique cube R ∈ Dj of
side length ℓ(R) = 3ℓ(Q) containing Q.
For t ∈ [1, 2] and j ∈ Z, set
Kjt (x) =
1
2j
Ω(x)
|x|n−1
χ{2j−1t<|x|≤2jt}(x).(2.1)
Let
µ˜Ω(f)(x) =
(∫ 2
1
∑
j∈Z
∣∣Fjf(x, t)∣∣2dt)1/2,(2.2)
with
Fjf(x, t) =
∫
Rn
Kjt (x − y)f(y)dy.
A trivial computation leads to that
µΩ(f)(x) ≈ µ˜Ω(f)(x).(2.3)
Observe that
µ˜Ω(f)(x) =
(∫ ∞
0
|F˜t(f)(x)|
2 dt
t3
) 1
2
,(2.4)
with
F˜t(f)(x) =
∫
t/2<|x−y|≤t
Ω(x− y)
|x− y|n−1
f(y)dy.
Let φ ∈ C∞0 (R
n) be a nonnegative function such that
∫
Rn
φ(x)dx = 1, suppφ ⊂
{x : |x| ≤ 1/4}. For l ∈ Z, let φl(y) = 2−nlφ(2−ly). Define the operator µ˜lΩ by
µ˜lΩ(f)(x) =
(∫ 2
1
∑
j∈Z
∣∣F ljf(x, t)∣∣2dt)1/2,
where
F ljf(x, t) =
∫
Rn
Kjt ∗ φj−l(x − y)f(y) dy.
It was proved in [11] that for some κ ∈ (0, 1).
‖µ˜Ω(f)− µ˜
l
Ω(f)‖
2
L2(Rn) . 2
−2κl‖Ω‖L∞(Sn−1)‖f‖
2
L2(Rn).(2.5)
Also, for l, k ∈ N, R > 0 and y ∈ Rn with |y| < R/4,∑
j∈Z
sup
2kR<|x|≤2k+1R
sup
t∈[1, 2]
∣∣Kjt ∗ φj−l(x + y)−Kjt ∗ φj−l(x)∣∣(2.6)
. ‖Ω‖L∞(Sn−1)
1
(2kR)n
min{1, 2l
|y|
2kR
},
see [11, Lemma 2.2].
Lemma 2.2. Let Ω be homogeneous of degree zero and have mean value zero.
Suppose that Ω ∈ L∞(Sn−1). Then µ˜lΩ is bounded from L
1(Rn) to L1,∞(Rn) with
bound less than Cl
1
2 ‖Ω‖L∞(Sn−1).
6 X. TAO AND G. HU
Proof. We modify the argument used in the proof of Lemma 2.3 in [11], in which
it was proved that µ˜lΩ is bounded from L
1(Rn) to L1,∞(Rn) with bound less than
Cl‖Ω‖L∞(Sn−1). The argument here involves some refined kernel estimates. Our
goal is to prove that for any λ > 0,∣∣{x ∈ Rn : µ˜lΩ(f)(x) > λ}∣∣ . l 12λ−1‖Ω‖L∞(Sn−1)‖f‖L1(Rn).(2.7)
Without loss of generality, we assume that ‖Ω‖L∞(Sn−1) = 1. For each fixed λ >
0, applying the Caldero´n-Zygmund decomposition to |f | at level λ, we obtain a
sequence of cubes {Qi} with disjoint interiors, such that
λ <
1
|Qi|
∫
Qi
|f(y)|dy ≤ 2nλ,
and |f(y)| . λ for a. e. y ∈ Rn\
(
∪i Qi
)
. Set
g(y) = f(y)χRn\∪iQi(y) +
∑
i
〈f〉QiχQi(y),
b(y) =
∑
i
bi(y), with bi(y) =
(
f(y)− 〈f〉Qi
)
χQi(y).
By (2.5) and the L2(Rn) boundedness of µ˜Ω, we know that µ˜
l
Ω is also bounded on
L2(Rn) with bound independent of l. Therefore,
|{x ∈ Rn : µ˜lΩ(g)(x) > λ/2}| . λ
−2‖µ˜lΩg‖
2
L2(Rn) . λ
−1‖f‖L1(Rn).
Let Eλ = ∪i4nQi. It is obvious that |Eλ| . λ−1‖f‖L1(Rn). The proof of (2.7) is
now reduced to proving that
|{x ∈ Rn\Eλ : µ˜
l
Ω(b)(x) > λ/2}| . l
1
2λ−1‖f‖L1(Rn).(2.8)
We now prove (2.8). Let
Ul(b)(x) =
∫ 2
1
∑
j∈Z
∣∣F ljb(x, t)∣∣dt.
For each fixed i, let xi be the center of Qi. A trivial computation involving (2.6)
shows that for y ∈ Qi and t ∈ [1, 2],∑
j
∫
Rn\4nQi
|Kjt ∗ φj−l(x− y)−K
j
t ∗ φj−l(x− xi)|dx
.
∑
j
∞∑
k=2
sup
x∈2k+1Qi\2kQi
|Kjt ∗ φj−l(x− y)−K
j
t ∗ φj−l(x− xi)||2
kQi|
.
∞∑
k=2
min{1, 2l−k} . l.
Therefore,
|{x ∈ Rn\Eλ : Ul(b)(x) > l
1
2λ/2}|(2.9)
≤ 2l−
1
2λ−1
∑
i
∑
j
∫ 2
1
∫
Rn\Eλ
|F ljbi(x, t)|dxdt
. l
1
2λ−1‖f‖L1(Rn).
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Observe that for each fixed j ∈ Z,
sup
t∈[1, 2]
∣∣∣Kjt ∗ φj−l(x)∣∣∣ . ∫
Rn
K˜j(z)
∣∣φj−l(x− z)∣∣dz . 2−jnχ{x: 2j−4≤|x|≤2j+4}(x),
with K˜j(z) = |z|−n|Ω(z)|χ{2j−2≤|z|≤2j+2}(z). It then follows that
sup
j∈Z
sup
t∈[1, 2]
∣∣Kjt ∗ φj−l ∗ b(x)∣∣ .Mb(x).
This, in turn , implies that
|{x ∈ Rn : sup
j∈Z
sup
t∈[1, 2]
∣∣Kjt ∗ φj−l ∗ b(x)∣∣ > l− 12λ/2}| . l 12λ−1‖f‖L1(Rn).(2.10)
Combining estimates (2.9) and (2.10) leads to that
|{x ∈ Rn\Eλ : µ˜
l
Ω(b)(x) > λ/2}|
≤ |{x ∈ Rn\Eλ : Ul(b)(x) > l
1
2λ/2}|
+|{x ∈ Rn : sup
j∈Z
sup
t∈[1, 2]
∣∣Kjt ∗ φj−l ∗ b(x)∣∣ > l− 12λ/2}|
. λ−1l
1
2 ‖f‖L1(Rn).
This leads to (2.8) and completes the proof of Lemma 2.2. 
Lemma 2.3. Let Ω be homogeneous of degree zero and have mean value zero.
Suppose that Ω ∈ L∞(Sn−1). Let Mµ˜lΩ be the grand maximal operator defined by
Mµ˜lΩf(x) = sup
Q∋x
‖µ˜lΩ(fχRn\3Q)‖L∞(Q)
Then Mµ˜lΩ is bounded from L
1(Rn) to L1,∞(Rn) with bound Cl
1
2 ‖Ω‖L∞(Sn−1).
Proof. Again we assume that ‖Ω‖L∞(Sn−1) = 1. Let x ∈ R
n and Q ⊂ Rn be a cube
containing x. LetR = 2diamQ and denote by Bx the closed ball centered at x with
radius R. Then 3Q ⊂ Bx. For each ξ ∈ Q, we can write
|µ˜lΩ(fχRn\3Q)(ξ)| ≤ |µ˜
l
Ω(fχRn\Bx)(ξ) − µ˜
l
Ω(fχRn\Bx)(x)|
+µ˜lΩ(fχBx\3Q)(ξ) + µ˜
l
Ω(fχRn\Bx)(x).
It was proved in [11] that
sup
ξ∈Q
µ˜lΩ(fχBx\3Q)(ξ) .Mf(x),(2.11)
and
µ˜lΩ(fχRn\Bx)(x) .Mf(x) + µ˜
l
Ω(f)(x).(2.12)
Now write
|µ˜lΩ(fχRn\Bx)(ξ)− µ˜
l
Ω(fχRn\Bx)(x)|
≤
( ∫ 2
1
∑
j∈Z
∣∣∣ ∫
Rn
Rj, lt (x; y, ξ)f(y)χRn\Bx(y)dy
∣∣∣2dt) 12 ,
where
Rj, lt (x; y, ξ) = |K
j
t ∗ φl−j(x− y)−K
j
t ∗ φl−j(ξ − y)|.
Obviously, for x, ξ ∈ Q, Rj, lt (x; y, ξ)χRn\Qx(y) 6= 0 only if y ∈ B(x, 2
j+5), since
suppKjt ∗ φl−j ⊂ {z : 2
j−3 ≤ |z| ≤ 2j+3}.
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A trivial computation shows that
|Rj, lt (x; y, ξ)| . 2
−jnmin{1, 2l−j|x− ξ|}.
This, along with Ho¨lder’s inequality, gives us that
sup
t∈[1, 2]
∑
j∈Z
∣∣∣ ∫
Rn
Rj, lt (x; y, ξ)f(y)χRn\Bx(y)dy
∣∣∣2(2.13)
≤ sup
t∈[1, 2]
∑
j:2j> R16
∣∣∣ ∫
B(x, 2j+5)
Rj, lt (x; y, ξ)f(y)χRn\Bx(y)dy
∣∣∣2
.
∑
j: 2j> R16
(
min{1,
2lR
2j
}
)2(
Mf(x)
)2
. l
(
Mf(x)
)2
.
Collecting estimates (2.11)-(2.13) yields
Mµ˜lΩf(x) . l
1
2Mf(x) + µ˜lΩ(f)(x).
This, via Lemma 2.2, leads to our desired conclusion. 
Given an operator T , define the maximal operator Mλ, T by
Mλ, T f(x) = sup
Q∋x
(
T (fχRn\3Q)χQ
)∗
(λ|Q|), (0 < λ < 1),
where the supremum is taken over all cubes Q ⊂ Rn containing x, and h∗ denotes
the non-increasing rearrangement of h. The operator Mλ, T was introduced by
Lerner [18] and is useful in the study of weighted bounds for rough operators, see
[18, 10].
Theorem 2.4. Let Ω be homogeneous of degree zero and have mean value zero.
Suppose that Ω ∈ L∞(Sn−1). Then for λ ∈ (0, 1),
‖Mλ, µ˜Ωf‖L1,∞(Rn) . ‖Ω‖L∞(Sn−1)
(
1 + log
1
2
( 1
λ
))
‖f‖L1(Rn).(2.14)
Proof. We mimic the proof of Lemma 2.3 in [18]. Let D and D ′ be two dyadic
lattices and F be a finite family of cubes Q from D such that 3Q ∈ D ′. Set
MFλ, µ˜Ωf(x) =
{
maxQ∋x,Q∈F
(
µ˜Ω(fχRn\3Q)χQ
)∗
(λ|Q|), x ∈ ∪Q∈FQ
0, otherwise.
As it was pointed out in [18], it suffices to prove (2.14) with Mλ,µ˜Ω replaced by
MFλ,µ˜Ω .
We assume that ‖Ω‖L∞(Sn−1) = 1. Let M
D
′
be the mximal operator defined by
MD
′
f(x) = sup
Q∋x,Q∈D′
〈|f |〉Q.
Now let f ∈ L1(Rn), α > 0. Decompose {x ∈ Rn : MD
′
f(x) > λ−1α} as {x ∈
R
n : MD
′
f(x) > λ−1α} = ∪P∈PP , with P the maximal cubes in D ′ such that
1
|P |
∫
P
|f(y)|dy > λ−1α. For each P ∈ P , let
bP (y) = (f(y)− 〈f〉P )χP (y).
For j ∈ Z, set Bj(x) = supP∈P: |P |=2nj bP (x). We decompose f as f = g + b
with b =
∑
P∈P bP and g = f − b. Then ‖g‖L∞(Rn) . λ
−1α. Let l ∈ N such that
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log( 1λ)+1 < κl ≤ log(
1
λ)+2, with κ the positive constant in (2.5). A straightforward
composition involving Lemma 2.5 in [18] and (2.5) leads to that
|{x ∈ Rn : MFλ/4,µ˜Ω−µ˜2lΩ
g(x) > α}| . α−2λ−1‖µ˜Ω(g)− µ˜
2l
Ω (g)‖
2
L2(Rn)(2.15)
. α−2λ−12−2κl‖g‖2L2(Rn)
. α−1‖f‖L1(Rn).
Set E = ∪P∈P9P and E∗ = {x ∈ Rn : MDχE(x) >
λ
32}. We then have that
|E∗| . λ−1|E| .
1
α
‖f‖L1(Rn).
Note that
|{x ∈ Rn : MFλ/4,µ˜Ω−µ˜2lΩ
b(x) > α/2}|(2.16)
. |{x ∈ Rn\E∗ : MFλ/8,µ˜Ωb(x) > α/4}|+ |E
∗|
+|{x ∈ Rn : MFλ/8,µ˜2lΩ
b(x) > α/4}|.
Also, we have by Lemma 2.1 that
|{x ∈ Rn : MFλ/8,µ˜2lΩ
b(x) > α/4}| . α−1l
1
2 ‖b‖L1(Rn) . α
−1l
1
2 ‖f‖L1(Rn).(2.17)
If we can prove that
|{x ∈ Rn\E∗ : MFλ/8,µ˜Ωb(x) > α/4}| . α
−1l
1
2 ‖f‖L1(Rn),(2.18)
then by inequalities (2.15)–(2.18), we have that
|{x ∈ Rn : MFλ/2,µ˜Ω−µ˜2lΩ
f(x) > α/4}| . α−1l
1
2 ‖b‖L1(Rn) . α
−1l
1
2 ‖f‖L1(Rn),
This along with Lemma 2.3 and the fact that
‖MFλ,µ˜Ωf‖L1,∞(Rn) ≤ ‖M
F
λ/2,µ˜Ω−µ˜2lΩ
f‖L1,∞(Rn) + ‖M
F
λ/2,µ˜2lΩ
f‖L1,∞(Rn),
leads to (2.14).
We now prove (2.18). We will employ the ideas of Fan and Sato [8]. Let h(r) =
rχ(1/2, 1](r), and
Lj, t(x) =
Ω(x)
|x|n
h(
|x|
t
)χ(1, 2](2
−jt).
Let m ∈ N which will be chosen later. For each Q ∈ F , x ∈ Q and x ∈ Rn\E, we
have that (
µ˜Ω(bχRn\3Q)
)∗
(
λ|Q|
8
)
=
[(∫ ∞
0
∣∣∣ ∞∑
s=1
∑
j∈Z
Lj, t ∗
(
Bj−sχRn\3Q
)∣∣2 dt
t
) 1
2
]∗
(
λ|Q|
8
)
≤
[(∫ ∞
0
∣∣∣ m∑
s=1
∑
j∈Z
Lj, t ∗
(
Bj−sχRn\3Q
)∣∣2 dt
t
) 1
2
)∗
(
λ|Q|
16
)
+
[(∫ ∞
0
∣∣∣ ∞∑
s=m+1
∑
j∈Z
Lj, t ∗
(
Bj−sχRn\3Q
)∣∣2 dt
t
) 1
2
]∗
(
λ|Q|
16
).
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For eaxh ξ ∈ Q, write
∫ ∞
0
∣∣∣ m∑
s=1
∑
j∈Z
Lj, t ∗
(
Bj−sχRn\3Q
)
(ξ)
∣∣2 dt
t
. sup
t>0
∣∣ m∑
s=1
∑
j∈Z
Lj, t ∗
(
Bj−sχRn\3Q
)
(ξ)
∣∣
×
∫ ∞
0
∣∣∣ m∑
s=1
∑
j∈Z
Lj, t ∗
(
Bj−sχRn\3Q
)
(ξ)
∣∣dt
t
A trivial computation leads to that
sup
ξ∈Q
sup
t>0
∣∣ m∑
s=1
∑
j∈Z
Lj, t ∗
(
Bj−sχRn\3Q
)
(ξ)
∣∣
. sup
ξ∈Q
sup
t>0
∑
j∈Z
|Lj,t| ∗
( m∑
s=1
|Bj−s|
)
(ξ) . inf
y∈Q
Mb(y).
Let Tj be the operator defined by
Tjh(x) =
∫
2j−1≤|x−y|≤2j+2
|Ω(x− y)|
|x− y|n
h(y)dy.
We have
∫ ∞
0
∣∣∣ m∑
s=1
∑
j∈Z
Lj, t ∗
(
Bj−sχRn\3Q
)
(ξ)
∣∣dt
t
.
m∑
s=1
∑
j∈Z
MTjBj−s(x).
Therefore, for x ∈ Rn\E∗,
MFλ/8,µ˜Ωb(x) .
[
Mb(x)
( m∑
s=1
∑
j∈Z
MTjBj−s(x)
)] 1
2
+Mλb(x),
where and in the following,
Mλb(x) = max
Q∋x,Q∈F
[(∫ ∞
0
∣∣∣ ∞∑
s=m+1
∑
j∈Z
Lj, t ∗
(
Bj−sχRn\3Q
)∣∣2 dt
t
) 1
2
]∗
(
λ|Q|
16
)
if x ∈ ∪Q∈FQ and Mλb(x) = 0 otherwise. Lemma 2.6 in [17] tells us that
‖MTjh‖L1(Rn) . ‖h‖L1(Rn).
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Therefore, ∣∣{x ∈ Rn : [Mb(x)( m∑
s=1
∑
j∈Z
MTjBj−s(x)
)] 1
2
>
α
8
}∣∣(2.19)
.
∣∣{x ∈ Rn : Mb(x) > m− 12 α
8
}∣∣
+
∣∣{x ∈ Rn : m∑
s=1
∑
j∈Z
MTjBj−s(x) >
m
1
2α
8
}∣∣
. m
1
2α−1‖f‖L1(Rn) +m
− 12α−1
m∑
s=1
∥∥∑
j∈Z
MTjBj−s
∥∥
L1(Rn)
. m
1
2α−1‖f‖L1(Rn).
It remains to estimateMλ. Let ζ ∈ C∞(R) such that supp ζ ⊂ {r : |r| < 2−10},
and
∫
ζ(r)dr = 1. Set
Kj, s; t(x) = χ(1, 2](2
−jt)
Ω(x)
|x|n
vs(
|x|
t
)
,
with
vs(r) =
∫
R
h(r − u)2βsζ(2βsu)du,
β is a small constant which will be chosen later. By [8, Lemma 3 and Lemma 4],
we know that there exists functions {Mj, s; t} such that for some δ ∈ (0, 1),∥∥∥(∫ ∞
0
∣∣∣∑
j
Mj, s; t ∗Bj−s
∣∣∣2 dt
t
) 1
2
∥∥∥
L2(Rn)
. 2−δsλ−1α
∑
Q
‖bQ‖L1(Rn),
and for any N ∈ N and ε ∈ (0, 1).∥∥∥( ∫ ∞
0
∣∣∣∑
j
(
Kj, s; t −Mj, s; t
)
∗Bj−s
∣∣∣2 dt
t
) 1
2
∥∥∥
L1(Rn)
. 2βsN
(
2−δs + 2βsN2(n+(ε+δ−1)N
)
s
∑
Q
‖bQ‖L1(Rn),
If we choose β small enough, we then deduce from the last two inequalities that for
a constant γ ∈ (0, 1)∣∣∣{x ∈ Rn : ( ∫ ∞
0
∣∣∣ ∞∑
s=m+1
∑
j∈Z
Kj, s; t ∗Bj−s(x)
∣∣∣2 dt
t
) 1
2
>
α
32
}∣∣∣(2.20)
. α−1λ−1
∞∑
s=m+1
2−γs‖f‖L1(Rn)
Also, it was proved in [8, p. 276] that∣∣∣{x ∈ Rn : ( ∫ ∞
0
∣∣∣ ∞∑
s=m+1
∑
j∈Z
(Lj, t −Kj, s; t
)
∗Bj−s(x)
∣∣∣2 dt
t
) 1
2
>
α
32
}∣∣∣(2.21)
. α−1
∞∑
s=m+1
2−βs‖f‖L1(Rn).
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This, along with (2.20), implies that for a constant ̺ > 0∣∣∣{x ∈ Rn : (∫ ∞
0
∣∣∣ ∞∑
s=m+1
∑
j∈Z
Lj, t ∗Bj−s(x)
∣∣∣2 dt
t
) 1
2
>
α
16
}∣∣∣(2.22)
. α−1λ−12−̺m‖f‖L1(Rn).
We can now conclude the proof of (2.18). As in [18, Section 2], we can write∣∣{x ∈ Rn : Mλb(x) > α
8
}
∣∣ ≤ ∑
i∈Λ1
|Qi|+
∑
j∈Λ2
|Ij |,
where for each i ∈ Λ1,
|Qi| <
16
λ
∣∣∣{x ∈ Qi : ( ∫ ∞
0
∣∣∣ ∞∑
s=m+1
∑
j∈Z
Lj, t ∗Bj−s(x)
∣∣∣2 dt
t
) 1
2
>
α
16
}∣∣∣,
while for each i ∈ Λ2,
|Qi| <
16
λ
∣∣∣{x ∈ Qi : ( ∫ ∞
0
∣∣∣ ∞∑
s=m+1
∑
j∈Z
Lj, t ∗ (Bj−sχ3Qi)(x)
∣∣∣2 dt
t
) 1
2
>
α
16
}∣∣∣,
It follows from estimate (2.22) that∑
i∈Λ1
|Qi| . α
−1λ−22−̺m‖f‖L1(Rn).(2.23)
On the other hand, as it was pointed out in [18], we have that for each fixed j ∈ Λ2,
|Ij | ≤
16
λ
∣∣∣{x ∈ Ij : ( ∫ ∞
0
∣∣∣ ∞∑
s=m+1
∑
j∈Z
Lj, t ∗B
i
j−s(x)
∣∣∣2 dt
t
) 1
2
>
α
16
}∣∣∣
. α−1λ−22−̺m
∫
3Ij
|f(x)|dx,
if m ≥ N0, with N0 a large positive integer depending only n. Therefore, for a
positive constant Cn, we have that∑
j∈Λ2
|Ij | ≤ |{x ∈ R
n : Mf(x) > Cnαλ
22̺m}| . α−1λ−22−̺m
∫
Rn
|f(x)|dx,
which, along with (2.23), implies that∣∣{x ∈ Rn : Mλb(x) > α
8
}
∣∣ . α−1λ−22−̺m‖f‖L1(Rn).(2.24)
Take m ∈ N such that 2N0
(
log( 1λ) + 1
)
≤ m̺ < 2N0
(
log( 1λ ) + 1
)
+ 1. (2.18) now
follows from (2.19) and (2.24) directly. 
Let T be an operator and r ∈ [1, ∞). Define the maximal operator Mr, T by
Mr, T f(x) = sup
Q∋x
( 1
|Q|
∫
Q
|T (fχRd\3Q)(ξ)|
rdξ
)1/r
.
Mr, T was introduced by Lerner [17] and is useful in establishing bilinear sparse
domination of rough operator TΩ. By Lemma 3.3 in [17], Theorem 2.4 implies that
for p ∈ (1, ∞),
‖Mp, µ˜Ωf‖L1,∞(Rn) . ‖Ω‖L∞(Sn−1)p
1
2 ‖f‖L1(Rn).
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Now we define the maximal operator M ∗r, µ˜Ω by
M
∗
r, µ˜Ωf(x) = sup
Q∋x
( 1
|Q|
∫
Q
(∫ ∞
ℓ(Q)
|F˜tf(ξ)|
2 dt
t3
) r
2
dξ
) 1
r
,
A trivial computation yields that∫ ∞
ℓ(Q)
|F˜tf(ξ)|
2 dt
t3
=
∫ ∞
6nℓ(Q)
|F˜tf(ξ)|
2 dt
t3
+
∫ 6nℓ(Q)
ℓ(Q)
|F˜tf(ξ)|
2 dt
t3
≤
∫ ∞
6nℓ(Q)
|F˜t(fχRn\3Q)(ξ)|
2 dt
t3
+ inf
y∈Q
Mf(y).
We then have the follwing conclusion.
Corollary 2.5. Let Ω be homogeneous of degree zero and have mean value zero.
Suppose that Ω ∈ L∞(Sn−1). Then for r ∈ (1, ∞),
‖M ∗r, µ˜Ωf‖L1,∞(Rn) . r
1
2 ‖Ω‖L∞(Sn−1)‖f‖L1(Rn).
Proof of Theorem 1.5. We employ the ideas used in [18] and assume that
‖Ω‖L∞(Sn−1) = 1. By (2.4), it suffices to prove (1.3) with µΩ replaced by µ˜Ω.
For simplicity, we only prove (1.3) for the case s = 2. The case s ∈ [1, 2) can be
proved in the same way. For a fixed r ∈ (1, 2) and cube Q0, define Mr′, µ˜Ω;Q0 , the
local analogy of Mr′, µ˜Ω , as
M
∗
r′, µ˜Ω;Q0f(x) = sup
Q∋x,Q⊂Q0
( 1
|Q|
∫
Q
(∫ ∞
ℓ(Q)
|F˜t(fχ3Q0)(ξ)|
2 dt
t3
) r
2
dξ
) 1
r
.
Let E = ∪3j=1Ej with
E1 =
{
x ∈ Q0 : µ˜Ω(fχ3Q0)(x)| > D〈|f |〉3Q0
}
,
E3 = {x ∈ Q0 : M
∗
r′, µ˜Ω;Q0(fχ3Q0)(x) > Dr
′ 12 〈|f |〉3Q0},
where D is a positive constant to be determined. If we choose D large enough, it
then follows from Corollary 2.5 and the weak type (1, 1) boundedness of µΩ (see
[8]) that
|E| ≤
1
2d+2
|Q0|.
Now on the cube Q0, applying the Caldero´n-Zygmund decomposition to χE at level
1
2d+1
, we obtain pairwise disjoint cubes {Pj} ⊂ D(Q0), such that
1
2d+1
|Pj | ≤ |Pj ∩ E| ≤
1
2
|Pj |
and |E\ ∪j Pj | = 0. Observe that
∑
j |Pj | ≤
1
2 |Q0|. Write∫
Q0
|g(x)|
[
µ˜Ω(fχ3Q0)(x)
]2
dx =
2∑
i=1
Ji,
where
J1 =
∫
Q0\∪jPj
|g(x)|
[
µ˜Ω(fχ3Q0)(x)
]2
dx, J2 =
∑
l
∫
Pl
|g(x)|
[
µ˜Ω(fχ3Q0)(x)
]2
dx.
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The facts that |E\ ∪j Pj | = 0 implies that
|J1| . 〈|f |〉
2
3Q0〈|g|〉Q0 |Q0|.
To estimate J2, write∫
Pl
|g(x)|
[
µ˜Ω(fχ3Q0)(x)
]2
dx =
∫
Pl
|g(x)|
∫ ℓ(Pl)
0
|F˜t(fχ3Q0)(x)|
2 dt
t3
dx
+
∫
Pl
|g(x)|
∫ ∞
ℓ(Pl)
|F˜t(fχ3Q0)(x)|
2 dt
t3
dx
:= J l21 + J
l
22.
It is obvious that
J l21 =
∫
Pl
|g(x)|
∫ ℓ(Pl)
0
|F˜t(fχ3Pl)(x)|
2 dt
t3
dx ≤
∫
Pl
|g(x)|
[
µ˜Ω(fχ3Pl)(x)
]2
dx.
The fact that Pl ∩ Ec 6= ∅ tells us that
|J l22| =
∫
Pl
|g(x)|
∫ ∞
ℓ(Pl)
|F˜t(fχ3Q0)(x)|
2 dt
t3
dx
≤
(∫
Pl
|g(x)|rdx
) 1
r
(∫
Pl
(∫ ∞
ℓ(Pl)
|F˜t(fχ3Q0)(x)|
2 dt
t3
)r′) 1
r′
≤ |Pl|〈|g|〉Pl, r inf
y∈Pl
(
M
∗
2r′, µ˜Ω;Q0f(y)
)2
,
and so ∑
|J l22| ≤ r
′〈|f |〉23Q0
∑
l
|Pl|〈|g|〉Pl, r ≤ r
′〈|f |〉23Q0 |g|〉Q0, r|Q0|.
Combining estimates for J1, J
l
21 and J
l
22 shows that∫
Q0
|g(x)|
[
µ˜Ω(fχ3Q0)(x)
]2
dx ≤ Cr′〈|f |〉23Q0 |g|〉Q0, r|Q0|(2.25)
+
∑
l
∫
Pl
|g(x)|
[
µ˜Ω(fχ3Pl)(x)
]2
dx.
Recall that
∑
j |Pj | ≤
1
2 |Q0|. Iterating estimate (2.25), we obtain that there
exists a 12 -sparse family of cubes F ⊂ D(Q0), such that∫
Q0
|g(x)|
[
µ˜Ω(fχ3Q0)(x)
]2
dx . r′
∑
Q∈F
〈|f |〉23Q〈|g|〉Q, r|Q|;
see also [17, 18].
We can now conclude the proof of Theorem 1.5. In fact, as in [18], we decompose
R
n by cubes {Rl}, such that suppf ⊂ 9Rl for each l, and Rl’s have disjoint interiors.
Then for each l, we have a 12 -sparse family of cubes Fl ⊂ D(Rl), such that∫
Rl
|g(x)|
[
µ˜Ω(fχ3Rl)(x)
]2
dx ≤ Cr′
∑
Q∈Fl
〈|f |〉23Q〈|g|〉Q, r|Q|.
Let S = ∪l{3Q : Q ∈ Fl}. Summing over the last inequality yields our desired
conclusion. 
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3. Proof of Theorem 1.6 and Theorem 1.8
Let S be a sparse family of cubes. Associated with the sparse family S and
r ∈ (0, ∞), we define the sparse operator ArS by
ArSf(x) =
{∑
Q∈S
(
〈|f |〉Q
)r
χQ(x)
}1/r
.
Lemma 3.1. Let r ∈ (0, ∞), and S be a sparse family of cubes. Then
(i) for p ∈ (1, ∞) and w ∈ Ap(Rn),
‖ArSf‖Lp(Rn, w) . [w]
1
p
Ap
(
[w]
( 1r−
1
p )+
A∞
+ [w1−p
′
]
1
p
A∞
)
‖f‖Lp(Rn, w);
(ii) for p ∈ (r, ∞) and w ∈ Ap(Rn),∑
Q∈S
〈|f |w1−p
′
〉rQ〈|g|w〉Q|Q|(3.1)
. [w]
r
p
Ap
(
[w]
1− rp
A∞
+ [w1−p
′
]
r
p
A∞
)
‖f‖r
Lp(Rn, w1−p′)
‖g‖L(p/r)′(Rn, w).
Conclusion (i) of Lemma 3.1 is a combination of Theorem 2.3 and Theorem 2.13
in [15], and conclusion (ii) of Lemma 3.1 was proved in the proof of Theorem 2.3
in [15].
Lemma 3.2. Let w ∈ A∞(Rn). Then for any cube Q and δ ∈ (1, 1 +
1
211+n[w]A∞
],
( 1
|Q|
∫
Q
wδ(x)dx
) 1
δ
≤
2
|Q|
∫
Q
w(x)dx.
Lemma 3.1 was proved in [13].
Lemma 3.3. Let α, β ∈ N ∪ {0} and U be a sublinear operator. Suppose that for
any r ∈ (1, 2), and a bounded function f with compact support, there exists a sparse
family of cubes S, such that for any function g ∈ L1(Rd),∣∣∣ ∫
Rd
Uf(x)g(x)dx
∣∣∣ ≤ r′αAS;L(logL)β , Lr(f, g).(3.2)
Then for any w ∈ A1(Rd) and bounded function f with compact support,
w({x ∈ Rd : |Uf(x)| > λ})
. [w]αA∞ log
1+β(e + [w]A∞)[w]A1
∫
Rd
|f(x)|
λ
logβ
(
e +
|f(x)|
λ
)
w(x)dx.
This was proved Hu, Lai and Xue [10], see also Appendix C in [20] for the case
of β = 0.
Proof of Theorem 1.6. We assume that ‖Ω‖L∞(Sn−1) = 1. Let p ∈ (1, ∞) and
w ∈ Ap(Rn). Set τw = 1 +
1
211+n[w]A∞
. For a bounded function f with compact
16 X. TAO AND G. HU
support, it follows from Theorem 1.3 and Lemma 3.2 that∫
Rn
(
µΩ(f)(x)
)p
w(x)dx . τ
′ p2
w
∑
Q∈S
〈|f |〉pQ〈w〉Q, τw |Q|
. [w]
p
2
A∞
∑
Q∈S
〈|f |〉pQw(Q)
= [w]
p
2
A∞
∫
Rn
(
ASf(x)
)p
w(x)dx
. [w]Ap [w
1−p′ ]A∞ [w]
p
2
A∞
‖f‖pLp(Rn, w).
This establishes (1.4) for p ∈ (1, 2).
We now prove (1.4) for the case of p ∈ (2, ∞). Let f be a bounded function with
compact support, p ∈ (1, ∞) and w ∈ Ap(Rn). Set r = 1 +
1
4pτw
and s = 1 + 12p .
Then (r − 1/s)s′ < τw and rs < 1 +
5
6p < (p/2)
′. By Theorem 1.5, there exists a
sparse family of cubes S, such that for any g ∈ Lrloc(R
n), such that∫
Rn
(
µΩ(f)(x)
)2
g(x)dx . r′
∑
Q∈S
〈|f |〉2Q〈|g|〉Q, r|Q|.(3.3)
By Lemma 2.1, we may assume that S ⊂ D with D a dyadic lattice. A sraightfor-
ward computation involving Ho¨lder’s inequality, Lemma 3.1 and Lemma 3.2 shows
that
〈|g|w〉Q, r ≤ 〈|g|
srw〉
1
sr
Q 〈w
(r− 1s )s
′
〉
1
rs′
Q
. 〈|g|〉wsr, Q〈w〉
1− 1sr
Q . 〈M
D, w
sr g〉
w
Q〈w〉Q,
where
〈h〉wQ =
1
w(Q)
∫
Q
h(y)w(y),
and
MD, wsr h(y) = sup
Q∋y,Q∈D
( 1
w(Q)
∫
Q
|h(z)|srw(z)dz
) 1
sr
.
Thus by (3.3),∫
Rn
[
µΩ(fw
1−p′)(x)
]2
|g(x)|w(x)dx . [w]A∞
∑
Q∈S
〈|f |w1−p
′
〉2Q〈|g|w〉Q, r|Q|
. [w]A∞
∑
Q∈S
〈|f |w1−p
′
〉Q〈M
D, w
sr g〉
w
Qw(Q).
Recall that rs < (p/2)′ andMD, wsr is bounded on L
(p2 )
′
(Rn, w) with bound depend-
ing only on n and p. We deduce from Lemma 3.1 that∫
Rn
[
µΩ(fw
1−p′)(x)
]2
|g(x)|dx
. [w]
2
p
Ap
(
[w]
1− 2p
A∞
+ [w1−p
′
]
2
p
A∞
)
[w]A∞‖f‖
2
Lp(Rn, w1−p′)
‖MD,wsr g‖L(
p
2
)′ (Rn, w)
. [w]
2
p
Ap
(
[w]
1− 2p
A∞
+ [w1−p
′
]
2
p
A∞
)
[w]A∞‖f‖
2
Lp(Rn, w1−p′)
‖g‖
L(
p
2
)′ (Rn, w)
.
This in turn implies (1.4) for the case of p ∈ (2, ∞).
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Finally, (1.5) follows from Theorem 1.5 and Lemma 3.3. This completes the
proof of Theorem 1.5. 
Proof of Theorem 1.8. We assume that ‖Ω‖L∞(Sn−1) = 1. Let w ∈ A∞(R
n).
Repeating the proof of Theorem 1.1 in [20], we deduce from Theorem 1.5 that for
bounded function f with compact support,∫
Rn
(
µΩ(f)(x)
)p
w(x)dx . [w]
p
2+1
A∞
∫
Rn
(
Mf(x)
)p
w(x)dx, if p ∈ [1, 2],
and for bounded functions f and g with compact supports,∫
Rn
(
µΩ(f)(x)
)2
g(x)w(x)dx . [w]2A∞‖Mf‖
2
Lp(Rn, w)‖g‖L(
p
2
)′ (Rn, w)
, if p ∈ (2, ∞].
Our desired conclusion follows from the last two inequalities. 
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