Abstract{ We analyze the quadrature amplitude modulation (QAM) version of the multilevel modulation scheme with multistage decoding using suboptimal metric, when transmission takes place over a memoryless Gaussian channel. The upper bounds for decoding error probabilities are functions of the Cherno bounding parameter Z. We argue that the conventional approximation of Z is not adequate, and new values of Z that tightens the error bounds without causing them to lose their validity are given. The capacity for this system is also calculated, and the result hereof is the conclusion that the use of suboptimal metric in multistage decoding causes very little degradation in capacity compared to when optimal metric is used in each decoding stage.
I. INTRODUCTION
The principle of trellis-coded modulation was described by Ungerb ck in his paper of 1982 8] , and the concept of multilevel modulation was introduced by Imai and Hirakawa 6] . In this method the channel signal set is successively binary partitioned using the set partitioning rule where the binary labels of the branches from one level of the partition chain to the next are encoded by independent binary codes. The multilevel scheme enables the usage of a suboptimal multistage decoder 6], 7], which performs almost as well as an optimum joint maximum likelihood sequence estimator over all levels 4], but is much less complex.
In this paper we will study a multilevel modulation scheme using QAM-signaling, transmitting over a discrete memoryless Gaussian channel and employing a multistage decoder. To further reduce complexity we use a suboptimal metric in each decoding stage. This is shown to generate very slight performance loss in terms of capacity.
In the following section we introduce the QAM multilevel modulation scheme, which is a modi ed version of the one proposed in 6]. The channel characteristics and the decoding procedure are also given. In Section III we upperbound the block and burst error probabilities, for block and convolutional codes respectively. The calculation of upper bounds for these probabilities reduces to calculation of code generating functions with the Cherno bounding parameter Z as argument. This parameter is a function of the intra-set squared Euclidean distance 2 k on level k, the noise variance 2 and the number of signal points on the corresponding level of set partitioning.
For 2-QAM transmission (the last level of the multilevel QAM scheme) Z = exp (? 2 k =8 2 ). This value is a lower bound on Z for other levels of the scheme, and is often used as an approximation of Z, see for example 1], though the approximation results in that the bounds on error probability lose their validity. The inaccuracy increases with the ratio 2 k = 2 . An accurate upper bound on Z for any level of the QAM scheme is Z = 4 exp (? 2 k =8 2 ). This is a consequence of the \nearest neighbor error events principle" 4], 7], and the fact that each signal point of a M-QAM set has at most 4 nearest neighbors. This value of Z yields, especially for small values of 2 k = 2 , loose bounds on the error probabilities. In the case of 16-QAM the average number of nearest neighbors is 3 so here the estimation Z = 3 exp (? 2 k =8 2 ) can be used 5], and for 4-QAM each signal point has 2 nearest neighbors so Z = 2 exp (? 2 k =8 2 ) is an approximation of Z. In Sections IV and V we calculate better upper bounds on Z that tightens the error bounds without causing them to lose their rigor. This is done using the Cherno bounding method, which gives exponentially tight bounds 11]. The last but one level, when the signal set is 4-QAM, is considered in Section IV, and in Section V we calculate Z for a QAM signal set with an in nite number of points.
The assumption of M-QAM with M = 1 is a mathematical abstraction, but it is a good approximation of a M-QAM multilevel coded modulation scheme with M < 1, at least for large M. Finally, in Section VI we calculate the capacity of this multilevel modulation scheme using QAM-signaling and this type of suboptimal decoder, and compare to the capacity for the same scheme using optimal metric in each decoding stage.
II. SYSTEM DESCRIPTION
The transmitter and receiver described in Figure 1 is a generalization of the scheme of Imai and Hirakawa 6] to multilevel QAM. A binary information sequence u is partitioned into K binary subsequences u (1) ; u (2) ; : : : ; u (K) , where each subsequence is encoded by an independent binary component code C k (block or convolutional). A set of K bits, n v (1) (n) ; v (2) (1) ; s (2) ; : : : ; s (n) ; : : : (where s (n) = a (n)+jb (n) is the channel input at the n th moment of time, a (n) ; b (n) 2 n 1; 3; : : : ; (1) ; e (2) ; : : : ; e (n) ; : : : such that the complex received sequence is r = s + e. Here e (n) = e (I) (n) + je (Q) (n), where e (I) (n) and e (Q) (n) are independent Gaussian random variables with zero mean and variance 2 .
The multistage decoder consists of a set of suboptimal decoders matched to the codes used on the corresponding levels of encoding. Each decoding stage consists of calculation of distances (metrics) to the received sequence r from all possible code words on the corresponding level of set partitioning. The side information from the previous decoding stages determines, according to the set partitioning structure (illustrated in Figure 2 ), the signal set upon which the metrics are calculated.
When calculating the metrics, the decoder uses the following suboptimal principle. Let us suppose that a binary block code (the extension to convolutional codes is straight forward) of length N is used on the k th level of the encoding, and that the decoding on the previous (k ? 1) v (k) (1) (1) ; S (k? 1) v (k) (2) (2) ; : : : ; S (k? 1) v (k) (N) (N) be the sequence of subsets corresponding to transmission of the code word v (k) . Then the distance (metric) between the received sequence r = r (1) ; r (2) ; : : : ; r (N) and the codeword v (k) is determined as r; v (k) = min (1) where d E (x; y) means the squared Euclidean distance between the N-dimensional vectors x and y. The decoding consists of choosing the codeword v (k) for which the metric r; v (k) above is minimal.
III. ERROR PERFORMANCE
The performance of a multilevel coded modulation system, which employs a multistage decoder, is commonly estimated by average bit error probability of each component code 1], 4], 7] or by block error probability and burst error probability for block and convolutional coding respectively 1], 4]. In this section we present upper bounds for the last two probabilities. When considering the overall performance of the multilevel system, it should be noted that the overall decoding error rate is upperbounded by the sum, over all levels, of the probability that a decoding error occurs at one level conditioned that all the previous levels were correctly decoded we say that the l th codeword, l = 1; 2; : : : ; L?1, causes a decoding error and we will denote this event " (k) l . Then the probability of decoding error P " (k) on the k th level is upperbounded by the union bound 9], 11]
In the binary case P " l , i.e. the bound has the form P "
where Z (k) is a function of 2 k and 2 k . In this paper we will use the Cherno bounding method for upperbounding of P " (k) l . This method gives, as is well known, an exponentially tight bound 11]. From (2) and (3) we get for linear block codes 10]
where fa (k) w g is the weight distribution of the code on the k th decoding level, i.e.
a (k) w is the number of code words having weight w, d (k) min is the minimal Hamming distance of the code, and G (k) (D) is the generating function of the linear block code.
When a convolutional code is used, the burst error ( rst-event) probability P " (k) is upperbounded by the union type bound 9]
where T (k) (D) is the generating function of the convolutional code on the k th decoding level.
We note that the commonly used upper bounds for block and burst error proba- when QAM-signaling is used. The bounds (4) and (5) are often violated through the use of the lower bound exp (? 2 k =8 2 ) as an approximation to Z (k) . Thereby the upper bounds (4) and (5) lose their validity. On the other hand the upper bound 4 exp (? 2 k =8 2 ) sometimes gives bounds that are loose. In the following sections we calculate the values Z (k) that give exponentially tight union bounds, (4) and (5), without causing them to lose their validity. This is done by using the Cherno bounding method and the analysis is performed for the last two decoding levels and for a QAM signal set with an in nite number of signal points. The application of the Cherno bound to the situation considered is explained in Appendix A.
IV. THE CHERNOFF BOUNDING PARAMETER FOR THE LAST TWO LEVELS
On the last decoding level each of the subsets S consists of one point, and the squared Euclidean distance between the subsets is 2 K . It is well known that in this case the probability that the l th codeword will cause the decoding error can be calculated exactly, P "
where Q (x) = R 1 x exp (?t 2 =2) dt= p 2 , and Z (K) = Z 2 = exp (? 2 K =8 2 ), i.e. Z (K) coincides with the lower bound in (6) . The parameter Z (K) is a function of the normalized Euclidean distance K = K = , and since all the expressions of Z (k) in the further evaluation of the error probability on the k th level will also be functions of k = k = , we will keep this notation. Thus, without loss of generality, we consider on the k th level of set partitioning the signal set with the minimal inter-set Euclidean distance k and additive Gaussian noise with the variance 2 equal to 1.
Numerical values of the Cherno bounding parameter Z 2 are shown in Table I Table I for a number of di erent = K?1 .
We can see that for small the values of Z 4 are close to the lower bound Z 2 , but for large Z 4 approaches 2Z 2 due to the \nearest neighbor error events principle". In Figure 4 we show by two examples how the bounds on error probability are improved by the use of Z 4 instead of 2Z 2 .
In principal the value Z that gives an exponentially tight union bound for the error probability can be calculated for any decoding level of multilevel coded M- : (11) The in nite sum in the rst expression for g (k) (s) in (11) converges faster for large k than for small k . If it is desirable to have fast convergence when k is small one should use the second expression in (11) . Numerical values of Z 1 are shown in Table   I for a number of di erent = k . Here it can also be seen that Z 1 approaches 4Z 2 for large , due to the \nearest neighbor error events principle". We conclude that the rough bounds Z 2 < Z M < 4Z 2 have been tightened to Z 4 < Z M < Z 1 for M > 4. In Figure 6 we show by two examples how the bounds on error probability are improved by the use of Z 1 instead of 4Z 2 .
VI. CAPACITY AND CUTOFF RATE OF MULTISTAGE DECODING USING SUBOPTIMAL METRIC
Analogously to 4] we consider the transmission on each level of modulation as transmission over an individual channel. But in contrast to 4], where the capacities of these individual channels for optimal decoding on each level of modulation was calculated, we calculate the capacities when suboptimal decoding, described in Section II is used. We consider the QAM signal set with an in nite number of signal points, and as an output of the individual channel we consider the sequence of statistics ? (k) introduced in Section IV.
The capacity for the k th level of the given multilevel QAM system using multistage decoding with suboptimal metric is
? (k) ( )d ; where the superscript denotes the transmitted bit, and where the probability density function of ? (k) conditioned on that a one was transmitted satis es f (1) ? (k) ( ) = f (0) ? (k) (? ) by symmetry. All signal points are assumed to be equally likely. Considering the ensemble of codes and calculating the expectation of decoding error probability gives that the cuto rate is R (k) comp = 1 ? log 2 1 + Z (k) . The capacity and computational cuto rate of a level using QAM with an in nite number of signal points is shown in Figure 7 . In this gure we also show the capacity for the same system using optimal metric at each decoding stage calculated in 4]. We conclude that the capacity for the system using suboptimal metric that we considered is close to the capacity for a system using optimal metric and multistage decoding. This indicates that it is not necessary to use the optimal metric in multistage decoding of multilevel QAM. That is, a complexity reduction by use of the suboptimal metric can be achieved at very small loss in capacity.
VII. CONCLUSIONS
The decoding error probability for multilevel QAM with multistage decoding using suboptimal metric has been analyzed. Rigorous union bounds for error probabilities of component codes have been presented and formulas for the parameter Z have been derived. To do this the Cherno bounding method, which gives exponentially tight bounds, was applied. This formula yields a Z that gives tighter bounds than the commonly used \nearest neighbor error events principle", but the bounds do not lose their validity as is the case when the often used approximation Z = exp (? 2 =8 2 ) is applied. Comparison to traditional bounding techniques for the probability of decoding error has been made for 4-QAM and a QAM signal constellation with an in nite number of signal points. Calculation of capacity and computational cuto rate was made for QAM with an in nite number of signal points. It was concluded that the capacity for the decoding using suboptimal metric is close to the capacity for the system where optimal metric is used. Hence in terms of capacity the need for using optimal metric is small when multilevel QAM with multistage decoding is considered. 
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Here we consider a level where the QAM signal set has in nitely many signal points, Figure 5 . To study the probability density function of the statistics ? (k) (n), we introduce the system of coordinates (x; y), Figure 5 
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