This paper describes an effective approach for the optimization of multiband spectra to produce prospective white-light spectra having specific color temperatures. The optimization process employs a genetic algorithm known as differential evolution, which aims to minimize the color rendering differences between a prospective white-light spectrum and its corresponding reference illuminant. Color rendering is assessed by calculating the CIEDE2000 color difference (ΔE 00 ) for 14 CIE test colors under the two sources. Optimized white-light spectra were matched to three CIE standard illuminants, that is, A (2856 K), D 50 (5003 K), and D 65 (6504 K). Optimal solutions for three-and four-band 25 and 50 nm Gaussian spectra are presented and analyzed, together with mixed 4-LED spectra that were optimized in the same way. In all cases, the simulated sources were shown to provide color rendering of such quality that ΔE 00av ≤ 2.24 units. Such white-light sources would likely find wide acceptance in numerous lighting applications.
Introduction
It is now firmly established that, by tuning the spectral intensities of light-emitting diodes (LEDs) which emit different bands of radiation, a white-light spectrum characterized by good color rendering and efficacy can be designed. LED spectra have been simulated [1] [2] [3] [4] and spectra of real LEDs digitized for use [4] [5] [6] [7] [8] . Typically, the color rendering properties of the white-light spectrum are expressed using the color rendering index (CRI) recommended in Commission Internationale de l'Eclairage (CIE) publication 13.3 [9] , and efficacy in terms of the luminous efficacy of radiation which is the ratio of luminous flux to radiant flux (LER, lm/rad-W).
The performance of any given mixture is governed by the number of bands [7] and their shape [10] , as well as the peak emission wavelengths ( ) and bandwidths (Δ ) of each of the bands used [5, 6] . Starting with a trichromatic mixture of "Red, " "Green, " and "Blue" bands, the color rendering can be improved by the addition of an "Amber" band. Any further additional band ( > 4) increases the complexity of the mixing process and the control of the white-point, with only marginal performance benefits [7] . It is shown that if the peak wavelengths and bandwidths of available LEDs could be freely manipulated, then it would be possible to produce three-LED sources with excellent white-light spectra [5] .
Our earlier work used an approach that focused purely on the best achievable combination of CRI and LER. The correlated color temperature (CCT) was an uncontrolled variable in the process, and the random CCTs that resulted were predominantly in the 3000-4000 K range. It has become apparent, however, that lighting manufacturers are desirous of spectral designs for light sources that can achieve specific target CCT values [11] . The marketing of light sources is evidently based upon a primary specification of CCT, with CRI and LER (while still of high importance) coming as secondary parameters.
We have therefore designed a new optimization process which puts CCT at the center of the process and then 2 Advances in OptoElectronics proceeds to optimize color rendering while maintaining a close tolerance to the target CCT value. We selected three CCT values to illustrate the effectiveness of our process.
Our approach excludes the physical processes that are needed for the conversion of input energy (most often electrical) into radiant energy. Our focus is rather on the distribution of energy within the radiant spectrum since this determines both the color and efficacy properties of a spectrum. As in our earlier work the optimization process was based on the differential evolution algorithm, as described in Section 2, and it is now based on the minimization of color differences expressed in the CIEDE2000 equation [12] , currently recommended for computation of perceived color differences between color pairs. The results are presented in Section 3. It is demonstrated that white-light spectra with a desired CCT and both good color rendering and efficacy are feasible using three or four bands.
Method
The optimization tool is a Matlab implementation of the population-based differential evolution (DE) algorithm [13] where a population of possible solutions is evaluated using a fitness function. The search for an optimal solution starts with a population of randomly created solution vectors { V1 , . . . , V , . . . , V }, each vector representing a candidate mixed light spectrum, where some characteristics of the individual bands in the candidate spectrum, for example, intensities, are randomized. As new solutions are created and evaluated, only the fitter solutions are moved to the next generation [7] .
The basis of the selection process in our algorithm is the color difference of specific surface colors as they appear under the candidate spectrum and under the reference spectrum of the same CCT. In each new generation, the offspring solutions are evaluated using a fitness function ( fit ) based on the color difference Δ 00 calculated using the CIEDE2000 color difference formula. Hence, the algorithm searches for a spectrum with the lowest color differences. The optimum solution is determined after having performed (typically 1000) cycles of the evaluations; that is, the best solution in cycle is accepted as the best white-light spectrum.
Thus, the intent is to minimize the average color difference Δ 00(Avg) for a set of color samples. The color samples (Table 1) are the 14 test samples specified in CIE13.3 [9] . Samples 1 to 8 have low to moderate chromatic saturation; Samples 9 to 12 represent saturated red, yellow, green, and blue; and Samples 13 and 14 represent light human complexion and green foliage, respectively. The CIE test color samples are used since they constitute a well known and widely used set.
After the completion of each DE run, the performance of each optimized solution is assessed using the CIE general color rendering index, , determined as per [9] and the lowest color rendering value min , together with the LER. Furthermore, the Δ 00 for each test sample is tabulated (Tables 2, 3 , 4, and 5), together with the color differences decomposed into chromatic differences [14] in terms of 
Δ
* , Δ * , and Δ * . Positive (negative) differences mean that the color test samples illuminated by the optimized spectrum have more (less) of that variable than when illuminated by the reference illuminant. The closeness of the chromaticity matches to the target CCTs has been computed in the CIE ( V ) chromaticity space [14] . These data are included on the grounds of the importance of this parameter to the potential users in the lighting industry. To gauge the significance of our computed Δ( V ) color differences, the color difference in the ( V ) diagram between 5000 K and 6500 K on the Planckian locus is Δ( V ) ∼ 0.02, and between 2700 K and 3000 K the difference is Δ( V ) ∼ 0.01.
Optimization of Real LED Mixtures.
Here, a solution ( V ) is the spectrum of the light produced by a mixture of either 3 or 4 real LEDs, being a selected subset of the Luxeon range [15] (Figure 1 ). The optimization starts with a population of randomly created solution vectors, where the intensities ( ) of the individual LED spectra are randomized. The results are presented in Section 3.1. 
where , , and Δ represent peak intensity, peak wavelength, and spectral bandwidth (or full-width at half-maximum, FWHM), respectively, and (2) represents the composite spectrum of bands, each having the same value of FWHM bandwidth:
with chosen to be either 3 or 4 as explained in the Section 3.
The optimization starts with a population of randomly created solution vectors, where the intensities and the peak wavelengths of the individual Gaussian bands are randomized while their spectral bandwidths are kept constant. Two bandwidths have been investigated, 25 nm and 50 nm, representing "typical" LED spectral bandwidths.
Results

Real LED Mixtures.
We explored the feasibility of obtaining LED-based sources to match illuminants A, D 50 , and D 65 using a set of real LEDs with the spectral power distributions shown in Figure 1 . The choice was made to focus on the optimization of 4-band spectra as previous work [3, 5, 7, 8, 10] indicated that mixing only the blue, green, and red would result in spectra with poor color rendering. An exception occurs if the red band can be broadened or the red peak wavelength lowered [3, 5] .
The optimized 4-band spectra are shown in Figure 2 . Table 2 shows that the spectra are acceptable standard illuminant simulators, having average color differences below 1 Δ 00 unit, and CIE color rendering index ≥ 93. The Δ( V ) color differences are below 0.004 and could be considered subthreshold for white light.
Overall, the changes in lightness of the test colors are consistent regardless of the correlated color temperature; Samples 3, 7-10, and 14 become lighter and the remainder become darker (Table 2 ). This is thought to be due to the peaks and valleys in the combined spectra, resulting from the particular 4 LED spectra selected for the experiment. 
Optimization of Gaussian Bands.
Optimized spectra are shown in Figures 3, 4, and 5 with the values of the peak wavelengths given above each diagram. Figure 3 and Table 3 show the results of the optimization of the Illuminant A simulators showing that 3-band and 4-band Gaussian mixtures scored satisfactorily in the CRI metric ( ≥ 84). All simulators have a higher LER (≥318 lm/rad-W) than real Illuminant A (LER A = 156 lm/rad-W). The spectra are named S 1 , S 2 , and S 3 , where S 1 represents the 25 nm 3-band spectrum, S 2 represents the 50 nm 3-band spectrum, and S 3 represents the 25 nm 4-band spectrum. The Δ( V ) color differences are below 0.006 for S 2 and S 3 .
Illuminant A.
As expected, the lower color errors (hence better color rendering) are obtained by either employing wider Gaussian bands (S 2 ) or using an additional 4th band (S 3 ). However, a wider red band and the additional amber band reduced LER (from 416 lm/rad-W to 357 and 318 lm/rad-W) by introducing more radiated power at wavelengths where the ( ) function has low values. The 25 nm 3-band spectrum (S 1 ) exhibits very poor rendering of blue (Sample 12: strong blue, 12 = min = 24) (Table 3(a) ).
Simulators S 2 and S 3 render all color samples better than S 1 , including the problematic saturated Samples 9-12. However, poor scores were recorded for Sample 9 (strong red) in S 2 , and for Sample 12 (strong blue) in both S 2 and S 3 . Figure 3 shows the spectral power distributions of the Illuminant A simulations. The Gaussian peaks follow the general trend of the Illuminant A spectrum. The low emission in the blue region helps explain the problematic rendering of the strong blue sample shown in Table 3 .
Based on these results, the S 1 mixture would be an unsatisfactory simulator of Illuminant A, while the S 2 and S 3 mixtures would be acceptable for noncritical uses. 50 . The results for Illuminant D 50 are shown in Figure 4 and Table 4 . The spectra are named S 4 , S 5 , and S 6 , where S 4 represents the 25 nm 3-band spectrum, S 5 represents the 50 nm 3-band spectrum, and S 6 represents the 25 nm 4-band spectrum. The LER of the spectra is ≥323 lm/rad-W (versus the lower LER of real Illuminant D 50 at 207 lm/rad-W) and color rendering ≥ 85. Spectrum S 4 has a particularly bad effect on the chroma and hue of the strong blue (Sample 12) (Δ (12)S4 = 13.57, Δ * (12)S4 = −12.96).
Illuminant D
As expected, the color shifts and the differences in lightness are smaller for S 5 and S 6 ; that is, wider individual bands and 4-band mixture result in better white-light spectra. In particular, the best color rendering expressed in terms of Δ * and Δ * is for S 6 where the color errors are all below 4 units. Also, S 6 introduces the lowest changes Optimized spectrum S 7 introduces larger color errors (Δ 00av = 2.24) than any other in this paper. In particular, the blue sample has both hue and chroma differences greater than 16 units (Table 5 (a)). This aspect was somewhat unexpected and is thought to be due to the spectral discrepancies between the simulated spectra and real D 65 , particularly at the wavelength extremities. Further evidence is given by the fact that strong red (Sample 9) gives the next-worst in Table 5 (a).
Comparison of Peak Wavelengths.
It is instructive to compare our optimized Gaussian peak wavelengths with the peak wavelengths of the set of real LEDs, all of which are collated in Table 6 . The real LEDs are labeled as "Blue" ( = 460 nm), "Green" ( = 525 nm), "Amber" ( = 590 nm), and "Red" ( = 640 nm).
In most of the spectra, the blue Gaussian band was between about 470 nm and 460 nm. Exceptions are S 6 and S 9 , the 4-band D 50 and D 65 simulators, in which the optimizer moved the blue and green bands to lower wavelengths to accommodate the amber band. The green peaks in the 3-band mixtures were optimized toward the peak of the curve ( = 555 nm), thus producing the spectra with improved LER values as compared with the corresponding optimized LED mixtures.
It was consistently observed that the optimized wavelengths for the red band were between about 610 nm to 620 nm. However, the 4-band Illuminant A simulator, S 3 , has the red band at (S3) = 643 nm. We ascribe that to the fact that the amber band was optimized to (S3) = 589 nm, as compared with (S6) = 555 nm and (S9) = 558 nm for the D simulators. The result was the noticeable improvement in the rendering of test Sample 9 with source S 3 . It was noteworthy in nearly all our results that the strong red (Sample 9) and strong blue (Sample 12) were badly affected by the truncation of the extrema of the synthesized spectra.
Conclusions
We have demonstrated that it is possible to simulate the CIE standard illuminants A, D 50 , and D 65 by mixing multiband LED and Gaussian spectra. The overall performance of the Gaussian-based mixtures was better than the LED-based counterparts due to the freedom to select the most suitable positions in the spectrum for the peak wavelengths in the Gaussian mixtures.
The simulation results show that 3-band Gaussian Illuminant A simulators could have CRI above 84 and LER double that of Illuminant A. Well designed 3-band Gaussian D 50 and D 65 simulators may have both CRI ≥ 85 and LER ≥ 315 lm/rad-W; 4-band simulators improve color rendering by distributing the bands in the visible spectrum.
Our optimization techniques, as described, do not need to be constrained by the choice of test color samples, color difference formulae, target spectrum, or choice of standard observer. This is demonstrated in this paper where we have shown how our previously published algorithm can be modified to apply new color difference techniques to new objectives, in this case the achievement of specific source CCT targets.
It should be noted that the spectra presented here are results of simulations, and further work is required to investigate the practical implementation of those spectra and to evaluate them in "real life" situations. 
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