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The classification ofpolymer samples from their infra-red spectra
has been achieved by the application of a fuzzy c-means cluster
algorithm. The generation of a fuzzy classifier allows the
characterization of samples which are a combination of more than
one pure polymer.
Introduction
The widespread use of personal computer systems in the
analytical laboratory, and the processing power they offer,
has supported the increasing interest in the application
of chemometrics and multivariate analysis. The develop-
ment and use of pattern recognition, PR, techniques for
classifying known samples and identifying new samples
has received a great deal of attention in the literature. A
wide range of PR algorithms have been reported; these
methods are usually categorized as ’supervised’ PR (in
which a training set of previously identified samples are
analysed in order to determine some discriminant function
which allows subsequent samples to be classified), or
’unsupervised PR’ (commonly referred to as ’cluster
analysis’). The primary aim of a cluster analysis is to seek
and identify implicit structure in unclassified sets of data.
Numerous texts and reviews are available describing the
principles and applications of such data manipulation
techniques [ 1-4].
While hierarchical cluster analysis is one of the most
popular PR techniques in science, because of the familiar
dendrogram representation ofassociation between objects,
the use of this graphic display can produce considerable
distortion in the data representation and the actual display
obtained is dependent on the method employed. Non-
hierarchical techniques do not directly distort the data,
but their graphic representation is less obvious and the
results may not be simple to interpret. The aim of the
present study was to investigate the implementation of a
non-hierarchical clustering algorithm, based on fuzzy
pattern recognition, and its application to the classification
of polymer films by means of their infra-red spectra.
The theory offuzzy sets, in a form suitable for computerized
implementation and as a formal branch of mathematics,
was first proposed by Zadeh [5]. The theory extends crisp
set theory, in which an item either belongs or does not
belong to a set, to define an object’s membership function,
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or degree of belonging to a set. Such membership
functions define a transition from wholly belonging to not
belonging; they are continuous, monotonically increasing
or decreasing functions. Fuzzy set theory is currently
receiving considerable attention in a wide range of
laboratory automation and data processing tasks as it
provides a means of expressing uncertainty or imprecise
(fuzzy) data in a computer readable format. An overview
offuzzy set theory and potential applications in analytical
chemistry has been presented by Otto [6].
The concept of a membership function is directly
applicable to pattern recognition and cluster analysis as
it provides a numerical value expressing similarity
between items rather than the binary yes/no classifier’s
associated with conventional binary discrimination func-
tions. Fuzzy pattern recognition algorithms have been
extensively reviewed by Bezdek Ill--the algorithm
implemented in this study is the fuzzy c-means method.
The application of the algorithm to synthetic artificial
data and to the classification of a selection of IR spectra
of polymers is demonstrated.
Fuzzy classification algorithm
Cluster analysis seeks to achieve classification of a group
ofsamples or objects according to the similarity offeatures
measured on each object. Clearly defined clusters will be
characterized by member objects being similar or close in
the multidimensional feature space, and well separated
from other clusters. A common measure of similarity, and
that used in the present study, is the Euclidean distance
between objects. The fuzzy c-means clustering technique
seeks to minimize the within-cluster squared Euclidean
distance between the objects and the centre ofeach cluster.
The number of clusters, c, is pre-selected by the user.
The algorithm to generate the c-partitions and, hence, the
c-clusters was proposed initially by Bezdek et al. [3] and
the computerized implementation has been discussed by
Zadeh [7]. The degree or extent to which an object, i,
belongs to a specific cluster, c is referred to as that object’s
membership function (#ci). From a preselected number
ofclusters and a randomly generated initial fuzzy partition
of the objects such that there are no empty clusters, and
the membership functions for an object with respect to
each cluster sum to unity, the algorithm proceeds
iteratively. First, weighted means representing the cluster
centres are calculated. From these centre values, new
membership functions for each object with respect to each
cluster are calculated, and new fuzzy partitions of the
sample space are derived. This process continues with new
cluster means and new membership functions until the
total change in membership functions is considered
insignificant and the cluster populations remain un-
changed. The mathematical basis of the algorithm and
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proposed stopping conditions have been described by
Bezdek et at. [33 and Zadeh [73.
In this study the program was implemented in C language
on a 386-based microcomputer. The results comprised a
list of c-cluster centres, and a value denoting the object’s
degree of membership to each cluster.
Test data
Table 1. The partition coefficients for 2,
3, 4 and 5 clusters for the butterfly data,
showing two clusters to be an optimum.
Clusters Partition coefficient
2 0"843
3 0"685
4 O’592
5 0"609
Typical results obtained with the fuzzy c-means algorithm
can be illustrated using the ’butterfly’ data set, which is
bi-variate and two-dimensional data--see figure l(a). If
two clusters are selected, then the membership of each
observation to its nearest cluster centre (#) is as shown.
The selection of c, the number of clusters into which the
data are to be partitioned, is chbsen by the user. As with
traditional clustering techniques, there are no formal rules
to dictate what is optimal or best. Interpreting clusters is
largely subjective, meaningful clusters can often be
obtained for several values ofc. Several objective functions
to assess cluster validity have been reviewed by Bezdek
[t]; a particularly useful one, which is simple to
implement, is the partition coefficient defined by:
k=l i=1
where ik is the degree of membership of the object to the
cluster, i, and n is the total number of objects.
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Figure l(a). The butter.fly data set with membership values #
(A, B), where A is the membership to cluster 1 and B is the
membership to cluster 2.
The computed value for F(#; c) depends on all observations
and maximizing this function can produce the most valid
clustering. The butterfly data were examined with values
for c 2, 3, 4 and 5, and table shows the partition
coefficients calculated for each value. As to be expected
c 2 provides an optimal clustering as given by the
maximum value for F(#; c), as well as the most intuitively
meaningful.
Once a satisfactory clustering and partition is achieved,
a membership function surface can be created using the
original data as a training set, as illustrated in figure (b),
for c 2. New, unclassified samples can be subsequently
classified by interpolation on the surface.
The subjective nature of cluster analysis can be better
appreciated by reference to a more diffuse data set.
Figure 2 illustrates the scatter plot of a bi-variate data
set [8]. The natural clustering patterns are not so obvious
or unambiguous as with the butterfly data. Using fuzzy
c-means, the results for c 2, 3, 4 and 5 are illustrated
in figure 3, together with the computed partition
coefficients. High values of F(#; c) are obtained for each
value of c tested, a result in agreement with visual
interpretation of the data since each group of partitions
has significance, depending on the context of the inter-
pretation. It is of particular interest and value to note
that, unlike hard clustering techniques, fuzzy clustering
does not force an object into one or other cluster but can
allow it to belong equally to two, or more, groups.
Characterization of polymers
The use and application of the fuzzy c-means algorithm
was investigated further using infra-red spectral data and
examining the ability of the technique to classify spectra.
Figure l(b). The membership profile to 2 clusters of the butterfly
data.
2 3 4 5 6
x
Figure 2. The test data employed by Zupan [8].
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2CLUSTERS PARTITION-0.824 ,_3 CLUSTERS PARTITION 0.792
4CLUSTERS PARTITION-0.802 5 CLUSTERS PARTITION -0.749
Figure 3. Membership profiles and partitions for 2, 3, 4 and 5 clusters of the test data from figure 2.
Polymer samples tbr characterization were acquired from
a number of sources, including a commercial polymer
identification kit [9] and an industrial polymer analysis
laboratory (ICI Materials Research Centre, Middles-
brough, Cleveland, UK). Several homopolymers were
chosen with differing copolymers, copolymer levels,
additives and additive levels. These were prepared for
analysis as thin films, using standard methods of pressing
under hot plates or casting from solution.
Table 2. The variance and cumulative variance from a principle
component analysis ofthe polymer spectra.
Principal components Variance cumulative variance
53"46 53"46
2 25"2O 78"66
3 12"6O 91"26
4 3"60 94-86
5 2"06 96"92
Data acquisition and pre-processing
The infra-red spectra were acquired on a Philips PU9624
FTIR spectrometer from 4000 to 666 cm
-1 (2"5-15
microns) at a resolution of 4 cm- x, to provide absorbance
spectra containing 867 points each. All spectra were
normalized on the most intense absorption band to reduce
film thickness effects. As infra-red spectral data are highly
correlated, data reduction was carried out in two steps to
decrease the number of variables required to represent
the spectra. First, the spectra were reduced to 216 values
by tbur-point averaging, and then a principal component
analysis (PCA) was performed.
It can be seen from table 2 that the first three principal
components account tbr more than 91 of the total
variance within the spectral data. A scatter plot of the
polymer data loaded onto these components is shown in
figure 4. It is evident that J.hese three components provide
for effective and clear separation between groups of
samples. The first component, PC1, forms a partition
between acrylic polymers and others. PC2 forms two
partitions, nylon and PVC polymers are separated from
styrene and acrylic polymers and PC3 provides for a
partition between styrene and the others.
Examination of the principal component loading spectra
(figure 5) highlights the weighting given to each data
point in the spectra. Where each partition is formed, the
majority of bands in the corresponding spectra received
either a strong positive or negative weighting. Where PC2
produces two partitions it can be seen that the bands in
the nylon spectra receive positive weighting and the bands
in the PVC spectra receive negative weighting. Where
the bands in a spectrum do not conflict, as in the carbonyl
band at 1700cm -a for acrylic in figure 5(a), the
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Scatter Plot of first 5 PC’s
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Figure 4. A scatter plot of the first three principal components of
lhe four polymer groups.
weightings are high. However, where common bands
exist, for example, about 3000 cm -1 in figures 5(b) and
5(c), the weighings are small. As there are subtle
differences between spectra in each group, only the
common base polymer bands receive weightings.
The occurrence of copolymers and blends of polymers is
quite common in plastics, and the application of fuzzy
c-means methods to cluster the data set has an intuitive
appeal as unknown samples may indeed be a mixture of
two groups, and may therefore have a relatively high
membership to the cluster of each pure polymer group.
Subsequent characterization of an unknown sample
requires the same data reduction steps to be carried out
as for the test samples, i.e. reduction to 216 points and
application of the calculated principal component vectors
to give three principal components. These are used to
calculate the membership of the unknown sample to each
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Figure 5(a). The weightings given by PC1 plotted with an
infra-red spectrum of an acrylic sample. The major bandf in the
spectrum receive negative weightings, causing the samples to be
partitioned into two groups.
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Figure 5(b). The weightings given by PC2 plotted with an
infra-red spectrum of nylon, showing the nylon bands receiving
positive weightings.
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Figure 5(c). The weightings given by PC2 plotted with an
infra-red spectrum of PVC, showing the PVC bands receiving
negative weightings.
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Figure 5(d). The weightings given by PC3 plotted with an
infra-red spectrum of polystyrene, showing the polystyrene bands
receiving positive weightings.
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Table 3. The membership values for a series of plastic samples,
A-F. Where A acrylic; B polystyrene; C polystyrene;
D nylon; E PVC; and F acrylic/styrene blend.
Standard polymers
Sample Actual
code Acrylic Styrene PVC Nylon main polymer
A 0"40 0"19 0"25 0"16 Acrylic
B 0"005 0"97 0"015 0"01 Styrene
C 0"01 0"97 0"015 0"005 Styrene
D 0"032 0" 155 0"089 0"724 Nylon
E 0"18 0"30 0"33 0"18 PVC
F 0"33 0"25 0"24 0" 18 Acrylic and
styrene
based applications. For example the development of
expert systems for the interpretation of analytical data
has indicated that fuzzy logic represents an excellent
means of developing and propagating uncertainty within
such systems [10]. A serious problem associated with
integrating uncertainty in expert systems lies with
generating numerical values of uncertainty from analytical
data. The fuzzy c-means algorithm provides these values
and the algorithm can be linked directly to an expert
system shell. As applications of artificial intelligence
continue to grow in analytical science, the effect of
uncertainty and its measurement and integration into
data analysis schemes will become more important.
Acknowledgements
cluster. The test plastics examined were ground to powder
and their spectra obtained as compressed KBr discs. This
produced spectra with lower signal-to-noise ratios than
spectra from thin films and sloping base-lines due to
scattering and diffraction effects. However, with base-line
correction, it is evident from the results shown in table 3
that correct identification and classification ofeach sample
was possible.
Conclusion
A pattern recognition program based on the fuzzy c-means
algorithm has been implemented, and evaluated for
artificial data sets and data obtained from an infra-red
analysis of a range of polymer samples. The results
obtained illustrate that the method is capable ofproviding
meaningful clustering and classification, without the
problems associated with producing traditional binary
classification decisions.
The calculations, and generation, ofmembership function
values as obtained from the algorithm discussed above,
are of interest not only for their intrinsic value in direct
classification, but also for their potential use in broader
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