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Abstract
We present computer simulations of a tip-tilt adaptive optics system, where stochastic optimization is applied to the problem
of dynamic compensation of atmospheric turbulence. The system uses a simple measure of the light intensity that passes
through a mask and is recorded on the image plane, to generate signals for the tip-tilt mirror. A feedback system rotates
the mirror adaptively and in phase with the rapidly changing atmospheric conditions. Computer simulations and a series of
numerical experiments investigate the implementation of the method in the presence of drifting atmosphere. In particular, the
study examines the system’s sensitivity to the rate of change of the atmospheric conditions and investigates the optimal size of
the mirror’s masking area and the algorithm’s optimal degree of stochasticity.
 2002 Elsevier Science B.V. All rights reserved.
PACS: 02.60.Pn; 07.05.Tp; 95.75.Qr; 95.75Pq
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1. Introduction
Atmospheric layers act, due to turbulence, as a dis-
torting optical system which causes parallel light rays
to diverge. A typical short exposure image (exposure
time <2–20 msec), formed by viewing a point source
through turbulence, does not consist of a single dif-
fraction pattern with a diameter fixed by the diffraction
limit of the telescope, but rather of a number of su-
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Fondo Social Europes.
E-mail addresses: marzak@mailcity.com
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perimpozed speckles, microscopic images of the point
source, which are distributed over a diameter deter-
mined by the severity of turbulence (see Section 2.1).
This phenomenon is referred to as atmospheric see-
ing [1]. Due to seeing, the capabilities of even the
larger ground based telescopes remain unexploited.
Today it is technologically possible to smooth out
the distorting effects of the earth’s atmosphere by the
use of adaptive optics systems, which are able to adap-
tively cancel out, or at least minimize, atmospheric
seeing. The basic idea of adaptive optics was formu-
lated in 1953 by Babcock [2,3]. However, adaptive
optics systems were developed only recently, due to
the technological limitations of the implementation of
such systems. The basic limitation of an adaptive op-
tics system lies in the fact that a large number of highly
0010-4655/02/$ – see front matter  2002 Elsevier Science B.V. All rights reserved.
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expensive and complex elements are needed for the
wavefront sensing. By use of such sensors, the dis-
torted wavefront is repeatedly evaluated and continu-
ously corrected, in real-time, through a rotating and/or
a deformable mirror. In this way the spatial resolution
of the image of a star can be effectively improved up
to the theoretical diffraction limit of the telescope sys-
tem under use. Adaptive optics systems are currently
in use in the world’s largest astronomical observato-
ries.
The present study investigates the development of
an alternative adaptive optics method based on sto-
chastic optimization, in which the expensive wave-
front sensors will be replaced by a simple and cost
effective system. According to Noll [4], the so-called
tip-tilt distortion accounts for 85% of the aberration
induced upon a wavefront, which is passing though a
turbulent atmosphere. The tip-tilt is referred to as the
first order distortions which define, in the case of at-
mospheric seeing, the time varying wavefront gradi-
ents. Assuming that the centroid of an image is the
centre of its intensity distribution, the tip-tilt distor-
tion results in a displacement of the centroid and hence
a blurring of the image. The correcting element for
the system under study is assumed to be a flat mir-
ror, which can be tilted along two orthogonal planes to
correct the motion of the image. For the higher order—
but less significant—corrections, a deformable mirror
[1,5] is necessary. However, the primary concern of
any adaptive optics system is the first order tip-tilt cor-
rection, by which a significant part of the distortions
caused by seeing may be eliminated. Tip-tilt correc-
tion may also account for the minimization of any ther-
mal effects within the telescope enclosure and above
the surface of the mirror. In addition, any optical aber-
rations caused by micro-movements or other possible
external factors can be smoothed out.
In the simulated tip-tilt adaptive optics system pre-
sented here, the wavefront sensor is to be replaced by a
mask applied directly to the image, on the image plane.
The mask allows only a fraction of the light informa-
tion to pass through its narrow aperture. Behind the
mask there is a light detector, evaluating the total light
intensity passing through the mask and being recorded
on the central area of the image plane. This central im-
age area behind the mask’s aperture will be referred to
as the masking area. A computer, by means of the op-
timization algorithm, drives the tip-tilt mirror in such a
way as to bring the centroid (i.e. the centre of the light
intensity of the image) over the aperture of the mask.
By means of this optimization method, the restoration
of the centroid of the image is achieved, in real time,
resulting in the improvement of the light distribution
of the long exposure image recorded (exposure time
>2–20 msec). The process is repeated at each time
step. Fig. 1 illustrates the optimization process.
For the simulation purposes, atmospheric turbu-
lence is modeled following the principles of the rel-
ative Kolmogorov theory [6] and by using a sequence
of phase screens. A phase screen is a two-dimensional
distribution of phase fluctuations, introduced into the
optical system to simulate the effects of the turbulent
atmosphere. These phase fluctuations, are numerically
generated [1,5,7] by the so-called random mid-point
displacement algorithm, used for the same purposes
by Lane et al. [7] (see Section 2.2). The phase fluc-
tuations are transported across the telescope aperture
according to local wind conditions.
For the optimization of the image, ALOPEX sto-
chastic optimization is used (see Section 3 and [1,5,
8–11]). ALOPEX optimization methods are driven by
the parallel incoherent dithering of the control vari-
ables and the time dependence of the feedback. Their
main advantage is that no knowledge of the dynamics
of the system is required [8,9]. The method’s effec-
tiveness and practicality depend on the ability to fol-
low the motion of the turbulent wavefronts. ALOPEX
stochastic optimization algorithm is chosen due to its
speed of convergence and its simple implementation
[1,5,10,11].
In the present study we apply the ALOPEX sto-
chastic optimization method to the problem of real
time sharpness restoration of the image of a point star.
We investigate
• the typical method’s behaviour during the process
of image restoration (Section 4.2);
• the optimal size of the masking area (Section 4.3);
• the system’s sensitivity to the rate of change of
atmospheric distortions (Section 4.4.1);
• the relation of the algorithm’s optimal mean noise
amplitude and the rate of change of atmospheric
distortions, in the case of bad weather conditions
(Section 4.4.2).
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Fig. 1. A time step of the simulated adaptive optics system.
2. Computer simulations and background
2.1. Atmospheric distortion and adaptive correction
Let us assume a point source at infinity. Coherent
light rays coming from the point source and passing
through the turbulent atmospheric layers, deviate from
planarity. The distorted information passes through the
circular telescope aperture (ρ, θ) and forms an image
of the point star on the image plane (r,ψ). The light
distribution of any point on the image plane, in the
presence of interfering atmospheric distortions, can
be given by the following modified Fresnel–Kirchhoff
integral [1,5,12],
I (r,ψ)=
∣∣∣∣∣
1∫
0
2π∫
0
eik[δ(ρ,θ)−rρ cos(θ−ψ)]ρ dθ dρ
∣∣∣∣∣
2
, (1)
where k is the wave number of the incident wave.
The real function δ(ρ, θ) in Eq. (1) includes the op-
tical effects of both the distorting atmosphere φ(ρ, θ)
and the correcting mirror φc(ρ, θ). In the absence of
any distortions δ(ρ, θ)= 0, while in general
δ(ρ, θ)= φ(ρ, θ)− φc(ρ, θ). (2)
Function δ(ρ, θ) is of great interest in adaptive optics.
However, it is not directly measurable, as far as optical
wavelengths are concerned. The use of an alternative
method for the estimation of the image quality and
the corrections needed would therefore speed up the
process of image optimization in any adaptive optics
system.
In the adaptive optics system presented here, the
problem of minimization of δ(ρ, θ) (maximum pos-
sible elimination of atmospheric distortions) is solved
via the maximization of the total light intensity pass-
ing through the mask. As a result of keeping the light
intensity inside the masking area at maximum levels,
less spreading of the light distribution is achieved. As-
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suming a central masking area of radius R, the total
light intensity inside this area can be represented by
the integral
Stip tilt ≡
R∫
−R
2π∫
0
I (r,ψ)r dψ dr, (3)
which can be used to evaluate the cost function Stip tilt
that describes the simulated system.
For a tip-tilt system, i.e. a system that only corrects
the two lowest sources of aberrations, the correcting
phase φc(ρ, θ) is a function of the slope of the mirror’s
surface and is for simplicity expressed in Cartesian
coordinates as
φc(x, y)= a1x + a2y. (4)
The variables x and y represent the phase gradients
in the x- and y-direction, while the tip and tilt
components a1, a2 are variables determining the slope
of the mirror. Changes in the tip and tilt components
lead to a movement of the centroid of the star’s image.
Fig. 2 shows the image of a point star, generated
by means of Eq. (1), under the assumption that
no atmospheric distortion is present. Such an image
consists of a number of diffraction rings around a
central light disk referred to as the airy disk of the
image. Theoretically the angular width of the airy disk
can be calculated using the relation
δθ ≈ 1.22 λ
D
≈ 0.25λ (µm)
D (m)
arcsec, (5)
where λ and D denote the wavelength of the incident
light and the diameter of the telescope aperture, re-
spectively. Obviously the quantity δθ gives a theoret-
ical limit of the resolution of a telescope of a given
diameter D, since two neighboring sources are distin-
guishable only when placed at a minimum distance
δθ apart. In our simulation, the light was considered
monochromatic with a wavelength of λ= 0.5 µm.
The spatial resolution of ground based telescopes
with diameter greater than D > 30 cm is, however,
considerably less than the diffraction limit given by
Eq. (5), even under good weather conditions. For vis-
ible wavefronts the light distribution typically appears
spread on an area 10–20 times larger than the one
which is theoretically expected. If, for given seeing,
(a)
(b)
Fig. 2. The image of a point star—no disturbing atmosphere
is present, (a) as shown on the image plane and (b) irradiance
distribution.
the angular resolution of a star is δθ , then Eq. (5) can
be re-written in the form
δθ ≈ 1.22 λ
r0
, (6)
where r0 is the Fried’s coherence length of atmospheric
turbulence [1,13]. For given λ, the parameter r0 exper-
imentally represents the maximum telescope diameter
that leaves light information unaffected by turbulence.
Theoretically r0 gives the characteristic length above
which turbulent atmospheric movement remain statis-
tically uncorrelated. The value of r0 is time-varying
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(a) (b)
(c) (d)
Fig. 3. Speckle samples.
and depends on the severity of turbulence and the
wavelength used.
Evidently a typical telescope diameter D is larger
than the coherence length r0. As a result, the telescope
pupil can be thought of as a dense collection of K mi-
croscopic lenses of diameter r0, which densely cover
the pupil plane. This number K can be approximated
by
K ≈
(
D
r0
)2
.
The K microscopic tilted lenses result in a random in-
terference of light rays and the formation of K micro-
scopic images on the image plane. Each microscopic
image of the star is of diameter λ/D approximately,
while the displacement of each image from the cen-
tral image area is random. These microscopic images
of the point source are referred to as speckles (see
Fig. 3). The speckle pattern moves as a whole on the
image plane. Due to its random motion and changes in
shape, the time integrated, long exposure image, ap-
pears spread on a large area on the image plane. It is
worth noticing that the speckles observed in the im-
ages of Fig. 3 are the result of bad atmospheric see-
ing as, for the particular simulation, there was D/r0 =
17.3.
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The Strehl Ratio (SR) is defined as a restoration
criterion, used to estimate the sharpness of the restored
images,
SR = I (0)
M(0)
, (7)
with M(r) being the irradiance distribution of the
undistorted image. The value of SR gives a measure
of the central light intensity of a restored image,
in comparison to the central intensity peak of the
optimal undistorted image (see Fig. 2). Evidently the
maximum value of the Strehl Ratio is SR = 1. For the
simulation of the point star (see Fig. 2) we normalized
the peak of the irradiance distribution to unity. Thus,
for an undistorted light distribution M(r), there is
SR =M(0) = 1. Under this assumption, the value of
the SR of any undistorted image can be calculated by
the relation
SR = I (0)
(see Eq. (7)).
2.2. Atmospheric simulation
The atmospherically distorted wavefront at the
telescope pupil is modeled in terms of Kolmogorov
theory [6], which predicts the statistical properties
of the fluctuations of the refractive index and leads
to equations which describe the turbulence induced
by the thin layers within the atmosphere. For the
simulation of the atmospheric distortion, a phase
screen, i.e. a two-dimensional distribution of phase
fluctuations satisfying a Kolmogorov spectrum, is
introduced to the optical system at each time step of
the optimizing algorithm (recall Fig. 1).
Lane, Glindemann and Dainty [7] used the random
mid-point displacement method, previously applied
to the computer generation of artificial landscapes,
for a Kolmogorov turbulent screen generation. The
same technique is applied in the present study as
well (see also [1,5]), for the generation of a 65 × 65
Kolmogorov sampling grid. The algorithm is based
on making a coarsely sampled approximation to the
turbulent atmosphere and the subsequent refinement
of the successive smaller localized regions. For more
details see [1,5,7].
Let us assume the nth time step of the optimization
process. The numerical generation of the time evolv-
ing turbulent phase screen φ(ρ, θ)(n) begins with four
independent starting samples α(n), β(n), γ (n) and δ(n),
generated by a combination of the Gaussian variables
Rc(n) and Rd(n), of variance σc and σd , respectively
[7]:
α(n) =Rc(n)α + 0.5Rd(n)αδ ,
β(n) = Rc(n)β + 0.5Rd(n)βγ ,
γ (n) =Rc(n)γ − 0.5Rd(n)βγ ,
δ(n) =Rc(n)δ − 0.5Rd(n)αδ
(8)
with σc and σd satisfying the relations
2σ 2c +
σ 2d
2
= 6.88(D/r0)5/3,
2σ 2c + σ 2d = 6.88(
√
2D/r0)5/3.
(9)
The time dependence of the Gaussian variables
Rc(n) and Rd(n) which provide the four starting sam-
ples α(n), β(n), γ (n) and δ(n) of the turbulent phase
screen, as described by Eqs. (8), is directly related to
local atmospheric conditions [1]: Assume the num-
ber x(n) which moves across the interval [0,1] at
a rate which depends upon the rate of change of
the atmospheric conditions. The Gaussian variables
R
i(n)
j , where i = c, d and j = α,β, γ, δ,αδ,βγ , as in
Eqs. (8), are then calculated by the relation
R
i(n)
j =±σi
√
−2.0 · log(x(n)).
For a more detailed description of the simulation of
the time evolving phase screens, see [1].
Having calculated the four starting samples α(n),
β(n), γ (n) and δ(n), a new point m(n) can be generated
by linear interpolation and the addition of a displace-
ment $(n):
m(n) = α
(n) + β(n) + γ (n) + δ(n)
4
+ $(n). (10)
If h(n) is defined to be the distance between two
adjacent samples on the sampling grid, the variance
of the displacement $(n) can be required [7] to be
equal to σ 2$ = 0.6091h5/3. It is worth noticing that,
as the sampling grid becomes finer, the variance of the
displacement is also reduced. The procedure continues
by another linear interpolation between the corner
points and again by the addition of displacements.
As in [7], the calculation of a new point by use of
a point at the edge of the grid requires the addition of
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(a) (b)
(a) (b)
(a) (b)
Fig. 4. Samples of turbulent phase screens (a) two-dimensional projection, (b) functional form.
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a displacement η(n) with variance σ 2η = 0.4471h5/3.
On the left edge, for example, the new point m(n)αβ is
formed according to the rule m(n)αβ = α
(n)+β(n)
2 + η(n).
For a more detailed description and a discussion of this
interpolation/displacement procedure see [1,5,7].
Fig. 4 shows three samples of simulated turbulent
screens. For the purposes of the present study, phase
screens simulating turbulence were calculated for a
wide range of atmospheric conditions, starting from
D/r0 = 3.25 to D/r0 = 43.3.
3. ALOPEX stochastic optimization
For the purpose of optimization, let f ≡ f (x1, x2,
. . . , xN ;y1, y2, . . . , yM) denote the cost function, that
is the function that describes the system. Function
f depends on a set of N parameters x1, x2, . . . , xN ,
called the control variables, and a set of M parameters
y1, y2, . . . , yM , that are not under control, and may be
internal or external parameters of the system. As the
set of the M parameters y1, y2, . . . , yM are not under
control, we can re-write the cost function f using the
control variables x1, x2, . . . , xN only,
f ≡ f (x1, x2, . . . , xN ;y1, y2, . . . , yM)
≡ f (x1, x2, . . . , xN).
The stochastic optimization algorithm used for
the maximization of the cost function is the so-
called ALOPEX (ALgorithm Of Pattern EXtraction)
algorithm. It was originally devised in [8,9] for the
purpose of experimentally determining receptive fields
of individual neurons in the visual pathway. We
modified the ALOPEX optimization in [5,10,11] and
introduced new versions in addition to the ones already
known.
The ALOPEX process operates as follows:
• At each time step of the procedure, the variables
that determine the cost function are changed
simultaneously by small increments, and the cost
function is re-evaluated.
• The changes in a variable depend stochastically on
the change of the cost function and the change in
that variable over the previous two time steps.
• Since the changes are cumulative, the value of
each variable reflects at all times the dependence
of the cost function to changes in that variable
over all previous time steps.
• The process is guided by two free parameters,
which are the size of the increments and the
degree of stochasticity, i.e. the amplitude of noise.
For the purposes of the present simulation, the
cost function f of the system equates to the function
Stip tilt, defined by the integral shown in Eq. (3) and
referring to the total light distribution measured on
the masking area of the image. From Eqs. (3), (1), (2)
and (4), it can be easily seen that the cost function of
the system Stip tilt is a function of the tip and the tilt
components of the mirror, a1 and a2. The restoration
of the centroid of the speckled images is to be achieved
by optimization of the cost function Stip tilt(a1, a2), via
the appropriate changes in the slope of the mirror,
i.e. via changes in the control variables a1 and a2.
An optimization of Stip tilt(a1, a2) in real time will in
turn improve the sharpness of the final, long exposure
image.
Let a(n)i be the value of the ith control variable after
the nth time step and let S(n)(a(n)1 , a
(n)
2 ) be the value
of the cost function. According to the version of the
ALOPEX stochastic optimization algorithm presented
in [1,11], given the (random) initial conditions a(0)i ,
a
(1)
i and a
(2)
i (i = 1,2), the value of the ith control
variable is evaluated, at each time step, according to
the rule:
a
(n+1)
i = a(n)i + c)a(n)i
)S(n)
|)S(n−1)| + g
(n)
i ,
i = 1,2, n 3, (11)
where )a(n)i = a(n)i − a(n−1)i and )S(n) = S(n) −
S(n−1). The noise terms gi are essential ingredients
in the process, as they provide the agitation necessary
to drive the process [1,5,8–11]. The dynamics of the
process depends strongly on the mean amplitude of the
gi terms.
With use of the above version of the ALOPEX sto-
chastic optimization algorithm, the value of parame-
ter c remains constant during the optimization process.
For the results presented in the present paper, there is
c= 0.4.
For a more detailed discussion on the version of
ALOPEX stochastic optimization algorithm presented
by Eq. (11) see [1,11].
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Characteristics of the method, such as
• effectiveness and speed of convergence in real
time,
• no required knowledge of the dynamics of the
system or of the functional dependence of the cost
function on the control variables,
• easy and cost effective implementation
are the main factors that may lead to a successful im-
plementation of the suggested method to real astro-
nomical systems.
4. Numerical experimentations
4.1. Definitions
We define the following parameters:
• Parameter µ,
µ= masking area diameter
airy disk diameter
investigates the performance of the method, as
it pertains to the diameter of the masking area.
Recall that the airy disk is the central disk of the
irradiance distribution of the image of the point
source (see Fig. 2).
• Parameter µ1,
µ1 ≡ D
restored
m
Ddistortedm
estimates the restoration of the light intensity
spread around the central maximum. Drestoredm is
the diameter of the light distribution at half the
intensity maximum of the restored long exposure
image (note that this parameter can be found in
the bibliography as the FWHM (Full Width Half
Maximum). Ddistortedm is the diameter of the light
distribution at half the intensity maximum of the
distorted long exposure image.
• Parameter µ2,
µ2 ≡ SRrestored imageSRdistorted image
compares the SR values of the restored long
exposure images to that of the distorted long
exposure image.
A combination of parameters µ1 and µ2 is believed
to give a sufficient measure of the restoration of the
image sharpness.
4.2. The restoration process
The restoration process is assumed to start with
the tip-tilt mirror aligned parallel to the image and
pupil plane (i.e. for n = 1, φ(1)c (ρ, θ) = 0). The nth
time step (where n  3, as in Eq. (11)) starts with
the calculation of the distorting phase φ(n)(ρ, θ) (i.e.
the nth turbulent phase screen, see Section 2.2). As
described by Eq. (2), the evaluation of the function
δ(n)(ρ, θ) involves the subtraction of the correcting
phase φ(n−1)c (ρ, θ), which corresponds to the mirror’s
position at the previous time step n − 1, from the
distorting phase φ(n)(ρ, θ). The total light intensity
on the masking area is then measured and the cost
function S(n)tip tilt is evaluated (see Eq. (3)). This value
of the cost function is given as feedback for ALOPEX,
see Eq. (11), for the calculation of the new position
of the mirror (as described in the previous sections,
ALOPEX calculates the coefficients a(n)1 and a
(n)
2 by
which the correcting phase φ(n)c (ρ, θ) is evaluated).
We recall (see Eq. (11)) that ALOPEX optimization
requires information from the two previous time steps,
i.e. the values of S(n−1)tip tilt , S
(n−2)
tip tilt , a
(n−1)
1 and a
(n−1)
2 .
Fig. 5 illustrates the optimization process for the three
successive time steps n− 2, n− 1 and n (n 3).
The success of the method is demonstrated through
Fig. 6, which shows random samples of speckles,
taken on the image plane as the exposure time pro-
gressed. The images shown in (a) are the result of the
distorting atmosphere (ALOPEX optimization turned
off), while the images in (b) are the result of a re-
play of the same time sequence of the turbulent phase
screens of (a) (i.e they are subjected to the same dis-
tortion), but with correction by help the tip-tilt mir-
ror (ALOPEX optimization turned on). We note that
the three pairs of images shown in Fig. 6 correspond
to the short exposure images of time steps n = 50,
n = 500 and n = 1000 of a 1000-step optimization
process. For these images, parameter µ was kept con-
stant and equal to µ = 1.875 (see section below) and
the severity of turbulence was D/r0 = 8.6 (compare
with Fig. 3). By simple observation of the images of
Fig. 6, one may verify that, although turbulence tends
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Fig. 5. Illustration of the optimization process for the three successive time steps n − 2, n − 1 and n. T (n): Turbulent wavefront generator.
E(n): Evaluation of the light intensity on the masking area. A(n): ALOPEX stochastic optimization. C(n): Wavefront Corrector (Tip-tilt mirror).
R(n): Restored position of the centroid of the speckles.
Table 1
Intensity of the speckled images
Peak intensity Central intensity Central intensity
(distorted image) I (0) I (0)
(distorted image) (restored image)
0 0.098 0.024 0.097
1 0.018 0.009 0.016
2 0.079 0.035 0.068
3 0.136 0.125 0.132
4 0.064 0.047 0.058
5 0.078 0.009 0.064
6 0.077 0.016 0.059
7 0.147 0.065 0.105
8 0.138 0.024 0.123
9 0.054 0.036 0.050
10 0.056 0.082 0.048
SR
(superposition) I (0)max = 0.945 0.473 0.820
to move the centroid of the speckles outside the mask-
ing area (Fig. 6(a)), the optimizing process manages
to restore, in real time, the central position of the cen-
troid and successfully calculate at each time step the
tip and tilt parameters of the correcting mirror.
For a more detailed description of the process, we
present the peak and central value of the intensity
for ten speckle images. These images are random
snapshots taken during a typical 1000-step exposure
time, as previously, with and without the help of
ALOPEX optimization. The results are presented in
Table 1 (Fig. 6 includes three out of these ten images).
The last two entries of Table 1 give the values
of the central light intensity which correspond to
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(a) (b)
(a) (b)
(a) (b)
Fig. 6. Restoration of the centroid of the speckle patterns. ALOPEX algorithm (a) off and (b) on. Time steps n= 50, n= 500 and n= 1000 of
a 1000-step optimization process.
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the superposition of the ten speckled images under
study. These values were calculated to be I (0) =
0.473 without and I (0) = 0.820 with use of the
optimizing method. For comparison, we evaluate the
maximum possible value of the central irradiance
distribution for the superposition of these ten speckle
patterns, Imax(0) = 0.945. One can observe that the
sharpness of the superposition of the ten speckled
images under study is restored to 86.77% of its
maximum value.
(a)
(b)
Fig. 7. A distorted image (a) as shown on the image plane and
(b) irradiance distribution.
It is worth adding that, for the results presented in
this paragraph, the mean value of the noise amplitude
for the ALOPEX algorithm was kept equal to
〈gi〉 = 1.964 · 10−2Dspeckles,
where Dspeckles is the average diameter of the speckle
pattern.
This value of 〈gi〉, as well as all the values of 〈gi〉’s
that are presented in this study are the result of trial
and error during the numerical simulation.
4.3. The diameter of the masking area
A representative long exposure image of the point
source under observation typically looks like Fig. 7,
which corresponds to a superposition of 1000 speckled
images, like the ones shown in Fig. 6. To measure the
restoration of the image sharpness, we compare the
sharpness of Fig. 7, to the sharpness of the sample
restored images shown in Fig. 8. These images, as well
as Fig. 7, were obtained by the superposition of 1000
speckles.
Table 2 presents the dependence of the final sharp-
ness of the image on the size of the masking area,
through the values of parameters µ, µ1 and µ2. Ob-
serve that the optimal image sharpness is derived by a
masking area of diameter approximately twice as that
of the airy disk (µ ≈ 2). Figs. 9 and 10 illustrate the
data of Table 2.
Table 2
Image restoration parameters with relation to the diameter of the
masking area
µ µ1 µ2
0.25 0.563 1.209
0.50 0.538 1.323
0.75 0.531 1.469
1.00 0.529 1.653
1.25 0.523 1.763
1.50 0.513 1.836
1.75 0.500 1.928
2.00 0.499 2.057
2.25 0.501 1.892
2.50 0.514 1.765
2.75 0.526 1.692
3.00 0.517 1.638
3.75 0.528 1.609
5.00 0.539 1.551
6.25 0.543 1.364
7.50 0.548 1.267
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(a) (b)
(a) (b)
(a) (b)
Fig. 8. Samples of restored images for different values of µ. (a) As shown on the image plane, (b) irradiance distribution.
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Fig. 9. Intensity spread restoration versus the diameter of the masking area.
Fig. 10. SR restoration versus the diameter of the masking area.
4.4. Image restoration versus the mean velocity of
speckles
The mean velocity of the speckle pattern is di-
rectly related to the rate of change of the turbulent at-
mospheric conditions. However, reference to specific
wind velocities has no practical meaning, as the ve-
locity of the atmospheric layers varies according to
height. It is thus necessary to define a quantity differ-
ent than the velocity of the wind to describe the rate
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Fig. 11. Intensity spread restoration versus mean speckle velocity.
Fig. 12. SR restoration versus mean speckle velocity.
of change of the position of the centroid of the speck-
les. In contrast to previous work, which considers ve-
locities on the pupil plane, we define a quantity which
can be rigorously measured on the image plane, as fol-
lows: Assuming short time intervals )t of the order of
a few time steps, corresponding to times shorter than
the correlation time of the turbulence, we can calcu-
late a mean value of the rate of change of the position
of the centroid of the speckles. We define the quantity
v¯speckles to describe the rate of change of the position
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of the centroid of the speckles. This mean velocity of
speckles, v¯speckles, may be expressed in terms of the
average diameter of the speckle pattern, Dspeckles, and
in units of Dspeckles/(time step).
4.4.1. Keeping the mean noise amplitude constant
The image restoration process was studied for var-
ious values of v¯speckles. For the results presented in
Table 3, v¯speckles varies from 0.231 · 10−2 to 4.709 ·
10−2Dspeckles/(time step), while the mean noise am-
plitude is constant and equal to 〈gi〉 = 1.964 ·
10−2Dspeckles.
Table 3
Restoration parameters versus the mean image velocity
v¯speckles[Dspeckles/(time step)] µ1 µ2
4.709 · 10−2 0.984 1.023
3.118 · 10−2 0.943 1.098
2.458 · 10−2 0.937 1.129
2.310 · 10−2 0.913 1.196
2.198 · 10−2 0.815 1.294
2.117 · 10−2 0.775 1.362
2.024 · 10−2 0.762 1.364
1.939 · 10−2 0.682 1.571
1.861 · 10−2 0.504 1.802
1.539 · 10−2 0.496 1.789
1.159 · 10−2 0.494 1.803
0.927 · 10−2 0.499 1.831
0.772 · 10−2 0.527 1.848
0.661 · 10−2 0.497 1.923
0.578 · 10−2 0.498 1.906
0.514 · 10−2 0.499 2.002
0.462 · 10−2 0.499 2.057
0.330 · 10−2 0.499 2.048
0.231 · 10−2 0.499 2.053
Figs. 11 and 12 illustrate the results presented in
Table 3.
One can observe that, for v¯speckles < 1.939 · 10−2
Dspeckles/(time step) the mean amplitude of noise 〈gi〉
implemented can be kept optimally constant, even
though its average numerical values are higher than
the average values of the displacement of the centroid
of the speckles at each time step. This can be explained
due to the intrinsic properties of ALOPEX stochastic
optimization, see Eq. (11). For velocities v¯speckles >
1.939 · 10−2Dspeckles/(time step) the method fails to
satisfactory restore the image. Note, however, that
such velocities correspond to fast rate of change of
the position of the centroid of the speckles and hence
represent worse than average weather conditions. We
believe that in such cases of strong atmospheric dis-
tortion, the problem of satisfactory image sharpness
restoration will be overcome by appropriately chang-
ing the mean amplitude 〈gi〉 of the noise. The section
that follows justifies our hypothesis.
4.4.2. Changing the mean noise amplitude
We investigate the effect of the implementation of
increasing mean noise amplitudes 〈gi〉 in the case
where the mean image velocity v¯speckles exceeds the
limit of 1.939 · 10−2Dspeckles/(time step). As shown
in Table 4, which summarizes the results of the
simulation, there is an optimal mean noise amplitude
〈gi〉 for each v¯speckles, resulting in a satisfactory
restoration of the image sharpness.
In Figs. 13 and 14, which illustrate the data of
Table 4, the results of implementing a mean noise
amplitude 〈gi〉, which increases as v¯speckles increases,
are presented with solid lines. Dashed lines correspond
Table 4
Restoration parameters versus mean image velocity and noise amplitude
v¯speckles[Dspeckles/(time step)] 〈gi 〉 [Dspeckles] µ1 µ2
4.709 · 10−2 4.622 · 10−2 0.575 1.925
3.118 · 10−2 3.343 · 10−2 0.516 1.927
2.458 · 10−2 2.910 · 10−2 0.526 1.992
2.310 · 10−2 2.857 · 10−2 0.583 2.021
2.198 · 10−2 2.619 · 10−2 0.498 1.982
2.117 · 10−2 2.245 · 10−2 0.542 2.052
2.024 · 10−2 2.245 · 10−2 0.501 2.041
1.939 · 10−2 2.245 · 10−2 0.518 2.039
1.861 · 10−2 1.964 · 10−2 0.504 1.802
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Fig. 13. Intensity spread restoration versus mean speckle velocity, in relation to the noise amplitude: · · · keeping 〈gi 〉’s constant, — changing
the 〈gi 〉’s.
Fig. 14. SR restoration versus mean speckle velocity, in relation to the noise amplitude: · · · keeping 〈gi 〉’s constant, — changing the 〈gi 〉’s.
to the data of Figs. 11 and 12 (Table 3). The success of
the implementation is apparent.
Fig. 15 shows the necessary increase in the noise
amplitude when the mean image velocities v¯speckles be-
come larger than 1.939 ·10−2Dspeckles/(time step), i.e.
under weather conditions which are worse than aver-
age. As can be observed, the mean noise amplitude can
be assumed to be linearly depended on the mean veloc-
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Fig. 15. Optimal noise amplitude versus speckle velocity: · · · keeping 〈gi 〉’s constant, — changing the 〈gi 〉’s.
Fig. 16. Linear regression of optimal noise amplitude on the mean speckle velocity.
ity of the speckles on the image plane, v¯speckles. More
specifically, a linear regression of the mean noise am-
plitude 〈gi〉 on the mean velocity of speckles, v¯speckles,
can be calculated:
〈gi〉 = α · v¯speckles + β,
where α = 0.883(time step)/Dspeckles and β = 0.552 ·
10−2. The correlation coefficient for the above for-
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mula is r = 0.97849. Fig. 16 shows the above linear
regression.
5. Conclusions
The present work investigates the optimization of
an image of a point star using a computer simulated
tip-tilt adaptive optics system. The optimization of
the long exposure images is achieved by use of a
stochastic optimization algorithm. The tip-tilt mirror is
rotated in such a way that the position of the centroid
of the short exposure images is restored, in real
time, inside the central area of the image plane (the
masking area). The optimal diameter of the masking
area is found to be approximately twice the airy disk
of the point star. We also found that for optimal
image restoration and under conditions of good or
medium seeing, the mean amplitude of the required
noise in the algorithm can be kept constant during the
optimization process. For worse than average weather
conditions, the optimal mean noise amplitude and the
mean velocity of the short exposure images are found
to be linearly depended. By use of the optimization
method presented here, the reduction of the distorting
effects of the atmosphere are achieved in real time
in a way which is far simpler, inexpensive and easy
to implement than the currently used methods. Our
optimizing system, being able to provide images
of high quality and sharpness for all ground-based
telescopes, is a highly competitive application to a
very complicated and demanding problem.
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