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Abstract 33 
The Kara Sea is a shelf sea in the Arctic Ocean which has a strong spatiotemporal hydrographic 34 
variation driven by river discharge, air pressure and sea ice. There is a lack of information about 35 
the effects of environmental variables on surface hydrography in different regions of the Kara Sea. 36 
We use a hierarchical spatially varying coefficient model to study the variation of sea surface 37 
temperature (SST) and salinity (SSS) in the Kara Sea between years 1980 and 2000. The model 38 
allows us to study the effects of climatic (Arctic oscillation index, AO) and seasonal (river 39 
discharge and ice concentration) environmental covariates on hydrography. The hydrographic 40 
responses to covariates vary considerably between different regions of the Kara Sea. River 41 
discharge decreases SSS in the shallow shelf area and has a neutral effect in the northern Kara Sea. 42 
The responses of SST and SSS to AO show the effects of different wind and air pressure conditions 43 
on water circulation and hence on hydrography. Ice concentration has a constant effect across the 44 
Kara Sea. We estimated the average SST and SSS in the Kara Sea in 1980-2000. The average 45 
August SST over the Kara Sea in 1995-2000 was higher than the respective average in 1980-1984 46 
with 99.9 % probability and August SSS decreased with 77 % probability between these time 47 
periods. We found a support that the winter season AO has an impact on the summer season 48 
hydrography, and temporal trends may be related to the varying level of winter season AO index. 49 
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1 Introduction 59 
The Arctic Ocean is subject to decreasing cover and volume of sea ice, increasing sea surface 60 
temperature (SST) and changes in sea surface salinity (SSS) [McPhee et al., 2009; Steele et al., 61 
2008; Stroeve et al., 2007]. We need more accurate predictions of surface hydrography as it acts 62 
in an interplay with Arctic ice cover and affects the climate and weather conditions in the Arctic 63 
and in the mid-latitudes [Bingyi and Jia, 2002; Petoukhov and Semenov, 2010]. In addition to 64 
climatology also biological production and marine species distributions are affected by surface 65 
hydrography [Fetzer, Hirche and Kolosova, 2002; Moore and Huntington 2008]. Here we study 66 
the spatiotemporal variation of SST and SSS in the Kara Sea from 1980 until 2000. We use in situ 67 
observations and hierarchical statistical models to study the impact of climatic (Arctic oscillation 68 
index) and seasonal (river discharge and ice concentration) environmental covariates on the 69 
surface hydrography of the Kara Sea. 70 
 71 
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The Kara Sea is one of the shelf seas surrounding the Arctic Basin (Fig. 1). Its hydrography is 72 
characterized by fresh water inflow from the continental rivers and saline water inflow from the 73 
Barents Sea [Pavlov and Pfirman 1995], which together with seasonal ice conditions cause strong 74 
spatiotemporal hydrographic variation [Janout et al., 2015]. During the past few decades in the 75 
Kara Sea, ice concentration has declined and SST increased, which have resulted from 76 
strengthened heat flux through Atlantic currents and enhanced warm air flow from the mid-77 
latitudes [Gerdes 2003; Polyakov et al., 2007]. Furthermore, increased river discharge has 78 
enhanced heat flux especially in the shallow shelf areas [Steele et al., 2008], but has also reduced 79 
the general level of SSS [Peterson et al., 2002; Steele and Ermold 2004]. All these changes affect 80 
the biota in a manner that is difficult to predict [Doney et al., 2012]. There is also an increasing 81 
interest on the Kara Sea as a shipping route and oil and gas reservoir, which create an 82 
environmental threat on the local biota [Ho 2010, Nevalainen et al., 2016]. Hence, there is a 83 
growing interest in the current and past environmental conditions of the Kara Sea and of the Arctic 84 
shelf seas in general. 85 
 86 
Despite earlier efforts, we lack spatially and temporally accurate information about surface 87 
hydrography in the Kara Sea. The circulation studies of Harms and Karcher [1999; 2005] explained 88 
seasonal circulation patterns, and Panteleev et al. [2007] explained inter annual variation of the 89 
circulation patterns in relation to the Arctic oscillation (AO). Steele and Ermold [2004] and Steele 90 
et al. [2008] studied broader scale trends of SSS and SST, respectively, and investigated temporal 91 
trends from the last 100 years in the Pan-Arctic region. However, the studies were carried out in a 92 
low spatial resolution and temporal trends were left without an assessment of the total uncertainty. 93 
 94 
In this study we use hierarchical statistical models to study the spatiotemporal patterns of the 95 
surface hydrography. The novelty of the study is in the spatially varying responses of surface 96 
hydrography to environmental covariates. We also estimate the SST and SSS patterns from 1980 97 
to 2000 and quantify the uncertainty related to these estimates. 98 
2 Study area 99 
The Kara Sea (Fig. 1) is a shallow shelf sea (the mean depth is 111 meters and 40% of the sea area 100 
is shallower than 50 meters), where warm Atlantic, cold Arctic and fresh river inflow mix [Pavlov 101 
and Pfirman 1995]. Sea currents transport relatively warm and salty Atlantic water to the western 102 
part of the Kara Sea through the Kara Strait and around the northern tip of Novaya Zemlya (NZ). 103 
The northern Kara Sea receives salty Atlantic water from a current heading north along the St. 104 
Anna Trough [McClimans et al., 2000; Schauer et al., 2002]. Fresh water is transported to the Kara 105 
Sea in larger extent through the rivers Ob and Yenisei, which make 40 % of the total river run-off 106 
to the Arctic Ocean, and to a lesser extent through the rivers Nizhnanyaya and Pyasina, which are 107 
located eastward from the river Yenisei [Ruediger 2003]. River discharge peaks in May and June 108 
and stays low outside of the summer season. 109 
 110 
The Kara Sea is annually covered by sea ice. Ice formation starts in September and complete ice 111 
cover lasts from November to June. Ice formation creates brines and especially polynyas are prone 112 
to continuing ice formation and are a source of saline water [Martin and Cavalieri 1989; Pavlov 113 
and Pfirman 1995]. Wind and ice motion create horizontal stress on sea surface, which controls 114 
fresh water distribution and export from the Kara Sea [Panteleev et al., 2007]. 115 
 116 
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Sea surface temperature stays below 4 °C throughout the year, except in estuaries where it may 117 
peak at 9 °C. Summer temperatures decrease in the northeast direction but in winter surface water 118 
is constantly at the freezing point as the whole sea is covered by ice [Pavlov and Pfirman 1995]. 119 
Salinity increases from east to west with the strengthening impact of the Atlantic water. Ice 120 
formation, ice export and river discharge control local scale variation of salinity [Harms and 121 
Karcher 1999]. The location of fresh water dominance is controlled by wind conditions [Johnson 122 
et al., 1997]. 123 
 124 
Figure 1. The Kara Sea and its division into five sub regions in relation to its physical 125 
characteristics. The 𝑠1- and 𝑠2-axis denote the axes of the coordinate system used in the analysis 126 
and in Fig. 2 and 3. The intersection of these axes denotes the origo for the distances in Fig. 2 and 127 
3. 128 
The Kara Sea is divided into five regions with different physical characteristics (Fig. 1).The 129 
southwestern corner (Region 1) has the highest annual temperature and is affected by Atlantic  130 
current through the Kara Strait [Pavlov and Pfirman 1995]. Eastern coast of NZ (Region 2) is 131 
affected by strong ice formation and oceanic current flowing to southwest [Pfirman 1995]. The 132 
region in front of the river estuaries (Region 3) is affected by annual pulses of fresh water [Harms 133 
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and Karcher 2005]. The northeastern coast (Region 4) is an outflow path for fresh water export to 134 
the Laptev Sea [Janout et al., 2015]. The northern Kara Sea (Region 5) is influenced by Atlantic 135 
currents and flow from the southern Kara Sea [Pavlov and Pfirman 1995]. 136 
3 Materials and methods 137 
3.1. Data 138 
The data comprises SST and SSS measurements, bathymetry, AO, discharge of the river Yenisei 139 
and sea ice concentration from 1980 to 2000; the time period spanned by all the data sources. 140 
Bathymetry varies in space, AO and discharge in time, and ice concentration in space and time. 141 
The results are presented and the hydrographic estimates generated in a lattice grid with 5 km cell 142 
size. This resolution was chosen as a compromise between computational effort and good visual 143 
mapping. 144 
 145 
Hydrographic measurements of SST and SSS were compiled from World Ocean Data Base (WOD) 146 
2013, which integrates quality controlled oceanographic data sets from several sources ([Boyer et 147 
al., 2013; NOAA, OCL], see also Fig. 1 in supplementary material). We did not include remote 148 
sensed satellite data into the analysis. Most of the available high resolution satellite data start from 149 
the 2000s’ [Stroh et al., 2015]. The high resolution OISST data set is available from 1981 but the 150 
data set is an interpolation derived by analyzing satellite images and point observations from ships 151 
and buoys [Reynolds et al., 2007]. Hence, we would have data point duplicates between OISST 152 
data set and the point observations from the WOD. Moreover, satellite images do not detect SST 153 
through ice and hence would not have improved the input data in the season of sea ice cover when 154 
there is a shortage of point observations. 155 
 156 
The environmental variables were selected based on their assumed impact on hydrography and 157 
their accessibility. Bathymetric data was derived from the International Bathymetric Chart of the 158 
Arctic Oceans (IBCAO v. 3.0) [NOAA, NGDC], which is generated from ship track data, contour 159 
maps, gridded sources, topography and coastline information [Jakobsson et al., 2012]. The 160 
bathymetry data was transformed from the original 500 meters to 5 km resolution. Bathymetry is 161 
used to describe the effect of shallow shelf area on the hydrography. In general, the shallower the 162 
water column, the faster it heats up in the summer and affects SST. Furthermore, river discharge 163 
has the strongest impact in the shelf area and hence, bathymetry is an index for the effect of the 164 
fresh water. 165 
 166 
AO describes the 1000mb height anomaly north from 20° N latitude. AO indicates the polar vortex 167 
modulation and contributes to the Arctic climate and oceanic sea level pressure. AO is a surrogate 168 
for the differences in air pressure systems on the northern hemisphere. It indicates the wind system, 169 
which regulates the sea currents in the Arctic [Thompson and Wallace 1998; Rogers and McHugh 170 
2002]. The AO data set is archived by and accessible through Climate Prediction Center of NOAA 171 
[NOAA, CPC]. We utilized the monthly mean values of AO. Water circulation patterns change in 172 
the Kara Sea according to the prevailing AO regime [Panteleev et al., 2007]. The AO regime used 173 
in the literature describes air pressure conditions which last from a couple of months to decades. 174 
We included the monthly mean AO and the mean AO over the previous winter (from December 175 
to March) into the analyses. The former explains the monthly scale water circulation patterns and 176 
its effects on the hydrography and the latter describes the mean air pressure conditions of the past 177 
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winter, which affect the hydrographic conditions of the following spring, summer and autumn 178 
through ice transport and formation. Especially in the Kara Sea, AO is an important factor affecting 179 
the summer season sea ice conditions [Rigor et al., 2002; Rigor and Wallace 2004]. 180 
 181 
Discharge values were measured from the river Yenisei in a gauge situated 697 kilometers inland 182 
from the river pour point. Of the two major rivers, Yenisei and Ob, we selected Yenisei to represent 183 
the continental fresh water inflow for its higher discharge and relatively short estuary zone. The 184 
rivers Ob and Yenisei vary seasonally in a similar manner. Since our model is correlative and does 185 
not describe causal effects of different discharge pathways from Yenisei or Ob, having two 186 
covariates with similar variation would not improve the model performance. The river discharge 187 
data has been utilized by earlier studies [Shiklomanov and Lammers 2009] and is accessible 188 
through R-ArcticNet [R-ArcticNet]. We counted a mean daily discharge for each month based on 189 
the daily discharges. We took the logarithm of the discharge in order to lower the discharge peak 190 
in May and June and to improve the fit of linear response compared to using discharge directly. 191 
We tested the effect of time lag on the impact of discharge on hydrography. Based on the model 192 
comparison (see Section 3.2 and Appendix B) we selected a two months lag to describe the time 193 
needed for discharge to affect hydrography. 194 
 195 
The monthly mean sea ice concentration data was derived from the brightness temperature data 196 
from the National Snow & Ice Data Center [Cavalieri et al., 1996; NSIDC]. The ice concentration 197 
data were re-interpolated from 25 km cell size onto a 5 km cell size grid by using ordinary kriging 198 
interpolation. We used spherical semivariogram for modelling the distance decay and infer lag, 199 
nugget and sill with ArcMap software [ESRI 2015]. The re-interpolation smoothened rasters but 200 
did not incorporate new data to improve the accuracy. 201 
3.2. Spatiotemporal modeling with spatially varying coefficient processes 202 
We built a hierarchical Bayesian spatiotemporal regression model for both end variables (SSS or 203 
SST). The regression model was then used to examine the effects of environmental covariates 204 
(bathymetry, ice concentration, monthly mean AO, winter mean AO and log of the river Jenisei 205 
discharge) on SST and SSS and to estimate SST and SSS over the Kara Sea at the 5 km grid cells 206 
from 1980 to 2000.  207 
 208 
Let 𝑦(𝒔, 𝑡) and 𝒙(𝒔, 𝑡) denote respectively the end variable and the vector of 5 environmental 209 
covariates at location 𝒔 (coordinates in km) and time 𝑡 (in years). Notice that AO and log river 210 
discharge covariates vary in time but not in space, bathymetry is constant over time but varies in 211 
space, and ice concentration varies in time and space. We followed Gelfand et al. [2003] and used 212 
a spatially varying coefficient process independently for both end variables  213 
𝑦(𝒔, 𝑡) = 𝛼(𝒔, 𝑡) + 𝒙(𝒔, 𝑡)𝑻𝜷(𝒔) + 𝜀(𝒔, 𝑡), (1) 
where 𝛼(𝒔, 𝑡) is a spatiotemporally varying intercept, 𝜷(𝒔) = [𝛽1, 𝛽2(𝑠) … , 𝛽5(𝑠)]
𝑇 is a 5 ⨯ 1 214 
vector of one constant and four spatially varying coefficients and 𝜀(𝒔, 𝑡) is the i.i.d. zero mean 215 
Gaussian observation error with variance parameter 𝜎𝜀
2. Different from the ordinary linear 216 
regression, where the linear coefficients are assumed constant in space (𝛽𝑑(𝑠) = 𝛽𝑑 for all 𝑠), the 217 
spatially varying coefficient process assumes that the coefficients are (latent) functions of the 218 
spatial coordinates. Hence, the model is an extension to the traditional linear regression so that we 219 
allow the response of SST and SSS along covariates to change in space. Moreover, the intercept 220 
Confidential manuscript submitted to replace this text with name of AGU journal 
 
is allowed to vary in space and time leading to spatiotemporally varying intercept which accounts 221 
for temporally and spatially correlated variation that is not explained by the covariates.  222 
We assumed that the coefficients related to ice concentration, monthly mean AO, winter mean AO 223 
and river Yenisei discharge, respectively 𝛽2(𝑠) … , 𝛽5(𝑠), vary in space and the coefficient related 224 
to bathymetry, 𝛽1, is constant throughout the study region. We standardized all the covariates to 225 
have zero mean and standard deviation of one in order to help the assessment of their relative 226 
importance for explaining the data. We standardized also the end variables, 𝑦, to have zero mean 227 
and standard deviation of one for modeling and retransformed them to the original scale when 228 
presenting results.  229 
 230 
We followed the Bayesian approach [Gelman et al., 2014] and gave a vague Gaussian prior for the 231 
constant coefficient related to the bathymetry, 𝛽1~𝑁(0,10), and independent Gaussian process 232 
(GP) priors [Gelfand et al., 2003] for the spatiotemporally varying intercept and spatially varying 233 
regression coefficients, 𝛽𝑑(𝒔), where 𝑑 ∈ {2,3,4,5}. A GP is a stochastic process that can be used 234 
to define distributions over functions. It is defined by a mean and a covariance function so that, 235 
e.g.,  𝛽2(𝒔)~𝐺𝑃(0, 𝑘(𝒔, 𝒔′)) denotes that the coefficients corresponding to the second covariate 236 
have a zero mean GP prior with a covariance function 𝑘2(𝒔, 𝒔
′) = 𝐶𝑜𝑣[𝛽2(𝒔), 𝛽2(𝒔′)] that 237 
describes the correlation between coefficients at locations 𝒔 and 𝒔′. We assumed that the three 238 
coefficient processes are mutually independent and have zero mean GP priors with exponential 239 
covariance functions, so that the covariance function of the 𝑑th coefficient process is 𝑘𝑑(𝒔, 𝒔
′) =240 
𝜎𝑑
2𝑒
−√∑ (𝑠𝑖−𝑠𝑖
′)
2
/𝑙𝑑,𝑖
22
𝑖=1 . The variance parameter, 𝜎𝑑
2, governs the magnitude of the regression 241 
coefficients and the length-scale parameters, 𝑙𝑑,𝑖, govern the autocorrelation length of the GP along 242 
the x- and y-coordinates (Fig. 1). The correlation between two locations drops below 5% of its 243 
maximum when these locations are approximately three times the length scale apart. Hence, the 244 
exponential covariance function implies continuous functions for the coefficients and that the 245 
coefficients at alternative locations are the more correlated the closer they are in space. The 246 
coordinate system for the spatial processes was chosen to reflect the main directions of the Kara 247 
Sea so that x axis corresponds roughly to the distance from the continent (see Fig. 1). 248 
 249 
The spatiotemporally varying intercept is given a GP prior with mean 𝛼0~𝑁(0,10) and an additive 250 
covariance function of three components. The first component is an exponential covariance 251 
function of spatial location 𝑘exp(𝒔, 𝒔
′) = 𝜎exp
2 𝑒
−√∑ (𝑠𝑖−𝑠𝑖
′)
2
/𝑙exp,𝑖
22
𝑖=1  (similar to the covariance 252 
functions of the regression coefficients) and it corresponds to a temporally constant process that 253 
describes spatially varying long term averages over the study period. The second component is a 254 
product of exponential covariance function in space and a periodic covariance function in time, 255 
𝑘perST((𝒔, 𝑡), (𝒔
′, 𝑡′)) = 𝜎perST
2 𝑒
−√∑ (𝑠𝑖−𝑠𝑖
′)
2
/𝑙perST,𝑖
22
𝑖=1 𝑒
−√2𝑠𝑖𝑛2(𝜋|𝑡−𝑡′|)/𝑙perST,3
2
. This component 256 
describes seasonally varying spatial patterns in the intercept that recur annually. The last 257 
component is a product of exponential covariance function in space and exponential covariance 258 
function in time, 𝑘expST((𝒔, 𝑡), (𝒔
′, 𝑡′) = 𝜎expST
2 𝑒
−√|𝑡−𝑡′|/𝑙expST,3+∑ (𝑠𝑖−𝑠𝑖
′)
2
/𝑙expST,𝑖
22
𝑖=1 , which 259 
captures spatiotemporal variation that does not have seasonal pattern. This covariance structure 260 
leads to an additive model where each covariance function corresponds to one spatiotemporal 261 
process [Rasmussen and Williams, 2006].  262 
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 263 
After formulating the model we trained it with the data by applying the Bayes rule and calculating 264 
the posterior distribution over the model parameters (e.g., parameters of the covariance functions) 265 
and the latent coefficient functions. The trained model was then used to calculate the posterior 266 
probability distribution for SSS and SST at all grid cells for each month from 1980 to 2000 (see 267 
Supplementary material for maps summarizing these). These posterior distributions were used to 268 
calculate areal and temporal averages. All the calculations were conducted with GPstuff toolbox 269 
[Vanhatalo et al., 2013]. See Appendix A for more details on the model and its training as well as 270 
the posterior results for the hyperparameters. The models were validated with the posterior 271 
predictive checks [Gelman et al., 2014] and leave-one-out cross validation (LOO-CV, Vehtari and 272 
Ojanen, 2012). See Appendix B for details. 273 
4 Results and discussion 274 
4.1. The effects of covariates on SSS 275 
Both AO indices, discharge of Yenisei and ice concentration have a significant and spatially 276 
varying effect on SSS (Fig. 2, 3) whereas bathymetry does not have any effect  (its posterior mean 277 
was -0.01 and its 95 % credible interval is between -0.06 and 0.03). River discharge has a negative 278 
impact on SSS over most of the study area so that the magnitude of the response decreases to west 279 
and north. This is reasonable since river discharge increases the fresh water content in the central 280 
Kara Sea. Only the southwestern corner has a positive response to river discharge which may be 281 
due to an increased transport of saline water from the Barents Sea to the Kara Sea during the 282 
positive monthly AO, which is coupled with high river discharge [Panteleev et al., 2007]. The 283 
effect of ice concentration on SSS is mostly positive in the Kara Sea and strongest in the central 284 
part. Ice formation increases SSS and correlates negatively with discharge of fresh water. During 285 
winter the discharge of fresh water does not compensate the year round operating saline Atlantic 286 
water inflow which leads to an increase of SSS [Harms and Karcher 1999]. Ice concentration has 287 
a negative effect on SSS only in the southwestern corner, which may be related to some local 288 
hydrographic process that we could not take into account with the model parameters. 289 
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 290 
Figure 2. The spatially varying coefficients of SSS and SST. The maps show the probability that 291 
the spatially varying coefficient is positive. 292 
The coefficients of both AO indices vary spatially (Fig. 2, 3). Monthly mean AO has negative 293 
coefficients on the shelf area and positive coefficients in the northwestern Kara Sea. During 294 
negative phase of monthly mean AO the easterly winds prevail, which creates a weaker circulation 295 
pattern: saline currents from the Barents Sea and from the Arctic Ocean entering the northern Kara 296 
Sea are depressed and the saline current along the eastern coast of NZ is reduced. Also the fresh 297 
water current out from the Kara Sea along the northeastern coast declines [Janout et al., 2015; 298 
Panteleev et al., 2007]. These are called blocking conditions because of the reduced levels of saline 299 
water inflow and fresh water export. The positive coefficients of monthly mean AO in the 300 
northwestern Kara Sea indicate an intensified inflow of saline Atlantic water during positive 301 
monthly mean AO [Panteleev et al., 2007]. In the northeastern coast negative coefficients in turn 302 
reflect the strengthened fresh water export to the Laptev Sea [Harms and Karcher 2005]. The 303 
southeastern Kara Sea has a negative response to monthly mean AO. During negative monthly 304 
mean AO northeasterly wind pattern pushes water from the southcentral Kara Sea to the southern 305 
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corner. According to the circulation study of Panteleev et al. [2007], such a mechanism would 306 
cause relatively saline water to accumulate there. 307 
 308 
Figure 3. The spatially varying coefficients of SSS and SST. The maps show the normalized 309 
posterior mean of linear weight. 310 
As the monthly mean AO index is a surrogate for wind pattern, the mean winter AO indicates the 311 
impact of the past winter meteorological conditions on the hydrography of the following spring, 312 
summer and autumn. AO index varies more strongly in winter than in summer and affects the ice 313 
transport and the hydrography of the following year [Rigor et al., 2002]. The two AO indices 314 
impact in different temporal scales. SSS has a negative response to winter mean AO in most parts 315 
of the Kara Sea, as only the southern part has a neutral response. During a negative winter AO the 316 
ice export decreases and the following spring and summer are characterized by higher sea ice 317 
concentration and volume, and lower SST and air surface temperatures.  Furthermore there is an 318 
intensified sea ice formation in the following autumn leading to higher ice volume [Rigor et al., 319 
2002]. Stronger ice formation would increase SSS and negative winter mean AO would affect 320 
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positively SSS. In the southern Kara Sea ice conditions may be less affected by ice transport to the 321 
Arctic Ocean and the response to the winter mean AO is neutral. The winter mean AO describes, 322 
thus, the severity of ice conditions in the Kara Sea which cannot be fully captured by the ice 323 
concentration that does not directly account for ice volume. In addition to ice conditions the winter 324 
mean AO indicates also the water circulation patterns in the Arctic Ocean, which affects also the 325 
northern Kara Sea [Morison et al., 2000; Morison et al., 2006]. The negative response of SSS in 326 
the northern Kara Sea results from a decreased freshwater content in the Eurasian basin under an 327 
anticyclonic circulation pattern (negative AO) [Morison et al., 2012]. The change in the response 328 
from neutral to strongly negative is along the shelf break where the Arctic circulation pattern starts 329 
to affect hydrography [Morison et al., 2012]. 330 
 331 
Figure 4. The annual variation of SST and SSS over the whole Kara Sea. Plots a-b) show the 332 
posterior mean (black line) and 95% credible interval (light grey line) of each study month. Plots 333 
c-d) and e-f) show the posterior mean and 95% credible interval of early (June and July) and late 334 
summer months (August and September), respectively. 335 
It should be noted that the model does not uniquely indicate causality and hence the coefficients 336 
may represent mere correlation with causal drivers. An assumption of causality between river 337 
discharge and SSS in the central Kara Sea seems justified. The coefficients are weaker further 338 
away from the estuaries and outside of the shelf region. The negative responses continue along the 339 
northeastern coast, which is a pathway of fresh water export from the Kara Sea [Harms et al., 2005; 340 
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Janout et al., 2015]. River discharge is a seasonal process which follows an annual pattern peaking 341 
in May and June (Fig. 4 in supplementary material). Still, some part of the negative response may 342 
be related to ice melt driven decrease of SSS in summer after the discharge peak. The southern 343 
corner of NZ has a controversial response to discharge and sea ice which may be caused by a local 344 
factor not included in the model. This could be, for example, a local scale saline current from south 345 
which is intensified during the years of positive AO regime [Panteleev et al., 2007]. 346 
 347 
The spatiotemporal variation of SSS is explained by variables operating in different spatial scales 348 
and having causal and correlative effects. As river discharge and ice concentration can be 349 
interpreted to have a causal relationship on the hydrography, both AO indices correlate with 350 
climatological variation and control circulation patterns which have a causal relationship with the 351 
hydrography [Panteleev et al., 2007; Rigor et al., 2002]. The impact of discharge and ice 352 
concentration is mostly unidirectional and only the magnitude of the impact varies in the Kara Sea. 353 
AO indices on the contrary correlate with climatic factors that drive circulation patterns in multiple 354 
scales. These circulation patterns may have different effects on the surface hydrography in 355 
different regions in the Kara Sea. Positive AO regime drives an eastward wind pattern and saline 356 
water penetration from the Atlantic, which increases the average SSS in the Kara Sea [Harms and 357 
Karcher 1999; Panteleev et al., 2007]. On the other hand the positive AO regime is characterized 358 
by higher precipitation on the continent and higher discharge in continental rivers [Peterson et al., 359 
2002]. Hence, positive mean monthly AO correlates with lower SSS and higher fresh water export 360 
along the northeastern coast. The responses of SST and SSS are linked to the effects of AO on the 361 
water circulation, which is highlighted with the strongly negative responses of SSS to mean winter 362 
AO in the northern Kara Sea [Morison et al., 2000; Morison et al., 2012]. 363 
 364 
The mean winter AO correlates with the summer ice concentration [Rigor et al., 2002]. As it 365 
indicates the mean conditions of the winter, it sums up a larger scale atmospheric pressure 366 
conditions than the monthly mean AO. The different coefficients in the northern and southern Kara 367 
Sea indicate regionally different effects on SSS. Accordingly winter mean AO explains a part of 368 
variation of SSS which is not explained by ice concentration only but is also related to ice volume. 369 
The high volume of sea ice transport from the northern Kara Sea, higher surface air temperature 370 
and less intensive ice formation decrease SSS. As the coefficients of monthly mean AO varied in 371 
a west-east direction, the coefficients of winter mean AO varied in a north-south direction. There 372 
are different drivers of SSS correlating with different AO indices. 373 
 374 
The monthly average ice concentration of the Kara Sea is significantly correlated with mean 375 
monthly AO (corr. -0.5301). There was not significant correlation between monthly mean AO and 376 
monthly mean daily river discharge (corr. = 0.0303). We found a stronger correlation between the 377 
annual median AO and the annual sum of river discharge (corr. = 0.3506). This was expected as 378 
the multiannual variation of AO affects the precipitation and river discharge in high latitudes 379 
[Peterson et al., 2002]. The mean winter AO and annual sum of discharge were even more strongly 380 
correlated (corr. = 0.3961). The winter mean AO catches more of the long term variation of AO 381 
than the monthly mean index. There was also a correlation between annual mean ice concentration 382 
and winter mean AO (corr. -0.4169). 383 
 384 
 385 
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4.2. The effects of covariates on SST 386 
The 95 % posterior credible interval of the coefficient of bathymetry is between 0.07 and -0.01 387 
and its posterior mean was 0.03. Hence, bathymetry has a positive effect on SST as assumed. SST 388 
increases in the shelf area compared to the deep sea. The response of SST to ice concentration is 389 
constantly negative, since ice concentration is highly correlated with winter season and cold 390 
surface air temperatures (Fig. 2, 3). The most negative coefficients are concentrated in the central 391 
Kara Sea, where the uprising of warm Atlantic water prevents the formation of constant ice cover 392 
and creates polynyas [Anselme 1988]. Under these conditions low ice cover is an index for warm 393 
water uprising and an increase of SST. 394 
 395 
The response of SST to river discharge varies spatially. Discharge has a positive effect on SST in 396 
the southern Kara Sea and a negative effect in the northern Kara Sea and along the northeastern 397 
coast line. Discharged water induces water column stratification which accelerates surface cooling 398 
and ice formation in autumn. The northeastern coast is affected by fresh water more than the 399 
southern Kara Sea, where stratification is weaker [Harms and Karcher 1999]. The positive 400 
responses in the southern Kara Sea may be related to seasonality.  401 
 402 
In general the effects of wind patterns and water circulation on SST are less studied than on SSS. 403 
SST in the south corner of the Kara Sea has a positive response to monthly mean AO. Positive 404 
monthly mean AO is characterized by inflow of relatively warm Atlantic water through the Kara 405 
Strait, which increases SST in the southern Kara Sea [Zhang, Rothrock, and Steele 1998]. The 406 
cyclonic circulation pattern of the Kara Sea during positive monthly mean AO may enhance SST 407 
in the estuary region. The negative responses to the monthly mean AO in the northern parts and 408 
close to the NZ in the south Kara Sea are related to warm water accumulation due to blocking 409 
conditions during negative AO, which increases SST [Panteleev et al., 2007]. 410 
 411 
The spatial pattern of the coefficients of the winter mean AO differs from that of the monthly mean 412 
AO. They are distributed in a decreasing pattern from south to north. The southern Kara Sea has a 413 
positive response to winter mean AO, which is due to the lower ice concentration, increased 414 
surface air temperature and increased Atlantic water inflow from the Barents Sea [Rigor et al., 415 
2002; Morison et al., 2012]. As discussed earlier, the positive winter mean AO has an effect on 416 
the cyclonic water circulation pattern, which increases warm water inflow from the Barents Sea to 417 
the Kara Sea [Morison et al., 2012]. The northern Kara Sea on the other hand is dominated by 418 
negative response which is in conflict with the study of Rigor et al. [2002]. The higher ice transport 419 
and lower ice concentration should be coupled with increased SST throughout the Kara Sea. The 420 
negative responses may be related to Ekman pumping, which forces the warm surface water to 421 
diverge from the central and northern Kara Sea [Janout et al., 2015]. 422 
4.3. Temporal changes in SSS and SST 423 
The Kara Sea consists of hydrographically different regions. There is more inter annual 424 
hydrographic variability in the regions 1-3 located on the shelf area than in the regions 3 and 5 in 425 
the deep sea area, which agrees with the finding of Simstich et al. [2005] (Fig. 5). The shelf area 426 
and the western Kara Sea are affected by inflows of fresh and saline water, respectively, as the 427 
northern part has more stable hydrographic conditions. 428 
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 429 
Figure 5. Areal mean SST and SSS of the month August of the Kara Sea sub regions. Black line 430 
shows the posterior mean and grey lines the central 95% credible interval. 431 
The uncertainties related to hydrographic estimates make it difficult to assess temporal trends with 432 
high certainty (Fig 4, 5). This has been acknowledged in earlier studies, which have struggled with 433 
sparse data sets [Harms and Karcher 1999; Panteleev et al., 2007; Simstich et al., 2005]. The 434 
uncertainty in our model estimates depends on the spatial and temporal availability of observations 435 
so that uncertainty is the lowest at locations and times that are near the observation points and 436 
hence, summer seasons have lower uncertainties than winter seasons (Fig. 4). During winter and 437 
early summer the uncertainty is the highest and during this period of time the Gaussian distribution 438 
for the SST is slightly suboptimal since the posterior distribution gives non negligible probability 439 
mass to temperatures below the physical limit of approximately -1.85 °C (seen as 95% interval 440 
dropping below this limit in Figure 4).  441 
 442 
We divided the study period into sub periods of five to six years and compared them pairwise. 443 
There is a probable increase of SST from the first study period (1980-1984) to the last one (1995-444 
2000) in the month of August. The expected increase in August is 0.7 °C with 95% probability 445 
interval between 0.2 and 1.2 °C. This supports the results of Steele et al. [2008], who showed a 446 
significant increase of SST in the whole Arctic and in the Kara Sea in summer (July – September) 447 
in years 1965-1995. The year 1995 stands out with a summer season SST that was almost 2°C 448 
higher than the study period average in many sub regions (Fig. 5). The anomaly of the whole Kara 449 
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Sea is over 1.5 °C with a probability of 0.95. This extreme SST may result from high air surface 450 
temperatures in the Kara Sea region in and around the year 1995 [Lawrimore et al., 2011]. 451 
 452 
The probability that salinity has decreased between the first and the last sub period in August is 453 
0.76. Large scale study of Steele and Ermold [2004] has shown a statistically significant freshening 454 
of the Kara Sea in the 30 years period between 1965 and 1995. Our study supports the results of 455 
Simstich et al. [2005] that suggested a gradual freshening of the whole water column between 456 
years 1996 and 2002 in the central Kara Sea. Our results show a decreasing trend of SSS after year 457 
1995, which assumingly correlates with the freshening of the whole water column (Fig. 4). 458 
 459 
The temporal changes of the average hydrographic conditions of the Kara Sea are probably related 460 
to climatic conditions. Both AO variables are straight indices of the climatic variation as ice 461 
concentration and discharge are affected by the climate. The changes of AO explain the variation 462 
of SSS and SST in multi decadal scales [Steele et al., 2004; 2008] and in shorter study periods 463 
[Panteleev et al., 2007; Rigor et al., 2002; Simstich et al., 2005]. Our study period consists of 464 
negative (1980-1988) and positive (1989-1995) AO regimes, when we compared the annual mean 465 
winter AO. The last period 1996-2000 shows strong annual fluctuations. With a probability of 0.8 466 
there is an increase of the mean SST in month August between negative and positive AO regimes. 467 
During the same time SSS has decreased with a probability of 0.9. These results support the study 468 
of Rigor et al. [2002] about the effects of winter season AO on hydrography. In a multiyear scale 469 
the hydrographic variation follows the changes of AO with a time lag of a few years [Morison et 470 
al., 2006]. The high air surface temperatures and peaks of SST and SSS in 1995 are possibly caused 471 
by extremely high AO around 1989 and 1990, which increased the warm and saline water content 472 
in the Arctic Basin four to five years later [Morison et al., 2006; Steele and Boyd 1998]. 473 
 474 
Our results agree with previous studies about the importance of AO on SST and SSS, but we want 475 
to highlight the spatially varying impact of AO on the hydrography. The different regions of the 476 
Kara Sea respond in different ways to changes in winter mean AO and in monthly mean AO. 477 
Moreover, the effects come through changes in ice concentration and movements, water 478 
circulation patterns and continental river discharge [Pavlov and Pfirman 1995]. 479 
5 Conclusions 480 
On the level of the whole Arctic there have been major changes in environmental conditions during 481 
the past decades. These affect also SST and SSS which are important factors for species 482 
communities and biological production. Hence, more detailed information on SST and SSS from 483 
the Arctic shelf sea is of practical information when, for example, predicting effects of climate 484 
change on marine biota. Our study concentrated on the Kara Sea. We analyzed the effect of key 485 
environmental variables on SST and SSS with hydrographic in situ measurements and model based 486 
statistical inference. Our spatially varying regression model allows the regression coefficients 487 
related to environmental covariates to vary spatially, which created an analytic way to study areal 488 
responses to environmental variables. However, the modelling approach used here is based on 489 
correlative relationships between hydrographic observations and spatially or spatiotemporally 490 
varying covariates but does not describe physical dynamics. This data driven methodology benefits 491 
from extensive use of available data but lacks conclusive causal and physical explanatory skills. 492 
Hence, the causal reasons behind the relationships between surface hydrography and 493 
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environmental covariates need to be interpreted with care. However, according to the model 494 
validation, the model explained well the spatiotemporal variation of surface hydrography. 495 
 496 
AO variables and river discharge had spatially varying impacts on hydrography whereas sea ice 497 
concentration had spatially constant impact. Our results agree in general with previous studies 498 
about the spatial and temporal variation of the Kara Sea surface hydrography. The effects of AO 499 
on hydrography come through wind patterns and sea currents which control the spread of fresh 500 
water and the volume of Atlantic water entering the Kara Sea. AO index is related to climatic 501 
conditions in the Arctic and affects the sea ice and river discharge [Peterson et al., 2002; Rigor et 502 
al., 2002]. The winter mean AO affects surface hydrography through ice transport and water 503 
circulation, as suggested by the comparison of mean SST and SSS levels between negative and 504 
positive AO regimes. In this study both AO indices correlated with ice concentration and the mean 505 
winter AO correlated with the annual sum of river discharge. Despite that, we found different 506 
responses of hydrography to the covariates. Ice concentration has the least spatially varying impact 507 
on SST and SSS as monthly mean AO has a west to east varying impact and winter mean AO a 508 
south to north varying impact on SSS and SST. Discharge has the biggest effect on SSS close to 509 
the estuaries. We observed a positive trend in SST when calculating the probability for an increase 510 
in average SST from 1980-1984 to 1996-2000. Earlier studies have proved an increase of SST 511 
between years 1965 and 1995. SSS had a decreasing temporal trend that would speak for 512 
freshening of the Kara Sea. As shown here, long and short term changes of surface hydrography 513 
are shadowed by seasonality and annual fluctuations. In order to deepen our understanding of the 514 
environmental changes in the Arctic shelf areas we need to take better into account the regional 515 
and local scale patterns. The southern Kara Sea varies seasonally and is mostly affected by Atlantic 516 
currents. The northern Kara Sea is more tightly related to changes in ice formation and transport 517 
and in patterns of Arctic circulation. The continental river discharge has a local impact close to the 518 
estuaries. These regional differences affect how marine ecosystem is affected by the warming 519 
climate and by the changes in Arctic ice extent and volume. 520 
 521 
This is the first study to present spatially and temporally detailed information about annual and 522 
seasonal variation of the hydrography in the Kara Sea and to display the spatially varying effects 523 
of environmental covariates. Our methodology is statistical and does not consider water circulation 524 
patterns as physical hydrographic models do. The benefits of the methodology are the extensive 525 
use of in situ measurements and the quantification of uncertainties. The study provides new, data 526 
driven, knowledge about the spatial behavior of environmental drivers of surface hydrography in 527 
an Arctic shelf sea. Furthermore, we can make spatially and temporally high resolution estimates 528 
on SST and SSS, which benefit other geophysical and ecological studies. With estimated map 529 
layers we can more accurately study the spatial dynamics of water circulation, ecosystems and 530 
species distributions. 531 
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 539 
The ice concentration data was generated by National Snow and Ice Data Center (NSIDC, 540 
http://nsidc.org/data/). We used the data set “Sea Ice Concentrations from Nimbus-7 SMMR and 541 
DMSP SSM/I-SSMIS Passive Microwave Data, Version 1” (Data Set ID: NSIDC-0051), which is 542 
accessible through Polaris web service (http://nsidc.org/data/polaris/). The Arctic Oscillation data 543 
was generated by NOAA Climate Prediction Center (http://www.ncdc.noaa.gov/). We utilized the 544 
data set “Monthly mean AO index since January 1950” 545 
(http://www.cpc.ncep.noaa.gov/products/precip/CWlink/daily_ao_index/ao.shtml). The 546 
bathymetry data set, International Bathymetric Chart of Arctic Ocean (IBCAO v. 3.0), is generated 547 
by several volunteer investigators. The data set is accessible through NOAA World Data Service 548 
for Geophysics (http://www.ngdc.noaa.gov/mgg/bathymetry/arctic/grids/version3_0/). The 549 
discharge data is generated by Pan-Arctic project, which goal is to generate a regional 550 
hydrometeorological data bank. We utilized the data set “Observed and naturalized discharge data 551 
for large Siberian rivers”, which is accessible through R-ArcticNET v. 4.0 (http://www.r-552 
arcticnet.sr.unh.edu/ObservedAndNaturalizedDischarge-Website/). We used the observed daily 553 
discharge values. 554 
 555 
Supporting information holds SST and SSS map layers, which were generated with the studied 556 
methodology and with the utilized data sets. 557 
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Appendix A 679 
Mutually independent GP priors for the spatially varying coefficients and an independent 680 
Gaussian prior for the constant coefficient (corresponding to the bathymetry) imply that the 681 
linear term of the spatially varying coefficient model (1) has a GP prior with additive covariance 682 
function 683 
𝒙(𝒔, 𝑡)𝑻𝜷(𝒔)~𝐺𝑃 (0, 𝑘𝛽((𝒙, 𝒔, 𝑡), (𝒙′, 𝒔
′, 𝑡′))), (A1) 
where 𝑘𝛽((𝒙, 𝒔, 𝑡), (𝒙′, 𝒔
′, 𝑡′)) = 10𝑥1(𝒔, 𝑡)𝑥1(𝒔′, 𝑡′) + ∑ 𝑘𝑑(𝒔, 𝒔
′)𝑥𝑑(𝒔, 𝑡)𝑥𝑑(𝒔′, 𝑡′)
4
𝑑=2 . Similarly 684 
the spatiotemporally varying intercept has a GP prior  685 
𝛼(𝒔, 𝑡)~𝐺𝑃(0, 𝑘𝛼((𝒔, 𝑡), (𝒔
′, 𝑡′))), (A2) 
where 𝑘𝛼((𝒔, 𝑡), (𝒔
′, 𝑡′)) = 10 + 𝑘exp(𝒔, 𝒔
′) + 𝑘perST((𝒔, 𝑡), (𝒔
′, 𝑡′)) + 𝑘expST((𝒔, 𝑡), (𝒔
′, 𝑡′). 686 
Hence, the spatially varying coefficient model (1) can be rewritten as a hierarchical Bayesian 687 
model 688 
𝑦(𝒔, 𝑡)|𝑓(𝒔, 𝑡)~𝑁(𝑓(𝒔, 𝑡), 𝜎𝜀
2) (A3) 
𝑓(𝒔, 𝑡)|𝜃~𝐺𝑃 (0, 𝑘𝛼((𝒔, 𝑡), (𝒔
′, 𝑡′)) + 𝑘𝛽((𝒙, 𝒔, 𝑡), (𝒙′, 𝒔
′, 𝑡′))) (A4) 
𝜃~𝑝(𝜃), (A5) 
where 𝑓(𝒔, 𝑡) denotes a latent process corresponding to the true SSS or SST at location 𝒔 and 689 
time 𝑡  and 𝑝(𝜃) denotes the prior distribution for the vector of hyper-parameters, 𝜃, that collects 690 
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all the parameters of the covariance functions 𝑘𝛼(⋅,⋅) and 𝑘𝛽(⋅,⋅) (that is, all the length-scale and 691 
variance parameters) and the noise variance 𝜎𝜀
2. We gave weakly informative half Student-t 692 
priors [Gelman 2006] for all length-scale parameters and priors for the variance parameters of 693 
covariance functions. The observation error variance was given a log-uniform prior.  694 
By definition, a GP prior implies that any finite number of latent variables has a multivariate 695 
Gaussian prior distribution. Hence, a vector of latent variables 𝒇 corresponding to the vector of 696 
observations of SSS or SST, 𝒚, has a Gaussian prior 𝒇~𝑁(𝒇|0, 𝑲), where the entries of the 697 
covariance matrix are given by the covariance function 𝑲𝑖,𝑗 = 𝑘𝛼((𝒔𝑖, 𝑡𝑖), (𝒔𝑗 , 𝑡𝑗)) +698 
𝑘𝛽((𝒙𝑖, 𝒔𝑖, 𝑡𝑖), (𝒙𝑗, 𝒔𝑗 , 𝑡𝑗)). 699 
We optimize the hyper-parameters to their Maximum a posterior (MAP) estimate 700 
𝜃 = arg max
𝜃
𝑝(𝒚|𝜃)𝑝(𝜃) (A6) 
where 𝑝(𝒚|𝜃) = ∫ 𝑁(𝒚|𝒇, 𝜎𝜀
2𝑰)𝑁(𝒇|0, 𝑲)𝑑𝒇 = 𝑁(𝒚|0, 𝑲 + 𝜎𝜀
2𝑰) is the marginal likelihood of 701 
the hyperparameters. The MAP estimate was located with scaled-conjugate gradient optimization 702 
in GPstuff [Vanhatalo et al., 2012]. The MAP estimates for SST and SSS models are 703 
summarized in tables A1 and A2. 704 
Let us denote by ?̃? a vector of latent variables corresponding to every grid cell and every month 705 
from 1980 to 2000. After finding the MAP estimate for the hyperparameters we calculated the 706 
(conditional) posterior predictive distribution of ?̃? which is again Gaussian ?̃?|𝜃, 𝒚~𝑁(?̃?, ?̃?). 707 
See, e.g., Rasmussen and Williams [2006] for details on how to calculate the posterior mean, ?̃?, 708 
and covariance, ?̃?. We can similarly calculate the (conditional) posterior predictive distribution 709 
for each of the components of the latent process. For example, we can calculate the posterior 710 
predictive distribution of the 2nd coefficient ?̃?𝟐|𝜃, 𝒚~𝑁(?̃?𝜷𝟐 , ?̃?𝜷𝟐). See Rasmussen and 711 
Williams [2006] and Gelfand et al., [2003] for details.  712 
 713 
After solving the posterior predictive distribution for the latent variables we can calculate areal 714 
and temporal averages. For example, let ?̃? denote the latent variables corresponding to SST and 715 
let 𝒘 be a vector of the same length as ?̃? so that those elements of 𝒘 are 1/𝑁 that correspond to 716 
the 𝑁 July 2000 grid cells over the Kara Sea in ?̃? and all other elements in 𝒘 are zero. Then the 717 
July 2000 average SST over the Kara Sea has a Gaussian distribution, 𝒘?̃?~𝑁(𝒘?̃?, 𝒘?̃?𝒘𝑇). 718 
Similarly, if we want to calculate the difference between July 2000 and 1980 average SSTs we can 719 
form a vector 𝒘𝟐 where all the elements corresponding to July 2000 have value 1/𝑁 and all the 720 
elements corresponding to July 1980 have a value −1/𝑁; all other elements of 𝒘𝟐 are zero. Then 721 
the difference between July average of 2000 and 1980 has a Gaussian distribution 722 
𝒘𝟐?̃?~𝑁(𝒘𝟐?̃?, 𝒘𝟐?̃?𝒘𝟐
𝑇). In practice ?̃? is too large (it has (𝑁 ⨯ 21 ⨯ 12)2 elements where 𝑁 ≈723 
45000) to be handled as a full matrix. Hence, we never formed full ?̃? but conducted all the 724 
calculations in pieces. 725 
 726 
 727 
Table A1. The maximum a posterior (MAP) estimate of the hyperparameters in the SST models. 728 
Model component hyperparameter MAP estimate 
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Spatially varying coefficient of ice 
concentration,  
 
Variance: 𝜎2
2
 2.2 × 10
−1 
 length-scale along 𝑠1: 𝑙2,1 1.0 × 10
3km 
 length-scale along 𝑠2: 𝑙2,2 1.0 × 10
3km 
Spatially varying coefficient of 
monthly mean AO 
 
Variance, 𝜎3
2
 1.7 × 10
−1 
 length-scale along 𝑠1: 𝑙3,1 5.3 × 10
2km 
 length-scale along 𝑠2: 𝑙3,2 1.0 × 10
3km 
Spatially varying coefficient of 
winter mean AO  
 
Variance, 𝜎4
2
 1.7 × 10
−1 
 length-scale along 𝑠1: 𝑙4,1 1.0 × 10
3km 
 length-scale along 𝑠2: 𝑙4,2 1.0 × 10
3km 
Spatially varying coefficient of log 
of the river Jenisei discharge 
Variance, 𝜎5
2
 2.3 × 10
−1 
 length-scale along 𝑠1: 𝑙5,1 1.0 × 10
3km 
 length-scale along 𝑠2: 𝑙5,2 1.0 × 10
3km 
Temporally constant intercept term Variance, 𝜎exp
2  0.1 × 10
−1 
 length-scale along 𝑠1: 𝑙exp,1 2.2 × 10
2km 
 length-scale along 𝑠2: 𝑙exp,2 4.8 × 10
2km 
Unseasonal spatiotemporal term  Variance, 𝜎perST
2
 0.2 × 10
−1 
 length-scale along 𝑠1: 𝑙perST,1 1.2 × 10
2km 
 length-scale along 𝑠2: 𝑙perST,2 1.5 × 10
2km 
 length-scale along 𝑡: 𝑙perST,3 7.2 × 10
−2 
Periodic, seasonal intercept term Variance, 𝜎expST
2
 0.2 × 10
−1 
 length-scale along 𝑠1: 𝑙expST,1 4.1 × 10
2km 
 length-scale along 𝑠2: 𝑙expST,2 6.9 × 10
2km 
 length-scale along 𝑡: 𝑙expST,3 0.7 × 10
−1 
Observation error (likelihood) Noise variance, 𝜎𝜀
2 2.7 × 10
−2 
 729 
 730 
 731 
Table A2. The maximum a posterior (MAP) estimate of the hyperparameters in the SSS models. 732 
Model component hyperparameter MAP estimate 
Spatially varying coefficient of ice 
concentration,  
 
Variance: 𝜎2
2
 9.6 × 10
−2 
 length-scale along 𝑠1: 𝑙2,1 1.0 × 10
3km 
 length-scale along 𝑠2: 𝑙2,2 1.0 × 10
3km 
Spatially varying coefficient of 
monthly mean AO 
 
Variance, 𝜎3
2
 1.5 × 10
−2 
 length-scale along 𝑠1: 𝑙3,1 1.0 × 10
3km 
 length-scale along 𝑠2: 𝑙3,2 1.0 × 10
3km 
Spatially varying coefficient of 
winter mean AO  
Variance, 𝜎4
2
 3.9 × 10
−2 
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 length-scale along 𝑠1: 𝑙4,1 1.0 × 10
3km 
 length-scale along 𝑠2: 𝑙4,2 1.0 × 10
3km 
Spatially varying coefficient of log 
of the river Jenisei discharge 
Variance, 𝜎5
2
 8.0 × 10
−2 
 length-scale along 𝑠1: 𝑙5,1 1.0 × 10
3km 
 length-scale along 𝑠2: 𝑙5,2 1.0 × 10
3km 
Temporally constant intercept term Variance, 𝜎exp
2  5.5 × 10
−1 
 length-scale along 𝑠1: 𝑙exp,1 4.5 × 10
2km 
 length-scale along 𝑠2: 𝑙exp,2 3.1 × 10
2km 
Unseasonal spatiotemporal term Variance, 𝜎perST
2
 2.0 × 10
−1 
 length-scale along 𝑠1: 𝑙perST,1 1.8 × 10
2km 
 length-scale along 𝑠2: 𝑙perST,2 1.8 × 10
2km 
 length-scale along 𝑡: 𝑙perST,3 1.0 × 10
−1 
Periodic, seasonal intercept term  Variance, 𝜎expST
2
 9.7 × 10
−3 
 length-scale along 𝑠1: 𝑙expST,1 16 km 
 length-scale along 𝑠2: 𝑙expST,2 30 km 
 length-scale along 𝑡: 𝑙expST,3 9.4 × 10
−2 
Observation error (likelihood) Noise variance, 𝜎𝜀
2 7.7 × 10
−2 
Appendix B 733 
The purpose of the model assessment is to check the reliability of a model in order to recognize 734 
whether possible model’s deficiencies have noticeable effect on the substantive inferences 735 
[Gelman et al., 2013]. Model comparison is used to assess the relative performance of alternative 736 
models and to choose the best model from them. In our application, the most important property 737 
of a model is its predictive accuracy. For this reason we use the posterior predictive checks 738 
[Gelman et al., 2013] and posterior predictive comparison [Vehtari and Ojanen, 2012] for model 739 
assessment and for choosing the best time lag for the River Yenisei discharge. Notice, here we use 740 
the term predict to refer to building probability distribution for an unseen observation, ?̃?, 741 
conditional to the training data, {𝑦, 𝑥}, that is 𝑝(?̃?|?̃?, 𝑦, 𝑥), whether that unseen observation was 742 
historical or in the future. 743 
 744 
The posterior predictive check builds upon assumption that, in order for a model to work well, 745 
predictive data generated by a trained model should be similar to the measured data. We checked 746 
this first by simulating replicate measurements from the posterior predictive distribution at the 747 
same time and spatial locations as the training data and comparing the samples of ?̃? to the measured 748 
data. We compared the replicate data with original data by sample histogram and a scatter plot 749 
between the posterior mean of replicate data and the original data. We did not find significant 750 
differences between the two. 751 
 752 
The posterior predictive check with replicate data can be seen as a first order quality check for a 753 
model. As we are interested on models predictive performance at unseen locations and times, we 754 
conducted the model validation also using leave-one-out cross validation (LOO-CV) [Vehtari and 755 
Ojanen, 2012]. The basic idea of LOO-CV is to leave each data point at time out of the training 756 
data, train the model with the rest of the data and use the trained model to form a LOO-CV 757 
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predictive distribution at the left out data point; that is 𝑝(𝑦𝑖|𝑥𝑖, 𝑦\𝑖, 𝑥\𝑖), where 𝑦\𝑖 and 𝑥\𝑖 denote 758 
all the end variables and covariates excluding the 𝑖’th data point. We compared the LOO-CV 759 
predictive mean to the left out data points with scatter plot and calculated the root mean squared 760 
error (RMSE) between the LOO-CV predictive mean and the left out data points. The RMSE of 761 
SST model was 0.2288 and that of the SSS model was 0.3314. Whereas the sample standard 762 
deviation of data 𝑦 was one (since we standardized 𝑦 to have standard deviation of one before 763 
modeling, see Section 3.2). Hence, the model explains 77 % of the variation in SST and 67 % in 764 
SSS. We used the LOO-CV RMSE also to choose the best time lag for the River Yenisei discharge 765 
from alternatives of 0, 1, 2 and 3 months. 766 
