Measuring the thickness and the composition of precious metal thin films is a challenging task. Currently, the available techniques for thickness measurements are either destructive or need heavy assumptions on the nature of the sample, relying on information that are not always available with sufficient accuracy. In this paper we propose a new methodology based on X-ray microanalysis that can complement, with better lateral resolution, the use of X-ray Fluorescence, the most widely employed technique for measuring the thickness of electrodeposited coatings. The proposed method employs a combination of energy dispersive microanalysis spectra acquisition and Monte Carlo simulation. The effectiveness of the technique has been demonstrated by the measure of the thickness and the composition of a thin 24 kt gold electroplated film that contained small amount of nickel. Results have been validated by comparing data with those obtained by X-ray fluorescence and the scanning electron microscopy of metallographic cross-sections.
Introduction
Electrodeposited films for decorative applications have a thickness that generally varies between 50 nm and more than 10 µm. In electroplating companies, the most used technique for analyzing such films is the energy dispersive X-ray Fluorescence spectroscopy (XRF), which is fast and non-destructive. Alternative destructive methods include. cross-sectional Scanning Electron Microscopy (SEM, wide range of thicknesses but destructive and slow) and wet chemical analysis (e.g., atomic absorption, require sample destruction). Other well-known methods are ellipsometry [1] and profilometry [2] . However, ellipsometry is not applicable to metallic coatings because for thicknesses over 50 nm works only for optically transparent coatings. On the other side, profilometry needs a sample preparation before the coating deposition (masking) which is not practical in industrial field, and, in this sense, it is a destructive analysis. Secondary Ions Mass Spectrometry (SIMS) have also been employed [3, 4] , but the technique is micro-destructive, generally difficult to quantify.
Despite its popularity, a reliable thickness determination with XRF is not straightforward and requires exact knowledge of the composition of the coating. Additionally, in practical applications coatings consist of multilayer of various materials. In such cases, the determination of the thickness of the topmost layer requires the accurate knowledge of the thickness and the composition of all the underlying layers. The cumulative error in the introduction of such parameters in the analysis software lead to significant error in thickness measurements.
XRF systems devoted to the analysis of coatings use only three points to generate a second order calibration curve (generally a zero point, a bulk material measurement for infinity and a third point of The lower detection limit is given by a combination of the X-ray energy characteristics of the elements in the sample and the properties of the detector and can be as low as a few monolayer [45] .
The sources of errors in the results, using simulated standards, are due to the number of electron simulated, which affects the precision, and the knowledge of the sample (elemental composition and disposition) that we must model, besides to the goodness of the physical model used from the software, which affect the accuracy of the results.
The purpose of this work is to establish a method applicable to film thickness and composition measurements in industrial environment. For this purpose, simulation software has been used, since the preparation of known standards is a long, expensive and complex process. Different EDX simulation software operate with different algorithm and models, for this reason we have tested some of them to find the best one for our purpose. In the paper we have used this software to determine theoretically the K-ratios building calibration curves for thickness determination.
Materials and Methods

Samples Preparation
In this study, nine samples, with three different metal coatings, were prepared. Copper slabs (10 × 25 × 1.2 mm 3 ), polished with brushes and cotton by a bijou producer, were chosen as substrate to have the same material to those used in the galvanic industry.
The plates were ultrasonically cleaned in acetone for 10 min, then rinsed several times in ethanol and finally dried in a stove at 65 °C for 40 min.
Keeping in mind the theoretical limits in detection showed in Figure 1 we deposit, by Physical Vapor Deposition (PVD) by the sputtering method, few hundred nanometers of metal; sputtering was chosen instead of electrodeposition from solution because this kind of deposit is more reproducible and homogeneous and therefore more suitable for the study of the technique but technically not different from a galvanic deposit. Furthermore, even PVD is used in industrial applications for film deposition. An Emithch K575X coater (Lewes, UK) was used equipped with a DC sputter. Au, Pd and Ni have been chosen for the deposit because they represent the most common metals used in the galvanic accessories and bijou. The argon pressure in the chamber was set to 1 × 10 −2 mbar, and for each metal the following cycles were done: one to three cycles of 4 min in horizontal position at 50 mA for Au and 100 mA for Pd and Ni, and the targets have a diameter of 54 The lower detection limit is given by a combination of the X-ray energy characteristics of the elements in the sample and the properties of the detector and can be as low as a few monolayer [45] .
Materials and Methods
Samples Preparation
The plates were ultrasonically cleaned in acetone for 10 min, then rinsed several times in ethanol and finally dried in a stove at 65 • C for 40 min.
Keeping in mind the theoretical limits in detection showed in Figure 1 we deposit, by Physical Vapor Deposition (PVD) by the sputtering method, few hundred nanometers of metal; sputtering was chosen instead of electrodeposition from solution because this kind of deposit is more reproducible and homogeneous and therefore more suitable for the study of the technique but technically not different from a galvanic deposit. Furthermore, even PVD is used in industrial applications for film deposition. An Emithch K575X coater (Lewes, UK) was used equipped with a DC sputter. Au, Pd and Ni have been chosen for the deposit because they represent the most common metals used in the galvanic accessories and bijou. The argon pressure in the chamber was set to 1 × 10 −2 mbar, and for each metal the following cycles were done: one to three cycles of 4 min in horizontal position at 50 mA for Au and 100 mA for Pd and Ni, and the targets have a diameter of 54 mm and are 40 mm away from the deposition stage. To achieve the maximum uniformity, the samples were placed on a rotating plate during the deposition, out of the rotation axe. Furthermore, we marked the center of the sample to take the spot measurements (EDX, XRF and SEM), approximately, in the same place.
The plates were weighed with a scale (Mettler AE240, Columbus, OH, USA, accuracy 0.01 mg) before and after deposition to obtain the amount of deposited metal and, by means of the surface area and the density of the deposited metal, the thickness. Standardless industrially-used XRF and, after EDX, cross section SEM measurements were also performed to obtain more data for the thickness of deposit. The XRF used is a Bowman (Schaumburg, IL, USA) P series and the measurement were performed with 50 kV acceleration voltage, at 12 mm focal distance with 0.3 mm window; the quantification were standardless and done with the commercial software of the instrument. The SEM and EDX measurement was performed with a FEI QUANTA (Hillsboro, OR, USA) 200 equipped with EDAX GmbH NEW XL-30 detector (Mahwah, NJ, USA) and analyzed with EDAX Genesis software [46] and a Hitachi S-2300 (Tokyo, Japan) equipped with a Thermo Scientific Noran System 7 detector (Waltham, MA, USA) and analyzed with Pathfinder software [47] . The SEM samples were prepared as follows: first the metal samples were galvanized with a layer of about 20 µm of copper to obtain a sandwich-like sample and a clear profile after the lapping process. The samples were then incorporated into resin, cut in the middle and lapped at first with gradually finer sandpaper and then with diamond suspension up to 0.3 microns. Finally, the SEM measurement were performed using backscattered electrons ( Figure 2 ) and the images were analyzed with ImageJ [48] . mm and are 40 mm away from the deposition stage. To achieve the maximum uniformity, the samples were placed on a rotating plate during the deposition, out of the rotation axe. Furthermore, we marked the center of the sample to take the spot measurements (EDX, XRF and SEM), approximately, in the same place. The plates were weighed with a scale (Mettler AE240, Columbus, OH, USA, accuracy 0.01 mg) before and after deposition to obtain the amount of deposited metal and, by means of the surface area and the density of the deposited metal, the thickness. Standardless industrially-used XRF and, after EDX, cross section SEM measurements were also performed to obtain more data for the thickness of deposit. The XRF used is a Bowman (Schaumburg, IL, USA) P series and the measurement were performed with 50 kV acceleration voltage, at 12 mm focal distance with 0.3 mm window; the quantification were standardless and done with the commercial software of the instrument. The SEM and EDX measurement was performed with a FEI QUANTA (Hillsboro, OR, USA) 200 equipped with EDAX GmbH NEW XL-30 detector (Mahwah, NJ, USA) and analyzed with EDAX Genesis software [46] and a Hitachi S-2300 (Tokyo, Japan) equipped with a Thermo Scientific Noran System 7 detector (Waltham, MA, USA) and analyzed with Pathfinder software [47] . The SEM samples were prepared as follows: first the metal samples were galvanized with a layer of about 20 μm of copper to obtain a sandwich-like sample and a clear profile after the lapping process. The samples were then incorporated into resin, cut in the middle and lapped at first with gradually finer sandpaper and then with diamond suspension up to 0.3 microns. Finally, the SEM measurement were performed using backscattered electrons ( Figure 2 ) and the images were analyzed with ImageJ [48] .
To evaluate the applicability of the technique developed in this paper, and to give it a practical value, a sample was prepared also by a bijou producer using a common industrial galvanic process: a brass plate was coated galvanically with copper (5 min alkaline copper solution, 0.5 A/dm 2 + 10 min acid copper solution, 2 A/dm 2 ) and then with gold (10 min gold-nickel 24 karats, 1 A/dm 2 ). 
EDX Measurements
The EDX measurements of the samples and pure elements were performed at both 20 keV and 30 keV with a 300× magnification by analyzing an area of about 0.2 mm 2 , a low magnification was chosen to mediate the geometric and deposition heterogeneities. We used a Dead Time (the time after each event during which the system is not able to record another event) of about 30% and we varied the live time to obtain spectra with a total of 10 6 counts. The SEM-EDX system was calibrated before the measurements, obtaining a resolution (FWHM at Mn Kα) of 129.1 eV. To evaluate the applicability of the technique developed in this paper, and to give it a practical value, a sample was prepared also by a bijou producer using a common industrial galvanic process: a brass plate was coated galvanically with copper (5 min alkaline copper solution, 0.5 A/dm 2 + 10 min acid copper solution, 2 A/dm 2 ) and then with gold (10 min gold-nickel 24 karats, 1 A/dm 2 ).
The EDX measurements of the samples and pure elements were performed at both 20 keV and 30 keV with a 300× magnification by analyzing an area of about 0.2 mm 2 , a low magnification was
chosen to mediate the geometric and deposition heterogeneities. We used a Dead Time (the time after each event during which the system is not able to record another event) of about 30% and we varied the live time to obtain spectra with a total of 10 6 counts. The SEM-EDX system was calibrated before the measurements, obtaining a resolution (FWHM at Mn Kα) of 129.1 eV.
Simulations of the Standards
Monte Carlo simulations were performed at 20 keV and 30 keV with the following thickness parameters:
• [52] . The total number of simulations is 228.
Quantification
With the simulated spectra at known thickness, curves of calibration are built and, using the measured spectra, the thickness of samples has been extrapolated.
To build the calibration curves, K-ratio has been used. This information has been extracted from the spectra with different software and to find the best one, all the possible combinations have been tried, accounting for the software limitations. For the quantification, we used the L line of Au and Pd and K line of Ni and Cu. For the conversion of each spectrum into K-ratios we used the automatic mode of each software, interfering only if the baseline had not been taken properly. The K-ratios were extracted from measured spectra using three software: (1) the Built-In Commercial Software (BICS) of the instruments used in the measurement. This quantification is standardless (or semi-quantitative) and uses as reference the spectra collected by the manufacturer and stored in a file. With it, it is possible to extract both K-ratios; (2) DTSA2. In this case the analysis is quantitative and the K-ratio is obtained by dividing the background-corrected peak intensity of the sample by the same quantity measured on the pure bulk element. Also, with DTSA2, it is possible extract the K-ratios.
The K-ratios of simulated spectra (using the pure elements spectra simulated) were extracted with the built-in algorithm of DTSA2 and CalcZAF in the same way as the measured spectra. Casino doesn't generate a spectrum but directly the emitted intensities, thus we manually calculate the K-ratios by dividing the intensities of the standards by the intensity of the pure element.
The K-ratios calibration curves, built with simulated spectra, were used with the K-ratios of measured spectra, combining different interpretations, for a total of 6 interpretations for the thickness of a single layer at one energy.
Measured spectra of pure elements were used to quantify the measured spectra of the samples and the simulated spectra of pure elements were used for simulated spectra of the standards, except for the quantification by BICS which is standardless.
We used the following notation to name the methods: M/C. Where M are the software used to quantify the measured spectra; C are the software used to build calibration curve.
For example, BICS/DTSA2 means that we extract the K-ratio with BICS, then the number obtained was converted in a thickness value with the calibration curve obtained from the K-ratios of the simulations of DTSA2. 
Fitting
The calibration curve was fitted on simulated data with the Equation (1):
This simple analytical function permits the fitting in a wide thickness range [37] . The dependent variable x represents the thickness of the film and the independent variable y the resulting K-ratio. A and B are free parameters adjustable in the fitting process with values close to 10 −3 and 10 −6 respectively. A influences the linear term and could be interpreted as correlated to the attenuation (stopping power) of electrons and photons in the sample while the parameter next to the quadratic term, B, includes the electron backscattering and instrumental factors. According to that, the linear parameter tends to decrease increasing the atomic number in contrast to the quadratic term which increase with the atomic number. Figure 3 ) and the function used appears to be in good agreement with the experimental data. parameter tends to decrease increasing the atomic number in contrast to the quadratic term which increase with the atomic number.
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Sputtering Samples Thickness
Data have been fitted (examples in Figure 3 ) and the function used appears to be in good agreement with the experimental data. Results have been compared against the XRF ones. This because XRF is currently the reference technique for non-destructive measurement of thickness for electrodeposited metal coatings. XRF well mediates any inhomogeneity (contrary to SEM) but considers a relatively small portion (contrary to weight scale measurement).
The best EDX results, relative to XRF, come from 30 keV measurements. This probably because the higher probe penetration is needed for the thickness investigated. Moreover, all the best results come from the use of the weight fraction, and all with the quantification of the instrument (BICS) and the calibration curve obtained from the simulation with DTSA2. The deviation of EDX from XRF are showed in Table 1 . The results tell us that BICS works better than DTSA2 in the analysis of measured spectra but Results have been compared against the XRF ones. This because XRF is currently the reference technique for non-destructive measurement of thickness for electrodeposited metal coatings. XRF well mediates any inhomogeneity (contrary to SEM) but considers a relatively small portion (contrary to weight scale measurement).
The best EDX results, relative to XRF, come from 30 keV measurements. This probably because the higher probe penetration is needed for the thickness investigated. Moreover, all the best results come from the use of the weight fraction, and all with the quantification of the instrument (BICS) and the calibration curve obtained from the simulation with DTSA2. The deviation of EDX from XRF are showed in Table 1 .
The results tell us that BICS works better than DTSA2 in the analysis of measured spectra but for the simulated curves DTSA2 is the best software.
In Table 2 is shown a comparison between the thickness measurement obtained among the different instruments used; in Figure 4 these results are plotted overlapping the calibration curves (inverse function). The EDX results are quite comparable to XRF results, instead SEM and weight scale results doesn't seem to be in such agreement. Table 2 . Measured thickness values with all the different measurement methods. For EDX the result derived from the simulations of the combination BICS/DTSA2 is reported, which has the smallest deviation respect to XRF, considered as the reference value. We also reported the deviation between EXD and XRF for all individual measurements. Table 2 . Measured thickness values with all the different measurement methods. For EDX the result derived from the simulations of the combination BICS/DTSA2 is reported, which has the smallest deviation respect to XRF, considered as the reference value. We also reported the deviation between EXD and XRF for all individual measurements. In Table 2 it can be observed that the deviation between EDX and XRF increases with the thickness in the case of gold coatings, while there is an opposite trend in the case of nickel films. This is due to the complementarity of the two instruments and the probes they use: with EDX the electrons are not very penetrating, therefore thick films of heavy elements, such as gold, are measured with more difficulty, while thin films of lighter elements, such as nickel, generate a small signal in XRF measurements due to the strong penetration of X-rays.
Sample Weight Scale (nm) XRF (nm) SEM Cross Section (nm) EDX (nm) EDX-XRF Deviation
Au1 151 ± 31 135 ± 8 207 ± 30 143 ± 14 5% Au2 338 ± 30 318 ± 29 329 ± 30 304 ± 29 −5% Au3 523 ± 32 488 ± 49 528 ± 30 416 ± 40 −15% Pd4 193 ± 30 204 ± 50 234 ± 30 210 ± 20 3% Pd5 498 ± 30 437 ± 76 473 ± 30 412 ± 40
Sample Weight Scale (nm) XRF (nm) SEM cross Section (nm) EDX (nm) EDX-XRF Deviation
Galvanic Samples Thickness and Composition
The effectiveness of the method, studied on samples prepared with sputtering, has been now tested in the case of a non-ideal galvanic deposit.
With the electron beam energies used in this study, the X-rays come from a maximum depth on about 2 μm; for the deposition time used the copper deposit (under the thinner gold one) is between In Table 2 it can be observed that the deviation between EDX and XRF increases with the thickness in the case of gold coatings, while there is an opposite trend in the case of nickel films. This is due to the complementarity of the two instruments and the probes they use: with EDX the electrons are not very penetrating, therefore thick films of heavy elements, such as gold, are measured with more difficulty, while thin films of lighter elements, such as nickel, generate a small signal in XRF measurements due to the strong penetration of X-rays. 
With the electron beam energies used in this study, the X-rays come from a maximum depth on about 2 µm; for the deposition time used the copper deposit (under the thinner gold one) is between 6 and 10 µm, so it is reasonable to consider the copper layer as a massive substrate. On the sample was performed an XRF analysis, the EDX measurement, and then, after depositing a further layer of copper as a support, a SEM measure of the cross section.
The gold deposit, although marketed as 24 kt, has a minimum percentage of nickel. Through the EDX were obtained the actual gold karats of the deposit. Since film is not enough thick copper is visible in the spectrum, so it has been quantified by the K line. Applying ZAF correction, the percentage by weight of the three metals was obtained. Since copper is not present in the deposition solution, and consequently in the coating, the sum of the percentages by weight of gold and nickel has been normalized to 1, obtaining a Ni:Au fraction of 2.5% in average, with an actual gold rating of 23.4 kt. This data is already very important itself for the characterization of the coating and it is an information very difficult to obtain through XRF since the volume investigated is bigger, so small fractions of metals are hard to quantify. As mentioned in the introduction, the use of karat could hide the presence of small percentages of other metals, therefore the formalism in percentage by weight is more accurate. This type of data extraction has been validated by performing simulations of film thicknesses 200, 400, 600 nm and infinity (bulk) at 20 keV; calculating the fraction of nickel compared to gold, as described, it always gets a percentage of 2.5% on average, with small oscillations intrinsic in the simulation and which fall into the measurement error and the background assessment. We have performed also simulation keeping the same film thickness of 400 nm and varying the beam energy (15, 20 and 25 keV), obtaining similar results. This kind of test has been performed also on the sample, and the results are shown in Table 3 . For the thickness quantification of this sample it was chosen to use the combination of algorithms BICS/DTSA2.
From a preliminary XRF measurement the thickness of the coating results to be 400 nm. Therefore, we simulated 6 standards in a range of thicknesses from 300 nm to 550 nm, in this way our sample was within the calibration curve. For the film simulation, a 97.5% gold-nickel alloy, with density of 18.75 g/cm 3 was used. Figure 5 shows the results obtained from XRF, EDX and SEM measurement. The difference in the EDX measurement from XRF is 3.9%. The dash line represents the average of the three measurements.
Therefore, we simulated 6 standards in a range of thicknesses from 300 nm to 550 nm, in this way our sample was within the calibration curve. For the film simulation, a 97.5% gold-nickel alloy, with density of 18.75 g/cm 3 was used. Figure 5 shows the results obtained from XRF, EDX and SEM measurement. The difference in the EDX measurement from XRF is 3.9%. The dash line represents the average of the three measurements. 
Conclusions
We have presented a method for the determination of the thickness and the composition of electrodeposited precious metal thin films. This method, has better lateral resolution than the XRF technique currently used in the galvanic industry and allows reliable measurement on thin (<500 nm) precious metal films with the capability to determine metals in the 1% concentration range in metal thin films with thickness lower than 500 nm.
The calibration curve was built entirely using simulated spectra with low computational and instrumental cost. The time consuming to obtain a simulated standard it is much less than for a real standard, the material costs are zero and it does not degrade over time.
The approach was validated thereby the analysis of three common electroplated metals with known thickness using various approaches and software. The results were compared with other investigation techniques to evaluate its accuracy. Thickness results have an uncertainty of about 9% which is consistent with the data from literature obtained from calibration curves using real standards [38] . The three metals chosen for the coating had largely different characteristic X-ray emissions as they had different atomic numbers. This shows that the method has a good generality and can work properly for most of the coatings consisting of transition metals.
The method has been proved to be effective by the analysis of a coating architecture consisting of a 24 kt topmost layer of gold containing a tiny amount of nickel deposited on a copper interlayer on mass substrate. The thickness result was in excellent agreement with the control measurement methods, with a deviation of 2.3%. In addition we determined the concentration of Ni in the layer which was undetectable with the benchtop ED-XRF thickness analyzer. The final gold title was found to be 23.4 kt.
