After the ancient result about the irrationality of~/~', it is natural to consider llnear combinations of radicals, llke the sum ~-~'~V~. Are such expressions irrational whenever their terms do not obviously cancel out? An affirmative answer is given by the theorem which follows.
Theorem I. Let n~l be any integer, P~""'Pk distinct positive primes, and~r~T the pos|tive n-th root of P4; Q denotes the ~ie~d of rational numbers.kThe~ the field Q(~I ..... ~k ) is of degree n over Q.
The field Q(~'~ ..... ~)
is spanned by rational linear combinations of ~roducts of the terms ~i' no single term being repeated more than (n ~ I) times. Thus, an equivalent formulation of Theorem i is:
Theorem la 9
Let {ell denote the set of n k radicals, ~p?(1)...p~{k}, O.'~m(i)<n, 1Si~.k.
Then the set (e.~ is linearly independent over Q.
(Clearly tel| s~]ns Q(~'PT .... ~k )')
Theorem la is due to Besicovitch [l] . His proof is based on a Euclidean algorithm for polynomials in several variables (one variable at a time being distinguished). The purposed of this note is to show that the result is an easy consequence of Galois theory. 
Abstract:
The elementary functions of a complex variable z are those functions built up from the rational functions of z by exponentlation, taking logarithms and algebraic operations. The purpose of this paper is to first, prove a "structure theorem" which shows that if an algebraic relation holds among a set of elementary functions, then they must satisfy an algebraic relation of a special kind. Then we make four applications of this theorem, obtaining both new and old results which are described here briefly (and imprecisely).
• I) An algorlthm is given for telling when two elementary expressions define the same function.
2) A characterization is derived of those ordinary differential equations having elementary solutions.
3) The four basic functlons of elementary calculus, exp, 1o9, tan, tan-" are shown to be "Irredudant".
4) A characterization is given of elen~ntary functions possessing elementary inverses.
Differential Extension Fields of Exponential Type, by Maxwell Rosenlich't', Mathematics Department, University of California, Berkeley, California 94720, in Pacific J. of Math 5._7, 289-300 (1975) .
The special properties of differential extension fields which can be generated by elements with 1ogarithmlc derivatives in the base field are ~ork-ed out. The results are analogous to those ~ Kurnmer extensions of ordinary fields, where roots are adjoined. The problem of the integration in finite terms of elements of such extension fields is considered, with applicatlons to certain distribution functions that occur in statistics.
The explicitly elementary functions of complex variables z I ..... z n are those functions built up tom ~(z I ..... z n) by exponentiatlon, taking logarithms, and algebraic operations. The Implicitly e~ementary functions are obtained by solving, via the implicit function theorem, for some of the variablesin terms of the others, in systems of equations fon~d by setting a set of explicitly elementary functions equal to O. llere we prove a 1923 conjecture of J.F. Ritt to the effect that if "~e indefinite integral of an explicitly elementary function is implicitly elementary, then it is explicitly ele,~ntary. The method features a geometrization of the concepts involved. 
An elementary proof of a multivariate version of Rtsch's theorem on the structure of the elementary functions is derived. Using this theorem to determine the algebraic independence of elementary transcendental functions, algorithms are developed which find regular representations for expressions representing functions in a class of elementary transcendental functions. Algorithms for performing arithmetic with and differentiating these functions are presented and their theoretical computing times analysed. Empertcal computing times are presented for some of the more important representation algorithms.
A Llouville Theorem on Integration in Finite Terms
for Llne Integrals, by U.h. Uavlness ano M. Hornsteln, llllnOls Institute of Technology and University of Utah, in Communications in Algebra 3, 781-795 (1975) .
Abstract:
A multivariate generalizati0n for line In- While it is impossible to give all tile techniques and pitfalls, it is to be hoped that this paper will explain enough for the reader to gain experience and expertizc.
It will be assumed that the reader has a rough working knowledge of the genera! structure of Carnegie-Mellon University Pittsburgh, Pa.
Invited Papers
Analysis of the Binary Euclidean Al$orithm, by Richard P. Brent, Australian National University and Carnegie-Mellon University Abstract:
The binary Euclidean algorithm finds the GCD of two integers u and v using subtraction, shifting and parity testing.
Unlike the classical Euclidean algorithm, no divisions are required.
We analyse a continuous model of the binary algorithm, and find the expected number of iterations.
Calculu______~ of Series Rearrangements, by R. Wm. Gosper, Jr., Stanford University Abstract:
Many summation identities, both old and new, can be derived with a transform based on a very general kind of series rearrangement determined by "splitting functions".
Let k count the number of times the series has been rearranged, and let n be the summation index. Let the nth term ratio of the rearranged series be r k . Then the splitting function s.
defines'The rearrangement into the series w~£~ ratio r .. . Any error introduced by this k l,n . . rearrangement Ts easily expressed as an inflnite product.
As the number of "splits", k, goes to infinity, a series will be transformed into an expression involving two new series and two infinite products, but usually the result will simplify to a single series or even a closed form.
Each splitting function identity is itself subject to an infinite semigroup of transformations, resulting in many identities relating pairs of series apparently quite different from the original pair.
Applications will include:
Unification and extension of the theory of generalized hypergeometric series.
(Binomial coefficient identities are a special case.) Acceleration of convergence, with telescopy to closed form as a limiting case.
Fourier series identities.
This work takes up almost exactly where James Stirling left off, and had he been granted access to a computerized symbolic mathematics system such as MIT MACSYNA, Stirling probably would have done most of this work before 1750.
I am indebted to MACSYMA project director Joel Moses, his staff, and to MACSYMA itself for months of unflaggin~ helpfulness.
I hope to repay them soon by incorporating into MACSYMA some of the series transformation algorithms presented here. Several algorithms in the area of alge braic manipulation are examined.
It is shown how the proper representation for the expressions such as ideals and fields have led to relatively natural algorithms which are essentially driven by the representation.
The solution of many nonnumerical problems may be held back by our current lack of understanding of good ways of structuring the data. Areas in which it would be worthwhile to pursue new ways of structuring information are data bases and pattern recognition. Arguments aimed at obtaining the greatest reduction in number of iterations, while at the same time minimizing the effort per division step, point to 30, which is the product of the three smallest primes, as the optimal value for b, when actually implementing the algorithm.
For this value one needs only 1/5 of the number of iterations for sequential Fibonacci numbers, whereas i/3 is conjectured to be the average for arbitrary number pairs. Last year Gary Miller showed that if certain Riemann hypotheses are true, then any natural number N can beAtested for primality in polynomial time ( (log N) ). The constants involved in his algorithm can be determined. My determination of them gives a prime testing algorithm which seems to be competitive wi~ the best one known, for large N (around 10-v).
Further, when the other algorithms are failing to terminate quickly, the information they gather can be used to reduce significantly the running time of Miller's algorithm. where the Ai(z) are polynomials in z. Functions w = w(z) for which P(w(z),z) E 0 are called algebraic functions.
In general, algebraic functions can be represented by fractional power series. Algebraic functions play an important role in many parts of mathematics including classical algebraic geometry, elliptic integral theory, complex analysis, and theory of plane curves. Indeed algebraic function theory is a major subject in its own right.
We show that the coefficients of an algebraic function can be computed "fast". We consider both regular and singular points. The complexity analysis depends on whether we wish to compute the coefficients numerically or symbolically. Dropping out as special cases of our analysis are results of Kung on reciprocation of polynomials and results of Brent and Kung on reversion of polynomials. The reciprocation problem is (i) with n -i, Al(Z) = I while reversion is (I) with At(z) = A~ (~ndependent of z), i = 0,i .... ,n-l, and "An(Z)=-~.
Applications and extensions to the theory will be indicated. 
Abstract:
In this paper we begin the study of computational complexity of algorithmic problems in group theory.
A ~resentatlon of a finitely generated group G is an ordered pair (X,D), where X={Xl,...,Xm} is a finite set (of generators) and D is a set -i} such that G over X u {xll ,.-..,x m of words is isomorphic to the quotient group formed by the free group on X modulo the normal subgroup generated by the words in D. A presentation of a semlgroup is defined in a similar manner.
Let (X,D) be a presentation of a group G. The word problem for (X,D) is the problem of deciding whether an arbitrary word w over the alphabet X u {x[ 1 ..... Xm I} reduces to the identity element of G. As is well known, the word problem for groups is unsolvable.
Theorem I. If a finitely generated group G is isomorphic to a group of matrices over a field then the word problem for B is solvable by a deterministic Turlng machine of logspace complexlty.
Corollary i. The word problem for finitely generated free groups is solvable in logspace.
Theorem 1 extends a result of Rabln who showed that the word problem is solvable for groups of matrices over a field. Corollary 1 implies an affirmative answer to a question raised by Albert Meyer whether the two-slded Dyck language has logspace complexity. Abstract: Recently it was shown that an algorithm similar to the fast Fourier2transform (FFT) exists over the Galois field GF(q ), a finite field analogous to the complex number field, when q=2P-I is a Mersenne prime. Digital filtering can be achieved without round-off error, using such transforms. It is shown21n this paper that the binary arithmetic in GF(q ) is simpler thant~omplex number arithmetic and also that the d +. roots of unity in GF(q ), where d divides 2p A possess similar symmetry properties.
Therefore, algorithms analogous to the conventional twiddle factor FFT algorithms can be used to compute the FFT in GF(q-). Furthermore, because the components of ykd/8, w~ere y is a primitive d th root of unity in GF(q') and k is an odd integer, are fixed powers of 2, complex multiplications involving ykd/8 can be performed merely by additions and circular shifts of ~-~ bits in a p-blt register. Hence 2 the FFT algorithms over GF(q 2) cam be accomplished faster, simpler, and more accurately than the conventional FFT algorithm. In this paper we show that the following problems are NP-hard:
(Assume all polynomials are sparse polynomials with integer coefficients.) (i) Determining if the degree of the least common multiple of a set of polynomials is a given integer.
(2) The same as i, but for greatest common divisor.
(3) Determining if a polynomial is a factor of a product of polynomials.
(4) Determining if the number of (distinct) complex zeroes of a product of polynomials, is a given integer.
Determining if p(z)/q(z) is analytic where p is a product of finitely many polynomials and q is a polynomial.
Determining if an exponential expression of integers is a factor of another such expression. An exponential expression of integers is an expression formed from integers and the operations of addition, subtraction, multiplication, and exponentiation.
results are also presented.
(5) (6) Other
