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Fault-tolerant quantum computing demands many qubits with long lifetimes to conduct accurate
quantum gate operations. However, external noise limits the computing time of physical qubits.
Quantum error correction codes may extend such limits, but imperfect gate operations introduce
errors to the correction procedure as well. The additional gate operations required due to the physical
layout of qubits exacerbate the situation. Here, we use density-matrix simulations to investigate
the performance change of logical qubits according to quantum error correction codes and qubit
layouts and the expected performance of logical qubits with gate operation time and gate error
rates. Considering current qubit technology, the small quantum error correction codes are chosen.
Assuming 0.1% gate error probability, a logical qubit encoded by a 5-qubit quantum error correction
code is expected to have a fidelity 0.25 higher than its physical counterpart.
I. INTRODUCTION
The increasing need for powerful computers has at-
tracted much attention to quantum computers on the ap-
plication to big data searching, quantum chemistry, ma-
chine learning, and quantum cryptography [1–5]. Quan-
tum computers are expected to surpass the computa-
tional power of their classical counterparts when a system
with approximately over 50 qubits has been realized. In
anticipation of quantum supremacy, scalable qubit sys-
tems have been under thorough investigation. Google [6],
IBM [7], and Intel [8] have announced that they aim to
show such supremacy using 48 or more superconducting
qubits. A blueprint for a 250-qubit system has been sug-
gested for ion-trap qubits [9, 10], and single chip qubit
array fabrication schemes have been reported for silicon
quantum dot qubits[11, 12].
The ultimate goal is to conduct a fault-tolerant quan-
tum computing for various quantum algorithms. Then,
physical qubits are insufficient due to their limited re-
liability, and logical qubits become essential. In log-
ical qubits, the original quantum information is dis-
tributed over multiple physical qubits. If they satisfy the
maximum tolerable error threhold determined by quan-
tum error correction(QEC) codes, errors can be detected
then corrected [13–16]. The increased accuracy of log-
ical qubits allows more reliable and frequent operation
within the computing time without irreversible loss of
data [17]. Even though leading researchers deal with
about 50 qubits for superconductors, promising candi-
dates such as quantum dot and ion qubits have not yet
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implemented a large number of qubits. As an intermedi-
ate step, the QEC codes, even though it is not a fault-
tolerant QEC code, composed of the small number of
qubits are needed.
It is important to analyze how high the maximum tol-
erable error rate required for physical qubits. In a linear
approximation model [18], the error is reflected on dis-
crete X and Z errors. It considers the relaxation and
dephasing errors in the same way. In addition, the er-
ror propagation due to 2-qubit gate operation is ignored.
Admitted that errors can be interpreted in a discrete and
independent way, continuous minute error in infinitesimal
time is close to the errors in physical qubits.
In this work, we aim to analyze more precise effect on
the performance of logical qubits, using density-matrix
simulation. This simulation is expected to describe quan-
tum state close to the physical qubits, because it keeps
track of the change in quantum state. We anticipate that
the performance of the logical qubit as predicted by this
simulation will be analyzed in more sophisticated way
compared to the linear approximation model. We inves-
tigate the improvement of several specific states so that
expected features of intermediate QEC codes are visual-
ized. To support the density-matrix simulation result, it
is shown to be consistent with the IBM quantum experi-
ence results conducted by physical qubits.
We suggest three application examples to use density-
matrix simulation. First, the logical qubits encoded by
different QEC codes can be analyzed. Even though
density-matrix simulation can analyze various QEC
codes, we focused on 3-qubit QEC codes, which needs a
small number of qubits without syndrome measurements,
to verify 5-qubit QEC code can correct both X and Z er-
rors. Second, it is possible to estimate how much the min-
imum error rate for implementing a logical qubit should
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2be in a situation where nearest neighbor operations are
required. QEC codes which needs large number of qubits
may keep the quantum state in a longer time, but require
to operate more complicated operations. In terms of cost
and benefit, one can compare the estimated performance
of logical qubits in different layouts. Finally, the current
status of physical qubits can be evaluated. Assuming
that a sufficient number of qubits with the current data
of physical qubits, the estimated performance of logical
qubits can be estimated. In the simulation, considering
the gate error of 0.1% and the gate operation time of a
thousandth of coherence time in an all-to-all connected
layout, the fidelity of logical qubits encoded by 5-qubit
QEC codes is expected to be higher than that of physical
qubit by 0.25.
II. PRELIMINARIES
A. 3-qubit quantum error correction code
3-qubit QEC codes have been experimentally con-
ducted in many physical systems[19–23]. 3-qubit bit-flip
QEC circuit consists of the following four parts, shown
in Fig. 1(a). The first qubit is data qubit, and two an-
cilla qubits are prepared in |0〉 state. In the encoding
process, two CNOT gates make logical |0〉 and |1〉 states
as |000〉 and |111〉, respectively. In memory time, logical
qubit gate operations can be conducted, just as a phys-
ical qubit gate operation can be done within lifetime.
Therefore, the memory time can be interpreted as logical
qubit’s computing time, as the counterpart of lifetime of
physical qubit. In the detection and correction proce-
dure, a bit flip error occurring in data qubit is corrected.
QEC time is defined as the sum of encoding, detection
and correction times. Finally, the restored quantum state
is detected in a measurement process.
To analyze the positive gain of fidelity using QEC, er-
ror sources are divided into dephasing and gate error.
Over the entire procedures, all qubits independently suf-
fer from dephasing error, relying on the T1 and T2 coher-
ence time. For generality, the coherence times is set as 1.
Quantum gate also undergoes errors. In order to increase
computing time, the comparison between additional de-
phasing error in memory time and correcting power by
QEC code is compared. The errors can be reduced in a
practical manner. Suppressing environmental noise may
suppress the dephasing errors [24–26]. Gradient ascent
pulse engineering may take short time to conduct the
same gate operation [27, 28].
5-qubit QEC code can correct X- and Z-type errors
without syndrome measurement. In spite of the simplic-
ity of 3-qubit QEC code, it merely deals with a single type
error. Even though the repetition of bit-flip and phase-
flip codes, the remaining errors are accumulated rather
than restored. On the other hand, 5-qubit QEC code can
correct a single error on a data qubit. If a Y-type error
is happened in data qubit, X error is dealt with the first
FIG. 1. (a) 3-qubit bit-flip QEC circuit. QEC procedures
are composed of 4 parts: encoding, memory time, detection,
and correction. Memory time is the computing time of logical
qubit. QEC time is time taken by the other 3 procedures. (b)
5-qubit QEC circuit. bit and phase flip error are corrected by
the first and second toffoli gates, respectively
toffoli gates and remaining Z error, changed into X error
by hadamard gate, is done with the second toffoli gate.
The circuit is composed of four parts: encoding, memory
and detection and correction, which is illustrated in Fig.
1(b).
B. Linear Approximation Model
One way to evaluate the closeness of two quantum
states is the fidelity. The value of fidelity between pure
states such as ρ = |ψ〉〈ψ| and σ = |φ〉〈φ| can be inter-
preted as the transition probability from |ψ〉 to |φ〉, or
overlapping of them as follows:
F (ρ, σ) =
(
Tr
(√√
ρσ
√
ρ
))2
= |〈ψ|φ〉|2. (1)
Quantum errors can be regarded as probabilistic and dis-
crete errors [29] because they can be modeled by a set of
error channels such as Pauli matrices. In this model,
error probability p is small enough so that the fidelity
becomes
F (ρ,
∑
Ek(p)ρE
†
k(p)) = 1− cp+O(p2), (2)
where Ek is a set of error channels. Assuming c = 1, the
error probability directly affects the closeness of quantum
states.
We assumed an error probability per unit time as Pe. A
quantum gate operation gate error for time TG is defined
as PeTG. A dephasing error probability for memory time
TM is defined as PeTM . Therefore, the fidelity of physical
qubit, Fp, is defined as
Fp = 1− PM . (3)
3The fidelity of logical qubit is defined as
FL = 1− [1−
1∑
k=0
(
n
k
)
PM
k(1− PM )n−k]
−[1− (1− PQEC)n] +
(
PM
n
)(
PQEC
n
)
,
(4)
where n is the number of qubits for QEC, and PM , PQEC
are the errors caused in memory time and QEC time, re-
spectively. The fidelity of logical qubit has four terms.
The first term is unity because the final state is the same
as the initial state if no error happens. The second term
means occurring errors during memory time. 3-qubit
QEC codes or 5-qubit QEC code can correct up to one
error so that more than one error will deteriorate the
original state. Hence, the term becomes the completion
set of allowable error probability. The third term consid-
ers introduced errors during QEC time. The QEC codes
cannot preserve the original data if an error occurs other
than memory time. For that reason, QEC time, TQEC is
defined as the sum of encoding, detection and correction
times. The last term takes into account the probability
that the two errors in the data qubit occurring in QEC
and memory time will cancel each other.
The fidelity of logical qubit encoded with 5-qubit QEC
codes, based on Eq. 4, are deduced as follows:
FL = 1− [1− 5PM (1− PM )4 − (1− PM )5]
−[1− (1− PQEC)5] +
(
PMPQEC
25
)
.
(5)
The fidelity gain is described by the fidelity difference
between the physical and logical qubit,
G = FL − FP . (6)
A positive gain means that the accuracy of logical qubit
is improved at the same computing time. This model is
valid until the error probability is small. Nevertheless,
the advantage of it is that it provides a rough range of
computing time which is beneficial to the logical qubit.
Thus, it can estimate the critical points of QEC codes
such as Tmemorymin , T
memory
max , and T
memory
best .
First, the minimum memory time is deduced at G = 0.
Since the minimum condition implies that the error prob-
ability is small, the logical qubit fidelity is approximated
as 1 − 5PQEC . Therefore, the minimum memory time
becomes
Tmemorymin = 5TQEC . (7)
The condition for deducing the maximum memory time
is G = 0 with TQEC  Tmemory. Therefore, the the
equation becomes (1− PM ){(1− PM )3(4PM + 1)− 1)}.
The solution of the polynomial equation of which domain
is between 5PQEC and 1 is
Tmemorymax
∼= 0.1311
Pe
. (8)
The best memory time is obtained at G′(TM ) = 0. How-
ever, it is too difficult to solve fourth order polynomial
equation with an arbitrary constant TQEC . Employing
TQEC is short enough, G
′(TM , TQEC) = G′′(α)(TM−α)+
G′(α), where G′(α, 0) = 0. Then, the best memory time
becomes
Tmemorybest
∼= 0.06− 0.003PQEC
Pe
. (9)
This model estimate that there is a rough range of
memory time, 5TQEC < Tmemory < 0.1311/Pe, to show
that the quantum gate operation with logical qubit is
accurate. In addition, the gain will be maximum at Eq.
9. The whole time for QEC procedure is, therefore,
TQECcycle = TQEC + Tmemory,best
∼= 0.06 + 0.997PQEC
Pe
. (10)
In this regard, given the coherence time and gate error
rate, optimal QEC cycle exist. Considering a longer co-
herence time, the error rate Pe is decreased, and therefore
a longer computing time is obtained.
III. DENSITY-MATRIX SIMULATION
The density-matrix simulation has several advantages
to describe the behavior of qubits. The amount of oc-
curring error depends on the quantum states and error
channels. In spite of the same error probability p for X-
and Z-type errors, this simulation copes with the error
differently. For example, if the initial state is |1〉, X er-
ror lower the fidelity but Z error does not. Two qubit
gates are also described in a different way. Suppose that
X-type error is introduced on the controlled qubit of a
CNOT gate. The error not only change the controlled
qubit but also changes the state of target qubit after the
CNOT gate. In addition, those errors are described in
physical quantities such as T1 relaxation, T2 dephasing
time. Hence, the error channels are expected to describe
the quantum states more close to the actual quantum
states. We focus on several specific states to find the
gain of fidelity without calculating the minimum fidelity
gain of every possible states. This is because examining
an opportunity to take an advantage of QEC codes with
physical qubits in specific states is a ongoing problem in
small qubit systems.
The evolution of density matrix takes two steps: faulty
gate operation and independent qubit errors. The error
are described as a complete positive mapping. In faulty
gate operations, perfect operation E0 occurs with the
probability 1− p, and imperfect operation E1 does with
probability p as follows:
E0 =
√
1− pUgate, E1 = √pAUgate = √pI, (11)
where U ∈ {X,Y, Z,CNOT, SWAP}. The transforma-
tion process is described in Fig. 2. The operation A is
4FIG. 2. Evolution procedure for operating quantum gates and
introducing errors. First step is to conduct faulty quantum
gate operation consisting of successful gate operation E0 and
gate error E1. The last step introduces relaxation and dephas-
ing error, sequentially. During the gate operation time, faulty
gate operation is conducted immediately and single qubit er-
rors are made.
properly chosen by gate operation Ugate and it becomes
identity for the gates in a set U . The decoherence er-
ror during a gate operation is dealt with separately from
the gate operation error. This is because the gate opera-
tion time compared to coherence time is so small that it
can be done shortly and then decoherence errors follow
during the gate operation time.
The decoherence errors consists of T1 relaxation, T2
dephasing errors. Both errors are described in amplitude
damping and phase error models. Error probabilities in
these models are derived from the T1 and T2 coherence
time so that the evolution of quantum state is likely to
express practical circumstances. The amplitude damping
channel is described as follows:
Eamp0 =
(
1
√
γ
0 1
)
, Eamp1 =
(
1 0
0
√
1− γ
)
, (12)
where γ = 1 − et/T1 . The error probability γ is derived
from the T1 relaxation time. Similarly, the phase error
model is described as follows:
Ephase0 =
√
α
(
1 0
0 1
)
, Ephase1 =
√
1− α
(
1 0
0 −1
)
,(13)
where α = (1+e−t/2T2)/2. The error probability 1−α is
originated from the T2 dephasing time. In idle time and
after the gate operation, relaxation errors are followed
by dephasing errors. Assuming that the initialization
and measurement processes are perfect, we focused on
the gate error and decoherence errors.
IV. ANALYSIS
In this section, we present density-matrix simulation
results when the use of logical qubit is beneficial accord-
ing to the memory time. The gain is defined as the dif-
ference of fidelities between a logical qubit and a phys-
ical qubit described in Eq. 6. Coherence time, Tc, is
assumed to be 1 as unit time not for losing generality
of simulation. A controlled-Z gate is used as the primi-
tive 2-qubit gate with nearest neighbor interaction, and
according gate operation time is used as the ratio be-
tween the actual operation time and coherence time [30].
Qubits are subjected to individual dephasing processes
and the gate operation error.
FIG. 3. Comparison of linear approximation model and den-
sity matrix model for 5-qubit QEC code. (a) When the co-
herence time is considered as 1s and the QEC time is 0.02 Tc
with the initial |1〉 state, the estimates of the two models are
parallel. (b) In the initial Rx(
pi
4
)|1〉 state with QEC time of
0.018×Tc, the estimation from linear approximation is unnec-
essarily wide so that it can be used as a minimum condition
for using logical qubits
A. Comparison with Linear Approximation Model
To achieve a positive gain for using logical qubits, both
linear approximation and density matrix models predict
the beneficial memory time depending on gate error prob-
ability. The first model provides a direct relation between
the fidelity of the logical qubit and error probabilities so
that the range of memory time is calculated. On the
other hand, density-matrix calculation take into account
the detailed procedures such as the initial state, type of
QEC codes, and the layout of circuits so that a feasible
results is expected.
The two models have a common point to estimate the
requirement when logical qubit is beneficial. Considering
the logical |1〉 state encoded by 5-qubit QEC codes with
QEC time of 0.02 Tc, the estimated minimum and max-
imum memory time for linear approximation model are
consistent with those for density-matrix model, which is
shown in the Fig. 3(a). However, the expectation based
on linear approximation is not always valid. For instance,
it expects the same fidelity for the initial state is |1〉 or
|+〉 state. This is because the gate error probability still
remains the same. Nonetheless, |1〉 is deteriorated by
T1 dephasing, while |+〉 state goes through both T1 and
T2 dephasing. Moreover, the effect of gate time on the
fidelity is different. If the gate operation time is short-
ened with the same error probability, the estimation of
minimum memory time is much smaller than that based
on the density-matrix model, which is illustrated in Fig.
3(b). In this regard, the expected range based on the
linear approximation is useful to have intuition for a nec-
essary condition.
5FIG. 4. Comparison of density-matrix simulation(blue lines)
and IBM quantum experience result(red lines). The probabil-
ity of spin up state is described according to the memory time.
The spin up state probability of physical qubits are dashed
lines, while that of logical qubits are solid lines. Simulation
result expects the probability of a logical qubit is not higher
than that of a physical qubit with the same memory time.
However, the agreement of simulation and experimental re-
sult shows that the density-matrix simulation is trustworthy.
B. IBM QX Results
IBM quantum experience(IBM QX) provides 5 super-
conducting qubit system which is available via IBM cloud
platform. The average T1 and T2 coherence times of
qubits are 54 µs and 44 µs, respectively. The 1-qubit
gate operation is composed of X and Z gates [31]. To
prevent abrupt change, the time interval between quan-
tum gates are set as 10 ns. The accuracy of 1-qubit gate
operation is over 99.9%, and the average accuracy of 2-
qubit gate operation is 99%. The operation times of H
and CNOT gate are 50 ns and 122 ns, respectively.
In this density-matrix simulation, the initialization and
measurement errors are taken into account. From vari-
ous QEC codes, the 3-qubit QEC circuit, descried in Fig
1, is chosen due to the simplicity. In Fig 4, the blue and
red dashed lines are the probability amplitude square of
physical qubits in simulation and IBM QX, respectively.
The probability is obtained from the results of 8092 rep-
etitions. The blue and red solid lines are that for logical
qubits in simulation and IBM QX, respectively. There is
no cross point between a physical and logical qubit. It
means that given 3-qubit QEC and qubit properties, the
logical qubit is not accurate in spite of the length of mem-
ory time. However, this result does not deny the accuracy
of simulation. Rather, the result is concurrent with the
simulation. Based on the consistency, we propose that
the performance of logical qubits can be predicted in the
simulation.
FIG. 5. (a-b) 5-qubit QEC code with the initial state is |1〉
state, and Rx(
pi
4
)|1〉 states, respectively. The maximum gain
is 0.25 and 0.13, respectively. (c-d) A bit flip 3-qubit QEC
code with the initial state is |1〉 state, and Rx(pi4 )|1〉 states,
respectively. The maximum positive gain is 0.05 for |1〉, while
there is no positive gain for Rx(
pi
4
)|1〉. The bit flip 3-QEC code
cannot correct phase errors.
V. APPLICATION
A. QEC Dependency
The advantage of density-matrix simulation is that the
gain of logical qubit can be evaluated according to initial
states. For example, |1〉 state only suffers from T1 de-
phasing, while |+〉 does from T1 and T2 dephasing. Un-
like a bit-flip 3-qubit QEC code, 5-qubit QEC codes are
supposed to correct both X- and Z-type errors. There-
fore, it is expected to figure out the differences in different
QEC codes.
The simulation result for a logical qubit encoded by
5-qubit QEC is shown in Fig. 5(a)-(b). The negative or
zero gain is obtained when the memory time is too short.
This is because the fidelity of logical qubit is reflected in
the gate error and dephasing error during the encoding,
decoding and correction process. If the memory time is
too long, both physical and logical qubit lose their quan-
tum information, and the gain goes to zero. To prevent
the gain from being exaggerated, it is set to 0 when the
fidelity of logical qubit is below 0.75 and that of phys-
ical qubit is below 0.5. In the intermediate region, the
competition of benefits and costs determines the gain of
logical qubits.
For the initial state |1〉, the range for obtaining the
positive gain is increased as the gate error probability
decreases, which is shown in Fig. 5(a). If the error prob-
ability is 0.1%, the memory time should be between 0.45-
1.1Tc, and in that range, its ,maximum gain is 0.13. If
the error probability is 0.01%, the maximum gain is in-
creased up to 0.25. Compared to the 3-qubit QEC code,
the maximum gain is merely 0.05, which is shown in 5(c),
6FIG. 6. (a-b) 5-qubit layouts. The red arrow qubit in the
middle contains data, while the other yellow qubits are ancilla.
The 2-qubit nearest neighbor interaction between qubits are
depicted in dotted line. (c) Decomposed circuit for a toffoli
gate. Two ancilla is placed at the ends and data qubits are in
the center with nearest neighbor interaction. (d) The 5-qubit
QEC circuit with nearest neighbor interaction. The level-1
logical qubit is encoded by 3-qubit phase flip QEC code. The
level-2 logical qubit is encoded with 3-qubit bit flip QEC code
even though the operation time and gate error rate is the
same.
The gate operation time is 0.001Tc. QEC time for 5-
qubit QEC codes is 0.018Tc, while QEC time for bit flip
3-qubit QEC codes is 0.010Tc. The x axis is memory time
per coherence time so that this results can be applied
into other systems such as superconducting system. The
y axis is gate error probability for both 1-qubit and 2-
qubit gates.
5-qubit QEC also shows better performance for states
including phase errors. The initial state of Rx(
pi
4 )|1〉 is
affected by both bit and phase flip errors. If a logical state
is encoded by 5-qubit QEC, the maximum gain is up to
0.14, which is illustrated in 5(b). On the other hand, bit
flip 3-qubit QEC, which is not expected to correct phase
errors, does not have any positive gain, described in 5(d).
Therefore, the 5-qubit QEC is able to correct both bit
and phase errors, and higher fidelity is obtained.
B. Layout Dependency
In the current technology, it is difficult to establish
qubits which are all connected with each other. The con-
nection problem becomes important not only for multi-
qubit systems but for 3-qubit QEC codes. This is be-
cause partial connection among qubits demands addi-
tional SWAP gates. In this work, we used a controlled-Z
gates as a primitive operation, which is already imple-
mented in quantum dot qubit system. A Toffoli gate is
decomposed into 6 controlled-Z gates and single qubit
gates. The controlled-Z gate is advantageous to imple-
ment CNOT gate with both directions because the same
number of 1-qubit operations is required.
The 5-qubit QEC codes are illustrated in Fig. 1(b).
We take into account two layouts: X layout and linear
layout, which are described in Fig. 6(a) and 6(b), respec-
tively. These two layouts are a promising candidate for
fabricating qubits [32, 33] . Considering nearest neigh-
bor interaction, data qubit should be placed at the center
of both layouts so that the minimum number of SWAP
gates is added. Although X layout is close to all-to-all
connection, a decomposed toffoli gate asks for two SWAP
gates, shown in Fig. 6(c). The linear layout is shown in
Fig. 6(d). Qubit A1 and A2, located next to the data
qubit, preserve phase flip error in the data qubit. Qubit
A3 and A4, placed at the both ends, does bit flip error in
data qubit. Comparing two layouts to perform 5-qubit
QEC codes, the X layout needs additional 2 SWAP gates,
while linear layout does 6 SWAP gates.
Considering nearest neighbor interaction, the qubit
layout determines the number of additional SWAP gates.
The overhead cost for conducting a given quantum circuit
becomes important as the number of qubits and opera-
tions increases. To perform the 5-qubit QEC code, X and
linear layout needs 2 and 6 more SWAP gates. Since a
SWAP gate is decomposed into 3 CNOT gates, a SWAP
gate required 3 controlled-Z gates and 1-qubit gates in
primitive operations for quantum dots. The number of
additional gates is much larger to implement a large-scale
quantum circuit. Even though the accuracy for 2-qubit
gate operation is still improving, it is difficult to im-
plement all-to-all connected circuit. Hence, it is worth
knowing the impact of the overhead cost on the fidelity.
This simulation is designed to weigh whether the qubit
layout is important or gate accuracy is important. The
operation time and accuracy of controlled-Z gates are
changed to calculate the fidelity of qubits, as shown in
Fig. 7. As the operation time increases, more dephasing
errors are accumulated. The error probability has a di-
rect effect on the performance of a circuit. Considering
the 99.9% accuracy of gate operation, the all-to-all con-
nected layout have the maximum gain of 0.4. The X and
1D linear layout have the maximum gain of 0.3 and 0.2,
respectively. If the gate accuracy is lowered to 99%, the
discrepancy between the all-to-all connected layout and
the other layouts is increased. Consequently, the miscal-
culation by additional gates is increased.
C. Evaluations of Physical Qubits
The performance of logical qubits is directly influenced
by the gate operation time and coherence time. The
number of operation is often considered as the ratio be-
tween them. To evaluate the expected performance of
logical qubits encoded by 5-qubit QEC codes, recent su-
perconducting qubits [20, 34] and quantum dot qubits
[24, 30] are used. The data is summarized in Table I.
Even though 5 qubits in quantum dot system have not
been fabricated yet, it is assumed that hypothetical 5
7FIG. 7. The same 5-qubit QEC circuit with different layouts.
(a) In all-to all connection, no additional SWAP operations
are required. (b) In X layout, 2 SWAP gates are added. (c)
In linear layout, 6 more SWAP gates are necessary. Since a
single SWAP gate is decomposed to 3 controlled-Z gates and
6 hadamard gates, the gate errors and dephasing errors dur-
ing the operations are included. To achieve the positive gain
for using logical qubits, both models predict the beneficial
memory time depending on gate error probability.
qubits are placed in the layouts.
In the simulation, the reported operation time and co-
herence time is used. T1, and T
∗
2 is used as Tc in super-
conducting and quantum dot qubits, respectively. All of
the 1-qubit gates are assumed to have the same opera-
tion time, and a 2-qubit gate of controlled-Z operation
is implemented. The accuracy of gate operation is con-
sidered as the same for 1-qubit and 2-qubit operation as
99% or 99.9%. For the gate accuracy of 99.9%, logical
superconducting qubit and physical qubit have the same
fidelity of 0.96 at time 0.13Tc. In quantum dot qubit,
given the same gate accuracy, the fidelity of logical qubit
is higher than that of physical qubit if the calculation
time is longer than 0.07Tc, which is illustrated in Fig. 8.
If the accuracy of gate operation is increased to 99.9%,
FIG. 8. The expected performance evaluation of physical
qubits and logical qubits of superconducting qubits and quan-
tum dot qubits. Logical qubits are encoded by 5-qubit QEC
codes. The initial state is |1〉 state. The reported gate opera-
tion time is used[20, 24, 30, 34]. The fidelities of logical qubit
composed of superconducting qubits of 1% gate error and
0.1% gate error are blue hexagon line and light blue hexagon
line, respectively. Those composed of quantum dot qubits are
green circle line and light green circle line, respectively.
the intersection point of the fidelity of logical and phys-
ical qubits becomes 0.07Tc and 0.025Tc and the max-
imum gain becomes 0.14 and 0.16 for superconducting
and quantum dot qubit, respectively. It implies that the
number of possible gate operations is increased, assuming
that the connectivity of the qubits and additional errors
are ignored and that the logical gates are traversal. For
example, at the same 90% fidelity, physical qubits can
conduct 230 gates, while logical qubits can do 330-520
gates.
8VI. CONCLUSION
In this paper, we suggest three application examples
using density-matrix simulation. First, the performance
of logical qubits encoded by arbitrary QEC codes can
be estimated. Second, the importance of layouts can be
estimated, given the gate error probability. Third, the
performance of logical qubits can be estimated based on
the data of the current physical qubits, such as coherence
time, operation time, and gate accuracy. investigate how
to obtain the longest computing time in density-matrix
simulation, using 3-qubit QEC codes. 3-qubit QEC codes
are so simple that the additional SWAP gates are mini-
mal despite nearest neighbor interaction. The primitive
gate sets and gate operation time are referred to the data
for spin quantum dot qubits. Given the error probability
of 0.1% in the all-to-all connected layout, the gain for
using a logical qubit is up to 0.25 for |1〉.
In density-matrix model, the simulation results takes
into account precise error channel for bit and phase er-
rors. The error probabilities are reflected in terms of T1
and T2 coherence time. The exhaustive simulation re-
sults are conducted to figure out the dependency on the
initial states, QEC codes, and qubit layouts. The linear
approximation can estimate the minimum and maximum
condition of memory time expressed in gate errors and
QEC time to obtain positive gain. Nevertheless, it is re-
garded as the minimum requirement because error types
and error propagation is neglected. In this work, we scru-
tinize the existence and importance of the beneficial con-
dition for logical qubits. It is expected to be a proper
milestone for implementing a logical qubit to operate in
a longer computing time.
ACKNOWLEDGMENTS
This work was supported by Electronics and Telecom-
munications Research Institute (ETRI) grant funded by
the Korean government. [18ZH1400, Research and De-
velopment of Quantum Computing Platform and its
Cost-Effectiveness Improvement]
The ImPACT Program of Council for Science, Tech-
nology and Innovation (Cabinet Office, Government
of Japan) the Grant-in-Aid for Scientific Research
(No. 26220710, 16H00817, 17H05187) CREST (JP-
MJCR15N2, JPMJCR1675), PRESTO (JPMJPR16N3),
TABLE I. The reported properties of superconducting and
quantum dot qubits: coherence time Tc, 1-qubit gate opera-
tion time T1Q, and 2-qubit gate operation time T2Q is sum-
marized.
Value Superconductor [20, 34] Quantum Dot [24, 30]
Tc 10 µs 120 µs
T1Q 20 ns 130 ns
T2Q 40 ns 100 ns
JST Incentive Research Project from RIKEN The
Telecommunications Advancement Foundation Research
Grant Futaba Electronics Memorial Foundation Research
Grant Kato Foundation for Promotion of Science Re-
search Grant, Hitachi Global Foundation Kurata Grant,
The Okawa Foundation for Information and Telecommu-
nications Research Grant, The Nakajima Foundation Re-
search Grant, Japan Prize Foundation Research Grant
[1] P. Shor, Proceedings 35th Annual Symposium on Foun-
dations of Computer Science , 124 (1994).
[2] L. K. Grover, in Proceedings of the twenty-eighth annual
ACM symposium on Theory of computing - STOC ’96
(1996) pp. 212–219, arXiv:9605043.
[3] I. Buluta and F. Nori, Science, 326, 108 (2009).
[4] J. Biamonte, P. Wittek, N. Pancotti, P. Rebentrost,
N. Wiebe, and S. Lloyd, Nature 549, 195 (2017).
[5] J. S. Otterbach, R. Manenti, N. Alidoust, A. Bestwick,
M. Block, B. Bloom, S. Caldwell, N. Didier, E. S. Fried,
S. Hong, P. Karalekas, C. B. Osborn, A. Papageorge,
E. C. Peterson, G. Prawiroatmodjo, N. Rubin, C. A.
Ryan, D. Scarabelli, M. Scheer, E. A. Sete, P. Sivarajah,
R. S. Smith, A. Staley, N. Tezak, W. J. Zeng, A. Hudson,
B. R. Johnson, M. Reagor, M. P. da Silva, and C. Rigetti,
“Unsupervised Machine Learning on a Hybrid Quantum
Computer,” (2017), arXiv:1712.05771.
[6] K. Lant, “Google just revealed how theyll build quan-
tum computers,” Available at https://futurism.com/
google-just-revealed-how-theyll-build-quantum-computers/
(2018/01/30).
[7] C. Vu, “Ibm announces advances to ibm quantum sys-
tems & ecosystem,” Available at http://www-03.
ibm.com/press/us/en/pressrelease/53374.wss
(2018/01/30).
[8] J. Hsu, “Ces 2018: Intel’s 49-qubit chip shoots
for quantum supremacy,” Available at https://
spectrum.ieee.org/tech-talk/computing/hardware/
intels-49qubit-chip-aims-for-quantum-supremacy
(2018/01/30).
[9] The Networked Quantum Information Technologies Hub,
“The networked quantum information technologies an-
nual report 2017,” Available at https://nqit.ox.ac.
uk/content/nqit-annual-report-2017 (2018/01/30).
[10] B. Lekitsch, S. Weidt, A. Fowler, K. Mlmer, S. Devitt,
C. Wunderlich, and W. Hensinger, Science Advances 3,
e1601540 (2017).
[11] M. Veldhorst, H. Eenink, C. Yang, and A. Dzurak, Na-
ture Communications 8, 1766 (2017).
[12] R. Li, L. Petit, D. Franke, J. Dehollain, J. Helsen,
M. Steudtner, N. Thomas, Z. Yoscovits, K. Singh,
S. Wehner, L. Vandersypen, J. Clarke, and M. Veldhorst,
“A Crossbar Network for Silicon Quantum Dot Qubits,”
(2017), arXiv:1611.03807.
9[13] R. Raussendorf, J. Harrington, and K. Goyal, New Jour-
nal of Physics 9, 199 (2007).
[14] P. Aliferis and A.W. Cross, Physical Review Letters 98,
220502 (2007).
[15] A.M. Steane, Physical Review A 68, 042322 (2003).
[16] D. Gottesman, “An Introduction to Quantum Error
Correction and Fault-Tolerant Quantum Computation,”
(2009), arXiv:0904.2557.
[17] N.C. Jones, R. Van Meter, A.G. Fowler, P.L. McMahon,
J. Kim, T.D. Ladd, and Y. Yamamoto, Physical Review
X 2, 031007 (2012).
[18] I.-K. Sohn, S. Tarucha, and B.-S. Choi, Physical Review
A 95, 012306 (2017).
[19] M. Reed, L. Dicarlo, S. Nigg, L. Sun, L. Frunzio,
S. Girvin, and R. Schoelkopf, Nature 482, 382 (2012).
[20] J. Kelly, R. Barends, A. Fowler, A. Megrant, E. Jeffrey,
T. White, D. Sank, J. Mutus, B. Campbell, Y. Chen,
Z. Chen, B. Chiaro, A. Dunsworth, I.-C. Hoi, C. Neill,
P. O’Malley, C. Quintana, P. Roushan, A. Vainsencher,
J. Wenner, A. Cleland, and J. Martinis, Nature 519, 66
(2015).
[21] D. Rist, S. Poletto, M.-Z. Huang, A. Bruno, V. Vester-
inen, O.-P. Saira, and L. Dicarlo, Nature Communica-
tions 6, 6983 (2015).
[22] A. Crcoles, E. Magesan, S. Srinivasan, A. Cross, M. Stef-
fen, J. Gambetta, and J. Chow, Nature Communications
6, 6979 (2015).
[23] N. Ofek, A. Petrenko, R. Heeres, P. Reinhold, Z. Leghtas,
B. Vlastakis, Y. Liu, L. Frunzio, S. Girvin, L. Jiang,
M. Mirrahimi, M. Devoret, and R. Schoelkopf, Nature
536, 441 (2016).
[24] J. Yoneda, K. Takeda, T. Otsuka, T. Nakajima, M. Del-
becq, G. Allison, T. Honda, T. Kodera, S. Oda, Y. Hoshi,
N. Usami, K. Itoh, and S. Tarucha, Nature Nanotech-
nology 13, 102 (2018).
[25] J. Muhonen, J. Dehollain, A. Laucht, F. Hudson,
R. Kalra, T. Sekiguchi, K. Itoh, D. Jamieson, J. McCal-
lum, A. Dzurak, and A. Morello, Nature Nanotechnology
9, 986 (2014).
[26] A. Kuhlmann, J. Houel, A. Ludwig, L. Greuter,
D. Reuter, A. Wieck, M. Poggio, and R. Warburton,
Nature Physics 9, 570 (2013).
[27] N. Khaneja, T. Reiss, C. Kehlet, T. Schulte-Herbru¨ggen,
and S. J. Glaser, Journal of Magnetic Resonance 172,
296 (2005).
[28] P. De Fouquieres, S. Schirmer, S. Glaser, and I. Kuprov,
Journal of Magnetic Resonance 212, 412 (2011).
[29] S. Devitt, W. Munro, and K. Nemoto, Reports on
Progress in Physics 76, 076001 (2013).
[30] M. Veldhorst, C. Yang, J. Hwang, W. Huang, J. Dehol-
lain, J. Muhonen, S. Simmons, A. Laucht, F. Hudson,
K. Itoh, A. Morello, and A. Dzurak, Nature 526, 410
(2015).
[31] D.C. McKay, C.J. Wood, S. Sheldon, J.M. Chow, and
J.M. Gambetta, Physical Review A 96, 022330 (2017).
[32] 5-qubit backend: IBM QX team, “ibmqx2 backend speci-
fication,” Available at https://ibm.biz/qiskit-ibmqx2
(2018/01/30).
[33] T. Ito, T. Otsuka, S. Amaha, M. Delbecq, T. Nakajima,
J. Yoneda, K. Takeda, G. Allison, A. Noiri, K. Kawasaki,
and S. Tarucha, Scientific Reports 6, 39113 (2016).
[34] R. Barends, J. Kelly, A. Megrant, A. Veitia, D. Sank,
E. Jeffrey, T. White, J. Mutus, A. Fowler, B. Campbell,
Y. Chen, Z. Chen, B. Chiaro, A. Dunsworth, C. Neill,
P. O’Malley, P. Roushan, A. Vainsencher, J. Wenner,
A. Korotkov, A. Cleland, and J. Martinis, Nature 508,
500 (2014).
