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Abstract
In a wide class of weighted Bergman spaces, we construct invertible non-cyclic elements.
These are then used to produce z-invariant subspaces of index higher than one. In addition,
these elements generate non-trivial bilaterally invariant subspaces in anti-symmetrically
weighted Hilbert spaces of sequences.
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1. Introduction
Consider the operation which sends a complex-valued sequence fangn to the
shifted sequence fan1gn; if the index set is the collection of all integers, all is ﬁne,
and if it is the non-negative integers, we should specify that we need the rule a1 ¼ 0:
This shift operation is a linear transformation, and we denote it by S: Sometimes, it
is convenient to work with formal Laurent or Taylor series instead of sequence
spaces, because of the simple form S takes, as it just corresponds to the
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multiplication by the formal variable z:X
n
anz
n/
X
n
anz
nþ1:
For an analyst, it makes sense to restrict the shift to some Hilbert space like c2;
and then to use invariant subspaces to better understand the operator. We recall
that a linear subspace M is shift invariant if it is closed with respect to the given
topology, and if xAM) SxAM: The invariant subspaces offer the possibility
of studying the action of S on smaller pieces. However, generally speaking, it
may not be possible to reconstruct the operator as a mosaic of really small
and understandable pieces. Beurling [7] found a complete characterization of the
shift invariant subspaces in c2 on the non-negative integers in terms of so-called
inner functions. A consequence of the theorem is that if a sequence (on the non-
negative integers) is in c2; and its convolution inverse is as well, then the smallest
invariant subspace containing it is all of c2: Another consequence is that every
non-zero shift invariant subspace has index 1; this means that M~SM is
one-dimensional. If we instead consider weighted c2 spaces, with weights that
make the space bigger than unweighted c2; we generally encounter a new kind of
invariant subspaces, having indices that exceed 1; in fact, the dimension ofM~SM
can assume any (integer) value between 1 and þN [3]. Beurling later returned to
shift invariant subspaces in the setting of weights, but he softened the topology
somewhat, so instead of considering a weighted c2 space, he looked at a union
of such, with the property of being an algebra, with respect to convolution of
sequences, which corresponds to ordinary multiplication of Taylor series. He
found that there is a critical topology such that on the one side—with relatively
small spaces—the singular inner function for a point mass generates a non-trivial
invariant subspace, whereas on the other side of the borderline—with relatively large
spaces—it generates the whole space as an invariant subspace. Later, Nikolski
[23, Chapter 2] showed that the dichotomy is even deeper: we may replace the atomic
singular inner function by any zero-free function in the space. That is, in the case of
relatively large spaces, every zero-free function generates the whole space as an
invariant subspace.
Here, we focus on hard topology spaces, that is, weighted c2 spaces on the
non-negative integers. We show that there is no such dichotomy as in Beurling’s
situation. In fact, we ﬁnd analytic functions in the disk that belong to the given
space along with their reciprocals, while the shift invariant subspaces they generate
fail to be the whole space. We also use these functions to build concrete examples
of invariant subspaces of high index. Furthermore, we ﬁnd that if we extend
the weight and the space to the collection of all integers, in such a way that
the logarithm of the weight becomes an odd function, then the non-trivial shift
invariant subspace generated by our invertible function extends to a bilaterally
shift invariant subspace, in the sense that the intersection of the bilaterally
invariant subspace with the analytic part just returns us our initial shift invariant
subspace.
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2. Description of results
2.1. Invertibility versus cyclicity
In the Gelfand theory of commutative Banach algebras with unit, an element
generates a dense ideal if and only if it is invertible, in which case its Gelfand
transform has no zeros, and the ideal it generates is the whole algebra. Let X be
a Banach space (or a quasi-Banach space, that is, a complete normed space with
a p-homogeneous norm, for some 0opo1) of holomorphic functions on the
unit disk D: We assume that the point evaluations at points of D are continuous
functionals on X; and that SfAX whenever fAX; where Sf ðzÞ ¼ zf ðzÞ is the
operator of multiplication by z: This means that for each fAX; all the functions
Sf ;S2f ;S3f ;y are in X as well. Let ½ f  ¼ ½ f X denote the closure in X of the
ﬁnite linear span of the vectors f ;Sf ;S2f ;y; we say that f is cyclic in X provided
½ f X ¼ X: If X is a Banach (or quasi-Banach) algebra containing a unit element
(the constant function 1), then all the polynomials belong to X: If in fact
the polynomials are dense in X; then fAX is cyclic if and only if it is invertible.
In other words, in spaces X; the concept of cyclicity generalizes that of invertibility,
provided that the polynomials belong to and are dense in X: It is then of
interest to compare cyclicity with genuine invertibility. Consider, for instance,
the space X ¼ H2; the Hardy space on the unit disk D: By Beurling’s invariant
subspace theorem, a function is cyclic if and only if it is an outer function.
The invertible functions in H2 are all outer, so for this space, all invertible
elements are cyclic. However, by the examples provided by Borichev and
Hedenmalm in [13], this fails for the Bergman spaces BpðDÞ; 0opoþN;
consisting of pth power area-summable holomorphic functions on D: For an earlier
example of a Banach space of analytic functions where this phenomenon occurs, we
refer to [26].
Given a continuous strictly positive area-summable function o on D—referred to
as a weight—we form the space BpðD;oÞ (for 0opoþN) of holomorphic
functions f on D subject to the norm bound restriction
jj f jjo;p ¼
Z
D
j f ðzÞjp oðzÞ dmDðzÞ
 1=p
oþN;
where dmDðzÞ ¼ p1 dx dy is normalized area measure ðz ¼ x þ iyÞ: It is a
Banach space of holomorphic functions for 1ppoþN; and a quasi-Banach
space for 0opo1: We shall be concerned exclusively with radial weights o:
from now on, oðzÞ ¼ oðjzjÞ holds for all zAD: One nice thing about radial
weights is that the polynomials are guaranteed to be dense in BpðD;oÞ: Let us
form the soft topology space AðD;oÞ ¼ S0opoþN BpðD;oÞ; supplied with the
inductive limit topology. Spaces of this kind were studied by Beurling [8] and
Nikolski [23, Chapter 2]. Under natural regularity conditions on o; the following
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dichotomy holds: if Z 1
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log 1oðtÞ
1 t
s
dtoþN;
then there exist a non-cyclic function in AðD;oÞ without zeros in D (the singular
inner function for an atomic measure will do), whereas if the above integral diverges,
that is, Z 1
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log 1oðtÞ
1 t
s
dt ¼ þN;
then each function in AðD;oÞ lacking zeros in D is cyclic in AðD;oÞ: One is then
led to wonder whether there exists a similar dichotomy for the hard topology spaces
BpðD;oÞ: Some progress has already been made on this matter. Nikolski constructed
in [23, Section 2.8] a special class of weights o that vanish at the boundary arbitrarily
fast, and such that BpðD;oÞ contains zero-free non-cyclic elements. Hedenmalm and
Volberg [21] proved that B2ðD;oÞ; for
oðzÞ ¼ exp  1
1 jzj
 
; zAD;
contains invertible (and hence zero-free) non-cyclic elements. Atzmon [4] produced
zero-free S-invariant subspaces of index 1 (for the notion of index see the next
subsection) in B2ðD;oÞ for all o satisfying some weak regularity conditions.
We formulate our ﬁrst result. We shall assume that the (positive) weight function o
decreases, and that oðtÞ-0 as t-1 so quickly that for some e0; 0oe0o1;
lim
t-1
ð1 tÞe0 log log 1
oðtÞ ¼ þN; ð2:1Þ
in other words, the speed is at least as fast as two exponentials. Without loss of
generality, we can assume o is C1-smooth as well as decreasing, and that the values
are taken in the interval ð0; 1=eÞ: No further assumptions of growth or regularity
type will be made.
Theorem 2.1. For weights o that meet condition (2.1), let *o be the associated weight
log
1
*oðzÞ ¼ log
1
oðzÞ  log log
1
oðzÞ
 	2
; zAD; ð2:2Þ
which decreases slightly more slowly than o to 0 as we approach the boundary, so that
BpðD; *oÞ is contained in BpðD;oÞ: There exists a function FAB1ðD;oÞ without zeros
in D which is non-cyclic in B1ðD;oÞ; and whose reciprocal 1=F is in B1ðD; *oÞ:
Moreover, we can get F such that in addition, F 1=p is non-cyclic in BpðD;oÞ for
each p; 0opoþN:
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Note that both the growth and the decay of jF j are somewhat extremal. Indeed,
were F1d to belong to B1ðD;oÞ for some d40; then, for sufﬁciently regular o we
would have F1þd=2AB1ðD;oÞ: This follows from a uniqueness theorem for harmonic
functions [10], which improves a result by Nikolski [23, Section 1.2]. An elementary
argument due to Shapiro [27] would then show that F is cyclic in B1ðD;oÞ:
It is interesting to note that we may strengthen the assertion of Theorem 2.1 to the
following.
Theorem 2.2. There exists a function F satisfying the conditions of Theorem 2.1 and
such that for f ¼ F1=2; we have
Z
D
Z
D
1
j f ðzÞj2
j f ðzÞ  f ðwÞj2
jz  wj2 oðzÞoðwÞ dmDðzÞ dmDðwÞoþN:
2.2. Subspaces of large index
The functions F we construct are also extremal in a different sense. Fix a
p; 0opoþN: By the above theorem, there exists a non-trivial invariant subspace
of BpðD;oÞ which is generated by a function in BpðD;oÞ whose reciprocal belongs to
the slightly smaller space BpðD; *oÞ: Here we use standard terminology: a closed
linear subspaceM of BpðD;oÞ is invariant if SfAM whenever fAM: Note that for
every fABpðD;oÞ; jjSf jjXCjj f jj; for some constant C ¼ Cðp;oÞ; 0oCo1: There-
fore, for every invariant subspace M; the set SM is a closed subspace of M: The
dimension of the quotient spaceM=SM we shall call the index of M and denote by
indM: Given two invariant subspaces M1 and M2; we can form M13M2; the
smallest invariant subspace containing both M1 and M2: This deﬁnition naturally
extends to more general collections of invariant subspaces, with more than two
elements. The index function is then subadditive, in the following sense: the index of
M13?3Mn is less than or equal to the sum of the individual indices for
M1;y;Mn:
Apostol et al. [3] proved that B2ðD;oÞ contains invariant subspaces of arbitrary
index. Their is a pure existence theorem, but later on, concrete examples of invariant
subspaces of large index were given in [1,9,18,20]. Usually, subspaces of index bigger
than 1 have somewhat strange properties. For example, they cannot contain
multipliers [25]; in BpðDÞ; 1opoþN; if ind½ f ; g ¼ 2 (where ½ f ; g ¼ ½ f 3½ g is
the closed invariant subspace generated by f and g), then f =g has ﬁnite non-
tangential limits almost nowhere on the unit circle [2, Corollary 7.7]. It turns out that
the invertible functions F we construct could be used to produce invariant subspaces
of higher index.
Theorem 2.3. Let us assume that the weight o satisfies property (2.1). Then there exist
invertible functions Fj in B
1ðD;oÞ for j ¼ 1; 2; 3;y; such that for every 0opoþN
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and for every positive integer n, the subspace
½F1=p1 ;y; F 1=pn  ¼ ½F1=p1 3?3½F 1=pn 
has maximal index in BpðD;oÞ; namely n. Moreover, the assertion holds also when n
assumes the value þN:
½F 1=p1 ; F 1=p2 ;y
has infinite index in BpðD;oÞ:
2.3. The induced bilateral Hilbert space
The space B2ðD;oÞ is a Hilbert space, and it is possible to describe it as a weighted
c2 space on the set of non-negative integers Zþ ¼ f0; 1; 2;yg: At times, we also need
the collection of negative integers Z ¼ f1;2;3;yg: We note that a
holomorphic function
f ðzÞ ¼
XþN
n¼0
fˆ ðnÞzn; zAD;
is in B2ðD;oÞ if and only if
XþN
n¼0
j fˆ ðnÞj2 OðnÞoþN; ð2:3Þ
where
OðnÞ ¼
Z
D
jzj2noðjzjÞ dmDðzÞoþN; n ¼ 0; 1; 2; 3;y : ð2:4Þ
The function O is log-convex, that is, OðnÞ2pOðn  1ÞOðn þ 1Þ holds for all
n ¼ 1; 2; 3;y; and it has the property
lim
n-þN OðnÞ
1=n ¼ 1: ð2:5Þ
The left hand side of (2.3) equals the norm squared of f in B2ðD;oÞ: With the
usual Cauchy duality
/ f ; gS ¼
XþN
n¼0
anbn;
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where g is the convergent Laurent series
gðzÞ ¼
XþN
n¼0
bnz
n1; 1ojzjoþN;
we can identify the dual space B2ðD;oÞ with the space of Laurent series g with norm
jjgjj2o ¼
XþN
n¼0
jbnj2
OðnÞoþN: ð2:6Þ
We then form the sum space L2ðT;oÞ ¼ B2ðD;oÞ"B2ðD;oÞ of formal
Laurent series
hðzÞ ¼
XþN
n¼N
cnz
n; jzj ¼ 1;
with norm
jjhjj2L2ðT;oÞ ¼
XþN
n¼0
jcnj2OðnÞ þ
XþN
n¼0
jcn1j2
OðnÞ :
Note that although we have indicated the unit circle as the domain of deﬁnition, in
general the formal series converges nowhere. If we extend the weight O to negative
integers by
OðnÞ ¼ 1
Oðn  1Þ; n ¼ 1;2;3;y;
then the norm on L2ðT;oÞ takes on a more pleasant appearance:
jjhjj2L2ðT;oÞ ¼
XþN
n¼N
jcnj2OðnÞ:
On the other hand, given a positive log-convex function O0 such that
lim
n-þN O0ðnÞ
1=n ¼ 1;
we can ﬁnd a weight function o on [0,1) such that the function O deﬁned by o via
formula (2.4) is equivalent to O0; written out O0^O (see [12, Proposition B.1]). In
concrete terms, this means that for some positive constant C; C1O0pOpCO0 on
the non-negative integers. Let us see what condition (2.1) requires in terms of the
weight O: Suppose we know that for some 0oaoþN;
OðnÞpexp  nðlogð2þ nÞÞa
 	
; n ¼ 0; 1; 2;y : ð2:7Þ
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Then the decreasing weight o automatically satisﬁes (2.1). Indeed, by (2.4) we have
2oðxÞ
Z x
0
r2nþ1 drp2
Z 1
0
r2nþ1oðrÞ drpexp  nðlogðn þ 2ÞÞa
 	
;
for n ¼ 0; 1; 2; 3;y; and hence
oðxÞpmin
n
ðn þ 1Þexp  nðlogðnþ2ÞÞa
h i
x2nþ2
; 0oxo1;
from which (2.1) follows.
The shift operator S extends to L2ðT;oÞ;
ShðzÞ ¼ zhðzÞ ¼
XþN
n¼N
cn1zn;
but now S is an invertible bounded operator. It is therefore natural to consider closed
subspaces that are invariant with respect to both the forward shift and the backward
shift S1: We call them bilaterally invariant, and the shift in both direction the
bilateral shift.
Let N be a bilaterally invariant subspace of L2ðT;oÞ; and M a subset of
B2ðD;oÞ: We consider the intersectionND ¼N-B2ðD;oÞ; and the extensionMT
of M; the closed linear span of
S
nAZ S
nM in L2ðT;oÞ: Then ND is a forward
invariant subspace of index 1 in B2ðD;oÞ; andMT is a bilaterally invariant subspace
of L2ðT;oÞ:
If the weight o is sufﬁciently regular andZ 1
log log
1
oðxÞ dxoþN;
or, equivalently,
XþN
n¼0
log 1OðnÞ
n2 þ 1oþN;
then the classical result of Wermer [28] implies that L2ðT;oÞ possesses non-
trivial (bilaterally) invariant subspaces. It seems that the existence of non-trivial
bilaterally invariant subspaces N in L2ðT;oÞ is unknown for general o (for the
current status, see [6,5]); however, for sufﬁciently regular weights o; this was proved
by Domar [14].
In his example, we have ND ¼ f0g: Let us sketch an argument to this effect.
Recall that L2ðT;oÞ is isometrically isomorphic to the space c2ðZ;OÞ of complex-
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valued sequences fcngnAZ with
jjfcngnjj2c2ðZ;OÞ ¼
X
nAZ
jcnj2OðnÞoþN;
provided that O is extended ‘‘anti-symmetrically’’ to the negative integers:
OðnÞ ¼ 1
Oðn  1Þ; no0:
Note that
0o inf
nAZþ
Oðn  1Þ
OðnÞ p supnAZþ
Oðn  1Þ
OðnÞ oþN;
so that for all essential purposes, we can think of logOðnÞ as an anti-symmetric
function of n: Domar constructs a non-trivial entire function f of exponential type a;
with 0oao1
2
p; such that
j f ðnÞj2p 1ðn2 þ 1ÞOðnÞ; nAZ:
Then
fˆ ðzÞ ¼
X
nAZ
f ðnÞznAL2ðT;oÞ;
and ½ fˆ TaL2ðT;oÞ (here, of course, ½ fˆ T is the bilaterally invariant subspace
generated by fˆ in L2ðT;oÞÞ: To show that ½ fˆ T-B2ðD;oÞ ¼ f0g; we suppose that
for a sequence of entire functions fk of exponential type a we have fkjZ-h in
c2ðZ;OÞ; where hjz  0; hð0Þa0: Then FkðzÞ ¼ fkðzÞfkðzÞ-HðzÞ ¼ hðzÞhðzÞ in
c1ðZÞ: Applying the Cartwright theorem [22, Section 21.2] and the Phragme´n–
Lindelo¨f theorem in the upper and the lower half-planes, we obtain that as k-þ
N; Fk converges to an entire function F of exponential type at most 2a; and that
F jZ ¼ HjZ: Note that HðnÞ ¼ 0 on Z\f0g; but this requires H to have at least type p;
which is not possible, by the assumption that ao1
2
p:
In the related work [15–17] Esterle and Volberg proved that for asymmetrically
weighted Hilbert spaces of sequences c2ðZ;OÞ; with OðnÞ5OðnÞ1 as n-þN; and
XþN
n¼1
logOðnÞ
n2
¼ þN;
(i) every bilaterally invariant subspace N is generated by its analytic part
N-c2ðZþ;OÞ; where c2ðZþ;OÞ is the subspace of c2ðZ;OÞ consisting of all
sequences vanishing on the negative integers Z ; and
(ii) Nþ c2ðZþ;OÞ ¼ c2ðZ;OÞ:
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On the other hand, for anti-symmetrically weighted c2ðZ;OÞ; with sufﬁciently
regular O; such that for some positive value of the parameter e;
n1þepOðnÞ
for all big n; Borichev [11] proved that for every bilaterally invariant subspace
N;N-c2ðZþ;OÞ ¼ f0g:
Let us give here an application of our Theorem 2.1, which actually requires a
slightly stronger property of the function F : If O is a log-convex weight function
satisfying the conditions of Theorem 3-3 in [16], such that (2.7) holds for some a40;
then c2ðZþ;OÞ contains a non-trivial zero-free shift invariant subspace of index 1;
thus, by Theorem 3-3 of [16], c2ðZ;OÞ contains non-trivial bilaterally invariant
subspaces.
We construct bilaterally invariant subspaces in L2ðT;oÞ with properties similar to
(i) and (ii).
Theorem 2.4. Let us assume that the weight o satisfies property (2.1). Then there
exists a function F satisfying the conditions of Theorem 2.1 and such that F1=2 is non-
cyclic in L2ðT;oÞ with respect to the bilateral shift. Furthermore, if M ¼ ½F 1=2; then
ðMTÞD ¼M;
MT þ B2ðD;oÞ ¼ L2ðT;oÞ:
)
ð2:8Þ
Remark 2.5. (a) In view of the theorem and the above observations, if O is a log-
convex weight function satisfying (2.5) and (2.7) for some a40; and extended to
negative indices n by OðnÞ ¼ 1=Oðn  1Þ; then c2ðZ;OÞ contains a singly generated
bilaterally invariant subspace N such that
(i) N is generated by N-c2ðZþ;OÞ; and
(ii) Nþ c2ðZþ;OÞ ¼ c2ðZ;OÞ:
(b) It is interesting to contrast the situation depicted in part (a) with the case
OðnÞ  1; when each bilaterally shift invariant subspace N of c2ðZÞ is given by a
common zero set on the unit circle T; and we have N-c2ðZþÞ ¼ f0g unless N ¼
c2ðZÞ: An intermediate case between these opposites would be the Bergman–
Dirichlet situation, with OðnÞ ¼ 1=ðn þ 1Þ for n ¼ 0; 1; 2;y and OðnÞ ¼ n for
n ¼ 1;2;3;y . Here, it is not known whether there exist non-trivial bilaterally
invariant subspaces N with property (i) above.
2.4. The spectra associated with bilaterally invariant subspaces
Given an invariant subspace M in B2ðD;oÞ; the operator S induces an operator
S½M : B2ðD;oÞ=M-B2ðD;oÞ=M deﬁned by S½Mð f þMÞ ¼ Sf þM; clearly,
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S½M has norm less than or equal to that of S; which equals 1. Similarly, given a
bilaterally invariant subspace N in L2ðT;oÞ; the operator S induces an operator
S½N : L2ðT;oÞ=N-L2ðT;oÞ=N deﬁned by S½Nð f þNÞ ¼ Sf þN: Again,
S½N has norm less than or equal to that of S; and S½N1 has norm less than or
equal to that of S1: We do not indicate the underlying space here in the notation,
because we feel that no confusion is possible. In the situation indicated in Theorem
2.4, the operators S½M and S½MT are canonically similar. For, it is easy to check
that the canonical mapping
jM : B
2ðD;oÞ=M-L2ðT;oÞ=MT
given by jMð f þMÞ ¼ f þMT is an isomorphism, and we have the relationship
S½MT ¼ jM3S½M3j1M : In particular, the operators S½M and S½MT have the same
spectrum. The spectrum of S½MT is a compact subset of T; because the unit circle is
the spectrum of the bilateral shift on L2ðT;oÞ: Generally speaking, the spectrum of
S½M is the common zero set ofM on the open unit disk plus a generalized zero set
on the unit circle (see [19], which treats the unweighted Bergman space case). It is a
consequence of the next theorem that the above situation depicted in Theorem 2.4
cannot occur if S½M has countable spectrum (contained in the unit circle).
Theorem 2.6. SupposeN is a bilaterally shift invariant subspace of L2ðT;oÞ: Then the
spectrum sðS½NÞ of S½N is a perfect set, that is, a closed subset of T without isolated
points. In particular, if sðS½NÞ is countable, then sðS½NÞ ¼ |; and N ¼ L2ðT;oÞ:
The proof of the above theorem in Section 3 does not use any of the strong
assumptions made earlier on the weight, but rather holds in a much more general
context. In view of the above theorem, it is natural to ask what kinds of sets
may actually occur as spectra of S½N; ifN is a bilaterally shift invariant subspace
of L2ðT;oÞ: It is possible to verify that the bilaterally invariant subspace MT
appearing in Theorem 2.4 has spectrum T; that is, the induced operator S½MT has
spectrum T: But perhaps there are other bilaterally invariant subspaces with
more complicated spectra? At the present moment in our investigation, we do not
even know if the space L2ðT;oÞ always possesses a bilaterally invariant subspace
whose spectrum is a non-trivial closed arc of T: Possible candidates might be the
subspaces constructed by Domar [14]. Once this question is resolved, it is natural
to ask what it means for the spectrum of a bilaterally invariant subspace N if
we add the requirement that the analytic part of N is non-trivial, that is,
N-B2ðD;oÞaf0g:
2.5. The idea of the proof of Theorem 2.1
The largeness of a function sometimes implies its non-cyclicity. At ﬁrst glance this
is counter-intuitive, because in Hardy spaces, for example, outer functions are the
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‘‘largest’’ ones, but they are cyclic. However, in spaces of analytic functions
determined in terms of growth, the largeness does imply non-cyclicity. One can get a
ﬂavor of the proof by ﬁrst looking at the following ‘‘toy picture’’. Let a class of
analytic functions f be deﬁned by the condition j f ðzÞjpCRðjzjÞ; where R is a (radial)
weight of growth type, that is RðxÞsþN; x-1: Furthermore, let F be in this class,
and let it be ‘‘maximally large’’ in the sense that jFðzÞjXRðjzjÞ for all zAQCD: If the
set Q is massive enough, here is what will happen. Any sequence of polynomials qn
such that jqnðzÞFðzÞjpCRðjzjÞ will obviously satisfy the estimate jqnðzÞjpC; zAQ:
Now the massiveness of Q guarantees the uniform boundedness of the family fqngn
(here massiveness may mean, for example, that almost every point of the circle
can be approached by points from Q in a non-tangential way). The uniform
boundedness of the family fqngn should be combined with a property of F (which
one has to establish in advance) to tend to zero along a certain sequence. Together,
these two properties show that the products qnF cannot converge to a non-zero
constant uniformly on compact subsets of the disk. Thus, the non-cyclicity of
F follows.
This kind of idea was used to construct non-cyclic functions in the paper of
Borichev and Hedenmalm [13]. The same idea will also be used in the present article.
However, we shall not be able to prove the uniform boundedness of qn: Instead, we
shall prove the normality of the family fqngn; with effective uniform estimates on the
growth of jqnðzÞj: The difference with the ‘‘toy problem’’ is that now, F will be of
maximal largeness in the integral sense, that is, on average, rather than pointwise as
above. In its turn, this will imply that qn are not uniformly bounded on a massive set
as before, but rather have some integral estimates; more precisely, the weighted sum
of the absolute values of qn along a lattice-like sequence of points in D will satisfy
some effective estimates (independent of n). Unlike in the previous consideration,
where the massiveness of Q was used (essentially) via the harmonic measure
estimates, we will use the Lagrange interpolation theorem.
To describe the idea of ‘‘integral largeness’’ in more details, we start with the
weight o of decrease type from Section 2.1. We will construct F in the unit ball of
B1ðD;oÞ; which is maximally large in a certain sense. What this amounts to isZ
D
jFðzÞjoðjzjÞ dmDðzÞp1
and (the inequality below is what we mean by ‘‘integral maximal largeness’’)Z
Dn;k
jFðzÞjoðjzjÞ dmDðzÞ^1 rn
n2
;
where rn is a sequence of radii rapidly converging to 1, and wn;k; with
0pkoNn^ 11rn; are the points equidistributed over the circle of radius rn about
the origin, and ﬁnally, Dn;k are the disks
Dn;k ¼ fzAC: jz  wn;kjoð1 rnÞ2g:
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Summing up over k; n; we notice that the integral of jFðzÞjoðjzjÞ over the
union of our small disks is proportional to the integral over the whole unit
disk. A big part of the mass of jFðzÞjoðjzjÞ dmDðzÞ lies inside a tiny set, which
is the union of small disks. In other words, a big part of the norm of F is
concentrated on a set which is tiny in the sense of area, but which is sufﬁciently
‘‘widespread’’.
Suppose that for a sequence of polynomials qm;
jjqmF jjB1ðoÞpA;
where A is a positive constant. Then the ‘‘integral maximal largeness’’ inequality
shows that for some points zn;k (the points will depend on the choice of qm; they are
the points of minimum for jqmðzÞj on the corresponding small disksDn;k) we have the
weak type estimate
XNn1
k¼0
jqmðzn;kÞjpCn2Nn:
Applying the results of Section 9, we get for some positive constant C independent
of m that
jqmðzÞjpC exp 1
1 jzj
 	
; zAD:
This is the effective estimate on normality we mentioned above. Next, we have to
guarantee that F tends to zero sufﬁciently rapidly along a sequence of points. This,
together with the last estimate, implies that the products qmF cannot converge to a
non-zero constant uniformly on compact subsets of the disk. Thus, the non-cyclicity
of F follows.
2.6. The plan of the paper
First, in Section 3, we prove Theorem 2.6. Then, in Section 4, we show how to use
Theorem 2.2 to deduce Theorem 2.4, applying a method similar to that used in [16].
After this, we turn to the more technical aspects of the paper. In Section 9,
we construct some elements in B1ðD;oÞ of ‘‘maximal possible growth’’. The
constructions use
(a) a regularization procedure for o described in Section 6,
(b) estimates for auxiliary harmonic functions established in Sections 7 and 8, and
(c) a special Phragme´n–Lindelo¨f-type estimate obtained in Section 5.
Theorems 2.1, 2.2, and 2.3 are proved in Section 9, renamed as Theorems 9.1, 9.2,
and 9.3, respectively.
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3. The proof of Theorem 2.6
The spectrum sðS½NÞ is a closed subset of the unit circle T: The set sðS½NÞ is
empty if and only if S½N acts on the trivial space f0g; in which caseN ¼ L2ðT;oÞ:
A non-empty closed and countable subset of T necessarily has isolated points. It
remains to prove that isolated points cannot occur in the spectrum sðS½NÞ: To this
end, let l0AsðS½NÞ be an isolated point. By the Riesz decomposition theorem (see,
for example, [24, Section 2.2]), the bilaterally invariant subspaceN can be written as
N ¼N0-N1; where sðS½N0Þ ¼ fl0g and sðS½N1Þ ¼ sðS½NÞ\fl0g: We shall
prove that S½N0 cannot have one-point spectrum, which does it. In other words,
after replacingN by N0 and after a rotation of the circle, we may assume that N
has sðS½NÞ ¼ f1g: We use the holomorphic functional calculus (again, in fact)
to deﬁne the operator log S½N; with spectrum f0g: This permits us to form
the expression
S½Nz ¼ expðz log S½NÞ; zAC;
which amounts to an entire function of zero exponential type taking values in the
space of operators on L2ðT;oÞ=N: We identify the quotient space L2ðT;oÞ=N with
the subspace L2ðT;oÞ~N of vectors perpendicular to N: Let P : L2ðT;oÞ-
L2ðT;oÞ~N stand for the orthogonal projection, and denote by
/ f ; gS ¼
X
nAZ
fˆ ðnÞgˆ ðnÞOðnÞ
the sesquilinear form on the Hilbert space L2ðT;oÞ; where for a given element
fAL2ðT;oÞ; fˆ ðnÞ are the corresponding Laurent coefﬁcients for the formal series
expansion
f ðzÞ ¼
X
nAZ
fˆ ðnÞzn; zAT:
We recall the agreed convention that OðnÞ ¼ 1=Oðn  1Þ for no0: The operator
S½N is identiﬁed with PS: For f ;fAL2ðT;oÞ; we consider the function
Ef ;fðzÞ ¼ /S½NzPf ;PfS; zAC;
which is entire and of zero exponential type. Using the invariance ofN; we see that
PSP ¼ PS; more generally, for integers n; we have
S½NnP ¼ ðPSÞnP ¼ PSn:
holds, so that as we plug in f ¼ 1 and fAL2ðT;oÞ~N into the above expression,
we obtain, for nAZ;
E1;fðnÞ ¼ /S½NnP1;fS ¼ /PSn1;fS ¼ /zn;fS ¼ OðnÞ #fðnÞ:
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On the other hand, if we instead ﬁx f ¼ 1 and let fAL2ðT;oÞ~N vary, we
obtain
Ef ;1ðzÞ ¼ /S½Nzf ;P1S ¼ /S½Nzf ; 1S;
and hence
Ef ;1ðnÞ ¼ /znf ; 1S ¼ Oð0Þfˆ ðnÞ; nAZ:
Now, the entire function FðzÞ ¼ Ef ;1ðzÞE1; f ðzÞ has zero exponential type, and by
the above, it is l1-summable at the integers:X
nAZ
jFðnÞj ¼
X
nAZ
jEf ;1ðnÞE1; f ðnÞj
¼Oð0Þ
X
nAZ
j fˆ ðnÞj2OðnÞ ¼ Oð0Þjj f jj2L2ðT;oÞoþN:
By the classical Cartwright theorem, the function F is bounded along the real line,
and in view of the growth restriction which is a consequence of F having zero
exponential type, the Phragme´n–Lindelo¨f principle forces F to be constant. That
constant must then be 0, in view of the convergence of the above sum. Then at least
one of the entire functions Ef ;1 and E1; f must vanish identically. In either case,
fˆ ðnÞ ¼ 0 for all integers n; that is, f ¼ 0: Since f was arbitrary in L2ðT;oÞ~N; we
obtain N ¼ L2ðT;oÞ; and hence sðS½NÞ ¼ |; as desired. &
4. The proof of Theorem 2.4
We start with a function fAB2ðD;oÞ as in Theorem 2.2. So, we know that
½ f aB2ðD;oÞ andZ
D
Z
D
1
j f ðzÞj2
j f ðzÞ  f ðwÞj2
jz  wj2 oðzÞoðwÞ dmDðzÞ dmDðwÞoþN: ð4:1Þ
Recall that S is the shift operator on L2ðT;oÞ; and consider the induced operator
T on B2ðD;oÞ=½ f : Since S is a contraction on B2ðD;oÞ; we have jjTjjp1: The
function f has no zeros in the unit disk, hence, the operators l T are invertible
for lAD;
ðl TÞ1ðg þ ½ f Þ ¼ gðzÞ  f ðzÞgðlÞ=f ðlÞ
l z þ ½ f ; ð4:2Þ
the spectrum of T lies on the unit circle,
lim
n-þN jjT
njj1=np1;
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and
ðl TÞ1 ¼ 
X
n40
ln1Tn; lAD: ð4:3Þ
Next, we produce a (uniquely deﬁned) continuous linear operator R : L2ðT;oÞ-
B2ðD;oÞ=½ f  coinciding with the canonical projection x/x þ ½ f  on B2ðD;oÞ and
such that T3R ¼ R3S: Then,
M ¼def½ f CkerR:
Moreover, kerR is a non-trivial bilaterally invariant subspace of L2ðT;oÞ: Indeed,
Rg ¼ 0 3 TRg ¼ 0 3 RSg ¼ 0:
By the deﬁnition of R; we have ker R-B2ðD;oÞ ¼ ½ f : It follows that f is non-cyclic
in L2ðT;oÞ with respect to the bilateral shift. Since zn  Tnð1þ ½ f ÞCMT; nAZ;
for every xAL2ðT;oÞ; we obtain x  RxCMT; hence xAB2ðD;oÞ þMT: Thus,
kerR ¼MT and L2ðT;oÞ ¼ B2ðD;oÞ þMT:
The operator R is already deﬁned on B2ðD;oÞ: Furthermore, we have RðznÞ ¼
Tnð1þ ½ f Þ; nAZ; and R extends by linearity to the linear span of fzngþNn¼1 : We are
to verify that R extends continuously to L2ðT;oÞ~B2ðD;oÞ: For every polynomial
qðzÞ ¼PþNn¼1 anzn in the variable z1; we have
RðqÞ ¼
XþN
n¼1
anT
nð1þ ½ f Þ;
the norm of which we estimate as follows:
jjRðqÞjjB2ðD;oÞ=½ f p
XþN
n¼1
janjjjTnð1þ ½ f ÞjjB2ðD;oÞ=½ f 
p
XþN
n¼1
janj2
Oðn  1Þ
( )1=2 XþN
n¼1
jjTnð1þ ½ f Þjj2B2ðD;oÞ=½ f Oðn  1Þ
( )1=2
¼ jjqjjL2ðT;oÞ
XþN
n¼1
jjTnð1þ ½ f Þjj2B2ðD;oÞ=½ f Oðn  1Þ
( )1=2
:
As a consequence, we have
jjRjL2ðT;oÞ~B2ðD;oÞjj2p
XþN
n¼1
jjTnð1þ ½ f Þjj2B2ðD;oÞ=½ f Oðn  1Þ:
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To estimate the right-hand side of this inequality, we apply the identity
A ¼def
Z
D
jjðl TÞ1ð1þ ½ f Þjj2B2ðD;oÞ=½ f oðlÞ dmDðlÞ
¼
Z
D
XþN
n¼1
ln1Tnð1þ ½ f Þ




2
B2ðD;oÞ=½ f 
oðlÞ dmDðlÞ
¼
XþN
n¼1
jjTnð1þ ½ f Þjj2B2ðD;oÞ=½ f 
Z
D
jlj2n2oðlÞ dmDðlÞ
¼
XþN
n¼1
jjTnð1þ ½ f Þjj2B2ðD;oÞ=½ f Oðn  1Þ;
which follows from (2.4), (4.3), and the fact that for radial o and for integers nak;Z
D
ln %lkoðlÞ dmDðlÞ ¼ 0:
Thus, to prove the theorem, we need only to verify that AoþN: To estimate the
norm of ðl TÞ1 does not seem very promising; fortunately, we do not need this.
By (4.2),
ðl TÞ1ð1þ ½ f Þ ¼ 1 f ðzÞ=f ðlÞ
l z þ ½ f ;
hence we have
jjðl TÞ1ð1þ ½ f ÞjjB2ðD;oÞ=½ f p
1 f ðzÞ=f ðlÞ
l z
  
B2ðD;oÞ
;
and ﬁnally, we get
Ap
Z
D
1 f ðzÞ=f ðlÞ
l z
  2
B2ðD;oÞ
oðlÞ dmDðlÞ
¼
Z
D
Z
D
1
j f ðlÞj2
j f ðlÞ  f ðzÞj2
jl zj2 oðlÞoðzÞ dmDðlÞ dmDðzÞoþN;
due to inequality (4.1). &
5. A Phragme´n–Lindelo¨f-type estimate for functions in the disk
Here, we will prove that if an analytic function f is bounded in the unit disk, and
satisﬁes a kind of cp bound on a sequence of points tending to the unit circle along a
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collection of circles, then we can bound the analytic function in modulus by a given
radial function, and the bound is independent of the HN-norm of f :
Later on, we will need the pseudo-hyperbolic metric for the unit disk, as given by
rDðz; wÞ ¼
z  w
1 z %w
 ; ðz; wÞAD2:
Fix a constant 0oko1; and let frngn be a sequence of numbers in the interval
½4
5
; 1Þ tending to 1 rather quickly. For every n ¼ 1; 2; 3;y; let Nn be the integer
that satisﬁes
Nnp
k
1 rnoNn þ 1:
For each integer k with 0pkoNn; set
wn;k ¼ rne2pik=Nn ;
and select by some process (which will be explained later on in Section 9) a point zn;k
from each disk
Dn;k ¼ fzAD: jz  wn;kjoð1 rnÞ2g:
Finally, consider a discrete measure m equal to the sum of point masses of size
1=ðn2NnÞ at the points zn;k; 0pkoNn; n ¼ 1; 2; 3;y : In this section, we show
that for 0opoþN; the set of so-called analytic bounded point evaluations
for PpðmÞ—the closure of the polynomials in LpðmÞ—coincides with D; and,
more generally, we supply effective estimates for the constants CpðzÞ in the
inequality
j f ðzÞjppCpðzÞ
X
n;k
j f ðzn;kÞjp
n2Nn
; fAHN:
Since we use only information on a discrete set in D; we cannot apply the standard
technique of subharmonic functions. Instead, we make use of the Lagrange
interpolation formula; the same method was applied earlier in [21]. Let Bn be the
ﬁnite Blaschke product
BnðzÞ ¼
YNn1
k¼0
z  zn;k
1 %zn;kz;
an explicit calculation reveals that for j ¼ 0; 1; 2;y; Nn  1; we have
ð1 jzn; jj2ÞjB0ðzn; jÞj ¼
Y
k: kaj
zn; j  zn;k
1 %zn;kzn; j
  ¼ Y
k: kaj
rDðzn; j; zn;kÞ:
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Lemma 5.1. For some positive constant cðkÞ; depending only on k; we have
(a) jBn0ðzn;kÞjXcðkÞNn; 0pkoNn:
If 0oro1; e40 are fixed, and rn is sufficiently close to 1, then
(b) jlog jBnðzÞj þ kjpe; jzjpr:
Proof. Let An be the ﬁnite Blaschke product
AnðzÞ ¼
Y
k
z  wn;k
1 %wn;kz ¼
zNn  rNnn
1 rNnn zNn
;
which is quite analogous to Bn: In view of our assumptions on the numbers Nn and
the ﬁnite sequence fwn;kgk; we have
c1NnpjAn0ðwn; jÞj; j ¼ 0; 1; 2;y; Nn  1; ð5:1Þ
lim
n-þN jAnðzÞj ¼ limn-þN r
Nn
n ¼ ek; jzjo1; ð5:2Þ
where c1 ¼ c1ðkÞ is a positive constant. The function log jBn=Anj ¼ log jBnj 
log jAnj equals the sum of the functions
sn;kðzÞ ¼ log rDðz; zn;kÞ  log rDðz; wn;kÞ
over k ¼ 0; 1;yNn  1: On the complement in D of the pseudohyperbolic disk of
radius 12 centered at wn;k; we have
jsn;kðzÞjpc2ð1 rnÞ
for some positive constant c2 ¼ c2ðkÞ; whereas on the circle rT; we have
jsn;kðzÞj ¼ oð1 rnÞ as rn-1;
along the unit circle T; on the other hand, sn;k ¼ 0: Summing up all the terms, we
obtain, after an application of the maximum principle, that
jlog jBnðzÞj  log jAnðzÞjj ¼ oð1Þ as rn-1 for jzjpr; ð5:3Þ
and that for each j ¼ 0; 1; 2;y; Nn  1;
jlog jBn0ðzn; jÞj  log jAn0ðwn; jÞjjoc3; ð5:4Þ
with some positive constant c3 ¼ c3ðkÞ independent of the radius rn: We get both
assertions (a) and (b) from the estimates (5.1), (5.2), (5.3), and (5.4). &
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Let card be the function that computes the number of points in a given set
(it stands for cardinality).
Lemma 5.2. For n ¼ 1; 2; 3;y; put Nn ¼ f0;y; Nn  1g; and take a subset Nn of
Nn: Let
sn ¼ cardðNn\N

nÞ
Nn
;
be the density of Nn in Nn; and define
BnðzÞ ¼
Y
kANn
z  zn;k
1 %zn;kz: ð5:5Þ
If r and e; with 0oro1 and 0oeoþN are fixed, and rn is sufficiently close to 1, then
eplog jBnðzÞj þ kp
3ksn
1 jzj þ e; jzjpr:
Proof. The assertion for sn ¼ 0 follows from Lemma 5.1(b). It remains to note that
for jzjA½0; r and for rn sufﬁciently close to 1,
0p log jBnðzÞj  log jBnðzÞj ¼ 
X
kANn\Nn
log rDðz; zn;kÞ
p log 1
rDðjzj; rnÞ
cardðNn\NnÞp
3ksn
1 jzj:
The proof is complete. &
Proposition 5.3. Suppose that the radii rn tend to 1 sufficiently rapidly. If f is a function
that is bounded and analytic in the unit disk, and if for some 0opoþN;
XNn1
k¼0
j f ðzn;kÞjppn2Nn; n ¼ 1; 2; 3;y; ð5:6Þ
then, for some constant c ¼ cðk; pÞ independent of f,
j f ðzÞjpc exp 1
1 jzj
 
; zAD:
Proof. For each n ¼ 1; 2; 3;y; we make the choice
Nn ¼ fkANn: j f ðzn;kÞjpn4=pg:
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Let the associated ﬁnite Blaschke product Bn be given by (5.5). If rn tends to 1
sufﬁciently rapidly, then by Lemma 5.2 and the limit relationship (5.2), we have
 1
n2
p log jBnðzÞj  Nn log rnp
4ksn
1 jzj þ
1
n2
; jzjprn1: ð5:7Þ
Using (5.6) and a weak-type estimate, we obtain
sn ¼ cardðNn\N

nÞ
Nn
p 1
n2
: ð5:8Þ
Consider the set
G ¼ fzn;k: kANn; n ¼ 1; 2; 3;yg;
which is a discrete lattice-like subset of D: In view of (5.7) and (5.8), the inﬁnite
product
BðzÞ ¼
YþN
n¼1
ðrNnn BnðzÞÞ;
converges uniformly on compact subsets of D: Note that by (5.2), rNnn -e
k as
n-þN: If we use the obvious estimate that jBnjo1 on D for small values of n; and
the estimates (5.7) and (5.8) for large values of n; we easily establish that for some
positive constant c1 ¼ c1ðkÞ that depends only on k; we have
jBðzÞjpc1 exp 1
5ð1 jzjÞ
 
; zAD: ð5:9Þ
Moreover, Lemma 5.1—modiﬁed to apply to Bn instead of Bn; using that
jBnjpjBnj—shows that if the radii rn tend to 1 sufﬁciently rapidly as n-þN; then
jBðzÞjXc2ekn for jzj ¼ 1 2ð1 rnÞ; ð5:10Þ
jðBÞ0ðzn;kÞjXc3Nnekn for kANn; n ¼ 1; 2; 3;y; ð5:11Þ
where c2 ¼ c2ðkÞ and c3 ¼ c3ðkÞ are two positive constants. By the Cauchy residue
theorem, if 0oro1 and rT-G ¼ |; then
 f ðzÞ
BðzÞ þ
X
zn;kAG-rD
f ðzn;kÞ
ðBÞ0ðzn;kÞðz  zn;kÞ ¼
1
2pi
Z
rT
f ðzÞ
BðzÞðz  zÞ dz; jzjor:
We use estimate (5.10) on circles rT and let r-1; and realize that the residue
integral on the right-hand side then tends to 0, as it is given that f is bounded in D:
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It follows that
f ðzÞ
BðzÞ ¼
X
zn;kAG
f ðzn;kÞ
ðBÞ0ðzn;kÞðz  zn;kÞ; zAD;
where it is conceivable that the convergence is conditional. Taking absolute values,
we arrive at
f ðzÞ
BðzÞ
 p X
zn;kAG
j f ðzn;kÞj
jðBÞ0ðzn;kÞðz  zn;kÞj; zAD:
Hence, by (5.11), for some positive constant c4 ¼ c4ðk; pÞ independent of z and f ;
we have
f ðzÞ
BðzÞ
 p c4dCðz;GÞ;
where dC is the usual Euclidean distance function. If we make a rather crude estimate
of the above right-hand side, and multiply by jBj; then, by (5.9), for some positive
constant c5 ¼ c5ðk; pÞ; we get
j f ðzÞjpc5 exp 1
4ð1 jzjÞ
 
;
provided that
jzjA½0; 1Þ\
[
n
1 2ð1 rnÞ; 1 1
2
ð1 rnÞ
 	
:
An application of the maximum principle in each ‘‘complementary’’ annulus
jzjA 1 2ð1 rnÞ; 1 1
2
ð1 rnÞ
 	
completes the proof. &
6. The construction of harmonic functions: tools from Convex Analysis
In this section we start with the weight o; pass to an associated function L on the
positive half-line and then regularize it.
Suppose that a decreasing radial weight o satisﬁes (2.1), and put
YðsÞ ¼ log 1
oð1 sÞ; 0oso1:
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We want to study the behavior of oðtÞ for t near 1, and hence that of YðsÞ for s
near 0. In order to study that behavior in detail, we make an exponential change of
coordinates, and set
LðxÞ ¼ logYðexÞ ¼ log log 1
oð1 exÞ; 0pxoþN;
the parameter
x ¼ log 1
1 t
equals approximately the hyperbolic distance in D from 0 to t: The function LðxÞ is
increasing in x; and it grows at least exponentially:
lim
x-þN e
e0xLðxÞ ¼ þN; ð6:1Þ
where e040 is the same parameter as in (2.1). We need the following lemma from
Convex Analysis.
Lemma 6.1. Let L : ½0;þNÞ-ð0;þNÞ be a C1-smooth increasing function satisfying
(6.1) for some e0; 0oe0p1: Then there exists another C1-smooth increasing convex
function l : ½0;þNÞ-ð0;þNÞ; such that
(a) l is a minorant of L : lðxÞpLðxÞ holds on ½0; þNÞ;
(b) ee0xplðxÞ holds on some interval ½A; þNÞ; with 0pAoþN;
(c) l0ðxÞplðxÞ3=2 holds on ½0; þNÞ;
and there is a sequence of numbers fxngn tending to þN; such that
(d) lðxnÞ ¼ LðxnÞ; for all n,
(e) e0lðxnÞpl0ðxnÞ; for all n, and
(f) lðxnÞ þ ðx  xnÞl0ðxnÞ þ 14 e0ðx  xnÞ2l0ðxnÞplðxÞ for xA½0; þNÞ:
Proof. Put Q ¼ ﬃﬃﬃﬃLp ; and write q ¼ ﬃﬃﬃlp ; where l is the function we seek. Conditions
(a)–(e) then correspond to
ða0Þ q is a minorant of Q on ½0;þNÞ;
ðb0Þ ee0x=2pqðxÞ holds on ½A;þNÞ;
ðc0Þ q0ðxÞp1
2
qðxÞ2 on ½0;þNÞ;
ðd0Þ qðxnÞ ¼ QðxnÞ for all n;
ðe0Þ 1
2
e0qðxnÞpq0ðxnÞ for all n:
We shall ﬁnd a convex q with the above properties, which means that l ¼ q2 is
convex as well. Note that by the assumption on L;
lim
x-þN e
e0x=2 QðxÞ ¼ þN; ð6:2Þ
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so that if we forget about property ðc0Þ; we can just take q to be equal to the greatest
convex minorant q0 of Q; it is not hard to check that all the properties ða0Þ; ðb0Þ; ðd0Þ;
and ðe0Þ are fulﬁlled for a sequence fxngn: To get also ðc0Þ; we apply an iterative
procedure.
As a consequence of (6.2), we get
lim
x-þN e
e0x=2q0ðxÞ ¼ þN: ð6:3Þ
This is so because the function q0 must touch Q along an unbounded closed set,
which we denote by E: Note that q0 is afﬁne on each open interval in the complement
of E: Changing q0 a little on a small interval with the origin as the left end point, if
necessary, we can guarantee that q0
0ð0Þp1
3
q0ð0Þ2: Set a0 ¼ 0: Our iterative procedure
runs as follows. For every k ¼ 0; 1; 2; 3;y; we start with a convex increasing
minorant qk of Q such that qk
0ðakÞp13 qkðakÞ2; qk 0ðxÞp12 qkðxÞ2 for xpak; and
qkðxÞ ¼ q0ðxÞ for xXak:
If
qk
0ðxÞp1
2
qkðxÞ2
on the whole interval ½ak;þNÞ; then we are done, because we pick q ¼ qk: If it is not
so, there exists of course a point xAðak;þNÞ with
qk
0ðxÞ41
2
qkðxÞ2:
Let bkXak be the inﬁmum of all such points x: Let ðck; dkÞ be the maximal interval in
ðak;þNÞ such that bkAðck; dkÞ and
qk
0ðxÞ41
3
qkðxÞ2; xAðck; dkÞ:
Note that qk
0ðckÞ ¼ 13 qkðckÞ2: We claim that ck belongs to the set E we deﬁned
earlier. In fact, every small interval to the right of ck contains inﬁnitely many
points of E: The reason is that away from E; qk is afﬁne, and since qk is increasing,
we get
qkðckÞ2
3
pqkðxÞ
2
3
oqk 0ðxÞ ¼ qk 0ðckÞ ¼ qkðckÞ
2
3
if for some x with ckoxodk; we have ðck; xÞ-E ¼ |; this is impossible. We shall
now alter the function qk to the right of the point ck: Let fk solve the initial value
problem
fk
0ðxÞ ¼ 1
3
fkðxÞ2; fkðckÞ ¼ qkðckÞ;
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we see that fk explodes in ﬁnite time. As a matter of fact, an explicit calculation
reveals that
fkðxÞ ¼ 3
ck þ 3qkðckÞ  x
; xAIk;
where Ik ¼ ½ck; ck þ 3qkðckÞÞ; and the explosion point is the right end point of the
indicated interval. Now, take as qkþ1 the greatest convex minorant of the function
that equals qk on ½0;þNÞ\Ik and equals with minf fk; qkg on Ik: The function fk is
convex and increasing on Ik; and to the right of ck; it initially drops below the convex
function qk; but then after a while, it grows above it again, ﬁnally to explode at the
right end point of Ik: It follows that qkþ1 is increasing, qkþ1 ¼ qk on the interval
½0; ck; qkþ1 ¼ fk on some interval ½ck; ekCIk; qkþ1 is afﬁne on some interval
½ek; akþ1; at the right end point of which qkþ1 touches qk; and qkþ1 ¼ qk on the
interval ½akþ1;þNÞ: Since qkþ1 is increasing, we have
qkþ10ðxÞ
qkþ1ðxÞ2
¼ qkþ1
0ðekÞ
qkþ1ðxÞ2
pqkþ1
0ðekÞ
qkþ1ðekÞ2
¼ fk
0ðekÞ
fkðekÞ2
¼ 1
3
; xA½ek; akþ1:
Hence,
akþ1Xdk: ð6:4Þ
We get that qkþ1 is a convex increasing minorant of Q; with
qkþ10ðakþ1Þp1
3
qkþ1ðakþ1Þ2;
and
qkþ10ðxÞp1
2
qkþ1ðxÞ2 for xpakþ1; qkþ1ðxÞ ¼ q0ðxÞ for xXakþ1:
If our iterative procedure does not stop on a ﬁnite step (that is, if qk
0ðxÞ41
2
qkðxÞ2
on an unbounded subset of the interval ½0;þNÞÞ; then we put q ¼ limk-Nqk: Next
we verify the properties ða0Þ2ðe0Þ for q:
Note that lim ak ¼N: Indeed, by the deﬁnition of bk; ðck; dkÞ; and by property
(6.4) of ak; we have akpckobkodkpakþ1: If ak were to tend to a ﬁnite number
aN as k-þN; then ck-aN; bk-aN; as k-þN as well. By the deﬁnitions of
these points,
q0
0ðckÞ ¼ 1
3
q0ðckÞ2; q00ðbkÞ ¼ 1
2
q0ðbkÞ2:
In the limit, we obtain a contradiction, which does it.
It follows from our construction that q ¼ qk on ½0; ak; k ¼ 1; 2; 3;y; and that q is
a convex minorant of Q: Hence, ða0Þ and ðc0Þ follow. The graph of function q touches
that of q0 except on the intervals ðck; akþ1Þ; so that if q does not grow too slowly on
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those intervals, we have
lim
x-þN e
e0x=2qðxÞ ¼ þN:
We now show that the above holds in general. We know that the function
ee0x=2qkþ1ðxÞ is sufﬁciently big for xAfck; akþ1g: Also, the function
ee0x=2fkðxÞ ¼ ee0x=2qkþ1ðxÞ; xA½ck; ek;
increases on ½ck; ek (at least for big k). Since qk is afﬁne on ½ek; akþ1; we obtain
qðx þ ekÞ ¼ qkðekÞ þ xqk 0ðekÞ; xA½0; akþ1  ek: Furthermore, a simple calculation
yields that the function
t/ee0ðtþekÞ=2½qkðekÞ þ tqk 0ðekÞ
either is monotonic or has just one local maximum on ½0;þNÞ: As a consequence,
ee0x=2qkðxÞXminfee0x=2qkðxÞ: xAfck; akþ1gg; ekpxpakþ1;
which ﬁnishes the proof of ðb0Þ:
We turn to verifying that there exists a sequence fxngn of points in E tending to
þN for which
qðxnÞ ¼ q0ðxnÞ; 1
2
e0qðxnÞoq0ðxnÞ: ð6:5Þ
The points ck are in E; and they may work as xn; provided that there are inﬁnitely
many of them. If there is only a ﬁnite supply of ck; then qðxÞ ¼ q0ðxÞ for all
sufﬁciently big x: If we then also cannot ﬁnd arbitrarily big xnAE satisfying (6.5),
then the reason is that q0
0ðxÞp1
2
e0q0ðxÞ for all x in E that are sufﬁciently large, and
since q0 is afﬁne outside E; we get a contradiction with (6.3). Thus, ðd0Þ and ðe0Þ
follow.
As we made clear before, we pick lðtÞ ¼ qðtÞ2: We need only verify property (f).
Let xn be as in (6.5), and take an arbitrary xA½0;þNÞ: We then have
qðxnÞ þ ðx  xnÞq0ðxnÞpqðxÞ
and hence
lðxÞX qðxnÞ2 þ 2ðx  xnÞqðxnÞq0ðxnÞ þ ðx  xnÞ2q0ðxnÞ2
¼ lðxnÞ þ ðx  xnÞl0ðxnÞ þ ðx  xnÞ2l0ðxnÞq
0ðxnÞ
2qðxnÞ
X lðxnÞ þ ðx  xnÞl0ðxnÞ þ 1
4
e0ðx  xnÞ2l0ðxnÞ:
The proof is complete. &
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7. The construction of harmonic functions: building blocks
We start with the weight o; pass on to the associated function Y and L on the
interval (0,1] and the positive half-line, respectively, and then apply Lemma 6.1 to L
in order to obtain the minorant l to L along with the sequence fxngn: We recall the
relationships
YðsÞ ¼ log 1
oð1 sÞ and LðxÞ ¼ logYðe
xÞ;
and put
yðsÞ ¼ exp l log 1
s
  	
; 0oso1: ð7:1Þ
Then expðse0ÞpyðsÞpYðsÞ; for small s40; and we also have yðexnÞ ¼ YðexnÞ; as
usual, e0 is the positive quantity which appears in (2.1).
For the rest of this section, we ﬁx some sufﬁciently big xn from the above-
mentioned sequence, and put
dn ¼ exn ; rn ¼ 1 dn; and gn ¼ elðxnÞ=10:
Furthermore, let
HnðzÞ ¼ elðxnÞxnl0ðxnÞð1 zÞl
0ðxnÞ
¼ elðxnÞxnl0ðxnÞexp l0ðxnÞlog 1
1 z
 	
; zAD;
hn ¼ Re Hn:
9>>=>>; ð7:2Þ
The function Hn is holomorphic on D; and consequently, hn is real-valued and
harmonic. There are sectors about the point 1 of angular opening p=l0ðxnÞ where hn
is large, positive or negative, in an alternating fashion. We shall use the functions hn
as ‘‘building blocks’’, like in [13]. The intention is to construct a function that is
alternatingly big and small near a prescribed sequence of points on the unit circle.
For the construction, we need sufﬁciently effective estimates on the growth and
decay of hn:
In the following lemma, we compare the size of hnðzÞ with that of the majorants
MðzÞ ¼ yð1 jzjÞ; MnðzÞ ¼ ð1þ gnÞ1½yð1 jzjÞ  2½log yð1 jzjÞ2;
clearly, MnpM: It is easy to see that with our choice of hn in formula (7.2), and the
clever choice of the point xn of Lemma 6.1 we have jhnjpM throughout D; and
hnðrnÞ ¼ MðrnÞ: We prove that hnpMn holds outside a small disk Dn of radius
ð1 rnÞ2 centered at rn; and that hnpMn in a neighborhood of the unit circle that
does not depend on the point xn:
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Lemma 7.1. In the above setting, we have, for zAD;
(a) jhnðzÞjpyð1 jzjÞ;
(b) ð1þ gnÞhnðzÞpyð1 jzjÞ  2½log yð1 jzjÞ2 when jz  rnj4d2n; and
(c) ð1þ gnÞhnðzÞ4 yð1 jzjÞ þ 2½log yð1 jzjÞ2 when cðyÞojzjo1; where cðyÞ;
0ocðyÞo1; only depends on the function y:
The next step is to verify the following additional properties of the functions hn:
 jhnj is small outside a disk of radius proportional to 1 rn centered at 1,
 hn is sufﬁciently big at a point inside this disk, and
 ð1þ gnÞhn Yð1 jzjÞ is sufﬁciently big (in the integral sense) inside the
above-mentioned disk Dn:
Lemma 7.2. Under the conditions of Lemma 7.1,
(a) jhnðzÞjod3n when zAD has jz  1jXdn expð1þ 2=e0Þ;
(b) hnðwÞ ¼ yðdnÞ holds for some wAD with 1 dnojwjo12 dn; and
(c) we have the integral estimate
1p
Z
Dn
exp½ð1þ gnÞhnðzÞ Yð1 jzjÞ dmDðzÞ:
For the proofs of these lemmas, we use the following simple estimates.
Lemma 7.3. For positive a; let Fa denote the function
FaðzÞ ¼ ð1 zÞa; zAD;
where the power is defined by the principal branch of the logarithm. For 0ojop=6; let
Rj be the domain
Rj ¼ fzAC: 1
2
ojzjo1; jojargð1 zÞjg;
and La the union of two line segments
La ¼ zAD: jargð1 zÞj ¼ pa
n o
:
Then the real part of Fa has the following properties:
(a) Re FaðzÞ ¼ j1 zja cos ða argð1 zÞÞ; zAD;
(b) Re FaðzÞpjFaðzÞjpFaðjzjÞ ¼ ð1 jzjÞa; zAD;
(c) Re FaðzÞ ¼ j1 zja; zALa;
and, if a is sufficiently large,
(d) Re FaðzÞpjFaðzÞjpexpð aj23 Þð1 jzjÞa; zARj:
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Proof. Equality (a) follows from the deﬁnition of the power function; equality (c) is
an immediate consequence of (a). Inequality (b) follows from the triangle inequality.
Finally, for large a; a geometric consideration using the inequality
cos jp1 j
2
3
; 0ojop=6;
yields the estimate
1 jzjp 1 j
2
3
 
j1 zj; zARj;
and (d) follows. &
Proof of Lemma 7.1. Fix zAD; put
t ¼ log 1
1 jzj;
and consider the afﬁne function
LnðtÞ ¼ lðxnÞ  xnl0ðxnÞ þ tl0ðxnÞ:
Then LnðxnÞ ¼ lðxnÞ and Ln0ðxnÞ ¼ l0ðxnÞ; so that by the convexity of l; LnðtÞplðtÞ
holds everywhere. Using Lemma 7.3(b), we get
log jhnðzÞjplog jHnðzÞjplðxnÞ  xnl0ðxnÞ þ tl0ðxnÞplðtÞ ¼ log yð1 jzjÞ:
This proves part (a).
In the same fashion, we see that keeping the notation
t ¼ log 1
1 jzj;
we get
jh˜nðzÞjpexp½LnðtÞ þ gnpexp½lðtÞ þ gn; ð7:3Þ
where
h˜nðzÞ ¼ ð1þ gnÞhnðzÞ; zAD:
Moreover, by Lemma 6.1(f ),
yð1 jzjÞ ¼ exp½lðtÞXexp lðxnÞ þ ðt  xnÞl0ðxnÞ þ 1
4
e0ðt  xnÞ2l0ðxnÞ
 	
¼ exp LnðtÞ þ 1
4
e0ðt  xnÞ2l0ðxnÞ
 	
: ð7:4Þ
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It follows that
yð1 jzjÞ  jh˜nðzÞj ¼ yð1 jzjÞ 1 jh˜nðzÞjyð1 jzjÞ
 
X 1 exp gn 
1
4
e0ðt  xnÞ2l0ðxnÞ
 	 
exp½lðtÞ; ð7:5Þ
and that
yð1 jzjÞ  jh˜nðzÞjX exp 1
4
e0ðt  xnÞ2l0ðxnÞ
 	
 egn
 
exp½LnðtÞ: ð7:6Þ
If z belongs to the domain under consideration in (b), then
jjzj  rnj41
2
d2n or jargð1 zÞj4
dn
2
:
Furthermore, if hðzÞo0; then jargð1 zÞj41
2
p=l0ðxnÞ: Write
Zn ¼ min
dn
2
;
p
2l0ðxnÞ
 
:
To verify (b) and (c), we need to estimate the expression
yð1 jzjÞ  jh˜nðzÞj;
for points zAD that satisfy at least one of the following two conditions:
(a) jjzj  rnj4d2n=2 and
(b) jargð1 zÞj4Zn:
We ﬁrst look at case (a). Note that if
jjzj  rnj4d
2
n
2
;
then
jt  xnj ¼ log 1 rn
1 jzj
 414 dn ¼ 14 exn :
(i) If t  xn414 exn ; then, for big xn;
e0
4
ðt  xnÞ2l0ðxnÞ4elðxnÞ=3 þ gn;
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and by (7.5),
yð1 jzjÞ  jh˜nðzÞjXð1 exp½elðxnÞ=3Þ exp½lðtÞXexp lðtÞ
2
 
: ð7:7Þ
(ii) If
1
4
exnoxn  to lðxnÞ
2l0ðxnÞ;
then for big values of xn;
1
4
e0ðt  xnÞ2l0ðxnÞ4exp  lðxnÞ
5
 
þ gn
and
LnðtÞ41
2
lðxnÞ;
so that by (7.6),
yð1 jzjÞ  jh˜nðzÞjXexp lðxnÞ
4
 
: ð7:8Þ
Next, suppose that xn  tX12 lðxnÞ=l0ðxnÞ: Then, by Lemma 6.1(c),
1
16
e0½lðxnÞ1=2pe0½lðxnÞ
2
16l0ðxnÞp
1
4
e0ðt  xnÞ2l0ðxnÞ: ð7:9Þ
(iii) Thus, if
lðxnÞ
2l0ðxnÞpxn  to
lðxnÞ
l0ðxnÞ;
then LnðtÞ40; and by (7.6),
yð1 jzjÞ  jh˜nðzÞj4exp 1
32
e0lðxnÞ1=2
 
: ð7:10Þ
(iv) Finally, if
xn  tXlðxnÞl0ðxnÞ;
then LnðtÞp0: By (7.3),
jh˜nðzÞjpegnpe;
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and
yð1 jzjÞ  jh˜nðzÞjXexp½lðtÞ  e: ð7:11Þ
As a result of (7.7), (7.8), (7.10) and (7.11), for
jjzj  rnj4d
2
n
2
;
and for big xn and t; we obtain
yð1 jzjÞ  jh˜nðzÞj4exp 1
32
e0lðtÞ1=2
 
 eX2½lðtÞ2 ¼ 2½log yð1 jzjÞ2: ð7:12Þ
(b) In this case,
jargð1 zÞj4Zn ¼ min
dn
2
;
p
2l0ðxnÞ
 
;
and by Lemma 7.3(d), we have
jh˜nðzÞjpexp LnðtÞ þ gn 
1
3
l0ðxnÞZ2n
 
:
By Lemma 6.1(c),
gn 
l0ðxnÞZ2n
3
o l
0ðxnÞZ2n
4
:
Hence,
jh˜nðzÞjpexp LnðtÞ  1
4
l0ðxnÞZ2n
 
: ð7:13Þ
Using (7.4), we get, analogously to (7.5) and (7.6), that
yð1 jzjÞ  jh˜nðzÞj
X 1 exp  1
4
l0ðxnÞZ2n 
1
4
e0ðt  xnÞ2l0ðxnÞ
 	 
exp½lðtÞ; ð7:14Þ
and
yð1 jzjÞ  jh˜nðzÞj
X exp
1
4
e0ðt  xnÞ2l0ðxnÞ
 	
 exp  1
4
l0ðxnÞZ2n
 	 
exp½LnðtÞ: ð7:15Þ
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(i) If t4xn; then by (7.14) and by Lemma 6.1, parts (c) and (e), we have, for big xn;
yð1 jzjÞ  jh˜nðzÞj4exp lðtÞ
2
 
: ð7:16Þ
(ii) If
0pxn  to lðxnÞ
2l0ðxnÞ;
then LnðtÞ4lðxnÞ=2; and by (7.15) and by Lemma 6.1, parts (c) and (e), we have, for
big xn;
yð1 jzjÞ  jh˜nðzÞj4exp 1
3
lðxnÞ
 
: ð7:17Þ
If
xn  tX lðxnÞ
2l0ðxnÞ;
then we argue as in case (a) using estimate (7.9).
(iii) If
lðxnÞ
2l0ðxnÞpxn  to
lðxnÞ
l0ðxnÞ;
then LnðtÞ40; and by (7.15),
yð1 jzjÞ  jh˜nðzÞj4exp 1
32
e0½lðxnÞ1=2
 
: ð7:18Þ
(iv) Finally, if xn  tXlðxnÞ=l0ðxnÞ; then LnðtÞp0: By (7.13), jh˜nðzÞjp1; and
yð1 jzjÞ  jh˜nðzÞj4exp½lðtÞ  1: ð7:19Þ
As a result of (7.16)–(7.19), for jargð1 zÞj4Zn; and for big xn and t; we get
yð1 jzjÞ  jh˜nðzÞj4exp 1
32
e0½lðtÞ1=2
 	
 1X2½lðtÞ2 ¼ 2½log yð1 jzjÞ2: ð7:20Þ
The estimates (7.12) and (7.20) imply both (b) and (c) for big values of xn: &
Proof of Lemma 7.2. To verify (a), we note that if
jz  1jXdne2=e0 ; then log 1j1 zjoxn 
2
e0
;
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and by Lemma 6.1, parts (b) and (e), together with Lemma 7.3(b), we have, for big xn;
log jhnðzÞjp lðxnÞ  xnl0ðxnÞ þ xnl0ðxnÞ  2e0  1
 
l0ðxnÞ
¼ lðxnÞ  2e0  1
 
l0ðxnÞo 3xn;
as desired.
To prove (b), note that if
w ¼ 1 dn exp i pl0ðxnÞ
 
;
then we have 1
2
dno1 jwjodn and wALl0ðxnÞ; so that in view of part (c) of Lemma
7.3, we obtain
hnðwÞ ¼ exp½lðxnÞ  xnl0ðxnÞ þ xnl0ðxnÞ ¼ yðdnÞ:
Finally, to prove the estimate in part (c), we consider the region
Rn ¼ freiy: rn  g2nororn; jyjog2ng:
which is a subset of the domain of integration in (c). Using that for zARn;
dnpj1 zjpdn þ 2g2n;
jargð1 zÞjp2 g
2
n
dn
;
Yð1 jzjÞpYðdnÞ ¼ yðdnÞ;
we derive from Lemma 7.3, part (a) and Lemma 6.1, parts (b) and (c), together with
the convexity of the function l; that for zARn;
log hnðzÞ þ logð1þ gnÞ ¼ lðxnÞ  xnl0ðxnÞ þ l0ðxnÞlog
1
j1 zj
þ logðcos½l0ðxnÞargð1 zÞÞ þ logð1þ gnÞ
X lðxnÞ  xnl0ðxnÞ þ l0ðxnÞlog 1dn þ
2gn
3
 4g
2
nl
0ðxnÞ
dn
 4g
4
nl
0ðxnÞ2
d2n
X lðxnÞ  xnl0ðxnÞ þ xnl0ðxnÞ þ gn
2
¼ logYðdnÞ þ gn
2
:
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As a consequence, it follows that for large xn;Z
Dn
exp½ð1þ gnÞhnðzÞ Yð1 jzjÞ dmDðzÞ
X
Z
Rn
exp½ð1þ gnÞhnðzÞ Yð1 jzjÞ dmDðzÞ
XmDðRnÞexp½YðdnÞegn=2 YðdnÞXg4n exp
1
2
gnYðdnÞ
 	
¼ exp  2
5
lðxnÞ
 	
exp
1
2
elðxnÞ=10elðxnÞ
 	
X1:
This completes the proof of part (c), and hence that of the whole lemma. &
8. The construction of harmonic functions: estimates
For the proof of Theorem 5.3, we need additional estimates on the values of h and
H 0 at pairs of nearby points in the unit disk. We begin with a simple regularity
lemma.
Lemma 8.1. For positive s close to 0,
yðs  ½yðsÞ2ÞoyðsÞ þ 1:
Proof. We start with the inequality
etl0ðtÞoelðtÞ=2;
which follows from Lemma 6.1, parts (b) and (c). Using (7.1) and passing to the
variable x ¼ et; we get
jy0ðxÞjoyðxÞ3=2:
Since y is monotonically decreasing, to prove the lemma, it sufﬁces to note that if
tos and yðtÞ ¼ yðsÞ þ 1; then yðsÞpyðxÞpyðsÞ þ 1 for tpxps; and hence
1 ¼ yðtÞ  yðsÞ ¼ 
Z s
t
y0ðxÞ dxo
Z s
t
½yðxÞ3=2 dxpðs  tÞ½yðsÞ þ 13=2;
so that s  t4½yðsÞ2: &
In the following lemma, for points z; wAD that are sufﬁciently close to one
another, we produce upper estimates for hnðwÞ and 2 log jHn0ðwÞj þ hnðwÞ that
depend on the size of jzj:
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Lemma 8.2. In the notation of Lemma 7.1, take wAD with jw  zjo½yð1 jzjÞ2 for
some zAD with jzj sufficiently close to 1. Then
jyð1 jzjÞ  yð1 jwjÞjo1: ð8:1Þ
(a) If lðtÞp2
5
lðxnÞ; then
ð1þ gnÞhnðwÞoyð1 jzjÞ:
(b) If lðtÞ41
3
lðxnÞ; then
2jlog jHn0ðwÞjj þ hnðwÞp3
2
yð1 jzjÞ:
(c) If lðtÞ41
3
lðxnÞ and jargð1 zÞj412 p=l0ðxnÞ; then
2 log jHn0ðwÞj þ hnðwÞpyð1 jzjÞ
1þ gn
:
Proof. The ﬁrst statement follows immediately from Lemma 8.1. For convenience of
notation, put
s ¼ log 1
1 jwj:
We may rewrite estimate (8.1) as
jexp½lðtÞ  exp½lðsÞjo1: ð8:2Þ
(a) Using that lðtÞp2
5
lðxnÞ as well as the convexity of l; we obtain
lðxnÞ  ðxn  sÞl0ðxnÞplðsÞp1
2
lðxnÞ;
and, as a consequence, xn  sX12 lðxnÞ=l0ðxnÞ: Applying (7.10) and (7.11) with z
replaced by w; we complete the proof.
By the deﬁnition of Hn; using that j1 wjX1 jwj and that, by the convexity of l;
lðxnÞ þ ðs  xnÞl0ðxnÞplðsÞ; we obtain:
Hn
0ðwÞ ¼ exp½lðxnÞ  xnl0ðxnÞ
Fl0ðxnÞðwÞl0ðxnÞ
1 w ;
log jHn0ðwÞjplðxnÞ  xnl0ðxnÞ þ ðl0ðxnÞ þ 1Þs þ log l0ðxnÞ;
jlog jHn0ðwÞjjplðsÞ þ s þ log l0ðxnÞ:
9>=>>; ð8:3Þ
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In (b) and (c), we have lðtÞ413 lðxnÞ; and hence lðsÞ414 lðxnÞ because of (8.2). By
Lemma 6.1, parts (b) and (c), we obtain
s þ log l0ðxnÞp 2þ 1e0
 
log lðsÞ: ð8:4Þ
Moreover, as in (7.3), we get
hnðwÞpexp½lðsÞ: ð8:5Þ
The assertion in part (b) now follows from (8.2)–(8.5).
(c) We have
jargð1 zÞj4 p
2l0ðxnÞ and jw  zjoe
2lðtÞ:
Since lðtÞ41
3
lðxnÞ; we get from Lemma 6.1(c) that
e2lðtÞo e
2t
l0ðxnÞ:
A simple geometric argument then shows that
jargð1 wÞj4 p
3l0ðxnÞ:
By Lemma 7.3(d), and by the convexity of l; we have
log ð1þ gnÞ þ log jhnðwÞjp lðxnÞ þ ðs  xnÞl0ðxnÞ þ gn 
1
3l0ðxnÞ
p lðsÞ þ gn 
1
3l0ðxnÞ:
Applying once again Lemma 6.1(c), and using (8.3) and (8.4), we are able to
complete the proof. &
In the last technical lemma of this section, for nearby points x and z in the unit
disk, we estimate the size of the quantities jgn0ðxÞ=gnðzÞj and jgnðxÞ=gnðzÞj; where gn is
the zero-free analytic function
gnðzÞ ¼ exp 1
2
HnðzÞ
 
:
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Lemma 8.3. In the notation of Lemma 7.1, take xAD with jx zjo½yð1 jzjÞ3:
Then
gn
0ðxÞ
gnðzÞ
 pexp yð1 jzjÞ1þ gn  lðtÞ
 	
;
gnðxÞ
gnðzÞ
 pexp yð1 jzjÞ1þ gn  lðtÞ
 	
:
Proof. We prove only the ﬁrst of these two inequalities; the second one is treated
analogously.
If lðtÞp1
3
lðxnÞ; then by Lemma 8.1, for every w with jw  zjpe2lðtÞ; we have
log yð1 jwjÞo2
5
lðxnÞ; and by Lemma 8.2,
sup
jwzjpe2lðtÞ
jgnðwÞjpexp yð1 jzjÞ
2ð1þ gnÞ
 	
:
Using the Cauchy integral formula, we then get
jgn0ðxÞjpexp yð1 jzjÞ
2ð1þ gnÞ
þ 3lðtÞ
 	
;
By Lemma 7.1(c), we obtain
gn
0ðxÞ
gnðzÞ
 pexp yð1 jzjÞ1þ gn þ 3lðtÞ  ½lðtÞ2
 	
pexp yð1 jzjÞ
1þ gn
 lðtÞ
 	
:
If lðtÞ41
3
lðxnÞ; then we consider the following two cases: jgnðzÞjo1 and
jgnðzÞjX1:
If jgnðzÞjo1; then jargð1 zÞjX12 p=l0ðxnÞ; and by Lemma 8.2(c),
jgn0ðxÞjpexp yð1 jzjÞ
2ð1þ gnÞ
 	
:
By Lemma 7.1(c),
jgnðzÞjXexp ½lðtÞ2  yð1 jzjÞ
2ð1þ gnÞ
 	
;
and we get
gn
0ðxÞ
gnðzÞ
 pexp yð1 jzjÞ1þ gn  lðtÞ
 	
:
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If, on the other hand, 1pjgnðzÞj; then by Lemma 8.2(b),
jgn0ðxÞjpexp 3
4
yð1 jzjÞ
 	
;
so that
gn
0ðxÞ
gnðzÞ
 pexp 34 yð1 jzjÞ
 	
:
This completes the proof of the lemma. &
9. The construction of invertible non-cyclic functions
Throughout this section, we suppose that o satisﬁes (2.1) and *o is deﬁned by (2.2).
Using the technical results of Sections 6–8, in conjunction with Section 5, we produce
here non-cyclic functions FAB1ðD;oÞ satisfying various additional properties.
Theorem 9.1. There exists a zero-free function FAB1ðD;oÞ such that 1=F is in
B1ðD; *oÞ and F 1=p is non-cyclic in BpðD;oÞ for each p; 0opoþN:
Theorem 9.2. There exist functions Fj; j ¼ 1; 2; 3;y; in B1ðD;oÞ; satisfying the
conditions of Theorem 9.1, and such that for every p with 0opoþN and for every
integer d with 1pdpþN; the subspace ½F 1=p1 ;y; F1=pd  has index d in BpðD;oÞ:
Theorem 9.3. There exists a function F satisfying the conditions of Theorem 9.1 and
such that for f ¼ F1=2 we haveZ
D
Z
D
1
j f ðzÞj2
j f ðzÞ  f ðwÞj2
jz  wj2 oðzÞoðwÞ dmDðzÞ dmDðwÞoþN:
Proof of Theorem 9.1. We are going to construct a harmonic function V ¼ log j f j as
the inﬁnite sum of functions harmonic in (different) neighborhoods of the unit disk.
The setup is as in Section 6. Starting with o; we obtain
YðsÞ ¼ log 1
oð1 sÞ and LðxÞ ¼ logYðe
xÞ
satisfying (6.1) with some e0; 0oe0o1: Then, applying Lemma 6.1 to L; we obtain
the minorant l; and a sequence fxngn; we also have the function y deﬁned by
yðsÞ ¼ exp l log 1
s
  	
:
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We ﬁx k to be the quantity
k ¼ exp 1 2
e0
 
:
We suppose that rn ¼ 1 exn tends to 1 as rapidly as required in Proposition 5.3.
We set V1 ¼ 0 and argue by induction. At step n; we start with a function Vn
harmonic in a neighborhood of the unit disk, and ﬁnd a real parameter Z with
0oZo1; such that
jVnðzÞ  VnðwÞjo1; jz  wjoZ; z; wA %D; ð9:1Þ
expjVnðzÞjo1Z; zA %D: ð9:2Þ
Fix fxngn as a subsequence of the sequence in Lemma 6.1 which grows so fast that
exnoZke2n; ð9:3Þ
and put
dn ¼ exn ; rn ¼ 1 dn; and gn ¼ elðxnÞ=10 ¼ eLðxnÞ=10:
We recall from Section 5 that the integer Nn is such that
Nnp
k
1 rnoNn þ 1:
By (9.2) and (9.3), we get
d2np
exp½VnðzÞ
n2Nn
p1; zA %D:
In Section 7, the harmonic function hn is constructed; it is given explicitly by formula
(7.2). Using Lemma 7.1(a) and Lemma 7.2(c), for every k; 0pkoNn; we can choose
numbers gn;k with 0pgn;kpgn; such thatZ
fzAD: jzrnjod2ng
exp½h˜n;kðzÞ Yð1 jzjÞ dmDðzÞ ¼ exp½Vnðe
2pik=NnÞ
n2Nn
; ð9:4Þ
where, as in Section 7,
h˜n;kðzÞ ¼ ð1þ gn;kÞhnðzÞ:
We consider the following Nn equidistributed points on the unit circle T;
zn;k ¼ e2pik=Nn ;
ARTICLE IN PRESS
A. Borichev et al. / Journal of Functional Analysis 207 (2004) 111–160150
and as in Section 5, we put
wn;k ¼ rnzn;k; 0pkoNn:
Next, we consider the harmonic functions
UðzÞ ¼
X
0pkoNn
hn;kðz%zn;kÞ;
V 0nþ1 ¼Vn þ U :
We need a little patch around each point zn;k on the unit circle,
On;k ¼ fzAD: jz  zn;kjodne2=e0g; 0pkoNn:
Note that these sets On;k; with 0pkoNn; are mutually disjoint. We also need the
small disk around the point wn;k given by
Dn;k ¼ fzAD: jz  wn;kjod2ng;
where we recall that dn ¼ 1 rn:
By Lemma 7.2(a), for some constant C depending only on the parameter e0;
we have
jUðzÞ  h˜n;kðe2pik=Nn zÞjoCð1 rnÞ; zAOn;k;
jUðzÞjoCð1 rnÞ; zAD\
S
k
On;k:
9=; ð9:5Þ
In particular,
jV0nþ1ðzÞ  VnðzÞj ¼ jUðzÞjoCð1 rnÞ for jzjp1 dne2=e0 : ð9:6Þ
Brought together, the relations (9.1), (9.4), and (9.5) give usZ
Dn;k
exp½V0nþ1ðzÞ Yð1 jzjÞ dmDðzÞ^
1
n2Nn
; ð9:7Þ
and by Lemma 7.1(b), we obtainZ
fzAD: 1jzjodn expð2=e0Þg
exp½V0nþ1ðzÞ Yð1 jzjÞ dmDðzÞ^
1
n2
; ð9:8Þ
where we use the notation a^b for the relation a=coboca with some positive
constant c depending only on e0:
The function y/y  ½log y2 increases monotonically as y grows to þN; whence
we conclude that
Yð1 jzjÞ  ½logYð1 jzjÞ24yð1 jzjÞ  ½log yð1 jzjÞ2;
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and by Lemma 7.1(c), (9.3), and (9.5), we haveZ
fzAD: 1jzjodn expð2=e0Þg
exp½V 0nþ1ðzÞ Yð1 jzjÞ þ ½logYð1 jzjÞ2 dmDðzÞo
1
n2
:
ð9:9Þ
Moreover, by Lemma 7.2(b), for some wAD with dn=2o1 jwjodn; we have
V0nþ1ðwÞo
2
3
yðdnÞ: ð9:10Þ
Replacing V0nþ1 by Vnþ1ðzÞ ¼ VnðzÞ þ UðtzÞ with t sufﬁciently close to 1, 0oto1;
we get the same properties (9.6)–(9.10) with Vnþ1 harmonic in a neighborhood of the
unit disk.
As a consequence of (9.3) and (9.6), the functions Vn converge uniformly on
compact subsets of the unit disk to a harmonic function V as n-þN: We consider
the corresponding analytic function F ¼ exp½V þ i eV ; where the tilde indicates the
harmonic conjugation operation, normalized so that eVð0Þ ¼ 0:
It follows from (9.6) and (9.8) thatZ
D
jFðzÞjeYð1jzjÞ dmDðzÞoþN: ð9:11Þ
Analogously, by (9.6) and (9.9), we haveZ
D
jFðzÞj1eYð1jzjÞ expð½logYð1 jzjÞ2Þ dmDðzÞoþN; ð9:12Þ
and by (9.6) and (9.7), we get for each n ¼ 1; 2; 3;y;Z
Dn;k
jFðzÞjeYð1jzjÞ dmDðzÞ^ 1
n2Nn
; k ¼ 0; 1; 2;y; Nn  1: ð9:13Þ
By (9.6) and (9.10), for every n ¼ 1; 2; 3;y; there exists a point xnAD with
dn
2
o1 jxnjodn
such that
jFðxnÞjoexp 
1
2
yðdnÞ
 	
: ð9:14Þ
It remains to verify that F 1=p is non-cyclic in BpðoÞ for each p; 0opoþN: So,
suppose that for a sequence of polynomials qj;
jjqjF1=pjjpBpðoÞ ¼
Z
D
jqjðzÞjpjFðzÞjeYð1jzjÞ dmDðzÞp1:
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The disks Dn;k are disjoint for different indices ðn; kÞ; so that the above estimate has
the immediate consequence
XþN
n¼1
XNn1
k¼0
Z
Dn;k
jqjðzÞjpjFðzÞjeYð1jzjÞ dmDðzÞp1: ð9:15Þ
By the mean value theorem for integrals, there exist points zn;kADn;k (which may
depend on the index j; too) such thatZ
Dn;k
jqjðzÞjpjFðzÞjeYð1jzjÞ dmDðzÞ ¼ jqjðzn;kÞjp
Z
Dn;k
jFðzÞjeYð1jzjÞ dmDðzÞ:
In view of (9.13), we see that (9.15) leads to
XþN
n¼1
XNn1
k¼0
1
n2Nn
jqjðzn;kÞjppC;
for some positive constant C; and by a weak type estimate, we obtain for
n ¼ 1; 2; 3;y that
XNn1
k¼0
jqjðzn;kÞjppCn2Nn:
We ﬁnd ourselves in the situation described in Section 5. An application of
Proposition 5.3 yields
jqjðzÞjpc exp 1
1 jzj
 	
; zAD;
for some constant c which is independent of the index j: Inequalities (9.14) show that
qjF
1=p cannot converge to a non-zero constant uniformly on compact subsets of D:
As a result, F 1=p is not cyclic in BpðoÞ: &
Proof of Theorem 9.2. For the sake of simplicity, we consider only the case p ¼ 1;
d ¼ 2: Arguing as in the Proof of Theorem 9.1, we can produce invertible non-cyclic
elements F1 and F2 in B
1ðoÞ; numbers
?or1;nor2;nor1;nþ1or2;nþ1o?-1; n-þN;
integers Nj;n such that
Nj;np
k
1 rj;noNj;nþ1; j ¼ 1; 2;
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points
wj;n;k ¼ rj;ne2pik=Nj;n ; 0pkoNj;n;
and disks
Dj;n;k ¼ fzAD: jz  wj;n;kjoð1 rj;nÞ2g; k ¼ 0; 1; 2;y; Nj;n  1;
with the properties thatZ
Dj;n;k
jFjðzÞjeYð1jzjÞ dmDðzÞ^ 1
n2Nj;n
; j ¼ 1; 2; ð9:16Þ
and
jFjðzÞjeyð1jzjÞpexp  1
1 jzj
 	
; zAD3j;n;k; j ¼ 1; 2: ð9:17Þ
If, for some polynomials q1 and q2; we are given that
jjq1F1 þ q2F2jjB1ðoÞp1; ð9:18Þ
and
jjq1jjHNðDÞ þ jjq2jjHNðDÞpA; ð9:19Þ
then we argue as in the proof of Theorem 9.1. First, for sufﬁciently big n;
n0 ¼ n0ðAÞpnoþN; inequalities (9.17)–(9.19) imply that for j ¼ 1; 2;Z
D3j;n;k
jqjðzÞFjðzÞjeYð1jzjÞ dmDðzÞp 1
N3j;n
;
X
0pkoNj;n
Z
Dj;n;k
jqjðzÞFjðzÞjeYð1jzjÞ dmDðzÞp2;
and hence, by (9.16), for some points zj;n;k in the disks Dj;n;k; we haveX
0pkoNj;n
jqjðzj;n;kÞjp2n2Nj;n; n ¼ n0; n0 þ 1; n0 þ 2;y : ð9:20Þ
We have almost the assumption of Proposition 5.3, only with p ¼ 1 and the estimates
start from index n ¼ n0: If we analyze the proof of that proposition carefully, we
obtain the corresponding estimate of the function qj;
jqjðzÞjpcn40 exp
1
1 jzj
 	
; zAD; ð9:21Þ
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where c ¼ cðkÞ is a positive constant, independent of the value of n0: Similarly, the
inequalities (9.17), (9.18), and (9.21) imply that the estimates ð j ¼ 1; 2ÞZ
D3j;n;k
jqjðzÞFjðzÞjeYð1jzjÞ dmDðzÞp cn
4
0
R23j;n
p 1
N3j;n
;
X
0pkoNj;n
Z
Dj;n;k
jqjðzÞFjðzÞjeYð1jzjÞ dmDðzÞp2;
hold for all n such that
cn40pminfN1;n; N2;ng: ð9:22Þ
As a consequence of (9.3), Nj;nXen; and inequality (9.22) holds for all nXn1; with
n1 equal to the integer part of a log n0; for some positive real parameter a; clearly,
for sufﬁciently big n0; we have n1on0: Arguing as before, we get (9.20) for all nXn1;
and then
jqjðzÞjpcn41 exp
1
1 jzj
 
; zAD:
Continuing in this way, we get (9.20) for all nXnN ¼ limk-Nnk; with nN
independent of A; and, as a consequence,
jq1ðzÞj þ jq2ðzÞjoc exp 1
1 jzj
 
; zAD;
for some constant c; which is independent of q1; q2; and A: This shows that (see, for
instance, [25] for d ¼ 2; and [9, Section 3] for the general case)
indð½F1; F2Þ ¼ 2:
The proof is complete. &
Proof of Theorem 9.3. Let F be the function constructed in the proof of
Theorem 9.1, and consider f ¼ F 1=2: Inequalities (9.11) and (9.12) together with
the inequality
x6oexp½ðlog xÞ2 for x4e6;
and the identity
oðzÞ ¼ eYð1jzjÞ
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show that we have Z
D
j f ðzÞj2oðzÞ dmDðzÞoþN;
Z
D
1
j f ðzÞj2½Yð1 jzjÞ
6oðzÞ dmDðzÞoþN:
Let E be the set
E ¼ fðz; wÞADD: jw  zjp½yð1 jzjÞ3g;
which is a rather small neighborhood of the diagonal; we then have the
estimate Z Z
D2\E
1
j f ðzÞj2
j f ðzÞ  f ðwÞj2
jz  wj2 oðzÞoðwÞ dmDðzÞ dmDðwÞ
p2
Z Z
D2
j f ðzÞj2 þ j f ðwÞj2
j f ðzÞj2 ½yð1 jzjÞ
6oðzÞoðwÞ dmDðzÞ dmDðwÞ
pC
Z Z
D2
1þ j f ðzÞj2
j f ðzÞj2 ½yð1 jzjÞ
6oðzÞ dmDðzÞoþN:
By Lemma 8.2,
jyð1 jzjÞ  yð1 jwjÞjo1 for ðz; wÞAE: ð9:23Þ
Hence, it sufﬁces to verify that for ðz; wÞAE; we have
1
j f ðzÞj2
j f ðzÞ  f ðwÞj2
jz  wj2 pM exp½2yð1 jzjÞ; ð9:24Þ
for some positive constant M: This is so because, as a consequence of (9.24), we have
the estimateZ Z
E
1
j f ðzÞj2
j f ðzÞ  f ðwÞj2
jz  wj2 oðzÞoðwÞ dmDðzÞ dmDðwÞ
pM
Z Z
E
exp½2yð1 jzjÞoðzÞoðwÞ dmDðzÞ dmDðwÞ
¼ M
Z Z
E
exp½2yð1 jzjÞ Yð1 jzjÞ Yð1 jwjÞ dmDðzÞ dmDðwÞ
pM
Z Z
E
exp½yð1 jzjÞ  yð1 jwjÞ dmDðzÞ dmDðwÞ;
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and the latter is bounded by M; if we use (9.23). We turn to the veriﬁcation of (9.24).
We ﬁnd that there exists a point x ¼ xðz; wÞAD with
jx zjp½yð1 jzjÞ3;
such that
f ðzÞ  f ðwÞ
z  w
 pj f 0ðxÞj;
by expressing the function f ðzÞ  f ðwÞ as a path integral from z to w: It follows that
we need only to verify that
j f 0ðxÞj2
j f ðzÞj2pM exp½2yð1 jzjÞ:
Now, we ﬁx z and x in D; with
jz xjp½yð1 jzjÞ3;
so that we are in the setting above (only with slightly different variable names). We
recall the details of the construction of the function F in the proof of Theorem 9.1.
We then ﬁnd a positive integer n ¼ nðjzjÞ such that
dnþ1e2=e0 ¼ exp xnþ1 þ 2e0
 
p1 jzjoexp xn þ 2e0
 
¼ dne2=e0 ; ð9:25Þ
this is deﬁnitely possible at least if z is reasonably close to T: On the other hand, if we
start with a positive integer n; we may form the annulus
Un ¼ fzAD: dnþ1e2=e0o1 jzjpdne2=e0g; ð9:26Þ
so the above relation (9.25) places the point z inside Un: Let Vn be the harmonic
function appearing in the proof of Theorem 9.1, and let Wn ¼ Vn þ i eVn be the
analytic function having Vn as real part. We form the exponentiated function
FnðzÞ ¼ expðWnðzÞÞ; zAD;
which is analytic and zero-free in a neighborhood of the closed disk D: The
construction of the function Vn (and hence that of Wn) involves the choice of the
points x1; x2;y; xn1: By letting the sequence fxngn tend to þN as rapidly as need
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be, we can make sure that
max
zA %D
jFnðzÞj; 1jFnðzÞj; jF
0
nðzÞj
 
pyðexnþ2=e0Þpexp 1
4
lðtÞ
 
; ð9:27Þ
where
t ¼ log 1
1 jzj;
and the right-hand inequality in (9.27) holds because of (9.25). The function F is the
limit of the functions Fn as n-þN; and it is of interest to understand the ‘‘tail’’
function F=Fn: By Lemma 7.2(a) and some elementary estimates of harmonic
functions and their gradients, plus the fact that the points xn approach þN very
rapidly as n-þN; the inequalities (9.25) imply that
max
zA %Un
F
Fnþ1
ðzÞ
 ; Fnþ1F ðzÞ
 ; FFnþ1
 
0ðzÞ
  pC ð9:28Þ
for some positive constant C independent of n; the notation %Un stands for the closure
of Un: We need to apply the estimate (9.28) to the two points z and x; and although
x; strictly speaking, need not belong to Un; it is not far away from this set, and we
can make sure that the estimate (9.28) holds for it, simply because Lemma 7.2(a)
applies in a slightly bigger annulus than Un: Next, we pick the point zn;k0 ; with
0pkoNn; which is closest to the given point zAD; after a rotation of the disk, we
may assume zn;k0 ¼ zn;0 ¼ 1: Since jz xj is much smaller than 1 jzj; we obtain
min
ka0
jzn;k  zjXexp xn þ
2
e0
 	
:
Let Gn be the function
GnðzÞ ¼ Fnþ1ðzÞ
FnðzÞ exp½ð1þ gn;0ÞHnðzÞ;
where gn;0 is determined by (9.4), and the analytic function Hn is deﬁned in (7.2); the
real part of Hn equals hn: Then, again by Lemma 7.2(a),
max
zAfz;xg
max jGnðzÞj; 1jGnðzÞj; jGn
0ðzÞj
 
pC; ð9:29Þ
where C is some positive constant which does not depend on n: In conclusion, we
write
f ðzÞ2 ¼ FðzÞ ¼ gnðzÞ2FnðzÞ F
Fnþ1
ðzÞGnðzÞ;
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where
gnðzÞ ¼ exp 1
2
ð1þ gn;0ÞHnðzÞ
 
;
and by Lemma 8.3 (note that the function gn appearing in the lemma is slightly
different),
jg0nðxÞj2
jgnðzÞj2
pexp½2yð1 jzjÞ  2lðtÞ;
jgnðxÞj2
jgnðzÞj2
pexp½2yð1 jzjÞ  2lðtÞ:
9>>=>>>; ð9:30Þ
Hence, in view of (9.27)–(9.30), we obtain
j f 0ðxÞj2
j f ðzÞj2pCe
lðtÞjgnðxÞj2 þ jg0nðxÞj2
jgnðzÞj2
pexp½2yð1 jzjÞ:
The proof is complete. &
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