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Set Systems and Dissimilarities
PATRICE BERTRAND
Different one–one correspondences exist between classes of indexed clustering structures (such as
indexed hierarchies) and classes of dissimilarities (such as ultrametrics). Following the line developed
in previous works (i.e., Johnson (1967), Diday (1984, 1986), Bertrand and Diday (1991), Batbedat
(1988), Bandelt and Dress (1994)), we associate each pseudo-dissimilarity δ defined on a finite set E
with the set system of all maximal linked subsets of E . This provides a one–one correspondence that
maps the set of pseudo-dissimilarities onto the collection of all the valued set systems (S, f ) that sat-
isfy two conditions. One of these conditions was introduced by Batbedat (1988) and is related to the
characterization of 2-conformity in hypergraphs (see also Bandelt and Dress (1994)). We introduce
the other condition which requires the index f to be a weak index. Our approach includes a charac-
terization of the valued set systems (S, f ) such that S contains (respectively is contained in) the set
of all finite nonempty intersections of maximal linked subsets with respect to the pseudo-dissimilarity
induced by the pair (S, f ).
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1. INTRODUCTION
Several types of indexed clustering structures have been investigated in order to represent
a dissimilarity coefficient: indexed hierarchies (Johnson [18], Benze´cri [6]), pyramidal repre-
sentations (Diday [12, 13], Fichet [15], Durand and Fichet [14]), weak hierarchies (Bandelt
and Dress [2, 3]), etc. Each of these sets of clusterings is in one–one correspondence with a
specific class of dissimilarities.
Batbedat [4, 5], and Diatta and Fichet [11] have proposed two different, but unifying, ap-
proaches which differ initially in their way of defining a cluster associated with a dissimilarity
δ. One approach begins by defining a cluster as a maximal linked subset of E according to
the dissimilarity δ (see Batbedat [4]), while the other approach (see Diatta and Fichet [11])
defines a cluster as a 2-ball, i.e., the intersection of two balls having the same radius equal
to the value taken by the dissimilarity δ between the centers of the two balls. The follow-
ing text presents both a different formulation of Batbedat’s approach and a new way of in-
dexing clustering structures. This way of indexing clustering structures incorporates some
types of clustering such as pyramidal representations (cf. Diday [12, 13], Bertrand and Di-
day [9], Bertrand [8]). More precisely, given a finite set E of objects to be clustered, we
consider a pair (S, f ) where S is a set system on E (i.e., a collection of nonempty sub-
sets of E that contains E) and where f is a map from S into R+. Such a pair (S, f ) is
called a valued set system, and it naturally induces the mapping ρ defined on E × E by
ρ(x, y) = min { f (X) : {x, y} ⊆ X ∈ S}. The mapping ρ is a pseudo-dissimilarity, i.e.,
this mapping satisfies 0 ≤ ρ(x, x) ≤ ρ(x, y) = ρ(y, x), for all x, y ∈ E . Now, given a
pseudo-dissimilarity δ, we may consider the collection ML(T δ) of all maximal linked subsets
associated with δ, i.e., the subsets M of E such that if M ⊂ X ⊆ E , then the diameter of X is
(strictly) greater than the diameter of M .
Given a dissimilarity δ, our approach consists in defining a cluster as an element of the
collection M̂L(T δ) of all nonempty intersections of elements in ML(T δ). We aim to charac-
terize all the valued set systems (S, f ) for which there exists a pseudo-dissimilarity δ such
that S coincides with the collection M̂L(T δ). This leads us to introduce a new way of index-
ing the set system S by the mapping f , which is then called a weak index (see Section 2).
Also, this leads us to focus on the collection M( f ), defined by Bandelt and Dress [3] as
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M( f ) = {X ∈ S : f (X) < f (Y ) for all Y ∈ S such that X ⊂ Y }. We then characterize the
valued set systems (S, f ) such that S contains (respectively is contained in) the collection
of all nonempty intersections of maximal linked sets associated with the pseudo-dissimilarity
ρ induced by (S, f ) (see Section 3). It should be noted that this general approach might be
of interest for approximating a given pseudo-dissimilarity δ with a minimal element in some
class of pseudo-dissimilarities δ′ such that δ′ ≥ δ (see Remark 3.8). Using the obtained char-
acterization, we finally deduce one–one correspondences between different classes of valued
set systems on E , and different types of pseudo-dissimilarities on E (see Section 4).
2. DEFINITIONS AND BASIC PROPERTIES
In the following, if S is a collection of subsets, then we will denote Ŝ as the set of all
nonempty finite intersections of elements of S. The strict set inclusion relation will be denoted
by the symbol ⊂.
Moreover, E will denote a finite nonempty set and δ a mapping from E × E into R+.
DEFINITION 2.1 (PSEUDO-DISSIMILARITY). We will say that the mapping δ is a pseudo-
dissimilarity on E if:
δ(x, x) ≤ δ(x, y) = δ(y, x) for all x, y ∈ E .
A pseudo-dissimilarity δ is said to be a dissimilarity if δ(x, x) = 0 for all x ∈ E . A dissimilar-
ity δ is said to be proper if δ(x, y) = 0 H⇒ x = y. A dissimilarity δ is said to be semiproper
if δ(x, y) = 0 H⇒ ∀z ∈ E, δ(x, z) = δ(y, z).
Given a pseudo-dissimilarity δ, the diameter of a nonempty subset A of E is denoted
diamδ A, and defined by:
diamδ A = max {δ(a, b) : a, b ∈ A}.
We write diam A when it is not necessary to specify explicitly the underlying pseudo-dissimil-
arity δ.
DEFINITION 2.2 (MAXIMAL LINKED SET). Let us denote by 1(E) the set of symmetric
binary relations on E . Given a pseudo-dissimilarity δ on E , we let µ(δ) = min{δ(x, x) :
x ∈ E}. Then, we define the mapping T δ : [µ(δ),∞) → 1(E) by T δ(h) = {(a, b) :
δ(a, b) ≤ h}. (Note that in the general context of the ordinal model for clustering, the mapping
δ 7→ T δ defines a one–one correspondence between dissimilarities and stratified clusterings
(see Janowitz [17]).)
For any h ≥ µ(δ), a maximal linked subset at level h is a maximal clique, in other words
the set of vertices of a maximal complete subgraph of the threshold graph associated with the
symmetric binary relation T δ(h) defined on E . In the following, a maximal linked subset will
be called an ML -set, and ML(T δ) will designate the set of all ML -sets associated with δ, at
any level h ≥ µ(δ).
REMARK 2.3. It is equivalent to defining an ML -set at level h (with h ≥ µ(δ)) as a subset
of diameter h, which is is maximal (in the sense of the set inclusion order) with respect to this
property.
It should also be noted that for any pseudo-dissimilarity δ, each maximal linked subset M
is nonempty, since by definition, the level of M must be greater than or equal to µ(δ) =
min{δ(x, x) : x ∈ E}.
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REMARK 2.4. For any h ≥ η(δ) = max{δ(x, x) : x ∈ E}, let ML(T δ; h) be the collection
of all the ML -sets at level h. Then, ifMα , for α ≥ η(δ), designates the collection of all the
maximal elements (in the sense of the set inclusion order) of⋃η(δ)≤h≤α ML(T δ; h), it is easy
to see that Mα , for α ≥ η(δ), is a covering of E . In other words, Mα , for α ≥ η(δ), is a
collection of nonempty subsets of E such that
⋃Mα = E and for all M, N ∈Mα , M ⊆ N
implies M = N .
We now introduce the definition of a closed set system which differs slightly from the clas-
sical definition of a Moore family.
DEFINITION 2.5 (SET SYSTEM). A set system on E is a collection of nonempty subsets
of E that contains E . To say that S is a closed set system will mean that S is a set system that
is closed under nonempty finite intersections.
NOTATION 2.6. Given a closed set system S, for each subset A of E , we will denote A?S
as the element of S defined by:
A?S =
⋂
{X ∈ S : A ⊆ X}.
When there is no possibility of ambiguity, we will write A? instead of A?S . With respect to
set inclusion, A? may then be defined as the smallest element of S that contains A. Therefore
A ∈ S if and only if A = A?. Furthermore, it is clear that the mapping A 7→ A? is a closure
operator on P(E) \ {∅}.
DEFINITION 2.7 (INDEXING SET SYSTEMS). A valued set system on E is a pair (S, f )
where S is a set system on E and f is a map from S into R+. By abusing the definition
slightly, we can also say that (S, f ) is a valued set system if S is a set system on E and f is
a map defined from a set containing S into R+.
Moreover, if the set system S is closed, then we will also say that the valued set system
(S, f ) is closed.
A valued set system (S, f ) will be said to be
(i) a pre-indexed set system if f is isotone, i.e.,
∀A, B ∈ S, A ⊂ B H⇒ f (A) ≤ f (B).
(ii) an indexed set system if f is strictly isotone, i.e.,
∀A, B ∈ S, A ⊂ B H⇒ f (A) < f (B).
Each valued set system (S, f ) induces a symmetric mapping ρ which is defined on E × E
by ρ(x, y) = min { f (X) : {x, y} ⊆ X ∈ S} for every (x, y) ∈ E × E . It is clear that ρ is a
pseudo-dissimilarity on E for any valued set system (S, f ). Moreover, note that if (S, f ) is
closed and pre-indexed, then:
∀x, y ∈ E, ρ(x, y) = f ({x, y}?).
LEMMA 2.8. Let (S, f ) be a pre-indexed closed set system, and let ρ be the pseudo-
dissimilarity induced by (S, f ). Then diamρ A ≤ diamρ A? ≤ f (A?) for every subset A
of E.
PROOF. By definition of the diameter, diamρ A ≤ diamρ A?, since A ⊆ A?. Moreover,
(S, f ) is closed and pre-indexed, and thus ρ(x, y) = f ({x, y}?) for all x, y ∈ E . However, if
x, y ∈ A?, then ρ(x, y) = f ({x, y}?) ≤ f (A?). Hence diamρ A? ≤ f (A?). 2
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REMARK 2.9. Let (S, f ) be a pre-indexed closed set system, and let ρ be the pseudo-
dissimilarity induced by (S, f ). It follows from Lemma 2.8 that diamρX ≤ f (X) for every
X ∈ S.
EXAMPLE 2.10. Let E = {a, b, c, d} and (S, f ) be the pre-indexed closed set system
defined by:
3 E
2 {a, d}, {b, d}, {c, d}, {d}
1 {a, b}, {a, c}, {b, c}, {c}
0 {a}, {b}
Then (S, f ) induces the pseudo-dissimilarity ρ which is defined by:
a b c d
a 0 1 1 2
b – 0 1 2
c – – 1 2
d – – – 2
Denoting A = {a, b, c}, we have diamρ A = 1 and A? = E . It may be noted that diamρ A =
1 < diamρ A? = 2 < f (A?) = 3. Hence, this example points out the fact that each of the
three inequalities of Lemma 2.8 can be strict.
In the sequel, we investigate the collection of all weakly indexed set systems that includes
the collection of all indexed set systems.
DEFINITION 2.11 (WEAKLY INDEXED SET SYSTEMS). Let (S, f ) and (T , g) be two pre-
indexed set systems defined on E . We will say that (S, f ) is weakly indexed with respect to
(T , g) if for every A ∈ S and every B ∈ T , we have
(A ⊂ B and f (A) = g(B)) H⇒ A =
⋂
{X ∈ T : A ⊂ X}.
If (S, f ) is weakly indexed with respect to (S, f ), then we will say that (S, f ) is weakly
indexed. In other words, a pre-indexed set system (S, f ) is said to be weakly indexed if
∀ A, B ∈ S (A ⊂ B and f (A) = f (B)) H⇒ A =
⋂
{X ∈ S : A ⊂ X}.
REMARK 2.12. For any valued set system (S, f ), we have:
(S, f ) is indexed H⇒ (S, f ) is weakly indexed H⇒ (S, f ) is pre-indexed.
Moreover, if T is a set system such that T ⊆ S, then it is easy to check that
(S, f ) is indexed H⇒ (S, f ) is weakly indexed w.r.t. (T , f ).
The next notation follows the terminology introduced by Bandelt and Dress [3].
NOTATION 2.13. Given a valued set system (S, f ), we will denote M( f ) as the sub-
collection of S defined byM( f ) = {X ∈ S : f (X) < f (Y ) for all Y ∈ S such that X ⊂ Y }.
It is clear that (S, f ) is indexed if and only if S =M( f ). It is also straightforward to check
that if (S, f ) is pre-indexed, then (M( f ), f ) is indexed. The next two results are concerned
with the collection M̂( f ) of all nonempty intersections of elements ofM( f ).
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LEMMA 2.14. If (S, f ) is a pre-indexed set system, then (M̂( f ), f ) is weakly indexed.
PROOF. Let us consider a pre-indexed set system (S, f ), and let A, B ∈ M̂( f ) such that
A ⊂ B and f (A) = f (B). If A ∈M( f ), then f (A) < f (B) by definition ofM( f ). This is
contradictory. Therefore, A ∈ M̂( f )\M( f ), and so there exists some sub-collection {Mi }i∈I
ofM( f ) such that A = ⋂{Mi : i ∈ I }. Therefore A = ⋂{M ∈ M( f ) : A ⊂ M}, since
A 6∈M( f ). Hence A =⋂{N ∈ M̂( f ) : A ⊂ N }, as required. 2
LEMMA 2.15. Let (S, f ) be a pre-indexed closed set system defined on E. Then M̂( f ) =
M( f ) if and only if (M̂( f ), f ) is indexed.
PROOF. Assume that M̂( f ) = M( f ), and let A, B ∈ M̂( f ) such that A ⊂ B. Since
M̂( f ) =M( f ), the equality f (A) = f (B) cannot be satisfied. Then f (A) < f (B) since f
is isotone. Thus (M̂( f ), f ) is indexed. Conversely, assume that (M̂( f ), f ) is indexed, and
let A = ⋂{Mi : i ∈ I } where {Mi }i∈I designates some sub-collection ofM( f ). Note that
A ∈ S since the set system S is assumed to be closed. Let us consider a maximal element A˜
(with respect to set inclusion) of the collection {X ∈ S : A ⊆ X and f (A) = f (X)} which
contains A. The subset A˜ is clearly an element ofM( f ) that satisfies A ⊆ A˜ with f (A) =
f ( A˜). However, (M̂( f ), f ) is indexed, and thus A = A˜. This proves that A ∈ M( f ), and
consequently M̂( f ) =M( f ). 2
Bandelt and Dress [3] have proved that given a pre-indexed set system (S, f ) and a set
system T ⊇ S, there exists a unique extension g of f defined on T , such that g is isotone and
M(g) ⊆ S. We give another proof of this result by using a set theoretical formulation.
PROPOSITION 2.16. Let (S, f ) be a pre-indexed set system defined on E, and let (T , g) be
a valued set system on E such that T ⊇ S and gS = f , where gS designates the restriction
of g to the set system S. Then the following conditions are equivalent:
(i) g is isotone andM(g) ⊆ S;
(ii) g(A) = min { f (X) : A ⊆ X ∈ S} for all A ∈ T .
PROOF. (i) ⇒ (i i). Assuming (i) holds, let us consider an element A, of T . If A ∈ S
then g(A) = f (A) = min{ f (X) : A ⊆ X ∈ S} since f is isotone. Let us now assume that
A ∈ T \S, and consider a maximal element A˜ (with respect to set inclusion) of the collection
of subsets 0A = {X ∈ T : A ⊆ X and g(A) = g(X)}. If A˜ ⊂ Y ∈ T , then g( A˜) < g(Y ),
otherwise A˜ would not be maximal in 0A. Hence A˜ ∈ M(g), and A˜ ∈ S which implies
that g(A) = f ( A˜). On the other hand, assume that a subset X ∈ S contains A. We deduce
f ( A˜) = g(A) ≤ g(X) = f (X), since g is isotone. Therefore f ( A˜) = g(A) = min{ f (X) :
A ⊆ X ∈ S} for all A ∈ T \ S. We then conclude that (i i) is satisfied.
(i i) ⇒ (i). We suppose that g(A) = min{ f (X) : A ⊆ X ∈ S} for all A ∈ T . It is
straightforward to prove that g is isotone. Let us now consider an element X ofM(g) , i.e., a
subset X ∈ T such that X ⊂ Y ∈ T implies g(X) < g(Y ). Let X˜ be an element of S such that
X ⊆ X˜ and f (X˜) = min { f (Y ) : X ⊆ Y ∈ S}. Hence X ⊆ X˜ and g(X) = f (X˜) = g(X˜) by
(i i). It follows that X = X˜ , otherwise X ⊂ X˜ would contradict the hypothesis X ∈M(g).
ThereforeM(g) ⊆ S and (i) holds. 2
LEMMA 2.17. Let (S, f ) and (T , g) be two pre-indexed set systems defined on E such
that T ⊇ S. If g(A) = min { f (X) : A ⊆ X ∈ S} for all A ∈ T , thenM( f ) ⊆M(g).
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PROOF. Let M ∈M( f ), and assume that there exists X ∈ T such that M ⊂ X . If X ∈ S,
then g(X) = f (X), and therefore g(M) = f (M) < g(X) = f (X), since M ∈ M( f ). If
X ∈ T \ S, then there exists Y ∈ S such that X ⊆ Y and g(X) = f (Y ). We then deduce
M ⊂ Y and thus g(M) = f (M) < f (Y ) = g(X), since M ∈ M( f ). This proves that
M ∈M(g), as required. 2
NOTATION 2.18. Given a valued set system (S, f ), we denoteW( f ) as the collection of
subsets X in S such that X =⋂X⊂Z∈S Z whenever there exists Y ∈ S satisfying X ⊂ Y and
f (X) = f (Y ).
REMARK 2.19. It should be noted that a valued set system (S, f ) is weakly indexed if and
only if S = W( f ). We may also note that W( f ) contains the elements X of S such that
f (X) 6= f (Y ) for any Y ∈ S satisfying X ⊂ Y . It follows thatM( f ) ⊆W( f ).
PROPOSITION 2.20. Let (S, f ) and (T , g) be two pre-indexed set systems defined on E,
such that T ⊇ S and gS = f , where gS designates the restriction of g to the set system S.
Then the following properties hold:
(1) S ⊆M(g) if and only if (S, f ) is indexed;
(2) S ⊆ M̂(g) if and only if (S, f ) is weakly indexed with respect to (M(g), g).
PROOF. (1) Assume S ⊆ M(g), and let us consider A, B ∈ S such that A ⊂ B. Since
S ⊆ M(g), we have g(A) < g(B), and thus f (A) < f (B) as required. Conversely, given
an indexed set system (S, f ), let us consider an element A of S and an element B of T such
that A ⊂ B. Therefore, if Y ∈ S and A ⊂ Y , we have f (A) < f (Y ). Then f (A) < g(B) =
min{ f (Y ) : B ⊆ Y ∈ S} and consequently g(A) < g(B). This establishes that A ∈M(g),
and thus S ⊆M(g).
(2) Assume S ⊆ M̂(g) and let us consider A ∈ S and B ∈M(g) such that A ⊂ B with
f (A) = g(B). Hence g(A) = g(B), and thus A 6∈ M(g). Since S ⊆ M̂(g), there exists
a sub-collection {Mi }i∈I of M(g), such that A = ⋂{Mi : i ∈ I }. Since A 6∈ M(g), we
deduce that A = ⋂{M ∈ M(g) : A ⊂ M}, as required. Conversely, let us assume that
(S, f ) is weakly indexed with respect to (M(g), g). We consider A ∈ S and we suppose that
A 6∈ M(g). Therefore there exists X ∈ T satisfying A ⊂ X and g(A) = g(X), since g is
isotone. Let us denote A˜ as a maximal element of the nonempty collection {X ∈ T : A ⊂
X and g(A) = g(X)}. Then A˜ ∈M(g) and we have A ⊂ A˜ together with f (A) = g(A) =
g( A˜). But (S, f ) is weakly indexed w.r.t. to (M(g), g), therefore A = ⋂{M ∈M(g) : A ⊂
M} and thus A ∈ M̂(g), which proves that S ⊆ M̂(g) is satisfied. 2
Property (1) of the next Corollary is contained in Theorem A of Bandelt and Dress [3].
COROLLARY 2.21. Let (S, f ) be a pre-indexed set system on E, and let T be a set system
such that T ⊇ S. Let us consider the mapping g : T → R+ defined by g(A) = min{ f (X) :
A ⊆ X ∈ S}. Then the following properties hold:
(1) M(g) = S if and only if (S, f ) is indexed;
(2) M̂(g) = Ŝ if and only if (S, f ) is weakly indexed with respect to (M(g), g).
PROOF. From the definition of the map g and from Proposition 2.16, we first note that
gS = f andM(g) ⊆ S.
(1) By Proposition 2.20(1), S ⊆M(g) if and only if (S, f ) is indexed, so (1) holds.
(2) By Proposition 2.20(2), S ⊆ M̂(g) (or equivalently, Ŝ ⊆ M̂(g)) holds if and only
if (S, f ) is weakly indexed w.r.t. (M(g), g). On the other hand,M(g) ⊆ S holds from the
definition of g, and consequently M̂(g) ⊆ Ŝ, which proves that property (2) holds. 2
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PROPOSITION 2.22. Let (S, f ) be a pre-indexed closed set system on E. Then M̂( f ) ⊆
W( f ), and the following properties are equivalent:
(i) S = M̂( f );
(ii) (S, f ) is weakly indexed with respect to (M( f ), f );
(iii) (S, f ) is weakly indexed.
PROOF. Let (S, f ) be a pre-indexed closed set system on E , and let X be an arbitrary
element of M̂( f ). If X ∈M( f ), then X ∈W( f ) as it has been pointed out by Remark 2.19.
Now, if X ∈ M̂( f ) \M( f ), then X ∈ S for S is a closed set system. Moreover, there exists
a sub-collection {Mi }i∈I ofM( f ) such that X = ⋂i∈I Mi . Therefore X = ⋂{M ∈M( f ) :
X ⊂ M}, since X 6∈M( f ). Hence X = ⋂{Y ∈ S : X ⊂ Y }. This proves that X ∈ W( f ),
and consequently M̂( f ) ⊆W( f ).
(i)⇐⇒ (i i) derives from Corollary 2.21 where (T , g) = (S, f ).
(i) H⇒ (i i i) is a consequence of Lemma 2.14.
Let us now prove that (i i i) H⇒ (i). Since S is closed, we need only to prove S ⊆ M̂( f ).
Let m1, . . . ,mr be the sequence of the sizes of all elements in S, arranged in decreasing
order. If r = 1, then S = {E} and therefore S ⊆ M̂( f ). Let us now assume r > 1. Given an
arbitrary element A of S, we have to prove that A ∈ M̂( f ). We will proceed by induction on
the index i ≤ r , where mi designates the size of A.
• i = 1 : #A = m1, then A = E . It is then clear that A ∈M( f ).
• i = 2 : #A = m2. Assume A 6∈ M( f ), then there is B ∈ S such that A ⊂ B and
f (A) = f (B). Therefore A = ⋂{X ∈ S : A ⊂ X} by (i i i). This is contradictory with the
fact that E is the only subset X in S such that A ⊂ X , since #A = m2. Thus if i = 2, then
A ∈M( f ).
• Let us now consider an index i ≥ 3, and suppose that if X ∈ S and #X > mi , then X ∈
M̂( f ). We assume that #A = mi , and we want to prove that A ∈ M̂( f ). If A ∈ S \M( f ),
then there exists B ∈ S such that A ⊂ B and f (A) = f (B). By (i i i), we deduce that
A =⋂{X ∈ S : A ⊂ X}.
Then, using the induction hypothesis for each element in the collection {X ∈ S : A ⊂ X},
it follows that A ∈ M̂( f ). We conclude that A ∈ M̂( f ) for any subset A in S, so the proof
is complete. 2
3. SET SYSTEM OF ALL MAXIMAL LINKED SUBSETS OF A PSEUDO-DISSIMILARITY
In this section, we aim to characterize the pre-indexed set systems (S, f ) satisfying M̂L(Tρ)
⊆ S and/or S ⊆ M̂L(Tρ), together with the function f coinciding with diamρ , where ρ de-
notes the pseudo-dissimilarity induced by (S, f ).
From Remark 2.3, we first note that ML(T δ) = M(diamδ), when diamδ is viewed as
the index function of the pre-indexed set system (P(E) \ {∅}, diamδ). Hence, the results in
Section 2 lead directly to the following two corollaries.
COROLLARY 3.1. Let (S, f ) be a pre-indexed closed set system defined on E, and let δ be
a pseudo-dissimilarity on E. Then the following are equivalent:
(i) M̂L(T δ) ⊆ S;
(ii) diamδA = diamδA?S , for every nonempty subset A of E.
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PROOF. Since S is closed, diamδA? = min {diamδX : A ⊆ X ∈ S}, for all nonempty
subset A of E . Then the proof of the corollary derives from applying Proposition 2.16 with
(T , g) = (P(E) \ {∅}, diamδ). 2
The equivalence in the next corollary comes from Proposition 2.20(2).
COROLLARY 3.2. Let (S, f ) be a pre-indexed set system defined on E and let δ be a
pseudo-dissimilarity on E. Then the following statements are equivalent:
(i) S ⊆ M̂L(T δ),
(ii) (S, diamδ) is weakly indexed with respect to (ML(T δ), diamδ).
Using Corollaries 3.1 and 3.2 with the pseudo-dissimilarity δ chosen as the pseudo-dissimil-
arity ρ induced by (S, f ), we obtain a characterization of the condition M̂L(Tρ) = S.
In order to obtain another characterization of the condition M̂L(Tρ) = S, let us now intro-
duce a different point of view which is inspired by a property due to Gilmore [16] (see also
Berge [7] for a more general property). This property asserts that a covering F of E is the
collection of all maximal cliques of a graph if and only if, for any C1,C2,C3 ∈ F , the subset
(C1 ∩ C2) ∪ (C3 ∩ C2) ∪ (C1 ∩ C3) is contained in some element of F .
Hereafter, we introduce a condition denoted (G), that extends the characterization of
Gilmore, to the case of valued set systems. This condition (G) has first been considered by
Batbedat [4], and then extended by Bandelt and Dress [3] to the case of n+ 1 subsets in S for
any n ≥ 2.
DEFINITION 3.3. We will say that a valued set system (S, f ) satisfies condition (G) if for
all C1, C2, C3 in S , there exists B in S such that:{ f (B) ≤ max{ f (C1), f (C2), f (C3)};
B ⊇ (C1 ∩ C2) ∪ (C3 ∩ C2) ∪ (C1 ∩ C3).
Furthermore, if the valued set system (S, f ) is closed and pre-indexed, then it is straight-
forward to prove that (G) is equivalent to the following:
∀ C1,C2,C3 ∈ S, not pairwise disjoint, f
([ ⋃
1≤i< j≤3
(Ci ∩ C j )
]?)
≤ max
1≤i≤3
f (Ci ).
Let us point out an equivalent formulation of condition (G).
PROPOSITION 3.4. For any closed pre-indexed set system (S, f ), condition (G) is equiv-
alent to condition (H) defined by:
For all C1,C2,C3 ∈ S, f ((C1 ∪ C2 ∪ C3)?) = max
1≤i< j≤3
f ((Ci ∪ C j )?). (H)
PROOF. (G) ⇒ (H). Let us consider C1,C2,C3 in S, and for i ∈ [1, 3] let Di = (C j ∪
Ck)? with { j, k} = [1, 3] \ {i}. We have Ci ⊆ D j ∩ Dk for {i, j, k} = {1, 2, 3}, and then( ⋃
1≤i≤3
Ci
)?
⊆
[ ⋃
1≤i< j≤3
(Di ∩ D j )
]?
.
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Applying (G), we have
f
(( ⋃
1≤i≤3
Ci
)?)
≤ f
([ ⋃
1≤i< j≤3
(Di ∩ D j )
]?)
≤ max
1≤i≤3
f (Di ).
On the other hand, for any i ∈ {1, 2, 3} we have Di ⊆ (C1 ∪ C2 ∪ C3)?, by definition of the
subsets Di . We then conclude that
f
(( ⋃
1≤i≤3
Ci
)?)
= max
1≤i≤3
f (Di ),
and consequently (H) holds.
(H)⇒ (G). Let us consider C1,C2,C3 in S and, for i ∈ [1, 3] denote Bi = C j ∩ Ck with
{ j, k} = [1, 3] \ {i}. Using the hypothesis (H), we deduce that
f
([ ⋃
1≤i< j≤3
(Ci ∩ C j )
]?)
= f
(( ⋃
1≤i≤3
Bi
)?)
= max
1≤i< j≤3
f ((Bi ∪ B j )?).
However, Bi ∪ B j ⊆ Ck for {i, j, k} = {1, 2, 3}, and then f ((Bi ∪ B j )?) ≤ f (Ck). This
proves that (G) holds. 2
PROPOSITION 3.5. Let (S, f ) be a pre-indexed closed set system, and let ρ be the pseudo-
dissimilarity induced by (S, f ). Then the following conditions are equivalent:
(i) (S, f ) satisfies (G);
(ii) for any nonempty subset A of E, diamρ A = f (A?);
(iii) for any nonempty subset A of E, diamρ A = diamρ A? and for any element X of S,
diamρX = f (X);
(iv) M̂L(Tρ) ⊆ S and f coincides with diamρ .
PROOF. (i) H⇒ (i i). In order to set (i i), we proceed by induction on the size m of the
subset A.
• m = 1: If A = {a}, then diamρ A = ρ(a, a) = f ({a}?), and consequently diamρ A =
f (A?).
• m = 2: Let us consider a subset A of size 2, i.e., A = {a1, a2}. Therefore diamρ A =
ρ(a1, a2), and since ρ(a1, a2) = f ({a1, a2}?), we have diamρ A = f (A?).
• Let us suppose that (i i) holds for any subset of size less than or equal to m − 1 (with
m ≥ 3). Given a subset A of E of size m, we are left to prove that diamρ A = f (A?).
Since the size of A is greater than or equal to 3, there exist three distinct subsets of A which
constitute a partition of A. Let {A1, A2, A3} be such a partition of A, and let Bi = A \ Ai
for every i ∈ [1, 3]. Then diamρBi = f (B?i ) by the induction hypothesis. Moreover, (S, f )
satisfies (G). Therefore:
f
([ ⋃
1≤i< j≤3
(B?i ∩ B?j )
]?)
≤ max { f (B?i ) : i ∈ [1, 3]}.
We deduce that:
f
([ ⋃
1≤i< j≤3
(B?i ∩ B?j )
]?)
≤ max {diamρBi : i ∈ [1, 3]} ≤ diamρ A.
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Furthermore, for all {i, j, k} = [1, 3], we have:
Ai ⊆ B j ∩ Bk .
Then Ai ⊆ B?j ∩ B?k , and consequently A ⊆
⋃
1≤i< j≤3(B?i ∩ B?j ). It follows that:
f (A?) ≤ f
([ ⋃
1≤i< j≤3
(B?i ∩ B?j )
]?)
≤ diamρ A.
By Lemma 2.8, we deduce that diamρ A = f (A?), i.e., (i i) holds for any subset of size m.
(i i) H⇒ (i i i). If X ∈ S, then X = X?. Therefore diamρX = f (X) from (i i). Moreover,
if A is a subset of E , then diamρ A = diamρ A? from (i i) and Lemma 2.8.
(i i i) H⇒ (i). Let C1, C2, C3 be three elements in S and let A =⋃1≤i< j≤3(Ci ∩C j ). By
definition of A, for all x, y ∈ A, there exists i ∈ [1, 3] such that x, y ∈ Ci , and then:
diamρ A ≤ max {diamρCi : i ∈ [1, 3]}.
Otherwise, diamρ A = diamρ A? = f (A?) and diamρCi = f (Ci ) for every i ∈ [1, 3], by
(i i i). We then deduce that:
f (A?) ≤ max { f (Ci ) : i ∈ [1, 3]}.
Since A =⋃1≤i< j≤3(Ci ∩ C j ), it follows that (i) holds.
(i i i) ⇐⇒ (iv). By Corollary 3.1, M̂L(Tρ) ⊆ S if and only if diamρ A = diamρ A? for
any nonempty subset A of E . Hence (i i i) ⇐⇒ (iv). 2
REMARK 3.6. Let us note that (i i i) in Proposition 3.5 is the conjunction of the following
two properties:
(1) for any subset A of E , diamρ A = diamρ A?;
(2) for any element X ∈ S, diamρX = f (X).
In order to point out that properties (1) and (2) are logically independent, we will consider
two counterexamples.
COUNTEREXAMPLE 1. Let E = {a, b, c} and let (S, f ) be the indexed closed set system
that is defined as follows:
4 E
3 {a, b}
2 {b, c}
1 {a, c}
0 {a}, {b}, {c}
The indexed set system (S, f ) induces the dissimilarity ρ which is given below:
b c
a 3 1
b – 2
We then observe that:
ML(Tρ) = M̂L(Tρ) = {E, {b, c}, {a, c}, {a}, {b}, {c}} ⊆ S.
Hence, (1) holds by Corollary 3.1. Furthermore, diamρE = 3 and f (E) = 4, then (2) is not
satisfied. Therefore (1) H⇒ (2) is not satisfied.
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COUNTEREXAMPLE 2. Let E = {a, b, c, d} and let (S, f ) be the indexed closed set sys-
tem that is defined as follows:
4 E
3 {a, b}
2 {b, c}
1 {a, c}
0 {a}, {b}, {c}, {d}
The indexed set system (S, f ) induces the dissimilarity ρ which is given below:
b c d
a 3 1 4
b – 2 4
c – – 4
Then we observe that the map f is equal to diamρ , i.e., (2) is satisfied. On the other hand,
diamρ{a, b, c} 6= diamρ{a, b, c}?, since {a, b, c}? = E , and therefore (1) is not satisfied.
Consequently (2) H⇒ (1) does not hold.
PROPOSITION 3.7. Each pseudo-dissimilarity δ defined on E satisfies the following prop-
erties:
(1) (M̂L(T δ), diamδ) induces δ,(2) (M̂L(T δ), diamδ) satisfies (G),(3) (M̂L(T δ), diamδ) is weakly indexed.
PROOF. (1) Let ρ be the pseudo-dissimilarity induced by (M̂L(T δ), diamδ), and let x, y ∈
E . From the definition of T δ, there exists Mxy ∈ ML(T δ) such that x, y ∈ Mxy and diamδMxy
= δ(x, y). Therefore δ(x, y) ≥ ρ(x, y). On the other hand, diamδA ≥ δ(x, y) for every sub-
set A of E such that x, y ∈ A. Thus, if A ∈ M̂L(T δ) and x, y ∈ A, then diamδA ≥ δ(x, y).
Then ρ(x, y) ≥ δ(x, y) and consequently ρ(x, y) = δ(x, y). Hence δ = ρ.
(2) From (1), the valued set system (S, f ) = (M̂L(T δ), diamδ) induces δ, and (M̂L(T δ),
diamδ) is clearly closed and pre-indexed. Then, for every subset A of E , we obtain diamδA =
diamδA? by Corollary 3.1. Since f is equal to diamδ and ρ = δ here, we deduce that
diamρ A = f (A?), and by Proposition 3.5, property (2) holds.
(3) This a consequence of Lemma 2.14. 2
REMARK 3.8. Let us consider a pseudo-dissimilarity δ defined on E , together with a pre-
indexed set system (S, f ) such that:
S ⊆ M̂L(T δ) and f ≥ diamδ. (α)
Since (M̂L(T δ), diamδ) induces δ, we easily deduce that the pseudo-dissimilarities δ′ induced
by the pre-indexed set systems satisfying (α) are such that δ′ ≥ δ. Thus, the characterization
of the condition S ⊆ M̂L(T δ) given by Corollary 3.2(ii), provides a simple way to define a
class of pseudo-dissimilarities δ′ such that δ′ ≥ δ. Then, in order to approximate the pseudo-
dissimilarity δ, it might be worthwhile to determine a minimal element δ? in the intersection
of this class and some class of dissimilarities of particular interest.
PROPOSITION 3.9. Let (S, f ) be a pre-indexed closed set system and let ρ be the pseudo-
dissimilarity induced by (S, f ). Then the following are equivalent:
738 P. Bertrand
(i) (S, f ) is weakly-indexed and satisfies (G),
(ii) (S, f ) = (M̂L(Tρ), diamρ).
PROOF. Proposition 3.7 shows that (i i) H⇒ (i), so that we need only to prove (i) H⇒ (i i).
Let us then consider a weakly indexed set system (S, f ) that satisfies (G). By Proposition 3.5,
M̂L(Tρ) ⊆ S and f coincides with diamρ , so it is sufficient to prove S ⊆ M̂L(Tρ).
Applying Proposition 3.5(i i), we deduce that for any nonempty subset A of E , diamρ A =
f (A?). It follows that diamρ A = min { f (X) : A ⊆ X ∈ S}. Therefore, applying Lemma 2.17
with T = P(E) \ {∅} and g = diamρ , we obtainM( f ) ⊆M(diamρ) = ML(Tρ). On the
other hand, S = M̂( f ) by Proposition 2.22(i). Hence S = M̂( f ) ⊆ M̂L(Tρ), and so the
proof is complete. 2
PROPOSITION 3.10. Let (S, f ) be a pre-indexed closed set system, and let ρ be the pseudo-
dissimilarity induced by (S, f ). If (S, f ) satisfies (G), then the following conditions are
equivalent:
(i) (S, f ) is indexed,
(ii) S = M̂L(Tρ) = ML(Tρ).
PROOF. Since (S, f ) satisfies (G), it comes from Proposition 3.5, that for every nonempty
subset A of E ,
diamρ A = f (A?) = min { f (X) : A ⊆ X ∈ S}.
Then, we apply Corollary 2.21 with (T , g) = (P(E) \ {∅}, diamρ), and we deduce that
(S, f ) is indexed if and only if S = ML(Tρ). However S is closed, therefore the condition
S = ML(Tρ) is equivalent to S = M̂L(Tρ) = ML(Tρ). 2
Using the notion of a weak hierarchy introduced by Bandelt and Dress [2] (see the next def-
inition), Proposition 3.12 asserts that if (S, f ) is an indexed closed set system, then condition
(G) is equivalent to S being a weak hierarchy.
DEFINITION 3.11. A set system S is called a weak hierarchy if for all C1,C2,C3 ∈ S, the
intersection C1 ∩ C2 ∩ C3 is equal to one of the pairwise intersections C1 ∩ C2, C2 ∩ C3 and
C1 ∩ C3.
PROPOSITION 3.12. Let (S, f ) be an indexed closed set system. Then the following con-
ditions are equivalent:
(i) (S, f ) satisfies (G);
(ii) S is a weak hierarchy.
PROOF. (i)⇒ (i i). We shall prove the contrapositive implication. Let us then assume that
there exist C1,C2,C3 in S such that C1 ∩ C2 ∩ C3 6∈ {C1 ∩ C2,C2 ∩ C3,C1 ∩ C3}. Hence,
there exist x1, x2, x3 ∈ E such that xi ∈ C j if and only if i 6= j . It follows that for any
i ∈ [1, 3], xi ∈ C j ∩ Ck for { j, k} = [1, 3] \ {i}. Hence xi ∈ B for i ∈ [1, 3], where
B =
[⋃
1≤i< j≤3(Ci ∩ C j )
]?
.
For i ∈ [1, 3], denoting B ∩Ci by Di , we derive Di ∩D j = B ∩Ci ∩C j and consequently:⋃
1≤i< j≤3
(Di ∩ D j ) =
⋃
1≤i< j≤3
(B ∩ Ci ∩ C j ) = B ∩
[ ⋃
1≤i< j≤3
(Ci ∩ C j )
]
.
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Using the definition of B, we obtain:⋃
1≤i< j≤3
(Di ∩ D j ) =
⋃
1≤i< j≤3
(Ci ∩ C j ),
and consequently B =
[⋃
1≤i< j≤3(Di ∩ D j )
]?
. Furthermore, for any i ∈ [1, 3], we have
Di = B ∩ Ci ⊂ B which is a strict inclusion, since xi 6∈ Ci and xi ∈ B. We then deduce that
f (Di ) < f (B) for all i ∈ [1, 3], and this proves that (i) is not satisfied.
(i i) ⇒ (i). Let us consider three elements C1,C2,C3 in S, and let us denote D = (C1 ∩
C2)∪ (C2 ∩C3)∪ (C1 ∩C3). By (i i), there exist i, j distinct in [1, 3] such that C1 ∩C2 ∩C3
is equal to Ci ∩ C j . Without any loss of generality, we may assume that C1 ∩ C2 ∩ C3 =
C1 ∩ C2. It follows that D = (C2 ∩ C3) ∪ (C1 ∩ C3), and therefore D ⊆ C3. We deduce that
f (D?) ≤ f (C3) which proves that (i) is satisfied. 2
4. SOME GENERAL ONE–ONE CORRESPONDENCES IN MATHEMATICAL
CLASSIFICATION
In this section, we denote C as the collection of weakly indexed closed set systems on E
satisfying (G). We also denote D˜ as the collection of pseudo-dissimilarities on E .
We define the mapping φ : C → D˜ by φ((S, f )) = ρ, where ρ is the pseudo-dissimilarity
induced by (S, f ). We also consider the mapping ψ defined on D˜ by ψ(δ) = (M̂L(T δ),
diamδ). From Proposition 3.7(2) and (3), ψ maps the set D˜ into C.
THEOREM 4.1. The mapping φ is a one–one correspondence from the collection C of
weakly indexed closed set systems satisfying (G), onto the set D˜ of pseudo-dissimilarities
on E. The converse of this one–one correspondence is given by the mapping ψ .
PROOF. The theorem will be proved if we show that φ ◦ ψ and ψ ◦ φ coincide with the
identities IC and ID˜ which are defined, respectively, on the sets C and D˜.
From Proposition 3.7(1), we have φ ◦ ψ(δ) = φ((M̂L(T δ), diamδ)) = δ for any pseudo-
dissimilarity δ. Hence φ ◦ ψ = ID˜.
Let (S, f ) ∈ C and let ρ = φ((S, f )) be the pseudo-dissimilarity induced by (S, f ).
Then by Proposition 3.9, (S, f ) = (M̂L(Tρ), diamρ), and consequently (S, f ) = ψ(ρ) =
ψ ◦ φ((S, f )). Therefore ψ ◦ φ = IC . 2
NOTATION 4.2. We will investigate four particular sub-collections of C. The first one is the
sub-collection, denoted by Cd , of all the valued set systems (S, f ) in C such that
⋃ f −1(0) =
E , or in other words such that: ⋃
{A : f (A) = 0} = E .
It should be noted that this condition does not imply that {A : f (A) = 0} is a covering of E .
Furthermore, we will denote Csp as the sub-collection of all the valued set systems (S, f ) in
C such that f −1(0) is a partition of E . We will also consider the sub-collection Cp of all the
valued set systems (S, f ) in C such that f −1(0) is the collection of all singletons of E . This
is equivalent to saying that for any A ⊆ E , we have:
#A = 1 ⇐⇒ (A ∈ S and f (A) = 0).
At last, we will consider the sub-collection Cwh of all the indexed set systems that are elements
of Cd .
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REMARK 4.3. By Proposition 3.12, note that Cwh is the collection of all the indexed closed
weak hierarchies that belong to Cd . It should also be noticed that an indexed closed weak hier-
archy belongs to Cd if and only if f −1(0) is a partition of E : this follows from
⋃ f −1(0) = E
together with the fact that f is a strictly isotone map and S is closed. Hence, Cwh is the col-
lection of all the indexed closed weak hierarchies whose clusters at level 0 form a partition of
E . Therefore, the following inclusion relations hold:
(Cp ∪ Cwh) ⊆ Csp ⊆ Cd .
In the following, we will focus on the restrictions of the map φ to the classes Cd , Csp, Cp
and Cwh.
PROPOSITION 4.4. By restriction, φ defines a one–one correspondence from Cd onto the
set of dissimilarities on E.
PROOF. Let us consider a valued set system (S, f ) in Cd , and denote ρ as the pseudo-
dissimilarity induced by (S, f ). By definition of Cd , for each x ∈ E there exists Ax ∈ S such
that f (Ax ) = 0 and x ∈ Ax . So ρ(x, x) = 0. Therefore ρ = φ((S, f )) is a dissimilarity on E ,
and so φ(Cd) is included into the set of dissimilarities on E . Moreover, if δ is a dissimilarity on
E , and x any element in E , then there is an ML -set at level 0 that contains x . This proves that
if δ is a dissimilarity on E , then (M̂L(T δ), diamδ) ∈ Cd . However, since (M̂L(T δ), diamδ) =
ψ(δ) and then φ((M̂L(T δ), diamδ)) = φ ◦ψ(δ) = δ by Theorem 4.1, it follows that φ(Cd) is
equal to the set of dissimilarities on E . Thus, by using Theorem 4.1 again, the result holds.2
LEMMA 4.5. If a dissimilarity δ is semiproper, then for every x in E, there exists a unique
maximal linked subset at level 0 which contains x.
PROOF. Let us first remark that δ(x, x) = 0, and therefore there exists at least one maximal
linked subset M at level 0 such that x ∈ M . In order to establish the uniqueness of M , it is
sufficient to prove that N ⊆ M , where N designates any linked subset at level 0 which
contains x . For any y ∈ N , we have δ(y, x) = 0, since N is linked at level 0. We deduce that
δ(y, w) = δ(x, w) = 0 for any w ∈ M , since δ is semiproper. However this proves y ∈ M ,
and therefore N ⊆ M . 2
NOTATION 4.6. In the sequel, when a dissimilarity δ is semiproper, we will denote Mx as
the unique maximal linked subset at level 0 which contains x .
LEMMA 4.7. Let us consider the valued set system (M̂L(T δ), diamδ), and let δ be a semi-
proper dissimilarity, then:
(1) ∀M ∈ ML(T δ), ∀x ∈ M, Mx ⊆ M;(2) diam−1δ (0) = {Mx : x ∈ E} is a partition of E.
PROOF. (1) Let M be an ML -set at level h, and let x ∈ M . If y ∈ Mx , then δ(y, x) = 0
by definition of Mx . We deduce δ(y, w) = δ(x, w) for any w ∈ M , since δ is semiproper.
Therefore δ(y, w) ≤ h for any w ∈ M . Consequently y ∈ M , and so Mx ⊆ M .
(2) Let us assume that Mx ∩ My 6= ∅, i.e., that there exists u ∈ Mx ∩ My . By Lemma 4.5,
Mx = Mu = My , which proves that {Mx : x ∈ E} is a partition of E .
Let us now prove that diam−1δ (0) = {Mx : x ∈ E}. By definition of the sets Mx , we
need only to prove that diam−1δ (0) is included in {Mx : x ∈ E}. Let us consider a subset
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A ∈ diam−1δ (0), i.e., A ∈ M̂L(T δ) and diamδA = 0. We then have A =
⋂
i∈I Mi for some
finite sub-collection {Mi }i∈I of ML(T δ). Let x ∈ A, then x ∈ Mi for all i ∈ I , and so
Mx ⊆ Mi by (1). We deduce that Mx ⊆ A for any x ∈ A. However, this inclusion relation is
not strict, since otherwise Mx would not be a maximal linked subset at level 0 containing x .
Therefore A = Mx for any x ∈ A, and consequently, diam−1δ (0) = {Mx : x ∈ E}. 2
PROPOSITION 4.8. By restriction, φ defines a one–one correspondence from Csp onto the
set of semiproper dissimilarities on E.
PROOF. Let ρ be the pseudo-dissimilarity induced by a valued set system (S, f ) ∈ Csp.
Since Csp ⊆ Cd , we deduce that ρ is a dissimilarity, from Proposition 4.4. We now prove that ρ
is semiproper. Given x, y ∈ E such that ρ(x, y) = 0, we have to prove that ρ(x, z) = ρ(y, z)
for all z ∈ E . We first note that there exists some A ∈ S s.t. x, y ∈ A and f (A) = 0.
If z ∈ A, we have ρ(x, z) = ρ(y, z) = 0 by definition of ρ. If z 6∈ A, then there exists
B ∈ S s.t. x, z ∈ B and f (B) = ρ(x, z). Since B ∩ A 6= ∅, we deduce that B ∩ A ∈ S
and then f (B ∩ A) = 0 because (S, f ) is pre-indexed. Then B ∩ A ∈ f −1(0) and so
B ∩ A = A because f −1(0) is a partition. Therefore A ⊂ B which leads to y, z ∈ B.
We deduce that ρ(y, z) ≤ f (B) = ρ(x, z). By reason of symmetry, we necessarily also have
ρ(x, z) ≤ ρ(y, z), so that ρ(x, z) = ρ(y, z), and ρ is semiproper. Consequently, φ maps Csp
into the set of semiproper dissimilarities. Then, by Theorem 4.1, we are left to prove that for
any semiproper dissimilarity δ, the valued set system (M̂L(T δ), diamδ) is in Csp. In fact, if δ
is semiproper, we know by Lemma 4.7 that diam−1δ (0) = {Mx : x ∈ E} is a partition of E ,
and then (M̂L(T δ), diamδ) ∈ Csp, as required. 2
PROPOSITION 4.9. By restriction, φ defines a one–one correspondence from Cp onto the
set of proper dissimilarities on E.
PROOF. Let us consider a valued set system (S, f ) in Cp, and let us denote ρ as the pseudo-
dissimilarity induced by (S, f ). By definition of Cp we have:
∃x ∈ E s.t. A = {x} ⇐⇒ (A ∈ S and f (A) = 0). (1)
Therefore ρ(x, x) = 0 for any x ∈ E and ρ(x, y) = 0 H⇒ x = y, since otherwise there
would exist A ∈ S such that f (A) = 0 with #A > 1, thus contradicting with (1). Therefore
ρ = φ((S, f )) is a proper dissimilarity on E , and then φ(Cp) is included in the set of proper
dissimilarities on E .
Let us now consider a dissimilarity δ on E , which is assumed to be proper. Then by
Lemma 4.7, diam−1δ (0) = {Mx : x ∈ E} is a partition of E . Furthermore, it is easy to see that
Mx = {x} for all x ∈ E , when δ is proper. Therefore diam−1δ (0) is the set of all singletons
of E . This proves that if δ is a proper dissimilarity on E , then (M̂L(T δ), diamδ) is in Cp.
Moreover, since (M̂L(T δ), diamδ) = ψ(δ) and then φ((M̂L(T δ), diamδ)) = φ ◦ ψ(δ) = δ
by Theorem 4.1, it follows that φ(Cp) is equal to the set of proper dissimilarities on E . Thus,
using Theorem 4.1 once again, we deduce that the result holds. 2
Bandelt [1] has introduced a four-point condition, and proved that the class of dissimilarities
satisfying this four-point condition is in one–one correspondence with the collection Cwh of all
the indexed closed weak hierarchies whose clusters at level 0 form a partition of E . The next
proposition points out the fact that this one–one correspondence comes within the framework
of the one–one mapping φ.
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DEFINITION 4.10. A dissimilarity δ on E is said to satisfy the Bandelt four-point condition
if for all a, b1, b2, c ∈ E ,
max{δ(a, b1), δ(a, b1)} ≤ δ(b1, b2) ⇒ δ(a, c) ≤ max{δ(b1, c), δ(b2, c), δ(b1, b2)}.
PROPOSITION 4.11. By restriction, φ defines a one–one mapping from Cwh onto the set of
dissimilarities on E that satisfy the Bandelt four-point condition.
PROOF. We first note that by Proposition 5.5 in Bertrand and Janowitz [10], a dissimilar-
ity δ on E satisfies the Bandelt four-point condition if and only if ML(Tρ) is closed under
nonempty (finite) intersections.
Let us now consider (S, f ) ∈ Cwh and denote ρ as the pseudo-dissimilarity induced by
(S, f ). By definition of Cwh, ρ is a dissimilarity on E , and by Proposition 3.10, ML(Tρ) is
closed under nonempty (finite) intersections. Thus φ : (S, f ) 7→ ρ maps Cwh into the set of
dissimilarities satisfying the Bandelt four-point condition.
Let us now consider a dissimilarity δ on E that satisfies the Bandelt four-point condition.
Therefore, ML(T δ) = M̂L(T δ), and so (M̂L(T δ), diamδ) is clearly indexed. Let (S, f ) =
(M̂L(T δ), diamδ) = ψ(δ), we then have δ = φ((S, f )) and so (S, f ) ∈ Cwh. We conclude
that φ maps Cwh onto the set of dissimilarities satisfying the Bandelt four-point condition, as
required. 2
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