Existence and multiplicity of nonzero periodic solution with saddle point character for some nonautonomous second order systems  by Zhao, Fukun & Wu, Xian
J. Math. Anal. Appl. 308 (2005) 588–595
www.elsevier.com/locate/jmaa
Existence and multiplicity of nonzero periodic
solution with saddle point character for some
nonautonomous second order systems ✩
Fukun Zhao ∗, Xian Wu
Department of Mathematics, Yunnan Normal University, Kunming, Yunnan 650092, People’s Republic of China
Received 4 April 2004
Available online 25 February 2005
Submitted by J. Mawhin
Abstract
The purpose of this paper is to study the existence and multiplicity of nonzero periodic solutions
with saddle point character for the following nonautonomous second order systems:{
u¨(t) = ∇F(t, u(t)), a.e. t ∈ [0, T ],
u(0) − u(T ) = u˙(0) − u˙(T ) = 0.
Some new existence and multiplicity theorems are obtained by using saddle point reduction method
and a three-critical-point theorem proposed by Brezis and Nirenberg.
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Consider the nonautonomous second order systems{
u¨(t) = ∇F(t, u(t)), a.e. t ∈ [0, T ],
u(0) − u(T ) = u˙(0) − u˙(T ) = 0, (1)
where T > 0, F : [0, T ] × RN → R satisfies the following assumption:
(A) F(t, x) is measurable in t for every x ∈ RN and continuously differentiable in x for
a.e. t ∈ [0, T ], and there exist a ∈ C(R+,R+), b ∈ L1(0, T ;R+), such that∣∣F(t, x)∣∣ a(|x|)b(t), ∣∣∇F(t, x)∣∣ a(|x|)b(t)
for all x ∈ RN and a.e. t ∈ [0, T ].
The corresponding functional ϕ on H 1T given by
ϕ(u) = 1
2
T∫
0
∣∣u˙(t)∣∣2 dt +
T∫
0
F
(
t, u(t)
)
dt
is continuously differentiable and weakly lower semicontinuous on H 1T (see [5]), where
H 1T =
{
u : [0, T ] → RN | u is absolute continuous, u(0) = u(T ) and u˙ ∈ L2(0, T )}
is a Hilbert space with the norm
‖u‖ =
[ T∫
0
∣∣u(t)∣∣2 dt +
T∫
0
∣∣u˙(t)∣∣2 dt
]1/2
for each u ∈ H 1T . Moreover
〈
ϕ′(u), v
〉=
T∫
0
(
u˙(t), v˙(t)
)
dt +
T∫
0
(∇F (t, u(t)), v(t))dt
for all u,v ∈ H 1T . It is well known that the solutions of the problem (1.1) correspond to the
critical points of ϕ (see [5]).
For u ∈ H 1T , let u¯ = 1T
∫ T
0 u(t) dt and u˜(t) = u(t)− u¯. Then one has Sobolev’s inequal-
ity
‖u˜‖2∞ 
T
12
T∫
0
∣∣u˙(t)∣∣2 dt
and Wirtinger’s inequality (see Proposition 1.3 in [5])
T∫ ∣∣u˜(t)∣∣2 dt  T 22
T∫ ∣∣u˙(t)∣∣2 dt.0
4π
0
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problem (1) is said to possess saddle point character, if the solution of problem (1), which
is a saddle point of ψ .
When F(t, ·) is convex for a.e. t ∈ [0, T ], Mawhin and Willem [5] has proved the ex-
istence of solutions which minimize ϕ on H 1T for problem (1). For nonconvex potential
cases, using the least action principle and minimax methods, the existence of solutions
which minimizes ϕ on H 1T has been also researched by many people, for example, see [2,
5–7,9,10] and references therein. In noncompact cases, recently, Ekeland and Ghoussoub
[4] deal with second order systems with a super quadratic potential, the action function
satisfies the Palais–Smale condition, so that one can appeal to the mountain pass lemma
(see Proposition 3.2 on p. 226). The multiplicity of solutions of problem (1) has been re-
cently studied by several authors (see [3,7]). Brezis and Nirenberg [3] proved that problem
(1) has at least two nonzero solutions for T = 2π . Tang [7] obtained some three solutions
theorems by using a three-critical-point theorem due to Brezis and Nirenberg [3].
In fact, we can classify the critical points of a functional: one kind consists of extreme
value points and another kind of saddle points. The existence of solutions with saddle point
character for problem (1) is a natural and interesting problem.
The main technique in the other papers is the least action principle. In this paper, we
consider problem (1) with nonconvex and noncompact potential, and some new existence
and multiplicity theorems of nonzero periodic with saddle point character are obtained by
using reduction method and a three-critical-point theorem due to Brezis and Nirenberg [3].
Saddle point reduction method is a powerful technique in critical point theory. In 1979,
Amann uses this approach to study the existence and multiplicity of solutions for differen-
tial equations (see [1]); Thews [8] applies this technique to study some nonlinear Dirichlet
problems. Using this saddle point reduction method to study nonautonomous second or-
der systems turns out to be rather powerful. Recently, we study problem (1) by reduction
method. Under a Lipschitz type condition, we have proved the following existence theo-
rem.
Theorem A (Theorem 1 in [11]). Suppose F satisfies assumption (A), and the following
conditions:
(i) there exists a k ∈ L1(0, T ;R+) with 0 < ∫ T0 k(t) dt < 12T such that∣∣∇F(t, x1) − ∇F(t, x2)∣∣ k(t)|x1 − x2|
for all x1, x2 ∈ RN and a.e. t ∈ [0, T ];
(ii)
T∫
0
F(t, x) dt → −∞ as |x| → ∞.
Then problem (1) has at least a solution with saddle point character in H 1T .
In this paper, we study the existence and multiplicity of nonzero periodic solutions with
saddle point character for problem (1). Existence and multiplicity theorems are obtained by
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berg [3]. All the results in this paper are new, compared to the results of the references, the
solutions in this paper have distinct property—saddle point character, and our method is
different to the methods in the other papers. The main results are the following theorems.
Theorem 1. Suppose all the conditions in Theorem A are satisfied, and the following con-
dition holds:
(iii) for a.e. t ∈ [0, T ], ∇F(t,0) = 0, and there exists a δ > 0 such that
F(t, x) − F(t,0) > 0
for all x ∈ RN with 0 < |x| δ and for a.e. t ∈ [0, T ].
Then problem (1) has at least one nonzero solution with saddle point character in H 1T .
Theorem 2. Suppose F satisfy assumption (A) and condition (i), and the following condi-
tions hold:
(iv) there exists some g ∈ L1[0,1] with ∫ T0 g(t) dt > 0 such that
F(t, x) g(t)|x|
for all x ∈ RN and a.e. t ∈ [0, T ];
(v) there exist r > 0 such that
−µ|x|2  F(t, x)−λ|x|2
for all |x|  r and for a.e. t ∈ [0, T ], where λ  1/2k2ω2, µ  1/2(k + 1)2ω2 for
some integer k > 0 and ω = 2π/T .
Then problem (1) has at least three distinct solutions with saddle point character in H 1T .
2. Proofs of theorems
First, let us recall briefly the proof of Theorem A in [11]. Since H 1T = H˜ 1T ⊕ RN , where
H˜ 1T =
{
u ∈ H 1T
∣∣ T∫
0
u(t) dt = 0
}
.
For each v ∈ RN , define a functional Jv(·) : H˜ 1T → R as follows:
Jv(w) = ϕ(v + w),
then Jv(w) is weakly lower semicontinuous and coercive on H˜ 1T . Let
J (w ) = minJ (w).v 0
H˜ 1T
v
592 F. Zhao, X. Wu / J. Math. Anal. Appl. 308 (2005) 588–595For each w ∈ H˜ 1T one has(
J ′v(w0),w
)= (ϕ′(v + w0),w)
=
T∫
0
(w˙0, w˙) dt +
T∫
0
(∇F(t, v + w0),w)dt = 0. (2)
By condition (i), one can prove that there exists some continuous and bounded mapping
θ :RN → H˜ 1T such that u ∈ H 1T is a critical point of ϕ(·) if and only if u = v + θ(v) and v
is a critical point of I (·) in RN , where I defined as follows:
I (v) = ϕ(v + θ(v))= min
w∈H˜ 1T
ϕ(v + w)
for each v ∈ RN . By condition (ii) one can prove that
I (v) → −∞ as ‖v‖ → ∞,
which implies that there exists some v0 ∈ RN , such that I (v0) = supv∈RN I (v). Hence we
can obtain Theorem A.
Proof of Theorem 1. We shall show that θ(0) = 0. If θ(0) 	= 0, for any w ∈ H˜ 1T , by (2)
one has
T∫
0
(
θ˙ (0), w˙
)
dt +
T∫
0
(∇F (t, θ(0)),w)dt = 0.
Set w = θ(0), thus one has
∥∥θ˙ (0)∥∥22 +
T∫
0
(∇F (t, θ(0)), θ(0))dt = 0.
Since
∣∣∣∣∣
T∫
0
(∇F (t, θ(0)), θ(0))dt
∣∣∣∣∣=
∣∣∣∣∣
T∫
0
(∇F (t, θ(0))− ∇F(t,0), θ(0))dt
∣∣∣∣∣

T∫
0
∣∣∇F (t, θ(0))− ∇F(t,0)∣∣ · ∣∣θ(0)∣∣dt 
T∫
0
k(t) · ∣∣θ(0)∣∣2 dt

∥∥θ(0)∥∥2∞
T∫
0
k(t) dt  T
12
T∫
0
k(t) dt · ∥∥θ˙ (0)∥∥22. (3)
By (3) one has
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T∫
0
(∇F (t, θ(0)), θ(0))dt 
∣∣∣∣∣
T∫
0
∇F (t, θ(0))θ(0) dt
∣∣∣∣∣
 T
12
T∫
0
k(t) dt · ∥∥θ˙ (0)∥∥22, (4)
which implies that(
1 − T
12
T∫
0
k(t) dt
)∥∥θ˙ (0)∥∥22  0.
Since
∫ T
0 k(t) dt <
12
T
, then ‖θ˙ (0)‖22 = 0. By Wirtinger’s inequality one has∥∥θ(0)∥∥2 = ∥∥θ(0)∥∥22 + ∥∥θ˙ (0)∥∥22 
(
1 + T
2
4π2
)∥∥θ˙ (0)∥∥22 = 0.
This implies that ‖θ(0)‖ = 0. Therefore, θ(0) = 0.
Note that
I (v) = ϕ(v + θ(v))= min
w∈H˜ 1T
ϕ(v + w).
To prove that v0 in the proof of Theorem A is nonzero critical point, we need to prove
that I (v0) > I (0). Since F satisfies assumption (A) and θ(·) is continuous, for any fixed
vˆ ∈ RN and for small enough |η|, ‖ηvˆ + θ(ηvˆ)‖ small enough. By Proposition 1.1 in [5]
we know that ‖ηvˆ + θ(ηvˆ)‖∞ small enough. Thus we can choose |η| small enough, such
that
0 <
∥∥ηvˆ + θ(ηvˆ)∥∥∞  δ,
where δ as in condition (iii).
1◦ If θ(ηvˆ) = 0, then I (ηvˆ) − I (0) = ∫ T0 [F(t, ηvˆ) − F(t,0)]dt > 0.
2◦ If θ(ηvˆ) 	= 0, we have
I (ηvˆ) − I (0) = ϕ(ηvˆ + θ(ηvˆ))− ϕ(0)
= 1
2
∥∥θ˙ (ηvˆ)∥∥22 +
T∫
0
F
(
t, ηvˆ + θ(ηvˆ))dt −
T∫
0
F(t,0) dt
 1
2
∥∥θ˙ (ηvˆ)∥∥22 > 0.
Hence one has I (ηvˆ) > I (0). This implies
sup
v∈RN
I (v) = I (v0) I (ηvˆ) > I (0).
Hence v0 	= 0, v0 + θ(v0) is nonzero critical point of ϕ. Therefore, problem (1) has at least
one nonzero solution with saddle point character in H 1T . 
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tion (i). Let
X2 =
{
k∑
j=1
(aj cos jωt + bjωt)
∣∣ aj , bj ∈ RN, j = 1,2, . . . , k
}
and X1 is the orthogonal complement of X2 in H˜ 1T . Since
I (v) = ϕ(v + θ(v))= 1
2
∥∥θ˙ (v)∥∥22 +
T∫
0
F
(
t, v + θ(v))dt. (5)
By the continuity of θ and θ(0) = 0, one can choose v such that ‖v + θ(v)‖ < r
C
, where
C = T −1/2 + T 1/2. For such v, we have ‖v + θ(v)‖∞  C‖v + θ(v)‖  r (see Proposi-
tion 1.1 in [5]). By condition (v), (5) and Sobolev’s inequality we have
I (v) 1
2
∥∥θ˙ (v)∥∥22 − λ
T∫
0
∣∣v + θ(v)∣∣2 dt  1
2
∥∥θ˙ (v)∥∥22 − 12k2ω2
T∫
0
∣∣v + θ(v)∣∣2 dt
= 1
2
(∥∥θ˙ (v)∥∥22 − k2ω2∥∥v + θ(v)∥∥22) 0 (6)
for all v ∈ RN with θ(v) ∈ X2 and ‖v + θ(v)‖∞  r . On the other hand, by condition (v),
(5) and Sobolev’s inequality we have
I (v) 1
2
∥∥θ˙ (v)∥∥22 − µ
T∫
0
∣∣v + θ(v)∣∣2 dt
 1
2
∥∥θ˙ (v)∥∥22 − 12 (k + 1)2ω2
T∫
0
∣∣v + θ(v)∣∣2 dt
= 1
2
[∥∥θ˙ (v)∥∥22 − (k + 1)2ω2∥∥v + θ(v)∥∥22] 0 (7)
for all v ∈ RN with θ(v) ∈ X1 and ‖v + θ(v)‖∞  r . Next we show that I (v) is coercive
on RN . By condition (iv) one has
I (v) = 1
2
∥∥θ˙ (v)∥∥22 +
T∫
0
F
(
t, v + θ(v))dt  1
2
∥∥θ˙ (v)∥∥22 +
T∫
0
g(t)
∣∣v + θ(v)∣∣dt
 1
2
∥∥θ˙ (v)∥∥22 + |v|
T∫
0
g(t) dt − ∥∥θ(v)∥∥∞
T∫
0
g(t) dt
 1
∥∥θ˙ (v)∥∥22 + |v|
T∫
g(t) dt −
(
T
)1/2 T∫
g(t) dt · ∥∥θ˙ (v)∥∥2 (8)2
0
12
0
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I (v) → +∞
as |v| → ∞.
By the coerciveness and weakly lower semicontinuity of I we know that I satisfies (PS)
condition and is bounded from below.
If inf{I (v): v ∈ RN }  0, then all v ∈ RN with ‖θ(v)‖  r are minimum of I , which
implies that I has infinitely many critical points. If inf{I (v): v ∈ RN } < 0, then by The-
orem 4 in [3] I has at least three critical points. Therefore, problem (1) has at least three
solutions with saddle point character in H 1T . This completes the proof. 
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