Regularization of inverse problems
Regularization schemes by filter functions I
] → R, piecew. continuous with jump-discontinuities is called regularizing filter if
Candidates for regularization operators:
Morozov's discrepancy principle: Choose τ > 1 and set
Remark: ({R n } n∈N 0 , γ) is a regularization scheme for T 
Regularization schemes by filter functions II
We have that
where {t n } n∈N 0 diverges strongly monotone to infinity.
The qualification µ Q of a filter is the largest number such that
Theorem: {F n } n∈N 0 as above with t n /t n+1 ≥ ϑ > 0 and µ Q > 1,
, is an optimal regularization scheme for T Examples Tikhonov-Phillips
Showalter's or asymptotic regularization 
Sneak preview: Conclusion of the talk
Runge-Kutta integrators applied to the evolution equation
generate optimal regularization schemes in X µ, for all µ, > 0, when stopped by the discrepancy principle (µ Q = ∞).
Runge-Kutta integrators I
Runge-Kutta integrator with s stages and time steps {∆t n } n∈N ⊂ ]0, ∞[ :
Runge-Kutta integrators II
Compact representation by Butcher array 
Runge-Kutta integrators seen as regularizations I
Application of RK to Showalter's ODE yields
where
R stability function (polynomial/rational function for explicit/implicit RK) Lemma: We have that
Runge-Kutta integrators seen as regularizations II
Theorem 1: To any consistent RK there is a maximal ∆t max such that for any 0 < ∆t min < ∆t max the family {F n } n∈N 0 with {∆t n } n∈N ⊂ [∆t min , ∆t max [ constitutes a filter having infinite qualification.
In other words: RK integrators with sufficiently small step sizes bounded away from zero yield optimal regularization schemes in X µ, for all µ, > 0 when stopped by the discrepancy principle. 
Examples
Explicit Euler:
This is the well-known Landweber iteration.
Implicit Euler:
This iteration is also known as nonstationary iterated Tikhonov-Phillips regularization.
Selection of the step sizes
large step sizes are attractive! On the other side: If the last time step is too large the discrepancy principle might be over-satisfied, that is,
and the noise gets amplified.
Therefore, step size control by monitoring of q : 
For θ ∈ 0, 2(1 + √ 2) the desired properties are satisfied with R (0) = 2 + θ and |R(∞)| = 0.
The generated iteration reads
Impl. Euler vs. SYNTH
Theorem 3: To any θ ∈ [0, 1] there is a family {Q n } ⊂ L(Y ) converging pointwise to 0 such that
Here, {w E n } and {w S n } denote the sequences generated by impl. Euler and SYNTH, respectively, for a joint constant time step ∆t.
Consequence:
We expect the discrepancy principle to stop SYNTH earlier than impl. Euler. 
