Another refinement of the Bender–Knuth (ex-)conjecture  by Fischer, Ilse
European Journal of Combinatorics 27 (2006) 290–321
www.elsevier.com/locate/ejc
Another refinement of the Bender–Knuth
(ex-)conjecture
Ilse Fischer∗
Fakultät für Mathematik, Universität Wien, Nordbergstrasse 15, A-1090 Vienna, Austria
Received 30 January 2004; accepted 14 June 2004
Available online 9 December 2004
Abstract
We compute the generating function of column-strict plane partitions with parts in {1, 2, . . . , n},
at most c columns, p rows of odd length and k parts equal to n. This refines both Krattenthaler’s
[C. Krattenthaler, The major counting of nonintersecting lattice paths and generating functions
for tableaux, Mem. Amer. Math. Soc. 115 (552) (1995) vi+109] and the author’s [I. Fischer, A
method for proving polynomial enumeration formulas, J. Combin. Theory Ser. A (in press). Preprint,
math.CO/0301103] refinement of the Bender–Knuth (ex-)conjecture. The result is proved by an
extension of the method for proving polynomial enumeration formulas which was introduced by
the author in I. Fischer [A method for proving polynomial enumeration formulas, J. Combin. Theory
Ser. A (in press). Preprint, math.CO/0301103] to q-quasi-polynomials.
© 2004 Elsevier Ltd. All rights reserved.
1. Introduction
Let λ = (λ1, λ2, . . . , λr ) be a partition, i.e. λi ∈ Z and λ1 ≥ λ2 ≥ · · · ≥ λr ≥ 0.
A strict plane partition of shape λ is an array Π = (πi, j )1≤i≤r,1≤ j≤λi of non-negative
integers such that rows are weakly decreasing and columns are strictly decreasing. For
instance,
7 6 5 5 2
5 4 2 2
4 2
2 1
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is a strict plane partition of shape (5, 4, 2, 2). The norm n(Π ) of a strict plane partition is
defined as the sum of its parts and Π is said to be a strict plane partition of n(Π ). Thus,
47 is the norm of our example. Strict plane partitions and closely related objects have been
enumerated subject to a variety of different constraints. In [2, p. 50] Bender and Knuth had
conjectured that the generating function of strict plane partitions with at most c columns
and parts in {1, 2, . . . , n} is equal to
∑
qn(π) =
n∏
i=1
[c + i ; q]i
[i ; q]i ,
where [n; q] = 1 + q + · · · + qn−1 = (1 − qn)/(1 − q) and [a; q]n =∏n−1
i=0 [a + i ; q]. (Here and in the following we consider the generating function
with respect to the norm of a strict plane partition.) This conjecture was proved by
Andrews [1], Gordon [8], Macdonald [12, Example 19, p. 53] and Proctor [13, Proposition
7.2]. For related papers, which mostly include generalizations of the Bender–Knuth
(ex-)conjecture, see [3–5,9,10,14,17].
In particular, Krattenthaler [10] computed the generating function of strict plane
partitions with parts in {1, 2, . . . , n}, at most c columns and p rows of odd length. On
the other hand the author [5] computed the generating function of strict plane partitions
with parts in {1, 2, . . . , n}, at most c columns and k parts equal to n. In this paper we refine
these two results. The main result is the following.
Theorem 1. The generating function of strict plane partitions with parts in {1, 2, . . . , n},
at most c columns, p rows of odd length and k parts equal to n is given by
Mn,c,p [k + 1; q]n−1[k − c − n + 1; q]n−1qk
+ Ln,c,p
(
(−1)kqnk + (−1)nq(n−1)(2c+n)/2+k
×
n−1∑
i=1
(−1)cq
(
i
2
) [k + 1; q]n−1[k − c − i + 1; q]i−1[k − c − n + 1; q]n−i−1
[1; q]i−1[1; q]n−1−i[c + i + 1; q]n−1
− q
(
i
2
) [k + 1; q]i−1[k + i + 1; q]n−i−1[k − c − n + 1; q]n−1
[1; q]i−1[1; q]n−1−i[c + i + 1; q]n−1
)
,
where
Ln,c,p =



q
(
p+1
2
) [
n−1
p
]
[c; q]
[c + p; q]n −
q(
p
2 )
[
n−1
p−1
]
[c + 2n; q]
[c + p + 1; q]n


× [c + 1; q]n−1[1; q]n−1
2
n−1∏
i=1
[c + 2i + 1; q]n−i
[2i ; q]n−i[2i ; q] 2|c(
q
(
p+1
2
) [
n − 1
p
]
− q( p2 )
[
n − 1
p − 1
])
× [1; q]n−1
2
n−1∏
i=1
[c + 2i ; q]n−i
[2i ; q]n−i[2i ; q] 2  |c
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and
Mn,c,p = (−1)
n−1q(n−1)(2c+n)/2
[1; q]n−2
×



q
(
p+1
2
) [
n−1
p
]
[c; q]
[c + p; q]n
(
1
[n − 1; q] −
[c + 2n − 1; q]
[c + n; q][2n − 2; q]
)
+
q(
p
2 )
[
n−1
p−1
]
[c + p + 1; q]n
[c + 2n − 1; q]2
[c + n; q][2n − 2; q]

 n−1∏
i=1
[c + 2i ; q]n−i
[2i ; q]n−i2|c(
q
(
p+1
2
)
+n−1
[
n − 1
p
]
+ q( p2 )
[
n − 1
p − 1
])
1
[2n − 2; q]
×
n−1∏
i=1
[c + 2i + 1; q]n−i−1
[2i ; q]n−i 2  |c.
In these formulas the notion of the q-binomial coefficient is used. It is defined as
follows.
[n
k
]
=


[n − k + 1; q]k
[1; q]k if 0 ≤ k ≤ n
0 otherwise.
At the end of Section 6 we show that Theorem 1 implies Krattenthaler’s and the author’s
refinement of the Bender–Knuth (ex-)conjecture and, consequently, the Bender–Knuth
(ex-)conjecture itself.
Our method for proving Theorem 1 is an extension of the method for proving
polynomial enumeration formulas we have introduced in [5]. It is interesting to note that
this elementary method completely avoids the use of determinants, which is unusual for a
plane partition enumeration. The method is divided into the following three steps.
(1) Extension of the combinatorial interpretation. It only makes sense to ask for the
number of strict plane partitions with parts in {1, 2, . . . , n}, at most c columns and k
parts equal to n if k ∈ {0, 1, . . . , c}. This is because all n must be in the first row of the
strict plane partition by the column-strictness. In the first step we find a combinatorial
extension of these strict plane partitions to arbitrary integers k, i.e. we find new objects
indexed by an arbitrary integer k which are in bijection with strict plane partitions with
k parts equal to n if k ∈ {0, 1, . . . , c}.
(2) The extending objects are enumerated by a q-quasi-polynomial in k. Using a
simple recursion we show that the extending objects are enumerated by a q-quasi-
polynomial (see Definition 1). Moreover the degree of the q-quasi-polynomial is
computed.
(3) Exploring properties of the q-quasi-polynomial that determine it uniquely. A q-
quasi-polynomial of given degree n and period p is determined by a finite number
a(n, p) of (independent) properties such as zeros or other evaluations. In the last step
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we derive enough properties of the q-quasi-polynomial in order to compute it using
the degree estimation from the previous step.
Note that this article contains two types of extensions of the method for proving
polynomial enumeration formulas presented in [5]. Firstly, the method is extended
to q-quasi-polynomials, see Definition 1. More remarkable is, however, the following
extension: in [5] we have described a method that is applicable to polynomial enumeration
formulas that factorize into distinct linear factors overZ. There the “properties” in the third
step are simply the integer zeros together with one (easy to compute) non-zero evaluation.
(Thus, the third step was entitled “Exploring natural linear factors”.) In this article we
demonstrate that the lack of integer zeros can be compensated by other properties of the
(q-quasi-)polynomial.
The paper is organized as follows. In Section 2 we give the combinatorial extension of
strict plane partitions as proposed in Step 1. In Section 3 we introduce q-quasi-polynomials
and establish their properties needed in this paper. In Section 4 we show that the generating
function of strict plane partitions which is under consideration in this paper is a q-quasi-
polynomial and we compute its degree (Step 2). In Section 5 we deduce enough properties
of the q-quasi-polynomial in order to compute it (Step 3). In Section 6 we perform the
(complicated) computation and in Section 7 we derive some q-summation formulas which
are needed in the computation.
Throughout the whole article we use the extended definition of the summation symbol,
namely,
b∑
i=a
f (i) =


f (a) + f (a + 1) + · · · + f (b) if a ≤ b
0 if b = a − 1
− f (b + 1) − f (b + 2) − · · · − f (a − 1) if b + 1 ≤ a − 1.
(1.1)
This assures that for any polynomial p(X) over an arbitrary integral domain I containing
Q, there exists a unique polynomial q(X) over I such that
∑y
x=0 p(x) = q(y) for all
integers y. We usually write
∑y
x=0 p(x) for q(y). We use the analogous extended definition
of the product symbol. In particular, this extends the definition of [a; q]n, for example
[a; q]−1 = (q − 1)/(qa−1 − 1).
2. Extension of the combinatorial interpretation
In this section we establish the combinatorial extension of strict plane partitions with
parts in {1, 2, . . . , n}, at most c columns and k parts equal to n to arbitrary integers k. This
extension was already introduced in [5, Section 2]. We repeat it here in less detail.
Let r, n, c be integers with 0 ≤ r ≤ n. A generalized (r, n, c) Gelfand–Tsetlin pattern
(for short: (r, n, c)-pattern) is an array (ai, j )1≤i≤r+1,i−1≤ j≤n+1 of integers with
(1) ai,i−1 = 0 and ai,n+1 = c,
(2) if ai, j ≤ ai, j+1 then ai, j ≤ ai−1, j ≤ ai, j+1
(3) if ai, j > ai, j+1 then ai, j > ai−1, j > ai, j+1.
The norm of an (r, n, c)-pattern is defined as the sum of its parts, where the first and the
last part of each row is omitted. A (3, 6, c)-pattern for example is of the form
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0 a4,4 a4,5 a4,6 c
0 a3,3 a3,4 a3,5 a3,6 c
0 a2,2 a2,3 a2,4 a2,5 a2,6 c
0 a1,1 a1,2 a1,3 a1,4 a1,5 a1,6 c,
such that every entry not in the top row is between its northwest neighbour w and its
northeast neighbour e, if w ≤ e then weakly between, otherwise strictly between. Thus
0 3 − 5 10 4
0 2 −2 3 8 4
0 2 −1 2 4 7 4
0 0 0 1 2 5 6 4
is an example of a (3, 6, 4)-pattern. Note that a generalized (n − 1, n, c) Gelfand–Tsetlin
pattern (ai, j ) with 0 ≤ an,n ≤ c is a so-called Gelfand–Tsetlin pattern with n
rows and parts in {0, 1, . . . , c}, see [16, p. 313] or [7, (3)] for the original reference.
(Observe that 0 ≤ an,n ≤ c implies that the third possibility in the definition of a
generalized Gelfand–Tsetlin pattern never occurs.) The following correspondence between
Gelfand–Tsetlin patterns and strict plane partitions is crucial for our paper.
Lemma 1. There exists a norm-preserving bijection between Gelfand–Tsetlin patterns
(ai, j ) with n rows, parts in {0, 1, . . . , c} and fixed an,n = k, and strict plane partitions
with parts in {1, 2, . . . , n}, at most c columns and k parts equal to n. In this bijection
(a1,n, a1,n−1, . . . , a1,1) is the shape of the strict plane partition.
Proof. Given such a Gelfand–Tsetlin pattern, the corresponding strict plane partition is
such that the shape filled by parts greater than i corresponds to the partition given by the
(n − i)-th row (counting from the top) of the Gelfand–Tsetlin pattern, where the first and
the last part in each row of the pattern are omitted. Thus, the strict plane partition in the
introduction corresponds to the following Gelfand–Tsetlin pattern (the first and last part in
each row are omitted).
1
0 2
0 1 4
0 1 2 4
0 0 1 2 4
0 0 1 2 4 5
0 0 0 1 2 4 5 
Therefore, it suffices to compute the generating function with respect to the norm
of (n − 1, n, c)-patterns with fixed an,n = k, 0 ≤ k ≤ c, and where exactly p
values of a1,1, a1,2, . . . , a1,n are odd. However, (n − 1, n, c)-patterns are defined for
all an,n ∈ Z and thus we have established the combinatorial extension apart from the
following technical detail. That is that we actually have to work with a signed enumeration
if an,n ∈ {0, 1, . . . , c}. Therefore, we define the sign of a pattern.
A pair (ai, j , ai, j+1) with ai, j > ai, j+1 and i = 1 is called an inversion of the (r, n, c)-
pattern and (−1)# of inversions is said to be the sign of the pattern, denoted by sgn(a). The
(3, 6, 4)-pattern in the example above has altogether six inversions and thus its sign is 1.
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We define the following generating function
Fq (r, n, c, p; k1, k2, . . . , kn−r ) =
(∑
a
sgn(a)qnorm(a)
)
/qk1+k2+···+kn−r ,
where the sum is over all (r, n, c)-patterns (ai, j ) with top row defined by ki = ar+1,r+i for
i = 1, . . . , n −r and such that exactly p of a1,1, a1,2, . . . , a1,n are odd. It is crucial that for
0 ≤ k ≤ c the expression Fq (n−1, n, c, p; k) qk is the generating function of (n−1, n, c)-
patterns with an,n = k and where exactly p of a1,1, a1,2, . . . , a1,n are odd. This is because
an (n − 1, n, c)-pattern with 0 ≤ an,n ≤ c has no inversion. Thus, Fq(n − 1, n, c, p; k) is
the quantity we want to compute. It has the advantage that it is well defined for all integers
k, whereas our original enumeration problem was only defined for 0 ≤ k ≤ c.
3. q-Quasi-polynomials and their properties
In the following, let R be a ring containing C. A quasi-polynomial (see [15, p. 210]) in
the variables X1, X2, . . . , Xn over R is an expression of the form∑
(m1,m2,...,mn )∈Zn,mi≥0
cm1,m2,...,mn (X1, X2, . . . , Xn) X
m1
1 X
m2
2 · · · Xmnn ,
where (X1, X2, . . . , Xn) → cm1,m2,...,mn (X1, X2, . . . , Xn) are periodic functions on Zn
taking values in R, that is there exists an integer t with
cm1,m2,...,mn (k1, . . . , ki , . . . , kn) = cm1,m2,...,mn (k1, . . . , ki + t, . . . , kn)
for all (k1, . . . , kn) ∈ Zn and i , and almost all cm1,...,mn (X1, . . . , Xn) are zero. Let
(m1, . . . , mn) be with cm1,...,mn (X1, . . . , Xn) = 0 such that m1+· · ·+mn is maximal. Then
m1+· · ·+mn is said to be the degree of the quasi-polynomial. (The zero-quasi-polynomial
is said to be of degree −∞.) The smallest common period of all cm1,...,mn (X1, . . . , Xn) is
the period of the quasi-polynomial. (In this paper we only deal with q-quasi-polynomials of
period 1 or 2.) In [5, Section 6] we have defined q-polynomials. The following definition of
q-quasi-polynomials is the merge of these two definitions. In this definition let Rq denote
the ring of quotients with elements from R[q] in the numerator and elements from C[q] in
the denominator.
Definition 1. A q-quasi-polynomial in X1, X2, . . . , Xn over R is a quasi-polynomial
over Rq in q X1, q X2, . . . , q Xn . Let Rqq [X1, X2, . . . , Xn] denote the ring of q-quasi-
polynomials in X1, . . . , Xn over R.
Observe that Rqq [X1, . . . , Xn] is the ring of q-quasi-polynomials in Xi over
Rqq [X1, . . . , Xi−1, Xi+1, . . . , Xn].
We define [X; q] = (1 − q X )/(1 − q) and [X; q]n = ∏n−1i=0 [X + i ; q]. Observe that
[X1; q]m1[X2; q]m2 · · · [Xn; q]mn ,
with (m1, m2, . . . , mn) ∈ Zn and mi ≥ 0, is a set of independent generators of
Rqq [X1, . . . , Xn] over the periodic functions.
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The following two properties of polynomials were crucial for our method for proving
polynomial enumeration formulas which we introduced in [5]. Since we want to extend
our method to q-quasi-polynomials, we have to find q-quasi-analogs of these properties.
(1) If p(X) is a polynomial over R, then there exists a (unique) polynomial r(X) with
deg r = deg p + 1 and
y∑
x=0
p(x) = r(y)
for all integers y.
(2) If p(X) is a polynomial over R and a is a zero of p(X), then there exists a polynomial
r(X) over R with
p(X) = (X − a)r(X).
Regarding the first property, we show the following for q-quasi-polynomials.
Lemma 2. Let p(X) be a q-quasi-polynomial in X over R with degree d and period t.
Then
∑y
x=0 p(x)qx is a q-quasi-polynomial over R in y with degree at most d + 1 and
period at most t.
In order to prove this lemma we need a definition and another lemma.
Definition 2. Let ρ → f (ρ) be a function, e.g. from C to Rq . Then the q-differential-
operator ddqρ is defined as follows.
d
dqρ
f (ρ) = f (qρ) − f (ρ)
ρ(q − 1)
The n-fold composition is denoted by ddqρn .
If we apply the q-differential operator to a Laurent polynomial we obtain the following.
d
dqρ
c∑
i=b
aiρ
i =
c∑
i=b
[i ; q]aiρi−1 (3.1)
Note that this is also true if b > c.
Lemma 3.
y∑
x=0
[x; q]nqxσ x−1 = ddqσ n
(
σ n−1((σq)y+1 − 1)
(σq − 1)
)
Proof of Lemma 3. By (3.1) we have the following identity.
y∑
x=0
[x; q]nqxσ x−1 = ddqσ n
( y∑
x=0
qxσ x+n−1
)
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The assertion follows from
y∑
x=0
qxσ x+n−1 = σ
n−1((σq)y+1 − 1)
(σq − 1) . 
Remark 1. If ρ = 1 in the statement of the lemma, it is possible to make a stronger
assertion.
y∑
x=0
[x; q]nqx = q[n + 1; q] [y; q]n+1
This follows from [x; q]n+1 − [x − 1; q]n+1 = [x; q]nqx−1[n + 1; q].
Proof of Lemma 2. Suppose p(X) is a q-quasi-polynomial with period t . Let ρ ∈ C be a
primitive t-th root of unity. Then p(X) can be expressed as follows
p(X) = p0(X) + ρX p1(X) + ρ2X p2(X) + · · · + ρ(t−1)X pt−1(X),
where pi(X) are q-polynomials, i.e. q-quasi-polynomials with period 1. Suppose d is the
degree of p(X). Then, for every i , we have
pi (X) =
d∑
j=0
ai, j [X; q] j ,
where ai, j are coefficients in Rq . Thus, by Lemma 3,
y∑
x=0
p(x)qx =
y∑
x=0
t−1∑
i=0
d∑
j=0
ai j [x; q] jρix qx
=
t−1∑
i=0
d∑
j=0
ai, j ρi
d
dqσ j
(
σ j−1((σq)y+1 − 1)
(σq − 1)
)∣∣∣∣∣
σ=ρi
.
The assertion follows after observing that
d
dqσ j
(
σ j−1((σq)y+1 − 1)
(σq − 1)
)∣∣∣∣∣
σ=ρi
is a q-quasi-polynomial in y of degree at most j + 1. 
Next we consider the second important property of polynomials for our method. It
suffices to derive an analog for q-polynomials. Suppose p(X) is a q-polynomial over R
and a is an integer zero of p(X). Then there exists a q-polynomial r(X) over R with
p(X) = ([X; q] − [a; q]) r(X) = qa[X − a; q] r(X).
The proof follows from the following identity
[X; q]n − [a; q]n = ([X; q] − [a; q])
n−1∑
i=0
[X; q]i [a; q]n−1−i
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= qa[X − a; q]
n−1∑
i=0
[X; q]i [a; q]n−1−i .
This property implies that if a1, . . . , ar are distinct integer zeros of a q-polynomial p(X)
over an integral domain R, then there exists a q-polynomial r(X) with
p(X) = r(X)
r∏
i=1
[X − ai ; q].
This will be fundamental for the “q-Lagrange interpolation”, which we use in Lemma 14.
4. Fq(n− 1, n, c, p;k) is a q-quasi-polynomial in k
In this section we show that Fq (r, n, c, p; k1, . . . , kn−r ) is a q-quasi-polynomial in
k1, k2, . . . , kn−r with period at most 2. Moreover, we show that the degree in ki is at
most 2r .
The following recursion is fundamental.
Fq(r, n, c, p; k1, k2, . . . , kn−r )
=
k1∑
l1=0
k2∑
l2=k1
· · ·
c∑
ln−r+1=kn−r
Fq(r − 1, n, c, p; l1, l2, . . . , ln−r+1)ql1+···+ln−r+1 (4.1)
Furthermore,
Fq(0, n, c, p; k1, . . . , kn) =
{
1 if exactly p of k1, k2, . . . , kn are odd
0 otherwise
=
∑
1≤i1<i2<···<i p≤n
p∏
j=1
e1,2(ki j )
e0,2(ki j )
n∏
j=1
e0,2(k j )
=: S(n, p)(k1, . . . , kn).
Here, x → ei,t (x) is the function defined on integers with
ei,t (x) =
{
1 x ≡ i mod t
0 otherwise =
∏
0≤ j≤t−1, j =i
ρx − ρ j
ρi − ρ j ,
where ρ ∈ C is a primitive t-th root of unity. The identity
Fq(0, n, c, p; k1, . . . , ki , . . . , kn) = Fq(0, n, c, p; k1, . . . , ki + 2, . . . , kn)
for all i , 1 ≤ i ≤ n, implies that Fq (0, n, c, p; k1, . . . , kn) is a q-quasi-polynomial with
period 2. The recursion (4.1) and Lemma 2 implies (inductively with respect to r ) that
Fq (r, n, c, p; .) is a q-quasi-polynomial in (k1, k2, . . . , kn−r ) with period at most 2.
For our purpose it is convenient to define the following generalization of
Fq (r, n, c, p; .).
Definition 3. Let n, r , r ≤ n, be non-negative integers and A(k1, . . . , kn) a function on
Zn . We define Gq(r, n, c, A) inductively with respect to r : Gq(0, n, c, A) = A and
Gq(r, n, c, A)(k1, . . . , kn−r )
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=
k1∑
l1=0
k2∑
l2=k1
· · ·
c∑
ln−r+1=kn−r
Gq(r − 1, n, c, A)(l1, l2, . . . , ln−r+1) ql1+l2+···+ln−r+1 .
(4.2)
With this definition, we have
Fq (r, n, c, p; k1, . . . , kn−r ) = Gq(r, n, c, S(n, p))(k1, . . . , kn−r ).
We define T (n, i)(k1, . . . , kn) = ∑1≤ j1< j2<···< ji≤n(−1)k j1+k j2 +···+k ji . The follow-
ing lemma shows that S(n, p) is a linear combination of T (n, 1), T (n, 2), . . . ,
T (n, n) and T (n, 0) := 1.
Lemma 4.
S(n, p) = 1
2n
(
n∑
i=0
min(p,i)∑
l=max(0,i−n+p)
(−1)l
(
i
l
) (
n − i
p − l
)
T (n, i)
)
.
Proof. Set [n] := {1, 2, . . . , n} and fix P ⊆ [n] with |P| = p. Then
∏
j∈P
e1,2(k j )
∏
j∈[n]\P
e0,2(k j ) =
∏
j∈P
1 − (−1)k j
2
∏
j∈[n]\P
1 + (−1)k j
2
= 1
2n
n∑
i=0
min(p,i)∑
l=max(0,i−n+p)
(−1)l
∑
1≤ j1<···< jl≤n,jx ∈P
(−1)k j1+···+k jl
×
∑
1≤m1<···<mi−l ≤n,
mx ∈[n]\P
(−1)km1+···+kmi−l ,
where the second equation follows from expanding the product. In the last expression, i
counts the number of ±(−1)kx we choose from the product of the n factors of the form
1 ± (−1)kx and l counts the number of −(−1)kx we choose. Observe that∑
P⊆[n],
|P|=p
∑
1≤ j1<···< jl≤n,
jx ∈P
(−1)k j1+···+k jl
∑
1≤m1<···<mi−l ≤n,
mx ∈[n]\P
(−1)km1+···+kmi−l
=
(
i
l
)(
n − i
p − l
)
T (n, i),
since every (−1)kx1 +···+kxi , 1 ≤ x1 < · · · < xi ≤ n, appears with multiplicity
(
i
l
) (
n−i
p−l
)
on the left-hand-side. This is because there are
(
i
l
)
ways to choose the elements from
{x1, . . . , xi } =: I which lie in P and
(
n−i
p−l
)
ways to choose the elements in [n] \ I which
lie in P . 
In [5] we have shown that Gq(n − 1, n, c, 1)(k) is a q-polynomial of degree at most
2n−2. Now, we aim to show that, more generally, the degree of Gq(n−1, n, c, T (n, p))(k)
in k is at most 2n − 2 as well. The linearity of A → Gq(r, n, c, A) and Lemma 4 then
implies that the degree of Gq(n − 1, n, c, S(n, p)) in k is at most 2n − 2.
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In fact, we show that the degree of Gq(r, n, c, T (n, p)) in ki is at most 2r . The
computation is rather complicated. Assume by induction with respect to r that the degree
of Gq(r − 1, n, c, T (n, p))(k1, . . . , kn−r ) in each of ki and ki+1 is at most 2r − 2. The
degree of Gq(r, n, c, T (n, p)) in ki is at most the degree of
ki∑
li =ki−1
ki+1∑
li+1=ki
Gq(r − 1, n, c, T (n, p))(l1, . . . , ln−r+1)
in ki (with k0 = 0 and kn−r+1 = c). Using Lemma 2, this allows us to conclude easily that
the degree of Gq(r, n, c, T (n, p)) in ki is at most 4r −2; however, we want to establish that
the degree is at most 2r . The following lemma is fundamental for this purpose. In order to
state it, we need to define an operator Di which is crucial for the analysis of (4.2).
Definition 4. Let G(k1, . . . , km) be a function in m variables and 1 ≤ i ≤ m − 1. We set
Di G(k1, . . . , km) = G(k1, . . . , ki−1, ki , ki+1, ki+2, . . . , km)
+ G(k1, . . . , ki−1, ki+1 + 1, ki − 1, ki+2, . . . , km).
The following lemma shows the significance of the operator in the computation of the
degree.
Lemma 5. Let F(x1, x2) be a q-quasi-polynomial in x1 and x2 which is of degree at
most R in each of x1 and x2. Moreover assume that D1 F(x1, x2) is of degree at most
R as a q-quasi-polynomial in x1 and x2, i.e. a linear combination of “monomials”
[x1; q]m[x2; q]nρx11 ρx22 with m + n ≤ R and where ρ1 and ρ2 are roots of unity. Then∑y
x1=a
∑b
x2=y F(x1, x2)q
x1+x2 is of degree at most R + 2 in y.
Proof. Set F1(x1, x2) = D1 F(x1, x2)/2 and F2(x1, x2) = (F(x1, x2) − F(x2 + 1, x1 −
1))/2. Clearly F(x1, x2) = F1(x1, x2) + F2(x1, x2). Observe that F2(x2 + 1, x1 − 1) =
−F2(x1, x2). Thus F2(x1, x2) is a linear combination of expressions of the form
[x1; q]m[x2 + 1; q]nρx1−11 ρx22 − [x1; q]n[x2 + 1; q]mρx21 ρx1−12
with m, n ≤ R and where ρ1 and ρ2 are roots of unity. We set
c(y, n, ρ) = d
dqρn
(
ρn−1((ρq)y+1 − 1)
(ρq − 1)
)
.
This is a q-quasi-polynomial in y of degree at most n + 1. Lemma 3 implies
y∑
x1=a
b∑
x2=y
([x1; q]m[x2 + 1; q]nρx1−11 ρx22 − [x1; q]n[x2 + 1; q]mρx21 ρx1−12 )qx1+x2+1
= (c(y, m, ρ1) − c(a − 1, m, ρ1))(c(b + 1, n, ρ2) − c(y, n, ρ2))
− (c(y, n, ρ2) − c(a − 1, n, ρ2))(c(b + 1, m, ρ1) − c(y, m, ρ1))
= c(y, m, ρ1)c(b + 1, n, ρ2) − c(a − 1, m, ρ1)c(b + 1, n, ρ2)
+ c(a − 1, m, ρ1)c(y, n, ρ2) − c(y, n, ρ2)c(b + 1, m, ρ1)
+ c(a − 1, n, ρ2)c(b + 1, m, ρ1) − c(a − 1, n, ρ2)c(y, m, ρ1).
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Thus
∑y
x1=a
∑b
x2=y F2(x, y)q
x+y is of degree at most R + 1 in y. By the assumption in
the lemma
∑y
x1=a
∑b
x2=y F1(x, y)q
x+y is of degree at most R + 2 in y and the assertion
follows. 
Lemma 6. Let m, i be a positive integers with 1 ≤ i ≤ m − 2, and G(l1, . . . , lm) be a
function on Zm. Then
Di

 k1∑
l1=k0
k2∑
l2=k1
· · ·
km∑
lm=km−1
G(l1, . . . , lm)

 (k0, k1, . . . , km)
= −1
2

 k1∑
l1=k0
· · ·
ki−1∑
li−1=ki−2
ki+1+1∑
li =ki +1
ki+1∑
li+1=ki
ki+2∑
li+2=ki −1
ki+3∑
li+3=ki+2
· · ·
km∑
lm=km−1
Di G(l)
+
k1∑
l1=k0
· · ·
ki−1∑
li−1=ki−2
ki∑
li =ki−1
ki+1∑
li+1=ki
ki+1−1∑
li+2=ki −1
ki+3∑
li+3=ki+2
· · ·
km∑
lm=km−1
Di+1G(l)

,
where l = (l1, . . . , lm).
Proof. We set
g(li−1, li , li+1) =
k1∑
l1=k0
· · ·
ki−1∑
li−1=ki−2
ki+3∑
li+3=ki+2
· · ·
km∑
lm=km−1
G(l1, . . . , lm).
The left-hand side in the statement of the lemma is equal to
ki∑
li =ki−1
ki+1∑
li+1=ki
ki+2∑
li+2=ki+1
g(li , li+1, li+2) +
ki+1+1∑
li =ki−1
ki −1∑
li+1=ki+1+1
ki+2∑
li+2=ki −1
g(li , li+1, li+2).
In the expression, we reverse the middle sum in the second triple sum and split up the first
sum in this triple sum to obtain
ki∑
li =ki−1
ki+1∑
li+1=ki
ki+2∑
li+2=ki+1
g(li , li+1, li+2) −
ki∑
li =ki−1
ki+1∑
li+1=ki
ki+2∑
li+2=ki −1
g(li , li+1, li+2)
−
ki+1+1∑
li =ki +1
ki+1∑
li+1=ki
ki+2∑
li+2=ki −1
g(li , li+1, li+2).
Next we cancel some common terms in the first and the second sum and obtain
−
ki∑
li =ki−1
ki+1∑
li+1=ki
ki+1−1∑
li+2=ki −1
g(li , li+1, li+2) −
ki+1+1∑
li =ki +1
ki+1∑
li+1=ki
ki+2∑
li+2=ki −1
g(li , li+1, li+2),
and this is equal to the right-hand side in the statement of the lemma. 
We need another definition before we are able to prove the lemma which is crucial for
the computation of the degree.
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Definition 5. Let r be a non-negative integer and B(x, y) a function in x and y. We define
Z(r, B)(x, y) recursively: Z(0, B)(x, y) = B(x, y) and
Z(r, B)(x, y) =
y+1∑
x ′=x+1
y∑
y′=x
Z(r − 1, B)(x ′, y ′)qx ′+y′ .
In the following lemma we establish a recursion which expresses Di Gq(r, n, c, A)
in terms of Gq(r, n − 2, c + 2, A′j ) and Z(r, B j ) if A fulfills a certain “decomposition
condition”.
Lemma 7. Let r, n, i be integers, r non-negative, n positive, 2 ≤ n − r and 1 ≤ i ≤
n − r − 1. Moreover, let A(k1, . . . , kn) be a function on Zn. Assume that there exist
two families of functions (B j (x, y))1≤ j≤m and (A′j (k1, . . . , kn−2))1≤ j≤m with the property
that
Di A(k1, . . . , kn) =
m∑
j=1
B j (ki + i, ki+1 + i)
× A′j (k1, . . . , ki−1, ki+2 + 2, . . . , kn + 2)
for all i , 1 ≤ i ≤ n − 1. Then
Di Gq (r, n, c, A)(k1, . . . , kn−r )
=
m∑
j=1
(−1)r
2r
qr(−2n+r+1) Z(r, B j )(ki + i, ki+1 + i)
× Gq(r, n − 2, c + 2, A′j )(k1, . . . , ki−1, ki+2 + 2, . . . , kn−r + 2).
Proof. We show the assertion by induction with respect to r . For r = 0 there is nothing
to prove. Thus, we assume r > 0. By Lemma 6, the left-hand side in the statement is
equal to
−1
2

 k1∑
l1=0
· · ·
ki+1+1∑
li =ki +1
ki+1∑
li+1=ki
ki+2∑
li+2=ki −1
· · ·
c∑
ln−r+1=kn−r
Di Gq(r − 1, n, c, A)(l)ql1+···+ln−r+1
+
k1∑
l1=0
· · ·
ki∑
li =ki−1
ki+1∑
li+1=ki
ki+1−1∑
li+2=ki −1
· · ·
c∑
ln−r+1=kn−r
Di+1Gq(r − 1, n, c, A)(l)ql1+···+ln−r+1

 .
In this expression we replace Di Gq(r − 1, n, c, A)(l) and Di+1Gq(r − 1, n, c, A)(l) by
the expression implied by the induction hypothesis. We obtain
(−1)r
2r
q(r−1)(−2n+r)
m∑
j=1

 ki+1+1∑
li =ki +1
ki+1∑
li+1=ki
Z(r − 1, B j )(li + i, li+1 + i)qli+li+1
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×
k1∑
l1=0
· · ·
ki−1∑
li−1=ki−2
ki+2∑
li+2=ki −1
· · ·
c∑
ln−r+1=kn−r
ql1+···+li−1+li+2+···+ln−r+1
× (l1, . . . , li−1, li+2 + 2, . . . , ln−r+1 + 2)Gq(r − 1, n − 2, c + 2, A′j )
+
ki+1∑
li+1=ki
ki+1−1∑
li+2=ki −1
Z(r − 1, B j )(li+1 + i + 1, li+2 + i + 1)qli+1+li+2
×
k1∑
l1=0
· · ·
ki∑
li =ki−1
ki+3∑
li+3=ki+2
· · ·
c∑
ln−r+1=kn−r
ql1+···+li +li+3+···+ln−r+1
× (l1, . . . , li , li+3 + 2, . . . , ln−r+1 + 2)Gq(r − 1, n − 2, c + 2, A′j )

 .
We shift the range of summation of li+2, li+3, . . . , ln−r+1 by two and compensate this shift
with the appropriate changes in the summands.
(−1)r
2r
qr(−2n+r+1)
m∑
j=1
Z(r, B j )(ki + i, ki+1 + i)
×

 k1∑
l1=0
· · ·
ki−1∑
li−1=ki−2
ki+2+2∑
li+2=ki +1
ki+3+2∑
li+3=ki+2+2
· · ·
c+2∑
ln−r+1=kn−r +2
ql1+···+li−1+li+2+···+ln−r+1
× (l1, . . . , li−1, li+2, . . . , ln−r+1)Gq(r − 1, n − 2, c + 2, A′j )
+
k1∑
l1=0
· · ·
ki−1∑
li−1=ki−2
ki∑
li =ki−1
ki+3+2∑
li+3=ki+2+2
· · ·
c+2∑
ln−r+1=kn−r +2
ql1+···+li +li+3+···+ln−r+1
× (l1, . . . , li , li+3, . . . , ln−r+1)Gq(r − 1, n − 2, c + 2, A′j )

 .
Finally, we rename li+2 in the first multiple sum to li and merge the two multiple sums.
The result is equal to the right-hand side in the statement of the lemma. 
In the next lemma we give a bound for the degree of Z(r, B)(x, y).
Lemma 8. Suppose B(x, y) is a q-quasi-polynomial in x and y of degree d, i.e. a linear
combination of terms of the form [x; q]m[y; q]nρx1 ρ y2 with m + n ≤ d and where ρ1, ρ2
are roots of unity. Then Z(r, B)(x, y) is of degree at most 2r + d in x and y.
Proof. By induction with respect to r it suffices to show that
y+1∑
x ′=x+1
y∑
y′=x
[x ′; q]m[y ′; q]nρx ′−11 ρ y
′−1
2 q
x ′+y′
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is of degree at most m + n + 2 in x and y. Using the notation from Lemma 2, we see that
this double sum is equal to
(
y+1∑
x ′=x+1
[x ′; q]mρx ′−11 qx
′
)
 y∑
y′=x
[y ′; q]nρ y
′−1
2 q
y′


= (c(y + 1, m, ρ1) − c(x, m, ρ1))(c(y, n, ρ2) − c(x − 1, n, ρ2))
and the assertion follows. 
In order to be able to apply Lemma 7, we show that T (n, p)(k1, . . . , kn) has the
“decomposition property”. Observe that
Di T (n, p) = 2 T (n − 2, p)(k1, . . . , ki−1, ki+2 + 2, . . . , kn + 2)
+ (−1)ki+ki+1 2 T (n − 2, p − 2)(k1, . . . , ki−1, ki+2 + 2, . . . , kn + 2),
where T (m, q) = 0 if q < 0 or q > m. Thus, by Lemma 7,
Di Gq (r, n, c, T (n, p)) = (−1)
r
2r
qr(−2n+r+1)(Z(r, 1)(ki + i, ki+1 + i)
× Gq(r, n − 2, c + 2, 2 T (n − 2, p))(k1, . . . , ki−1, ki+2 + 2, . . . , kn−r + 2)
+ Z(r, (−1)ki+ki+1 )(ki + i, ki+1 + i)
× Gq(r, n − 2, c + 2, 2 T (n − 2, p − 2))
× (k1, . . . , ki−1, ki+2 + 2, . . . , kn−r + 2)). (4.3)
By Lemma 8, Z(r, 1)(ki , ki+1) and Z(r, (−1)ki +ki+1 )(ki , ki+1) are q-quasi-polynomials in
ki and ki+1 of degree at most 2r and thus the same is true for Di Gq(r, n, c, T (n, p)).
Finally we show that this implies that Gq(r, n, c, T (n, p)) is a q-quasi-polynomial in ki of
degree at most 2r for all i .
Lemma 9. Let n, r be positive integers, r < n and 0 ≤ p ≤ n. Then Gq(r, n, c, T (n, p))
is a q-quasi-polynomial in ki of degree at most 2r for i = 1, 2, . . . , n − r .
Proof. We show the assertion by induction with respect to r . For r = 0 there is nothing
to prove. We assume that r > 0 and that the assertion is true for Gq(r − 1, n, c, T (n, p)).
The degree of Di Gq(r − 1, n, c, T (n, p))(l1, . . . , ln−r+1) as a q-quasi-polynomial in li
and li+1 is at most 2r − 2. Therefore, by Lemma 5, the degree of
ki∑
li =ki−1
ki+1∑
li+1=ki
Gq(r − 1, n, c, T (n, p))(l1, . . . , ln−r+1)qli+li+1
in ki is at most 2r . By (4.2), the same is true for the degree of Gq(r, n, c, T (n, p))
in ki . 
Corollary 1. Let n be a positive integer and 0 ≤ p ≤ n. Then Fq(n − 1, n, c, p; k) is a
q-quasi-polynomial over C of degree at most 2n − 2 in k.
I. Fischer / European Journal of Combinatorics 27 (2006) 290–321 305
5. Exploring properties of the q-quasi-polynomial Fq(n − 1, n, c, p;k)
First we observe that Fq(n − 1, n, c, p; k) is zero for k = −1,−2, . . . ,−n + 1 and
k = c + 1, c + 2, . . . , c + n − 1.
Lemma 10. Let r, n, p be integers, 0 ≤ r < n and 0 ≤ p ≤ n. Then Fq (r, n, c, p; .) is
zero for k1 = −1,−2, . . . ,−r and kn−r = c + 1, c + 2, . . . , c + r .
Proof. It suffices to show that there exists no (r, n, c)-pattern with first row
(0, k1, . . . , kn−r , c),
if k1 = −1,−2, . . . ,−r or kn−r = c + 1, c + 2, . . . , c + r . Indeed, suppose (ai, j ) is an
(r, n, c)-pattern with ar+1,r+1 ∈ {−1,−2, . . . ,−r}. In particular, we have 0 > ar+1,r+1
and thus the definition of (r, n, c)-patterns implies that 0 > ar,r > ar+1,r+1. In a similar
way we obtain 0 > a1,1 > a2,2 > · · · > ar,r > ar+1,r+1. This is, however, a contradiction,
since there exist no r distinct integers between 0 and ar+1,r+1. The proof is analogous if
ar+1,n ∈ {c + 1, c + 2, . . . , c + r}. 
The zeros in Lemma 10 do not determine the q-quasi-polynomial Fq (n − 1, n, c, p; k)
uniquely and thus we need additional properties. To this end we have the following two
lemmas.
Lemma 11. Let r be a non-negative integer. Then we have
Z(r, (−1)x+y) = (−1)x+yqr(x+y)Cr + Tr (x, y),
where Cr ∈ Q(q) and Tr (x, y) is a q-polynomial in x and y over Q.
Proof. The assertion follows from the following identity by induction with respect to r .
y+1∑
x ′=x+1
y∑
y′=x
(−1)x ′+y′ Qx ′+y′ = −Q
2x+1 − Q2y+3 − 2(−1)x+y Qx+y+2
(1 + Q)2 
Suppose p(X) is a q-quasi-polynomial in X with period 1 or 2. Then there exist unique
q-polynomials p1(X) and p2(X) with the property that
p(X) = (−1)X p1(X) + p2(X).
We write SPX (p(X)) = p1(X). The following lemma shows that SPki Fq(r, n, c, p; .) has
a simple structure.
Lemma 12. Let r, n, i, p be integers, r non-negative, n positive, 1 ≤ i < n − r and
0 ≤ p ≤ n. Then
SPki Fq(r, n, c, p; k1, . . . , kn−r )/qrki
is independent of ki .
Proof. We show the assertion by induction with respect to r . For r = 0 there is nothing to
prove. Let r > 0. It suffices to prove that
SPki

 ki∑
li =ki−1
ki+1∑
li+1=ki
Di Gq(r − 1, n, c, T (n, p))(l1, . . . , ln−r+1)qli+li+1

 /qrki (5.1)
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and
SPki

 ki∑
li =ki−1
ki+1∑
li+1=ki
(
Gq(r − 1, n, c, T (n, p))(l1, . . . , li , li+1, . . . , ln−r+1)
− Gq(r − 1, n, c, T (n, p))(l1, . . . , li+1 + 1, li − 1, . . . , ln−r+1)
)
qli+li+1

 /qrki
(5.2)
are independent of ki , where k0 = 0 and kn−r+1 = c. By (4.3) and Lemma 11
Di Gq(r − 1, n, c, T (n, p))(l1, . . . , ln−r+1) is of the form
(−1)li+li+1 q(r−1)(li+li+1)H (l1, . . . , li−1, li+2, . . . , ln−r+1) + T (l1, . . . , ln−r+1),
where H (l1, . . . , li−1, li+2, . . . , ln−r+1) is a q-quasi-polynomial, T (l1, . . . , ln−r+1) is a
q-quasi-polynomial in (l1, . . . , li−1, li+2, . . . , ln−r+1) and a q-polynomial in li and li+1.
Therefore T does not contribute to (5.1). Moreover we have
ki∑
li =ki−1
ki+1∑
li+1=ki
(−1)li+li+1 q(r−1)(li+li+1)H (l1, . . . , li−1, li+2, . . . , ln−r+1) qli+li+1
= 1
(1 + qr )2 ((−1)
ki qr ki (−1)ki−1 qr ki−1 + (−1)ki qrki (−1)ki+1 qr(ki+1+2)
+ qr(2ki+1) + (−1)ki−1+ki+1 qr (ki−1+ki+1+1)) H (l1, . . . , li−1, li+2, . . . , ln−r+1)
and (5.1) follows. For (5.2) observe that by the induction hypothesis Gq(r − 1,
n, c, T (n, p))(l1, . . . , ln−r+1) is a linear combination of expressions of the form
[li ; q]m[li+1 + 1; q]n, q(r−1)li (−1)li−1[li+1 + 1; q]n, [li ; q]mq(r−1)(li+1+1)(−1)li+1
and
q(r−1)li (−1)li−1q(r−1)(li+1+1)(−1)li+1
over Rqq [l1, . . . , li−1, li+2, . . . , ln−r ]. Therefore
Gq(r − 1, n, c, T (n, p))(l1, . . . , li , li+1, . . . , ln−r+1)
− Gq(r − 1, n, c, T (n, p))(l1, . . . , li+1 + 1, li − 1, . . . , ln−r+1)
is a linear combination of expressions of the form
[li ; q]m[li+1 + 1; q]n − [li ; q]n[li+1 + 1; q]m, (5.3)
q(r−1)li (−1)li−1[li+1 + 1; q]n − [li ; q]nq(r−1)(li+1+1)(−1)li+1 (5.4)
and
q(r−1)li (−1)li−1q(r−1)(li+1+1)(−1)li+1 − q(r−1)li (−1)li−1q(r−1)(li+1+1)(−1)li+1 = 0
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over Rqq [l1, . . . , li−1, li+2, . . . , ln−r ]. Expressions of the form (5.3) do not contribute to
(5.2). For expressions of the form (5.4) observe that
ki∑
li =ki−1
ki+1∑
li+1=ki
(q(r−1)li (−1)li−1[li+1 + 1; q]n − [li ; q]nq(r−1)(li+1+1)(−1)li+1)qli+li+1
= 1
(1 + qr )[n + 1; q](−(−1)
ki−1 qrki−1 [ki+1 + 1; q]n+1
− qr (−1)ki qrki [ki+1 + 1; q]n+1 + (−1)ki−1 qrki−1 [ki ; q]n+1
+ [ki−1 − 1; q]n+1qr (−1)ki qrki
− [ki; q]n+1q2r (−1)ki+1 qrki+1
+ [ki−1 − 1; q]n+1q2r (−1)ki+1 qrki+1 ).
The assertion follows. 
Corollary 2. Let n be a positive integer. Then
F(n − 1, n, c, p; k) = Pn,c,p(k) + (−1)kq(n−1)k Ln,c,p,
where Pn,c,p(k) is a q-polynomial in k and Ln,c,p is independent of k.
We define
Gn,c,p =
c∑
k=0
Fq(n − 1, n, c, p; k)qk .
This is the generating function of strict plane partitions with parts in {1, 2, . . . , n}, at most
c columns and p rows of odd length. In the following lemma we prove that some special
evaluations of Fq (n−1, n, c, p; k) in k can be expressed in terms of the generating function
Gn−1,c,p . This lemma together with Lemma 10 and Corollary 2 provide enough properties
in order to compute Fq (n − 1, n, c, p; k) in the following section.
Lemma 13. If p = n then
Fq (n − 1, n, c, p; 0) = Gn−1,c,p
and if p = 0 then
Fq (n − 1, n, c, p; −n) = (−1)n−1q−3n(n−1)/2Gn−1,c+2,p−1.
Moreover we have
Fq (n − 1, n, c, n; 1) = q(n+2)(n−1)/2Gn−1,c−1,0
and
Fq (n − 1, n, c, 0; −n − 1) = (−1)n−1q−(n−1)(2n+1)Gn−1,c+3,n−1.
Proof. For the first identity let (ai, j ) be an (n − 1, n, c)-pattern with an,n = 0 and exactly
p numbers of a1,1, a1,2, . . . , a1,n are odd. This implies that ai,i = 0 for all i and thus
(ai, j )1≤i≤n−1,i≤ j≤n+1 is an (n − 2, n − 1, c)-pattern where p of a1,2, a1,3, . . . , a1,n are
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odd. In fact, this induces a norm-preserving and sign-preserving bijection between these
(n − 1, n, c)-patterns and these (n − 2, n − 1, c)-patterns.
For the next identity, let (ai, j ) be an (n − 1, n, c)-pattern with an,n = −n and
exactly p of a1,1, a1,2, . . . , a1,n are odd. This implies that ai,i = −i . Therefore ai,i+1 ∈
{−3,−4, . . . ,−n} for i = 1, . . . , n − 1. If we set bi, j := ai, j + 2 for i < j and
bi,i = 0 then (bi, j )1≤i≤n−1,i≤ j≤n+1 is an (n − 2, n − 1, c + 2)-pattern, where p − 1
of b1,2, b1,3, . . . , b1,n are odd. Again this induces a bijection. However, the bijection is
neither norm preserving nor sign preserving. The factor (−1)n−1q−3n(n−1)/2 takes into
account the changes of norm and sign.
For the third identity, let (ai, j ) be an (n − 1, n, c)-pattern with an,n = 1 and all
a1,1, a1,2, . . . , a1,n be odd. The first assumption implies that ai,i ∈ {0, 1}, the second that
a1,1 = 1 and therefore ai,i = 1 for all i . If we set bi, j = ai, j −1 then (bi, j )1≤i≤n−1,i≤ j≤n+1
is an (n − 2, n − 1, c − 1)-pattern, where all b1,2, b1,3, . . . , b1,n are even.
The proof of the fourth identity is similar. 
6. Computation of Fq(n− 1, n, c, p;k)
In this section we compute Fq (n−1, n, c, p; k) using the properties we have established
in the previous section. For these computations we need some q-summation formulas
which we derive in Section 7. First we show that Corollary 1, Lemma 10 and Corollary 2
imply a first strong assertion on the form of Fq(n − 1, n, c, p; k).
Lemma 14. Let n be a positive integer and 0 ≤ p ≤ n. Then Fq (n − 1, n, c, p; k) is
equal to
Mn,c,p · [k + 1; q]n−1[k − c − n + 1; q]n−1
+ Ln,c,p
(
(−1)kq(n−1)k + (−1)nq(n−1)(2c+n)/2
×
n−1∑
i=1
(
(−1)cq
(
i
2
)
× [k + 1; q]n−1[k − c − i + 1; q]i−1[k − c − n + 1; q]n−i−1[1; q]i−1[1; q]n−1−i[c + i + 1; q]n−1
− q
(
i
2
) [k + 1; q]i−1[k + i + 1; q]n−i−1[k − c − n + 1; q]n−1
[1; q]i−1[1; q]n−1−i[c + i + 1; q]n−1
))
,
where Ln,c,p and Mn,c,p are independent of k.
Proof. By Lemma 10 and Corollary 2 we know that for k ∈ {−1,−2, . . . ,−n + 1} and
k ∈ {c + 1, c + 2, . . . , c + n − 1} we have
Pn,c,p(k) = (−1)k+1q(n−1)k Ln,c,p.
By Corollary 1 Pn,c,p(k) is a q-polynomial in k of degree at most 2n − 2. By “q-Lagrange
interpolation” the following polynomial is the unique q-polynomial Qn,c,p(k) of degree
at most 2n − 3 with Qn,c,p(k) = (−1)k+1q(n−1)k Ln,c,p for k ∈ {−1,−2, . . . ,−n + 1}
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and k ∈ {c + 1, c + 2, . . . , c + n − 1}.
−1∑
i=−n+1
(−1)i+1q(n−1)i Ln,c,p
∏
−n+1≤ j≤−1, j =i
[k − j ; q]
[i − j ; q]
n−1∏
j=1
[k − c − j ; q]
[i − c − j ; q]
+
n−1∑
i=1
(−1)c+i+1q(n−1)(c+i)Ln,c,p
−1∏
j=−n+1
[k − j ; q]
[c + i − j ; q]
×
∏
1≤ j≤n−1, j =i
[k − c − j ; q]
[i − j ; q] .
This is equal to
n−1∑
i=1
(
(−1)i+1q−(n−1)i Ln,c,p
i−1∏
j=1
[k + j ; q]
[ j − i ; q]
n−1∏
j=i+1
[k + j ; q]
[ j − i ; q]
n−1∏
j=1
[k − c − j ; q]
[−i − c − j ; q]
+ (−1)c+i+1q(n−1)(c+i)Ln,c,p
n−1∏
j=1
[k + j ; q]
[c + i + j ; q]
i−1∏
j=1
[k − c − j ; q]
[i − j ; q]
×
n−1∏
j=i+1
[k − c − j ; q]
[i − j ; q]
)
= Ln,c,p
n−1∑
i=1
(
(−1)i+1q−(n−1)i
× [k + 1; q]i−1[k + i + 1; q]n−1−i[k − c − n + 1; q]n−1[1 − i ; q]i−1[1; q]n−1−i[−n + 1 − c − i ; q]n−1
+ (−1)c+i+1q(n−1)(c+i)
× [k + 1; q]n−1[k − c − i + 1; q]i−1[k − c − n + 1; q]n−1−i[c + i + 1; q]n−1[1; q]i−1[i − n + 1; q]n−1−i
)
.
The difference of Pn,c,p(k) and the q-polynomial displayed above is a q-polynomial of
degree at most 2n − 2 with zeros −1, . . . ,−n + 1 and c + 1, . . . , c + n − 1. Thus, this
difference is equal to Mn,c,p[k + 1; q]n−1[k − c − n + 1; q]n−1, where Mn,c,p is a factor
independent of k. We use the identity
[z; q]n = [−z − n + 1; q]n(−1)nqn(z+(n−1)/2)
in order to obtain the expression for Pn,c,p(k) in the statement of the lemma. 
We set
Un,c(k) = (−1)nq(n−1)(2c+n)/2
n−1∑
i=1
(
(−1)cq
(
i
2
)
× [k + 1; q]n−1[k − c − i + 1; q]i−1[k − c − n + 1; q]n−i−1[1; q]i−1[1; q]n−1−i[c + i + 1; q]n−1
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− q
(
i
2
) [k + 1; q]i−1[k + i + 1; q]n−i−1[k − c − n + 1; q]n−1
[1; q]i−1[1; q]n−1−i[c + i + 1; q]n−1
)
+ (−1)kq(n−1)k
and Wn,c(k) = [k + 1; q]n−1[k − c − n + 1; q]n−1. Using these definitions, Lemma 14
states that
Fq(n − 1, n, c, p; k) = Ln,c,pUn,c(k) + Mn,c,p Wn,c(k). (6.1)
It remains to compute Ln,c,p and Mn,c,p . In the following lemma we give recursive
formulas with respect to n for Ln,c,p and Mn,c,p . It is an immediate consequence of
Lemma 13.
Lemma 15. The initial conditions are L1,c,p = (−1)p2 and M1,c,p = 12 . If p ∈ {0, n} we
have
Ln,c,p = Gn−1,c,pWn,c(−n) + (−1)
nq−3n(n−1)/2Gn−1,c+2,p−1Wn,c(0)
Un,c(0)Wn,c(−n) − Un,c(−n)Wn,c(0) .
If p = 0 we have the following recursion
Ln,c,0 = (−1)
n−1q−(n−1)(2n+1)Gn−1,c+3,n−1Wn,c(0) − Gn−1,c,0Wn,c(−n − 1)
Un,c(−n − 1)Wn,c(0) − Un,c(0)Wn,c(−n − 1) ,
and if p = n then
Ln,c,n = q
(n+2)(n−1)/2Gn−1,c−1,0Wn,c(−n) + (−1)nq−3n(n−1)/2Gn−1,c+2,n−1Wn,c(1)
Un,c(1)Wn,c(−n) − Un,c(−n)Wn,c(1) .
Concerning Mn,c,p we have
Mn,c,p = Gn−1,c,p − Un,c(0)Ln,c,pWn,c(0) ,
if p = n and
Mn,c,p = (−1)
n−1q−3n(n−1)/2Gn−1,c+2,p−1 − Un,c(−n)Ln,c,p
Wn,c(−n)
if p = 0.
Proof. Lemma 13 and (6.1) implies the following equations. If p = 0 then
Ln,c,pUn,c(−n) + Mn,c,p Wn,c(−n) = (−1)n−1q−3n(n−1)/2Gn−1,c+2,p−1,
and if p = n then
Ln,c,pUn,c(0) + Mn,c,p Wn,c(0) = Gn−1,c,p.
If p = 0 we have
Ln,c,0Un,c(−n − 1) + Mn,c,0Wn,c(−n − 1) = (−1)n−1q−(n−1)(2n+1)Gn−1,c+3,n−1,
and if p = n we have
Ln,c,nUn,c(1) + Mn,c,n Wn,c(1) = q(n+2)(n−1)/2Gn−1,c−1,0.
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For every p ∈ {0, 1, 2, . . . , n} this gives a system of two linearly independent equations in
Ln,c,p and Mn,c,p . We use Cramer’s rule to obtain the recursions of Ln,c,p . The recursions
for Mn,c,p are immediate consequences of the equations. 
In the following lemma we see that the denominators in the recursive formulas for Ln,c,p
in Lemma 15 are products.
Lemma 16. We have
Un,c(0)Wn,c(−n) − Un,c(−n)Wn,c(0) = 2[1; q
2]n−1(1 + q)2n−1
qc(n−1)+2n(n−1)
×


[(c + 2)/2; q2]n−1
1 + q if c is even
[(c + 1)/2; q2]n
[c + n; q] if c is odd and,
Un,c(−n − 1)Wn,c(0) − Un,c(0)Wn,c(−n − 1)
= −2[1; q
2]n−1[n − 1; q](1 + q)2n−1
q(n−1)c+2(n−1)(n+1)
×


[(c + 2)/2; q2]n if c is even
[(c + 1)/2; q2]n+1(1 + q)
[c + n + 1; q] if c is odd
and
Un,c(1)Wn,c(−n) − Un,c(−n)Wn,c(1) = 2[1; q
2]n−1[n − 1; q](1 + q)2n−1
q(n−1)c+n(2n−3)[c + n; q]
×


[c/2; q2]n if c is even
[(c − 1)/2; q2]n+1(1 + q)
[c + n − 1; q] if c is odd.
Proof. The formulas for Un,c(0), Un,c(−n), Un,c(1) and Un,c(−n −1) in Section 7, (7.2)–
(7.5), imply that the denominators from Lemma 15 are sums of at most three products.
A lengthy but straightforward calculation shows that these sums of products simplify to
single products. 
We finally give the formulas for Ln,c,p , Mn,c,p and Gn,c,p .
Lemma 17. The generating function Gn,c,p is equal to
Gn,c,p = q
(
p+1
2
) [
n
p
]


1
[c + p; q]n+1
n∏
i=0
[c + 2i ; q]n−i+1
[2 + 2i ; q]n−i 2|c
n∏
i=1
[c + 2i − 1; q]n−i+1
[2i ; q]n−i+1 2  |c.
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For Ln,c,p we have
Ln,c,p =


n−1∏
i=1
[c + 2i + 1; q]n−i
[2i ; q]n−i[2i ; q]
[c + 1; q]n−1[1; q]n−1
2
×

q
(
p+1
2
) [
n−1
p
]
[c; q]
[c + p; q]n −
q(
p
2 )
[
n−1
p−1
]
[c + 2n; q]
[c + p + 1; q]n

 2|c
n−1∏
i=1
[c + 2i ; q]n−i
[2i ; q]n−i[2i ; q]
[1; q]n−1
2
×
(
q
(
p+1
2
) [
n−1
p
]
− q( p2 )
[
n−1
p−1
])
2  |c
and for Mn,c,p we have
Mn,c,p = (−1)
n−1q(n−1)(2c+n)/2
[1; q]n−2
×


n−1∏
i=1
[c + 2i ; q]n−i
[2i ; q]n−i
×

q
(
p+1
2
) [
n−1
p
]
[c; q]
[c + p; q]n

 1[n − 1; q] − [c + 2n − 1; q][c + n; q][2n − 2; q]


+
q(
p
2 )
[
n−1
p−1
]
[c + p + 1; q]n
[c + 2n − 1; q]2
[c + n; q][2n − 2; q]

 2|c
n−1∏
i=1
[c + 2i + 1; q]n−i−1
[2i ; q]n−i
1
[2n − 2; q]
×
(
q
(
p+1
2
)
+n−1 [ n−1
p
]
+ q( p2 )
[
n−1
p−1
])
2  |c.
Proof. We show the assertion by induction with respect to n. For n = 1 observe that
L1,c,0 = 1/2, L1,c,1 = −1/2 and M1,c,0 = M1,c,1 = 1/2. Moreover
G1,c,0 =


1 + q2 + q4 + · · · + qc = 1 − q
2+c
1 − q2 if c is even
1 + q2 + q4 + · · · + qc−1 = 1 − q
1+c
1 − q2 if c is odd
and
G1,c,1 =


q + q3 + q5 + · · · + qc−1 = q(1 − q
c)
1 − q2 if c is even
q + q3 + q5 + · · · + qc = q(1 − q
1+c)
1 − q2 if c is odd.
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Assume that the formulas are already proved for n − 1. Use the recursions in Lemma 15,
(7.2)–(7.5) and the formula for Gn−1,c,p in order to check the formulas for Ln,c,p and
Mn,c,p . By (7.1) and (7.6) we have
Gn,c,p =
c∑
k=0
Ln,c,pUn,c(k)qk + Mn,c,p Wn,c(k)qk
= Ln,c,p ((1 + (−1)
c)[(c + 2)/2; q2]n−1(1 + qc+n) + (1 − (−1)c)[(c + 1)/2; q2]n(1 − q2))
[1/2; q2]n−1(1 + qn−1)(1 + qn)
+ Mn,c,p(−1)n−1q(−n+1)(2c+n)/2
[1; q]2n−1[c + 1; q]2n−1
[1; q]2n−1 .
A lengthy but straightforward calculation proves the formula for Gn,c,p . 
Now we are in the position to explain why Theorem 1 implies Krattenthaler’s and
the author’s refinement of the Bender–Knuth (ex-)conjecture. Krattenthaler’s refinement,
see [10, Theorem 21], is the generating function Gn,c,p , which we have computed in
Lemma 17 and thus we have reproved his result with different methods.
The author’s refinement, see [5, Theorem 1], is the generating function of strict plane
partitions with parts in {1, 2, . . . , n}, at most c columns and k parts equal to n, i.e. the
sum over all p, 0 ≤ p ≤ n, of the generating function in Theorem 1. In order to deduce
Theorem 1 in [5] from Theorem 1 of the present paper one has to show that
n∑
p=0
Ln,c,p = 0
and
n∑
p=0
(−1)n−1q(n−1)(k−c)−( n2 )+k Mn,c,p = q
kn
[1; q]n−1
n−1∏
i=1
[c + i + 1; q]i−1
[i ; q]i ,
where
[k − c − n + 1; q]n−1 = (−1)n−1q(n−1)(k−c)−( n2 )[1 + c − k; q]n−1
explains the factor accompanying Mn,c,p . However, Theorem 1 from [5] was proved with
methods similar to the methods we have used to prove Theorem 1 in the present paper and
thus we omit this implication, since it is surely a detour to prove Theorem 1 from [5] in
this way.
7. Some basic hypergeometric identities
In this section we derive some basic hypergeometric identities which were needed
above. The notation is adopted from [6, page 1–6]. In particular, the basic hypergeometric
series is defined by
r
φ
s
[
a1, . . . , ar
b1, . . . , bs
; q, z
]
=
∞∑
n=0
(a1; q)n · · · (ar ; q)n
(q; q)n(b1; q)n · · · (bs; q)n
(
(−1)nq( n2 )
)s−r+1
zn,
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where the rising q-factorial (a; q)n is given by (a; q)n := ∏n−1i=0 (1 − aqi). (Observe that[x; q]n = (qx ; q)n/(1 − q)n .) All identities in this section were handled with Kratten-
thaler’s Mathematica package HYPQ [11]. A Mathematica file containing the computa-
tions can be downloaded from my webpage (http://www.mat.univie.ac.at/∼ifischer/).
The list of identities is the following. (For the definitions of Un,c(k) and Wn,c(k) see
Section 6.)
c∑
k=0
Wn,c(k)qk = (−1)n−1q(−n+1)(2c+n)/2
[1; q]2n−1[c + 1; q]2n−1
[1; q]2n−1 (7.1)
Un,c(0) =
2
n−2∏
i=1
(1 + qi )
(1 + q)n−1


[c + 1; q]n−1
[(c + 1)/2; q]n−1 if c is even
[c; q]n
[c/2; q]n(1 + q) if c is odd
(7.2)
Un,c(−n) =
2(1 + q)n−1
n−2∏
i=1
(1 + qi )
q(n−1)(3n−2)/2
×


[(c + 2)/2; q]n−1
[c + 2; q]n−1 if c is even
[(c + 1)/2; q]n(1 + q)
[c + 1; q]n if c is odd
(7.3)
Un,c(1) =
2qn
n−2∏
i=1
(1 + qi )
(1 + q)n−1
×


[c; q]n−1[n − 2; q]
[(c + 1)/2; q2]n−1 if c is even
[c − 1; q]n−1[n − 2; q]
[c/2, q2]n−1 − q
c+n−3
× [c; q]n−2[2(n − 1)/2 + 1; q][2n/2; q][(c + 2)/2; q2]n−1 if c is odd
(7.4)
Un,c(−n − 1) =
2(−1)n(1 + q)n−1
n−2∏
i=1
(1 + qi )
q(n+1)(3n−4)/2
×


[(c + 4)/2; q2]n−1[n − 2; q]
[c + 3; q]n−1 if c is even
[(c + 3)/2; q2]n−1[n − 2; q]
[c + 2; q]n−1 + q
c+n
× [(c + 3)/2; q
2]n−1[2(n − 1)/2 + 1; q][2n/2; q]
[c + 2; q]n(1 + q)2 if c is odd
(7.5)
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c∑
k=0
Un,c(k)qk = 2[1/2; q2]n−1(1 + qn−1)(1 + qn)
×
{[(c + 2)/2; q2]n−1(1 + qc+n) if c is even
[(c + 1)/2; q2]n(1 − q2) if c is odd. (7.6)
First we consider (7.1). Observe that
c∑
k=0
Wn,c(k)qk =
(
c∑
k=0
(qn; q)k(q−c; q)k
(q; q)k(q1−c−n; q)k
)
(q; q)n−1(q1−c−n; q)n−1
(1 − q)2n−2 .
Therefore it suffices to show that
c∑
k=0
(qn; q)k(q−c; q)k
(q; q)k(q1−c−n; q)k =
(q2n; q)c
(qn; q)c . (7.7)
Both sides are q-polynomials in n and therefore it suffices to show the assertion for all n
with n < 1 − c. Observe that in this case
c∑
k=0
(qn; q)k(q−c; q)k
(q; q)k(q1−c−n; q)k =
∞∑
k=0
(qn; q)k(q−c; q)k
(q; q)k(q1−c−n; q)k ,
since (q−c; q)k = 0 if k > c and (q1−c−n; q)k = 0 for all k > 0. Using the basic
hypergeometric notation introduced above this infinite series can be written as
2φ1
[
qn, q−c
q1−c−n ; q, q
]
.
We use the q-Chu–Vandermonde summation formula [6, (1.5.3); Appendix (II.6)]
2φ1
[
a, q−n
c
; q, q
]
= a
n(c/a; q)n
(c; q)n , (7.8)
and obtain
qcn(q1−c−2 n; q)c
(q1−c−n; q)c . (7.9)
This is equal to the right-hand side of (7.7).
Next we consider (7.2)–(7.5). In these summations we first use some contiguous
relations before we apply the following summation formula
2φ1
[
a, b
aq/b; q,−q/b
]
= (−q; q)∞(aq; q
2)∞(aq2/b2; q2)∞
(−q/b; q)∞(aq/b; q)∞ , (7.10)
where (a; q)∞ = ∏∞i=0(1 − aqi), see [6, (1.8.1); Appendix (II.9)]. We define
Xn,c(k) =
n−1∑
i=1
q
(
i
2
) [k + 1; q]n−1[k − c − i + 1; q]i−1[k − c − n + 1; q]n−i−1
[1; q]i−1[1; q]n−1−i[c + i + 1; q]n−1
and
Yn,c(k) =
n−1∑
i=1
q
(
i
2
) [k + 1; q]i−1[k + i + 1; q]n−i−1[k − c − n + 1; q]n−1
[1; q]i−1[1; q]n−1−i[c + i + 1; q]n−1 .
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Observe that
Un,c(k) = (−1)nq(n−1)(2c+n)/2((−1)c Xn,c(k) − Yn,c(k)) + (−1)kq(n−1)k . (7.11)
In order to prove (7.2), it suffices to compute Xn,c(0) and Yn,c(0). In both sums we can
replace the upper limit by ∞, since (1)n−1−i = ∞ if i ≥ n. We write Xn,c(0) in basic
hypergeometric notation and obtain
2φ1
[
qc+1, q−n+2
qc+n+1 ; q,−q
n
]
(q; q)n−1(q1−c−n; q)n−2
(q; q)n−2(qc+2; q)n−1 .
If we apply the following contiguous relation
r
φ
s
[
a, (A)
b, (B); q, z
]
= 1 − b/q
a − b/q rφs
[
a, (A)
b/q, (B); q, z/q
]
+ 1 − a
b/q − a rφs
[
aq, (A)
b, (B) ; q, z/q
]
and then (7.10) we obtain the following formula for Xn,c(0).
q−1−c(q1−c−n; q)n−2(−q; q)∞(qc+2; q2)∞(qc+2n−1; q2)∞
(qc+2; q)n−2(−qn−1; q)∞(qc+n; q)∞
+q
−c−n(qc+1; q)1(q1−c−n; q)n−2(qn−1; q)1(−q; q)∞(qc+3; q2)∞(qc+2n; q2)∞
(qc+2; q)n−1(q1−n; q)1(−qn−1; q)∞(qc+n+1; q)∞ .
Next observe that Yn,c(0) is equal to
(−1)n−1 3φ2
[
q−n+2, qc+2, q
qc+n+1, q2 ; q,−q
n−1
]
(qn−1; q)1(qc+1; q)1
(q; q)1(qc+n; q)1 .
Using the contiguous relation
r
φ
s
[
(A), q
(B) ; q, z
]
= (−1)
r+sq1−r+s
z
s∏
i=1
(1 − Bi/q)
r∏
i=1
(1 − Ai/q)
×
(
1 −
r
φ
s
[
(A/q), q
(B/q) ; q, q
−1+r−sz
])
, (7.12)
we transform the 3φ2 series into a 2φ1 series. Next we apply the following contiguous
relation
r
φ
s
[
a, (A)
(B) ; q, z
]
=
r
φ
s
[
aq, (A)
(B) ; q, z
]
+ (−1)r+saz
r−1∏
i=1
(1 − Ai )
s∏
i=1
(1 − Bi )
×
r
φ
s
[
aq, (q A)
(q B) ; q, q
1−r+sz
]
(7.13)
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before we are finally able to apply (7.10) to the remaining two 2φ1 series. We obtain a
formula for Yn,c(0) in terms of rising q-factorials. If we combine this with the formula for
Xn,c(0) we obtain (7.2).
The situation is similar for (7.3)–(7.5); however, we do not give the proofs in detail.
In order to describe a set of contiguous relations which is needed before in each of
these cases (7.10) can eventually be applied, we use Krattenthaler’s table of contiguous
relations, which can be found in the HYPQ documentation [11]. For more details
see the Mathematica file with the computation, which can be found on my webpage
http://www.mat.univie.ac.at/∼ifischer/.
Xn,c(−n) C34
Yn,c(−n) C15
Xn,c(1) C14, C42, C34
Yn,c(1) C16, C15, C02, C41, C11, C37
Xn,c(−n − 1) C14, C42, C34
Yn,c(−n − 1) C14, C15, C36, C11, C37
Finally we consider (7.6), which is a double sum and thus the most complicated identity.
By (7.11) it suffices to compute ∑ck=0 Xn,c(k)qk and ∑ck=0 Yn,c(k)qk . First we compute∑c
k=0 Xn,c(k)qk . The trick is to consider a more general expression: observe that Xn,c(k)
is the unique q-polynomial in k of degree at most 2n−3 with the property that Xn,c(k) = 0
for k = −1,−2, . . . ,−n + 1 and Xn,c(c + i) = (−1)n−1q−( n2 )(−qn−1)i for i =
1, 2, . . . , n − 1. (In Lemma 14 Xn,c(k) is actually constructed such that these conditions
are fulfilled.) Consequently Sn,c(d) := ∑dk=0 Xn,c(k)qk is the unique q-polynomial in d
of degree at most 2n − 2 in d with Sn,c(d) = 0 for d = −1,−2, . . . ,−n and
Sn,c(c + i) = Sn,c(c) + (−1)n−1q−( n2 )+c+n −1 + (−q
n)i
1 + qn
for i = 0, 1, . . . , n − 1. Thus, by q-Lagrange interpolation,
Sn,c(d) =
n∑
i=1
(
Sn,c(c) + (−1)n−1q−( n2 )+c+n (−q
n)i − 1
1 + qn
)
q
(
n−i+1
2
)
(−1)n+i
× [d + 1; q]n[d − c − i + 2; q]i−1[d − c − n + 1; q]n−i[c + i ; q]n[1; q]i−1[1; q]n−i .
A priori the degree of this q-polynomial is 2n − 1. Thus, the coefficient of (qd)2n−1
n∑
i=1
(
Sn,c(c) + (−1)n−1q−( n2 )+c+n (−q
n)i − 1
1 + qn
)
q
(
n−i+1
2
)
(−1)n+i q−1+c+i+n−cn
[c + i ; q]n[1; q]i−1[1; q]n−i
must be zero. We obtain the following expression for Sn,c(c) = ∑ck=0 Xn,c(k)qk .
(−1)n−1q−( n2 )+c+n
1 + qn

+1q( n2 )
n∑
i=1
q
( i+1
2
)
[c+i;q]n [1;q]i−1[1;q]n−i
n∑
i=1
(−1)i q
(
n−i+1
2
)
+i
[c+i;q]n [1;q]i−1[1;q]n−i


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This formula simplifies since
n∑
i=1
(−1)iq
(
n−i+1
2
)
+i
[c + i ; q]n[1; q]i−1[1; q]n−i
= −q(n−1)c+(n+1)n/2 [1; q]2n−2[1; q]2n−1[c + 1; q]2n−1
. (7.14)
In order to see that observe that the left-hand-side in this equation is equal to
− 2φ1
[
qc+1, q−n+1
qc+n+1 ; q, q
]
qn2/2−n/2+1(1 − q)2n−1
(q; q)n−1(qc+1; q)n .
Using (7.8) we obtain (7.14). Thus
Sn,c(c) = (−1)
n−1q−(
n
2 )+c+n
1 + qn
(
+1 − qc−n−cn
n−1∑
i=0
q
(
i+2
2
)
× [c + 1; q]i [c + i + n + 1; q]n−i−1[n − i ; q]i[n; q]n−1[1; q]i
)
.
Similarly one can show that
Tn,c(d) =
n−1∑
i=0
(
Tn,c(0) + (−1)
nq(n−1)(2c+n)/2(−1 + (−q−n)i )
1 + qn
× (−1)i+nq(i+i2+n+2cn+2in+n2 )/2
× [d − c − n; q]n[d; q]i[d + i + 1; q]n−i−1[c + i + 1; q]n[1; q]i[1; q]n−1−i
)
,
where Tn,c(d) := ∑ck=d Yn,c(k)qk . Again Tn,c(d) is a q-polynomial of degree at most
2n − 2; however, the left-hand-side of the equation above is a priori a q-polynomial of
degree 2n − 1. Thus we obtain the following formula for Tn,c(0) = ∑ck=0 Yn,c(k)qk .
(−1)n−1q−(n−1)(2c+n)/2
(1 + qn)

−1
q(
n
2 )
n−1∑
i=0
q
( i
2
)
[c+i+1;q]n [1;q]i [1;q]n−i−1
n−1∑
i=0
(−1)i q
(
n+i
2
)
[c+i+1;q]n [1;q]i [1;q]n−i−1

 .
Again the formula simplifies since
n−1∑
i=0
(−1)i q
(
n+i
2
)
[c + i + 1; q]n[1; q]i[1; q]n−i−1 =
q(
n
2 )[1; q]2n−2
[c + 1; q]2n−2[1; q]2n−1
. (7.15)
In order to see that transform the sum into hypergeometric notation
2φ1
[
qc+1, q1−n
qc+n+1 ; q, q
2n−1
]
qn
2/2−n/2(1 − q)2n−1
(q; q)n−1(qc+1; q)n
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and apply the summation formula, see [6, (1.5.2); Appendix (II.7)],
2φ1
[
a, q−n
c
; q, cq
n
a
]
= (c/a; q)n
(c; q)n
to obtain the result. This implies that
Tn,c(0) = (−1)
n−1q−(n−1)(2c+n)/2
(1 + qn)
×
(
n−1∑
i=0
q
(
i
2
) [c + 1; q]i[c + i + n + 1; q]n−i−1[n − i ; q]i
[n; q]n−1[1; q]i − 1
)
.
Therefore
c∑
k=0
Un,c(k)qk = 1 + (−1)
cq(1+c)n
1 + qn +
(−1)nq−(n−1)(2c+n)/2
1 + qn
×
(
n−1∑
i=0
(−1)cq
(
i+2
2
)
+c [c + 1; q]i [c + i + n + 1; q]n−i−1[n − i ; q]i
[n; q]n−1[1; q]i
−
n−1∑
i=0
q
(
i
2
) [c + 1; q]i[c + i + n + 1; q]n−i−1[n − i ; q]i
[n; q]n−1[1; q]i − (−q
n)c+1 + 1
)
.
Consequently, it suffices to compute
n−1∑
i=0
q
(
i+2
2
)
+c [c + 1; q]i[c + i + n + 1; q]n−i−1[n − i ; q]i
[n; q]n−1[1; q]i
−
n−1∑
i=0
q
(
i
2
) [c + 1; q]i[c + i + n + 1; q]n−i−1[n − i ; q]i
[n; q]n−1[1; q]i (7.16)
and
n−1∑
i=0
q
(
i+2
2
)
+c [c + 1; q]i[c + i + n + 1; q]n−i−1[n − i ; q]i
[n; q]n−1[1; q]i
+
n−1∑
i=0
q
(
i
2
) [c + 1; q]i[c + i + n + 1; q]n−i−1[n − i ; q]i
[n; q]n−1[1; q]i . (7.17)
Using basic hypergeometric notation (7.16) is equal to
4φ3
[
q1+c, q3/2+c/2,−q3/2+c/2, q1−n
q1/2+c/2,−q1/2+c/2, q1+c+n ; q,−q
n−1
]
(q1+c; q)1(q1+c+n; q)n−1
(qn; q)n−1 .
We apply the following transformation
4φ3
[
a, a1/2q,−a1/2q, b
a1/2,−a1/2, aq/b ; q, t
]
= 2φ1
[
1/b, t
bqt ; q, aq
]
(aq; q)∞(bt; q)∞
(t; q)∞(aq/b; q)∞ , (7.18)
320 I. Fischer / European Journal of Combinatorics 27 (2006) 290–321
which can be found in [6, Example 2.2] and obtain a 2φ1-series. We apply another
transformation
2φ1
[
a, b
c
; q, z
]
= 2φ1
[
c/b, z
az
; q, b
]
(b; q)∞(az; q)∞
(c; q)∞(z; q)∞ , (7.19)
see [6, (1.4.1); Appendix (III.1)], before we are able to apply the summation (7.10). We ob-
tain a formula for (7.16) in terms of products of rising q-factorials. In basic hypergeometric
notation (7.17) is equal to
4φ3
[
q1+c, iq3/2+c/2,−iq3/2+c/2, q1−n
iq1/2+c/2,−iq1/2+c/2, q1+c+n ; q,−q
n−1
]
(q2+2c; q)1(q1+c+n; q)n−1
(qc+1; q)1(qn; q)n−1 .
We apply the following transformation rule
4φ3
[
a, b, c, d
aq/b, aq/c, aq/d; q,−aq
2/(bcd)
]
= 8φ7


a2q/(bcd), aq3/2/(bcd)1/2,−aq3/2/(bcd)1/2, a1/2,−a1/2,
aq/(cd), aq/(bd), aq/(bc)
aq1/2/(bcd)1/2,−aq1/2/(bcd)1/2, a3/2q2/(bcd),
−a3/2q2/(bcd), aq/b, aq/c, aq/d
; q,−q


× (aq; q)∞(−q; q)∞(a
3/2q2/(bcd); q)∞(−a3/2q2/(bcd); q)∞
(a2q2/(bcd); q)∞(−aq2/(bcd); q)∞(a1/2q; q)∞(−a1/2q; q)∞ (7.20)
see [6, Example 2.13(ii)], to obtain a 8φ7-series. Next we apply the transformation rule
8φ7
[
a, a1/2q,−a1/2q, b, c, d, e, f
a1/2,−a1/2, aq/b, aq/c, aq/d, aq/e, aq/f ; q, a
2q2/(bcdef )
]
= 8φ7


a2q/(bcd), aq3/2/(bcd)1/2,−aq3/2/(bcd)1/2, aq/(cd),
aq/(bd), aq/(bc), e, f
aq1/2/(bcd)1/2,−aq1/2/(bcd)1/2, aq/b, aq/c, aq/d,
a2q2/(bcde), a2q2/(bcd f )
; q, aq/(ef )


× (aq; q)∞(aq/(e f ); q)∞(a
2q2/(bcde); q)∞(a2q2/(bcd f ); q)∞
(aq/e; q)∞(aq/ f ; q)∞(a2q2/(bcd); q)∞(a2q2/(bcdef ); q)∞ , (7.21)
see [6, (2.10.1); Appendix (III.23)] and finally the summation formula
8φ7


−(ab/q)1/2c, i(ab)1/4c1/2q3/4,−i(ab)1/4c1/2q3/4, a, b, c,
−c,−(abq)1/2/c
i(ab/q)1/4c1/2,−i(ab/q)1/4c1/2,−(bq/a)1/2c,
−(aq/b)1/2c,−(abq)1/2, (abq)1/2, c2
; q, cq
1/2
(ab)1/2


= (−(abq)
1/2c; q)∞(−c(q/ab)1/2; q)∞
(−(bq/a)1/2c; q)∞(−(aq/b)1/2c; q)∞
× (aq; q
2)∞(bq; q2)∞(c2q/a; q2)∞(c2q/b; q2)∞
(q; q2)∞(abq; q2)∞(c2q; q2)∞(c2q/(ab); q2)∞ , (7.22)
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see [6, Example 2.17(i); Appendix (II.16)], in order to obtain a formula for (7.17) in terms
of rising q-factorial. We combine the formulas for (7.16) and (7.17) in order to settle (7.6).
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