Abstract-In order to solve the problem of global optimization, a new optimization method based on the law of universal gravitation is proposed, which is a random search algorithm derived from the simulation of natural imagination, which belongs to the category of evolutionary computation and is a new intelligent optimization algorithm. This method abstracts the global optimal value into a "black hole" in the universe, and other free celestial bodies in the universe approach the "black hole" by gravitational force, and are eventually "swallowed" by the black hole. The direction and step of the algorithm iteration are deduced through the formula of gravitation, which reduces the influence of the stochastic factors on the algorithm and improves the efficiency of the optimization calculation. Through numerical experiments, it is proved that the performance of the algorithm in global convergence and computing speed is superior to other optimization algorithms in the relevant literatures, and the specular reflection algorithm is also proven to be an effective and reliable optimization tool when solving high-dimensional optimization problems. It is applied to the optimization design of crank and rocker mechanism, and the calculation result further affirms the value of the algorithm in the field of engineering calculation.
I INTRODUCTION
The Intelligent optimization algorithm, also known as the modern heuristic algorithm, is a random search algorithm based on the biological intelligence or physical phenomena. The Intelligent optimization algorithm has the global optimization performance, the universality is strong and is suitable for the parallel processing. This algorithm generally has a rigorous theoretical basis, and not only by virtue of expert experience, theoretically can find the optimal solution, or approximate optimal solution in a certain time. The common characteristics of intelligent optimization algorithm are: from the arbitrary solution, according to a certain mechanism, a certain probability in the entire solution space to search for the optimal solution, because they can extend the search space to the entire problem space, thus has a global optimization performance. In recent decades, some of the classical mathematical programming principles are very different, trying to simulate the natural ecosystem mechanism to solve complex optimization problem of bionic Intelligent optimization algorithm has been put forward and a lot of improved research, this aspect of the content, such as simulated annealing algorithm [1] , Genetic algorithm [2] [3] , Artificial neural network technology [4] , Artificial immune algorithm [5] and swarm intelligence algorithm [6] [7] [8] and so on. These algorithms greatly enrich the modern optimization technology, but also provide a practical solution to the combinatorial optimization problems which traditional optimization techniques are difficult to deal with.
As an important branch of science, intelligent optimization algorithm has been highly valued by researchers and has been popularized and applied rapidly in many fields. Lu Deng [9] a sample optimization method based on the improved genetic algorithm is proposed to optimize the test cost to the optimal target, and a model for selecting and optimizing the Fault sample is established, which proves that the method can effectively reduce the cost of the test verification test. Sen Wang [10] based on the theory of genetic algorithm, the algorithm is improved by using chaos and whole annealing technique, the performance of the algorithm is improved, and the improved algorithm is applied to the optimal dispatching of the hydropower station, which provides a new effective way for the optimization of the large-scale hydropower system. Wenyuan Fu [11] for the low computational efficiency of traditional simulated annealing algorithms, by combining Brownian motion with simulated annealing, an intelligent heuristic algorithm is proposed, and the new algorithm is superior to the original algorithm in search speed, stability and computational efficiency. Wenfeng Zhu [12] the nonlinear mapping of sectional structure parameters and compressive loads is established by neural network, which realizes the parallel optimization of the parameters of the door sealing system. This method can significantly shorten the product development cycle; In view of the problem of insufficient searching ability of constrained boundary particles in boundary region, Jianlin Wang [13] proposes a co nstrained multi-objective particle swarm optimization algorithm based on adaptive Evolutionary learning, which proves that the proposed algorithm can obtain better convergence and The Pareto frontier of distribution and diversity; Pengzhen Du [14] an object-oriented multi-role ant colony algorithm is proposed and applied to the solution of TSP, and the role division of Ant Colony is carried out, the ant groups of different roles carry out different search strategies for the Relation of urban category, and enhance the searching ability of ant colony. The solution quality is improved greatly; In order to study the multi-objective optimization problem of hydrodynamic bearing, Qingbo LU [15] proposes an improved multi-objective difference evolutionary algorithm, puts forward the strategy of population construction, eliminates the disadvantage of decreasing the global search ability of the population caused by the same individual in the late evolutionary population, and improves the global optimization ability of the algorithm. The improved algorithm is proved to have better convergence speed and diversity by engineering example, and for the disadvantage of low searching efficiency, easy to fall into local optimal and low precision, Huiying Wang [16] proposed hybrid colony algorithm (Hybrid Bee colony). Combining the local convergence of artificial colony algorithm with the global convergence of simulated annealing algorithm, this paper provides a new mechanism for artificial colony algorithm.
All of these algorithms have significantly improved computational efficiency and ensured the application and penetration of intelligent optimization algorithms in various fields. However, the algorithms in the above-mentioned literature are improved on the basis of the original algorithm, and the improved algorithm still cannot completely get rid of the defects in some aspects of the original algorithm, so the researchers have been working to explore a new optimization method to simulate some natural phenomena. Tong Li [17] from the phototropism characteristics of the plant, the feasible domain of integer programming is used as the growth environment of the plant, which provides a new bionic global optimization algorithm for solving the problem of integer programming-simulating the plant growth algorithm; Wen-tsao Pan plays a new approach to optimization based on the foraging behavior of Drosophila-Drosophila algorithm (Fruit fly optimization algorithm, FOA), FOA has a very good group intelligence, application area [18] is particularly broad, in the neural network, support vector regression parameter optimization, financial management, enterprise risk and other aspects have important application value. In this paper, a new intelligent algorithm based on Gravitation is proposed, the law of gravitation is used as the theoretical basis of the algorithm, the concept of "black hole" is introduced into the universe, and the "black hole" is the root of the attraction of all things (the global optimal solution), and then simulates the optimization model of the celestial motion approaching to the black hole. By using 5 classical optimization test functions to analyze the efficiency of global optimization calculation, the new algorithm is applied to the optimization design of gear reducer to verify its engineering application value.
II AN INTELLIGENT ALGORITHM BASED ON GRAVITATION

A. Basic Concepts
The law of Gravitation is Isaac Newton published in 1687 in The Mathematical Principles of Natural Philosophy, Newton's universal Law of universal gravitation is expressed as follows: Any two particles are attracted by the force in the direction of the heart line. The mass is proportional to the product of their mass in proportion to the square of their distance, independent of the chemical composition of the two objects and the physical state of their media, as shown in figure one is the law of gravitation, and the relationship between 1 F and 2 F in figure (1).
In the formula: G is the gravitational constant, 1 m and 2 m are the mass of two objects respectively, and r indicates the distance between the two objects.
In this paper, a new intelligent optimization algorithm based on the law of gravitation is proposed, which uses two objects of mass in space to attract each other, which is similar to the concept of "black hole" in astronomy, and defines the global optimal solution as "black hole" (mass is large enough), because of the existence of gravitation, other objects will approach it and eventually be " Swallowed." Since the mass of the "black hole" is large enough, it is possible to ignore the effect of other objects on gravity, assuming that all other objects are of equal quality. Using MATLAB as programming software, the new algorithm is summed up as the following necessary steps and program examples:
•
The space is randomly determined by the "black Hole" attracted by the object m , of which 1 2 ( , , , )
is the dimension of the design space, n randomly generated within the feasible region;
• Judging the gravity of each object in space and finding the object with the greatest gravitational force _ Best Indiv ;
In the formula: () g is the function of gravitation judgment (Fitness functions);
• Due to the current inability to determine the position of the "black hole", according to the law of gravitation, the gravitational force is inversely proportional to the square of distance, so the current most gravitational object
away from the "black hole" recently.
• To determine the approximate position of the "black Hole", because ( 1 2 r r < , "black hole" position can be identified as two particles connected to the side of the perpendicular bisector near the object _ Best Indiv , in order to simplify the calculation, the demarcation point Q to the space of each axis projection, as shown in Figure 2 , the shadow part is the object After the attraction can reach the area, when the dimension of the test space is 2 o'clock, the search area is a rectangle, when the test space dimension is 3 o'clock, the search area is the box shown in Figure 2 • Attracted by the "black Hole", other objects will approach it, such as Formula 3:
( )
• Determine whether the gravity of the object is large enough, if not, then return to step 2, otherwise the output result.
B. Best Design Parameters for the Algorithm
The classical De Jong's function functions are used to analyze the algorithm, the performance of the algorithm is mainly from the following 4 aspects, 1) The best value of the coefficient ξ , 2) The best individual population ( m value);
3) limit of search space ( a value) ; 4) design Dimension of space ( n value). A comprehensive analysis of the effects of these 4 quantities on the optimization results, as shown in table 1, the data in tables 2 n = and 3 n = is the result of the algorithm iteration 100 times, when 30 n = , the number of iterations is 1000, when 10000: 2.7765E-10
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Tab 1 in the bold part of the data for the other three design parameters under the same conditions, ξ to take different values of the optimal calculation results, Tab 2 is the impact of the optimal results of the probability statistics, from Tab 2, as the design space dimension from 2 n = to 100 n = , the best value ζ is
The change of the search space (parameter m) and the number of population (parameter) has little effect on the design result, which proves that the algorithm searches in the global scope, and the calculation result of the algorithm will not change greatly because of the uncertainty of the initial state. 
III NUMERICAL EXPERIMENTS AND ANALYSIS
A. Test Function and Parameter Selection
In order to verify the function optimization effect of the algorithm proposed in this paper, the optimization field is widely used in the simulation experiment of 4 classical datum functions [19] , the dimension of the test function is 30, the name of the test function, the mathematical expression, the convergence space and the global minimum are listed in Tab 3 respectively. The curve of 4 test functions in three-dimensional space is shown in Fig 3, wherein the test function Quadric, Rosenbrock and Quadric noise is a single-peak function, the global extremum is distributed in a flat and narrow valley, it is difficult to obtain its accurate calculation results. Test function Rastrigin is highly multimodal, the location of the minima is regularly distributed, which is used to test the global convergence of the algorithm. 
B. Experimental Results Analysis
In order to better test the optimization performance of this algorithm, the algorithm is compared with the improved particle swarm optimization algorithm (ASPSO [20] ), which is more efficient than the present one, and the algorithm performs 30 i ndependent operations on each test function, averaging as the optimization result, the parameter of the algorithm is set to 20 m = : The best individual number in the population is 1.8 ζ =
; coefficient (Refer to Tab 2), the maximum number of iterations n= 10000. The test results of this algorithm are shown in Tab 4, as shown in Figure 4 as the adaptive value iteration curve of the test function. Tab 4 shows that: compared with the improved particle swarm algorithm in the literature [20] , this algorithm has a great improvement in the calculation accuracy, in addition to the test function quadric noise slightly lower, the accuracy of the other test functions have increased two orders of magnitude above, Especially the multi-peak function rastrigin, the accuracy of this algorithm improves the 5.4 × 10 4 . Therefore, it is an effective optimization method to use this algorithm to improve the accuracy of the computation significantly. 
In the formula: l=10500,p1=120000,p2=12000;
X and 4 X are the sectional dimensions of the main girder of the crane box type, wherein the 700≤ 1 X ≤800,350≤ 2 X ≤400,5≤ 3 X ≤10,5≤ 4 X ≤10.
Compared with the data in Tab 5, we can solve the practical engineering structure optimization problem by using the new algorithm, and the calculation result of this algorithm is better than [21] [22] [23] , which proves that the algorithm has better global searching ability, and this algorithm is a new optimization method which is worth popularizing widely. has a wide range of engineering application prospects. In this paper, a new intelligent optimization algorithm based on the law of universal gravitation is proposed to solve the global optimization problem, in which the target function and the coordinate information of the design variable are used to determine the direction and step of the search in simulating the process of "black hole" engulfing other celestial bodies in the universe. This algorithm is a general intelligent optimization algorithm, which has no e xcessive requirements for the mathematical model, and is suitable for solving large-scale and multi-peak optimization design problems. Using 4 classical datum functions to simulate the performance of the algorithm, the test results show the high precision of the algorithm, especially the advantages in solving the multi-peak function. The new algorithm is applied to the optimization design of the actual engineering structure, and the comparison and analysis of the data results existing with other algorithms proves that the algorithm has good ability to solve the practical problems.
