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Abstract 
 
Critical engineering components and structures are often exposed to cyclic loads and 
hence susceptible to fatigue fracture. The integrity of many components and structures 
is assessed following a damage tolerant approach, allowing fatigue cracks to grow to a 
sub-critical size before repairing or replacing a part. Commonly, damage tolerant 
approaches are based on linear elastic fracture mechanics without considering the plastic 
deformation known to occur at the crack front, which may have an influence on steady-
state crack propagation. On the other hand, shielding effects in the crack wake, such as 
closure, are often included in crack growth models, although their impacts on fatigue 
crack growth behaviour have by large not been directly investigated. Full-field studies of 
a fatigue crack tip have, until very recently, been restricted to limited model materials 
and mostly to surfaces, whilst the 3D bulk behaviour around a fatigue crack tip has rarely 
been examined. This work aims to address these issues by revisiting fatigue crack growth 
using imaging and diffraction techniques on selected engineering materials. 
Near-tip strain fields of fatigue cracks have been examined in the heat-affected 
zone of a welded CrNiMoV steel joint using Digital Image Correlation. A systematic error 
assessment was carried out on the measurements of displacements and strains; and the 
effects of selected key parameters on the random and systematic errors with and without 
loads are reported. An “optimal” subset size was found to be about 5 times the speckle 
or feature size as a result of the trade-off between systematic and random errors. 
Random errors appear to be predominant under the selected experimental conditions. A 
step size of ¼ of the subset size or smaller is recommended. The following experiments 
could hence be carried out at low error levels and with confidence about their precision 
and accuracy. 
The fatigue crack growth behaviour was subsequently examined using in situ 
image correlation on the surface and in situ Energy-Dispersive X-ray Diffraction in the 
interior of the specimen. Normal strains ahead of the crack tip were mapped during 
fatigue crack growth to capture a characteristic “critical” failure strain for the onset of 
crack growth at selected observation points along the crack path, both on the surface 
and in the bulk of the specimen for the first time. Strain accumulation as well as critical 
strains of 1.6% on the surface and 0.6% in the bulk were found during steady state 
fatigue crack growth, supporting the development of a strain-based crack growth 
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propagation model, and demonstrating that predictive models based on physical 
quantities instead of empirical data are possible. 
The effects of crack closure on fatigue crack growth in 3D were examined using 
Digital Volume Correlation near the surface and in the interior of ductile nodular cast 
iron. The crack opening displacements behind the crack tip, the evolution of the near-
tip strains ahead of the crack tip and the J-integral were measured as a function of load. 
No clear evidence for crack closure was found either along the crack wake, nor ahead of 
the crack front. Therefore, no conclusion could be drawn on the effect of closure on the 
deformation field around the crack front for the case studied. However, significant 
amounts of plasticity were measured at low stress intensities, representing up to 50% 
of the fracture energy at stress intensities below 12 MPa√m. This contradicts previous 
studies and indicates that a linear-elastic approach may not be suitable for quantifying 
closure effects in this material. 
 Although bridging has been observed in microstructural studies of nuclear 
graphite, a quasi-brittle material, its impact on the global crack behaviour under cyclic 
or sustained cyclic loadings has not been examined. 3D full-field studies have been 
carried out using volume correlation to obtain the crack opening displacements, the near-
tip strains ahead of the crack tip and the crack driving force in a Brazilian disk specimen 
under mode I, mode II and mixed mode I+II loading conditions. The evolution of strains 
and the J-integral during cyclic loading were studied using Finite Element analysis, 
evoking a damage-plasticity model. The results shed some light on the lack of 
quantifiable effects of bridging on the global crack tip response, but also on potential 
interlocking effects discovered in pure shear mode. The general assumption that such 
microstructural events have shielding effects on crack growth in quasi-brittle materials 
can hence not be upheld without reservation. Further, the evolution of accumulated 
residual strains during dwell loading suggests the occurrence of creep effects in the 
material, which may contribute significantly to the improvement of current fracture 
models. 
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1 Introduction 
 
1.1 Background 
The safety of many engineering components and structures, such as those used in 
aerospace, energy and transportation, is often maintained using “Damage Tolerant 
Assessments” (DTA). This approach takes defects and impurities inherent in the material 
into account, together with those generated during manufacturing, handling and service 
loading processes. Whilst ensuring the structural integrity of a critical component, a sub-
critical level of damage may be tolerated and monitored so that inspections can be 
scheduled to ensure safety. Knowledge of damage and its development is hence of 
critical importance. 
 Linear Elastic Fracture Mechanics (LEFM) approaches, in particular the stress 
intensity factor (SIF) approach, have been applied to perform damage tolerant 
assessments on fracture critical components. The linear elastic stress-strain field near a 
crack tip is usually utilised to describe crack growth behaviour under small scale yielding 
(SSY) conditions [1,2], disregarding the plastic deformation known to occur at the crack 
front, which may have an influence on crack propagation. The J-integral approach [3] 
accounts for plasticity, but both K and J are global approaches, which do not consider 
the local plastic deformation occurring on the micro-scale. An advantage of these 
methods is that these parameters can be obtained with relative ease for characterisation 
purposes. 
 Mechanistic approaches for crack growth under cyclic loads [4–6] have not made 
sufficient progress, partly due to the lack of information on the micro-scale events close 
to the crack tip. More recent experimental techniques for full-field deformation 
measurement, for example, Digital Image Correlation (DIC), energy-dispersive x-ray 
diffraction (EDXD) mapping and high-resolution Digital Volume Correlation (DVC), have 
made such experiments feasible. 
 
1.2 Research aims and objectives 
The overall aim of the present work is to perform full-field characterisation of 
deformation near a fatigue crack tip using advanced imaging and diffraction techniques. 
 To date, there is no comprehensive DIC error assessment available for on in situ 
experiments involving physically deformed specimens, as mostly artificial or FE-deformed 
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surface patterns were used in error analyses. Often, experiments were conducted for 
specific purposes, but no systematic error analysis was carried out. There is also no 
“optimal” parameter set available for in-situ measurements regarding subset size, step 
size or the displacement/strain measurement window. As well as this, the effect of the 
load level and subsequently the deformation around a fatigue crack on the error has not 
been examined systematically, nor has the effect of a material mismatch, such as around 
a welded joint. 
 The relationships between strain evolution ahead of a crack front and fatigue 
crack growth have previously been studied on the surface of a 316L steel model material, 
but have not yet been examined in the specimen interior, or in a complex material system 
such as welded CrNiMoV turbine rotor steel. This material is of increasing importance for 
power generation, as welded steam turbine rotors are easier and more economic to 
manufacture and maintain, although the heat affected zone along its weld seam is 
susceptible to fatigue crack growth. 
 An important concept for assessing fatigue of materials is fatigue crack closure, 
which has been a focus of research since the 1970s. However, there appears to be no 
consensus on the question whether a change in the compliance recorded behind the 
crack tip during loading and unloading has definitive “attenuation” effects on the stresses 
or strains in the near-field ahead of the crack tip, or the stress intensity factor range ΔK 
globally [7]. Doubts on the influence of closure on the crack tip deformation field have 
been expressed previously [8,9]. Nodular cast iron has been used for crack closure 
studies in full 3D due to its x-ray contrast properties suitable for volume correlation 
procedures, however without explicitly examining the simultaneous material response in 
the crack front and the wake during load cycles and without quantifying the influence of 
plasticity. There is generally a lack of systematic study of this phenomenon and its impact 
on fatigue crack growth, which has the potential to make damage tolerant life 
management more robust whilst based on physical quantities. 
 The effects of stress shielding on the crack tip behaviour in quasi-brittle materials 
such as polygranular graphite is of interest for design and maintenance of nuclear 
reactors. Gilsocarbon bricks moderate the nuclear fission chain reaction in the UK’s 
Advanced Gas cooled Reactors (AGR) and also serve as structural components in the 
reactor cores. They are required to withstand external mechanical loads as well as long 
cycles of internal stresses due to changes in temperature and irradiation [10,11] that 
eventually lead to fracture. The material response during an exposure to cyclic dwell 
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loads, however, has not yet been studied. Most of the previous studies were concerned 
with the fracture behaviour in a mode I load situation, although cracks in graphite are 
generally subject to mixed mode loading conditions [12–15]. 
To address some of these issues, the specific objectives for the present work are: 
➢ To carry out an assessment of displacement and strain errors in order to gain 
insight into the effects of the measurement parameters on the random and 
systematic errors in cracked specimens. An “optimal” low-error parameter set will 
be determined for in situ image correlation measurements near a crack tip in 
presence of high strain gradients and inhomogeneous deformation. 
➢ To validate previous finite-element simulations based on local strain evolution 
through image correlation and diffraction techniques by identifying strain 
accumulation and critical failure strains within micrometres ahead of the crack tip 
with DIC and EDXD. 
➢ To examine the effects of crack closure near the surface and in the interior of 
nodular cast iron by performing Computed tomography (CT) and Digital Volume 
Correlation (DVC) studies of the deformation field around a crack front during 
loading/unloading cycles. 
➢ To examine the crack opening displacements (COD) and the strain evolution 
ahead of a crack front in nuclear graphite during loading/unloading cycles for the 
effects of bridging on the material response in terms of shielding effects. DVC is 
employed to capture the influence on surface and interior of the specimen in 
mode I, mode II and mixed mode I+II. By combining DVC and Finite Element 
analysis, the effect of dwell periods during cyclic mode I and mode II loading on 
residual strains and the J-integral is also investigated. 
This work contributes to the general understanding of crack tip fields in selected 
materials and specimen geometries towards developing a more precise, mechanistic 
approach for fatigue life prediction for applications from aerospace to thermal electricity 
production. 
 
1.3 Thesis outline 
This thesis is structured in the following way: Chapter 2 gives an overview about the 
relevant literature and the current state of research in the fundamentals of fracture 
mechanics and fatigue, the applied imaging and diffraction methods and finite-element 
analysis. A detailed error analysis of the employed imaging and diffraction techniques is 
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presented in Chapter 3, whilst chapter 4 discusses results from a DIC + EDXD study 
about strain accumulation and critical failure strain. An examination of ductile cast iron 
for crack closure by DVC is shown in chapter 5, and chapter 6 presents the results of a 
study involving the strain evolution around cracks in nuclear graphite. The conclusions 
of this work are given in chapter 7, together with prospects for future research. 
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2 Literature review 
This section provides an overview of the fundamentals of fracture mechanics and fatigue, 
the background of the employed experimental techniques and the basics of the applied 
data processing methods. 
 
2.1 Fracture and fracture mechanics 
Many different concepts for the description and prediction of material failure due to 
fracture have been developed during the past one-hundred years. Fracture was 
approached in a variety of ways, for instance by theories based on the crack surface 
energy, elastic stress analysis, atomic cohesion or plasticity. The basic concepts and 
models relevant for the present experiments, describing mainly elastic, elastic-plastic 
and quasi-brittle material behaviour, are given below. 
 
2.1.1 Energy release rate 
In his pioneering work, Griffith [16] analysed crack growth in elastic materials (brittle, 
e.g. glass). He applied the idea of a thermodynamical equilibrium to crack formation, by 
balancing the work needed for the creation of new surfaces and breaking the atomic 
bonds with the available potential strain energy in the body and external forces [17]. He 
stated that the strain energy release rate relative to a small crack area dA may be 
expressed as a specific surface energy γS 
        (2-1) 
with the work required to create new surfaces dWs and proposed a linear elastic model 
for the determination of a fracture stress σf [17] 
 ,       (2-2) 
where a is half the crack length and EI = E for plane stress or EI = E/(1 - ν2) for plane 
strain, with the elastic modulus E and the Poisson ratio ν. This model is valid only for 
ideally brittle materials, but not applicable to ductile materials containing flaws [18]. 
Plane stress and plane strain assumptions offer simplified two-dimensional 
approximations for the usually complex stress-strain states in structures and 
𝑑𝑊𝑠
𝑑𝐴
= 2𝛾𝑠 
𝜎𝑓 = √
2𝐸𝐼𝛾𝑠
𝜋𝑎
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components. The plane stress state is assumed on specimen surfaces, where normal 
and shear stresses on a free surface are zero: σ33 = σ23 = σ13 = 0, with the thickness 
direction as x3. A plane strain state is usually found in the specimen interior, if the 
specimen thickness is large enough to restrict deformation of the material in the x3 
direction, where ε33 = ε23 = ε13 = 0, but σ33  0. Hence, plane strain prevails in the bulk 
of specimens, where the stresses σ33, σ23, σ13 gradually increase from zero on the surface 
to their plane strain values in the interior of the specimen, whilst the amount of 
deformation gradually decreases from the plane stress situation on the surface to the 
plane strain region in the interior. Because of these differences, the “critical” stress at 
fracture differs in predominantly plane strain or predominantly plane stress situations 
[19,20]. 
 
2.1.2 Linear elastic fracture mechanics 
Irwin [21], commonly referred to as the “father of fracture mechanics”, generalised 
Griffith’s surface energy theory by replacing the surface energy with the energy release 
rate G, a measure of the energy required for crack extension [20]: 
         (2-3) 
Predominantly plastic work is required to overcome for crack propagation in ductile 
materials; the surface energy is so small that it can be neglected [19]. Nonetheless, the 
model is only applicable to situations where the plasticity is confined to a small region 
around the crack tip. 
Based on the energy release rate concept whilst utilising Westergaard’s stress field 
solution [22], Irwin later proposed a linear stress analysis method that was more 
convenient for engineering treatment of crack problems [1]. Figure 2-1 shows a two-
dimensional illustration of a crack problem in an infinite plate, subjected to a uniform 
tensile stress σy in perpendicular direction to the crack plane. Plastic strains occur in a 
small zone around the crack front, sketched as a shaded area centred on the crack tip 
[23]. 
 
𝜎𝑓 = √
𝐸𝐼𝐺
𝜋𝑎
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Figure 2-1: Schematic of the coordinate system around a crack tip in an 
infinite plate and the stress components under arbitrary loading [24]. 
 
As the only energy reservoir in this model is the elastic stress field, it is referred to as 
Linear Elastic Fracture Mechanics (LEFM). Similar to Williams [25] but based on 
Westergaard’s work [22], Irwin formulated a closed form solution for the stresses in the 
vicinity of a crack tip. The principal part of any component of the stress tensor σij near 
the crack front includes the same constant factor K = √(EIG), which is subsequently 
referred to as the stress intensity factor [18]: 
       (2-4) 
where fij(𝜃) is a function of the polar angle 𝜃 and r is the distance of a given point from 
the crack tip. The parameter K is proportional to the applied tensile load and a function 
of the crack length, the specimen geometry and shape factors [23]. The relationship 
between G and K is thus 
     for plane stress and      
   for plane strain.     (2-5) 
Consistent with the energy release rate, the K approach is only valid if the plastic zone 
near the crack front is small compared to a characteristic length, i.e. the crack length or 
the thickness of the specimen or the ligament, and the mechanical behaviour near the 
crack tip can be described by a single parameter G (or K) with reasonable accuracy. This 
situation is referred to as “small-scale yielding” (SSY). Essentially, the characteristic 
length must be at least 50 times the size of the plastic zone [26,27]. 
 
𝜎𝑖𝑗 = 𝐾
1
√2𝜋𝑟
𝑓𝑖𝑗(𝜃) 
𝐺 = (
1
𝐸
) 𝐾2 
𝐺 = (
1 − 𝜈2
𝐸
) 𝐾2 
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Figure 2-2: Simplified interpretation of the crack tip position in relation to 
the plastic zone (dashed line) with the radius ry [23]. 
 
Although the plastic zone is usually not circular, as seen in [25,28–30] and many other 
studies, this approximation yields satisfactory results for the model at hand, if the crack 
tip position is positioned in the centre of the zone (Figure 2-2). Based on the stress 
intensity factor K and the yield stress σYS, the radius of the plastic zone rY can 
approximately be determined as [20] 
    for plane strain and      
 for plane stress.     (2-6) 
The introduction of the quantities G and K as fracture parameters was, in retrospect, 
extremely important for the theory of fracture [18]. They are proportional to the load 
and attain their critical values at the onset of fracture. This approach makes it possible 
to describe fracture as a process during its pre-critical stage. In addition, if K is known, 
it is possible to solve for all components of stress, strain, and displacement as a function 
of r and 𝜃. This concept formed the basis for the mechanics of fatigue fracture, as 
detailed below in chapter 2.2.1. 
 
2.1.3 The J-integral 
Although elastic approaches are able to solve a great number of engineering problems, 
their restrictions are avoided by models addressing deformation beyond SSY. For 
instance, a theory derived in similar ways by Dugdale [4] and Barenblatt [5], considers 
𝑟𝑌 =
1
6𝜋
(
𝐾
𝜎𝑌𝑆
)
2
 
𝑟𝑌 =
1
2𝜋
(
𝐾
𝜎𝑌𝑆
)
2
 
9 
 
a cohesive zone ahead of the crack tip, in which separation of the crack flanks is resisted 
by a restraining stress from cohesive atomic tractions. This model has advantages in 
predicting crack initiation in uncracked or bluntly notched bodies, and is not restricted 
to small scale yielding conditions. 
Rice [3] developed an approach to characterise fracture in elastic-plastic materials by 
identifying a line integral surrounding a crack tip in a two-dimensional deformation field, 
which has the same value for any chosen integration path and is therefore “path-
independent”. The elastic-plastic material behaviour is approximated by a nonlinear 
elastic model in accordance with Ramberg and Osgood [31], exhibiting linear elastic 
deformation up to the yield stress and power-law hardening properties above. 
For defining the path-independent J-integral, a cracked or notched body of 
homogeneous material is subjected to a two-dimensional deformation field. An arbitrary 
path Γ is surrounding the crack in counter-clockwise direction from the bottom to the 
top crack flank (Figure 2-3). 
 
 
Figure 2-3: A notch in a two-dimensional deformation field, where all stresses 
depend only on x and y. Γ is any curve surrounding the notch tip [3]. 
 
The J-integral is then defined as [3]: 
      (2-7) 
With the components of the traction vector Ti = σij nj (nj are the components of the unit 
vector normal to Γ), the displacement vector components ui and a length increment ds 
along the contour Γ. The strain energy density W is defined as 
𝐽 = ∫ (𝑊𝑑𝑦 − 𝑇𝑖
𝜕𝑢𝑖
𝜕𝑥
𝑑𝑠)
 
𝛤
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       (2-8) 
Using Green’s theorem [32,33], Rice [3] proved the path-independency of the J-integral. 
This is useful in practice, allowing for more convenient choices of integration paths for 
the direct evaluation of J. 
The J-integral can be related to linear elastic theories by applying a boundary layer 
approach to Eq. (2-5), assuming Γ to be a circle with the radius r. It can thus be solved 
to 
        (2-9) 
for small scale yielding conditions. Irwin’s field equations are therefore simply a special 
case of these more general plastic crack tip stress field equations and the intensity factor 
J. [34] 
While under SSY conditions, crack tip conditions can be described independently from 
the geometry with single parameters such as K or J. This is not possible under large 
deformation in the presence of excessive plasticity, where the fracture resistance 
becomes specimen geometry dependent. Yet, the J-integral method with its ability to 
describe plasticity is extremely useful and popular in fracture analysis. 
 
2.1.4 Mixed mode fracture 
Cracks are classified in three modes according to the direction of loading and orientation 
of the crack plane [17,35]. Mode I describes opening, mode II in-plane shear and mode 
III out-of-plane shear (Figure 2-4). 
 
 
Figure 2-4: The three main fracture modes opening (I), in-plane shear (II) 
and out-of-plane shear (III) [36]. 
𝑊 = ∫ 𝜎𝑖𝑗𝑑𝜀𝑖𝑗
𝜀𝑖𝑗
0
 
𝐽 = 𝐺 =
𝐾2
𝐸𝐼
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The stress-strain state in the body around an arbitrarily oriented crack can thus be 
decomposed into normal and shear components [17,18]. The individual stress 
contributions in a generic mixed-mode problem can be summarised to a total stress [17]: 
         (2-10) 
According to Eq. (2-4), the three stress intensity factors KI, KII and KIII are used [17]: 
        
                        (2-11) 
        
and the strain energy release rate G may be written as 
        (2-12) 
where μ is the shear modulus. Analogously, The J-integral can also be expressed in a 
more general load state as [3,37] 
          for plane stress and       
   for plane strain.    (2-13) 
Since cracks can be angled or kinked with respect to the loading direction, the influence 
of mode II or mode III shear on the crack tip deformation field may have to be 
considered. 
 
2.1.5 Fracture of quasi-brittle materials 
The stress intensity approach and the J-integral approach are both suitable for essentially 
elastic materials, the latter also for elastic-plastic materials. Many materials for 
engineering applications, e.g. metals, fall into this category. 
Ceramic composites, such as concrete, on the other hand, show non-linear 
characteristics with limited plasticity and are considered to be quasi-brittle. This class of 
materials is usually composed of particles (e.g. rock) embedded in a matrix of a different 
phase (e.g. cement). Although most of the experimental and analytical work for quasi-
𝜎𝑖𝑗
(𝑡𝑜𝑡𝑎𝑙) = 𝜎𝑖𝑗
(𝐼) + 𝜎𝑖𝑗
(𝐼𝐼) + 𝜎𝑖𝑗
(𝐼𝐼𝐼)
 
lim
𝑟→0
𝜎𝑖𝑗
(𝐼) =
𝐾𝐼
√2𝜋𝑟
𝑓𝑖𝑗
(𝐼)(𝜃) 
lim
𝑟→0
𝜎𝑖𝑗
(𝐼𝐼) =
𝐾𝐼𝐼
√2𝜋𝑟
𝑓𝑖𝑗
(𝐼𝐼)(𝜃) 
lim
𝑟→0
𝜎𝑖𝑗
(𝐼𝐼𝐼) =
𝐾𝐼𝐼𝐼
√2𝜋𝑟
𝑓𝑖𝑗
(𝐼𝐼𝐼)(𝜃) 
𝐺 =
𝐾𝐼
2
𝐸𝐼
+
𝐾𝐼𝐼
2
𝐸𝐼
+
𝐾𝐼𝐼𝐼
2
2𝜇
 
𝐽 =
1
𝐸
(𝐾𝐼
2 + 𝐾𝐼𝐼
2) 
𝐽 =
1 − 𝜈2
𝐸
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brittle materials has been directed at concrete due to its obvious technological 
importance, most observations and models presented here also apply to materials such 
as rock or polygranular nuclear graphite [17,38]. 
 
 
Figure 2-5: Response of concrete to uniaxial tensile loading [17]. 
 
The particular hardening behaviour of quasi-brittle materials is shown in Figure 2-5. 
When a quasi-brittle specimen is unloaded from any point in the non-linear deformation 
range of the stress-strain curve, the slope of the unloading line is reduced; this reduction 
of elastic stiffness appears to be damage [39]. 
 
 
Figure 2-6: Schematic illustration of crack growth in quasi-brittle materials: 
Traction-free and bridging regions along the crack (left) and microcracking in 
a fracture process zone [17]. 
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Hillerborg [40] proposed a first analytical model for crack propagation in concrete based 
on Barenblatt’s cohesion model [5], assuming a zone of subcritical micro-cracking ahead 
of the macro-crack (Figure 2-6). 
Hence, cracks in quasi-brittle materials are assumed to propagate not by yielding but by 
microcracks interlinking in the fracture process zone (FPZ) ahead of the crack tip. The 
size of this FPZ can be several times larger than a corresponding plastic zone in an 
elastic-plastic material, depending on specimen geometry, material or microstructure 
characteristics [41]. An estimation of the FPZ length lch is given using the fracture energy 
GF and the tensile strength ft [42,43]: 
        (2-14) 
LEFM is considered applicable only if the FPZ is 1/100 of a characteristic dimension [42]. 
A more accurate plastic-damage approach, suitable for numerical analysis of fracture in 
quasi-brittle materials, was suggested by Lubliner et al [44] and modified by Lee and 
Fenves [45]. The model introduced new variables based on fracture energy to simulate 
the degradation of elastic and plastic stiffness due to damage. Results from finite-
element analyses employing this method seem to agree well with experimental data for 
concrete [45]. More recently, the model has also been applied successfully to simulate 
the mechanical behaviour of polygranular nuclear graphite [38]. 
An important effect arising during fracture of quasi-brittle materials is bridging as a result 
of the weak interface between the aggregates and the matrix. It occurs in a region along 
the crack wake, close to the tip behind the micro-cracking zone, whilst the crack at a 
larger distance from the tip is considered traction-free (Figure 2-6) [17]. Bridging has 
also been observed in polygranular nuclear graphite [46] and is considered as the most 
effective toughening mechanism in ceramic composites [17]. 
Numerous studies [14,15,54,55,46–53], have been carried out on the fracture behaviour 
of nuclear graphite under static loads. Crack growth resistance curves and linear fracture 
parameters in mode I were obtained at room and high temperature [56,57] for 
Gilsocarbon. The material was subject to further fracture mechanical analysis to obtain 
the elastic modulus, J integrals, R curves, Poisson’s ratio, fracture toughness, critical 
stress intensity factors and T stress. Experiments further provided information about 
crack nucleation and the strain energy release rate [14,47–50,52,55]. Changes in flexural 
strength and toughness of Gilsocarbon with increasing temperature were investigated 
on the microscale [46]. In addition to experimental work, Gilsocarbon was studied using 
𝑙𝑐ℎ =
𝐸𝐺𝐹
𝑓𝑡
2  
14 
 
numerical models for irradiation-induced creep (ATR-2E) [51], crack propagation at 
elevated temperature [53], crack arrest [15] and stresses affected by temperature 
distribution [54]. 
Fewer studies have been carried out on the fatigue behaviour of different grades of 
nuclear graphite, assessing the crack growth and fatigue life empirically [58–65]. The 
completed work, however, does not provide insight into the physical material behaviour 
close to the crack tip during crack growth under cyclic and dwell loading conditions. 
Most of the work was completed for a static mode I load situation, although cracks in 
graphite are not generally straight. They appear kinked and tend to branch due to the 
complex microstructure [12–14], and they may also grow at angles deviating from the 
original crack plane due to the brick geometry [15] or increased irradiation dose levels 
[53]. Thus, some mode II and mixed mode work has been carried out by obtaining 
fracture toughness, strain energy densities and notch sensitivity in polycrystalline 
graphite [66–69]. Still, neither have stress shielding effects on the fracture parameters 
K and J, such as bridging, been quantitatively studied in Gilsocarbon under mixed mode 
I+II, nor have cyclically accumulating strains in crack tip vicinity. 
 
2.2 Fatigue of materials 
The term “fatigue” describes the damage and failure of materials under cyclic loads [37]. 
The first fatigue studies of components subject to cyclic loads were conducted in the 
19th century on mining equipment [70] and railway components [71,72]. Many notable 
studies were carried out in the early 20th century involving, for instance, optical studies 
of cyclic damage on the specimen surface such as slip bands [73], deformation hysteresis 
and its effect on fatigue failure [74] and corrosion fatigue of metals [75]. Fatigue study 
evolved into a major research field during the 1930’s and 1940’s with studies involving 
variable amplitude fatigue [76,77], statistical analysis of the strength of materials [78], 
fatigue limits, surface hardening, residual stresses [79], notch effects [80] and 
cumulative damage [81]. Fatigue fracture affects virtually every type of moving 
machinery and vehicle, and despite the efforts, the effects were still dangerously 
underestimated in the mid-20th century. 
The work up to this point was mostly based on empirical or phenomenological studies. 
Earlier mechanistic crack propagation laws [82–84] were based on work hardening, crack 
length and stress concentration but required extensive calculations or produced 
contradictory predictions. 
15 
 
2.2.1 LEFM in fatigue 
Fatigue fracture may be considered to occur in different phases including crack initiation, 
followed by crack growth and finally static failure. Since imperfections are always present 
in engineering materials, the actual initiation may be neglected, whilst crack propagation 
to a critical size is regarded as more relevant to fatigue life prediction for a conservative 
estimate. 
 
 
Figure 2-7: Constant amplitude cyclic stress. 
 
Under cyclic loading conditions, the material is subject to stresses oscillating over time 
between σmin and σmax, shown schematically as a sinusoid in Figure 2-7. The mean stress 
is σm and the stress range is defined as Δσ = σmax - σmin. Since, for SSY conditions, K is 
considered to describe the stress field around the crack, the stress intensity factor range 
is defined as ΔK = Kmax - Kmin and related to the crack growth rate per cycle (da/dN) by 
Paris’ law [2,85]: 
        (2-15) 
The terms C and m are empirical constants based on material properties, loading state 
and experimental environment [37]. Eq. (2-15) is only valid in the regime of stable crack 
growth, noted as section II in Figure 2-8. Most metallic materials used for engineering 
applications exhibit a trend as shown in Figure 2-8: A sigmoidal curve in log da/dN plotted 
versus log ΔK with a linear progression in the central regime II. The slope is steeper in 
the near-threshold regime I, and in the unstable fast fracture phase III before final 
fracture. 
 
𝑑𝑎
𝑑𝑁
= 𝐶 𝛥𝐾𝑚 
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Figure 2-8: Typical fatigue crack growth behaviour in metals with three 
regimes I, II, III [17]. 
 
Paris’ law is generally used for determination of fatigue crack growth rates and prediction 
of fatigue life for a wide range of materials and test conditions. It is also considered as 
one of the most useful applications of linear elastic fracture mechanics. 
 
2.2.2 Crack closure 
Elber [86] discovered a change in stiffness with applied force while measuring the load-
displacement behaviour of a cracked sample. He concluded that the cross-sectional area 
of the crack plane varied due to an initially closed and gradually opening crack. The 
phenomenon was attributed to incompatible fracture surfaces created by permanent 
tensile deformations left in the wake of the propagating crack, later categorised as 
plasticity-induced crack closure. A variety of other potential causes for closure, such as 
surface roughness, crack deflection, surface oxidation, bridging by trapped particles and 
many more, were established in the following years [87,88]. The fatigue crack 
propagation rate was hence considered not only to be affected by the conditions ahead 
of the crack front, but also by the state of the crack wake. 
A typical indicator for crack closure is the relation between the applied load and the 
displacement of the crack flanks (crack opening displacement, COD) [17,37], as shown 
in Figure 2-9 (a). The displacement is usually monitored across the crack mouth. 
17 
 
The steeper slope at low loads is regarded as indicative of a closed crack, similar to the 
stiffness of an uncracked specimen. The lower slope at high loads indicates a fully-
opened crack without contact between its flanks. The change of the slope, commonly 
referred to as the “knee”, is deemed a consequence of the gradually opening and closing 
crack. The crack faces are in contact below the opening load, Pop, defined as the point 
of initial stiffness change at the lower end of the “opened” linear section of the force-
displacement curve [17,89]. 
 
 
Figure 2-9: (a) Stiffness change during loading due to crack closure and (b) 
the definition of the effective stress intensity range ΔKeff [17]. 
 
An opening stress intensity factor Kop can be determined graphically in a similar manner 
by replacing the COD in the graph with the respective stress intensity factors. Numerous 
empirical formulations have been proposed to quantify Kop, usually as a function of the 
load ratio [37]. Because a fatigue crack can only propagate when the crack faces are 
not in contact [86,90], the fraction of a fatigue loading cycle in which it is fully opened, 
and therefore contributes to crack propagation, is described with an effective stress 
intensity factor range, as shown in Figure 2-9 (b): 
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        (2-16) 
and a modified crack growth law is proposed as 
 .         (2-17) 
The constant C has a different value in Eq. (2-15) and Eq. (2-17) if the crack is subject 
to closure. The opening stress intensity Kop is also considered to be influenced by other 
factors such as specimen geometry, grain size, stress state and environmental conditions 
[17,37]. 
Extensive research has been carried out to utilize the concept of crack closure to explain 
or rationalize a wide range of fatigue crack growth data in particular, where plasticity‐
induced crack closure has been used as a default interpretation of load ratio effects. 
Nonetheless, some doubts have been expressed over closure mechanisms, the role of 
crack closure in affecting the stress-strain-field ahead of the crack and fatigue crack 
growth. The comparison of experimental results obtained in air and vacuum suggests 
that plasticity-induced closure is not significant [8,91] and that the decrease in threshold 
ΔKth with the load ratio R is more dependent on the environmental effects in fatigue 
crack growth than oxide/roughness-induced closure [9]. It was also noted that slope 
changes in the load-displacement curves can arise from both plasticity and premature 
closure, which cannot be discriminated [8]. A recent review of the most relevant 
phenomena is provided in [92]. 
 
2.2.3 Plastic effects in fatigue 
Despite the popularity of Paris’ law based on linear-elastic fracture mechanics (chapter 
2.2.1), the material in front of a propagating fatigue crack in a ductile structural material 
clearly experiences plastic deformation. Assuming an elastic-plastic material behaviour, 
the material would undergo deformation as outlined in Figure 2-10. Through the 
monotonic initial loading, elastic deformation occurs (AB) followed by plastic yielding 
(BC). Assuming ideal behaviour during the subsequent cycles, the material continuously 
deforms elastically and plastically during unloading or compression (CDE) and loading 
(EFC) in a steady state hysteresis loop. 
The responses of materials to cyclic loading can be stable (shakedown), include cyclic 
hardening, cyclic softening (detailed elsewhere, e.g. [37]) or ratchetting (cyclic creep). 
𝛥𝐾𝑒𝑓𝑓 ≡ 𝐾𝑚𝑎𝑥 − 𝐾𝑜𝑝 
𝑑𝑎
𝑑𝑁
= 𝐶𝛥𝐾𝑒𝑓𝑓
𝑚  
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Ratchetting takes place if the plastic deformation during the loading portion is not 
opposed by an equal amount of yielding in the reverse loading direction [37]. 
 
 
Figure 2-10: Stable deformation stress-strain hysteresis loop. 
 
The resulting hysteresis curve is therefore shifted towards higher strain levels by a small 
amount of ratchet strain δe in each consecutive cycle (Figure 2-11). The strain hence 
accumulates over time and with the number of cycles. 
 
 
Figure 2-11: Stress-strain hysteresis shifting by δe each cycle due to 
ratchetting [39]. 
 
Cyclic creep has major implications in various engineering applications, e.g. contact 
fatigue, but the subject was studied mostly on the macro scale, regarding the 
deformation of whole specimens [93–95]. 
Plastic deformation plays an important role in fatigue. Nonetheless, Paris’ fatigue crack 
growth law is based on LEFM, which is a global approach that does not consider the 
mechanical events occurring in the plastic zone.  Alternatively, plastic accumulation-
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based predictions acknowledge the considerable presence of the plastically deformed 
material in expressing the crack propagation. These models are particularly geared 
towards incorporating effects of the dynamically evolving extents of plasticity ahead of 
the crack tip [96]. 
Antolovich [97] argued that fatigue crack growth would occur only when the 
accumulated macroscale plastic strain is sufficiently high. Thus, crack growth was 
expressed as a function of the empirical low-cycle fatigue properties as well as monotonic 
attributes such as the elastic strain range and the elastic modulus. A prediction of the 
crack propagation was also attempted on the basis of the de-cohesion of the near-tip 
material [98,99], using a simple geometric assumption of the cyclic plastic zone size and 
the macroscale plastic strain range. 
McClintock [6,100] assumed that if the local accumulated plastic strain inside a small 
process zone ahead of the crack tip exceeds a certain critical value, the crack starts 
advancing. The structural size of this zone is considered as defined by microstructural 
properties such as grain size, inclusion spacing or slip-line spacing at which the material 
can no longer be regarded as a homogeneous continuum. The crack growth rate is 
further considered to be a function of ΔK, the elastic modulus and the cyclic yield 
strength. 
The major contribution of these theories is the incorporation of the plastic constitutive 
considerations into the realm of the otherwise elastically treated fatigue problems. Such 
approaches are essentially important extensions of the LEFM-based theories, in that the 
analytical formulations are more physically based than observation-based [96]. 
 
2.2.4 Micro-scale ratchetting and critical failure strains 
Although the strain-based physical approaches to crack growth [6,97–100] were 
proposed not much later than the stress-intensity approach, they did not gain the same 
popularity as linear-elastic fracture mechanics. Fatigue crack growth in engineering 
applications is thus usually characterised by the range of the stress intensity factor ΔK 
[2,85] under small scale yielding conditions. The micro-mechanical characteristics near 
the crack tip are not considered in this global approach, yet crack growth can only occur 
if the material ahead of the crack tip fails locally. 
Tong’s group at the University of Portsmouth reported the discovery of ratchetting strain 
development on the micro-scale [101], within a small number of grain sizes ahead of the 
crack tip. Results of a finite element analysis using a simple elastic–plastic constitutive 
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model suggested that, whilst the stress and the strain ranges remained essentially 
unchanged throughout the fatigue cycles and scaled with the external load range, 
progressive accumulation of tensile strains occurred near the crack tip [102]. Thus, 
material separation would occur when the accumulation of maximum principal strain, or 
normal strain, reaches a critical value for material separation. 
The simulations were extended to consider viscoplastic material behaviour for stationary 
as well as growing cracks [103]. Stress- and strain-controlled experiments were carried 
out to calibrate the material parameters, with an additional kinematic hardening term 
introduced to regulate the development of the uniaxial ratchetting strains [104]. The 
occurrence of ratchetting behaviour near the crack tip was confirmed, apparently only 
weakly dependent on the particular constitutive formulation and independent of the 
specimen geometry [104]. The same phenomenon was also reproduced using a crystal 
plasticity model [105] and a discrete dislocation dynamics model [106]. The concept of 
critical ratchetting strains was successfully used to predict the crack growth behaviour 
under selected loading frequencies and dwell times for a model of nickel-based alloys 
[103,104]. 
The simulation results have since been confirmed by 2D in-situ full-field DIC experiments 
[107–109]. As conventional strain gauges are limited in their range and precision in 
micro-scale measurements close to the crack tip, the strain accumulation data was 
acquired using image correlation techniques with sub-micrometre resolution, which 
provide a full field of displacements and strains. The first experimental evidence in 
support of the hypothesis of strain ratchetting for fatigue crack growth was found on the 
surface of 316L stainless steel [107] in two independent experiments using DIC on 
optical and scanning electron microscopy (SEM) images. The results indicated that higher 
strain accumulation appears closer to the crack tip with a similar behaviour for stationary 
and growing cracks. A critical strain at crack growth onset was identified in the cases of 
growing cracks [108,109]. 
 
2.3 Full-field deformation measurement 
The elastic-plastic deformation field in front of a crack tip can be visualised and analysed 
with specialised techniques. Digital Image Correlation (DIC) provides two-dimensional 
full-field surface displacement measurements, which may be differentiated to obtain 
strain fields. Two-dimensional maps of the elastic strain field inside the bulk of a 
specimen can be obtained by Energy-Dispersive X-ray Diffraction. With Digital Volume 
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Correlation (DVC), full three-dimensional displacement fields of the specimen interior can 
be acquired. 
 
2.3.1 Digital image correlation 
DIC refers to a non-contact optical method that uses digital images of specimens in 
reference and deformed states and performs a correlation analysis to extract full-field 
information on surface deformation [110]. 
The basic principles of DIC were established in the 1980s [111,112]. Later, algorithms 
for more robust and faster convergence were proposed [113,114], which enabled this 
technique to be used for a range of engineering applications [110]. Sutton and his 
associates were the first to use DIC in the studies of fracture mechanics [115], when 
crack opening displacements were obtained post fatigue testing and image acquisition. 
Crack growth resistance was studied in a functionally graded material [116], where a 
region of K-dominance was identified. Fracture mechanical parameters, such as stress 
intensity factors, T-stress and J-integral, were identified from DIC analyses [115,117–
121].  
Fatigue crack growth has been studied using DIC by mapping near-tip strains 
[107,108,119,122–124] or the plastic zones during crack growth [125]. Some of the 
experiments provided sub-grain level resolution [120,122] and were more recently 
carried out in situ [107,108,125]. 
The image correlation procedure requires a reference image, usually in greyscale format, 
that is discretised into a grid of smaller “subsets” of the size (2M+1)2 pixels (Figure 2-12 
(a)). The grey intensity pattern of each subset in the image is interpolated for sub-pixel 
accuracy, using a bi-linear or higher order spline function [126,127] (Figure 2-12 (c)). 
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Figure 2-12: (a) The grid (blue) on which the subset positions are defined, 
with a subset indicated (red). (b) An example for resulting displacement 
vector field around a crack. (c) Illustration of an interpolated spline surface 
[128]. 
 
A subset centred at point P(x0,y0) in the reference image f(xi,yj) is selected and the 
deformed image g(xi’,yj’) is searched for a matching surface pattern, which is eventually 
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found at centre point P’(x0’,y0’), as illustrated in Figure 2-13. The displacement between 
those two points is described by a vector (u,v). Since the subset-region will potentially 
not only be translated but also deformed, a so-called shape function is introduced, which 
is able to describe the change of the subset shape [129]: 
  (2-18) 
With, in case of a second order shape function that can depict more complex 
deformations, [128,129]: 
        
   (2-19) 
Here, Δx = xi – x0, Δy = yj – y0. The variables ux, uy, vx, vy are the first order and uxx, 
uyy, uxy, vxx, vyy, vxy the second order displacement gradients of the reference subset. An 
arbitrary point Q(xi,yj) in the subset can hence be found at point Q’(xi’,yj’) in the deformed 
subset in spite of a change in the subset shape (Figure 2-13). 
 
 
Figure 2-13: Schematic of the determination of displacement vectors by 
subset matching [129]. 
 
To find the appropriate position P’, the grade of correlation is evaluated via a correlation 
criterion. A zero-normalised sum of squared differences criterion is used, since it offers 
the most noise proof performance and is insensitive to lighting [129]: 
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 (2-20) 
with 
      
      
The correlation procedure is repeated for all subsets on the grid, thus a displacement 
field is obtained for the whole image. A strain map can then be derived from a 
displacement map in a post-processing step (as detailed below in chapter 3.1.1). Only if 
sufficiently unique information is available in the subset, an appropriate match can be 
found. The surface of the imaged object thus needs to have a pattern with randomly 
distributed features that are sufficiently small. 
 
Measurement errors in DIC 
A variety of errors may arise during the process of mechanical testing and data 
acquisition via DIC, and they need to be carefully assessed before the DIC method can 
be used with confidence for in situ data capture. This is particularly important in cases 
where the measured strains are sensitive to local events or where large strain gradients 
prevail, such as areas close to a crack tip. 
A number of parameters may contribute to the measurement uncertainty. It is known 
that the accuracy and precision of DIC measurements are significantly influenced by the 
characteristics of the speckle patterns or the material surface texture under study [130–
139]. Furthermore, systematic errors associated with hardware such as setup and optics 
[134,140–142], correlation algorithms [130,143] and related sub‐pixel registration 
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algorithms together with subset shape functions [126,128,143–147] are also known to 
significantly affect the measurement quality. 
The subset size, a key parameter for image correlation, has been found to be critical for 
the measurement accuracy [116,127,148]. Much work has been focused on the selection 
of an “optimum” subset size, either based on displacement analysis 
[130,132,136,137,149], on strain analysis [131], or on a study of both displacement and 
strain [133,144]. The influence of the step size, sometimes referred to as “subset 
overlap” or “pitch”, was discussed in Haddadi and Belhabib [131] and its effects on the 
measurements were investigated by Xu et al. [149] and Wang et al. [150]. The impact 
of the applied strain level was studied in [130,149,151]. 
The measurement window (MW), a user‐defined area on a displacement/strain map, is 
usually utilised to obtain average displacements or strains from the region of interest. 
However, the effect of the size of the MW on the level of errors occurring in the MW has 
not been examined to date. Neither have the impacts of subset size and step size on 
measurement uncertainties been studied in cases of cracked specimens under load, as 
most of the previous work on error assessments was carried out by examining computer‐
generated or artificially manipulated speckle patterns. 
In physical experiments, painted speckles are sized around 5–10 μm [152] and are 
considered suitable for a resolution of about 10 μm/pixel [153,154], though resolutions 
of 2.5 to 0.5 μm/pixel have been achieved recently [107,108,155]. In order to achieve 
a resolution of around 0.5 μm/pixel, which is close to the optical microscopy resolution 
limit of circa 0.2 μm [156], methods such as exposing material surface texture by etching 
have been considered. Etching has been used for steel [157], copper [158], and at the 
micro‐scale using an SEM [159], where sufficient contrast may be achieved from fine‐
grained microstructures or materials with sub‐grain features, as for instance in 
martensite or bainite. 
A parametric study has been carried out as part of the present research to assess the 
effects of some of the key parameters, including subset size, step size and the size of 
the measurement window, on the measurement uncertainties for systematic and random 
errors. The results of the in-depth analysis of the effects of DIC parameters on the 
measurement uncertainty are presented in chapter 3.1. 
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2.3.2 Digital Volume Correlation 
A limitation of DIC is that it can only track surface deformation, whilst bulk deformation 
is generally more relevant to structural integrity assessments. Digital Volume Correlation 
(DVC) was established by extending Digital Image Correlation to three dimensions. 
Analogous to DIC, volumetric images obtained under undeformed and deformed 
conditions are correlated. 
Bay et al. developed this technique in 1999 [160] and were also the first to study the 
mechanical behaviour of bone with DVC, followed by many others [160–163]. It has 
been proven to be valuable in researching biological tissues and organic materials [164], 
but also for engineering materials such as Aluminium [165]. Since nodular cast iron 
(exemplary shown in Figure 2-14) has a conveniently suitable microstructure for this 
method, its fracture properties along the crack front in the bulk material were thoroughly 
studied in terms of fatigue crack propagation [166–168], crack closure [166,169] and 
stress intensity factors [167–169]. More recently, nuclear graphite has gained new 
interest due to extended reactor lifetimes. The material inherently has excellent contrast 
suitable for x-ray measurements, and DVC analyses have been performed to determine 
crack opening displacements (COD) [170,171], the elastic properties under tension and 
compression [55] as well as the J-integral [14]. 
 
 
Figure 2-14: Volumetric image of cracked nodular cast iron [169]. 
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In materials research, volumetric images are usually acquired using computed x-ray 
tomography (CT) [172]. For this method, radiographs are taken in short intervals while 
the specimen is rotated by ~180°. The resulting image set is then reconstructed to a 
three-dimensional volume image [173]. Tomographs can be generated with simpler 
laboratory μCT scanners (e.g. 10003 voxels3, 22 μm/voxel) or on high-energy 
synchrotron beamlines (e.g. 30003 voxels3, 3 μm/voxel). 
The volumes selected for DVC analysis are usually images of the internal structure of a 
sample, and the reference and deformed volumes are correlated by tracking internal 
features. Whilst paint speckles or etching can be manually applied to the specimen 
surface for DIC, this is not feasible for the interior of a three-dimensional solid body. 
Sufficiently densely distributed trackable features must be available inside the material 
for DVC analysis. Some materials, for example bone [160] or polygranular graphite [14], 
inherently have a fine contrasting structure. Metals, however, mostly show a low contrast 
with only a small number of internal precipitations. In experiments, this frequently leads 
to the usage of specifically designed model materials, such as ductile cast iron with a 
high graphite nodule content  [166,168,169,174]. 
Once an appropriate volume set of reference and deformed images is generated, the 
volume is discretised into a grid of subvolumes. Similar mathematical principles to those 
of DIC (chapter 2.3.1) are applied. A normalised direct correlation algorithm, which is 
robust with respect to intensity gradients or illumination changes, is utilised to correlate 
the reference volume Ai,j,k and the deformed volume Bi+dx,j+dy,k+dz [175]: 
  (2-21) 
with  
, 
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where all summations are running from (i, j, k) = (x0, y0, z0) to (i, j, k) = (x0+N-1, y0+N-1, 
z0+N-1). The procedure is repeated for all grid positions and a full three-dimensional 
displacement field is obtained. 
DVC is subject to similar influences of errors as DIC, and the results of a brief uncertainty 
assessment for DVC-measurements are presented in chapter 3.2. 
 
2.3.3 Energy-Dispersive X-ray Diffraction 
Deformation in the material interior may be examined using DVC, provided that the 
microstructure exhibits sufficient contrast for x-ray imaging. Alternatively, the average 
elastic strains of a volume can be measured by high energy x-ray diffraction based on 
atomic lattice deformation. Strain mapping by synchrotron x-ray diffraction has been 
carried out in studies of residual stresses [176] and fatigue crack growth, notably in the 
evaluation of fatigue crack closure in the presence of overloads [177,178]. 
X-rays incident on crystalline materials such as metals are scattered from the atoms on 
the crystal lattice. A constructive interference of the scattered x-rays occurs at specific 
points in space, depending on the distance between the crystal planes d, the scattering 
angle 𝜗 and the incident x-ray wavelength λ [179]: 
        (2-22) 
The energy of electromagnetic radiation is determined by its wavelength. Using a 
polychromatic x-ray beam with different wavelengths, an energy-sensitive detector can 
remain at a constant diffraction angle while capturing the entire diffracted spectrum 
[180]. 
The I12-JEEP beamline at the Diamond Light Source synchrotron provides high energy 
X-rays required to penetrate thick steel specimens with reasonable data collection times. 
It is equipped with a multi-angle detector for Energy Dispersive X-ray Diffraction (EDXD) 
and a 100 kN servo-hydraulic fatigue testing rig. 
For EDXD, a polychromatic beam of up to 150 keV is used to obtain the diffraction spectra 
from crystalline grains in the specimen. A sufficiently large number of suitably oriented 
crystals must be available to generate a measurable intensity at the selected diffraction 
angle, which limits the maximum grain size of a polycrystalline material. 
The detector is positioned at a static distance to the sample, maintaining a fixed 
diffraction angle. X-rays are captured from a three-dimensional diffraction gauge volume 
along the beam (Figure 2-15 (a)), whose length D is adjusted by the entrance slits and 
2𝑑 𝑠𝑖𝑛 𝜗 = 𝑛𝜆 
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the geometrical parameters of the collimation. Thus, diffraction data can be obtained 
from a specific length along the beam direction in the sample (Figure 2-15 (b)). 
The detector array is designed to simultaneously capture diffraction spectra at the full 
azimuthal angle range of 0° to 180°, as eleven orthogonal pairs of germanium crystal 
detectors are arranged in a semi-circular way (Figure 2-15 (a)). This geometry hence 
allows the concurrent measurement of 11 orthogonal component sets of the scattering 
vector q for the determination of strain tensors [181]. 
 
 
Figure 2-15: (a) A schematic of the setup of the EDXD detector and (b) the 
width of a diffraction intensity peak determining the length inside the 
specimen at which diffraction occurs [181]. (Reproduced with permission of 
the International Union of Crystallography) 
 
Each detector records an energy spectrum containing diffraction peaks at levels 
representing specific crystal planes. Relative shifts in the diffraction peak positions are 
the result of the changes in the crystal lattice parameters and are therefore used to 
obtain the elastic strain, which is determined by the change of the crystal plane distance 
(dn-d0) divided by the undeformed distance d0: 
        (2-23) 
In this case, it is defined as the q-vector: 
        (2-24) 
A value for d0 (or q0) is found by capturing a diffraction pattern in a position on the 
unloaded specimen which is distant from the crack and thus virtually unaffected by the 
𝜀 =
𝑑𝑛 − 𝑑0
𝑑0
 
𝜀 =
𝑞0
𝑞𝑛 − 𝑞0
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plastic deformation field around the crack tip, nor influenced by residual deformations 
left behind in the crack wake during growth. The region close to the weld seam including 
HAZ and weld metal is avoided, as the material may be strained from thermal effects 
and phase changes that occurred during the welding process. A danger of capturing a 
low level of residual strains still prevails, e.g. from the original production process, but 
is considered negligible for the following analysis. 
Using the 180°-detector, the strain at any defined angle can then be determined by 
fitting the strains of all detectors to a sinusoid (Figure 2-16) [182]. Finally, by rastering 
the sample through the beam, a 2D map of the strain vectors is produced. 
 
Figure 2-16: Fitting of strains to a sinusoid curve to determine the principal 
strain angle [182]. 
 
2.4 Crack tip field characterisation by Finite-Element analysis 
The crack tip fields measured by imaging and diffraction can be characterised in the form 
of parameters such as stress intensity factors or the J-integral. From the DVC-generated 
three-dimensional displacement data, stress intensities and J-integral values can be 
determined via Finite-Element analysis (FEA), which can be carried out to complement 
the experimental measurements. Typically, the Abaqus software package is used to 
create models of test specimens. Loads and other boundary conditions are applied, and 
an analysis is performed with a suitable material model to study the mechanical 
behaviour. 
FE-analysis can also be used as a tool to extract fracture mechanical parameters from 
the deformation field data obtained by DIC or DVC [52,120,183]. Generally, a geometric 
model of the specimen is created first (Figure 2-17 (a)), including defined relevant 
sections, e.g. the region around a fatigue crack. The crack and its front geometry can 
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be based on the real crack geometry using data from volumetric images. Next, a mesh 
suitable for the analysis of fracture parameters near the crack tip is generated and a 
material model is applied accordingly. A linear-elastic material model usually provides a 
reasonable first approximation for many materials. In the case of metals, a Ramberg-
Osgood material model may be used to simulate elastic-plastic behaviour, while a plastic-
damage material model [38,44,45] is appropriate for quasi-brittle polygranular graphite. 
The models are defined in the following way: 
Ramberg-Osgood 
This material model proposed by Ramberg and Osgood [31] describes a non-linear 
elastic behaviour to account for plasticity, as employed in the J-integral approach 
(chapter 2.1.3). It can be expressed as [39] 
       (2-25) 
where αyo is the yield offset, e.g. 0.2%, and h the hardening exponent for the non-linear 
term. 
 
Damage plasticity 
Lubliner [44] and Lee and Fenves [45] developed a non-linear plasticity-based model for 
monotonous and cyclic loading, including the differences in strength evolution under 
tension and compression. The evolution of the yield surface is hence characterised by 
two independent hardening variables, 𝜀?̃?
𝑝𝑙
 for tension and 𝜀?̃?
𝑝𝑙
 for compression, which 
control the degradation of the elastic stiffness and are related to the dissipated fracture 
energy required to generate micro-cracks [39]. In terms of effective stresses, the yield 
function can be expressed as [38,39,45] 
 (2-26) 
where ?̂̅?𝑚𝑎𝑥 is the algebraically maximum eigenvalue of ?̅?. 
The effective hydrostatic pressure ?̅? = −
1
3
?̅? ∶ I  is a function of the stress invariant I, 
whilst ?̅? = √
3
2
S̅ ∶ S̅  is the Mises equivalent effective stress with S̅ = ?̅?I + ?̅?  as the 
deviatoric part of the effective stress tensor ?̅?. 
𝐸𝜀 = 𝜎 + 𝛼𝑦𝑜 (
|𝜎|
𝜎𝑦𝑠
)
ℎ−1
𝜎 
 
 
𝐹(?̅?, 𝜀̃𝑝𝑙) =
1
1 − 𝛼
(?̅? − 3𝛼?̅? + 𝛽(𝜀̃𝑝𝑙)〈?̂̅?𝑚𝑎𝑥〉 − 𝛾〈−?̂̅?𝑚𝑎𝑥〉) − ?̅?𝑐(𝜀?̃?
𝑝𝑙
) ≤ 0 
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The function 𝛽(𝜀̃𝑝𝑙) is defined as  𝛽(𝜀̃𝑝𝑙) =
?̅?𝑐(?̃?𝑐
𝑝𝑙
)
?̅?𝑡(?̃?𝑡
𝑝𝑙
)
(1 − 𝛼) − (1 + 𝛼) , where ?̅?𝑡 and ?̅?𝑐 
are the effective tensile and compressive cohesion stresses, respectively. The 
dimensionless material constants α and γ are given as 𝛼 =
𝜎𝑏0−𝜎𝑐0
2𝜎𝑏0−𝜎𝑐0
  with the initial 
equibiaxial and uniaxial compressive yield stresses 𝜎𝑏0 and 𝜎𝑐0, and 𝛾 =
3(1−𝐾𝑐)
2𝐾𝑐−1
  for any 
given value of the hydrostatic pressure 𝑝 ̅with ?̂̅?𝑚𝑎𝑥  < 0 , with the ratio of effective 
stresses on the tensile and compressive meridian 𝐾𝑐 =
?̅?(𝑇𝑀)
?̅?(𝐶𝑀)
 . 
To compute the non-elastic stress-strain behaviour [38], non-associated potential flow 
is assumed for the plastic-damage model [45] 
       (2-27) 
where λ̇ is the nonnegative plastic multiplier. Plastic flow is governed by a flow potential 
Gfp in the form of the Drucker-Prager hyperbolic function [184]: 
     (2-28) 
where ω is the dilation angle measured in the p–q plane at high confining pressure; σt0 
is the uniaxial tensile stress at failure; and ϵ is the eccentricity, defining the rate at which 
the function approaches the asymptote [39]. 
The post failure stress-strain behaviour is invoked by specifying the post-yield stress as 
a function of a cracking displacement utck . The plastic displacement utpl is defined as the 
cracking displacement minus the elastic displacement corresponding to the undamaged 
material. If the tensile damage, dt, the failure stress σt and the “un-damaged” elastic 
modulus E0 are specified [38,39], 
      (2-29) 
where the specimen length l0 is assumed to be one unit length. Further details of this 
model are described in [38,39,44,45]. 
A three-dimensional field of the displacements in the disk specimen measured by DVC 
may be injected as boundary conditions into the FE-model (Figure 2-17 (a)). The data is 
then interpolated to fit the FE-mesh (Figure 2-17 (b)) [183]. FE-analysis may be 
performed subsequently and J-integral values are obtained from selected contours along 
nodes around the crack front, from which a converged quantity is obtained. In elastic 
ε̇pl = λ̇
∂G(σ̅)
∂σ̅
 
𝐺𝑓𝑝 = √(ϵσt0 tan ω)2 + q̅2 − p̅ tan ω 
𝑢𝑡
𝑝𝑙 = 𝑢𝑡
𝑐𝑘 −
𝑑𝑡𝜎𝑡𝑙0
(1 − 𝑑𝑡)𝐸0
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materials, the stress intensity factors KI and KII may be derived from the values of the J-
integral (Eq. (2-13)). 
The advantage of using path-independent contours over stress intensity factor fitting 
approaches [118] is that the precise knowledge of the crack tip position is not required. 
As long as the crack tip is included in the integration domain, the obtained values of J 
will not be affected by its position. The method is, however, more susceptible to scatters 
in the raw data, as it requires information of stress and strain, which are obtained from 
the numerical differentiation of displacement data. Raw displacement data should be 
filtered and smoothed before differentiation operation to reduce noise levels [185]. 
 
  
Figure 2-17: (a) The finite element model of a disk specimen. (b) Detail of the 
mesh with a crack based on the real geometry at the top notch, loaded in 
compression at a selected angle α. (c) Strain field around notch and crack 
after FE-analysis using boundary conditions defined by DVC data. 
 
2.5 Summary of literature review 
The review was performed to resume the state of research in the field, to identify 
deficiencies and to describe suitable methods to address these gaps. The basic principles 
of fracture mechanics such as the stress intensity concept and the energy principle were 
outlined in the first chapter, as they are used to quantify the response of crack tip fields 
during fatigue and fracture. This work is largely concerned with the material response 
during cyclic deformation; hence the fundamentals of fatigue were explained. 
Techniques for full field deformation measurement were presented alongside key studies 
and applications, since image correlation, x-ray diffraction and finite element analysis 
were used to obtain and process the experimental data. 
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The literature review highlights the potential for contributions to the understanding of 
the behaviour of crack tip fields in selected materials through investigations in several 
areas. As it is evident that no optimised low-error parameter set is available for in-situ 
image correlation measurements, those values will hence be determined by 
measurements of DIC-errors in the presence of high strain gradients and inhomogeneous 
deformation. The review also shows that previous finite-element simulations and surface 
measurements of strain accumulation and critical failure strains close to the crack tip 
during fatigue crack growth have yet to be complemented by full-field bulk and surface 
measurements using DIC and EDXD. Crack closure and its effects on fatigue crack 
propagation have been in dispute since their discovery, and further clarification is 
expected from DVC studies near the surface and in the interior of nodular cast iron. The 
literature on nuclear graphite shows that shielding and dwell loading in mixed mode 
conditions may play in important role, thus the effects of bridging and sustained loads 
on the material response and crack driving force are examined by DVC and FE. The 
following chapters describe in detail how these topics were addressed in experiments 
and discuss the results in depth. 
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3 Assessment of measurement uncertainties1 
 
Any experimental measurement method is limited in its applicability and the results are 
uncertain to some degree. The errors of the applied methods were therefore evaluated, 
with a strong focus on the uncertainty and the limitations of DIC. 
 
3.1 Error analysis in DIC 
The aim of the DIC error assessment is to provide a systematic study of the influence of 
the subset size, the step size and the size of the measurement window on the DIC 
measurement errors of displacements and strains under load in cracked samples. A 
baseline error band is established to give confidence to subsequent fatigue crack growth 
analyses. Specifically, in-situ measurements of displacements and strains were carried 
out on pre-cracked specimens of welded dissimilar steels under selected loads, and the 
effects of the selected parameters on the measured random and systematic errors in 
displacements and strains were assessed. The measurements were carried out in a 
region around the crack tip, where high strain gradients and inhomogeneous 
deformation present significant challenges for DIC measurements. 
 
3.1.1 Material and Methods 
The material used for the error analysis is a welded 30Cr2Ni4MoV power plant rotor 
steel. It was produced by narrow-gap submerged arc welding, as high welding speeds 
and large penetration depths need to be achieved during the production of large turbine 
rotors. The error analysis is performed on three compact tension (CT) specimens 
designated for a study of fatigue crack growth in heat affected zones at a later stage 
(chapter 4). Using such a complex material permits an assessment of any influence on 
the error by the variation of material properties and surface features. Figure 3-1 shows 
a typical pre-cracked CT specimen with base metal (BM), weld metal (WM), and heat-
affected zone (HAZ) indicated. The HAZ consists of martensites and bainites, with grain 
sizes post welding varying between 7 and 32 μm. Some larger grains close to the welding 
line have sizes of up to 50 μm, due to more intense heat exposure. The weld metal is 
mainly composed of bainites and δ-ferrites, with an average packet size of 100 μm. The 
                                                          
1 Parts of this chapter have been published in [155,187]. 
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material was previously examined for its microstructure and mechanical properties [186] 
and a summary of the microstructural characteristics, chemical composition, and 
mechanical properties of BM, HAZ, and WM is presented in Table 1. 
 
 
Figure 3-1: A schematic of a welded CT specimen used for the DIC analysis, 
showing base metal (BM), weld metal (WM), and heat affected zone (HAZ) 
near the weld line. The field of view (FOV = 2,456 × 2,058 pixels2/1,330 × 
1,120 μm2) is also indicated [187]. 
 
All specimens were first polished with 0.5 μm silica, then the surface in an area of 
approximately 10 mm by 10 mm around the crack tip was etched with a 3% nitric acid‐
ethanol solution for about 30 s. This procedure revealed surface microstructural features 
(Figure 3-2 (a)) with an average feature size of about 5 μm. 
 
Table 1: A summary of chemical composition, mechanical properties, and 
microstructural characteristics of the constituents in the welded specimen 
[186]. 
 
 
Image correlation 
The software DaVis (version 8.4, LaVision GmbH) was used in the image correlation 
procedure for the error analysis. A zero‐normalised sum of squared differences algorithm 
[188] with the Lucas Kanade approach [189,190] and a sixth order spline interpolation 
scheme for sub-pixel accuracy were employed to obtain the displacement vector fields. 
An explicit quantitative measure of correlation quality in terms of a correlation coefficient 
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was not provided by the software. A first order shape function was used for all image 
correlations. 
Generally, for the computation of strains from displacement maps, a strain calculation 
window (SW [191]) size has to be selected. The SW defines an area surrounding each 
individual data point in the map from which the displacement values are incorporated 
during strain calculation. The choice of a strain calculation window size is a trade-off 
between a high spatial resolution with amplified noise using smaller SW, and a larger 
SW providing less noise but smoothing out local strain peaks resulting in a low spatial 
resolution. 
For this work, strain maps (εxx, εyy, εxy) were generated by linear approximation of the 
partial derivatives for each data point of the displacement field at position x,y using the 
gradient only between the immediately adjacent neighbouring displacement data points 
at positions x − 1, x + 1, and y − 1, y + 1. No larger strain smoothing window was 
applied to maintain comparability, permitting consistent random error level 
measurements without requiring to factor in any filtering effects. 
 
  
Figure 3-2: (a) Micrograph of an etched specimen surface in the area of 
interest near the crack tip with a typical subset illustrated. The spatial 
resolution achieved using the information of the surface texture is 0.54 
μm/pixel. (b) The displacement field superimposed on a micrograph with a 
sketch of two sizes of measurement windows (MW) positioned around the 
crack tip [187]. 
 
The error analyses were carried out under three selected loading conditions equivalent 
to stress intensity factors (SIF) of 0, 20, 30 MPa√m using an Instron servo-hydraulic 
testing machine. A LaVision DIC system was used for image acquisition, including a 12-
bit CCD camera mounted on an optical microscope with a Schneider Kreuznach 50 mm 
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lens and an extension tube of 100 mm (Figure 3-3). The lighting setup and the aperture 
position are critical for imaging the etched surface, since the surface reflection of the 
metal is less bright and shows less contrast than, for example, a speckle pattern on a 
painted white background. Two LED flash lights were utilised for this purpose to obtain 
good quality images. All images were taken with 2,456 × 2,058 pixels on a field of view 
of 1,330 × 1,120 μm2, resulting in a spatial resolution of 0.54 μm/pixel. 
Six images of each specimen were taken under zero load using identical imaging 
parameters. Image correlation was performed on each with the first image used as the 
reference image, within a correlation region of interest (ROI) of approximately 1,300 × 
1,100 μm2 (2,410 × 2,040 pixels2). Similarly, five images were acquired per specimen 
while applying constant loads corresponding to SIF of 20 MPa√m and 30 MPa√m to 
open the crack. These images were compensated for rigid body motion and correlated 
with a zero‐load reference image, resulting in a smaller ROI of around 1,250 × 900 μm2 
(2,320 × 1,670 pixels2). 
Five displacement and strain maps were generated per specimen, and three specimens 
were measured in total, thus fifteen images (N = 15) were examined for each of the 
selected parameters. Only y‐components (uy, εyy, perpendicular to the crack plane) in 
the measured displacements and strains are presented in the error analysis. 
 
 
Figure 3-3: The experimental setup for in situ DIC imaging of a CT specimen 
on an Instron servo-hydraulic testing rig. 
 
The effects of the selected parameters on both random errors (noise) and systematic 
errors (bias) were assessed. For the evaluation of subset size and step size, the data 
points inside a measurement window (MW) of 1,390 × 1,000 pixels2 (750 × 540 μm2) 
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surrounding the crack tip were analysed for each displacement and strain map. 
Subsequently, the effects of the MW on the measurement uncertainties were also studied 
by analysing the data from selected MW sizes centred on the crack tip, with the subset 
and step sizes fixed. 
A typical displacement map superimposed on a micrograph is shown in Figure 3-2 (b), 
with the crack tip indicated. The crack tip position was initially determined by optical 
microscopy, and later verified from the DIC images. Sketches of two sizes of 
measurement windows positioned around the crack tip are included. 
 
Error measurement 
The sources of errors include systematic and random types. Systematic errors are usually 
caused by a mismatch between the pre-set subset displacement functions, which can 
describe e.g. first or second order deformations, and the real deformation field in a 
subset that is likely to contain deformations of a higher order [133,144]. An increasingly 
complex deformation field is hence matched with lower accuracy by a given fit function. 
Random errors, on the other hand, are essentially induced by imaging noise and the 
quality of the surface feature pattern. Sufficiently unique information must be available 
in a subset for a match to be found, a smaller section of a given pattern or a region with 
lower contrast are thus matched with less precision [133]. 
For each parameter, the random errors were investigated first, using the standard 
deviations (SD) of the displacement and strain data points inside the given MW. Since 
the actual deformation is not known in our experiments, the systematic displacement 
errors were assessed based on an approximation procedure proposed by Xu et al. [149]. 
For the y component, 
     (3-1) 
where Δv is the second order displacement gradient in y-direction, Δ is the Laplace 
operator, and N = (subset size − 1) / 2. An estimate for Δv is obtained by comparing 
two displacement maps generated using a pair of subset sizes: 
  (3-2) 
where N1 and N2 are the pair of subsets chosen for the comparison. 
𝑆𝑣
𝑎𝑝𝑝𝑟𝑜𝑥(𝑥, 𝑦) =
𝑁(𝑁 + 1)
6
∆𝑣(𝑥, 𝑦) 
∆𝑣(𝑥, 𝑦) ≈
6
𝑁1(𝑁1 + 1) − 𝑁2(𝑁2 + 1)
(𝑣𝑁1
𝐷𝐼𝐶(𝑥, 𝑦) − 𝑣𝑁2
𝐷𝐼𝐶(𝑥, 𝑦)) 
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The optimal subset pair N1, N2 for an approximation of the second order displacement 
gradients is unknown, thus a calibration has to be performed by DIC on an image pair 
where the true deformation is known. The DIC challenge sample 14L5 [192] was chosen 
(Figure 3-4, reference image omitted as the difference is optically not visible), which has 
been deformed using numerical methods and a variable sinusoid function. It is 
considered fitting to the actual complex deformation field as both contain large 
displacement gradients and a variety of wavelengths. The convergence and the 
effectiveness of the estimation function Eq. (3-2) were hence examined for a suitable 
choice of a subset pair for the second order gradient estimation. 
 
Figure 3-4: DIC challenge sample 14L5, synthetically deformed using a 
variable wavelength/amplitude sinusoid function [192]. 
 
The known second order displacement gradients Δv were compared with the estimated 
gradients, obtained by Eq. (3-2), using selected subset size combinations. The “best fit” 
for large gradients was achieved using a subset pair of N1 = 75 pixels and N2 = 35 pixels 
(Figure 3-5 (a)), although slightly higher relative errors occurred in areas of low 
gradients. The resulting gradients were consequently used for the bias error 
approximation Sv (Eq. (3-1)) on sample 14L5 [192], which was then compared with the 
actual bias error. The actual bias error was obtained from the difference between the 
known displacements and those calculated by DIC using the selected subset sizes (N = 
35, 49, and 75 pixels). A favourable comparison is obtained between the actual (solid 
line) and estimated (dashed line) bias errors, as shown in Figure 3-5 (b), with a 
difference of usually no more than 20%, with occasional exceptions in areas of low 
deformation. Note that the choice of the subset pair (N1 = 75 pixels and N2 = 35 pixels) 
is specific to the artificial data tested, whilst the characteristics of a “real” deformation 
field may well be different, hence the present results should not be generalised. 
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Figure 3-5: (a) A comparison of the known second‐order displacement 
gradient Δv (black line, data from DIC challenge sample 14L5 [192]) with the 
estimated gradient (red line, from Eq. (3-2), using subset sizes 35 and 75 
pixels); (b) a comparison of the actual displacement bias (solid lines, the 
difference between the known displacements in sample 14L5 [192] and the 
DIC generated displacements from the same sample) with the approximated 
errors (dashed lines, from Eq. (3-1)) for selected subset sizes of 35, 49, and 
75 pixels [187]. 
 
The systematic strain errors cannot be assessed using an estimation method, as it would 
require the third order displacement gradients [149], which cannot easily be obtained. 
To still provide a low error parameter recommendation with an optimal subset size / step 
size combination for strain measurements and to confirm the displacement error results, 
a less analytic and more practical approach was chosen. A virtual strain gauge (VSG) 
43 
 
study [191] was performed, which places a linear array of small strain gauges in the 
strain field, crossing an area with distinct strain gradients (such as close to the crack 
tip). The shape of the resulting strain profiles is assessed for the spatial resolution of the 
measurements and the level of strain noise (SD) towards finding an “optimum” solution. 
The parameter sets that offer a good “convergence” with low SDs are recommended for 
use. 
The strains were calculated using a strain calculation window (SW [191]) containing only 
the immediately adjacent neighbouring points (as outlined in chapter 3.1.1) and was 
thus set to 3. The normal strains were evaluated using combinations of six selected 
subset sizes (23, 35, 43, 49, 61, and 75 pixels) and five selected step sizes (4, 6, 9, 12, 
19, and pixels). The subset and step sizes that produce the most converged results were 
subsequently identified. 
 
3.1.2 Effects of selected parameters 
The effects of the subset size 
The standard deviations (SDs) of displacement and strain in y‐direction under zero load 
are shown in Figure 3-6 as a function of the subset size, which was varied in five steps 
(23 × 23, 35 × 35, 49 × 49, 75 × 75, and 147 × 147 pixels2), whilst the step size was 
fixed to 6 pixels. The random errors, also referred to as noise floor, in both displacement 
and strain decrease drastically with the increase of the subset size and appear to stabilise 
when the subset size is 50 × 50 pixels2 or above. 
 
 
Figure 3-6: The standard deviation (SD) of (a) displacement and (b) strain in 
y-direction at zero load (noise floor) as a function of subset size. The step size 
is taken as 6 pixels [187]. 
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Random        Systematic 
  
  
  
  
Figure 3-7: The full‐field results of displacement errors of the area correlated 
(1,250 × 900 μm2 or 2,320 × 1,670 pixels2) under K = 20 MPa√m: Random 
errors (left column) and systematic errors (right column) for the selected 
subset sizes [187]. 
 
Further studies were carried out under loads, at stress intensity factors (SIF) of 20 and 
30 MPa√m. Random and systematic errors were estimated in a similar way to those 
determined at zero load. Figure 3-7 shows some of the full-field distributions of random 
and systematic displacement errors in the region of interest for the loaded case K = 20 
45 
 
MPa√m, for three selected subset sizes and a step size of 6 pixels. The levels of the 
errors are shown in the scaling bars below, assuming that a SD of less than 0.5 pixel 
indicates sufficient matching. 
For the random errors (left column), a large number of erroneous regions are present 
for the smallest subset of 23 × 23 pixels2 (Figure 3-7 (a)) due to poor correlation, whilst 
the errors decrease in number and intensity with the increase in subset size (Figure 3-7 
(b, c)), with the lowest level of errors found in the largest subset. By contrast, for 
systematic errors (right column), the smallest subset (23 × 23 pixels2, Figure 3-7 (d)) 
seems to return the lowest level of errors compared with the medium‐sized subset (49 
× 49 pixels2, Figure 3-7 (e)) and largest subset (75 × 75 pixels2, Figure 3-7 (f)). The 
crack is clearly identifiable by heightened errors in all images, but particularly in the 
middle and large subset cases, whilst systematic errors induced by noise are found in 
low deformation areas (Figure 3-7 (f)). 
The quantitative results are presented in Figure 3-8. For the random errors, the 
measured standard deviation of the displacement on this scale seems to be insensitive 
to the subset size but sensitive to the load level (Figure 3-8 (a)), whilst the noise in the 
measured strain seems to decrease with increasing subset size (Figure 3-8 (b)), 
stabilising at a subset size of about 50 × 50 pixels2. On the other hand, the displacement 
bias (Figure 3-8 (c)) increases for both loaded cases, most significantly at large subset 
sizes. 
Random strain errors are reduced with the increase of the subset size, due to higher 
confidence gained in image correlation where a greater number of features are available 
in larger subsets [130–132,144], leading to a decrease in the standard deviations. The 
trends under zero load shown in Figure 3-6 are consistent with the published work 
[131,132], although most of the previous experiments were conducted ex situ with very 
fine, artificial speckle patterns generated by algorithms. In this study, physical features 
were used in real experiments, where the noise level was found to stabilise when the 
subset size was 50 × 50 pixels2 or above, a value used in a previous study of full-field 
near-tip strain mapping [109]. 
Under loads, large deformations and large gradients as well as discontinuities due to the 
crack opening present major challenges to image correlation. As shown in Figure 3-8 
(b), increasing load led to significantly increased SDs, although the trend in strain 
random errors under loads is similar to that under zero load, that is, higher SDs for 
smaller subset sizes. 
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Figure 3-8: The effects of the subset size on the random errors of (a) 
displacement and (b) strain in y‐direction for the three load cases (n = 15). 
(c) The effects of the subset size on the estimated systematic displacement 
errors in y‐direction for the loaded cases (n = 15). The step size is taken as 6 
pixels [187]. 
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For random displacement errors, the effects of the subset size are completely 
overshadowed by the influence of the load level (Figure 3-8 (a)). The systematic 
displacement errors were estimated using Eq. (3-1) and Eq. (3-2), which are subject to 
the sizes of the chosen pair of subsets in Eq. (3-2), which may affect the estimated 
results (Figure 3-5). 
Random displacement error distributions can be seen in the full-field SD images obtained 
under load (K = 20 MPa√m) presented in Figure 3-7 (a–c). At a small subset of 23 × 23 
pixels2 (Figure 3-7 (a)), high levels of errors (above 0.5 pixels) are distributed widely as 
small subsets do not contain sufficient information for matching low‐contrast areas or 
discontinuities. On the other hand, at a larger subset size (147 × 147 pixels2, Figure 3-7 
(c)), the errors appear to be reduced and are confined to the cracked area. In the latter 
case, the deformation is averaged over a large area with an overlap of 96% (step size 6 
pixels), thus essentially similar information is used to calculate the neighbouring vectors 
[150]. In Figure 3-8, the random SD in the measured displacements increases almost 
linearly with load from around 4 pixels for K = 20 MPa√m to 6 pixels for K = 30 MPa√m. 
Similarly, the strain errors are 2.5% for K = 20 MPa√m and 3.8% for K = 30 MPa√m at 
a subset size of 49 × 49 pixels2. 
There seems to be no effect of the load level on the systematic displacement errors 
(Figure 3-8 (c)), as the displacement errors increase with the subset size for both load 
cases. The full-field results for systematic errors at K = 20 MPa√m (Figure 3-7 (d–f)) 
show the impact of subset size clearly. Significantly higher and widely spread errors were 
found in large subsets (>50 × 50 pixels2; Figure 3-7 (f)). This is probably due to the 
large complex deformation and high gradients around the crack discontinuity, leading to 
undermatched subset shape functions [130,143,144,149]. Slightly higher bias errors may 
be obtained in low deformation areas from the estimation method, although this has 
negligible impact on the assessment of deformation in the vicinity of a crack, which is 
always high. 
The ratio between the average feature size (about 10 pixels) and the recommended 
subset size is about 0.2 in this study, at a density of approximately 18,500 features per 
mm2. This compares favourably with estimated ratios of 0.1 to 0.3 reported in the 
literature [130–133]. It seems that a subset size about 5 times of the speckle/feature 
size would suffice in DIC measurements. It has to be remarked that the speckle size is 
only one of many parameters used to characterise speckle patterns. Other parameters 
such as morphology [137], intensity gradients [132], and entropies [133,135] might be 
subjects of future studies. Overall, considering both random and systematic errors, a 
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compromise may be found at a subset size about 50 × 50 pixels2, which is approximately 
5 times the surface feature size. 
 
The effects of the step size 
Selected step sizes (2, 4, 6, 9, 12, and 19 pixels) were examined to assess their effects 
on the measurement uncertainties with a fixed subset size (49 × 49 pixels2). Figure 3-9 
shows the effects of the step size on random (a, b) and systematic (c) displacement 
errors. With the number of data points also indicated. For random errors, whilst the SDs 
in the measured displacements seem to be generally unaffected by the step size (Figure 
3-9 (a)), a small step size or more data points appear to increase the SD in the measured 
strains, particularly under loads (Figure 3-9 (b)). The systematic displacement error also 
shows a trend of decrease with the increase of step size or lower number of data points 
(Figure 3-9 (c)). 
Although the effect of the step size on the random displacement errors seems very small 
(Figure 3-9 (a)), a decrease in step size (or increase in the number of data points) 
increases the strain SD under load (Figure 3-9 (b)). This is possibly due to the enhanced 
overlapping at small steps when more data points are available, and also increased 
spatial resolution where variation in the resulting maps becomes more evident. At large 
step sizes, fewer data points are available and spatial resolution decreases, so the 
resulting less complex displacement field might be described with reduced bias (Figure 
3-9 (c)). 
Despite the increased errors, smaller step sizes do provide much higher spatial 
resolution. A ratio of step size over subset size of around 1/4 (12 pixels for a 49‐pixel 
subset) may be recommended, which appears to provide reasonably low bias for the 
cases considered here. 
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Figure 3-9: The effects of the step size on the random errors of (a) 
displacement and (b) strain in y‐direction and (c) the effects of step size on 
the estimated systematic displacement errors in y‐direction, presented as 
function of the step size and the number of data points in the measurement 
window. The subset size is fixed at 49 × 49 pixels2 [187]. 
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Systematic strain errors 
Using a VSG, the strains at points along a line perpendicular to the global crack plane 
and centred at the crack tip (Figure 3-10 (a)) were analysed. The standard deviations of 
the normal strains along the line were calculated under zero load to determine the base‐
line first, followed by the strain values obtained under loads for the selected parameter 
sets (Figure 3-10 (b, c)). The results from all combinations of subset size and step size 
are presented, with the four most promising data sets highlighted and the details given 
in Table 2. 
 
Table 2: Selected results of the virtual strain gauge (VSG) study under stress 
intensity factors of 20 and 30 MPa√m [187]. 
 
 
The virtual strain gauge approach appears to be appropriate for producing satisfactory 
estimates of the impact of selected parameters on the strain measurement bias. The 
latter could otherwise not be assessed by applying the method of Xu et al [149] to the 
experimental data. Smaller subsets (23 or 35 pixels2) give rise to large variations in the 
strain profile, whilst larger subsets (61 or 75 pixels2) tend to underestimate the strain by 
50% or more. An “optimum” was found to be between subsets 43 × 43 and 49 × 49 
pixels2, which is consistent with our assessments of random and systematic errors 
(Figure 3-7; Figure 3-8). The best choice for the step size seems to be in the range of 9 
to 12 pixels, which approximately corresponds to one quarter of the recommended 
subset size. 
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Figure 3-10: (a) An illustration of a virtual strain gauge (VSG) placed along a 
line (94 μm) perpendicular to the crack plane centred at the crack tip. The 
normal strains obtained under (b) 20 MPa√m and (c) 30 MPa√m are 
presented. The lines show the results from all combinations of subset sizes 
(23, 35, 43, 49, 61, 75 pixels) and step sizes (4, 6, 9, 12, 19 pixels), with the 
most promising four sets (subset size‐step size = 35–12; 43–9; 43–12; and 
49–9) highlighted [187]. The details are given in Table 2. 
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The effects of the size of the measurement window 
The influence of the size of the measurement window (MW) on the measurement 
uncertainties are shown in Figure 3-11, as a function of the size of the MW (selected as 
12 × 12, 18 × 18, 36 × 36, 60 × 60, 93 × 93, 130 × 130, and 186 × 186 pixels2) as 
well as the number of data points inside the MW, since the standard deviations for 
random errors and average systematic errors were obtained from all the data points 
inside the MW. The subset size was kept constant at 49 × 49 pixels2 and the step size 
at 6 pixels. Each measurement window was centred on the crack tip. The random errors 
in both displacement and strain seem to increase with the size of the MW (or the number 
of data points) and load level, similar to the random errors in the measured strains with 
respect to the step size (Figure 3-9 (b)). 
Low levels of SD are obtained at with small MWs due to less variation when fewer data 
points are considered in a small MW. A large MW may contain a mixture of high 
deformation regions near the crack and low deformation in the surrounding areas, hence 
a high SD, whilst a small MW may contain only a high or low deformation region, hence 
less spread of data and a low SD. 
The systematic displacement errors (Figure 3-11 (c)) appear to decrease with the 
increase of the size of measurement window (or data points), and the trend seems to 
be more pronounced at higher load (K = 30 MPa√m). 
Contrary to the above trend, the systematic displacement errors decrease significantly 
with the increase of the size of MW where more data points are available (Figure 3-11 
(c)). Only high gradients may occur in small MWs with few data points located near the 
crack tip, which are difficult to match using a low order subset shape function hence 
higher bias is measured, whereas a large MW may contain a mixture of low and high 
gradients, and the average estimated error may appear to be lower. The fidelity of the 
measurements is also a key issue in the choice of MW. A compromise should be sought 
between achieving a desirable spatial resolution and an acceptable level of measurement 
errors. 
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Figure 3-11: The effects of the size of the measurement window (MW) on the 
random errors of (a) displacement and (b) strain in y‐direction and (c) the 
effects of the size of MW on the estimated systematic displacement errors in 
y‐direction. A constant subset size of 49 × 49 pixels2 and a step size of 6 pixels 
are used [187]. 
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Noise induced systematic error 
At zero load, a low level of systematic errors was found for all parameters, estimated 
from Eq. (3-1) and Eq. (3-2) using the experimental data. The effect is significant in the 
subset size analysis (blue line in Figure 3-12), but negligible in the step size and MW size 
study. No such bias was found using synthetic data. 
 
 
Figure 3-12: The noise induced systematic error at K = 0 MPa√m (blue) in 
comparison to the total estimated systematic error at K = 30 MPa√m 
(orange). 
 
This is possibly a noise induced bias, as the error estimation scheme registers the noise 
in displacement maps as deformation gradients, which are more difficult to fit with large 
subsets. Assuming the displacement maps obtained under load contain a similar amount 
of noise, the curve at zero load is an indicator for the proportion of the systematic error 
that is actually noise induced in the loaded cases. This is, remarkably, around 20% for 
K = 20 MPa√m and K = 30 MPa√m. 
 
Limitations 
This study of DIC measurement uncertainties in cracked specimens was carried out for 
the purpose of near-tip strain mapping of fatigue cracks in welded metals, taking a 
potential effect of the material mismatch into account. The images for the error maps in 
Figure 3-7 were hence captured on a specimen surface with the heat affected base metal 
on the top half above the crack and the weld metal on the bottom half below the crack. 
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The systematic errors do not appear to be related to local material characteristics or 
microstructure details such as the grain size, as they appear almost uniformly distributed 
apart from the crack (Figure 3-7 (d) to (f)). 
The random errors, which depend on the surface feature quality, show a slightly wavy 
pattern, particularly below the crack. The pattern appears similar in the maps generated 
by a 49 pixel subset and a 75 pixel subset (Figure 3-7 (b) and (c)), the error distribution 
is thus possibly affected to some extent by variations in the surface feature distribution 
or contrast, primarily in the weld metal. An effect of inhomogeneities in the material or 
the microstructure on the error appears hence probable. 
As a case with a crack introduced in the centre of the region of interest was considered, 
the influence of crack opening in the loaded cases, on the image correlation and error 
assessment, should be taken into account in the interpretation of the results. Our results 
provide a worst-case scenario where this discontinuity was included in the assessments, 
highlighting the systematic error effect. In applications, the crack flank areas may be 
masked out to remove artefacts, improve the correlation quality and the fidelity of the 
measurements. 
The estimation of the systematic errors was based on analytical solutions [149] that 
depend on estimated displacement gradients, which can change with the size of the 
subset pair used for their estimations. Also, the VSG approach for the strain bias 
assessment utilises only a one‐dimensional “virtual gauge” in a 2D strain field, hence its 
limitation should be taken into account. The study is further limited in that it was carried 
out using commercial software (LaVision DaVis 8.4) which did not provide an explicit 
measure of correlation quality. 
Nevertheless, the results are useful for the following DIC experiments and generally shed 
some light on the DIC measurement uncertainties of cracked bodies under load for 
further applications of DIC in engineering structures and components. 
 
3.1.3 Strain measurement limitations 
Apart from the obvious effects on the error, the DIC parameter settings also affect the 
absolute values of strain and displacement obtained in measurements. In the correlation 
procedure, the deformation is averaged over the subset, whilst the measurement 
window is an area used to obtain displacement/strain values from a displacement/strain 
map, averaging all data points within the window (essentially a two-dimensional 
displacement or strain gauge). Those averaging effects of the subset size and the size 
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of the MW are therefore considered of particular relevance to a robust and reproducible 
characterisation of the strains ahead of a crack tip, where large displacement and strain 
gradients prevail. 
Only strains in the global y-direction (εyy) are reported in this study, as they are close to 
the maximum principal strains that are considered to be most relevant to crack growth 
[101]. Although the cracks grew at a slight angle from the global x-axis, the data have 
not been transformed onto a local coordinate system centred at the crack tip, since an 
increased level of noise was encountered in such an attempt. 
For the analysis, four measurement points were selected (Figure 3-13 (b)) at an interval 
of 3.4 μm, which is about half of the average grain size in the HAZ region. Figure 3-13 
(c) illustrates the positions and the geometries of the measurement windows (MWs) for 
measurement point 1, which is the centre of the smallest MW. The larger MWs share the 
same left edge as the smallest MW. The same configuration applies to the other 
measurement points. As in chapter 3.1.1, three specimens were studied for the exercise, 
with five images taken at each condition (n=15). 
 
 
Figure 3-13: (a) the selected measurement positions (1–4) ahead of the crack 
tip, where the distance between the points is Δ (= 6 pixels or 3.25 μm) and 
(b) an illustration of the measurement windows (MWs) (S: 12×12 pixels2; M: 
37×37 pixels2; L: 56×56 pixels2) used for the parametric study at point 1 (a). 
The distance from the centre of the smallest MW to the crack tip is Δ; whilst 
all MWs share a common edge [155]. 
 
The impact of the subset size and the size of the MW on the measured strain values in 
the near-tip region (four positions labelled in Figure 3-13 (a)) is shown in Figure 3-14. A 
subset size of 49×49 pixels2 was chosen for this comparison, as this is near the optimal 
range for this setup and material (cf. chapter 3.1.2). The compared MW size of 37×37 
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pixel2, roughly corresponding to an average grain size of 20 μm, is selected for the 
following fatigue experiments. Using these parameters, the standard deviation of the 
measured strains under loads (20 < K ≤ 30 MPa√m) is about 0.44%. 
The results were obtained using the DIC analysis of images captured at a stress intensity 
factor of KI = 25 MPa√m. Clearly, the measured strain values at a given position vary 
significantly with both the size of MW and subset size, particularly at small sizes of MW 
and subset. To perform an analysis near a crack tip where high displacement and strain 
gradients prevail, a compromise needs to be made between the spatial resolution, i.e. 
identifying the discrete values at the tracked positions, and obtaining strain values that 
are not significantly affected by the correlation or measurement parameters. 
 
 
Figure 3-14: The effects of (a) subset size and (b) the size of MW on the 
measured average normal strains under K = 25 MPa√m at the four 
measurement positions (Figure 3-13(b)) ahead of the crack tip [155]. 
 
3.2 DVC uncertainty 
The effects of the correlation parameters on the measurement errors of DVC are 
considered to be qualitatively identical to those of DIC, since both techniques are based 
on the same mechanisms and similar algorithms. The DVC measurement uncertainty is 
hence only briefly discussed. 
The noise floor, the standard deviation of displacements versus the subvolume size in 
unloaded state, was recorded on a nodular cast iron specimen using step sizes of 50% 
of the subvolume size. The results in Figure 3-15 are similar to the progression of the 
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DIC-noise floor in Figure 3-6, although the standard deviation seems to settle down at 
subvolumes larger than the DIC-subsets due to a different 3D feature structure. 
 
 
Figure 3-15: Random error of DVC as a function of the subvolume size under 
zero load. 
 
3.3 EDXD uncertainty 
An assessment of the random error for the EDXD analysis was also performed, recording 
the strain values on a single point during eight successive diffraction measurements. 
This point was located in an area of the specimen distant from the crack, where a low 
overall strain level prevailed. 
 
 
Figure 3-16: Strains obtained during successive scans of a single point located 
in a low-deformation region of the specimen (SD = 0.017%). 
59 
 
The results are shown in Figure 3-16. The standard deviation was estimated to be 
0.017% strain, relatively low in comparison to the strains near the crack tip, which are 
in the range of 0.5%. This noise may be due to oscillations of the loading rig holding the 
specimen or inaccuracies during diffraction peak fitting in the strain calculation 
procedure. 
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4 Critical strains for steady-state fatigue crack growth2 
 
The manufacture of steam turbine rotors by advanced welding technology has attracted 
much interest in recent years. Unlike conventional forged rotors, welded rotors are easier 
to build, because small forged pieces are joined and can be replaced in a relatively short 
time and at lower cost. Nonetheless, welding can introduce defects, so the structural 
integrity in these welded structures is of vital importance to the long-term safe operation 
of steam turbines. Understanding the mechanical behaviour of defects in welds is of 
great importance to the safety and reliability of engineering structures and components, 
which are a critical part of the energy infrastructure. 
One of the major issues of welded joints is the development of cracks on or near the 
fusion line, where the change of the microstructure in the heat-affected zone (HAZ) and 
the variation in the material properties (i.e. grain structure, elastic modulus and yield 
strength) may have the greatest influence on the behaviour of cracks. 
Although there is a large body of work in the literature on the fatigue behaviour of 
welded joints, most of the current approaches to the structural integrity of welded 
structures are empirically or semi-empirically based, and the complexity of the 
microstructural changes from the welding process and the material property mismatch 
are not fully considered in fatigue life assessments. Cracking in welded rotor steel 
structures has previously been studied [193–195], particularly the material behaviour in 
the heat-affected zone (HAZ) [194,195]. However, up to now, no data about strain 
accumulation in front of a crack tip in the heat-affected zone is available. 
Due to the site-dependent material characteristics in the HAZ [194,196], full-field 
measurements were carried out in-situ on welded specimens with a pre-crack in the 
HAZ. The surface total (elastic + plastic) strains in the region of interest were measured 
first in an in-house experiment using only Digital Image Correlation, to test the DIC 
method by capturing data in-situ during a fatigue test and to obtain some baseline strain 
maps. After this, strains on the surface and in the bulk of the specimen were measured 
simultaneously in a second Experiment on a synchrotron beamline using DIC and Energy 
Dispersive x-ray Diffraction to obtain the full-field information. 
 
                                                          
2 Parts of this chapter have been published in [155] 
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4.1 Material 
The welded 30Cr2Ni4MoV steam turbine rotor steel as described in chapter 3.1.1 was 
used in the experiments. The chemical composition and the mechanical properties of the 
material are summarised above in Table 1, with further detail given elsewhere [186]. 
Standard compact tension specimens were used for both experiments, with a specimen 
thickness of 12.5 mm used for the DIC in-house experiment to fit the grip width and a 
reduced specimen thickness of 6.5 mm used for the synchrotron experiment to facilitate 
effective x-ray penetration in the EDXD study. The specimens were obtained from a weld 
joint to include BM, WM and HAZ, as shown above in Figure 3-1. 
A heat treatment was carried out at 550 °C for 40 h after welding to relax the residual 
stresses due to welding/machining. The HAZ consists of martensite and bainite, with a 
“graded” microstructure of former austenite grain sizes in a range from 7 to 30 μm 
[194,196] and finer grains away from the weld line (Figure 4-1). Large grains up to 50 
μm in size are found in the region near the weld line as a result of more intense heat 
exposure. The WM consists predominantly of bainites with an average packet size of 
about 100 μm. A notch was produced by electro-discharge machining within the HAZ 
near the weld line to promote crack initiation in this region. 
 
4.2 Experiments 
The compact-tension specimens [89] were pre-cracked with a load ratio of R=0.1 using 
load-shedding schemes, permitting initially relatively fast crack growth whilst reducing 
the load gradually to limit the plastic zone influence near the crack tip. Around 300,000 
cycles were applied to the specimens for DIC-only purpose, initially at a stress intensity 
range of ΔK = 10 MPa√m, followed by another 300,000 cycles at ΔK = 8 MPa√m, 
achieving a ratio of crack length to relevant CT specimen length a/W = 0.3. The specimen 
for the combined DIC-EDXD experiments was pre-cracked at higher load levels beginning 
at ΔK = 18 MPa√m for approximately 100,000 cycles, then at a reduced stress intensity 
range of ΔK = 15 MPa√m (R=0.1) for 100,000 cycles, resulting in a/W = 0.35. 
The stress intensity ranges during the second stage of each pre-cracking process were 
kept at the same level as the minimum stress intensities used in the respective following 
experiments. The plastic zone sizes remained under 60 µm in this stage, whilst the cracks 
propagated by around 1 mm. This ensured that the following experiments were not 
affected by the load history, as large deformation fields residing in the specimen and 
engulfing the crack tip might otherwise have led to crack arrest, impeded strain 
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accumulation and invalidated the results. For the same reason, the load levels in the 
following experiments were always increased from low to high in the same specimen. 
All pre-cracks were initiated at the notch tip and subsequent crack propagation under 
fatigue loading occurred within the HAZ, slightly away from the weld line at a small angle 
between 7° and 12° from the global x-axis (Figure 4-1). The strain results were obtained 
in the global coordinate system, where “normal strain” refers to the strain component y 
perpendicular to the global x-axis. The crack tips were found to be located in clusters of 
small grains with an average grain size of approximately 7 μm. The specimens were 
polished with 0.5 μm silica and etched for about 30 seconds using a 3% nitric acid-
ethanol solution in a region of interest of 10 mm by 10 mm around the crack tip. This 
exposed the microstructure of the region and provided sufficient surface contrast for DIC 
analysis of optical images (Figure 4-1). 
 
 
Figure 4-1: A typical pre-crack in the HAZ, with a slight angle α from the X-
axis. The grain sizes are around 100 μm near the weld line and about 7 μm 
near the crack tip. The specimen surface features exposed after etching were 
used for DIC image capture and correlation [155]. 
 
For both in-house and synchrotron experiments, DIC data capture and analysis were 
accomplished using the LaVision DIC system as described in chapter 3.1.1, equipped 
with a 12-bit CCD camera attached to an optical microscope and two LED flash lights to 
ensure appropriate lighting conditions. A specimen surface area of approximately 1300 
μm × 1100 μm was imaged with 2456 × 2058 pixels2, resulting in a spatial resolution of 
0.54 μm/pixel. The displacement and strain analyses were thereafter carried out using 
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the software DaVis. The results of the parametric analysis (chapter 3.1.2) were respected 
due to the presence of high strain gradients and inhomogeneous deformation near the 
crack tips. Similar measurement strategies were used in both experiments where 
appropriate; and the total strains, including both elastic and plastic components, were 
obtained and reported for the DIC analyses. 
EDXD was used to map the bulk elastic strains around a crack in the HAZ of a welded 
specimen in the synchrotron experiment. The specimen was scanned by rastering in the 
global x (approximately along the crack plane) and y (approximately perpendicular to 
the crack plane) directions, using a white x-ray beam collimated by slits to obtain a 
gauge volume of 100 μm × 100 μm over a length of approximately 4500 μm in the z 
(specimen thickness) direction. A region of interest of 1.6 mm × 1.3 mm on the x-y 
plane around the projected crack path was examined at regular intervals during the crack 
growth. The diffracting gauge volume was centred in the mid-plane of the specimen 
thickness, and the mapped area contained 238 individual non-overlapping 
measurements. The elastic strains were calculated using the PyXe python script [182], 
and only the data from the (1 1 0) diffraction peak were presented for conciseness, as 
similar results were obtained for the (2 0 0) and the (2 1 1) peaks. Further details of the 
general experimental setup on the beamline may be found in chapter 2.3.3. 
During the EDXD measurements, DIC images were also acquired simultaneously to 
complement the bulk measurements. This was made possible by installing the EDXD 
detector and the DIC microscope next to each other, while the loading rig was mounted 
on a translation stage, so the specimen within the loading rig could be positioned 
alternately in the x-ray beam for EDXD measurements and in the view of the microscope 
for optical DIC imaging. Suitable x-ray protection was provided in the form of lead 
blankets for the DIC equipment when the x-ray beam was enabled. The translation stage 
positioning was carried out using a calibrated digital encoder, with a precision greater 
than ±10 μm. 
 
4.3 Surface examination results 
In the in-house DIC experiment, two tests were carried out using a 100 kN Instron servo-
hydraulic testing machine in-house at the University of Portsmouth, under constant 
amplitude tension-tension cyclic loading at a frequency of 1 Hz and a load ratio of 0.1 
using a triangular waveform. The crack tip was located closer to the weld line within 50 
μm in one test, whilst at a larger distance of 200 μm in the other. Stress intensity factor 
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ranges of ΔK = 8, 13, 17 MPa√m were applied for quasi-stationary cracks, whilst ΔK = 
25 and 30 MPa√m were applied to achieve crack growth. Reference images were taken 
at the minimum loads, whilst images at the peak loads were taken periodically in situ 
during oscillation. A hold period of 20 seconds was applied at the reference and the peak 
loads to simplify the image acquisition during testing. 
 
4.3.1 Quasi-stationary cracks 
For the quasi-stationary cracks, two specimens were loaded cyclically with a load ratio 
of R = 0.1, applying three lower stress intensity factors ranges of ΔK = 8, 13, 17 MPa√m. 
To record the ranges of maximum normal strains ahead of the cracks, eight 
measurement points were tracked (Figure 4-2). At each of the eight overlapping 
measurement windows, the average strain value in an area of 6.5 x 6.5 μm² was 
obtained at Pmax during 10 successive cycles. Micro-crack growth may have occurred but 
such growth remained smaller than one pixel (0.54 μm) over 10 cycles, hence the crack 
was regarded as stationary. 
 
 
Figure 4-2: Positions of the strain measurement windows ahead of the crack 
tip. 
 
The strains were found to generally increase with fatigue cycles, indicating strain 
ratchetting, as shown in Figure 4-3. The normal strains apparently increase with the 
increase of ∆K; and the trend in ratchetting is also more evident with the increase of ∆K. 
Strains closer to the crack tip seem more sensitive to the increase in load or cycle, 
showing clearer evidence of strain ratchetting. 
In the same stress intensity factor range, the magnitude of the strains of the two 
specimens appears to be similar, although the strain seems to increase at different rates 
at high stress intensities. There are some major scatters in the strain data recorded, 
possibly due to complex and gradient microstructure near the weld line (Figure 4-3 (a)) 
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and in the HAZ (Figure 4-3 (b)). Nevertheless, a trend of increasing strain with cycles is 
evident. 
 
 
Figure 4-3: Strain evolution at ∆K = 8, 13, 17 MPa√m on two different 
specimens with the crack tip (a) near the weld line and (b) further in the HAZ 
at a distance of approximately 700 μm to the weld line. 
 
4.3.2 Growing cracks 
For the examination of the strains in front of growing cracks, a specimen was cyclically 
loaded at ΔK = 25 MPa√m (R=0.1) for 7000 cycles to achieve steady-state fatigue crack 
growth of 960 μm in the HAZ, at a slight angle (7°) to the x-axis (Figure 4-4 (a)). The 
average crack growth rate was 1.4×10−7 m/cycle. A second specimen was tested under 
ΔK = 30 MPa√m (R=0.1) for 4400 cycles, and crack growth of 1060 μm was obtained 
within the HAZ at an angle of 12° (Figure 4-4 (b)), with an average crack growth rate of 
2.4×10−7 m/cycle. The crack growth behaviour was linear in both cases, as shown for 
the test at higher load in Figure 4-5. 
The normal strains (εyy) were tracked at the selected observation points (Figure 4-4) 
along the crack paths in situ throughout the experiments. At each tracking position, the 
average strains were measured at a regular interval (every 200 cycles at ΔK=25 MPa√m; 
every 100 cycles at ΔK=30 MPa√m) until the crack tip passed this position. The positions 
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were traced optically on the DIC images and matched with the positions on the strain 
maps. 
 
 
Figure 4-4: The fatigue crack profiles in the HAZ under (a) ΔK=25 MPa√m, 
R=0.1; (b) ΔK=30 MPa√m, R=0.1. Normal strains were monitored ahead of 
the crack tip at the selected positions indicated [155]. 
 
 
 
Figure 4-5: Crack length as a function of cycles under a load range of ΔK = 30 
MPa√m and R = 0.1 
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The normal strains are found to increase rapidly with cycles as the crack tip approaches 
an observation point for both load cases (Figure 4-6). A “critical” strain (εcr) may be 
estimated from the average “onset” strains captured at all observation points when the 
crack tip reached them, with an average value of εcr=5.4% (SD = 0.7%) at ΔK=25 
MPa√m (Figure 4-6 (a)); and εcr=6.3% (SD = 0.9%) for ΔK=30 MPa√m (Figure 4-6 (b)). 
Caution should be exercised with regard to these values though, as they depend on the 
sizes of subset and MW (Figure 3-14), and emphasis is placed on their relative 
magnitudes under the same observation and analysis conditions. The current values 
were obtained using a subset size of 49×49 pixels2, with an overlap of approximately 
90% due to a step size of 6 pixels, and a MW of 37×37 pixels2 (20×20 μm2, 36 data 
points within the MW). 
 
 
Figure 4-6: The normal strains recorded as a function of cycles, tracked at (a) 
the 10 positions on the crack path shown in Figure 4-4 (a) under a stress 
intensity of ΔK 25 MPa√m; and (b) the 13 positions shown in Figure 4-4 (b), 
using MW=37 pixel (20 μm) under ΔK=30 MPa√m. The black circles indicate 
the onset strains when the crack tip reached the measurement positions 
[155]. 
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4.4 Synchrotron bulk examination results 
The synchrotron experiments were carried out on a 100 kN Instron servo-hydraulic 
testing machine on the JEEP I12 beamline of the Diamond Light Source X-ray facilities. 
Both surface and bulk strains were monitored, whilst the pre-cracked specimen was 
tested with a tension-tension load ratio of R = 0.1 and a frequency of 1 Hz. A stress 
intensity factor range of ΔK = 15.5 MPa√m was used allowing the crack tip to remain 
quasi-stationary and ΔK = 30 MPa√m to realise crack growth. 
 
 
 
Figure 4-7: (a) The four strain tracking positions near the crack tip on the 
crack plane. (b) The average normal strains recorded on the four points as a 
function of cycles. 
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4.4.1 Quasi-stationary crack 
The bulk elastic strains normal to the crack plane (εyye) were tracked using the EDXD 
technique at four positions around the crack tip on the crack plane (Figure 4-7 (a)), 
averaged in a measurement window of 100 μm x 100 μm without overlap (0%). Position 
1 is located in front of the crack (F), Position 2 on the crack tip (T) and Positions 3 and 
4 are in the crack wake (W). The evolution of the normal strains was mapped at 
maximum loads after 0, 20, 40, 60, 80, 200 and 700 cycles with ΔK = 15.5 MPa√m. 
The elastic normal strain values (εyye) obtained around the stationary crack tip do not 
display a clear increasing or decreasing tendency (Figure 4-7 (b)), since any trend is in 
the same order of magnitude as the data scattering. The strains may therefore be 
assumed as constant. An experiment with a higher number of cycles and shorter 
measurement intervals might provide a more meaningful result. 
 
4.4.2 Growing crack 
The elastic normal strains (εyye) were obtained by EDXD under a tensile cyclic load 
corresponding to ΔK = 30 MPa√m. A crack growth of approximately 300 μm was 
produced over 2000 cycles. The crack growth was at a small angle about 5 degrees to 
the x-axis, with an average crack growth rate of 1.7 × 10−7 m/cycle. Simultaneously, the 
surface total strains (εyy) were also tracked using DIC. The size of the measurement 
window used for the DIC analysis was chosen to be comparable to the gauge volume 
used in the EDXD, with 185 × 185 pixels2 (100 × 100 μm2, 960 data points in MW). A 
subset size of 99 × 99 pixels2 and an overlap of around 90% due to a step size of 9 
pixels were selected. 
Normal strains at eight selected points ahead of the pre-crack were tracked every 100 
cycles along the perceived crack plane (Figure 4-8) at maximum load level. The distance 
between the strain measurement points was 100 μm (0% overlap), with strain values 
representing the averages over the nominal gauge volume of 100 μm × 100 μm × 4.5 
mm (neglecting the beam spread). 
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Figure 4-8: A typical strain map obtained from EDXD (Kmax=33 MPa√m) and 
the selected tracking positions (1–8) along the crack path. The X and Y axes 
are the measurement coordinates of the sample positioning stage, and the 
individual measurement points are marked by the small crosses [155]. 
 
Figure 4-9 shows the maximum strain evolution with cycles at the selected tracking 
points from both EDXD and DIC. A progressive increase in both normal elastic strain 
(bulk) and total strain (surface) is observed, as the crack tip approaches a given tracking 
point, similar to that observed on the surface by DIC previously (Figure 4-6). Accurate 
determination of the crack tip position during the crack growth is important, as errors in 
identifying its position may compromise the “onset” strain values obtained, affecting 
subsequently the estimation of the critical strain. The surface crack tip position was 
initially estimated from the optical DIC images within an error range of about 18 pixels 
(10 μm), corresponding to two data points on the DIC displacement and strain map grid 
of 6–9 pixels (3–5 μm). 
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Figure 4-9: The evolution of the maximum normal strains captured by EDXD 
at the tracking points (Figure 4-8); and the surface normal strains obtained 
simultaneously by DIC. A “critical strain” εcr may be estimated from the onset 
strains (black circles) when the crack tip reached the measurement points. 
The bulk critical strain is obtained as εcr ≈ 0.6% (EDXD) and the surface 
critical strain as εcr ≈ 1.5% (DIC) [155]. 
 
For higher accuracy, the crack tip position was also determined by the peak strains from 
EDXD, following a comparison of optical DIC images with the EDXD data analysed by a 
cross-correlation method to achieve sub-pixel precision. The strain peaks identified by 
mapping of the bulk data are found to correlate closely with the crack tip positions 
obtained from the surface measurements. Full details about the crack tip determination 
in the EDXD maps are given in the appendix to [155]. 
Critical strains are estimated by averaging the strain values obtained at the selected 
observation points by EDXD and DIC when the crack tip reached them, and the results 
are shown in Fig. 4-10. An average critical elastic strain of 0.63% (±0.2%) was estimated 
in the bulk by EDXD; whilst surface measurements by DIC return a critical total strain of 
1.54% (±0.13%). These values were obtained using the same sized measurement 
window, i.e. 185 × 185 pixel2 (100 × 100 μm2) for both DIC and EDXD measurements, 
although the bulk strains are volume averages over a thickness of 4.5 mm. 
 
4.5 Discussion 
Near-tip strain fields have been mapped in situ near stationary and growing fatigue 
cracks within a HAZ of welded joints, both in the bulk and on the surface of the 
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specimens. While indications for ratchetting could only be seen in some of the bulk and 
surface data obtained from the stationary crack tips, strain accumulation was explicitly 
observed when the growing cracks approached the selected measurement points. This 
trend is consistent with observations from previous DIC measurements [107,108] and 
the numerical simulations of strain ratchetting [101,103]. 
Such information may be useful in the assessments of structural integrity of welded 
components, where fatigue crack growth in HAZ has been identified as a main failure 
mechanism [194]. Conventionally, only nominal crack growth rates of materials are 
obtained and taken in the life assessment procedures. The knowledge of full-field strain 
evolution with regard to fatigue crack growth in a HAZ will be useful in developing a 
micro-mechanics approach to fatigue crack characterisation in this complex region of 
interest, where a graded microstructure and variable material properties prevail. 
Significantly higher strength was found in the HAZ close to the weld line, and the strength 
decreases with distance from the weld line [196]. Our results show that the preferred 
path of fatigue cracks in the HAZ appears to be in a fine-grained region and at a slight 
angle from the perceived crack plane. The direction of crack growth seems to be towards 
a fine-grained zone with lower strength, consistent with the material characterisation 
[196,197]. This information may be useful for exploring welding processes producing 
favourable microstructures which promote improved fatigue crack resistance. 
Measurement of strains using the DIC method has become increasingly popular as a 
result of advances in computing technology and general availability of DIC facilities. 
However, measurement uncertainties are not always assessed for relevant applications. 
This oversight can have a significantly negative impact on the measurement quality and 
fidelity, particularly in cases of large heterogeneous deformation. The parameter settings 
of DIC were hence chosen to take the effects determined in chapter 3.1.2 into account. 
The parameters used in the synchrotron experiment necessarily differed from those used 
in-house, in order to make a comparison with the data obtained from EDXD using a 
larger volume gauge size. Figure 4-10 shows the results from the DIC-only experiment 
reprocessed afterwards using the same measurement window size as used in the DIC-
EDXD experiment, and the critical strain (1.4%) was found to be very similar to the 
synchrotron result (1.5%, Figure 4-9). 
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Figure 4-10: The normal strains recorded by DIC as a function of cycles under 
a stress intensity of ΔK = 30 MPa√m, based on the same data as Fig. 4-7 b, 
but using a larger strain measurement window of 100 x 100 μm2. 
 
This further illustrates the influence of the size of the MW (or strain gauges of other 
geometry) on the measured strains, and hence it is extremely important to note this 
limitation in experimental reporting (see also Figure 3-14). The chosen parameters are 
sufficiently representative of the experimental conditions to be used to examine the 
trends between observations, but the strain values reported must be interpreted 
together with the chosen correlation and measurement parameters. For this reason, the 
“critical” strain estimated from the average of measured “onset” strains when the crack 
tip reached the tracking points should not be taken as a unique material property. 
Whilst the specimens used for surface and bulk measurements have different thicknesses 
due to the specific experimental requirements, the results from the surface DIC 
measurements in both cases should not be affected by the variation in specimen 
thickness, due to predominantly plane stress state on the specimen surfaces. The 
influence of specimen thickness on DIC surface measurements was investigated in [198] 
for specimens of thickness between 3 mm and 25 mm, and similar DIC results were 
obtained. 
The bulk elastic strains measured by EDXD are lower than the surface total strains 
measured by DIC for the same size of MW, although these two quantities are not directly 
comparable for several reasons. First, EDXD measures elastic strain, whilst DIC measures 
the total strain. Secondly, the DIC measurements were obtained on the surface, where 
the lack of constraint leads to significant plastic deformation. The measured total strain 
may therefore contain a significant plastic component. EDXD, on the other hand, 
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measured elastic strains averaged over a gauge volume of 100 μm × 100 μm × 4.5 mm, 
under the assumption of a straight crack front. The crack front may not be perfectly 
straight, hence the measurements represent an approximate description of the average 
elastic strain field of the crack front. 
A monotonic yield strain of εcr≈0.5% was reported for the material in the HAZ in a similar 
CrNiMoV rotor steel [197] measured in thin specimens (0.5 mm). Although the critical 
bulk strain of εcr≈0.6% obtained by EDXD is similar to the yield strain, the latter is subject 
to measurement processing parameters hence the two values are not directly 
comparable. 
It is known that the HAZ has a complex microstructure due to the welding process, and 
that the material properties and microstructure in this particular type of weld vary. 
Gradients of the characteristic grain size, micro-hardness, yield strength (YS), and 
ultimate tensile strength (UTS) have been found in the HAZ in this material [196,197], 
with the mechanical properties decreasing from the WM-HAZ fusion line towards the 
base metal: The hardness from around 400 to 270 HV, YS from about 1200 to 700 MPa 
and UTS from ca. 1250 to 800 MPa. 
Although steady-state crack growth was achieved, suggesting only a minor influence of 
the microstructure and property gradients on the fatigue growth rate, all cracks were 
initiated in the HAZ close to fusion line and propagated towards the BM at angles of 7° 
to 12° from the weld line, as shown in Figure 4-1 and Figure 4-4. This growth towards 
regions of lower hardness and lower UTS seems to agree with previous reports, showing 
that a higher tensile strength and hardness in the HAZ of weld joints resulted in higher 
fatigue strength compared with the lower-strength base metal. 
There are some limitations to this study. Firstly, surface micro-texture feature produced 
by etching were used for the DIC analysis. Although this approach removes the 
ambiguity of painting speckles, it does rely on the uniform “randomness” of the micro-
texture distribution, which is not guaranteed in the HAZ of the specimens as received. If 
a cluster of features happens to be away from the areas of interest, whilst features are 
sparsely distributed inside the areas of interest, this may adversely affect the 
measurement quality. 
Furthermore, although bulk measurements were obtained by EDXD, the strains were 
averaged over a relatively large gauge volume with some uncertainty in the position and 
the shape of the crack front. The spatial resolution that can be achieved by EDXD is 
therefore lower than that of DIC. As only the elastic strains were measured in the bulk 
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whilst total strains were measured in the surface, it is not possible to make a direct 
comparison between the two measurements, particularly when the influence of plasticity 
is more significant on the specimen surface than it is in the bulk of the specimen. 
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5 Fatigue crack closure in 3D geometry 
 
Currently, there is no consensus on the role of “crack closure” in regulating the process 
of fatigue crack growth. Although the phenomenon of plasticity-induced crack closure is 
well reported, the true effects on the crack driving force or the crack tip stress/strain 
fields are still in doubt. Systematic studies have not been possible until recently 
[199,200], when full‐field techniques such as micron-resolution Digital Image Correlation 
(DIC) became more widely available. In this work, fatigue crack closure behaviour has 
been examined in 3D geometries using Digital Volume Correlation (DVC), on the surface 
and in the interior of a 3D specimen. The information will provide insights into the nature 
of crack closure and its relevance to fatigue crack growth. 
A study of crack tip behaviour was carried out in nodular cast iron near the surface and 
in the interior of a corner cracked specimen. The material was chosen for the 
experiments as it is widely used in structural vehicle and wind power components, 
although these are exposed to cyclic loads for which the physical phenomena during 
fatigue, e.g. closure, are not yet fully understood. Besides, it provides sufficient x-ray 
contrast for DVC analysis, which enables full 3D measurements of the specimen interior. 
Previously, no of crack closure was found in this material for short cracks [201,202]; 
whilst in long cracks, crack closure was attributed to debris from crushed graphite 
nodules [203] or crack surface roughness [204]. Full-field 3D experiments using x-ray 
computed tomography (CT) and DVC have also been carried out previously [166,169]. 
Results obtained include the crack morphology, the crack opening displacements (COD) 
along the crack front and an estimation of the opening stress intensity Kop along the 
crack front using a displacement field fitting technique [205]. 
In this work, full-field 3D crack tip behaviour was studied using CT and DVC. The normal 
strains ahead of, and the COD behind the crack front were examined for the first time. 
SSY conditions were found to be invalid, hence a K-approach is not appropriate. Although 
small scale yielding conditions were claimed to be maintained in previous work on closure 
in 3D [166,169], a closer examination shows that this is true only for plane strain 
conditions in the bulk at lower loads, applied to the larger of the studied specimen 
geometries (ligament to plastic zone size ratio D/rY ≈ 50 or more). Under all other 
conditions, e.g. at higher loads, using the smaller specimens and under plane stress on 
the surface, the small scale yielding concept appears not to be applicable (D/rY ≈ 1.5 – 
29; < 50). This raised the question if the amounts of plasticity occurring under large 
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scale yielding conditions are significant, or if the stress intensity approach may still be 
valid as an approximation. Thus, the J-integral was computed and the difference 
between a linear-elastic and elastic-plastic analysis in a similar stress intensity range was 
examined. 
 
5.1 Material 
Nodular cast iron is suitable for 3D full field analysis via DVC, as it contains spherical 
graphite precipitations which can be tracked by a correlation algorithm. The material 
studied is ferritic and composed of Fe + 3.4% C + 2.6% Si + 0.19% Mn + 0.05% Mg. 
The graphite nodules in our specimen are around 50 μm in diameter on average, whilst 
the elastic modulus of the material is E = 175 GPa, the Poisson’s ratio is 0.27 and the 
yield strength σys = 315 MPa [169]. 
A corner notched tensile specimen, with 4.7 x 4.7 mm2 square cross section, was used 
(Figure 5-1 (a)). The notch height was 290 µm perpendicular to the load direction and 
asymmetrical in relation to the corner, as presented in Figure 5-1 (b). The notch front 
was U-shaped with a radius of 145 µm and it was sharpened with a razor blade to 
facilitate crack initiation. 
 
   
Figure 5-1: (a) Schematic of the 3D specimen geometry with the notch (red) 
indicated and (b) top view of a section of the cracked specimen showing the 
notched corner from which a crack formed. The approximated crack front is 
highlighted as a dotted white line. DVC measurements were taken on the 
surface (0° and 90°) and in the interior (45°). 
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5.2 Experiments 
The specimen was tested on a servo-hydraulic 100 kN loading rig on the I12 Beamline 
of the Diamond Light Source synchrotron. It was subjected to a cyclic tensile load with 
Pmin = 0.45 kN and Pmax = 4.50 kN, corresponding to Kmax ≈ 20 MPa√m assuming elastic 
material properties [206]. The fatigue crack growth experiment was conducted under 
load control using a sine-waveform, a load ratio of R = 0.1 and a frequency of f = 10 
Hz. 
X-ray computed tomography with a resolution of 3.2 µm/voxel was performed after every 
five to ten thousand cycles during the fatigue experiment to identify the crack initiation 
and to monitor the crack growth once initiation was identified. A crack was found to 
initiate around cycle 75,000. After 290,000 cycles the crack had grown from the notch 
front to a length of 1.55 mm on one surface at an angle of 0°, 1.56 mm in the interior 
at 45° and 1.35 mm on the other surface at 90°. A series of volumetric tomography 
images was then obtained during a single load cycle from Pmin to Pmax and back to Pmin 
at incremental steps of 0.5 kN to study changes in compliance during loading. 
Digital Volume Correlation (chapter 2.3.2) was performed on the volumes recorded at 
the selected load steps using the volume at minimum load as a reference. The correlation 
procedure was conducted in an area of interest of approximately 3.7 x 3.7 x 1.6 mm3 
surrounding the whole crack with DaVis StrainMaster 10. The images were corrected for 
rigid body motion and a subvolume size of 323 voxels3 (1023 µm3), with an overlap of 
75%, was applied. 
CODs were measured during loading at four point pairs in the crack wake at a distance 
of ∆ = 80 µm to the crack tip and to each other (A – D, Figure 5-2). The distance between 
the pairs across the crack was h = 250 µm. The displacements were averaged in areas 
of interest (AOI) sized 32 x 32 x 100 μm3. 
Using the same AOI size, the strains normal to the crack plane (εyy) ahead of the crack 
tip were measured during loading, at points E, F, G and also with ∆ = 80 μm distance to 
the tip and between each point.  This is to examine the full-field crack tip response 
during loading. 
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Figure 5-2: An illustration of the tracking points used for COD and strain 
calculations ( = 80 μm, h= 250 μm, AOI = 32 x 32 x 100 μm3). 
 
The plastic zone size at maximum load is around 140 µm in the interior and 410 µm on 
the surface (Eq. (2-6)), whilst the specimen ligament is about 4.2 mm on the diagonal 
and 2.3 mm on the surfaces. For plane strain, the ligament is hence 30 times the size of 
the plastic zone, whilst it is only 6 times as large under plane stress. Both are smaller 
than the required factor of 50 [26,27], small scale yielding conditions are hence not 
fulfilled. 
For an analysis of the effects of plasticity, the J-integral was determined near the surface 
and in the interior of the specimen using a linear-elastic and an elastic-plastic (Ramberg-
Osgood) material model. This was accomplished by importing displacements computed 
by DVC from different load levels as the boundary conditions into the FE model (see 
chapter 2.4). 
 
5.3 Results 
The CODs normal to the crack plane were measured at four points along the crack wake 
and are presented in Figure 5-3. The results from the surface are higher than those from 
the interior, e.g. up to 3.0 μm in comparison with 2.2 μm at point D under the maximum 
load. The coefficient of determination R2 for a power law fit is approximately 99%, and 
97% for a linear fit. The slope appears to change slightly around P/Pmax ≈ 0.76 at points 
B – D, obtained by ASTM E647. 
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Figure 5-3: The crack opening displacements (COD) at points A to D (Figure 
5-2) from DVC as a function of load: (a) On the surface; (b) in the interior, at 
ΔK = 18 MPa√m, R=0.1. 
 
Figure 5-4 shows normal strains ahead of crack tip on the surface and in the bulk. No 
change in slope is evident. For a linear fit, R2 is between 87.7% and 98.5%; the lower 
determination percentage is possibly due to noise from DVC and large strain gradients 
ahead of the crack tip. A power law fit yields even lower values. 
 
 
Figure 5-4: The normal strains ahead of the crack tip as a function of load (a) 
n the surface and (b) in the interior. 
 
Figure 5-5 (a) reveals that the results for the elastic-plastic J-integral (Jel-plastic) are clearly 
higher than for the linear-elastic analysis (Jelastic). Whilst Jel-plastic is 0.56 N/mm on the 
surface at maximum load, Jelastic is only 0.35 for the same conditions. J is generally higher 
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on the specimen surface than in the interior by a factor of about two, using the elastic-
plastic model, and by a factor of approximately 1.8 for the elastic model. 
 
 
Figure 5-5: The J-integrals obtained from the elastic and elastic-plastic 
analysis for cast iron on surface and bulk. 
 
5.4 Discussion 
The differences between Jel-plastic and Jelastic confirm that significant plasticity prevails in 
the case studied and the SSY condition is not met (chapter 5.2), even at low loads (Figure 
5-5). Although a different specimen geometry was used, this puts some doubt on the 
results of previous experiments on the same material, in which the SIF approach was 
applied despite that SSY conditions were not valid. 
For instance, Kop was determined to be at around 6 MPa√m [166]. Assuming that the 
opening level is constant and using Eq. 2-9 (valid for linear-elastic conditions), one may 
determine that Jop ≈ 0.2 N/mm. Depending on the material model, this value is reached 
at different load levels (Figure 5-5): Using an elastic-plastic model in the interior, Pop ≈ 
0.9 Pmax, whilst with elastic settings Pop ≈ 1.0 Pmax. Since the specimen surface is less 
constrained, the surface J values are significantly higher than those in the interior, as 
the elastic plastic model gives Pop ≈ 0.6 Pmax and the elastic Pop ≈ 0.85 Pmax. 
With differences as large as these, the K approach should not be used as an 
approximation. A different methodology, preferably incorporating effects of plasticity, is 
hence required for quantifying the closure influence with a full-field approach. 
In this work, however, evidence for crack closure could neither be found in the COD 
results from the crack wake, nor in the strains in front of the crack, although closure in 
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this material has been reported previously [166,169,201–204]. The slope change in the 
COD (Figure 5-3) occurs at a relatively high load, and this might indicate that the crack 
is not fully opened in the applied load range with Pop > Pmax. Yet, it may also be caused 
by DVC effects such as insufficient rigid body motion correction or other imaging issues. 
The results appear to be inconclusive, further work is hence required. Based on the 
results obtained so far, it appears that one cannot deduce if there is measurable crack 
closure or if such an effect has a definitive impact on the deformation field around the 
crack tip. What may be concluded is the similarity in the mechanical responses on the 
surface and in the interior, in all the quantities examined including COD, near-tip normal 
strain and the J-integral as the crack driving force. 
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6 Full-field crack tip analysis in nuclear graphite under cyclic loading 
 
The nuclear fission chain reaction in Advanced Gas cooled Reactors (AGR), and 
potentially in the next generation of high temperature reactors (HTR), is moderated by 
bricks of polygranular graphite. These also serve as structural components in the reactor 
core and are required to withstand mechanical stresses, while they are refuelled or the 
control rods are moved [10] during reactor start-up, operation or shut-down. 
Components in AGR and HTR are subjected to cyclic stress due to thermal gradients, 
irradiation [11] and pressure fluctuations of the gas coolant [207], whilst some nuclear 
reactors might also be exposed to vibrations from seismic activity [60,62–64,208]. Since 
these stresses may cause the extension of cracks from flaws inherent in the graphite 
[10,62,209], knowledge about the fracture behaviour of nuclear graphite is of critical 
importance for the safe and reliable operation of these reactors. The risk for material 
failure is increased especially since most AGR reactors are still in service after exceeding 
their designated lifetime [210]. 
Although nuclear graphite was subject to extensive fracture mechanical analysis under 
static loads using surface and volume imaging methods such as ESPI, DIC or CT in 
combination with DVC and FEM [14,15,54,55,46–53], few studies have been carried out 
on the fatigue behaviour of different grades of nuclear graphite, assessing the crack 
growth and fatigue life empirically [58–65]. The published work, however, does not 
provide insight into the physical mechanisms of crack growth under cyclic loads, in 
particular the evolution of strains/residual strains under dwell loading conditions, as the 
material is subjected to relatively long load cycles. Also, stress shielding effects, such as 
bridging, on the attenuation of the fatigue crack driving force have neither been 
quantitatively studied nor examined under mixed mode I+II conditions. 
So far, most work on nuclear graphite has been done either via mechanical testing or by 
FEA. In this work, in addition to in situ experiments, three-dimensional full field 
displacement maps were obtained by digital volume correlation (DVC) from the CT-scans 
recorded during the in situ cyclic tests under mode I, II and mixed mode I + II.  These 
displacement data were then injected as the boundary conditions into the FE model. 
These provide a more complete picture of the crack tip behaviour under mixed mode 
cyclic loadings. 
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6.1 Material and methods 
The nuclear graphite studied for this work is Gilsocarbon, used for the moderator bricks 
of the UK’s Advanced Gas Reactors. The material consists of globular Gilsonite coke 
particles with an average diameter of 500 µm in a tar pitch matrix, resulting in a porous 
structure after moulding and firing at up to 2700°C [10,211]. The graphite is highly 
isotropic (isotropy ratio 1.04), has an elastic modulus of around 11 GPa and a Poisson’s 
ratio of 0.2 [211]. Unlike fast-neutron irradiated nuclear graphite, which can be 
characterised essentially as linear-elastic, non-irradiated Gilsocarbon shows quasi-brittle 
mechanical behaviour [49,212]. Cracks in quasi-brittle materials propagate due to the 
formation and growth of micro-cracks in a fracture processing zone (FPZ) ahead of the 
macro-crack tip, leading to a non-linear stress-strain response ahead of the peak stress 
and softening behaviour post peak [41]. 
Although the irradiation of Gilsocarbon and other nuclear graphite grades affects a 
number of their material properties, e.g. elastic modulus, thermal expansion, thermal 
conductivity, shear modulus, electric resistivity and creep behaviour [207,211,213–216], 
virgin Gilsocarbon was studied at room temperature for this work as a baseline study for 
further experiments at more complex loading and irradiation conditions. 
 
 
Figure 6-1: (a) An illustration of the Brazilian disk specimen tested at selected 
loading angles α (0°, 16° and 27°). (b) A schematic of the disk specimen with 
a machined notch (shaded area) and the crack geometries. 
 
A Brazilian disk specimen was used for the present study, since this geometry 
conveniently achieves mode I, mode II and mixed mode I+II loading conditions by 
changing the angle α between the load direction and the notch or crack plane (Figure 
6-1 (a)). Notched disks were previously employed without cracks [68,217] or in 
computed tomography (CT) experiments with flattened edges for easier pre-cracking 
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[52]. In this study, a Brazilian disk specimen with 20 mm diameter and 9 mm thickness 
was manufactured from Gilsocarbon. In the centre of the specimen, a 4 mm long and 
0.3 mm wide notch with U-shaped tips (radius 0.15 mm) was cut by electrical discharge 
machining (EDM) from a centre hole of 2 mm diameter (Figure 6-1). To facilitate crack 
initiation, the notch ends were scratched with a scalpel. 
 
6.1.1 Pre-cracking 
Pre-cracking was carried out on a servo-hydraulic MTS testing machine with a 15 kN load 
cell. The specimen was pre-cracked by an incrementally increased monotonic loading, 
as the material does not appear to respond well to standard fatigue pre-cracking 
procedures. The notch was orientated in load direction (α = 0°, Figure 6-1 (a)), whilst 
crack initiation was monitored and captured optically. 
Local damage to the specimen edges due to compression by the flat loading platens can 
occur at loads lower than those required for crack initiation at the notch. This was 
avoided by introducing aluminium saddles (Figure 6-2) to increase the contact areas. 
The angle of saddle contact is β = 55° with the radius matching the specimen radius in 
the undeformed state (10 mm). The contact area shrinks due to deformation under load, 
but premature failure at the edges was prevented as the disk rests on larger areas 
compared with those on flat platens. 
 
 
Figure 6-2: The pre-cracking arrangement for the disk specimen. Two 
aluminium saddles were used to distribute the load over a larger area to avoid 
local damage to the edges of the specimen. The angle of the saddle contact 
area is β = 55°. 
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Using this configuration, cracks were initiated from the notch tips at around 5000 N 
(Figure 6-1 (b)), corresponding to an approximate stress intensity factor of KI ≈ 1.5 
MPa√m, consistent with the reported fracture toughness values (KIcrit = 1.3 MPa√m for 
Gilsocarbon [49], 1.1 to 1.5 MPa√m for other types of nuclear graphite grades [66]). 
 
6.1.2 Determination of crack length and load angle 
To determine the crack geometry, the sample was scanned using a Nikon/Metris micro-
computed-tomography (μCT) system, producing volumetric images of around 1000 x 
1000 x 800 voxels3 with a spatial resolution of approximately 25 μm per voxel, under a 
load of 1600 N to keep the crack faces open at α = 0°. The crack lengths across the 
specimen thickness were obtained optically from the tomographs (Figure 6-3 (a)), 
ranging from 1.2 mm in the specimen centre to 2.3 mm on the surface (Figure 6-3 (b)). 
Although the actual cracks might be slightly longer, this cannot be resolved with the 
chosen scanner settings and the difference is considered to be negligible. The crack 
lengths produced at the top and bottom notch tips are considered adequate for the 
following experiments. 
 
 
Figure 6-3: (a) The tomography image of the notch and the two cracks (top: 
blue; bottom: purple) taken at section A-A, showing irregular crack 
morphologies. (b) The variation of the crack length across the thickness of 
the specimen measured from tomograms. The average crack length is around 
1.6 mm. 
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The specimen was examined in three different orientations, defined by the angle α 
between the load direction and the notch or crack plane (Figure 6-1 (a)), achieving pure 
mode I, mixed mode I+II and pure mode II conditions. Analytical solutions for the 
required K calibrations and the determination of the respective angles in notched disk 
specimens are given by Awaji and Sato [67], Atkinson et al. [218], Dong et al. [219] and 
Fowell et al. [220,221]. The mode I and mode II stress intensity factors may be 
calculated by [220,221] 
     (6-1) 
Where P is the applied load, B the specimen thickness and Rd the specimen radius. The 
parameter Y* is a geometry factor that can be solved for pure mode I and mode II 
conditions by [220] 
 (6-2) 
 (6-3) 
Where 𝜒 = a/Rd with the crack length a (including notch) from the specimen centre. 
Mode I conditions at the notch tip are given by positioning the notch in line with the load 
direction at an angle of α = 0° (Figure 6-1 (a)), whilst the angle for mode II can be 
approximated using the equation [220] 
 (6-4) 
Where 𝜒 = a/Rd. From Eq. (6-4), the mode II load angle for the given specimen geometry 
was obtained as α ≈ 27°, using the average crack length of approximately a = 1.6 mm, 
half the notch length of 1.95 mm and the disk radius R = 10 mm. The results from the 
other approaches [218,219] vary slightly, however yield similar results for our 
configuration. An angle of α = 16° for mixed mode I+II was chosen approximately 
centred between 0° and 27°. 
 
𝐾𝐼 =
𝑃
𝐵√𝑅𝑑
𝑌∗ 
𝑌𝐼 = 0.0354 + 2.0394𝜒 − 7.0356𝜒
2 + 12.8154𝜒3 + 8.4111𝜒4
− 30.7418𝜒5 − 29.4959𝜒6 + 62.9739𝜒7 + 66.5439𝜒8
− 82.1339𝜒9 − 73.6742𝜒10 + 73.8466𝜒11 
𝑌𝐼𝐼 = 0.06462 + 2.8956𝜒 − 6.8663𝜒
2 + 9.8566𝜒3 − 0.4455𝜒4
− 1.0494𝜒5 − 13.2492𝜒6 + 9.0783𝜒7 − 10.7354𝜒8
+ 28.4775𝜒9 − 6.3197𝜒10 + 10.6626𝜒11 − 10.0268𝜒12
− 34.2997𝜒13 + 1.7292𝜒14 + 25.2216𝜒15 
αII = 30.4406 − 4.6734𝜒 − 17.6741𝜒
2 − 9.6827𝜒3 + 3.9819𝜒4
+ 12.9163𝜒5 − 13.3222𝜒6 + 12.8001𝜒7 − 13.1239𝜒8 
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6.1.3 Mechanical testing 
After pre-cracking, the experiments were performed at reduced load levels and the 
desired loading angles without the pre-cracking saddles. The specimens were mounted 
and loaded on a screw-driven 5 kN loading stage inside the CT scanner. 
In the first experiment, the objective was to study changes in compliance with load in 
mode I, mode II and mixed mode I+II on the surface and in the interior of the specimen. 
The specimen was positioned at the three angles (0°, 16°, 27°), whilst at each angle the 
load was increased from 0 N to 1800 N at steps of 300 N and decreased back to 0 N 
using the same steps. A CT-scan was obtained at all load levels with a resolution of 
approximately 25 μm / voxel. 
In the second experiment, the deformation behaviour was examined under cyclic dwell 
load conditions, and between 6 and 10 load cycles were applied in mode I and mode II. 
In each cycle, the load was held at the maximum of Pmax = 1800 N for 90 minutes and 
120 minutes in mode I, respectively; and for 90 minutes in mode II. CT-scans were 
recorded at zero and maximum load of each cycle with a resolution of around 25 μm / 
voxel. 
 
6.1.4 DVC analysis 
Digital volume correlation (DVC) was carried out on all volumes reconstructed from the 
CT-scanned images by correlating those obtained under loads with a zero-load reference 
volume to extract three dimensional full-field deformation [160]. The method tracks the 
pattern shifts in discretised “subvolume” elements of volumetric images to generate a 
3D-grid of displacement vectors. 
The software DaVis 10 (LaVision GmbH) uses a normalised direct correlation algorithm, 
which is robust with respect to intensity gradients or illumination changes. The 
displacements of subvolumes with a size of 323 voxels3 (8003 μm3) were tracked by 
finding the correlation maximum between subvolumes on two or more corresponding 
volumetric images. The procedure was repeated for all subvolumes on a grid with 16 
voxels (400 μm) distance resulting in 50% overlap, and a displacement field was 
consequently obtained for the whole volume. The field was then interpolated to create 
a vector grid with a resolution of 4 voxels (100 μm). 
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6.1.5 COD and strain evolution 
After correlation was performed, the crack opening displacements (COD) in the crack 
wake close to the tip were acquired from the resulting displacement fields. The 
displacement data were transformed into the respective coordinate systems at 0°, 16° 
and 27°, in order to measure only the displacements normal to the crack plane. 
At each load level, the average displacements within a measurement volume of 0.2 * 
0.2 * 0.8 mm3 (surface x * surface y * thickness z) were then obtained at three point-
pairs A, B, C along the crack wake (Figure 6-4). The distance of tracking position A to 
the crack tip was Δ = 0.3 mm on the crack plane, the same as between the positions A 
to C along the crack wake. Each measurement point left and right of the crack had an 
average distance of h / 2 = 0.5 mm to the crack plane. The COD was defined as the 
difference between the horizontal displacements of the points left and right of the crack 
plane at each tracking position. 
 
 
Figure 6-4: An illustration of the measurement point pairs A, B, C in the crack 
wake and D, E, F ahead of the crack tip (Δ = 0.3 mm, AOI = 0.2 x 0.2 mm2 and 
h = 1 mm). 
 
Subsequently, strain maps were derived from the displacement data to gain insight into 
the behaviour of the microcracking zone ahead of the crack tip under cyclic loads. At the 
points D, E, F along the predicted crack growth path in front of the crack tip, the average 
strains normal to the crack plane (εxx) as well as the average shear strains (εxy) were 
determined, also within a measurement volume of 0.2 * 0.2 * 0.8 mm3 (surface x * 
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surface y * thickness z) and with a distance of Δ = 0.3 mm to the tip and between each 
other. 
 
6.1.6 FE-simulation and FPZ size 
The geometrical model 
A geometric FE model of the disk was created with a mesh size of 400 μm near the crack 
front. The cracks were approximated as flat surfaces, however the actual crack front 
geometries attained from the tomographs were included. Depending on the specimen 
angle in the experiment, the modelled disk was rotated to α = 0°, 16°, 27° respectively 
as presented in Figure 6-5 (a). 
 
 
Figure 6-5: (a) The finite element (FE) model of the disk specimen loaded in 
compression applied through two rigid plates at the selected angles as in 
Figure 6-1. (b) The finite element model with the displacements imported 
from DVC as the boundary conditions. (c) Detail of the normal strains around 
the top crack computed from the model (b). 
 
The material model 
The choice of an appropriate material model depends on the ratio of a structural size D 
(such as the uncracked ligament in the specimen) and the fracture process zone length 
lch [42]. The ligament is around 6.3 mm on average, whilst an estimation of the FPZ 
length is given by Eq. 2-14 [42,43]. 
With an FPZ length of 7.7 mm for plane strain, D/lch = 0.8. Using a nonlocal damage or 
plasticity model is recommended [42] for D/lch < 5, hence a damage plasticity (DP) 
material model (chapter 2.4) for quasi-brittle materials [38] was adopted in the FE 
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analysis. The material properties required for the FE analysis are given in Table 3. The 
analysis was subsequently performed and J-integral values were determined from the 
simulation by placing sufficient numbers of contours around the crack front until 
convergence was reached. 
 
Table 3: Material parameters used in the Damage-Plasticity material model 
[38,222] 
Young’s 
modulus 
E (GPa) 
Poisson’s ratio 
𝜐 
Dilation angle 
𝜓 
Eccentricity 
𝜖𝑐𝑐 
Triaxiality ratio 
𝑘𝑐 
11.9 0.21 30 4.8 0.667 
 
Tension softening Tension damage Compression damage 
Failure 
stress 
(MPa) 
Fracture 
energy(J/m2) 
Scalar 
damage 
Cracking 
disp (mm) 
Scalar 
damage 
Cracking 
strain 
20 250 0 0 0 0 
  1 0.025 1 0.045 
 
 
The boundary conditions 
Firstly, the dwell load conditions were simulated by loading the FE specimen with rigid 
plates at 0° and 27° (Figure 6-5 (a)). The selected dwell times of 90 and 120 minutes 
were used, permitting an examination of the effects of dwell load on the development 
of residual strains and the J integrals. 
Subsequently, the three-dimensional displacement fields measured by DVC in the 
experiment (chapter 6.1.4) were injected as the boundary conditions into the FE model 
to extract J-integral values from the physical specimen. The displacement field was 
interpolated to fit the FE mesh [183] using the same geometric model without the 
external load (Figure 6-5 (b)), excluding an area of 1 mm around the crack plane 
avoiding the crack discontinuity. The mesh size near the crack front was kept at 400 μm, 
corresponding to the grid size of the DVC displacement field. FE analysis was then 
performed using the damage-plasticity material model [38,222] (chapter 2.4). Strain 
fields were computed (Figure 6-5 (c)) and J-integral values were obtained from the 
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nodes along the selected contours around the crack front, from which a converged value 
of J was obtained. Due to the size of the FPZ, linear elastic treatment is considered 
inappropriate [42], hence the J-integral is used in the present study. 
 
6.2 Results 
Crack opening displacements in the crack wake and the strain evolution ahead of the 
crack front were examined with increasing load under mode I, mode II and mixed mode 
I+II conditions. The effect of dwell periods during cyclic loading on residual strains and 
the J integral was also studied in mode I and mode II. 
 
6.2.1 Crack opening displacements 
For the examination of changes in compliance during crack opening, the specimen was 
positioned at angles of 0° (mode I), 16° (mode I+II), 27° (mode II) while increasing 
the load at every angle stepwise from 0 to 1800 N (corresponding to KI = 0.80 MPa√m 
at α = 0° and KII = 1.27 MPa√m at α = 27° at the maximum, assuming linear elastic 
material response) at increments of 300 N. At each step, a CT scan was obtained and a 
displacement field extracted by DVC. The crack opening displacements were tracked in 
three positions A, B, C at 0.3, 0.6 and 0.9 mm distance to the crack tip along the crack 
wake, as outlined in Figure 6-4. 
To investigate the crack opening behaviour on the surface and in the interior of the 
specimen, the COD were obtained close to the specimen surface (z = 0.4 mm in thickness 
direction, Figure 6-6 (a,c,e)) and in its centre (z = 4.5 mm, Figure 6-6 (b,d,f)) for the 
three load angles. The displacements were measured perpendicular to the crack plane 
and with a standard deviation (SD) of around 0.2 µm. 
Although the slope appears to change slightly below P/Pmax ≈ 0.33 in mode I and P/Pmax 
≈ 0.52 in mixed mode I+II (obtained by ASTM E647 [89]), no distinct change of slope 
in the P/Pmax versus COD data is visible in the mode II case. As the crack opens wider at 
larger distances to the crack front, the measured COD are also higher in all cases. 
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Figure 6-6: The crack opening displacements (COD) at the four positions A, B, 
C along the crack wake (Figure 6-4) recorded at load increments of 300 N to 
Pmax = 1800 N. Results from three loading angles are presented (0° (a,b); 16° 
(c,d) and 27° (e,f)). The surface measurements are presented in the left 
column (a), (c) and (e), whilst the interior measurements (centre) are 
presented in the right column (b), (d) and (f). 
 
The largest COD values were obtained under mode I loading with up to 3.0 µm on the 
surface, as only tensile forces are applied. As the tensile influence is reduced in mixed 
mode I+II, the COD decreases, reaching a maximum of 1.9 µm on the surface. Only a 
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marginal opening is measured in mode II, as shear is dominant in this situation, with 0.7 
μm on the surface and 0.9 μm in the interior at the larger distance to the crack tip are 
possibly due to the uneven crack surface with kinks and globular Gilsonite particles 
causing a surface mismatch. The same trend is present for the interior COD. 
The stress state (i.e. plane stress on the surface as opposed to plane strain in the 
interior) appears not to have an explicit impact. Whilst the maximum surface COD in 
mode I at 0.9 mm distance to the crack tip is 3.0 µm, the COD value for the interior is 
lower at 2.4 µm. In mixed mode I+II and mode II, conversely, the interior COD is slightly 
higher by around 0.1 to 0.3 µm. It is likely that the actual differences are hidden in the 
noise (SD = 0.2 µm). 
 
6.2.2 Strain evolution in the microcracking zone 
Normal and shear strain data as a function of load were derived from the displacements 
to complement the COD measurements by studying the strain evolution ahead of the 
crack tip during loading. The normal and shear strains were averaged in areas of 0.2 x 
0.2 x 0.8 mm3, centred on the crack plane at 0.3, 0.6 and 0.9 mm in front of the crack 
tip (points D, E, F Figure 6-4). A standard deviation of 0.01% was achieved. The results 
are displayed in Figure 6-7. 
In mode I (α = 0°), no shear component is detectable apart from a low noise level. The 
tensile normal strains (εxx) close to the tip increase with load up to 0.26 % both on the 
surface (Figure 6-7 (a)) and in the interior (Figure 6-7 (b)). 
The increase of the normal strains with load is less intense in the mixed mode I+II case 
(16°), with 0.18% on the surface and 0.14% in the specimen centre at the maximum 
load. Yet, some shear contribution is evident here as the shear strains (εxy) increase to 
0.14% on the surface (Figure 6-7 (c)) and 0.10% in the interior (Figure 6-7 (d)). 
The normal strains occurring under mode II (α = 27°) loading are close to zero with 
some minor amount of noise (Figure 6-7 (e) and (f)). The shear strains, nevertheless, 
reach up to 0.13% on the surface and 0.06% in the specimen centre. 
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Figure 6-7: The normal (blue) and shear strains (red) at positions D, E, F 
(Figure 6-4) ahead of the crack tip, recorded at load increments of 300 N to a 
maximum of Pmax = 1800 N. Results from three loading angles are presented 
(α = 0° (a,b); α = 16° (c,d) and α = 27° (e,f)). The surface measurements are 
presented in the left column (a), (c) and (e), whilst the interior measurements 
(centre) are presented in the right column (b), (d) and (f). 
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Higher normal and shear strains are generally obtained closer to the tip, but the influence 
of the stress state (plane stress/surface, plane strain/interior) is not particularly 
significant. No notable change of the slope is evident in the strain vs. load data (Figure 
6-7). It is interesting to note, on close examination of Figure 6-8, that the shear strains 
increase with load, with a “kink” midway (P/Pmax = 0.6 during loading and around P/Pmax 
= 0.2 during unloading).  This might be due to some internal locking mechanisms of the 
crack flanks which were unlocked as the load increased. 
 
 
Figure 6-8: Shear strains during loading and unloading under mode II at a 
distance of 0.6 mm ahead of the crack tip. 
 
6.2.3 Cyclic loading with dwell experiments 
To study the effect of sustained cyclic load on the crack tip behaviour, in particular the 
development of residual strain, a cyclic load was applied with no dwell, as well as with 
dwell times of 90 and 120 minutes at a maximum load of 1800 N under mode I and 
mode II conditions. CT and DVC were performed during each cycle at maximum load 
and at the end of each cycle at zero loads using a reference volume recorded without 
load prior to cyclic testing. 
The normal and shear strains were obtained at three positions 0.3, 0.6, 0.9 mm ahead 
of the crack (D, E, F in Figure 6-4). They were measured with a standard deviation of 
0.04% due to large strain gradients present in crack tip vicinity [187]. Average values of 
surface and interior measurements are given. The results are compared to strains from 
a finite element model of a graphite disk with identical geometry, for which the same 
dwell and load situation was simulated by compressing the specimen with rigid plates at 
0° and 27° (Figure 6-5 (a)). Lastly, by introducing 3D displacement fields from DVC as 
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boundary conditions into an FE model of the disk, the values of the J integral along the 
crack front were obtained. 
The specimen was initially cycled 10 times under mode I loading without dwell. The 
strains in the unloaded state after each cycle were measured and found to be around 
zero within a scatter band of ±0.02% (Figure 6-9 (a)). In the next step, the specimen 
was cycled 6 times in mode I with the load held at its maximum for 90 minutes during 
every cycle (Figure 6-9 (b)). The normal strains at maximum load clearly increase with 
cycles from 0.23% to 0.30% at point E (0.6 mm distance to crack front, Figure 6-9 (c)), 
whilst the residual strains at zero load are in a range between 0.00% and 0.11% at the 
same point, but show no distinct trend. The FE-computed strains at point E increase with 
cycles from 0.20% to 0.33% at maximum and 0.00% to 0.08% at zero load. Their values 
are in a range similar to the measured ones. 
The specimen was cycled 6 times in mode I for a second time, with an increased dwell 
time of 120 minutes at maximum load. From cycle 1 to cycle 6, the measured normal 
strains (εxx) at point E at maximum load increase from 0.22% to 0.39%. The residual 
strains in unloaded state increase from 0% to 0.18%. The strains computed by FE at 
point E also show a similar trend in a comparable order of magnitude as the measured 
results. They increase from 0.21% to 0.41% at maximum load, whilst at zero load, the 
strains from FE increase less sharply compared to the strains from DVC, in a range from 
0.00% to 0.09%. 
During the last experiment, the Gilsocarbon disk was cyclically loaded at a load angle of 
27° and held at Pmax for 90 minutes at each cycle for 10 cycles to examine the mode II 
response (Figure 6-10). Further, an FE simulation with the same configuration was also 
conducted. 
The shear strains at Pmax remain almost constant around 0.40% during the first 3 cycles 
and shift to a level of approximately 0.45% from cycle 4 onwards. Under P0 at point E 
(0.6 mm distance to tip), the residual shear strains increase steeply from 0% up to 
0.09% at cycle 4, then drop to 0.03% at cycle 7 before increasing again to 0.09%. These 
variations are, however, close to the scatter band of ±0.02% measured in the zero dwell 
experiment (Figure 6-9 (a)). 
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Figure 6-9: The evolution of normal strains during mode I cyclic loading at 
hold periods of (a) zero min (b) 90 min and (c) 120 min at Pmax. The strains 
were tracked at three positions D, E, F (Figure 6-4) ahead of the crack tip at 
the minimum P0 (open symbols) and maximum Pmax (filled symbols) loads of 
each cycle. The FE-simulation results (red) are also included for comparison. 
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The shear strains from the FE analysis present a notably different behaviour. Those 
obtained at maximum load at point E show a continuous increase from 0.22% to 0.50% 
over 10 cycles, exceeding the DVC results in the last few cycles. In unloaded state, the 
residual shear strains rise steadily from 0% to 0.07%. 
The initial increase of the strains measured by DVC at zero load might be an indication 
of a particle interlocking during the shear movement of the crack flanks with decreasing 
load, obstructing their path back to their original position (cycles 2-4). The obstacle might 
then be gradually ablated or moved by cycling, permitting the crack flanks to return 
closer to their initial position (cycles 5-7). Finally, the residual strains seem to accumulate 
as they would have without the obstruction (cycle 7-10). Interlocking evidently has an 
influence on the shear stresses in quasi-brittle materials [223–225]. 
The measured shear strains at Pmax appear to be largely unaffected by dwell, as opposed 
to the FE simulation results. Only a small upward shift occurs in cycle 4, but it is unclear 
if this is connected with any locking incident, as it is also close to the ±0.02% scatter 
level. 
 
 
 
Figure 6-10: The evolution of shear strains during mode II cyclic loading at a 
hold period of 90 min. The strains were tracked at three positions D, E, F 
(Figure 6-4) ahead of the crack tip at the minimum P0 (open symbols) and 
maximum Pmax (filled symbols) loads of each cycle. The FE-simulation results 
(red) are also included for comparison. 
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For a more detailed analysis of the dwell effect on the deformation field along the crack 
front, the values of the J-integral at zero load (P0) were obtained from the 90 min and 
120 min dwell experiments in mode I after the first and after the 6th cycle, whilst a 
second set of J values was acquired during the same cycles at maximum load (Pmax). In 
the same way, J was computed for the 90 min dwell test in mode II configuration, after 
the first and 10th cycle at P0 and during the same cycles at Pmax. Each set of data obtained 
via DVC is compared with the corresponding results from the FE simulation using the DP 
material model, as shown in Figure 6-11. 
At zero load after cycle 1 in both mode I tests (Figure 6-11 (a, c)), the J integral results 
from DVC for both mode I tests are higher near the surface of the specimen (up to 0.09 
N/mm after 90 min and 0.13 N/mm after 120 min) than in the interior (0.04 N/mm in 
both cases). An increase of J from the first to the 6th cycle is evident close to the surface, 
whilst J in the centre remains relatively unchanged after 90 and 120 min. The increase 
is clearly more distinct after a longer hold time of 120 min, gaining +0.05 N/mm on one 
surface compared with a rise of only +0.03 N/mm after 90 min on the same surface. 
The J values from FE are in good agreement with the DVC data and increase almost 
uniformly by about +0.001 N/mm with 90 min and +0.003 N/mm with 120 min dwell, 
regardless of their position. 
Under mode II with 90 min hold (Figure 6-11 (e)), the J values at P0 from DVC on the 
specimen surface (0.08 N/mm) are only slightly higher than in the interior (0.06 N/mm) 
after cycle 1. After 10 cycles, J is slightly reduced in the centre and rises on one surface 
by +0.015 N/mm. The FE results are again in a similar range, however showing an 
increase by more than +0.04 N/mm on the same surface after 10 cycles and a decrease 
by -0.01 N/mm in the centre. 
The results for J at maximum load are generally on a higher order of magnitude. After 
the first cycle in mode I, the J values from DVC at zero load (Figure 6-11 (b, d)) are also 
higher on the surface (up to 0.20 N/mm after 90 min and 0.23 N/mm after 120 min) 
than those in the interior (around 0.17 N/mm in both cases), although this is hidden by 
the scale of the graphs. The J integral increases notably from the first to the 6th cycle, 
with a greater rise towards the surfaces. There is clearly a higher increase of J with up 
to +0.24 N/mm on the surface after applying 120 min dwell periods, compared to +0.15 
N/mm with 90 min hold. Similar results are obtained from the FE simulations, showing a 
greater increase of J values towards the surfaces with +0.34 N/mm for 120 min and 
+0.22 N/mm for 90 min dwell. 
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Under mode II conditions at maximum load (Figure 6-11 (f)), the J results seem to be 
unaffected by the position in the thickness direction, remaining at a level around 0.23 
N/mm. A uniform increase along the crack front of around +0.25 N/mm is evident after 
10 cycles. The FE results are almost identical to the DVC data, only rising slightly higher 
by about +0.26 N/mm during the 10 cycles. 
 
6.3 Discussion 
Microscopic studies (Becker et al. [49] and Liu et al. [46]) show clear evidence of crack 
bridging in Gilsocarbon, hence the purpose of the current work was to examine if such 
micro-structural features may have an impact on the macro-mechanical behaviour of the 
material. From the present results, there appears to be little evidence of crack closure in 
the minor changes measured by COD (Figure 6-6) and none from the strain (Figure 6-7) 
under mode I loading conditions. Under mode II loading, however, some locking 
mechanism appears to act during loading/unloading (Figure 6-7 (e, f) and Figure 6-8), 
suggesting there might be some shielding effect on crack growth [223–225], although 
this is not registered on the mode I compliance curves. Further investigations on the 
effects of micro bridging events on the macro crack propagation behaviour may be 
needed, although the current study does not appear to support bridging as a mechanism 
for stress shielding, certainly not manifested at macro-levels. 
The increased residual normal and shear strains (Figure 6-9 and Figure 6-10) as well as 
the increase in J (Figure 6-11) with longer hold periods under load may be attributed to 
creep. This is typical in quasi-brittle materials under a constant stress where, after an 
instantaneous elastic response, the strain will continue to increase with time [226]. The 
time dependence of fracture in such materials is considered to have two sources: The 
ageing linear viscoelasticity in the bulk of the material and the rate of the breakage of 
bonds within the FPZ [227,228]. 
For nuclear graphite, only thermal creep, significant at temperatures above 2000°C, and 
irradiation induced creep have been examined systematically [211,229]. Thermal creep 
causes a reorientation of the crystals, as well as the formation and growth of microcracks 
and delaminations between matrix and particles, resulting in a decreased density [230]. 
Irradiation creep occurs at lower temperatures and can lead to deformations up to ten 
times larger. It has been attributed to basal plane sliding, although no convincing 
microstructural evidence of this mechanism has yet been found [211,229,231]. 
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Figure 6-11: The J integral measured by DVC (blue) and simulated with FE 
(red) using a damage-plasticity material model along the top crack front at 
zero load (a, c, e) and maximum load (b, d, f) at angles of 0° (a-d) as well as 
27° (e-f). The data was obtained during the first cycle (open symbols) and the 
last of 7 to 10 cycles (filled symbols). 
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First indications for creep during dwell periods under load in un-irradiated conditions at 
room temperature were found for IG110 and PGA nuclear graphite grades [232]. It is 
hence likely that Gilsocarbon exhibits a similar behaviour, even though the mechanisms 
remain unknown. The creep might be diffusion- or dislocation-based as well as due to 
progressive microcracking or “craze”. 
The material appears to accumulate more damage with longer dwell time, which 
confirms typical creep behaviour. The loading and unloading curves for creeping 
materials usually do not overlap with each other [226], possibly resulting in a hysteresis 
behaviour similar to ratchetting in ductile materials [102,107] (chapter 4), which may be 
significant for fatigue damage accumulation leading to crack growth. 
As lower constraints on the specimen surface permit larger deformations, higher J-
integral values are measured close to the surfaces than in the interior (Figure 6-11 (a-
d)). This is consistent with observations from previous studies [233–236]. However, the 
effect was not observed under mode II loading conditions (Figure 6-11 (e, f)), imaginably 
also due to shielding by interlocking mechanisms. 
A more comprehensive study with different dwell times at diverse load levels and a 
micro-mechanical analysis may help to identify the creep mechanisms and to formulate 
a predictive law, since graphite reactor bricks are subjected to long load cycles and their 
integrity might be affected by this phenomenon, which is critical for the long-term 
reliability and safety of AGR. 
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7 Conclusions and future work 
 
Conclusions 
The full-field deformation around a fatigue crack front has been characterised in situ in 
2D and 3D in selected engineering materials using full field imaging and diffraction 
techniques. The evolution of displacements and strains around the crack front as well as 
the crack driving forces were evaluated under selected static and cyclic loading 
conditions. The results provide fundamental insight into the physical phenomena in the 
vicinity of a fatigue crack front, and also raise questions for further investigations. The 
main findings and implications from the present study are discussed below. 
An error assessment of displacement and strain obtained by Digital Image 
Correlation (DIC) experiments has been carried out. The effects of selected key 
parameters, including subset size, step size, and the size of the measurement window, 
on the standard deviations and systematic errors of displacement and strain have been 
examined with and without load in cracked dissimilar metals. 
Finding optimal image correlation settings is a trade-off between random and systematic 
errors, with the random errors appearing to be dominant here, i.a. possibly due to a 
non-uniform speckle pattern. A way to obtain systematic errors without knowing the 
actual deformations was found in an estimation method which provided sensible results 
after calibrating accordingly. 
Although an optimal low-error parameter combination is always dependent on the 
individual experimental setup and the quality of the feature pattern, it was possible to 
obtain some guide values based on the feature size, e.g. a subset size of about 5 times 
the speckle/feature size and a step size of ¼ of the subset size or smaller. Such 
guidelines will be useful in other experiments as a starting point for finer adjustments, 
permitting a quicker initial configuration. A thorough error analysis should still be 
conducted before every image correlation experiment to assess the validity of the results. 
Fatigue crack growth behaviour in the heat-affected zone of a welded CrNiMoV 
steel has been examined using DIC and Energy-Dispersive X-ray Diffraction. For the first 
time, normal strains were mapped in the interior and on the surface of the specimens 
ahead of crack tips as well as during the process of fatigue crack growth. 
Strain accumulation and characteristic “critical” strains were found close to the crack tip, 
both on the surface and in the bulk of the specimen, confirming previous surface 
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measurements and numerical simulations, from which a theory was derived proposing 
strain ratchetting on the microscale as the foundation for a physically based fatigue crack 
propagation model. 
Since the strains were obtained from a relatively brittle steel weld, the results also 
suggest that this theory may be more generally applicable for metals with differing 
properties, as qualitatively similar behaviour was observed in experiments on the surface 
of ductile stainless steel before. 
This study also highlights some limitations of image correlation techniques. A resulting 
value has always to be appreciated against the backdrop of the technique, the 
environment and the settings it was obtained with. The strain measurement process, for 
instance, involves several levels of averaging or smoothing by variable subset sizes, step 
sizes, strain computation windows and measurement windows. Thus, to achieve 
DIC/DVC results which are comparable between experiments, image correlation needs 
to be performed using strictly the same reference settings and similar feature patterns. 
Under these premises, finding a critical bulk strain of 0.6% in this material to be 
comparable to its yield strain of 0.5% is probably coincidental. 
From a more global point of view, the results imply that with modern in-situ micro-
imaging and x-ray diffraction techniques, micromechanical events can be measured and 
interpreted, which in the past could only be theoretically assumed. These methods will 
contribute to the development of new, more generalist predictive models for fatigue and 
fracture that are based on physical and/or mechanical properties. This opens up the 
opportunity to finally move away from Paris’ approach, which is essentially just a curve 
fit of empirical data that needs to be obtained individually for every possible combination 
of experimental and environmental conditions. 
The mechanical response of nodular cast iron ahead of a fatigue crack and in its 
wake has been studied by Computed Tomography and Digital Volume Correlation. The 
crack driving force was estimated by combining DVC and FE analysis. A high spatial 
resolution with low noise levels was achieved by using synchrotron radiation for the 
experiments. 
The near crack tip mechanical material responses were found to be similar on the 
specimen surface and in its interior, although no clear evidence for crack closure was 
found in the deformation field around the crack front. Thus, no conclusion could be 
drawn on the effect of closure on the deformation field around the crack front. Even 
though the load range was chosen to engulf the low opening loads and stress intensities 
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given in previous studies, the slight slope changes at loads close to Pmax are a hint that 
extending the load range may depict the situation more comprehensively. 
It was discovered that the SSY conditions assumed in prior work on closure in ductile 
cast iron at similar load levels were only partially valid. A comparison between results 
obtained using linear-elastic and elastic-plastic material properties shows that a 
significant amount of plasticity prevails, accounting for up to half of the fracture energy 
at stress intensities below 12 MPa√m. The difference seems too large to be neglected 
by using the stress intensity approach, raising demand for a different method for closure 
assessment that incorporates plasticity, since lifetime predictions based on models using 
inaccurate crack opening values may affect the safety of critical components. 
The deformations in the wake and ahead of a crack front in Gilsocarbon nuclear 
graphite were measured by using in-situ CT and DVC. Physical bridging, reported in 
previous investigations of the microstructure, appears to have no influence on the 
material compliance in mode I, but some interlocking effects appear to affect the 
deformation field around the crack front in mode II. Crack topographies in this material 
usually appear kinked or jagged, and the cracks tend to branch. Thus, a mode II 
influence during fracture has to be assumed, together with crack growth shielding effects 
due to locking effects. 
Dwell times at maximum load during cyclic loading of Gilsocarbon promote the 
development of residual strains and increased J-integral values, possibly caused by creep 
in the quasi-brittle material. Longer dwell times seem to produce more residual 
deformation, also typical for creep. As yet, high temperature creep and irradiation 
induced creep have been examined in this material, however not the creep effects 
occurring under sustained loading in un-irradiated conditions at room temperature. The 
physical mechanisms causing this behaviour are therefore unknown. 
The current material and crack growth prediction models are thus less accurate without 
including phenomena such as interlocking and low temperature creep, which may partly 
explain why inspections of AGR revealed more cracks in the reactor graphite bricks than 
expected. The models may be improved by acquiring more comprehensive data in 
systematic studies, using a spatial resolution sufficiently high to examine the tomograms 
for actual microstructural locking, and enabling a lower noise level resulting in less 
scattered strain data. An enhanced model will consequently be able to provide higher 
reliability and safety for the Advanced Gas cooled Reactor fleet, ensuring a consistent 
base load power supply for the UK. 
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The graphite results also shed some light on a further deficit of linear elastic fracture 
mechanics, its disregard of any time dependence during fracture processes. Including 
this in a fracture and fatigue approach based on micromechanical or physical quantities 
may provide more accurate predictions. 
 
Future work 
Based on the outcomes of this study, further investigations on the following subjects 
would be sensible: 
• The DIC error analysis might be expanded by assessing and separating the 
different influencing factors affecting the dominant noise level under real 
experimental conditions, and defining experimental practices for noise reduction. 
This may facilitate the deployment of guidelines for experimental adjustments, 
enabling a more time efficient initial configuration process. Lower noise levels 
and hence more precise DIC results may be achieved in future experiments, 
providing a more detailed insight into micro-mechanical processes. 
• For a more comprehensive analysis of the crack tip field, the amount of plastic 
deformation may be estimated by combining EDXD (elastic) and DVC (elastic-
plastic) measurements in a suitable material and extracting displacements or 
strains from the same volume gauges. 
It appears reasonable to perform further measurements of strain accumulation 
and critical strains in other materials ahead of the crack front in full 3D with 
improved resolution, for instance by digital volume correlation or advanced x-ray 
diffraction techniques, in combination with finite element analysis to find a new, 
physically based fatigue crack growth model. This may pave the way to replace 
Paris’ empirical fatigue crack growth approach with a more generally applicable 
and comprehensive method. 
• To resolve the inconsistencies in the closure measurements on cast iron, more 
detailed work is required, possibly using a wider load range with finer loading 
increments. Adjustments in the experimental configuration might provide results 
with a lower noise level, e.g. by filtering during the correlation procedure or by 
taking measurements on a larger scale. This will provide more precise results 
which may be used in a full 3D analysis of COD/Strain/J integral along the crack 
front. Such a study may be performed to capture the response of the entire 
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volume and answer the question which influence the events in the crack wake 
truly have on the deformation field considered to control crack growth. 
• More meaningful results concerning the influence of bridging on the deformation 
field around the crack front during loading/unloading cycles in Gilsocarbon might 
be expected from additional full 3D experiments, conducted using smaller loading 
steps and an optimised procedure generating less noise in DVC. 
A more comprehensive dwell test series might be carried out at different load 
levels under application of diverse hold times to enable the formulation of a 
predictive law for creep effects in Gilsocarbon at room temperature. High 
resolution tomography would allow a comparison of the displacement/strain field, 
obtained by DVC, with microscopic events such as micro-cracking. This has the 
potential to reveal the physical phenomena on the microscale during creep. 
The real impact of bridging and creep on the fracture behaviour may thus be 
uncovered and contribute to the development of comprehensive fracture models, 
providing more accurate predictions, higher reliability for AGR as well as certainty 
for the design of new graphite moderated reactors. 
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