This study proposes a method for the cross-calibration of tide gauges. Based on the combination of at least three co-located sea level time series, it takes advantage of the Least-Squares Variance Component Estimation method to assess both sea-level biases and uncertainties in real conditions. The method was applied to a multi-instrument experiment carried out on Aix island, France, in 2016. Six tide gauges were deployed to carry out simultaneous sea level recordings for 11 hours. The best results were obtained with an electrical contact probe, which reaches a 3-millimeter uncertainty. The method allows assessing both the biases and the precision -i.e., the full accuracy -for each instrument. The results obtained with the proposed combination method have been compared to that of a buddy-checking method. It showed that the combination of all time series also provides more precise bias estimates.
where β i × y i (t) + α i is the linear sea level bias model, and e i (t) is a random error modeled by a 164 centered normal distribution of unknown variance σ 2 i .
165
In equation (1), α i corresponds to the intercept: a constant term representing the sea level bias 166 when y i (t) = 0. It may result from a height reference error, but also from the influence of a scale 167 error, as mentioned by (Pérez et al. 2014) . β i corresponds to the scale error: a multiplying factor 168 that causes a sea level bias proportional to the tidal range. It can result from both instrument or 169 installation defaults. Finally, τ i is the time delay between different tide gauges: it results from 170 clock synchronization issues.
171
The measured sea-level y i (t) depends non-linearly on the time delay τ i , which makes linear 172 determinations, like the one proposed in this paper, impossible. However, it can be corrected be-173 fore the other bias estimations, e.g., by computing the delay that maximizes the cross-correlation 174 between a tested signal and a reference signal. Obtaining τ i by cross-correlation avoids any as-175 sumptions on the periodicity of the measured signal. In our case, the time delay estimation showed 176 that the best correlation was achieved with no delays added i.e., τ i = 0, ∀i.
177
The sea level bias model directly quantifies the amplitude of the bias associated with a measure- Difference-based methods (DIFF) consist in analyzing the differences ∆ y i (t) = y i (t) − y re f (t) 184 between the time series of a tested instrument y i (t) = h(t) + β i × y i (t) + α i + e i (t) and that of a 185 reference instrument y re f (t) = h(t) + e re f (t).
186
A commonly used tool for DIFF methods is the Van de Casteele (VdC) diagram, which rep-187 resents the sea level difference ∆ y i (t) as a function of y i (t). Initially developed in 1962, for me-188 chanical tide gauges (IOC 1985) , the VdC diagram is nonetheless still applicable for modern sea 189 level measurement technologies (Míguez Martín et al. 2008b) . The most attractive feature of this 190 diagram is a fast, visual, detection of possible biases with only one tidal cycle. Figure 4 shows the 191 sea level error patterns resulting from the most common range measurement errors IOC (1985) . 192 In the presence of the linear biases mentioned before,
In other words, estimates of the sea level bias parameters α i and β i of equation (1) 
ries must be considered as conventionally unbiased to avoid an ill-posed equation system. Hence, 220 in the following, the first time series y 1 will be considered as conventionally unbiased.
221
The linear parametric functional model can be expressed using matrix algebra:
with h = [h 1 · · · h k ] T , the combined solution vector, α α α = [α 2 · · · α p ] T , the intercepts parameter vec-223 tor, and β β β = [β 2 · · · β p ] T , the scale error parameter vector.
224
The combination design pk × k matrix A h A h A h corresponds to p stacked identity matrices I I I k×k such
and both the intercept design pk × (p − 1) matrix A α A α A α and the scale error design pk × (p − 1) matrix
where 0 k×1 , 1 k×1 refer to k × 1 vectors respectively filled with zeros and ones. that all measurements are statistically independent and that the uncertainty of the i-th instrument 233 follows a multivariate normal distribution with a precision σ 2 i , the pk × pk co-variance matrix of 234 the observations var(y) = Q Q Q y reads :
where I I I k×k and 0 0 0 k×k are respectively the k × k identity and null matrices.
236
To use the LS-VCE method, Q Q Q y needs to be expressed as a linear combination of cofactor ma-
where the σ 2 i are also referred to as variance components, and correspond to the instrument 239 uncertainties. The Q Q Q i are known pk × pk linearly independent cofactor matrices such as
.
3) LEAST-SQUARES ESTIMATION 241
According to the least-squares estimation theory, for normally distributed observations, a min-242 imum variance estimation of the q × 1 parameter vector x can be achieved by solving a normal Caspary et al. 1987; Teunissen 2000) . Hence, the unbiased 245 and minimum variance estimator of the functional parameterx is given by
and its co-variance matrix Q Q Qx follows
In the case of a lack of knowledge on the on-site variance of the tide gauges, i.e., on Q Q Q y , a 248 variance component estimation method can be used to assess the uncertainty of each gauge. As 249 15 the minimum variance property of least-squares estimates requires a realistic weighting between 250 sea level time series, the use of a variance component estimation method also allows for more 251 realistic estimates of the parameter vectorx and its co-variance matrix Q Q Qx. The LS-VCE consists in using the redundancy of information of a system to infer the variance of 262 the observations. In the case of a linear parametric functional model, one can compute a residual 263 pk × 1 vectorê such as
where P P P ⊥ A A A is a projector matrix defined by
The residual vectorê gives pieces of information about observation quality, potential model 266 miss-specifications, and the presence of outliers. By assuming the absence of outliers and func-tional model miss-specifications, the LS-VCE provides an estimator of the observation precisions usingê and P P P ⊥ A A A .
269
As for the standard least-squares estimation, the LS-VCE method estimates the unknown vari-270 ance components p × 1 vectorσ 2 σ 2 σ 2 = σ 2 1 · · ·σ 2 p T by solving a normal equations system:
where the normal matrixN N N and the vectorc are specific to the stochastic model, and thus different 272 from the normal matrix N N N and vector c in equation (7).
273
For the stochastic model defined in sub-section 2, for which all variance components are to be 274 estimated, the elementsn i j andc i ofN N N andc are defined by (Amiri-Simkooei 2007) :
where tr(.) stands for the trace operator.
276
Note thatσ 2 σ 2 σ 2 is involved in the definition ofn i j andc i through Q Q Q −1 y . Hence, equation (11) 277 expressesσ 2 σ 2 σ 2 as a function of Q Q Q y , which is already a function ofσ 2 σ 2 σ 2 in equation (6 
The i-th diagonal element of Qσ2 Qσ2 Qσ2 corresponds to the variance of the i-th variance component σ 2
As for Q Q Qx, the uncertainties of variance component estimates depend on the system redundancy 298 and the precision of the observations. the standard deviation component σ 2 σ i by applying variance propagation law through the linearized 303 square root function:
The more interpretable standard deviation of the standard deviation component σσ i = σ 2 σ i can 305 then be derived by taking the square root of both sides of equation (15), which gives:
where σσ2 i is the standard deviation of the i-th variance component σσ2
Hence, one can express the uncertainty estimate of the i-th tide gauge asσ i ± σσ i (cm). 
Results

309
To compare COMB and DIFF methods on a similar basis, the PROBE time series has been 310 considered conventionally unbiased for both methods.
311
To remove the influence of potential outliers, residuals time series were computed using equation 312 (9) before the actual processing of both methods. The functional model (4) and the co-variance 313 matrix Q Q Q y = I I I were considered in equation (10). Observations that showed residuals above five 314 times the median absolute deviation of the gauge residual time series were removed from the 315 data-set. In practice, it concerned less than 2 observations by time series. σ 2 0 , the iterative procedure, summarized in section 4 and fully described in (Amiri-Simkooei 321 2007), provided the final variance components vector estimateσ 2 σ 2 σ 2 and its co-variance matrix Qσ2 Qσ2 Qσ2.
322
As the elements of bothσ 2 σ 2 σ 2 and Qσ2 Qσ2 Qσ2 are not directly interpretable, the equation (16) was used to 323 express each tide gauge uncertainty estimate asσ i ± σσ i (cm).
324
Realistic bias parameters and combined solution were estimated by solving the functional model 325 (4) using the variance component estimates:σ 2 σ 2 σ 2 was substituted in equations (7) and (8) through 326 equation (6), which led to the estimation of the unknown vectorx and its co-variance matrix Q Q Qx.
327
Both estimated sea level bias parameters and uncertainties for 10 min records are given, in cen-328 timeter, in Table 1 . The electrical PROBE is found to be the most precise gauge in this experiment, 329 with an uncertainty of 0.3 cm. The least precise tide gauges are the tide pole POLE (1.23 cm) and 330 the BUOY1 (1.25 cm). BUOY1 is nearly two times less precise than BUOY2 (0.74 cm).
331
In Table 1, 4 To investigate whether PROBE is found to be the most precise gauge because it is the conven- Table 1 , the changes in scale error estimates in Table 2 Table 3 . The differ-363 ences with the COMB method estimates are summarized in Table 4 . 364 
21
The deviations between the COMB and DIFF methods reach 0.75 cm for the intercepts (BUOY1) 365 and 0.15 cm m −1 for the scale errors (BUOY1). In Table 5 , the changes in bias uncertainty between 366 methods are expressed in terms of percentage of bias uncertainty reduction. The DIFF method 367 provides slightly different results from the COMB method because it only considers a smaller 368 subset of the data-set for each pair of gauge and because it does not take into account the precision 369 of each time series. In this study, the DIFF method can only take into account the overlapping 370 observation PROBE and the tested gauges. Given that PROBE has no observation between 10:00 371 and 12:10, the DIFF method ignores several observations, which deteriorates the precision of bias 372 estimates. As a consequence, Table 5 shows that the COMB method provides 30% to 55% smaller 373 uncertainties than the DIFF method for bias parameter estimates.
374
The presence of the scale error induces a height-dependency of both sea level bias models and 375 their confidence intervals. To illustrate this, Figure 7 displays the estimated sea level bias models 376 and their uncertainties, obtained with both methods, on the VdC diagram for BUOY1, which is the 377 time series with the most substantial differences between the two models. At the lowest tide, sea 378 level bias models obtained with COMB and DIFF method differs of about 3 millimeters. Besides, 379 both sea level bias models are more precise around the mean tide than near the tidal extrema. As 380 a consequence, the combined solution of the COMB method is also less precise near the tidal 381 extrema, which results in the few millimeter changes for σĥ that also appears in Figure 6 at lowest 382 tide: between 10:00 and 12:10.
383
A representation of all bias estimates obtained with both DIFF and COMB methods is given in 384 Figure 8 . Bias estimates are shown as points in the bias parameter space -intercept vs scale error.
385
Their uncertainties appear as 1σ confidence ellipses. The correlations between bias parameters, 386 always around -0.9, induce an inclination of the ellipses. As the cause of the correlation is the same 
