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ON THE ESTIMATES OF THE DERIVATIVES OF SOLUTIONS
TO NONAUTONOMOUS KOLMOGOROV EQUATIONS AND
THEIR CONSEQUENCES
LUCIANA ANGIULI, LUCA LORENZI
Abstract. We consider evolution operators G(t, s) associated to a class
of nonautonomous elliptic operators with unbounded coefficients, in the
space of bounded and continuous functions over Rd. We prove some new
pointwise estimates for the spatial derivatives of the function G(t, s)f ,
when f is bounded and continuous or much smoother. We then use
these estimates to prove smoothing effects of the evolution operator
in Lp-spaces. Finally, we show how pointwise gradient estimates have
been used in the literature to study the asymptotic behaviour of the
evolution operator and to prove summability improving results in the
Lp-spaces related to the so-called tight evolution system of measures.
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of the spatial derivatives, evolution system of measures, logarith-
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1. Introduction
In this paper we deal with nonautonomous Kolmogorov elliptic operators for-
mally defined on smooth functions ψ : Rd → R by
(Aψ)(t, x) =
d∑
i,j=1
qij(t, x)Dijψ(x) +
d∑
j=1
bj(t, x)Djψ(x) + c(t, x)ψ(x)
=Tr(Q(t, x)D2ψ(x)) + 〈b(t, x),∇ψ(x)〉 + c(t, x)ψ(x). (1.1)
for any (t, x) ∈ I ×Rd, where I is a right-halfline (possibly I = R). In [4, 28] it has
been proved that, under mild assumptions on the possibly unbounded coefficients
qij , bi and c, an evolution operator (G(t, s))t≥s∈I 1 can be associated to the operator
A in Cb(R
d): for any f ∈ Cb(Rd) and I ∋ s < t, G(t, s)f is the value at t of the
unique solution u ∈ C([s,+∞)×Rd) ∩C1,2((s,+∞)×Rd) to the Cauchy problem{
Dtu = Au, in (s,+∞)× Rd,
u(s, ·) = f, in Rd, (1.2)
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which is bounded in each strip [s, s + T ] × Rd. In Section 2 we will show how a
solution to problem (1.2) with the previous properties can be obtained.
In recent years several properties of the family G(t, s) have been investigated
in the space of bounded and continuous functions over Rd. Among all of them,
uniform estimates for the derivatives of G(t, s)f have played an important role
to prove existence, uniqueness and optimal Schauder estimates for the classical
solution to the nonhomogeneous Cauchy problem{
Dtu(t, x) = Au(t, x) + g(t, x), t ∈ [s, T ], x ∈ Rd,
u(s, x) = f(x), x ∈ Rd (1.3)
for any s ∈ I and T > s. In [32], global uniform estimates for the first-, second- and
third-order derivatives of G(t, s)f have been proved under growth and dissipativity
assumptions on the coefficients of A. Note that some dissipativity condition is
necessary, as the one-dimensional example in [33, Example 5.1.12] shows. Actually,
to get existence and uniqueness of the bounded solution to (1.3) which belongs
to C([s, T ] × Rd) ∩ C1,2((s, T ] × Rd), local uniform estimates for the derivatives
of G(t, s)f are enough (see [9] where the semilinear equation Dtu = Au + ψ(u)
is considered). Uniform gradient estimates have also been proved for the solution
of the Cauchy problem associated to A in Cb(Ω) (Ω ⊂ Rd being unbounded with
smooth boundary) with homogeneous non-tangential boundary conditions, see [7].
On the other hand, as in the classical case of bounded coefficients, it is natural
to extend each operator G(t, s) to some Lp-space. The autonomous case shows
that the usual Lp-spaces related to the Lebesgue measure are not the best choice as
possible, see Example 5.1. Sufficient conditions have been proved in [4] for G(t, s) to
preserve Lp(Rd) (see also [10] for the case when the elliptic operator (1.1) is replaced
by a system of elliptic operators), which, in particular, imply rather strong growth
assumptions on the coefficients of the operator A.
The autonomous case shows that the right Lp-spaces where to study the semi-
group T (t) (the autonomous counterpart of the evolution operator) are those related
to the so-called invariant measure µ, a probability measure, which exists under an
additional algebraic assumption on the coefficients of the operatorA and it is char-
acterized by the invariance property∫
Rd
T (t)fdµ =
∫
Rd
fdµ, f ∈ Cb(Rd).
In the nonautonomous case the situation is quite different. Indeed, the invariant
measure is replaced by a one parameter family of probability measures {µt : t ∈ I},
usually referred to as evolution system of measures. Whenever such a family exists,
it is characterized by the property∫
Rd
G(t, s)fdµt =
∫
Rd
fdµs, I ∋ s < t, f ∈ Cb(Rd). (1.4)
Through this formula, each operator G(t, s) can be extended to a contraction map-
ping Lp(Rd, µs) into L
p(Rd, µt). The following facts make the analysis of the evo-
lution operator in these Lp-spaces much more difficult, than in the autonomous
case:
• evolution systems of measures are infinitely many in general and not explicit
(except in some special case);
• for different values of s and t, the measures µs and µt differ in general:
even if they are equivalent, since they are both equivalent to the Lebesgue
measure, the spaces Lp(Rd, µs) and L
p(Rd, µt) are different.
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Hence, to study the evolution operator G(t, s) in this Lp-setting one cannot take
advantage of the classical results, which require to work in spaces Lp(J ;X), where
J is an interval: in our situation X depends on t!
Among the infinitely many evolution systems of measures, the “more important”
ones are the tight evolution systems, where tight means that for any ε > 0 there
exists Rε > 0 such that for any t ∈ I, µt(BRε) > 1−ε. The family of tight evolution
system of measures reduces to a unique system when, for example, the evolution
operator G(t, s) satisfies the pointwise gradient estimate
|∇x(G(t, s)f)(x)| ≤ eσ(t−s)(G(t, s)|∇f |)(x), t > s, x ∈ Rd (1.5)
for any f ∈ C1b (Rd) and some constant σ < 0. Estimate (1.5) is the key tool to
prove a lot of important properties of the evolution operatorG(t, s) in the Lp-spaces
related to the tight evolution system of measures.
The aim of this paper is twofold. First, in Section 4 we prove different types
of pointwise estimates for the first-, second- and third-order spatial derivatives of
G(t, s)f . More precisely, we provide sufficient conditions for the estimates
|DkxG(t, s)f |p ≤ Γ(1)p,k(t− s)G(t, s)
( k∑
j=1
|Djf |2
) p
2
, (1.6)
|DkxG(t, s)f |p ≤ Γ(2)p,h,k(t− s)G(t, s)
( h∑
j=0
|Djf |2
) p
2
(1.7)
to hold in Rd for any t > s ∈ I, h ∈ {0, . . . , k}, k = 1, 2, 3 and p ∈ (p∗,+∞) for
a suitable p∗ ∈ [1,+∞), where Γ(1)p,k and Γ(2)p,h,k are positive functions. All of these
estimates are proved by using a variant of the maximum principle for operator with
unbounded coefficients and, as one expects, they are derived under more restrictive
assumptions on the coefficients of A. We deal also with the case p = 1 which is
much more delicate and requires stronger assumptions. Indeed, as [3] shows, the
algebraic conditionDlqij+Diqlj+Djqil = 0 in I×Rd for any i, j, l ∈ {1, . . . , d} with
i 6= l 6= j, is a necessary condition for (1.6) (with k = 1) to hold. For this reason
many results are proved assuming that the diffusion coefficients do not depend on
the spatial variable.
Next in Section 5 we present many interesting consequences of the previous es-
timates in the study of G(t, s) in Lp-spaces. In particular, we stress the prominent
role played by estimate (1.5), illustrating its main applications known in the liter-
ature. First of all, estimate (1.5) allows to prove a logarithmic Sobolev inequality
for the unique tight evolution system of measures µt, i.e., the estimate∫
Rd
|f |p log |f |pdµs ≤‖f‖pLp(Rd,µs) log(‖f‖
p
Lp(Rd,µs)
)
+ Cp
∫
Rd
|f |p−2|∇f |2χ{f 6=0}dµs, (1.8)
for any smooth enough function f and some positive constant Cp, independent of
f . Besides its own interest, which consists of the fact that (1.8) is the counterpart
of the Sobolev embeddings which fail in the Lp-spaces related to the measures µt,
see Example 5.9, inequality (1.8) is crucial to deduce the hypercontractivity of the
operator G(t, s) in the Lp-spaces related to µt. Further and stronger summability
improving properties of the operator G(t, s) are also investigated and, in most the
cases, a characterization of them is given in [5].
In the last subsection we deal with the time behaviour of G(t, s)f , as t→ +∞,
when f ∈ Lp(Rd, µs). Using the hypercontractivity of G(t, s) and the Poincare´
inequality in L2(Rd, µs), we connect the decay rate to zero of ‖G(t, s)f−fs‖Lp(Rd,µt)
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to the decay rate to zero of ‖∇xG(t, s)f‖Lp(Rd,µt) as t → +∞, obtaining as a
consequence an exponential decay rate to zero of ‖G(t, s)f−fs‖Lp(Rd,µt) as t→ +∞.
Here, f s denotes the average of f with respect to µs. All these results are based
heavily on the estimate (1.5) whose validity, as already observed, is guaranteed
under quite stronger assumptions on the coefficients of A. The convergence to
zero of ‖G(t, s)f − fs‖Lp(Rd,µt) can also be proved without assuming the validity of
gradient estimates of negative type, using different argument that we present with
some details. As a matter of fact, in this situation, we can not prove an exponential
decay rate.
We point out that the convergence results are quite involved since the measures
µt depend themselves explicitly on time too.
Notations. Throughout the paper we use the subscripts “b” and “c”, which stand
for “bounded” and “compactly supported”. For instance, Cb(R
d) denotes the set
of all bounded and continuous functions f : Rd → R. We endow it with the sup-
norm ‖ · ‖∞. For any k > 0 (possibly k = +∞), Ckb (Rd) denotes the subset of
Cb(R
d) of all functions f : Rd → R that are continuously differentiable in Rd up to
[k]th-order, with bounded derivatives and such that the [k]th-order derivatives are
(k− [k])-Ho¨lder continuous in Rd. Ckb (Rd) is endowed with the norm ‖f‖Ckb (Rd) :=∑
|α|≤[k] ‖Dαf‖∞ +
∑
|α|=[k][D
αf ]
C
k−[k]
b (R
d)
. For any domain D ⊂ Rd+1 and α ∈
(0, 1), Cα/2,α(D) denotes the space of all Ho¨lder-continuous functions with respect
to the parabolic distance of Rd+1. Similarly, for any h, k ∈ N ∪ {0} and α ∈ [0, 1),
Ch+α/2,k+α(D) denotes the set of all functions f : D → R which (i) are continuously
differentiable in D up to the hth-order with respect to time variable, and up to the
kth-order with respect to the spatial variables, (ii) the derivatives of maximum
order are in Cα/2,α(D) (here, C0,0 := C). By C
h+α/2,k+α
loc (D) we denote the set of
all functions f : D → R which are in Ch+α/2,k+α(D0) for any compact set D0 ⊂ D.
For any measure positive µ, the Sobolev space W k,p(Rd, µ) (k ∈ N ∪ {0} p ∈
[1,+∞]) is the set of all functions f ∈ Lp(Rd, µ), whose distributional derivatives
up to the k-th-order are in Lp(Rd, µ). It is normed by setting ‖f‖Wk,p(Rd,µ) =∑k
j=0 ‖Djf‖Lp(Rd,µ). When µ is the Lebesgue measure we simply write W k,p(Rd).
For any real function f we denote by f+ and f− respectively its positive and
negative part. Finally, by Br and 1 we denote, respectively, the open ball in R
d
centered at the origin with radius r and the function identically equal to one in Rd.
2. Main assumptions and preliminaries
Throughout the paper, we assume the following conditions on the coefficients of
the operator A in (1.1).
Hypotheses 2.1. (i) qij , bi, c belong to C
α/2,α
loc (I × Rd) for some α ∈ (0, 1) and
any i, j = 1, . . . , d;
(ii) the matrix Q(t, x) is symmetric for any (t, x) ∈ I×Rd and ν0 := infI×Rd ν > 0
where ν(t, x) is the minimum of the eigenvalues of Q(t, x);
(iii) c0 := supI×Rd c < +∞;
(iv) there exist a positive function ϕ : Rd → R blowing up as |x| tends to +∞, and,
for any [a, b] ⊂ I, a positive constant λa,b such that Aϕ ≤ λa,bϕ in [a, b]×Rd.
Under the previous set of assumptions in [4, 28] it has been proved that, for
any f ∈ Cb(Rd) and s ∈ I, the Cauchy problem (1.2) admits a unique solution
u ∈ C([s,+∞)× Rd) ∩ C1,2((s,+∞)× Rd) (a so-called classical solution) which is
bounded in the strip [s, T ]×Rd for any T > s. In addition, u satisfies the estimate
‖u(t, ·)‖∞ ≤ ec0(t−s)‖f‖∞, t > s. (2.1)
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Actually, the existence of a solution to problem (1.2) can be proved also without
Hypothesis 2.1(iv) (which is used to prove the uniqueness of the solution) as the
following lemma shows.
Lemma 2.2. Under Hypotheses 2.1(i)-(iii), for any f ∈ Cb(Rd) the Cauchy prob-
lem (1.2) admits a solution u ∈ C([s,+∞) × Rd) ∩ C1,2((s,+∞) × Rd), which
satisfies estimate (2.1).
Proof. For any n ∈ N and any nonnegative function f ∈ Cb(Rd), consider the
Cauchy-Dirichlet problem
Dtu = Au, in (s,+∞)×Bn,
u = 0, on (s,+∞)× ∂Bn,
u(s, ·) = f, in Bn.
(2.2)
It is well known that, for any n ∈ N, the previous Cauchy problem admits a unique
classical solution un and it satisfies the estimate
‖un(t, ·)‖C(Bn) ≤ ec0(t−s)‖f‖∞, t > s. (2.3)
As it is immediately seen, the function wn = un − un+1 satisfies the inequality
Dtwn−Awn = 0 in (s,+∞)×Bn, is nonpositive on (s,+∞)×∂Bn and vanishes on
{s}×Bn. The classical maximum principle shows that un ≤ un+1 in (s,+∞)×Bn.
Hence, for any (t, x) ∈ (s,+∞) × Rd, the sequence (un(t, x)) converges. We can
thus define a function u : (s,+∞)×Rd → R by setting u(t, x) = limn→+∞ un(t, x)
for any (t, x) ∈ (s,+∞) × Rd. Clearly, u satisfies (2.1). On the other hand, the
convergence is also in C1,2([a, b]×K) for any pair of compact sets [a, b] ⊂ (s,+∞)
and K ⊂ Rd as a consequence of the classical interior Schauder estimates (see e.g.,
[31])2. This implies that u solves the differential equation in (1.2).
Let us prove that u can be extended to [s,+∞) × Rd with a continuous func-
tion and u(s, ·) = f . We use a localization argument and, to avoid cumbersome
notation, we denote simply by C a positive constant, which may depend on m but
is independent of k, and may vary from line to line. We fix m ∈ N and a smooth
function ϑ such that χBm ≤ ϑ ≤ χBm+1 . If k > m then the function vk = ϑuk
belongs to C([s,+∞)×Bm+1) and solves the Cauchy-Dirichlet problem
Dtvk = Avk − ψk, in (s,+∞)×Bm+1,
vk = 0, on (s,+∞)× ∂Bm+1,
vk(s, ·) = ϑf, in Bm+1,
where ψk = 2〈Q∇xuk,∇ϑ〉+ukTr(QDijϑ)+uk〈b,∇ϑ〉. The solution to the previous
nonhomogeneous Cauchy problem is given by the variation-of-constants formula
vk(t, ·) = Gm+1(t, s)f −
∫ t
s
Gm+1(r, s)ψk(r, ·)dr, t > s,
where Gm+1 denotes the evolution operator associated with the realization in
Cb(Bm+1) of the operator A with homogenous Dirichlet boundary conditions.
Since vk = uk in (s,+∞)×Bm, if x belongs to Bm then it holds that
|uk(t, x)−f(x)| ≤ |(Gm+1(t, s)f)(x)−f(x)|+
∫ t
s
|(Gm+1(r, s)ψk(r, ·))(x)|dr, (2.4)
which implies that
|u(t, x)− f(x)| ≤|(Gm+1(t, s)f)(x)− f(x)|
2Actually, the interior Schauder estimates imply via a compactness argument that a subse-
quence (unk ) converges in C
1,2([a, b]×K) and the pointwise convergence of (un) shows that, in
fact, all the sequence un converges in C1,2([a, b]×K).
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+ lim sup
k→+∞
∫ t
s
|(Gm+1(r, s)ψk(r, ·))(x)|dr.
Clearly, (Gm+1(t, s)f)(x) converges to f(x) as t → s+. On the other hand, the
integral term vanishes as t → s+, uniformly with respect to k. Indeed, using (2.3)
we can straightforwardly estimate
|ψk(t, x)| ≤ C(ec0(t−s)‖f‖∞ + ‖∇xuk(t, ·)‖L∞(Bm+1)), t > s, x ∈ Bm+1.
(2.5)
Moreover, the estimates in [22, Theorem 3.5] and (4.2) show that |∇xuk(t, x)| ≤
C(t−s)−1/2‖f‖∞ for any t ∈ (s, s+1] and x ∈ Bm+1. Combining this estimate and
(2.5) we deduce that |ψk(t, x)| ≤ C(t−s)−1/2‖f‖∞ for any (t, x) ∈ (s, s+1]×Bm+1,
and k > m. Since ‖Gm+1(t, s)‖L(Cb(Rd)) ≤ ec0(t−s) for any t > s and m ∈ N, it thus
follows that |(Gm+1(r, s)ψk(r, ·))(x)| ≤ C(r−s)−1/2 for any (r, x) ∈ (s, s+1]×Bm+1,
and it is now clear that the integral term in the right-hand side of (2.4) vanishes
as t→ s+, uniformly with respect to k.
By the arbitrariness of m we have so proved the assertion of the theorem for
nonnegative functions f ∈ Cb(Rd).
For a general f ∈ Cb(Rd) we split f = f+ − f− and observe that the solu-
tion to problem (2.2) is the sum of the solutions un,+ and un,− of this problem
corresponding to f+ and f− respectively. Since the sequences (un,+) and (un,−)
converge to the solutions to problem (1.2) with f replaced respectively by f+ and
f−, un converges pointwise to a solution u to problem (1.2) which belongs to
C([s,+∞)×Rd)∩C1,2((s,+∞)×Rd) and satisfies estimate (2.1). This completes
the proof. 
Remark 2.3. Some remarks are in order.
(i) If f ≥ 0, then the solution to problem (1.2) is the minimal among all the
solutions which belong to C([s,+∞)×Rd)∩C1,2((s,+∞)×Rd) and are bounded
in each strip [s, T ] × Rd. Indeed, if w is any other solution, then, for any
n ∈ N, the function z = w − un (where un is as in the proof of the previous
theorem) solves the equation Dtz = Az, z(0, ·) ≡ 0 and z is nonnegative on
(s,+∞)×∂Bn. The maximum principle in [26] and [21, Theorem A.2] implies
that z ≥ 0, i.e., un ≤ w in (s,+∞)× Bn. Letting n→ +∞ we conclude that
u ≤ w in (s,+∞)× Rd.
(ii) Hypothesis 2.1(iii) can not be avoided. Indeed, let us consider the one dimen-
sional autonomous operator A = Dxx + c and assume that c(x) diverges to
+∞ as x → +∞. Fix n ∈ N, let Mn > 0 be such that c(x) > n for any
x ∈ (Mn,+∞) and suppose that u ∈ C1,2((0,+∞) × R) ∩ C([0,+∞) × R)
solves the equation Dtu = Au in (0,+∞)× R, u(0, ·) = 1 in R and u(t, ·) is
bounded in R for any t > 0. Then, Dtu ≥ Dxxu+nu in (0,+∞)× (Mn,+∞).
A comparison argument (see [26] and [21, Theorem A.2]) shows that u(t, x) ≥
entv(t, x −Mn) for any (t, x) ∈ (0,+∞) × (Mn,+∞), where v is the unique
bounded classical solution to the Cauchy-Dirichlet problem
Dtv(t, x) = Dxxv(t, x), t ∈ (0,+∞), x ∈ (0 +∞),
v(t, 0) = 0, t ∈ (0,+∞),
v(0, x) = 1, x ∈ (0,+∞).
It thus follows ‖u(t, ·)‖∞ ≥ entv(t, 1) for any n ∈ N and t ∈ (0,+∞). Since
v(t, 1) > 0 for any t > 0, letting n tend to +∞ in the last inequality we get to
a contradiction.
(iii) Hypothesis 2.1(iv) is used to prove a variant of the classical maximum princi-
ple (see [4, 28]). Without such an assumption, the Cauchy problem (1.2) may
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admit more than a unique solution u ∈ C1,2((s,+∞)×Rd)∩C([s,+∞)×Rd)
which is bounded in [s, T ]×Rd for any T > s. This was known since the mid-
dle of the last century in the one-dimensional case. Indeed, Feller provided in
[20] a complete characterization of the operators A = qDxx + bDx for which
the elliptic equation λu −Au = f ∈ Cb(R) admits/does not admit for λ > 0
a unique solution u ∈ Cb(R) ∩ C2(R). The characterization is given in term
of integrability properties at infinity of the functions Q and R defined by
Q(x) =
1
q(x)W (x)
∫ x
0
W (s)ds, R(x) =W (x)
∫ x
0
1
q(s)W (s)
ds
for any x ∈ R, where W is, up to a multiplicative constant, the wronskian
determinant associated to the ordinary differential operator qDxx + bDx i.e.,
W (x) = exp
(
−
∫ x
0
b(s)
q(s)
ds
)
, x ∈ R.
It turns out that the above elliptic equation admits a unique bounded solution
u ∈ C2(R) for any f ∈ Cb(R) if and only if R is not integrable either in a
neighborhood of −∞ and in a neighborhood of −∞. On the other hand, if R is
integrable both in a neighborhood of +∞ and in a neighborhood of −∞, then
all the solutions of the equation λu − qu′′ − bu′ = f ∈ Cb(R) are bounded.
Based on this remark, consider the operators A+ = Dxx + x
3Dx and A− =
Dxx − x3Dx. In the first case,
Q+(x) = e
x4/4
∫ x
0
e−s
4/4ds, R+(x) = e
−x4/4
∫ x
0
es
4/4ds
for any x ∈ R. The function R+ belongs to L1((−∞, 0)) ∩ L1((0,+∞)) and
consequently, for any f ∈ Cb(Rd), the equation u−A+u = f ∈ Cb(R) admits
infinitely many bounded solutions v ∈ C2(R). From any of such solution we
obtain a solution u of the parabolic equation Dtu −Au = 0 which belongs to
C1,2([s,+∞)×Rd) and is bounded in any strip [s, T ]×Rd, simply by consider-
ing the function u defined by u(t, x) = et−sv(x) for any (t, x) ∈ [s,+∞)×Rd.
Hypothesis 2.1(iv) is not satisfied by operator A+.
On the other hand, if we consider the operator A− then the function ϕ : R→ R
defined by ϕ(x) = 1 + x2 for any x ∈ R satisfies Hypothesis 2.1(iv) and the
Cauchy problem (1.2) is uniquely solvable for any f ∈ Cb(R).
In the rest of this paper we will always assume that Hypotheses 2.1 hold true.
In view of Lemma 2.2 and Remark 2.3(iii), we can associate a family of bounded
operators in Cb(R
d) to the operator A: for any f ∈ Cb(Rd) and I ∋ s < t, G(t, s)f
is the value at t of the unique classical solution to problem (1.2). Estimate (2.1)
guarantees that each operator G(t, s) is bounded in Cb(R
d) and, again the variant
of the classical maximum principle yields the evolution law G(t, s) = G(t, r)G(r, s)
for any I ∋ s < r < t.
As it has been proved in [4], a Green kernel can be associated with the evolution
operator G(t, s), i.e., there exists a function g : {(t, s) ∈ I × I : t > s}×Rd ×Rd →
(0,+∞) such that
(G(t, s)f)(x) =
∫
Rd
f(y)g(t, s, x, y)dy, t > s ∈ I, x, y ∈ Rd, f ∈ Cb(Rd).
(2.6)
For any fixed s, t and x, the function g(t, s, x, ·) belongs to L1(Rd) and its L1-norm
is bounded from above by ec0(t−s). In particular, if c ≡ 0, then g(t, s, x, y)dy is a
8 L. ANGIULI, L. LORENZI
probability measure. From (2.6) it follows immediately that
[G(t, s)(fg)](x) ≤ [(G(t, s)|f |p)(x)] 1p [(G(t, s)|g|q(x)] 1q , t > s ∈ I, x ∈ Rd,
(2.7)
for any f, g ∈ Cb(Rd) and p, q ∈ (1,+∞) such that 1/p+ 1/q = 1. Moreover,
(G(t, s)f)(x) ≤ [(G(t, s)|f |p)(x)] 1p , t > s ∈ I, x ∈ Rd, f ∈ Cb(Rd), (2.8)
for any p ∈ (1,+∞), if c0 ≤ 0. For estimates for the Green function g, we refer the
reader to [29, 30].
3. Uniform estimates for the spatial derivatives of G(t, s)f and
consequences
One powerful tool used to prove estimates for the derivatives of solutions to
Cauchy problems (mainly in the whole space) is the well celebrated Bernstein
method (see [11]) which goes back to 1906, and the reiteration theorem (see [40]).
The Bernstein method, used in the case of bounded coefficients, works well also
in the case of unbounded coefficients, provided suitable both algebraic and growth
conditions on the coefficients of the operator A are prescribed. More precisely,
assume that
Hypotheses 3.1. (i) the coefficients qij , bj (i, j = 1, . . . , d) and c belong to
C
α/2,k+α
loc (I × Rd);
(ii) there exist two locally bounded functions C1, C2 : I → R such that
|Q(t, x)x| +Tr(Q(t, x)) ≤ C1(t)(1 + |x|2)ν(t, x),
〈b(t, x), x〉 ≤ C2(t)(1 + |x|2)ν(t, x),
for any t ∈ I and x ∈ Rd;
(iii) there exist a locally bounded function C : I → R and functions r0, r, ̺ :
I×Rd → R, with inf [a,b]×Rd ̺ > 0 for any [a, b] ⊂ I such that 〈(Jacxb)ξ, ξ〉 ≤
r0|ξ|2, |Dβxqij | ≤ Cν, |Dδxbj | ≤ r, |Dηxc| ≤ ̺ in I × Rd for any {0, 2} 6=
|β| ≤ k, 1 < |δ| ≤ k, 0 ≤ |η| ≤ k, i, j = 1, . . . , d and ξ ∈ Rd;
(iv) there exist locally bounded positive functions L and M such that r0+Lkr+
L̺2 ≤ Mν in I × Rd, where L1 = 0, L2 = d3/2/
√
8, L3 = 2/
√
5 if d = 1
and L3 =
√
d3(d+ 1)/3 otherwise;
(v) if k ≥ 2 then there exists a locally bounded function K : I → R such that
d∑
i,j,h,k=1
Dhkqijaijahk ≤ Kν
d∑
h,k=1
a2hk
in I × Rd, for any symmetric matrix A = (ahk) and any (t, x) ∈ I × Rd.
Then, the Bernstein method allows to prove the following result.
Theorem 3.2 (Theorem 2.4 of [32]). Let Hypotheses 3.1(k) be satisfied. Then, for
any I ∋ s < t and f ∈ Cb(Rd), the function G(t, s)f belongs to Ckb (Rd). Moreover,
for any h,m ∈ N, with h ≤ m ≤ k it holds that
‖G(t, s)f‖Cmb (Rd) ≤ Ch,m(t− s)
−m−h
2 ‖f‖Chb (Rd), t ∈ (s, T ], (3.1)
for any f ∈ Chb (Rd) and a positive constant Ch,m, independent of s, T and f .
The reiteration theorem allows to extend the validity of estimate (3.1) to the
case when h and m are not integers. Finally, the evolution law allows to extend
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(3.1) to any t > s up to adding an exponential factor eωh,m(t−s) in its right-hand
side, for some nonnegative constant ωh,m, i.e., one can prove that
‖G(t, s)f‖Cmb (Rd) ≤ Ch,me
ωh,m(t−s)(t− s)−m−h2 ‖f‖Chb (Rd), s < t,
for any m ∈ (0, k), f ∈ Chb (Rd)3. For further details, we refer the reader to [32].
Using the above uniform estimates one can prove the following optimal Schauder
estimates for the solution to the Cauchy problem (1.3).
Theorem 3.3 (Theorem 2.7 of [32]). Let Hypotheses 3.1(3) be satisfied. Fix θ ∈
(0, 1), s ∈ I g ∈ C([s, T ] × Rd), such that supt∈[s,T ] ‖g(t, ·)‖Cθb (Rd) < +∞, and
f ∈ C2+θb (Rd). Then, problem (1.3) admits a unique solution u ∈ Cb([s, T ]×Rd)∩
C1,2((s, T ) × Rd). Moreover, u(t, ·) ∈ C2+θb (Rd) for any t ∈ [s, T ] and there exists
a positive constant C0 such that
sup
t∈[s,T ]
‖u(t, ·)‖C2+θb (Rd) ≤ C0
(
‖f‖C2+θb (Rd) + supt∈[s,T ]
‖g(t, ·)‖Cθb (Rd)
)
.
Proposition 3.4. Under Hypotheses 3.1(k), if f ∈ Ckb (Rd), then all the spatial
derivatives of G(·, s)f up to the order k are continuous in [s,+∞)× Rd.
Proof. Since the arguments used are independent of k, to fix the ideas we consider
the case k = 3. Clearly, we have just to prove the continuity on {s} × Rd of the
spatial derivatives up to the third-order of the function G(·, s), since their continuity
in (s,+∞)× Rd is a classical result (see e.g., [22]).
The proof is based on a localization argument as in the proof of Lemma 2.2. We
fix x0 ∈ Rd and m ∈ N such that x0 ∈ Bm and consider a smooth cut-off function
ϑ supported in Bm+1 and identically equal to 1 in Bm. Arguing as in the proof of
Lemma 2.2 we immediately see that
u(t, ·) = Gm+1(t, s)(ϑf) +
∫ t
s
Gm+1(t, r)ψ(r, ·)dr = u1(t, ·) + u2(t, ·)
in Bm, for any t ∈ (s,+∞), where ψ = −G(·, s)f(A − c)ϑ− 2〈Q∇xG(·, s)f,∇ϑ〉.
By classical results, the function u1 and its spatial derivatives up to the third
order are continuous in [s,+∞)×Bm+1. As far as u2 is concerned, we observe that
there exists a positive constant C, depending also on s, such that
‖Gm+1(t, s)ψ‖C3(Bm+1) ≤
C√
t− s‖ψ‖C2(Bm+1), t ∈ (s, s+ 1),
for any ψ ∈ C2(Bm+1). Since ‖ψ(r, ·)‖C2(Bm+1) ≤ C˜‖G(t, ·)f‖C3(Bm+1), using
Theorem 3.2, we immediately deduce that ‖ψ(r, ·)‖C2(Bm+1) ≤ C‖f‖C3b(Rd) for any
r ∈ (s, s + 1), where C˜ and C are positive constants independent of r. Thus, we
conclude that
‖u2(t, ·)‖C3(Bm+1) ≤
∫ t
s
‖Gm+1(t, r)ψ(r, ·)‖C3(Bm+1)dr
≤CC‖f‖Ck
b
(Rd)
∫ t
s
(t− r)− 12 dr
=2CC‖f‖C3b (Rd)
√
t− s
for any t ∈ (s, s + 1). Hence, letting t → s+ we conclude that u(t, ·) and its
spatial derivatives up to the third order vanish uniformly in Bm as t→ s+. By the
arbitrariness of m the claim follows. 
3Clearly, this method is too rough to provide us with the best constant ωh,m. Different
arguments are used to improve the asymptotic behaviour of the derivatives of the function G(t, s)f ,
as we will see in Section 5.
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4. Pointwise estimates for the derivatives of G(t, s)f
The pointwise gradient estimates for G(t, s)f plays an important role in the
study of many properties of the evolution operator, as we have already stressed
in the Introduction. All these properties will be investigated in Section 5. Here,
we prove some pointwise estimates for the derivatives (up to the third order) of
G(t, s)f .
Throughout this section, we assume the following set of assumptions.
Hypotheses 4.1. Hypotheses 3.1(k) are satisfied with the following differences:
• |Dβxqij | ≤ Cνγ in I × Rd for any i, j = 1, . . . , d, some positive constant C
and some γ ∈ (0, 1);
• r0+Lkr+Lρ2 ≤Mνγ in I×Rd for any k = 1, 2, 3 and some constants L > 0
and M ∈ R, where the constant Lk is defined in Hypothesis 3.1(k)(iv);
• Hypothesis 3.1(k)(v) is satisfied with Kν being replaced by Kνγ, K being a
real constant.
The scheme of this section is the following: first we prove estimate (1.7) (with h =
k) for any k = 1, 2, 3 and p ∈ (1,+∞). Next, strengthening the assumptions on the
coefficients of the operator A we prove (1.6). Note that if this estimate holds true,
then, taking as f = 1, we conclude that ∇xG(t, s)1 identically vanishes in Rd, that
is G(t, s)1 = ψ(t) for any t > s and some function ψ ∈ C([s,+∞)) ∩ C1((s,+∞)),
which solves the equation ψ′(t) = c(t, x)ψ(t) and satisfies the condition ψ(s) = 1.
Since G(·, s)1 is positive in (s,+∞) × Rd, it follows that ψ(t) is positive for any
t > s. We thus conclude that c(t, x) = ψ′(t)/ψ(t) for any (t, x) ∈ (s,+∞) × Rd,
i.e., c is independent of x. Hence, if u solves the Cauchy problem (1.2), then the
function w : [s,+∞)× Rd → R, defined by
w(t, x) = exp
(
−
∫ t
s
c(r)dr
)
u(t, x), (t, x) ∈ [s,+∞)× Rd,
has the same degree of smoothness of the function u and solves the Cauchy problem
(1.2) withA being replaced by the operatorA0 = Tr(QD
2)+〈b,∇〉. For this reason
in the proof of Theorem 4.6 we confine ourselves to the case when c ≡ 0.
Next, we deal with the case p = 1 in (1.6). As it has been explained in the
Introduction, to get such an estimate we require that the diffusion coefficients do
not depend on the space variable. Finally, we prove estimate (1.7) with h = k − 1
and k = 1, 2, 3 showing that Γ
(2)
p,k−1,k(r) ∼ cp,kr−p/2 as r → 0+, for some positive
constant cp,k. As a byproduct, estimate (1.7) follows in its full generality. In
particular, Γ
(2)
p,h,k(r) ∼ c′p,kr−(k−h)p/2 as r → 0+, for some positive constant cp,k.
All these estimates have been proved in [15] in the autonomous case when c ≡ 0.
To prove the above estimates in the general case we need a preliminary result.
Lemma 4.2. Let the sequence (cn) ⊂ Cα/2,αloc (I × Rd) ∩ Cb(I × Rd) converges to
c locally uniformly in (s,+∞) × Rd as n tends to +∞ and cn(t, x) ≤ M for any
n ∈ N, (t, x) ∈ (s,+∞) × Rd and some constant M . For any n ∈ N, s ∈ I and
f ∈ Cb(Rd), let un solve the Cauchy problem{
Dtu = Tr(QD
2
xu) + 〈b,∇xu〉+ cnu, in (s,+∞)× Rd,
u(s, ·) = f, in Rd. (4.1)
Further, denote by u ∈ Cb([s,+∞)× Rd) ∩ C1+α/2,2+α((s,+∞)×Rd) the solution
to the Cauchy problem (1.2), provided by Lemma 2.2. Then un converges to u in
C1,2([a, b]×K) for any [a, b] ⊂ (s,+∞) and any compact set K ⊂ Rd.
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Finally, if Hypothesis 3.1(1)(i) is satisfied, cn ∈ Cα/2,1+αloc (I × Rd) and ∇xcn
converges to ∇c locally uniformly in I×Rd, then D3ijhun converges to D3ijhu locally
uniformly in (s,+∞)× Rd for any i, j, h = 1, . . . , d.
Proof. The proof of the first part follows the same lines as in the proof of Lemma
2.2; hence, we just sketch it. By Lemma 2.2, the Cauchy problem (4.1) admits, for
any n ∈ N a solution un which satisfies the estimate
‖un(t, ·)‖∞ ≤ eM(t−s)‖f‖∞, t > s, (4.2)
where M is as in the statement. The interior Schauder estimate in [31, Theorem
4.10.1] and a diagonal argument imply that there exists a subsequence (unk) which,
as k → +∞, converges in C1,2([a, b]×K) to a function u ∈ C1+α/2,2+αloc ((s,+∞)×
R
d) for any [a, b] ⊂ (s,+∞) and any compact setK ⊂ Rd, and u solves the equation
Dtu = Au in (s,+∞)× Rd.
The same arguments used in the proof of Lemma 2.2 and applied to the function
unk show that
unk(t, ·) = Gm+1(t, s)f −
∫ t
s
Gm+1(r, s)ψnk(r, ·)dr, t > s,
in Bm, where Gm+1(t, s) denotes the evolution operator associated with the real-
ization in Cb(Bm+1) of the operator A with homogenous Dirichlet boundary con-
ditions, ψnk = ψnk +ϑ(c− cnk)unk , ψnk being as in the proof of Lemma 2.2. Since
|Gm+1(r, s)ψnk(r, ·)| ≤ C(r − s)−1/2‖f‖∞ in Bm+1 for any r ∈ (s, s+ 1) and some
positive constant C, independent of k, as in the proof of Lemma 2.2 we conclude
that u can be extended by continuity in [s,+∞)× Rd by setting u(s, ·) = f .
To complete the proof, we assume that the coefficients of the operator A are
once continuously differentiable with respect to the spatial variables in I ×Rd with
derivatives which belong to C
α/2,α
loc (I × Rd). Then, by the proof of [22, Theorem
3.10], it follows that there exists a positive constant C, independent of k such
that ‖D3xunk‖Cα/2,α([a,b]×K) ≤ C for any [a, b] ⊂ (s,+∞) and any compact set
K ⊂ Rd. Hence, up to a subsequence, all the third-order derivatives of unk converge
uniformly in [a, b]×K, and clearly they converge to the corresponding third-order
spatial derivative of u. Since [a, b] and K have been arbitrarily fixed, the proof is
complete. 
Theorem 4.3. Let Hypotheses 4.1(k) be satisfied. Then, estimate (1.7) holds true,
with h = k and Γp,k,k(r) = e
σk,pr for any r > 0 where
σk,pr =
[
p sup
I×Rd
[(1 − p)ν + ck(p)νγ ] + c0(p− 1) + pcd,k
]+
(4.3)
if p ∈ (1, 2], ck(p) and cd,k being positive constants explicitly determined (see the
proof ) and σk,p = pσk,2/2 if p > 2.
Proof. We split the proof into three steps. In the first one we prove the estimate
when p ∈ (1, 2] and c is bounded. In the second step, using Lemma 4.2 we remove
the assumption on the boundedness of c. Finally in the last one we obtain the claim
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also in the case p > 2. To simplify the notation, throughout the proof, we set
Q0(ζ) = 〈Q∇xζ,∇xζ〉, Q1(ζ) =
d∑
i,j,h=1
DhqijDhζDijζ,
Q2(ζ) =
d∑
i,j,h,k=1
DhkqijDijζDhkζ, B1(ζ) = 〈(Jacxb)∇xζ,∇xζ〉
B2(ζ) =
d∑
i,j,h=1
DjhbiDiζDjhζ, C1(ζ) = ζ〈∇xc,∇ζ〉
C2(ζ) = ζTr(D2xcD
2
xζ)
for any smooth enough function ζ : Rd → R.
Step 1. Let p ∈ (1, 2] and assume that c is bounded. We first consider the case
j = 3. For simplicity, we set u = G(·, s)f and, for any τ > 0, we introduce the
function wτ = (
∑3
k=0 |Dkxu|2+τ)p/2, which is positive and belongs to Cb([s,+∞)×
R
d)∩C1,2loc ((s,+∞)×Rd), by virtue of Proposition 3.4 and Theorem 3.2. Moreover,
it solves the differential equation Dtwτ −Awτ = ψτ in (s,+∞)× Rd where
ψτ =pw
1− 2p
τ
4∑
i=1
Ji(u) + p(2− p)w1−
4
p
τ 〈Qξu, ξu〉+ (p− 1)cwτ − pcτw1−
2
p
τ ,
and
J1(u) =−Q0(u)−
d∑
i=1
Q0(Diu)−
d∑
i,j=1
Q0(Diju)−
d∑
i,j,h=1
Q0(Dijhu)
+B1(u) + 2
d∑
i=1
B1(Diu) + 3
d∑
i,j=1
B1(Diju),
J2(u) =Q1(u) + 2
d∑
i=1
Q1(Diu) + 3
d∑
i,j=1
Q1(Diju) +Q2(u)
+ 3
d∑
i=1
Q2(Diu) +
d∑
i,j,h,k,l=1
DhklqijDijuDhklu,
J3(u) =B2(u) + 3
d∑
i=1
B2(Diu) +
d∑
i,j,h,k=1
DjhkbiDiuDjhku,
J4(u) =C1(u) + 2
d∑
i=1
C1(Diu) + 3
d∑
i,j=1
C1(Diju) + C2(u)
+ 3
d∑
i=1
C2(Diu)+u
d∑
i,j,h=1
DijhcDijhu,
ξu = u∇xu+
d∑
i=1
Diu∇xDiu+
d∑
i,j=1
Diju∇xDiju+
d∑
i,j,h=1
Dijhu∇xDijhu.
Here and below, all the equalities and inequalities that we write are meant in
(s,+∞)× Rd.
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Let α and β, with |α|, |β| ≤ 3, be fixed. The Cauchy-Schwarz inequality applied
twice, yields
d∑
i,j=1
qij
∑
|α|=h
DαxuDiD
α
xu
∑
|β|=k
DβxuDjD
β
xu
≤
∑
|α|=h
|Dαxu|(Q0(Dαxu))
1
2
∑
|β|=k
|Dβxu|(Q0(Dβxu))
1
2
≤|Dhxu||Dkxu|
( ∑
|α|=h
Q0(D
α
xu)
) 1
2
( ∑
|β|=k
Q0(D
β
xu)
) 1
2
. (4.4)
In view of (4.4) we get
〈Qξu, ξu〉 ≤
[
|u|(Q0(u)) 12 + |Dxu|
( d∑
i=1
Q0(Diu)
) 1
2
+ |D2xu|
( d∑
i,j=1
Q0(Diju)
) 1
2
+ |D3xu|2
( d∑
i,j,h=1
Q0(Dijhu)
) 1
2
]2
≤w
2
p
τ
(
Q0(u) +
d∑
i=1
Q0(Diu) +
d∑
i,j=1
Q0(Diju) +
d∑
i,j,h=1
Q0(Dijhu)
)
.
Hence, taking Hypotheses 2.1(ii) and 3.1(3)(iii) into account, we can estimate the
“good” terms in the definition of ψτ as follows:
J1(u) ≤
3∑
k=1
[(1 − p)ν + kr0]|Dkxu|2 + (1 − p)ν|D4xu|2. (4.5)
The other terms in the definition of the function ψτ are estimated using Hy-
potheses 3.1(3)(iii), 3.1(3)(v) (where, now, C andK are constants) and the Cauchy-
Schwarz inequality. We get
Q1(ζ) ≤ Cνγ
d∑
i,j=1
|Dhζ||Dijζ| ≤ Cd 32 ν|∇xζ||D2xζ|
≤ Cd
2
4ε
νγ |∇xζ|2 + Cdενγ |D2xζ|2, (4.6)
Q2(ζ) ≤ Kνγ |D2ζ|2, (4.7)
d∑
i,j,h,k,l=1
DhklqijDijζDhklζ ≤ Cd
3
4ε
νγ |D2ζ|2 + Cd2ενγ |D3ζ|2
for any smooth enough function ζ : Rd → R and ε > 0, which shows that
J2(u) ≤Cd
2
4ε
νγ |Dxu|2 +
(
Cεd+
Cd2
2ε
+
Cd3
4ε
+K
)
νγ |D2xu|2
+
(
2Cεd+
3Cd2
4ε
+ εCd2 + 3K
)
νγ |D3xu|2 + 3Cεdνγ |D4xu|2.
Similarly,
B2(ζ) ≤ d
2
4ε1
r|∇xζ|2 + dε1r|D2xζ|2, (4.8)
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i,j,h,k=1
DjhkbiDiuDjhkζ
∣∣∣∣ ≤ d34ε1 r|∇ζ|2 + dε1r|D3ζ|2
for any ζ as above and any ε1 > 0. Hence,
J3(u) ≤ d
2
4ε1
(d+ 1)r|∇xu|2 + dr
(
ε1 +
3d
4ε1
)
|D2xu|2 + 4dε1r|D3xu|2
for any ε1 > 0. Further,
C1(ζ) ≤ 1
4ε2
ζ2 + dε2ρ
2|∇xζ|2, C2(ζ) ≤ d
4ε2
ζ2 + dε2ρ
2|D2ζ|2
ζ
d∑
i,j,h=1
DijhcDijhζ ≤ d
3
4ε2
ζ2 + ε2ρ
2|D3ζ|2
for any smooth enough function ζ : Rd → R and ε2 > 0. It thus follows that
J4(u) ≤d
3 + d+ 1
4ε2
u2 +
(
dε2ρ
2 +
1
2ε2
+
3d
4ε2
)
|∇xu|2 +
(
3dε2ρ
2 +
3
4ε2
)
|D2xu|2
+ (6d+ 1)ε2ρ
2|D3xu|2
≤3d
3
4ε2
u2 +
(
dε2ρ
2 +
5d
4ε2
)
|∇xu|2 +
(
3dε2ρ
2 +
3
4ε2
)
|D2xu|2
+ 7dε2ρ
2|D3xu|2.
Finally, −cτw1−2/p ≤ ‖c‖∞τp/2.
Summing up, from all the previous estimates it follows that we can make non-
negative the coefficient in front of |D4xu|2 by taking ε = (p − 1)ν1−γ0 /(3Cd). With
this choice of ε, we get
ψτ ≤p
{[
(1− p)ν + 3C
2d3
4(p− 1)ν
γ−1
0 ν
γ + r0 + r
d3 + d2
4ε1
+
(
dε2ρ
2 +
5d
4ε2
)]
|∇xu|2
+
[
(1− p)ν+
(p− 1
3
ν1−γ0 +
3C2d3
2(p− 1)ν
γ−1
0 +
3C2d4
4(p− 1)ν
γ−1
0 +K
)
νγ+2r0
+ rd
(
ε1 +
3d
4ε1
)
+
(
3dε2ρ
2 +
3
4ε2
)]
|D2xu|2
+
[
(1−p)ν+
(
2(p− 1)
3
νγ−10 +
3C2d3
4(p− 1)ν
γ−1
0 +
(p− 1)d
3
νγ−10 + 3K
)
νγ
+ 3r0 + 4rε1d+ 7dε2ρ
2
]
|D3xu|2
}
w
1− 2p
τ + (p− 1)c0wτ
+
3pd3
4ε2
u2w
1− 2p
τ + p‖c‖∞τ
p
2 .
Next, we choose ε1 = 3
√
5/10, if d = 1, and ε1 =
√
3d(d+ 1)/4 otherwise (which
is the point where the function x 7→ dmax{(d2 + d)/(4x), (4x2 + 3d)/(8x), 4x/3}
attains its minimum value) and ε2 = 3L/(7d), to get
ψτ ≤p(p− 1)w1−
2
p
τ (c3(p)ν
γ − ν)
3∑
j=1
|Djxu|2 + [(p− 1)c0 + pcd,3]wτ + p‖c‖∞τ
p
2 ,
where cd,3 = 7d
2(5 ∨ 3d2)/(12L), c3(p) = max{Ki,p, i = 1, 2, 3} and
K1,p =
3C2d3
4(p− 1)ν
γ−1
0 +M,
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K2,p =
1
3
(p− 1)ν1−γ0 +
3C2d3(d+ 2)
4(p− 1) ν
γ−1
0 +K + 2M,
K3,p =
1
3
(d+ 2)(p− 1)ν1−γ0 +
3C2d3
4(p− 1)ν
γ−1
0 + 3K + 3M,
M being the constant in Hypothesis 3.1(3)(iv).
Hence, the function wτ satisfies the differential inequalityDtwτ−Awτ ≤ σ3,pwτ+
p‖c‖∞τ p2 in (s,+∞)× Rd, where σ3,p is as in the statement.
Now, we set zτ (t, x) = e
−σ3,p(t−s)(wτ (t, x) − p‖c‖∞τp/2(t − s)), for any (t, s) ∈
(s,+∞)× Rd, and observe that the function zτ solves the problem
Dtzτ (t, x) ≤ Azτ (t, x), t > s, x ∈ Rd,
zτ (s, x) =
( 3∑
k=0
|Dkf(x)|2 + τ
) p
2
, x ∈ Rd.
Then, the maximum principle in [4, Proposition 2.2] implies that,
zτ ≤ G(·, s)(|f |2 + |∇f |2 + |D2f |2 + |D3f |2 + τ)
p
2
in (s,+∞)× Rd, whence estimate (1.7), with k = h = 3, follows letting τ → 0+.
To get (1.7) when h = k = 2, it suffices to apply the previous arguments to
the function wτ = (u
2 + |∇xu|2 + |D2xu|2 + τ)p/2. Arguing as above and taking
ε = (p− 1)ν1−γ0 /(2Cd), we prove that Dtwτ −Awτ ≤ Ψτ , where
Ψτ =p
{[
(1− p)ν + C
2d3
2(p− 1)ν
γ−1
0 ν
γ + r0 + r
d2
4ε1
+
(
dε2ρ
2 +
1
2ε2
)]
|∇xu|2
+
[
(1− p)ν +
(p− 1
2
ν1−γ0 +
C2d3
p− 1ν
γ−1
0 +K
)
νγ
+ 2r0 + ε1rd+ 3dε2ρ
2
]
|D2xu|2
}
w1−
2
p
+
[
(p− 1)c0 + pd
2ε2
]
wτ + p‖c‖∞τ
p
2 ,
Then, we take ε1 =
√
d/2, to minimize the maximum between d2(4ε1)
−1 and ε1d/2,
and ε2 = 2L/(3d). We thus get
Ψτ ≤p
{[
(1− p)ν + C
2d3
2(p− 1)ν
γ−1
0 ν
γ +Mνγ +
3d
4L
]
|∇xu|2
+
[
(1− p)ν +
(p− 1
2
ν1−γ0 +
C2d3
p− 1ν
γ−1
0 +K + 2M
)
νγ
]
|D2xu|2
}
w
1− 2p
τ
+ (p− 1)c0wτ + 3pd
2
4L
u2w
1− 2p
τ + p‖c‖∞τ
p
2 .
Hence, (1.7), with h = k = 2, follows with cd,2 = 3d
2(4L)−1 and
c2(p) = max
{
C2d3νγ−10
2(p− 1) +M,
p− 1
2
ν1−γ0 +
C2d3νγ−10
p− 1 +K + 2M
}
.
Finally, to get (1.7) with h = k = 1, we consider the function wτ = (u
2+|∇xu|2+
τ)p/2 which satisfies the inequality Dtwτ ≤ Awτ +Ψτ , where
Ψτ =p
{[
(1 − p)ν + r0 + r + Cd
2
4ε
νγ + dε2ρ
2
]
|∇xu|2
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+ [(1 − p)ν + Cdενγ ]|D2xu|2
}
w
1− 2p
τ
+
p
4ε2
u2w
1− 2p
τ + (p− 1)c0wτ + p‖c‖∞τ
p
2
for any ε, ε2 > 0. We take ε = (p− 1)ν1−γ0 (Cd)−1 and ε2 = L/d to get
ψτ ≤p
{[
(1− p)ν +
(
C2d3
4(p− 1)ν
γ−1
0 +M
)
νγ
]
|∇xu|2
}
w
1− 2p
τ
+
pd
4L
u2w
1− 2p
τ + (p− 1)c0wτ + p‖c‖∞τ
p
2 .
Thus, (1.7) (with h = k = 1) follows with cd,1 = d/(4L) and c1(p) =
C2d3νγ−10
4(p−1) +M .
Step 2. Here we prove estimate (1.7) for p ∈ (1, 2] in the general case. Just
to fix ideas, we consider the case k = 3. We introduce two sequences (ϑn) and
(ψn) of smooth cut-off functions such that χBn ≤ ϑn ≤ χBn+1 and χ(s+2/n,s+4n) ≤
ψn ≤ χ(s+1/n,s+8n) for any n ∈ N. Without loss of generality, we can assume that
‖Dβϑn‖∞ ≤ C0n−|β| for any |β| ≤ 3 and some positive constant C0. For any
n ∈ N we set cn(t, x) = ψn(t)ϑn(x)c(t, x) for any (t, x) ∈ (s,+∞) × Rd. Clearly
each function cn is bounded. Moreover, |Dηxcn| ≤ ̺n := (1 + C1n−1)̺ for any
n ∈ N, |η| = 1, 2, 3 and some positive constant C1. Note that in view of Hypothesis
3.1(3)(iv) (where, now, L and M are constants) it follows that r0+L3r+L
(n)
3 ̺
2
n ≤
Mνγ in (s,+∞)×Rd, where L(n)3 = L[1 + (C21 + 2C1)n−1]−1. By Step 1 it follows
that the solution un = G
(n)(·, s)f to problem{
Dtun = Tr(QD
2
xun) + 〈b,∇xun〉+ cnun, in (s,+∞)× Rd,
un(s, ·) = f, in Rd,
provided by Lemma 2.2 satisfies the estimate
|D3xun|p ≤ eσ3,p,nG(n)(·, s)
( 3∑
j=0
|Dhf |2
) p
2
(4.9)
in (s,+∞)×Rd, where σ3,p,n is defined by (4.3) with cd,3 being replaced by cd,3,n =
7d2(5 ∨ 3d2)/(12Ln). Note that σ3,p,n converges to σ3,p as n → +∞. By Lemma
4.2 we can let n tend to +∞ in both the side of (4.9) obtaining (1.7).
Step 3. Finally, the case when p > 2 follows easily from the case p = 2. Indeed,
|DkxG(t, s)f |p = (|DkxG(t, s)f |2)
p
2 ≤
[
eσk,2(t−s)G(t, s)
( k∑
j=0
|Djf |2
)] p2
,
for k = 1, 2, 3, and we get (1.7) just observing that (G(t, s)h)p/2 ≤ G(t, s)hp/2, for
any t > s and any nonnegative function h ∈ Cb(Rd). 
Remark 4.4. We stress that the condition |c| ≤ ̺2 in Rd is not needed to prove
(1.7) (with h = k) for nonnegative functions f . Indeed, if f ∈ Cb(Rd) is nonneg-
ative, then the function G(t, s)f is strictly positive in Rd as a consequence of the
strong maximum principle. Hence, for such functions f , we can replace the func-
tion wτ used in the proof of Theorem 4.3 with the function wτ =
(∑k
j=0 |Djxu|2
)p/2
,
which is everywhere positive in (s,+∞)× Rd.
Now, we prove estimate (1.6).
Hypotheses 4.5. The potential term c of the operator A identically vanishes in
I × Rd. Moreover,
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• if k = 1, then the function r0+ C
2d3νγ−10
4(p0−1) ν
γ is bounded from above in I×Rd
for some p0 ∈ (1,+∞), where γ is as in Hypotheses 4.1(k);
• if k = 2, 3, then there exists Mk ∈ R such that r0 + Lkr ≤ Mkνγ , where
Mk is any positive constant and Lk is the same constant as in Hypothesis
3.1(k)(iv).
Theorem 4.6. Let Hypotheses 4.1(k) be satisfied, with condition 3.1(iv) being re-
placed by Hypothesis 4.2(k). Then, estimate (1.6) is satisfied with Γ
(1)
p,k(r) = e
φp,kr
for any p ∈ (1,+∞), if k = 2, 3, and for any p ∈ [p0,+∞), if k = 1, where φp,k
can be explicitly computed (see the proof).
Proof. Since the proof is similar to that of Theorem 4.3 we adopt here the notation
therein introduced and limit ourselves to sketching it when p ∈ (1, 2]. Indeed the
case p > 2 follows from the case p = 2 and the Jensen inequality. We begin with
the case k = 3. For any τ, ε0, ε1, ε > 0 the function wτ = (
∑3
k=1 |Dku|2 + τ)p/2
satisfies the inequality Dtwτ −Awτ ≤ Ψτ in (s,+∞)× Rd, where
Ψτ = p{H (3)1,p (ε0, ε1)|∇xu|2 +H (3)2,p (ε0, ε1, ε)|D2xu|2 +H (3)3,p (ε1, ε)|D3xu|2
+ ((1 − p)ν1−γ + 3Cεd)νγ |D4xu|2}w
1− 2p
τ
and
H
(3)
1,p (ε0, ε1) =
Cd2
4ε0
νγ + r0 + r
d3 + d2
4ε1
(4.10)
H
(3)
2,p (ε0, ε1, ε) = (1−p)ν+
(
Cε0d+
Cd2(2 + d)
4ε
+K
)
νγ+2r0+rd
(
ε1+
3d
4ε1
)
,
(4.11)
H
(3)
3,p (ε, ε1) = (1− p)ν +
(
2Cεd+
3Cd2
4ε
+ εCd2 + 3K
)
νγ + 3r0 + 4rε1d. (4.12)
Choosing ε0 > −Cd2/(4M3) and ε, ε1 as in the proof of Theorem 4.3 we deduce
that
Dtwτ−Awτ ≤ pφp,3
(|∇xu|2+|D2xu|2+|D3xu|2)w1− 2pτ ≤ pφp,3wτ+pφ−p,3τp/2, (4.13)
where φ3,p is the minimum attained by the function (−Cd2/(4M3),+∞) ∋ ε0 7→
max{C (3)1 (p, ε0),C (3)2 (p, ε0),C (3)3 (p)} and C (3)1 (p, ε0) =
(
Cd2
4ε0
+M3
)
νγ0 ,
C
(3)
2 (p, ε0) = sup
Rd
[
(1− p)ν +
(
Cε0d+
3C2d3(2 + d)
4(p− 1) ν
γ−1
0 +K + 2M3
)
νγ
]
,
C
(3)
3 (p) = sup
Rd
[
(1−p)ν+
(
(2 + d)(p− 1)
3
νγ−10 +
9C2d3
4(p− 1)νγ−10
+3K+3M3
)
νγ
]
.
From (4.13) we get (1.6) with k = 3 arguing as in the proof of Theorem 4.3.
To get the claim when k = 2, let consider the function wτ = (
∑2
k=1 |Dku|2+τ)p/2
which satisfies the inequality
Dtwτ −Awτ ≤ p{H1,p(ε0, ε1)(2)|∇xu|2 +H2,p(ε0, ε1, ε)(2)|D2xu|2
+ [(1− p)ν + 2Cεdνγ ]|D3xu|2}w
1− 2p
τ ,
for any ε0, ε1, ε > 0, where H
(2)
1,p (ε0, ε1) is defined as H
(3)
1,p (ε0, ε1), with (d
3 +
d2)/(4ε1) replaced by d
2/(4ε1), and H
(2)
2,p (ε0, ε1, ε) is defined as H
(3)
2,p (ε0, ε1, ε),
with Cd2(2 + d)/(4ε) and ε1 + 3d/(4ε1) replaced, respectively, by Cd
2/(2ε) and
ε1. Taking ε = (p − 1)ν1−γ0 /(2Cd), ε1 =
√
d/2 and ε0 > −Cd2/(4M2) we get
ψτ ≤ pφp,2wτ + pφ−p,2τp/2, where φp,2 is the minimum attained by the function
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(−Cd2/(4M2),+∞) ∋ ε0 7→ max{C (2)1 (p, ε0),C (2)2 (p, ε0)}, C (2)1 (p, ε0) =
(
Cd2
4ε0
+M2
)
νγ0
and
C
(2)
2 (p, ε0) = sup
Rd
[
(1− p)ν +
(
Cε0d+
C2d3
p− 1ν
γ−1
0 +K + 2M2
)
νγ
]
.
Estimate (1.6) with k = 2 follows.
Finally, to prove (1.6) with k = 1, we consider the function wτ = (|∇xu|2+τ)p/2.
In this case we get
Dtwτ −Awτ ≤p
{(
r0 +
Cd2
4ε
νγ
)
|∇xu|2 + [(1 − p)ν + Cdενγ ]|D2xu|2
}
w
1− 2p
τ
in (s,+∞)×Rd, for any ε > 0. We take ε = (p−1)ν1−γ0 (Cd)−1 to getDtwτ−Awτ ≤
pφ1,pwτ in (s,+∞)× Rd for p ≥ p0, where
φ1,p = sup
I×Rd
(
r0 +
C2d3νγ−10
4(p− 1) ν
γ
)
.
Thus, (1.6) follows also in this case. 
Under additional assumptions the above estimates can be proved also for p = 1.
Hypothesis 4.7. The diffusion coefficients qij (i, j = 1, . . . , d) are independent of
x and c ≡ 0 in I ×Rd. Moreover, r0+L′kr is bounded from above in I ×Rd, where
L′1 = r0, L
′
2 = (d/2)
3/2, L′3 = d
√
3(d+ d2)/3.
Theorem 4.8. Under Hypotheses 4.1(k), with Hypothesis 3.1(k)(iv) being replaced
by Hypothesis 4.3(k), estimate (1.6) holds true also with p = 1.
Proof. We first consider the case k = 3. Since the diffusion coefficients are inde-
pendent of x, for any τ > 0 the function wτ = (|∇xu|2 + |D2xu|2 + |D3xu|2 + τ)1/2
satisfies the differential inequality
Dtwτ −Awτ ≤ w−1τ [H (3)1 (ε1)|∇xu|2 +H (3)2 (ε1)|D2xu|2 +H (3)3 (ε1)|D3xu|2],
where
H
(3)
1 (ε1) = r0 + r
d3 + d2
4ε1
, H
(3)
2 (ε1) = 2r0 + rd
(
ε1 +
3d
4ε1
)
,
H
(3)
3 (ε1) = 3r0 + 4rε1dm,
(see (4.10), (4.11) and (4.12)). If we take ε1 =
√
3(d+ d2)/4, then the functions
H
(3)
j are all bounded in I × Rd and estimate (1.6) follows.
On the other hand, to prove (1.6) with k = 2, it suffices to observe that the
function wτ = (|∇xu|2 + |D2xu|2 + τ)1/2 solves the differential equation Dtwτ −
Awτ ≤ w−1τ [H (2)1 (ε1)|∇xu|2+H (2)2 (ε1)|D2xu|2], whereH (1)2 (ε1) is defined asH (3)1 ,
with d3+d2 being replaced by d2 and H
(2)
2 (ε1) is defined asH
(3)
2 , with ε1+3d/(4ε1)
being replaced by ε1. If we take ε1 = (d/2)
1/2, then H
(2)
1 (ε1) and H
(2)
2 (ε1) are
bounded in I × Rd and (1.6) follows also in this case.
Finally, the function wτ = (|∇xu|2 + τ)1/2 satisfies the differential inequality
Dtwτ −Awτ ≤ r0wτ and (1.6) follows also in this case with φ1,1 = r0. 
To conclude this section we complete the proof of estimate (1.7). In the proof of
Theorem 4.11 we will make use of the following result and the following additional
assumption.
Hypothesis 4.9. For any bounded interval J ⊂ I there exists a function ϕJ ∈
C2(Rd), which blows up as |x| → +∞, such that AϕJ ≤ MJ in J × Rd and some
positive constant MJ .
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Clearly, this assumption is stronger than Hypothesis 2.1(iv) and it allows to prove
that, if (fn) ∈ Cb(Rd) is a bounded sequence which converges locally uniformly to
a function f ∈ Cb(Rd), as n → +∞, then G(·, ·)fn converges to G(·, ·)f locally
uniformly in {(s, t) ∈ I × I : s ≤ t} × Rd. As a byproduct of this result, it follows
that the function (s, t, x) 7→ (G(t, s)g)(x) is continuous in {(s, t) ∈ I×I : s ≤ t}×Rd
for any g ∈ Cb(Rd). For further details, we refer the reader to [28, Proposition 3.6,
Theorem 3.7].
Lemma 4.10. The following properties hold true.
(i) Let the sequence (gn) ∈ C((σ, t) × Rd) converge pointwise in (σ, t) × Rd to a
continuous function g : (σ, t) × Rd → R satisfying supn∈N ‖gn(τ, ·)‖∞ < +∞
for any τ ∈ (σ, t). Further, let Gn(t, s) be the evolution operator associated
with the realization in Cb(Bn) of the operator A with homogenous Dirich-
let boundary conditions. Then, Gn(t, ·)gn converges to G(t, s)g pointwise in
(σ, t) × Rd.
(ii) Let (fn) ⊂ Cb(Rd) be a bounded sequence converging to a function f ∈ Cb(Rd),
locally uniformly in Rd. If Hypothesis 4.9 is satisfied, then, G(t, s + 1/n)fn
converges to G(t, s)f , locally uniformly in Rd, for any t > s.
Proof. (i) Since |Gn(t, τ)f | ≤ Gn(t, τ)|f | ≤ G(t, τ)|f | for any function f ∈ Cb(Rd)
(where we have used the fact that for any nonnegative function g ∈ Cb(Rd),
Gn(t, τ)g pointwise increases to G(t, τ)g as n→ +∞), we can estimate
|Gn(t, τ)gn(τ, ·) −G(t, τ)g(τ, ·)|
≤G(t, τ)|gn(τ, ·)− g(τ, ·)|+ |G(t, τ)g(τ, ·) −Gn(t, τ)g(τ, ·)|, (4.14)
for any m ∈ N. Using the representation formula (2.6), it is easy to check that
G(t, τ)|gn(τ, ·) − g(τ, ·)| pointwise converges to zero as n tends to +∞. On the
other hand, the second term in the last side (4.14) vanishes as n → +∞ as it has
been already remarked above. Hence, the assertion follows.
(ii) Note that
|G(t, s+ 1/n)fn −G(t, s)f | ≤|G(t, s+ 1/n)fn −G(t, s+ 1/n)f |
+ |G(t, s+ 1/n)f −G(t, s)f |,
for any n ∈ N. Since G(·, ·)fn converges to G(·, ·)f locally uniformly in {(s, t) ∈
I × I : s ≤ t} × Rd, as recalled above, the first term in the right-hand side of the
previous inequality vanishes locally uniformly in Rd. Also the second term vanishes
locally uniformly in Rd since the function G(·, ·)f is continuous in {(s, t) ∈ I × I :
s ≤ t} × Rd. 
Theorem 4.11. Let Hypotheses 4.1(k) be satisfied for some k ∈ {1, 2, 3}, with the
functions in Hypothesis 3.1(k)(ii) being replaced by two positive constants C1 and
C2. Further, assume that also Hypothesis 4.9 is satisfied. Then, estimate (1.7) is
satisfied for some positive function Γp,k,k−1, which can be explicitly computed (see
the proof ).
Proof. We limit ourselves to proving estimate (1.7) when k = 3, considering first
the case p ∈ (1, 2]. Without loss of generality we can assume that c0 ≤ 0. Indeed,
if this is not the case, it suffices to replace the evolution operator G(t, s) with the
evolution operator e−c0(t−s)G(t, s). We also assume that c is bounded, since if c is
unbounded then it can be approximated by a sequence of smooth functions which
satisfy Hypothesis 4.1(3) (see the proof of Theorem 4.3 for further details).
To simplify the notation, throughout the remaining of the proof, we set um =
Gm(·, s)f and u = G(·, s)f , where, as usual, Gm(t, s) is the evolution operator
associated in C(Bm) with the operator A with homogeneous Dirichlet boundary
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conditions, and f ∈ C2b (Rd). Moreover, for any m ∈ N, we set ϑm(x) = ϑ(m−1|x|),
where ϑ is a smooth cut-off function such that χ[0,1/2] ≤ ϑ ≤ χ[0,1]. Finally,
all the integrals that we consider are to be understood pointwise, i.e., given g ∈
C([a, b]×Rd), by ∫ b
a
g(s, ·)ds we mean the function x 7→ ∫ b
a
g(s, x)ds for any x ∈ Rd.
For any α, β > 0, t > s, δ ∈ (0, 1), m ∈ N, and f ∈ C2b (Rd) we define the function
gδ : [s, t]→ C(Bm) by setting gδ(τ, ·) = Gm(t, τ)(ψm(τ, ·)− δp/2) for any τ ∈ [s, t],
where ψm = (α|um|2 + βϑ2m|∇xum|2 + ϑ4m|D2xum|2 + δ)p/2. Since ψm − δ vanishes
on ∂Bm, taking [1, Theorem 2.3(ix)] into account, we can show that the function
gδ is differentiable in (s, t) and g
′
δ = Gm(t, ·)(Dτψm−A(τ)ψm + c(τ, ·)δp/2), where
Dτψm −Aψm =pψ1−
2
p
m
3∑
i=1
Ji(u) +
p(2−p)
4
〈Qξum , ξum〉ψ
1− 4p
m
+ (p− 1)cψm − pδcψ1−
2
p
m ,
J1(um) = −αQ0(um)− βϑ2m
d∑
i=1
Q0(Dium)− ϑ4m
d∑
i,j=1
Q0(Dijum)
+ βϑ2mB1(um) + 2ϑ
4
m
d∑
i=1
B1(Dium),
J2(um) = βϑ
2
mQ1(um) + 2ϑ
4
m
d∑
i=1
Q1(Dium) + ϑ
4
mQ2(um)
− 4βϑmQ3(um)− 8ϑ3m
d∑
i=1
Q3(Dium) + ϑ
4
mB2(um),
J3(um) = βϑ
2
mC1(um) + 2ϑ
4
m
d∑
i=1
C1(Dium) + ϑ
4
mC2(um),
J4(um) = −β
2
(A0ϑ
2
m)|∇xum|2 −
1
2
(A0ϑ
4
m)|D2xum|2,
ξum = ∇x(α|um|2+βϑ2m|∇xum|2+ϑ4m|D2xum|2), A0 = (A− c), Qi (i = 0, 1, 2), Bj
(j = 1, 2) are defined at the beginning of the proof of Theorem 4.3 and Q3(ζ) =
〈Q∇ϑm, D2ζ∇ζ〉 for any smooth enough function ζ.
Arguing as in the proof of Theorem 4.3 and using the inequality (a + b)2 ≤
(1 + ε)a2 + (1 + ε−1)b2, which holds true for any a, b, ε > 0, we deduce that
〈Qξum , ξum〉
≤(1 + ε)
[
α|um|(Q0(um)) 12 + βϑ2m|∇xum|
( d∑
i=1
Q0(Dium)
) 1
2
+ ϑ4m|D2xum|
( d∑
i,j=1
Q0(Dijum)
) 1
2
]2
+
1 + ε
ε
(βϑm|∇xum|2 + 2ϑ3m|D2xum|2)2Q0(ϑm)
≤(1 + ε)
[
αQ0(um) + βϑ
2
m
d∑
i=1
Q0(Dium) + ϑ
4
m
d∑
i,j=1
Q0(Dijum)
]
ψ
2
p
m
+
1 + ε
ε
(β|∇xum|2 + 4ϑ2m|D2xum|2)(βϑ2m|∇xum|2 + ϑ4m|D2xum|2)Q0(ϑm).
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Further, taking Hypothesis 4.1(3)(ii) and the choice of ϑm into account it can be
easily checked that
[Q0(ϑm)](t, x) =|ϑ′(m−1|x|)|2m−2|x|−2〈Q(t, x)x, x〉
≤C1‖ϑ′‖2∞(1 + |x|2)|x|−1m−2ν(t, x)
≤4‖ϑ′‖2∞C1m−3(1 +m2)ν(t, x) =:
K1
m
ν(t, x),
for any (t, x) ∈ I × Rd and A0(ϑ2m) ≥ −K2ν,
A0(ϑ
4
m) = 2ϑ
2
mA0(ϑ
2
m) + 2Q0(ϑ
2
m) ≥ 2ϑ2mA0(ϑ2m) ≥ −2K2ϑ2mν,
|ϑmQ3(um)| ≤ K3
4ε
ν|∇xum|2 + εK3ϑ2mν|D2xum|2,∣∣∣∣ϑ3m d∑
i=1
Q3(Dium)
∣∣∣∣∣ ≤ K34ε ϑ2mν|D2xum|2 + εK3ϑ4mν|D3xum|2,
in I ×Rd, for any ε > 0, where K2 and K3 are positive constants independent of u
and ε.
Taking all the previous estimates, the fact that c is bounded and nonpositive
and (4.6), (4.7) and (4.8) into account, we conclude that
Dτψm −Aψm ≤
{
β + d
4ε
u2m +K1,ε,p|∇xum|2 +K2,ε,pϑ2m|D2xum|2
+ {[(2−p)(1+ε)−1+8εK3]ν − 2Cεdνγ}ϑ4m|D3xum|2
}
ψ
1− 2p
m
+ p‖c‖∞δψ1−
2
p
m ,
where
K1,ε,p =
[
[(2− p)(1 + ε)− 1]α+ βK2
2
+
βK3
ε
+ (2− p)βK1
m
1 + ε
ε
]
ν
+ β
Cd2
4ε
νγ + βϑ2m
(
r0 + r
d2
4βε
+ dερ2
)
+
1
2ε
,
K2,ε,p =
[
[(2− p)(1 + ε)− 1 + 4εK3]β +K2 + 2K3
ε
+ 4(2− p)K1
m
(
1 +
1
ε
)]
ν
+
(
βCdε+
Cd2
2ε
+K
)
νγ + ϑ2m(2r0 + rεd+ 3dερ
2).
Thanks to Hypothesis 3.1(3)(iv) (where, now, L andM are constants), we can fix ε
sufficiently small such that (2−p)(1+ε)−1+8εK3 < 0 and 2r0+rεd+3dερ2 < 2Mνγ
in I × Rd. Next, we fix β > 1 such that the supremum over I × Rd of K2,ε,p is
negative and r0 + rd
2(4βε)−1 + dερ2 ≤ Mνγ in I × Rd. Finally, we choose α > β
large enough to make negative the supremum over I×Rd of K1,ε,p. As a byproduct,
taking into account that we are assuming that c is bounded, we can determine two
positive constants K1,p and K2,p such that
Dτψm −Aψm ≤−K1,p(|∇xum|2 + |D2xum|2 + |D3xum|2)ϑ4mψ
1− 2p
m
+K2,pu
2
mψ
1− 2p
m + p‖c‖∞δψ1−
2
p
m
and, thus,
g′δ ≤−K1,pGm(t, ·)[(|∇xum|2 + |D2xum|2 + |D3xum|2)ϑ4mψ
1− 2p
m ]
+K2,pGm(t, ·)ψm + p‖c‖∞δGm(t, ·)ψ1−
2
p
m .
22 L. ANGIULI, L. LORENZI
Integrating this inequality over [s+ ε, t− ε] (for ε ∈ (0, (t− s)/2)), pointwise in Rd,
and observing that Gm(t, ·)ψ1−2/pm ≤ δp/2−1G(t, ·)1 ≤ δp/2−1 yield
K1,p
∫ t−ε
s+ε
Gm(t, τ)[(|∇xum(τ, ·)|2 + |D2xum(τ, ·)|2 + |D3xum(τ, ·)|2)ϑ4mψ
1− 2p
m ]dτ
≤Gm(t, s+ ε)ψm(s+ ε, ·) +K2,p
∫ t−ε
s+ε
Gm(t, τ)ψm(τ, ·)dτ + p‖c‖∞δ
p
2 (t− s).
(4.15)
Next, using Lemma 4.10 and the dominated convergence theorem, we let first m
tend to +∞ and then ε tend to 0+ to get4
K1,p
∫ t
s
G(t, τ)[(|∇xu(τ, ·)|2 + |D2xu(τ, ·)|2 + |D3xu(τ, ·)|2)ψ1−
2
p ]dτ
≤G(t, s)ψ(s, ·) +K2,p
∫ t
s
G(t, τ)ψ(τ, ·)dτ + p‖c‖∞δ
p
2 (t− s),
where ψ is defined as ψm, with um being replaced by u. Now, using estimate
(1.7) with h = k = 3, splitting u(t, ·) = G(t, τ)u(τ, ·), from Young and Ho¨lder
inequalities, (2.7) and (2.8), which shows that G(t, τ)|u(τ, ·)|p ≤ G(t, s)|f |p, we
deduce that
e−σ3,p(t−τ)(|∇xu(t, ·)|2 + |D2xu(t, ·)|2 + |D3xu(t, ·)|2)
p
2
≤G(t, τ)
[
(|∇xu(τ, ·)|2 + |D2xu(τ, ·)|2 + |D3xu(τ, ·)|2)
p
2
]
+G(t, τ)|u(τ, ·)|p
≤G(t, τ)
[
(|∇xu(τ, ·)|2 + |D2xu(τ, ·)|2 + |D3xu(τ, ·)|2)
p
2ψ
p
2−1ψ1−
p
2
]
+G(t, s)|f |p
≤
{
G(t, τ)
[
(|∇xu(τ, ·)|2+|D2xu(τ, ·)|2+|D3xu(τ, ·)|2)ψ1−
2
p
]} p
2
(G(t, τ)ψ)1−
p
2
+G(t, s)|f |p
≤p
2
ε
2
pG(t, τ)
[
(|∇xu(τ, ·)|2+|D2xu(τ, ·)|2+|D3xu(τ, ·)|2)ψ1−
2
p
]
+
2− p
2
ε
2
p−2G(t, τ)ψ(τ, ·) +G(t, s)|f |p
(4.16)
for any ε > 0. From now on, we assume that both the constants σ2,p and σ3,p do
not vanish.
Since α > β > 1, arguing as in the proof of Theorem 4.3 it can be shown that
G(t, τ)ψ(τ, ·) ≤G(t, τ){eσ2,p(τ−s)α p2G(τ, s)[(f2 + |∇f |2 + |D2f |2 + δ) p2 ]}
=α
p
2 eσ2,p(τ−s)G(t, s)[(f2 + |∇f |2 + |D2f |2 + δ) p2 ] (4.17)
for any τ ∈ [s, t] and, consequently,∫ t
s
G(t, τ)ψ(τ, ·)dτ ≤ α p2 e
σ2,p(t−s) − 1
σ2,p
G(t, s)[(f2 + |∇f |2 + |D2f |2 + δ) p2 ]. (4.18)
From (4.16) and (4.17) we get
e−σ3,p(t−τ)(|∇xu(t, ·)|2 + |D2xu(t, ·)|2 + |D3xu(t, ·)|2)
p
2
≤p
2
ε
2
pG(t, τ)
[
(|∇xu(τ, ·)|2+|D2xu(τ, ·)|2+|D3xu(τ, ·)|2)ψ1−
2
p
]
+
2− p
2
ε
2
p−2α
p
2 eσ2,p(τ−s)G(t, s)[(f2 + |∇f |2 + |D2f |2 + δ) p2 ] +G(t, s)|f |p.
4We stress that the proof of the uniform estimates in Theorem 3.2, given in [32], shows that
the function in square brackets in (4.15) can be estimated from above by a constant, independent
of m, times (τ − s)−1/2.
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Integrating this inequality in (s, t) and taking (4.15) and (4.18) into account, we
get
1− e−σ3,p(t−s)
σ3,p
(|∇xG(t, s)f |2 + |D2xG(t, s)f |2 + |D3xG(t, s)f |2)
p
2
≤Hp,ε(t− s)G(t, s)[(f2 + |∇f |2 + |D2f |2 + δ)
p
2 ]
+
p2
2K1,p
ε
2
p ‖c‖∞δ
p
2 (t− s) + (t− s)G(t, s)|f |p + 2− p
2
ε
2
p−2α
p
2 δ
p
2 , (4.19)
where
Hp,ε(r) =
p
2K1
ε
2
pα
p
2
(
1 +K2,p
eσ2,pr − 1
σ2,p
)
+
2− p
2
ε
2
p−2α
p
2
eσ2,pr − 1
σ2,p
.
Letting δ tend to 0+ in (4.19) and estimating G(t, s)|f |p ≤ G(t, s)(f2 + |∇f |2 +
|D2f |2)p/2 yield
1− e−σ3,p(t−s)
σ3,p
( 3∑
h=1
|DhxG(t, s)f |2
) p
2
≤[Hp,ε(t− s) + (t− s)]G(t, s)
( 2∑
h=0
|Dhf |2
) p
2
.
Estimate (1.7) follows, with
Γp,2,3(r) =
σp,3
1− e−σp,3r
{[
α
K1
(
1 +Kp,2
eσp,2r − 1
σp,2
)] p
2
(
eσp,2r − 1
σp,2
)1− p2
+ r
}
,
by minimizing over ε > 0. The previous formula holds also in the case when at least
one between σp,2 and σp,3 vanishes, provided one replaces the ratio (e
σr − 1)/σ by
r.
To obtain (1.7) for p > 2 it suffices to write |D3xG(t, s)f |p = (|D3xG(t, s)f |2)
p
2 ,
apply (1.7) with p = 2 and then use (2.8). 
Corollary 4.12. Under the hypotheses of Theorem 4.11, estimate (1.7) holds true
for any h < k − 1.
Proof. The proof follows from applying repeatedly estimate (1.7) with h = k − 1.
For the reader’s convenience, we provide the proof in the case k = 3. For this
purpose, we fix t > s ∈ I, p ∈ (1,+∞), set t1 = (t+ s)/2 and observe that
|D3xG(t, s)f |p =|D3xG(t, t1)G(t1, s)f |p
≤Γ(2)p,2,3
(
t− s
2
)
G(t, t1)
( 2∑
j=0
|DjxG(t1, s)f |2
) p
2
≤Γ(2)p,2,3
(
t− s
2
)
Γ
(2)
p,1,2
(
t− s
2
)
G(t, t1)G(t1, s)
( 1∑
j=0
|Djf |2
) p
2
=Γ
(2)
p,3
(
t− s
2
)
Γ
(2)
p,1,2
(
t− s
2
)
G(t, s)
( 1∑
j=0
|Djf |2
) p
2
and (1.7) follows with h = 1, k = 3 and Γ
(2)
p,1,3(r) = Γ
(2)
p,2,3(r/2)Γ
(2)
p,1,2(r/2).
Finally, to prove (1.7), with h = 0 and k = 3, we fix t > s ∈ I, p ∈ (1,+∞), set
t2 = s+ (t+ s)/3 and observe that
|D3xG(t, s)f |p =|D3xG(t, t2)G(t2, s)f |p
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≤Γ(2)p,2,3
(
t− s
3
)
G(t, t2)
( 2∑
j=0
|DjxG(t2, s)f |2
) p
2
=Γ
(2)
p,2,3
(
t− s
3
)
G(t, t2)
( 2∑
j=0
|DjxG(t2, t1)G(t1, s)f |2
) p
2
=Γ
(2)
p,2,3
(
t− s
3
)
Γp,1,2
(
t− s
3
)
G(t, t1)
( 1∑
j=0
|DjxG(t1, s)f |2
) p
2
≤Γ(1)p,2,3
(
t− s
3
)
Γp,1,2
(
t− s
3
)
Γp,0,1
(
t− s
3
)
G(t, s)|f |p
and (1.7) follows with Γ
(2)
p,0,3(r) = Γ
(1)
p,2,3(r/3)Γ
(2)
p,1,2(r/3)Γ
(2)
p,0,1(r/3). 
Remark 4.13. Even if in this paper we confine ourselves to the study of the op-
erator scalar operator A with coefficients defined in the whole I × Rd, we men-
tion that elliptic operators with unbounded coefficients have been considered also
in unbounded domains. In this case, uniform and pointwise estimates for the
derivatives of the solution of associated Cauchy problem, with Dirichlet, Neumann
and more general homogeneous boundary conditions, have been proved (see e.g.,
[6, 7, 12, 13, 14, 17, 24, 27]). Also in some situations where the elliptic opera-
tor (1.1) is replaced by a system of elliptic operators some gradient estimates are
available (see e.g, [2, 23, 34]).
5. Some consequences of the pointwise estimates of Section 4
If not otherwise specified, throughout this section we assume that c ≡ 0.
The following example, due to J. Pru¨ss, A. Rhandi and R. Schnaubelt, shows
that the Lp-spaces related to the Lebesgue measure do not represent a good setting
where to study the evolution operator G(t, s).
Example 5.1 (Section 2 of [39]). Let A be the one-dimensional elliptic operator
defined by (Aψ)(x) = ψ′′(x) − x|x|εψ′(x) for any x ∈ R and smooth enough func-
tions ψ : R→ R. Let us show that for any p ∈ [1,+∞), λ > 0 and any nonnegative
and not identically vanishing functions f ∈ C∞c (R) the equation λu−Au = f does
not admit solutions in Lp(R). Indeed, fix p, λ and f as above and, by contradic-
tion let assume that the equation λu −Au = f admits a solution u ∈ Lp(R). By
elliptic regularity u belongs to C2(R). Let us prove that u is bounded in R. For
this purpose, we take advantage of the one-dimensional Feller theory (see [20]) as
in Remark 2.3(iii). In this case, the function Q and R are given by
Q(x) = e−
|x|ε+2
ε+2
∫ x
0
e
|t|ε+2
ε+2 dt, R(x) = e
|x|ε+2
ε+2
∫ x
0
e−
|t|ε+2
ε+2 dt, x ∈ R.
A straightforward computation reveals that limx→±∞ x1+ε/2Q(x) = 0. Hence,
Q ∈ L1(R). On the other hand, the function R does not belong to L1(R). This
implies that the equation λu−Au = 0 admits a decreasing solution u1 which tends
to 1 at +∞ and an increasing solution u2 which tends to 1 at −∞ (see [33, Chapter
2]). Clearly, u1 and u2 are linearly independent. Moreover u1 and u2 diverge to +∞
at −∞ and at +∞, respectively. Since the equation λu−Au = f admits a bounded
solution ub ∈ Cb(R)∩C2(R) and any other solution is given by c1u1+ c2u2+ub for
some real constants c1 and c2, if (c1, c2) 6= (0, 0) then the function ub+ c1u1+ c2u2
does not belong to Lp(R). Consequently u = ub, i.e., u is bounded and positive
since ub is.
We now introduce the functions V : R → R and W : R \ {0} → R, defined
by V (x) = x2 and W (x) = ε(2λ)−1 + |x|−ε for x ∈ R and x 6= 0, respectively,
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which satisfy the differential inequalities λV − AV ≥ 0 and λW − AW ≤ 0 in
R \ (−r, r) if r is properly chosen. Since u is bounded and positive, we can fix
β > 0 such that u(±r) ≥ βW (±r). For any δ > 0 the function w = u − βW + δV
satisfies the differential inequality λw−Aw ≥ 0 in R \ (−r, r) and diverges to +∞
as x tends to ±∞. Hence, it admits a nonnegative minimum in R \ (−r, r). Thus,
u − βW + δV ≥ 0 in R \ (−r, r) for any δ > 0 and letting δ tend to 0+ yields
u ≥ βW . Since W /∈ Lp(R) the function u does not belong to Lp(R) as well and
the contradiction follows.
Remark 5.2. Sufficient conditions for the evolution G(t, s) to preserve Lp(Rd) are
obtained in [4] and, in the case when c ≡ 0 (as we are assuming in this section), they
require, besides Hypothesis 2.1(i)-(ii), that one of the following set of conditions is
satisfied:
(a) the coefficients qij and bj (i, j = 1, . . . , d) are differentiable in I×Rd with respect
to the spatial variables, the weak derivatives Dijqij exist in I × Rd for any i, j
as above and the function β : I ×Rd → Rd defined by βi = bi−
∑d
j=1Dijqij for
any i = 1, . . . , d is such that divxβ ≥ −K0 in I ×Rd for some positive constant
K0;
(b) the coefficients qij are differentiable in I × Rd with respect to the spatial vari-
ables, the function ν(t, ·) in Hypothesis 2.1(i) is measurable for any t ∈ I, and
the function |β|2 is controlled from above by a constant K1 times the function
ν.
In the first case, G(t, s) preserves Lp(Rd) for any t > s ∈ I and p ∈ [1,+∞),
whereas the second set of conditions guarantee that Lp(Rd) is preserved by the
action of the evolution operator if p ∈ (1,+∞).
On the other hand, the evolution operator G(t, s) enjoys good properties in the
Lp-spaces related to the tight (5) evolution system of measures. The existence of such
measures can be proved under the following set of hypotheses, which we assume
throughout this section, if not otherwise mentioned.
Hypothesis 5.3. Hypotheses 2.1(i)-(ii) are satisfied and there exists a nonnegative
function ϕ ∈ C2(Rd), which blows up as |x| → +∞, such that Aϕ ≤ a1 − a2ϕ in
[t0,+∞)× Rd for some positive constants a1, a2 and t0 ∈ I.
Under Hypothesis 5.3 in [28] it has been proved that there exists a tight evolution
system of measures {µt : t ∈ I} associated to the evolution operator G(t, s). The
invariance property (1.4) and formula (2.8) show that∫
Rd
|G(t, s)f |pdµt ≤
∫
Rd
G(t, s)|f |pdµt =
∫
Rd
|f |pdµs
for any f ∈ Cb(Rd), p ∈ (1,+∞) and I ∋ s < t. The density of C∞b (Rd) (and, hence,
Cb(R
d)) in Lp(Rd, µs), allows us to extend each operator G(t, s) with a contraction
from Lp(Rd, µs) into L
p(Rd, µt).
Remark 5.4. Note that the operator considered in Example 5.1 satisfies the previ-
ous hypothesis. Indeed, if one take as ϕ the function defined by ϕ(x) = x2 for any
x ∈ R, one easily realizes that Aϕ(x) = 2 − 2x2+ε for any x ∈ R and it is easy to
check that there exist two positive constants a1 and a2 such that Aϕ ≤ a1 − a2ϕ in
R. Hence, Hypothesis 5.3 are weaker than those in [4], which guarantee that G(t, s)
preserves Lp(Rd).
5A set of Borel measures {µt : t ∈ I} in Rd is tight if for every ε > 0 there exists ρ > 0 such
that µt(Rd \Bρ) ≤ ε, for every t ∈ I.
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In this section, we illustrate remarkable properties enjoyed by the evolution
operator G(t, s) in the Lp-spaces related to evolution systems of measures, which
are consequences of the pointwise estimates of the previous section. To begin with,
we consider the following result.
Proposition 5.5. Under the same hypotheses as in Theorems 4.3 and 4.11 the
following assertions hold true.
(i) If the operator G(t, s) is bounded 6 in L1(Rd) for any t > s ∈ I, then it
is bounded from W θ1,p(Rd) to W θ2,p(Rd), for any 0 ≤ θ1 ≤ θ2 ≤ k, p ∈
(1,+∞), t > s ∈ I and ‖G(t, s)‖L(W θ1,p(Rd),W θ2,p(Rd)) ≤ Cθ1,θ2,p(s, t) for
any θ1, θ2, p, k, t and s as above and some positive function Cθ1,θ2,p, explicitly
determined in the proof;
(ii) each operator G(t, s) is bounded from W θ1,p(Rd, µs) to W
θ2,p(Rd;µt), for any
p ∈ (1,+∞), θ1, θ2 ∈ {0, . . . , k}, with θ1 ≤ θ2, t > s ∈ I and
‖G(t, s)‖L(W θ1,p(Rd,µs),W θ2,p(Rd,µt)) ≤ C˜θ1,θ2,p(t− s), t > s ∈ I,
for any p, θ1, θ2 as above and some positive function C˜θ1,θ2,p : (0,+∞)→ (0,+∞)
which can be explicitly computed (see the proof ).
Proof. (i) We set cα,β,q(s, t) = ‖G(t, s)‖L(Wα,q(Rd),Wβ,q(Rd)) for any I ∋ s < t,
0 ≤ α ≤ β and q ∈ [1,+∞). By assumptions c0,0,1(s, t) is finite for any s and t as
above. By interpolation, from (2.1) we deduce that also c0,0,p(s, t) is finite for any
t > s ∈ I, p ∈ (1,+∞) and c0,0,p(s, t) ≤ (c0,0,1(s, t))1/p.
Now, fix k as in the statement of Theorem 4.11. Integrating estimate (1.7) (with
h = 0) in Rd with respect to the Lebesgue measure and using the density of C∞c (R
d)
in W k,p(Rd), we get
c0,k,p(s, t) ≤ |c0,0,1(s, t)|
1
p
[ k∑
j=1
(Γ
(2)
p,0,j(t− s))
1
p + 1
]
for any t > s ∈ I, p ∈ (1,+∞). Moreover, even from (1.7) it follows that
‖DhxG(t, s)f‖Lp(Rd)
≤(Γ(2)p,h,h(t− s))
1
p (c0,0,1(t− s))
1
p
(∫
Rd
( h∑
j=0
|Djf |2
) p
2
dx
) 1
p
≤(Γ(2)p,h,h(t− s))
1
p (c0,0,1(t− s))
1
p max
{
2
1
2− 1p , 1
}(∫
Rd
h∑
j=0
|Djf |pdx
) 1
p
≤(Γ(2)p,h,h(t− s))
1
p (c0,0,1(t− s))
1
p max
{
2
1
2− 1p , 1
}‖f‖Wh,p(Rd)
for any h ∈ {1, . . . , k}, t > s ∈ I, p ∈ (1,+∞). Hence,
ck,k,p(s, t) ≤ |c0,0,1(s, t)|
1
p max
{
2
1
2− 1p , 1
}[ k∑
h=1
(Γ
(2)
p,h,h(t− s))
1
p + 1
]
.
The claim is thus proved for (θ1, θ2) = (0, k) and (θ1, θ2) = (k, k). The remain-
ing cases follow by interpolation, taking into account that for any θ ∈ (0, 1)
and p ∈ [1,+∞), W (1−θ)θ1+θθ2,p(Rd) = (W θ1,p(Rd),W θ2,p(Rd))θ,p with equiva-
lence of the respective norms (see [40, Theorem 2.4.1(a)]). More precisely, since
G(t, s) belongs to L(Lp(Rd),W k,p(Rd)) ∩ L(W k,p(Rd)), it follows that G(t, s) ∈
L(W θ1,p(Rd),W k,p(Rd)) for any θ1 ∈ (0, k) and
cθ1,k,p(s, t) ≤ (c0,k,p(s, t))1−θ1/k(ck,k,p(s, t))θ1/k
6which is the case under conditions (a) in Remark 5.2
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for any I ∋ s < t. Moreover, since G(t, s) ∈ L(Lp(Rd)) ∩ L(W k,p(Rd)) for any
t > s ∈ I, G(t, s) is bounded from W θ1,p(Rd) into itself and
cθ1,θ1,p(s, t) ≤ (c0,0,p(s, t))1−
θ1
k (ck,k,p(s, t))
θ1
k , I ∋ s < t.
Finally, using the fact that G(t, s) ∈ L(W θ1,p(Rd)) ∩ L(W θ1,p(Rd),W k,p(Rd)), we
conclude that G(t, s) ∈ L(W θ1,p(Rd),W θ2,p(Rd)) for any 0 ≤ θ1 ≤ θ2 ≤ k and
cθ1,θ2,p(s, t) ≤ (cθ1,θ1,p(s, t))(k−θ2)/(k−θ1)(cθ1,k,p(s, t))(θ2−θ1)/(k−θ1) for any t > s ∈
I. The claim follows.
(ii) The proof is obtained immediately integrating the pointwise estimates (1.7),
taking the invariance property of the evolution system {µt : t ∈ I} into account
and arguing as in (i). We get C˜0,0,p(r) = 1,
C˜h,h,p(r) = max
{
2
1
2− 1p , 1
} h∑
j=1
(Γ
(2)
p,j,j(r))
1
p + 1, h ≥ 1;
C˜h,k,p(r) = max
{
2
1
2− 1p , 1
}h k∑
j=0
(Γ
(2)
p,h,j(r))
1
p + 1, h = 0, 1;
C˜2,3,p(r) = C1,1,p(r) + max
{
2
1
2− 1p , 1
} 3∑
j=2
(Γ
(2)
p,2,2(r))
1
p + 1. 
Remark 5.6. Under conditions (a) in Remark 5.2, the functions c0,0,p(s, t), p ≥ 1
in the proof of Proposition 5.5, are explicit. More precisely c0,0,p(s, t) = e
K0(t−s)/p.
Whenever the uniform estimate
‖∇xG(t, s)f‖∞ ≤ eσ∞(t−s)‖f‖C1b(Rd), t > s ∈ I, f ∈ C
1
b (R
d), (5.1)
holds true for some negative constant σ∞, the tight evolution system of measures
is unique, as the following Proposition 5.7 shows. Note that Theorem 4.3 provides
us with a sufficient condition for (5.1) to hold.
In the rest of this section we denote by fs the average of f with respect to the
measure µs, i.e.,
fs =
∫
Rd
fdµs, s ∈ I.
Proposition 5.7. If (5.1) holds true, then the tight evolution system of measures
associated to G(t, s) is unique.
Proof. We fix s ∈ I, f ∈ C1b (Rd), set rt = e−σ∞t/2, for any t ≥ s, and observe that,
for any t > s and x ∈ Rd,
|(G(t, s)f)(x) − f s| =
∣∣∣∣ ∫
Rd
[(G(t, s)f)(x) −G(t, s)f ]dµt
∣∣∣∣
≤
∫
Brt
|(G(t, s)f)(x) −G(t, s)f |dµt
+
∫
Rd\Brt
|(G(t, s)f)(x) −G(t, s)f |dµt
≤‖∇xG(t, s)f‖∞
∫
Brt
|x− y|dµt + 2‖f‖∞µt(Rd \Brt)
≤eσ∞(t−s)‖∇f‖∞
(
|x|+
∫
Brt
|y|dµt
)
+ 2‖f‖∞µt(Rd \Brt).
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Hence, ‖G(t, s)f − f s‖Cb(BR) ≤ eσ∞(t−s)R‖∇f‖∞ +H(s, t, f) for any t > s, where
H(s, t, f) := e(σ∞t−2s)/2‖∇f‖∞+2‖f‖∞µt(Rd\Brt). The tightness of the measures
{µt : t ∈ I} shows that µt(Rd \ Brt) tends to 0 as t → +∞ and, consequently,
‖G(t, s)f − f s‖Cb(BR) vanishes as t→ +∞ for any R > 0.
Using this result, we can conclude the proof. Indeed, assume by contradiction
that there exists another tight evolution system of measures {νs : s ∈ I} associated
to G(t, s). Then, for any f ∈ C∞c (Rd), the average of f with respect to µs and
to νs coincide for every s. Since the characteristic function of a Borel set A is the
almost everywhere limit of a sequence of functions in C∞c (R
d), by the dominated
convergence theorem, we conclude that µs(A) = νs(A) for every s ∈ I and, thus,
the two evolution systems of measures actually coincide. 
Remark 5.8. By the results in [16] each measure µt is absolutely continuous with
respect to the Lebesgue measure. More precisely, there exists a continuous function
ρ : I × Rd → R such that dµt = ρ(t, ·)dx.
5.1. Logarithmic Sobolev inequalities and summability improving prop-
erties. The so-called logarithmic Sobolev inequality (1.8) is crucial in the study of
the evolution operator G(t, s) in the Lp-spaces related to the tight evolution system
of measures {µt : t ∈ I}. These estimates, proved firstly in 1975 by Gross for the
Gaussian measures, represent the counterpart of the Sobolev embedding theorems
which fail in general when the measure is not the Lebesgue measure.
Example 5.9. Let µ be the one-dimensional Gaussian measure, whose density
with respect to the Lebesgue measure is the function ψ : R → R, defined by
ψ(x) = 1√
2pi
e−x
2/2 for any x ∈ R. For any ε > 0, the function fε(x) = ex2/(4ε)
belongs to W 1,2(R, µ) but it does not belong to L2+ε/2(R). Hence, no embeddings
of W 1,2(R, µ) into Lq(R, µ) exist if q > 2. We note that µ is the invariant measure
of the semigroup associated with the Ornstein-Uhlenbeck operatorA = Dxx−xDx.
The logarithmic Sobolev inequality (1.8) yields some relevant results as the next
proposition shows.
Proposition 5.10. Assume that (1.8) is satisfied. Then, the following assertions
hold true.
(i) W 1,p(Rd, µs) is compactly embedded in L
p(Rd, µs) for any p ∈ [2,+∞) and
s ∈ I;
(ii) for any t > s and p ∈ (1,+∞), G(t, s) is a compact operator from Lp(Rd, µs)
into Lp(Rd, µt);
(iii) The Poincare´ inequality ‖f − f s‖L2(Rd,µs) ≤ 2−1C2‖∇f‖L2(Rd,µs) holds true
for any f ∈ W 1,2(Rd, µs) and s ∈ I.
Proof. (i) Fix p ≥ 2. The logarithmic Sobolev inequality implies that, for any
s ∈ I, the ‖f‖Lp(Rd\BR,µs) vanishes as R → +∞, uniformly with respect to f in
the closed unit ball of W 1,p(Rd, µs). Indeed, for any f ∈ W 1,p(Rd, µs) and k ∈ N,
introduce the set Ek = {x ∈ Rd : |f(x)| ≤ k} and observe that the logarithmic
Sobolev inequality (1.8) (which can be extended by density to any function in
W 1,p(Rd, µs)) and Ho¨lder inequality show that
‖f‖p
Lp(Rd\BR,µs) =
∫
Ek∩(Rd\BR)
|f |pdµs +
∫
Rd\(BR∪Ek)
|f |pdµs
≤kpµs(Rd \BR) + 1
log(k)
∫
Rd
|f |p log(|f |)dµs
≤kpµs(Rd \BR)
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+
1
log(k)
[
‖f‖p
Lp(Rd,µs)
log(‖f‖Lp(Rd,µs))+
Cp
p
‖f‖W 1,p(Rd,µs)
]
.
Hence, ‖f‖Lp(Rd\BR,µs) ≤ kpµs(Rd \BR)+M(log(k))−1 for any R, k > 0 and some
positive constant M , if ‖f‖W 1,p(Rd,µs) ≤ 1. Letting first R and, then, k tend to
+∞, the claim follows.
To conclude the proof, it suffices to show that, for any R > 0, the set {f|BR :
f ∈ W 1,p(Rd, µs), ‖f‖W 1,p(Rd,µs) ≤ 1} is totally bounded in Lp(BR, µs), but this
follows straightforwardly, from observing that the measure µs is absolutely contin-
uous with respect to the Lebesgue measure and its density is a positive continuous
functions. This shows that Lp(BR) = L
p(BR, µs), with equivalence of the cor-
responding norms, and the Rellich-Kondrakov theorem shows that W 1,p(BR) is
compactly embedded into Lp(BR).
(ii) The proof follows from (i), if p ≥ 2, recalling that each operator G(t, s) is
bounded from Lp(Rd, µs) into W
1,p(Rd, µs) (see Proposition 5.5) To prove it for
p ∈ (1, 2) it suffices to apply Stein interpolation theorem (see [18, Thm. 1.6.1])
taking into account that G(t, s) is bounded from L1(Rd, µs) into L
1(Rd, µt), for
any t > s ∈ I.
(iii) By the density of C1b (R
d) in W 1,2(Rd, µs), it suffices to prove the Poincare´
inequality for functions in C1b (R
d). Moreover it is not restrictive to assume that
f s = 0. Indeed, once the Poincare´ inequality is proved for functions with zero
average with respect to µs, applying it to the function f − fs, we get it in the
general case.
The proof of the Poincare´ inequality for functions f ∈ C1b (Rd) with f s = 0 follows
from applying the logarithmic Sobolev inequality (with p = 2) to the function 1+εf
(ε > 0), then dividing both sides by ε and letting ε→ 0+. 
Remark 5.11. The Poincare´ inequality can be proved also for p > 2 and some
positive constant C˜p. A classical proof can be found for example in [19, Theorem
5.8.1] and is based on the compact embedding of W 1,p(Rd, µs) into L
p(Rd, µs) for
p ≥ 2. On the other hand, another approach relies on an iterative procedure which
starts from the case p = 2. Differently from the first approach, the second one,
adopted in [8], allows to control how C˜p depends on s.
A sufficient condition for the logarithmic Sobolev inequality to hold is proved in
[8]. The main tool of the proof is the pointwise gradient estimate
|(∇xG(t, s)f)(x)| ≤ eσ1(t−s)(G(t, s)|∇f |)(x), t > s, x ∈ Rd, f ∈ C1b (Rd),
(5.2)
for some σ1 < 0. Whenever (5.2) holds, estimate (5.1) is satisfied with σ∞ = σ1.
Hence, there exists a unique tight evolution system of measures. In the rest of the
section, we always deal with such an evolution system of measures.
Theorem 5.12 (Theorem 3.3 of [8]). Suppose that the diffusion coefficients of the
operator A are independent of x and bounded. Further, suppose that 〈Jacxb(t, x)ξ, ξ〉 ≤
r0|ξ|2 for any t ∈ I, x, ξ ∈ Rd and some negative constant r0. Then, estimate (5.2)
holds true for any f ∈ W 1,p(Rd, µs), p ∈ (1,+∞), s ∈ I, with σ1 = r0, estimate
(1.8) holds true with Cp = (2|r0|)−1p2Λ0, where Λ0 denotes the supremum over I
of the maximum eigenvalue of the matrix Q(t).
Under the assumptions of Theorem 5.12, which we assume as standing assump-
tions in the rest of this subsection, it can be proved a first summability improving
result of the evolution operator G(t, s).
Theorem 5.13 (Theorem 4.1 of [8]). Under the assumptions of Theorem 5.12 the
evolution operator G(t, s) is hypercontractive, i.e., for any p, q ∈ (1,+∞), with
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p < q, the operator G(t, s) is a contraction from Lp(Rd, µs) into L
q(Rd, µt) if
t ≥ s+ Λ02ν0|r0| log
(
q−1
p−1
)
.
It is also interesting to study some stronger summability improving properties
of the evolution operator G(t, s). These stronger summability improving properties
are:
• supercontractivity: G(t, s) is bounded from Lp(Rd, µs) into Lq(Rd, µt) for
any q > p > 1 and t > s ∈ I;
• ultraboundedness: G(t, s) is bounded from Lp(Rd, µs) into Cb(Rd) for any
p ∈ (1,+∞) and t > s ∈ I;
• ultracontractivity: G(t, s) is bounded from L1(Rd, µs) into Cb(Rd) for any
t > s ∈ I;
The following theorem shows that the supercontractivity is equivalent to the
occurrence of a one-parameter family of logarithmic Sobolev inequalities and to an
integrability property of the Gaussian functions ϕλ : R
d → R, defined by ϕλ(x) :=
eλ|x|
2
for any x ∈ Rd and λ > 0 with respect to the measures µs (s ∈ I).
Theorem 5.14 (Theorems 3.1 & 3.7 of [5]). The following facts are equivalent.
(i) The evolution operator G(t, s) is supercontractive.
(ii) The inequality∫
Rd
|f |p log(|f |)dµs − ‖f‖pLp(Rd,µs) log(‖f‖Lp(Rd,µs))
≤εp
2
∫
Rd
|f |p−2|∇f |2dµs + 2β(ε)
p
‖f‖p
Lp(Rd,µs)
holds true for every f ∈ W 1,p(Rd, µs), s ∈ I, p > 1, ε > 0 and some positive
decreasing function β : (0,+∞)→ (0,+∞) which blows up as ε→ 0+.
(iii) The function ϕλ belongs to L
1(Rd, µs) for any λ > 0 and s ∈ I. Moreover,
sup{‖ϕλ‖L1(Rd,µs) : s ∈ I} < +∞ for any λ > 0.
On the other hand, the ultraboundedness can be characterized as follows.
Theorem 5.15 (Theorem 4.5 of [5]). The evolution operator G(t, s) is ultra-
bounded, if and only if for every λ > 0 and t > s the function G(t, s)ϕλ belongs
to Cb(R
d) and, for any δ, λ > 0, there exists a positive constant Kδ,λ such that
‖G(t, s)ϕλ‖∞ ≤ Kδ,λ for any t > s ∈ I.
Remark 5.16. (i) A sufficient condition for the supercontractivity of the evo-
lution operator G(t, s) is the existence of a positive constant K such that
〈b(t, x), x〉 ≤ −K|x|2 log |x| for any t ∈ I and x large enough. This condition is
quite sharper. Indeed, the autonomous operator (Aζ)(x) = ∆ζ(x)−〈x,∇ζ(x)〉
does not satisfy it and it is well known that the associated Ornstein-Uhlenbeck
semigroup is not supercontractive with respect to the Gaussian invariant mea-
sure dµ(x) = (2π)−d/2e−|x|
2/2dx as proved in [38].
(ii) In order to prove that the evolution operator G(t, s) is ultrabounded it suf-
fices to assume that there exist K1 > 0 and α > 1 such that 〈b(t, x), x〉 ≤
−K1|x|2(log |x|)α for any t ∈ I and x large enough. Also this condition is
rather sharp. Indeed in [25], the authors show that the semigroup associated
with the operator A = ∆ − 〈∇Φ,∇〉 is not ultrabounded in the Lp-spaces
related to the invariant measure dµ = ‖e−Φ‖−11 e−Φdx, if Φ(x) ∼ |x|2 log |x|.
An equivalent characterization of the ultracontractivity is not available in the
literature, at the best of our knowledge. On the other hand a sufficient condition
is given by the following theorem.
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Theorem 5.17. Suppose that 〈b(t, x), x〉 ≤ −K2|x|γ for any t ∈ I, |x| ≥ R and
some positive constants K2, R and γ > 2. Then, the evolution operator G(t, s) is
ultracontractive.
5.2. Long-time behaviour of G(t, s)f . This last subsection is devoted to present
some result on the asymptotic behaviour of G(t, s)f as t → +∞. As the proof of
Proposition 5.7 shows, G(t, s)f converges to fs locally uniformly in R
d as t→ +∞
for any f ∈ C1b (Rd), provided that the gradient estimate (5.1) is satisfied. In such
a case, one can also infer that ‖G(t, s)f − f s‖Lp(Rd,µs) vanishes as t→ +∞ for any
f ∈ Lp(Rd, µs) and s ∈ I, using the above local uniform convergence, the density
of C1b (R
d) into Lp(Rd, µs) and the uniform boundedness (with respect to s and t of
‖G(t, s)‖L(Lp(Rd,µs),Lp(Rd,µt)) and of the operator f 7→ f s from Lp(Rd, µs) into R.
Actually we can be more precise on the decay rate to 0 of the previous norm
when some additional conditions are satisfied. For any p ∈ [1,+∞), we introduce
the sets Ap and Bp defined as follows:
• Ap is the set of all ω ∈ R such that
‖G(t, s)f −ms(f)‖Lp(Rd,µt) ≤Mp,ωeω(t−s)‖f‖Lp(Rd,µs)
for any f ∈ Lp(Rd, µs), any I ∋ s < t and some positive constant Mp,ω;
• Bp is the set of all ω ∈ R such that
‖∇xG(t, s)f‖Lp(Rd,µt) ≤ Np,ωeω(t−s)‖f‖Lp(Rd,µs)
for any f ∈ Lp(Rd, µs), any I ∋ s < t, such that t − s ≥ 1, and some
positive constant Np,ω.
Theorem 5.18 (Theorem 5.3 of [8]). The following facts are true:
(i) suppose that G(t, s) is bounded from Lp0(Rd, µs) into W
1,p0(Rd, µt) and
‖∇xG(t, s)f‖Lp0(Rd,µt) ≤ C1(t− s)‖f‖Lp0(Rd,µs)
for any f ∈ Lp0(Rd, µs), t > s ∈ I, some p0 ∈ (1,+∞) and a positive function
C1 : (0,+∞)→ (0,+∞). Then, Ap0 ⊂ Bp0 .
(ii) if the evolution operator G(t, s) is hypercontractive, then the sets Ap is inde-
pendent of p ∈ (1,+∞);
(iii) if the evolution operator G(t, s) is hypercontractive and G(t, s) is bounded from
Lp(Rd, µs) into W
1,p(Rd, µt) and
‖∇xG(t, s)f‖Lp(Rd,µt) ≤ C2(t− s)‖G(t, s)|∇f |‖Lp(Rd,µs)
for7 any f ∈ Lp(Rd, µs), any p ∈ (1,+∞) and some positive and locally
bounded function C2 : (0,+∞)→ (0,+∞), then the sets Bp are independent
of p ∈ (1,+∞);
(iv) if the assumptions in (i) are satisfied for any p ∈ (1,+∞) as well as the
assumptions in (iii) and, in addition, the Poincare´ inequality holds true, then
Ap = Bp, for any p ∈ (1,+∞).
Proof. (i) Let p0 be as in the statement, fix ω ∈ Ap0 , s, t ∈ I with t − s ≥ 1, and
f ∈ Lp0(Rd, µs) with f s = 0. Splitting G(t, s)f = G(t, t− 1)G(t− 1, s)f and using
the estimate in the statement, we get
‖∇xG(t, s)f‖Lp0(Rd,µt) =‖∇xG(t, t− 1)G(t− 1, s)f‖Lp0(Rd,µt)
≤C1(1)‖G(t− 1, s)f‖Lp0(Rd,µt−1)
≤C1(1)Mp0,ωeω(t−s)‖f‖Lp0(Rd,µs).
7In view of Theorem 4.6, this condition is satisfied if r0ν−γ diverges to −∞ as |x| → +∞,
uniformly with respect to t ∈ I.
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If fs 6= 0, the previous estimate follows with C1(1) being replaced by 2C1(1),
just applying the above estimate to f − fs and noting that ‖f − f s‖Lp0(Rd,µs) ≤
2‖f‖Lp0(Rd,µs). Hence, ω ∈ Bp0 , so that Ap0 ⊂Bp0 .
(ii) We fix p1, p2 ∈ (1,+∞), such that 1 < p1 < p2, and ω ∈ Ap1 . Moreover, we
take τ > 0 such that p2 = e
2η0|r0|Λ−1τ (p1− 1)+1. If t > τ + s, then, from Theorem
5.13 it follows that G(t, t − τ) is a contraction from Lp1(Rd, µt−τ ) to Lp2(Rd, µt).
Thus, using the evolution law, the hypercontractivity of the evolution operator and
recalling that G(t− τ, s)1 = 1, we get
‖G(t, s)f − f s‖Lp2(Rd,µt) =‖G(t, t− τ)(G(t − τ, s)f − fs)‖Lp2(Rd,µt)
≤‖G(t− τ, s)f − f s‖Lp1(Rd,µt−τ )
≤Mp1,ωe−ωτeω(t−s)‖f‖Lp1(Rd,µs)
for any f ∈ Lp2(Rd, µs) ⊂ Lp1(Rd, µs), t > s+ τ and some positive constant Mp1,ω,
independent of f , where τ is as above. Hence, we get ‖G(t, s)f − f s‖Lp2(Rd,µt) ≤
Mp1,ωe
−ωτeω(t−s)‖f‖Lp2(Rd,µs) for any f ∈ Lp2(Rd, µs) and any t > s + τ . This
inequality can be extended to any t ∈ (s, s+τ), up to possibly changing the constant
Mp1,ω, recalling that G(t, s) is a contraction from L
p2(Rd, µs) into L
p2(Rd, µt) and
|f s| ≤ ‖f‖Lp2(Rd,µs) for any t > s ∈ I .
Viceversa, fix ω ∈ Ap2 and f ∈ Lp1(Rd, µs). By the definition of the evolution
systems of measures it follows easily that (G(r, s)f)r = f s for any r > s. Moreover,
since ‖ · ‖Lp1(Rd,µs) ≤ ‖ · ‖Lp2(Rd,µs), using the hypercontractivity of the evolution
operator G(t, s), we can estimate
‖G(t, s)f − fs‖Lp1(Rd,µt)
≤‖G(t, s+ τ)G(s + τ, s)f − (G(s+ τ, s)f)s+τ‖Lp2(Rd,µt)
≤Mp2,ωeω(t−s−τ)‖G(s+ τ, s)f‖Lp2(Rd,µs+τ )
≤Mp2,ωeω(t−s−τ)‖f‖Lp1(Rd,µs),
for some positive constant Mp2,ω and any t > s + τ . As above, this is enough
to infer that ω ∈ Ap1 . Summing up, we have proved that Ap1 = Ap2 for any
1 < p1 < p2 < +∞ and, consequently, that Ap is independent of p ∈ (1,+∞).
(iii) Fix 1 < p1 < p2 < +∞, ω ∈ Bp1 and t ≥ s + τ + 1, where τ is as above.
From (5.2) we can estimate
‖∇xG(t, s)f‖Lp2(Rd,µt) =‖∇xG(t, t− τ)G(t − τ, s)f‖Lp2(Rd,µt)
≤C2(τ)‖G(t, t − τ)|∇xG(t− τ, s)f |‖Lp2(Rd,µt)
≤C2(τ)‖∇xG(t− τ, s)f‖Lp1(Rd,µt−τ )
≤Np1,ωC2(τ)eω(t−s−τ)‖f‖Lp1(Rd,µs)
≤Np1,ωC2(τ)e−τωeω(t−s)‖f‖Lp2(Rd,µs)
for any f ∈ C1b (Rd) and some positive constant Np1,ω, independent of f , s and t.
The density of C1b (R
d) into Lp2(Rd, µs) allows to extend the previous estimate to
any f ∈ Lp2(Rd, µs). Again, splitting ∇xG(t, s)f = ∇xG(t, t− 1)G(t− 1, s)f , using
estimate (5.2) and the contractivity of G(t−1, s) from Lp2(Rd, µs) to Lp2(Rd, µt−1)
we cover also the case t ∈ (s+ 1, s+ 1 + τ). Hence, ω ∈ Bp2 .
Viceversa, suppose that ω ∈ Bp2 and t ≥ s+ τ + 1. Then,
‖∇xG(t, s)f‖Lp1(Rd,µt) ≤‖∇xG(t, s)f‖Lp2(Rd,µt)
=‖∇xG(t, s+ τ)G(s + τ, s)f‖Lp2(Rd,µt)
≤Np2,ωeω(t−s−τ)‖G(s+ τ, s)f‖Lp2(Rd,µs+τ )
ON THE ESTIMATES OF THE DERIVATIVES OF SOLUTIONS 33
≤Np2,ωe−ωτeω(t−s)‖f‖Lp1(Rd,µs)
for some positive constant Np2,ω, independent of f ∈ Lp1(Rd, µs), s and t. This
is enough to infer that ω ∈ Bp1 . We have so proved that Bp1 = Bp2 for any
1 < p1 < p2 < +∞ and this implies that Bp is independent of p ∈ (1,+∞).
(iv) In view of (i)-(iii), to prove that Ap = Bp for any p ∈ (1,+∞), it suffices
to show that B2 ⊂ A2. Fix ω ∈ B2, s, t ∈ I, with t − s ≥ 1 and f ∈ L2(Rd, µs).
Applying the Poincare´ inequality (with µs and f replaced by µt and G(t, s)f , re-
spectively) and observing that (G(t, s)f)t = fs, we get
‖G(t, s)f − f s‖L2(Rd,µt) =‖G(t, s)f − (G(t, s)f)t‖L2(Rd,µt)
≤2−1C2‖∇xG(t, s)f‖L2(Rd,µt)
≤2−1C2N2,ωeω(t−s)‖f‖L2(Rd,µs).
This is enough to infer that ω ∈ A2 and we are done. 
Remark 5.19. (i) Under the assumptions of Theorem 5.12, all the conditions in
Theorem 5.18 are satisfied and estimate (5.2) implies that r0 ∈ Bp. From the
equality Ap = Bp we deduce that, for any f ∈ Cb(Rd) and p > 1, ‖G(t, s)f −
f s‖Lp(Rd,µt) decays exponentially to zero, as t→ +∞.
(ii) The equality Ap = Bp fails when p = 1, even in the autonomous case. For
instance, in the case of the Ornstein-Uhlenbeck operator (Aζ)(x) := ζ′′(x) −
xζ′(x) we have dµt = (2π)−1/2e−x
2/2dx for every t, and every λ < 0 is an
eigenvalue of the realization of A in L1(R, µ) as shown in [37]. This implies
that A1 cannot contain negative numbers, so that A1 = [0,+∞). On the other
hand, in this case r0 = −1 ∈ B1 by point (i).
Under the assumptions of Theorem 5.13, Theorem 5.18 provides us with a very
strong result, since allows us to prove that ‖G(t, s)f−f s‖Lp(Rd,µt) decays to zero as
t→ +∞ with an exponential rate. On the other hand the assumptions in Theorem
5.13 may sound rather restrictive since the diffusion coefficients are assumed to be
bounded and independent of x. As we have already explained this condition is
almost necessary to prove the pointwise estimate (5.2) which is the crucial tool to
prove Theorem 5.13.
The results in [36], which deals with the case when the coefficients are periodic
with respect to the time variable, show that ‖G(t, s)f − f s‖Lp(Rd,µt) decays to
zero even without requiring the validity of (5.2). Motivated by that result, in
[35], the convergence of ‖G(t, s)f − f s‖Lp(Rd,µt) to zero has been proved also in
the nonperiodic setting under the following conditions on the coefficients of the
operator A:
Hypotheses 5.20. (i) The coefficients qij and bj (i, j = 1, . . . , d) belong to
C
α/2,1+α
loc (I × Rd);
(ii) qij ∈ Cb(I × BR), Dhqij , bj ∈ Cb(I;Lp(BR)) for any i, j, h ∈ {1, . . . , d}, any
R > 0 and some p > d+ 2;
(iii) Hypothesis 2.1(ii) is satisfied;
(iv) there exist a positive function ϕ : Rd → R, blowing up as |x| → +∞ and
positive constants a1 and a2 such that Aϕ ≤ a1 − a2ϕ in Rd+1;
(v) there exist constants C0 > 0 and r0 ∈ R such that |∇xqij | ≤ C0ν in I × Rd
for any i, j = 1, . . . , d;
(vi) there exists a constant M > 0 such that either |qij(t, x)| ≤ M(1 + |x|)ϕ(x)
(i, j = 1, . . . , d) and 〈b(t, x), x〉 ≤ C(1 + |x|2)ϕ(x) for any (t, x) ∈ I × Rd or
|qij(t, x)| ≤ C (i, j = 1, . . . , d) for any (t, x) ∈ I × Rd.
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The strategy used in [36] is different to that illustrated here (even if it still used
the gradient estimate |∇xG(t, s)f |p ≤ K0max{1, (t − s)−p/2}G(t, s)|f |p) and is
based on argument from semigroup theory applied to the so-called evolution semi-
group T (t), which is defined when I = R by8 (T (t)f)(s, x) = (G(s, s− t)f(s, ·))(x)
for any t ≥ 0, (s, x) ∈ Rd+1 and f ∈ Cb(Rd+1). This semigroup can be extended to
the Lp-spaces related to the unique Borel measure µ such that
µ(A×B) =
∫
A
µt(B)dt
for any pair of Borel sets A ⊂ R and B ⊂ Rd. This follows from the invariance of
the evolution system of measures {µt : t ∈ I} which implies that∫
Rd+1
T (t)fdµ =
∫
Rd
fdµ, t > 0, f ∈ C∞c (Rd+1).
Note that µ is not a probability measure since µ(Rd+1) = +∞. The arguments used
in [36] relies on the fact that, under quite general assumptions on the coefficients
of the operator A,
lim
t→+∞
‖∇xT (t)f‖Lp(Rd,µ) = 0, f ∈ Lp(Rd+1, µ). (5.3)
This result is proved using only tools from semigroup theory (for the case p = 2) and
an interpolation argument in the case p 6= 2. If one applies (5.3) to the functions
ϑmf , where f ∈ C∞c (Rd) and ϑm ∈ C∞c (R) satisfies the condition χ[−m,m] ≤ ϑm ≤
χ[−m−1,m+1] for any m ∈ N, one easily obtains that there exists a sequence (tn)
such that
lim
n→+∞
∫
Rd
ρ(s+ tn, ·)|∇xG(s+ tn, s)f |pdx = 0 (5.4)
for any s ∈ Rd \ N , where N is a negligible set with respect to the Lebesgue
measure and ρ is the continuous function in Remark 5.8, which is the density of µ
with respect to the Lebesgue measure. In the periodic case it is straightforward to
infer that the sequence (ρ(s+tn, ·)) is bounded from below by a positive constant
in any ball of Rd. In the nonperiodic case, the proof of this property demands
somehow more delicate arguments and the use of Hypothesis 5.20(ii). In any case,
from (5.4) we conclude that the sequence (|∇xG(s + tn, s)f |) vanishes in Lp(Bk)
for any k ∈ N as n → +∞. Since the sequence (‖G(s + tn, s)f‖Lp(Rd,µs+tn )) is
bounded and ρ is continuous in Rd+1, the sequence (G(s + tn, s)f) is bounded in
W 1,p(Bk) for any k ∈ N. By the Rellich-Kondrachov theorem it follows that, up
to a subsequence, G(s + tn, s)f converges in W
1,p
loc (R
d) to a constant function g(s)
and the convergence is also local uniform if we take p > d. To identify g(s) with
fs, it suffices to use the invariance property of {µt : t ∈ I} to write
fs − g(s) =
∫
Rd
(f − g(s))dµs =
∫
Rd
G(s+ tn, s)(f − g(s))dµs+tn
and let n tend to +∞. Since the function t 7→ ‖G(t, s)f −f s‖Lp(Rd,µs) is decreasing
in (s,+∞), from the above result we conclude that ‖G(t, s)f−fs‖Lp(Rd,µs) tends to
0 as t→ +∞ for any s 6∈ N and f ∈ C∞c (Rd). By density, we can replace C∞c (Rd)
with Lp(Rd, µs) and the evolution law allow to remove the condition s /∈ N.
To conclude this section, we stress that in the limit limt→+∞ ‖G(t, s)f−fs‖Lp(Rd,µs) =
0 also the Lp-space varies with t. It thus makes sense to (i) study the behaviour
8Throughout the section, whenever we consider the evolution operator, we assume that the
coefficients are defined in the whole Rd+1, in such a way that the assumptions that we use are
satisfied with I = R. This is not a restriction since the coefficients can be extended to Rd+1
without adding further conditions.
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as t → +∞ of the measures µt determining the point limit (ii) establish whether
the convergence of G(t, s)f to f s may be guaranteed also in some fixed L
p-space.
In the periodic case (i) it is easy since the function t 7→ µt is periodic. In the
general case, the previous points have been addressed in [8, 35]. Here, we state the
(more general) result proved in [35]. Under Hypotheses 5.20 and assuming that
the coefficients qij and bj (i, j = 1, . . . , d) belong to C
α/2,α
b ([s0,+∞)×BR) for any
R > 0 and some s0 ∈ I, and they converge pointwise in Rd as t → +∞, in [35,
Proposition 4.3] it has been proved that the density of µt converges to a function
ρ∞ locally uniformly in Rd and in L1(Rd). ρ∞ is the density (with respect to the
Lebesgue measure) of the invariant measure µ∞ of the semigroup associated with
the elliptic operator whose coefficients are the limit as t→ +∞ of the coefficients of
the operator A(t). This result has been used to answer point (ii). More precisely,
in [35, Theorem 4.4] it has been proved that for any f ∈ Cb(Rd), G(t, s)f converges
to f s, as t→ +∞, in Lp(Rd, µ∞) for any p ∈ [1,+∞) and any s ∈ I.
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