Simple modi®cations to a MAR 345 detector which facilitate the collection of very low resolution data are described. With these modi®cations, the lowest order re¯ections from a poliovirus crystal (c = 377.1 A Ê ) were observed, and measurement of all re¯ections in typical protein cells should be routine.
Introduction
In most conventional approaches to collecting data from protein crystals, very low resolution data are not measured. Typically, data below 30 A Ê resolution lie behind the beam stop and data below 50 A Ê are almost never observed. The lowresolution region of the transform has the highest magnitude re¯ections and speci®es information about gross morphology and the position of the protein in the unit cell. Although the low-resolution data are not essential for determining highresolution structures in most cases, this information is of particular utility in methods which involve phase determination from low-resolution images, such as structure determination by electron microscopy (e.g. Speir et al., 1995; Grimes et al., 1997) or direct methods which start at low resolution (Miller et al., 1996; Chapman et al., 1992) .
Our particular interest in collecting low-resolution data was motivated by work in developing these ab initio methods. Test calculations and computational experiments with real data showed that truncation of the Fourier series at low resolution produces large ripples in the electron-density maps that prevent ab initio phase determination from succeeding (Miller et al., 1999) . In conventional data-collection setups, these loworder re¯ections are dif®cult to measure, as they often lie in the shadow of the beam stop or cannot be resolved from the direct beam. Methods for collecting low-resolution data at synchrotron sources have been developed (Tsuruta et al., 1998) and the feasibility of observing low-resolution data in the laboratory has been demonstrated by Harrison (1969) . Here, we describe modest modi®cations to a MAR 345 scanner which facilitated in-house collection of the lowest order re¯ections from frozen crystals of poliovirus (P1/Mahoney strain, P2 1 2 1 2, a = 320.50, b = 355.32, c = 377.10 A Ê ).
Experimental and results
X-rays were generated by an Enraf GX-13 high-brilliance generator running at 2400 W on a 0.1 Â 0.1 mm source and were focused at the image plate using Supper 65 mm double-re¯ective mirrors. Initially, high-resolution data (to 2.2 A Ê ) were collected using a conventional detector con®guration, with a crystal-to-detector distance of 190 mm. With the highresolution data in hand, the apparatus was changed to the lowresolution con®guration. The mirrors were positioned such that the distance from the source to the mirror midpoint was approximately 150 mm. The total distance from the mirror midpoint to the image plate was about 600 mm (see Fig. 1 ). To prevent loss of data in the shadow of the beam stop, a 0.3 mm beam stop was made from lead and attached to an arm on a two-axis translator to allow for horizontal and vertical translation. The entire beam-stop assembly was attached to the standard beam-stop slide of the scanner to allow for translation along the beam. The detector-to-crystal distance was set to 420 mm (the largest distance possible), and the beam stop was positioned approximately 4 cm from the crystal. With this geometry, only re¯ections in the shadow of the beam-stop arm were lost. However, with the detector so far back the direct beam and accompanying air scatter were suf®ciently wide to overlap with the lowest resolution data.
To resolve the lowest resolution re¯ections from the direct beam, it was necessary to reduce the size of the beam. This was accomplished by ®tting the guard aperture on the MAR scanner with a piece of 125 mm thick lead tape, placed across the guard slit insert. A 200 mm opening was made by piercing the lead tape with a ®ne needle. The hole was made off-center, so that rotation of the insert would give some vertical adjustment to the beam position (see Fig. 1b ). While introduction of this`pinhole aperture' does reduce the intensity of the beam, the magnitudes of the re¯ections in the low-resolution range of the transform are suf®ciently large that an extremely strong signal is still produced. With this con®guration, data were collected with a highresolution limit of 7 A Ê in 15 min, 1 oscillation exposures. Even with the large unit cell, it was possible to observe all of the lowest order re¯ections (Fig. 2a ). Data between 300 and 40 A Ê were 79.8% complete [more than suf®cient sampling given the redundancy due to the high (30-fold) non-crystallographic symmetry] and were of good quality for virus crystals, with an R merge of 8.1%. However, ®ve of the most intense low-order re¯ections were saturated with this exposure time (Fig. 2b) . To measure these re¯ections, an additional series of frames were collected using a reduced exposure time (as low as 15 s) such that these re¯ections did not saturate the detector. For the frames with very short exposures, only the lowest order re¯ections were observed, and thus there were not enough re¯ections in a frame to allow for conventional scaling. Rather, the re¯ections measured were integrated and then scaled manually, assuming that the integrated intensity scaled linearly with exposure time, and then merged with the rest of the data set. This ultimately gave a data set with all of the lowest resolution re¯ections and a high-resolution limit of 2.2 A Ê .
It should be noted that these very low resolution re¯ections exhibit larger errors than conventionally collected ones. The use of a small beam stop, positioned fairly well back from the crystal, leads to a substantial amount of air scatter, and contributes to a high and rapidly varying background for the lowest angle re¯ections. This background slope can, however, be modeled and included in the integration procedure, and, given the large magnitude of these re¯ections, errors in the background level can be easily tolerated. Perhaps more seriously, errors due to Lorentz corrections are very high for the lowest order re¯ections, making it highly desirable to collect these re¯ections as far as possible from the spindle axis. Pseudo body centering provides an independent measurement of the effect of background and Lorentz corrections. At low resolution, the intensity of re¯ections where h + k + l is odd is expected to be systematically near zero, and the average intensity for these re¯ections below 90 A Ê was 26.3 with a ' of 36.8. In comparison, the average intensity for re¯ections where h + k + l is even is 2794.6, giving a ratio of odd-to-even-parity intensities of 0.009. This near-zero odd-parity value gives an indication of the small impact of the background noise on the very high intensity re¯ections. Regardless, the error caused by a low-resolution truncation of the transform (which has the effect of introducing ripples in the real-space map) is much more severe than errors in the measurement of these re¯ections.
In our experience, observation of low-resolution re¯ections was necessary to facilitate successful ab initio phasing of poliovirus and for comparison of low-resolution crystallographic images with reconstructions from cryo-electron micrographs (Belnap et al., 1999; Miller et al., 1999) . Lowresolution data could be routinely collected and integrated into protein crystal data sets using this method. Inclusion of these data would be expected to give overall improvement in the electron-density maps, but would need to be either omitted from model-based re®nement or scaled appropriately [e.g. using resolution-dependent bin scaling (Jacobson et al., 1996) ]. The apparatus modi®cations and geometry speci®ed here can be adapted to other generator and detector systems, and once produced the pinhole aperture is easy to install and remove, allowing for easy changes between low-and high-resolution detector con®gurations. While this method does require multiple observations of the same region of reciprocal space with differing exposure times due to limitations in the dynamic range of the MAR detector, it represents an ef®cient method for measuring low-resolution X-ray diffraction data using common laboratory equipment.
