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アセンブリ言語トレーニングのための
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We develop a multi-microcomputer system， which is aimed to be used for student 
laboratory of硝 semblylanguage progr剖nmingin our depぽ tmentof computcr science. It 
may be expensive and inconvenient to 8et up in a cl槌 880m組 ysingle board computer8 
槌 everystudent can use one of them. A CPU bo紅 din the system of a size of the 
standard Europac board (233.35x220 rnrn) has 4 microproces8ors， and each of them h槌
local memories and two serialline interface channe18 80 that it can run independently槌
a single board computer. The system has following features: 
1) Sh紅 edcommon memories， with local memories for each proces悶.
2) Shared ROM for system mo凶ωr.
3) The monitor has basic fun仰 nssuch槌 programdebugging， terminal 1/0 for 
user interface and communication 1/0 for program loading from other computer 
systems. 
The performance of the system used栂 amulti-microprocessor system is evaIuated for 
a few parallel programs. 
1.はじめに
著者らの所属する学科(福井大学工学部情報工学科)におけるカリキュラムには講義に伴った時
間外の演習の他に、計算機を使ったプログラミングの演習がいくつか組み入れているが、その内容
は以下のようである。
1 )大型計算機を使った構造化プログラミングの演習(1年生前期)
2)アセンブリ言語のプログラミング演習 (2年生前期〉
3)聞IXワークステーションでのC言語のプログラミング演習 (2年生後期)
4) PASCAL言語のプログラミング演習 (3年生後期)
*情報工学科
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このうち、 2)は680ω マイクロプロセッサを対象とした、アセンブリ言語のプログラミング演
習であるが、そのプログラムの実行のターゲットマシンとして、コンビュータを設計製作した。本
報告は、このコンビュータの構成と機能およびその特徴などについて述べたものである。図 1に、
この演習で使用するシステム全体の概略図を示す。
ワークステーションをつなぐイーサネット
cl 図1 システムの全体ブロック図
l端末1I 
図中のWso--WS 4はUNIXワークステーション(Ll則的であり互いにイーサネットで接続されている。
それぞれのワークステーションには、 4ないし5本のシリアル回線により端末が接続されている。
アセンブリ言語の演習を行うとき、それらの途中にコンビュータエレメント〈以後これをCEと略記
する〉が一組接続される。 CEは2個のRS232Cポートを備えており、簡単なモニタによって制御され
ているo そのモニタは2個の回線から入力されたコードをそれぞれ他の回線へそのまま送り出す機
能を働かすことも可能であり、そのときは端末は単純にホストwsに直接接続する場合とまったく同
じように機能する。学生は一台の端末の前に坐り、適当なコマンドを入力することによって、 wsと
CEの両方の端末として機能させることが出来る。学生は;
1 )ワークステーションでアセンブリ言語のプログラムを作り、
2)これをアセンブルしてオブヅェクトプログラムにし、
3)このオプヅェクトプログラムをワークステーションからCEに転送して
4) CEにおいてオブヅェクトプログラムを実行、デノ〈ッグする
5)ワークステーションでアセンブリ言語のプログラムを修正、保存する
以下、 2)一5)を繰り返し、正しく動作するアセンブリプログラムを作り上げる。
2. システムの構成とハードウエア
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ワークステーション(WS)はOMRON社製 LUNAシリーズを使用し、 OSはUNIXシステムV系を用いて
いる。 CBはWSと端末の間にあって、 WSからみれば1つユーザであり、端末からみれば簡単なコマン
ドを受け付けるコンビュータとなっているo 図2に今回制作したマルチコンピュータのブロック図
を示す。 CHは実際は 1枚のボードに3組のCHが搭載されており、これが5枚、そのほかに1枚の共
通ボードがあり、これら6枚のボードがパスによって接続されている。共有ボードにはパスアービ
夕、モニタR側、共有メモリなどが載っている。
共有ノ《ス (アドレス20本、データ8本)
CPU:680侃c1側lz)
DUART:68681 
RS232C 9600ボ-2回線
LU (ロー カルメモリ):256kバイト
図2 マルチコンビュータのブロック図
システム全体としては次のような特徴を有する。
1 )分散共有型メモリ結合マルチマイクロコンビュータ
85 
: CE151 
;CE16: 
:CBl1: 
RAM:512kバイト
ROU: 128kバイト
2)モニタROMは共有メモリ空間内に存在し、各CPUはRAMメモリのみをローカル空間内に持つ
3)モニタ機能は、コンソールに対する1/0、シリアル回線からのオブジェクトプログラムのダウ
ンロード、トレースなど
3.ハードウエア
3. 1 C Eボード
CEは図3に示すように極めて単純であり、以下の要素で構成されている。
1) CPU 
(モトローラ)マイクロプロッサMC68008(印刷z)
〔内部レジスタ 32ビットX16本、データパス8ピット、アドレスパス20ピット)
2)ローカルメモリ
(富士通)DRAMモヅュールMB852お-12、8ピット x256kワード1個をDRAMC1422Aで制御
3)シリアルインターフェイス
(モトローラ)DUART MC68681PによりRS232C、2回線を制御
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4)共有パスバッファ
データパス8ピット、アドレスパス20ピットをバッファリング
ji cpullRAM | MC68008 I I 256kバイト l
l ihじ
.....J ・一一..L~~月雪芳三.月一……
図3 CEのブロック図
3. 2 共有ボード
i共通パス
ーーーー 由ー.J
...~ッフ 7
このマルチコンビュータの特徴でもあり、全てのCBから必ずアクセスされる重要な回路を構成し
ている。
1 )アービタ
2制fzのクロックで動作するリングアービタ
2)共有メモリ回路
a) ROM 
BPROM MB27C256A-20 x 5 (CBのモニタやその他のプログラムが格納されており、各CEはこ
れを直接実行したり、あるいはいったんローカルメモリにコピーしてこれを実行したりす
る〕
b) RAM 
(富士通)DRAMモジュールMB85225-12、8ビットX256kワード2個をDRAMC1422Aで制御
〔マルチプロセッサとしてこのシステムを使用するとき、 CB相互でデータを交換するため
に使用することが出来る〕
3. 3 リセットメカヱズム
個々のCBにはリセットスイッチが備えられており、 CB毎にリセットが可能となっているo これは、
学生がプログラムを走らせた後、それがリセットする必要が生じたとき、他のCBに影響を与えない
でリセット出来るようにしたものである。 CBのリセットボタンを押すことによって、そのCEのハー
ドウエアがリセットされ、 CPUからのリセットベクタの獲得のための 0--7番地へのアクセスも
ROMに向かつてなされる。リセットベクタはモニタのコピールーチンの先頭にセットされているが、
見掛け上高位のアドレス部に設定されており、 CPUがここをアクセスした直後にハード的な処理が
なされ、これによって以後のCPUの低位アドレス部に対するアクセスは全てROMではなくローカル
RAMに対してなされることになる。図4はこのメモリマップの変化を示している。リセットベクタ
取得後のC叩の仕事は共有ROM内に格納されているモニタプログラムをROMから、 CE内のローカル
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RAMへコピーし、そのスタート番地ヘジャンプすることであるo これによってCBは端末からのコマ
ンドを受け入れる状態となる。
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共有RAM I 512kバイト
$COωo 
モニタ格納領域|共有ROMI一一一二一一一
$FOOOO 
共有ROM
ロ一刀ルwl
128k.l'~イト
リセット直後 二 モニタ格納領域
アクセス後
図4 メモリマップの変化
アドレス 用途 割当 種類
①$0--$3000-1 システム
$68 割り込みベクタ
ローカル RAM 
②$3000--$38000-1 ユーザ
③$38000--$40000-1 システム
④$40000--$COOOO-l ユーザ RAU 
⑤$COOOO--$FOOOO-l システム 共有
$C8800--$C8812 割り込み(w) ROM 
$B8800--$B8803 CPU番号(R)
⑥$FOOOO--$lOOOOO-l システム ローカル 1/0 
$FOOOO--$FOOOF DUART(R/w) レヅス
$F8000 割り込みF/F タ
リセット(R)
表 1 アドレスマップ
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4.メモリ空間
CEのCPUから見たメモリマップを表 1に示す。 CEのロ カル空間は自身のCPUからのみアクセス
可能であるが、共有メモリ空間はどのCEからもアクセスが可能である。したがって、各CEはこの共
有メモリを通じて、他の任意のCEとデータの交換、連絡が可能である。
5.モニタ
5. 1特徴
通常の状態ではローカルメモリ空間のおCOOO--$3FFFFに格納されているモニタが各CEの機能を制
御する。前にも述べたように、これはリセット直後に共有メモリ空間のROMからコピーされたもの
である。すなわち、全てのCEは共有メモリ空間にあるただ一つのROM上のモニタをコピーする訳で
ある。したがって、各CEのモニタはすべて全く同じ内容のものとなる。このメカニズムのために個
々のCEが各々のROMを個別に備える必要がなく、また改良したモニタを置き換える場合にも、同じ
内容の多数のROMを用意する必要がないので交換する手聞が少なく、従ってトラブルが減りメンテ
ナンスが容易である。実際このシステムでは18個のROMが1個で済んだことになる。この方式を使
えば、例えば32ビットのCPUを18個使った場合4x 18=72個のROMが4個で済むことになり、その
違いは経済的にも大きい。 ROMにはモニタ以外にグラフィックルーチンやQSORTのアプリケーショ
ンプログラムなどが格納されているが、これらについても同様なメリットがある。
5. 2機能
モニタは、プログラム実行、 1ステップトレース、メモリ内容表示・変更、レジスタ内容表示・
変更、プレークポイント設定・解除、回線端末制御、オブジェクトプログラムロード等のコマンド
をサポートする。これらのコマンド機能は随時改良変更している。
また、モニタとは直接関係ないが、共有ROMには各種プログラムが格納されており、必要があれ
ば、プログラムからこれを呼び出し使用することが出来る。
6.並列処理コンビュータ
このシステムは複数のコンビュータとして複数の学生が同時にアセンブリプログラミングの演習
に使用できることは、前章まで述べた通りであるが、 l台のマルチプロセッサシステムとしても使
用できることは既に明らかである。すなわち、マルチプロセッサシステムとは、個々のCEが協調し
て全体としてあるまとまった仕事をする並列処理コンビュータのことであるロ個々のCEが協調しあ
うためには、 CBが相互にデータの交換や連絡が出来なくてはならない。
6. 1データ交換
このシステムでは、共有メモリ空間に512kバイトの読み書き可能なメモリをもっていることは既
にのべたが、その他に、 CEが相互に割り込みをかけることができる機能も備えている。この割り込
み機能によって、 CEが相互に効率よく連絡をとることが出来る。図5を用いてこのメカニズムを説
明する。
②割り込み
(a)割り込みを使った場合
(b)割り込みを使わない場合
図5 データ交換のメカニズム
CEjは割り込みのあった
場合だけ共有メモリをア
クセス
アクセスし読み取って良いか
どうかをチェック
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図5(a)は、 CEiが処理した共有メモリ上のデータを、 CEjが読み取ってそれを自分のデータ
として処理する場合の様子を示しているが、この場合CEjが当該のデータを読み取っても良いこと
を、 CEiからCEjへの割り込み信号によってCEjが知ることになるためCEjは共有メモリを常にア
クセスして見ている必要がない。従って全体の処理の効率も良い口図 5 (b)はやはりCEiが処理
した共有メモリ上のデータを、 CEjが読み取ってそれを自分のデ タとして処理する場合の様子を
示しているが、この場合CEjが当該のデータを読み取っても良いかどうかを、 CEiから共有メモリ
を通じて教えてもらう必要がある。このためにCEjは共有メモリを常にアクセスしていなければな
らない。同時にこれは、 CEiの共有メモリに対する処理の効率の低下を意味する。
割り込みはハードウエア的に決められたアドレスへ書き込む動作を行うことによって、実現出来
る。図6に示すように、 IRQAD($C8800)から連続した18バイトがCPUO--CPUI7に対する割り込みの
アドレスとなっている。これにたいするCPUのベクタ先頭アドレスは$68であり、 $68番地からの
4バイトにこの割り込みに対するルーチンの先頭アドレスをセットしておけばよい。
6. 2並列処理
並列処理をするには、並列処理を分担する全てのプロセッサにそれぞれプログラムをロードして
おかなければならない。図7を使ってこの過程を示す。このシステム自身はプログラムを保存する
手段をもたない。 CEOはwsに作られたSフォーマットと呼ばれる形式のオブジェクトプログラムを
共有メモリにロードしたあと、他のCEに割り込みを使ってプログラムの準備が出来たことを知らせ
る。
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IRQAD($C8800) 十 i +j 十17
→:情報・データの流れ
逐次処理:①②⑥⑦⑧
並列処理:③④⑤
書き込み
図6 CEへの割り込み
i = 1--17 
プログラム
共有メモリ
①CEOがプログラムをロード、前処理、分割
②CE 1等他のCEへ知らせる
③プログラム・データをローカルメモリへコピー
④並列処理
⑤処理の終了を知らせる
⑥データの後処理
⑦出力
図7 並列処理の進め方
知らせを受けたCE1 --CEI7は共有メモリから必要なプログラムを自分のローカルメモリにコピー
したあと、分担処理するデータがCEOから分配されるのを待つ。 CE0は必要な前処理(逐次処理)
をしたあとデータを分配し、並列処理を指令する(並列処理)0 データの処理をおこなっている聞
にCE相互で同期を取る必要があれば割り込みを使って相互に連絡を取り合い、それぞれ処理を進め、
全ての並列処理がすめば、最後に処理を終えたCEがCEOに割り込みを使って報告する。 CEOは個々
に並列処理されたデータをまとめ、さらに必要があれば、後処理をおこない、結果を端末に出力す
1日
る。並列処理システムとして使うときには、 CEI --CEI7のモニタは最初は割り込みを受けたらプロ
グラムを共有メモリからロードするなどの簡単な機能しかもたされていない。モニタのROMはスイ
ッチで切替可能となっている。
6. 3並列処理の伊j
次に、並列処理を行った例を示す。図8と図9は二つのプログラムについて並列処理をおこなっ
た場合の処理の時聞を縦軸に、使ったプロセッサの数を横軸にして関係をグラフで示したものであ
る。図8の場合はCEの数が増えても速度は殆ど上がらない (CEが16で約2.7倍)が、図9の場合は
速度の向上 (CEが16で約10.3倍)が見られる。
7.授業において
アセンブリ言語の講義および演習は、 1年生のプログラミング学習の後で受けることになるが、
ホストとして使用するコンビュータの"設計思想"がまったく異なっており、そのためか学生は随
分と苦労をしているようである。学期末迄にこのシステムを"マルチプロセッサ"として使用でき
る程度まで力をつける学生は全体の約 l割程度にとどまっている。
8.まとめ
アセンブリ言語によるプログラミング技術を初心者に教育する際に、出来るだけ計算機を裸に近
い形で多数の学習者に提示すると言う考え方に基き、マイクロプロセッサーを使ったボードコンビ
ュータを制作し実際に学習用に使用した。このとき、同じコンビュータを複数台作るなら、あとあ
と柔軟な使い方が出来ると考えて共有メモリ結合型マルチマイクロコンビュータ(すなわち、個々
のCPUが独立して制御できる非同期シリアル回線2組及び、ローカルメモリを持つ)を制作しアセ
ンブリ言語の学習に使用した例について報告した。また、マルチプロセッサシステムとしての評価
も試みた。
アセンブリ言語の演習はこのシステムのほかに、 WSで実行できるソフトウエアシミュレータも使
って行われ、極めて柔軟な教育システム環境が実現されている。
また今後マルチプロセッサシステムが次第に一般に使われるようになるものと思われるが、そう
なったときシーケンシャルな発想でプログラミングをおこなっていたときとは全く異なった考え方
ができないと、新しい計算機が使いこなせないことが予想される。そのためにも、実際に並列計算
機を使って並列プログラミングの教育をおこなっていくことはますます重要になってくるものと思
われる。
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図8 並列処理の例(プログラム 1) 
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1ωz 
ω 並
4. 0 80 処列
処3.5 10理
理 効
時3.0 60率
間2.5 50 
2. 0 
1. 5 
1. 0 
0. 5 
図9 並列処理の例(プログラム2)
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