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Abstract
We introduce a new type of homotopy relation for digitally continuous
functions which we call “strong homotopy.” Both digital homotopy and
strong homotopy are natural digitizations of classical topological homo-
topy: the difference between them is analogous to the difference between
digital 4-adjacency and 8-adjacency in the plane.
We explore basic properties of strong homotopy, and give some equiv-
alent characterizations. In particular we show that strong homotopy is
related to “punctuated homotopy,” in which the function changes by only
one point in each homotopy time step.
We also show that strongly homotopic maps always have the same
induced homomorphisms in the digital homology theory. This is not gen-
erally true for digitally homotopic maps, though we do show that it is
true for any homotopic selfmaps on the digital cycle Cn with n ≥ 4.
We also define and consider strong homotopy equivalence of digital
images. Using some computer assistance, we produce a catalog of all
small digital images up to strong homotopy equivalence. We also briefly
consider pointed strong homotopy equivalence, and give an example of a
pointed contractible image which is not pointed strongly contractible.
1 Introduction
A digital image is a set of points X , with some adjacency relation κ, which is
symmetric and antireflexive. The standard notation for such a digital image is
(X,κ). Typically in digital topology the set X is a finite subset of Zn, and the
adjacency relation is based on some notion of adjacency of points in the integer
lattice.
We will use the notation x↔κ y when x is adjacent to y by the adjacency κ,
and x -κ y when x is adjacent or equal to y. The particular adjacency relation
will usually be clear from context, and in this case we will omit the subscript.
The results of this paper hold generally, without any specific reference to the
embedding of the images in Zn. Thus we will often simply consider a digital
image X as an abstract simple graph, where the vertices are points of X , and
an edge connects two vertices x, x′ ∈ X whenever x↔ x′.
Definition 1.1. Let (X,κ), (Y, λ) be digital images. A function f : X → Y is
(κ, λ)-continuous iff whenever x↔κ y then f(x) -λ f(y).
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For simplicity of notation, we will generally not need to reference the adja-
cency relation specifically. Thus we typically will denote a digital image simply
by X , and when the appropriate adjacency relations are clear we simply call
a function between digital images “continuous”. We will often refer to digital
images as simply “images”.
For any digital image X the identity map idX : X → X is always continuous.
The topological theory of digital images has, to a large part, been character-
ized by taking ideas from classical topology and “discretizing” them. Typically
Rn is replaced by Zn, and so on. Viewing Z as a digital image, it makes sense
to use the following adjacency relation: a, b ∈ Z are called c1-adjacent if and
only if |a − b| = 1. This adjacency relation corresponds to connectivity in the
standard topology of R. (This adjacency is called c1 because it is the first in a
class of standard adjacencies on Zn, the notation first appears in [7].)
The following is the standard definition of digital homotopy. For a, b ∈ Z
with a ≤ b, let [a, b]Z be the digital interval [a, b]Z = {a, a+ 1, . . . , b}.
Definition 1.2. [1] Let (X,κ) and (Y, λ) be digital images. Let f, g : X → Y
be (κ, λ)-continuous functions. Suppose there is a positive integer m and a
function H : X × [0, k]Z → Y such that:
• for all x ∈ X , H(x, 0) = f(x) and H(x, k) = g(x);
• for all x ∈ X , the induced function Hx : [0, k]Z → Y defined by
Hx(t) = H(x, t) for all t ∈ [0, k]Z
is (c1, λ)−continuous.
• for all t ∈ [0, k]Z, the induced function Ht : X → Y defined by
Ht(x) = H(x, t) for all x ∈ X
is (κ, λ)−continuous.
Then H is a [digital] homotopy between f and g, and f and g are [digitally]
homotopic, denoted f ≃ g.
If k = 1, then f and g are homotopic in one step.
Homotopy in one step can easily be expressed in terms of individual adja-
cencies:
Proposition 1.3. Let f, g : X → Y be continuous. Then f is homotopic to g
in one step if and only if for every x ∈ X, we have f(x) - g(x).
Proof. Assume that f is homotopic to g in one step. The homotopy is simply
defined by H(x, 0) = f(x) and H(x, 1) = g(x). Then by continuity in the second
coordinate of H , we have f(x) = H(x, 0) - H(x, 1) = g(x) as desired.
Now assume that f(x) - g(x) for each x. Define H : X × [0, 1]Z → Y by
H(x, 0) = f(x) and H(x, 1) = g(x). Clearly H(x, t) is continuous in x for each
fixed t, since f and g are continuous. Also H(x, t) is continuous in t for fixed
x because H(x, 0) = f(x) - g(x) = H(x, 1). Thus H is a one step homotopy
from f to g as desired.
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Definition 1.2 is inspired by the concept of homotopy from classical topology,
but the classical definition is simpler because it can use the product topology.
In classical topology the continuity of the two types of “induced function” is
expressed simply by saying that H : X × [0, 1]→ Y is continuous with respect
to the product topology on X × [0, 1].
Given two digital images A and B, we can consider the product A×B as a
digital image, but there are several choices for the adjacency to be used. The
most natural adjacencies are the normal product adjacencies, which were defined
by Boxer in [3].
Definition 1.4. [3] For each i ∈ {1, . . . , n}, let (Xi, κi) be digital images. Then
for some u ∈ {1, . . . , n}, the normal product adjacency NPu(κ1, . . . , κn) is the
adjacency relation on
∏n
i=1Xi defined by: (x1, . . . , xn) and (x
′
1, . . . , x
′
n) are
adjacent if and only if their coordinates are adjacent in at most u positions, and
equal in all other positions.
When the underlying adjacencies are clear, we abbreviate NPu(κ1, . . . , κn)
as simply NPu.
The normal product adjacency is inspired by the various standard adjacen-
cies typically used on Zn. On Z1, as mentioned above, the standard adjacency
is c1. On Z2, the typical adjacencies are 4-adjacency, in which each point is
adjacent to its 4 horizontal and vertical neighbors, and 8-adjacency, in which
each point is additionally adjacent to its diagonal neighbors. Viewing Z2 as
the product Z2 = Z × Z, it is easy to see that 4-adjacency is the same as
NP1(c1, c1), and 8-adjacency is NP2(c1, c1). The typical adjacencies used in Z3
are 6-, 18-, and 26-adjacency, depending on which types of diagonal adjacencies
are allowed. These adjacencies are exactly NP1(c1, c1, c1), NP2(c1, c1, c1), and
NP3(c1, c1, c1).
Boxer showed that the definition of homotopy can be rephrased in terms of
an NP1 product adjacency:
Theorem 1.5. [3, Theorem 3.6] Let (X,κ) and (Y, λ) be digital images. Then
H : X×[0, k]Z → Y is a homotopy if and only if H is (NP1(κ, c1), λ)-continuous.
In this paper we will propose a new type of homotopy relation and explore
its properties. In Section 2 we define strong homotopy, which is our main object
of study. In Section 3 we define punctuated homotopy, in which the function
changes by only one point for each time step, and we show that functions are
strong homotopic if and only if they are punctuated homotopic. In Section 4 we
discuss the digital homology groups, and show that they are well-behaved with
respect to strong homotopy and strong homotopy equivalence. In Section 5 we
produce a catalog of small digital images up to strong homotopy equivalence,
inspired by the work of [6]. In Section 6 we consider pointed strong homotopy
equivalence, and show that it is not always equivalent to nonpointed strong
homotopy equivalence.
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2 Strong homotopy
Theorem 1.5 states that a homotopy is a function H : X × [0, k]Z → Y which
is continuous when we use the NP1 product adjacency in the domain. In this
paper we explore the following definition, which simply uses NP2 in place of
NP1. As we will see this imposes extra restrictions on the homotopy H .
Definition 2.1. Let (X,κ) and (Y, λ) be digital images. We say H : X ×
[0, k]Z → Y is a strong homotopy when H is (NP2(κ, c1), λ)-continuous.
If there is a strong homotopyH between f and g, we say f and g are strongly
homotopic, and we write f ∼= g. If additionally k = 1, we say f and g are strongly
homotopic in one step.
Since we have exchanged NP1 for NP2 in the definition above, we may say
informally that strong homotopy and digital homotopy provide two different
but equally natural “digitizations” of the classical topological idea of homotopy.
The difference between homotopy and strong homotopy of continuous functions
is analogous to the difference between 4-adjacency and 8-adjacency of points in
the plane.
It is clear from the definition of the normal product adjacency that if two
points are NP1-adjacent, then they are NP2-adjacent. Thus any function f :
A×B → C which is continuous when using NP2 in the domain will automatically
be continuous when using NP1 in the domain. Thus we obtain the following,
which justifies the use of the word “strong.”
Theorem 2.2. Let H : X × [0, k]Z → Y be a strong homotopy. Then H is a
homotopy.
A standard argument shows that strong homotopy is an equivalence relation.
Theorem 2.3. Strong homotopy is an equivalence relation.
Proof. For reflexivity, given any continuous map f : (X,κ) → (Y, λ), the func-
tion H : X × [0, 1]Z → Y given by H(x, t) = f(x) is a strong homotopy from f
to itself.
For symmetry, let f ∼= g by some strong homotopy H : X× [0, k]Z → Y with
H(x, 0) = f(x) and H(x, k) = g(x). Let r : [0, k]Z → [0, k]Z be r(t) = k − t.
Then r is a c1-isomorphism, and thus idX ×r : X × [0, k]Z → X × [0, k]Z is an
NP2(κ, c1)-isomorphism. (Theorem 4.1 of [3] shows that any normal product of
functions is an isomorphism if and only if each factor map is an isomorphism.)
Then H ◦ (idX ×r) : X × [0, k]Z → Y is (NP2(κ, c1), λ)-continuous, and thus a
strong homotopy from g to f .
For transitivity, let f ∼= g by some H : X × [0, k]Z → Y and g ∼= h by
G : X × [0, l]Z → Y . Then let H¯ : X × [0, k + l + 1]Z → Y be given by:
H¯(x, t) =
{
H(x, t) if t ≤ k,
G(x, t− k − 1) if t > k.
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We need only show that H¯ is (NP2(κ, c1), λ)-continuous, and then it will be a
strong homotopy from f to h.
Take (x, t) ↔NP2 (x
′, t′), and we will show that H¯(x, t) -λ H¯(x
′, t′). If t
and t′ are both less than or equal to k, then H¯(x, t) = H(x, t) and H¯(x′, t′) =
H(x′, t′), and so H¯(x, t) -λ H¯(x
′, t′) because H is (NP2(κ, c1), λ)-continuous.
Similarly H¯(x, t) -λ H¯(x
′, t′) when both t and t′ are greater than k.
Without loss of generality, it remains only to consider when t ≤ k and
t′ > k. Since (x, t) ↔NP2 (x
′, t′) we must have t -c1 t
′ and thus we must have
t = k and t′ = k + 1. Then we have H¯(x, t) = H¯(x, k) = H(x, k) = g(x) and
H¯(x′, t′) = H¯(x′, k+1) = G(x′, 0) = g(x′), and since x - x′ and g is continuous
we have H¯(x, t) -λ H¯(x
′, t′) as desired.
Strong homotopy in one step can be expressed in terms of adjacencies as in
Proposition 1.3.
Theorem 2.4. Let f, g : X → Y be continuous. Then f is strongly homotopic
to g in one step if and only if for every x, x′ ∈ X with x ↔ x′, we have
f(x) - g(x′).
Proof. First assume that f is homotopic to g in one step. The homotopy is
simply defined by H(x, 0) = f(x) and H(x, 1) = g(x). Then if x ↔ x′, we
will have (x, 0) ↔NP2 (x
′, 1), and thus since H is NP2-continuous we have
f(x) = H(x, 0) - H(x′, 1) = g(x′) as desired.
Now assume that f(x) - g(x′) for each x. Define H : X × [0, 1]Z → Y
by H(x, 0) = f(x) and H(x, 1) = g(x), and we must show that H is NP2-
continuous. Take (x, t), (x′, t′) ∈ X × [0, 1]Z with (x, t) ↔NP2 (x
′, t′), and we
will show that H(x, t) - H(x′, t′). We have a few cases based on the values of
t, t′ ∈ {0, 1}.
If t = t′, without loss of generality say t = t′ = 0. Since (x, t) ↔NP2 (x
′, t′),
we have x - x′, and so we have
H(x, t) = H(x, 0) = f(x) - f(x′) = H(x′, 0) = H(x′, t′)
since f is continuous. Thus H(x, t) - H(x′, t′) as desired.
Finally, if t 6= t′, without loss of generality assume t = 0 and t′ = 1. Since
(x, t)↔NP2 (x
′, t′), we have x - x′, and so we have
H(x, t) = H(x, 0) = f(x) - g(x′) = H(x′, 1) = H(x′, t′)
and so H(x, t) - H(x′, t′) as desired.
By Theorem 2.2, if f ∼= g then automatically we have f ≃ g. The converse
is not true, however, as the following example shows.
One important source of examples in the study of digital images is the digital
cycle Cn = {c0, . . . , cn−1}, with adjacency given by ci ↔ ci+1 for each i, where
for convenience we always read the subscripts modulo n. Thus Cn is a digital
image of n points which is in many ways topologically analogous to the circle.
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Example 2.5. It is well known that all selfmaps on C4 are homotopic to one
another. But we will show that the identity map idC4 : C4 → C4 is not strongly
homotopic to any map f with #f(C4) < 4. It will suffice to show that idC4 is
not strongly homotopic in 1 step to any such map.
Without loss of generality assume that f(C4) ⊆ {c0, c1, c2}, and assume for
the sake of a contradiction that f is strongly homotopic in one step to idC4 .
Then by Theorem 2.4, since c2 ↔ c3 and c0 ↔ c3, we will have c2 - f(c3)
and also c0 - f(c3). Thus f(c3) is adjacent to both c0 and c2, but cannot
equal c3 since c3 6∈ f(C4). We conclude that f(c3) = c1. By Theorem 1.3, this
contradicts the fact that f is homotopic to the identity in 1 step.
3 Punctuated homotopy
Given a (not necessarily strong) homotopy H(x, t), we say that H is punctuated
if, for each t, there is some xt such that H(x, t) = H(x, t + 1) for all x 6= xt.
That is, from each stage of the homotopy to the next, the induced map Ht(x)
is changing by one point at a time.
Theorem 3.1. Any punctuated homotopy is a strong homotopy.
Proof. Let H be a punctuated homotopy, and let (x, t) ↔NP2 (x
′, t′). We must
show that H(x, t) - H(x′, t′). Since (x, t) ↔NP2 (x
′, t′) we have x - x′ and
t - t′. If t = t′, then we have (x, t) ↔NP1 (x
′, t′) and so H(x, t) - H(x′, t′)
since H is a homotopy. It remains to consider when t ↔ t′ and t 6= t′. In this
case, without loss of generality assume t′ = t+ 1.
Since H is a punctuated homotopy, there is some xt such that H(x, t) =
H(x, t+ 1) for all x 6= xt. When x 6= xt, we have
H(x, t) = H(x, t+ 1) - H(x′, t+ 1) = H(x′, t′)
since H is a homotopy. Similarly we have H(x, t) - H(x′, t′) when x′ 6= xt.
Thus it remains only to consider when x = x′ = xt. That is, we must
show that H(xt, t) - H(xt, t
′) = H(xt, t + 1), and this is true because H is a
homotopy.
We also have a sort of converse to the above. While not every strong homo-
topy is punctuated, any two strongly homotopic maps can be connected by a
punctuated homotopy, provided that the domain is finite.
Theorem 3.2. Let X be a finite digital image, and let f, g : X → Y be strongly
homotopic. Then f and g are homotopic by a punctuated homotopy.
Proof. By induction, it suffices to show that if f and g are strongly homotopic
in one step, then they are homotopic by a punctuated homotopy. Enumerate
the points of X as X = {x0, . . . , xn}, and define H : X × [0, n]Z → Y by:
H(xi, t) =
{
f(xi) if i ≥ t,
g(xi) if i < t.
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Then H moves one point at a time, so we need only to show that it has the
appropriate continuity properties to be a homotopy.
First we show that H(x, t) is continuous in x for fixed t. Take x ↔ x′,
then H(x, t) ∈ {f(x), g(x)} and H(x′, t) ∈ {f(x′), g(x′)}. Since f and g are
homotopic in one step we have f(x) - f(x′) and g(x) - g(x′), and since f and
g are strongly homotopic in one step we have f(x) - g(x′) and g(x) - f(x′).
Thus in any case we have H(x, t) - H(x′, t) as desired.
Now we show that H(x, t) is continuous in t for fixed x. It suffices to show
that H(x, t) - H(x, t + 1) for any t. We have H(x, t) ∈ {f(x), g(x)} and also
H(x, t + 1) ∈ {f(x), g(x)}. Since f and g are homotopic in one step we have
f(x) - g(x), and thus H(x, t) - H(x, t+ 1) as desired.
The finiteness assumption above is necessary, as the following example shows.
Example 3.3. Let X = Z × {0, 1} ⊂ Z2, with 8-adjacency, and let f(x, y) =
(x, 0). Then f is strongly homotopic to idX in one step. But f(x, y) and id(x, y)
differ for infinitely many values of (x, y) ∈ X . Since a puncuated homotopy has
finite time interval, and can only change one value at a time, there can be no
punctuated homotopy from f to idX .
Combining the two theorems above gives us a powerful characterization of
strong homotopy.
Corollary 3.4. If X is finite, two continuous maps f, g : X → Y are strongly
homotopic if and only if they are homotopic by a punctuated homotopy.
As an application, we show that the identity map on the n-cycle for n ≥ 4
is not strongly homotopic to any other map:
Example 3.5. Let n ≥ 4, and assume for the sake of a contradiction that there
is some continuous f : Cn → Cn with f ∼= idCn and f 6= idCn . Without loss
of generality, assume that the homotopy from f to idCn is punctuated and in
one step. Since the homotopy is punctuated, f moves one point, so without
loss of generality we may assume that f(c0) = c1 and f(ci) = ci for all i 6= 0.
This contradicts the continuity of f , however, since we will have c0 ↔ cn−1 but
c1 = f(c0) 6- f(cn−1) = cn−1 since n ≥ 4.
4 Homology groups and strong homotopy
We begin this section with a brief review of the digital homology theory, as
presented in [4]. For a digital image X and some q ≥ 1, a q-simplex is defined
to be any set of q + 1 mutually adjacent points of X . For mutually adjacent
points x0, . . . , xq, the associated q-simplex is denoted 〈x0, . . . , xq〉.
The chain group Cq(X) is defined to be the free abelian group generated by
the set of all q-simplices. If ρ : {0, . . . , q} → {0, . . . , q} is a permutation, then
in Cq(X) we identify
〈x0, . . . , xq〉 = (−1)
ρ〈xρ(0), . . . , xρ(q)〉,
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where (−1)ρ = 1 when ρ is an even permutation, and (−1)ρ = −1 when ρ is an
odd permutation.
The boundary homomorphism ∂q : Cq(X)→ Cq−1(X) is the homomorphism
induced by defining:
∂q(〈x0, . . . , xq〉) =
q∑
i=0
(−1)i〈x0, . . . , x̂i, . . . xq〉,
where x̂i indicates omission of the xi coordinate.
This ∂q gives an exact sequence:
· · · → Cq+1(X)
∂q+1
−−−→ Cq(X)
∂q
−→ Cq−1(X)→ . . . C0(X)→ 0
For each q, the group of q-cycles is defined to be Zq(X) = ker ∂q ⊂ Cq(X), and
the group of q-boundaries is the group Bq(X) = im ∂q+1 ⊂ Cq(X). Since the
sequence above is exact, Zq(X) is a subgroup of Bq(X), and the dimension q
homology group is defined as Hq(X) = Bq(X)/Zq(X).
Any continuous function f : X → Y induces a homomorphism f#,q :
Cq(X)→ Cq(Y ) defined by
f#,q(〈x0, . . . , xq〉) = 〈f(x0), . . . , f(xq)〉,
where the right side is interpreted as 0 if the set {f(x0), . . . , f(xq)} has cardi-
nality less than q. Usually the value of q is understood, and we simply write
f#,q = f#.
Theorem 3.15 of [4] shows that such a map f induces a homomorphism f∗,q :
Hq(X)→ Hq(X) defined by f∗,q(σ+Bq(X)) = f#,q(σ)+Bq(X) for σ ∈ Cq(X),
and that this assignment is functorial, in the sense that (f ◦ g)∗ = f∗ ◦ g∗ for all
q. Again, we typically write f∗,q = f∗ when the q is understood.
These definitions and results are all exactly as expected from the classical
homology theory of a simplicial complex. As an example, we compute the
homology groups of the cycle Cn for n ≥ 4.
Theorem 4.1. If n ≥ 4, we have:
Hq(Cn) =
{
Z if q ≤ 1,
0 if q > 1.
Proof. First we prove the case q = 0. The chain group C0(Cn) is generated by
n different 0-simplices 〈c0〉, . . . , 〈cn−1〉. Since ∂0 is a trivial homomorphism, we
have Z0(Cn) = C0(Cn). Note that for each i, we have
〈ci〉 = (〈ci〉 − 〈ci+1〉) + 〈ci+1〉 = ∂〈ci+1, ci〉+ 〈ci+1〉,
and thus 〈ci〉 − 〈ci+1〉 ∈ B0(Cn). Thus 〈ci〉 and 〈ci+1〉 are equal in H0(Cn) for
every i. That is, H0(Cn) is the group generated by 〈c0〉, and so H0(Cn) = Z as
desired.
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Now for q = 1, first we note that there are no 2-simplices in Cn (because
n ≥ 4), so C2(Cn) is trivial, and thus B1(Cn) is trivial. Thus H1(Cn) will
be isomorphic to Z1(Cn). To determine Z1(Cn), we must determine which
α ∈ C1(Cn) satisfy ∂α = 0. Any α ∈ C1(Cn) can be expressed as:
α = w1〈c0, c1〉+ · · ·+ wn〈cn−1, c0〉
for wi ∈ Z, and then ∂α = 0 if and only if:
0 = ∂α = w1(〈c1〉 − 〈c0〉) + · · ·+ wn(〈c0〉 − 〈cn−1〉)
= (wn − w1)〈c0〉+ (w1 − w2)〈c1〉+ · · ·+ (wn−1 − wn)〈cn−1〉
and thus we have w1 = w2 = · · · = wn since the 〈ci〉 are linearly independent in
C1(Cn). Then we have shown that H1(Cn) = Z1(Cn) is generated by the single
element
σ =
n−1∑
i=0
〈ci, ci+1〉,
and thus H1(Cn) = Z.
For q > 1, there are no q-simplices and so Cq(Cn) is trivial, and thus Hq(Cn)
is trivial.
One major difference between the digital theory and classical homology is
that the induced homomorphism f∗ is not always a digital homotopy invariant.
Example 4.2. By Theorem 4.1, the homology group H1(C4) is isomorphic to
Z. Because all maps on C4 are homotopic, the identity map is homotopic to a
constant map c. But it is easy to see that id∗ : H1(C4)→ H1(C4) is the identity
homomorphism of Z, while c∗ : H1(C4)→ H1(C4) is the trivial homomorphism.
Thus id ≃ c but id∗ 6= c∗.
The lack of a homotopy-invariant induced homorphism is a major deficiency
in the homology theory of digital images. Lacking this homotopy invariance,
the homology groups are not well-behaved with respect to typical topological
constructions. For example two homotopy equivalent digital images may have
different homology groups.
When we restrict our attention to strong homotopy, however, the induced
homomorphism is invariant. The proof below requires X to be finite because
we wish to use Theorem 3.2. We believe that the theorem holds even for infinite
domains, but we will not try to prove it.
Theorem 4.3. If X is finite and f, g : X → Y are strongly homotopic, then
the induced homomorphisms f∗, g∗ : Hq(X)→ Hq(Y ) are equal for each q.
Proof. By induction and Theorem 3.2, it suffices to prove the result when f and
g are homotopic by a punctuated homotopy in one step. We mimic the proof
for this result in classical homology theory, see for example Proposition 2.10
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of [8]. We define the “prism operator” P : Cq(X) → Cq+1(Y ) as follows: For
σ ∈ Cq(X) with σ = 〈x0, . . . , xq〉, let:
P (σ) =
q∑
j=0
(−1)j〈f(x0), . . . , f(xj), g(xj), . . . , g(xq)〉,
where the term 〈f(x0), . . . , f(xj), g(xj), . . . , g(xq)〉 is interpreted as 0 if any of
these points are equal.
Note that the definition of P only makes sense if {f(x0), . . . , f(xj), g(xj), . . . , g(xq)}
is indeed a set of q + 1 points which are mutually adjacent or equal. This is
ensured because f and g are strongly homotopic in 1 step, and thus by Theorem
2.4, since {x0, . . . , xq} are mutually adjacent, the points of {f(x0), . . . , f(xq), g(x0), . . . , g(xq)}
are mutually adjacent or equal. This is the point at which the proof will fail if
the homotopy is not strong.
The bulk of the proof consists of proving the following formula:
∂(P (σ)) = g#(σ)− f#(σ)− P (∂σ). (1)
Since f and g are homotopic in one step by punctuated homotopy, there is
some x′ ∈ X such that f(x) = g(x) for all x 6= x′. Formula (1) is easy to prove
when σ does not use the vertex x′:
If σ = 〈x0, . . . , xq〉 with xi 6= x
′ for all i, then f(xi) = g(xi) for each i.
Thus P (σ) = 0, since 〈f(x0), . . . , f(xj), g(xj), . . . , g(xq)〉 will repeat the point
f(xj) = g(xj). Thus the left side of (1) is 0. For the right side, note that ∂σ also
does not use the point x′, and so for the same reasons we will have P (∂σ) = 0.
Also since σ does not use x′, we will also have f#(σ) = g#(σ), and thus the
right side of (1) is also 0, and we have proved (1).
Now we prove (1) in the case when σ does use the point x′. Without loss of
generality assume σ = 〈x′, x1, . . . , xq〉. In this case we have
P (σ) = 〈f(x′), g(x′), g(x1), . . . , g(xq)〉
+
q∑
j=1
(−1)j〈f(x′), f(x1), . . . , f(xj), g(xj), . . . , g(xq)〉
= 〈f(x′), g(x′), g(x1), . . . , g(xq)〉
where most of the terms above are 0 because they repeat the point f(xj) =
g(xj). Then the left side of (1) is
∂(P (σ)) = ∂(〈f(x′), g(x′), g(x1), . . . , g(xq)〉)
= 〈g(x′), g(x1), . . . , g(xq)〉 − 〈f(x
′), g(x1), . . . , g(xq)〉
+
q∑
i=1
(−1)i+1〈f(x′), g(x′), g(x1), . . . , ĝ(xi), . . . , g(xq)〉
Since g(xi) = f(xi), the above simplifies to:
∂(P (σ)) = g#(σ)−f#(σ)+
q∑
i=1
(−1)i+1〈f(x′), g(x′), g(x1), . . . , ĝ(xi), . . . , g(xq)〉.
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To prove (1), it suffices to show that the summation above equals −P (∂(σ)).
We have:
P (∂(σ)) = P
(
〈x1, . . . , xq〉+
q∑
i=1
(−1)i〈x′, x1, . . . , x̂i, . . . , xq〉
)
= P
(
q∑
i=1
(−1)i〈x′, x1, . . . , x̂i, . . . , xq〉
)
where P (〈x1, . . . , xq〉) = 0 since this simplex does not use x
′. Now when we
apply P above, the only nonzero terms are those with j = 0 in the definition of
P . All others will repeat some point f(xi) = g(xi). Thus we have:
P (∂(σ)) =
q∑
i=1
(−1)i〈f(x′), g(x′), g(x1), . . . , ĝ(xi), . . . , g(xn)〉
= −
q∑
i=1
(−1)i+1〈f(x′), g(x′), g(x1), . . . , ĝ(xi), . . . , g(xn)〉
and we have proved (1).
The formula (1) holds when σ is any simplex, and so by linearity it will
hold for any chain. Now let α ∈ Zq(X) be a q-cycle, so ∂(α) = 0 and thus
P (∂(α)) = 0. Then by (1) we have:
g#(α)− f#(α) = ∂P (α) ∈ Bq(Y ).
Thus g#(α) and f#(α) differ by a q-boundary, that is, g∗(α) = f∗(α) ∈ Hq(Y ).
Theorem 4.3, and its requirement that the homotopy be strong, suggests that
the canonical setting for digital homology should be continuous functions and
strong homotopies, rather than the traditional focus on continuous functions
and homotopies.
Theorem 4.3 allows us to prove that homology groups are preserved by strong
homotopy equivalence, defined using strong homotopy in place of ordinary ho-
motopy in the standard definition of homotopy equivalence.
Definition 4.4. Digital images X and Y are strong homotopy equivalent when
there are continuous functions f : X → Y and g : Y → X such that f ◦ g ∼= idY
and g ◦ f ∼= idX .
By standard arguments one can easily show that strong homotopy equiva-
lence is an equivalence relation.
Corollary 4.5. Let X be finite, and let f : X → Y be a strong homotopy
equivalence. Then f∗ : Hq(X)→ Hq(Y ) is an isomorphism for each q.
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Proof. Let g : Y → X be continuous with f ◦ g ∼= idY and g ◦ f ∼= idX . By
functoriality of the induced homomorphism on homology, we have (f ◦ g)∗ =
f∗ ◦ g∗, and thus by Theorem 4.3 we have f∗ ◦ g∗ = (idY )∗ = idHq(Y ). Similarly
g∗ ◦ f∗ = idHq(X). Thus the homomorphisms f∗ : Hq(X) → Hq(Y ) and g∗ :
Hq(Y )→ Hq(X) are inverses, and so both are isomorphisms.
The example of C4 again shows the the “strong” assumption above is nec-
essary. The constant map c : C4 → {c} is a homotopy equivalence from C4 to a
point, but c∗ : H1(C4)→ H1({c}) is not an isomorphism since H1(C4) = Z and
H1({c}) = 0.
Since any isomorphism of digital images is automatically a strong homotopy
equivalence, we have:
Corollary 4.6. Let f : X → Y be an isomorphism of finite digital images.
Then f∗ : Hq(X)→ Hq(Y ) is an isomorphism for each q.
The converse of Theorem 4.3 is not true. That is, it is possible for the
homomorphism to be invariant even if the homotopy is not strong. We will
show that the induced homomorphisms for selfmaps of Cn with n > 4 are
invariant even for homotopies which are not strong.
In the case of Cn, we can make a full computation of the induced homomor-
phisms for any selfmap, using results from [5]. Let c : Cn → Cn be the constant
map c(ci) = c0, let l : Cn → Cn be the “flip map” l(ci) = c−i, and for some
integer d, let rd : Cn → Cn be the rotation rd(ci) = ci+d. Theorem 9.3 of [5]
shows that there are exactly 3 homotopy classes of selfmaps on Cn: any map
f : Cn → Cn is either strongly homotopic to a constant, or is homotopic to the
identity and equals rd for some d, or is homotopic to the flip map and equals
rd ◦ l for some d. (The strongness of the homotopy to the constant was not
mentioned in [5], but the homotopy demonstrated in the proof in that paper is
easily made punctuated and therefore strong.)
Theorem 4.7. Let n > 4, and let f : Cn → Cn be continuous. Then for all
q > 1, the induced homomorphism f∗,q : Hq(Cn)→ Hq(Cn) is trivial, for q = 0
the induced homomorphism f∗,0 = id, and for q = 1 we have:
f∗,1 =

id if f ≃ idCn ,
− id if f ≃ l,
0 if f ≃ c.
Proof. For q > 1 we have already seen that Hq(Cn) is a trivial group, so we will
have f∗ = 0 automatically. When f is homotopic to a constant, as mentioned
above, in fact f ∼= c and thus f∗ = c∗ for all q, and so f∗,0 is the identity and
f∗,q is trivial for q > 0.
Now we consider when f is homotopic to the identity or the flip map, for
q ∈ {0, 1}. First we consider q = 0 and f ≃ idCn . Since H0(Cn) is generated by
〈c0〉, it suffices to show that f∗(〈c0〉) = 〈c0〉. Let d be some integer with f = rd,
and we have:
f∗(〈c0〉) = 〈f(c0)〉 = 〈cd〉 = 〈c0〉
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as desired. Exactly the same argument applies for f ≃ l, since we will still have
〈f(c0)〉 = 〈cd〉 for some d.
Now for q = 1, and f ≃ idCn we must show f∗(σ) = σ, where σ =∑n−1
i=0 〈ci, ci+1〉 as in the proof of Theorem 4.1. Let f = rd, and we have:
f(σ) =
n−1∑
i=0
〈f(ci), f(ci+1)〉 =
n−1∑
i=0
〈ci+d, ci+1+d〉 = σ
as desired.
Finally we consider q = 1 and f ≃ l, and we must show f∗(σ) = −σ. Let
f = rd ◦ l, so f(ci) = cd−i, and we have:
f(σ) =
n−1∑
i=0
〈f(ci), f(ci+1)〉 =
n−1∑
i=0
〈cd−i, cd−i−1〉 =
n−1∑
i=0
〈c−i+1, c−i〉
=
n−1∑
i=0
〈ci+1, ci〉 =
n−1∑
i=0
−〈ci, ci+1〉 = −σ
as desired.
The three cases of Theorem 4.7 suffice to compute f∗ for any selfmap of
Cn, and we note that in each of the three homotopy classes, the set of induced
homomorphisms is different. We obtain a sort of Hopf theorem for digital cycles:
Corollary 4.8. Let n > 4, and let f, g : Cn → Cn be continuous. Then
f∗,q = g∗,q for each q if and only if f ≃ g.
5 Catalog of small digital images up to strong
homotopy equivalence
The authors of [6] produced a catalog of all digital images up to homotopy
equivalence of 7 points or fewer. The present author in [9] extended this listing
to 9 points, making heavy use of computer enumerations.
In this section we present a similar listing of all digital images up to strong
homotopy equivalence of 9 points or fewer. Again we rely on computer search,
though as we will see the search in the present case is much easier than that
required in [6] and [9].
Following a definition in [6], we define:
Definition 5.1. A finite digital image X is strongly reducible when it is strong
homotopy equivalent to a digital image of fewer points.
Theorem 2.10 of [6] showed that if X and Y are not reducible, then X and Y
are homotopy equivalent if and only if they are isomorphic. Since any strongly
reducible image is reducible, we obtain:
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Lemma 5.2. If X and Y are finite and not strongly reducible, then they are
strong homotopy equivalent if and only if they are isomorphic.
Thus if we wish to enumerate all connected digital images up to strong ho-
motopy equivalence, it suffices to begin with an enumeration of all connected
graphs up to isomorphism, and discard those graphs which are strongly re-
ducible. We focus now on determining whether or not a given image is strongly
reducible.
We begin by stating “strong” analogues of several results from [6]. First we
have an analogue of [6, Lemma 2.8].
Lemma 5.3. A finite image X is strongly reducible if and only if idX is strongly
homotopic to a nonsurjective map.
Proof. Wemimic the proof from [6]. First assume that idX is strongly homotopic
in one step to a nonsurjection f : X → X , and let Y = f(X) so we may consider
f as a map f : X → Y . If i : Y → X is the inclusion mapping, then i ◦ f = idY
and f ◦ i = f ∼= idX . Thus, X is strong homotopy equivalent to Y ( X , and so
X is strongly reducible.
For the converse, assume that X is strongly reducible, so X is strong homo-
topy equivalent to an image Z with #Z < #X . Thus there are maps f : X → Z
and g : Z → X with g ◦ f ∼= idX . But we have
#g(f(X)) ≤ #f(X) ≤ #Z < #X,
and so g ◦ f must be nonsurjective, and thus idX is strongly homotopic to a
nonsurjection.
The lemma above can be strengthened: the homotopy can be taken to be
punctuated, and in one step.
Lemma 5.4. A finite image X is strongly reducible if and only if idX is homo-
topic in one step by punctuated homotopy to a nonsurjective map.
Proof. We use a variation on the proof of [6, Lemma 2.9]. If idX is homotopic
by punctuated homotopy in one step to a nonsurjection, then X is strongly
reducible by Lemma 5.3. So we need only show that if X is strongly reducible,
then idX is homotopic by punctuated homtopy in one step to a nonsurjection.
If X is strongly reducible then by Lemma 5.3 we have some nonsurjection
f : X → X with idX ∼= f . Let H : X×[0, k]Z → X be the strong homotopy from
idX to f , and by Theorem 3.2 we may assume that H is punctuated. Without
loss of generality assume that H(x, t) is surjective for all t < k and nonsurjective
only for t = k. Let g : X → X be the surjective map g(x) = H(x, k − 1), so g
is homotopic by punctuated homotopy to f in one step. Since g is a continuous
surjective selfmap, it is a bijection and thus an isomorphism by [6, Lemma 2.3].
Now consider the homotopy L : X × [0, 1]Z → X where L(x, 0) = idX and
L(x, 1) = f(g−1(x)). Because f is nonsurjective, the map f ◦ g−1 is nonsurjec-
tive, and thus it remains only to show that L is a punctuated homotopy. That
is, we must show that f ◦ g−1 fixes all but one point of X .
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Since g is homotopic to f in one step by punctuated homotopy, we have
f(x) = g(x) for all x ∈ X except for one point. Since g is an isomorphism,
we can write any point x ∈ X as x = g−1(y) for some y. Thus we have
f(g−1(y)) = g(g−1(y) = y for all y ∈ X except for the point b = g−1(a). Thus
L is a punctuated one step homotpy from idX to f ◦ g
−1 as desired.
The catalog in [6] was obtained with a mixture of computer search and by-
hand analysis. The following lemma was used as part of the computer search.
Given x ∈ X , let N∗(x) ⊆ X be the set of all y ∈ X with y - x.
Lemma 5.5 ([6], Lemma 4.2). If there exists distinct x, y ∈ X such that
N∗(x) ⊆ N∗(y), then X is reducible.
The converse is not true: for example C4 is reducible but does not satisfy
the condition of Lemma 5.5. The computer search used in [6] and [9] thus had
to rely in some special cases on a brute-force checking of all maps homotopic to
the identity in one step, to determine if any were nonsurjective.
For the case of strong homotopy, however, we can avoid the cumbersome
brute-force search because the converse to Lemma 5.5 will hold:
Theorem 5.6. Let X be a finite digital image. Then X is strongly reducible if
and only if there exists distinct x, y ∈ X such that N∗(x) ⊆ N∗(y).
Proof. First assume that there are distinct x, y ∈ X with N∗(x) ⊆ N∗(y). Then
we follow the proof of [6, Lemma 4.2] to show that X is strongly reducible. Let
f : X → X − {x} be the map which sends x to y and fixes all other points.
We will show that f is strongly homotopic to idX using Theorem 2.4. If we
take any a, b ∈ X with a↔ b, we must show that a - f(b). When b 6= x we have
f(b) = b and so a - f(b) since a ↔ b. When b = x, since N∗(x) ⊆ N∗(y) we
have a - y = f(x) = f(b) as desired. Thus by Theorem 2.4 we have f ∼= idX ,
and since f is not a surjection, X is strongly reducible.
Now we prove the converse. Assume that X is strongly reducible, so by
Theorem 5.4 there is a nonsurjection f with f ∼= idX by a punctuated one step
homotopy. Since the homotopy is punctuated and in one step, there is one point
a with f(a)↔ a but f(a) 6= a, and f(x) = x for all other points.
Let b = f(a), so b ↔ a but b 6= a. To show that N∗(a) ⊆ N∗(b), take any
x - a, and we must show x - b. Since x - a and f is strongly homotopic to
the identity in one step, by Theorem 2.4 we have x - f(a) = b as desired.
The condition of Theorem 5.6 can be easily checked by computer. Starting
with a list of all connected simple graphs, we remove those which are strongly
reducible. For images of 6 points or fewer, the complete catalog is shown in
Figure 1. Source code in SageMath for the computer search is available at the
author’s website.1
For images of 7, 8, and 9 points, the results of the computer search are as
follows. Let c(n) be the number of connected digital images on n points which
1http://faculty.fairfield.edu/cstaecker
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5 points or fewer:
6 points:
Figure 1: All digital images on 6 points or fewer, up to strong homotopy equiv-
alence
are not reducible. Let d(n) be the number of connected digital images which
are not strongly reducible. We have:
n 1 2 3 4 5 6 7 8 9
c(n) 1 0 0 0 1 1 3 28 547
d(n) 1 0 0 1 2 9 46 507 11800
The first row is from [9], and is OEIS sequence A248571.
6 Pointed strong homotopy equivalence
The study of pointed digital images and pointed homotopy arises naturally
in the study of the fundamental group of a digital image, see [2]. A pointed
digital image (X, x0) is a digital image with some specific chosen point x0 ∈ X .
A pointed continuous function f : (X, x0) → (Y, y0) is a function which is
continuous and f(x0) = y0. Two pointed continuous functions are pointed
homotopic when there is a homotopy from f to g through pointed functions.
Two pointed images (X, x0) and (Y, y0) are pointed homotopy equivalent when
there are pointed continuous maps f : (X, x0) → (Y, y0) and g : (Y, y0) →
(X, x0) such that g◦f is pointed homotopic to idX and f◦g is pointed homotopic
to idY . We will say two pointed images (X, x0) and (Y, y0) are pointed strong
homotopy equivalent when there are pointed continuous maps f : (X, x0) →
(Y, y0) and g : (Y, y0) → (X, x0) such that g ◦ f is pointed homotopic by a
strong homotopy to idX and f ◦ g is pointed homotopic by a strong homotopy
to idY .
In [6] an example was given of two digital images which are homotopy equiv-
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alent but not pointed homotopy equivalent for any choice of points:
In fact these two images are not strong homotopy equivalent– we can see both
appear in Figure 1. Thus they also are not pointed strong homotopy equivalent.
It is natural to ask whether there are examples of pointed digital images
(X, x0) and (Y, y0) which are strong homotopy equivalent but not pointed strong
homotopy equivalent. We will give such an example in Example 6.2.
First we prove a theorem which will help with the example. We say a digital
image is strongly contractible when it is strong homotopy equivalent to a point.
Given a finite image X with #X = n, let (x1, . . . , xn) be an ordered enu-
meration of the points of X . For i ∈ {1, . . . , n}, let Xi ⊆ X be the set
Xi = {xi, . . . , xn}. For x ∈ Xi, let N
∗
Xi
(x) be the set of all y ∈ Xi with
y - x.
We say (x1, . . . , xn) is a strong contraction ordering of X when for each
i < n, there is some j > i with N∗Xi(xi) ⊆ N
∗
Xi
(xj). Such an ordering of X may
or may not exist.
Theorem 6.1. A finite digital image X is strongly contractible if and only if
there is a strong contraction ordering of X.
Proof. First we assume X is strongly contractible. We will prove that there is
a strong contraction ordering by induction on n = #X . If n = 1 then clearly
there is a strong contraction ordering. For the inductive step, if X is strongly
contractible then it is strongly reducible, and thus by Theorem 5.6 there is some
x1 ∈ X and y ∈ X with N
∗(x1) ⊆ N
∗(y), and by the proof of Theorem 5.6 X
strongly reduces to X −{x1}. By induction, X −{x1} has a strong contraction
ordering (x2, . . . , xn), and then (x1, x2, . . . , xn) is a strong contraction ordering
of X .
Now we assume that X has a strong contraction ordering (x1, . . . , xn). We
use induction on n to prove that X is strongly contractible. When n = 1
then clearly X is contractible. For the inductive case note that (x2, . . . , xn) is
a strong contraction ordering of X − {x1}, and so by induction X − {x1} is
strongly contractible. Since (x1, . . . , xn) is a strong contraction ordering there
is some j > 1 with N∗(x1) ⊆ N
∗(xj), and thus by Theorem 5.6 and its proof,
X is strong homotopy equivalent to X − {x1}. Since X − {x1} is strongly
contractible, also X is strongly contractible as desired.
Now we present our example of a pointed image which is strongly contractible
but not pointed strongly contractible. We do not know if there is a simpler
example, or one which can be embedded into Z2 or Z3 with some cu-adjacency.
Example 6.2. Let (X, x1) be the pointed digital image shown in Figure 2. This
digital image is strong homotopy equivalent to a point, but not by a pointed
strong homotopy. To show that X is strong homotopy equivalent to a point,
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x1
x2x3
x4
x5x6
x7 x8
Figure 2: A pointed digital image which is strong homotopy equivalent to a
point, but not pointed strong homotopy equivalent to a point.
by Theorem 6.1 it suffices to demonstrate a strong contraction ordering of X .
Using the labeling of points in Figure 2, we claim that (x1, x2, . . . , x8) is a strong
contraction ordering of X .
The various Xi are shown in Figure 3. It is routine to verify the following
inclusions:
N∗X1(x1) ⊆ N
∗
X1
(x8), N
∗
X2
(x2) ⊆ N
∗
X2
(x5), N
∗
X3
(x3) ⊆ N
∗
X3
(x6),
N∗X4(x4) ⊆ N
∗
X4
(x7), N
∗
X5
(x5) ⊆ N
∗
X5
(x7), N
∗
X6
(x6) ⊆ N
∗
X6
(x7),
N∗X7(x7) ⊆ N
∗
X7
(x8),
and thus (x1, x2, . . . , x8) is a strong contraction ordering, and so X is strongly
contractible.
To show that (X, x1) is not pointed strong homotopy equivalent to a point, it
suffices to show that there is no map strongly homotopic in one step to idX other
than idX itself. For the sake of contradiction, assume there is some continuous f
strongly homotopic in one step to idX . By inspecting the adjacencies in Figure 2
we see that x1 is the only point in X for which we can have f(x)↔ x while still
preserving all necessary adjacencies (we must have y - f(x) for every y ↔ x).
Thus any map strongly homotopic in one step to idX must have f(x1) 6= x1.
Since any map strongly homotopic to idX must move x1, any strong homo-
topy from idX to a constant must move x1 at one of its stages, and so it cannot
be pointed. Thus we have shown that (X, x1) is not pointed strong homotopy
equivalent to a point.
Thus, in general, if X and Y are strong homotopy equivalent and x0 ∈ X
and y0 ∈ Y , it does not automatically follow that (X, x0) is pointed strong
homotopy equivalent to (Y, y0). The example of [6] gave two images X and
Y which are homotopy equivalent but not pointed equivalent for any choice of
points x0 ∈ X and y0 ∈ Y . We do not know if the same type of example is
possible for strong homotopy.
Question 6.3. Are there strong homotopy equivalent digital images X and Y
for which (X, x0) and (Y, y0) are not strong pointed homotopy equivalent for all
x0 ∈ X and y0 ∈ Y ?
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X1 :
x1
x2x3
x4
x5x6
x7 x8
X2 :
x2x3
x4
x5x6
x7 x8
X3 :
x3
x4
x5x6
x7 x8
X4 :
x4
x5x6
x7 x8 X5 :
x5x6
x7 x8
X6 :
x6
x7 x8
X7 : x7 x8 X8 : x8
Figure 3: Various Xi for Example 6.2.
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