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Abstract
The principal purpose of this paper is to give new proofs of two theorems of G.M. Nepomnyashchii
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1. Introduction
The first purpose of this note is to give a new proof of a subset-selection theorem of
Nepomnyashchii [9, Theorem 1.1] (see Theorem 1.1 below) with the aid of an ordinary
selection theorem from [7] (see Theorem 2.1) and a recent representation theorem of
Pasynkov [11] (see Theorem 2.2).
A very natural partial generalization of Nepomnyashchii’s [9, Theorem 1.1] was
obtained by him in [10]. Our second purpose in this note is to show how our proof of
Theorem 1.1 can be modified to obtain a complete generalization; see Theorem 1.2.
Throughout this paper, we adopt the following notation.
F(Y ) = {E ⊂ Y : E = ∅,E closed in Y },
K(Y ) = {E ∈F(Y ): E compact},
C(Y ) = {E ∈F(Y ): E compact and connected}.
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Given a function ϕ :X → F(Y ), a selection for ϕ is a function f :X → Y such that
f (x) ∈ ϕ(x) for every x ∈ X, and a subset-selection for ϕ is a function ψ :X → F(Y )
such that ψ(x) ⊂ ϕ(x) for every x ∈ X.
All other terminology will be explained after Theorem 1.2.
The following result was announced by Nepomnyashchii in [8, Theorem 1] and proved
in [9, Theorem 1.1].
Theorem 1.1 [9]. Let X be paracompact, Y completely metrizable, and ϕ :X → F(Y )
l.s.c. with {ϕ(x): x ∈ X} equi-LC0. Then:
(a) If every ϕ(x) is connected, then there exists a continuous ψ :X → C(Y ) with ψ(x) ⊂
ϕ(x) for every x ∈ X.
(b) More generally, if A ⊂ X is closed, then every continuous α :A → C(Y ) with α(x) ⊂
ϕ(x) for all x ∈ A extends to a continuous ψ :U → C(Y ), for some open U ⊃ A in Y ,
with ψ(x) ⊂ ϕ(x) for all x ∈ U . If every ϕ(x) is connected, then one can take U = X.1
Our next result reduces to Theorem 1.1 when γ (x) = ∅ for all x ∈ X. Part (a) of this
result was obtained (with a different proof ) by Nepomnyashchii in [10, Theorem B].
Theorem 1.2. Let X, Y and ϕ :X → F(Y ) be as in Theorem 1.1, and let γ :X →
K(Y )∪ {∅} be u.s.c. with γ (x)⊂ ϕ(x) for every x ∈ X. Then:
(a) If every ϕ(x) is connected, then there exists a continuous ψ :X → C(Y ) with γ (x) ⊂
ψ(x) ⊂ ϕ(x) for all x ∈ X.
(b) More generally, if A ⊂ X is closed, then every continuous α :A → C(Y ) with γ (x) ⊂
α(x) ⊂ ϕ(x) for all x ∈ A extends to a continuous ψ :U → C(Y ), for some open
U ⊃ A in X, with γ (x) ⊂ ψ(x) ⊂ ϕ(x) for all x ∈ U . If every ϕ(x) is connected, then
one can take U = X.2
In the foregoing results, a map ϕ :X → F(Y ) is called l.s.c. (lower semicontinuous) if
{x ∈ X: ϕ(x) ∩ W = ∅} is open in X for every open W ⊂ Y , and γ :X → F(Y ) ∪ {∅} is
u.s.c. (upper semicontinuous) if {x ∈ X: γ (x) ⊂ W } is open in X for every open W ⊂ Y .
We always assume that F(Y ) and its subspaces carry the Vietoris topology.3 The
definitions imply that a function ϕ :X →F(Y ) is continuous with this topology on F(Y )
if and only if it is both l.s.c. and u.s.c.
A collection E ⊂ F(Y ) is equi-LC0 (see [7, p. 563]) if, for every y ∈ ⋃E , every
neighborhood V of y in Y contains a neighborhood W of y such that, if y, y ′ ∈ W ∩ E
1 As shown in [9], this result remains true with C(Y ) replaced by K(Y ). (For part (a), that is clear).
2 Just like Theorem 1.1, this result remains true with C(Y ) replaced by K(Y ). In case every ϕ(x) is connected,
that was shown by Gutev, Ohta and Yamazaki in [4, Theorem 1.9].
3 See [3, 2.7.20(a)]. If Y is (completely) metrizable with metric d , then K(Y ), with the Vietoris topology, is
(completely) metrizable with the associated Hausdorff metric dH (see [3, 4.5.23, (a) and (d)]).
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with E ∈ E , then there is a path from y to y ′ in V ∩ E.4 Clearly, if E is equi-LC0, then
every E ∈ E is locally pathwise connected (and is therefore pathwise connected if it is
connected).
Remark. In Theorem 1.1(a), our proof shows that ψ can be chosen so that each ψ(x) is
pathwise connected; I do not know whether that remains true in Theorems 1.1(b) and 1.2.
I also do not know whether ψ in Theorem 1.1(a) can be chosen so that each ψ(x) is locally
pathwise connected (or even so that {ψ(x): x ∈ X} is equi-LC0).
Remark. Theorem 1.1(a) may be compared to the analogous subset-selection theorem
in [1, Theorem 3.2]: Unlike Theorem 1.1(a), the latter result makes no connectivity
assumptions (either local or global) on the sets ϕ(x), but it also draws significantly weaker
conclusions. It may be noted that, where our proof of Theorem 1.1(a) in Section 4 depends
on the 1-dimensional Theorems 2.1 and 2.2, the proof of [1, Theorem 3.2] depends on the
analogous 0-dimensional results in [1, Theorems 3.1 and 1.1].
We conclude this introduction by defining two functions that will play a major role in
Sections 3–6.
Definition 1.3. Given ϕ :X →F(Y ) and γ :X →K(Y )∪ {∅} as in Theorems 1.1 and 1.2,
we define Φ :X →F(C(Y )) and Φγ :X →F(C(Y ))∪ {∅} by:
Φ(x) = {K ∈ C(Y ): K ⊂ ϕ(x)}= C(ϕ(x)),
Φγ (x)=
{
K ∈ C(Y ): γ (x) ⊂ K ⊂ ϕ(x)}
for every x ∈ X.5
Note that the conclusions of Theorems 1.1 and 1.2 can be rephrased in terms of
continuous selections (in the usual sense) for Φ and Φγ (or for Φ|U and Φγ |U ).
After recording some known preliminary results in Sections 2 and 3, we prove
Theorem 1.1 in Section 4. Some additional lemmas are obtained in Section 5, and are
then applied in Section 6 to prove Theorem 1.2. Section 7 is devoted to examples.
2. Two preliminary theorems
Our proof of Theorem 1.1 in Section 4 will primarily be based on the following two
general results.
In our first result, part (b) is [7, Theorem 1.2 for n = 0], and part (a) is a special case of
part (b).
4 If E ⊂ F(Y ) is equi-LC0, then, by [7, Proposition 2], there is a compatible metric d on ⋃E for which E
is uniformly equi-LC0. This means that for every ε > 0 there is δ(ε) > 0 such that, if y,y′ ∈ E with E ∈ E and
d(y, y′) < δ(ε), then there is a path from y to y′ in E with diameter < ε.
5 The function called Φ in this definition appears in [9, p. 568] with the name ϕ˜, and a function similar to Φγ
appears in the proof of [12, Theorem 5.74].
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Theorem 2.1 [7]. Let X be paracompact with dimX  1, let Y be completely metrizable,
and let ϕ :X →F(Y ) be l.s.c. with {ϕ(x): x ∈ X} equi-LC0. Then:
(a) If every ϕ(x) is connected, then ϕ has a continuous selection f :X → Y .
(b) More generally, if A ⊂ X is closed, then every continuous selection g :A → Y for ϕ|A
extends to a continuous selection f :U → Y for ϕ|U for some open U ⊃ A in X. If
every ϕ(x) is connected, then one can take U = X.
It may be noted that both the hypothesis and the conclusion in Theorem 1.1(a) are
weaker than in Theorem 2.1(a) (but stronger than in [1, Theorem 3.2]).
Our second result in this section is the following representation theorem which was
recently obtained by Pasynkov in [11, Corollary 9].
Theorem 2.2 [11]. Let X be paracompact. Then there exists a paracompact space X′ with
dimX′  1, and an open and perfect map p :X′ → X onto X, such that p−1(x) is pathwise
connected for every x ∈ X.
3. Three preliminary lemmas
The lemmas in this section, all of which are known, will be applied in the proof of
Theorem 1.1(b). (They are not needed in the proof of Theorem 1.1(a).)
We begin with the following simple result:
Lemma 3.1. Let Y be metrizable and pathwise connected. Then C(Y ) is also pathwise
connected.
Proof. Let A,B ∈ C(Y ). Since Y is pathwise connected, there is an E ∈ C(Y ) such that
A ⊂ E and B ⊂ E. By Kelley [5, Lemmas 2.3 and 2.6], there are paths fA : [0,1] → C(E)
from A to E and fB : [0,1] → C(E) from B to E, and thus there is a path f : [0,1] → C(E)
from A to B .6 
The next two lemmas show how certain properties of ϕ :X → F(Y ) are inherited by
Φ :X →F(C(Y )) (see Definition 1.3).
Lemma 3.2 [9, Lemma 3.3]. Suppose that Y is metrizable, and that ϕ :X → F(Y ) is a
map with {ϕ(x): x ∈ X} equi-LC0. Then {Φ(x): x ∈ X} is also equi-LC0.
Lemma 3.3 [9, Lemma 3.4]. Suppose that Y is metrizable, and that ϕ :X →F(Y ) is l.s.c.
with {ϕ(x): x ∈ X} equi-LC0. Then Φ :X →F(C(Y )) is also l.s.c.
6 For later use in the proofs of Lemmas 5.1 and 5.2, we note that, by [5, 2.2], these paths fA and fB can be
chosen so that fA(t) ⊃ A and fB(t) ⊃ B for all t ∈ [0,1], and hence f (t) ⊃ A or f (t) ⊃ B for all t ∈ [0,1].
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Remark. Lemma 3.3 becomes false if the assumption that {ϕ(x): x ∈ X} is equi-LC0 is
omitted. See Example 7.4.
4. Proof of Theorem 1.1
Although part (a) of this theorem is a special case of part (b), its proof is significantly
shorter and simpler and will therefore be given separately.
(a) Let ϕ :X → F(Y ) be as in our theorem, and let X′ and p :X′ → X be as in
Theorem 2.2. Then p−1(x) is compact and pathwise connected for all x ∈ X, and
p−1 :X → C(X′) is continuous. Define ϕ′ :X′ → F(Y ) by ϕ′ = ϕ ◦ p. Then ϕ′ is also
l.s.c., {ϕ′(x ′): x ′ ∈ X′} is equi-LC0, and every ϕ′(x ′) is connected. Since dimX′  1, it
follows from Theorem 2.1(a) that ϕ′ has a continuous selection f :X′ → Y .
Now define ψ :X → C(Y ) by ψ(x) = f [p−1(x)]. Since f and p−1 are continuous, so
is ψ , and since every p−1(x) is pathwise connected, so is every ψ(x). It is easily checked
that ψ(x) ⊂ ϕ(x) for every x ∈ X.
(b) Let X, Y , and ϕ :X →F(Y ) be as in our theorem. Since Y is completely metrizable,
so is K(Y ) (see Footnote 4), and hence so is its closed subspace C(Y ).
Let Φ :X → F(C(Y )) be as in Definition 1.3. Then Φ is l.s.c. by Lemma 3.3,
{Φ(x): x ∈ X} is equi-LC0 by Lemma 3.2, and Φ(x) is connected whenever ϕ(x) is
connected by Lemma 3.1.
Now let A ⊂ X and α :A → C(Y ) be as in our theorem, so α is a continuous selection
(in the usual sense) for Φ|A. We must show that α extends to a continuous selection
ψ :U → C(Y ) for Φ|U for some open U ⊃ A in X, with U = X if every ϕ(x) is
connected.
In case dimX  1, the existence of such a ψ follows directly from Theorem 2.1(b) (with
ϕ and g replaced by Φ and α). In general, we proceed as follows.
Let p :X′ → X be as in Theorem 2.2, and define Φ ′ :X′ → F(C(Y )) by Φ ′ = Φ ◦ p.
Just as for Φ , we see that Φ ′ is l.s.c., that {Φ ′(x ′): x ′ ∈ X′} is equi-LC0, and that Φ ′(x ′) is
connected whenever ϕ(p(x ′))—and thus Φ(p(x ′))—is connected. Let A′ = p−1(A), and
define α′ :A′ → C(Y ) by α′(x) = α(p(x)). Since α is a continuous selection for Φ|A, we
see that α′ is a continuous selection for Φ ′|A′.
Since dimX′  1, it now follows from Theorem 2.1(b) (with ϕ :X → F(Y ) and
g :A → Y replaced by Φ ′ :X′ → F(C(Y )) and α′ :A′ → C(Y )) that α′ extends to a
continuous selection ψ ′ :U ′ → C(Y ) for Φ ′|U ′ for some open U ′ ⊃ A′ in X′, with U ′ = X′
if every ϕ(x)—and thus every Φ ′(x ′)—is connected. Since p :X′ → X is a closed map,
we have p−1(U) ⊂ U ′ for some open U ⊃ A in X, and we can take U = X if U ′ = X′
(and thus if every ϕ(x) is connected).
Finally, for all x ∈ U let
ψ(x) =
⋃{
ψ ′(x ′): x ′ ∈ p−1(x)}=⋃ψ ′[p−1(x)].
It is easily checked that ψ(x) = α(x) for x ∈ A and ψ(x) ⊂ ϕ(x) for x ∈ U . To complete
our proof, it remains to show that ψ(x) ∈ C(Y ) for all x ∈ U and that ψ :U → C(Y ) is
continuous. To see this, observe that ψ = σ ◦ψ∗ ◦ p−1|U , where:
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(1) p :X′ → X is as in Theorem 2.2, so p−1|U :U → C(U ′) is continuous;
(2) ψ∗ :C(U ′) → C(C(Y )) is defined by ψ∗(E) = {ψ ′(x ′): x ′ ∈ E} for E ∈ C(U ′), so ψ∗
is continuous because ψ ′ is continuous; and
(3) σ :C(C(U))→ C(Y ) is defined by σ(E) =⋃E for E ∈ C(C(U)) (see, for example, [6,
2.5.2 and 2.8]), so σ is continuous by [6, 5.7.2].
Thus ψ(x) ∈ C(Y ) for all x ∈ U , and ψ :U → C(U) is continuous.
5. Three more lemmas
The following results, which reduce to Lemmas 3.1–3.3 when γ (x) = ∅ for all x ∈ X,
will be applied in the proof of Theorem 1.2 in Section 6.
Lemma 5.1. Let Y be metrizable and pathwise connected. Let G ⊂ Y , and define
CG(Y ) =
{
K ∈ C(Y ): K ⊃ G}.
Then CG(Y ) is pathwise connected.
Proof. In case G = ∅ (so that CG(Y ) = C(Y )), this was proved in Lemma 3.1. The same
proof is valid in general: Indeed, if A,B ∈ C(Y ), and if the path from A to B in C(Y ) is
chosen as in Footnote 6, then that path must lie in CG(Y ) whenever A,B ∈ CG(Y ). 
The next two lemmas show how certain properties of ϕ :X → F(Y ) and γ :X →
K(Y )∪ {∅} are inherited by Φγ :X →F(C(Y ))∪ {∅} (see Definition 1.3).
Lemma 5.2. Suppose that Y is metrizable and that ϕ :X →F(Y ) and γ :X →K(Y )∪{∅}
are maps with γ (x) ⊂ ϕ(x) for every x ∈ X. Then, if {ϕ(x): x ∈ X} is equi-LC0, so is
{Φγ (x): x ∈ X}.
Proof. In case γ (x) = ∅ for all x ∈ X, this reduces to Lemma 3.2. But the proof of
that result in [9, Lemma 3.3] remains valid in the present more general framework, by
essentially the same argument used above to show that the proof of Lemma 3.1 remains
valid to establish the more general Lemma 5.1. 
Lemma 5.3. Suppose that Y is metrizable, that ϕ :X →F(Y ) is l.s.c. with {ϕ(x): x ∈ X}
equi-LC0, and that γ :X → K(Y ) ∪ {∅} is u.s.c. with γ (x) ⊂ ϕ(x) for every x ∈ X. Let
W = {x ∈ X: Φγ (x) = ∅}. Then:
(a) W is open in X, and Φγ |W :W →F(C(Y )) is l.s.c.
(b) If x ∈ X and ϕ(x) is connected, then x ∈ W .
Proof. (a) Define Y ∗ ⊂ Y by Y ∗ =⋃{ϕ(x): x ∈ X}. By Footnote 4, there is a compatible
metric d on Y ∗ making {ϕ(x): x ∈ X} uniformly equi-LC0. Let dH be the Hausdorff metric
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on K(Y ∗) associated with d ; by Footnote 3, dH is compatible with the Vietoris topology
on K(Y ∗).
Now let x0 ∈ W . We must prove that x0 ∈ Int W and that Φγ |W is l.s.c. at x0.
Equivalently, we will show that, if C0 ∈ Φγ (x0) and if ε > 0, then x0 has a neighborhood
U in X such that, if x ∈ U , then dH (C(x),C0) < ε for some C(x) ∈ Φγ (x).
Let δ(ε) > 0 be as in Footnote 4 with δ(ε) ε, and let β(ε) = 13δ( 12ε). Since Φ :X →C(Y ) (see Definition 1.3) is l.s.c. by Lemma 3.3, there is a neighborhood U1 of x0 in X
such that, if x ∈ U1, then dH(C′(x),C0)) < β(ε) for some C′(x) ∈ Φ(x). Since γ is u.s.c.,
there is a neighborhood U2 of x0 in X such that, if x ∈ U2, then d(y, γ (x0)) < β(ε) for
all y ∈ γ (x). Let U = U1 ∩ U2. We must show that, if x ∈ U , then dH(C(x),C0) < ε for
some C(x) ∈ Φγ (x).
If γ (x) = ∅, then Φγ (x)= Φ(x) and we can simply take C(x) = C′(x).
So suppose that γ (x) = ∅. By [2, Lemma 1.2] (with A ⊂ X replaced by γ (x) ⊂ ϕ(x)),
there is a compact K with γ (x) ⊂ K ⊂ ϕ(x) such that dH (K,γ (x)) < β(ε) and K has
only finitely many components K1, . . . ,Kn. Note that, if y ∈ K , then d(y, γ (x)) < β(ε),
so d(y, γ (x0)) < 2β(ε), hence d(y,C0) < 2β(ε) (because γ (x0) ⊂ C0), and therefore
d(y,C′(x)) < 3β(ε) = δ( 12ε).
Now pick yi ∈ Ki (i = 1, . . . , n), and then pick y ′i ∈ C′(x) with d(yi, y ′i ) < δ( 12ε). Since
yi, y
′
i ∈ ϕ(x), there is a path Pi ⊂ ϕ(x) from yi to y ′i with diamPi < 12ε (see Footnote 5).
Hence, if z ∈ Pi , then
d(z,C0) d(z, y ′i)+ d(y ′i ,C0) <
1
2
ε + β(ε) < ε
for i = 1, . . . , n.
Finally, define
C(x) = C′(x)∪
n⋃
i=1
(Ki ∪ Pi).
It is easy to check that C(x) ∈ Φγ (x) and dH (C(x),C0) < ε, so C(x) satisfies all our
requirements.
(b) Since ϕ(x) is metrizable and locally pathwise connected, and since γ (x) is compact,
this follows from [2, Lemma 1.3] (with X replaced by ϕ(x)). 
6. Proof of Theorem 1.2
Since part (a) of this theorem is a special case of part (b), it will suffice to establish (b).
(b) Let Φ and Φγ be as in Definition 1.3, and define W = {x ∈ X: Φγ (x) = ∅} as in
Lemma 5.3. We distinguish two cases.
Case 1. Assume that W = X:7 In this case the proof of Theorem 1.1(b) in Section 4
remains basically valid in this more general situation, needing only two modifications:
7 By Lemma 5.3(b), this condition is certainly satisfied if every ϕ(x) is connected.
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First, wherever the function Φ appears in the proof of Theorem 1.1(b), it is now replaced
by Φγ , and similarly for Φ ′ and Φ ′γ . And second, references to Lemmas 3.1, 3.2 and 3.3 in
the proof of Theorem 1.1(b) are now replaced by corresponding references to Lemmas 5.1,
5.2, and 5.3(a).
Case 2. Suppose that W = X. Let A ⊂ X and α :A → C(Y ) be as in Theorem 1.2. Then
α(x) ∈ Φγ (x) for all x ∈ A, so A ⊂ W . Since A is closed in X, and since W is open in X
by Lemma 5.3(a), we have
A ⊂ V ⊂ V ⊂ W
for some open V in X. Then V is paracompact, Φγ (x) = ∅ for all x ∈ V , and Φγ |V is
l.s.c. It now follows from case 1 above (with X replaced by V , and ϕ and γ replaced by
ϕ|V and γ |V ) that α extends to a continuous ψ :U →F(C(Y )), for some open U ⊃ A in
V , with γ (x) ⊂ ψ(x) ⊂ ϕ(x) for all x ∈ U . This ψ is the required extension of α.
7. Examples
In the following results, Example 7.1 illustrated why the assumption that every ϕ(x) is
connected cannot be omitted from Theorem 1.1(a), and Example 7.3 does the same for the
assumption in Theorem 1.1(a) that {ϕ(x): x ∈ X} is equi-LC0.
Example 7.1. A l.s.c. ϕ :X →K(Y ), with {ϕ(x): x ∈ X} equi-LC0, such that:
(a) There exists no continuous ψ :X →K(Y ) with ψ(x) ⊂ ϕ(x) for all x ∈ X.
(b) There exists no u.s.c. or l.s.c. ψ :X → C(Y ) with ψ(x) ⊂ ϕ(x) for all x ∈ X.
Proof. Let X = [0,1], let Y = {0,1}, and define ϕ :X →K(Y ) by
ϕ(x) = {0} if 0 x  1
3
,
ϕ(x) = {0,1} if 1
3
< x <
2
3
,
ϕ(x) = {1} if 2
3
 x  1.
This ϕ is certainly l.s.c., and {ϕ(x): x ∈ X} is clearly equi-LC0. Let us check (a) and (b).
(a) Clear.
(b) Any ψ :X → C(Y ) is single-valued, and is therefore continuous if it is u.s.c. or
l.s.c. 
The following lemma will be used in the proof of Example 7.3.
Lemma 7.2. Suppose that ψ :S →K(T ) satisfies either of the following two conditions:
(a) ψ is continuous.
(b) ψ is u.s.c. and ψ :S → C(T ).
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Then, if W is open and closed in T , then V = {x ∈ S: ψ(x) ⊂ W } is open and closed in S.Proof. Since ψ is u.s.c. in both cases, V is clearly open in S. Let us check that S\V is
also open in S.
(a) Because S\V = {x ∈ S: ψ(x) ∩ T \W = ∅}, and ψ is l.s.c.
(b) Here, every ψ(x) is a subset of W or of T \W . Hence S\V = {x ∈ S: ψ(x) ⊂ T \W },
so S\V is open in S because ψ is u.s.c. 
Example 7.3. A l.s.c. ϕ :X → C(Y ) such that:
(a) There exists no continuous ψ :X →K(Y ) with ψ(x) ⊂ ϕ(x) for all x ∈ X.
(b) There exists no u.s.c. ψ :X → C(Y ) with ψ(x) ⊂ ϕ(x) for all x ∈ X.
Proof. Let X = [0,1] and let Y = X × X. For each integer n > 0, let Wn be the closed
interval in Y joining ( 1
n
,0) to (0,1), and let Tn = Wn ∪Wn+1. Define ϕ :X → C(Y ) by
ϕ(x) = {(x,0)} if x = 1
n
(n = 1,2, . . .) or x = 0,
ϕ(x) = Tn if 1
n+ 1 < x <
1
n
.
Clearly ϕ :X → C(Y ) is l.s.c. Let us check that it satisfies (a) and (b).
Suppose there were a ψ violating (a) or (b), and let us show that this leads to a
contradiction. Since ψ is u.s.c. and ψ(x) ⊂ ϕ(x) for all x ∈ X, there is an n > 0 such
that (0,1) /∈ ψ(x) whenever 0  x  1
n
. For this n, let S = [ 1
n+1 ,
1
n
], let T = Tn\{(0,1)},
and let W = Wn\{(0,1)}. Then ψ(x) ⊂ T for all x ∈ S, and W is open and closed in T . By
Lemma 7.2, the set V = {x ∈ S: ψ(x) ⊂ W } is open and closed in S. Also V = ∅ (because
1
n
∈ V ), and S\V = ∅ (because 1
n+1 ∈ S\V ). Since S is connected, that is impossible. 
Our last example shows that the equi-LC0 assumption cannot be omitted in Lemma 3.3.
(The function Φ is defined in Definition 1.3.)
Example 7.4. A continuous ϕ :X →K(Y ) such that Φ :X →F(C(Y )) is not l.s.c.
Proof. Let X = { 1
n
: n = 1,2, . . .} ∪ {0}, let Y = [0,1], and define ϕ :X → K(Y ) by
ϕ(0) = Y and ϕ( 1
n
) = { k
n
: k = 0,1, . . . , n} for n = 1,2, . . . . This ϕ is clearly continuous.
However, Y ∈ Φ(0) whereas every E ∈ Φ( 1
n
) is a singleton, so Φ is not l.s.c. at 0. 
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