We study the effect of the introduction of university tuition fees on the enrollment behavior of students in Germany. For this, an appropriate Lasso-technique is crucial in order to identify the magnitude and significance of the effect due to potentially many relevant controlling factors and only a short time frame where fees existed. We show that a post-double selection strategy combined with stability selection determines a significant negative impact of fees on student enrollment and identifies relevant variables. This is in contrast to previous empirical studies and a plain linear panel regression which cannot detect any effect of tuition fees in this case. In our study, we explicitly deal with data challenges in the response variable in a transparent way and provide respective robust results. Moreover, we control for spatial cross-effects capturing the heterogeneity in the introduction scheme of fees across federal states ("Bundesländer"), which can set their own educational policy. We also confirm the validity of our Lasso approach in a comprehensive simulation study.
Introduction
We study the effect of the introduction of tuition fees on university student enrollment behavior using publicly available data. In particular, we illustrate for the case of Germany that even low fees in only parts of the country already have a significant impact. In Germany, in contrast to other countries, the maximum fee amount was generally limited to e 1000 per year and fees were only present in parts of the country from 2006-2013 1 . Moreover, the implementation and timing of the fees were no exogenous shock but strategic policy decisions on the federal state level ("Bundesländer", denoted shortly as states in the following). Thus, the timing of the introduction and abolishment of fees varied considerably among states. Moreover, during the considered time period, major policy changes in different federal states significantly impacted the cohort size of prospective university students. 2 Specifically, the spatial time delay in the implementation of both tuition fees and different federal reforms induced migration effects that we show to have a direct substantial impact on student enrollment numbers.
All these issues make it impossible to identify tuition effects with standard methods that only compare sample means before and after policy reforms 3 . Capturing that the political decision for or against a tuition fee treatment was in fact strategic, we explicitly model this binary choice as a function of potentially many observable factors. Moreover, for the enrollments, we include spatial cross-effects allowing for migration in a fixed effects panel model besides the large set of all covariates marked as potentially relevant in different strains of literature on tuition fees. For the small number of publicly available observations on the state level and the large number of controls, however, we show the necessity of an appropriate data-driven selection method. We identify relevant factors from both the main regression and the treatment choice equation in order to determine the correct magnitude and significance of the marginal effect of tuition fees.
In particular, we propose using a tailored Lasso-type procedure with stability selection that detects key factors and still correctly estimates confidence intervals of the desired effect.
Overall, we find a significant negative effect of tuition fees inducing an up to 4.5 percentage point reduction in enrollment rates. Since the exact enrollment rate is hard to measure, we show the stability of our results over a large grid of values. While spatial cross-effects have been ig-for enrollment rates by the Lasso, besides state specific factors such as the student-to-researcher ratio. We explicitly show that without Lasso-preselection of variables, the signal to noise ratio of the problem is too low for detecting the correct magnitude of the effect. Generally, these insights and our methodological solution are highly relevant for all cases of policy evaluation, where implementation occurs in a spatially time-delayed manner, as for example environmental policies that target global warming or financial regulations in different countries. In addition, we believe that our empirical findings cannot only contribute to the active ongoing discussions on reintroducing tuition fees in Germany, but might also be of independent interest for other countries such as the United Kingdom, where fees are on the rise.
For the analysis covering the years 2005-2014 and all 16 federal states in Germany, we include a comprehensive set of 18 covariates, which have appeared as potentially influential for tuition fees in the literature both inside and outside of Germany (e.g. Dynarski (2003) ; Kane (1994) and Bruckmeier and Wigger (2014) ; Mitze et al. (2015) ). The variables are collected from different sources, but public data on student enrollment behavior is only available on the state level and not on a university level, which is due to strict German data protection laws. 4 In addition to standard economic, social and educational factors from the literature on student enrollment rates, we also include specific effects for Germany which play a major role in the considered period. Particularly, policy changes such as the abolishment of mandatory military service or the heterogeneous introduction of a one-year reduced secondary education ("G8") in different states are key policies. Moreover, we use spatial variables that capture state cross-effects in the policy decisions for or against fees as the proportion of students migrating to each state from states with and without tuition fees based on their proximity. These are crucial to control for migration effects due to heterogeneous implementation and time delay of policies across states that could otherwise bias the estimated effect of tuition fees. We work with relative enrollment rates instead of absolute numbers as the dependent variable to ensure compatibility of effects across federal states of different population sizes. For correct ratios, however, we require the population size of all high school graduates affected by the introduction of tuition fees in a specific state. This quantity is hard to measure and thus prone to measurement errors as it consists not only of recent and less recent high school graduates from this specific state, but also of a parts of cohorts from other states and abroad from where students migrate to study. We transparently treat this measurement ambiguity and thus provide results that are robust in this respect. Overall, the limitation to only state-level data results in a relatively small number of available observations where single observations could gain substantial influence on the overall result. Thus in total, we face a situation of many potentially influential but correlated covariates and relatively few observations with possible outliers due to data quality problems.
We tackle these challenges with tailored variable selection techniques combined with subsampling in a fixed effects panel regression setting. Tuition fees are modeled as a binary variable and are used to explain enrollment rates in federal states conditional on a set of control variables.
These controls can linearly influence the enrollment rate as well as the treatment effect of tuition fees (auxiliary step). We assume that only a small number of all controls in fact have a true non-zero influence on these two variables that we detect by appropriate Lasso double selection (Belloni et al., 2014b) . This double selection is key to our situation as it helps to mitigate the potential bias caused by variables which are highly correlated with the tuition fee treatment that would be deselected by a simple Lasso only on the main equation. As finite samples estimates from the Lasso can be biased due to the penalization, we conduct a post-Lasso step using pooled OLS for only those control variables with non-zero coefficients in both Lasso-steps. For valid results in our situation of highly correlated covariates and where single data points might be imprecisely measured but still appear very influential given only a few total observations, we propose an adaptation of the double selection method with a stability selection mechanism (see Meinshausen and Bühlmann (2010) in the two Lasso steps. In such cases, pure Lasso might have difficulties in correctly predicting the influence of each variable, which can lead to the choice of too many variables. The stability selection employs subsampling to make the selection more robust in such settings. We conduct a thorough simulation study which shows that applying stability double selection always improves results, while maintaining good statistical finite sample performance when influential observations are present.
Up to our knowledge, the literature on student enrollment behavior generally works with only small sets of covariates on which there is no consensus and often only ad-hoc justifications.
Therefore, we propose a data-driven statistical procedure in order to empirically identify relevant factors. Nevertheless, there are analyses on effects of tuition fees in various countries that mostly find significant effects only for certain subgroups of the population. Kane (1994), Noorbakhsh and Culp (2002) and McPherson and Schapiro (1991) find negative effects of tuition fees 5 for low-income groups or groups with African-American ethnicity for the US. More generally, Neill 5 In the study of McPherson and Schapiro (1991) , the authors find that the net costs (tuition fees minus student aid) have a negative impact, which is an even stronger argument.
(2009) finds that an increase in tuition fees reduces enrollments significantly for the Canadian system. With the availability of individual data in the presence of much higher fees, but also an established scholarship system, US and Canadian studies can identify effects of tuition fees on enrollment that range between −2.5pp and −6.8pp. For countries where the situation is more comparable to the German system, and the particular case of Germany, previous studies generally cannot to detect significant effects of tuition fees on enrollment rates (see e.g. for Germany Baier and Helbig (2011); Hübner (2012) ; Dwenger et al. (2012) ; Bruckmeier and Wigger (2014) ; Mitze et al. (2015) , but also Huijsman et al. (1986) for the Netherlands and Denny (2014) for Ireland). This seems to be caused by the small number of included covariates, while missing out on the key ones according to our statistical selection technique. Variables possibly correlated with the tuition fee decision are mostly ignored, as well as state cross effects through differences in timing, which we show both to be relevant. Moreover, we cover the comprehensive list of all German tuition fee periods and states, which helps to increase precision of estimated effects in contrast to previous studied, who focused only on subperiods, specific states or subgroups. With mostly insignificant effects between −0.4pp and −2.69pp, the previous German studies seem to systematically underestimate the true impact of fees.
The remainder of the paper is structured as follows. A description of the data set and variables is presented in Section 2. It also contains the transparent construction of (a set of) response variables from the limited available information. Section 3 introduces the linear panel model and the Lasso-type selection methods featuring the stability double selection. In Section 4, a Monte Carlo simulation shows the advantages of these methods with different distortions in a controlled environment. After discussing the main results of our empirical study in Section 5, we conclude in Section 6.
Data
We construct a panel from publicly available data on enrollment numbers and socio-economic As the response variable we use the enrollment rate y i,t of high school graduates into university in state i at the winter term (WT) of year t to t + 1 (denoted as t/t + 1). 6 As the population size among German states varies substantially, relative enrollment rates y i,t ensure comparability of results across states, in contrast to the absolute number of new enrollments (from anywhere) NE i,t in state i at WT of year t/t + 1. The percentage y i,t is obtained as the quotient of the number of enrollments NE i,t in state i and the so-called eligible set EHG i,t of high school graduates for year t coming to or staying in state i, which can generally differ substantially from the own-state high school graduates HG i,t in i of this specific year. We set
where we model EHG i,t to consist of three main different groups, namely own i-specific high school graduates HG i,t , "affected" graduates AHG j,i,t from other German states and the number of new international enrollments in i, NE (int) i,t (see Figure 1 ):
While respective enrollment numbers NE
i,t from j to i and NE
of international students in i are publicly available for any state i in WT t/t + 1, there is, however, no available direct data for the respective eligible quantities in(2). For the from i to i component, this can be well approximated by its upper bound of the number of all high school graduates in i as in the German federal system, the "home state" of the high-school diploma is often part of the immediate choice set of university entrants. Since the share of international students remains stable at around 15% over the years due to effects such as language barriers in German undergraduate programs, we assume that the low amount of tuition fees in the international 6 The academic year starts with the winter semester usually beginning in September or October of year t and ending in February of year t + 1. We use data from public institutions, which account for the majority (more than 90%) of higher educational institutions in Germany. As higher educational institutions, we denote general university type institutions comprising universities, specialized technical, arts and music universities but also universities of applied sciences (Fachhochschule) and cooperative state universities (Duale Hochschule).
context has no effect and we therefore only use the lower bound NE
in the eligible set.
Though for the eligible part of potential movers AHG j,i,t from j to i within Germany, extreme approximations by its lower bound of the number of enrollments NE (j) i,t or the upper bound of all graduates HG j,t in j are too coarse. In particular in view of tuition fee interventions, it is clear that AHG j,i,t is affected, but unclear how. We therefore model it explicitly as a convex combination between the potential extremes.
with θ ∈ We therefore take θ = 0.98 as a reasonable lower θ-boundary, which yieldsȳ 0.98 ≈ 0.4. We then conduct our analysis transparently over a grid of θ-values in between 0.98 and 1 which we denote as admissible θs and which yield mean enrollment rates Figure 10 in Appendix B shows the mean enrollment rates over θ indicating the sensitivity of y with respect to θ in the considered range.
With additional information using the number of new enrollments NO j,t with graduation in state j enrolling anywhere in Germany at t combined with N E (j)
i,t and HG j,t we can augment the approximation of EHG i,t . Moreover, in order to additionally control for effects from postponers HG t−1 , HG t−2 in EHG i,t , we employ extra non-public information 8 on the number of new enrollments NE (j) τ,i,t in state i in WT t/t + 1 with high school diploma obtained in year τ . With this, we can obtain an alternative approximation AHG * j,i,t of the number of high school graduates in j potentially moving to i at t
with share c i,j,t,τ = NE
NO j,t of enrollments from j to i within the cohort of t − l relative to all enrollments from j in year t, approximating the potentially moving share of the graduates HG j,τ (See Table 4 and Figure 9 in Appendix B for a (graphical) overview of involved sets and their role) . 9 We focus on numbers up to a time lag of l = 2 in τ = t − l, which cover generally more than 75% of enrollments (on the German level), and use this graduation time specific information also for state i to get a refined approximation of EHG i,t by
Note that for a choice of θ * = 0.9927, the empirical mean squared and mean absolute deviation of EHG * i,t and EHG i,t over all i and t are minimized and both almost coincide. As a robustness check to our pure public data analysis, we also report results for a response y extra In the covariates, we model the treatment effect d i,t of a tuition fee as a dummy, with
Existence of Tuition Fees in States
indicating an existing tuition fee in state i in the winter term starting in year t and d i,t = 0 otherwise. 10 Because of German laws, each state could strategically decide on the introduction 9 As it can happen that NOj,t > HG j,t−l , l = 0, 1, 2, we ensure that AHG * j,i,t is at least NE (j) i,t . 10 In Germany, there were no fees for students studying for their first degree in public institutions from WT of 2014 and onwards. Before that, the maximum amount for first degree studies was limited to e1000 per year.
Almost all universities made use of the maximum amount, thus suggesting a dummy variable design. and timing of fees.
We generate spatial controls z i,t that capture migration behavior to each state from other state groups, which are formed depending on proximity and fees. This is necessary because of the heterogeneity of introduction and abolishment of tuition fees over states that can be seen in Figure 2 . Additionally, there are many cases where fee-states border non-fee states, which is highlighted in Figure 3 . We therefore construct the spatial controls to measure the share of new enrollments in state i that obtained their high school diploma in another state group. For each state i, we measure the proportion of new enrollments from a specific group relative to all enrollments in i. The groups consist of fee states that have a shared border with i, fee-states without a shared border with i, non-fee states, and enrollments from outside Germany (Migration.international ). A detailed description can be found in Table 6 in Appendix B. Furthermore, to control for non-constant state specific effects, we employ 18 control variables x i,t using data from the socio-economic panel (SOEP) 11 and Destatis 12 , the Federal Statistical Office in Germany. A detailed description can be found in Table 5 and Table 7 2014_v31.html; for the usage, see Wagner et al. (2007) 12 More information at https://www.destatis.de/EN. Some variables were generated using data from Genesisonline database of Destatis accessible at https://www-genesis.destatis.de. and student related controls on staff and graduation statistics, the student-to-researcher ratio and data on the funding of universities. In particular, this set of variables contains all types of relevant controls from similar, previous studies (e.g. Bruckmeier and Wigger (2014); Mitze et al. (2015) ). Moreover, we include two variables on the G8-reform that reduced the time of secondary education from nine to eight years. The implementation of this major educational policy change was also heterogeneous across states and is illustrated in blue in Figure 3 . This reform almost immediately substantially impacted the timing and the overall likelihood of much younger high school graduates to enroll to a university. We control for this effect with a dummy G8 i,t , where positive values indicate that the G8-reform was implemented in this state i, and additionally mark transition period years of double cohorts of G8 and G9 cohorts graduating
Inspecting the data, we find that single observations are highly influential. The left-hand side of Figure 4 shows that the fitted enrollment rates heavily change when specific single observations are dropped from the regression estimation. More importantly, when looking at the leverage of covariates, we can inspect how coefficients change when these specific single observations are left out of the regression. If many influential observations affect one covariate, its selection by Lasso would depend strongly on these observations. The diagnostic tools used here are the 1 {|DFB g,k |>π DFB } . ξ g therefore measures how many influential observations exist for each covariate g. The boxplot of ξ in Figure 4 shows that all covariates suffer from this phenomenon, indicating that the selection is unstable. In addition to high expected correlations between regressors, it further encourages the use of stability selection instead of using all data points just once.
Model and Method
The key goal of our study is to derive a finite sample precise estimate of the effect of tuition fees β (0) on enrollment rates y. For this, we use a linear panel model with time-fixed effects α i , where covariates consist of socio-economic variables x i,t and spatial factors z i,t . For each admissible θ in (3), the influence on y i,t (θ) is linear in the tuition fee dummy d i,t and can be nonlinear in the other components, described by an unknown function g 1 (x i,t , z i,t ). 13 In an auxiliary equation, we explicitly model the introduction of tuition fees d i,t as a function of the observed covariates g 2 (x i,t , z i,t ) which will help to fine-tune the data-driven selection of relevant covariates in the main equation. Using n = 16 states, T = 10 years , with i = 1, . . . , n and t = 1, . . . , T , we obtain the following form:
with
i,t ∈ R and
∈ R p . Given the few available observations, we assume that the functions g 1 and g 2 are linear, i.e. g 1 (x i,t , z i,t ) = β T
(1)
(1) , . . . , β
(2) ) T . Note that from plugging in the linear form of (7) into (6), we obtain a reduced form of the main equation
with φ = β (1) + β (0) β (2) and η i,t =
i,t . We model the state-specific fixed effect α i as time-constant, and
i,t are the error terms for which we assume strict exogeneity, i.e. E[
13 For ease of exposition, we omit θ in the following in yi,t(θ).
Then standard fixed effects estimates for (7) and a linear version of (6) can be obtained by time-demeaning the entire equation usingÿ i,t = y i,t − y i with y i = 1 T T t=1 y i,t and similarlÿ
(1) i,t , which removes the unobserved effects α i and then allows for standard pooled OLS estimation. As some time-constant effects α i comprising e.g. unobserved regional aspects such as climate conditions, culture, or the topography of a state might be correlated with at least some of the covariates such as e.g. rent or the urbanization level, a fixed effects model is in fact necessary. Thus for statistical testing, the usual degrees of freedom (df ) correction for fixed effects panel models applies. 14 Though, in our situation of nT p = 8.42, observations are so scarce relative to the dimensionality of the problem that plain OLS-type estimates are extremely imprecise. Thus for proper estimation of our main coefficient of interest β (0) we assume that in fact only a few s y (s d ) of the other p controls x i,t and z i,t are relevant for each state in the equation of y (d). We use the Lasso (Tibshirani, 1996) as a data-driven tool to select the respective relevant covariates from an 1 penalized minimization problem. We obtain the Lasso estimatesβ (1) ,β (2) aŝ
β (2) = arg min
with regularization parameters λ 1 , λ 2 ≥ 0 that are estimated by cross-validation and φ = (φ (1) , . . . , φ (p) ) T 15 . Note that we use the reduced form of the main equation (8) and therefore implicitly penalize the treatment also in (9). Selecting all variables with non-zeroβ (1) and β (2) from Equation (9) and (10), we obtain corresponding index setsŜ y andŜ d of sizes smaller than p for the prevailing components in x i,t and z i,t . Hence we get the following model:
where S =Ŝ y ∪Ŝ d ⊆ {1, 2, . . . , p} , andẍ S i,t ,z S i,t as the corresponding union of respective selected variables from (9) and (10). We obtain final estimates for β (0) andβ (1) of the coefficients via OLS in (11) for each response y(θ), with the respective relevant active set S(θ) from the Lasso steps (9) and (10) for each admissible θ in (3).
14 The df of the residuals reduce from df = nT − |S| to df = n(T − 1) − |S|, which is due to the demeaning process. For each observation i, one degree of freedom is lost because of the error term i,t. The latter is now comparable to a parameter that needs to be estimated (see Wooldridge (2002, p. 271-272) for more information).
15 In practice, there exist several techniques for solving this problem, while we use coordinate-descent algorithms (Friedman et al., 2007 (Friedman et al., , 2010 provided in the glmnet package in R.
Note that S consists of variables either influencing the treatment d i,t or the response y i,t .
Hence the selection choice from the auxiliary equation (10) corrects wrong de-selection choices in the main enrollment equation (9) due to highly correlated control variables and thus significantly helps to robustify the selection against biased estimates from underspecification, therefore implicitly reducing also post-selection concerns of Leeb and Pötscher (2008) . The price of a potential overspecification in this respect is small for our data and mitigated by the post-selection estimation in (11). This procedure is known as post-double selection and yields a consistent β (0) -estimator as well as correct coverage of confidence intervals (see Belloni et al. (2014a) ). For comparison, we also calculate simple post-Lasso estimates, which employ OLS only on variables selected from (6). With this, however, we would miss out on factors with small effects on y, but a high correlation with d which can bias estimation of β (0) . We illustrate this in detail in the simulation study in Section 4. Omitting the post-OLS step entirely also leads to a biased measurement of β (0) , since the penalization shrinks lasso estimates towards zero in finite samples.
Though, for the very strong correlation of control variables in combination with single influential observations in our data, standard Lasso runs into problems generally selecting too many variables, especially in small samples. We therefore propose a subsampling modification based on stability selection (Meinshausen and Bühlmann, 2010) in the Lasso selection steps (9) and (10). For this, we generate C = 1000 subsamples c of size n * of the nT data points and thus obtain C estimates for each coefficient in (9) and (10). Hence, from the estimateŝ
(1,c) andβ
(2,c) , c = 1, . . . , C j = 1, . . . , p, only those variables will be included in S with a relative inclusion frequency above a threshold π 1 and π 2 respectively, where both are in [0, 1].
The relative inclusion frequencies over all C = 1000 are computed asΠ 1 j = 1000 c=1 1 {β
C for each variable j. Thus, we only include variable j in the model ifΠ 1 j > π 1 orΠ 2 j > π 2 . Typically, the stability double selected index set S is a subset of the standard double selected set and depends on the choice of sufficiently large π 1 and π 2 and the number of repetitions C. For the empirical results and the simulation, we use C = 1000 and n * = 0.5nT . 16 For a data-driven threshold choice, we set minimum thresholds π min 1,θ , π min 2 > 0.9 as lower bounds to make sure to screen out irrelevant variables. Since the response values change with θ in (9), the corresponding minimum thresholds also depend on θ. The selection of effective thresholds is then performed over a grid of threshold values starting from the minima increasing the threshold level to the first points where small changes in the thresholds do no longer change the model. The algorithm for the threshold choice can be found in Appendix A.1. In the simulation, we also report estimates with π min 1,θ = π min 2 = 0.5 and 0.7 for comparison.
Simulation
We conduct a Monte-Carlo Simulation to show the importance of stability selection when it is hard to disentangle effects of different covariates. This can be further adapted to our data by including influential observations and by inducing strong correlation among covariates. Using i = 1, . . . , n, t = 1, . . . , T , and g = 1, . . . , p with T = 10, n = 16, N = nT , and p = 30, we simulate a linear panel model of the following form:
i,t , with coefficients depending on g: η 0 = 0.5, η i,t ∼ N (0, 1) with a heteroscedastic structure given by
.
Given this structure, we distort the last 10% of observations by a vector γ = (γ 1 , . . . , γ p ) T , and we generate each γ g ∼ U [ 2 3 inf , inf ], where inf ∈ {0, 1, 5} and g ∈ D depending on the scenario. In each scenario (i.e. different inf -values), we distort covariates either from the active set (D = {j : |η
2 | = 0}) or the response y. For distortion of covariates, we modify them tox i,t = x i,t + γ, t = 10. This means that γ g = 0 for either g > 10 (inactive set) or g ≤ 10 (active set). When y is distorted, we haveỹ i,t = y i,t + ζ, t = 10 and ζ ∼ U [−inf , inf ]. We report mean values over 1000 replications for the absolute bias of estimatorsη 0 from η 0 , the root mean squared error for η 0 with RM SE η 0 = Bias 2 η 0 ,η 0 + Varη 0 , the number of selected covariates, the true positive
i,t represents a covariate that is standard normal with a correlation of ρ = 0.5
, and the false positive rate FPR= p g=1 1 {η
. We also report the rejection rate, which is based on conventional t-tests on the estimatedη 0 against the true η 0 with heteroscedasticity consistent standard errors (MacKinnon and White, 1985) . We report results from post-Lasso and post-double selection as the described in Section 3, using no subsampling at all and using the subsampling similiar to stability selection with π min ∈ {0.5, 0.7}. Additionally, we report the two extreme cases using all covariates without selection (Fixed Effects all) and using only the true influencing variables (Oracle). Table 1 summarizes our simulation results. First of all, as expected, the proposed double selection procedure combined with stability selection performs best overall and is almost identical to the oracle procedure that knows the true active set. Using of π min = 0.7 or π min = 0.5 does not affect results much in most cases. When distorting the inactive set, using a higher minimum threshold reduces the FPR even more than in other cases, as the noise variables have more influence. When regarding post-Lasso, however, π min = 0.5 seems to perform better in general, which can be explained by the post-Lasso not detecting all relevant covariates in the simulated data, where a lower threshold leads to the inclusion of more relevant variables compared to noise variables and improves the method here. For the double selection, only more noise variables are added since all relevant variables are already (almost) always detected. When distorting the response, bias and RMSE values go up in general for all procedures, but their relative performance compared to the oracle does not get worse. Comparing stability procedures to their non-stable counterparts, we see that the latter include up to twice as many covariates without much improvement on the TPR, but high increases in the FPR. This confirms the hypothesis that without stability selection, many irrelevant covariates are included in the model, which increases the bias and RMSE. The rejection rate is especially high for all post-Lasso procedures, which is not surprising given their high bias and relatively low standard errors that are a result of including fewer variables in the model. Small standard errors also affect the RMSE values, and in scenarios with high distortions in the response y, the post-Lasso has a lower RMSE than its double selection counterpart (regarding the stability procedures).
Taking a closer look at the different forms of distortion, we do not observe much change for high inf -values when we distort variables from the inactive set. As expected, when influential observations are only present in the noise variables, they do not affect the selection procedures much. When distorting the active set only, however, procedures with the post-Lasso select fewer (relevant) variables due to the added noise, which leads to a higher bias (for the stability cases), and increases RMSE values. The double selection procedures seem to be very robust against such distortions, with all measures remaining relatively unchanged. This is not surprising, since the double selection procedure helps to reduce such a bias by taking the second equation into account. Finally, distorting the response is interesting, since both relevant and irrelevant covariates are affected at the same time. Even with extremely high distortions, the double selection procedures keep a lower bias compared to the other methods and double selection with stability selection has very low FPRs, while selecting almost all variables from the active set.
All in all, the simulation shows that only when we use stability selection, we can select the right variables without including too many noise variables. In our simulated model, where it is hard to distinguish between covariates and the treatment effect is relatively small compared to the effects of other covariates, the non-stable methods perform worse over all distortion scenarios 18 . Furthermore, we see that when some covariates explain the treatment well, but only have a moderate effect on the response (which is the case in the application), double selection outperforms the post-Lasso in terms of bias and rejection rate.
Empirical Results

Main Findings
In this section, we present the results of our empirical study. Generally, with only publicly available data and the proposed post stability double selection methodology, we find that tuition fees in Germany significantly reduced the enrollment rate by 3.8 percentage points (pp) to up to 4.5pp on average over all possible cases of response variables. For all admissible values of θ, the procedure consistently identifies the same one university specific and one educational policy change control variable in x and the four spatial variables z as important drivers highlighting the importance of fee induced migration effects. Moreover, we find that during the considered period, other socio-economic factors only played a minor role. Given the transparency in θ and the data-driven stability double selection, we judge these findings are very robust. Table 2 summarizes the post-selection estimation results. Most importantly, we find a significant negative effect over the whole grid of θ-values only when using post-double selection with repeated subsampling (Double Selection + Stability). The reference point θ * = 0.9927 from additional non-public information in (5) suggests in fact that values very close to the right boundary of θ = 1 are the most plausible, i.e. the number of effective enrollments of migrating students from j to i within Germany almost coincides with the number of potentially enrolling ones EHG i,t at θ * . For such large θ-values in particular, using all controls in a plain panel OLS clearly underestimates the effect and thus leads to inflated p-values, which is illustrated in For the confidence intervals, we use HC3 heteroscedasticity robust standard errors which adjust for high-leverage points.. is higher. Furthermore, using the post-Lasso, even with stability selection, gives less stable and often insignificant results. The insignificance can be traced back to the lack of additional controls that are only added in the second step of the double selection procedure, whereas the rather unstable results can furthermore be accounted for by the difference in the selection procedure in the first step that includes the treatment in the equation. All this emphasizes the importance of using a post stability double selection as proposed. Figure 6 shows all controls that were selected in the main equation (9) (i.e. with y i,t as the dependent variable). We find the spatial variables to be highly relevant, which implies that mobility and migration effects played a major role for enrollments in the presence of heterogeneous timing and implementation of tuition fees and major educational policy decisions across states.
In size, they largely contribute in explaining the variability of the enrollment rates. At the lower boundary of θ, only one of the four spatial variables Migration.neighbor.fees is included lessMigration.rest.feesFigure 6 : Controls with high inclusion probabilities in the first step depending on θ (x-axis).
Migration
Green indicates that the respective variable is selected in the final model, which depends on the threshold that is depicted as a red line. The y-axis shows the selection probability from the Lasso step.
often over different subsamples and is thus deselected by the stability selection for low θ-values.
As there is only a small limited number of overall neighbours of each state, their impact on enrollments in state i is generally much smaller as from the aggregated rest of the country and thus more sensitive to a variation in the response variable.
Furthermore, the variable Double.cohort that indicates if there were two cohorts of high school students graduating in the same year, caused by the G8 reform reducing time to graduation, is identified as an important controlling factor. Double.Cohort has a negative sign, which at first might appear counter-intuitive, as with a double cohort, one would expect enrollment numbers of students to rise. For relative enrollment rates, however, a negative sign of double cohort seems justified, since universities did not double their admission numbers when there was a double cohort. Moreover, when the competition for universities is extremely high in a double cohort situation, fewer people might decide to actually compete and rather consider outside options or postpone university entrance with a gap year. Note that for the extreme boundary case (θ > 0.9998), however, the variable is deselected, which can be attributed to the pre-dominance of the migration factors with large size effects at the extreme upper θ-boundary. Repeating the analysis with Double.Cohort in the extreme case for θ > 0.9998, however, does not change results and only alters coefficient values in an minor insignificant way. This behavior can be expected when taking into account that the effect of Double.Cohort is relatively small compared to the other variables close to the upper boundary of θ.
In line with theory, the variables Student.to.researcher.ratio and the share of international enrollments Migration.international that are additionally selected in the auxiliary equation of the double selection procedure only have a minor direct influence on enrollment rates, while having a large impact on tuition fees. Thus, this socio-economic factor and the financial situation of universities drives the political decision for the introduction of fees. Overall, the double selection step is key yielding additional necessary variables for accurate estimation of β 0 (see Figure 5) .
Generally, these findings show that spatial factors and the double cohort variable are crucial for identifying the effect of tuition fees on enrollments. In the existing empirical literature, however, they have been largely ignored yielding downward biased insignificant estimates. Moreover, the auxiliary equation and the stability double selection are key for detecting the magnitude β 0 .
Robustness Checks
Apart from using all available data, we also analyze two subsets that either contain only periods with tuition fees (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) 
constructed from additional non-public information in the eligible set EHG * i,t in (5). Estimates of β (0) for these adaptations are summarized in Table 3 . First, when comparing the effect with θ * -response values over different time frames, we find that the main results prevail over the variation in the data set. The double selection is still the only reliable method, while post-Lasso and pooled OLS with all controls cannot capture the strength of the effect nor its statistical significance. Post-Lasso generally de-selects too many relevant controls, yielding smaller effects in absolute values of tuition fees on enrollments.
Omitting the first and last year from the data only causes mild changes in the amount of included controls, but the size of the estimate for β 0 from double selection decreases in absolute terms, probably due to fewer available observations. Though, in the extreme case of the smallest data set, where only two years with either "no fees at all" or "fees in seven states" are considered, the magnitude of the effect increases substantially. The results of the extra response y extra i,t confirm the above observations. The size of the estimates for β 0 for different time frames and the amount of included controls mostly coincide with results for the response y θ * . In this case, however, the pure post Lasso double selection estimate is much closer to the estimate of the stability double selection procedure in size and becomes even mildly significant.
In summary, we conclude that the effect is rather robust to changes of the time frame and double selection consistently identifies the effect, where the other methods mostly fail. While changes in the strength of the effect arise mostly in very high-dimensional situations (i.e. small data set), the effect is also identified using the additionally constructed y extra i,t . Comparing the strength of the effect to previous studies, which estimated (mostly insignificant) effects from −0.4pp to −2.69pp, we see that for almost all cases, our estimated effect lies rather between −3 and −4pp using double selection, and is always highly significant. On the contrary, using fixed effects with all controls and without selection yields estimates that appear to be downwards biased and closer to the lower bound found in other studies, while in almost all cases, this cannot identify significant effects.
Conclusions
In this article, we propose a subsampling stabilized double selection technique in order to identify the effect of tuition fees on enrollment rates from public state-level data in Germany. We show that for extracting size and significance of the effect, such techniques are key in this particular setting, with few observations, correlated covariates, and influential observations, where the implementation and timing of tuition fees varied across states and time.
With our tailored post-Lasso approach, we are the first to find an overall significant negative effect of tuition fees in Germany. With the stability double selection we identify the relevant factors, which are crucial for political decision-making. In particular, previously neglected spatial migration effects and the major shift in educational policy by G8 appear as key control variables for enrollment rates in the considered period. The detected effect is robust over a large grid of different response values and different subsets of the full data set. These empirical findings therefore contribute to the existing literature on education economics. In the active ongoing discussion about the reintroduction of tuition fees in Germany, the results might also be of political interest.
Moreover, this study strongly advocates the use of data-driven variable selection to choose relevant controls from a broad set of possible influencing factors. We explicitly show that standard fixed effects panel regressions without selecting variables fails to detect correct and precise effects for such small sample sizes relative to the dimensionality of the problem. Furthermore, appropriate statistical selection techniques determine and justify the relevance of chosen controlling factors, yielding an easily interpretable post-selection model that outperforms all ad-hoc choices. For future research, it would be interesting to use the data-driven identification of relevant controls also for other countries, e.g. the United Kingdom or France, aiming for a comprehensive European study with increasingly relevant spatial cross-effects across country borders. This is particularly relevant given the reintroduction of fees for international students in parts of Germany, that could trigger such cross-effects.
