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a b s t r a c t
We measure, in the presence of the axiom of infinity, the proof-theoretic strength of the
axioms of set theory which make the theory look really like a ‘‘theory of sets’’, namely, the
axiom of extensionality Ext, separation axioms and the axiom of regularity Reg (and the
axiomof choiceAC).We first introduce aweakweak set theoryBasic (which has the axioms
of infinity and of collapsing) as a base over which to clarify the strength of these axioms.
We then prove the following results about proof-theoretic ordinals:
1. |Basic| = ωω and |Basic+ Ext| = ε0,
2. |Basic+∆0-Sep| = ε0 and |Basic+∆0-Sep+ Ext| = Γ0.
We also show that neither Reg nor AC affects the proof-theoretic strength, i.e., |T | =
|T + Reg| = |T + AC| = |T + Reg+ AC|where T is Basic plus any combination of Ext and
∆0-Sep.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In general constructions of models of set theory, the axiom Ext of extensionality seems to be an obstacle. For example, in
the context of forcing [8, Def. VII 3.3] or in the definition of Boolean-valued models VB, extensionality seems to complicate
the definitions. In other words, if the model were not required to satisfy Ext, we could construct it much more easily.
Therefore it is natural to wonder whether the axiom Ext strengthens the consistency of set theory. However, it was known
[5] that the Zermelo–Fraenkel set theory ZF is interpreted, essentially by means of bisimulation, into the intensional set
theory ZF− Ext, where ZF is axiomatized in a suitable way. Thus the consistency strength of ZF and of ZF− Ext is the same
and models of ZF − Ext can automatically be transformed into models of ZF. This ‘‘automatic transformation’’ was used
by the author [12] to extend the forcing method to the context of Aczel’s anti-foundation axiom from [2]. Therefore, the
intuition that extensionality makes set theory stronger is not valid, at least, for strong theories like ZF. (Moreover, it is not
valid for even much weaker theories, as shown in Remark 9.12.) The main purpose of the present paper is to show that this
intuition is true for extremely weak set theories, or to find set theories so weak that the intuition is true for them.
Although we consider Ext as a not-weak axiom and although we treat intensional set theories (i.e., set theories without
Ext) to see the role and the strength of Ext, we do not intend to oppose the status of Ext as a natural axiom of set theory.
There is no doubt that this axiom is strongly supported by our concept of set and hence we can say that this axiom makes
set theories look really like theories of sets. (Nevertheless, since ‘‘extensional’’ equality and membership are definable
from ‘‘intensional’’ equality and membership, it seems possible to oppose Ext from the viewpoint that set theory, the
base of mathematics, should have only minimum symbols and axioms to define mathematical notions. Another reason for
intensional set theory from a philosophical viewpoint can be found in [16].) We only claim that, since Ext is a proper axiom
of set theory, it is meaningful to investigate the role and the strength of it to understand set theory itself.
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Fig. 1.Main result.
Besides extensionality, among ‘‘properly-set-theoretic axioms’’ are the axiom Reg of regularity (or foundation axioms),
the axiom AC of choice and separation axioms. Unlike Ext, the naturalness of these axioms has been controversial to various
extents and their strength has been investigated (e.g., [14, VII.5] for separation axioms and [9] for foundation axioms).
However, Ext seems to be assumed in almost all weak set theories introduced so far and its proof-theoretic strength has not
been investigated enough, although there were a few investigations from slightly different viewpoints, e.g., [7] for strong
set theories like ZF or Z, [6] for constructive set theories. We aim to fill this gap.
Moreover, to compare the role of Extwith those of other ‘‘properly-set-theoretic axioms’’, and to understand the theory
of sets itself further, we also re-consider their strength as well as Ext. Since their investigation on our base has not been
done, it is also one of our main purposes.
It is true that the strength of these axioms completely depends on how we choose the base theory. For example, if the
base theory lacks the axiom Inf of infinity, then wemay assume that all sets are finite and Ext is not so strong, because only
finitely many sets are involved. (Actually, Ackermann’s representation of sets provides [3, II.2] an interpretation of such
a weak extensional set theory into RCA0 or I601.) Since our motivating intuition is obviously from the context of infinite
set theory, we at least require the base theory to have Inf. Whereas there are still many possible candidates of ‘‘natural’’
extremely weak base set theory, we will propose Basic as our base theory, which can be interpreted into I601. Although
theremight be several objections to the naturalness of this base theory, our purpose is to find a base onwhich themotivating
intuition is valid and on which the strength of ‘‘properly-set-theoretic axioms’’ is clearly exposed, and we will show that
Basic actually satisfies these requirements. We do not enter into the ‘‘naturalness argument’’.
Finally, it must be mentioned that we do not follow the reverse mathematics program. In reverse mathematics, the
strength of various statements and axioms is said to be measured in the following way: We first choose an interpretation
of the statements or axioms with the background theory into second order arithmetic (or a formulation of them in the
language of second order arithmetic) and compare the interpreted statement or axiomwith set existence axioms via logical
equivalence. However, our goal must not depend on the choice of interpretation and logical inequivalence makes no sense,
because the motivating intuition concerns interpretability. Note that, while ZF and ZF− Ext have the same strength for our
purpose, ZF is properly stronger than ZF− Ext in terms of provability, since Ext is not provable in ZF− Ext. As the measure
of strength, we employ proof-theoretic ordinal instead, which will be explained briefly in 2.4.
As a result, the strength of ‘‘properly-set-theoretic axioms’’ can be summarized as in Fig. 1:
Comparison to other known weak set theories. There seem to be two famous weak set theories, KP from [3] which has the
collection scheme ∆0-Coll and which does not guarantee the existence of Mostowski collapse, and ATRset0 from [14, VII.3]
which has the axiom called beta (which asserts the existence of Mostowski collapse) and which lacks the collection scheme.
Many variants (extensions and restrictions) of them have been investigated. In the presence of Reg, collapsing and ∆1-
Sep (implied by ∆0-Sep and ∆0-Coll) yield ∆12 comprehension for arithmetic because of the Π
1
1 -completeness of well-
foundedness. Therefore, in view of Reg and ∆0-Sep, collapsing and ∆0-Coll are inconsistent in quite weak set theories (at
least if we require them to be belowΠ11 -CA0). Our weak set theories are subsystems of ATR
set
0 , not of KP, because they have
an axiom for collapsing (thismeans that collapsing itself is not so strong), and, by tree representation of sets, they correspond
to (second order) arithmetic more directly than subsystems of KP.
On the line of ATRset0 , the correspondence below Γ0 does not seem to have been investigated enough (except trivial ones,
which should be called hybrid of set theory and arithmetic, rather than theories of sets). Our investigation sheds light on
it and our weakest extensional set theory Basic + Ext, which is strictly weaker than ATRset0 , has the most set-theoretic
axiom Ext and can have AC and Reg without affecting the strength. Based on these theories, we could develop further the
proof-theoretic studies of set theories, of mathematical statements (which are naturally formulated in set theory but whose
strength has previously been investigated via translations into arithmetic) and of the relation between arithmetic and set
theories.
Outline of this paper. Wewill obtain the results above, by giving translations between theories.We first, in Section 3, extend
the language of second order arithmetic, by adding new primitives, especially the intensional equality =, and introduce a
system (within this language) called RCAint0 which is mutually interpretable with I6
0
1 and with RCA0. Next, in Section 4, we
introduce our base theory Basic, and several basic notions and axioms of set theory are formulated. Becausewewill be on an
extremely weak setting, usually-equivalent formulationsmay differ and sowemust be careful in the choice of formulations.
In Section 6 we will investigate the relation between these formulations. We introduce tree translation t (in Section 5) from
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Fig. 2. Translations between theories.
set theory to (intensional) second order arithmetic, von Neumann translation v (in Section 7) from second order arithmetic
to set theory, well-founded universe translation w (in Section 8) from well-founded set theory to (not necessarily well-
founded) set theory and bisimulation translation b (in Section 9) from extensional set theory to the intensional one. The
theorems in this paper will show that these translations interpret theories as in Fig. 2, where unlabeled arrows indicate
the trivial translations from weaker theories to stronger ones and where the classes Σ fin+1 , ∆
gd
0 and Π
pow
1 of formulae are
explained below:
Σ fin+1 is the class which (on the setting of infinite set theory) corresponds to positive Σ
0
1 -formulae. Because we will
consider theories whose strengths are below ACA0, usual Levy hierarchy consisting ofΣn is too coarse and so we introduce
a finer one in Section 4.Σ fin+1 is the first class in this hierarchy.
Whereas, in the presence of Reg, even the∆0 collection scheme is inconsistent with our theories (which have the axiom
for Mostowski collapse) as mentioned above, we still need some collection scheme. Because the problem here is that the
required sets (in this scheme)maybe outside of thewell-foundeduniverse, it is natural to restrict this scheme so that it yields
only well-founded sets (if all the parameters are well-founded).∆gd0 is defined by a syntactic sufficient condition for this (in
Section 6), andΠpown ’s are defined by (∀x ⊂ y), which confines x in the well-founded universe (when y is well-founded).
2. Preliminaries
2.1. Subsystems of second order arithmetic
The family of theories which are quite weak in the proof-theoretic sense and which are well investigated is the family of
subsystems of second order arithmetic. Thus, to investigate the proof-theoretic strength of weak set theories, it is natural to
deal with them via mutual interpretations with subsystems of second order arithmetic. Actually such interpretations have
been used by many authors to investigate the proof-theoretic strength of (weak) set theories. This subsection overviews
only briefly the basic definitions and facts on subsystems of second order arithmetic. For details, see [14].
Definition 2.1. The one-sorted language L1 of arithmetic consists of variables x, y, . . . for the only sort (called number),
two constants 0, 1, two binary functional symbols+, · and two binary relations=, <.
The two-sorted languageL2 of second order arithmetic consists ofL1 with variables X, Y , . . . for the new sort called set,
and one binary relation ∈ between number- and set-sorts.
Classes ∆00,Σ
0
n ,Π
0
n ,∆
1
0,Σ
1
n ,Π
1
n of formulae are defined in such a usual way that they are closed under conjunctions,
disjunctions and bounded quantifiers and that ∆10,Σ
1
n and Π
1
n are closed also under number quantifiers. (A Σ
1
n - or Π
1
n -
formula is called prenex iff all set quantifiers occur at first followed by∆10-formula.)
Let DOSR be an axiomatization (in universal sentences) of theL1-theory of discrete ordered semi-rings.
Remark 2.2. DOSR proves the following:
¬(n = m) ↔ (n < m ∨ n > m),
¬(n < m) ↔ (n = m ∨ n > m).
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Definition 2.3. For a class Γ of formulae, IΓ is an axiom scheme defined as follows:
IΓ : ϕ(0) ∧ (∀n)(ϕ(n)→ ϕ(n+ 1)) → (∀n)ϕ(n), for any Γ -formula ϕ.
I60n denotes theL2-theory defined as DOSR+ IΣ0n , and I61n is defined similarly.
Although I60n’s and I6
1
n’s areL2-theories, they have no essential axioms concerning set objects and so they are essentially
L1-theories. In particular, I610 is essentially Peano Arithmetic PA.
Lemma 2.4 (QPair, QSeq). Inside I601, we can code an ordered pair of natural numbers by a natural number so that any natural
number is a code of some pair, i.e., we can define (provably total andΣ01 -definable) functions p, p0, p1 so thatQPair defined below
holds:
p0(p(n,m)) = n ∧ p1(p(n,m)) = m,
p(p0(k), p1(k)) = k and
p0(k) ≤ k ∧ p1(k) ≤ k.
In what follows, (Z)n denotes the class {m | p(n,m) ∈ Z}.
We can also code any finite sequence of natural numbers by a single natural number so that any natural number is a code of
some sequence, i.e., we can define functions 〈-〉, (-)_(-), shift, |-| and ev(-, -) so that QSeq defined as follows holds, where ε = 0,
0− 1 = 0 and ev(σ , n) is denoted by σ(n).
|σ | = 0↔ σ = ε,
|σ | = 1↔ σ = 〈σ(0)〉,
|σ_τ | = |σ | + |τ |,
(σ_1 σ2)
_σ3 = σ_1 (σ_2 σ3),
ε_σ = σ = σ_ε,
σ ≤ σ_τ ∧ τ ≤ σ_τ ,
n = 〈n〉(0),
〈n〉_σ = 〈m〉_τ → n = m ∧ σ = τ
|σ | ≥ 1→ σ = 〈σ(0)〉_shift(σ ),
(∀k < |σ |)((σ_τ)(k) = σ(k)) and
(∀k < |τ |)((σ_τ)(k+ |σ |) = τ(k)).
Definition 2.5. We consider the following set existence axioms. For a class Γ of formulae,
Γ -Red: (∀n)(ϕ(n) ∨ ψ(n)) → (∃X)(∀n)(n ∈ X → ϕ(n) ∧ ¬n ∈ X → ψ(n)), for Γ -formulae ϕ and ψ ,
Γ -CA: (∃X)(∀n)(n ∈ X ↔ ϕ(n)), for a Γ -formula ϕ,
Γ -AC: (∀n)(∃X)ϕ(n, X) → (∃Z)(∀n)ϕ(n, (Z)n), for a Γ -formula ϕ,
∆in+1-CA: (∀n)(ϕ(n)↔ ψ(n)) → (∃X)(∀n)(n ∈ X ↔ ϕ(n)), for aΣ in+1-formula ϕ and aΠ in+1-formula ψ ,
where X does not occur in ϕ or ψ freely.
Definition 2.6. We define the followingL2-theories:
RCA0 ≡ I601 +∆01-CA,
WKL0 ≡ I601 +Π01 -Red,
ACA0 ≡ I601 +Π01 -CA,
Σ11 -AC0 ≡ I601 +Π10 -AC (which is equivalent to I601 +Σ11 -AC),
ATR0 ≡ I601 +Π11 -Red,
∆1n+1-CA0 ≡ I601 +∆1n+1-CA,
Π1n+1-CA0 ≡ I601 +Π1n+1-CA.
Historically,Π1n+1-CA also denotes the systemΠ
1
n+1-CA0+ IL2 (i.e., full induction). However, since wewill not treat such
systems in this paper,Π1n+1-CA denotes only the scheme above.
Since we do not define the classes of formulae by prenex normal form, the definitions here slightly differ from those in
[14]. However, [14, TheoremsVII.6.9] shows that∆12-CA0 in the sense of [14] provesΣ
1
2 -AC in the sense of [14],which implies
that Σ12 -formulae in our sense have prenex normal forms. Thus ∆
1
2-CA0 and Π
1
2 -CA0 in the sense of [14] are equivalent to
those in our sense. Similarly, [14, Theorem V.8.3] shows that ATR0 provesΣ11 -AC, and so the two definitions of ATR0 and of
Π11 -CA0 are the same. Hence the difference may occur only in∆
1
1-CA0 and in∆
1
n+3-CA0,Π
1
n+3-CA, which will not matter in
this paper.
Lemma 2.7. (i) ATR0 provesΣ11 -AC. (ii)Σ
1
1 -AC0 provesΣ
1
1 -Red, and hence∆
1
1-CA.
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Proof. (i) See [14, V.8.3].
(ii) The proof of [14, Lemma VII.6.6 1] actually shows this statement. 
2.2. Translation between theories
Asmentioned in Section 1, the notion of interpretation or translation plays a central role for our investigation.We briefly
mention the basic definitions and properties. For details, one can refer to [15].
Definition 2.8. Let T1 and T2 be theories whose languages are L1 and L2 respectively.
A translation t from L1 into T2 (or an interpretation of L1 into T2) is a function assigning:
• an L2-formula ts(x) to any sort s of L1 so that
– T2 ` (∃x)ts(x),• an L2-formula t(f )(x1, . . . , xn, x0) to any function symbol f of type s1 × · · · × sn → s0 so that
– T2 ` t(f )(x1, . . . , xn, x0) → tsi(xi) for i ≤ n and
– T2 ` ts1(x1) ∧ · · · ∧ tsn(xn) → (∃!x0)t(f )(x1, . . . , xn, x0), and• an L2-formula t(R)(x0, . . . , xm) to any relation symbol R (including=) of type s0 × · · · × sm so that
– T2 ` t(R)(x0, . . . , xm) → tsi(xi) for i ≤ m.
The formulae ts(x) are called the domains of the translation t .
For a translation t from L1 into T2 and L1-formula ϕ(x0, . . . , xn), t(ϕ)(x0, . . . , xn) is defined as follows:
t(R(x0, . . . , xm)) ≡ t(R)(x0, . . . , xm)
t(ϕ[f (x1, . . . , xm)/x0]) ≡ (∃x0)(t(f )(x1, . . . , xm, x0) ∧ t(ϕ)(x0))
t(ϕ ∧ ψ) ≡ t(ϕ) ∧ t(ψ)
t(¬ϕ) ≡ ¬t(ϕ).
t((∀x)ϕ(x)) ≡ (∀x)(ts(x) → t(ϕ)(x)) if x is of sort s inL1.
A translation t from L1 into T2 is a translation from T1 to T2 iff, for all axioms ϕ of T1, T2 ` t(ϕ).
Note that, though t(ϕ) is not rigorously well defined, this is up to T2-provable equivalence. To give a rigorous definition,
we need induction on terms. (We will never need such a definition in this paper.)
Proposition 2.9. Let t be a translation from T1 into T2. For an L1-sentence ϕ, T1 ` ϕ implies T2 ` t(ϕ).
In particular, if T1 is inconsistent then so is T2.
For translations t from T1 to T2 and t ′ from T2 to T3, we can define a translation t ′ ◦ t from T1 to T3 in the following way:
(t ′ ◦ t)s(x) ≡ t ′(ts(x)), (t ′ ◦ t)(f ) ≡ t ′(t(f )) and (t ′ ◦ t)(R) ≡ t ′(t(R)).
It must be mentioned that there seem to be at least two kinds of examples which we should count from the viewpoint
mentioned in the Introduction, but which do not fit the definition given here: In one kind of example, objects in an
interpreted theory are represented by tuples modulo some definable equivalent relation (as in the usual definition of
imaginary elements, frommodel theory). In the other kind, the logical connectives are not necessarily preserved (e.g., forcing
translations from ZFC + ¬CH to ZFC or from WKL0 to RCA0). However, the important feature needed in the following
discussion is that, within a very restricted meta-theory (such as I601), the consistency of an interpreting theory implies that
of the interpreted one, and these examples also share this feature. The only purpose of the definition above is to give a
notational framework on which we can treat all the concrete translations used in this paper.
2.3. Consistency strength
In what follows, all the languages we will consider extend the language L1 of first order arithmetic (possibly via a
‘‘canonical’’ translation). By the process called arithmetization of proof theory, they contain the Gödel sentence Con(T )which
asserts the consistency of a recursively axiomatizable theory T and which isΠ01 .
Gödel’s second incompleteness theorem implies that the consistency statements of (suitable) mathematical theories
form a proper hierarchy. More precisely, if T1 ` Con(T2), then the consistency of T1 is properly stronger than that of T2.
Among the most famous example is T1 = ZFC + ‘‘there is an inaccessible cardinal’’ and T2 = ZFC. This kind of result for
subsystems of second order arithmetic is as follows:
Fact 2.10. (i) I610 ` Con(RCA0). (ii) ATR0 ` Con(Σ11 -AC0) and so ATR0 ` Con(ACA0).
Proof. (i) is well known. (ii) follows from [14, Corollary VIII.4.21]. 
On the other hand, RCA0 6` Con(I601) andΣ11 -AC0 6` Con(ACA0), because the consistency statements areΠ01 (and soΠ11 )
and because the following results are known.
Fact 2.11. The following conservation results hold, where T1 is conservative over T2 for Γ -sentences iff T1 ⊃ T2, and both T1
and T2 prove the exactly same Γ -sentences.
(i) Both RCA0 andWKL0 are conservative over I601 for prenexΠ
1
1 -sentences.
(ii) Both ACA0 andΣ11 -AC0 are conservative over I6
1
0 for prenexΠ
1
1 -sentences.
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Proof. It is mentioned in [14, Corollary IX 2.6, Theorem IX.4.4] thatWKL0 andΣ11 -AC0 areΠ
1
1 -conservative over RCA0 and
ACA0 respectively. [14, Corollaries IX 1.6 and IX.1.11] show the rest. 
An important point for our purpose is that the hierarchy provides uninterpretability results:
Fact 2.12. For recursively axiomatizable theories T1 and T2 which contain I601 (possibly via the translation), if T1 ` Con(T2),
then there is no translation from T1 to T2.
Proof. If t translates T1 in T2, then I601 ` Con(T2) → Con(T1) and so T1 ` Con(T2) → Con(T1). Since T1 ` Con(T2), we
have T1 ` Con(T1), a contradiction. 
2.4. Proof-theoretic ordinal
As mentioned in the last subsection, we will compare weak theories via consistency strength. Proof-theoretic ordinal
has been considered as a good measure for such consistency strength. As mentioned in the Introduction, we employ this
measure, instead of themeasure usually used in reversemathematics.We brieflymention the definition and basic properties
of proof-theoretic ordinals. For details, the readers can refer to [10].
Definition 2.13. For a sound (in the standard semantics) theory T containing I601, |T | denotes the proof-theoretic ordinal of
T , i.e., the leastΣ01 expressible ordinal whose well-orderedness cannot be proved in T .
Fact 2.14. If T1 is conservative over T2 for prenexΠ11 -sentences, then |T1| = |T2|.
Definition 2.15. Let ϕα enumerate {ωη | (∀ξ<α)(ϕξ (ωη) = ωη)}. εα = ϕ1(α) and Γ0 = min{γ |ϕγ (0) = γ }.
Fact 2.16. |I601| = |RCA0| = |WKL0| = ωω; |I610| = |ACA0| = |Σ11 -AC0| = ε0; |ATR0| = Γ0.
Proof. One can refer to the references in [14] to see |RCA0| = ωω , |ACA0| = ε0 and |ATR0| = Γ0. 
It is known, however, that |T | does not faithfully reflect the consistency strength of T . Among the most famous examples
is |ACA0+Con(ACA0)| = |ACA0| and there have been some attempts, e.g., [4], to look for better definitions. Nevertheless, the
definition above seems to have been standard in proof theory and, for our purpose, it suffices: |T1| < |T2| iff T2 ` T1+Con(T1)
for all the theories T1, T2 we will focus on.
Fact 2.17. If t interprets T1 in T2 with T2 ` t(ϕ)↔ ϕ for any prenexΠ11 -sentence ϕ, then |T1| ≤ |T2|.
All the translations we will use (except the recursive universe translation r given in Theorem 3.16; see also Appendix B)
satisfy the hypothesis and so this will help us to determine ordinals.
2.5. Positive formulae
In the definition of the hierarchy of L2-formulae, both atomic formulae and their negations are ∆00. However, for set
theories, it does not seem very natural to put both of them into the same class (note, e.g., {x /∈ a |ϕ(x)} is not necessarily a
set, whereas {x ∈ a |ϕ(x)} is). Thus positive formulae (i.e., formulae which do not contain¬ or→) will play the central role.
Because our purpose is to deal with set theories by means of subsystems of second order arithmetic, it is natural to modify
the definitions of the subsystems to fit the terminology based on a negation-sensitive hierarchy of formulae. Inwhat follows,
‘‘positive’’ is indicated by the superscript+whenwe define classes of formulae and therefore the classΓ + is smaller thanΓ .
Definition 2.18. Let ϕ be anL2-formula.
(1) ϕ is∆0+0 iff it is built from atomic formulae by ∧,∨ and bounded quantifiers (∃x < y)(-) and (∀x < y)(-).
(2) ϕ isΣ0+1 iff it is built from atomic formulae by∧,∨, bounded quantifiers and unbounded existential number quantifiers
(∃x)(-).
(3) ϕ is∆1+0 iff it is built from atomic formulae by ∧,∨ and unbounded and bounded number quantifiers.
Note that x < y → ϕ(x, y) is notΣ0+1 , whereas (∀x < y)ϕ(x, y) is (provided that ϕ isΣ0+1 ).
Definition 2.19. ∆0+1 -CA and Cpmt are defined as follows:
∆0+1 -CA: (∀x)(ϕ(x)↔ ¬ψ(x)) → (∃X)(∀x)(x ∈ X ↔ ϕ(x)), for anyΣ0+1 -formulae ϕ(x) and ψ(x).
Cpmt: (∃Y )(x ∈ Y ↔ ¬(x ∈ X)).
Define the following theories:
∆0+1 -CA0 ≡ DOSR+ IΣ0+1 + Cpmt+∆0+1 -CA and,
∆1+0 -CA0 ≡ ∆0+1 -CA0 +Σ0+1 -CA.
One can easily notice that∆1+0 -CA0 proves∆
1+
0 -CA.
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Proposition 2.20. (i)∆0+1 -CA0 and RCA0 are equivalent. (ii)∆
1+
0 -CA0 and ACA0 are equivalent.
Proof. (i) SinceΣ0+1 -formulae areΣ
0
1 , RCA0 includes∆
0+
1 -CA0. For the converse, it suffices to show that anyΣ
0
1 -formula is
equivalent to aΣ0+1 -formula. Remark 2.2 and Cpmt yield that the negation of any atomic formula is equivalent to a positive
formula. (ii) We can show this similarly. 
Corollary 2.21. |∆0+1 -CA0| = ωω and |∆1+0 -CA0| = ε0.
3. Intensional second order arithmetic
Our principal purpose is to set up a weak weak set theory without the axiom of extensionality and to see the role of
extensionality (and other axioms of set theory) on it. As a preparation, we consider weak subsystems of second order
arithmetic without extensionality and consider the role of extensionality on that base. The reasons are as follows: First,
second order logic allows us to simplify the situation, since set theory is in some sense transfinite order logic. Second, wewill
interpret set theories (with and without extensionality) into subsystems of second order arithmetic and so it is convenient
to set up subsystems that lack extensionality.
In the usual context of second order arithmetic, the equality = for set-sort is defined by a Π01 -formula (∀x)(x ∈ A ↔
x ∈ B), i.e., the extensional equality. However, since we are analyzing the role of extensionality, we cannot employ the
extensional equality. Moreover, sincewewill be below ε0, the equality between trees, whichwill be the interpretation of the
equality between sets, must be of the lowest complexity. For these reasons, we extendL2 toL′2 by adding the (intensional)
equality= for set-sort as a primitive symbol, and introduce anL′2-theory RCAint0 . We now specify ‘‘basic’’ operations below,
which are needed to define some quite ‘‘basic’’ equations for this intensional equality.
Definition 3.1. The languageL2,seq consists ofL2 plus the following:
(i) a new sort, function,
(ii) function symbols ev(-, -) of type func× numb→ numb and graph(-) of type func→ set,
(iii) function symbols p, p0, p1, 〈-〉, (-)_(-), shift, |-| and ev(-, -) for number-sort.
The hierarchy ofL2,seq-formulae is defined similarly toL2.
We defined similar hierarchies of formulae for different languages. When we need to clarify the language, we express it
in the following way:Σ01 (L2),∆
0
0(L2,seq) etc.
We often let F(n) denote ev(F , n) and let F denote graph(F), because we always assume the following:
Definition 3.2. AnL2,seq-theory Graph consists of
ev(F , n) = m ↔ p(n,m) ∈ graph(F).
Definition 3.3. QB is the axiom system on L2,seq, consisting of inference rules for the second order predicate logic,
DOSR,Graph, QPair and QSeq (the last two being defined in Lemma 2.4).
We can add any finite (or recursively enumerable) list of axioms to QB. Actually we can replace it by EA or I∆00(exp), the
elementary arithmetic. However we will need only the axioms listed above.
Definition 3.4. The languageL′2 consists of the following:
(i) L2,seq,
(ii) a new individual-constructor {x |ϕ(x, En, EA)} for each∆0+0 (L2,seq)-formula ϕ(x, Ey, EX), and
(iii) equality= for set-sort.
Here {x |ϕ(x, Ey, EX)} is seen as a function symbol whose value is of set-sort and whose arguments are Ey and EX .
For A, B of set-sort, A ∩ B and A ∪ B denote {n | n ∈ A ∧ n ∈ B} and {n | n ∈ A ∨ n ∈ B} respectively.
Definition 3.5. AnL′2-theory Graph
′ consists of Graph and
• (∀n)(∃!m)(p(n,m) ∈ X) → (∃F)(graph(F) = X), and
• graph(F) = graph(G)↔ F = G.
Because of Graph′, we confuse objects of set-sort and of function-sort. The only reason to introduce the new sort, func,
is that we want ϕ(F(n)) to be not only∆01 but∆
0+
0 if ϕ(x) is∆
0+
0 .
Definition 3.6. (1) An L′2-formula is a Σ
0+
1 -formula iff it is built from atomic formulae by conjunctions ∧, disjunctions ∨,
bounded quantifiers (∀x < t(Ey))(-), (∃x < t(Ey))(-) and existential number quantifier (∃x)(-).
(2) An L′2-formula is a ∆
1+
0 -formula iff it is built from atomic formulae by conjunctions, disjunctions, and bounded and
unbounded number quantifiers.
K. Sato / Annals of Pure and Applied Logic 157 (2009) 234–268 241
In the usual context of second order arithmetic, the substitution [{x |ψ(x)}/X] replaces all subformulae of the form t ∈ X
byψ(t). On the other hand, in our intensional context, the notation [{x |ψ(x)}/X] should denote the substitution replacing
all occurrences of X by {x |ψ(x)}, ifψ(x) is∆0+0 (L2,seq). The substitution that replaces all subformulae of the form t ∈ X by
ψ(t)will be denoted by [ψ(x)/x ∈ X].
Definition 3.7. RCAint0 consists of DOSR+ IΣ0+1 (L′2)+ Cpmt+∆0+1 (L′2)-CA (i.e.,∆0+1 -CA0 for the languageL′2), of QB, of
Graph′ and of the following axioms:
(i) {n |ϕ(n)[{m |ψ(m)}/X]} = {n |ϕ(n)[ψ(m)/m ∈ X]}
(ii) m ∈ {n |ϕ(n)} ↔ ϕ(m)
(iii) {n | n ∈ X} = X
(iv) X = Y → {n |ψ(n, X)} = {n |ψ(n, Y )}
(v) ϕ( Em, EA) → {n |ψ(n, Em, EA) ∧ ϕ( Em, EA)} = {n |ψ(n, Em, EA)}
(vi) {n |ϕ(n, Em, EA)} = {n |ψ(n, Em, EA)} if QB ` ϕ(n, Em, EX)↔ ψ(n, Em, EX)
(vii) (∃X)(∀n)(ϕ(n) ↔ (∃m)(p(n,m) ∈ X)) for aΣ0+1 -formula ϕ
where axioms for equality (for all sorts) are considered as logical axioms.
Note that the equality axiom includes X = Y → (∀x)(x ∈ X ↔ x ∈ Y ) and that axiom (vii) corresponds to the normal
form theorem forΣ1-formulae. It is now clear that RCAint0 includes RCA0.
The axiomatization of RCAint0 given here seems ad hoc and somehowmessy. We only list axioms which we will need and
which we can interpret in I601. We leave the task to make it well organized and exhaustive.
Remark 3.8. (1) IΣ0+1 implies I(¬Σ0+1 ) by the standard argument using subtraction: Assume¬ϕ(0) and¬ϕ(n)→ ¬ϕ(n+
1). If ϕ(n) then we can prove, by induction on k, that ϕ(n− k), in particular ϕ(n− n).
(2) For reasonable Γ , IΓ is equivalent to I∗Γ : (∀n)((∀k < n)ϕ(k) → ϕ(n)) → (∀n)ϕ(n).
Lemma 3.9. For aΣ0+1 -formula ϕ, RCA
int
0 proves (∀n)(∃m)ϕ(n,m) → (∃F)(∀n)ϕ(n, F(n)).
Proof. (vii) yields X with ϕ(p0(n), p1(n)) ↔ (∃m)(p(n,m) ∈ X). Define
G = {p(u, p(v,w)) | p(p(u, v), w) ∈ X ∧ (∀k < p(v,w))(p(p(u, p0(k)), p1(k)) /∈ X)}.
If (∀n)(∃m)ϕ(n,m) then G is a total function. If we define F(n) = p0(G(n)) then (∀n)ϕ(n, F(n)). 
Definition 3.10. ExtSOA is the following axiom:
(∀n)(n ∈ X ↔ n ∈ Y ) → X = Y .
We show that ExtSOA plus RCAint0 is essentially equivalent to ACA0, and so |RCAint0 + ExtSOA| = ε0. Since we will show
that |RCAint0 | = ωω , we could say that ExtSOA increments the strength. This is a prototype for our investigation of the role of
extensionality in a more complicated (i.e., set-theoretical) situation. Since even in such a simplified situation, the axiom of
extensionality raises the strength to ε0, it is natural to expect that the strength of extensional set theories must be over ε0
(in the presence of the axiom of infinity).
Lemma 3.11. RCAint0 + ExtSOA and ACA0 are interpretable into each other by the inclusion translation L2 → L′2 and by the
translationL′2 → L2 defined by A = B 7→ (∀x)(x ∈ A↔ x ∈ B).
Proof. We first give a rigorous description of the translation t1 fromL′2 toL2:
The domains of t1 are x = x and X = X .
t1({n |ψ(n, Em, EY )})( Em, EY , X) ≡ (∀n)(ψ(n, Em, EY ) ↔ n ∈ X),
t1(f )(Ex, y) ≡ f (Ex) = y for the other function symbols f ,
t1(∈)(x, X) ≡ x ∈ X,
t1(=)(X, Y ) ≡ (∀x)(x ∈ X ↔ x ∈ Y ), and
t1(r)(x, y) ≡ xry when r is< or= between numbers.
Then, anyΣ0+1 (L
′
2)-formula is interpreted, up to equivalence, as∆
1
0(L2)-formula by t1, and therefore t1 is an interpretation
from RCAint0 + ExtSOA into ACA0.
For the converse, by Proposition 2.20 it suffices to see RCAint0 + ExtSOA ` Σ0+1 -CA. Let ϕ(x) beΣ0+1 (L2). We may assume
ϕ(x) ≡ (∃y)θ(x, y) for a ∆0+0 -formula θ . Remark 2.2 and Cpmt yield a ∆0+0 -formula θ ′(x, y) with (∀x, y)(¬θ(x, y) ↔
θ ′(x, y)). By ExtSOA, we have the following equivalence:
¬ϕ(x)↔ (∀y)¬θ(x, y)↔ {y | θ ′(x, y)} = {y | >}.
Thus (∀x)(ϕ(x)↔ ¬ϕ′(x)) for aΣ0+1 -formula ϕ′(x), and so∆0+1 -Sep yields X with (∀x)(x ∈ X ↔ ϕ(x)). 
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In what follows, we regard L2-theories over ACA0 as L′2-theories extending RCA
int
0 + ExtSOA in this way. In particular,
we identify ACA0 and RCAint0 + ExtSOA.
In the rest of this section, we prove that RCAint0 is interpretable in I6
0
1. The idea is as follows: First, we can postulate
that set objects of RCAint0 are only recursive sets and so they are represented by recursive indices (or the Gödel numbers
of the Σ01 -formulae that define them). Second, QB has no induction scheme and has only universal formulae as axioms.
Thus I601 proves cut elimination for QB (rigorously, elimination of cuts applied to quantified formulae) and develops meta-
theory for QB to some extent, e.g., I601 ` Con(QB). Third, by virtue of definitions in terms of positive formulae, we can
use the Σ01 -relation ‘‘`QB (∀n)(ϕ(n) ↔ ψ(n))’’ of pϕq and pψq to interpret the ‘‘intensional equality’’. The point is that
∆0+0 (L2,seq)-operations (not∆
0+
0 (L
′
2)-operations) on sets are intensional while complements are extensional.
Definition 3.12. (0) L1,seq is the first order language corresponding to L2,seq, i.e., an L2,seq-formula ϕ is in L1,seq iff no set
and function objects occur in it.
ptq and pϕq denote the Gödel numbers of a term t and a formula ϕ respectively.
(1) SRI(x) is the∆01-formula asserting that x is a semi-recursive index, i.e., Gödel number of aΣ
0
1 (L1,seq)-formula which has
at most one free number variable. sst(x, y) is the primitive recursive function such that the substitution of the term coded
by y to the formula coded by x results in the formula coded by sst(x, y). num(x) is the primitive recursive function such that
num(x) is the code of the numeral denoting x.
(2) Sat(x, y) is the Σ01 -formula asserting that the Σ
0
1 -formula coded by x is true if y is assigned to the free variables of the
formula, i.e., Sat(pϕ(x)q, y) holds iff ϕ(y) holds.
(3) Bew(x) is theΣ01 -formula asserting that theΣ
0
1 -formula coded by x is provable in QB. BewImp(x, y) is theΣ
0
1 -formula
asserting that QB proves the implication between the Σ01 -formulae coded by x and y, i.e., BewImp(pϕq, pψq) holds iff
Bew(pϕ→ ψq) holds.
Lemma 3.13. Let ϕ(x) be aΣ01 (L1,seq)-formula in which no free number variable occurs other than x.
Then I601 proves the following:
(∀y)(Sat(pϕq, y)↔ ϕ(y)).
Proposition 3.14. I601 proves the following:
(i) (∀x)(SRI(x) ∧ Sat(x, y) → Bew(sst(x, num(y)))).
(ii) (∀x)(SRI(x) ∧ Bew(x) → (∀y)Sat(x, y)).
(iii) Therefore, I601 proves
(∀x)(SRI(x) → (∀y)(Sat(x, y) ↔ Bew(sst(x, num(y)))))
and that all of ϕ(y), Sat(pϕq, y) and Bew(sst(pϕq, num(y))) are equivalent, for any ϕ with SRI(pϕq).
Proof. (i) We can easily prove Sat(x, y) → Bew(sst(x, num(y))) inside I601 if x is a code of a ∆00-formula. Hence we can
prove the statement for general xwith SRI(x).
(ii) I601 proves the Σ
0
1 -soundness of QB, i.e., if z is a proof of QB concluding x in which all formulae are Σ
0
1 then Sat(x, y)
holds, by induction on z. On the other hand, I601 proves the cut elimination of QB, which means that if Bew(x) holds then x
has a proof in which all formulae areΣ01 .
(iii) Note that I601 proves Sat(sst(x, num(y)), z)↔ Sat(x, y). 
Lemma 3.15. I601 proves SRI(x) ∧ SRI(y) ∧ BewImp(x, y) → (∀z)(Sat(x, z)→ Sat(y, z)).
Proof. Since BewImp(x, y) → (∀z)(Bew(sst(x, z))→ Bew(sst(y, z))), this follows from Proposition 3.14. 
Theorem 3.16. RCAint0 is interpreted into I6
0
1.
Proof. Define recursive universe translation r from L′2 to I6
0
1 as follows. The domains of numbers and sets are x = x and
SRI(x) ∧ (∃y)(SRI(y) ∧ (∀z)(Sat(x, z)↔ ¬Sat(y, z))) respectively. The domain of function-sort is obviously defined. (Then
Graph′ is interpreted.) For function and predicate symbols concerning sets,
r({n |ψ(n, Em, EY )})( Em, Ey, x) ≡ x = usst(pψq; num( Em); Ey),
r(=)(x, y) ≡ BewImp(x, y) ∧ BewImp(y, x), and
r(∈)(n, x) ≡ Sat(x, n),
where usst(x; En; Ey) is such that
usst(pψ(Ex, EY )q; pEtq; pθ1(x)q, . . . , pθk(x)q) = pψ(Et, {x | θ1(x)}, . . . , {x | θk(x)})q.
In what follows, we employ a loose notation, e.g., r({n |ψ(n, Em, EY )})( Em, Ey) = usst(pψq; num( Em); Ey).
Now we are working in I601. Obviously r(DOSR), r(QB) and r(Cpmt) hold. If ϕ is Σ
0+
1 (L
′
2) then r(ϕ) is Σ
0
1 (L1). Thus
r(IΣ0+1 ) and, by the usual normal form theorem, r((vii)) hold.
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To see r(∆0+1 -CA), assume r((∀x)(ϕ(x)↔ ¬ϕ′(x))) forΣ0+1 -formulae ϕ(x) and ϕ′(x). Then
(∀x)(r(ϕ)(x)↔ ¬r(ϕ′)(x))
and both r(ϕ)(x) and r(ϕ′)(x) areΣ01 (L1). Thus we have n,mwith SRI(n), SRI(m) such that
r(ϕ)(x)↔ Sat(n, x) and r(ϕ′)(x)↔ Sat(m, x).
Then n is in the domain of sets and r(ϕ)(x)↔ Sat(n, x) yields r((∃X)(∀x)(x ∈ X ↔ ϕ(x))).
It remains to see that r interprets all axioms (i)–(vi) in Definition 3.7 and equality axioms (reflexivity, symmetry,
transitivity and congruence). The interpretability of (ii) follows form Lemma 3.13. Lemma 3.13 and Proposition 3.14(i) imply
the following, which yields that of (v):
ϕ(y) → Bew(sst(pϕq, num(y))).
We show the interpretability of (i) by induction on ϕ. The only non-trivial case is that of n ∈ X . (Note that, by definition,
quantifiers in ϕ do not bind variables inψ .) For simplicity, we assume thatψ has no parameter. Then we have the following
equation, which we require:
r({n | n ∈ {m |ψ(m)}}) = usst(pn ∈ Xq; - ; r({m |ψ(m)})) = usst(pn ∈ Xq; - ; pψ(m)q)
= p(n ∈ X)[{m |ψ(m)}/X]q = pψ(n)q = r({n |ψ(n)}).
The interpretability of X = Y → (∀x)(x ∈ X ↔ x ∈ Y ), one clause of equality axiom, follows from Lemma 3.15. The
interpretability of the other axioms (including the other clauses of equality axiom) is obvious from the definition of r (and
from the mentioned properties of BewImp(-, -)). 
Although, rigorously, this translation r does not satisfy the hypothesis of Fact 2.17, it essentially satisfies it with the
modification explained in Appendix B and so |RCAint0 | ≤ |IΣ01 | = ωω . For the converse, RCAint0 extends RCA0 (rigorously
∆0+1 -CA0). Thus the discussion of this section is summarized as follows:
Corollary 3.17. |RCAint0 | = ωω and |RCAint0 + ExtSOA| = ε0.
We close this section with the following somehow philosophical comments.
Firstly, with our intensional second order arithmetic, wemay develop alternative reversemathematics. Since the equality
between sets is available in Σ01 (with the renouncement of extensionality), some propositions which are known to be
equivalent to ACA0 may become equivalent to RCAint0 , if they are formulated with intensional equality. Furthermore, we
can introduceWKLint0 , as explained in Appendix B. However, for such development, the axiomatization of the base theory
RCAint0 must become more natural, less messy and well organized (though QB in axiom (vi) of RCA
int
0 can be replaced by
elementary arithmetic EA).
Secondly, one may notice that we can add the ‘‘intensional inclusion’’ ⊂ as a primitive. Actually, if we try to execute
reverse mathematics program on the setting of intensional second order arithmetic as mentioned just above, or if we work
further in intensional second order arithmetic, it might be natural that intensional inclusion relation is available. Although
we do not enter into such a discussion in this paper, the author hopes that we can discuss in other places this point as well
as the point whether the extensionality should always be assumed as a natural assumption.
4. Weak weak set theories
Definition 4.1. The language L consists of (i) two binary predicates ∈,=, (ii) two constant symbols ∅, ω, (iii) three unary
function symbols
⋃
, (-)∗, TC(-) and (iv) two binary function symbols {-, -}, -× -.
We also use the abbreviations:
{x} ≡ {x, x}, (∀z ∈ x)ϕ(z, x) ≡ (∀z)(z ∈ x → ϕ(z, x)),
〈x, y〉 ≡ {{x}, {x, y}}, (∃z ∈ x)ϕ(z, x) ≡ (∃z)(z ∈ x ∧ ϕ(z, x));
x ∪ y ≡
⋃
{x, y}, x ⊂ y ≡ (∀z ∈ x)(z ∈ y);
x+ 1 ≡ x ∪ {x}, (∀z ⊂ x)ϕ(z, x) ≡ (∀z)(z ⊂ x → ϕ(z, x)),
(∃z ⊂ x)ϕ(z, x) ≡ (∃z)(z ⊂ x ∧ ϕ(z, x)).
x∗ and TC(x) are intended to denote the set of finite sequences from x and the transitive closure respectively. The intended
meanings of the others are obvious.
Note that the inclusion is defined extensionally. While it seems possible to introduce ‘‘intensional inclusion relation’’
as RCAint0 , we do not follow this project in this paper because it is not required for our purpose. Similarly to the case of
intensional second order arithmetic, it also seems plausible to claim that ⊂ is among the most basic notions in set theory
(as= and ∈) and hence that if we introduce intensional set theory then it must have the intensional inclusion relation.
While, in the usual weak set theories, bounded quantifiers are considered to be ‘‘weak’’, we are considering ‘‘weak weak’’
set theories in which even bounded quantifiers (∀x ∈ ω) and (∃x ∈ ω) are too strong. Thus we introduce a new restriction
on quantifiers: sharply bounded quantifiers, i.e., quantifiers over finite numbers.
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Table 1
The correspondence between the hierarchies of
formulae
Arithmetic Finite set theory Infinite set theory
∆0+1 ∆
+
1 ∆
fin+
1
Σ0+1 Σ
+
1 Σ
fin+
1
.
.
.
.
.
.
.
.
.
∆11 – ∆1
Σ11 – Σ1
.
.
. –
.
.
.
Definition 4.2. 1. (a) Σ fin+1 -formulae are built from atomic formulae by conjunctions ∧, disjunctions ∨, sharply bounded
universal quantifiers t(Ex) ∈ ω ∧ (∀y ∈ t(Ex))(-), and (not necessarily sharply) bounded existential quantifiers
(∃y ∈ t(Ex))(-).
(b) Σ+1 -formulae are built from atomic formulae by conjunctions, disjunctions, bounded universal quantifiers, and
bounded and unbounded existential quantifiers.
(c) We say ϕ(x, Ey) is∆fin+1 (or∆+1 ) w.r.t. x : t(Ey) iff ϕ(x, Ey) isΣ fin+1 (orΣ+1 ) and there is aΣ fin+1 -(orΣ+1 -)formulaψ(x, Ey)
with (∀x ∈ t(Ey))(ϕ(x, Ey)↔ ¬ψ(x, Ey)).
2. (a) ∆0-formulae are built from atomic formulae by Boolean connectives and bounded quantifiers. Σ0, Π0, Σ
pow
0 and
Π
pow
0 are exactly∆0.
(b) Σn+1- (orΣpown+1 -) formulae are built fromΠn- (orΠ
pow
n -) formulae by∧,∨, existential quantifiers (or power-bounded
existential quantifiers (∃x ⊂ t(Ey))(-), respectively) and bounded quantifiers.
(c) Πn+1- (orΠpown+1 -) formulae are negations ofΣn+1- (orΣ
pow
n+1 -, respectively) formulae.
(d) We say ϕ(x, Ey) is∆1 (or∆pow1 ) with respect to x : t(Ey) iff ϕ(x, Ey) isΣ1 (orΣpow1 ) and there is aΣ1-(orΣpow1 -)formula
ψ(x, Ey)with (∀x ∈ t(Ey))(ϕ(x, Ey)↔ ¬ψ(x, Ey)).
As in second order arithmetic, the classes∆fin+1 ,∆
+
1 ,∆n+1 and∆
pow
n+1 depend on the base theory.
The correspondence between the hierarchy defined here and other known ones will turn out as in Table 1.
We now define several basic notions of set theory. We need to define carefully these notions so that extremely weak set
theories prove the expected properties. Therefore, some definitions may differ from the usual (or expected) ones (which are
equivalent in the usual ‘‘stronger’’ set theories):
Definition 4.3. We use the following abbreviations:
Func(f , u, v) ≡ f ⊂ u× v ∧ (∀x ∈ u)(∃!y ∈ v)(〈x, y〉 ∈ f )
Func(f , u) ≡ (∃v)Func(f , u, v)
Trans(x) ≡ (∀y ∈ x)(∀z ∈ y)(z ∈ x)
Surj(f , u, v) ≡ Func(f , u, v) ∧ (∀y ∈ v)(∃x ∈ u)(〈x, y〉 ∈ f )
Inj(f , u, v) ≡ Func(f , u, v) ∧ (∀x, x′ ∈ u)(f (x) = f (x′) → x = x′)
TrClps(f , x, r, y) ≡ Surj(f , x, y) ∧ (∀z, w ∈ x)(〈z, w〉 ∈ r → f (z) ∈ f (w))
∧ (∀z ∈ x)(∀v ∈ f (z))(∃w ∈ x)(〈w, z〉 ∈ r ∧ f (w) = v)
WF(x) ≡¬(∃f )(Func(f , ω) ∧ f (0) ∈ x ∧ (∀n ∈ ω)(f (n+ 1) ∈ f (n)))
WF(x, r) ≡¬(∃f ⊂ ω × x)(Func(f , ω, x) ∧ (∀n ∈ ω)(〈f (n+ 1), f (n)〉 ∈ r))
POrd(x) ≡ Trans(x) ∧ (∀y ∈ x)Trans(y) ∧ (∀y ∈ x)(y /∈ y) ∧ (∀y, z ∈ x)(y ∈ z ∨ y = z ∨ z ∈ y)
Ord(x) ≡ POrd(x) ∧ (∀u, v)((∀y ∈ x)(y ∈ u↔ ¬y ∈ v) ∧ (∃y ∈ x)(y ∈ u)
→ (∃y ∈ x)(y ∈ u ∧ (∀z ∈ y)(z /∈ u)))
WOd(x) ≡ (∃f , y)(Ord(y) ∧ Surj(f , y, x)).
f is said to be a function from x to y iff Func(f , x, y) holds and we use the usual notation for functions.
Ord(x) is not defined as POrd(x) ∧WF(x) (cf. Lemma 6.7). WF(x, r) isΠpow1 while WF(x) is not.
Lemma 4.4. If ϕ(z) is∆fin+1 with respect to z : y and Func(f , x, y), ϕ(f (w)) is∆fin+1 with respect tow : x.
Proof. Let ψ(z) be a Σ fin+1 -formulae such that (∀z ∈ y)(ϕ(z) ↔ ¬ψ(z)). Then ¬ϕ(f (w)) is an abbreviation of (∃z ∈ y)
(〈w, z〉 ∈ f ∧ ¬ϕ(z)), which is equivalent to (∃z ∈ y)(〈w, z〉 ∈ f ∧ ψ(z)). 
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Definition 4.5. Let Γ be a class ofL-formulae. Define the following axiom schemata:
Γ -Sep: (∃x ⊂ y)(∀z ∈ y)(z ∈ x ↔ ϕ(z, y))),
for any Γ -formula ϕ in which x is not free.
∆fin+1 -(∆
pow
n+1-, or∆n+1-)Sep: (∀z ∈ y)(ϕ(z, y)↔ ¬ψ(z, y)) → (∃x ⊂ y)(∀z ∈ y)(z ∈ x ↔ ϕ(z, y))),
for any twoΣ fin+1 -(Σ
pow
n+1 - orΣn+1-, respectively) formulae ϕ and ψ in which x is not free.
Γ -Red: (∀z ∈ y)(ϕ(z, y) ∨ ψ(z, y)) → (∃x ⊂ y)(∀z ∈ y)((z ∈ x→ ϕ(z, y)) ∧ (¬z ∈ x→ ψ(z, y))),
for any Γ -formulae ϕ,ψ in which x is not free.
Γ -Coll: (∀z ∈ y)(∃w)ϕ(w, z, y) → (∃x)(∀z ∈ y)(∃w ∈ x)ϕ(w, z, y),
for any Γ -formula ϕ in which x is not free.
Γ -Ind: ϕ(0) ∧ (∀n ∈ ω)(ϕ(n)→ ϕ(n+ 1)) → (∀n ∈ ω)ϕ(n),
for any Γ -formula ϕ.
Γ -Found: (∀y ∈ x)((∀z ∈ y)ϕ(z, x)→ ϕ(y, x)) → (∀y ∈ x)ϕ(y, x),
for any Γ -formula ϕ.
The terminologies in arithmetic and in set theory seem to conflict with each other, e.g., the full comprehension scheme
yields a contradiction in set theory and the separation in set theory corresponds to the comprehension in arithmetic.Γ -Red
is usually called (¬Γ ) separation and the scheme called reduction is stronger in arithmetic or in descriptive set theory.
Definition 4.6. The basic set theory Basic consists of∆fin+1 -Sep and the following axioms:
Empty: ¬(x ∈ ∅).
Pair: x ∈ {x, y} ∧ y ∈ {x, y} ∧ (∀z ∈ {x, y})(z = x ∨ z = y).
Union: (y ∈⋃ x)↔ (∃z ∈ x)(y ∈ z).
Product:z ∈ x× y ↔ (∃u ∈ x)(∃v ∈ y)(z = 〈u, v〉).
FinSeq: (∀s ∈ x∗)(∃n ∈ ω)(Func(s, n+ 1, ω ∪ x) ∧ s(0) = n ∧ (∀k ∈ n+ 1)(k 6= 0→ s(k) ∈ x)) ∧ ({〈0, 0〉} ∈ x∗)
∧ (∀s ∈ x∗)(∀z ∈ x)(∃t ∈ x∗)(t(0) = s(0)+ 1 ∧ t(t(0)) = z ∧ (∀k ∈ t(0))(k 6= 0→ t(k) = s(k))).
TransCl: Trans(TC(x)) ∧ (∀z)(z ∈ TC(x) ↔ (z ∈ x) ∨ (∃y ∈ x)(z ∈ TC(y)))
∧ (∀z ∈ TC(x))(∃s ∈ TC(x)∗)(s(1) ∈ x ∧ (∀k ∈ s(0))(k 6= 0→ s(k+ 1) ∈ s(k)) ∧ s(s(0)) = z).
Fiber: (∀u ∈ x× y)(u ∈ w ↔ u /∈ w′)
→ (∃f , z)(Surj(f , x, z) ∧ (∀s ∈ x)(f (s) ⊂ y ∧ (∀t ∈ y)(t ∈ f (s) ↔ 〈s, t〉∈w))).
Compo: Func(f , x, y) ∧ Func(g, y, z) → (∃h)(Func(h, x, z) ∧ (∀s ∈ x)(h(s) = g(f (s)))).
Clps: Ord(x) ∧ (∀s, t ∈ x)(〈s, t〉 ∈ r ↔ 〈s, t〉 /∈ r ′) ∧ WF(x, r) → (∃f , y)TrClps(f , x, r, y).
WDC: Ord(x) ∧ (∀n ∈ ω)(∀y ∈ x)(∃z ∈ x)ϕ(n, y, z, x)
→ (∀y ∈ x)(∃f )(Func(f , ω, x) ∧ f (0) = y ∧ (∀n ∈ ω)ϕ(n, f (n), f (n+ 1), x)),
for anyΣ fin+1 -formula ϕ.
Inf: Ord(ω) ∧ WOd(ω∗) ∧ (∀x)(x ∈ ω ↔ x = ∅ ∨ (∃y ∈ ω)(x = y+ 1)).
Remark 4.7. (1) In what follows, we write {z ∈ x |ϕ} for a set w ⊂ x such that (∀z ∈ x)(z ∈ w ↔ ϕ). However, we must
notice that such a set is not determined uniquely in the absence of the axiom Ext.
(2) Pair proves that 〈x, y〉 = 〈x′, y′〉 iff x = x′ and y = y′, by the standard argument.
(3) Fiber and Union provide image-operations as follows: Forw andw′ with (∀u ∈ x× y)(u ∈ w↔ u /∈ w′), let f and z be
given by Fiber. Then t ∈⋃ z iff (∃s ∈ x)(t ∈ f (s)) iff (∃s ∈ x)(〈s, t〉 ∈ w).
There might be many doubts on the naturalness of Basic, e.g., it seems to be natural to add the existence of r−1 =
{〈w, z〉 ∈ y× x | 〈z, w〉 ∈ r} for r ⊂ x× y and of permutations, because our Basic does not guarantee such quite elementary
operations. (Actually, we can add these axioms to Basic without affecting all the results in what follows.) However, as
mentioned in the Introduction, we do not enter into the ‘‘naturalness argument’’ on Basic and only claim that Basic satisfies
our technical requirements.
Definition 4.8. We also consider the following additional axioms:
Ext: x ⊂ y ∧ y ⊂ x → x = y.
Reg: WF(x).
AC: WOd(x).
HC: (∃z)(z ∈ x) → (∃f )Surj(f , ω, x).
Anti-Reg: Ord(x) ∧ (∀s, t ∈ x)(〈s, t〉 ∈ r ↔ 〈s, t〉 /∈ r ′) → (∃f , y)TrClps(f , x, r, y).
Anti-RE: Ord(x) ∧ (∀s, t ∈ x)(〈s, t〉 ∈ r ↔ 〈s, t〉 /∈ r ′)→ (∃f , y)(TrClps(f , x, r, y) ∧ Inj(f , x, y)).
Remark 4.9. (i) HC implies AC by Ord(∅).
(ii) Anti-RE implies Anti-Reg.
(iii) Anti-Reg implies Clps.
While Anti-RE is quite intensional and contradicts Ext, it is needed for technical purposes (in Section 8). This claims that
any relation on an ordinal can be seen as ∈, and so it seems possible to say that this axiom characterizes the intensional tree
representation, which we will consider in Section 5.
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Our formulation of Anti-Reg corresponds to one part of Aczel’s anti-foundation, namely AFA1 from [2, Chapter 2] (which
asserts that any graph has a transitive collapse or, in terms of [2], a decoration), not to the full anti-foundation AFA (which
is AFA1 ∧ AFA2, where AFA2 asserts that any graph has at most one decoration, or equivalently that any two bisimilar sets
are identical).
5. Tree representation
In this section, we are interpreting Basic in RCAint0 by tree representation of sets.
In general, to interpret set theory into arithmetic, two methods have been used. One is Ackermann’s representation Ack,
in which n = 2n1−1 + · · · + 2nk−1 + 1 ∈ ω (n1 < · · · < nk) represents the set Ack(n) = {Ack(n1), . . . ,Ack(nk)}, and the
other is tree representation, in which a set is represented by a tree. The formermethodworks only insideHF. The latter does
not yield x ∈ ω → x ∪ {x} ∈ ω if ω has only ‘‘canonical tree representations’’ of natural numbers and if⋃, {-, -} and ∈ are
defined naively; nor does allow x 7→ x∪ {x} to be recursive if {-, -} and ∈ are defined non-naively. To overcome these kinds
of weakness, we combine two methods as follows: Elements of HF are represented by numbers whereas general sets are
by trees. To realize this idea, we consider trees, each node of which is labeled by a natural number which might represent
an element of HF. (Because ω itself is not closed under
⋃
or {-, -}, we employ HF, rather than ω, for the domain of sets
represented by numbers.)
This kind of labeled tree can be expressed as a function F onnatural numbers (coding finite sequences of natural numbers)
in the following way: F(σ ) = 0 means that neither σ nor extensions of σ are nodes of the tree, F(σ ) ≥ 1 means that σ is a
node of the tree and F(σ ) = 2nwith n ≥ 1means that the tree below σ is the representing tree of Ack(n). Odd numbers are
reserved for extra information which is needed to maximize the power of intensionality (see the interpretation of Anti-RE).
For F and σ ∈ ω<ω , Fσ is defined by Fσ (τ ) = F(σ_τ). (Rigorously, Fσ = {n | p(σ_p0(n), p1(n)) ∈ F}.) Then the domain
of our translation, the tree translation t, can be defined as follows:
‘‘F is a function such that (∀σ)(Eve+(F(σ )) → Fσ is the representing tree of Ack(F(σ )/2))
and that {p(σ_τ , k) | F(σ ) = 0, F(σ_τ) = k} = {p(σ_τ , 0) | F(σ ) = 0}’’.
We can confuse numbers and finite sequences of numbers. However, when it should be clear whether an object is seen
as a number or a finite sequence, we use the function dec : ω→ ω<ω and code : ω<ω → ω.
We employ a notation which differs from our official formulation of translation. For a function symbol f of arity k,
t(f )(x1, . . . , xk) denotes x0 such that t(f )(x1, . . . , xk, x0) (in our official formulation).
Moreover, we use also a notation to define a function: For∆0+0 -formulae ϕ0, . . . , ϕn, if we have∆
0+
0 -formulae ϕ
′
0, . . . , ϕ
′
n
which are equivalent to the negations of ϕ0, . . . , ϕn respectively,
F(σ ) =

f0(σ ) if ϕ0(σ )
...
...
fn(σ ) if ϕn(σ )
g(σ ) otherwise
defines F =
k
∣∣∣∣∣∣∣∣
(ϕ0(p0(k)) ∧ p1(k) = f0(p0(k)))∨
...
∨(ϕn(p0(k)) ∧ p1(k) = fn(p0(k)))
∨(∧i≤nϕ′i (p0(k)) ∧ p1(k) = g(p0(k)))
 .
Definition 5.1. We define a recursive predicate Mem such that
Mem(n,m) ↔ n ≥ 1 ∧ m ≥ 1 ∧ Ack(n) ∈ Ack(m).
Define recursive function vAck(-), so that vAck(n) is the Ackermann’s code of the von Neumann representation of n, i.e., the
following hold:
vAck(0) = 1
vAck(n+ 1) = 2vAck(n)−1 + vAck(n).
We also define recursive functions union(-), tc(-), uop(-, -) and prod(-, -) such that
Ack(union(n)) =
⋃
Ack(n)
Ack(uop(n,m)) = {Ack(n),Ack(m)}
Ack(tc(n)) = TC(Ack(n))
Ack(prod(n,m)) = Ack(n)× Ack(m).
Definition 5.2. The tree translation t fromL to RCAint0 is defined as follows.
First of all, we prepare HF, which is intended to be the set of hereditarily finite sets:
HF(σ ) =

1 if σ = ε
2 · σ(|σ | − 1) if |σ | ≥ 1, σ (0) ≥ 1, (∀k < |σ | − 1)(Mem(σ (k+ 1), σ (k)))
0 otherwise.
Let Odd(n) ≡ (∃k < n)(n = 2k+ 1) and Eve+(n) ≡ (∃k < n)(n = 2k) (which implies n > 0).
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Fig. 3. How t(
⋃
) operates on F with odd F(ε).
The domain of t is as follows:
(∀x)(∃!y)(p(x, y) ∈ F) ∧ F(ε) ≥ 1 ∧ (∀σ)(Eve+(F(σ )) → Fσ = HF〈F(σ )/2〉)
∧ {n | (∃σ , τ < n)(n = p(σ_τ , k) ∧ F(σ ) = 0 ∧ F(σ_τ) = k)} = {n | (∃σ < n)(n = p(σ , 0) ∧ F(σ ) = 0)}.
The interpretations of predicate symbols are defined as follows:
t(∈)(F ,G) ≡ (∃n)(G(〈n〉) ≥ 1 ∧ F = G〈n〉) t(=)(F ,G) ≡ F = G.
The interpretations of constant symbols and function symbols are as follows:
t(∅) = HF〈1〉
t(ω)(σ ) =
{
HF(σ ) if σ = ε or if |σ | ≥ 1, (∃n < σ(0))(σ (0) = vAck(n))
0 if |σ | ≥ 1,¬(∃n < σ(0))(σ (0) = vAck(n))
(
t
(⋃)
(F)
)
(σ ) =

HF(〈union(F(ε)/2)〉_σ) if Eve+(F(ε))
1 if Odd(F(ε)), σ = ε
F(〈p0(σ (0))〉_〈p1(σ (0))〉_shift(σ )) if Odd(F(ε)), |σ | ≥ 1
(t(TC)(F))(σ ) =

HF(〈tc(F(ε)/2)〉_σ) if Eve+(F(ε))
1 if Odd(F(ε)), σ = ε
F(dec(σ (0))_shift(σ )) if Odd(F(ε)), |σ | ≥ 1, |dec(σ (0))| ≥ 1
0 otherwise,
(t({-, -})(F ,G))(σ ) =

HF(〈uop(F(ε)/2,G(ε)/2)〉_σ) if Eve+(F(ε)), Eve+(G(ε))
1 if σ = ε, (Odd(F(ε)) or Odd(G(ε)))
F(shift(σ )) if |σ | ≥ 1, σ (0) = 0, (Odd(F(ε)) or Odd(G(ε)))
G(shift(σ )) if |σ | ≥ 1, σ (0) = 1, (Odd(F(ε)) or Odd(G(ε)))
0 if |σ | ≥ 1, σ (0) ≥ 2, (Odd(F(ε)) or Odd(G(ε)))
(t(×)(F ,G))(σ ) =

HF(〈prod(F(ε)/2,G(ε)/2)〉_σ) if Eve+(F(ε)), Eve+(G(ε))
1 if σ = ε, (Odd(F(ε)) or Odd(G(ε)))
(t({-, -})(F〈p0(σ (0))〉,G〈p1(σ (0))))(shift(σ )) if |σ | ≥ 1, (Odd(F(ε)) or Odd(G(ε))),
F(〈p0(σ (0))〉) ≥ 1,G(〈p1(σ (0))〉) ≥ 1
0 otherwise
(t(-∗)(F))(σ ) =

1 if σ = ε or if |σ | = 1,(∀k < |dec(σ (0))|)(F(〈ev(σ (0), k)〉) ≥ 1)
t(〈∅, -〉)(HF〈vAck(|dec(σ (0))|)〉)(shift2(σ ))
if |σ | ≥ 2, σ (1) = 0,(∀k < |dec(σ (0))|)(F(〈ev(σ (0), k)〉) ≥ 1)
(t(〈-, -〉)(HF〈vAck(σ (1))〉, F〈ev(σ (0),σ (1)−1)〉))(shift2(σ ))
if |σ | ≥ 2, σ (1) ≥ 1, σ (1)− 1 < |dec(σ (0))|, (∀k < |dec(σ (0))|)(F(〈ev(σ (0), k)〉) ≥ 1)
0 otherwise.
We can illustrate as in Figs. 3 and 4 how these operations work, in the case where both F and G are in the domain of t
with F(ε) = G(ε) = 1. For simplicity, the labels are omitted and the numbers written in the trees show the positions (not
labels!). Fig. 3 shows how t(
⋃
) transforms the tree represented by F , and Fig. 4 is for t(TC) and t({-, -}).
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Fig. 4. The trees t(TC)(F) and t({-, -})(F ,G).
The next is the key lemma to our interpretability result and shows the one part of the correspondence between Σ fin+1
andΣ0+1 (described in Table 1):
Lemma 5.3. For aΣ fin+1 -formula ϕ(Ex), t(ϕ(Ex))(EX) is equivalent to aΣ0+1 (L′2)-formula over RCAint0 .
Proof. By induction on ϕ. The only non-trivial case is that of sharply bounded universal quantifiers.
t(x ∈ ω ∧ (∀y ∈ x)ϕ(y, x))(X)↔ (∃n)(X = HF〈vAck(n)〉 ∧ (∀k < n) t(ϕ(y, x))(HF〈vAck(k)〉,HF〈vAck(n)〉)). 
Theorem 5.4. RCAint0 ` t(Basic+ Anti-RE+ HC+Σ fin+1 -Ind).
We give a proof of the interpretability only of∆fin+1 -Sep here and give the remaining parts in Appendix A, in hopes that a
glance guides the readers, although it seems easier to check this theorem by themselves than to read the detailed proof. Note
only the following points: The utility of the somehow ad hoc axioms (v) and (vi) in RCAint0 turns out to be clear in the proof;
Lemmas 5.3 and 3.9 would be useful to show the interpretability of Compo,WDC and HC; the extra information provided
by odd labels plays a role in the interpretation of Anti-RE, which is a quite intensional axiom contradicting Ext.
Proof of RCAint0 ` t(∆fin+1 -Sep). Assume t((∀z ∈ y)(ϕ(z, y)↔ ¬ψ(z, y)))(G), i.e.,
(∀n)(G(〈n〉) ≥ 1→ (t(ϕ(z, y))(G〈n〉,G)↔ ¬t(ψ(z, y))(G〈n〉,G)))
forΣ fin+1 -formulae ϕ,ψ . Since we have the following equivalence
(∀n)(G(〈n〉) ≥ 1 ∧ t(ϕ(z, y))(G〈n〉,G) ↔ ¬(G(〈n〉) = 0 ∨ t(ψ(z, y))(G〈n〉,G)))),
∆0+1 -CA yields X and Y such that
(∀n)(n ∈ X ↔ G(〈n〉) ≥ 1 ∧ t(ϕ(z, y))(G〈n〉,G))
(∀n)(n ∈ X ↔ ¬n ∈ Y ).
Wemay assume Odd(G(ε)), since the case of Eve+(G(ε)) is easy. Define F by
F(σ ) =
{
G(σ ) if σ = ε or if |σ | ≥ 1, σ (0) ∈ X
0 if |σ | ≥ 1, σ (0) ∈ Y .
By axioms (v) and (vi) of RCAint0 , if n ∈ X then F〈n〉 = G〈n〉. (For details, see the proof of the interpretability of Pair which is
given in Appendix A.)
If F(〈n〉) ≥ 1 then n ∈ X which implies G(〈n〉) ≥ 1 ∧ t(ϕ(z, y))(G〈n〉,G) and F〈n〉 = G〈n〉. Thus
t((∀z)(z ∈ x→ z ∈ y ∧ ϕ(z, y)))(G, F).
Conversely, if G(〈n〉) ≥ 1 ∧ t(ϕ(z, y))(G〈n〉,G), then n ∈ X which implies F(〈n〉) = G(〈n〉) ≥ 1, and F〈n〉 = G〈n〉. Thus
t(x ⊂ y ∧ (∀z ∈ y)(z ∈ x↔ ϕ(z, y)))(G, F). 
Remark 5.5. Actually, we we can interpretΣ fin+1 -Sep in the same way: Since t(ϕ(z, y))(G〈n〉,G) isΣ
0+
1 , axiom (vii) yields X
such that
(∀n)(t(ϕ(z, y))(G〈n〉,G) ↔ (∃m)(p(n,m) ∈ X)).
Define F as follows:
F(σ ) =

1 if σ = ε
G(〈p0(σ (0))〉_shift(σ )) if |σ | ≥ 1 ∧ σ(0) ∈ X
0 otherwise.
Then t((∀z ∈ y)(z ∈ x↔ ϕ(z, y)))(G, F) and t((∀z ∈ x)(z ∈ y))(F ,G). (cf. Remark 4.7(3)).
One may think thatΣ fin+1 -Ind andΣ
fin+
1 -Sep should be added to Basic. However, these would cause a problemwhen we
consider Basic+ Ext later.
Similarly, the clause Ord(x) in Clps andWDC is not needed at this point.
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Theorem 5.6. (i) ACA0 ` t(∆0-Sep).
(ii)Σ11 -AC0 ` t(∆1-Sep+Σ1-Coll).
(iii) ACA0 +Π1n+1-Red ` t(Πn+1-Red).
(iv)∆1n+1-CA0 ` t(∆n+1-Sep).
(v)Π1n+1-CA0 ` t(Πn+1-Sep).
Proof. If ϕ(y, x) is a ∆0-, Σn+1- orΠn+1-formula then t(ϕ(x, y))(F ,G) is a ∆10-, Σ
1
n+1- orΠ
1
n+1-formula, respectively. Thus
the same (or a much easier) argument as in the proof of t(∆fin+1 -Sep) shows (i) and (iii)–(v).
(ii) We are working inΣ11 -AC0. Let ϕ beΣ1. Assume t((∀z ∈ y)(∃w)ϕ(w, z, y))(G), i.e.,
(∀n)(∃H)(G(〈n〉) ≥ 1 → ‘‘H ∈ domain(t)’’ ∧ t(ϕ(w, z, y))(H,G〈n〉,G)).
Since ‘‘H ∈ domain(t)’’ is∆10 and t(ϕ(w, z, y))(H,G〈n〉,G) isΣ11 ,Σ11 -AC yields a set X such that
(∀n)(G(〈n〉) ≥ 1 → ‘‘(X)n ∈ domain(t)’’ ∧ t(ϕ(w, z, y))((X)n,G〈n〉,G)).
Now define F as follows:
F(σ ) =

1 if σ = ε
(X)σ(0)(shift(σ )) if |σ | ≥ 1,G(〈σ(0)〉) ≥ 1
0 otherwise.
Then (∀n)(G(〈n〉) ≥ 1 → t(ϕ(w, z, y))(F〈n〉,G〈n〉,G)), i.e., t((∀z ∈ y)(∃w ∈ x)ϕ(w, z, y))(G, F). 
Corollary 5.7. (i) |Basic+ Anti-RE+Σ fin+1 -Ind+ HC| ≤ ωω .
(ii) |Basic+ Anti-RE+ HC+∆1-Sep+Σ1-Coll| ≤ ε0.
(iii) |Basic+ Anti-RE+ HC+Π1-Red+Σ1-Coll| ≤ Γ0.
6. Consequences of well-orderedness and well-foundedness
Our main aim is to measure the proof-theoretic strength of various combinations of set-theoretic axioms and we will
achieve this aim by giving mutual translations between such theories and arithmetic. However, since it seems quite tedious
to treat tree translation t, we want to minimize the task for this translation.
Thereforemost parts of our task should be done in set theory, especiallyweneed to investigate the relation among various
combinations of set-theoretic axioms. This section is devoted to this task. Because we need to treat various combinations
simultaneously, the discussion here may seem somehow chaotic: If some axiom is added to the assumption then some
results can be obtained, and if another axiom is additionally assumed then another result holds, and so on. The author hopes
that the readers are patient enough with such chaotic discussion, so that we can avoid going back to the discussion with t.
In this section, we are working in Basic and, when we need other additional axioms, we will mention explicitly which
ones are assumed.
Lemma 6.1. If POrd(x) then (∀y, z ∈ x)((y /∈ z ↔ (y = z ∨ z ∈ y)) ∧ (y 6= z ↔ (y ∈ z ∨ z ∈ y))).
Proof. Assume y /∈ z with y, z ∈ x. Then POrd(x) implies y = z ∨ z ∈ y. Conversely, if y = z ∨ z ∈ y and y ∈ z then, by
Trans(y), y ∈ y a contradiction. Similarly we can show the rest. 
Lemma 6.2 (Σ fin+1 -DC). Let ϕ be aΣ
fin+
1 -formula and assumeWOd(x).
(i) If (∀n ∈ ω)(∀y ∈ x)(∃z ∈ x)ϕ(n, y, z, x), then, for any y0 ∈ x, there is f with Func(f , ω, x) such that
f (0) = y0 and (∀n)ϕ(n, f (n), f (n+ 1), x).
(ii) If (∀n ∈ ω)(∃!y ∈ x)ϕ(n, y, x) then we have f = {〈n, y〉 ∈ ω × x |ϕ(n, y, x)}.
Proof. Let g and α be such that Ord(α) ∧ Surj(g, α, x).
(i) Take ξ0 ∈ α with f (ξ0) = y0. Now we have
(∀n ∈ ω)(∀ξ ∈ α)(∃η ∈ α)ϕ(n, g(ξ), g(η), x).
ThenWDC yields hwith Func(h, ω, α) such that
h(0) = ξ0 and (∀n ∈ ω)ϕ(n, g(h(n)), g(h(n+ 1)), x).
Then f = g ◦ h, which is yielded by Compo, is what we require.
(ii) This is immediate from (i). 
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Proposition 6.3. Assume Basic+∆0-Sep and that ϕ(z, w, x, y) is∆0. IfWOd(y) and
(∀z ∈ x)(∃w ∈ y)ϕ(z, w, x, y),
then there is a function f with Func(f , x, y) such that
(∀z ∈ x)ϕ(z, f (z), x, y).
Proof. Let Ord(α) and Surj(g, α, y). Then (∀z ∈ x)(∃ξ ∈ α)ϕ(z, g(ξ), x, y) and, by∆0-Sep and Ord(α),
(∀z ∈ x)(∃!ξ ∈ α)(ϕ(z, g(ξ), x, y) ∧ (∀η ∈ ξ)¬ϕ(z, g(η), x, y)).
By∆0-Sep, we can define h as follows:
h = {〈z, ξ〉 ∈ x× α |ϕ(z, g(ξ), x, y) ∧ (∀η ∈ ξ)¬ϕ(z, g(η), x, y)}.
Then Func(h, x, α) and f = g ◦ h is what we require. 
Lemma 6.4. Let ϕ(y, x) be∆fin+1 with respect to y : x.
(i) Ord(x) ∧ (∀y ∈ x)((∀z ∈ y)ϕ(z, x) → ϕ(y, x)) → (∀y ∈ x)ϕ(y, x).
(ii) If x = ω, (∆fin+1 -Ind) ϕ(0, ω) ∧ (∀n ∈ ω)(ϕ(n, ω)→ ϕ(n+ 1, ω)) → (∀n ∈ ω)ϕ(n, ω).
Proof. (i)∆fin+1 -Sep yields u = {y ∈ x |ϕ(y, x)} and v = {y ∈ x | ¬ϕ(y, x)}. Then Ord(x) implies
(∃y ∈ x)(y ∈ v) → (∃y ∈ x)(y ∈ v ∧ (∀z ∈ y)(z /∈ v)),
i.e.,
(∀y ∈ x)((∀z ∈ y)(z /∈ v)→ y /∈ v) → (∀y ∈ x)(y /∈ v).
(ii) Assume ϕ(0, ω) ∧ (∀n ∈ ω)(ϕ(n, ω)→ ϕ(n+ 1, ω)). Then (∀y ∈ ω)((∀z ∈ y)ϕ(z, ω) → ϕ(y, ω)). 
Lemma 6.5 (∆fin+1 -TI). Let ϕ(z, x) be ∆
fin+
1 with respect to z : x and ψ(z, y, x) a Σ fin+1 -formula. Assume WOd(x) and that¬(∃f )(Func(f , ω, x) ∧ (∀n ∈ ω)ψ(f (n+ 1), f (n), x)). Then
(∀y ∈ x)(((∀z ∈ x)(ψ(z, y, x)→ ϕ(z, x))) → ϕ(y, x)) → (∀y ∈ x)ϕ(y, x).
Proof. Assume for contradiction that
(∀y ∈ x)(((∀z ∈ x)(ψ(z, y, x)→ ϕ(z, x))) → ϕ(y, x)) and ¬(∀y ∈ x)ϕ(y, x).
Take y0 ∈ xwith ¬ϕ(y0, x). Since we have
(∀y ∈ x)(∃z ∈ x)(¬ϕ(y, x) → ψ(z, y, x) ∧ ¬ϕ(z, x)),
Σ fin+1 -DC yields f with Func(f , x, x) such that
f (0) = y0 and (∀n ∈ ω)(¬ϕ(f (n), x) → ψ(f (n+ 1), f (n), x) ∧ ¬ϕ(f (n+ 1), x)).
Now by ∆fin+1 -Ind we can prove (∀n ∈ ω)(¬ϕ(f (n), x)) and hence (∀n ∈ ω)ψ(f (n + 1), f (n), x), which contradicts the
assumption. 
Corollary 6.6 (∆fin+1 -Found). Assume that ϕ(y, x) is∆
fin+
1 with respect to y : x, andWOd(x). Then
(Ord(x) ∨ (WF(x) ∧ Trans(x))) ∧ (∀y ∈ x)((∀z ∈ y)ϕ(z, x) → ϕ(y, x)) → (∀y ∈ x)ϕ(y, x).
In the usual context, for xwith POrd(x), Ord(x) iff WF(x). However, on our extremely weak setting this equivalence does
not seem to hold (even we have a kind of dependent choice schemeWDC).
Lemma 6.7. (1) (¬Σ fin+1 )-Ind provesWF(ω).
(2) (¬Σ fin+1 )-Found for ordinals proves Ord(α)→ WF(α).
(3)Σ fin+1 -Ind proves POrd(x) ∧WOd(x) ∧WF(x) → Ord(x).
Proof. (1) Assume ¬WF(ω), say f (0) ∈ ω and (∀n ∈ ω)(f (n+ 1) ∈ f (n)). Let
ψ(m) ≡ (∃n ∈ ω)(f (n) ∈ m).
Then obviously ¬ψ(0) and we prove ¬ψ(m) → ¬ψ(m + 1) as follows: If ψ(m + 1), say f (n) ∈ m + 1 = m ∪ {m} for
some n ∈ ω, then either f (n) ∈ m or f (n + 1) ∈ f (n) = m and hence ψ(m). Thus (¬Σ fin+1 )-Ind proves (∀m ∈ ω)¬ψ(m),
contradicting f (1) ∈ f (0) ∈ ω.
(2) Assume f (0) ∈ α and (∀n ∈ ω)(f (n+ 1) ∈ f (n)). Define
ψ(ξ) ≡ (∃n ∈ ω)(f (n) ∈ ξ).
Then, by the same argument, (∀η ∈ ξ)¬ψ(η) → ¬ψ(ξ) and, by (¬Σ fin+1 )-Found for α, (∀ξ ∈ α)¬ψ(ξ).
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(3) Assume POrd(x),WOd(x) and ¬Ord(x), say
(∀y ∈ x)(y ∈ u↔ y /∈ v),
(∃y ∈ x)(y ∈ u),
¬(∃y ∈ x)(y ∈ u ∧ (∀z ∈ y)(z /∈ u)).
The last assumption means (∀y ∈ x)(∃z ∈ x)(y ∈ u → (z ∈ y ∧ z ∈ u)). By the second, we can take y0 ∈ x with y0 ∈ u.
NowΣ fin+1 -DC yields f with Func(f , ω, x) such that
f (0) = y0 and (∀n ∈ ω)(f (n) ∈ u → f (n+ 1) ∈ f (n) ∧ f (n+ 1) ∈ u).
Σ fin+1 -Ind shows (∀n ∈ ω)(f (n) ∈ u) and hence (∀n ∈ ω)(f (n+ 1) ∈ f (n)), i.e., ¬WF(x). 
Remark 6.8. Let Γ be a class of formulae which contains Σ fin+1 and which is closed under conjunctions, negations and
bounded quantifiers. Then Γ -Sepmakes any Γ -formula be equivalent to a∆fin+1 -formula:
Γ -Sep yields u ⊂ ω × x× x such that
(∀w ∈ (ω × x)× x)(w ∈ u ↔ (∃n ∈ ω)(∃y, z ∈ x)(w = 〈〈n, y〉, z〉 ∧ ϕ(n, y, z, x))),
then ϕ(n, y, z, x) is equivalent to 〈〈n, y〉, z〉 ∈ u.
Thus Γ -Sep strengthens all the results above, i.e., Γ -Sep implies Γ -DC, Γ -Ind, Γ -TI and Γ -Found.
Therefore, in the presence of∆0-Sep andAC, for any xwith POrd(x), we have the equivalence between Ord(x) andWF(x).
Definition 6.9. Assume∆0-Sep. For r ⊂ x× x and r ′ ⊂ y× y, define r • r ′ as follows:
r • r ′ = {〈〈z, w〉, 〈z ′, w′〉〉 ∈ (x× y)× (x× y) | 〈z, z ′〉 ∈ r ∨ (z = z ′ ∧ 〈w,w′〉 ∈ r ′)}.
The next lemma justifies transfinite induction along r • r ′, i.e., double induction.
Lemma 6.10. Basic+∆0-Sep provesWF(x, r) ∧ WF(y, r ′) → WF(x× y, r • r ′).
Proof. AssumeWF(x, r), WF(y, r ′) and¬WF(x× y, r • r ′). Let f be such that Func(f , ω, x× y) and
(∀n ∈ ω)(〈f (n+ 1), f (n)〉 ∈ r • r ′).
Let g, h be such that (∀n ∈ ω)(f (n) = 〈g(n), h(n)〉). Then
(∀n ∈ ω)(〈g(n+ 1), g(n)〉 ∈ r ∨ (g(n) = g(n+ 1) ∧ 〈h(n+ 1), h(n)〉 ∈ r ′)).
Assume that
(∀n ∈ ω)(n ≥ m → 〈g(n), g(m)〉 /∈ r) for somem.
Then∆0-Ind shows
(∀n ∈ ω)(n ≥ m → (g(n+ 1) = g(m) ∧ 〈h(n+ 1), h(n)〉 ∈ r ′))
and so h′ defined by h′(n) = h(n+m)witnesses ¬WF(y, r ′).
Thus we have
(∀m ∈ ω)(∃n ∈ ω)(n ≥ m ∧ 〈g(n), g(m)〉 ∈ r).
WDC yields g ′ with Func(g ′, ω, ω) such that
g ′(0) = 0 and (∀m ∈ ω)(g ′(m+ 1) ≥ g ′(m) ∧ 〈g(g ′(m+ 1)), g(g ′(m))〉 ∈ r).
Thus g ◦ g ′ witnesses ¬WF(x, r). 
We are assuming collection axioms. By the same argument in [3, I.4], we can show that ∆0-Coll implies Σ1-Coll and
∆1-Sep. However, for us∆1-Sep is too strong, because, in the presence of Reg, it interpretsΠ11 -CA by theΠ
1
1 -completeness
of well-foundedness.
The problem is that the required sets in the collection scheme may be outside of the well-founded universe (even if all
the parameters are inside). Thus we restrict∆0-Coll by the notion of guarding, which is a syntactic sufficient condition for
formulae to confine the required sets in the well-founded universe. In other words, guarding x is a sufficient condition for
ϕ(Ey, x) to imply Ey ∈ WF→ x ∈ WF (see Lemma 8.2).
Definition 6.11. We define the notion of ‘‘guarding’’ as follows:
(i) Formulae x = t(Ey), x ∈ t(Ey) and x ⊂ t(Ey) guard x.
(ii) If ϕ(x, Ey) and ψ(x, Ey) guard x then so do ϕ(x, Ey) ∧ ψ(x, Ey), ϕ(x, Ey) ∨ ψ(x, Ey) and (∀x′ ∈ x)ϕ(x′, Ey).
(iii) If ϕ(x, Ey, z) guards x then so do (∃z ∈ t(Ey))ϕ(x, Ey, z) and (∃z ⊂ t(Ey))ϕ(x, Ey, z).
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We restrict∆0-Coll to∆0-formulae that imply guarding formulae:
∆
gd
0 -Coll: (∀z ∈ y)(∃w)(ϕ(w, z, y) ∧ ψ(w, z, y)) → (∃x)(∀z ∈ y)(∃w ∈ x)ϕ(w, z, y)
for any∆0-formula ϕ and ψ , the latter of which guardsw and in both of which x is not free.
The definition of ‘‘guarding’’ above is not exhaustive at all and many other clauses should be added. (Moreover, it seems
more plausible that plural guarded variables are allowed in one formula.) The definition here is only for our need in this
paper.
Lemma 6.12 (Σpow1 -Red:). Assume Basic+∆0-Sep+∆gd0 -Coll.
(1) For any Σpow1 -formula ϕ(Ey), there are ∆0-formulae ψ(x, Ey), ψ ′(x, Ey) whose free variables except x occur also in ϕ such
that ψ ′ guards x, and that
(∀Ey, x)(ψ(x, Ey)→ ψ ′(x, Ey)) and (∀Ey)(ϕ(Ey)↔ (∃x)ψ(x, Ey)).
(2)Σpow1 -Red and so∆
pow
1 -Sep hold.
The proof of (1) below is just amodification of the standard proof (see e.g., [3, I.4]) of thewell-known fact that∆0-Sep and
∆0-Coll imply the normal form theorem forΣ11 -formulae: AnyΣ
1
1 -formula is equivalent to a formula of the form (∃)∆0. The
standard proof implicitly contains the information that, if all the unbounded quantifiers in a givenΣ11 -formula is implicitly
confined in the well-founded universe, then so is the quantifier in the normal form. We just explicate this information.
Proof. (1) We prove this by induction on ϕ.
(∆0) If ϕ is∆0 then
ψ(x) ≡ ϕ ∧ x = ∅ and ψ ′(x) ≡ x ∈ {∅}.
(∧) Assume ϕ(Ey) ≡ ϕ1(Ey) ∧ ϕ2(Ey) and ϕi(Ey) ↔ (∃x)ψi(x, Ey), where ψ ′i (x, Ey) guards x and where ψi(x, Ey) → ψ ′i (x, Ey) for
i = 1, 2. Let
ψ(x, Ey) ≡ (∃x1, x2 ∈ x)(x = {x1, x2} ∧ ψ(x1, Ey) ∧ ψ2(x2, Ey)) and
ψ ′(x, Ey) ≡ (∀x′ ∈ x)(ψ ′1(x′, Ey) ∨ ψ ′2(x′, Ey)).
It is easy to see that they satisfy the required property.
(∨) Assume ϕ(Ey) ≡ ϕ1(Ey) ∨ ϕ2(Ey) and ϕi(Ey) ↔ (∃x)ψi(x, Ey), where ψ ′i (x, Ey) guards x and where ψi(x, Ey) → ψ ′i (x, Ey) for
i = 1, 2. Let
ψ(x, Ey) ≡ ψ1(x, Ey) ∨ ψ2(x, Ey) and
ψ ′(x, Ey) ≡ ψ ′1(x, Ey) ∨ ψ ′2(x, Ey).
(∀) Assume ϕ(Ey) ≡ (∀z ∈ t(Ey))ϕ1(z, Ey) and ϕ1(z, Ey) ↔ (∃x)ψ1(x, z, Ey), where ψ ′1(x, z, Ey) guards x and is implied by
ψ1(x, z, Ey). Let
ψ(x, Ey) ≡ (∀z ∈ t(Ey))(∃x′ ∈ x)ψ1(x′, z, Ey) ∧ ψ ′(x, Ey) and
ψ ′(x, Ey) ≡ (∀x′ ∈ x)(∃z ∈ t(Ey))ψ ′1(x′, z, Ey).
Then∆gd0 -Coll and∆0-Sep yield (∀Ey)(ϕ(Ey)↔ (∃x)ψ(x, Ey)).
(∃1) Assume ϕ(Ey) ≡ (∃z ⊂ t(Ey))ϕ1(z, Ey), ϕ1(z, Ey) ↔ (∃x)ψ1(x, z, Ey) where ψ ′1(x, z, Ey) guards x and where ψ1(x, Ey) →
ψ ′1(x, Ey). Let
ψ(x, Ey) ≡ (∃z, x′ ∈ x)(x = {x′, z} ∧ z ⊂ t(Ey) ∧ ψ1(x′, z, Ey)) and
ψ ′(x, Ey) ≡ (∀u ∈ x)(u ⊂ t(Ey) ∨ (∃z ⊂ t(Ey))ψ ′1(u, z, Ey)).
(∃2) The case of ϕ(Ey) ≡ (∃z ∈ t(Ey))ϕ1(z, Ey) can be treated similarly.
(2) Let ϕ1 and ϕ2 beΣ
pow
1 -formulae and assume (∀y ∈ x)(ϕ1(y, x)∨ ϕ2(y, x)). (1) yields∆0-formulaeψ1, ψ ′1, ψ2 andψ ′2
with ψi(z, y, x)→ ψ ′i (z, x, y) such that ψ ′i (z, y, x) guards z and that
(∀y ∈ x)(ϕi(y, x)↔ (∃z)(ψi(z, y, x)))
for i = 1, 2. Then we have
(∀y ∈ x)(∃z)((ψ1(z, y, x) ∨ ψ2(z, y, x)) ∧ (ψ ′1(z, y, x) ∨ ψ ′2(z, y, x)))
and∆gd0 -Coll yieldsw such that
(∀y ∈ x)(∃z ∈ w)(ψ1(z, y, x) ∨ ψ2(z, y, x)).
By∆0-Sep, we can take
x′ = {y ∈ x | (∃z ∈ w)ψ1(z, y, x)}.
Then (∀y ∈ x)(y ∈ x′ → ϕ1(y, x)) and (∀y ∈ x)(y /∈ x′ → ϕ2(y, x)). 
Lemma 6.13. Basic+Σ fin+1 -Ind proves (∀y ∈ TC(x))(∀z ∈ TC(y))(z ∈ TC(x)).
K. Sato / Annals of Pure and Applied Logic 157 (2009) 234–268 253
Proof. Let y ∈ TC(x) and z ∈ TC(y). TransCl yields s ∈ TC(y)∗ such that
s(1) ∈ y, s(s(0)) = z and (∀k ∈ s(0))(k 6= 0→ s(k+ 1) ∈ s(k)).
Σ fin+1 -Ind proves (∀k ∈ s(0))(s(k+ 1) ∈ TC(x)). 
This means that we can define the transitive closure of the relation ∈. A transitive well-founded relation is called a pre-
well-order and is much easier to deal with than general well-founded relations.
Definition 6.14. Define a∆0-formula PrO(x, r) and aΠ
pow
1 -formula PrWO(x, r) as follows:
PrO(x, r) ≡ r ⊂ x× x ∧ (∀s, s′, s′′ ∈ x)(〈s, s′〉 ∈ r ∧ 〈s′, s′′〉 ∈ r → 〈s, s′′〉 ∈ r),
PrWO(x, r) ≡ WF(x, r) ∧ PrO(x, r).
The next proposition will be used in Lemma 9.10.
Proposition 6.15. Assume Basic+ AC+∆0-Sep+∆gd0 -Coll. Let
r = {〈z, y〉 ∈ TC(x)× TC(x) | z ∈ TC(y)}.
ThenWF(x)→ PrWO(TC(x), r).
Proof. By Lemma 6.13, r is transitive, i.e., PrO(x, r). We prove ¬WF(TC(x), r) → ¬WF(x).
Assume ¬WF(TC(x), r), say Func(f , ω, TC(x)) and (∀n ∈ ω)(〈f (n+ 1), f (n)〉 ∈ r). Let
Br(s, y, z) ≡ s(1) ∈ y ∧ (∀k ∈ s(0))(k 6= 0 → s(k+ 1) ∈ s(k)) ∧ s(s(0)) = z.
Then, if z ∈ TC(y), TransCl yields s ∈ TC(y)∗ with Br(s, y, z). Thus we have t ∈ TC(x)∗ with Br(t, x, f (0)), and (∀n ∈
ω)(f (n+ 1) ∈ TC(f (n))) implies
(∀n ∈ ω)(∃s)(s ∈ TC(f (n))∗ ∧ Br(s, f (n), f (n+ 1))).
∆
gd
0 -Coll yields A such that
(∀n ∈ ω)(∃s ∈ A)(s ∈ TC(f (n))∗ ∧ Br(s, f (n), f (n+ 1))).
Σ fin+1 -DC yields g with Func(g, ω, A ∪ {t}) such that
g(0) = t and (∀n ∈ ω)(g(n+ 1) ∈ TC(f (n))∗ ∧ Br(g(n+ 1), f (n), f (n+ 1))).
ThenΣ fin+1 -Ind shows
(∀n ∈ ω)(∀k ≤ g(n)(0))(k 6= 0→ g(n)(k) ∈ TC(x)).
Now (∀y ∈ TC(x))(∃z ∈ TC(x))(ϕ(y) → (z ∈ y) ∧ ϕ(z)), where
ϕ(y) ≡ (∃n ∈ ω)(∃k < g(n)(0))(k 6= 0 ∧ y = g(n)(k)).
Σ fin+1 -DC yields h such that
h(0) = g(0)(1) = t(1) ∈ x and (∀m ∈ ω)(ϕ(h(m)) → (h(m+ 1) ∈ h(m)) ∧ ϕ(h(m+ 1))).
ByΣ fin+1 -Ind, (∀m ∈ ω)ϕ(h(m)) and hence (∀m ∈ ω)(h(m+ 1) ∈ h(m)). Thus ¬WF(x). 
Next we consider the recursion along a pre-well-order. It is known (see e.g., [14, V.5.1]) in the context of second order
arithmetic thatΠ11 -Red provides the arithmetical transfinite recursion along any well-order. We follow the standard proof
of this fact to show thatΠpow1 -Red provides the∆0 transfinite recursion (∆0-TR) along any pre-well-order. We need some
preparation.
The usual discussion on ∈-recursion (e.g., in the context of KP) seems to require extensionality. However, a close
investigation discloses that it actually requires only the congruence of the property, which is applied to the recursion, with
respect to extensional equality:
Definition 6.16. A formula ϕ(x, y) is extensionally congruent in y iff the following hold:
(∀y, y′)((∀s)(s ∈ y↔ s ∈ y′) → (ϕ(x, y)↔ ϕ(x, y′))).
Remark 6.17. Assume Γ -Sep. If ϕ(x, y) is ∆pown+1 (or ∆n+1) and extensionally congruent in y and if ψ(s, x) is a Γ -formula,
then ϕ(x, {s ∈ z |ψ(s, z)}) is∆pown+1 (or∆n+1, respectively).
Definition 6.18. ∆0-TR is the following statement:
∆0-TR: PrWO(x, r) → (∃w ⊂ x× y)Yϕ(w, x, y)
for any∆0-formula ϕ(s, z, u) that is extensionally congruent in u, where
Yϕ(w, x, y) ≡ (∀s ∈ x)(∀z ∈ y)(〈s, z〉 ∈ w ↔ ϕ(s, z, {〈s′, z ′〉 ∈ w | 〈s′, s〉 ∈ r})).
Intuitively Yϕ means (∀s ∈ x)(ws = {z ∈ y |ϕ(s, z,⋃〈s′,s〉∈r ws′)}), wherews = {z ∈ y | 〈s, z〉 ∈ w}.
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Note that, under∆0-TI, if PrWO(x, r) ∧ (∃w ⊂ x× y)Yϕ(w, x, y) then the following holds:
(∀s ∈ x)(∀z ∈ y)((∃w ⊂ x× y)(Yϕ(w, x, y) ∧ 〈s, z〉 ∈ w)↔ (∀w ⊂ x× y)(Yϕ(w, x, y) → 〈s, z〉 ∈ w)).
Proposition 6.19. Basic+AC+Πpow1 -Red+∆gd0 -Coll proves∆0-TR.
Proof. Assume PrWO(x, r). In this proof, s < t means 〈s, t〉 ∈ r and (∀s < t)ϕ(s, t)means (∀s ∈ x)(s < t → ϕ(s, t)). First
define a∆pow1 -formula
Hϕ(t, y, w) ≡ (∀s < t)(∀z ∈ y)(〈s, z〉 ∈ w ↔ ϕ(s, z, {〈s′, z ′〉 ∈ w | s′ < s})).
We can prove by∆0-TI and by the extensional congruence of ϕ that
Hϕ(t, y, u) ∧ Hϕ(t, y, v) → (∀s < t)(∀z ∈ y)(〈s, z〉 ∈ u ↔ 〈s, z〉 ∈ v).
DefineΠpow1 -formulae ψ1 and ψ2:
ψ1(s, z) ≡ (∀w ⊂ x× y)(Hϕ(s, y, w) → ϕ(s, z, {〈s′, z ′〉 ∈ w | s′ < s}))
ψ2(s, z) ≡ (∀w ⊂ x× y)(Hϕ(s, y, w) → ¬ϕ(s, z, {〈s′, z ′〉 ∈ w | s′ < s})).
By the last paragraph, we have (∀s ∈ x)(∀z ∈ y)(ψ1(s, z)∨ψ2(s, z)). Then, by applyingΠpow1 -Redwe havew ⊂ x× y such
that
(∀s ∈ x)(∀z ∈ y)(〈s, z〉 ∈ w→ ψ1(s, z) ∧ 〈s, z〉 /∈ w→ ψ2(s, z)).
Now it remains to show
(∀z ∈ y)(〈s, z〉 ∈ w ↔ ϕ(s, z, {〈s′, z ′〉 ∈ w | s′ < s})).
We prove this by∆pow1 -TI on s below:
By induction hypothesis, Hϕ(s, y, w). If 〈s, z〉 ∈ w, then ψ1(s, z) and so ϕ(s, z, {〈s′, z ′〉 ∈ w | s′ < s}). Conversely, if
ϕ(s, z, {〈s′, z ′〉 ∈ w | s′ < s}) then ¬ψ2(s, z) and so 〈s, z〉 ∈ w. 
We close this section with the following two comments.
Firstly, we could not say that our base theory Basic is strong enough for practical use, because Basic does not seem to
prove the equivalence between several formulations of basic notions that are, in the usual context, equivalent to each other.
Secondly, many parts of set-theoretic discussions for practical use (e.g., transfinite recursion) can be practiced in
intensional set theories (though, as wewill see in Section 10, the comparison lemma for ordinals, α > β ∨ α = β ∨ α < β ,
requires Ext) and so it seems natural to ask whether set theory as the base of mathematics (not as the theory of sets) should
have the axiom of extensionality.
7. Arithmetic in weak weak set theories
We are now ready to interpret arithmetic in our set theory Basic. The interpretation we give here is based on the
convention that the natural numbers are identifiedwith finite vonNeumannordinals. Themain tasks are the following three:
Since Basic is a set theory, not a hybrid of set theory and arithmetic, it does not have the operations+ and · as primitives and
so our first task is to produce these operations. (We actually show that Basic allows the definition by primitive recursion.)
The next task is to induce Σ01 induction while we have already obtained ∆
fin+
1 -Ind in Lemma 6.4(ii). The final task is to
interpret Cpmt in our Basic and this requires the interpretation to be non-trivial (though it is easy).
We assumed that all the theories in this paper include I601 (possibly) via the fixed translation, at the beginning. The
translation for Basic should be the translation v defined in this section.
In this section we are working in Basic.
Lemma 7.1. Let ϕ and ψ beΣ fin+1 -formulae, assumeWOd(x) and assume
(∀n ∈ ω)(∀y ∈ x)(ϕ(n, y, x)↔ ¬ψ(n, y, x)).
Then the induction for (∃y ∈ x)ϕ(n, y, x) holds.
Proof. Assume (∃y ∈ x)ϕ(0, y, x) and
(∀n ∈ ω)((∃y ∈ x)ϕ(n, y, x)→ (∃y ∈ x)ϕ(n+ 1, y, x)).
Take y0 ∈ x such that ϕ(0, y0, x). Since now we have
(∀n ∈ ω)(∀y ∈ x)(∃y′ ∈ x)(ϕ(n, y, x)→ ϕ(n+ 1, y′, x)),
Σ fin+1 -DC yields f with Func(f , ω, x) such that
f (0) = y0 and (∀n ∈ ω)(ϕ(n, f (n), x)→ ϕ(n+ 1, f (n+ 1), x)).
Thus ϕ(0, f (0), x) and by∆fin+1 -Ind, we have (∀n ∈ ω)ϕ(n, f (n), x) and so (∀n ∈ ω)(∃y ∈ x)ϕ(n, y, x). 
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This meansWDC and∆fin+1 -Ind imply induction forΣ
fin+
1 -formulae in normal forms.
Proposition 7.2 (Primitive Recursion). If Func(f , ω × ω × ω,ω) ∧ Func(g, ω, ω) then
(∃h)(Func(h, ω × ω,ω) ∧ (∀m ∈ ω)(h(0,m) = g(m)) ∧ (∀n,m ∈ ω)(h(n+ 1,m) = f (n, h(n,m),m))).
Proof. Assume Func(f , ω × ω × ω,ω) and Func(g, ω, ω). Define PR(s, n,m, f , g) as follows:
PR(s, n,m, f , g) ≡ s(0) ≥ n+ 1 ∧ s(1) = g(m) ∧ (∀k < s(0)+ 1)(k 6= 0 → s(k+ 1) = f (k, s(k),m)),
where s is intended to be inω∗. Note that PR(s, n,m, f , g) is∆fin+1 with respect to 〈n, s〉 : ω×ω∗, i.e., satisfies the hypothesis
of the last lemma.
We can prove by the induction of Lemma 7.1 on n that (∃s ∈ ω∗)PR(s, n,m, f , g). Moreover, if PR(s, n,m, f , g) ∧
PR(t, n,m, f , g), then we can show by ∆fin+1 -Ind on k that if k ≤ n + 1 then s(k) = t(k). Thus we have the following
equivalence:
(∃s ∈ ω∗)(PR(s, n,m, f , g) ∧ s(n+ 1) = k) ↔ (∀s ∈ ω∗)(PR(s, n,m, f , g)→ s(n+ 1) = k).
By∆fin+1 -Sep, we can define h as follows:
h = {〈n,m, k〉 ∈ (ω × ω)× ω | (∃s ∈ ω∗)(PR(s, n,m, f , g) ∧ s(n+ 1) = k)}.
Now obviously Func(h, ω × ω,ω), h(0,m) = g(m) and h(n+ 1,m) = f (n, h(n,m),m). 
Definition 7.3. Define a function succ = {〈n,m〉 ∈ ω × ω | n+ 1 = m} by Lemma 6.2(ii).
+ and • are defined by primitive recursion as follows:
+(0,m) = m +(n+ 1,m) = succ(+(n,m))
•(0,m) = 0 •(n+ 1,m) = (•(n,m))+m.
Remark 7.4. Using +, we can see that Γ -Ind implies (¬Γ )-Ind in the same way as in Remark 3.8, if Γ is closed under ∧
and sharply bounded quantifiers. A similar implication for Γ -Found does not hold at all.
Definition 7.5. The von Neumann translation v from L2 to Basic is defined as follows. The domains of v are x ∈ ω for
number-sort, and x ⊂ ω ∧ (∃y ⊂ ω)(∀n ∈ ω)(n ∈ x↔ n /∈ y) for set-sort.
v(0) =∅ t(1) ={∅}
v(+)(t, s) =+ (v(t), v(s)) v(·)(t, s) = • (v(t), v(s))
v(=)(t, s) ≡ v(t) = v(s) v(<)(t, s) ≡ v(t) ∈ v(s)
v(∈)(t, s) ≡ t ∈ s.
Lemma 7.6. If ϕ is aΣ0+1 -(or∆
1
0-)formula, then v(ϕ) is equivalent to aΣ
fin+
1 -(or∆0-)formula.
Proof. We can show this by induction on ϕ. The only non-trivial case is that of bounded quantifiers: v((∀k < n)ϕ(k, n))(n)
is equivalent to n ∈ ω ∧ (∀k ∈ n)v(ϕ(k, n))(k, n). 
Theorem 7.7. (1) RCA0 is interpretable via v into Basic, i.e., Basic ` v(RCA0).
(2) (i) Basic+∆0-Sep ` v(ACA0).
(ii) Basic+Πpown+1 -Red ` v(Π1n+1-Red).
(iii) Basic+∆pown+1-Sep ` v(∆1n+1-CA0).
(iv) Basic+Πpown+1 -Sep ` v(Π1n+1-CA0).
Proof. (1) By Proposition 2.20, it suffices to show Basic ` v(∆0+1 -CA0). By the definition of v it is obvious that Basic `
v(Cpmt), and, because of∆fin+1 -Sep, Basic ` v(∆0+1 -CA). It is long but straightforward to show by Lemma 7.1 that DOSR is
interpreted by v into Basic. By Lemma 7.1, Basic proves the interpretability of the induction for theΣ01 -normal form, which
yields Basic ` v(IΣ0+1 ) by the help of v(DOSR).
(2) Assume∆0-Sep. Then, for anyΣ1n+1-formula ϕ, v(ϕ) is equivalent to aΣ
pow
n+1 -formula. 
This theorem and Theorem 5.6 show that, based on Basic, we have a quite direct correspondence between arithmetic
and set theory as can be seen in Table 2 (see also Table 1). Thus we could expect that Basicwould become a strong tool for
investigations on the relation between arithmetic and set theory.
Corollary 7.8. (i) |Basic| ≥ ωω .
(ii) |Basic+∆0-Sep| ≥ ε0.
(iii) |Basic+Πpow1 -Red| ≥ Γ0.
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Table 2
Correspondence between arithmetical and set-theoretic axioms
Arithmetic ∆0+1 -CA Σ
0+
1 -Ind ∆
1
0-CA Σ
1
n+1-Sep ∆
1
n+1-CA Π
1
n+1-CA
Set theory ∆fin+1 -Sep Σ
fin+
1 -Ind ∆0-Sep Πn+1-Red ∆n+1-Sep Πn+1-Sep
Remark 7.9. Combining this result with Corollary 5.7, we obtain the following:
(i) For any combination S of Anti-Reg,HC,AC,
|Basic+ S| = ωω.
(ii) For any combination S of Anti-Reg,HC,AC,∆1-Sep,Σ1-Coll, we have
|Basic+∆0-Sep+ S| = ε0 and
|Basic+Πpow1 -Red+ S| = |Basic+Π1-Red+ S| = Γ0.
We close this section with some comments on the implicit assumption employed in this paper. As mentioned in
Sections 2.3 and 2.4, Basic and supersystems are regarded as extensions of I601 via the standard translation, which is now
identified with v. (Actually the domain of set-sort does not need to be restricted, because I601 has essentially no axioms
for set-sort.) Then, rigorously, we must check that the translation t and other ones we will introduce later actually satisfy
the hypothesis of Fact 2.17, i.e., preserving prenex Π11 -sentences (via v) up to provable equivalence. For t, this becomes as
follows: RCAint0 ` (t ◦ v)(ϕ) ↔ ϕ for any prenex Π11 -sentence ϕ. However this is quite easy: Because ω is represented by
the canonical (and extensional) tree in the definition of t, both the primitive relations between elements of ω and subsets
of ω are the essentially same as in arithmetic.
8. Strength of regularity
It is known [8, Ch. III] that the well-founded set theory ZF can be interpreted into the non-well-founded set theory
ZF−(≡ ZF − Found), and hence that ZF and ZF− are equiconsistent. The interpretation just restricts the domain to well-
founded sets. We show that the essentially same interpretationworks well for our extremely weak set theories. Throughout
this section, we work in Basic+ AC+Σ fin+1 -Ind.
Lemma 8.1. The following hold:
(i) WF(x)→(∀y ∈ x)WF(y).
(ii) (∀y ∈ x)(WF(y))→WF(x).
(iii) WF(x)→(∀y ⊂ x)WF(y).
Proof. (i) Let y ∈ x. If ¬WF(y), say Func(f , ω, z), f (0) ∈ y and (∀n ∈ ω)(f (n+ 1) ∈ f (n)), then
(∀n ∈ ω)(∃w ∈ z ∪ {y})((n = 0 ∧ w = y) ∨ (∃m < n)(n = m+ 1 ∧ w = f (m)))
andΣ fin+1 -DC yields g such that
g(0) = y and (∀n ∈ ω)(g(n+ 1) = f (n)).
Thus¬WF(x).
(ii) If f witnesses ¬WF(x), then f ◦ succ witnesses¬WF(f (0)), i.e., ¬(∀y ∈ x)(WF(y)).
(iii) follows from (i) and (ii). 
Lemma 8.2. The class {x : WF(x)} enjoys the following closure property:
(i) WF(∅) ∧ WF(ω).
(ii) WF(x)→ WF(⋃ x) ∧ WF(x∗) ∧ WF(TC(x)).
(iii) WF(x) ∧WF(y) → WF({x, y}) ∧WF(x× y).
(iv) If ϕ(x, y0, . . . , yk) guards x, ϕ(x, y0, . . . , yk) ∧ ∧i≤kWF(yi) → WF(x), where ϕ has no free variables other than
x, y0, . . . , yk.
Proof. Σ fin+1 -Ind, Lemma 6.7(1) and Remark 7.4 showWF(ω). The rest is obvious except WF(TC(x)).
Assume¬WF(TC(x)), say Func(f , ω, y), f (0) ∈ TC(x) and (∀n ∈ ω)(f (n+ 1) ∈ f (n)). TransCl yields s ∈ TC(x)∗ with
s(1) ∈ x, (∀k < s(0))(k 6= 0→ s(k+ 1) ∈ s(k)) and s(s(0)) = f (0).
By Lemma 6.2(ii) with AC, we can define
g = {〈n, z〉 ∈ ω × (TC(x) ∪ y) | (n < s(0) ∧ z = s(n+ 1)) ∨ (n ≥ s(0) ∧ z = f (n− s(0)+ 1))}.
Then clearly Func(g, ω, TC(x) ∪ y), g(0) = s(1) ∈ x and (∀n ∈ ω)(g(n+ 1) ∈ g(n)). Thus ¬WF(x). 
The next lemma is the reason why we need Anti-RE andΣ fin+1 -Ind to treat Reg.
Lemma 8.3. If POrd(α),WF(α, r), TrClps(f , α, r, y) and either Inj(f , α, y) or∆0-Sep holds, thenWF(y).
K. Sato / Annals of Pure and Applied Logic 157 (2009) 234–268 257
Proof. Assume¬WF(y), say, Func(g, ω), g(0) ∈ y and (∀n ∈ ω)(g(n+1) ∈ g(n)). Take ξ0 ∈ α such that f (ξ0) = g(0). Now
(∀n ∈ ω)(∀ξ ∈ α)(∃η ∈ α)(g(n) = f (ξ) → 〈η, ξ〉 ∈ r ∧ g(n+ 1) = f (η)).
If Inj(f , α, y) then
(∀u, v ∈ y)(¬(u = v) ↔ (∃ξ, η ∈ α)(u = f (ξ) ∧ v = f (η) ∧ (ξ ∈ η ∨ η ∈ ξ)))
by Lemma 6.1. Thus if either Inj(f , α, y) or∆0-Sep holds, then
g(n) = f (ξ) → 〈η, ξ〉 ∈ r ∧ g(n+ 1) = f (η)
is equivalent to aΣ fin+1 -formula.Σ
fin+
1 -DC yields hwith Func(h, ω, α) such that
h(0) = ξ0 and (∀n ∈ ω)(g(n) = f (h(n)) → 〈h(n+ 1), h(n)〉 ∈ r ∧ g(n+ 1) = f (h(n+ 1))).
Σ fin+1 -Ind shows (∀n ∈ ω)(〈h(n+ 1), h(n)〉 ∈ r), contradicting WF(α, r). 
Definition 8.4. Well-founded universe translationw is defined as follows: The domain ofw is WF(x) and the interpretations
of function and predicate symbols are trivial (i.e., same as the identity translation).
Lemma 8.2 shows that the domain is closed under functions and sow is actually an interpretation.
Lemma 8.5. AssumeWF(xi) for i ≤ k.
(i) For anyΣpown -formula ϕ, ϕ(x0, . . . , xk) ↔ w(ϕ)(x0, . . . , xk).
(ii) For anyΠ1-formula ϕ, ϕ(x0, . . . , xk) → w(ϕ)(x0, . . . , xk).
Proof. By induction on ϕ. Since the interpretations of function and predicate symbols are trivial, the only non-trivial cases
are those of quantifiers. However, these are also easy by Lemma 8.1(i) and (iii). 
Since WF(x) is a Π1-formula, w translates Πn-formulae into Πn+1-formulae, which are, as well known, not generally
reducible toΠn. This is the important difference betweenΠn+1’s andΠpown+1 ’s.
Theorem 8.6. Basic+ HC+ Anti-RE+Σ fin+1 -Ind ` w(Basic+ HC+Σ fin+1 -Ind+ Reg).
Proof. The last lemma (i) yields the interpretability by w of all axioms of Basic + HC + Σ fin+1 -Ind except Fiber, Clps and
Inf. (ii) yields WF(x)→ w(WF(x))which impliesw(Inf+ Reg). Since the last lemma (i) showsw(WF(α, r))→ WF(α, r),
Lemma 8.3 showsw(Clps).w(Fiber) follows from Lemma 8.1. 
This shows the utility of Anti-RE: By considering Anti-RE andΣ fin+1 -Ind, we could measure the proof-theoretic strength
of Regwithout going back to the tedious discussion on tree translation t.
Theorem 8.7. (i) Basic+ HC+∆0-Sep ` w(Basic+ HC+ Reg+∆0-Sep).
(ii) Basic+ HC+∆0-Sep+∆gd0 -Coll ` w(∆gd0 -Coll).
(iii) Basic+ HC+Πpown+1 -Red ` w(Πpown+1 -Red).
(iv) Basic+ HC+∆pown+1-Sep ` w(∆pown+1-Sep).
(v) Basic+ HC+Πpown+1 -Sep ` w(Πpown+1 -Sep).
Proof. (i) In the proof of the last theorem, Anti-RE andΣ fin+1 -Ind can be replaced by∆0-Sep.
(ii) Let ϕ(w, z, y) be ∆0 which implies ψ(w, z, y) guarding w. Assume w((∀z ∈ y)(∃w)ϕ(w, z, y)). Then, by the last
lemma (i), (∀z ∈ y)(∃w)ϕ(w, z, y). ∆gd0 -Coll yields x with (∀z ∈ y)(∃w ∈ x)ϕ(w, z, y). By ∆0-Sep, we may assume
(∀w ∈ x)(∃z ∈ y)ϕ(w, z, y). Since ϕ(w, z, y) implies a w-guarding formula, this implies (∀w ∈ x)WF(w) and so WF(x).
Thusw((∃x)(∀z ∈ y)(∃w ∈ x)ϕ(w, z, y)) . 
This is the advantage of our modificationsΠpown and∆
gd
0 -Coll, because we can also see the following results (and similar
results forΠ1n -Red and∆
1
n-Sep), which should be compared with the theorem.
Basic+ HC+∆0-Sep+∆0-Coll 6` w(∆0-Coll).
Basic+ HC+Πn+1-Sep 6` w(Πn+1-Sep)
while Basic+ HC+Πn+2-Sep ` w(Πn+1-Sep).
Now the advantage of our analysis can partially be explained as follows: Using tree translation t and von Neumann
translation v, we can set up a family of set theories which correspond directly to several subsystems of second order
arithmetic, andwith this base we can explicate the role of Reg in purely set-theoretic terms.Wewill make a similar analysis
for Ext in the following sections.
Corollary 8.8. (i) |Basic+ HC+Σ fin+1 -Ind+ Reg| ≤ ωω .
(ii) |Basic+ HC+∆0-Sep+∆gd0 -Coll+ Reg| ≤ ε0.
(iii) |Basic+ HC+Πpow1 -Red+∆gd0 -Coll+ Reg| ≤ Γ0.
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Proof. By Corollary 5.7 and the last two theorems. 
Combining this with Corollary 7.8 and Lemma 6.12, we have the following results about proof-theoretic ordinals: For any
S ⊂ {AC,Reg},
|Basic+ S| = ωω,
|Basic+∆0-Sep+ S| = ε0,
|Basic+∆pow1 -Sep+ S| = ε0, and
|Basic+Πpow1 -Red+ S| = Γ0.
9. Bisimulation translation
We are now treating the axiom Ext of extensionality. Aczel [2] used the quotient by the largest bisimulation to produce
models of extensional set theory and Friedman [5] had used the essentially same idea to interpret extensional set theory in
intensional one. Because they treated only relatively stronger set theories, what we must investigate here is which axioms
of (weak) set theory allow such discussions.
In this section, we work in Basic+ AC+∆0-Sep+∆gd0 -Coll in which∆pow1 -Sep holds (Lemma 6.12).
Definition 9.1. Define (Σ+1 ∩Σpow1 )-formulae x ∼ y and x ∈˙ y as follows:
Bisim(r) ≡ (∀x, y ∈ TC(r))(〈x, y〉 ∈ r → (∀z ∈ x)(∃w ∈ y)(〈z, w〉 ∈ r) ∧ (∀w ∈ y)(∃z ∈ x)(〈z, w〉 ∈ r)),
x ∼ y ≡ (∃r ⊂ TC({x})× TC({y}))(Bisim(r) ∧ 〈x, y〉 ∈ r)
x ∈˙ y ≡ (∃z ∈ y)(x ∼ z).
It is convenient to define
r  x ∈ y ≡ Bisim(r) ∧ (∃z ∈ y)(〈x, z〉 ∈ r ∨ 〈z, x〉 ∈ r).
Notice that x ∼ y iff (∃r)(Bisim(r) ∧ 〈x, y〉 ∈ r) by∆0-Sep.
Lemma 9.2. (1) x ∼ y ↔ ((∀s ∈ x)(s ∈˙ y) ∧ (∀t ∈ y)(t ∈˙ x)).
(2) (i) x ∼ x, (ii) x ∼ y → y ∼ x and (iii) x ∼ y ∧ y ∼ z → x ∼ z.
(3) The relation ∼ is congruent with respect to function symbols, i.e., if x ∼ y ∧ x′ ∼ y′ then (i) ⋃ x ∼ ⋃ y, (ii) x∗ ∼ y∗,
(iii) TC(x) ∼ TC(y)), (iv) {x, x′} ∼ {y, y′} and (v) x× x′ ∼ y× y′.
Proof. (1) Suppose x ∼ y, say Bisim(r) and 〈x, y〉 ∈ r . For s ∈ x, we have t ∈ y such that 〈s, t〉 ∈ r , i.e., s ∼ t . Similarly, for
t ∈ y, we have s ∈ x such that s ∼ t .
Conversely, let (∀s ∈ x)(s ∈˙ y) ∧ (∀t ∈ y)(t ∈˙ x). Then
(∀s ∈ x)(∃u ⊂ TC(x)× TC(y))(u  s ∈ y) and (∀t ∈ y)(∃v ⊂ TC(y)× TC(x))(v  t ∈ x).
∆
gd
0 -Coll and∆0-Sep yield A, Bwith (∀u ∈ A)Bisim(u) ∧ (∀v ∈ B)Bisim(v) such that
(∀s ∈ x)(∃u ∈ A)(u  s ∈ y) and (∀t ∈ y)(∃v ∈ B)(v  t ∈ x).
By∆0-Sep, define
r = {〈s, t〉 ∈ TC({x})× TC({y}) | (∀s′ ∈ s)(∃u ∈ A ∪ B)(u  s′ ∈ t) ∧ (∀t ′ ∈ t)(∃v ∈ A ∪ B)(v  t ′ ∈ s)}.
Obviously 〈x, y〉 ∈ r . It remains to show Bisim(r). Suppose 〈s, t〉 ∈ r . For s′ ∈ s, we have u ∈ A ∪ B such that u  s′ ∈ t , say
t ′ ∈ t and either 〈s′, t ′〉 ∈ u or 〈t ′, s′〉 ∈ u. We may assume the former. Clearly s′ ∈ TC({x}) and t ′ ∈ TC({y}). Bisim(u) yields
(∀s′′ ∈ s′)(∃t ′′ ∈ t ′)(〈s′′, t ′′〉 ∈ u) and (∀t ′′ ∈ t ′)(∃s′′ ∈ s′)(〈s′′, t ′′〉 ∈ u),
which imply 〈s′, t ′〉 ∈ r . Similarly for t ′ ∈ t we have s′ ∈ swith 〈s′, t ′〉 ∈ r .
(2) (i) By∆0-Sep, we can define
u = {〈s, t〉 ∈ TC({x})× TC({x}) | s = t}.
Then obviously, Bisim(u) and 〈x, x〉 ∈ u.
(ii) Assume x ∼ y, i.e., Bisim(u) ∧ 〈x, y〉 ∈ u. Define
v = {〈t, s〉 ∈ TC({y})× TC({x}) | 〈s, t〉 ∈ u}.
Then 〈y, x〉 ∈ v and Bisim(v).
(iii) Assume Bisim(u) ∧ 〈x, y〉 ∈ u and Bisim(v) ∧ 〈y, z〉 ∈ v. Define
r = {〈s, t〉 ∈ TC({x})× TC({z}) | (∃w ∈ TC({y}))(〈s, w〉 ∈ u ∧ 〈w, t〉 ∈ v)}.
Then 〈x, z〉 ∈ r and Bisim(r).
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(3) Assume Bisim(r), 〈x, y〉 ∈ r and Bisim(r ′), 〈x′, y′〉 ∈ r ′. (i), (ii), (iv) and (v) are witnessed by the following bisimulations
respectively:
(i) r ∪
{〈⋃
x,
⋃
y
〉}
;
(ii) r ∪ {〈n, n〉 | n ∈ ω} ∪ {〈{n}, {n}〉 | n ∈ ω} ∪ {〈{n, z}, {n, w}〉 | n ∈ ω, 〈z, w〉 ∈ r}
∪ {〈〈n, z〉, 〈n, w〉〉 | n ∈ ω, 〈z, w〉 ∈ r} ∪ {〈σ , σ ′〉 | (∀k < |σ |)(〈σ(k), σ ′(k)〉 ∈ r} ∪ {〈x∗, y∗〉};
(iv) r ∪ r ′ ∪ {〈{x, x′}, {y, y′}〉};
(v) r ∪ r ′ ∪ {〈{z}, {w}〉 | 〈z, w〉 ∈ r} ∪ {〈{z, z ′}, {w,w′}〉 | 〈z, w〉 ∈ r, 〈z ′, w′〉 ∈ r ′}
∪ {〈〈z, z ′〉, 〈w,w′〉〉 | 〈z, w〉 ∈ r, 〈z ′, w′〉 ∈ r ′} ∪ {〈x× x′, y× y′〉}.
It remains to show (iii). We define R = r ∪ {〈TC(x), TC(y)〉}. We now show Bisim(R). To show this, it is sufficient to prove
the following:
(∀z ∈ TC(x))(∃w ∈ TC(y))(〈z, w〉 ∈ r) and (∀w ∈ TC(y))(∃z ∈ TC(x))(〈z, w〉 ∈ r).
Fix z ∈ TC(x). Then TransCl yields s ∈ TC(x)∗ such that
s(1) ∈ x ∧ (∀k < s(0))(k 6= 0→ s(k+ 1) ∈ s(k)) ∧ s(s(0)) = z.
Now we can prove by induction on k that 0 < k < s(0) + 1 → (∃w ∈ TC(y))(〈s(k), w〉 ∈ r). In particular, we have
w ∈ TC(y) such that 〈z, w〉 ∈ r . 
Definition 9.3. The bisimulation translation b fromL to Basic+ AC+∆0-Sep+∆gd0 -Coll is defined as follows. The domain
is x = x and the interpretations of function symbols are themselves, and
b(=)(x, y) ≡ x ∼ y b(∈)(x, y) ≡ x ∈˙ y.
If ϕ isΣ fin+1 then b(ϕ) isΣ
pow
1 . In what follows, b(ϕ)(Ex) is denoted also by b(ϕ(Ex)).
Lemma 9.4. (1) x ∼ y → (b(ϕ(x))↔ b(ϕ(y))).
(2) b((∀s ∈ x)ϕ(s, x)) ↔ (∀s ∈ x)b(ϕ(s, x)) and b((∃s ∈ x)ϕ(s, x)) ↔ (∃s ∈ x)b(ϕ(s, x)).
(3) ϕ→ b(ϕ), for aΣ+1 -formula ϕ. Thus b(Pair).
Proof. (1) We may assume that ϕ is atomic containing x. The congruence of ∼ with respect to terms follows from
Lemma 9.2(3). (i) If the main predicate of ϕ is= then this is immediate from Lemma 9.2(2). (ii) Assume ϕ ≡ t(x) ∈ t ′(x).
If x ∼ y and b(t(x) ∈ t ′(x)) hold, Lemma 9.2(1) and (3) imply b(t(x) ∈ t ′(y)), i.e., we have w ∈ t ′(y) with t(x) ∼ w. Now
t(y) ∼ w by transitivity, and so b(t(y) ∈ t ′(y)).
(2) b((∀s ∈ x)ϕ(s, x)) is equivalent to (∀s)(s ∈˙ x → b(ϕ(s, x))). Since s ∈ x implies s ∈˙ x by Lemma 9.2(2-i),
(∀s)(s ∈˙ x → b(ϕ(s, x))) implies (∀s ∈ x)b(ϕ(s, x)). Conversely suppose (∀s ∈ x)b(ϕ(s, x)). Take s with s ∈˙ x. Then we
have t ∈ xwith s ∼ t . By assumption, we have b(ϕ(t, x)) and so, by (1), b(ϕ(s, x)).
(3) By induction of ϕ. The atomic case is by Lemma 9.2(2-i). The cases of quantifiers are by (2). 
Lemma 9.5. (1) b(z ⊂ x) → (∃w ⊂ x)(z ∼ w).
(2) b(Func(f , x, y)) → (∃g)(Func(g, x, y) ∧ (∀z ∈ x)(〈z, g(z)〉 ∈˙ f )).
Proof. (1) Assume b(z ⊂ x), i.e., (∀s ∈ z)(s ∈˙ x). Then we have
(∀s ∈ z)(∃r ⊂ TC(z)× TC(x))(r  s ∈ x).
∆
gd
0 -Coll yields Awith (∀s ∈ z)(∃r ∈ A)(r  s ∈ x).∆0-Sep yields
w = {t ∈ x | (∃s ∈ z)(∃r ∈ A)(Bisim(r) ∧ 〈s, t〉 ∈ r)}.
Then (∀s ∈ z)(s ∈˙w) and (∀t ∈ w)(t ∈˙ z). Thus z ∼ w.
(2) Assume b(Func(f , x, y)). By (1) and Lemma 9.4, we may assume f ⊂ x× y. Then
(∀z ∈ x)(∃r ⊂ TC(f )× TC(f ))(∃z ′ ∈ y)(r  〈z, z ′〉 ∈ f ).
∆
gd
0 -Coll yields A with (∀z ∈ x)(∃r ∈ A)(∃z ′ ∈ y)(r  〈z, z ′〉 ∈ f ). Proposition 6.3 with AC yields g with Func(g, x, y) such
that (∀z ∈ x)(∃r ∈ A)(r  〈z, g(z)〉 ∈ f ). 
Lemma 9.6. (i) b(Compo) holds, and (ii) WF(x)↔ b(WF(x)).
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Proof. (i) Assume b(Func(f , x, y)) and b(Func(g, y, z)). Then (∀s ∈ x)(∃t ∈ y)(〈s, t〉 ∈˙ f ) and (∀t ∈ x)(∃u ∈ y)(〈t, u〉 ∈˙ g).
Thus, (∀s ∈ x)(∃t ∈ y)(∃u ∈ z)(〈s, t〉 ∈˙ f ∧ 〈t, u〉 ∈˙ g), i.e.,
(∀s ∈ x)(∃r ⊂ TC(x)× TC(y))(∃r ′ ⊂ TC(y)× TC(z))(∃t ∈ y)(∃u ∈ z)(r  〈s, t〉 ∈ f ∧ r ′  〈t, u〉 ∈ g).
∆
gd
0 -Coll yields A such that
(∀s ∈ x)(∃r, r ′ ∈ A)(∃t ∈ y)(∃u ∈ z)(r  〈s, t〉 ∈ f ∧ r ′  〈t, u〉 ∈ g).
By∆0-Sep, define h ⊂ x× z by
h = {〈s, u〉 ∈ x× z | (∃r, r ′ ∈ A)(∃t ∈ y)(r  〈s, t〉 ∈ f ∧ r ′  〈t, u〉 ∈ g)}.
Then, obviously (∀s ∈ x)(∃u ∈ z)(〈s, u〉 ∈˙ h). It remains to show
(∀s ∈ x)(∀u, v ∈ z)(〈s, u〉 ∈˙ h ∧ 〈s, v〉 ∈˙ h → u ∼ v),
which is easy from b(Func(f , x, y)) and from b(Func(g, y, z)).
(ii) WF(x) ← b(WF(x)) follows from Lemma 9.4(3). To show the converse, assume WF(x) and b(Func(f , ω)) with
b(f (0) ∈ x) and (∀n ∈ ω)b(f (n + 1) ∈ f (n)). By Lemmas 9.4 and 9.5, we may assume f (0) ∈ x and Func(f , ω). Then
(∀n ∈ ω)(f (n+ 1) ∈˙ f (n)) implies
(∀n ∈ ω)(∃r ⊂ TC({f (n+ 1)})× TC(f (n)))(r  f (n+ 1) ∈ f (n)).
∆
gd
0 -Coll and∆0-Sep yield A such that
(∀n ∈ ω)(∃r ∈ A)(r  f (n+ 1) ∈ f (n)) and (∀r ∈ A)(∃n ∈ ω)(r  f (n+ 1) ∈ f (n)).
Now∆0-Sep allows us to define R as follows.
R = {〈z, w〉 ∈ TC(f )× TC(x) | (∃s ∈ TC(f )∗)(s(1) = z ∧
(∀k < s(0))(k 6= 0 → (∃r ∈ A)(〈s(k), s(k+ 1)〉 ∈ r)) ∧ s(s(0)) = w)}.
Now it is easy to prove Bisim(R) by∆0-Ind. We can also prove
(∀n ∈ ω)(∀z ∈ TC(x))(∃w ∈ TC(x))(〈f (n), z〉 ∈ R → 〈f (n+ 1), w〉 ∈ R ∧ w ∈ z).
∆0-DC yields g with Func(g, ω, TC(x)) such that
g(0) = f (0) and (∀n ∈ ω)(〈f (n), g(n)〉 ∈ R → 〈f (n+ 1), g(n+ 1)〉 ∈ R ∧ g(n+ 1) ∈ g(n)).
By∆0-Ind, we can show that (∀n ∈ ω)(〈f (n), g(n)〉 ∈ R) and hence (∀n ∈ ω)(g(n+ 1) ∈ g(n)), which contradicts WF(x),
since g(0) = f (0) ∈ x. 
We now consider the case where∼ is equivalent to=.
Lemma 9.7. Define Ext(x) ≡ (∀y, z ∈ x)(y ∼ z → y = z). Then the following hold:
(1) (i) Ord(α)→ Ext(α). (ii) Ext(x)∧Func(f , x, y)→ b(Func(f , x, y)). (iii) Ord(α)→ b(Ord(α)).
(2) (i) b(Inf) holds, and (ii) HC implies b(HC).
(3) b(WF(x, r)) → WF(x, r).
(4) (i) b(Clps) holds, and (ii) Anti-Reg implies b(Anti-Reg).
(5) (i) b(Fiber) and (ii) b(WDC) hold.
Proof. (1) (i) Assume Ord(α) and Bisim(r). We prove by∆0 double foundation on x, y that
〈x, y〉 ∈ r ∩ (α × α) → x = y.
Suppose 〈x, y〉 ∈ r ∩ (α × α). Then, for y′ ∈ y, there is x′ ∈ x with 〈x′, y′〉 ∈ r and, by the hypothesis, x′ = y′, i.e.,
(∀z ∈ y)(z ∈ x). If x ∈ y then x ∈ x. Similarly y ∈ x leads a contradiction. Thus x = y.
(ii) Assume Ext(x) and Func(f , x, y). Then (∀s ∈ x)(∃t ∈ y)b(〈s, t〉 ∈ f ) is obvious. It remains to show
(∀s ∈ t)(∀t, t ′ ∈ y)(〈s, t〉 ∈˙ f ∧ 〈s, t ′〉 ∈˙ f → t ∼ t ′).
Let 〈s, t〉 ∈˙ f and 〈s, t ′〉 ∈˙ f . Take u, v, u′, v′ such that 〈s, t〉 ∼ 〈u, v〉 ∈ f and 〈s, t ′〉 ∼ 〈u′, v′〉 ∈ f .
Since we can show b(〈a, b〉 = 〈c, d〉 → a = c) in the standard way, we have u ∼ s ∼ u′. Now u, u′ ∈ x and Ext(x),
which imply u = u′. Since Func(f , x, y), we have v = v′ and so t ∼ t ′.
(iii) Note that (i) yields the following and hence POrd(α)→ b(POrd(α)):
Ord(α) ∧ (x ⊂ α ∨ x ∈ α) ∧ ξ ∈ α → (ξ ∈ x ↔ ξ ∈˙ x).
Assume Ord(α). To see b(Ord(α)), assume (∀ξ ∈ α)b(ξ ∈ u ↔ ξ /∈ v) and (∃ξ ∈ α)b(ξ ∈ u). Then ∆pow1 -Sep yields
w = {ξ ∈ α | b(ξ ∈ u)} and w′ = {ξ ∈ α | ¬b(ξ ∈ u)}. Since (∃ξ ∈ α)(ξ ∈ w), we have (∃ξ ∈ α)(ξ ∈ w ∧ (∀η ∈ ξ)(η /∈
w)), i.e., b((∃ξ ∈ α)(x ∈ u ∧ (∀η ∈ ξ)(η /∈ u))).
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(2) (i) b(WOd(ω∗)) follows from (1-i), (1-ii) and WOd(ω∗). (1-iii) and Ord(ω) yield b(Ord(ω)). Lemma 9.4(3) shows
b((∀x)(x ∈ ω↔ (x = ∅ ∨ (∃y ∈ ω)(x = y+ 1)))).
(ii) If Surj(f , ω, x) then, by (1-i) and (1-ii), b(Func(f , ω, x)). Obviously b(Surj(f , ω, x)).
(3) Suppose ¬WF(x, r), say Func(f , ω, x) and (∀n ∈ ω)(〈f (n + 1), f (n)〉 ∈ r). By Ext(ω), (1-ii) yields b(Func(f , ω, x)).
Thus, by Lemma 9.4(3), ¬b(WF(x, r)).
(4) For (i), let b(WF(x, r)) with b((∀y, z ∈ x)(〈y, z〉 ∈ r ↔ 〈y, z〉 /∈ r ′)). By AC, we have α, g with Ord(α) and
Surj(g, α, x). By∆pow1 -Sep, we can define R and R
′ as follows:
R = {〈ξ, η〉 ∈ α × α | b(〈g(ξ), g(η)〉 ∈ r)}
R′ = {〈ξ, η〉 ∈ α × α | b(〈g(ξ), g(η)〉 ∈ r ′)}.
We can easily see WF(x, r)→ WF(α, R) and so (3) implies WF(α, R).
Then, by the existence of R′, Clps yields h and uwith TrClps(h, α, R, u). Let
f = {〈y, v〉 ∈ x× u | (∃ξ ∈ α)(y = g(ξ) ∧ v = h(ξ))}.
α u
x
?
g
-h
p p p p p p p p p p p p p p
p p p*
f
We show b(Func(f , x, u)) (not Func(f , x, u)): Obviously (∀y ∈ x)(∃v ∈ u)b(〈y, v〉 ∈ f ). Let b(〈y, v〉 ∈ f ) and
b(〈y, v′〉 ∈ f ), say 〈y, v〉 ∼ 〈z, w〉 ∈ f and 〈y, v′〉 ∼ 〈z ′, w′〉 ∈ f . Then z ∼ z ′. We must show v ∼ v′ which follows
from w ∼ w′. Let w = h(ξ), z = g(ξ), w′ = h(ξ ′), z ′ = g(ξ ′). For t ∈ w, we have η ∈ α with h(η) = t and 〈η, ξ〉 ∈ R.
Then b(〈g(η), z〉 ∈ r) and, by z ∼ z ′, b(〈g(η), z ′〉 ∈ r) which implies 〈η, ξ ′〉 ∈ R and so t = h(η) ∈ h(ξ ′) = w′. Similarly
(∀t ∈ w′)(t ∈ w). Thusw ∼ w′ by Lemma 9.2(1).
Then TrClps(h, α, s, u) and Surj(g, α, x) easily imply b(TrClps(f , x, r, u)). (ii) is proved similarly.
(5) (i) Let (∀u ∈ x× y)b(u ∈ w↔ u /∈ w′).∆pow1 -Sep and Fiber yield f , z with Surj(f , x, z) such that
(∀s ∈ x)(f (s) ⊂ y ∧ (∀t ∈ y)(t ∈ f (s) ↔ b(〈s, t〉 ∈ w))).
Then s ∼ s′ implies f (s) ∼ f (s′) andb(Func(f , x, z)). Obviously (∀s ∈ x)(∀t ∈ y)b(t ∈ f (s) ↔ 〈s, t〉 ∈ w). By Lemma9.4(3),
we have b(Surj(f , x, z) ∧ (∀s ∈ x)(f (s) ⊂ y)).
(ii) Let ϕ be Σ fin+1 and b((∀n ∈ ω)(∀y ∈ x)(∃z ∈ x)ϕ(n, y, z, x)). Since b(ϕ(n, y, z, x)) is Σpow1 , Lemma 6.12 yields a ∆0-
formula ψ(w, n, y, z, x), which implies a formula guardingw, such that
b(ϕ(n, y, z, x))↔ (∃w)ψ(w, n, y, z, x).
Then (∀n ∈ ω)(∀y ∈ x)(∃w)(∃z ∈ x)ψ(w, n, y, z, x) and so∆gd0 -Coll yields A such that
(∀n ∈ ω)(∀y ∈ x)(∃w ∈ A)(∃z ∈ x)ψ(w, n, y, z, x).
For any y0 ∈ x,∆0-DC yields f with Func(f , ω, x) and f (0) = y0 such that
(∀n ∈ ω)(∃w ∈ A)ψ(w, n, f (n), f (n+ 1), x).
Therefore b(f (0) = y0) and b((∀n ∈ ω)ϕ(n, f (n), f (n+ 1), x)). 
Theorem 9.8. Basic+∆0-Sep+∆gd0 -Coll+ HC+ Reg ` b(Basic+ Ext+ HC+ Reg).
Proof. b(Ext) is immediate from the definition and Lemma 9.2(1). b(Empty) is seen easily. Lemma 9.4(3) implies b(Pair),
b(Product), b(Union), b(FinSeq) and b(TransCl). Fiber, Compo, Clps,WDC, Inf and HC are treated in Lemma 9.6 (1) and
Lemma 9.7.∆fin+1 -Sep follows from the definition of b and from∆
pow
1 -Sep. Lemma 9.6(2) implies b(Reg). 
Corollary 9.9. |Basic+ HC+ Ext+ Reg| ≤ ε0 and |Basic+ HC+ Ext+ Anti-Reg| ≤ ε0.
Proof. This is immediate from the theorem, Lemma 9.7(4) (ii), and Corollary 5.7(ii) and 8.8(ii). 
In the discussion so far, b(=) isΣpow1 , not necessarily∆pow1 . To interpret stronger theories by b, we need to force it to be
∆
pow
1 . For this task, we use Reg and ∆0-TR. (We do not know whether Reg can be dropped or replaced by Anti-Reg in the
result below. See the last problem in Section 11.2.)
Lemma 9.10. Assume∆0-TR and Reg. Then u ∼ v is a∆pow1 -formula.
Proof. First define X and≺ as follows:
X = (TC(x)× TC(x))× (TC(x)× TC(x))
≺ = {〈〈s′, t ′〉, 〈s, t〉〉 ∈ X | s′ ∈ TC(s) ∧ t ′ ∈ TC(t)}.
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Then Lemma 6.15 yields PrWO(X,≺). Define Y (w, x) as follows:
Y (w, x) ≡ (∀s, t, u, v ∈ TC(x))〈〈s, t〉, 〈u, v〉〉 ∈ w
↔ (∀u′ ∈ u)(∃v′ ∈ v)(∀s′ ∈ TC(s))(∀t ′ ∈ TC(t))(〈〈s′, t ′〉, 〈u′, v′〉〉 ∈ w)
∧ (∀v′ ∈ v)(∃u′ ∈ u)(∀s′ ∈ TC(s))(∀t ′ ∈ TC(t))(〈〈s′, t ′〉, 〈u′, v′〉〉 ∈ w)).
Intuitively,w with Y (w, x) codes the recursive definition of∼〈s,t〉 below:
u ∼〈s,t〉 v ↔ (∀u′ ∈ u)(∃v′ ∈ v)(u′ ∼≺〈s,t〉 v′) ∧ (∀v′ ∈ v)(∃u′ ∈ u)(u′ ∼≺〈s,t〉 v′),
where u ∼≺〈s,t〉 v iff (∀〈s′, t ′〉 ≺ 〈s, t〉)(u ∼〈s′,t ′〉 v).
Then∆0-TR proves
(∀u, v ∈ TC(x))((∃w ⊂ X)(Y (w, x) ∧ 〈〈u, v〉, 〈u, v〉〉 ∈ w)↔ (∀w ⊂ X)(Y (w, x) → 〈〈u, v〉, 〈u, v〉〉 ∈ w)).
It remains to show that if Y (w, x) then u ∼ v is equivalent to u ∼〈u,v〉 v, i.e.,
Y (w, x) → (∀u, v ∈ TC(x))(u ∼ v ↔ 〈〈u, v〉, 〈u, v〉〉 ∈ w).
For r with Bisim(r), by∆0 double foundation on s, t ∈ TC(x)we can prove
(∀u, v ∈ TC(x))(〈u, v〉 ∈ r → 〈〈s, t〉, 〈u, v〉〉 ∈ w),
which implies one direction. For the converse, letting
e = {〈u, v〉 ∈ TC(x)× TC(x) | 〈〈u, v〉, 〈u, v〉〉 ∈ w}
we can prove Bis(e), which implies (∀u, v ∈ TC(x))(〈u, v〉 ∈ e → u ∼ v). 
Theorem 9.11. Basic+ Ext+Πpow1 -Red+HC+Reg (and so Basic+ Ext+∆0-Sep) is interpretable in Basic+Πpow1 -Red+
∆
gd
0 -Coll+ HC+ Reg by b, i.e.,
Basic+Πpow1 -Red+∆gd0 -Coll+ HC+ Reg ` b(Basic+ Ext+Πpow1 -Red+ HC+ Reg).
Proof. By Lemma 9.10,Πpow1 -Red implies b(Π
pow
1 -Red). 
Remark 9.12. As before, we can replace Πpow1 -Red by ∆
pow
n+2-Sep or by Π
pow
n+1 -Sep. This means that Ext does not affect the
strength of the stronger reasonably-defined well-founded set theory (though, for the theories in which Reg is negated, this
does not seem to be the case).
Corollary 9.13. |Basic+ Ext+Πpow1 -Red+ HC+ Reg| ≤ Γ0.
10. Strength of extensionality
First, we show that the strength of Basic+ Ext is ε0, following the proof of Lemma 3.11, our prototype.
Theorem 10.1. Basic+ Ext ` v(ACA0).
Proof. It suffices to showBasic+Ext ` v(Σ0+1 -CA).Weprove by induction on aΣ0+1 -formulaϕ that there is aΣ fin+1 -formula
ψ with (∀En ∈ ω)(v(ϕ)(En)↔ ¬ψ(En)). Then Lemma 7.6 implies the theorem.
The only non-trivial case is the ∃-case: By the induction hypothesis, for someΣ fin+1 -formula ψ ,
(∀En,m ∈ ω)(v(ϕ(Ex, y))(En,m)↔ ¬ψ(En,m)).
∆fin+1 -Sep yields w and w′ such that 〈En,m〉 ∈ w iff 〈En,m〉 /∈ w′ iff ¬v(ϕ(Ex, y))(En,m). Then Fiber yields a function f such
thatm ∈ f (En) iff 〈En,m〉 ∈ w. Since
v((∃y)ϕ(Ex, y))(En) ↔ (∃m ∈ ω)(m /∈ f (En)),
Ext yields (∀En)(¬v((∃y)ϕ(Ex, y))(En) ↔ f (En) = ω). 
Corollary 10.2. |Basic+ HC+ Ext+ Reg| = |Basic+ HC+ Ext+ Anti-Reg| = |Basic+ Ext| = ε0.
Proof. By Corollary 9.9 and the last theorem. 
Next, let us turn to investigating the strength of Basic + ∆0-Sep + Ext. The proof is essentially the same as that of the
fact from [14, VII.3.9] that ATRset0 implies ATR0.
Definition 10.3. Define a∆0-formula LO(x, r) and aΠ
pow
1 -formula WO(x) as follows:
LO(x, r) ≡ PrO(x, r) ∧ (∀s, t ∈ x)(〈s, t〉 ∈ r ∨ s = t ∨ 〈t, s〉 ∈ r),
WO(x, r) ≡ LO(x, r) ∧ WF(x, r).
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Lemma 10.4. Assume Basic+∆0-Sep+ Ext.
(i) Ord(α) → Ord(α ∪ {α}).
(ii) Ord(α) ∧ Ord(β) → (α ∈ β ∨ α = β ∨ α 3 β).
(iii) WO(ω, r) ∧ TrClps(f , ω, r, α) → Ord(α) ∧ Bij(f , ω, α) ∧ (∀n,m ∈ ω)(〈n,m〉 ∈ r ↔ f (n) ∈ f (m)).
Proof. (i) It is easy to see POrd(α)→ POrd(α+1). Assume Ord(α), (∀ξ ∈ α+1)(ξ ∈ u↔ ξ /∈ v) and (∃ξ ∈ α+1)(ξ ∈ u).
If (∃ξ ∈ α)(ξ ∈ u), then(∃ξ ∈ α)(ξ ∈ u ∧ (∀η ∈ ξ)(η /∈ u)) since (∀ξ ∈ α)(ξ ∈ u ↔ ξ /∈ v). Otherwise α ∈ u and
(∀η ∈ α)(η /∈ u). Thus Ord(α + 1).
(ii) Assume Ord(α)∧ Ord(β). Since (i) and Lemma 6.7(2) yield WF(α+ 1) andWF(β + 1), it suffices to prove by∆0 double
foundation that
(∀γ ∈ α + 1)(∀δ ∈ β + 1)(γ ∈ δ ∨ γ = δ ∨ γ 3 δ).
By the hypothesis, (∀γ ′ ∈ γ )(γ ′ ∈ δ ∨ γ ′ = δ ∨ γ ′ 3 δ) and (∀δ′ ∈ δ)(γ ∈ δ′ ∨ γ = δ′ ∨ γ 3 δ′). If there is γ ′ ∈ γ
with γ ′ = δ ∨ γ ′ 3 δ, then δ ∈ γ . Thus either δ ∈ γ or γ ⊂ δ, and similarly either γ ∈ δ or δ ⊂ γ . Thus, if neither δ ∈ γ
nor γ ∈ δ holds, then both γ ⊂ δ and δ ⊂ γ hold, and so, by Ext, we have γ = δ.
(iii) AssumeWO(ω, r) ∧ TrClps(f , ω, r, α). It is easy to see Trans(α) and (∀ξ ∈ α)Trans(ξ).
For ξ, η ∈ α, we have n,m ∈ ω with ξ = f (n) and η = f (m) and hence 〈n,m〉 ∈ r ∨ n = m ∨ 〈m, n〉 ∈ r implies
η ∈ ξ ∨ ξ = η ∨ ξ ∈ η. If ξ ∈ ξ , then
(∀k ∈ ω)(∃k′ ∈ ω)(f (k) = ξ → 〈k′, k〉 ∈ r ∧ f (k′) = ξ)
and hence ∆0-DC yields g with Func(g, ω, ω) and f (g(0)) = ξ such that (∀k ∈ ω)(〈g(k + 1), g(k)〉 ∈ r), contradicting
WF(x, r). Thus POrd(α).
For n,m ∈ ω, if n 6= m and f (m) = f (n) then either 〈n,m〉 ∈ r or 〈m, n〉 ∈ r and so either f (m) = f (n) ∈ f (m) or
f (m) ∈ f (n) = f (m), contradicting POrd(α). Thus Inj(f , ω, α) and so, by Lemma 8.3, WF(α). Since Surj(f , ω, α) implies
WOd(α), Lemma 6.7(3) yields Ord(α).
(∀n,m ∈ ω)(〈n,m〉 ∈ r ↔ f (n) ∈ f (m)) easily follows from TrClps(f , ω, r, α) and Inj(f , ω, α). 
Theorem 10.5. Basic+ Ext+∆0-Sep ` v(ATR0).
Proof. By [14, Theorem V.6.8], it suffices to show that if WO(ω, r) ∧ WO(ω, r ′) then there is f with Func(f , ω, ω) such that
either
(∀n,m ∈ ω)(〈n,m〉 ∈ r → 〈f (n), f (m)〉 ∈ r ′) or (∀n,m ∈ ω)(〈n,m〉 ∈ r ′ → 〈f (n), f (m)〉 ∈ r).
Clps yields g, g ′, α, β with TrClps(g, ω, r, α) and TrClps(g ′, ω, r ′, β). By the last lemma, Ord(α) ∧ Ord(β), Inj(g ′, ω, β) and
we may assume α < β ∨ α = β . Define f as follows:
f = {〈n,m〉 ∈ ω | g ′(m) = g(n)}.
Then Func(f , ω, ω). 〈m, n〉 ∈ r implies g ′(f (m)) = g(m) ∈ g(n) = g ′(f (n)) and so 〈f (m), f (n)〉 ∈ r ′. 
Corollary 10.6. |Basic+ Ext+∆0-Sep| = |Basic+ Ext+Πpow1 -Red+ HC+ Reg| = Γ0.
Proof. By Corollary 9.13 and the last theorem. 
These two corollaries show that Ext indeed strengthens set theories.
11. Conclusion and further problems
In the first subsection we summarize the results we have obtained and in the next subsection we mention briefly some
plausible further developments of our theory and problems for them.
11.1. Summary, conclusion and comparison with KP
We can summarize the proof-theoretic ordinals of theories we considered over ωω up to Γ0 (including those introduced
only for technical purposes) as in Table 3, where the choice of parenthesized operations is arbitrary, except that none of
Anti-Reg, Anti-RE,∆1-Sep,∆0-Coll andΠ1-Red can be chosen when Reg is chosen.
We have shown that Ext indeed strengthens set theories while neither AC nor Reg does (or, at least, found one family of
weak set theories for which Ext raises up the strength), and also that the definition of Basic is suitable for our purpose, i.e.,
to clarify the strength of Ext (and of∆0-Sep, Reg and AC).
With proof-theoretic ordinals, we can compare our weak set theories with those on the other line, namely, subsystems
of KP. Their proof-theoretic ordinals have been investigated by many authors (see [9]):
|KP| = Howard ordinal = ϑεΩ+10 > · · · > |KP− +Πn+2-Found| = ϑηn+10 > · · ·
> |KP− +Π2-Found| = ϑη10 > ϑΩ0 = Γ0 = |Basic+∆0-Sep+ Ext+ Reg|
> |KP− +Π1-Found| = ϑη00 > ε0 = |Basic+ Ext+ Reg|,
where KP− = KP− Found+ Full Induction on ω and where we omit the definition of ϑ etc.
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Table 3
Proof-theoretic ordinals of the theories we have considered
Second order arithmetic Set theories
Extensional Intensional Intensional Extensional
Full Positive
I601 Basic (+AC,+Reg)
ωω RCA0 ∆0+1 -CA0 RCA
int
0 (+Anti-Reg,+HC)
WKL0 (+Anti-RE,+Σ fin+1 -Ind)
I610 ∆
1+
0 -CA0 Basic+∆0-Sep (+AC,+Reg) Basic+Ext
ε0 ACA0 RCAint0 + ExtSOA (+∆gd0 -Coll,+∆pow1 -Sep) (+AC,+Reg)
∆11-CA0 (+∆0-Coll,+∆1-Sep)[w/o Reg] (+Anti-Reg,+HC)
Σ11 -AC0 (+Anti-Reg,+HC,+Anti-RE)
Basic+Πpow1 -Red (+AC,+Reg) Basic+Ext+∆0-Sep
Γ0 ATR0 (+∆gd0 -Coll,+Π1-Red[w/o Reg]) (+AC,+Reg,+HC)
(+Anti-Reg,+HC,+Anti-RE) (+Πpow1 -Red)
11.2. Further problems
Gödel’s constructible universe L for Basic or Basic+ Ext. Gödel introduced the constructible hierarchy 〈Lα〉α∈Ord and showed
that L = ⋃α∈Ord Lα is the smallest (inner) model of set theory. It has been known that, to investigate (the models of) weak
set theories like KP, L plays a quite important role. Then it is natural to expect a similar structure in Basic or Basic+ Ext.
However, there is no hope to obtain one of the most important features of L, i.e., the definability of the relation ‘‘x ∈ L’’
within the theory, because Basic + Ext lacks transfinite recursion schemata. Although we could not develop the theory of
L for Basic + Ext in the same way as ATRset0 or KP, it seems still possible to develop it to some extent, e.g., to define L or a
modified similar structure (not within the theory), to clarify in what sense it is the smallest model, and to develop theories
of the models of Basic+ Ext using it.
To define the smallest model, one of the problems is that ‘‘non-persistent’’ notions (e.g., Ord(-), WF(-, -)) are involved in
our axioms (like ATRset0 and in contrast to KP). While, as mentioned in the Introduction, our Basic is on the line of ATR
set
0 , it
is also plausible to look for a similar example from subsystems of KP.
Axiomatization of (t◦b)−1(Σ11 -AC0). The relation betweenATR0 andATRset0 from [14, VII.3] ismore direct than that between
our weak set theories and arithmetic. The interpretations of both directions are mutually inverse (up to equivalence).
Especially, ATRset0 is complete in the following sense: ATR
set
0 ` ϕ iff ATR0 ` s(ϕ), where s is the interpretation there
(essentially t ◦ w ◦ b). On the other hand we have only shown thatΣ11 -AC0 ` (t ◦ b)(ϕ) if Basic+ Ext ` ϕ. It is natural to
aim at finding either a supersystem of Basic+ Ext or a subsystem ofΣ11 -AC0 to replace ‘‘if’’ by ‘‘iff’’ and to establish a direct
relation between them similarly to ATRset0 .
If we try to establish it in the sameway as the discussion in [14, VII.3],wewill fail: Let v(x)denote a copy onω of (TC(x),∈)
(though Basic+Ext does not guarantee the existence). Wemust show s(=)(v(x), v(y)) ↔ x = y. For→, some foundation
scheme (at leastΣ fin+1 -Found) seems to be needed. Nevertheless, via b,Σ
fin+
1 -formulae are interpreted asΣ
1
1 -formulae and
even IΣ11 is beyond ε0.
Intuitionistic or constructive counterpart. Friedman’s original equiconsistent result (between intensional and extensional
set theories) [5] is for intuitionistic set theories like IZF and, using a similar idea to ours, Gordeev [6] investigated weak
constructive set theories based on one style of constructivism. Actually most of our discussions in the present paper are still
valid in intuitionistic contexts (though some are not). Especially, our classesΣ fin+1 andΣ
+
1 of formulae are not closed under
negations and therefore seem to fit intuitionistic contexts.
The hierarchy of set-theoretic formulae in intuitionistic contexts does not seem to have been investigated enough.
However, the author [13] established a strong connection between forcing axioms from (classical and modern) set theory
andHeyting-valuedmodel VH of intuitionistic set theories and showed that the classΣ+1 plays a vital role in this connection.
Since our translations t, b are very close to that used by Aczel [1] to interpret constructive set theory CZF into theMartin-
Löf-type theory, we can expect that the intuitionistic or constructive counterpart of our theory provides a new and deep
insight into (weaker) intuitionistic or constructive set theories.
On stronger settings.Theorems 5.6 and 7.7 show thatBasic+∆n+1-Sep (orBasic+Πn+1-Sep) is equiconsistentwith∆1n+1-CA0
(orΠ1n+1-CA0 respectively). On such stronger settings, the strength of Reg can be expressed as follows: Basic+∆n+1-Sep+
Reg (or Basic+Πn+1-Sep+ Reg) is equiconsistent with∆1n+2-CA0 (orΠ1n+2-CA0 respectively) (though the addition of Reg
to Basic + ∆pown+1-Sep or Basic + Πpown+1 -Sep does not affect the strength). The proof is from the Π11 -completeness of well-
foundedness and essentially the same as in [14]. Then it is natural to ask the strength of Ext on these settings (although, by
Remark 9.12, if we have already added Reg, the addition of Ext does not affect strength).
As far as we use t and b, AFA (i.e., Anti-Reg and the assertion that bisimilar sets are identical, which implies Ext) can also
be interpreted, while it is shown in [11] that AFAmakes well-foundedness to be∆1 and hence that Basic+∆n+1-Sep+AFA
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(or Basic+Πn+1-Sep+AFA) is equiconsistent with∆1n+2-CA0 (orΠ1n+2-CA0 respectively). This means that, if the translation
is optimal, Ext has the same strength as Reg. However we need to show that it is optimal, or otherwise we must find a new
translation.
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Appendix A. The remaining parts of the proof of Theorem 5.4
Here we give the remaining parts of the proof of Theorem 5.4. Since we have already proved the interpretability of
∆fin+1 -Sep in Section 5, here we need to show that of the others. As we have mentioned, it seems easier for the readers to
check the theorem by themselves than to read the proof given here and this appendix is only intended to be a guide for them
when they face some difficulties.
Proof. We are working in RCAint0 . The interpretability of equality axioms are obvious.
Since HC and Anti-RE imply AC and Clps respectively, we do not need to consider AC or Clps.
Pair: Since it is easy to see Eve+(F(ε)) ∧ Eve+(G(ε)) → t(Pair)(F ,G), assume Odd(F(ε)) ∨ Odd(G(ε)).
We first see (t({-, -})(F ,G))〈0〉 = F . The axiom (v) of RCAint0 plays a vital role as well as (vi).
(t({-, -})(F ,G))〈0〉 = {p(σ , k) | t({-, -})(F ,G))(〈0〉_σ) = k} = {p(σ , k) | · · · ∨ (ψ ∧ k = F(shift(〈0〉_σ))) ∨ · · · },
where ψ ≡ |〈0〉_σ | ≥ 1 ∧ (〈0〉_σ)(0) = 0 ∧ (Odd(F(ε)) ∨ Odd(G(ε))),
and where · · · concerns the other cases in the definition of t({-, -}). Since ψ actually holds, (v) implies
(t({-, -})(F ,G))〈0〉 = {p(σ , k) |ψ ∧ (· · · ∨ (ψ ∧ k = F(shift(〈0〉_σ))) ∨ · · · )}.
Note shift(〈0〉_σ) = σ . Since ψ contradicts the clauses denoted by ‘‘· · · ’’, (vi) yields
(t({-, -})(F ,G))〈0〉 = {p(σ , k) |ψ ∧ k = F(σ )} = {p(σ , k) | k = F(σ )} = F .
Similarly we can see (t({-, -})(F ,G))〈1〉 = G. Thus t(x ∈ {x, y})(F ,G) and t(y ∈ {x, y})(F ,G) holds. Since
(t({-, -})(F ,G))(〈n〉) ≥ 1 → (n = 0 ∨ n = 1), we have t((∀z ∈ {x, y})(z = x ∨ z = y))(F ,G).
TransCl:Axiom (v) plays a vital role aswell as (vi) in a similarway toPair.We consider only this axiom for F ’swithOdd(F(ε)),
since otherwise the interpretability of this axiom can be seen more easily.
To see t(Trans(TC(x)))(F), let t(TC)(F)(〈n〉) ≥ 1 and (t(TC)(F))〈n〉(〈m〉) ≥ 1. We have
((t(TC(x))(F))〈n〉)〈m〉 = Fdec(n)_〈m〉 = (t(TC(x))(F))〈code(dec(n)_〈m〉)〉.
Let us see t((∀z)(z ∈ TC(x) ↔ z ∈ x ∨ (∃y ∈ x)(z ∈ TC(y))))(F). If (t(TC)(F))(〈n〉) ≥ 1, then |σ | ≥ 1 where
σ = dec(n). (i) If |σ | = 1, then F(〈σ(0)〉) = (t(TC)(F))(〈n〉) ≥ 1 and (t(TC)(F))〈n〉 = F〈σ(0)〉. Thus t(∈)((t(TC)(F))〈n〉, F).
(ii) Otherwise, σ = 〈m〉_τ for some τ . 1 ≤ t(TC)(F)(〈n〉) = F(〈m〉_τ) implies F(〈m〉) ≥ 1, and so it remains to see
t(TC)(F)〈n〉 = (t(TC)(F〈m〉))〈code(τ )〉. We prove this as below:
t(TC)(F)〈n〉 = F〈m〉_τ = (F〈m〉)τ = (t(TC)(F〈m〉))〈code(τ )〉.
Conversely, if F(〈n〉) ≥ 1, then (t(TC)(F))(〈code(〈n〉)〉) = F(〈n〉) ≥ 1 and F〈n〉 = (t(TC)(F))〈code(〈n〉)〉, i.e., t((∀z ∈ x)(z ∈
TC(x)))(F). If F(〈n〉) ≥ 1 and (t(TC)(F〈n〉))(〈m〉) ≥ 1, then |dec(m)| ≥ 1 and
(t(TC)(F〈n〉))〈m〉 = (F〈n〉)dec(m) = F〈n〉_dec(m) = t(TC)(F)code(〈n〉_dec(m)),
i.e., t((∀y ∈ x)(∀z ∈ TC(y))(z ∈ TC(x)))(F).
Before turning to the last clause, let us draw a figure for t(-∗) (Fig. 5) in the same way as Fig. 4.
To see that t interprets the last clause of this axiom, let t(TC)(F)(〈n〉) ≥ 1. Then σ = dec(n) satisfies |σ | ≥ 1 and F(σ ) ≥
1. Define τ with |τ | = |σ | as follows:
τ(k) = code(〈σ(0), . . . , σ (k)〉).
Then t(TC(-)∗)(F)(〈code(τ )〉) ≥ 1, since, for each k < |dec(〈code(τ )〉(0))| = |σ |, |dec(τ (k))| ≥ 1 and
t(TC)(F)(〈ev(〈code(τ )〉(0), k)〉) = t(TC)(F)(〈ev(code(τ ), k)〉) = t(TC)(F)(〈τ(k)〉)
= F(dec(〈τ(k)〉(0))) = F(dec(τ (k))) = F(〈σ(0), . . . , σ (k)〉) ≥ 1.
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Fig. 5. The tree t(-∗)(F).
We prove that t(TC(-)∗)(F)〈code(τ )〉 is what we require, i.e., it satisfies the following formula of X:
t(s ∈ TC(x)∗ ∧ s(1) ∈ x ∧ (∀k ∈ s(0))(k 6= 0 → s(k+ 1) ∈ s(k)) ∧ s(s(0)) = z)(X, F , t(TC)(F)〈n〉).
For k ≤ |τ |, let Gk be the tree such that t(s(k) = y)(t(TC(-)∗)(F)〈code(τ )〉,Gk). Then we can easily see:
Gk =
{
HF〈vAck(|τ |) k = 0
F〈σ(0),...,σ (k−1)〉 k ≥ 1.
Then the statement follows from the following, where 1 ≤ k < |τ | = |σ |:
t(∈)(G1, F) i.e., t(∈)(F〈σ(0)〉, F);
t(∈)(Gk,Gk+1) i.e., t(∈)(F〈σ(0),...,σ (k)〉, F〈σ(0),...,σ (k−1)〉);
t(=)(G|τ |, t(TC)(F)〈n〉) i.e., t(=)(F〈σ(0),...,σ (|τ |−1)〉, Fσ ).
Empty, Union, Product and FinSeq. These can be treated in similar ways to Pair and TransCl.
HC: Suppose t((∃z)(z ∈ x))(X), i.e., there is nwith X(〈n〉) ≥ 1. Fix such n. Define F as follows:
F(σ ) =

1 if σ = ε
t(〈-, -〉)(HFvAck(σ (0)), X〈σ(0)〉)(shift(σ )) if |σ | ≥ 1, X(〈σ(0)〉) ≥ 1
t(〈-, -〉)(HFvAck(σ (0)), X〈n〉)(shift(σ )) if |σ | ≥ 1, X(〈σ(0)〉) = 0
0 otherwise.
Obviously t(f ⊂ ω × x)(F , X). If t(〈s, t〉 ∈ f )(S, T , F) and t(〈s, t ′〉 ∈ f )(S, T ′, F), then S = HFvAck(k) for some k. Then
T = T ′ = X〈k〉 if X(〈k〉) ≥ 1 and T = T ′ = X〈n〉 otherwise. Thus t(Func(f , ω, x)(F , X)).
To see t(Surj(f , ω, x)(F , X)), let k be such that X(〈k〉) ≥ 1. We may assume Odd(X(〈k〉)). Then
F(〈k〉) = t(〈-, -〉)(HF〈vAck(k)〉, X〈k〉)(ε) = 1 and so
F〈k〉 = t(〈-, -〉)(HF〈vAck(k)〉, X〈k〉).
Thus t((∃s ∈ ω)(f (s) = z))(F , X〈k〉) and so t((∀z ∈ x)(∃s ∈ ω)(f (s) = z))(X, F).
Compo: Assume t(Func(f , x, y))(F , X, Y ) and t(Func(g, y, z))(G, Y , Z). By
(∀n)(∃m)(X(〈n〉) ≥ 1 → Y (〈m〉) ≥ 1 ∧ t(f (s) = t)(F , X〈n〉, Y〈m〉))
(m is not necessarily unique) and by a similar equation for G, Lemma 3.9 yields functions K1, K2 such that
(∀n)(X(〈n〉) ≥ 1 → Y (〈K1(n)〉) ≥ 1 ∧ t(f (s) = t)(F , X〈n〉, Y〈K1(n)〉)),
(∀n)(Y (〈n〉) ≥ 1 → Z(〈K2(n)〉) ≥ 1 ∧ t(g(s) = t)(G, Y〈n〉, Z〈K2(n)〉)).
Now, if X(〈n〉) ≥ 1 then Z(〈K2(K1(n))〉) ≥ 1 and t(g ◦ f (s) = t)(F ,G, X〈n〉, Z〈K1(K2(n))〉). Thus if we define H as follows, we
have, t(g ◦ f = h)(G, F ,H)where the assumptions obviously imply t(Func(h, x, z))(H, X, Z).
H(σ ) =

1 if σ = ε
t(〈-, -〉)(X〈σ(0)〉, Z〈K2(K1(σ (0)))〉)(shift(σ )) if |σ | ≥ 1, X(〈σ(0)〉) ≥ 1
0 otherwise.
WDC can be treated in a similar way by Lemmas 5.3 and 3.9.
Anti-RE: Suppose t((∀s, t ∈ x)(〈s, t〉 ∈ r ↔ 〈s, t〉 /∈ r ′))(X, R, R′). Then
(∀n,m ∈ ω)(X(〈n〉) ≥ 1 ∧ X(〈m〉) ≥ 1 → (t(〈s, t〉 ∈ r)(X〈n〉, X〈m〉, R)↔ ¬t(〈s, t〉 ∈ r ′)(X〈n〉, X〈m〉, R′))).
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Thus∆0+1 -CA yields Z such that
p(n,m) ∈ Z ↔ X(〈n〉) ≥ 1 ∧ X(〈m〉) ≥ 1 ∧ (t(〈s, t〉 ∈ r)(X〈n〉, X〈m〉, R).
We construct F , Y such that t(TrClps(f , x, r, y))(F , X, R, Y ) as follows, where R∗(n,m) ≡ p(n,m) ∈ Z:
Y (σ ) =

1 if |σ | = 0
2 · σ(|σ | − 1)+ 1 if |σ | = 1, X(〈σ(0)〉) ≥ 1 or if |σ | ≥ 2, (∀k < |σ | − 1)R∗(σ (k+ 1), σ (k))
0 otherwise
F(σ ) =

1 if |σ | = 0
(t(〈-, -〉)(X〈σ(0)〉, Y〈σ(0)〉))(shift(σ )) if |σ | ≥ 1, X(〈σ(0)〉) ≥ 1
0 otherwise.
Obviously, t(f ⊂ x × y)(F , X, Y ) and t((∀z ∈ x)(∃w ∈ y)(〈z, w〉 ∈ f ))(X, Y , F). Moreover, it is straightforward to see
X〈n〉 = X〈m〉 implies Y〈n〉 = Y〈m〉. This means
t((∀z ∈ x)(∀w,w′ ∈ y)(〈z, w〉 ∈ f ∧ 〈z, w′〉 ∈ f → w = w′))(F ,G).
Thus t(Func(f , x, y))(F , X, Y ) and it is easy to see t(Surj(f , x, y))(F , X, Y ).
Note t(f (z) = w)(X〈n〉, Y〈n〉) if X(〈n〉) ≥ 1, and we can show that Y〈n,m〉 = Y〈m〉 if Y (〈n,m〉) ≥ 1:
Y〈n,m〉 = {p(σ , l) | l = Y (〈n,m〉_σ)}
= {p(σ , 2(〈m〉_σ)(|σ |)+ 1) | (∀k < |σ | + 1)R∗((〈n,m〉_σ)(k+ 1), (〈n,m〉_σ)(k))}
∪{p(σ , 0) | ¬(∀k < |σ | + 1)R∗((〈n,m〉_σ)(k+ 1), (〈n,m〉_σ)(k))}
= {p(σ , 2(〈m〉_σ)(|σ |)+ 1) | |σ | ≥ 1 ∧ R∗(σ (0),m) ≥ 1 ∧ (∀k < |σ | − 1)R∗(σ (k+ 1), σ (k))}
∪{p(ε, 2m+ 1)} ∪ {p(σ , 0) | ¬(∀k < |σ |)R∗((〈m〉_σ)(k+ 1), (〈m〉_σ)(k))}
= Y〈m〉.
Let us now show the rest:
(i) t((∀z, z ′ ∈ x)(〈z ′, z〉 ∈ r → f (z ′) ∈ f (z)))(X, R, F).
(ii) t((∀z ∈ x)(∀w ∈ f (z))(∃z ′ ∈ x)(〈z ′, z〉 ∈ r ∧ f (z ′) = w))(X, R, F).
(i) If X(〈n〉), X(〈m〉) ≥ 1 and t(〈z ′, z〉 ∈ r)(X〈m〉, X〈n〉, R), i.e., R∗(m, n) then Y (〈n,m〉) = 2m+ 1 and so t(∈)(Y〈n,m〉, Y〈n〉),
with Y〈n,m〉 = Y〈m〉.
(ii) If Y〈n〉(〈m〉) ≥ 1, then R∗(m, n) and (Y〈n〉)〈m〉 = Y〈n,m〉 = Y〈m〉 with t(f (s) = t)(F , X〈m〉, Y〈m〉). Note that R∗(m, n)means
t(〈s, t〉 ∈ r)(X〈m〉, X〈n〉, R).
Fiber can be treated similarly to Anti-RE.
Inf: t(HC) implies t(WOd(ω∗)). It is straightforward to see t(Inf), except
t((∀u)((∃n ∈ ω)(n ∈ u) → (∃n ∈ ω)(n ∈ u ∧ (∀k ∈ n)(k /∈ u)))).
By Remark 3.8, RCAint0 proves I
∗{¬ψ(k)}, where ψ(k) ≡ t(∈)(HF〈vAck(k)〉,U), i.e.,
t((∀n ∈ ω)((∀k ∈ n)(k /∈ u) → n /∈ u) → (∀n ∈ ω)(n /∈ u))(U).
Σ fin+1 -Ind can be treated similarly to Inf. 
Appendix B. Remarks on recursive universe translation
Asmentioned after Theorem3.16, the recursive universe translation r does not seem to satisfy the hypothesis of Fact 2.17,
i.e., preserving prenex Π11 -sentences up to the provable equivalence. This appendix gives a modification, with which we
could say that the translation essentially satisfies the hypothesis.
Within I601, we can define the relative satisfaction predicate Sat(n,m, X), which isΣ
0
1 , such that
I601 ` (∀X)(∀m)(Sat(pϕq,m, X) ↔ ϕ(m, X)) for anyΣ01 -formula ϕ.
Define a translation rX in the same way as r, except for the domain RRI(m, X) for set-sort and rX (∈):
RRI(m, X) ≡ (∃m′)(SRI(m) ∧ SRI(m′) ∧ (∀n)(Sat(m, n, X)↔ ¬Sat(m′, n, X))),
rX (∈)(n, x) ≡ Sat(x, n, X).
Then RCAint0 ` ϕ implies I601 ` (∀X)(rX (ϕ)) and, if ψ(Y ) is∆10, I601 ` (∀X)(rX (∀Yψ(Y ))) ↔ ∀Yψ(Y ).
With this modification, we can also obtain the known conservation result forWKLint0 :
Proposition B.1. WKLint0 ≡ RCAint0 +Π01 -Red isΠ11 -conservative over I601.
268 K. Sato / Annals of Pure and Applied Logic 157 (2009) 234–268
Proof. Let M be the first order part of a countable model of IΣ01 . As shown in [14], for any X0 ⊂ M , we can take
〈Xk ⊂ M | k ∈ ω〉 such that the following holds, where SXkm = {n ∈ M | (M, Xk) |= Sat(m, n, Xk)}:
(M, {SXkm | k ∈ ω,m ∈ M, (M, Xk) |= RRI(m, Xk)}) |= WKL0.
Define anL′2-structure (M, X)int, which is a model ofWKL
int
0 and whose first order part isM:
The domain of number-sort isM; that of set-sort is {p(k,m) | k ∈ ω,m ∈ M, (M, Xk) |= RRI(m, Xk)};
((M, X)int, x, y) |= X = Y ≡ M |= p0(x) = p0(y) ∧ BewImp(p1(x), p1(y)) ∧ BewImp(p1(y), p1(x));
((M, X)int, n, x) |= n ∈ X ≡ (M, Xp0(x)) |= Sat(p1(x), n, Xp0(x));
and we can give the obvious clause for the individual-constructor {n |ψ(n, Em, EY )}. 
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