Application process of variational iteration method is presented in order to solve the Volterra functional integrodifferential equations which have multi terms and vanishing delays where the delay function ( ) vanishes inside the integral limits such that ( ) = for 0 < < 1, ≥ 0. Either the approximate solutions that are converging to the exact solutions or the exact solutions of three test problems are obtained by using this presented process. The numerical solutions and the absolute errors are shown in figures and tables.
Introduction
Nowadays, understanding also from the work of Brunner [1] , we are faced with some important problems including the numerical analysis of Volterra functional equations with vanishing delays. He exposed open problems about numerical analysis of th-order Volterra functional integrodifferential equations (VFIDE):
where ∈ ( ≥ 1) for = 0, . . . , − 1,
as well as the multidelay pantograph-type VFIDE in [1] . During 1990s, Brunner et al. [2] and Hu [3] introduced geometric mesh concept in collocation methods in order to obtain the collocation solutions of the problems. On the other hand, the pantograph differential equations are employed for their numerical solutions by using various methods such as Taylor matrix method [4] , variational iteration method [5, 6] , differential transform method [7] , and methods in other papers [8] [9] [10] [11] [12] . In [5] , the process of VIM is given for the first order multipantograph equations. In [6] , the variational iteration method is applied to some examples in order to obtain the numerical or exact solutions of the multipantograph equation where the coefficient 1 ( ) of ( ) is a constant and additionally the Lagrange multiplier is given for (1) without terms (2) and (3) , that is, only for the extended multipantograph equation. The variational iteration method which obtains the analytical or numerical solutions of a wide spectrum of differential equations, as well as integral equations, was proposed in the late 90s by He [13] [14] [15] and has been used in hundreds of papers by many authors in order to solve the well-known famous equations and to show the effectiveness, straightness, and convergence of that powerful method [16] [17] [18] [19] [20] . Furthermore, since it is a useful mathematical tool that ensures its reliability, the method has been developed according to the needs [21] [22] [23] [24] and has also been extended 2 Journal of Applied Mathematics for fractional differential and fractional integrodifferential equations [25] [26] [27] [28] .
The basic idea behind variational iteration method is to construct an iteration formula for the considered equation. After finding optimized Lagrange multiplier for constructed correction functional (i.e., iteration formula), the method takes into account that corrected iteration formula and starts to iterate with an initial function. In most cases the method provides exact solutions or the series form of exact solutions.
In addition to [28] , in this paper, the procedure of the variational iteration method is presented for the Volterra functional integrodifferential equations with vanishing delays (1), where the Volterra integral terms are as in (2) and the delayed Volterra integral terms are as in (3); then this extended scheme is applied to three test problems for showing the applicability of the procedure and the convergent numerical solutions to the exact solutions. The numerical data for different parameter values are also given by tables and figures.
The Application Process of Variational Iteration Method to VFIDE
Now the process how to apply the method for (1) is given. Firstly, for the basic idea of the method, let us consider the following nonlinear equation:
where is a linear operator, is a nonlinear operator, and ( ) is a known analytical function. According to variational iteration method, we can construct the following correction functional:
where is a general Lagrange multiplier which can be identified by variational theory, 0 ( ) is an initial approximation with possible unknowns, and̃is considered as restricted variation, that is,̃= 0 [14] . Now the above idea can be extended as follows. Considering th-order Volterra functional integrodifferential equation (1) with (2) and (3), the correction functional according to relation (5) can be written as
where except the name of the variable involved for = 0, . . . , − 1 ( )( ) and ( )( ) are as in (2) and (3), respectively. In order to specify the iteration, the Lagrange multiplier has to be found. The form of the Lagrange multiplier that will be determined by transferring the derivation from to can be either a linear or a nonlinear function of and . Supposing all the functions on the right hand side of the th-order derivation in (6) as a function such that
the correction functional (6) can be written as
for ∈ ≥ 1, ≥ 0. Making the above correction functional stationary and noticing that̃= 0 which represents all variables to be restricted, we obtain
In order to find the conditions on , highest order derivative appearing in the integrand in (10) is transferred from to and so (10) becomes
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Therefore, on account of (12) the iteration functional is
where 0 ≤ ≤ − 1, ∈ , ≥ 1, and ≥ 0. Nevertheless, for = 1 the correction functional becomes
and Lagrange multiplier is evaluated as ( ; ) = −1 from (12). But it can also be chosen as a nonlinear function in order to accelerate the convergent rate of correction functional (14) so that the function can be modified as 1 by excepting the function ( ) with its coefficients. Now we have
Making (15) stationary and noticing that̃1 = 0, it is obviously obtained that
and then we have the following stationary conditions:
which are the same conditions obtained in [5] , so the Lagrange multiplier is found:
Accordingly, the correction functional for = 1 is
By using formulae (13) and (19), with the given initial term
Numerical Examples
In this section we show how the method can be applied to such problems so we give some examples that are the modifications of (1) for the numerical verification of the presented method in Section 2.
Example 1. Firstly, we havė
where the functions are considered as = 1, 1 ( ) = 1, 1 ( ) = − 2 , ( ) = /2, ( ) = 0, 0,1 ( , ) = − , 1,1 ( , ) = 2 − 2 − 2 in (1) with (2) and (3).
In order to solve the problem (20) by means of VIM, we use the proposed procedure in Section 2. Considering 4 Journal of Applied Mathematics the nonlinear Lagrange multiplier (18), since 1 ( ) = 1, the Lagrange multiplier is directly calculated ( ; ) = − ∫ = − − so that the correction functional is
Starting with = 0 and since the initial function is 0 ( ) = 1, from iteration formula (21) 
The other terms of the sequences ( ) can be found by using the iteration formula with the previous terms and for the large values of , because the exact solution of (20) is , ( ) for = 3, 4, 5 have more terms than previous ones and are not necessary to write here, but we can give these limitations 
It is obviously seen that using this iteration formula (21), the approximate solution 5 ( ) of the problem (20) that is convergent to the exact solution even for the large values of is found in the beginning terms of the sequence ( ). Tables 1  and 2 show the values of solutions for comparison purposes and Figures 1 and 2 support the efficiency and the accuracy of the method. 
where the functions are considered as = 1, 1 ( ) = 1, 1 ( ) = 1, ( ) = /2, ( ) = −(5/3) 4 + 4 + 2, 0,1 ( , ) = 3 , 1,1 ( , ) = 2 in (1) with (2) and (3).
To solve the problem (24) by means of VIM, we consider the linear Lagrange multiplier evaluated from (12) for this problem. Since = 1, the Lagrange multiplier is directly calculated ( ; ) = −1 so that the correction functional is as in (13) . To be more accurate in finding the solution, it is obvious to start the initial function as a polynomial type of order two because of the structure of the equation in (24) . Starting with = 0 and since the initial function is 0 ( ) = 2 + + , from iteration formula (25) 1 ( ) = (− (27) and because this must correspond to the initial polynomial function, = 2, = 0. Thus the first iteration solution of the problem (24) is (27) with substituting = 2, = 0 which is the exact solution.
Example 3. Finally, we havė
where the functions are considered as = 1, 1 ( ) = 0, 1 ( ) = 0, ( ) = for 0 < < 1, ( ) = −(1/2)(1 + − ), 0,1 ( , ) = 1, 1,1 ( , ) = −1/2 in (1) with (2) and (3).
This example is different from other two examples and now it is not important which formula of the Lagrange multiplier will be used, because the coefficient 1 ( ) is zero and both of the linear form (12) and nonlinear form (18) give the desired multiplier as ( ; ) = −1 so that the correction functional is
Starting with = 0 and since the initial function is 0 ( ) = 1, from iteration formula (29) 
are obtained. The other terms of the sequences ( ) can be found by using the iteration formula with substituting the previous terms. The fourth iteration solution 4 ( ; ) coincides with the exact solution − of (28), and the approximate solution 4 ( ; ) is changed infinitesimally by the parameter 6 Journal of Applied Mathematics (31) So it is clearly seen from Figure 3 that the fourth iteration solution is the approximate solution with the errors indicated in Tables 3 and 4 .
Conclusion
In this study, the process of variational iteration method for the Volterra functional integrodifferential equations with vanishing delays (1), where the Volterra integral terms are as in (2), the delayed Volterra integral terms are as in (3), and ( ) = for 0 < < 1, ≥ 0 is the linear delay function, is constructed and it is applied to the problems that are the different types of problem (1). In Section 2, two types of Lagrange multiplier are given, that is, linear one and nonlinear one. From also the previous papers [19, 26] , it is understood that sometimes the nonlinear multiplier yields the more accurate approach than the linear one. The method is applicable also in the pantograph-type differential equations and Volterra integrodifferential equations with linear delay functions.
