The use of expensive simulations in engineering design optimization often rules out conventional techniques for design optimization for a variety of reasons, such as lack of smoothness, unavailability of gradient information, presence of multiple local optima, and most importantly, limits on available computing resources and time. Often, the designer also has access to lower-fidelity simulations that may suffer from poor accuracy in some regions of the design space, but are much cheaper to evaluate than the original expensive simulation. We can accelerate the design process by efficiently managing these models of various fidelities. There has been previous research in this area: some algorithms in the literature first estimate of the relationships between these models, and then perform optimization on the corrected low-fidelity models. Others adaptively select new high-fidelity designs, but these usually require gradient information; those that relax this requirement use a trust-region-based local search method. In contrast, most global optimization methods in the literature require smoothness, and do not incorporate multifidelity analyses.
I. Introduction and Background
Engineering design using sophisticated and expensive computer simulations is becoming increasingly common today, and consequently, efficient optimization methods for such problems are becoming increasingly relevant. A large body of research is devoted to the topic, and most methods use a combination of conventional smooth nonlinear optimization techniques, gradient-free approaches, function-fitting algorithms, and probabilistic methods. One such probabilistic method, based on Bayesian statistics, was proposed by Mockus et al. in 1978. 1, 2 More recently, Jones et al. 3 reviewed the approach set out by Mockus, called maximization of expected improvement, and developed the well-known branch-and-bound algorithm called Efficient Global Optimization (EGO). The method of maximization of expected improvement has since been generalized, and many variants have arisen, notably that of Generalized Expected Improvement 4 and Weighted Expected Improvement. 5 All of these methods involve constructing approximations or surrogates to these expensive functions, or, in statistical terms, posterior probability distributions over functions, and querying these surrogates for promising new designs. Jones provides an excellent review 6 of many methods for global optimization of expensive functions, and in that paper, he classifies these optimization approaches into single-stage and two-stage approaches. Two-stage approaches first construct these surrogates independently, and subsequently search them for promising designs. Single-stage approaches test the credibility of hypotheses regarding the location of the global minimum. Consequently, they construct a different surrogate for each hypothesis. All of these approaches can be thought of as constructing an auxiliary optimization problem, which is then solved to answer the question of which design(s) to simulate next. This set of new designs to simulate is sometimes called an infill sample.
In these approaches, however, the surrogates used in the auxiliary optimization problems are usually data fits: they use no physics at all, but instead use machine-learning techniques to fit response surfaces to the high-fidelity data. In many engineering problems, though, a cheaper simulation is often available, sometimes many orders of magnitude quicker to evaluate, but at the cost of accuracy in some (often small) regions of the design space. It would be useful to incorporate this lower-fidelity simulation into the optimization process. Choi et al. 7 first quantify the relationships between low-and high-fidelity models, thereby generating a corrected low-fidelity model, which is then used for optimization. Their method, however, is not adaptive: it does not update its models as it proceeds along the optimization. Alexandrov et al. 8 describe a Trust Region Model Management framework that uses any approximate model as a surrogate for the high-fidelity simulation, provided it satisfies conditions on matching values and gradients. This surrogate is then used in a trust-region optimization algorithm that provably converges to a local optimum of the high-fidelity function. Eldred and Dunlavy also describe methods that update their surrogate models as they optimize; they provide a good overview 9 of the use of multifidelity models for optimization, but their approach requires smoothness, and performs a trust-region-based local search. Unlike EGO and other methods, it does not exploit powerful probabilistic techniques for global optimization. Jones et al. 3 briefly discuss the benefits of using of lower-fidelity models, but bring up the problem of separating the uncertainty in the fit from the error in the low-fidelity model itself.
As mentioned before, these algorithms assume that the objective and constraint functions described by these expensive simulations are smooth, and this is the basis for most solution methods for the resulting auxiliary problems. In engineering problems, this is often not the case, with many simulations containing look-up tables or iterated loops with termination criteria, which do not always result in smooth objectives. Moreover, the physics of the problem itself may lead to near-discontinuities. Booker and Dennis address the problem of non-smoothness by describing a gradient-free pattern search method for optimization of expensive functions. They propose a Surrogate Management Framework 10 that works on non-smooth problems, and assures convergence to a stationary point of a continuously differentiable function, but this algorithm uses a trust-region-like approach for local optimization, rather than the more global techniques that underlie expected improvement and related methods.
In this paper, we propose a method that uses models of two fidelities and the concept of expected improvement to form an algorithm that is applicable to problems with unavailable or unusable gradients. Then, we use existing gradient-free optimization methods to solve the resulting auxiliary optimization problems. We apply this technique to the optimization of a few simple analytic problems, and compare the performance with and without the use of a low-fidelity model. We also apply the technique to a simple and well-known supersonic shape optimization problem. The results give us reason to believe that this technique is an effective way of combining multifidelity models, global optimization techniques, and gradient-free algorithms for use on hard engineering design problems. The rest of this paper is organized as follows. In Sec. II we present the basic problem and review the method of maximization of expected improvement. In Sec. III we extend the technique of maximization of expected improvement to the case where we have models of two fidelities. Next, in Sec. IV we present results on three academic problems. Then, we present a simple application in supersonic design optimization in Sec. V. Finally, in Sec. VI, we describe ongoing research and future work.
II. Review of Basic Ideas
In this section, we provide a brief mathematical description of the problem, and review the field of function approximation using Gaussian Processes, which include Kriging, cubic splines, and many others. We also review the well-known method of maximization of expected improvement, 1, 3 which is a global optimization method that strives to balance local and global search.
A. Problem Setup
We have a design space X, and an objective function G : X → R. In addition, we do not know the functional form of G, but can evaluate G(x) for any x ∈ X. This evaluation has high computational cost, e.g., G(x) is the drag of a certain airplane configuration x, computed by a CFD simulation. We assume that G is continuous everywhere, but not necessarily smooth. We consider the unconstrained a minimization problem
a We incorporate constraints in Sec.D
B. Gaussian Processes
In order to solve the problem described by Eq. 1, it is often impractical to use direct evaluations of G, since these evaluations are so expensive. Instead, we would like to construct an approximate model for G(x) that we can evaluate cheaply. To begin with, we have some prior knowledge about the objective function, for instance, that it is smooth everywhere b . This prior knowledge is encoded in terms of an a priori probability distribution over all possible functions G. For example, under our smoothness assumption, this prior distribution would assign zero probability to discontinuous or non-smooth functions. Note that the function G itself is now treated as a random variable. Next, suppose we have additional data D, in the form of samples of this function, which are nothing but (x, G(x)) pairs. In other words,
We can combine our prior knowledge with this data, to form a data fit. For instance, the data fit could be polynomial regression, nonparametric regression, interpolatory cubic spline, Kriging, etc. For a certain class of data fits called Gaussian Process (GP) regressions, 11 this procedure yields not only a fit, but also quantifies the uncertainty in that fit. In fact, for every x, a GP regression gives us a complete a posteriori probability distribution over all possible values of G(x). In subsequent sections, we use GPs to combine multifidelity models. In all discussions henceforth, we will refer to any fit that provides values as well as uncertainties as a function approximation.
C. Maximizing Expected Improvement: A Review
Once we construct such a function approximation, how do we use it to search for an optimum? One approach is to use trust-region methods for local optimization. 8, 12, 13 Alternatively, if there are multiple local optima, we can use global data fits and apply a method that incorporates both local and global search. The method of maximizing expected improvement 1, 3 is one such method, and we review it below. Suppose we have a set of designs D, as given by Eq. 2. Let the best design in the data set be x , corresponding to an objective value of g . At every x, our GP regression gives us a probability distribution over possible values of G(x). We consider a particular design x test , and ask the question "What are the consequences of evaluating G(x test )?" There is a continuum of possible values g for G(x test ), ranging from −∞ to ∞, and we have a posterior probability distribution over these values. If, on the one hand, we find upon evaluation that g ≤ g , then our new best design is indeed x test , and our effective cost is G(x test ). If, on the other hand, we find that g > g , then our best design is still x , and our effective cost is g . In other words, our effective cost is L(x test ) = min(g, g ).
Let us assume that this is the last evaluation of G we are allowed to make. Under this assumption, what is the best location for x test , in terms of our effective cost as described above? This question can be answered effectively by decision theory. Suppose we have to make a decision x, and a probabilistic cost L associated with that decision, the optimal decision is the one that minimizes expected cost E[L]. In the context of problem, our decision is the location of our last design x test , our posterior distribution over objective functions is P(G | D), and our optimal decision is the new design x test that minimizes posterior expected cost, that is,
We can restate the problem in terms of maximizing a utility, rather than minimizing a cost. Consider the utility given by
This is called the improvement of the point x test . Instead of minimizing expected effective cost, the method of maximizing expected improvement 3 attempts to maximize the expectation of this utility under the posterior distribution P(G | D), which is exactly equivalent to the minimization described in the preceding paragraphs.
Under the assumption of a GP, the posterior distribution over function values is also a Gaussian. Let the mean and variance of the posterior distribution over function values G(x test ) be given byĝ and σ, respectively.
Note that bothĝ and σ are functions of x test , but we omit this dependence for clarity of notation. Let the standard normal cumulative distribution function and density function be given by Φ and φ respectively. Then, the expected improvement at our test point is given by
Our auxiliary optimization problem is to find
a. b. This is shown in detail in the adjoining figure. Fig. 1 .a shows a global data fit for a 1-dimensional objective, with uncertainty shown shaded. This figure also shows the best design (x , g ), the location of a test point x test = 0.5, and the posterior distribution over function values at this test point, shown in blue. Fig. 1 .b plots expected improvement as a function of x. As can be seen, the expected improvement is large where the fit value is low, or the uncertainty is large.
The auxiliary problem of maximizing expected improvement is usually highly multi-modal, and with large flat regions. However, the objective function is very inexpensive to evaluate, so a variety of solution techniques are applicable, from the branch and bound algorithm in EGO, 3 to multiple restarts.
5, 6
As pointed out by Mockus 2 and Jones, 3, 6 this procedure is a greedy algorithm, and is not completely justified: at all but the last stage of the optimization process, we certainly have more than one sample remaining to be taken. Yet, the auxiliary optimization problem above ignores this, and pretends that we are allowed only one more sample.
D. Inequality-constrained Problems
Schonlau et al. 4 show that the method of expected improvement is easily extended to the case where there are inequality constraints. The overall problem now is
The key fact to note is that infeasible points yield no improvement. The modified expected improvement integral splits into a product of two integrals, one of which is the original expression for unconstrained expected improvement, the other being the a posteriori probability of feasibility of a given design. A given point x test has a continuum of possibilities for its objective values as well as constraints. If we use, say, Kriging fits for the objective function and constraints, we now have posterior probability distributions over all these functions. Now, note that this point yields an improvement over current designs if the true objective value is lower than the best objective value seen so far and it satisfies all of the constraints. In addition, we may consider the posterior probability distributions of objective function and constraints as independent: given the design variables x, the objective values and constraint values are indeed conditionally independent. Now, the computation of (constrained) expected improvement is an integral over all possible objective function values and constraint values, but the aforementioned independence enables us to split the integral into the product of two integrals, which turn out to be the original (unconstrained) expected improvement integral and the probability of feasibility of this new design. The derivation is as follows. The improvement of some set of values (g, c 1 , . . . , c m ) is given by
Then, the expected improvement integral breaks down as follows
In practice, if the feasibility probability is very low, the second term in Eq. 10 is very small everywhere, leading to problems of numerical accuracy. We have found that modifying the feasibility probability above to reflect the probability of improving the feasibility of each constraint c ameliorates most of these numerical problems, and therefore this is the approach we follow. In other words, the constrained expected improvement is given by
This method still poses some problems when the number of constraints is large and feasibility probabilities are small. We are presently investigating alternative methods based on penalty functions to overcome these difficulties.
III. Extension to the Two-Fidelity Case
In this section, we consider the combination of two models of different fidelities and computational costs to construct the approximate model discussed in Secs. B and C. We have a high-fidelity simulation G, which has high computational cost and high accuracy, and a low-fidelity simulation G l , which has negligible computational cost compared to G, but also suffers from poor accuracy. Even if the individual models G and G l themselves are not smooth, the difference between these two models is likely to be a smooth, well-behaved function.
9 Therefore, we fit a GP regression to the difference between the two models, which can be thought of as a correction to the low-fidelity model. Such a combination of multifidelity models is described by Eldred and Dunlavy 9 in the context of additive and multiplicative surrogate corrections, and additive corrections are used by Choi et al. in design optimization of a supersonic business jet. 7 These corrected surrogates are then used in a trust-region optimization. To use the vocabulary in the literature, we advocate using a global additive surrogate correction on the low-fidelity model to perform global search using a two-stage method.
Denote the correction values obtained from the GP by G diff (x), and our approximation byG(x). Math-
Thus, each evaluation of the approximate model in Eq. 12 will involve evaluating both the low-fidelity model G l (x) and the GP regression G diff (x) for the correction values. Note that this approximation agrees exactly with the high-fidelity simulation at the points in D.
In reality, the GP actually yields a posterior probability distribution on the values G diff (x). This distribution completely determines the posterior probability distribution on the valuesG(x). Under the assumptions of a GP, this posterior distribution is a Gaussian, with meanĝ(x) =G(x) and variance σ 2 (x). The method of expected improvement as well as other global optimization techniques are still applicable, but with one significant difference: the objective functions for the auxiliary problem are no longer smooth. The branch and bound method from EGO can no longer be applied, and neither can the multi-start gradient descent methods described by Jones. 6 The two-fidelity model is depicted in the figure below. Fig. 2 .a. shows the low-fidelity model and a small number of high-fidelity samples. Fig. 2.b. shows the GP fit to the difference, or surrogate correction. Fig. 2 .c. shows the corrected approximation that matches the high-fidelity data exactly at existing designs, and Fig. 2.d. shows the expected improvement surface for this problem. While this may outwardly resemble the expected improvement curve in Fig. 1.d ., the crucial diference is that this curve need not be smooth. We would now like to invoke the technique of iterated maximization of expected improvement, exactly as described by Jones et. al, 3, 6 with the only difference being that we use a gradientfree method to solve the auxiliary problem. In this paper, we use a real-encoded Genetic Algorithm (GA) with a single-point crossover and no selection pressure.
IV. Results on Analytic Problems
In this section, we describe a few analytic test problems to test the performance of our multifidelity technique. The test problems chosen are the 3-and 6-dimensional Hartman problems, described by Dixon and Szegö, 17 and the 4-dimensional Woods problem, given by
These problems are smooth, and cheap to evaluate, but we pretend that they are expensive functions for testing purposes. In the next section we apply the technique to an engineering problem.
We artificially constructed 'low-fidelity' models for these functions by adding a simple analytical 'error' function to them. In the case of the Hartman problems, we used
This corresponds to a undulating error radially symmetric about the point a, with 'amplitude' A and 'frequency' ω. For both Hartman3 and Hartman6, A = 0.5, a = [4, . . . , 4]. For Hartman3, ω = 10, and for Hartman6, we used ω = 25. A plot of the radial variation of this error is shown in Fig. 3 . For the Woods problem, we used a relatively simple error model, given by the quadratic 10
In all cases, we attempted to ensure that the low-fidelity model did not share the optima of the high-fidelity model, and whose direct optimization was therefore misleading.
We apply the method of maximization of expected improvement using this two-fidelity analysis, as described in Sec. III. The main objective here is to test the applicability of these gradient-free techniques to this highly multi-modal auxiliary optimization problem, and the resulting performance of the overall algorithm, as shown in Alg. 1. For the Hartman3 and Hartman6 problems, we compare the results to those obtained by using the EGO algorithm. Construct GP using maximum likelihood to set hyperparameters (see Rasmussen and Williams. 11 )
4:
Maximize expected improvement over X using a gradient-free optimizer.
5:
Sample G(x) at the point that maximizes expected improvement. 6: until termination To compare multiple runs of the algorithm, we specify a 'sample budget' that determines termination. For Hartman3, we start with 20 initial samples and allow 20 additional high-fidelity evaluations. For Hartman6, we start with 32 initial samples and allow 60 total high-fidelity evaluations. For the Woods problem, we start with 40 initial samples and take 40 additional samples through the optimization process. In contrast, the maximum number of low-fidelity evaluations was fixed at 4000 for all problems.
Shown in Fig. 4 are summaries of 10 trials of Alg. 1 on these academic test problems. The aim was to compare the performance with and without the use of the low-fidelity model. To remove effects of the initial sample set, we used the same set of initial Latin Hypercube samples for both algorithms on a given trial. Of course, this initial set was varied from trial to trial. The results are plotted by showing the best design found at each stage of the algorithm. The solid line represents the sample average performance, and the shaded regions represent the 95% confidence interval for this average. In the case of the Woods problem, a semilog plot is used, so we cannot plot the confidence intervals as before. Instead, in addition to the sample average performance, we also plot the best and worst performance with thin lines. The thin black lines represent the true optima of the Hartman problems. The optimum for the Woods problem is 0. We can see that the presence of the low-fidelity model greatly reduces the variance of the algorithm from trial to trial. In other words, the dependence on the initial set of samples, and consequently on the data fit constructed from them, is reduced. The discovery of optima is also much quicker. This is due to the reduced uncertainty in the multifidelity function approximation, which reduces exploration. Note that the uncertainty in the two-fidelity case is about as large as the variations in the surrogate correction, whereas in the single-fidelity case, it is as large as variations in the objective function itself. Usually, the latter are much larger than the former. In the case of the Hartman problems, we note that the performance, even in the single-fidelity case, is comparable to or better than that claimed by Jones et al. 3 This seems to confirm that the gradient-free optimizer for the auxiliary problem is indeed performing satisfactorily.
V. Supersonics Application: Axisymmetric Bodies With Low Wave Drag
The method described above is intended for use on conceptual aircraft design problems, where the various levels of fidelity range from, say, Euler simulations, which take minutes or hours to run, to lower fidelity codes that run in a few seconds. For instance, Fig. 5 shows an area-rule approximation, 3-D panel-method representation, and an Euler code representation of a supersonic airplane. Whereas the Euler code runs in several minutes, the panel code runs in a few seconds, and the area-rule method runs in a fraction of a second, and yet the two low-fidelity methods still provide acceptable accuracy over large regions of the design space. During the design process, we would like to evaluate these low-fidelity simulations extensively, and yet discover designs that are considered good by the high-fidelity simulation. In this section, we describe the application of our two-fidelity optimization technique, not to a full airplane design problem, but a simpler engineering application in supersonics.
a. Area-rule.
c. Euler code. 
A. Problem Statement
The problem is one of minimizing the drag of an axisymmetric body in supersonic flow. The body has a fixed length and either a fixed cross-sectional area or a fixed enclosed volume. We are allowed to vary the axial radius distribution in order to minimize drag, subject to the constraint on cross-sectional area or enclosed volume. If the flow is assumed inviscid, then the only source of drag is wave drag. Further, assume that the shock waves created by the body are of negligible strength. Finally, the body is assumed to be sufficiently slender that it is valid to apply the flow-tangency boundary condition at the flow-aligned axis of revolution, rather than at the body surface. Under these assumptions, the volume wave drag coefficient for such a body can be approximated as
Here, A(x) and A (x) denote the area distribution and its second derivative, r 0 is the maximum radius of the body, and x 1 and x 2 are integration variables. For a given cross-sectional area, the radius distribution of an axisymmetric body that minimizes the wave drag approximation in Eq.15 is given by
L 2 . Similarly, given the enclosed volume, the optimal radius distribution is
with
2L 2 . These are the well-known Sears-Haack bodies. For bodies with high fineness ratios, using the 3-D panel method A502/PAN AIR, 18 which applies the boundary condition at the surface of the body, but still assumes weak shock waves, yields good agreement with the prediction generated by Eq. 15. As the fineness ratio decreases, however, the difference between the two wave drag predictions grows. This is to be expected: applying the boundary condition to the axis of revolution is less valid for bodies with low fineness ratios. At a fineness ratio of 20, the difference between the wave drag computed using Eq. 15 and using the panel code is roughly 4%. But at a fineness ratio of 10, the difference has grown to 9%. This demonstrates the need for a multifidelity approach; the low-fidelity code trades accuracy for speed, and we need a method that exploits this trade-off. We would like to leverage the information in the low-fidelity model without incurring all the costs of inaccuracy.
Note that PAN AIR itself may be considered a low-fidelity analysis for some applications. While this is true, and while we could have potentially used, for instance, an Euler code as the high-fidelity method, the main purpose of this example problem is to demonstrate the efficacy of the method. In the interests of low computational costs, we used A502 as the high-fidelity method, whereas the area-rule method is used as the low-fidelity method.
B. Parametrization and Optimization
The optimization problem can be posed in the following way.
Here the design variables δr i are deviations from a nominal design, in this case, a parabolic radius distribution, specified at a given set of 13 locations along the axis of revolution. The radius for any value of x is found using an Akima spline fit 19 to the specified radius distribution. Depending on the problem statement, either the maximum radius or the enclosed volume is constrained.
The optimization problem in Eq. 18 was originally stated using an equality constraint on either total volume or maximum radius, but using an inequality constraint does not alter the solution. Writing the constraint as c(δr i ) ≥ 0 does not affect the solution because, for fixed body length, any body of a certain maximum radius (or enclosed volume) has lower drag than the corresponding Sears-Haack body, and SearsHaack bodies of increasing radius or enclosed volume have increasing drag. So we pose the problem as follows. min
For bodies with low fineness ratios, it is expected that the solution to the problem in Eq. 19 will differ from the Sears-Haack bodies. We apply the multifidelity techniques described in Sec. III, using the equivalent area method as the low-fidelity analysis and the panel code A502 as the high-fidelity analysis. We also made a small modification to Alg. 1. Note that a set of initial samples is required to initialize the GP model. In the single-fidelity algorithm, the data fit to the high-fidelity objective is initialized using these samples. Firstly, these samples are not placed with any intention of optimization; in fact, they are often generated randomly, often using Latin Hypercube sampling. Secondly, the our initial model is formed solely from these random samples, and this means that the subsequent performance also depends on this 'luck of the draw'. In contrast, in the two-fidelity method, we already have a model of the objective. We can start the expected improvement algorithm without taking any initial samples. This just means that the surrogate correction is assumed constant at 0, with a constant uncertainty. Therefore, the first promising point in the two-fidelity method will be the optimum of the low-fidelity model; this is indeed quite reasonable.
C. Results and Discussion
We now present the results of applying our two-fidelity optimization techniques to this problem. The algorithm was implemented in Java, while computations were carried out on a Linux server using Intel Xeon processors @2 GHz, with a total of 4 nodes, 4 cores per node, and 4.0 GB of RAM per node.
Bound-constrained Problem
First, we tested a simpler, bound-constrained version of the radius-constrained problem by fixing the maximum radius at the middle of body along the stream-wise coordinate. The remaining 12 control radii are left as design variables with bound constraints. The body itself was 100 units long, with a fineness ratio of 10, that is, with a maximum radius of 5 units. The Mach number was set at 1.5. The single-fidelity algorithm was initialized with 20 Latin Hypercube samples, evaluated using the high-fidelity code. Then, we ran 40 iterations of the expected improvement algorithm, using a real-encoded Genetic Algorithm (GA) for the auxiliary optimization problem. This GA used a 100 generations of a 200-member population. Note that this implies that, for every high-fidelity evaluation, our algorithm evaluated the low-fidelity model d 20,000 times. This is exactly the sort of approach we would like to take, since evaluating the area-rule code has negligible costs compared to evaluating the high-fidelity code. The designs found by this approach after a total of 60 high-fidelity evaluations are shown in Fig. 6 . The single-fidelity version of the algorithm is the same as that by Jones, 6 but we use a GA for the auxiliary optimization rather than multi-start local search. Using the two-fidelity method, A502 (the high-fidelity code for this problem) predicts a significantly lower drag for the best-found design than for the Sears-Haack profile. In fact, almost all the designs discovered by the algorithm are better than this linear-theory benchmark. This is fairly promising, since the algorithm found several good designs in 12 dimensions, using a total of 60 high-fidelity evaluations. Using these, we corrected the low-fidelity code in some relevant regions, thus improving in the search. We also see that the high-fidelity model is required: the low-fidelity model predicts a higher drag for the best-found design than the Sears-Haack design. Indeed, the low-fidelity model will predict something very close to the Sears-Haack body as having minimum drag. Since we specify only 13 points (plus the sharp nose and tail) and fit a piece-wise cubic function to these points, the profile cannot precisely match the Sears-Haack profile, which is not cubic. Fig. 6 shows the optimization history using one and two fidelities respectively. In the case of the singlefidelity method, as indicated by the red vertical lines, there were several times that A502 failed to analyze the given configuration, owing to the occurrence of super-inclined panels or singularity of the AIC matrix. This problem was ameliorated by using a low-fidelity model, which increases the accuracy of the surrogate model, and thereby prevents the algorithm from sampling obviously poor designs. Also notice that, unlike the single-fidelity method, the two-fidelity method almost never evaluates designs with very high drag. This is because the low-fidelity model 'steers' the algorithm away from obviously bad regions of the design space.
A Note on Convergence
Contrary to conventional smooth optimization algorithms, these Bayesian methods do not usually lead to a monotonic decrease in the objective function of successive samples, because they place some emphasis on lack of information: once the uncertainty in a certain region becomes large enough to warrant exploration, these algorithms place samples there, in the hope that within the large uncertainty there lurk potentially good designs. In fact, Jones 6 cites a theorem by Torn and Zilinsksas that states that, in order for an algorithm to converge to the global optimum of any continuous function on a compact space, its iterates must be dense in that space: this essentially means that we have to accept that any algorithm that hopes to discover global optima of continuous functions must, in the limit, degenerate to exhaustive search. Finally, note that 60 function evaluations in 12 or 13 dimensions is very far from being a good coverage of the design space, and therefore any conclusions about 'convergence' are of dubious validity. All that we can say is that with a rather small number of high-fidelity function evaluations,
Inequality-constrained Problem
Next, we consider the volume constrained problem, where the volume enclosed by the body of revolution needs to be greater than or equal to a specified volume, in this case 4200 units. In this case, we used two-fidelity models for both the objective function and the constraints. The models used for the objective function (wave drag) were the same as in the bound-constrained case. The actual radius distribution for the body is computed using an Akima spline to the control points, but for a low-fidelity model for the volume, we created a body of revolution by linearly interpolating between the control radii, and used its volume as a surrogate for the volume of the spline-interpolated radius distribution. The results are shown in Fig. 7 . We see that almost all designs evaluated are feasible: this is mainly because of the relatively small error in the low-fidelity volume model, which consistently under-predicts volume. Once a few data points are obtained to map out this difference, the two-fidelity approximate model accurately predicts feasibility of new designs. As before, we have found almost all of the discovered designs are better than the linear-theory optimum, and this was achieved with only 60 function evaluations in a 13-dimensional design space. Of course, the low-fidelity models have been evaluated thousands of times, but at negligible computational cost.
VI. Conclusions and Future Work
In this paper, we investigated techniques for optimization of expensive functions using multifidelity analyses. In particular, we do not restrict attention to smooth objective and constraints. Such functions are often encountered in engineering design problems, and are nonsmooth either due to the physics, or due to the presence of iterated loops or look-up tables. Conventional optimization techniques are not well suited to such problems, owing to the shortage of resources to run the analyses sufficiently many times, or due to premature termination of the optimization methods, or failure to explore the design space. Usually, the designer has at his disposal lower-fidelity codes that provide valid results over large regions of the design space, but suffer inaccuracies in some regions. It would be beneficial to use these low-fidelity codes for the majority of evaluations used in the optimization, with a few strategically-placed high-fidelity evaluations.
Existing methods in the literature overcome various pieces of this problem. Jones et al. 3, 6 refined methods initially proposed by Mockus et al., 1 and developed the EGO algorithm for exploration of the design space by maximizing expected improvement. Schonlau et al. 4 have extended this method to handle constraints. The method, however, is mainly applicable to optimization of a single smooth function. Booker and Dennis
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have designed a Surrogate Management Framework that uses trust-region pattern-search methods for local search on expensive functions. Choi et al. 7 describe the use of multifidelity methods to generate corrected low-fidelity approximations that are subsequently used for optimization. Alexandrov et al 8 and Eldred and Dunlavy 9 have described several methods for local optimization of a smooth function using multifidelity techniques. In this paper, we combine the advantages of the above methods by extending the method of maximizing expected improvement to the case where there are analyses of two fidelities available. In our case, the auxiliary problem of maximizing expected improvement is nonsmooth, and we use simple gradient-free techniques on this problem.
We presented results of applying this method to a few academic problems, where we show that a good low-fidelity model can drastically improve optimization performance. We also present results of application of the technique to a simple supersonic design optimization problem using analyses of two-fidelities. We see that our two-fidelity approach yields good designs with very few high-fidelity function evaluations, although it uses thousands of low-fidelity function evaluations. This, however, was precisely the goal we began with: we want to use low-fidelity function evaluations as far as possible, and use a few well-placed high-fidelity evaluations to aid the search process.
The present work only addresses the case where we have one simulation that is very inexpensive to evaluate, and one that is considered 'the truth'. In reality, there may be an array of these simulations, ranging from the cheapest to the most accurate. We are presently developing a sequential technique that extends our two-fidelity method to the case where there are several fidelities. As mentioned in the text, the expected improvement algorithm is a greedy algorithm, and does not account for the fact that, at any intermediate stage of the algorithm, we have multiple high-fidelity function evaluations remaining. Rectifying the myopic nature of this algorithm is very difficult for multiple reasons both mathematical and computational. This is an interesting avenue for research. From an applications perspective, we intend to apply these methods to the conceptual design of a more realistic aircraft configuration.
