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Abstract. Old printed documents represent an important part of our cultural heri-
tage. Their digitalization plays an important role in creating data and metadata.
The paper proposed an algorithm for estimation of the global text skew. First,
document image is binarized reducing the impact of noise and uneven illumination.
The binary image is statistically analyzed and processed. Accordingly, redundant
data have been excluded. Furthermore, the convex hulls are established encircling
each text object. They are joined establishing connected components. Then, the
connected components in complementary image are enlarged with morphological
dilation. At the end, the biggest connected component is extracted. Its orientation
is similar to the global orientation of text document which is calculated by the
moments. Efficiency and correctness of the algorithm are verified by testing on
a custom dataset.
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1 INTRODUCTION
Old printed documents like manuscripts, printed books, historical maps, newspa-
pers and journals [1], and monographs represent an important part of our cultural
heritage. It is quite common for such documents to suffer from slight degradation
problems. They include variable illuminated background, ink seeping, smear and
strains. These phenomena make the process of image preprocessing difficult pro-
ducing recognition errors. Therefore, appropriate methods should be developed to
remove such noise from historical documents during digitalization.
In document automatic recognition systems, the quality of the input image is
crucial to the final performance. During the scanning process, the effects that in-
clude noise and skew are unavoidable. These components can damage the image
and decrease the performance of the recognizer. Skew correction plays an impor-
tant role in the image preprocessing. A small inclination in document image can
interfere in the layout analysis and consequently, in the rest of the process. Hence,
the appearance of the skew in document image leads to the significant failures in
the optical character recognition (OCR) system. It is true, because the OCR sys-
tem shows a considerable sensitivity to any skew appearance in document image.
Hence, the skew detection is a key element in digital image analysis and process-
ing [2, 3, 4].
The old printed documents are characterized with shape regularity as any other
printed text [2]. Hence, it contains letters with similar sizes. The distance between
text lines is adequate, which facilitates separation of text lines. The orientation of
the text lines is similar. It constitutes the uniform text skew, which is called the
global text skew. Due to the nature of the printed text, each object in a document
image incorporates similar or the same text skew attribute. In order to exclude
noise or redundant elements, a preprocessing step is mandatory. This type of pre-
processing step is sometimes called filtering [5]. It includes decision making process
of excluding data from document image based on geometrical filters. In order to
discard components which are likely to correspond to non-textual objects, some at-
tributes of text are specified and classified [5, 6]. The selection of filters is based
on the analysis of some internal features, which are inherent to itemize connected
component and its neighborhood. Its task is to eliminate the connected components
which have a low probability of being text objects. Typically, these features are area,
density, width to height ratio [5], or some other inherent geometrical attributes [6, 7].
Different techniques that incorporate morphological and geometrical transfor-
mations have proven to be very efficient methods for a text skew estimation. In
such a way, morphological transformation means the use of image dilation and ero-
sion along with structuring element characterized by different length [8, 9, 10]. It
implicit methods that incorporate morphological transformation proved correctness
with low absolute error values. Furthermore, such type of method sometimes in-
corporates moment analysis. Moments measure the pixel distribution in the im-
age [11, 12, 13, 14]. Accordingly, they are sensitive to the rotation, which makes
them suitable for text skew identification. However, this method is applicable only to
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the single skew estimation [6], i.e. global text skew. A method based on geometrical
transformation is proposed in [16]. It detects a dominant skew in document images
using piecewise covering of document objects by parallelograms. The method proved
to be very accurate, but the skew angle range is limited to 15◦. The improvement
of the method is proposed in [17]. A much more complicated method is proposed
in [6]. It includes a complex preprocessing stage, which is established by multi-step
geometrical filtering as well as multi-stage decision making process. Furthermore,
the global text skew is identified with cross-correlation method, which is applied to
the remained connected components. At the end, the local text skew is calculated
by the least square method. This technique performs local skew estimation, reli-
able text localization without restriction on a skew angle value. However, this is
a multi-stage and computer expensive method.
In the paper, we propose a robust algorithm suitable for the recognition of text
skew in the old printed documents mainly made by typewriter like letters, techni-
cal notes, etc. Such type of documents are typically characterized with dominant
skew, i.e. global text skew. The first stage of the algorithm is binarization. It re-
duces the impact of noise and uneven illumination creating the binary document
image. In order to exclude redundant data, binary image is statistically analyzed
and processed. Accordingly, the considerable attention is paid to statistics oriented
preprocessing of binary document image. In this step, text elements classified in
the group that represents the smallest and largest text heights are excluded. The
exclusion of items is based on the percentile level of the object heights distribution.
Furthermore, the convex hulls are established encircling each text object. They are
filled inside and later joined to create connected components. Then, the connected
components in complementary image are enlarged with morphological dilation. At
the end, the biggest connected component is extracted. Its orientation is similar to
global orientation of text document, which is determined by the moments [5, 14].
Efficiency and correctness of the algorithm are verified by testing on custom dataset.
Organization of this paper is as follows. Section 2 describes the proposed algo-
rithm. Section 3 defines text experiments. Section 4 shows test result and discusses
it. Section 5 makes conclusions.
2 PROPOSED ALGORITHM
The proposed algorithm identifies global text skew of the printed documents, which
represents the dominant text skew of the whole document. It consists of the steps
that follow:
1. Binarization.
2. Statistical analysis and preprocessing.
3. Text skew estimation based on the extended convex hulls.
Binarization reduces the uneven illumination of the image background and cre-
ates binary document image. In order to exclude noise and redundant data, statis-
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tical analysis based on the object size distribution is performed. Accordingly, the
lowest value of covariance gives the best results of the estimated text skew devi-
ation. Hence, it shows the way how to choose the optimal percentile distribution
ranges of text object heights in document image to discard redundant data. Then,
the algorithm for text skew estimation based on convex hulls is applied to that
image creating connected components. They are enlarged with a morphological op-
eration. The biggest connected component is extracted. Its skew is detected with
moments. At the end, the starting document image is rotated with the detected
text skew.
2.1 Binarization
The binarization method adopts both global [18] and local adaptive thresholds [19].
It consists of three steps. First, multiple candidate thresholds are found via calcu-
lating the flatness of the histogram of the original gray image. Those pixels, which
represent background or foreground pixels definitely, are selected by comparing with
the largest threshold or the preset foreground threshold. The remained gray pixels
will be binarized by the adaptive thresholding method in the next step. Second,
we get the binarized results of the remained gray pixels by calculating adaptive
threshold according to the mean and variance of the intensity levels in a local win-
dow. The statistical parameters such as average run-length are calculated for the
binarized image. If the statistical parameters are normal values for text images, for
example, the average run-length is in the range of normal average stroke widths, the
binarized image is accepted. Otherwise, the original gray image will be binarized in
the final step. Finally, a global threshold will be calculated by a histogram analysis.
The multiple candidate thresholds found in the first step are checked one by one if
the binarized image has normal value of the average run-length. If more than one
threshold are feasible, the largest one is selected. If none of the candidate thresholds
meets the requirement of the average run-length, the intensity level G which has the
largest found value in the histogram, and G-E is taken as the global threshold. The
value of E is determined empirically. In our experimental settings, E is assigned as 1.
As a result, document image is transformed into a binary matrix B with M rows, N
columns and two intensity levels {0, 1}. Figure 1 shows the document image before
and after binarization process.
2.2 Statistical Analysis and Preprocessing
Each distinct element in the binary image represents the object commonly called
a connected component CC. They usually correspond to separated characters, frag-
ment of characters or even some noise elements. The primary task of the preprocess-
ing stage is to disqualify superfluous data. In order to exclude redundant data from
the image, the analysis of the object size distributions is performed. Figure 2 shows
the histograms of object heights CCheight distributions in the document image for
different skew angles. The histograms are plotted with the class which width is equal
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a) b)
Figure 1. Document text image: a) before binarization, b) after binarization






where Ni is the number of data in each class, while N is the total number of data.
These objects are excerpts from document image rotated at different angles, i.e.
0◦, 10◦, 20◦ and 30◦. The histogram of the same document image rotated at different
angles are drawn with a different number of data. For example, the histograms are
drawn with the following number of data: a) the angle 0◦ with 541 data, b) the
angle 10◦ with 528 data, c) the angle 20◦ with 522 data, and d) the angle 30◦ with
522 data. It is a consequence of the object size enlargement established by joining
different objects due to the rotation angle. However, histograms are normalized
to 1, i.e. to distribution functions. Hence, a different number of data cannot be seen
on histograms. Furthermore, the histograms have a considerable number of cavities
(class without data) on the left and right tails. In order to clearly present the
cavities in histograms, the left and right tails are zoomed and shown as sub-images
in Figure 2. This phenomenon is more expressed for larger skew angles. Taking these
facts into account makes the document image preprocessing even more difficult.
The elements from the tails of the histogram should be excluded because they
represent redundant data. These redundant data include small characters, part of
characters, noise elements in the left tail, and big characters or objects primarily
extended due to text skew by joining connected components from different text lines
in the right tail. However, some caution in data extraction is mandatory. For statis-
tical analysis, the number of data elements should be representative. Typically, the
number of text elements in the document image representing each page is between
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Figure 2. Distributions of object heights in document image: a) skew angle 0◦, b) skew
angle 10◦, c) skew angle 20◦, d) skew angle 30◦
500 and 2 000 elements. Such number of data is representative from the statistical
point of view [20]. Furthermore, due to the nature of a printed text, each element
incorporates similar or the same text skew attribute. In order to exclude noise or
redundant elements, text elements with smallest and largest heights can be freely
excluded. However, the right questions is what is the amount of data that should
be excluded.
The proposed method is based on data rejection linked with the object heights
that do not fall within ranges based on the percentile values of distribution. The
percentile of the distribution is the value of a variable below which a certain percent-
age of observations fall [20]. In order to optimize data rejection process, percentile
distribution ranges of 5–95 %, 10–90 %, 15–85 %, 25–75 % are investigated.
To find the optimum percentile distribution range for data reduction, the covari-
ance analysis of two random variables X and Y is made. Let the random variable
X represent the difference between maximal and minimal object heights, and the
random variables Y represent the difference between the measured and the reference
text skew.
Briefly, the variance of a variable is the measure of data dispersion, while the
covariance indicates how two variables vary together. Covariance between random
variables X (with values x1, x2, . . . , xN) and Y (with values y1, y2, . . . , yN), with
same number of values N , is given as [20]:





[(xi − x)(yi − y)] . (2)
For uncorrelated values X and Y the covariance is zero. For correlated variables
the covariance is different from zero. If the cov(X, Y ) > 0, then Y will tend to
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increase as X increases, and if cov(X, Y ) < 0, then Y will tend to decrease as
X increases. Therefore, the minimum value of the absolute covariance between X
and Y leads to the smallest output value Y for the full range of input values X.
Figure 3 shows difference height values for different choices of percentile distri-
bution ranges.
It indicates distinctive values in a distribution like minimum heights, maximum
heights, mean and median as well as used percentiles for the document image, which
is rotated for the full range of angles (up to 30◦). Above statistical approach, which
uses text elements with their heights is proposed in decision making process of
detecting redundant data. Accordingly, the color part of images represents data
which are included in further processing (see Figure 3).
Figure 4 shows the exclusion of redundant data given in the text image.
2.3 Text Skew Estimation Based on the Extended Convex Hulls
The algorithm for the text skew estimation, which is proposed in [13, 21], exploited
the bounding boxes to define and extract the text regions. It can be said that they
are the prerequisite for the connected component creation. In contrast, the convex
hull [22] is the smallest convex polygon that contains all its points. Hence, the
convex hull includes a smaller region than the bounding box [15]. This circumstance
is shown in Figure 5.
As can be seen from Figure 5, the fragments of touching neighbor text’s object
could be reduced by using convex hulls instead of bounding boxes. Accordingly, we
decided to use the above approach in the algorithm.
The algorithm starts when the convex hulls are designated around the text ob-
jects in complementary document image. They assign the regions that will be filled.
After filling process, they establish closed regions. Currently, some of the closed re-
gions are joined. They create short connected components (CC). Such a text image
is given with matrix C. To correctly estimate the text skew, connected components
should be extended in order to emulate a full or partial text line. Hence, morpholog-
ical dilation is applied to the complementary image C. This way, the adjacent CC’s
are merged establishing parts of the text line. Structuring element S representing
a horizontal line with variable width is used. In order not to touch or join separate
neighbor text lines, the width of the line should be chosen carefully. It heavily de-
pends on height of each CC. Empirically, it is given as approximately 30 % of the
connected component’s height. Furthermore, it should be noted that suppression
of redundant data will exclude the connected components with the smallest and
the biggest heights (part on the left and the right tail from histogram) before the
application of morphological operators (see Figure 6 d) for reference). This way,
the probability of merging the connected components from neighbor text lines is
minimized. Morphological operation is given as:
Y = C⊕ S. (3)
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Figure 3. Difference height values inclusion for different ranges of percentile distribution:
a) percentiles 5–95, b) percentiles 10–90, c) percentiles 15–85, d) percentiles 25–75
a) b)
(c) d)
Figure 4. Redundant data excluded with a proposed statistical approach for the text skew
of 8◦: a) percentile range 5–95, b) percentile range 10–90, c) percentile range 15–85,
d) percentile range 25–75
It is clear that the longest connected component in Y is characterized with the
orientation similar to dominant text skew [13, 21]. In order to identify dominant text
skew, the longest connected components should be extracted. To find it, Euclidean
distance between the most bottom point p(xp, yp) and the most top point q(xq, yq)
of each connected component CC is calculated. The longest connected component
CCL is extracted by finding the connected component with the longest Euclidean
distance:
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a) b) c)
d) e)
Figure 5. Comparison between connected components and convex hulls: a) fragment of
the text, b) fragment of the text with extracted bounding boxes, c) fragment of
the text with extracted convex hulls, d) extracted bounding boxes, e) extracted
convex hulls
CCL = max︸ ︷︷ ︸
k
(√
(xkp − xkq)2 + (ykp − ykq )2
)
, (4)
where k = 1, . . . , K is the total number of connected components.
Furthermore, the orientation of the longest connected component CCL should be
identified by an appropriate method like the moments. Moment defines the measure
of the pixel distribution in the image. It depends on the object contour. Moments







where p and q = 0, 1, 2, 3, . . . , r, and r represents the order of the moment. The






(i− x)p(j − y)q. (6)
The image feature which represents the object orientation θ is obtained from
the moments. It illustrates the angle between the object and the horizontal axis.










Hence, the orientation of the longest connected component CCL can estimate
the global text skew θ. According to the orientation θ, the initial document image
is de-skewed.
Figure 6 shows all steps of the proposed algorithm for text skew estimation.





Figure 6. Different steps of the text skew algorithm: a) initial document, b) binarized
document, c) preprocessing exclusion, d) convex hull extraction, e) CC extension
with morphology, f) longest CC extraction, g) document de-skew
3 EXPERIMENTS
The main goal of the experiment is the evaluation of the algorithm’s ability to
estimate a text skew. It is performed on real datasets. Dataset samples are rotated
for the angle θ, from 0◦ to 10◦ by 1◦ and from 10◦ to 40◦ by 5◦ steps around the
origin. It is shown in Figure 7.
Dataset consists of document images in Latin, Cyrillic and Chinese. Some of
them represent document samples that are older than 100 years. The samples are
obtained by scanning at the resolution of 300 dpi. Figure 8 illustrates samples from
the dataset.
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Figure 7. Document image rotation
The results obtained after the algorithm’s application to dataset samples are
evaluated by the absolute deviation:
∆θA = |θREF − θA|, (8)
where θREF is the reference skew of the input text sample and θA is text skew
estimated by the algorithm. Reference skew is obtained by rotating the image
around origin for given angles. However, some of the samples from database are
parts of Document Image Skew Estimation Contest – ICDAR 2013 with previously
defined skew angles.
4 RESULTS AND DISCUSSION
Measured results are obtained for different percentiles range in the preprocessing
stage of the algorithm. These results, in a form of absolute deviation for the full
range of rotation angles (0◦−40◦) applied to document image from dataset, is shown
in Table 1. They can be classified as:
• for data excerpt from percentile range 5-95 the absolute deviation is from 0.0221◦
to 0.7996◦ with average value of 0.3786◦,
• for data excerpt from percentile range 10-90 the absolute deviation is from
0.0115◦ to 0.4988◦ with average value of 0.1863◦,
• for data excerpt from percentile range 15-85 the absolute deviation is from
0.0221◦ to 0.7471◦ with average value of 0.3131◦,
• for data excerpt from percentile range 25-75 the absolute deviation is from
0.0221◦ to 2.8414◦ with average value of 1.1733◦.
Figure 9 shows cov(X, Y ) as a function of the percentile distribution range ob-
taining from the results of our experiment. Because of the choice of X and Y , if the
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a) b)
c) d)
Figure 8. Samples from dataset: a) Latin document, b) Serbian Cyrillic document, c)
Chinese document, d) Greek Cyrillic document
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Percentiles 5–95 10–90 15–85 25–75
θREF (
◦) ∆θ
0 0.1055 0.1031 0.6296 0.2531
1 0.1006 0.3074 0.6840 0.0290
2 0.7337 0.0634 0.1067 0.1067
3 0.7371 0.0260 0.1587 0.1587
4 0.7871 0.0115 0.0239 0.2157
5 0.2458 0.0437 0.2458 0.2458
6 0.0221 0.2362 0.0221 0.0221
7 0.2889 0.2732 0.2889 0.2889
8 0.7996 0.0551 0.0504 0.0504
9 0.7842 0.2182 0.0987 2.3029
10 0.2775 0.0724 0.2775 2.1543
15 0.3697 0.2931 0.2939 2.6840
20 0.3497 0.2984 0.5437 2.8414
25 0.2223 0.4988 0.3462 1.7993
30 0.2245 0.2410 0.7471 2.5398
35 0.1856 0.2147 0.3882 2.0709
40 0.2028 0.2114 0.4171 2.1832
Average (0◦–40◦) 0.3786 0.1863 0.3131 1.1733
Table 1. Absolute deviation ∆θ vs. percentiles range choice
covariance has the lowest value, then the estimated text skew deviation will be the
smallest. According to the experiment, the best results are obtained for 10–90 %
percentile, which uses 80 % of measured data around the mean value (see Table 1).
This way, it is shown that decision of choosing the relevant text data from aforemen-
tioned percentile range is the right choice of the algorithm for text skew estimation
which is based on boundary growing area. Hence, the proposed methodology can be
used for excluding redundant text elements in each document image. Consequently,
it can be used as a standard methodology for disregarding the redundant data using
such types of the algorithm.
The proposed algorithm has the average absolute deviation of 0.1863◦ for the
text skew angle θ up to 40◦. This result is slightly better than the value of 0.1934
which is obtained in the experiment applied to the same database for the algorithm
proposed in [16]. Furthermore, Chou’s algorithm is supposed to be used for the skew
angle range 0◦–15◦ only. Therefore, our algorithm has quite acceptable values of the
absolute deviation in the wide range of angles. Typically, the absolute deviation
of 0.1◦– 0.2◦ for the text skew angle range of up to 15◦ is considered to be good
results [16, 17]. Furthermore, the algorithm has been applied to different types of
documents (including a part of Document Image Skew Estimation Contest – ICDAR
2013) and different types of letters. It can be used for detecting skew in documents
like letters, technical articles, journals, dictionary, project documentations. It shows
a correctness and robustness in various occasions. However, it cannot identify the
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Figure 9. Absolute covariance vs. percentiles choice for the full range of angles (0◦– 40◦)
text skew immanent to comics, especially if the text in pictures is not relevant as
an input to determine the text skew. Furthermore, it does not have the versatility
of multi-stage methods. These methods include complex procedures of geometrical
filtering in preprocessing stages in order to exclude redundant data [5, 6]. However,
such methods are much more computer time intensive.
In further developing steps, proposed method should be expanded with the in-
clusion of some additional geometrical filtering steps. These steps will contribute to
lower dispersion of absolute error value (up to 0.1◦).
5 CONCLUSIONS
The paper proposed the robust method for the estimation of the global text skew.
It was based on the convex hull extraction over the text in a document image.
Furthermore, convex hulls were extended with binary morphology. After that, the
longest object was extracted. On the basis of its contour, the moment based method
estimated its orientation, which represents the global text skew. The method was
examined on the real dataset representing document images in Latin, Cyrillic, Greek
and Chinese. It showed good results in estimating the global text skew of document
images given in the resolution of 300 dpi. The obtained results are quite promising.
Further improvement of the method will be made toward the inclusion of the ad-
ditional geometrical filtering in the preprocessing stage, which is supposed to lower
the dispersion of the absolute error value.
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