Lindblad approximation and spin relaxation in quantum electrodynamics by Amour, Laurent & Nourrigat, Jean
ar
X
iv
:1
91
1.
10
48
1v
1 
 [m
ath
-p
h]
  2
4 N
ov
 20
19
Lindblad approximation and spin relaxation
in quantum electrodynamics
L. Amour, J. Nourrigat
Universite´ de Reims, France
Abstract
This article is concerned with the time evolution of a 1
2
-spin particle in a constant external magnetic field
with the quantized electromagnetic field (photons). We derive a Lindblad (or GKLS) type approximation
of the spin dynamics together with a precise control of the error coming from this approximation. The error
term is bounded by g2 where g is the coupling constant of the spin-photon interaction. The point here is
the uniformity in time t > 0 of this error control.
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1 Introduction and statement of the result.
1.1 Introduction.
Nuclear magnetic resonance (NMR) is the interaction with a constant magnetic field of one or several 12 -spin
particles fixed at different points of R3. NMR is studied by Bloch [4] in 1946 including the following two aspects.
On the one hand, the spin is viewed as a vector in R3 with a Larmor precession about the constant field. The
spin time evolution follows the so-called Bloch equations. On the other hand, ad hoc additional terms are
included in the Bloch equations in order to obtain the spin relaxation, that is, the property of the spin pushed
away from its equilibrium position to come back, in contrast to the initial Bloch equations. Note that, these
additional terms come from thermal agitation and interaction with other nuclei.
Our aim in this paper is to show that the spin relaxation can still be explained by a model of NMR in the
framework of quantum electrodynamics (QED), even if these fundamental physical phenomenons (thermal
agitation and nuclei interaction) are not included in the model.
Such a model is associated with a Hamiltonian operator introduced by Cohen-Tannoudji, Dupont-Roc and
Grynberg [6] (see also Reuse [19]) and is a particular case of the generalized spin boson model. These model
and Hamiltonian are called here CTDRG model and Hamiltonian. We were concerned to show that the initial
Bloch equations are an approximation of this Hamiltonian and our interest here is to prove that the spin re-
laxation is another approximation. These two distinct approximations of the same Hamiltonian occur in two
different regimes. The first approximation comes from the semiclassical expansion. The Bloch equations are
the semiclassical approximation of the CTDRG Hamiltonian (see [2]). The second approximation is a form
introduced by Gorini, Kossakowski and Sudarshan [12] and also by Lindblad [17]. According to the terminol-
ogy of [5], we can call GKLS operator (respectively GKLS approximation) this type of operator (respectively
approximation). It is often used, not for our model but for open quantum systems [13, 7, 22, 1]. It is the goal
of this work to show that the spin relaxation is a GKLS approximation of the CTDRG Hamiltonian.
This article is concerned with the case of one fixed 12 -spin particle, the case of molecules will be analyzed in a
subsequent work. In this simplified case, the physical system is constituted, on the one hand, of a spin fixed at
the origin interacting with an external magnetic field and on the other hand, of the quantized electromagnetic
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field. The model of CTDRG (see also Reuse) will be detailed in Section 2. The state Hilbert space of the system
is the completed tensor product Hph⊗Hsp where Hph is the space for photons and Hsp is the space for the spin.
The Hamiltonian of the system is a selfadjoint operator H(g) defined in Section 2, depending on a parameter
g being the coupling constant.
We are concerned with the evolution at time t > 0 of any given linear operator σ ∈ L(Hsp) (spin observable),
namely:
S(t, σ) = eitH(g)(I ⊗ σ)e−itH(g) . (1.1)
More precisely, we are interested in the average value of these observables with initial states in the photon
vacuum. The state Ψ0 stands for the vacuum in Hph which is a Fock space (see Section 2). One defines an
operator σ0(T ) in L(Hsp) with any arbitrary operator T in L(Hph ⊗Hsp) by:
< σ0(T )a, b >=< T (Ψ0 ⊗ a), (Ψ0 ⊗ b) >, (1.2)
for all a and b in Hsp. In particular, for any spin observable σ ∈ L(Hsp), for all a ∈ Hsp and for each t > 0,
< σ0(S(t, σ))a, a > stands for the average value of the spin observable σ at time t, with initial state Ψ0 ⊗ a
being in the photon vacuum. Thus, it is our objective to study an approximation of this average value, namely
σ0(S(t, σ)), as the coupling constant g goes to zero. Our main purpose here is then to construct an operator L
in L(L(Hsp)) satisfying for every unitary σ in L(Hsp) and for all t > 0:
‖σ0(S(t, σ)) − etg
2Lγtσ‖ ≤ Cg2, (1.3)
where ‖ · ‖ stands for the L(Hsp) norm and where C > 0 is a positive constant independent of t > 0. In (1.3),
γt : Hsp → Hsp refers to the unitary group of the spin free time evolution without quantized electromagnetic
field, that is, the Larmor precession and will be recalled below in (1.8). One also notes that the initial observables
in (1.1) are chosen as I ⊗ σ and not as P0 ⊗ σ where P0 denotes the projection on the photon vacuum like in
some earlier works (see, e.g., [22]).
The operator L will be defined in (1.11) below. One then recognizes in (1.11) the general form of GKLS
operators (see [17, 12] and also [5, 16]). These type of operators together with the associated semigroups are
studied in [12, 17, 11, 1]. GKLS approximations for similar but more specific models such as the two-level
(spinless) atom in the dipole approximation or spin boson model are considered in [13, 14, 22, 1, 20] but with a
control of the error in the weak coupling limit (see [23, 24, 7, 8, 20, 22]) and not in the sense of (1.3). Also note
that, in contrast to the semiclassical approximation or to the weak coupling limit approximation, the estimate
in (1.3) is uniform in t ∈ (0,∞).
Experimental data seem to indicate that σ0(S(t, σ)) should have a limit with an exponential rate of convergence
as time goes to infinity. This work proves that the approximation etg
2Lγtσ has already itself this latter property,
this point coming from the eigenvalues results for the operator L (see Section 3). We do not know whether
σ0(S(t, σ)) has or not a limit as t tends to infinity. In that direction, we point out the works of Hu¨bner Spohn
[14] and De Roeck Kupiainen [10] for similar models known as spin-boson model. For the model studied in [10],
the convergence of σ0(S(t, σ)) toward its limit occurs with a rate of convergence in O(t−α) for some α > 0. We
are also unaware whether or not the result of [10] can be applied to the CTDRG model.
1.2 Construction and properties of the GKLS operator.
The GKLS operator is defined with integrals involving the two free time evolutions (photons and spin). Let us
first mention some general facts concerning these two free dynamics.
Photon free evolution. The photon free Hamiltonian (without interaction) is an unbounded operator Hph in the
space Hph, both defined in Section 2 together with the single photon phase space HC.
We first focus on a particular standard class of operators in Hph known as Segal fields operators. We follow
all definitions of [18] regarding Segal fields. In particular, ΦS(V ) is an unbounded operator of the photon state
space Hph, for any element V belonging to the single photon phase space HC. Then, the three components of
the quantized electromagnetic field at a point x ∈ R3 are operators written as ΦS(Bjx) (j = 1, 2, 3) where the
Bjx are elements of HC and are defined by (2.1) in Section 2. In the sequel, we omit the subscript x from the
notations since we shall only use these fields at the origin and we therefore now write Bj instead of Bj0.
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The time free evolution of an operator (observable) A in Hph is defined by eitHphAe−itHph . Recall that for Segal
fields, the free evolution has the particular simple form:
eitHphΦS(V )e
−itHph = ΦS(χtV ), (1.4)
where χt is a linear map of the phase space HC and is given by (2.2).
The scalar product < Bj , χtBm > will play a crucial role and in particular its time estimate for all t > 0 when
j = m. According to (2.2) together with (2.1) fixing x = 0, one notices that:
< Bj, χtBm >= 0, if j 6= m (1.5)
and in the case j = m, one verifies that:
< Bj , χtBj >=
2
3
∫
R3
|χ(|k|)|2|k|
(2pi)3
e−it|k| dk = u(t), (1.6)
where χ is the smooth ultraviolet cut-off function in (2.1). See [22] for considerations on the cut-off function for
a more general model, namely the Pauli-Fierz Hamiltonian. This scalar product is also independent of j and
is denoted by u(t) in the rest of the paper. Then, it is easily checked using integrations by part in the radial
variable that, there exists C > 0 independent of t such that:
|u(t)| ≤ C
1 + t3
, t > 0. (1.7)
Spin free evolution. The free time dynamics of a spin observable σ ∈ L(Hsp), without the quantized elec-
tromagnetic field but in the presence of an external magnetic field Bext = (B
ext
1 , B
ext
2 , B
ext
3 ) 6= 0, is given
by:
γtσ = e
itHmagσe−itHmag , (1.8)
where Hmag is defined in (2.4) below.
For our purpose, it will be actually simpler to use the basis of L(Hsp) constituted with the eigenvectors of γt
(for fixed t). With the external magnetic field Bext = (0, 0, β) where β > 0, the basis is written as:
I, σ(1) =
1√
2
(σ1 + iσ2), σ(0) = σ3, σ(−1) = 1√
2
(σ1 − iσ2).
Note that σ(m)⋆ = σ(−m). One observes that:
γtσ(m) = e
2imβtσ(m), m = {1, 0,−1}. (1.9)
We shall often use the notation I = {1, 0,−1} in sequel.
Definition of the GKLS operator. Set:
dm =
∫ ∞
0
u(t)e2imβtdt, m ∈ I. (1.10)
The GKLS operator is defined by:
L(A) =
∑
m∈I
(Re dm)
[
σ(m)Aσ(m)⋆ − 1
2
[A, σ(m)σ(m)⋆]+
]
− i
2
[A,HL], (1.11)
where
HL =
∑
m∈I
(Im dm)σ(m)σ(m)
⋆ , (1.12)
for any A ∈ L(Hsp) (recall that σ(m)⋆ = σ(−m)). We also use the notation [A,B]+ = AB + BA. Then, one
recognizes in (1.11)(1.12) the standard form of GKLS operators.
Suppose that the external magnetic field is Bext = (0, 0, β) with β > 0. Then, the only hypothesis assumed in
this work is the following one (Fermi Golden Rule):
(FGR) χ(2β) > 0,
where the function χ is the smooth ultraviolet cutoff (see (2.1)).
Our first result concerns the eigenvalues of the GKLS operator.
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Proposition 1.1. Suppose that the external magnetic field is Bext = (0, 0, β) with β > 0. Then, the operator
L mapping L(Hsp) into L(Hsp) has I, σ(1), σ(0) + I and σ(−1) as eigenvectors. One has L(I) = 0 and the
three other eigenvalues have nonpositive real parts. Under the hypothesis (FGR), these three other eigenvalues
have negative real parts
This Proposition is proved in Section 3. We next state to the main result of the paper.
Theorem 1.2. Assume that the external magnetic field is Bext = (0, 0, β) where β > 0 and suppose that the
hypothesis (FGR) is satisfied. Then, there exists C > 0 such that, for all σ in L(Hsp) with unit norm and for
any t > 0, the inequality (1.3) holds true.
The proof of this Theorem is completed in Section 4.
2 The model.
The Hilbert space of the states of the system under consideration is the completed tensor product Hph ⊗ Hsp
where Hph and Hsp are respectively the Hilbert spaces of the free photons and of the spin particle.
Photons. The single photon Hilbert space H is the set of maps f ∈ L2(R3,R3) satisfying k · f(k) = 0 almost
everywhere in k ∈ R3 and where |f |2 = ∫
R3
|f(k)|2dk. One denotes by < f, g > the scalar product of two
elements f and g of H. The mapping g →< f, g > is here chosen to be antilinear. The photon phase space
is H2 and is often identified to the complexified space HC. The Hilbert space Hph of photon quantum states
is the symmetrized Fock space over HC denoted by Fs(HC). We also follow [18] for Fock space considerations
and notations, in particular for the usual operators, ΦS(V ), Γ(T ) and dΓ(T ), acting in Hph, for any V in HC
and any operator T acting in HC. The vacuum in Hph is here denoted by Ψ0.
Let Mω be the operator with domain D(Mω) ⊂ H and defined by Mωq(k) = |k|q(k) almost everywhere in
k ∈ R3. We denote in the same way the analogous operators defined on H2 or on the complexified space HC.
In the Fock space framework, the photon free energy Hamiltonian operator Hph is defined as Hph = dΓ(Mω).
The three components of the magnetic field at a point x ∈ R3 are defined using the elements Bmx belonging to
HC and written as:
Bmx(k) =
iχ(|k|)|k| 12
(2pi)
3
2
e−i(k·x)
k × em
|k| , k ∈ R
3\{0}, (2.1)
where the function χ (smooth ultraviolet cutoff) belongs to S(R) and where (em) is the canonical basis of R3.
Then the operators corresponding to the three components of the magnetic field at each point x of R3 are the
ΦS(Bmx), for m = 1, 2, 3.
For any V ∈ HC, equality (1.4) holds with:
(χtV )(k) = e
it|k|V (k), k ∈ R3. (2.2)
Spin. The single 12 -spin space is Hsp = C2. Let σj (1 ≤ j ≤ 3) be the Pauli matrices:
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (2.3)
The spin Hamiltonian without the quantized field and subject to the external constant magnetic field Bext =
(Bext1 , B
ext
2 , B
ext
3 ) 6= 0 is:
Hmag =
3∑
m=1
Bextm σm. (2.4)
The Hamiltonian. This Hamiltonian is sometimes used for modeling NMR in quantum field theory (see Section
4.11 of [19] and also [21, 15]). It is a selfadjoint extension of the following operator initially defined on a dense
subspace of Hph ⊗Hsp:
H(g) = Hph ⊗ I + I ⊗Hmag + gHint, (2.5)
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where Hph acts in a domain D(Hph) ⊂ Hph, g is a positive constant and:
Hint =
3∑
m=1
ΦS(Bm0)⊗ σm. (2.6)
Let us recall the following points concerning domain issues. If an element U ∈ HC belongs to the domain
D(M
−1/2
ω ) then the Segal field ΦS(U) is bounded from D(Hph) into Hph (see e.g., Proposition 3.4(ii) in [3]
or [9]). This is therefore also valid for the operators ΦS(Bm0) in view of the assumptions on the ultraviolet
cutoff function χ in (2.1). Thus, H(g) has a selfadjoint extension with the same domain as the free Hamiltonian
H0 = Hph ⊗ I + I ⊗Hmag domain, according to the Kato-Rellich Theorem.
3 Nonpositivity of the GKLS operator.
We first recall the following result.
Lemma 3.1. Let:
F (k) =
2
3
χ(|k|)2|k|
(2pi)3
, k ∈ R3, (3.1)
where χ is the ultraviolet cutoff. If β > 0 then:
lim
ε→0+
∫
R3×R+
F (k) cos(t(|k| − 2β))e−εtdkdt = pi
∫
|k|=2β
F (k)dµ(k),
where µ is measure on the sphere |k| = 2β. If λ ≥ 0 then:
lim
ε→0+
∫
R3×R+
F (k) cos(t(|k|+ λ))e−εtdkdt = 0.
This Lemma directly implies the next Proposition.
Proposition 3.2. The integrals dm defined in (1.10) satisfy the following identities.
We have:
Re d1 = pi
∫
|k|=2β
F (k)dµ(k) ≥ 0,
where F is the function defined in (3.1). We also have:
Re d0 = Re d−1 = 0.
Under the hypothesis (FGR), we have in addition:
Re d1 > 0.
Proof. From (1.6) and (1.10), one sees:
Re dm =
∫
R3×R+
F (k) cos(t(|k| − 2mβ))dkdt.
Proposition 3.2 is then deduced from Lemma 3.1. 
We next turn to the proof of Proposition 1.1.
Proposition 3.3. The operator L defined by (1.11)(1.12) satisfies the next equalities:
L(I) = 0
L(σ(1)) =
[− (Re d1) + i(Im d1 − Im d−1)]σ(1)
L(σ(0)) = −2(Re d1)
(
σ(0) + I
)
L(σ(−1)) = [− (Re d1)− i(Im d1 − Im d−1)]σ(−1).
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Proof. From the preceding points, the GKLS operator is written as:
L(A) = (Re d1)
[
σ(1)Aσ(−1) − 1
2
[A, σ(1)σ(−1)]+
]
− i
2
∑
m∈I
(Im dm)[A, σ(m)σ(−m)].
One knows that:
σ(1)σ(−1) = I + σ(0), σ(−1)σ(1) = I − σ(0), σ(0)σ(±1) = ±σ(±1),
σ(0)2 = I, σ(±1)2 = 0.
Proposition 3.3 then follows. 
4 Proof of Theorem 1.2.
Here, we also use the notations of [18] for the creation and annihilation operators a⋆(V ) and a(V ), for any V
belonging to the photon phase identified with HC. One has simple expression analog to (1.4) for the creation
and annihilation operators, namely:
eitHpha(V )e−itHph = a(χtV ), e
itHpha⋆(V )e−itHph = a⋆(χtV ). (4.1)
In addition, we shall use the following maps:
A(t, V ) = eitH(g)(a(V )⊗ I)e−itH(g) (4.2)
A⋆(t, V ) = eitH(g)(a⋆(V )⊗ I)e−itH(g) (4.3)
and
Sred(t, σ) = S(t, γ−tσ), (4.4)
for any V ∈ HC and all σ ∈ L(Hsp).
Also, one set:
B(1) =
1√
2
(B1 + iB2), B(0) = B3, B(−1) = 1√
2
(B1 − iB2).
In the aim of proving Theorem 1.2, we first derive a differential equation from the Heisenberg equation for
Sred(t, σ) (Proposition 4.1). Next, we get integral equations for A(t, V ) and A⋆(t, V ) also coming from the
Heisenberg equation (Proposition 4.2). Then, we combine these three equations and using a standard approxi-
mation (Markov), we obtain an estimation of the error term (Proposition 4.4). The proof of the error control
involves in particular Proposition 4.3. Finally, in Proposition 4.5, we establish the connection between the
Markov approximation and the GKLS operator.
Proposition 4.1. One has:
d
dt
Sred(t, σ) =
ig√
2
∑
m∈I
A⋆(t, B(−m))Sred(t, [γtσ(m), σ]) + Sred(t, [γtσ(m), σ])A(t, B(m)). (4.5)
Proof. Clearly:
d
dt
S(t, γ−tσ) =
d
dt
eitH(g)(I ⊗ e−it(Hmag⊗I))(I ⊗ σ)(I ⊗ eit(Hmag⊗I))e−itH(g)
= igeitH(g)[Hint, (I ⊗ γ−tσ)]e−itH(g).
One knows ([18]):
a(V ) + a⋆(V ) =
√
2ΦS(V ), (4.6)
for all V in HC. Consequently, from (2.6) and since the mapping V → a(V ) is anti-C-linear, one has with the
above notations:
Hint =
1√
2
∑
m∈I
[
a(B(m)) + a⋆(B(−m))]⊗ σ(m). (4.7)
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Therefore:
[Hint, (I ⊗ γ−tσ)] = 1√
2
∑
m∈I
(a⋆(B(−m)) ⊗ I)(I ⊗ [σ(m), γ−tσ]) + (I ⊗ [σ(m), γ−tσ])(a(B(m)) ⊗ I)
and thus:
d
dt
S(t, γ−tσ) =
ig√
2
∑
m∈I
A⋆(t, B(−m))S(t, [σ(m), γ−tσ]) + S(t, [σ(m), γ−tσ])A(t, B(m)).
Then, using (4.4), one deduces (4.5). 
The next proposition gives the time evolution of the observables a(V ) ⊗ I and a⋆(V ) ⊗ I relying again on the
Heisenberg equation.
Proposition 4.2. One has:
eitH(g)(a(χ−tV )⊗ I)e−itH(g) = a(V )⊗ I − i g√
2
∑
p∈I
∫ t
0
< B(−p), χ−sV > S(s, σ(p))ds (4.8)
and
A(t, V ) = a(χtV )⊗ I − i g√
2
∑
p∈I
∫ t
0
< B(−p), χt−sV > S(s, σ(p))ds (4.9)
A⋆(t, V ) = a⋆(χtV )⊗ I + i g√
2
∑
p∈I
∫ t
0
< χt−sV,B(p) > S(s, σ(p))ds, (4.10)
for any V ∈ HC and time t > 0.
Proof. For each V in HC, we set:
F (t, V ) = eitH(g)(a(χ−tV )⊗ I)e−itH(g).
That is, using (4.1):
F (t, V ) = eitH(g)(e−itHph ⊗ I)(a(V )⊗ I)(eitHph ⊗ I)e−itH(g).
Since the operator I ⊗Hmag commutes with a(χ−tV )⊗ I, we deduce that:
F ′(t, V ) = igeitH(g)[Hint, (a(χ−tV )⊗ I)]e−itH(g).
With (4.7) and using [18], one has:
[Hint, (a(W )⊗ I)] = − 1√
2
∑
m∈I
< B(−m),W > (I ⊗ σ(m)),
for every W in HC. Consequently:
F ′(t, V ) = −i g√
2
∑
m∈I
< B(−m), χ−tV > eitH(g)(I ⊗ σ(m))e−itH(g)
= −i g√
2
∑
m∈I
< B(−m), χ−tV > S(t, σ(m)).
Since F (0, V ) = a(V )⊗ I, we get (4.8). Replacing V by χtV , we obtain (4.9). 
Proposition 4.3. If 0 < s < t then the commutators [A(s,Bj), S(t, σ)] and [A
⋆(s,Bj), S(t, σ)] are bounded and
there exists C > 0 independent of t such that:
‖[A(s,Bj), S(t, σ)]‖ + ‖[A⋆(s,Bj), S(t, σ)]‖ ≤ Cg, 0 < s < t. (4.11)
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Proof. According to (4.2), we have:
A(t, χs−tBj) = e
isH(g)ei(t−s)H(g)a(χs−tBj)e
i(s−t)H(g)e−isH(g).
Applying (4.8) when replacing t by t− s, one gets:
ei(t−s)H(g)(a(χs−tBj)⊗ I)e−i(t−s)H(g) = a(Bj)⊗ I − i g√
2
3∑
m=1
∫ t−s
0
< Bm, χ−θBj > S(θ, σm)dθ.
It is already seen that the scalar product < Bm, χ−θBj > vanishes if m 6= j and equals to u(−θ) if m = j.
Consequently:
ei(t−s)H(g)(a(χs−tBj)⊗ I)e−i(t−s)H(g) = a(Bj)⊗ I − i g√
2
∫ t−s
0
u(−θ)S(θ, σj)dθ.
One then deduces that:
A(t, χs−tBj) = A(s,Bj)− i g√
2
∫ t−s
0
u(−θ)S(s+ θ, σj)dθ.
Besides, the operators S(t, σ) and A(t, χs−tBj) commutes in view of (4.2) and (1.1).
Therefore:
[A(s, V ), S(t, σ)] = i
g√
2
∫ t−s
0
u(−θ)[S(s+ u, σj), S(t, σ)]du.
The operator in the above right hand side is bounded and its norm is bounded by Cg, where C is independent
of t since the function u belongs to L1(R). One then obtains (4.11 ). 
We now combine the foregoing propositions to get a differential equation satisfied by Sred(t, σ), in which we
make an approximation of type usually called Markov approximation. In the present case, this approximation
only consists in replacing s by t at two different places in (4.15).
Proposition 4.4. One has:
d
dt
Sred(t, σ) = Gmark(t) + T (t) +R4(t), (4.12)
where:
Gmark(t) =
1
2
∑
m∈I
∫ t
0
[
− u(t− s)Sred(t, γsσ(−m))Sred(t, [γtσ(m), σ]) (4.13)
+u(t− s)Sred(t, [γtσ(m), σ])Sred(t, γsσ(−m))
]
ds
and
σ0(T (t)) = 0,
with the estimate:
‖R4(t)‖ ≤ Cg4. (4.14)
Proof. One applies Proposition 4.1, (4.9) with V = B(m) and (4.10) with V = B(−m). One notices that:
< B(p), χt−sB(m) >=
{
0 if m 6= p
u(t− s) if m = p .
One also uses (4.4) showing that S(s, σ(m)) = Sred(s, γsσ(m)). One then gets:
d
dt
Sred(t, σ) = T1(t) + g
2G(t)
with
T1(t) =
ig√
2
∑
m∈I
(a⋆(χtB(−m))⊗ I)Sred(t, [γtσ(m), σ]) + Sred(t, [γtσ(m), σ])(a(χtB(m))⊗ I)
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and
G(t) =
1
2
∑
m∈I
∫ t
0
[
− u(t− s)Sred(s, γsσ(−m)Sred(t, [γtσ(m), σ]) (4.15)
+u(t− s)Sred(t, [γtσ(m), σ])Sred(s, γsσ(−m))
]
ds.
From (1.2), one has for all operator A and for any V in HC:
σ0(A(a(V )⊗ I)) = σ0((a⋆ ⊗ I)(V )A) = 0. (4.16)
Indeed, one has a(V )Ψ0 = 0 since Ψ0 is the vacuum state ([18]). Thus, σ0(T1(t)) = 0. We now approximate
G(t) by the function Gmark(t) defined in (4.13) (Markov approximation). This approximation generates the
error:
G(t) −Gmark(t) = P (t) + P (t)⋆
where:
P (t) =
∑
m∈I
∫ t
0
u(t− s)Sred(t, [γtσ(m), σ])
(
Sred(s, γsσ(−m))− Sred(t, γsσ(−m))
]
ds
= −
∑
m∈I
∫
0<s1<s2<t
u(t− s1)Sred(t, [γtσ(m), σ]) ∂s2Sred(s2, γs1σ(−m))ds1ds2.
According to Proposition 4.1 and setting τ = γs1σ(−m), one has:
∂s2S
red(s2, τ) =
ig√
2
∑
p∈I
A⋆(s2, B(p))S
red(s2, [γs2σ(p), τ ]) + S
red(s2, [γs2σ(p), τ ])A(s2 , B(p)).
In the above product, the term A⋆(s2, Bp) is not well positioned since it lies between the two spin operators
and it would better to have it on the left hand side. One therefore applies (4.11) replacing s by s2 and σ by
[γtσ(m), σ]. One gets:
‖[Sred(t, [γtσ(m), σ]), A⋆(s2, B(p))]‖ ≤ Cg.
One then can write P (t) = P1(t) + P2(t) with:
P1(t) =
ig√
2
∑
(m,p)∈I2
∫
0<s1<s2<t
u(t− s1)A⋆(s2, B(p))Sred(t, [γtσ(m), σ])Sred(s2, [γs2σ(p), τ ])
+ Sred(t, [γtσ(m), σ])S
red(s2, [γs2σ(p), τ ])A(s2 , B(p))ds1ds2
and
‖P2(t)‖ ≤ Cg2
∫ ∫
0<s1<s2<t
|u(t− s1)|ds1ds2 ≤ Cg2.
Let T2(t) be the operator obtained when replacing A(s2, Bp) by a(χs2(Bp) and A
⋆(s2, Bp) by a
⋆(χs2(Bp) in the
expression of P1(t). One has σ0(T2(t)) = 0 from (4.16). Setting V = Bp and replacing t by s2 in (4.9) and
(4.10), one checks:
‖P1(t)− T2(t)‖ ≤ Cg2
∫ ∫
0<s1<s2<t
|u(t− s1)|ds1ds2 ≤ Cg2.
The proof of Proposition 4.4 is therefore completed with T (t) = T1(t) + T2(t) + T2(t)
⋆ and with:
R4(t) = g
2
(
P2(t) + P1(t)− T2(t)
)
+ g2
(
P2(t) + P1(t)− T2(t)
)⋆
.

Proposition 4.5. The operator Gmark(t) defined in (4.13) and the GKLS operator defined in (1.11)(1.12)
satisfy:
Gmark(t) = S
red(t, Lσ) +R2(t), ‖R2(t)‖ ≤ C
1 + t2
. (4.17)
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Proof. One notes that:
Sred(t, A)Sred(t, B) = Sred(t, AB),
for any operators A and B in Hsp, Thus, Gmark(t) = Sred(t, L(t)σ) with:
L(t)σ =
1
2
∑
m∈I
∫ t
0
[
− u(t− s)γsσ(−m)[γtσ(m), σ] + u(t− s)[γtσ(m), σ])γsσ(−m))
]
ds.
Using (1.9), one obtains:
L(t)σ =
1
2
∑
m∈I
∫ t
0
e2imβs
[
− u(s)σ(−m)[σ(m), σ] + u(s)[σ(m), σ])σ(−m))
]
ds.
The GKLS operator defined in (1.11) is also written as:
Lσ =
1
2
∑
m∈I
∫ ∞
0
e2imβs
[
− u(s)σ(−m)[σ(m), σ] + u(s)[σ(m), σ])σ(−m))
]
ds.
Taking (1.7) into account, one obtains the estimate in (4.17). 
End of the proof of Theorem 1.2. In view of the two foregoing Propositions, one can write:
d
dt
Sred(t, σ) = Sred(t, Lσ) +R2(t) + T (t) +R4(t) (4.18)
with the two estimates (4.17)(4.14) and with the identity σ0(T (t)) = 0. Let σ be one of the eigenvectors of L,
that is, I, σ1 + iσ2 and σ3 + I. If σ = I then Theorem 1.2 is obvious. If σ 6= I, let µ be the eigenvalue of L
associated with the eigenvector σ. Under the hypothesis (FGR), we have Reµ < 0 according to Proposition 1.1.
Using (4.18) and since σ0(T (t)) = 0, we also have:
d
dt
σ0(S
red(t, σ)) = µg2Sred(t, σ) + g2σ0(R2(t)) + σ0(R4(t).
Therefore:
σ0(S
red(t, σ)) = etµg
2
σ +
∫ t
0
e(t−s)µg
2
(g2σ0(R2(s)) + σ0(R4(s)))ds.
Consequently:
‖σ0(Sred(t, σ))− etµg
2
σ‖ ≤ Cg2
∫ t
0
e(t−s)µg
2 ds
1 + s2
+ Cg4
∫ t
0
e(t−s)µg
2
ds ≤ Cg2.
The proof of Theorem 1.2 is then completed. 
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