AlChwarizmi (born approx. 780; died between 835 and 850), Persian mathematician and astronomer. The word algorithm is derived from his name.
An appetizer is supposed to stimulate the appetite at the beginning of a meal. This is exactly the purpose of this chapter. We want to stimulate your interest into algorithmic techniques by showing you a first surprising result. The school method for multiplying integers is not the best multipication algorithm; there are much faster ways to multiply large integers, i.e., integers with thousands and even million of digits, and we will teach you one of them.
Arithmetic on long integers is needed in areas such as cryptography, geometric computing, and computer algebra and so the improved multiplication algorithm is not just an intellectual gem but also practically useful.
On the way, we will learn basic analysis and basic algorithm engineering techniques in a simple setting. We will also see the interplay of theory and experiment.
We assume that integers are represented as digit-strings in some base B. Here B is an integer larger than one. In the base B number system there are digits 0, 1, to B − 1 and a digit string a n−1 a n−2 . . . a 1 a 0 represent the number ∑ 0≤i<n a i B i . The most important systems are base 2 with digits 0 and 1, base 10 with digits 0 to 9, and base 16 with digits 0 to 15 (frequently written as 0 to 9, A, B, C, D, E, F). We have "10101" in base 2 represents 1 · 2 4 + 0 · 2 3 + 1 · 2 2 + 0 · 2 1 + 1 · 2 0 = 21 "924" in base 10 represents 9 · 10 2 + 2 · 2 · 10 1 + 4 · 10 0 = 924 .
We assume that we have two primitive operations to our disposal: the addition of three digits with a two digit result (this is sometimes called a full adder) and the multiplication of two digits with a two digit result 1 . For example, in base 10, we have 3 5 5 13 and 6 · 7 = 42 .
We will measure the efficiency of our algorithms by the number of primitive operations executed.
We can artificially turn any n-digit integer into an m-digit integer for any m ≥ n by adding additional leading zeroes. Concretely, "425" and "000425" represent the same integer. We will use a and b for the two operands of an addition or multiplication and assume throughout this section that a and b are n-digit integers. The assumption that both operands have the same length simplifies presentation without changing the key message of the chapter. We come back to this remark at the end of the chapter. We refer to the digits of a as a n−1 to a 0 with a n−1 being the most significant (also called leading) digit and a 0 being the least significant digit and write a = (a n−1 . . . a 0 ). The leading digit may be zero. Similarly, we use b n−1 to b 0 to denote the digits of b and write b = (b n−1 . . . b 0 ).
Addition
We all know how to add two integers a = (a n−1 . . . a 0 ) and b = (b n−1 . . . b 0 ). We simply write them on top of each other with the least significant digits aligned and sum digit-wise, carrying a single digit from one position to the next. The result will be an n + 1-digit integer s = (s n . . . s 0 ). Pictorially,
where c n to c 0 is the sequence of carries and s = (s n . . . s 0 ) is the sum. We have c 0 = 0, c i+1 · B + s i = a i + b i + c i for 0 ≤ i < n and s n = c n . As a program, this is written as: c = 0 : Digit // Variable for the carry digit for i := 0 to n − 1 do add a i , b i , and c to form s i and a new carry c s n = c We need one primitive operation for each position and hence a total of n primitive operations.
Theorem 1.1
The addition of two n-digit integers requires exactly n primitive operations. The result is a n + 1-digit integer.
Multiplication: The School Method
We all know how to multiply two integers. In this section we will review the school method, in a later section we will get to know a method which is significantly faster for large integers.
We will proceed slowly. We first review how to multiply an n-digit integer a by a 1-digit integer b j . We use b j for the 1-digit integer since this is how we need it below. For any digit a i of a we form the product
We form two integers c = (c n−1 . . . c 0 0) and
Since the c's are the higher order digits in the products, we add a zero digit at the end. We add c and d to obtain the product p j = a · b j . Pictorially,
Let us determine the number of primitive operations. For each i, we need one primitive operation to form the product a i · b j , for a total of n primitive operations. Then we add two n + 1-digit numbers. This requires n + 1 primitive operations. So the total number of primitive operations is 2n + 1.
Lemma 1.2
We can multiply a n-digit number with a 1-digit number with 2n + 1 primitive operations. The result is a n + 1-digit number.
When you multiply a n-digit number by a 1-digit number you probably proceed slightly differently. You combine the generation of the products a i · b j with the summation of c and d into a single phase, i.e., you create the digits of c and d when they are needed in the final addition. We have chosen to generate them in a separate phase because this simplifies the description of the algorithm. We can now turn to the multiplication of two n-digit integers. The school method for integer multiplication works as follows: We first form partial products p j by multiplying a with the j-th digit b j of b and then sum the suitably aligned products p j · B j to obtain the product of a and b. Pictorially,
The description in pseudo-code is more compact. We initialize the product p to zero and then add to it the partial products a · b j · B j one by one.
Let us analyze the number of primitive operations required by the school method. Each partial product p j requires 2n + 1 primitive operations, for a total of 2n 2 + n primitive operations. The product a · b is a 2n-digit number and hence all summations p + a · b j · B j are summations of 2n-digit integers. Each such addition requires at most 2n primitive operations, for a total of 2n 2 primitive operations. Thus, we need no more than 4n 2 + n primitive operations in total.
A simple observation allows us to improve the bound. The number a · b j · B j has n + 1 + j digits, the last j of which are zero. We can therefore start the addition in the j + 1-th position. Also, when we add a · b j · B j to p, p is equal to the product of a and the number formed by the last j digits of b and hence has at most n + j digits. Thus, the addition of p and a · b j · B j amounts to the addition of two n + 1 digit numbers and requires only n + 1 primitive operations. Therefore, all additions require only n 2 + n primitive operations. We have thus shown: Theorem 1. 3 The school method multiplies two n-digit integers with 3n 2 + 2n primitive operations.
Optimizations are possible. For example, when b j = 0 there is no need to form the product a · b j and we may skip to the next j. Or, we could check whether intermediate results actually have n + 1 digits and save one primitive operation if they do not. With these optimizations, the number of primitive operations performed depends on the structure of the numbers a and b and not just their length. Without the optimizations, the number of primitive operations required only depends on the number n of digits.
We have now analyzed the number of primitive operations required by the school methods for integer addition and multiplication. The number of primitive operations M n for the school method for integer multiplication is 3n 2 + 2n. Observe that 3n 2 + 2n = n 2 (3 + 2/n) and hence 3n 2 + 2n is essentially the same as 3n 2 for large n. We say that M n grows quadratically. Observe also that
i.e., quadratic growth has the consequence of quadrupling the number of primitive operations when the size of the argument is doubled.
Assume now that we actually implement the multiplication algorithm in our favorite programming language and then time the program on our favorite machine for different n-digit integers a and b and different n. What should we expect? We want to argue that we will see quadratic growth. The reason is that primitive operations are representative for the running time of the algorithm. Consider addition of two n-digit integers first. What happens when the program is executed? For each position i, the digits a i and b i have to be moved to the processing unit, the sum a i + b i + c has to be formed, the digit s i of the result needs to be stored in memory, the carry c is updated, the index i is incremented and a test for loop exit needs to be performed. Thus for each i, a constant number of machine cycles is executed. We counted one primitive operation for each i and hence the number of primitive operations is representative for the number of executed machine cycles. Of course, there are additional effects: for example, pipelining and the complex transport mechanism for data between memory and processing unit, but they will play a similar effect for all i and hence the number of primitive operations is also representative for the running time of an actual implementation on an actual machine. The argument extends to multiplication since multiplication of a number by a 1-digit number is a process similar to addition and since the second phase of the school method for multiplication amounts to a series of additions.
Let us confirm the argument by an experiment. Table 1 .1 shows the execution time of a C++ implementation of the school method. For each n, we performed a large number of multiplications of n-digit random integers and then determined the average running time T n ; T n is listed in the second column. We also show the ratio T n /T n/2 . Figure 1.3 shows plots of the data points (n, T n ), the left plot is for standard coordinates and the right plot is for logarithmic coordinates. The running time exhibits quadratic growth as we can deduce from the experimental data in different ways. The ratio T n /T n/2 is always close to four, the plot of the data points (n, T n ) in standard coordinates shows a parabola, and the double logarithmic plot shows a line of slope Table 1 .1: The running time of the school method for the multiplication of n-bit integers. The first column gives n, the second column gives the running time T n of an actual C++ implementation, and the last column shows the ratio T n /T n/2 . The plot on the left shows T n versus n and we see a parabola. The plot on the right shows ln T n versus ln n and we see a line. Observe, if T n = αn β for some constants α and β then ln T n = β ln n + ln α, i.e., ln T n depends linearly on ln with slope β. Here, the slope of the line is two. 
Result Checking
Our algorithms for addition and multiplication are quite simple and hence it is fair to assume that we can implement them correctly in the programming language of our choice. However, writing software is an error-prone activity and hence we should always ask ourselves whether we can check the results of a computation. For multiplication, the authors were taught the following technique in elementary school.
Add the digits of a. If the sum has more than one digit, repeat until you arrive at a one digit number, called the checksum of a. We use s a to denote it. What is the mathematics behind this test? We explain a more general method. Let q be any positive integer; in the method described above q = 9. Let s a be the remainder in the integer division a and q, i.e. a = a/q · q + s a . In mathematical notation s a = a mod q. Similarly, s b = b mod q and s c = c mod q. Finally, s = (s a · s b ) mod q. If c = a · b, then it must be the case that s = s c . Thus s = s c proves c = a · b and uncovers a mistake in the multiplication. What do we know if s = s c ? We know that q divides the difference of c and a · b. If this difference is non-zero, the mistake will be caught by any q which does not divide it.
Let us continue with our example and take q = 11. Then a mod 7 = 2, b mod 7 = 0 and hence s = (2 · 0) mod 7 = 0. But 135153 mod 7 = 4 and we uncovered that 153153 = 429 · 357.
A Recursive Version of the School Method
We derive a recursive version of the school method. This will be our first encounter of the divide-and-conquer paradigm, one of the fundamental paradigms in algorithm design.
Let a and b be our two n digit-integers which we want to multiply. Let k = n/2 . We split a into two numbers a 1 and a 0 ; a 0 consists of the k least significant digits and a 1 consists of the n − k most significant digits 2 . Then
This formula suggests the following algorithm for computing a · b: Observe that the numbers a 1 , a 0 , b 1 , and b 0 are n/2 -digit numbers and hence the multiplications in step (b) are simpler than the original multiplication if n/2 < n, i.e., n > 1. The complete algorithm is now as follows: To multiply 1-digit numbers, use the multiplication primitive, and to multiply n-digit numbers for n ≥ 2, use the three step approach above.
It is clear why this approach is called divide-and-conquer.
We reduce the problem of multiplying a · b to some number of simpler problems of the same kind. A divide and conquer algorithm always consists of three parts: In the first part, we split the original problem into simpler problems of the same kind (our step (a)), in the second part we solve the simpler problems using the same method (our step (b)), and in the third part, we obtain the solution to the original problem from the solutions to the subproblems (our step (c)).
What is the connection of our recursive integer multiplication to the school method? It is really the same. Figure 1.3 shows that the products a 1 ·b 1 , a 1 ·b 0 , a 0 ·b 1 , and a 0 ·b 0 are also computed by the school method. Knowing that our recursive integer multiplication is just the school method in disguise tells us that the recursive algorithms uses a quadratic number of primitive operations. Let us also derive this from first principles. This will allow us to introduce recurrence relations, a powerful concept for the analysis of recursive algorithm. multiplications a 1 · b 1 , a 1 · b 0 , a 0 · b 1 and  a 0 · b 0 . In the recursive scheme we first sum the partial products in the four sub-areas and then in a second step sum the four resulting sums.
Lemma 1.4 Let T (n) be the maximal number of primitive operations required by our recursive multiplication algorithm when applied to n-digit integers. Then
Proof: Multiplying two 1-digit numbers requires one primitive multiplication. This justifies the case n = 1. So assume n ≥ 2. Splitting a and b into the four pieces a 1 , a 0 , b 1 , and b 0 requires no primitive operations 3 . Each piece has at most n/2 digits and hence the four recursive multiplications require at most 4 · T ( n/2 ) primitive operations. Finally, we need three additions to assemble the final result. Each addition involves two numbers of at most 2n digits and hence requires at most 2n primitive operations. This justifies the inequality for n ≥ 2.
In Section ?? we will learn that such recurrences are easy to solve and yield the already conjectured quadratic execution time of the recursive algorithm. To make this section self-contained, we give a direct proof here but only for n's that are powers of two. If n is power of two, n/2 = n/2 and n/2 is again a power of two.
Lemma 1.5 Let T (n) be the maximal number of primitive operations required by our recursive multiplication algorithm when applied to n-digit integers. Then T (n) ≤ 7n 2 − 6n if n is a power of two.
Proof: We use induction on n. For n = 1, we have T (1) ≤ 1 = 7n 2 − 6n. For n > 1, we have
where the second inequality follows from the induction hypothesis.
Exercise 1.4
Try to get a bound on the recurrence T (1) = 1 and T (n) ≤ 4T (n/2) + 9n for n a power of two.
Karatsuba Multiplication
In 1962 the Soviet mathematician Karatsuba [?] discovered a faster way of multiplying large integers. The running time of his algorithm grows like n log 3 ≈ n 1.58 . The method is surprisingly simple. Karatsuba observed that a simple algebraic identity allows one multiplication to be eliminated in the divide-and-conquer implementation, i.e., one can multiply n-bit numbers using only three (!!!) multiplications of integers half the size. The details are as follows. Let a and b be our two n digit-integers which we want to multiply. Let k = n/2 . As above, we split a into two numbers a 1 and a 0 ; a 0 consists of the k least significant digits and a 1 consists of the n − k most significant digits. Then
and hence (the magic is in the second equality)
At first sight, we have only made things more complicated. A second look shows that the last formula can be evaluated with only three multiplications, namely, a 1 · b 1 , a 1 ·b 0 , and (a 1 +a 0 )·(b 1 +b 0 ). We also need six additions 4 . That is three more than in the recursive implementation of the school method. The key is that additions are cheap compared to multiplications and hence saving a multiplication more than outweighs three additional additions. We obtain the following algorithm for computing a · b: 
The numbers a 1 , a 0 , b 1 , b 0 , a 1 + a 0 , and b 1 + b 0 are n/2 + 1-digit numbers and hence the multiplications in step (b) are simpler than the original multiplication if 
For α = log 3 we have 2 α = 3 and for α = 2 we have 2 α = 4.
n/2 + 1 < n, i.e., n ≥ 4. The complete algorithm is now as follows: To multiply 3-digit numbers, use the school method, and to multiply n-digit numbers for n ≥ 4, use the three step approach above. Table 1 .2 shows the running times T K (n) and T S (n) of C++ implementations of Karatsuba method and the school method for n-digit integers. We also give the ratios T K (n)/T K (n/2), T S (n)/T S (n/2), and T K (n)/T S (n). We see that the ratio is around three in the case of the Karatsuba method (doubling the size of the numbers approximately triples the running time) and is about four in the case of the school method (doubling the size of the numbers approximately quadruples the running time). The latter statement requires some phantasy. We also see that the Karatsuba-method loses on short integers but wins on very large integers. The lessons to remember are:
• Better asymptotics ultimately wins. However, it may lose on small inputs.
• An asymptotically slower algorithm can be faster on small inputs. You may only be interested in small inputs.
It is time to derive the asymptotics of the Karatsuba method.
Lemma 1.6 Let T K (n) be the maximal number of primitive operations required by the
Karatsuba algorithm when applied to n-digit integers. Then
Proof: Multiplying two n-bit numbers with the school method requires no more than 3n 2 + 2n primitive operations by Lemma 1.3. This justifies the first line. So assume n ≥ 4. Splitting a and b into the four pieces a 1 , a 0 , b 1 , and b 0 requires no primitive operations 5 . Each piece and the sums a 0 + a 1 and b 0 + b 1 have at most n/2 + 1 digits and hence the three recursive multiplications require at most 3 · T K ( n/2 + 1) primitive operations. Finally, we need two additions to form a 0 + a 1 and b 0 + b 1 and four additions to assemble the final result. Each addition involves two numbers of at most 2n digits and hence requires at most 2n primitive operations. This justifies the inequality for n ≥ 4.
We postpone the solution of this recurrence to Section ??. There we will show that T (n) grows like n log 3 . Exercise 1.5 If you cannot wait for Section ??, use induction to prove that T K (n) ≤ αn log 3 − βn for suitable positive constants α and β. Hint: For n ≤ 3, we need 3n 2 + 2n ≤ αn log 3 − βn. Clearly, we can satisfy these inequalities for any value of β by choosing α large enough. For n ≥ 4, we need 3(α( n/2 + 1) log 3 − β( n/2 + 1) + 12n ≤ αn log 3 − βn. For this, it is sufficient to guarantee 3(α(n/2 + 2) log 3 − βn/2 + 12n ≤ αn log 3 − βn or αn log 3 ((1 + 4/n) log 3 − 1) ≤ (β/2 − 12)n.
Algorithm Engineering
Karatsuba integer multiplication is superior to the school method for large inputs. In our implementation the superiority only shows for integers with more than several million bits. However, a simple refinement improves the performance significantly. Since the school method is superior to Karatsuba for short integers, we should stop the recursion earlier and switch to the school method for numbers which have at most n 0 digits for some yet to be determined n 0 . In this way we obtain a method which is never worse than either the school method or the naive Karatsuba algorithm.
What is a good choice for n 0 ? We will answer this question experimentally and analytically. Let us discuss the experimental approach first. We simply time the refined Karatsuba algorithm for different values of n 0 and then take the value which gives the smallest running time. For our implementation the best results were obtained for n 0 ≈ 512, see Table 1 .3. Table 1 .4 compares the running times of the school method and the refined Karatsuba method. The table shows that the running time of the refined method still grows like n log 3 , that the refined method is about 10 times faster than the basic Karatsuba method and hence the refinement is highly effective, and that the refined method is never slower than the school method. Table 1 .4: The running time of the refined Karatsuba and the school method for integer multiplication: T K is the running time of the refined Karatsuba method and T S is the running time of the school method. Observe that the refined Karatsuba method is always better than the school method.
We can also approach the question analytically. If we use the school method to multiply n-digit numbers, we need 3n 2 + 2n primitive operations. If we use one Karatsuba step and then multiply the resulting numbers of length n/2 + 1 using the school method, we need about 3(3(n/2 + 1) 2 + 2(n/2 + 1)) + 12n primitive operations. The latter is smaller for n ≥ 28 and hence a recursive step saves primitive operations as long as the number of digits is more than 28. The discrepancy between theoretical analysis and experiment results from the fact that the theoretical analysis ignores the bookkeeping operations. Exercise 1.6 Throughout this chapter we assumed that both arguments of a multiplication are n-digit integers. What can you say about the complexity of multiplying n-digit and m-digit integers? (a) Show that the school method requires no more than α · nm primitive operations for some constant α. (b) Assume n ≥ m and divide a into n/m numbers of m digits each. Multiply each of the fragments with b using Karatsuba's method and combine the results. What is the running time of this approach?
Further Findings
Is the Karatsuba method the fastest known method for integer multiplication? No, much faster methods are known. The asymptotically most efficient algorithm is due to Schönhage and Strassen [?] . It multiplies n-digit integers in time O(n log n loglog n). Their method, however, is beyond the scope of this book.
