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A subalgebra A of B(H ) is said to be maximal with respect to its
diagonal if it cannot be properly contained in any other subalge-
bra with the same diagonal. In this paper, we show that if T is a
hyperreducible, maximal triangular algebra with a totally-atomic or
nonatomic diagonalD , then, for a given separating vector ξ ofD , the
algebra of all operators T in T having ξ as an eigenvector is maxi-
mal respect to its diagonal.We also prove that each reflexive algebra
defined by a double triangular lattice of projections in a matrix al-
gebra has the diagonal maximality if the double triangular lattice of
projections generates the whole matrix algebra.
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1. Introduction
LetH be a separable complex Hilbert space and B(H ) the algebra of all bounded linear operators
onH . Recall that a subalgebraA of B(H ) is said to be triangular if its diagonal (subalgebra)A ∩A ∗ is
a maximal abelian selfadjoint subalgebra (MASA) of B(H ), where A ∗ is the adjoint of A . A triangular
algebra is called to be maximal if it cannot be properly contained in any other triangular algebras. It
follows easily from Zorn’s lemma that every triangular algebra is contained in a maximal triangular
algebra. The theory of (maximal) triangular algebras was introduced by Kadison and Singer in their
seminal paper [10]. The maximality is very important on the theory of triangular algebras. By using it,
Kadison and Singer proved that the lattice of invariant projections of a maximal triangular algebra is
totally ordered.
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Clearly, a subalgebra A of B(H ) is a maximal triangular algebra if it is maximal with respect to
the property that A ∩ A ∗ is a MASA of B(H ). As Kadiosn and Singer pointed out in [10], it is very
interesting to study other classes of operator algebras which are maximal with respect to the prop-
erty that their diagonals are given selfadjoint algebras. Recently, motivated by the notion of maximal
triangular algebras, Ge and Yuan [4,5] introduced a new class of nonselfadjoint algebras which they
call Kadison–Singer algebras or KS-algebras for simplicity. Roughly speaking, a subalgebra of B(H ) is
called a KS-algebra if it is reflexive and cannot be properly contained in any reflexive subalgebra with
the same diagonal. Nest algebras are KS-algebras, and many examples of Kadison–Singer algebras are
given in [4,5,7,14].
We note that a (maximal) triangular subalgebra of B(H ) does not have to be reflexive or closed
under some usual topologies. In [5], Ge and Yuan gave some examples of weakly closed algebraswhich
are maximal in the class of all weakly closed subalgebras with the same diagonals, while KS-algebras
are those which are maximal in the class of reflexive algebras with the same diagonals. Motivated by
these ideas and results, we say that a subalgebra A of B(H ) is called to be maximal with respect to
its diagonal, if B is an arbitrary subalgebra of B(H ) such that A ⊆ B and B ∩ B∗ = A ∩ A ∗, then
B = A .
From Zorn’s lemma, every subalgebra A of B(H ) is contained in a subalgebra which is maximal
with respect to the diagonalA ∩A ∗. In [2], Dong proved that a reflexive operator algebra determined
by two free projections with trace half is maximal with respect to its diagonal. It is easy to verify that
each maximal triangular algebra and each nest algebra have the diagonal maximality.
Let T be a hyperreducible, maximal triangular algebra acting on H and D be its diagonal. For a
unit separating vector ξ of D , we let A = {T ∈ T : ξ is an eigenvector of T}. It is easy to show
that A is a subalgebra of T with a trivial diagonal and it is a special case of one point extensions of
nests by projections of rank one defined in [7]. In this paper, we shall show that A is maximal with
respect to its diagonal if D is a totally-atomic or nonatomic von Neumann algebra. We think that each
reflexive algebra defined by an arbitrary one point extension of a nest by a projection of rank one
has the diagonal maximality [3]. In this paper, we also prove that each reflexive algebra defined by a
double triangular lattice of projections in a matrix algebra is maximal with respect to its diagonal if
the double triangular lattice of projections generates the whole matrix algebra. We remark that these
two classes of operator algebras involved in this paper have been shown KS-algebras in [5,7,8], where
the proofs depended heavily on the reflexivity and on properties of KS-lattices. Our maximality and
proofs on them in this paper are purely algebraic.
2. A subalgebra of a maximal triangular algebra
We first recall some notation and preliminary results. LetH be a separable Hilbert space over the
fieldC of complex numbers and B(H ) the algebra of all bounded linear operators acting onH . For a
setL of (orthogonal) projections in B(H ), we denote by AlgL the set of all bounded linear operators
onH leaving each element in L invariant, i.e., AlgL = {T ∈ B(H ) : PTP = TP for all P ∈ L }. Then
AlgL is a unital weak-operator closed subalgebra of B(H ). Similarly, for a subset S of B(H ), let LatS
be the set of all projections invariant under each operator in S . Then LatS is a strong-operator closed
lattice of projections. A subalgebraA of B(H ) is said to be reflexive ifA = AlgLatA . Similarly, a lattice
L of projections in B(H ) is called reflexive ifL = LatAlgL . For basics in operator algebras, we refer
to [9,1,11,10].
For convenience,we shall not distinguish anorthogonal projection P from its range P(H ). Hencewe
writeγ ∈ P forγ ∈ P(H ). AnestN is a totallyordered familyofprojectionsonH whichcontains zero
and the identity operator I onH and is closed in strong-operator topology; and AlgN is called a nest
algebra. LetN be a nontrivial nest of projections onH . For P ∈ N , we let P− = ∨{Q ∈ N : Q < P}
for P = 0, and define 0− = 0. Similarly, for P ∈ N , we define P+ = ∧{Q ∈ N : P < Q} for
P = I, and I+ = I. For nonzero vectors γ and η in H , denote by γ ⊗ η the rank one operator given
by (γ ⊗ η)(z) = 〈z, η〉γ for all z ∈ H . Clearly, for any A and B in B(H ), we have A(γ ⊗ η)B =
(Aγ ) ⊗ (B∗η), where B∗ is the adjoint of B. It is well-known that a rank one operator γ ⊗ η ∈ AlgN
if and only if there exists P ∈ N such that γ ∈ P and η ∈ P⊥− [13], where Q⊥ denote the orthogonal
complement I − Q of a projection Q .
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Throughout this section, let T be a maximal triangular algebra on H and with diagonal D . By
[9], D has a unit separating vector ξ , which means that the mapping: T → Tξ , from D into H , is
injective. Let A = {T ∈ T : ξ is an eigenvector of T}. It is easy to show that A is a subalgebra of T
with diagonal CI. Suppose T is hyperreducible, i.e., whose invariant projections generate D as a von
Neumann algebra. Then it is reflexive and its latticeN of invariant projections is a nest. In this setting,
A is the reflexive algebra defined by the lattice L generated by N and the projection Pξ from H
onto Cξ . By the above characterization of rank one operators in nest algebras, we have the following
lemma.
Lemma 2.1 [7]. With the above notation, suppose T is hyperreducible.
(i) If I− < I, then, for each x ∈ I⊥− , ξ ⊗ x ∈ A .
(ii) For each nonzero projection P in N such that (P− ∨ Pξ ) < I, we have x ⊗ y ∈ A for each x ∈ P
and y ∈ (P− ∨ Pξ )⊥.
In this section, we show that A is maximal with respect to its diagonal when D is totally atomic,
i.e., D is generated by its minimal projections, or D is nonatomic, i.e., D has no minimal projections.
We first consider the totally atomic case.
Proposition 2.2. Let T be a hyperreducible, maximal triangular algebra onH and with a totally atomic
diagonal D . For a given unit separating vector ξ of D , let A = {T ∈ T : ξ is an eigenvector of T}. Then
A has diagonalCI and is maximal with respect to its diagonal.
Let be the set of all minimal projections inD and denote byN the lattice of invariant projections
of T . Then, from [10],N is a nest, and T is just the nest algebra AlgN , hence D is the von Neumann
algebra generated by N . We adopt the notation and terminology in [10]. For a projection E in B(H ),
let hN (E) = ∧{P ∈ N : P  E}. Clearly, hN (E) ∈ N . By Theorem 3.2.1 in [10], if E is in , then
hN (E)− < hN (E) and E = hN (E) − hN (E)−; moreover, for E and F in , hN (E) = hN (F) if and
only if E = F . Hence, the mapping from  into N , defined by E → hN (E), is one-to-one. So, the
total ordering of N induces a total ordering, denoted by , of  by means of the mapping, i.e., for
E, F ∈ , E  F if and only if hN (E)  hN (F). So, we can assume that  = {Eα : α ∈ }, where
 is a totally ordered and countable set with an ordering, , such that, for α, β ∈ , α  β if and
only if Eα  Eβ . For each α, β ∈ , α < β means α  β , but α = β .
For convenience, we denote hN (Eα) by Pα for each α in . In the following, we list some facts on
 and  with their orderings, some of which were given in [10].
Lemma 2.3.
(1) For each α in , Pα − < Pα and Eα = Pα − Pα −.
(2) For each α in, Pα = ∑β∈, βα Eβ = ∨{Pβ : β ∈ , β  α}. Moreover, if α is not a maximal
element in , then Pα = ∧{Pβ − : β ∈ , α < β}.
(3) For each nonzero projection P in N , P = ∨{Pα : α ∈ , Pα  P}. Furthermore, T = Alg{Pα :
α ∈ }.
Proof. We only need to show the last statement in (2). If α is not a maximal element in , we write
∧{Pβ − : β ∈ , α < β} by Q . Obviously, for each β ∈  with α < β , we have Pα  Pβ −. Hence
Pα  Q . Suppose Pα < Q . Since D is totally-atomic, there exists a γ in  such that Eγ  Q − Pα .
Since Eγ is orthogonal to Pα , it follows that α < γ , and thus Q  Pγ −. Also since Eγ  Q and
Q ∈ N , we have Pγ  Q . Consequently, Q  Pγ − < Pγ  Q , which is a contradiction. Hence
Pα = ∧{Pβ − : β ∈ , α < β}. 
Since D is a totally atomic MASA of B(H ), each atom Eα is of rank one. For each α in , choose a
unit vector eα in the range of Eα . Then {eα : α ∈ } is an orthogonal basis forH and, by (2) in Lemma
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2.3, the closure of span{eβ : β ∈ , β  α} is the range of Pα for each α ∈ . If ξ = ∑α∈ λαeα ,
then each λα is nonzero. By Lemma 2.1, for each α in  and each x in (Pα − ∨ ξ)⊥, eα ⊗ x is in A . For
β ∈ , if α < β then y ⊗
(
1
λα
eα − 1λβ eβ
)
is in A for each vectors y in Pα .
Before we begin to prove Proposition 2.1, we give the following remark.
Remark 2.4. For each α in , let λα = |λα|eiθα for θα ∈ [0, 2π ]. Let η = ∑α∈ |λα|eα . Then η is
also a separating vector for D . We define a unitary operator U by Ueα = e−iθα eα for each α ∈ .
Then Uξ = η and UPαU∗ = Pα for each α ∈ . Then UT U∗ = T and UA U∗ = A˜ , where
A˜ = {T ∈ T : η is an eigenvector of T}. Clearly,A is maximal with respect to the diagonalCI if and
only if so is A˜ . Hence we can assume that λα > 0 for each α in .
The Proof of Proposition 2.2. Clearly, we only need to show that, for an arbitrary nonzero operator
T in B(H ), if the algebra B generated by T and A has diagonalCI, then T ∈ A . In order to prove this,
we use the following three claims.
Claim 1. For each α in  and each x in Pα , Tx ∈ Pα ∨ Pξ .
For a given α in , if α is a maximal element in , then Pα = I. Hence we assume that α is not a
maximal element in .
For each β inwith α < β and (Pβ− ∨ Pξ ) < I, we have x⊗
(
1
λα
eα − 1λβ eβ
)
and eβ ⊗ y are inA
for each nonzero vectors x in Pα and y in (Pβ−∨Pξ )⊥. Hence (eβ ⊗y)T
(
x⊗
(
1
λα
eα − 1λβ eβ
))
, and thus,
〈Tx, y〉eβ ⊗
(
1
λα
eα − 1λβ eβ
)
, are in B. If 〈Tx, y〉 = 0 for some x and y, then eβ ⊗
(
1
λα
eα − 1λβ eβ
)
∈ B,
and thus
(
1
λβ
eβ
)
⊗
(
1
λα
eα − 1λβ eβ
)
∈ B. We note that
(
1
λα
eα
)
⊗
(
1
λα
eα − 1λβ eβ
)
is in A . Hence(
1
λα
eα − 1λβ eβ
)
⊗
(
1
λα
eα − 1λβ eβ
)
∈ B, which is a contradiction with the fact that B has a trivial
diagonal. It follows that 〈Tx, y〉 = 0 for each x in Pα and y in (Pβ− ∨ Pξ )⊥. Hence Tx ∈ Pβ− ∨ Pξ for
each x ∈ Pα and α < β . By Lemma 2.2, we have Pα ∨ Pξ = ∧{Pβ − ∨ Pξ : α < β, β ∈ }. So
Tx ∈ Pα ∨ Pξ for each x ∈ Pα .
Claim 2. T ∈ T .
By Lemma 2.2, it is sufficient to show that Pα is invariant under T for each α in . As before, we
assume that α is not maximal in . By Claim 1, we let Teα = xα + λξ for xα ∈ Pα and λ ∈ C. Since
P⊥α −ξ + μeα ∈ (Pα − ∨ Pξ )⊥ for μ = −‖P
⊥
α −ξ‖2
λα
, we have x ⊗ (P⊥α −ξ + μeα) is in A for each x in
Pα . In particular, eα ⊗ (P⊥α −ξ + μeα), xα ⊗ (P⊥α −ξ + μeα) and (Pα −ξ) ⊗ (P⊥α −ξ + μeα) are in A ,
so that T[eα ⊗ (P⊥α −ξ + μeα)] ∈ B. Hence (λξ) ⊗ (P⊥α −ξ + μeα) ∈ B. Suppose that λ = 0. Then
ξ ⊗(P⊥α −ξ +μeα) ∈ B, and thus (P⊥α −ξ)⊗(P⊥α −ξ +μeα) ∈ B. Also sinceμeα ⊗(P⊥α −ξ +μeα) ∈ A ,
we have (P⊥α −ξ + μeα) ⊗ (P⊥α −ξ + μeα) is a self-adjoint element in B, and hence a contradiction.
So λ = 0. Thus Teα = xα . Since the range of Pα is generated by {eβ : β ∈ , β  α}, Pα is invariant
under T for each α. Hence T ∈ T .
Claim 3. Tξ ∈ Cξ .
For each α, β ∈  with α < β , we have that
[
eα ⊗
(
1
λα
eα − 1λβ eβ
)]
T is in B, which yields that
eα ⊗
(
T∗
(
1
λα
eα − 1λβ eβ
))
is in B. Let μ = 1
λα
< 1
λα
eα − 1λβ eβ, Tξ >. Then, by Claim 2, we have
T∗
(
1
λα
eα − 1λβ eβ
)
−μeα ∈ (Pα − ∨ Pξ )⊥, so that eα ⊗
[
T∗
(
1
λα
eα − 1λβ eβ
)
−μeα
]
∈ A . This proves
that eα ⊗ (μeα) ∈ B, fromwhich we can get thatμ = 0. Otherwise, eα ⊗ eα is a self-adjoint element
in B. Hence 1
λα
〈eα, Tξ 〉 = 1λβ 〈eβ, Tξ 〉 for all α, β inwith α < β . Hence there exists a scalar λ ∈ C
such that 〈Tξ, eα〉 = λλα . So Tξ = λξ .
The above last two claims proves that T ∈ A . 
Next we consider the nonatomic case.
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Proposition 2.5. Let T be a hyperreducible, maximal triangular algebra on H and with non-atomic
diagonal D . For a given unit separating vector ξ of D , let A = {T ∈ T : ξ is an eigenvector of T}. Then
A has diagonalCI and is maximal with respect to its diagonal.
Remark 2.6. By Theorem 3.4.4 in [10] and its proof, under the assumptions of Proposition 2.5, there
is a unitary operator U from H onto L2(0, 1) (with Lebesgue measure) such that Uξ = ξ0 and U
effects a unitary equivalence between N and the Volterra nest N0, where N is the nest of invariant
projections ofT and ξ0 is the constant function 1 in L
2(0, 1). HenceT is unitarily equivalent to AlgN0,
andA is unitarily equivalent toA0, whereA0 = {T ∈ AlgN0 : ξ0 is an eigenvector of T}. Clearly, the
maximality of A and A0 with their respective diagonals are equivalent.
Recall that N0 consists of projections Ft , due to the multiplication by the characteristic function,
χ[0,t], of [0, t], for each 0  t  1. Let Pξ0 be the projection from L2(0, 1) onto Cξ0. For a function
f ∈ L2(0, 1), f ∈ Ft ∨ Pξ0 if and only if f is a constant a.e. on [t, 1]; and f ∈ (Ft ∨ Pξ0)⊥ if and only if f
is 0 a.e. on [0, t] and ∫ 10 f (x) dx = 0. By the definition ofA0, for a given t in (0, 1), we have x⊗ y ∈ A0
for each nonzero vectors x in Ft and y in (Ft ∨ ξ)⊥.
Proof. By the above remark, we only need to show that A0 is maximal with respect to its diagonal
CI. Clearly, it is sufficient to show that, for each nonzero operator T in B(L2(0, 1)), if the algebra B
generated by T and A0 has the scalarCI as its diagonal, then T ∈ A0. The proof will be established by
the following three claims.
Claim 1. For each t with 0 < t < 1 and each η in Ft , Tη ∈ (Ft ∨ Pξ0).
Fix t in (0, 1). For each swith t < s < 1, letσ = χ[t, s+t
2
]−χ[ s+t
2
,s]. Thenσ ∈ Fs andσ ∈ (Ft∨Pξ0)⊥.
For arbitrary nonzero vectors η in Ft and f in (Fs ∨ Pξ0)⊥, we have η ⊗ σ and σ ⊗ f are in A0,
hence (σ ⊗ f )T(η ⊗ σ) belongs to B. It follows that 〈Tη, f 〉σ ⊗ σ belongs to B, which implies that
〈Tη, f 〉 = 0. By the arbitrarity of f , we obtain that Tη is in Fs ∨ Pξ0 for each s in [0, 1]with t < s. Since
Ft = ∧{Fs : s ∈ [0, 1], t < s}, we have Tη ∈ Ft ∨ Pξ0 .
Claim 2. T ∈ AlgN0.
Fix t in (0, 1). For each nonzero vector f in Ft , by Claim 1, we can assume that Tf = ft + λF⊥t ξ0 for
ft in Ft and λ inC. Suppose λ = 0. Let η = χ[t, 1+t
2
] −χ[ 1+t
2
,1]. Then η ∈ (Ft ∨ Pξ0)⊥, and hence, f ⊗ η
and ft ⊗η belong toA0. Since λ(F⊥t ξ0 ⊗η) = T(f ⊗η)− ft ⊗η, one has that F⊥t ξ0 ⊗η is in B. Noting
that F⊥t ξ0 = χ[t, 1+t
2
] + χ[ 1+t
2
,1], we obtain that
F⊥t ξ0 ⊗ η =
(
χ[t, 1+t
2
] + χ[ 1+t
2
,1]
)
⊗
(
χ[t, 1+t
2
] − χ[ 1+t
2
,1]
)
= χ[t, 1+t
2
] ⊗ χ[t, 1+t
2
] − χ[ 1+t
2
,1] ⊗ χ[ 1+t
2
,1]
−χ[t, 1+t
2
] ⊗ χ[ 1+t
2
,1] + χ[ 1+t
2
,1] ⊗ χ[t, 1+t
2
].
Let
A = χ[t, 1+t
2
] ⊗ χ[ 1+t
2
,1] −
1 − t
2
(F t+1
2
− Ft), S = χ[t, 1+t
2
] ⊗ χ[t, 1+t
2
] − χ[ 1+t
2
,1] ⊗ χ[ 1+t
2
,1].
Then S is self-adjoint, A ∈ AlgN0, Aξ0 = 0, so that A ∈ A0. Consequently, F⊥t ξ0 ⊗η = S−A+A∗ ∈ B.
It follows that F⊥t ξ0 ⊗ η + 2A = S + A + A∗ is a selfadjoint operator in B, which is a contradiction.
Hence Tf = ft ∈ Ft for each f in Ft . So, T ∈ AlgN0.
Claim 3. Tξ0 ∈ Cξ0.
For a given t with 0 < t < 1 and an arbitrary nonzero vector η in (Ft ∨ Pξ0)⊥, we have χ[0,t] ⊗ η
is in A0, thus χ[0,t] ⊗ (T∗η) is in B, for χ[0,t] ⊗ (T∗η) = (χ[0,t] ⊗ η)T . Let λη = 〈T∗η,ξ0〉1−t for each
nonzero vector η in (Ft ∨ Pξ0)⊥.
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Suppose there exists a nonzero vector η in (Ft ∨ Pξ0)⊥ such that λη = 0. Using Claim 2, one can
prove that T∗η − ληχ[t,1] is in (Ft ∨ Pξ0)⊥, so that χ[0,t] ⊗ (T∗η − ληχ[t,1]) ∈ A0. It follows that
χ[0,t] ⊗ χ[t,1] is in B. We note that (1− t) Ft − χ[0,t] ⊗ χ[t,1] is inA0, since it is in AlgN0 and maps ξ0
into 0. Hence (1 − t)Ft is in B, which is a contradiction. Consequently, 〈T∗η, ξ0〉 = 0 for each vector
η in (Ft ∨ Pξ0)⊥. So Tξ0 ∈ (Ft ∨ Pξ0) for each t with 0 < t < 1. Since Pξ0 = ∧{Ft ∨ Pξ0 : 0 < t < 1},
we have that Tξ0 is inCξ0. 
3. Double triangular lattices of projections in matrix algebras
Recall that a lattice of projections in B(H ) is called double triangular if it is a five-element lattice
containing three nontrivial elements such that the intersection of any two is zero and the union of any
two is the identity operator I [6]. In this section, we consider a reflexive algebra defined by a double
triangular lattice of projections in a matrix algebra. For the finite von Neumann algebra case, we refer
to [8].
For each k  1, let Mk(C) be the algebra of all k × k matrices over C, and let M2(C) ⊗ Mk(C)
be the algebra of all 2 × 2 matrices over Mk(C). Suppose Mk(C) acts on Ck , the Hilbert space of all
n-dimensional column vectors overC. ThenM2(C) ⊗ Mk(C) can be regarded as acting onCk ⊕ Ck ,
the direct sum of two copies of Ck . It is well-known that M2(C) ⊗ Mk(C) is isomorphic to M2k(C).
For convenience, wewriteM2(C)⊗Mk(C) asMn(C) for n = 2k, and use the same symbol I to denote
the identity matrix inMk(C) andMn(C).
For an arbitrary positive operatorH0 and an invertiblematrix S0 inMk(C), we consider a subalgebra
A ofMn(C) defined by
A =
⎧⎨
⎩
⎛
⎝ A H0S−10 AS0 − AH0
0 S
−1
0 AS0
⎞
⎠ : A ∈ Mk(C)
⎫⎬
⎭ .
Clearly,A is reflexive, since it is similar toCI2⊗Mk(C). Throughout this section,we letP1 =
⎛
⎝ I 0
0 0
⎞
⎠
be aprojection inMn(C) anddenote by τ thenormalized trace onMn(C). Nowwe state ourfirst lemma
whose general form and proof were given in [8].
Lemma 3.1. Let P be a projection inMn(C) such that P∨P1 = I and P∧P1 = 0. Then there are a unitary
operator V and a positive contractive operator H in Mk(C) such that I − H is invertible and
P =
⎛
⎝ H
√
H(I − H)V
V∗
√
H(I − H) V∗(I − H)V
⎞
⎠ .
Furthermore, τ(P) = 1
2
.
Proof. By Kaplansky formula [9, Theorem 6.1.7], we have τ(P1 ∨ P) = τ(P1) + τ(P) − τ(P1 ∧ P).
Thus τ(P) = 1
2
. Suppose we write formally
P =
⎛
⎝ H H1V
V∗H1 H2
⎞
⎠ ,
where H, H1 and H2 are positive operators and V a unitary operator inMk(C). By P
2 = P, we have
H = H2 + H21, H2 = V∗H21V + H22 and H1V = HH1V + H1VH2.
Hence we have
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H1 =
√
H(I − H), (1)
V∗H(I − H)V = H2(I − H2), (2)
(I − H)
√
H(I − H)V =
√
H(I − H)VH2. (3)
Now we show that I − H and H2 are injective. Indeed, for each vector ξ in Ck with (I − H)ξ = 0,
we have ξ = Hξ and √I − Hξ = 0, which imply ξ ⊕ 0 ∈ P1 ∧ P. Hence ξ = 0, and thus, I − H is
injective. Similarly, using (1), (3) and P⊥1 ∧ P⊥ = 0, we can show that H2 is injective.
From (3), the injectivity of I − H gives us that H(I − H)V = HVH2, and thus, V∗H(I − H)V =
V∗HVH2. This, together with (2), shows V∗HVH2 = H2(I − H2). Hence, by the injectivity of H2, we
have H2 = V∗(I − H)V . This completes the proof of our lemma. 
Lemma 3.2. With the above notation, for Q ∈ LatA \ {0, I, P1}, we have Q ∧ P1 = 0, Q ∨ P1 = I and
τ(Q) = 1
2
. Moreover, for two distinct nontrivial projections Q1 and Q2 in LatA , we have Q1 ∧Q2 = 0 and
Q1 ∨ Q2 = I.
Proof. By the definition of A , P1 ∈ LatA . Let Q ∧ P1 =
⎛
⎝ P 0
0 0
⎞
⎠, where P is a projection in Mk(C).
Since Q ∧ P1 is invariant under each matrix in A , it is easy to check that P is invariant under each
matrix in Mk(C). Hence P = 0 or I, and thus Q ∧ P1 = 0 or P1. Similarly, we can also prove that
Q ∨ P1 = P1 or I. It follow that Q ∧ P1 = 0 and Q ∨ P1 = I. By Lemma 3.1, we have τ(Q)= 1
2
.
For two distinct projections Q1 and Q2 in LatA \ {0, I}, by the above paragraph, we can assume that
Qi = P1 for i = 1, 2. In this setting, we have shown that Qi ∧ P1 = 0, Qi ∨ P1 = I and τ(Qi) = 12 for
i = 1, 2. Hence Q1 ∧ Q2 = P1. Note that Q1 ∧ Q2 ∈ LatA . Suppose that Q1 ∧ Q2 = 0. By the above
argument, we have τ(Q1 ∧ Q2) = 12 . It follows that Q1 ∧ Q2 = Q1 = Q2, which is a contradiction.
Hence Q1 ∧ Q2 = 0, and thus Q1 ∨ Q2 = I. 
Lemma 3.3. Let T =
⎛
⎝ T1 T2
0 T3
⎞
⎠ and Q =
⎛
⎝ H
√
H(I − H)V
V∗
√
H(I − H) V∗(I − H)V
⎞
⎠ be in Mn(C), where H is a
positive and contractive operator with I − H is invertible, and V a unitary operator in Mk(C). Then Q is
invariant under T if and only if
T2 =
√
H(I − H)−1VT3 − T1
√
H(I − H)−1V . (4)
Proof. It is easy to check that Q = W∗P1W , here W =
⎛
⎝
√
H
√
I − HV√
I − H −√HV
⎞
⎠ is a unitary matrix.
Then Q is invariant under T if and only if Q⊥TQ = 0 if and only if P⊥1 WTW∗P1 = 0 if and only if
(WTW∗)21 = 0, i.e., the (2, 1)-entry ofWTW∗ is equal to 0. By calculation, these equivalent statements
hold if and only if
√
I − HT2V∗
√
I − H = √HVT3V∗
√
I − H − √I − HT1
√
H. (5)
Since I−H is invertible,wehave that (5) holds if andonly if T2 =
√
H(I − H)−1VT3−T1
√
H(I − H)−1V .
We have completed the proof. 
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Proposition 3.4. With the above notation, we have
LatA =
⎧⎨
⎩0, I, P1,
⎛
⎝ Ka
√
Ka(I − Ka)Ua
U∗a
√
Ka(I − Ka) U∗a (I − Ka)Ua
⎞
⎠ : a ∈ C
⎫⎬
⎭ ,
where, for each a in C, Ka is a positive and contractive operator with I − Ka invertible, and Ua a unitary
matrix in Mk(C) such that aS0 + H0 =
√
Ka(I − Ka)−1Ua.
Proof. For each a in C, suppose that Ka and Ua satisfy the conditions stated in the proposition and
let Qa be the projection in Mn(C) defined by Ka and Ua as in the proposition. Now, we show that
Qa ∈ LatA . Since
√
Ka(I − Ka)−1Ua = aS0 + H0, we have that, for each A inMk(C),
√
Ka(I − Ka)−1UaS−10 AS0 − A
√
Ka(I − Ka)−1Ua
= (aS0 + H0)S−10 AS0 − A(aS0 + H0) = H0S−10 AS0 − AH0.
Lemma 3.3 shows that Qa is invariant under
⎛
⎝ A H0S−10 AS0 − AH0
0 S
−1
0 AS0
⎞
⎠. Since A is arbitrary, we have
Qa ∈ LatA .
Conversely, suppose Q is in LatA \ {0, I, P1}. From Lemma 3.2, we have Q ∧P1 = 0 and Q ∨P1 = I.
By Lemma3.1,we haveQ =
⎛
⎝ K
√
K(I − K)U
U∗
√
K(I − K) U∗(I − K)U
⎞
⎠, whereK is contractive andpositivewith
I − K is invertible and U a unitary matrix in Mk(C). Since Q is invariant under A , by Lemma 3.3, we
obtain that, for each A ∈ Mk(C),
H0S
−1
0 AS0 − AH0 =
√
K(I − K)−1US−10 AS0 − A
√
K(I − K)−1U.
Hence there is a scalar a inC such that aS0 + H0 =
√
K(I − K)−1U. 
Remark 3.5. As in the proof, we let Qa be the projection determined by a in C. Clearly, the mapping
from C into LatA , defined by a −→ Qa, is one to one. By a similar way to [5] (or [8]), one can prove
that the mapping is continuous with respect to the usual topology onC and the trace norm on LatA .
By the proposition, we can deduce the following corollary.
Corollary 3.6. For any two distinct projections Q1 and Q2 in LatA \ {0, I, P1}, we have that A =
Alg{P1,Q1,Q2}, and thus, LatAlg{P1,Q1,Q2} = LatA . Hence A is a reflexive algebra determined by a
double triangular lattice of projections in Mn(C).
Proof. Since A is reflexive, A ⊆ Alg{P1,Q1,Q2}. It follows from Proposition 3.4 that we can let
Qi =
⎛
⎝ Ki
√
Ki(I − Ki)Ui
U∗i
√
Ki(I − Ki) U∗i (I − Ki)Ui
⎞
⎠ ,
where Ki and Ui are determined by the equations aiS0 + H0 =
√
Ki(I − Ki)−1Ui for ai ∈ C, i = 1, 2.
Clearly, a1 = a2. So
√
K1(I − K1)−1U1 −
√
K2(I − K2)−1U2 = (a1 − a2)S0.
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For each T ∈ Alg{P1,Q1,Q2}, we can assume that T =
⎛
⎝ T1 T2
0 T3
⎞
⎠ for Ti ∈ Mk(C), i = 1, 2, 3. By
Lemma 3.3, we have
T2 =
√
Ki(I − Ki)−1UiT3 − T1
√
Ki(I − Ki)−1Ui.
Since
√
Ki(I − Ki)−1Ui = aiS0 + H0, we have (a1 − a2)S0T3 = (a1 − a2)T1S0, and so, T3 = S−10 T1S0.
Hence T2 = (aiS0 + H0)T3 − T1(aiS0 + H0) = H0S−10 T1S0 − T1H0. Consequently, T ∈ A . Hence A
is the reflexive algebra defined by {0, P1,Q1,Q2, I}, which is a double triangular lattice of projections.
We have completed the proof. 
In the following, we can obtain the inverse of Corollary 3.6. In other words, we shall show that each
reflexive algebra determined by a double triangular lattice of projections in Mn(C) can be unitarily
equivalent to A given by some H0 and S0.
Proposition 3.7. LetL be a double triangular lattice of projections in Mm(C). Then m is an even number,
and AlgL is unitarily equivalent to A given by some H0 and S0.
Proof. LetL = {0, I,Q1,Q2,Q3}beadouble triangular latticeofprojections inMm(C). ThenQi∧Qj =
0 andQi∨Qj = I for i = j. It follows fromKaplansky formula [9, Theorem6.1.7] that τ(Qi)+τ(Qj) = 1
for i = j. Hence τ(Qi) = 12 for each i. So,m is an even number. Letm = 2k.
Write Mm(C) = M2(C) ⊗ Mk(C). Choose a unitary matrix V in Mm(C) such that VQ1V∗ =⎛
⎝ I 0
0 0
⎞
⎠ (= P1). Then V(AlgL )V∗ = Alg(VL V∗). Hence we can assume that Q1 = P1. Under this
hypothesis, by Lemma 3.1, we can assume that Q2 and Q3 have the following forms:
Q2 =
⎛
⎝ H1
√
H1(I − H1)V1
V∗1
√
H1(I − H1) V∗1 (I − H1)V1
⎞
⎠ and (6)
Q3 =
⎛
⎝ H2
√
H2(I − H2)V2
V∗2
√
H2(I − H2) V∗2 (I − H2)V2
⎞
⎠ , (7)
where Vi is unitary, Hi contractive and positive inMk(C) with I − Hi invertible for i = 1, 2.
Nowwe prove that
√
H1(I − H1)−1V1 −
√
H2(I − H2)−1V2 is invertible. For ξ ⊕ η ∈ Ck ⊕Ck , it is
easy to check that, for i = 1, 2, ξ ⊕η belongs to the range ofQi+1 if and only if ξ =
√
Hi(I − Hi)−1Viη.
Since Q2 ∧ Q3 = 0, we have
√
H1(I − H1)−1V1 −
√
H2(I − H2)−1V2 is injective. Otherwise, there is
a nonzero vector η such that
√
H1(I − H1)−1V1η =
√
H2(I − H2)−1V2η, denoted by ξ . Then ξ ⊕ η ∈
Q1 ∧ Q2, which is a contradiction. Let S =
√
H1(I − H1)−1V1 −
√
H2(I − H2)−1V2.
For T =
⎛
⎝ T1 T2
T4 T3
⎞
⎠ inMm(C), obviously, Q1(= P1) is invariant under T if and only if T4 = 0. Hence
T is inAlgL if and only ifQj is invariant under T for each j = 1, 2, 3. From Lemma 3.3, this is equivalent
to the conditions that T4 = 0 and the following equations hold:
T2 =
√
H1(I − H1)−1V1T3 − T1
√
H1(I − H1)−1V1
=
√
H2(I − H2)−1V2T3 − T1
√
H2(I − H2)−1V2.
(8)
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Since S is invertible, (8) is equivalent to
T3 = S−1T1S and T2 =
√
H1(I − H1)−1V1S−1T1S − T1
√
H1(I − H1)−1V1.
Let H0 =
√
H1(I − H1)−1, S0 = SV∗1 andW =
⎛
⎝ I 0
0 V1
⎞
⎠. Then
W(AlgL )W∗ =
⎧⎨
⎩
⎛
⎝ A H0S−10 AS0 − AH0
0 S
−1
0 AS0
⎞
⎠ : A ∈ Mk(C)
⎫⎬
⎭ .
So, AlgL is unitarily equivalent to A . 
Recall that H0 is a positive operator, S0 is an invertible matrix in Mk(C) and A is a subalgebra of
M2(C) ⊗ Mk(C)(= Mn(C)) defined by H0 and S0 as before. Now we show the maximality of A with
respect to its diagonal whenA ha a trivial diagonal. Before the proof of themain result, we need some
lemmas.
Lemma 3.8. For a given matrix T0 in Mk(C), the algebra
B =
⎧⎨
⎩
⎛
⎝ X T0Y − XT0
0 Y
⎞
⎠ : X, Y ∈ Mn(C)
⎫⎬
⎭
has a nontrivial diagonal.
Proof. Clearly, we can assume that T0 = 0. Suppose T0 is invertible. Choose a selfadjoint matrix X
commuting with T0T
∗
0 such that X /∈ CI. Let Y = T−10 XT0. Then T0Y − XT0 = 0 and Y is selfadjoint.
Hence
⎛
⎝ X 0
0 Y
⎞
⎠ is in the diagonal of B.
Suppose T0 is not invertible. Let P be the range projection of T0. Then P = 0, I, and PT0 = T0. So,⎛
⎝ P 0
0 I
⎞
⎠ is in the diagonal of B. 
Lemma 3.9. For each λ in C, the algebra Bλ generated by A and the matrix
⎛
⎝ 0 H0 + λS0
0 I
⎞
⎠ has a
nontrivial diagonal.
Proof. By calculation,
⎛
⎝ 0 H0 + λS0
0 I
⎞
⎠ commutes with every matrix in A , and, for each A in Mk(C),
we have
⎛
⎝ 0 H0 + λS0
0 I
⎞
⎠
⎛
⎝ S0AS−10 H0A − S0AS−10 H0
0 A
⎞
⎠ =
⎛
⎝ 0 (H0 + λS0)A
0 A
⎞
⎠ .
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Note that, for any A, B in Mk(C), we have
⎛
⎝ S0AS−10 H0A − S0AS−10 H0
0 A
⎞
⎠ +
⎛
⎝ 0 (H0 + λS0)B
0 B
⎞
⎠ =
⎛
⎝ S0AS−10 T0(A + B) − (S0AS−10 )T0
0 A + B
⎞
⎠ , where T0 = H0 + λS0. Hence the algebra
⎧⎨
⎩
⎛
⎝ X T0Y − XT0
0 Y
⎞
⎠ : X, Y ∈ Mk(C)
⎫⎬
⎭ is contained in Bλ. It follows from Lemma 3.8 that Bλ has a
nontrivial diagonal. 
Lemma 3.10. For an arbitrary nonzeromatrix X0 inMk(C), the algebra BX0 generated byA and
⎛
⎝ 0 X0
0 0
⎞
⎠
has a nontrivial diagonal.
Proof. Since X0 = 0, there arematrices A1, B1, A2, B2, . . . , Al, Bl inMk(C) such that∑li=1 AiX0Bi = I.
By calculating the following sum:
l∑
i=1
⎛
⎝ Ai H0S−10 AiS0 − AiH0
0 S
−1
0 AiS0
⎞
⎠
⎛
⎝ 0 X0
0 0
⎞
⎠
⎛
⎝ S0BiS−10 H0Bi − S0BiS−10 H0
0 Bi
⎞
⎠,
we have
⎛
⎝ 0 I
0 0
⎞
⎠ is in BX0 . Hence, for each X inMk(C), it is easy to check that
⎛
⎝ X H0S−10 XS0 − XH0
0 S
−1
0 XS0
⎞
⎠
⎛
⎝ 0 I
0 0
⎞
⎠ =
⎛
⎝ 0 X
0 0
⎞
⎠ ∈ BX0 .
Choose a self-adjoint operator C0 inMk(C) with C0 /∈ CI and C0 commutes with S0S∗0 . Then S−10 C0S0
is self-adjoint. Since
⎛
⎝ C0 H0S−10 C0S0 − C0H0
0 S
−1
0 C0S0
⎞
⎠−
⎛
⎝ 0 H0S−10 C0S0 − C0H0
0 0
⎞
⎠ =
⎛
⎝ C0 0
0 S
−1
0 C0S0
⎞
⎠,
we have that
⎛
⎝ C0 0
0 S
−1
0 C0S0
⎞
⎠ is in the diagonal of BX0 . Hence BX0 has a nontrivial diagonal. 
Lemma 3.11. Let X0 and Y0 be in Mk(C), and assume that one of them is nonzero. Then the algebra B
generated by A and
⎛
⎝ 0 X0
0 Y0
⎞
⎠ has a nontrivial diagonal.
Proof. Suppose Y0 = 0. Then X0 = 0, and thus, Lemma 3.10 shows that B has a nontrivial diagonal.
Suppose Y0 = 0. Then there are A1, B1, A2, B2, . . . , Al, Bl in Mk(C) such that ∑li=1 AiY0Bi = I.
Consider the following sum:
l∑
i=1
⎛
⎝ S0AiS−10 H0Ai − S0AiS−10 H0
0 Ai
⎞
⎠
⎛
⎝ 0 X0
0 Y0
⎞
⎠
⎛
⎝ S0BiS−10 H0Bi − S0BiS−10 H0
0 Bi
⎞
⎠.
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Then there exists a matrix Z0 inMk(C) such that
⎛
⎝ 0 Z0
0 I
⎞
⎠ is in B. Clearly, we can assume that Z0 = 0.
We have two cases.
Suppose that (Z0 − H0)S−10 AS0 − A(Z0 − H0) = 0 for each A in Mk(C). Then Z0 = H0 + λS0 for
some scalar λ ∈ C. By Lemma 3.9, B contains a subalgebra Bλ with a nontrivial diagonal. Hence B has
a nontrivial diagonal.
Suppose that there is a matrix A0 in Mk(C) such that (Z0 − H0)S−10 A0S0 − A0(Z0 − H0) = 0.
Calculating the matrix sum:
⎛
⎝ 0 Z0
0 I
⎞
⎠
⎛
⎝ A0 H0S−10 A0S0 − A0H0
0 S
−1
0 A0S0
⎞
⎠−
⎛
⎝ A0 H0S−10 A0S0 − A0H0
0 S
−1
0 A0S0
⎞
⎠
⎛
⎝ 0 Z0
0 I
⎞
⎠ ,
wehave that
⎛
⎝ 0 T0
0 0
⎞
⎠ is inB, where T0 = (Z0−H0)S−10 A0S0−A0(Z0−H0) = 0. It follows fromLemma
3.10 that B contains a subalgebra BT0 with a nontrivial diagonal. Hence B has a nontrivial diagonal. 
The following corollary is a direct result of Lemma 3.11.
Corollary 3.12. With the above notation, suppose A has a trivial diagonal. If the algebra B generated by
A and
⎛
⎝ T1 T2
0 T3
⎞
⎠ has a trivial diagonal, then
⎛
⎝ T1 T2
0 T3
⎞
⎠ is in A . Hence A cannot be properly contained in
any subalgebra B of Mn(C) such that B has a trivial diagonal and P1 ∈ LatB.
Proof. Since
⎛
⎝ T1 T2
0 T3
⎞
⎠−
⎛
⎝ T1 H0S−10 T1S0 − T1H0
0 S
−1
0 T1S0
⎞
⎠ is inB, it follows fromLemma3.11 that
⎛
⎝ T1 T2
0 T3
⎞
⎠
is in A . 
Theorem 3.13. With the above notation, suppose that A has a trivial diagonal. Then A is maximal with
respect to its diagonal.
Proof. Let B be a subalgebra ofMn(C) such that A ⊆ B and B ∩ B∗ = CI. Then LatB ⊆ LatA . Recall
that P1 is in LatA .
If Lat B = {0, I}, then B is an irreducible subalgebra ofMn(C). It follows from Burnside’s Theorem
that B = Mn(C), which is impossible, since B has a trivial diagonal [12]. Hence we can assume that
Lat B has a nontrivial projection.
If P1 ∈ Lat B, then by Lemma 3.12, we have B = A .
If P1 is not in Lat B, choose P2 ∈ Lat B \ {0, I, P1}. Then P2 ∈ LatA . By Lemma 3.2, τ(P2) =
τ(P1) = 12 . Hence there is a unitary matrix W in Mn(C) such that WP2W∗ = P1. By Proposition 3.4,
we can choose P3 ∈ LatA \ {0, I, P1, P2}. Let L = W{0, I, P1, P2, P3}W∗. Then P1 ∈ L , and from
Lemma 3.2, L is a double triangular lattice of projections in Mn(C). By Corollary 3.6, we have A =
Alg{0, I, P1, P2, P3}, and thus, AlgL = WAW∗ ⊆ WBW∗. From the proof of Proposition 3.7, there
exists a unitary matrix U with the form
⎛
⎝ I 0
0 V
⎞
⎠ such that U(AlgL )U∗ has the same form asA , where
V is a unitarymatrix inMk(C). Clearly,U(AlgL )U
∗ ⊆ UWBW∗U∗.Wenote that bothU(AlgL )U∗ and
UWBW∗U∗ have trivial diagonals, and P1 ∈ Lat(UWBW∗U∗), since P1 = UWP2W∗U∗ and P2 ∈ Lat B.
It follows from Corollary 3.12 that U(AlgL )U∗ = UWBW∗U∗, and thus, A = B. We have completed
the proof of the theorem. 
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It is easy to verify that ifH20 and S0S
∗
0 generateMk(C), thenA has a trivial diagonal. FromProposition
3.7, we have the following corollary.
Corollary 3.14. Suppose thatL is a double triangular lattice of projections inMn(C) such that it generates
the whole matrix algebra Mn(C). Then AlgL is maximal with respect to its diagonal.
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