We propose techniques based on graphical models to efficiently solve data association problems arising in multiple target tracking with distributed sensor networks. Graphical models provide a powerful framework for representing the statistical dependencies among a collection of random variables, and are widely used in many applications (e.g., computer vision, error-correcting codes). We consider two different types of data association problems, corresponding to whether or not it is known a priori which targets are within the surveillance range of each sensor. We first demonstrate how to transform these two problems to inference problems on graphical models. With this transformation, both problems can be solved efficiently by local message-passing algorithms for graphical models, which solve optimization problems in a distributed manner by exchange of information among neighboring nodes on the graph.
be determined which sensor can see which target. For simplicity, we assume that sensors behave as proximity indicators. The key issue is to estimate the distribution of targets over the surveillance area.
A method for solving this target distribution estimation problem can be viewed as a preprocessing step for the first problem. We propose a region-based modeling approach, in which elementary variables to be estimated are the numbers of targets in each of a set of disjoint subregions covering the surveillance area. In particular, each subregion corresponds to the area surveyed by a distinct subset of sensors. The measurements at each sensor correspond to the number of targets detected within the overall range of that sensor, with some uncertainty due to noise. The various modeling approaches for these two specific problems illustrate how the role of nodes in the graphical model changes according to the underlying estimation problem of interest. For example, the nodes corresponds to sensors or targets in the first problem, whereas they correspond to subregions or sensors in the second problem.
We proceed by transforming each problem described above to a suitable optimization problem in the graphical model. We then show how such problems can be solved efficiently, by using local messagepassing algorithms that exploit sparsity inherent in the problem due to the local sensing structure. We use both standard message-passing algorithms, and also the more recently developed tree-reweighted maxproduct (TRMP) algorithm [19] . Whereas standard message-passing algorithms provide no correctness guarantees on loopy graphs, the TRMP algorithm renders it possible to obtain optimal data association (in the maximum a posteriori sense) even on graphs with cycles [19] . In these algorithms, distributed inference is achieved iteratively through the exchange of information among neighboring nodes on the graph in parallel, where each iteration requires a certain amount of communication between the nodes. This parallel message-passing structure makes these algorithms especially suitable for a distributed implementation, in which each node performs local processing and then transmits the results to its neighbors on the graph. We demonstrate the effectiveness and the computational efficiency of this approach on a number of simulated scenarios.
In a distributed implementation, the message passing operations correspond to communication between the computation nodes in the sensor network. In the standard algorithms described above, the nodes continue transmitting messages until the overall algorithm converges, without making any distinction between messages that contain significant new information (compared to previous iterations) and ones that do not. A key limitation of typical sensor networks is the budget for communication, since communication consumes power, and the nodes are usually power-limited. Hence, it is of considerable interest to develop algorithms that treat communication bandwidth as a limited resource that needs to be used wisely and sparingly. To this end, we propose a new algorithm based on the message-passing algorithm, where we provide nodes with the authority to decide whether or not messages should be sent at each iteration, based on statistical rules related to the information content of messages. We show that such communicationsensitive algorithms can provide considerable savings in communication without much sacrifice in overall decision-making performance. Furthermore, this approach provides insight into the trade-offs between the performance achieved and the amount of communication needed by sensors, as well as into the information flow dynamics inside sensor networks. For example, we observe that a node that has decided not to communicate for a while may suddenly start passing messages again as new information finally reaches it.
The remainder of this paper is organized as follows. Section II introduces the essential background of graphical models and message-passing algorithms, as well as the tree-reweighted max-product algorithm.
Section III contains the mathematical formulation of the measurement-to-target association problem in an organized sensor network and our approach to transforming it to an optimization problem on graphical models. Section IV proceeds with the formulation and transformation of target distribution estimation for sensor network self-organization. An adaptive technique, communication-sensitive message-passing, is proposed in Section V. Experimental results are presented in Section VI. We summarize our work and discuss directions for future research in Section VII.
II. BACKGROUND ON GRAPHICAL MODELS

A. Graphical Models
A graphical model consists of a collection of random variables that are associated with the nodes of a graph. Although various formalisms [8] exist for graphical models, the work in this paper focuses entirely on Markov random fields (MRF), which are based on undirected graphs. More formally, let generalized forms of message-passing that entail operating on higher order cliques, these generalizations usually involve clustering the nodes within a higher order clique to one node [22] . Since complexity of message-passing algorithms grows exponentially in the cluster size, concerns of computational tractability limit the appeal of such approaches. For these reasons, it is appropriate to limit our discussion to MRFs with pairwise compatibility functions. The standard message-passing algorithms as well as the treereweighted max-product algorithm are introduced in the next two subsections under this assumption.
B. Message-passing algorithms
Message-passing techniques [13] , [23] , [24] , including the sum-product algorithm and the max-product algorithm, are generalizations of the widely-used forward-backward algorithm and Viterbi algorithm on Markov chains to arbitrary tree-structured graphs. There are different ways to schedule the passing order of the messages [14] . Here we consider a parallel scheme, in which at each iteration, each node a passes a message to each of its neighbors ¡ £a simultaneously and in parallel. The message in the
iteration, which we denote by
, is a function of the possible states i I
. This parallel messagepassing operation is inherently a distributed algorithm, so that it can be realized on physically distributed processors.
The sum-product algorithm (also known as belief propagation) is used to compute the node marginal distribution p X £ q
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The max-product algorithm is a similar form of message-passing that is used to find the MAP
, run the max-product algorithm until convergence to obtain a set of tree max-marginals It can be shown that this algorithm always has a fixed point for positive compatibilities. The algorithm outputs the correct MAP assignment as long as the max-marginal for each node has a unique optimum, which can be assumed safely in most cases. More details on TRMP and its link to a tree-based linear programming relaxation can be found in [19] .
III. DATA ASSOCIATION IN AN ORGANIZED NETWORK
Data association is recognized as the central problem of multi-sensor multi-target tracking. This section is devoted to a core problem in data association, with the goal of exploring how graphical models can be used effectively so as to exploit the intrinsic sparsity.
A. Problem Formulation
The set-up of the core problem that we consider is as follows. regions. An example of such a scenario is shown in Fig. 1 . Moreover, we assume the organization of the sensor network has been accomplished (i.e., it is known from the sensor surveillance regions which targets can be detected by a given sensor, although false alarms and missed detections are permitted).
We divide all targets into However, the sparsity inherent in the problem structure can be exploited so as to reduce the computational complexity. Instead of attacking the data association problem as one huge problem modeled by a single variable with a huge state space, we can view as the concatenation of a collection of local random association variables, one defined for each sensor or for each target. With this view, it is natural to construct a graphical model for the data association problem, which then allows us to make use of the existing inference algorithms to efficiently compute MAP estimates of the association variables.
Constructing a graphical model requires identification of the graphical structure, and factorization of the posterior probability
into products of local compatibility functions defined on graph cliques.
As we will show in subsequent subsections, there are a variety of different approaches to modeling the data association problem, each of which leads to different types of graphical models. For instance, defining an association variable for each sensor leads to a sensor-oriented modeling approach. On the other hand, defining an association variable for each target corresponds to a target-oriented modeling approach.
Interestingly, we find that a hybrid modeling approach, combining elements of both the sensor-centric and target-centric approaches, is best-suited for solving the data association problems in sensor networks, using the inference algorithms for graphical models. The following subsection is devoted to a detailed description of these modeling approaches.
B. Graphical models for data association
In this section, we explain in detail how we construct the graph and the compatibility functions for the data association problem described in Section III-A. To simplify our discussion and notation, we assume throughout Section III-B.1 to Section III-B.3 that there are no false alarms and no missed detections and postpone the discussion on false alarms and missed detections to Section III-B.4. Without false alarms and missed detections, the measurements generated and the targets covered by each sensor will be in one-to-one correspondence. For simplicity of explanation only we further assume the same number of targets, We begin by describing how to construct a graphical model in which the nodes are in one-to-one correspondence either with sensors or with targets. As we will see, for the sensor-oriented models, when more than two sensors see any particular target, higher order clique compatibility functions appear and the structure of the resulting graph becomes more complex. On the other hand, for the target-oriented models, higher order clique compatibility functions can always be avoided, but the graph is quite densely connected. These advantages and disadvantages of both models motivate the introduction of additional nodes corresponding to small groups of targets into sensor-oriented models, thereby leading to a hybrid but more tractable and sparse graphical structure.
1) Sensor-Oriented Modeling:
The sensor-oriented modeling approach entails defining a set of asso- 
where £ ¡ $ place a node in the graph for each sensor, and define the node compatibility functions as
For two sensors that share a set of targets covered by none of the other sensors, as in the scenario shown in Fig. 2 (a), we connect the nodes for these two sensors with an edge because their association variables are coupled directly by the targets they both cover, and define the edge compatibility function as
For example, Fig. 3 (a) shows the sensor-oriented model for the scenario shown in Fig. 2 
(a).
This same idea can be applied more generally if we insist on using a graphical structure with nodes in one-to-one mapping with sensors. In particular, if there are targets covered by and B E form a 3-clique, the clique compatibility function is defined as With each node in the graphical model corresponding to a sensor, the sensor-oriented modeling approach is amenable to implementation on sensor networks. 
Then the measurement likelihood in a particular association configuration
The ¦ functions here enforce the constraints that a measurement at a sensor can be assigned to only one of the targets covered by the same sensor. These kinds of binary constraints are widely used in graphical models for parity-check codes [25] , thereby they are usually referred to as parity-check compatibility functions. The above factorization indicates that with each node in the graph corresponding to a target, the node compatibility function is defined by the likelihood of the measurements associated to the corresponding target. For example, 
£¢ E
after clustering the clique nodes, this is a significant reduction on node state space. However, the targetoriented modeling approach usually yields a highly connected graph since the nodes for the targets covered by the same sensor form a clique. Besides, the nodes inside the clique are tightly linked by parity-check compatibility functions. The strong interaction between nodes can cause oscillation in the dynamics of local message-passing algorithms, which can slow or prevent convergence.
3) Sensor-Target Hybrid Modeling:
We now propose a sensor-target hybrid modeling approach. This hybrid approach allows us to retain the framework of sensor-oriented models (thereby keeping the algorithm close to the network architecture), and simultaneously leads to pairwise compatibility functions with the largest node having ¢ E states. As in the sensor-oriented models, we build one node for each sensor. If no targets are covered by more than two sensors, we construct the graphical model in exactly same way as the sensor-oriented models. If there are some targets covered by three or more sensors, we incorporate the association variables for these targets into the models as well, and connect each target with every sensor node that covers it. In this way, the clique compatibility function that would occur in sensor-oriented models become the node compatibility function for the targets. For example, for the scenario in Fig. 2(b) , we can write
is the compatibility function defined on the edge connecting the target node with the corresponding sensor node. This compatibility function ensures that the sensor association variable and target association variable are consistent with each other to form a valid global association configuration. The hybrid model for this scenario is shown in Fig. 5 .
In summary, we construct the sensor-target hybrid models as follows. We first build one node for each sensor to represent the association configurations of this sensor. Two nodes are connected by an edge if they share any target, and no third sensor covers this target. If there is any target shared by more than two sensors, then we build one node for each such target and connect it with all the nodes that represent the sensors which cover that particular target. As another example, Fig. 6 shows the graphical model for the scenario in Fig. 1 using the sensor-target hybrid modeling approach.
4) False Alarms and Missed Detections:
It is straightforward to extend our approach to deal with data association in an environment where false alarms and missed detections are possible. In this subsection, we discuss how to handle false alarms and missed detections in the sensor-target hybrid modeling approach.
Similar techniques can be applied on the sensor-oriented models and target-oriented models.
In the case of false alarms, it is possible that some of the measurements are not assigned to any targets. On the other hand, in the case of missed detections, we need to consider the possibility that a target might not produce any measurement at a sensor covering it. In order to take into account false alarms at sensor , we augment each target set with a virtual target 5 
¡
such that each sensor has its own virtual target, and this virtual target can only be assigned to a measurement generated by the 
B. Graphical Models for Target Distribution Estimation
s.t. . We note that is a function of the false alarm rate and missed detection rate of sensor . 2 As an example, Fig. 7(b) shows the sensor-subregion hybrid model for the scenario shown in Fig. 7(a) . In current sensor technologies, power is a limited resource, and power consumption is dominated by the cost of communication. Consequently, for local message-passing algorithms to be broadly applicable in sensor networks, it is critical to reduce the amount of communication that they require.
One approach to reducing communication costs is simply to stop the algorithm early, prior to convergence. This naive approach can fail, as it is likely that important information may never be generated or transmitted. Consequently, we propose an adaptive approach that, while reducing the amount of communication, does not lead to serious degradation in performance. In this approach, after a new message is formed at a node, the node has the authority to make a decision about whether it needs to transmit this message or not. A message will be sent only when it contains "significant" new information compared to the message sent by the same node on the same edge in the previous iteration; otherwise the message will not be sent. If the message in the current iteration is not sent, the destination node uses the corresponding message from the previous iteration instead. In other words, during every round the messages are statistics also suggests that we can use the Kullback-Leibler (KL) divergence [26] to measure the distance between the information content of two messages. The KL divergence is widely used to measure the similarity of two probability distributions in the information theory literature. In this case, it is defined as
Besides the communication savings gained by not transmitting messages below tolerance, the CSMSG updates usually converge much faster than standard message-passing and thus reduces the amount of communication further, especially on loopy graphs (where standard message-passing may fail to converge). Note that CSMSG converges at the point when no nodes are active in sending messages. This is equivalent to relaxing the convergence criterion for standard message-passing, allowing early stopping when all nodes are satisfied that early stopping will not lead to loss of crucial information. Furthermore, the convergence behavior of CSMSG suffers less from the effect of rumor propagation, which could result in slow convergence rate as messages travel around cycles and are no longer independent to each other.
In particular, a message is sent out in CSMSG only when it contains enough (decided by the message tolerance ) new information than the old message. Empirically, we find that this stopping criterion helps to suppress the effect of cycles, and can improve the convergence rate.
The overhead to implement CSMSG instead of standard message-passing is insignificant considering the potential savings in communication. In CSMSG, every sensor node requires some additional memory for storing messages from the previous iteration, so that it can compare the new messages (that it generated) with the old messages (that it generated), and use the old messages (that it received) when necessary. In addition, we also require a mechanism for letting the sensor know when a new message has not been sent, so that it needs to use the old message instead. One possibility is to pass one extra bit of information on every link in each iteration to indicate if the nodes have new information or not. Alternatively, we could synchronize the communication and design the protocol in a way such that the sensor will use the old message after some latency period, whether the new message was not sent or simply lost on the way.
VI. EXPERIMENTAL RESULTS
A. Data Association in an Organized Network
We have tested our approach to the data association problem formulated in Section III on simulated data. Our set-up is a surveillance system consisting of 25 sensors, forming a¡ signal-to-noise ratio region (i.e.,1¢ We use the message tolerance based on the KL divergence as introduced in Section V. Table I compares the performance achieved and communication needed by TRMP, the standard MP and CSMP. The data are the average results obtained from 50 trials on the scenarios corresponding to three targets per sensor case Fig. 8 . The error rate generated by the TRMP algorithm is optimal in the MAP sense. 
B. Target Distribution Estimation for Network Self-Organization
We have carried out experiments for target distribution estimation using simulated data. The sensors are proximity indicators, each of which generates a noisy likelihood function for the number of targets in its surveillance region. Sensors are randomly deployed into a unit surveillance area, thereby dividing the surveillance area to disjoint subregions according to the overlapping coverage. In each subregion, a random number of targets are placed according to a prior distribution. The prior of . Notice that ¡ and £ ¢ cover the same four subregions.
These two sensor nodes together with the four subregion nodes they connect form a cluster of strong interaction. In the first three iterations, these six nodes actively send messages to each other and their influence propagates farther and farther. Even after they stop sending messages, the node c is still passing the information from the cluster to nodes farther away. The node reveals an oscillating pattern that frequently occurs in graphical models with parity-check like compatibility functions. In the third iteration node only receives messages and in the next iteration it only sends messages. This pattern is a result of the disagreement among the four nodes linked by . Many more iterations are usually required for the standard message-passing updates to settle down in such situations. However, as shown in Fig. 13 , the relaxed criterion of CSSP brings the nodes to harmony more swiftly.
VII. CONCLUSION
In this paper, we introduced techniques using the framework of graphical models to solve data association problems arising in distributed sensing scenarios. We proposed several different approaches to modeling, in which nodes in the underlying graphical model were associated with different quantities in the sensor network. For instance, for the measurement-to-target data association problem in an organized network, we constructed graphical models by mapping sensors or targets to nodes. However, we also showed that new sensor-target hybrid models are better suited to applying local message-passing algorithms in sensor networks, as they exploit the structure and sparsity inherent to these data association problems. For the target distribution estimation problem, we developed graphical models with nodes corresponding to sensors and surveillance subregions. These data association and estimation problems can be solved efficiently by using local message-passing algorithms, and a suitably reweighted form of the max-product algorithm renders it possible to obtain the optimal (in the sense of maximum a posteriori) data association. Our methods scale well with the number of sensors in the network and are inherently distributed, which render them well-suited for application to distributed inference problems in large-scale sensor networks. We also proposed communication-sensitive versions of local messagepassing, and found that they are capable of achieving near-optimal performance with a substantial savings in communication cost. Moreover, we found that consideration of communication-sensitive version of message passing yielded insight into the dynamics of the message-passing used to carry out information fusion. Experimental results based on simulated data show the effectiveness of our approach.
There are number of research directions that remain to be explored. First, it is of considerable interest to integrate our graphical model-based approach into tracking algorithms. Doing so requires addressing several issues that arise in the dynamic setting. For example, the uncertainty associated with the subset of targets seen by a given sensor leads to uncertainty in the graph structure of a partially organized network. Following the same idea as the deferred decision of multiple hypothesis tracking, we may keep several most probable graphical structure candidates, and wait for the future data to help resolve ambiguity in model structure. Doing so would require to connect models from several time frames so as to form a dynamic Bayesian network (DBN) [27] . Another possible extension on the dynamic setting is to the case of mobile sensors. Second, the relation between the graphical model and the underlying physical sensor network needs to be explored. Our work shows that the graphical model structure need not be the same as the topology of the physical sensor network. A node in a graphical model may
