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1 Introduction
Information Technology has seen big advances in the au-
dio data storage and transmission field. In 1981, the CD
(Compact Disc) was developed by Philips Corporation in the
Netherlands, implementing a storage solution based on opti-
cal laser and digital representation. However, data transmis-
sion bounds have demanded lower transmission rates, and
therefore compression algorithms for reducing the data infor-
mation stream without significantly distorting the signal. In
1987, the Fraunhoffer Institute released a compression algo-
rithm standard, based on perceptual models of the hearing
system, usingmasking phenomenamodels. The quantization
noise introduced by these coding systems, specially when cod-
ing at low bit rates, gave rise to audible distortion errors,
known as artifacts. Subjective evaluation led to a blurred clas-
sification of these artifacts. One type of artifact – preecho – is
dealt with in this paper. Preecho cancelation is discussed, and
then a wavelet transform technique for this purpose is dis-
cussed, as well as some mathematic considerations about the
transform. Hybrid coders, making use of FFT or DCT for the
quasi-periodic components of the signal, and DWT for the
transient attacks of the signal seem to be, in author’s opinion,
the right direction for further research.
2 Two psychometric methods for
evaluating coding systems
DBTS and SR are two pscyhometric methods that have
been tested for subjective evaluation of audio codecs. Results
from these tests have been published in [1][2], together with a
description of the tests, excerpts and results. The DBTS
method is a psychometric method which introduces the refer-
ence signal. The listener compares the coded signal with the
reference, while in SR the reference is not introduced.
Here we show the ANOVA tables which show that the
DBTS method is stricter than SR.
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Source of variation Degr of Freed Sums of Squares Mean Square Variance Ratio (F) Probability
Factor A 5 109.8867 21.9773 59.0312 p<0.05
Factor B 6 12.0919 2.0153 5.4131 p<0.05
Factor A×B 30 47.5625 1.5854 4.2584 p<0.05
Error 840 312.7176 0.3723
Total 881 482.2587
Table 1: ANOVA results for DBTS methodology
Source of variation Degr of Freed Sums of Squares Mean Square Variance Ratio (F) Probability
Factor A 5 7.1488 1.4298 5.7146 p<0.05
Factor B 6 9.6904 1.6151 6.4552 p<0.05
Factor A×B 30 7.4262 0.2475 1.12 p<0.05
Error 966 241.6617 0.2502
Total 1007 265.9271
Table 2: ANOVA results for SR methodology
3 Artifacts from audio compression
Subjective tests performed on coded-audio signals show
that individual codecs vary considerably in performance (this
is validated by the ANOVAmethod), and also differ in perfor-
mance depending on the type of signal that is used for the
test. Coding signals with a strongly aperiodic character, called
“attack signals” or “signals with transient behaviour” lead to
an artifact known as preecho. Similarly, speech signal coding
introduces to the signal an artifact known as reverberation.
Sometimes, when coding at low bit rates, variations in the
masking threshold from one frame to the next may lead to
different bit assignments, and as a result some groups of spec-
tral coefficients can appear or disappear[3].
Preecho is analyzed here, and some techniques for cancel-
ing it are described.
When describing artifact generation, researchers explain
that a pointed artifact originates because of incorrect bit as-
signment from frame to frame, due to dispersion of the signal
energy, which spreads out to neighbouring frames and even
subbands. The relations between these dispersion lengths
give rise to various perceptual artifacts. In the time domain, it
is signals with a transient-stochastic character, that are af-
fected. Percussive signals such as castanets, cymbals, clicks,
claps, drums, etc. give rise to preecho when coding.
Plosive phonemes are stochastical speech signals with a
noisy character arising from turbulent air streaming in the
formation of some consonants. When coding these signals,
which of course occur together with vowel sounds of quasi-pe-
riodic character, reverberation is perceived.
When coding a signal which consists not only of the com-
ponents explained above, but which has a frecuency represen-
tation that gives strong variations of the masking threshold
from one frame to the next, the birdies artifact is perceived.
3.1 Origin of compression artifacts
The general structure of an audio-coder is given in [4].
There are three types of audio-coding systems, which differ
according to the way they feed the input signal into the
psychoacoustic model. The first type are transform coders,
where samples from the input signal are transformed to the
frequency domain. The second type are subband coders,
where the transformation is performed, and then the mask-
ing thresholds are calculated for each subband. The third type
are so-called parametric coders, in which a definite type of
parametrization is observed.
Some authors observe that subband coders give better re-
sults when tracking transient signals, but the fixed window
length that they apply does not track these signals accurately.
For this purpose a wide range of techniques have been imple-
mented, as will be described below.
4 Audio critical material selection
During this work, the author designed a program in the
Matlab environment to describe the energy of the signal in
each of the subbands that subband coders use.
Signals with a transient character show dispersion of their
energy through the neighbouring subbands.
Therefore, for selecting audio material suitable for the
subjective assessment of audio-codecs the program provides
an estimation of which signals will behave critically and which
not. Further research needs to be done to determine the rela-
tions between the subband representation of the particular
signal and the artifact produced while compressed with a defi-
nite algorithm for transient tracking.
Stating the relations between the power spectrum levels
inside each subband should give a cue to further research.
Figure 2 shows the energy allocation of the power spec-
trum density of signal castanets.
5 Current state-of-the-art for transient
audio signal detection
Digital Signal Processing clearly has some potential for
transient detection. This includes modifications of the Dis-
crete Cosine Transform, DCT, with block variable lengths,
tracking transient signals more accurately. The discrete
wavelet transform, DWT, is also a powerful tool for transient
tracking. Some implementations use a hybrid DWT/DCT.
Other approaches combine non-linear transform coding and
structured approximation techniques, together with hybrid
modeling of the signal class under consideration. Techniques
with non-uniform lapped transforms are also used. Here, a
non-uniform filter bank is obtaining by joining uniform co-
sine modulated filter banks using a transition filter. Audio
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Fig. 1: A pre-echo artifact in a castanet excerpt [3]
Fig. 2: Power spectrum density of a castanet audio signal
watermarking, in which a watermark signal modifies the
statistical characteristics of audio signals, in particular its
stationarity, is also used [5].
5.1 Application of the wavelet transform while
tracking transients
The representation of the signal in the frequency domain
in earlier coders, such as MPEG-1 layer III, Ogg Vorbis and
others was based on FFT, or DCT. Nowadays, applications
aimed at transient tracking, use hybrid DCT, DWT among
others.
Discarding the noise component, an audio signal can be
represented in the following way [6],
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Daudet et al. [6] describe 	 and  as subsets of the index
sets, termed significance maps. Residual signal r is not sparse
with respect to the two bases considered here.
The main idea is that DCT, FFT and the other algorithms
usually implemented in audio compression are very suitable
for analysing and tracking the sinusoids or the quasi-station-
ary components of the signal. Transient tracking is more
convenient with DWT. DWT transformation, and its ability
to localize sharp attacks in time comes from the Fourier-
-Plancharel transformation and the uncertainty principle.
Further work is being done to apply these algorithms in
improving codec performance.
5.2 Demonstration of the wavelet transform
when solving a transient signal
When castanets, one of the critical material excerpts, is
processed by FFT or DCTwith fixed window length, the spec-
trum disperses in such a manner that the bit-assignment
derived from the psychoacoustic model is non-efficient and
therefore an audible artifact known as preecho originates.
The following figure shows the original castanet signal,
DWT, FFT, DCT and the other orthonormal transforms per-
form signal decomposition of the signal to the decomposition
basis. In the case of FFT, the decomposition orthogonal basis
is the set of all functions,
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In the Fourier basis, frequency localization is precise, but
time localization is poor.
The Euclidean orthonormal basis, which has the form
(1, 0, 0, …, N1), (0, 1, 0, …, N1), … (4)
unlike FFT, performs precise localization in time, but is poor
in frequency. STFT represented a possible solution to the
problem. It windows the signal, and therefore gives the possi-
bility to separate the signal into frames and get the frequency
representation of these frames separately. However, it still
faced the problem that because of the fixed window length,
transient attack signals were non-efficiently tracked.
DWT represents a compromise between these two limit
representations, and performs good localization either in fre-
quency or in time.
Signal decomposition into a particular basis can be viewed
as a scalar product of the signal with the corresponding coeffi-
cient of the basis. Mathematically,
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Fig. 3: Signal decomposition used in state-of-the art codecs
Fig. 4: Original castanet signal, critical material excerpt
Fig. 5: 1-step decomposition of the signal using the wavelet transform
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representing how similar function f is to the corresponding
coefficient of the orthonormal basis g.
Signal decomposition, mathematically expressed, is a set-
-mapping from the set of complex numbers to the set where
the decomposition is described,
C z z z nn 	 ( ( ), ( ), , ( ))0 1 1 . (6)
Let us perform a one-step decomposition of a castanet sig-
nal, with DWT. After one-step decomposition we achieve two
signal components, depicted in Fig. 5.
Let us reconstruct the signal with the coefficients that
arose after one-step decomposition. Fig. 6 gives the recon-
structed signal.
Higher levels of signal decomposition, of course, will give
more accurate representations of the audio signal, in a similar
manner as higher frequency resolution improves the accuracy
of the frequency representation of the signal in FFT.
DWT, then, has a hierarchical structure in which the
higher the level that the decomposition affords, the longer
the hierarchical DWT tree.
Comparing Figures 4 and 6, we see that the reconstruction
was succesfully performed.
Now, let us perform a 3-step decomposition. A finite set of
coefficients is obtained. Coefficient extraction is then per-
formed, and this is presented in Fig. 7.
Finally we reconstruct an approximation at level 3 from
the wavelet decomposition structure. We perform reconstruc-
tions of detailed coefficients at levels 1, 2 and 3 from the wave-
let decomposition structure (Fig. 8).
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Fig. 6: Invert direct decomposition of a signal using coefficients
Fig. 7: Detailed coefficients at levels 1, 2 and 3 from the wavelet
decomposition structure. Original signals, ca3, cd3, cd2
and cd1.
Fig.8: Reconstructed detailed coefficients at levels 1, 2 and 3,
from the wavelet decomposition structure. The upper fig-
ure is the original signal, followed by the reconstructed
signal, and then the coefficients.
Fig. 9: Original and reconstructed signal
The last step is signal reconstruction from the wavelet de-
composition structure (Fig. 9).
Transient signal reconstruction shows that DWT is a suit-
able method for decomposing transient signals, even per-
forming just a 3-level decomposition. This result shows that a
hybrid codec implementing FFT for extracting and process-
ing quasi-stationary signals and DWT for extracting and pro-
cessing transient signals is a more suitable algorithm for
sound-coding than formerly-used codecs, which tracked sig-
nals with fixed window length DCT or FFT transforms.
6 Conclusions
Psychometric methods were used to evaluate audio-cod-
ing systems. DBTS and SR were the methods chosen to per-
form the evaluation. From these tests, the ANOVA validation
of results shows that not only the codec performance but also
the characteristics of the signal have a strong impact on the
evaluation. Signals with a percussive character, such as casta-
nets, cymbals, claps and others, when coded by algorithms
which implement DCT and FFT for frequency representation
of the signal, show preecho as an auditory artifact produced
due to compression. The two other artifacts, while appearing
to differ from preecho in the auditory domain, in the author’s
opinion, they have the same origin: the incorrect bit-alloca-
tion of the masking coefficients. This is because the critical
signal has a power spectrumwhich spreads out not only to two
neighbouring frames, but to the neighbouring bands.
The signal criticality can be checked by the program. Fi-
nally, some state-of-the-art techniques are discussed in order
to efficiently track these critical audio signals, giving special
attention to the wavelet transform.
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