Abstract This paper presents CRUST, a stackable file system layer designed to provide secure file sharing over remote untrusted storage systems. CRUST is intended to be layered over insecure network file systems without changing the existing systems. In our approach, data at rest is kept encrypted, and data integrity and access control are provided by cryptographic means. Our design completely avoids public-key cryptography operations and uses more efficient symmetric-key alternatives to achieve improved performance. As a generic and self-contained system, CRUST includes its own in-band key distribution mechanism and does not rely on any special capabilities of the server or the clients. We have implemented CRUST as a Linux file system and shown that it performs comparably with typical underlying file systems, while providing significantly stronger security.
individuals. Moreover, the server may be vulnerable to network-based and physical attacks. Despite this, many existing solutions rely on the remote file server for data integrity and access control. The data in these solutions is often stored unencrypted, and the users rely on the server's access control. This means that users effectively trust the file server's administrators, and data may be exposed from backup copies or stolen hard-disks.
Eliminating the trust in the storage server introduces several security problems. End-to-end security is required, including data secrecy, data integrity, authenticity and access control. Existing solutions that take on these challenges, such as SiRiUS [12] and Plutus [16] , rely heavily on the use of public-key cryptography. It is widely known that public-key cryptography algorithms are orders of magnitude slower than their symmetric-key counterparts. This fact encourages the design of a new file system that avoids using public-key cryptography and uses symmetric-key alternatives instead.
Related work
The popularity of networked storage systems is constantly growing. However, the nature of these systems exposes them to a vast variety of security threats. A framework for evaluating the security of storage systems is presented in [29] . Additional surveys of security services provided by storage systems are given in [17, 31] . These works examine and compare existing systems, architectures and techniques.
CFS [5] is the first widely-known file system that performs file encryption. It is a virtual file system (VFS) that encrypts each protected directory with a secret key. CFS was primarily designed for securing local file systems, and thus only relatively simple confidentiality issues were addressed. File sharing in CFS is limited; for instance, sharing a protected file with another user involves disclosing the encryption key to that user. CryptFS [36] and TCFS [8] are variants of CFS. NCryptfs [35] provides kernel-level encryption services. It allows convenient file sharing between users located on the same machine. However, support for file sharing in more general situations is limited.
More advanced file systems were designed for securing remote storage systems and for allowing more flexible file sharing between users. Most of these systems trust the file servers and concentrate on protecting against malicious users accessing the network. Such systems usually include mechanisms that ensure proper authentication of the users. SFS [23] also authenticates the server, so that adversaries are prevented from masquerading as the server. Communication with the server is protected by a session key. However, trusting the server with the data enables attacks where adversaries collude with the server.
SGFS [18] offers secure, efficient and flexible global file sharing. NASD [11] provides security to network attached storage, where the file server is removed from the data path. Improved performance is gained by the direct interaction of users with the storage device. In this architecture, the storage devices themselves participate in cryptographic protocols. However, they are trusted with the data, and the data is stored in the clear. Thus, the attacks mentioned above are still relevant.
The strictest trust model used by related work avoids trusting the entire storage infrastructure. In such systems, the data is encrypted by writers before it is sent to the server, and decrypted by readers after it is received from the server. Access control is achieved by cryptographic means, and does not rely on the file server's mechanisms. Plutus [16] , SiRiUS [12] and SNAD [25] are cryptographic file systems that enable secure file sharing over untrusted servers. However, eliminating the trust in the server comes at the expense of performance. Relaxed assumptions, such as those used by some variants of SNAD, allow improved performance in cases where the server is not completely untrusted.
SiRiUS is designed to be layered on top of any existing file system (but was implemented only over NFS). It implements in-band key distribution, while relying on secure public-key servers or IBE [6] master-key servers. Plutus provides efficient random access, file name encryption and lazy revocation, but does not relate to key distribution mechanisms. Plutus, SiRiUS and SNAD provide end-to-end encryption of data, and thus prevent adversaries from accessing files, despite having access to the physical storage device. Plutus and SNAD, unlike SiRiUS, place some trust on the server's access control mechanisms by requiring it to perform checks before committing users' requests.
The designs of Plutus, SiRiUS and SNAD rely on public-key cryptography. SNAD suggests using a symmetric HMAC as an alternative to signatures, as long as the server can be trusted for differentiating readers from writers, thus deviating from the untrusted storage model. Our work follows the research and suggestions of [26] for securing untrusted storage without public-key operations. In our work, we incorporate some of the suggested alternatives into a complete file system design.
There are many other secure file systems whose foci differ from ours. SUNDR [22, 24] addresses important consistency issues of untrusted servers. OceanStore [20] and FARSITE [1] are secure large-scale distributed file systems. Availability and fault-tolerance issues are handled in these systems by replicating data and by using cryptographic techniques that allow discarding bad information while preserving useful information.
Contributions
This paper introduces CRUST, a new stackable file system layer designed to provide secure file sharing over untrusted servers. CRUST is intended to be layered over any existing file system, even a system that does not offer file sharing at all. The underlying file system is not modified, but is rather extended through the CRUST layer. Our design completely avoids the use of public-key cryptography in order to achieve better performance than existing systems, without sacrificing security properties.
Our basic design follows the direction of SiRiUS [12] , but uses several methods suggested by Naor et al. [26] . The latter work identifies symmetric-key alternatives for expensive public-key operations. We incorporate some of those techniques and introduce a complete, practical file system design. We also introduce a novel key regression mechanism that allows efficient user revocation while avoiding the use of long hash chains.
CRUST is designed and implemented in a portable way, requiring a minimal installation process and supporting any underlying file system. The user is required to keep a small number of keys, which can be easily managed. The keys are provided by the user only when he mounts the file system. This allows existing applications to operate normally on the mounted file system without the user's intervention.
CRUST stores the data in encrypted and signed form, so it needs a key distribution mechanism. We chose not to use a Kerberos-like online trusted key distribution center (cf. [32] ). Instead we use the Leighton-Micali key predistribution scheme [21] , which requires the involvement of a trusted agent only during system set up. This approach enables file sharing without the need for a secure server, and does not require online communication between the users.
Like SiRiUS [12] , CRUST offers flexible sharing policies by maintaining per user access privileges for each file, and differentiates between file ownership, read-only and readwrite privileges. However, instead of relying on the asymmetry between the secret signing key and public verification key, we used a MAC-based signature scheme [26] . Furthermore, CRUST performs random access (both read and write) to different parts in a file and maintains files of varying sizes. Finally, CRUST includes a novel key regression mechanism that allows efficient user revocation, which may be of independent interest.
CRUST is implemented over the FUSE framework [33] on Linux. Our work includes an extensive performance evaluation. The results show that CRUST performs very well with only 2% overhead for reading large files and 8% for writing.
The rest of this paper is organized as follows. In Sect. 2 we define our goals and assumptions. Section 3 presents the mechanisms and design of CRUST. Section 4 introduces a novel key regression method. Section 5 describes the data organization used in CRUST. Section 6 presents the implementation of CRUST, and Sect. 7 evaluates its performance. Section 8 presents several extra features and security enhancements that can be added to CRUST. We summarize our results in Sect. 9 . The details of basic CRUST operations appear in Appendix A.
Design requirements

System considerations
Stackable file system
CRUST must function as an add-on, providing secure file sharing over existing, unmodified file systems. It should support any system with the basic capability of storing files. This requirement is crucial when the user has no control over the file system, as in the case of using storage services on the web. Moreover, it also enables utilizing CRUST for a wider variety of uses, such as securing removable storage devices.
File sharing
CRUST provides flexible per file sharing, based on the taxonomy of [29] , where every user can act as one of the following players:
• Owner-The owner, who creates the file, can read, modify and delete it. The owner provides read and write permissions to other users, and may also revoke users' privileges.
• Reader-The readers are permitted to read the file.
• Writer-The writers are permitted to read and modify the file's data.
This is similar to the approach taken by SiRiUS [12] , which relied heavily on public-key cryptography in order to distinguish between readers and writers. Our goal is to provide the same functionality using only symmetric cryptography.
Performance
CRUST should perform comparably to its underlying file system, minimizing access time and storage space overheads. In particular, we require random access, which is the ability to access arbitrary parts of a file without processing the entire file. User revocation is another operation that needs special care in order to be done efficiently in cryptographic file systems.
Key management
CRUST users should be able to access the file system securely using just a small number of keys-and still allow per file, per user access control with a read/write/own granularity. Key exchange should not require any online message exchange.
Security considerations
Data confidentiality, integrity and authenticity
File data must be unreadable to unauthorized users, despite having access to the physical storage device. No entity should be authorized unless explicitly granted permission by the file owner. In particular, the storage server's administrator is not trusted. Note that an attacker with access to the physical storage device can, of course, erase or modify the encrypted data. However, unauthorized modifications should be detectable by the CRUST clients.
Meta-data confidentiality, integrity and authenticity
File meta-data must also be protected against unauthorized modifications. Unprivileged modifications to meta-data should be detectable, as in the case of file data. However, we do not require complete confidentiality of meta-data, assuming that the non-confidential part does not reveal any sensitive information. Specifically, file names, directory structure and file sizes are not regarded as secret in the current version of CRUST. Access lists and file names can be encrypted using the methods described in Sect. 8.1. Implementing such features in CRUST is left for future work.
Cryptographic access control
CRUST must enforce per file access control. Users should not rely on any access control performed by the server. Access control is enforced by cryptographic means, and involves the three security requirements mentioned above: confidentiality, integrity and authenticity of file data.
Key distribution
CRUST is based on secret key cryptography that requires key distribution. However, we chose not to rely on out-of-band mechanisms (unlike Plutus [16] ), and not to use a Kerberoslike key distribution center [32] . Instead, each user shares a long-term key with every other user. These keys are distributed efficiently using the Leighton-Micali key predistribution scheme [21] , which uses public meta-data stored on the server. File-specific keys are provided by the file owner to the file readers and writers via the file's meta-data (encrypted separately using the keys shared by the owner and each other user). Thus, a secure online channel between the users is not required. Moreover, this approach allows privilege modifications such as user revocation to be done when the target users are offline.
Untrusted storage server
In CRUST, users do not rely on the server to provide any level of security. We assume that an adversary may be able to read, change or destroy arbitrary data stored on the server. Confidentiality, integrity and authenticity are achieved using cryptographic means performed by the CRUST clients. Availability of stored data, however, cannot be assured in our threat model. Our work does not present new methods for improving availability; existing methods are described in Sect. 2.3.
Trusted client machine
Users trust their local machines to securely handle their data and keys. However, we do not rely on secure communication between different machines.
A trusted agent during setup
Since CRUST provides its own key distribution mechanism that does not involve direct communication between the users, a trusted agent must set up the system. The agent is trusted to securely keep his keys and to not deceive the users with incorrect keys. Once the system is set up, the trusted agent is not needed any more. In fact, he can forget his keys as long as new users do not need to be added. The agent's possession of the keys allows him to access any information shared between the users; however, we reduce the trust in the agent by preventing him from accessing users' private information. Thus, the agent may only access files that are shared between the users. We summarize our trust model in Fig. 1 . 
Adversary model
Since the server is untrusted in our threat model, it may be fully controlled by an attacker. This control includes reading, writing and destroying arbitrary data stored on the server. The possible attackers include malicious users and other network users, the server administrators and any other people that may have physical access to the server. Since all these entities have the same abilities in our model, even when they collude in a joint attack, we refer to them in the common name-adversaries. Full control of the server by an adversary allows rollback attacks [24] . In these attacks, an adversary replaces all data and meta-data of a file with earlier, valid versions of them. Following this attack, the file users would read stale data and the file access privileges would be restored to their earlier state. Restoring the access privileges prevents recently privileged users from accessing the file, but also revives the privileges of revoked users. We have not implemented counter-measures against rollback attacks-see Sect. 8.2 for some possible solutions.
Recall that data availability is an open problem in our threat model, because adversaries may destroy the stored data at any time. Preservation of data may be improved, for instance, by replicating it on multiple servers. Currently, CRUST does not address availability issues. Nevertheless, since CRUST is a stackable file system layer, it may easily be layered over existing systems that include availability techniques, such as FARSITE [1] or OceanStore [20] .
System design
Overview
Our basic design follows the direction of SiRiUS [12] , but uses several symmetric-key alternatives for expensive public-key operations. The data structures in our design can be divided to global structures and per file structures. The global data structures maintain the list of users in the system and allow key agreement between the users. These structures are instatiated by the trusted agent as part of the system initialization, but are not secret.
The per file structures are maintained in two parts. Each part is stored in a different file on the underlying file system: the data file and the meta-data file. The data file keeps the encrypted file data. The meta-data file contains additional information required for key management and for authentication purposes. The details of all these structures are explained below.
The user table
CRUST users refer to each other by their user names. Such references occur when, for instance, a file owner decides to grant access privileges to another user. However, it is a common practice in file systems to efficiently represent users in meta-data by using specialized, unique numbers called user IDs. The users are normally associated with their IDs upon their registration, by the administrator or by the file server. Translations between user names and IDs often rely on the server.
However, CRUST users do not trust the file server for any purpose, including user ID translations and listing the registered users. Furthermore, we wanted to support file systems with no user management capabilities. Therefore, we decided to supply our own secure method for listing the users and translating between user names and IDs. We call this mechanism the user table.
The user table structure consists of a list of entries. Each entry contains a user name and its associated ID. This information is publicly stored on the server, in plain text form, by the trusted agent. We believe that this meta-data does not have to be confidential. However, it must be authenticated in order to prevent attackers from masquerading as arbitrary users.
The trusted agent shares a separate secret key, K User Only the trusted agent may add or remove users from the system-which can be done at any time provided the trusted agent still has its keys. However, we require that the same ID is never reused for different users, even if users are revoked, in order to prevent conflicts between different versions of the user table. This requirement is also crucial for the security of the users' key derivation procedure that is described in the next section. CRUST assures this requirement by allocating monotonically increasing IDs to new users. For this purpose, the trusted agent keeps track of the last allocated ID and increases it every time a new user is added.
Key distribution
Sharing encrypted files between several users requires some form of key distribution. Whereas Plutus [16] depends on an external out-of-band mechanism for key distribution, we argue that such a requirement is not practical in many cases. We prefer the alternative concept of in-band key distribution, which we adopt from SiRiUS [12] and modify to use only symmetric-key primitives.
This solution uses a file's meta-data for distribution of all the keys relevant to that file. Each user with some access rights to the file is allocated meta-data space, which we call a lockbox. The lockbox contains encrypted information shared with the file's owner. In SiRiUS, the information is encrypted using the target user's public key, and relies on a public-key infrastructure (PKI) for exchanging users' public keys. CRUST uses an alternative symmetric-key method, in which every pair of users shares a common secret key. For exchanging these keys, we use one of the methods of Leighton and Micali [21] . A brief description of the protocol follows (see also [26, 30] 
The trusted agent generates two master secret keys, K and K . Using these keys and a pseudo-random function h(·), the trusted agent computes and provides each user i with his exchange key K i and his individual authentication key K i , where:
In practice, we use the HMAC algorithm as the pseudorandom function. The keys K i and K i are given to each user during system setup in a secure, out-of-band method. Additionally, a public database is published by the trusted agent. It contains two matrices, P and A, including pair keys and authentication keys, respectively, such that:
Each user i that wants to encrypt information for user j computes the common secret key K i, j according to:
User i can verify the key's authenticity by ensuring that:
The decrypting user j can calculate K i, j = h(K j , i) without reading the matrices.
In our scenario, when a file owner, user i, shares a file with user j, he creates a lockbox for user j in the meta-data file, encrypted with the key K Enc i, j and authenticated by applying a MAC with K MAC i, j , where:
User j derives these keys from K i, j in the same manner. The lockbox contains file-specific meta-data needed by user j for accessing the file, as we further explain in Sect. 5.2. A file owner also needs to store private information that is not shared even with privileged writers. For example, Sect. 4 shows that the owner stores some information allowing derivation of future encryption keys to be used when a reader or writer is revoked. Therefore, the owner maintains a private lockbox as well. Encryption and MAC keys are used for encrypting and authenticating the owner's lockbox, just as any other lockbox. However, although an owner i could use the keys K Enc i,i and K MAC i,i , which are a part of the key distribution scheme, we prefer that every user generates his own keys for this purpose. These keys, denoted by K Self enc i and K Self MAC i , respectively, are generated by the user upon initialization and are kept securely. They allow storing secure private information that is unavailable even to the trusted agent.
Access control
Data confidentiality in CRUST is maintained by encryption of data at rest performed by the client. Each file is associated with its own encryption key. This key is generated by the file owner upon the file's creation and is securely distributed to the file readers and writers through their encrypted lockboxes. Unprivileged users cannot obtain the key, since they cannot decrypt other users' lockboxes.
Data integrity and authenticity in earlier cryptographic file systems, such as SiRiUS [12] and Plutus [16] , are provided by public-key digital signatures. A signature on the hash of a file proves that the file was written by an authorized writer having the private key. Therefore, readers and writers are distinguished by the asymmetry between the signature's private and public keys. In CRUST, we instead use an efficient MAC-based symmetric-key signature scheme, as suggested in [26] . Note that although public-key signatures achieve the additional property of non-repudiation, we believe that it is not a common requirement in file systems.
Since MACs are symmetric by themselves, we need a special construction to provide writer-reader differentiation. In CRUST, the encrypted file data is signed by the file writers and is verified by both the file readers and writers. This is done by utilizing multiple MACs: one MAC is stored in the meta-data for the writers, and an additional MACs is stored for each reader. A CRUST signature operation involves calculating and storing all the MACs, whereas a verification operation involves calculating and comparing a single MAC. The file owner randomly generates a file master MAC key, denoted as K File MAC , during file creation. This key is distributed to the writers through their lockboxes. Each reader is handed a separate file reader MAC key, denoted as K File MAC i , where i is the reader's user ID. The reader keys are derived from the master key by applying a one-way function, i.e.,
. This scheme simplifies key management, because writers can compute the MAC keys for all readers, based on the master key and the list of readers.
Signature time and space grow with the number of readers, while verification time is always as short as one MAC computation. The space consumption for the signature is acceptable in our case, because we maintain a per reader lockbox anyway.
Random access
Efficient random access is an important feature in file systems, because it improves the performance of the system in some applications by orders of magnitude. In order to support random access, both encryption and authentication need to operate in smaller chunks than the entire file. For this purpose, CRUST divides the file data into blocks of a predetermined size (we used 4,096 bytes). Encryption is performed on each data block independently. More details about the encryption techniques are given in Sect. 5.1.
Authentication of file data by signing the hash of the entire file prevents efficient random access since it requires the file to be entirely obtained in order to verify or update a single block of data. Instead, we use a more efficient scheme by hashing the data in a hash tree construction; each leaf of the tree stores the hash of a single block of data, and each internal node stores the hash value computed on the concatenation of the values in its children. The hash tree is stored as a part of the file's meta-data and is not secret because the data blocks being hashed are in encrypted form. The file data is authenticated by signing the tree's root instead of the hash of the entire file. Thus, verifying a block of data only requires: (a) calculating its hash, (b) comparing it to the hash in the relevant leaf of the hash tree, (c) checking the consistency of the hashes on the branch connecting the leaf to the root, and (d) verifying the signature of the root. The hash tree structure is demonstrated in Fig. 2 . 
Owner-identifying file names
The owner of a file must be known in order to access the file properly. For instance, a user must know the identity of the owner so he can select the keys used for decrypting and authenticating his lockbox.
Naive methods of owner identification are vulnerable to the following attack, which was mentioned in SiRiUS [12] : a malicious user can replace an existing file with a file that the malicious user owns. Unless the true owner is known in advance, users can not detect this situation. Furthermore, any data written by a non-suspecting file writer, following the replacement, would be readable by the malicious user. One solution suggested in SiRiUS requires publishing a small amount of information on a secure server, i.e., deviating from the untrusted storage model. Another solution requires every owner to occasionally verify the ownership of his files. The latter solution is more practical, but is still vulnerable to attacks. For example, a malicious file server may hide the replacement from the true file owner by pretending to store the original file's contents only when being accessed by the owner. Thus, the replacement may not be detected by the file owner.
CRUST uses the following solution, which we call owneridentifying file names. The CRUST root directory contains a sub-directory per each user, so that all the files owned by a user reside under a specific directory named after that user. For example, if a Linux user alice mounts the CRUST file system at her ∼/crust and she is logged into CRUST as Alice, then she can access a typical file owned by her using the file name ∼/crust/Alice/foo.c. Another Linux user bob, logged into CRUST as Bob, can mount CRUST at his own ∼/crust and then he can access Alice's file using the same name, ∼/crust/Alice/foo.c. The per user directories are created when users are added (i.e., during system setup).
This way, when a file name is known, the owner is automatically determined. Once the true owner is known, a file user can verify the authenticity of the file's meta-data using the authentication key that is secretly shared between the file user and the owner. Note that creating a file in another user's directory is forbidden by CRUST since the ownership of such a file would be ill-defined.
Key management
A CRUST user i only needs to store five long-term keys:
. The first three keys (the Leighton-Micali keys and the user table authentication key) are securely provided to the user by the trusted agent, whereas the two other keys (the personal encryption and authentication keys) are generated by the client and are kept secret. No further keys are required once the file system is mounted. This way, applications can access the files transparently, without the user's intervention.
During system initialization the trusted agent is required to keep track of three long-term keys. The trusted agent's keys are K , K and K User table MAC Master (the Leighton-Micali master keys and the master key for user table authentication), which are generated and kept secret by the agent. The agent can discard (or lose) the keys at any time, but this will prevent adding new users to the system after that moment.
Since each CRUST file maintains its own short-term keys and access control information, a file system backup can be performed by unprivileged users. A backup program can even detect only the modified files and perform the backup over the underlying file system, without mounting CRUST and without knowing any keys.
Limitations
In order to improve overall performance, CRUST uses several symmetric-key alternatives for expensive public-key operations. However, the use of such mechanisms does introduce some limitations and trade-offs with respect to their public-key counterparts, as follows.
The key distribution alternative introduced in Sect. 3.3 requires global storage space that grows quadratically with the number of users in the system (for the Leighton-Micali data structures). We believe that such space overhead is acceptable on most practical uses, since the number of users is typically dwarfed by the number of files and their combined size.
The access control mechanism described in Sect. 3.4 requires creating and storing a MAC for each reader of the file. Thus, modifying a file requires time that grows with the number of its readers. This may not be efficient for files with many readers. However, signature time is not affected by the number of writers.
Finally, our scheme does not distinguish well between multiple writers of same file since all the writers share a single MAC key. Thus, if there is more than a single user with write premission to a file, it is impossible to determine which of these authorized writers did in fact update the file.
Revocation without re-encryption
Lazy revocation
The event of revoking a user's access from a file modifies that file's access permissions. Thus, keys currently used for encrypting the file must be replaced. However, re-encryption of the entire file with the new keys is an expensive process. The concept of lazy revocation states that re-encryption may be delayed until the next update to the file. Moreover, reencryption may be performed partially, just for the file blocks that are being updated. This concept makes sense because the revoked users may have already read all the data stored prior to their revocation.
In CRUST, the lifetime of a file is divided into epochs, where each revocation begins a new epoch. New file encryption and signature keys are generated at the beginning of each epoch. Updating the file is always done by writing blocks that are encrypted with keys of the latest epoch, whereas reading may require older keys, depending on the epochs when the relevant blocks were written. Therefore, older keys must be available to the users as long as they are being used. However, associating each epoch with its own independent key implies that the space required for maintaining the keys would grow linearly with the number of revocations. A more efficient scheme would use a relation between the keys, so that the most recent key can be used to derive the key of any earlier epoch.
Plutus [16] introduced the key rotation technique, where the owner uses a dedicated private key to generate a new encryption key from the current one. The most recent encryption key is handed to the users of the file. The users can derive all previous keys from the current one by using the dedicated public key. Plutus uses key rotation for a different purpose than ours, where the epoch (or version) was a property of each file in a certain group of files.
The approach we take in CRUST is based on the more generalized paradigm of key regression [10] : instead of providing the users with the latest encryption key directly, we provide them with a state, which is a small structure that allows computation of the current key and all earlier keys. Full details of our key regression method appear in the next section.
The infrastructure for using a key regression mechanism in CRUST involves sharing the latest key regression state with each of the users that are privileged to access the file.
The owner provides the key regression state in the users' encrypted lockboxes. Moreover, in order to keep track of each block's epoch, an array of epoch identifiers is maintained as a part of the file's meta-data. This array is not secret, but it requires authentication; see Sect. 5.2. Existing blocks' encryption keys are derived from the current state. Newly written blocks are encrypted with the key of the most recent epoch, hence a revoked user cannot decrypt them.
The hash matrix
Overview
In this section, we present an efficient key regression scheme using only symmetric-key cryptography. In comparison, the key rotation mechanism presented in Plutus [16] (which can be extended to a key regression mechanism [10] ) relies on public-key cryptography, since it uses a dedicated private key to generate a new encryption key from the current one. A straight-forward symmetric-key alternative mentioned in Plutus, is the hash chain.
The hash chain method uses a one-way hash function for deriving an older encryption key from the current one. In order for the owner to compute the first key, the entire chain of n keys must be calculated upon initialization. Thus, the initialization begins by generating K n−1 , a random master key. The other keys in the chain are then computed according to the formula K i = h(K i+1 ), where h(·) is a cryptographic hash function. K i is the file encryption key to be used after the ith revocation. The number i is associated with every block, and represents the block's epoch. The last key of the chain, K 0 , is the first one to be used.
In the hash chain method, when a revocation occurs, the owner calculates the next key and provides it to the users. The most recent key can be used by any user to derive all earlier keys, by applying the hash function for an appropriate number of times. The owner keeps private information that allows calculating the new keys after revocations occur. He can either store the entire chain or as little as the master key alone. The amount of information stored affects the key derivation time. More specifically, there is a trade-off between the two, where the memory-times-computational complexity is O(n) per key derivation. Jakobsson [15] presented an improved technique for efficiently deriving the keys without storing the entire chain; however, all hash chain-based techniques suffer from an inefficient initialization (i.e., file creation) process, because it requires calculating the entire chain. Since the length of the chain limits the number of lazy revocations, which is desired to be as large as possibleand we need a separate hash chain per file-the hash chain technique is inefficient for our purposes.
Instead of the naive hash chain, we present a new key regression mechanism called the hash matrix. It enables both initialization and key derivation to be done efficiently, in aspects of memory and computational complexity. The hash matrix can be seen as a generalization of the hash chain, where multiple keys are derived from every single key, by using multiple one-way functions. This multiplicity of oneway functions shortens the computation paths dramatically, in comparison to a hash chain supporting the same number of total available keys.
Our mechanism is reminiscent of the binary-tree key-updating scheme (TreeKU) of [2] , where the keys are derived in a tree-like manner. The general goals of the two mechanisms are similar, though the mechanism to be used in our system has a stricter space limit. In TreeKU, a key can be derived into two other keys by using it as a seed for a pseudo-random generator, and taking two parts of its output as the derived keys. The keys are conceptually arranged in a complete binary tree of depth d, where a master key is used as the tree's root. The edges indicate which part of the pseudo-random generator's output is taken for deriving each key from its parent. The maximal number of pseudorandom function applications required in order to compute any key in the tree is d. The total number of available keys is n = 2 d+1 − 1. TreeKU requires storing a table of up to d + 1 keys for maintaining the key-updating state; each key can be computed from an adequate state by applying the pseudo-random function at most d times. TreeKU security is an immediate consequence of the well-known construction of pseudo-random functions [13] . Both space and time bounds are logarithmic in n, but we seek for a technique that allows storing less than log 2 n keys, without harming the computational complexity significantly. The scheme we suggest in the following section achieves these goals.
Scheme details
In our technique, the keys are arranged in a d-dimensional matrix of uniform length m. The total number of keys in our key regression system is n = m d . Each key K i is identified by a base-m number i indicating its position in the matrix (i can also be seen as the epoch identifier). We use d different one-way functions f k (·) for k = 0, 1, . . . , d − 1 in order to define the keys. The master key K n−1 is generated randomly when the key regression system is initialized (i.e., at file creation time). Each key K i can be derived from the master key by a unique computation sequence, in which each step includes an application of a one-way function on the pre- 
Note that some keys have a computation sequence that is a prefix of other keys' computation sequences. This allows to derive some keys from others.
After the ith revocation, our scheme provides the users with a state, S i , which is a structure allowing the computation of all the keys K 0 , K 1 , . . . , K i , but no others. The state S i consists of a small group of keys, including K i and some earlier keys, that enable the computation of K 0 , K 1 , . . . , K i . More specifically, the state S i consists of d keys:
where sub(i, k) is the base-m number obtained by subtracting one from the kth digit of i, and maximizing all less significant digits. If the digit to be subtracted is zero, sub(i, k) is defined as zero, and K sub(i,k) is not necessary for the state. In any case, sub(i, k) ≤ i.
The hash matrix mechanism includes three algorithms: an initialization algorithm, a state derivation algorithm and a key extraction algorithm. The initialization routine constructs S n−1 by simply choosing the master key K n−1 randomly, and computing
The state derivation and key extraction algorithms compute S i and K i accordingly, given a more recent state, S j , where j >= i. For j = i, the algorithms are trivial, since S i = S j , and K i is included in S j . We now explain the algorithms for the other case, j > i; please refer to Fig. 3 .
First, we show the key extraction algorithm, which is later extended to the state derivation algorithm. Let k denote the position of the most significant digit differing i and j. Obvi-
, which is included in the given state S j . We claim that this key's computation sequence is a prefix of K i 's computation sequence.
This follows from the fact that the d − (k + 1) most significant digits of i, j and sub( j, k) are identical, the kth digit of i is smaller or equal to that of sub( j, k), and each of the less significant digits of sub( j, k) is maximal (i.e., equals to m − 1). The maximality of the less significant digits means
were not applied at all for computing K sub( j,k) . Therefore, what is left to do for completing the computation sequence of
The key extraction algorithm is extended to the state derivation algorithm by computing all the keys contained in S i , as follows. Fork = k + 1, k + 2, . . . , d − 1, which represent the most significant digits that are equal in i and j,
. . , k, we relate to a specific intermediate key computed during the original algorithm, that was the result of applying fk(·) several times as indicated in the algorithm. We apply fk(·) on that key one additional time. This additional transformation is equivalent to the subtracted digit in sub(i,k), and thus calculates K sub(i,k) . Note that each of these calculations should be avoided if bk(i) = 0.
Finally, we remark that an additional hash function should be applied on each of the extracted keys K i in order to derive the actual encryption keys to be used in our system: K
Enc key i = h(K i
. This final step of the key extraction algorithm ensures the pseudo-randomness of the encryption keys, which is a required property of key regression schemes [10] .
We prove the security of the hash matrix by proving that it is computationally infeasible to determine K i given K 0 , K 1 , . . . , K i−1 (note that this also implies that it is infeasible to determine K i given S 0 , S 1 , . . . , S i−1 as well). This is done by generalizing the method of [13] to a d-ary tree; an informal proof follows. For every j < i, let k be the maximal number
and all the more significant digits of i and j are equal. Therefore, t k (i) < t k ( j). These facts imply that the unique calculation sequences of K i and K j share a common prefix. At the first step where the sequences differ, the calculation sequence of K j contains an additional application of f k (·) that does not appear in K i 's. This one-way transformation makes the computation of K i given K j infeasible. Since such a difference exists for every j < i, it is infeasible to determine
Complexity analysis
The maximal space needed for storing a hash matrix state is equivalent to storing d keys. The time for computing keys and states is dominated by the one-way transformations. Initialization requires d −1 transformations. Extracting K i involves applying the d one-way functions, no more than m − 1 times each. Thus, it involves at most d(m −1) one-way transformations. Deriving S i involves at most d − 1 additional one-way transformations, but is also bounded by d(m − 1) total oneway transformations.
For practical reasons it is convenient to have n (the maximal number of user revocations per file) to be a power of 2, and also to have m = 2 p for a small constant p, thus for a given d we get n = 2 dp . This choice of parameters implies that the maximal size of a state is equivalent to 1 p log 2 n keys, and deriving a state or a key involves no more than 
Data organization
Data file structure
Recall that a CRUST file is maintained using two files in the underlying file system: the data file and the meta-data file. The data file contains the encrypted file data. To allow random access, the file is divided into blocks, where each block is encrypted independently. The encryption keys are specific to each file. To allow efficient user revocation without file re-encryption, we use block-specific encryption keys (unlike SiRiUS [12] , which encrypts the entire file with the same key). However, unlike Plutus [16] , we do not use independent per-block keys and we do not use a stream cipher. Instead, all the block keys are derived from a single key regression state, based on the block's epoch. The key regression state and the array of block epochs are provided in the meta-data file. Our Fig. 4 Meta-data file structure. The hash tree root's MAC is calculated using K File MAC approach yields a revocation time that is independent of the file size.
Any block cipher can be used for encrypting the data file. However, since the same key may be used for encrypting multiple cipher blocks, and encrypting the same plain text under the same key produces the same output, not every mode of operation assures confidentiality. Our chosen mode of operation follows NIST's recommendation [9] to use CBC, performed on every file block separately, where the initialization vector for encrypting each block is the encryption of the block's offset in the file, with the same encryption key. This mode also allows efficient random access of the file blocks. However, encrypting multiple versions of data in the same file block is not recommended when using this mode. Security for such cases can be improved in future work by saving a per block initialization vector that is regenerated randomly on each update to the block.
CBC mode requires the plain text size to be a multiple of the cipher block size (16 bytes for AES [27] ), so CRUST uses the following padding method. Let s denote the plain text size, in bytes, and let k = s mod 16. We first pad the plain text with 16 − k binary '0' bytes, and encrypt the result in CBC mode. To allow determining the original plain text size, the cipher text is then padded with k additional (unencrypted) '0' bytes. The only exception is when k = 0; in this case, no padding is used. For example, a 2-byte file is stored as an 18-byte CRUST data file, in which the last 2 bytes are nulls. This approach allows fast calculation of the plain text size, since it only depends on the padded data file's size, which is stored in its inode. Once the plain text size is determined, unpadding is done by removing the extra padding bytes from it. The unpadding routine does not ensure that the removed bytes are actually '0' bytes. As a result, all possible cipher texts of valid length are considered valid. This property of our padding scheme makes it resistant to valid-padding side-channel attacks [4] .
Meta-data file structure
All the meta-data needed to maintain a CRUST file is stored in its associated meta-data file. The meta-data files are omitted by the CRUST client when files are being listed, so that the directory structure appears to the user as containing only the data files.
In order to support file data encryption using key regression, the master key regression state, denoted by KRS Master , is privately kept in the owner's lockbox. The current key regression state, denoted by KRS Current is distributed through the file users' lockboxes. The state includes the current epoch identifier. Additionally, the epoch array, containing the epoch identifier of each data block, is stored publicly in the metadata file. The epoch array is not secret, but its integrity and authenticity must be verified. Therefore, it is signed along with the file data, as described below.
File signatures that allow efficient random access are achieved by using the hash tree. The tree is stored publicly in the meta-data file. The hash tree root is signed by storing the writers' MAC and an additional MAC for each reader, according to the scheme described in Sect. 3.4. The MAC keys are also distributed according to the scheme, through the lockboxes.
The user privileges for accessing the file are maintained by storing two lists of user IDs, describing the readers and writers, respectively. The lists are stored publicly in the meta-data file, since we assume that they are not secret (but if needed, they can be protected as described in Sect. 8.1). The access lists, denoted by ACL Readers and ACL Writers , are signed using a MAC. The lists are also used for ordering the lockboxes in the meta-data file, so that each lockbox can be associated with its user.
File names in CRUST are maintained by the underlying file system, without using encryption. However, the file names must be verified in order to detect file-swapping attacks. Each file's (full) name is signed using a MAC, along with the access lists and each user's lockbox. This implies that CRUST files cannot be renamed or moved except by their owner.
We summarize the meta-data file structure in Fig. 4 . A part of it includes user-specific information, stored separately for the owner and for each reader and writer. This user-specific meta-data is depicted in Fig. 5 . Note that a user's meta-data includes his lockbox, which contains secret information. Each lockbox is encrypted and signed with secret keys shared by the owner and the addressed user. The rest of the meta-data in the file is stored once and is not secret.
Note that the only parts of the meta-data that a (non-owner) writer is privileged to modify, and are used by other users, are the epoch array, the hash tree and the MACs of the hash tree root. Readers, on the other hand, cannot feasibly modify any meta-data that is used by another user, without the modification being detected by that user. The owner can detect all modifications to the lockboxes, because they can be derived from information in the owner's lockbox.
Global meta-data structures
CRUST stores two public data structures in a constant location on the file server, which are accessed on demand by the users. These structures are the user table and the Leighton-Micali structure (recall Sects. 3.2 and 3.3). The user table structure consists of user name and ID pairs, and an array containing a MAC of the table for each user. The structure for operating the Leighton-Micali protocol consists of two matrices, containing the pair key and authentication key for every pair of users.
Note that storing and maintaining the global LeightonMicali and user management structures are not necessary if dynamic user management is not required. The system will keep functioning properly even if the structures are not available, as long as new users are not being introduced to the system. In a static user management situation, the structures can be distributed to the users during system initialization, instead of storing them on the server.
Implementation details
Overview
We implemented CRUST on Linux using the FUSE (Filesystem in Userspace) framework [33] and the OpenSSL cryptographic library [34] . FUSE provides an interface for user-level programs to export a VFS to the Linux kernel. It also enables non-root users to mount their own file systems. FUSE consists of a kernel module, a user-level library and a mount utility. The user-level file system communicates with the FUSE kernel module through a dedicated device file. CRUST is implemented as a user-level client providing the data and meta-data of the file system through the FUSE interface. Installing the CRUST client requires the FUSE kernel module to be installed by the root user. However, since Linux kernel versions 2.6.14 (released in 2005) and later include FUSE support out of the box, CRUST can also be installed by a non-root user on recent enough Linux operating systems.
We designed CRUST as a stackable file system layer [14] . It appears to the user as an ordinary file system, while functioning as a layer over another file system. Requests are processed by the user-level client by communicating with the underlying file system. As an additional layer, CRUST provides strong security to any insecure file system. The underlying system is not known in advance and it is not modified. It is only assumed to have basic functionalities. In fact, it may be any local or network file system, such as ext2 or NFS. Figure 6 shows the general architecture of CRUST in a typical scenario.
The OpenSSL library supports many cryptographic primitives that can be used for the various mechanisms of CRUST. The default options used by CRUST are the following widely-used primitives: SHA-1 [28] as the cryptographic hash function, HMAC [3] based on SHA-1 as the MAC algorithm and AES-128 [27] as the block cipher.
Software components
CRUST was implemented according to the design presented in Sect. 3. The implementation includes a mount utility (crust-mount), a file sharing utility (crust-chmod) and an administration tool crust-admin for the trusted agent. A user logs into CRUST by executing crust-mount and providing the CRUST mount point (e.g., ∼/crust) and the underlying file system's mount point (e.g., /nfs). The mount utility runs a CRUST client daemon in the background, which intercepts and handles Linux file requests on the CRUST mount point. FUSE guarantees that the mount point is private for the mounting Linux user; additional users on the same machine must mount CRUST on other mount points by running the mount utility (and daemon) independently. Note that the mounting Linux user can identify himself as any CRUST user, as long as he possesses the required keys.
Per file access permissions are managed using crustchmod. This tool resembles the Linux chmod command, but is more expressive, because the file access privileges of each user are controlled individually in CRUST. Command-line options of this tool include add-writer, add-reader and revoke-user.
The system is initialized by the trusted agent using the crust-admin tool. The same tool also provides user management functionalities and publishes the public structures of the key distribution protocol when a user is added or removed from the system. Command-line options of this tool include init, add-user and remove-user.
The client daemon (which is started by crust-mount) consists of two main components: user interaction and file management. The user interaction component is responsible for securely listing the system's users and providing translations between user names and IDs, as well as computing the common secret keys shared with each user. This functionality is handled by reading and authenticating the public meta-data structures stored by the trusted agent. The user interaction component also manages the user's master keys, as described in Sect. 3.7.
The file management component of the client implements all the file-specific operations. Standard operations such as file opening, reading and writing are directed to FUSE through the VFS interface [19] . File sharing operations in CRUST, however, are more expressive than the standard interface and are therefore directed in a special manner; crust-chmod expresses sharing operations as speciallyformatted Set Extended Attribute (SETXATTR) operations, which are available in the VFS interface; crust-chmod encodes the various parameters of a file sharing request, as given in the command-line, into one string. This string is used as an "attribute" being set for the relevant file by initiating a SETXATTR system call. When the CRUST client intercepts this call, it decodes the file sharing command parameters from the attribute string and finally executes the command.
Optimizations
Caching
Caching of data and meta-data has a great impact on the performance of file systems in general and cryptographic file systems in particular. It can save precious time by preventing redundant cryptographic and file operations. For instance, consider an application reading a 4 KB CRUST file, one byte at a time. Since cryptographic operations are performed on 4 KB blocks, reading each byte separately involves reading, decrypting and authenticating the entire block every time. A simple data cache would perform this lengthy process only for the first byte in the block, and keep the obtained data for instantly handling the next requests.
CRUST maintains several caches. Note that all caches are maintained by the client software, so each user utilizes his own caches. We employ a data cache that keeps recently read blocks of file data, as demonstrated in the above example. It is a write-back cache, in which modified data is kept in memory and is not written or even encrypted until absolutely necessary. This increases the probability of writing full blocks of data, and thus reduces redundant operations.
The hash tree is equipped with a specially designed cache. It caches entire blocks of hashes in every level of the tree, while verifying the consistency of every cached block's parent. Recall that the consistency of each node in the tree depends on the matching of its value to the hash of its children's values. The integrity of each data block involves the consistency of the corresponding leaf and all of its ancestors. Since ancestors are common to many nodes, caching them prevents many redundant verifications.
The key regression mechanism keeps track of recently derived keys, and thus improves the performance for reading blocks of the same epoch. The user interaction component caches the common keys, so that each key is only calculated once. It also caches the entire user table. This makes sense because the table must be entirely read anyway in order to verify its integrity and authenticity.
Multi-threading
Another important feature of our file system implementation is allowing multiple processes to efficiently access numerous files at the same time. Handling multiple requests concurrently is achieved by multi-threaded programming of the CRUST client. CRUST handles each request by a separate thread. Multi-threading allows for better utilization of the system's resources, because a thread that is waiting for a file operation to complete can be switched with a thread having intensive computations. Furthermore, modern computer systems that have multiple CPUs, or CPUs with multiple cores, allow the threads truly concurrent execution.
The basis for multi-threading support is implemented by the FUSE library, which allows separate requests to run in separate threads. CRUST synchronizes the different threads by enforcing mutual exclusion on the data structures that are shared between them (using POSIX pthread mutexes). Coherency between threads accessing the same file is assured in CRUST by sharing all the in-memory data structures that are relevant for the file. By sharing the caches, threads accessing the same file gain a performance improvement, since redundant operations are omitted. Note that the sharing of caches is legitimate because the different application processes addressing the client represent the same CRUST user, thus they share the same privileges.
Meta-data organization
Further optimizations were achieved by improving the meta-data organization. Note that the epoch array and the hash tree leaves are always accessed correspondingly, because both are required for reading and writing any block of file data. Therefore we decided to store them interleaved, such that a single block of meta-data contains both epoch information and hash tree information relevant for several data blocks. This scheme improves the delay of our system because fewer underlying file operations are necessary in order to read a single byte. It may also improve the system's throughput due to the increase in space locality of the metadata access sequences.
The meta-data file contains several dynamically sized structures, such as the array of lockboxes and the hash tree. Storing such structures adjacently in the same file introduces an organization problem: the location of each structure in the file must be managed. Moreover, changing the size of a structure requires a reorganization, which may involve moving a large amount of data from one position to another. When frequent changes occur, such as the case of constantly appending data at the end of a CRUST file, reorganization of meta-data can become very inefficient.
Our solution uses a small index of locations and sizes for organizing the various structures. This index is saved at the beginning of the meta-data file. To avoid frequent reorganizations, the structures are allocated with more space than immediately needed. A doubling technique multiplies the allocated space by two when additional space is needed and by half when only a quarter of the space is utilized. Note that the organization problem can also be solved by storing each structure in a separate meta-data file. However, this simplistic solution adds the overhead of maintaining multiple file handles, and does not scale for systems containing large numbers of files.
Optimized constants
The information in the data file is always read in chunks of a single block, because the whole block is necessary for decrypting and authenticating each byte in the block. A similar situation occurs for writing. Having a large block size increases the delay required for handling a single read or write request, whereas having a small block size increases the space overhead of our meta-data structures. CRUST uses a block size of 4 KB, to match the default block size in most Linux file systems; this way, we reach a reasonable balance between the delay and the space overhead of our system.
Similarly, the hash tree nodes (except the root) are also accessed in chunks, because verifying each internal node requires obtaining all of its children, which are stored adjacently on the disk. We defined the internal nodes' maximal number of children (the fan-out) so that each node's children fit in a 4 KB block. For instance, when SHA-1 is used for hashing and when the hash tree leaves are interleaved with the blocks' 32-bit epoch identifiers, their parents' fan-out is set to 170.
The number of nodes on the paths from the root to the leaves (the height) of the hash tree also affects performance, because an entire path is accessed in order to authenticate a single block of data. CRUST limits the height of the hash tree to three nodes, including the root and the leaves. Note that the height limitation is possible because the root's fan-out is unlimited. CRUST caches the root and all of its children. Having this information cached and verified in advance, only a single block of hashes needs to be read and hashed in order to verify any randomly read data block.
Coherency
Caching improves performance, but it comes at the price of coherency problems between clients accessing the same file simultaneously. For instance, when writing is performed, a reader may read stale data due to caching on his side or due to the writing being delayed by the writer. However, a coherency problem would occur in our case even without caching, because CRUST reading and writing are not atomic operations. Each of these operations requires performing several actions on the underlying file system, which may get mixed with other clients' actions.
To resolve such problems, CRUST locks the files while such operations are performed. The files are locked using the fcntl system call, which is supported by many file systems. File reading in CRUST involves acquiring a shared lock, whereas writing involves an exclusive lock. Shared locks can be acquired by an unlimited number of clients at the same time, but an exclusive lock cannot coexist with another lock of any kind. Thus, a reading client waits for writers to finish their tasks, whereas a writing client waits for every client currently accessing the file.
Locking and unlocking files for every read and write operation can be very inefficient, especially when the files are stored on a remote server. Thus, CRUST acquires locks when the files are opened and releases the locks only when the access is finished. The file locking procedure is hidden from the CRUST users; an operation issued by the user completes after the necessary waiting is done. The use of file locking assures coherency as long as the system is legitimately used; however, it is impossible to guarantee coherency when various kinds of attacks occur.
Performance evaluation
We performed a series of tests in order to compare the performance of CRUST layered over NFS to native NFS. Some of the tests also evaluated a simple FUSE pass-through file system client. The pass-through file system was used for estimating how much of the overhead of CRUST is due to implementing it in user-level.
Our experimental setup included a server machine and a client machine. The NFS server (using NFS protocol version 3) was run on a 1.8 GHz Pentium 4-M machine with 256 MB memory. The clients were run on a 2.4 GHz Pentium 4 machine with 512 MB memory. The operating systems of the server and the client were Fedora Core 4 Linux (version 2.6.11) and Fedora Core 6 (version 2.6.18), respectively. The machines were connected by a 100 Mbps Ethernet link. The CRUST code was written in C++ and includes about 5,000 lines of code.
Micro-benchmarks
The micro-benchmarks are primarily designed to compare between CRUST and NFS. They also allow us to compare the performance of CRUST with the extrapolated performance of two related works-SiRiUS [12] and Plutus [16] . Our benchmarks include similar operations to those tested in the SiRiUS and Plutus micro-benchmarks. Our tests include creating files, deleting files and sequentially reading and writing files of different sizes. Each test was executed a hundred times on different files. The average results are shown in Fig. 7 .
The figure demonstrates a considerable improvement in CRUST. File creation in CRUST is slower than in NFS, because it involves key generation and initialization of both Fig. 7 Micro-benchmark results. The NFS columns show the times for a standard NFS system. FUSE-NFS means a pass-through FUSE over NFS, and CRUST-NFS shows our system's times the data file and the meta-data file. However, it is particularly efficient relative to public-key systems as a result of avoiding the lengthy process of RSA key generation. The overhead for accessing small files in CRUST mostly consists of meta-data access times and context switches. The cryptographic overhead is small due to avoiding public-key operations. Optimizations such as improved meta-data organization for small files also contribute to the performance measured in these tests.
File deletion in CRUST is slightly slower than in NFS because it performs deletion of two files, compared to just one when using NFS. The figure also shows that the overhead of the pass-through FUSE file system in all tested operations is small relative to our system's overhead. This finding implies that the user-level implementation of CRUST has little effect on the results.
We also wanted to compare the performance of CRUST to that of SiRiUS and Plutus. Since SiRiUS was originally evaluated in comparison to NFS, it was straightforward to compare its overhead with the overhead of CRUST over NFS. We also compare the overhead of Plutus with the overhead of CRUST over NFS, despite the fact that the Plutus prototype was built over OpenAFS instead of over NFS. We argue that the comparison is meaningful because CRUST does not take advantage of any particular feature of NFS that would achieve improved performance.
The average time overhead of each operation in each system, relative to the time it takes on its underlying file system, is summarized in Table 1 . The data for SiRiUS and Plutus is taken from the original authors' reports. We show the overhead in percent over the underlying file system to compensate for the different computing environments used for each of the three systems. The table shows that the CRUST overhead is always lower than both SiRiUS and Plutus-sometimes dramatically so. • Sequential output. The file is created and written one character at a time. Then, it is written again block by block. Lastly, each block is read, altered and rewritten.
• Sequential input. The file is read one character at a time.
Then, it is read again block by block.
• Random seeks. Several processes concurrently seek to random locations in the file and read one block at a time. The block is modified and rewritten in 10% of the cases.
We executed Bonnie with a file size of 1 GB, which is twice the amount of memory on the client machine. This reduces the amount of read requests that are trivially resolved using the operating system's page cache. Bonnie measures the throughput of the operations, as well as the percentage of CPU usage. The CPU usage results are ignored in our evaluation because they do not include the overhead of the CRUST client process.
The sequential input and output results are shown in Fig. 8 . For each test, we compare NFS and NFS via CRUST. The performance is measured in transfer rate, as reported by Bonnie.
CRUST performed block reads with only a 2% time overhead, as compared to NFS. Block writes were performed with an 8% overhead. These results are indeed better than those presented in the micro-benchmarks, because the larger file size increases the effect of caching and optimizations. Character reads and writes in CRUST were performed 3% and 13% slower, respectively. Rewriting was performed by CRUST with a 2% time overhead.
The random seek results of the Bonnie benchmark are presented in the following table:
System
Operations per second NFS 93.4 CRUST-NFS 22.8
CRUST performed random seeks with a 4.1 times slowdown. Random seeks were expected to have worse performance than sequential access because they eliminate the effect of most caches used by our system. Moreover, random seeks in a large CRUST file translate to random seeks in both the data file and the meta-data file, accumulating overhead from both seeks. Therefore, the above result is satisfying, and proves that the random access optimizations included in CRUST pay off.
Privilege modifications
In this section, we present a performance evaluation of the operations that modify file access privileges in CRUST. Since our per user privileges are more expressive than standard UNIX file permissions, a concrete comparison with NFS is not possible for these operations. Instead, we compare the performance of permission modifications relative to other CRUST operations.
Write permissions are expected to be slightly more expensive to change than read permissions, because changing them involves additional actions. Specifically, a new master MAC key is generated only when a writer is revoked. This change requires both modifying all the lockboxes and recalculating the hash tree MACs, and thus may incur a longer delay. Therefore, we focus on evaluating modifications of only write privileges.
Our test creates a 1 MB file, grants 1,000 users write permissions to the file and then revokes each one of them. The time for granting permissions to each user is measured and the times are averaged. Revocation time is measured in the same way. The results are presented in the following The results show that both modifications can be performed more than 30 times per second. Moreover, their performance is comparable to the time required to read a few hundreds of kilobytes from an ordinary CRUST file. Thus, the results are acceptable.
Granting access permissions to a user requires CRUST to calculate and add a new record to the meta-data file, recompute meta-data MACs and rarely reorganize the meta-data file. Revocations, on the other hand, involve several additional actions, such as changing keys and performing key regression operations. Thus, we indeed expected that revocations would require more time than permission granting. The fact that the time difference between the two operations is only 3% confirms that the key regression mechanism is efficient and valuable for the system.
Lazy revocation overhead
Lazy revocation using key regression has the benefit of making revocation operations extremely efficient. However, it comes at the expense of possibly harming a file's access performance following a large number of revocations. This phenomenon may occur when each block in the file is modified in a different epoch, and the epoch variance throughout the file is large. Calculating the encryption keys for each block would take a longer time for such a file than for a file entirely written in a single epoch, where the keys are equal for each block.
In this section, we compare the access performance of a revocation-free file with a revocation-rich file. Our test begins by creating the two files, each filled with 100 MB of data. The first file is created normally, without special permission modifications. The other file is manipulated as Fig. 9 Performance of CRUST for sequentially accessing revocationfree and revocation-rich 100 MB files follows: a specific user is alternately granted write permissions and revoked from the file; this process is repeated a million times, while writing data to a random block in the file following each revocation. The random blocks are chosen in advance such that the resulting revocation-rich file has blocks of random epochs picked uniformly from a wide range of a million epochs. After initialization, we compared the two files for performance of sequential reading and overwriting. The results are shown in Fig. 9 .
The revocation-rich file had only a 1% slowdown in read performance, as compared to the revocation-free file. The performance difference for overwriting is negligible-less than 0.1%. This makes sense because overwriting entire blocks does not involve decrypting the original blocks, but instead encrypts the new data with the current key. As we expected, the variance of the blocks' epochs had a negligible effect on the performance of accessing the file. This benchmark further demonstrates that lazy revocation using key regression is a practical solution, even in extreme conditions.
Cryptographic cost
In this section we analyze the amount of cryptographic operations involved in the various CRUST procedures. Since most file operations may involve a key regression computation, they include up to 105 HMAC calculations as indicated in Sect. 4.2.3. Any file data access requires traversing the hash tree, involving at least 3 hash operations. The worst-case limits on the amount of cryptographic operations involved in CRUST procedures, where r and w denote the number of readers and writers, respectively, are summarized in the following 
Extensions
In this section we present several extensions for the basic CRUST functionality that we did not yet implement.
Supplemental confidentiality
Confidentiality of file names and access lists is not provided by the basic CRUST design. These properties can be achieved using methods similar to those included in Plutus [16] . File name confidentiality can be achieved by encrypting each file's name with a different random key that is generated by its owner. To allow file name decryption by the file's users, the key should be included in their encrypted lockboxes that are stored in the meta-data file. An access list can also be encrypted with an ownergenerated key, provided that the key is included in the lockboxes and that an additional method is used to distinguish the lockboxes, so that each file user can detect his own lockbox. A possible method is to include the target user's ID inside his encrypted lockbox. In this method, a user can identify his lockbox by decrypting its contents (using his common secret key with the owner) and verifying that the decrypted user ID matches his own ID.
Freshness
Recall that an adversary with full control of the server can mount rollback attacks [24] . The following solution for meta-data freshness was proposed in SiRiUS [12] , and can be adopted in CRUST. The owner's file hierarchy is periodically timestamped and the files' meta-data is signed in a tree construction. This solution can be converted to use symmetrickey operations by replacing the public-key signature of the tree's root with a MAC for each user granted access to any file in the hierarchy.
Note that the above solution does not provide freshness guarantees for the file data, since the file writers need the ability to sign the file contents without the owner's intervention. Solutions for data freshness are left for future work.
File links
UNIX file systems usually implement a symbolic link as an ordinary file containing a textual reference to the target of the link, and an indicator marking it as a symbolic link. CRUST can implement symbolic links cryptographically, by having a CRUST file whose data contains the textual reference. The file is encrypted and involves access control, as ordinary files in our system. An indicator for symbolic links should be added to the meta-data file, unless support for symbolic links exists in the underlying file system. In any case, the indicator must be specifically verified for integrity and authenticity, as any other part of the meta-data, by including the indicator's value in the existing meta-data MACs.
Hard links allow a file to be referenced by multiple names. The basic CRUST design does not support hard links since only one file name is signed in the meta-data file.
Crash recovery
Since CRUST operations are not atomic, a system crash on the client or server side may leave a file in an unreadable state. Moreover, the write caching mechanism increases the probability for the loss of some written data following a crash. Well-known crash recovery solutions that conform to our security model usually maintain non-volatile logs of the actions waiting to be carried out, which can be resumed following a crash. Since the actions performed on the underlying file system are not secret in our design, the logs can be saved in an insecure location, and they may be operated with only a little overhead to the overall performance of the system. Implementation of such mechanisms in CRUST is left for future work.
Conclusions
We introduced a new file system layer that allows secure file sharing over untrusted storage systems. Our solution includes: in-band key distribution; flexible control on file access privileges; cryptographic access control, and strong security while assuming that the file server is untrusted and unmodifiable. We achieve all these results without any public-key cryptography. Our approach is especially useful in situations where the users have no control over the underlying file system. It is also useful for sharing files between users that are rarely online, because direct communication between the users is not necessary. An additional insight of our approach is that the servers are not required to carry out cryptographic operations and thus the server scalability and the overall performance may be superior.
A significant part of our work focused on performance and usability issues of the system. We have implemented our designed system as a Linux stackable file system and shown that it has very modest overhead, despite the strong security that it provides. We conclude that our approach is convenient to use, performs well in high workloads and supports any underlying file system. 2. Bob locates and reads his lockbox. The lockbox is decrypted and verified using his common encryption and MAC keys with Alice. The hash tree root is also verified using either the file's master MAC key or Bob's reader MAC key, according to Bob's permissions. 3. For every data block to be read, the encrypted block and its epoch are read and verified using the hash tree. Each block is decrypted using an encryption key derived from the current key regression state, based on the block's epoch identifier.
