Abstract-In this study, we applied a locally adaptive filtering in 3D DCT domain to 3 views as a preprocessing stage for encoding. Afterwards, these views were encoded and the decoded views were used by a Depth-Image-Based Rendering algorithm (DIBR) to produce virtual intermediate views. A stereopair at a suitable separation for viewing on a stereoscopic display was selected among the synthesized views. A large-scale subjective assessment of the selected synthesized stereopair was performed. A bitrate reduction of 9% on average and up to 21.8% was achieved with almost no penalties on subjective perceived quality.
I. INTRODUCTION
3D video coding standardization is a recent activity targeting at enabling a variety of display types and preferences including varying baseline to adjust the depth perception. Another important target of the MPEG 3DV standardization is the support for multiview autostereoscopic displays (ASDs), thus many high-quality views shall be available in decoder/display side prior to displaying. Due to the natural limitations of content production and content distribution technologies, there is no way that a large number of views can be delivered to user with existing video compression standards. Therefore, MPEG issued a Call for Proposals for 3D video coding (hereafter referred to as the 3DV CfP) [1] for a new standard which enables rendering of a selectable number of views without increasing the required bitrate. A multiview video plus depth (MVD) format [2] , where each video data pixel is associated with a corresponding depth map value, allows reducing the input data for the 3DV systems significantly, since most of the views will be rendered from the available decoded views and depth maps using a DIBR [3] algorithm.
There are some possible solutions to 3DV standardization and Multiview Video Coding (MVC) based can be considered as one of the most potential approaches. H.264/MVC [4] , is the state-of-the-art coding standard in the field of MVC. Despite high coding efficiency of H.264/MVC, the resulting bitrate of coded multiview data exceeds the bandwidth reserved for conventional 2D video services. As a result, more research has been focused on possible approaches to reduce the bitrate of coded multiview video while preserving subjective quality of decoded views and preserving the compatibility with existing H.264/MVC standard.
One possible solution is to harmonize the views by increasing the inter-view similarities and dependencies e.g. color correction, noise removal, and luminance adjustment. This approach increases the performance of Inter View Prediction (IVP) and consequently decreases the bitrate.
One important source of inter-view inconsistency is multiview camera conditions, such as illumination conditions or colors normalizations. These problems were studied in works [5] [6] [7] , where different color correction and luminance compensation approaches were proposed. Results presented in [5] [6] [7] show that applying those techniques at the pre-processing stage of multiview video coding provides ~5-15% of delta bit-rate reduction on average.
Another source of inconsistency in captured multiview video data is random noise. Random noise in video data penalizes performance of hybrid-based video coding, and its suppression in the pre-processing stage improves coding efficiency [8] . In recent years, there has been significant progress in video denoising, and especially impressive results have been achieved with approach of combining block matching (motion estimation) and local denoising in 3D transform domain [9] . Authors of [10] proposed denoising of video data through local filtering in motion compensated 3D array sliding over the video data. High denoising performance and computational scalability made algorithm of [10] an attractive candidate for development of real-time video denoising implementation and further development. In [11] , authors improved the design of [10] by replacing a hard thresholding of transform coefficients with locally computed Wiener estimate applied to 3D spectrum. Later, similar conception was proposed for multiview video denoising [12] , where block matching was performed over multiple views and local filtering in transform domain was replaced with Principle Component Analysis and Singular Value Decomposition.
Despite latest development in denoising performance, algorithms of [11] [12] feature a significant computation complexity, which makes their real time implementation for multi-view video denoising very challenging. In contrast, the scheme proposed in [10] is able to provide comprehensive results [9] , and is suitable for real-time implementation. Thus, we selected scheme [10] for preprocessing of multiview-video data and each view of video data was processed independently. Pre-filtered multiview data was coded with MVC under the 3DV CfP test conditions and utilized by DIBR to synthesize virtual views as it specified in the 3DV CfP [1] . A subjective assessment on stereo displays was conducted with synthesized views to evaluate subjective quality of resulted MVC scheme with pre-processing.
The rest of paper is organized as follows. Section II describes briefly the texture filtering algorithm utilized in this study. The test setup, procedure, and material are described in Section III, while Section IV provides the results. Finally, the paper concludes in Section V.
II. PRE-FILTERING OF MULTIVIEW VIDEO DATA

A. Overview
Pre-filtering is a set of operations which are performed over video content prior to the encoding in order to reduce resulting bitrate or to improve subjective quality of decoded content. Pre-filtering is usually done through suppressing of random noise and eliminating of high frequency components of original signal which may not be correctly reconstructed through coding chain or cannot be properly displayed with viewing equipment. For example, state-ofthe-art stereoscopic and autostereoscopic multiview displays have significant limitations in displaying spatial high frequency of video content. Therefore these frequencies can be suppressed at the encoder side prior to coding in order to reduce resulting MVC bitrate.
B. Locally Adaptive Filtering in 3D DCT Domain
In our study we utilized Sliding Window 3DDCT video denoising scheme (SW-3DDCT) that was proposed in [10] . This scheme has been found to be competitive with state-ofthe-art denoising methods in terms of denoising performance [9] . In addition to this, SW-3DDCT design is based on local processing in blocks 8x8, utilizing 8-point DCT and fast motion estimation. Such functionality is well developed in existing software and hardware video processing solutions, thus SW-3DDCT can be efficiently computed with modern DSP architectures. Bellow we give a short description of this scheme.
Local 3D DCT denoising is performed in 3D sliding volume Bt size of 8x8x8 which is constructed from highly correlated 2D blocks {Rt, Mi}. For each location t of a noisy video data, processing is performed through a 2D block Rt size of 8x8 which is sliding over the currently processed frame. The block Rt is used as a reference in blockmatching procedure to search for 7 matching blocks Mi size of 8x8 which are highly correlated to the reference block Rt. The search is done within a Local Neighborhood (LN) of 8 frames surrounding the temporal coordinate of the current location.
Reference block Rt and 7 matching blocks Mi are combined together to form a 3D volume Bi, size of 8x8x8. Then, 3D DCT transform is computed for Bi. Since DCT features a high energy compaction for highly correlated data, energy of "noise-free" input signal to be represented in 3D spectrum through high-magnitude transform coefficients. Whereas energy of random noise which is presumably close to the additive white Gaussian noise to be uniformly distributed over the 3D spectrum, and to be represented through low-magnitude transform coefficients.
A hard thresholding which is applied to 3D DCT coefficients will effectively suppress low-magnitude transform coefficients representing noise, whereas keeping noise-free components of signal with no change. Hard thresholding with threshold T over transform coefficient is performed as following:
where S is noisy 3D DCT transform coefficients, and S is a local noise-free estimate of this transform coefficients. An inverse 3D DCT computed from S provides a local noisefree estimate of Bi. Multiple local noise-free estimates of every pixel are computed due to the sliding nature of the algorithm. A final noise-free estimate of video signal is computed by weighted average of all local estimates for current pixel. Utilized in (1) threshold operator T is parameterized through variance σ of estimated noise in video signal, transform length N=8*8*8 and scalar 6 . 2 ≈ λ which reflects energy compaction property of transform [10] :
Obviously, that threshold T can be considered as strength of the filtering. Larger the threshold value, stronger smoothing is introduced by the filter. However, SW-DCT performs frequency-selective filtering, where stop-band frequencies are estimated adaptively in DCT spectrum. Components of the signal which are not common in the input signal (rarely appear) would be represented in the 3D DCT spectrum with low-magnitude coefficients, and filtered out with a proper threshold. Thus SW-3DDCT is able to filter out statistically insignificant components of the input signal.
III. TEST SETUP
Large scale subjective assessment was performed with four sequences: Poznan Hall2 [13] , GT Fly, Kendo, and Balloons, which are part of 3DV test set specified in [1] . Input views and output (synthesized) views utilized in our experiments are shown in Table I . The input views for all tested sequences are the same as specified in 3DV CfP for C3 case [1] . It is noted that the view separation of the stereopairs specified in the 3DV CfP for C3 is approximately half of a conventional stereo baseline. Such narrow view separation was chosen to mimic the viewing conditions on typical autostereoscopic multiview displays. As we targeted for a different use case, the synthesized views utilized in stereo viewing were selected to have stereo baselines which are twice larger then baseline of stereopairs specified in the CfP.
In our study, SW-3DDCT was utilized with two filter strengths, parameterized by 4 = σ and 9 = σ (equation 2).
A. Preparation of Test Stimuli
Modified JM 17.2 reference software [14] with extended multiview profile was utilized for encoding multiview texture data and three coding scenarios were evaluated: Table II .
In our simulations, tested schemes used identical QP (given in Table II) for corresponding rate points, and preprocessing of texture lead to bit-rate reduction for scheme PS1 and PS2. Bitrate reduction of 6.4% and 11.7% on average were achieved for schemes PS1 and PS2 as Table III reports it in detail. 
B. Test Procedure and Participants
Subjective viewing was conducted according to the 3DV CfP specification [1] . The 46'' Hyundai stereo display with passive glasses was utilized for displaying of the test material. The viewing distance was equal to 4 times of the displayed image height (2.29m for 1920x1080 and 1.63m for 1024x768 video sequences).
Subjective quality assessment was done according to Double Stimulus Impairment Scale (DSIS) method [15] with discrete unlabeled quality scale from 0 to 10 was utilized for quality assessment. Prior to the actual test, subjects were familiarized with test task, test sequences and with the variation in quality they could expect in the actual tests. The viewers were instructed that 0 stands for the lowest quality and 10 for the highest.
Candidates for participation in subjective viewing experiment were subject to thorough vision screening. Candidates who did not pass the criterion (near and far vision, Landolt chart) of 20/40 visual acuity with each eye or color vision (Ishihara) were rejected. All participants had a stereoscopic acuity of 60 arc sec at the minimum.
Subjective viewing was conducted with 25 subjects, (17 female, 8 male), aged between 19-29 years (mean: 23.3). Majority of them (88%) were considered naïve as they did not work or study in fields related to information technology, television or video processing.
IV. RESULTS
In this section we present results of conducted experiences and the statistics of the quantitative viewing experience ratings. Fig. 1 shows the average subjective viewing experience ratings with 95% confidence interval (CI) of the for all sequences in two different bitrates. The naming introduced in sub-section III.A is used and O stands for the original uncompressed sequences.
As can be judged from the average ratings and confidence intervals presented in Fig. 1 , few significant differences were perceived between the encoding schemes for the same value of QP. In other words, described preprocesses scheme provided very close subjective quality as the referenced scheme for given test material. However, the utilization of preprocessing reduces the resulting bitrate on 6.4% and 11.7% for PS1 and PS2, compared to RS, respectively (see Table III ), which makes it attractive for deployment in video services. The observation on significant differences between the encoding schemes was further analyzed using statistical analysis as presented in the paragraphs below.
Non-parametric statistical analysis methods, Friedman's and Wilcoxon's tests, were used as the data did not reach normal distribution (Kolmogorov-Smirnov: p<.05). Friedman's test is applicable to measure differences between several and Wilcoxon's test between two related and ordinal data sets [16] . A significance level of p < .05 was used unless otherwise stated below.
The following conclusions were obtained with this statistical significance analysis presented above. As expected, results showed that the higher bitrate was scored higher than the lower bitrate F R =342.21, df=5, p<.001; with all contents: p<.001). In majority of cases the subjective quality of PSs was identical to RS. Moreover, in lower bitrate of GT Fly and Balloons, PS1 was scored better comparing RS and it means preprocessing was able to remove some noise introduced in the sequences and provided a higher subjective quality consequently. PSs were scored lower than RS (p<.05) for the higher bitrate of Hall2 and lower bitrate of Kendo. In addition, PS2 at the higher bitrate of Balloons had lower ratings compared to RS. This is reported in the flag Table IV where 1 presents the cases where significant lower difference was observed for PSs compared to RS and 0 shows the cases where preprocessed sequences were rated equal or better than RS. Comparing the performance of two proposed schemes, PS1 in 4 out of 8 cases outperforms PS2 based on the statistical analysis. Hence, PS1 might be a better candidate for further studies.
V. CONCLUSIONS
In this paper we studied effect of pre-processing step in depth-enhanced multiview video coding scheme for the 3-view test scenario specified in MPEG 3DV CfP. The algorithm consists of applying locally adaptive filtering in 3D DCT domain to each view independently prior to coding them with MVC. As it specified in 3DV CfP, synthesized views from decoded views were viewed at stereoscopic display. A large-scale subjective assessment of synthesized stereopair was performed and the results showed an average bitrate reduction of 6.4% and 11.7 % for PS1 and PS2, respectively, without noticeable subjective quality degredation. PS1 improved the subjective quality in 2 out of 8 cases while in 4 other cases the quality remained untouched. In 2 out of 8 cases a degradation of quality was observed. 
