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We discuss the asymptotic pro¯les of the solution to the initial value problem for the
Nernst-Planck type drift-di®usion equation in R3. It was shown that the time global existence
and decay of the solutions to the equation with large initial data. Furthermore the second order
asymptotic expansion for the solution was already given. In this paper we show the asymptotic
expansion of the solution up to the higher terms as t!1.
x 1. Introduction
We consider the large time behavior of the solution to the following drift-di®usion
equation arising in a model of the plasma dynamics:
(1.1)
8><>:
@tu¡¢u+r ¢ (urÃ) = 0; t > 0; x 2 R3;
¡¢Ã = ¡u; t > 0; x 2 R3;
u(0; x) = u0(x); x 2 R3:
Here, the unknown function u(t; x) denotes the density of charges, and Ã(t; x) stands for
the electric potential. The drift-di®usion equation describes the model for the dissipative
dynamics of carriers in a monopolar semiconductor device.
The drift-di®usion equation was ¯rst considered as the initial boundary value prob-
lem in a bounded domain (see, for example [2, 5, 8, 20] and references therein). In this
case, the global existence of the solution and its asymptotic stability to the correspond-
ing steady state solution was discussed. For the Cauchy problem (1.1), the result for the
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time local well-posedness was given. Moreover, the time global existence and the decay
of the solution have already been proved (for example, we refer to [15, 16, 17, 28]). The
¯rst order asymptotic expansion of the solution was considered by Biler-Dolbeault [1]
and Kawashima-Kobayashi [12]. In [27], Ogawa and the author found out the second
order asymptotic expansion of the solution. In this result, the asymptotic expansion
of the solution contains the correction term. There are similar equations appearing in
the other context. For example, the incompressible °uid dynamics governed by the
Navier-Stokes equations (see [10, 11, 18]), and the Keller-Segel equation in a model of
the chemotaxis (see also [7, 13, 14, 21, 22, 23, 29, 30]). The asymptotic pro¯les of the
solution as t ! 1 was observed by Escobedo-Zuazua [4] for the convection di®usion
equation. For the Navier-Stokes equation, the asymptotic expansion of the solution was
considered by Carpio [3] and Fujigaki-Miyakawa [6]. The asymptotic pro¯les of the time
global solution to the Keller-Segel equation was given by Nagai-Syukuinn-Umesako [24],
Nagai-Yamada [25] and Nishihara [26]. Moreover, M.Kato [9] and Yamada [31] showed




@tu¡¢u+r ¢ (urÃ) = 0; t > 0; x 2 Rn;
@tÃ ¡¢Ã + Ã = u; t > 0; x 2 Rn;
u(0; x) = u0(x); Ã(0; x) = Ã0(x); x 2 Rn;
where n ¸ 1. In these results, there exists a logarithmic term appeared in the asymptotic
expansion if n is even. On the other hand, when n is odd, the asymptotic expansions
for (1.2) contains only algebraic decay rates.
Our aim here is to obtain the third order asymptotic expansion for the solution to
(1.1). Especially, by considering an asymptotic expansion of the solution, we shall bring
out the contrast between the Keller-Segel equation and our equation. Before stating
our result, we introduce the following integral equation:










jx¡ yjdy for f 2 L
p(R3); 1 < p < 3=2:
The solution of (1.3) is called a mild solution to (1.1). It is known that the mild so-
lution u solves the original Cauchy problem (1.1) if u satis¯es u 2 C ([0; T );Lp(Rn)) \
C
¡
(0; T );W 2;p(Rn)
¢ \ C1 ((0; T );Lp(Rn)) for a proper exponent p. Hereafter, we ana-
lyze (1.3) to give the asymptotic expansion of the solution. Throughout this paper, we
always assume that u0 2 L12(R3) \ L11 (R3), where Lp¹(R3) := ff 2 Lp(R3)jjxj¹f 2
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Lp(R3)g for ¹ 2 R. Let G = G(t; x) be the heat kernel, that is, G(t; x) :=
(4¼t)¡3=2e¡jxj













V1(t; x) := m0G(t; x); V2(t; x) := ¡~m ¢ rG(t; x) +m20J0(t; x):
(1.4)
By the de¯nition, it is easy to observe that the following scaling relation holds for V1; J0
and V2 :












for any ¸ > 0. In [27], it is shown the second order asymptotic expansion of the solution:
Namely, for the mild solution u of (1.1),




2 (1¡ 1p )¡ 12
´
as t!1
for 1 · p · 1. The estimate (1.6) states that the second order asymptotic expansion of
the solution has only the algebraic decay rate. In the proof of this argument, we chose
the approximation of ur(¡¢)¡1u by V1r(¡¢)¡1V1 in order to obtain the asymptotic
expansion for the nonlinear term of (1.3). In this paper, we ¯nd out more detailed
approximation of ur(¡¢)¡1u to obtain a higher order asymptotic expansion up to
third order for the solution. For this purpose, we introduce the following functions:






















(y ¢ r)rG(t; x) ¢ ¡ur(¡¢)¡1u(s; y)






















¢G(1 + t; x)
Z
R3








(rG(t¡ s; x¡ y) + (y ¢ r)rG(t; x))
¢ ¡J0r(¡¢)¡1G+Gr(¡¢)¡1J0¢ (s; y)dyds:
We should remark that V3 contains some extra terms. For instance, in the second term
on the right hand side of (1.8), the integrands yjV1@k(¡¢)¡1V1 (j 6= k) are vanishing.
For simplicity, we leave those terms. We denote that ~V3 and V3 satisfy the following
scaling relation:








for any ¸ > 0:
For the solution to (1.1) and the functions which are given by (1.4), (1.7) and (1.8), we
obtain the following estimate.
Theorem 1.1. Assume that u0 2 L12(R3) \ L11 (R3) and ku0kL11\L11 is su±-
ciently small. Let u be the solution to (1.1), and V1; V2; ~V3; V3 be de¯ned by (1.4), (1.7)
and (1.8). Then the following estimate holds:









for 1 · p · 1. Moreover, ~V3(t) 6´ 0 if
R
R3 u0dx 6= 0.
We should notice that when the initial data satis¯es the mass zero conditionm0 = 0,
the auxiliary term ~V3(t) vanishes. Theorem 1.1 states that the third order asymptotic
expansion of the solution to (1.1) contains the logarithmic terms if m0 6= 0 since the
integrand y ¢ (Gr(¡¢)¡1J0 + J0r(¡¢)¡1G)(1; y) does not vanish. In contrast, for
the solution to the three-dimensional Keller-Segel equation (1.2) with space-time decay
conditions, it has been already proved in [31] that the third order asymptotic expansions
never contain the logarithmic terms. This di®erence of asymptotic behavior between
the two systems appears from the structural di®erences of the nonlinear terms. Namely,
in those systems, the equations solved by Ã are di®erent. As a result, we can obtain the




2 (1¡ 1p )+ 12
´
for our equation (for the details, see Proposition
2.3 and Lemma 2.6 in Section 2). On the other hand, it is known that the estimate for




2 (1¡ 1p )¡ 12
´
.
In this paper, we use the following notation. The convolution of functions f; g over
R3 is denoted by f ¤ g. The Fourier transform and the Fourier inverse transform are
de¯ned by F [f ](») := (2¼)¡3=2 RR3 e¡ix¢»f(x)dx; F¡1[f ](x) := (2¼)¡3=2 RR3 eix¢»f(»)d»:
For simplicity, we describe the Fourier transform by F [f ](») = [f ]^(») = f^(»): We
denote by Lp the Lebesgue space for 1 · p · 1. The norm of Lp(R3) is represented as
k ¢ kp. Let Lp¹(R3) be the weighted Lp space with kfkLp¹ := k(1 + jxj)¹fkp. The set of
nonnegative integers represented as Z+. Various constants are simply denoted by C.
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x 2. Preliminaries
Before proving Theorem 1.1, we prepare several lemmas and propositions. In order
to obtain an estimate for rÃ in (1.1) and some fractional integrals, we use the following
lemma.
Lemma 2.1 (Hardy-Littlewood-Sobolev's inequality). Let 1 < p < 3; 3=2 <
p¤ <1 with 1p¤ = 1p ¡ 13 . Then, there exists a constant C > 0 such that
kr(¡¢)¡1fkp¤ · Ckfkp for any f 2 Lp(R3):
Proof. For the proof of Lemma 2.1, see [32, p. 86]. Hence, we omit the proof.
Lemma 2.1 suggests that the estimate of rÃ can be obtained by using the estimate
of u. Indeed, we see that krÃ(t)kp¤ · Cku(t)kp for 1 < p < 3; 3=2 < p¤ < 1 with
1
p¤
= 1p ¡ 13 , since rÃ = ¡r(¡¢)¡1u.
The following lemma is well-known for the estimates of the heat kernel.
Lemma 2.2. Let ®; ¯ 2 Z3+; l 2 Z+ and 1 · p · 1. Then the heat kernel G
satis¯es the following estimate:°°x®@ltr¯G(t)°°p · Ct¡ 32 (1¡ 1p )¡ 2l+j¯j¡j®j2 for any t > 0:
Moreover, the functions V1 and V2 which are de¯ned by (1.4) satisfy the following
equalities.
Proposition 2.3. Let V1 and V2 be de¯ned by (1.4). Let ® 2 Z3+ with j®j · 1




2 (1¡ 1p )¡ k¡12 + j®j2 kx®Vk(1)kp :
Moreover, kx®r(¡¢)¡1Vk(1)kp is bounded for k = 1; 2 when 32¡j®j < p < 1, and the
following equality is satis¯ed:°°x®r(¡¢)¡1Vk(t)°°p = t¡ 32 (1¡ 1p )¡ k¡22 + j®j2 °°x®r(¡¢)¡1Vk(1)°°p :
Proof. The scaling argument (1.5) immediately gives the desired equalities.
Next, we give the estimates for the moment of the solution to (1.1).
Proposition 2.4. Let u0 2 L1m(R3) \ L1m (R3) for m 2 Z+ and ku0kL1m\L1m be
su±ciently small. Then, the solution u to (1.1) satis¯es°°x¯u(t)°°
p
· C(1 + t)¡ 32 (1¡ 1p )+ j¯j2
for any ¯ 2 Z3+ with j¯j · m and 1 · p · 1:
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Proof. The idea of the proof is the same as in Miyakawa [19]. Hence, we omit
it.
Moreover, we also need the following second order asymptotic expansion.
Proposition 2.5. Under the same assumption as in Theorem 1.1, the solution
u to (1.1) satis¯es the following estimate for any 1 · p · 1:
(2.1) ku(t)¡ V1(1 + t)¡ V2(1 + t)kp · C(1 + t)¡
3
2 (1¡ 1p )¡1 log(2 + t):
In order to prove Proposition 2.5, we prepare the following auxiliary lemma.
Lemma 2.6. Assume that u0 ¸ 0 or ku0kL1\L1 is su±ciently small. Let u be
the solution to (1.1) and the function V1 be de¯ned by (1.4). Then, for any 1 · p · 1,
there is a constant C > 0 such that
ku(t)¡ V1(1 + t)kp · C(1 + t)¡
3
2 (1¡ 1p )¡ 12 :
For 3=2 < p <1, the following estimate holds:°°r(¡¢)¡1u(t)¡r(¡¢)¡1V1(1 + t)°°p · C(1 + t)¡ 32 (1¡ 1p ):
Moreover, ur(¡¢)¡1u satis¯es°°ur(¡¢)¡1u(t)¡ V1r(¡¢)¡1V1(1 + t)°°p · C(1 + t)¡ 32 (1¡ 1p )¡ 32
for 1 · p <1.
Proof. For the proof of Lemma 2.6, see also [12, 27]. We omit the details.
Proof of Proposition 2.5. First, Lemma 2.6 and Proposition 2.3 immediately give the
uniformly boundedness of ku(t)¡ V1(1 + t)¡ V2(1 + t)kp. Indeed,
ku(t)¡ V1(1 + t)¡ V2(1 + t)kp · ku(t)¡ V1(1 + t)kp + kV2(1 + t)kp
· C(1 + t)¡ 32 (1¡ 1p )¡ 12 · C:
Now we claim that u can be represented as
(2.2) u(t) = V1(1 + t) + V2(1 + t) + I1(t) + I2(t) + I3(t)¡ I4(t);
where
I1(t; x) :=et¢u0 ¡
X
j¯j·1









(rG(t¡ s; x¡ y)¡rG(1 + t; x))




re(t¡s)¢ ¢ (ur(¡¢)¡1u(s)¡ V1r(¡¢)¡1V1(1 + s))ds;








re(t¡s)¢ ¢ (V1r(¡¢)¡1V1)(1 + s)ds:











re(t¡s) ¢ (V1r(¡¢)¡1V1)(1 + s)ds:
(2.3)
Applying the integration by parts, the integrand ur(¡¢)¡1u¡ V1r(¡¢)¡1V1 is van-
ishing. Hence, the right hand side of (2.3) is represented as
Z t
0






(rG(t¡ s; x¡ y)¡rG(1 + t; x))












re(1+t¡s)¢ ¢ (V1r(¡¢)¡1V1)(s)ds¡ I4(t)
=m20J0(1 + t)¡ I4(t):
Substituting those equalities into (2.3), we obtain (2.2). In order to conclude the proof,
we con¯rm that kIj(t)kp · C(1 + t)¡ 32 (1¡ 1p )¡ 12 log(2 + t) for j = 1; 2; 3; 4. It is well
known that
(2.4) kI1(t)kp · C(1 + t)¡ 32 (1¡ 1p )¡1:
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(1 + s)@trG(1 + t¡ ¾(1 + s); x¡ y)








(y ¢ r)rG(1 + t; x¡ ¾y)
¢ (ur(¡¢)¡1u(s; y)¡ V1r(¡¢)¡1V1(1 + s; y))d¾dyds:
Thus, by the Hausdor®-Young inequality, Lemma 2.2, Propositions 2.3, 2.4 and Lemma
2.6, we obtain that
(2.5) kI2(t)kp · Ct¡ 32 (1¡ 1p )¡1 log(2 + t):
For any 1 · p · 1, let 1 · q <1 and 1 · r < 3=2 with 1p = 1q + 1r ¡ 1. Then, by the








(t¡ s)¡ 32 (1¡ 1r )¡ 12 s¡ 32 (1¡ 1q )¡ 32 ds · Ct¡ 32 (1¡ 1p )¡1:
(2.6)
Next, we show the estimate for I4. Since the odd integrand Gr(¡¢)¡1G is vanishing,
























(rG(1 + t¡ s; x¡ y)¡rG(1 + t; x))





re(1+t¡s)¢ ¢ ¡Gr(¡¢)¡1G)(1 + s)¡Gr(¡¢)¡1G)(s)¢ ds:
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(s@trG(1 + t¡ ¾s; x¡ y) + (y ¢ r)rG(1 + t; x¡ ¾y))







re(1+t¡s)¢ ¢ @s(Gr(¡¢)¡1G)(s+ ¹)d¹ds:
(2.7)


























re(t+¾¡s)¢ ¢¢(Gr(¡¢)¡1G)(1 + s)dsd¾:

















































(1 + t¡ s)¡1=2 °°@s(Gr(¡¢)¡1G)(s+ ¹)°°p d¹ds:
(2.8)
When p = 1, by employing the L1-L1 estimate for the Fourier transform, we obtain
the estimates of
°°r ¢ ¡Gr(¡¢)¡1G¢ (1 + t+ ¾)°°1 ; °°¢(Gr(¡¢)¡1G)(1 + s)°°1 and






















The other two estimates are given by the same calculation. Combining those arguments
and Lemma 2.1 with (2.8), we have that





(t¡ s)¡ 32 (1¡ 1p )¡ 32 s(s+ ¹)¡2d¹ds
+ Ct¡
3













(1 + t¡ s)¡1=2(s+ ¹)¡ 32 (1¡ 1p )¡2d¹ds
·Ct¡ 32 (1¡ 1p )¡1:
(2.9)
Summing up (2.4), (2.5), (2.6) and (2.9), we have the desired estimate.
Proposition 2.5 gives the following estimates.
Corollary 2.7. Under the same assumption as in Proposition 2.5, r(¡¢)¡1u
satis¯es the following estimate for 3=2 < p <1:
(2.10)
°°r(¡¢)¡1 (u(t)¡ V1(1 + t)¡ V2(1 + t))°°p · C(1 + t)¡ 32 (1¡ 1p )¡ 12 log(2 + t):
Moreover, the following estimate holds for 1 · p <1:°°ur(¡¢)¡1u(t)¡ (V1 + V2)r(¡¢)¡1(V1 + V2)(1 + t)°°p
·C(1 + t)¡ 32 (1¡ 1p )¡2 log(2 + t):
(2.11)
Proof. The estimate (2.10) is given by Lemma 2.1 and Proposition 2.5. Also,
Propositions 2.3, 2.4, 2.5 and the estimate (2.10) give the estimate (2.11).
x 3. Proof of Theorem 1.1
In this section, we prove Theorem 1.1. The following proposition is essential for
the proof.
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Proposition 3.1. Under the same assumption as in Theorem 1.1, there exists
the function ½ = ½(t; x) such that
u(t; x) = V1(1 + t; x) + V2(1 + t; x) + log(2 + t) ~V3(1 + t; x) + V3(1 + t; x) + ½(t; x)




2 (1¡ 1p )¡1
´
as t!1 for 1 · p · 1.
Proof. We split u into the following parts:
u(t; x)















(y ¢ r)rG(1 + t; x)




re(t¡s)¢ ¢ ¡(V1 + V2)r(¡¢)¡1(V1 + V2)¢ (1 + s)ds¡m20J0(1 + t; x)
+ ½1(t; x) + ½2(t; x) + ½3(t; x)¡ ½4(t; x);
(3.1)
where V1 and V2 are de¯ned by (1.4), and
½1(t; x) :=et¢u0 ¡
X
2l+j¯j·2












rG(t¡ s; x¡ y)¡
X
j¯j·1
r¯rG(1 + t; x)(¡y)¯
´














¡ (V1 + V2)r(¡¢)¡1(V1 + V2)(1 + s; y)
¢
dyds:










re(t¡s)¢ ¢ (V1 + V2)r(¡¢)¡1(V1 + V2)(1 + s)ds:
(3.2)
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Applying the integration by parts, the integrand ur(¡¢)¡1u¡(V1+V2)r(¡¢)¡1(V1+
V2) is vanishing. Hence, the ¯rst term on the right hand side of (3.2) is split intoZ t
0










¡ (V1 + V2)r(¡¢)¡1(V1 + V2)(1 + s; y)
¢
dyds
+ ½2(t) + ½3(t)¡ ½4(t):
Combining (1.3) and (3.2) with this equality, we obtain (3.1). Next we consider the
following term on the right hand side of (3.1):Z t
0






















re(t¡s)¢ ¢ ¡Gr(¡¢)¡1J0 + J0r(¡¢)¡1G¢ (1 + s)ds¡ ½5(t);
(3.3)
where
½5(t; x) := m20
Z t
0
re(t¡s)¢ ¢ ¡(~m ¢ r)Gr(¡¢)¡1J0 + J0r(¡¢)¡1(~m ¢ r)G¢ (1 + s)ds:
Now, we give the expansion for the right hand side of (3.3). First, we expand the
¯fth term on the right hand side of (3.3). Since the odd integrands Gr(¡¢)¡1J0 +
J0r(¡¢)¡1G and yj(G@k(¡¢)¡1J0 + J0@k(¡¢)¡1G) (j 6= k) are vanishing, the ¯fth






















(y ¢ r)rG(t; x) ¢ ¡Gr(¡¢)¡1J0 + J0r(¡¢)¡1G¢ (1 + s; y)dyds
(3.4)


































¢ ¡(Gr(¡¢)¡1J0 + J0r(¡¢)¡1G)(1 + s; y)








(rG(1 + t¡ s; x¡ y) + (y ¢ r)rG(1 + t; x))

























¢ ¡(Gr(¡¢)¡1J0 + J0r(¡¢)¡1G)(1 + s; y)








(rG(t¡ s; x¡ y) + (y ¢ r)rG(t; x))






(rG(1 + t¡ s; x¡ y) + (y ¢ r)rG(1 + t; x))



















y ¢ ¡Gr(¡¢)¡1J0 + J0r(¡¢)¡1G¢ (1 + s; y)dyds:
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´ ¢ ¡Gr(¡¢)¡1J0 + J0r(¡¢)¡1G¢ (1; ´)d´;
where we put ´ := (1 + s)¡1=2y in the second equality. Substituting this relation into










(rG(1 + t¡ s; x¡ y) + (y ¢ r)rG(1 + t; x))





¢G(1 + t; x) log(2 + t)
Z
R3
y ¢ ¡Gr(¡¢)¡1J0 + J0r(¡¢)¡1G¢ (1; y)dy
+ ½6(t; x):
(3.5)








¢G(1 + t; x)
Z
R3








re(1+t¡s)¢ ¢ (~m ¢ r) ¡Gr(¡¢)¡1G¢ (s)ds+ ½8(t; x);Z t
0













¢G(1 + t; x)
Z
R3
y ¢ (J0r(¡¢)¡1J0)(1; y)dy + ½10(t; x);
(3.6)








rG(t¡ s; x¡ y)¡
X
j¯j·1
r¯rG(1 + t; x)(¡y)¯
´






(1 + t)1=2 ¡ t1=2
´
¢G(1 + t; x)
Z
R3
y ¢ (Gr(¡¢)¡1G)(1; y)dy















rG(t¡ s; x¡ y)¡
X
j¯j·1
r¯rG(1 + t; x)(¡y)¯
´
¢ ¡(~m ¢ r)Gr(¡¢)¡1(~m ¢ r)G¢ (1 + s; y)dyds
+ 2(1 + t)¡1=2
Z
R3







rG(t¡ s; x¡ y)¡
X
j¯j·1
r¯rG(1 + t; x)(¡y)¯
´




(1 + t)¡1=2¢G(1 + t; x)
Z
R3
y ¢ ¡J0r(¡¢)¡1J0¢ (1; y)dy:
Combining (3.3), (3.5) and (3.6) with (3.1), we obtain
u(t) =V1(1 + t) + V2(1 + t) + log(2 + t) ~V3(1 + t) + V3(1 + t)
+ ½1(t) + ½2(t) + ½3(t)¡ ½4(t)¡ ½5(t) + ½6(t) + ½7(t)¡ ½8(t) + ½9(t) + ½10(t):
Now, we put ½(t) := (½1 + ½2 + ½3 ¡ ½4 ¡ ½5 + ½6 + ½7 ¡ ½8 + ½9 + ½10)(t). In order to
conclude the proof, we should con¯rm that f½k(t)g10k=1 satisfy the following estimate:




2 (1¡ 1p )¡1
´
as t!1 for 1 · p · 1:
The estimate for ½1(t) is well known that




2 (1¡ 1p )¡1
´
as t!1:
In order to show the estimate (3.7) for ½2(t), we introduce the auxiliary functionR(t) > 0




as t ! 1. By the mean-valued
theorem, we can represent ½2(t) as










(1 + s)@trG(1 + t¡ ¾(1 + s); x¡ y)










(y ¢ r)2rG(1 + t; x¡ ¾y)(1¡ ¾)







rG(1 + t; x¡ y)¡
X
j¯j·1
r¯rG(1 + t; x)(¡y)¯
´
¢ ¡ur(¡¢)¡1u(s; y)¡ (V1 + V2)r(¡¢)¡1(V1 + V2)(1 + s; y)¢ dyds:
We employ the Hausdor®-Young inequality, Propositions 2.3, 2.4 and Corollary 2.7 to
have that
k½21(t)kp + k½22(t)kp · Ct¡ 32 (1¡ 1p )¡ 32 (log(2 + t) +R(t)) :




as t!1, we obtain that




2 (1¡ 1p )¡1
´
as t!1:




2 (1¡ 1p )¡1
´
as t!1. By the mean-valued








(y ¢ r)rG(1 + t; x¡ ¾y)d¾ ¡ (y ¢ r)rG(1 + t; x)
¶
¢ (ur(¡¢)¡1u(s; y)¡ (V1 + V2)r(¡¢)¡1(V1 + V2)(1 + s; y))dyds:




jyj ¯¯ur(¡¢)¡1u(s; y)¡ (V1 + V2)r(¡¢)¡1(V1 + V2)(1 + s; y)¯¯ dyds <1:
Thus, we obtain that



















since R(t) ! 1 as t ! 1. We con¯rm the estimate (3.7) for ½3(t) and ½4(t). By
Propositions 2.3, 2.4 and Corollary 2.7, we obtain the desired estimate




2 (1¡ 1p )¡1
´
as t!1:
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Applying the mean-valued theorem yields the estimates (3.7) for ½6(t); : : : ; ½10(t):




2 (1¡ 1p )¡1
´
:




re(t¡s)¢ ¢ ¡(~m ¢ r)Gr(¡¢)¡1J0 + J0r(¡¢)¡1(~m ¢ r)G¢ (1 + s)ds:
By integrating by parts we see thatZ
R3
¡
(~m ¢ r)Gr(¡¢)¡1J0 + J0r(¡¢)¡1(~m ¢ r)G
¢
(1 + s; y)dy = 0:
In addition, since J0 is even in y, the integrands
yj
¡
(~m ¢ r)G@k(¡¢)¡1J0 + J0@k(¡¢)¡1(~m ¢ r)G
¢
(1 + s; y); j; k = 1; 2; 3












¢ ¡(~m ¢ r)Gr(¡¢)¡1J0 + J0r(¡¢)¡1(~m ¢ r)G¢ (1 + s; y)dyds:
Thus by the mean-valued theorem, we have the estimate (3.7) for ½5(t):




2 (1¡ 1p )¡1
´
:
As a result, the desired estimate (3.7) follow from (3.8), (3.10)-(3.14).
To complete the proof of Theorem 1.1, we con¯rm that the logarithmic term ~V3(t)
in (1.10) does not vanish if m0 :=
R
R3 u0dy 6= 0. We remember the de¯nition of ~V3(t):




¢G(t; x); C0 :=
Z
R3
y ¢ ¡Gr(¡¢)¡1J0 + J0r(¡¢)¡1G¢ (1; y)dy;
where J0 is de¯ned by (1.4). We should check that C0 6= 0. By Perseval's equality, the
























Since the odd integrand »e¡j»j
2




































¡j»j2¡2sj´j2 ¡e2s»¢´ ¡ 1¢ d´ds:
(3.16)




































We now calculate the ¯rst term on the right hand side of (3.17). We put ³ := » ¡ s2´,



























On the other hand, we show the upper bound for the second term on the right hand
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Substituting (3.18) and (3.19) into (3.17), we see that C0 < 0. Thus, we conclude the
proof of Theorem 1.1.
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