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We give analytical and numerical solutions for the zero modes of the Dirac operator in topological
SU(2) gauge backgrounds at nonzero chemical potential. Continuation from imaginary to real
chemical potential is used to systematically derive analytical zero modes for calorons at arbitrary
holonomy and, in particular limits, for instantons and dyons (magnetic monopoles). For the latter
a spherical ansatz is explored as well. All the zero mode exhibit stronger peaks at the core and
negative regions in their densities. We discuss the structure of the corresponding overlap matrix
elements. For discretized calorons on the lattice we consider the staggered operator and show that
it does possess (quartet quasi-)zero modes, whose eigenmodes agree very well with the continuum
profiles, also for nonzero chemical potential.
I. INTRODUCTION
The thermodynamics of Quantum Chromodynamics
(QCD) has attracted a lot of attention in recent years,
both experimentally and theoretically. While at high
temperature the transition to a phase of deconfined glu-
ons and quarks obeying chiral symmetry is rather well un-
derstood, the exploration of a finite quark density is still
immature. Theoretical progress in this part of the QCD
phase diagram has mainly been hindered by the failure
of the most powerful nonperturbative method from first
principals, lattice gauge theory. At finite chemical po-
tential the Dirac operator is not purely antihermitian
and its complex determinant prevents an interpretation
as a probability weight. This is the famous sign-problem.
Ways to proceed include reweighting and expansion tech-
niques on the lattice, complex Langevin dynamics, and
studies of finite density in diagrammatic and related ap-
proaches and approximations to QCD or similar theories
such as random matrix theory, for reviews see e.g. [1, 2].
Here we investigate the semiclassical approach to
QCD, which is based on solutions of the Euclidean Yang-
Mills equations. At zero temperature these are the cel-
ebrated instantons [3], localized lumps of action density
characterized by an integer topological charge. At fi-
nite temperature, the corresponding solutions are called
calorons [4]. Calorons have been found to be governed
by an additional parameter, the holonomy, and consist of
constituent dyons (magnetic monopoles, see below) [5, 6].
Individual dyons constitute static solutions at finite tem-
perature. All these configurations are selfdual or anti-
selfdual and thus minima of the Yang-Mills action in the
given topological sector.
The semiclassical theory of instantons and calorons
with trivial holonomy has been studied at zero and finite
temperature [7–11] as well as nonzero chemical potential
[12–16] (see [17] for a review). The corresponding mecha-
nism of chiral symmetry breaking is rather robust: exact
fermionic zero modes become low-lying modes and thus
generate a nonzero density of states at zero Dirac eigen-
value, which via the Banks-Casher relation is linked to
the chiral condensate. Confinement, on the other hand,
could not be obtained from instantons nor calorons of
trivial holonomy. This changes drastically for calorons
at non-trivial holonomy, as has first been shown semi-
analytically in [18]. The lesson is that the holonomy
plays an important role with the confinement mecha-
nism becoming close to the old Dual superconductor pic-
ture. Promising results in this context are the possibility
to show confinement analytically from the moduli space
metric of dyons [19] and even from a non-interacting gas
of dyons [20]. Although the interactions between calorons
or dyons are not fully worked out, there are more hints on
confinement, namely from the quantum weight [21], the
detection of calorons in lattice quantum configurations
[22–24] and the vortex content of calorons [25]. In the
high temperature phase either dyons of particular kinds
are suppressed [26, 27] or dyons form molecules due to
their fermionic interactions [28].
Instantons, calorons and dyons also share the support
for fermionic zero modes, which are present due to the in-
dex theorems [29–32]. These modes localize to the back-
ground as can be seen from the existing explicit solutions
[33–35]. Generalizations of the index theorem to nonzero
chemical potentials have been discussed in [36, 37]. Our
results confirm these as far as instantons/calorons of unit
charge and dyons of fractional charge are concerned. For
the semiclassical approach at finite density it is necessary
to know the zero eigenmodes, both for the formation of
the condensate and the fermionic interaction of the ob-
jects.
In this paper we present analytical and numerical re-
sults for SU(2) zero modes at nonzero chemical potential.
We show that the analytic continuation from imaginary
chemical potential provides exactly the particular (bi-)
orthonormalization necessary for the eigenmodes at real
chemical potential. Together with the results from the
ADHM-Nahm formalism [38, 39] we systematically ob-
tain the zero modes in caloron backgrounds at arbitrary
holonomy and chemical potential. In particular limits we
confirm the zero modes of trivial holonomy calorons and
instantons known in the literature [40–42] as well as for
dyons, in which case we show that the spherically sym-
metric ansatz [28, 33] works. The typical features of these
modes are stronger peaks at and oscillations away from
the core, with the period of oscillation ∝ 1/µ, cf. Fig. 1.
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2FIG. 1. Zero mode in a background of a caloron with maximally nontrivial holonomy and µ = 4T (colored, magnitude rescaled
to its third root) together with the caloron action density revealing two constituent dyons (grey, cut along the caloron axis).
This will have a wash-out effect in the fermionic interac-
tions of these objects, which we briefly discuss.
We also present numerical results for calorons dis-
cretized on the lattice utilizing the staggered Dirac op-
erator. Although the latter has four tastes and no exact
zero modes of definite chirality, we identify modes smaller
than the rest of the spectrum by several orders of magni-
tude. These quasi-zero modes persist at nonzero chemi-
cal potential, too. Taking the taste quartets together, the
profiles agree very well with the profiles of the continuum
zero modes.
This paper is organized as follows: In the next sec-
tion we discuss properties of the Dirac operator and its
eigenmodes at nonzero chemical potential. After that in
Sec. III we perform the analytic continuation from imag-
inary to real chemical potential. Sec. IV contains the
corresponding analytic results for zero modes in dyon,
caloron and instanton backgrounds. Sec. V is devoted to
the lattice results for the staggered eigenmodes. Sec. VI
gives first results for the overlap matrix elements of dyon
zero modes. We summarize our findings in Sec. VII.
II. DIRAC OPERATOR WITH CHEMICAL
POTENTIAL
In the continuum Dirac operator the chemical potential
is added to the covariant derivative
/D(µ) = γνDν − γ0µ , Dν = ∂ν + iAν (2.1)
(for our lattice Dirac operator see Sec. V B). We will al-
ways focus on the massless case and analyse eigenmodes
/D(µ)ψn(x;µ) = λn(µ)ψn(x;µ) , (2.2)
in particular zero modes, λ0 = 0 (arguments will be ne-
glected whenever convenient).
At finite temperature T = 1/β, physical modes are
antiperiodic in the temporal direction
ψ(t+ β, ~x) = −ψ(t, ~x) , (2.3)
but we will also consider modes periodic up to a phase.
A. Symmetries
Since the Dirac operator is chiral at arbitrary chemical
potential, { /D(µ), γ5} = 0, its eigenvalues always come in
pairs ±λ.
While the Dirac operator at vanishing µ is antihermi-
tian with its eigenvalues purely imaginary, this important
property is lost for real µ. However, for the hermitian
conjugate operator the following relation holds,
/D
†
(µ) = − /D(−µ) , λ∗(µ) = −λ(−µ) , (µ ∈ R) (2.4)
(for complex µ’s replace −µ by −µ∗).
For gauge group SU(2), due to the pseudoreal nature
of this group, the Dirac operator with (real) chemical
potential obeys an anti-unitary symmetry
/D
∗
(µ) = −W † /D(µ)W (SU(2), µ ∈ R) (2.5)
where W is unitary and µ-independent1 with W ∗W = 1.
In Random matrix theory this symmetry qualifies i /D(0)
as belonging to the universality class of the Gaussian or-
thogonal ensemble. Moreover, in a particular basis i /D(0)
is real symmetric with real eigenmodes (see below; for the
different anti-unitary symmetry of our lattice Dirac op-
erator see Sec. V B). In the next subsection, we will use
this symmetry to show that the SU(2) zero modes have
real densities.
For operators without definite hermiticity one has to
distinguish eigenvalues with corresponding left and right
eigenmodes from singular values as will be discussed in
the next subsections.
1 In the Weyl representation one has W = γ2γ0 ⊗ τ2, with the
charge conjugation γ2γ0 relating gamma matrices to their com-
plex conjugates and the second Pauli matrix τ2 relating the Pauli
matrices as generators in color space to their complex conjugates.
3B. Left and right eigenmodes
The right eigenmodes of the Dirac operator are given
through Eq. (2.2), whereas the left eigenmodes are de-
fined analogously
χ†m(µ) /D(µ) = χ
†
m(µ)λm(µ) . (2.6)
For our specific case, the left eigenmodes are related to
the right eigenmodes at opposite µ
χm(µ) = ψm(−µ) , (µ ∈ R) (2.7)
(which follows from the hermitian conjugate of Eq. (2.2)
and the property (2.4)). Thus, one may replace one by
the other.
From the difference of the scalars product of χ†m(µ)
with (2.2) and of (2.6) with ψn(µ) one immediately con-
cludes that right and left eigenvalues agree and that
left and right eigenmodes are orthogonal. Defining the
(pseudo-)density
ρmn(x;µ) ≡ ψ†m(x;−µ)ψn(x;µ)
=
∑
a
ψam(x;−µ)∗ψan(x;µ) (2.8)
where the index a stands for both color and spin, the
x-integral over ρmn is∫
d4x ρmn(x;µ) = δmn (2.9)
Such a basis is called bi-orthonormal. At vanishing chem-
ical potential this of course reduces to the orthonormal
basis of eigenmodes of the purely antihermitian Dirac op-
erator.
Note that for µ 6= 0 the densities ρmm(x) of individual
eigenvalues need not be real everywhere in space-time,
although their integral is positive.
Densities of SU(2) zero modes can be made real thanks
to the symmetry (2.5). For this gauge group i /D(µ) can
be transformed to S + µA with real symmetric S and
real antisymmetric A [43]. For a real matrix the zero
modes can be chosen real (as the complex conjugate of
a zero mode is a zero mode again). Hence the density
ρ00(x) is real in this and every other basis (as this fermion
bilinear is an invariant). How the densities come out real
in an arbitrary basis is shown in App. A. Still, negative
densities can, and will, occur.
C. Singular value decomposition
Arbitrary matrices can be written in a singular value
decomposition, for the Dirac operator
U† /DV = diag(ξ1, ξ2, . . .) , ξn ≥ 0 (2.10)
where U and V are unitary transformations and the en-
tries ξn – which are non-negative – are called singular
values. The columns un of U and vn of V are called left
and right singular modes (vectors), respectively. They
are orthonormal among themselves, but not necessarily
to each other.
For generic configurations at nonzero µ, these singular
values and modes are not related to the eigenvalues and
eigenmodes of the operator /D itself, rather to those of
its product with /D
†
: the left and right singular modes
are the eigenmodes of the hermitian operators /D /D
†
and
/D
†
/D, respectively, and the nonzero singular values ξn
are the square roots of the eigenvalues of these operators
(which coincide between /D /D
†
and /D
†
/D).
Zero singular and eigenvalues, however, constitute an
exception as the zero modes are identical, v0 = ψ0 and
u0 = χ0
2. Thus, in order to determine zero modes of
the Dirac operator, both the eigenvalue and the singular
value method can be used.
At the fundamental level, the singular value decompo-
sition is slightly more powerful, as it always exists and its
complete and orthonormal basis can be used to decom-
pose the fermion fields in the path integral. Eigenmodes,
on the other hand, do not always provide a complete ba-
sis. The simplest example for a matrix of this kind is0 1
0 0
, a 4 × 4 example is discussed in [37]. Finite µ
Dirac operators with this property occur in principle, but
the corresponding configurations are non-generic.
D. Index theorem
We start by recalling the case of vanishing µ. In a
chiral basis the Dirac operator can be written as
/D =
 0 DL
DR 0
 (2.11)
Then γ5 = diag(12,−12) and left and right handed zero
modes consist only of lower and upper components, re-
spectively. Let us denote their numbers by nL,R =
dim kerDL,R and specialize to positive topological charge
Q for simplicity.
The index theorem reads nR − nL = Q. It is ful-
filled by generic configurations through possessing Q
right handed, but no left handed zero modes.
With nonzero chemical potential the index theorem has
been discussed in Refs. [36, 37]. It now also incorporates
2 That a right zero eigenmode of /D is also a right zero eigenmode
of /D
† /D and thus a zero singular mode follows immediately; the
opposite direction of the proof uses that /D
† /Dψ = 0 induces
| /Dψ|2 = 0, which means that /Dψ must vanish. The same argu-
ment applies to left zero eigenmodes.
4the hermitean conjugates of DL,R, for which the relation
(2.4) implies
D†L(µ) = −DR(−µ) , D†R(µ) = −DL(−µ) (2.12)
A straightforward generalization of the index theorem to
real chemical potential has been obtained in [36]
nR(µ)− nL(µ) = Q , nR(−µ)− nL(−µ) = Q (2.13)
where we have trivially added the index theorem at op-
posite µ. The more appropriate index theorem claimed
in [37] (Eq. (D.3)) – derived via the singular value de-
composition – translates via (2.12) into
nR(µ)− nL(−µ) = Q , nR(−µ)− nL(µ) = Q (2.14)
The two index theorems agree for almost all configura-
tions [37].
Our background configurations obey both index theo-
rems in the generic way by possessing one right handed,
but no left handed zero mode. Due to the latter, they are
not sensitive to the difference of the two index theorems.
III. ANALYTIC CONTINUATION IN THE
CHEMICAL POTENTIAL
In this section we will demonstrate that eigenmodes at
imaginary chemical potential can be analytically contin-
ued to yield eigenmodes at real chemical potential obey-
ing the correct bi-orthonormalization.
Let us consider the operator
/D
′
(ϕ¯) ≡ γνDν + iγ0ϕ¯T = /D(−iϕ¯T ) (3.1)
which is nothing but the Dirac operator with an imag-
inary chemical potential −iϕ¯T . The minus sign in the
argument on the right is for later convenience. At real
ϕ¯ the operator /D
′
is purely anti-hermitean, thus in
its eigenequation the eigenvalues are purely imaginary
and the eigenmodes are orthonormal in the conventional
sense, i.e. the densities
ρ′mn(x; ϕ¯) =
∑
a
ψ′am(x; ϕ¯)
∗ψ′an (x; ϕ¯) (3.2)
are non-negative at every space-time point x and inte-
grate to ∫
d4x ρ′mn(x; ϕ¯) = δmn . (3.3)
Now we analytically continue ϕ¯ to imaginary values
iµ/T assuming this is possible continuously. The Dirac
operator becomes that at real chemical potential,
/D
′
(iµ/T ) = /D(µ) (3.4)
cf. Eq. (3.1). Then, analytically continuing the
eigenequation, the ψ′n(x; iµ/T ) obey the eigenequation
of /D(µ) and are thus candidates for eigenmodes,
ψ′n(x; iµ/T ) = ψn(x;µ) . (3.5)
That these modes are indeed eigenmodes, all that needs
to be checked is their bi-orthonormalization. For that we
carefully perform the analytic continuation in the densi-
ties
ρ′mn(iµ/T ) =
∑
a
ψ′a∗m (ϕ¯)
∣∣
ϕ¯=iµ/T
ψ′an (ϕ¯)
∣∣
ϕ¯=iµ/T
=
∑
a
ψ′am(−iµ/T )∗ψ′an (iµ/T )
=
∑
a
ψam(−µ)∗ψan(µ) = ρmn(µ) (3.6)
valid for all x (suppressed). The opposite µ-arguments
of the two factors3 are exactly what is needed to match
the pseudo-density ρmn(µ) at real chemical potential, cf.
Eq. (2.8). Then the desired bi-orthonormalization of it,
Eq. (2.9), is inherited from the analytic continuation of
the conventional orthonormalization (3.3) of eigenmodes
of the purely antihermitian operator /D
′
. Moreover, we
have started with eigenmodes ψ′ being antiperiodic in x0
and so are their analytic continuations; actually all kinds
of boundary conditons are continued to the eigenmodes
at real chemical potential. Hence, the modes ψ′n(ϕ¯) ana-
lytically continued to ϕ¯ = iµ/T are indeed the eigenmodes
at real chemical potential, i.e. Eq. (3.5) does hold. This
continuation applies to all spin and color components of
the eigenmodes and, of course, also to the eigenvalues,
i.e. λ′n(iµ/T ) = λn(µ).
The dimensionless parameter ϕ¯ in Eq. (3.1) can be in-
terpreted as a constant trace part of the gauge field and
can also be transfered to the temporal boundary condi-
tion defining
ψˇn(x; ϕ¯) = e
iϕ¯t/βψ′n(x; ϕ¯) (3.7)
which are eigenmodes of the Dirac operator at vanishing
chemical potential, but periodic up to a phase ϕ¯ (on top
of the antiperiodicity)
ψˇn(t+ β, ~x; ϕ¯) = − eiϕ¯ψˇn(t, ~x; ϕ¯)
= e−iϕψˇn(t, ~x; ϕ¯) , ϕ¯ = pi − ϕ (3.8)
where we have also defined the total phase ϕ for later
use. The pseudo-densities of these mode still agree with
those of the original eigenmodes, ρˇ = ρ′.
3 In going from the first to the second line in (3.6) we have used
that ψ′ is a smooth function in real ϕ¯ with Taylor expansion
ψ′(ϕ¯) =
∑
n cnϕ¯
n and its complex conjugate reads ψ′∗(ϕ¯) =∑
n c
∗
nϕ¯
n. For the analytic continuation of the latter we plug in
an imaginary ϕ¯, ψ′∗(ϕ¯)|ϕ¯=iµ/T =
∑
n c
∗
n(iµ/T )
n, which agrees
with the complex conjugate of ψ′(−iµ/T ).
5In particular, knowing the zero modes in an analytic
fashion for (small) imaginary chemical potentials, one im-
mediately gets the zero modes of the desired Dirac oper-
ator at real chemical potential. In Sec. IV C we will make
use of this analytic continuation, since in caloron back-
grounds (and limits thereof) the zero modes are known
analytically for whole intervals of imaginary chemical po-
tentials/boundary conditions.
IV. ANALYSIS OF ZERO MODES IN SPECIFIC
TOPOLOGICAL BACKGROUNDS
A. Single dyon zero mode
Here we discuss the solution of the zero mode on a
single dyon for arbitrary boundary condition and with
arbitrary chemical potential µ. By dyon we mean a mag-
netic monopole obeying the BPS condition, which in a
3+1-dimensional language amounts to possessing an (Eu-
clidean) electric charge of same magnitude4. The deriva-
tion of the zero mode makes use of the spherical symme-
try and closely follows [28, 33].
We work in the BPS limit and in a hedgehog gauge.
The (anti)self-duality equations for the gauge fields are
solved for by (see e.g. [45])
Aai = Aaikrˆk , A =
1
r
(
1− vr
sinh(vr)
)
r→∞−→ 1
r
, (4.1a)
Aa0 = Hrˆa , H = ∓
1− vr coth(vr)
r
r→∞−→ ±v , (4.1b)
with rˆ = ~x/r being the unit vector in the radial direction
and Aµ = A
a
µ
τa
2 with τ
a the Pauli matrices. The up-
per sign refers to the selfdual and the lower to the anti-
selfdual field equations5, and v is the asymptotic value of
A0,
v = lim
r→∞
√
(Aa0)
2 . (4.2)
playing the role of a “Higgs” vacuum expectation value.
For simplicity we will take v > 0. The vev also enters
the action and topological charge of the dyon, which we
define in the four-dimensional language:
S =
1
2
∫ β
0
dt
∫
d3x trF 2µν = 4piβv , Q =
S
8pi2
=
v
2piT
(4.3)
4 It was argued in [44] that the term “dyon” is not entirely appro-
priate for these objects. They suggest that the term “monopole-
instanton” is more accurate. Nevertheless we will use the term
dyon in this work to mean the constituent of a finite temperature
instanton, see below.
5 We define selfduality as Fµν = µνρσFνσ/2, where µ, ν, ρ, σ =
0, . . . , 3. From 0123 = 1 this yields, e.g. F01 = F23. Note that
self-duality equations with µ, ν, ρ, σ = 1, . . . , 4 and 1234 = 1
yield F41 = −F23.
We restrict ourselves to v ≤ 2piT , such that Q ∈ [0, 1].
For the zero modes we make the usual radial ansatz
for Dirac spinors (see [28, 33, 46])
ψˇAα =
[(
α1(r)1 + α2(r) rˆ · ~τ
)

]
Aα
e−iϕt/β , (4.4)
where A is the color index and α the spin index, and
 = iτ2 is a completely antisymmetric rank-2 tensor. Ob-
viously these functions are periodic up to a phase e−iϕ,
cf. (3.8). We stress that the gauge background is a –
so far – t-independent embedding of a three-dimensional
dyon into S1 ×R3.
The Dirac equation (2.1) for left and right-handed
spinors is
((σµ)αβ(Dµ)AB − µδABδαβ)(ψR)Bβ = 0 , (4.5a)
((σ¯µ)αβ(Dµ)AB − µδABδαβ)(ψL)Bβ = 0 . (4.5b)
Here σµ = (1,−iτ i), σ¯µ = (1, iτ i) and we get the follow-
ing equations for the functions α1,2(r)
dα1(r)
dr
+
±H+ 2A
2
α1 − i(µ+ iϕT )α2 = 0 , (4.6a)
dα2(r)
dr
+
(±H− 2A
2
+
2
r
)
α2 − i(µ+ iϕT )α1 = 0 .
(4.6b)
where the upper sign is to be taken for the left, and the
lower for the right handed spinor component. One can
see once more that the boundary phase ϕ is equivalent
to an imaginary chemical potential iϕT . In the following
we will therefore use
µϕ = µ+ iϕT (4.7)
To discuss the normalizability of solutions, let us spe-
cialize to ϕ = 0 for the moment. While A decays for
large distances, H approaches v for self-dual and −v
for anti–self-dual dyons, respectively, see Eq. (4.1b). In
the asymptotic linear system of differential equations
(4.6) the chemical potential gives rise to trigonomet-
ric functions. The H-term leads to exponential func-
tions and thus determines, whether the solutions are
normalizable. For the latter the equations must read
dα.(r)/dr + vα./2 + . . . = 0. Hence a normalizable solu-
tion for the left and right spinor exists if the background
field is self-dual or anti–self-dual, respectively, and the
solutions behave like e−vr/2 asymptotically.
The full equations are solved by [28]
α1,2(r;µ) = c
χ1,2(vr)√
vr sinh(vr)
, (4.8a)
χ1(rv) =
[
2
µϕ
v
sin(rµϕ) + tanh(vr/2) cos(rµϕ)
]
,
(4.8b)
χ2(rv) = ∓i
[
2
µϕ
v
cos(rµϕ)− coth(vr/2) sin(rµϕ)
]
.
(4.8c)
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FIG. 2. Densities ρ00(r;µ) of periodic dyon zero modes,
Eq. (4.8) with ϕ = 0, as a function of rv for µ = 0.5v (solid
blue), µ = v (dashed red) and µ = 1.2v (dot-dashed purple).
In these formulae, the boundary condition ϕ has been
reintroduced, as the imaginary part of µϕ, cf. (4.7). It
leads to exponential parts eϕTr, which compete with the
exponential decay e−vr/2. Consequently, the solution is
normalizable only if ϕ ∈ (−v/2T, v/2T ), i.e. around pe-
riodic boundary conditions. Later we will consider mod-
ifications leading to antiperiodic zero modes.
Since we are interested in the dependence on µ we will
set again ϕ = 0 in what follows, i.e. analyze periodic zero
modes.
As we discussed in Sec. II B, the relevant density of
these modes is given by ψ†0(−µ)ψ0(µ) = ρ00(µ),
ρ00(r;µ) = α
∗
1(r;−µ)α1(r;µ) + α∗2(r;−µ)α2(r;µ) (4.9)
ϕ=0
= |α1(r;µ)|2 − |α2(r;µ)|2 .
The normalization in the sense of
∫
d4x ρ00 = 1, cf.
Eq. (2.9), fixes the constant
c =
√
v3T/(4pi) . (4.10)
From Eq. (4.9) one can already see the possibility for
this density to become negative, through α2. Consis-
tently, at vanishing µ the (µ-odd) function α2 vanishes,
and the density is positive definite. Profiles of periodic
zero modes for several values of the chemical potential
are plotted in Fig. 2.
The solutions clearly have an exponential envelope, of
the asymptotic shape e−vr/2/
√
r, see Fig. 3. For the
prefactor in the envelope one has to consider |χ1|2−|χ2|2.
For large vr one can set tanh(vr/2) = 1 = coth(vr/2) up
to exponentially small corrections and get
|χ1(rv)|2 − |χ2(rv)|2 =
(
1 + 4
µ2
v2
)
sin(δ(µ/v) + 2µr)
(4.11)
δ(µ/v) ≡ arctan 1− 4µ
2/v2
4µ/v
(4.12)
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FIG. 3. Logarithmic plot of the absolute value of the density
ρ00(r;µ) for µ = 3v (solid) and that of the envelope Eq. (4.13)
(dashed).
The factor in the parenthesis bounds this term and from
Eqs. (4.8, 4.10) we get
ρenv00 (r;µ) =
T
2pi
(v2 + 4µ2)
e−vr
r
(4.13)
again up to exponential corrections in vr. This envelope
has been included in Fig. 3.
Another property of the zero mode is that its value at
the dyon core grows with the chemical potential, which
can also be seen in the examples of Fig. 2. Taking the
limit r → 0 in the solution Eq. (4.8) it is easy to see that
ρ00(0;µ) =
T
16piv
∣∣v2 + 4µ2ϕ∣∣2 . (4.14)
Probably the most characteristic feature of the zero
mode density are its negative regions. For any nonzero
chemical potential there are infinitely many negative re-
gions (recall that the far away regions have exponentially
small densities though), separated by infinitely many ze-
roes. This is very obvious in a logarithmic plot like Fig. 3.
For µ  v we can find these zeros explicitly by de-
manding that Eq. (4.11) vanishes
rn ≈ − 1
2µ
δ(µ/v) +
pi(n+ 1)
2µ
≈ 2
v
+
pi
4µ
+
pin
2µ
, (4.15)
where we expanded δ(µ/v) for small µ. For large µ we
expect the first zero to be small, i.e. rv  1, and get
from Eq. (4.8) that
|χ1|2−|χ2|2 ∼ −2 + (2− 4µ
2r2) cos(2µr) + 4µr sin(2µr)
(rv)2
(4.16)
which has a zero for r0µ = 2.04279. Fig. 4 shows the
numerical solution of the first zero, as well as the limits
of µ/v  1 and µ/v  1.
Finally, we discuss the possibility of zero modes with
physical, i.e. antiperiodic, boundary conditions. The
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FIG. 4. The first zero r0 of the density ρ00(r;µ), as a function
of 1/µ (in units of v) – black line. The dashed line and the dot-
dashed line show the first zero for small µ given by Eq. (4.15)
with n = 0 and for large µ given by r0 = 2.04279/µ, from
Eq. (4.16), respectively.
static dyon discussed so far has normalizable zero modes
for near periodic boundary phases, namely
ϕ ∈
(
− v
2T
,
v
2T
)
(4.17)
There is another embedding of the dyon into S1 × R3,
that will play a role in the caloron solutions as well (as the
complementary constituent dyon). To see how it arises
note that the solution Eq. (4.8) has the topological charge
Q = v/(2piT ), which is fractional for v/T ∈ [0, 2pi]. In
order to get a solution which complements the topological
charge, we should replace the parameter v → v¯ = 2piT−v
and obtain a topological charge Q¯ = 1−Q. However, this
change of parameters alone is not sufficient to match the
two configurations. For 3 + 1-dimensional configurations
it is useful to define the asymptotic Polyakov loop, also
named holonomy,
P∞ ≡ lim
r→∞P exp
(
i
∫ β
0
dtA0(t, ~x)
)
(4.18)
with P denoting path ordering along x0. The starting
configuration with gauge fields given by Eq. (4.1) has
P∞ = exp
(
i
v
2T
rˆ · ~τ
)
,
1
2
trP∞ = cos(v/2T ) (4.19)
whereas the Polyakov loop of the new solution would be
P¯∞ = exp
(
i
v¯
2T
rˆ · ~τ
)
= − exp
(
i
v
2T
rˆ · ~τ
)
= −P∞
(4.20)
and thus different.
Therefore, consider the gauge transformation6
Ω(t, ~x) = exp
(
ipirˆ · ~τ t
β
)
(4.21)
6 In the gauge of the caloron, which combs the field A0 to the
It is antiperiodic, Ω(β, ~x) = −1 = −Ω(0, ~x). As the
gauge fields transform in the adjoint representation, they
remain periodic. Hence, the dyon gauge field of (4.1) with
the replacement v → v¯ transformed with Ω is a valid con-
figuration on S1×R3. The gauge transformation does not
alter its action and topological charge, so they are still
proportional to v¯ (cf. (4.3), both are gauge invariant),
and thus also inherits (anti)selfduality; its gauge fields
are just not static anymore. However, Ω does affect the
Polyakov loop as P¯∞ → −P¯∞ = P∞. This means that
the static dyon solution Eq. (4.1) and the dyon solution
with v → v¯ = 2piT − v and the gauge twist of Eq. (4.21)
both have the same asymptotic Polyakov loop P∞ and
complementary topological charges Q, Q¯ = 1−Q respec-
tively.
In calorons of integer topological charges, these dyon
solutions occur together (see below) and are sometimes
refered to as “light” and “heavy” dyon. The reason for
this nomenclature is because the Polyakov loop branch in
full QCD, i.e. when fermions are dynamical, interpolates
between unity and (near) zero from high to low temper-
atures. This would correspond to the parameter v in the
range v ∈ [0, piT ]. In this range the untwisted dyon (i.e.
the one without the gauge transformation Eq. (4.21)) has
the action and the topological charge proportional to v
and the one with the gauge twist has the same propor-
tional to v¯. Since in this range v¯ ≤ v the dyons untwisted
and twisted dyons are referred to as “light” and “heavy”.
Finally, we note that the fundamental fermions feel the
gauge transformation of Eq. (4.21), they obtain an addi-
tional factor of −1 in their periodicity property. Conse-
quently, the parameter ϕ used in the ansatz Eq. (4.4) is
not the boundary phase as defined in Eq. (4.21). Rather,
we should replace ϕ→ ϕ− pi = −ϕ¯ in this ansatz. With
the additional replacement v → v¯ it follows that these
zero modes on top of the twisted dyons are normalizable
for
ϕ¯ ∈
(
− v¯
2T
,
v¯
2T
)

 ϕ ∈
( v
2T
, 2pi − v
2T
)
(4.22)
which is the complementary range of the static dyons,
Eq. (4.17). For the chemical potential the replacement
reads µϕ → µ−ϕ¯ = µ − iϕ¯T . Antiperiodic fermions are
included as ϕ¯ = 0 with µ remaining the same.
B. Calorons and instantons
In this section we will demonstrate that zero modes
at imaginary chemical potential are included naturally
in the ADHM-Nahm formalism [38, 39, 47], so that they
third color direction, the associated gauge transform is Ω =
exp(ipiτ3 t/β). For higher gauge group such gauge transforma-
tions need to obey Ω(t = β) = zΩ(t = 0), where z is an element
of the center of the gauge group.
8are available – at least in principle – for all selfdual so-
lutions of four-dimensional Yang-Mills theory. After an-
alytic continuation one thus obtains zero modes at real
chemical potential. We will demonstrate this explicitly
for SU(2) calorons and then in particular limits recover
the zero modes of dyons from the previous section and of
calorons and instantons from the literature.
1. Calorons, especially in SU(2)
Calorons are (anti-)selfdual Yang-Mills fields (‘instan-
tons’) at finite temperature T , i.e. over the space-time
manifold S1 ×R3 where the Euclidean time is compact-
ified on a circle S1 with circumference 1/T .
The asymptotic Polyakov loop plays an important role
as a parameter of caloron solutions. For the gauge group
SU(2) we parametrize it with the holonomy parameter
ω ∈ [0, 1/2]:
P∞ = exp(2piiωτ3) ,
1
2
trP∞ = cos(2piω) . (4.23)
The two extreme cases ω = 0, ω = 1/2 amount to ‘triv-
ial holonomy’ P∞ = ±12, while the middle ω = 1/4
with trP∞ = 0 is refered to as ‘maximally nontrivial
holonomy’. From the corresponding asymptotics of the
Polyakov loop, Eq. (4.19), one can read off the connection
to the (dimensionful) “Higgs vev” of Eq. (4.2),
v = 4piωT, ω =
v
4piT
. (4.24)
As a new aspect in comparison to zero temperature
instantons (which can be thought of as coming from di-
mensional reduction and symmetry breaking by P∞),
calorons in gauge group SU(Nc) with topological charge
Q consist of Nc|Q| constituent dyons. These appear as
lumps of topological density with fractional topological
charges given by the holonomy. In SU(2) the topological
charges are 2ω (indeed, the identification above yields the
monopole topological charge of Eq. (4.3)) and the com-
plementary 1− 2ω ≡ 2ω¯. We will refer to the dyon with
the higher topological charge as the “heavy dyon” and to
the other as the “light dyon”. The positions of them are
moduli of the solution.
The explicit gauge field of SU(2) calorons have first
been given in [5, 6] (for multi-calorons see [48]). We
follow the ADHM inspired formalism of [5], reinstating
the temperature T . The distance to the dyon of masses
ω¯ and ω will be denoted by r and s, respectively, and the
distance between the dyons by d = piρ2/β. In the limit
of ρ→∞ a single dyon will be recovered.
Note also, that the calorons in these references come
in a particular gauge with two aspects. The first one,
refered to as algebraic gauge, means that gauge fields are
periodic up to the holonomy and A0 → 0 far away from
all the dyons. In other words, the holonomy P∞ has
been put into the twisted periodicity conditions. This is
useful since such asymptotics simplify the superposition
of dyons within the caloron and also the approximate
superposition of dyons and antidyons in ensembles. The
gauge transformation back to periodic gauge is given by
(P∞)−t/β , which is non-periodic.
Secondly, the caloron is in a quasi-stringy gauge. For
magnetic monopoles/dyons it is well-known that when
one tries to “comb” the Higgs field A0 to asymptotically
approach a constant color direction, a singularity along
a Dirac string appears. This is so because the winding of
A0, which equals the magnetic charge and is apparent in
the hedgehog gauge, constitutes a topological obstruction
against such a stringy gauge. In the caloron solutions, A0
is proportional to τ3 almost everywhere; the correspond-
ing winding caused by each dyon is performed in an ex-
ponentially small solid angle around the line connecting
the dyons [25], cf. Eq. (4.45) below. This quasi-stringy
gauge leads to large gradients along this line, but no sin-
gularities (apart from the caloron’s center of mass, see
Sec. IV D 3 and Sec. V).
C. Profiles of caloron zero modes
The fermionic zero mode of the caloron (at µ = 0)
hops between the constituent dyons as a function of the
periodicity angle. This has first been demonstrated in
[34] and is in accordance with the discussion about dyon
zero modes in Sec. IV A: for near periodic zero modes
the static dyon supports the zero mode, whereas for the
complementary range of boundary conditions around an-
tiperiodic the complementary time-dependent dyon sup-
ports the zero mode. Index theorems on S1 × R3 can
be found in [30–32]. This scenario will remain with real
chemical potentials. The explicit formulas for the zero
modes are included in the ADHM formalism and are
given by the ADHM Greens function fˆ (see below). We
will analytically continue them to obtain zero modes at
real chemical potential.
In [34, 35] explicit expressions for the zero mode with
periodicity up to a phase and the holonomy (stemming
from the algebraic gauge)
Ψˆz/T (t+ β, ~x) = e
−2piiz/TP∞Ψˆz/T (t, ~x) (4.25)
were given (the dual variable to z comes with 1/T since
it has inverse length dimension). Gauging away P∞ and
comparing to (3.8) we identify 2piz/T = ϕ, thus the zero
mode with phase boundary conditions reads
ψˇ0(x; ϕ¯) = (P∞)−t/βΨˆϕ/2pi(x)
= (P∞)−t/βΨˆ1/2−ϕ¯/2pi(x) (4.26)
The zero mode at imaginary chemical potential follows
by virtue of (3.7)
ψ′0(x; ϕ¯) = (e
iϕ¯P∞)−t/βΨˆ1/2−ϕ¯/2pi(x) . (4.27)
Finally, the zero mode at real chemical potential follows
through analytic continuation, i.e. the replacement ϕ¯ =
9iµ/T ,
ψ0(x;µ) = e
µt(P∞)−t/βΨˆ1/2−iµ/2piT (x) (4.28)
which is the antiperiodic mode. Altogether, the results
from [34, 35] have to be taken at a complex z = T/2 −
iµ/2pi and multiplied by a real factor and color phases
from P∞ = exp(2piiωτ3). We obtain
ψ0(µ)
A
α = ρ
√
φ
2pi
eµt
[
e−2piiω tTτ
3
{
∂ν fˆ
(
ωT,
T
2
− i µ
2pi
) 1
0
+ ∂ν fˆ ((1− ω)T, T
2
− i µ
2pi
) 0
1
}σ¯ν]
Aα
,
(4.29)
with the following auxiliary functions
φ =
ψ
ψˆ
, ψˆ = −ct + crcs + r
2 + s2 − d2
2rs
srss (4.30a)
ψ =− ct + crcs + r
2 + s2 + d2
2rs
srss + d
(
s−1sscr + r−1srcs
)
(4.30b)
ct = cos(2pitT ) , cr = cosh(4pirω¯T ) , cs = cosh(4pisωT ) , sr = sinh(4pirω¯T ) , ss = sinh(4pisωT ) (4.30c)
fˆ(z, z′) = e2piit(z−z
′)piT (rsψ)−1
{
e−2piitT sign(z−z
′) sinh(2pir|z − z′|)s
− r−1 cosh(2pir(z + z′ − T ))
[
dscs +
1
2
(s2 − r2 + d2)ss
]
+ r−1 cosh(2pir(2ω¯T − |z − z′|))
[
dscs +
1
2
(r2 + s2 + d2)ss
]
+ sinh(2pir(2ω¯T − |z − z′|))
[
scs + dss
]}
(4.30d)
We repeat that r and s are the distances of ~x to the dyon centers and d is the distance between the dyons. The caloron
gauge field is given in terms of these functions, too [5]. The Greens function at the arguments needed simplifies to
fˆ(ωT,
T
2
− i µ
2pi
) = e−piitT e2piiωtT e−µtpiT (rsψ)−1
{
e2piitT sinh(pirT − 2pirωT − iµr)s
+ cosh(pirT − 2pirωT + iµr)rss + sinh(pirT − 2pirωT + iµr)
[
scs + dss
]}
(4.31)
fˆ((1− ω)T, T
2
− i µ
2pi
) = fˆ(ωT,
T
2
− i µ
2pi
)∗ (4.32)
The last relation reflects the anti-unitary symmetry (2.5) of SU(2) and has also been used (at µ = 0) in [34] to relate
the components of the zero mode.
For the density a simpler formula applies
ρ00(µ) = − 1
(2pi)2
∂2ν fˆ (4.33)
with the Greens function
fˆ ≡ fˆ
(
T
2
− i µ
2pi
,
T
2
− i µ
2pi
)
= piT (rsψ)−1
{
− r−1 cos(2µr)
[
dscs +
1
2
(s2 − r2 + d2)ss
]
+ r−1cr
[
dscs +
1
2
(r2 + s2 + d2)ss
]
+ sr
[
scs + dss
]}
(4.34)
The reader will note that the function fˆ(z, z′) given above
is not the full function for arbitrary arguments z, z′. The
full function can be found in the original papers by Kraan
and van Baal [5], we have given only the relevant part for
our discussion valid for z/T, z′/T ∈ [ω, 1− ω].
The resulting zero mode densities are shown in Fig. 5,
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FIG. 5. Densities of zero modes of a caloron (solid black line), single dyon (dashed blue), and single dyon with correction to
the holonomy v → v + 1/d, where d is the distance to the other dyon (dot-dashed red). The plots are given for 3 values of
µ/T = 0, 1, 5 from left to right. The densities are along the axis transverse to the position of the second dyon in the caloron.
All plots are given for ρ = 0.6β and for maximally nontrivial holonomy ω = ω¯ = 1/4 = v/(4piT ) = v¯/(4piT ).
where we also compare with the single dyon zero mode
discussed previously. Again these densities have nega-
tive regions. Note an interesting effect that even for fairly
large values of the size parameter ρ, i.e. for well-separated
dyons, the two densities do not match very well. This
mismatch can be compensated for by a trivial adjust-
ment to the effective holonomy of a single dyon. Namely
the solution for a single dyon with holonomy v should
be changed to that with holonomy v + 1/d in order to
match the solution in the caloron. In other words the
holonomy at the dyon centre is not v, but is corrected by
the asymptotic value of the other constituent of caloron
and is approximately v+1/|~d+~r| ≈ v+1/d. This has been
noticed in the full solution [35] where it was shown that
single dyon “mass” is renormalized by the presence of the
other dyon. This renormalization of mass is not new and
has been know for a long time for Yang-Mills+adjoint
Higgs system and that it effects the classical interactions
of monopoles [49–52]. Fig. 5 also shows the solutions
with this adjustment. Considering the crudeness of this
approximation, the agreement is remarkable up to fairly
small instanton size.
D. Various limits
In this section we will discuss various limits of the gen-
eral caloron solution of Eq. (4.29) and (4.33,4.34). In
particular, we take the trivial holonomy limit and com-
pare it to previous work, as well as the zero temperature
limit and the large separation limit, which leads to single
dyons. These limits are concisely summarized in Table I.
1. Trivial holonomy limit ω → 0
In the trivial holonomy limit ω → 0, ω¯ → 1/2 the
auxiliary functions simplify in the following way
cr = cosh(2pirT ) , cs = 1 ,
sr = sinh(2pirT ) , ss = 0 , (4.35)
immediately leading to (writing out d = piρ2T )
ψˆ = −ct + cr , ψ = −ct + cr + piρ
2T
r
sr ,
φ = 1 +
piρ2T
r
sr
cr − ct = Π (4.36)
where we have identified φ with the function Π used in
the literature [17, 42, 53].
Concerning the Greens functions Eq. (4.30d), all de-
pendence on s drops as it should to restore spherical
symmetry. From Eq. (4.34) fˆ we obtain
fˆ =
piT
rψ
{d
r
(− cos(2µr) + cr)+ sr} (4.37)
=
pi2ρ2T 2
r2
− cos(2µr) + cosh(2pirT ) + rd sinh(2pirT )
− cos(2pitT ) + cosh(2pirT ) + dr sinh(2pirT )
We recall that the zero mode density follows from act-
ing with the four-dimensional Laplacian on this function,
Eq. (4.33).
For the zero mode components, the corresponding
Greens function simplifies to
fˆ(0,
T
2
− i µ
2pi
) =
piT
rψ
e−µt
{
eipitT sinh(pirT − iµr)
+ e−ipitT sinh(pirT + iµr)
}
=
2piT
rψ
e−µt
{
cos(µr) cos(pitT ) sinh(pirT )
+ sin(µr) sin(pitT ) cosh(pirT )
}
(4.38)
This agrees with fˆ(T, T/2 − iµ/2pi) because the Greens
function fˆ(z, z′) is periodic in both arguments by con-
struction [5], and also because both are real using (4.32).
The projection matrices in Eq. (4.29) then add up to the
unity matrix. Put together, the zero mode reads
ψ0(µ)
A
α =
ρ
2pi
eµt
√
Π ∂ν fˆ
(
0,
T
2
− i µ
2pi
)
(σ¯ν)Aα (4.39)
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To compare to previous work we write
fˆ(0,
T
2
− i µ
2pi
) =
e−µt
ρ2
Φ
Π
, (4.40)
Φ = (Π− 1)
{cos(µr) cos(pitT )
cosh(pirT )
+
sin(µr) sin(pitT )
sinh(pirT )
}
which turns the zero mode into the form given in [42],
for this case of trivial holonomy.
2. Instanton limit T → 0
In the zero temperature limit, calorons become instan-
tons irrespective of the original holonomy. Indeed, all ω
and ω¯ enter with T such that they disappear in this limit.
From the previous trivial holonomy case we get
fˆ =
1
r2 + t2 + ρ2
(
1 +
sin2(µr)ρ2
r2
)
(4.41)
and
Π = 1 +
ρ2
r2 + t2
, (4.42)
Φ =
ρ2
r2 + t2
(
cos(µr) +
t
r
sin(µr)
)
. (4.43)
which agrees with [40–42]. Note that, as expected, the
time and space coordinate go together forming the four-
dimensional radius almost everywhere apart from the µ-
dependent part. The corresponding zero mode densities
also contain negative region with zeroes separated again
by ∆r = pi/(2µ) and an increasing value at the core,
ρ00(t = 0, r = 0;µ) ∼ (1/ρ2 + µ2)2.
3. Single dyon limit ρ→∞
The limit of a single dyons can be obtained in the limit
of large size ρ, i.e. large separation d = piρ2T , of the
dyon constituents. While r remains finite, s is large, too,
s =
√
d2 + r2 − 2dr cos θ = d− r cos θ+O(d−1), where θ
is the angle between r and the line connecting the dyons,
its appearance originates from the quasi-stringy gauge of
the caloron.
The Greens function needed for the profile becomes
static,
fˆ =
piT
r
cosh(4pirT ω¯)− cos(2µr)
sinh(4pirT ω¯)
(4.44)
Here, the auxiliary functions cs and ss have become ex-
ponentially large in d and suppress the time-dependence
in ψ. Furthermore, cs = ss up to exponentially small
corrections and these factors have canceled in all expres-
sions. The three-dimensional Laplacian yields the profile
from it via (4.33). It can be shown that this precisely
equals the density Eq. (4.9) of the dyon zero mode upon
identifying 4piT ω¯ = v¯. We remind the reader that we
started with the antiperiodic zero mode for the caloron
and thus arrive at the antiperiodic zero mode for a time-
dependent dyon. Therefore, its vev needs to be v¯; the
transform Ω discussed in Sec. IV is a gauge transform
and therefore not visible in the fermionic profile, only in
the components to be discussed now.
The caloron’s auxiliary function
φ = d · 2
r
1
coth(4pirω¯T )− cos θ (4.45)
is linearly divergent in d and shows the quasi-stringy be-
haviour [35]: for large r the denominator would be zero
on the half-line θ = 0, if there were no exponentially small
deviations of the coth-term from 1. The factor ρ
√
φ in
the zero mode is O(d) = O(ρ2). The corresponding limit
of the Greens functions are
lim
ρ→∞ ρ
2fˆ(ωT,
T
2
− i µ
2pi
) = e−2piiω¯tT e−µt (4.46)
× 1
sr
sinh(2piω¯rT + iµr)
lim
ρ→∞ρ
2fˆ((1− ω)T,T
2
− i µ
2pi
) = e2piiω¯tT e−µt (4.47)
× 1
sr
sinh(2piω¯rT − iµr)
lim
ρ→∞ ρ
2fˆ(( ω1−ω)T,
T
2
− i µ
2pi
) =
1
2
e∓2piiω¯tT e−µt (4.48)
×
( cos(µr)
cosh(2pirω¯T )
± i sin(µr)
sinh(2pirω¯T )
)
The projection matrices can be written in terms of the
identity and the third Pauli matrix, such that the zero
mode reads
ψ0(µ)
A
α =
√
T
2
√
2pir
1√
coth(4pirω¯T )− cos θ e
µt
[
e−2piiωtTτ3
× ∂ν
{
e−µt
( cos(µr)
cosh(2pirω¯T )
+ iτ3
sin(µr)
sinh(2pirω¯T )
)
× e−2piiω¯tTτ3
}
σ¯ν
]
Aα
(4.49)
Performing the time and spatial derivatives this gives
ψ0(µ)
A
α =
√
Tpiω¯T
2
√
2pir
e−piitTτ3Q (4.50)
×
[( sin(µr)
sinh(2pirωT )
coth(2pirωT )− µ
2piω¯T
cos(µr)
cosh(2pirωT )
)
− i
( cos(µr)
cosh(2pirωT )
+
µ
2piω¯T
sin(µr)
sinh(2pirωT )
)
rˆ · ~τ
]
Aα
Q =
τ3rˆ · ~τ + tanh(2pirω¯T )√
coth(4pirω¯T )− cos θ (4.51)
This is the full antiperiodic zero mode of a dyon in the
quasi-stringy gauge. The explicit appearance of τ3 and
the angle θ renders it different from the hedgehog gauge
12
ω → 0 T →0 ρ→∞
fˆ pi
2ρ2T2
r2ψ
(− cos(2rµ) + cosh(2pirT )) + piT
rψ
1
r2+t2+ρ2
(
1 + sin
2(rµ)ρ2
r2
)
piT
r
cosh(4pirTω¯)−cos(2rµ)
sinh(4pirTω¯)
ψ − cos(2pitT ) + cosh(2pirT ) + piρ2T
r
sinh(2pirT ) 2pi2T 2(r2 + ρ2) piρ
2T
r
sinh(4pirT ω¯)e4pi
2ρ2T2ω
ψˆ − cos(2pitT ) + cosh(2pirT ) 2pi2T 2r2
[
cos θ sinh(4pirω¯) + cosh(4pirω¯)
]
e4pi
2ρ2T2ω
φ 1 + piρ
2T
r
sinh(2pirT )
− cos(2pitT )+cosh(2pirT ) 1 +
ρ2
t2+r2
ρ2 2piT
r
1
cos θ+coth(4pirω¯T )
fˆ1−ω 2piTrψ e
−µt
[
cos(pitT ) sinh(pirT ) cos(rµ)
+ sin(pitT ) sin(rµ) cosh(pirT )
]
2pi2T2
ψ
e−µt
[
cos(rµ) + t
r
sin(rµ)
]
1
2ρ2
e−µte2piitω¯
[
cos(rµ)
cosh(2pirT ω¯)
− i sin(rµ)
sinh(2pirTω¯)
fˆω fˆ1−ω fˆ1−ω 12ρ2 e
−µte−2piitω¯
[
cos(rµ)
cosh(2pirTω¯)
+ i sin(rµ)
sinh(2pirTω¯)
]
TABLE I. Table summarising some limits of functions needed to determine the zero mode density ψ†0(−µ)ψ0(µ) = − 14pi2 ∂µ∂µfˆ ,
and the component form given by Eq. (4.30). We labeled fˆω = fˆω(ωT, T/2− iµ/2pi).
representation used in Sec. IV A. These only enter Q,
and Q can be shown to be proportional to a (space-
dependent) SU(2) matrix U
Q = 2
sinh(2pirω¯T )√
sinh(4pirω¯T )
U(r, θ) (4.52)
Performing a local (and periodic) gauge transformation
the zero mode in hedgehog gauge finally becomes
(e−piitTτ3 (irˆ · ~τ)U† epiitTτ3)ψ0(µ) = piω¯T 3/2 e
−piitTτ3
√
2pirsr
×
[(
cos(µr) tanh(2pirω¯T ) +
µ
2piω¯T
sin(µr)
)
(4.53)
− i
(
− sin(µr) coth(2piω¯T ) + µ
2piω¯T
cos(µr)
)
rˆ · ~τ
]

This solution matches the one of the time-dependent
dyon discussed at the end of Sec. IV A.
V. NUMERICAL RESULTS FOR THE
STAGGERED DIRAC OPERATOR IN CALORON
BACKGROUNDS
In this section we will compare the caloron zero modes
from the continuum to lattice zero modes of the staggered
Dirac operator. The dimension of our lattices will be
denoted byNx·Ny·Nz·Nt, the sites by an with a being the
lattice spacing and normalized lattice vectors in the νth
direction by νˆ. All observables of dimension energy will
be measured in units of temperature T = 1/β = 1/(Nta),
all length scales are given in units of β.
A. Discretization of the caloron incl. smearing
The first task is to compute the lattice links Uν(an)
from the continuum gauge fields of calorons. To this end
we calculate gauge transporters by discretizing the path
ordered exponentials,
P exp
[
i
a(n+νˆ)∫
an
Aν(x)dxν
]
∼=
N∏
k=1
exp
{
i
a
N
Aν
[
a
(
n+
k
N
νˆ
)]}
≡ Uν(an). (5.1)
The gauge field Aν(x) is singular at the caloron’s center
of mass and has large gradients on the line connecting the
constituent dyons as one can see from Fig. 1 in [48] and
Fig. 2 in [54]. Therefore, the number N of discretization
points is adapted locally in steps of 40 until both the
real and imaginary part of all matrix elements of the
links Uν(an) change by less than 10
−4 (between N and
3N/2). The typical value of N is 40 except at the line
which connects the dyons.
With this technique we obtain for a caloron with holon-
omy parameter ω = 1/4 and size parameter ρ = 34β on
a 24 · 24 · 36 · 8 lattice 184% of the continuum action
Scont. The additional action originates from the “spa-
tial boundary of the lattice”, where onto the finite box
we force the infinite volume calorons, whose gauge fields
are at variance with the periodic spatial boundary condi-
tions. To remove these artefacts we apply APE smearing
[55, 56] with a parameter αAPE = 0.45. In Ref. [57]
it was shown that this value provides the best match-
ing between APE-smearing and RG-cycling. Moreover,
in Ref. [24] APE smearing with this value has been ap-
plied to SU(2) Monte-Carlo gauge configurations to re-
veal their dyon content.
After 275 APE smearing steps the boundary arte-
facts are sufficiently smoothed out reaching now 1.07% of
Scont. In order to have comparable results all gauge links
are smeared until the lattice action reaches 1.07Scont.
13
B. Staggered Dirac operator at finite chemical
potential and its symmetries
We use the standard7 staggered operator, which in our
notation has the form
D(µ;n|m) = 1
2a
4∑
ν=1
ην(n)
{
δn+aνˆ,mUν(an)e
aµδν,4 (5.2)
−δn−aνˆ,mU†ν (am)e−aµδν,4
}
.
where ην(n) = (−1)n1+...nν−1 is the staggered sign.
At vanishing chemical potential D is anti-hermitian
with purely imaginary eigenvalues as in the continuum,
whereas at nonzero chemical potential the hermiticity re-
lation Eq. (2.4) to opposite µ holds. We have imple-
mented the chemical potential by exponential factors on
all temporal links.
This operator obeys a remnant of chiral symmetry
{D(µ), η5} = 0 η5(n) = (−1)n1+...n4 (5.3)
yielding eigenvalues ±λ as in the continuum. The anti-
unitary symmetry, however, differs from the one of the
continuum Dirac operator8. It reads
D∗(µ) = τ †2D(µ)τ2 (5.4)
with τ∗2 τ2 = −1. The staggered Dirac operator is thus
in the universality class of the Gaussian symplectic en-
semble (the expected transition to the continuum sym-
metry has been investigated in [58, 59]). As a conse-
quence, τ2ψ
∗ is another eigenmode with eigenvalue λ∗.
Together with the chiral symmetry, Eq. (5.3), this yields
(Kramer’s) degenerate eigenvalues for vanishing chemical
potential. At nonzero chemical potential the eigenval-
ues come in quartets {λ,−λ∗,−λ, λ∗} with eigenmodes
{ψ, η5τ2ψ∗, η5ψ, τ2ψ∗}, respectively.
On our smooth backgrounds an approximate four-fold
degeneracy is expected from the four tastes of the stag-
gered operator. Thus, instead of each exact continuum
zero mode a low-lying quasi-zero quartet shall occur. At
µ = 0 topological quasi-zero modes of the staggered op-
erator are known to exist. The chirality is represented
by the four-link operator Γ50, with which these modes
have expectation values close to ±1, in contrast to higher
modes [60–63]. Both, nonzero real parts and nonzero
imaginary parts of the eigenvalues could be induced by
discretization and finite volume effects. They may also
differ for quasi-zero eigenvalues and singular values.
On the smeared configurations we find modes separated
by orders of magnitude from the rest of the spectrum (see
Fig. 6). We investigate the profiles of these quasi-zero
7 Improvements are not necessary on our smooth backgrounds.
8 because no charge conjugation matrix is needed for the staggered
operator being a scalar in spin spcae
modes without further analysis of their continuum and
infinite volume limit. As a side remark we state that
on a 48 · 48 · 72 · 16 lattice the smallest eigenvalue of
a caloron with maximal nontrivial holonomy and zero
chemical potential reach zero within double precision.
As the staggered operator and its eigenmodes cannot
be made real as in the continuum, the argument of the
reality of the zero mode profile needs to be revisited.
From the computations it will turn out that the stag-
gered quasi-zero modes have real parts vanishing to ma-
chine precision, such that the quartets practically con-
sist of two degenerate pairs, (λ,−λ∗) and (−λ, λ∗), on
the imaginary axis. If an eigenvalue λ is degenerate with
−λ∗ the corresponding subspace is spanned by(
ψ(x;µ), η5τ2ψ
∗(x;µ)
)
≡
(
ψ1(x;µ), ψ2(x;µ)
)
(5.5)
In Appendix B we show that a particular linear combi-
nation of these modes obeys the bi-orthonormalization∫
d4xψ†M (x;−µ)ψN (x;µ) = δMN , M,N ∈ {1, 2} (5.6)
and that the profile averaged over these two modes
ρ00(x;µ) =
1
2
2∑
M=1
ψ†M (x;−µ)ψM (x;µ) (5.7)
is real. Consequently, we will compare the real profiles
(5.7) to those in the continuum.
C. Results for eigenvalue spectra
On the configurations described in Sec. V A we mea-
sured 256 eigenmodes with smallest magnitude by virtue
of ARPACK [64], Armadillo [65] and the C++ Boost Li-
braries. As expected the eigenvalues of the staggered op-
erator become complex when switching on the chemical
potential, shown in Fig. 6. The quasi-zero eigenvalues,
however, remain basically unchanged at finite chemical
potential. From that figure one further recognizes, that
the other low-lying eigenvalues of the caloron are similar
to generalized Matsubara frequencies. By that we mean
the Dirac spectrum in free backgrounds with constant
Polyakov loops of the same holonomy as the caloron
Ut = exp (2piidiag(ω,−ω)/Nt) (5.8)
and trivial space-like links, Ux = Uy = Uz = 1, such that
the action vanishes. This background gives rise to the
following staggered eigenvalues
λ(µ)/T = ± iNt× (5.9)√√√√ ∑
i=x,y,z
sin2
(
2pi
Ni
ki
)
+ sin2
(
2pi
Nt
(kt ± ω + ϕ− iµ/T
2pi
)
)
14
−0.2−0.4−0.6−0.8 0.0 0.2 0.4 0.6 0.8Re(λ/T )
−3
−2
−1
0
1
2
3
Im(λ/
T) O(10−6) i x 4O(10−6) i x 4
µ = 0.02 · Tµ = 0.80 · Tµ = 0.80 · T (free)
FIG. 6. Spectrum of the staggered Dirac operator in a caloron
background of maximally nontrivial holonomy (ω = 0.25, ρ =
0.75β) and different chemical potentials on a 24 · 24 · 36 ·
8 lattice. Note that in order to be able to compute more
eigenvalues, this lattice is smaller than the one used for the
profiles later in Fig. 8. For comparison the triangles show the
eigenvalues of a free Polyakov loop background with maximal
nontrivial holonomy (see text). These are highly degenerate.
with kµ ∈ (−Nµ/2, . . . , Nµ/2] the wave numbers of the
plane wave eigenmodes, for vanishing µ cmp. [59]. For
low-lying modes, |kµ|  Nµ, the sines disappear and the
eigenvalues follow the continuum dispersion relation.
The similarity of the caloron spectra to these general-
ized Matsubara frequencies9 holds incl. nonzero chemi-
cal potential, cf. Fig. 6. The caloron’s quasi-zero modes,
which are of topological origin, are of course not reflected
in the Matsubara frequencies.
An interesting effect occurs in the low-lying spectrum
when the boundary condition phase ϕ equals the holon-
omy ω, such that in the free case they compensate in
one color sector (this is the case where the caloron’s
zero mode cannot be analytically continued since at this
boundary condition it hops between the constituents). At
vanishing chemical potential the free spectra then possess
a zero mode for ~k = 0 = kt. With nonzero µ, the eigen-
value with these momenta becomes
λ(µ)
T
= ±Nt sinh
(
µ/T
Nt
)
≈ ±µ
T
(5.10)
and hence is located on the real axis. With the lowest
frequency kt = 0, and nonzero ~k, there is a tower of
states, which at µ = 0 form the low-lying modes on the
imaginary axis, while at nonzero µ they become
λ(µ)
T
= ±Nt
√
sinh2
(
µ/T
Nt
)
−
∑
i
sin2
(
2pi
Ni
ki
)
(5.11)
9 A similar similarity holds for the eigenvalues of the gauge covari-
ant Laplacian [66].
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Im(λ/
T) ±(O(10−9)− O(10−6) i) x 2
µ = (0.80 + i pi/2) · Tµ = (0.80 + i pi/2) · T (free)
FIG. 7. Spectrum of the staggered Dirac operator in a caloron
background of maximally nontrivial holonomy (same as in
Fig. 6) and intermediate boundary condition (periodicity up
to i) plus the corresponding free spectrum. The lowest eigen-
values are either real or purely imaginary, see text.
In other words, these modes stay on the real axis with
magnitudes smaller than the one above and then become
purely imaginary with growing magnitudes. How many
of these either real or purely imaginary eigenvalues oc-
cur on the lattice depends on the aspect ratios Ni/Nt.
Only when moving to the next frequency |kt| = 1 or to
the color sector, where ω does not compensate but adds
to the boundary condition, do these eigenvalues become
fully complex.
The lowest staggered eigenvalues of the caloron in this
case are also either real or purely imaginary, see Fig. 7
for maximally nontrivial holonomy and boundary phase
ϕ = pi/2 (i.e. periodicity up to a factor i). One of the
caloron’s real eigenvalues is again close to its free coun-
terpart (5.10).
D. Comparison with the exact zero mode for the
caloron
Having found quasi-zero modes in the staggered spec-
trum, we expect the corresponding eigenmodes to asymp-
tote to the continuum zero modes of Sec. IV C. To get
the eigenmodes to be bi-orthonormal, we have computed
eigenmodes at µ and −µ and used the linear combina-
tions defined in Eq. (5.7). The comparison is shown in
Fig. 8 for fixed chemical potential, µ = 2.4T , while the
holonomy increases from trivial to maximally nontrivial.
To compare the numerical solution to the continuum one,
we fix the time t and the coordinates z (along the caloron
axis) and y (perpendicular to the caloron axis) as close
as possible to the twisted dyon’s core, on which the (an-
tiperiodic) zero mode is localized. Our lattices are shifted
such, that the caloron axis runs through the middle of a
plaquette. Therefore, we choose y = t = a/2 = β/(2Nt).
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FIG. 8. Comparison of the analytical and numerical density
of the caloron zero mode at µ = 2.4T , on a line perpen-
dicular to the caloron axis and intersecting with it near the
twisted dyon (for more details on the chosen coordinates see
text). All panels correspond to caloron with size parame-
ter ρ = 0.75β. The holonomy increases from top to bottom:
ω = 0.0, 0.125, 0.25. The black crosses are from numerical
solutions on a 36 · 36 · 54 · 12 lattice, while the red solid line
correspond to the analytical solution in Eq. (4.33).
In order to show two-dimensional plots, we finally fix the
z-coordinate. We choose that value of z, for which the
numerical density ρ00(x;µ) (cf. Eq. (5.7)) as a function
of the remaining coordinate x is maximal. The analytic
density (4.33, 4.34)) is plotted along the corresponding
continuum line. For holonomies ω = 0.0, 0.125, 0.25 this
amounts to shifts in z of 0.5a, 0.8a and 1.1a from the
formal dyon core r = 0 towards the other dyon.
We find that the numerical densities coincide well with
the continuum zero mode densities. In particular, the
negative regions are confirmed by the numerical solutions
(ω = 0.125, 0.25 in Fig. 8). That for increasing holon-
omy the mismatch becomes stronger can be explained by
considering the action densities of those calorons. For
ω = 0 there is just one dyon which is far away from
the boundaries of the lattice, while in the case of maxi-
mal nontrivial holonomy two separated dyons are in the
same box. This means that the finite volume effects are
stronger in the case of maximally nontrivial holonomy.
VI. OVERLAP MATRIX ELEMENTS
A very important quantity for building a dyon liquid
model in analogy to the instanton liquid model is the
overlap matrix element [14, 42].
TIJ¯ =
∫
d4x ψ†I(x;−µ)(−i/∂ + iµγ0)UψJ¯(x;µ) , (6.1)
where ψI , ψJ¯ are zero modes of dyons labeled by the
index I and of antidyons labeled by the index J¯ , re-
spectively. This form reflects the residual U(1) gauge
freedom, as the two dyons can always be superposed in
gauges differing by a quasi-abelian gauge transformation
U = exp(iαωˆ · ~τ) which preserves the holonomy. This
replaces the general SU(2) relative gauge transformation
in the case of the instanton anti-instanton overlap matrix
element (see [14]).
Our formulas Eq. (4.30) apply only for the case that
holonomy is chosen along the line that connects two con-
stituent dyons, and that this line is chosen along the z-
direction. This also applies to the single dyon limit of
the previous subsection. It is easy to generalize this ex-
pression to the arbitrary direction of the Dirac string
ψI(t, ~r;µ) =
√
T
2
√
2pir
eµt√
coth(4pirω¯T )− cos θ1
× ∂ν
{
e−µt
( cos(rµ)
cosh(2pirω¯T )
− isˆ1 · ~τ sin(rµ)
sinh(2pirω¯T )
)
e2piitω¯sˆ1·~τT σ¯ν
}
, (6.2)
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FIG. 9. Plots of numerical integration of functions T 1,2
IJ¯
, Eq. (6.7), as a function of distance d in units of v¯. The plots show
results for µ = 0 (solid), µ = v¯ (dashed) and µ = 2v¯ (dot-dashed). Note that the behavior is similar to that of the behavior of
two spatially separated instantons (see Fig. 1 in [14])
ψJ¯(t, ~s;µ) =
√
T
2
√
2pir
eµt√
coth(4pisω¯T )− cos θ2
× ∂ν
{
e−µt
( cos(sµ)
cosh(2pisω¯T )
+ isˆ2 · ~τ sin(sµ)
sinh(2pisω¯T )
)
e−2piitω¯sˆ2·~τTσν
}
. (6.3)
where now θ1,2 are the angles between ~r,~s and the Dirac
strings10 sˆ1,2 respectively (see Fig. 10). Note that we
superpose in the algebraic gauge in which A0 → 0 away
from the dyons, cf. Sec. IV B 1. The dyons in question
are those that carry the anti-periodic zero modes (the
“heavy” ones), although the same procedure can easily
be adapted to the case of dyons carrying the periodic zero
modes.
However, the above solutions assume holonomies in the
directions sˆ1 and −sˆ2 for the dyon and antidyon. To
d
r s
FIG. 10. Configuration of dyon (shaded) and antidyon
(white) and their Dirac strings (dashed lines) discussed in
the text.
10 Note that because for a selfdual field Aµ(t, ~x), we have that
A˜µ(t, ~x) = (A0(t,−~x),− ~A(t,−~x)) is anti-selfdual. That means
that if /D(A)ψ = 0 then /D(A˜)γ0ψ(t,−~x) = 0, so one can con-
struct an antidyon (anti-caloron) zero mode solution from the
dyon (caloron) zero mode solution by flipping ~x→ −~x and mul-
tiplying by γ0. Note that when we construct the antidyon zero
mode in this way we also have to flip the direction of the Dirac
string.
compensate that we define rotation matrices
U1sˆ1 · ~τ U†1 = ωˆ · ~τ , (6.4)
U2sˆ2 · ~τ U†2 = −ωˆ · ~τ , (6.5)
where ωˆ is an arbitrary unit vector parametrizing the fi-
nal direction of the Polyakov loop in color space (which
without loss of generality can be chosen in the third di-
rection). So what we need to compute for the overlap
matrix element is
TIJ¯ =
∫
d4x ψ†I(x;−µ)U†2UU1(−i/∂ + iµγ0)ψJ¯(x;µ)
(6.6)
where U = exp(iαωˆ ·~τ) is the relative quasi-abelian gauge
transformation between the dyons mentioned already at
the beginning of this section. Note that for instanton a
relative SU(2) gauge transformation was relevant. Here
the relative quasi-abelian gauge transformation is rel-
evant, while the rest of the subgroup SU(2)/U(1) re-
duces to the orientation of the strings (i.e. angles between
strings and holonomy).
We leave the problem of the hopping element of a
caloron in full generality for future work, but here to illus-
trate the qualitative behaviour let us take a simple con-
figuration of the dyon-antidyon system with their strings
lying on the z-axis, and pointing away from each other.
Writing the overlap matrix element
TIJ¯ = i(T
1
IJ¯ cosα+ T
2
IJ¯ sinα) (6.7)
it is not very difficult to see that T 1
IJ¯
= 0, at µ = 0.
This happens simply because of the index structure of
the above expressions, resulting, upon index contraction,
in vanishing contribution. For µ 6= 0 this is no longer the
case, as there is an additional term proportional to τ3 in
the expression for the zero mode (see Eq. (4.49)). In Fig.
9 and 11 we show the results of numerical integration
of the overlap matrix element as a function of distance
between the dyon and anti-dyon.
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FIG. 11. Logarithmic plots of T 1,2
IJ¯
as a function of distance d in units of v¯, for µ = 0 (solid) µ = v¯ (dashed) and µ = 2v¯
(dot-dashed). The dashed, straight lines are linear functions with slope −1/2 to guide the eye.
Because of exponential localizations, the most domi-
nant contribution to the overlap matrix at large distance
would naively come from the two regions where the zero
modes are localised. However since they decay exponen-
tially, along the line connecting the dyon and antidyon,
there is a significant contribution in this region, turning
the asymptotic behavior into exponential ∼ exp(−v¯d/2)
(with no algebraic factors).
VII. SUMMARY
We have analyzed zero modes at nonzero chemical po-
tential in topological backgrounds. Starting with non-
trivial holonomy calorons, for which we have analytically
continued known zero modes from imaginary chemical
potential (i.e. phase boundary conditions in the tempo-
ral direction), we have derived the zero modes for trivial
holonomy calorons and instantons known in the litera-
ture as well as for dyons, for which a spherical ansatz
was explored, too. All of these procedures have a direct
generalization from SU(2) considered here to SU(N). Zero
modes present at µ = 0 due to index theorems remain at
nonzero µ.
The most prominent features of these zero modes are
higher values at their centers and negative regions in their
(pseudo-)density. In dyon backgrounds the former in-
creases asymptotically like µ4, while the distance between
the zeros between regions of different sign is proportional
to 1/µ. The envelop of the decay is to leading order in-
dependent of µ.
On lattice-discretized calorons we have found com-
pletely analogous quasi-zero modes for the staggered
Dirac operator. For the latter this means that although
exact chiral symmetry is lacking, the topological part of
the continuous spectrum on such smooth backgrounds
is well-reflected (in eigenmode quartets) also at nonzero
chemical potentials. Therefore, this numerically cheap
operator could be sufficient for the analysis of ensembles
of topological ensembles (or realistic lattice Monte Carlo
configurations) at nonzero density.
The overlap matrix elements of such zero modes are a
key ingredient to the interaction of such topological ob-
jects. As we have demonstrated by virtue of numerical
integration, the exponential decay of the overlap matrix
elements with the distance are the same as for zero µ,
but their alternating behavior will cause an additional
wash-out effect similar to that of instantons [14]. We
also showed that a term in the overlap matrix element
appears, that is related to the relative abelian orienta-
tion of the dyons and that vanished at µ = 0. More
consequences of the overlap matrix elements at nonzero
chemical potential are left for future studies.
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Appendix A: Reality of profiles in the continuum
If /D(µ) vanishes on the zero mode ψ0(µ), then from
the conjugate equation and the anti-unitary SU(2) sym-
metry (2.5) it follows that /D(µ) vanishes on Wψ0(µ)
∗ as
well. For a nondegenerate zero mode the latter must be
proportional to the zero mode up to a factor
Wψ0(µ)
∗ = α(µ)ψ0(µ) (A1)
This factor α is indeed a phase, which can be seen by
acting with W on the complex conjugate equation using
WW ∗ = 1 and the previous equation again:
WW ∗ψ0(µ) = Wα(µ)∗ψ0(µ)∗
ψ0(µ) = α(µ)
∗α(µ)ψ0(µ) (A2)
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Next we prove that α(−µ) = α(µ). For that we use the
bi-orthonormalization at ±µ, WT = W and (A1) at −µ
to write
α(µ) =
∫
d4xψ†0(−µ)Wψ0(µ)∗
α(µ)T =
∫
d4xψ†0(µ)W
Tψ0(−µ)∗
α(µ) =
∫
d4xψ†0(µ)α(−µ)ψ0(−µ) = α(−µ) (A3)
Finally, from (A1), its hermitian conjugate and the uni-
tarity of W :[
ψ†0(−µ)ψ0(µ)
]∗
= ψ†0(−µ)α(−µ)∗WW †α(µ)ψ0(µ)
= ψ†0(−µ)ψ0(µ) (A4)
which just means that the density ρ00(µ) is real for all µ
and x.
Appendix B: Bi-orthonormalization and reality for
degenerate staggered eigenmodes
With the definition (5.5) the densities in the bi-
orthonormalization
ψ†M (x;−µ)ψN (x;µ) ≡ ρMN (x;µ) (B1)
obey
ρ†(x;µ) = ρ(x;−µ) (B2)
and have the form of a quaternion
ρ(x;µ) ≡
 g(x;µ) h(x;µ)
−h∗(x;µ) g∗(x;µ)
 (B3)
∫
d4x ρ(x;µ) ≡
 G(µ) H(µ)
−H∗(µ) G∗(µ)
 (B4)
i.e. the modes are not necessarily bi-orthogonal (unless
H = 0).
Choosing two different modes in the subspace amounts
to a right multiplication
ψM (x;µ)→ ψN (x;µ)CNM (µ) C(µ) ∈ GL(2, C) (B5)
where the coefficient matrix C(µ) may depend on µ, but
must be a constant wrt. x. The density transforms as
ρ(x;µ)→ C†(−µ)ρ(x;µ)C(µ) (B6)
preserving the property (B2). The integral transforms
accordingly,∫
d4x ρ(x;µ)→ C†(−µ)
∫
d4x ρ(x;µ)C(µ) (B7)
With the choice
C(µ) =
[ ∫
d4x ρ(x;µ)
]−1/2
= C†(−µ) (B8)
one achieves the desired bi-orthonormalization∫
d4x ρ(x;µ)→ 12 (B9)
and for the sum of the densities
2∑
M=1
ψ†M (x;−µ)ψM (x;µ)→ trC†(−µ)ρ(x;µ)C(µ)
= tr
 G H
−H∗ G∗

− 12  g h
−h∗ g∗

 G H
−H∗ G∗

− 12
=
Gg∗ +Hh∗
|G|2 + |H|2 + c.c. (B10)
which is real. That this expression is the sum of two
densities is accounted for by a factor 1/2 in Eq. (5.7).
[1] P. de Forcrand, PoS LAT2009, 010 (2009), 1005.0539.
[2] K. Fukushima and T. Hatsuda, Rept. Prog. Phys. 74,
014001 (2011), 1005.4814.
[3] A. Belavin, A. M. Polyakov, A. Schwartz, and Y. Tyup-
kin, Phys. Lett. B59, 85 (1975).
[4] B. J. Harrington and H. K. Shepard, Phys. Rev. D17,
2122 (1978).
[5] T. C. Kraan and P. van Baal, Nucl. Phys. B533, 627
(1998), hep-th/9805168.
[6] K.-M. Lee and C. hai Lu, Phys. Rev. D58, 025011 (1998),
hep-th/9802108.
[7] T. Scha¨fer, E. V. Shuryak, and J. J. M. Verbaarschot,
Nucl. Phys. B412, 143 (1994), hep-ph/9306220.
[8] T. Scha¨fer, E. V. Shuryak, and J. J. M. Verbaarschot,
Phys. Rev. D51, 1267 (1995), hep-ph/9406210.
[9] T. Scha¨fer and E. V. Shuryak, Phys. Rev. D50, 478
(1994), hep-ph/9401289.
[10] T. Scha¨fer and E. V. Shuryak, Phys. Rev. D53, 6522
(1996), hep-ph/9509337.
[11] T. Scha¨fer and E. V. Shuryak, Phys. Rev. D54, 1099
(1996), hep-ph/9512384.
[12] R. Rapp, T. Scha¨fer, E. V. Shuryak, and M. Velkovsky,
Phys. Rev. Lett. 81, 53 (1998), hep-ph/9711396.
19
[13] T. Scha¨fer, Nucl. Phys. A638, 511C (1998).
[14] T. Scha¨fer, Phys. Rev. D57, 3950 (1998), hep-
ph/9708256.
[15] M. G. Alford, K. Rajagopal, and F. Wilczek, Phys. Lett.
B422, 247 (1998), hep-ph/9711395.
[16] G. W. Carter and D. Diakonov, Nucl. Phys. A642, 78
(1998), hep-ph/9807219.
[17] T. Scha¨fer and E. V. Shuryak, Rev. Mod. Phys. 70, 323
(1998), hep-ph/9610451.
[18] P. Gerhold, E.-M. Ilgenfritz, and M. Mu¨ller-Preussker,
Nucl. Phys. B760, 1 (2007), hep-ph/0607315.
[19] D. Diakonov and V. Petrov, Phys. Rev. D76, 056001
(2007), 0704.3181.
[20] F. Bruckmann et al., Phys. Rev. D85, 034502 (2012),
1111.3158.
[21] D. Diakonov, N. Gromov, V. Petrov, and S. Slizovskiy,
Phys. Rev. D70, 036003 (2004), hep-th/0404042.
[22] E.-M. Ilgenfritz, B. Martemyanov, M. Mu¨ller-Preussker,
S. Shcheredin, and A. Veselov, Phys. Rev. D66, 074503
(2002), hep-lat/0206004.
[23] E.-M. Ilgenfritz, B. Martemyanov, M. Mu¨ller-Preussker,
and A. Veselov, Phys. Rev. D71, 034505 (2005), hep-
lat/0412028.
[24] E.-M. Ilgenfritz, B. Martemyanov, M. Mu¨ller-Preussker,
and A. Veselov, Phys. Rev. D73, 094509 (2006), hep-
lat/0602002.
[25] F. Bruckmann, E.-M. Ilgenfritz, B. Martemyanov, and
B. Zhang, Phys. Rev. D81, 074501 (2010), 0912.4186.
[26] V. Bornyakov, E.-M. Ilgenfritz, B. Martemyanov, and
M. Mu¨ller-Preussker, Phys. Rev. D79, 034506 (2009),
0809.2142.
[27] F. Bruckmann, PoS CONFINEMENT8, 179 (2008),
0901.0987.
[28] E. Shuryak and T. Sulejmanpasic, Phys. Rev. D86,
036001 (2012), 1201.5624.
[29] M. Atiyah and I. Singer, Annals Math. 93, 119 (1971).
[30] C. Callias, Commun. Math.Phys. 62, 213 (1978).
[31] T. M. Nye and M. A. Singer, J. Funct. Anal. 177, 203
(2000), math/0009144.
[32] E. Poppitz and M. Unsal, JHEP 0903, 027 (2009),
0812.2085.
[33] R. Jackiw and C. Rebbi, Phys. Rev. D13, 3398 (1976).
[34] M. Garcia Perez, A. Gonzalez-Arroyo, C. Pena, and
P. van Baal, Phys. Rev. D60, 031901 (1999), hep-
th/9905016.
[35] F. Bruckmann, D. Nogradi, and P. van Baal, Nucl. Phys.
B666, 197 (2003), hep-th/0305063.
[36] R. Gavai and S. Sharma, Phys. Rev. D81, 034501 (2010),
0906.5188.
[37] T. Kanazawa, T. Wettig, and N. Yamamoto, JHEP
1112, 007 (2011), 1110.5858.
[38] M. Atiyah, N. J. Hitchin, V. Drinfeld, and Y. Manin,
Phys. Lett. A65, 185 (1978).
[39] W. Nahm, Phys. Lett. B90, 413 (1980).
[40] C. Aragao de Carvalho, Nucl. Phys. B183, 182 (1981).
[41] A. Abrikosov, Yad.Fiz. 37, 772 (1983).
[42] M. Cristoforetti, Phys. Rev. D84, 114016 (2011),
1109.2709.
[43] J. Bloch, F. Bruckmann, N. Meyer, and S. Schierenberg,
JHEP 1208, 066 (2012), 1204.6259.
[44] E. Poppitz, T. Scha¨fer, and M. Unsal, JHEP 1210, 115
(2012), 1205.0290.
[45] D. Diakonov, Nucl. Phys. Proc. Suppl. 195, 5 (2009),
0906.2456.
[46] Y. M. Shnir, Berlin, Germany: Springer (2005) 532 p.
[47] N. H. Christ, E. J. Weinberg, and N. K. Stanton, Phys.
Rev. D18, 2013 (1978).
[48] F. Bruckmann and P. van Baal, Nucl. Phys. B645, 105
(2002), hep-th/0209010.
[49] N. Manton, Nucl.Phys. B126, 525 (1977).
[50] J. N. Goldberg, P. S. Jang, S. Y. Park, and K. C. Wali,
Phys.Rev. D18, 542 (1978).
[51] S. F. Magruder, Phys.Rev. D17, 3257 (1978).
[52] L. O’Raifeartaigh, S. Y. Park, and K. C. Wali, Phys.
Rev. D20, 1941 (1979).
[53] B. Grossman, Phys. Lett. A61, 86 (1977).
[54] P. Gerhold, E.-M. Ilgenfritz, and M. Mu¨ller-Preussker,
Nucl. Phys. B774, 268 (2007), hep-ph/0610426.
[55] M. Falcioni, M. Paciello, G. Parisi, and B. Taglienti,
Nucl. Phys. B251, 624 (1985).
[56] P. de Forcrand, AIP Conf. Proc. 892, 29 (2007), hep-
lat/0611034.
[57] T. A. DeGrand, A. Hasenfratz, and T. G. Kovacs, Nucl.
Phys. B520, 301 (1998), hep-lat/9711032.
[58] UKQCD and HPQCD Collaborations, E. Follana, C. T.
Davies, and A. Hart, PoS LAT2006, 051 (2006).
[59] F. Bruckmann, S. Keppeler, M. Panero, and T. Wettig,
Phys. Rev. D78, 034503 (2008), 0804.3929.
[60] J. Smit and J. C. Vink, Nucl. Phys. B286, 485 (1987).
[61] D. Pugh and M. Teper, Phys. Lett. B218, 326 (1989).
[62] M. Laursen, J. Smit, and J. Vink, Nucl. Phys. B343,
522 (1990).
[63] S. Du¨rr, (2013), 1302.0773.
[64] R. B. Lehoucq, D. C. Sorensen, and C. Yang, Arpack
users guide: Solution of large scale eigenvalue problems
by implicitly restarted Arnoldi methods, 1997.
[65] C. Sanderson, Armadillo: An open source c++ linear
algebra library for fast prototyping and computationally
intensive experiments. Technical Report, NICTA, 2010.
[66] F. Bruckmann and E.-M. Ilgenfritz, Phys. Rev. D72,
114502 (2005), hep-lat/0509020.
