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Abstract
The human aspects of software development have repeatedly been recognized as important.
This has, however, not been reflected in the research community, where studies that
emphasize human aspects are rare compared to studies with technology or process focus.
Software development is a human-centered activity and should be recognized as such.
If we overlook the human aspects in software engineering research, we risk producing
incomplete results where key factors are not uncovered.
The social sciences have been studying human behavior for over a century and we
believe that much of the rich knowledge gained could be used to improve software
development. Thus, the overall purpose of our research is to explore the possibility to
improve software development effectiveness by using theories, concepts and knowledge
developed within the social sciences.
The result of this report is based on five separate studies. In these studies, we present a
definition of the behavioral software engineering (BSE) research area, which highlights the
study of cognitive, behavioral and social aspects at different levels of software engineering
work. In addition, using a systematic literature review and by interviewing practitioners,
we have identified several software engineering improvement areas and activities where
BSE is considered to be a core part of the solution. Together these results form a solid
platform for future BSE research.
For one identified improvement area, organizational change, we combined social science
and software engineering research to compile first-order models that predict attitudes
towards organizational change. The models were verified using industry data. Our results
also revealed that there, for the specific change that we investigated, were statistically
significant attitude differences between roles, and that the software developers had a more
positive attitude towards the change compared to the line managers.
In addition to continue our research on organizational change, we will, in our future
research, strive for a deeper understanding of software development effectiveness by
exploring what BSE concepts that affect it. Our ambition is to compile a multi-level
model that enables software engineering organizations to maximize their development
effectiveness.
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Part I
Extended Summary
1 Introduction
For years, reports of industrial software development efforts have collectively painted a
rather bleak picture indicating that many projects fail to reach their intended aims [41, 2,
23, 25]. For example, a global survey of over 400 business and IT executives in 2013 showed
that although the companies recognized that effective software development is crucial to
achieving competitive advantage, only 25% consider themselves to be effective today [2].
Even if we acknowledge that such type of statistics have received heavy critique [26, 44,
34], at least, it indicates that there is room for improvement [23] and that the industry
calls for more effective software development.
In order to increase the effectiveness, researchers have sought to identify factors that
would positively affect the software development projects success-rate [6, 4, 64, 71, 19].
Much of this research and practice have been technological or process-related, while
studies that emphasize human-oriented aspects, for example organizational, social or
psychological factors, are rare [43, 60]. Even if the introduction of agile methods has
somewhat highlighted the importance of people, teams and collaboration [40, 12, 61],
these aspects cannot be consider to be in the research mainstream.
Researchers acknowledge that software development is a human-centered activity [71,
37, 38, 3, 29, 17] and, as such, highly affected and controlled by the feelings, attitudes
and behaviors of the humans involved. Thus, to gain knowledge of how to improve
software development effectiveness we need not only to understand the technical and
process-related aspect, but also in detail grasp what affects the behaviors of the humans
involved. If we overlook these aspects, we risk building theories, methods, processes and
models in which possible key factors are missing. As an example, the human reluctance
to change [58] might be more important to consider in a software process improvement
effort than exactly which process change is made or which tool is introduced. However,
most research on software process improvement focus on the actual change rather than
the people that will have to change their behavior [72].
Software development is composed of a multitude of diverse activities, and to streamline
these are beyond the scope of a single research discipline and therefore require an
interdisciplinary approach. The social sciences, for example psychology or sociology, have
been studying human behavior for over a century [65]. There are, nonetheless, indications
that software engineering researchers seldom use theories developed and proven within
these sciences. For example, agile development emphasizes team aspects and collaboration,
which clearly is associated with sociology and social psychology [18]. However, a brief
analysis of the publications included in four literature review studies [42, 9, 68, 67] related
to agile development reveal that none used sociology or social psychology theories.
We strongly believe that the rich knowledge gained by the social sciences could be used
to improve software engineering research both directly, through the use of existing theories
and concept and, also, indirectly through research design and methodology. Thus, the
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overall purpose of this research is to explore the possibility to improve software engineering
effectiveness by using theories, concepts and knowledge developed and proven within
the social sciences. We do this by first identifying activities in software development
organizations where human factors have considerable influence, and then determine
whether there exist any applicable social science theories or concepts that could provide
clues for how to improve these activities.
Our field of research is to be considered young and we need to build-up our knowledge
to make informed decisions and maximize future efforts. Instead of directing research
questions towards a specific phenomena or problem, we have therefore chosen a rather
broad and open strategy with the purpose of gaining familiarity and acquire new insight
that will help us to develop relevant hypothesis. We acknowledge that our approach
has potential drawbacks and that conducting research without a distinct direction could
easily lead to vague and fragmented results that fail to provide rich and profound insights.
However, in an immature research area such as ours, where the problems are in a
preliminary stage, we argue that a broader understanding of this field of research as a
whole can be as beneficial as deep knowledge of a single limited phenomenon.
This thesis is made up of five research papers (A to E). In the next section, we present
an overview of these papers. Then we present the research methods that we have used,
after which we briefly summarize the results from each paper. Finally, we present a
collective discussion and outline our future work.
2 Overview
The content of this report is, as stated in the introduction, based on the result of five
separate studies (A to E). Of these studies, four have been published (A, B, C and E) and
one is in submission (D). In this current section, we present an overview of these appended
studies and provide a narrative in which we explain the underlying logical reasoning that
justify our research questions. The studies we have conducted are, to a certain extent,
dependent on each other and aligned with the overall purpose of our research. However,
since our research is conducted in close collaboration with the industry, our choices of
studies are partially controlled by external events. For example, to collect relevant data,
our organizational change case studies (D and E), had to be synchronized with an actual
change in one of our partner companies. Furthermore, the result of one study motivates,
and in some cases also provides input to, the subsequent studies. Therefore, to make
sense of the workflow, we need not only to understand the purpose of each study, but we
also need to briefly know its result.
In an attempt to delineate the scope of our research, in our first paper (Paper A), we
proposed a definition of our research area, which we, inspired by Behavioral Economics [8],
named Behavioral Software Engineering (BSE). This definition, together with the result of
a pilot systematic literature review, was presented and discussed at the CHASE workshop
in June of 2014.
In our second study (Paper B), we (a) proposed an updated BSE definition based
on the in-depth knowledge that we have acquired, and (b) presented a more detailed
overview of the BSE research conducted so far. In addition to understand what have
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been studied and how the studies have been conducted, we also aimed to identify gaps in
current research, identify trends and point to directions for our future research.
Even if the overview presented in paper B was thorough and rich, it provided little
information or clues about what areas or activities in software engineering that would
gain the most from considering the human aspects. Therefore, to complement the SLR
results and to identify possible discrepancies between current BSE research and the actual
need, we conducted an industrial case study (Paper C). Results from this study identified
organizational change as one of four areas of special industrial interest together with
customer relations, one-dimensional solutions and communication.
Thus, to meet the software engineering industry’s need identified in paper C, we
conducted two industrial case studies related to organizational change (Paper D and
Paper E). We chose to focus on attitude towards change, since research has identified
attitudes as one of the most critical factors in the change process [63, 59].
3 Method
The research methods of the appended studies are presented in table 3.2. We have chosen
to describe them using five sub-features (research type, data type, collection method,
analysis method and number of respondents) based on the guidance by Easterbrook et
al. [20] and Figgou et al. [30]. We acknowledge the definitions of the sub-features, which
are presented in table 3.1, are not crystal clear; however, we think that it adds value as
a general overview of our research. As shown, we have used a variety of methods. The
choice of research method has been determined based on what type of research question
we aimed to answer. In a PhD education, however, the variety adds value in it own, since
we consider research design as an important part of the training towards becoming an
independent researcher.
Our first two studies, i.e. paper A and B, are identical in terms of research method.
We used theoretical reasoning to define a research area concerned with human factors
of software engineering, and we used systematic literature review (SLR) to create a
common platform for future research by identifying gaps and trends in the current
research. The procedures for the SRL, which aimed to create a fair evaluation by using a
trustworthy, rigorous, and auditable methodology, were based on the guidelines described
by Kitchenham [45], which, in turn, have been derived from practices in medical research
and adjusted to suit software engineering.
When conducting the SLR, we used a predefined review protocol to reduce the
possibility of researcher bias. The protocol described the review process, which included
the following stages (also shown in figure 3.1); (1) analyzing the need for a systematic
literature review, (2) selecting data sources, (3) selecting search string, (4) defining
research selection criteria, (5) defining research selection process and (6) defining data
extraction and synthesis.
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Sub-feature Description
Research Type
Classified the publications as either empirical or as conceptual
research. In the former, the results are drawn based on
analysis of empirical data, whereas the result of the latter are
based on a theoretical reasoning.
Data Type
Specifies how data were collected, and is therefore only
applicable to empirical research. Data are classified as either
quantitative, qualitative or literature review. Quantitative data
are anything that can be expressed as a number or quantified,
that may be represented by ordinal, interval or ratio scales and
lend themselves to statistical manipulation. Qualitative data,
on the other hand, cannot be expressed as a number.
Collection Method
Defines what type of method that was used to collect the data,
e.g. interviews, focus groups, questionnaires, observations.
Analysis Method
The data analysis method e.g. systematic literature review
(SLR) thematic analysis, grounded theory, regression, analysis
of variance (ANOVA), regression and structural equation
modeling (SEM).
Table 3.1: Description of sub-features.
Publica-
tion
Research
Type
Data Type
Collection
Method
Analysis
Method
No of
respondents
Paper A
Conceptual
and
Empirical
Quantitative
Literature
Review
SLR
52
publications
Paper B
Conceptual
and
Empirical
Quantitative
Literature
Review
SLR
250
publications
Paper C Empirical Qualitative Interview Thematic 9
Paper D Empirical Quantitative
Literature
Review and
Question-
naire
SLR and
Regression
57 (quan)
Paper E Empirical
Quantitative
and
Qualitative
Question-
naire and
Interview
ANOVA and
Thematic
50 (quan) 11
(qual)
Table 3.2: Description of research methods per publications using five sub-features, which
are presented in table 3.1.
Figure 3.1: Overview of the steps in the systematic literature review. The process was
used in paper A, B and D.
Furthermore, the purpose of our next study, i.e. paper C, was to identify the human
factors related challenges that the practitioners consider the most important to address.
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Since we aimed to gain a deeper understanding of the underlying concepts that influence
software engineers’ behaviour, we chose a qualitative research method based on interviews
and coding of the answers. This type of method can provide more in-depth results than a
quantitative approach with the downside of prohibiting statistical analysis of significance.
We chose a semi-structured interview method since we wanted the interviews to be
flexible but also to have a certain amount of guidance. The transcribed data was analyzed
using an inductive thematic procedure developed by Braun et al. [7] and Hellstro¨m [39].
Thematic analysis differs from grounded theory in that it aims to summarize data into
descriptive themes, rather than necessarily developing a novel theory to describe the
findings [66].
In paper D, we aimed to create, verify and validate a model that predicts software
engineers’ attitude towards organizational change. In order to create the model, we used
the traditional measurement development procedure; a method developed for such purposes
and proven within social science research [73]. As suggested by these procedures, we
first conducted a systematic literature review (SLR) to gain a better understanding of
the domain and, also, to identify possible factors or concepts that could affect software
engineers’ attitudes.
By combining the software engineering domain knowledge, gained through the SLR,
with existing organizational psychology change theories, we compiled two first-order
models and verified them using industrial data collected at a Swedish software development
company undergoing an organizational change. Since we aimed to use statistical analysis,
we chose to use a quantitative research design with questionnaires.
Confirmatory factor analysis (CFA) was used to test whether measures of the items in
the questionnaire are consistent with our understanding of that item’s nature, and, as
such, to test whether the data fit our hypothesized models [27]. We have chosen CFA
for our analysis since it is a well established and broadly used method in social science
and psychological research. Factor analysis is sometimes criticized [28, 22] and several
alternatives have been proposed [49, 31, 57, 13]. However, we note that the criticism
primarily focuses on exploratory factor analysis (EFA) rather than the CFA that we have
employed. Even though these two methods have similarities they are both conceptually
and statistically different. Still, in future work, we can consider analyzing our data with
one or more of these alternative methods. However, since we tested for normality and
used state-of-the-art model fitting assessment procedures we do not consider the choice of
CFA as a threat to the validity of our results.
Furthermore, Cronbach’s alpha, a statistical measurement calculated from the pairwise
correlations between the items, was used as a lower-bound estimate of the internal
consistency. Internal consistency is the degree to which every item measures the same
construct.
In order to test the proposed models, we used multiple linear regression analysis [55].
The choice of analysis method was based on the guidelines developed by Gefen et al. [33].
According to these guidelines, second generation data analysis techniques, such as partial
least squares path analysis and LISREL, require a sample size at least 10 times the number
of latent variables in the model. We recognize that this is just a rule of thumb and that
there is no general consensus on the appropriate method for determining adequate sample
size [74, 75, 76]. The choice of analysis method was by no means obvious, but rather a
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border line case and we, therefore, acknowledge that using an alternative analysis method
could have been a viable option that we will consider in future work. However, since
our data passed the conditions for regression analysis we do not consider our choice as a
major threat to the validity.
In the last of the appended studies (Paper E), we aimed to identify differences in atti-
tudes towards organizational change between roles in a software engineering organization
and explore what factors that contribute to these differences. We used a mixed research
design [14] and thus combined a quantitative and a qualitative approach, where data from
the former were used as input to the latter. First, we verified the presumed difference in
attitudes using analysis of variance (ANOVA) [1]. Second, to gain an understanding of
what factors that contribute to these differences, we conduced semi-structured in-depth
interviews with a few software engineers per role. This interview data was analyzed using
thematic analysis.
4 Results
In this section we present an overview of the result of the five appended papers.
Paper A The result of this study consists of two main parts. In the first part, we
present a definition and a motivation of a new research area that we named Behavioral
Software Engineering (BSE). We argue that the software engineering discipline would
gain from a clearly defined area of research concerned with realistic notions of human
behaviour that emphasizes different units of analysis (UoA) in software development.
A major inspiration to BSE is behavioral economics [62, 70] and the importance that
this sub-field of the economics discipline has gained in recent years. Thus, we define
Behavioral Software Engineering as the study of behavioral and social aspects of software
engineering activities performed by individuals, groups or organizations.
Work and organizational psychology uses three UoA (individual, group and organi-
zation) in order to give structure to the activities it studies [32]. Even though software
development is different from many other types of work, it is unlikely to constitute a whole
different type of human endeavor. Hence, we argue that these three aspects also form a
relevant structure to BSE. The terms organization and group should here be considered in
a general sense, i.e. the latter also includes different types of teams and other task-focused
groups, while the former also includes more loose connections of multiple individuals such
as communities.
In the second part of this study, we present the results from a pilot systematic literature
review of the BSE research area that focused on a few selected psychological concepts. In
the end, 52 papers were selected for data extraction and analysis. The study confirms
the need for a more complete review of BSE. In more detail, the result indicates that
existing research on BSE are scattered on several concepts and/or focused on one unit of
analysis. It is more rare to find studies that consider both the individual level and the
group level, for example. If they exist they often focus heavily on one of the units while
covering others in brief.
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Paper B The result of this publication is an extension of the result in our first study.
First, we propose an update to the definition of the BSE research area that (a) more
clearly highlights the cognitive aspects of software engineering and (b) also includes
research of the individuals, groups and organizations themselves, i.e. not only research in
relation to the software engineering activities. Hence, we redefine Behavioral Software
Engineering as the study of cognitive, behavioral and social aspects of software engineering
performed by individuals, groups or organizations.
Second, in addition to update the BSE definition, we report the result of a systematic
literature review that considers an extensive part the BSE research area. Through
seeking information in books and publications, and by interviewing experts in the field of
organizational psychology and social psychology, we identified 55 psychological concepts
that we deemed to relate to the BSE research area and that were used to form the basis
of the search strings in the literature review. On average, more than 500 papers were
screened per BSE concept and after all the screening and filtering steps, a total of 250
papers were finally included for further analysis.
The result indicates that the BSE research area is growing and considering an increasing
number of concepts from psychology and social science. In addition, our review shows that
there are gaps in BSE research. Several concepts that are widely considered to be part of
organizational and work psychology, have not yet been studied in software engineering.
There are also a number of software engineering areas where no BSE research has been
performed. Furthermore, the result indicates that the research performed so far have been
unbalanced, with a heavy focus on a few BSE concepts on a limited number of SE areas.
Finally, the result reveals that 32 of the publications, approximately one in eight, had
a researcher from a social science faculty, and ten publications, one in 25, had researchers
from both the software engineering and social sciences faculties.
Paper C This qualitative study shows that (a) the interviewed participants think that
the cognitive, behavioral and social aspects should generally be considered more in all
software engineering activities, and also that (b) all roles would benefit from an increased
knowledge about these human factors. In more detail, the thematic analysis of the
interview transcripts resulted in the following four main, descriptive themes.
Customer Relations: The participants stated that software development was special
in that it requires continuous cooperation between customer and supplier throughout
the development process. One problem related to customer relations was that software
deliveries often introduced changes in the customer’s organization. The participants
thought that the customer employees felt threatened by these changes and that they,
therefore, as a psychological defense, developed a negative attitude towards the supplier.
In addition, the participants felt that the quality of the customer relation is related to the
contract type, where, for example, fixed price contracts decrease the parties’ willingness
to take responsibility and also induce tension between them, which in the long run can
lead to conflicts.
Organizational Change: The interview participants indicated that organizational
changes are more frequent in Software Engineering companies compared to other businesses,
and that this affects both the software engineers’ psychosocial health and their attitude
towards change. Many participants also stated that organizational change efforts often fail
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because they do not consider all aspects. Typically they only recognize the organizational
aspects, while the group and individual aspects are ignored.
In addition, the participants identified a discrepancy in technical knowledge between
the software engineers and the management, and claimed that this discrepancy contributes
to that the changes efforts often are bottom-up driven, i.e. initiated by the engineers.
One-dimensional Solutions: The participants indicated that their companies sometimes
had too narrow a focus and, as a consequence, tried to solve complex development related
problems using too simple solutions. An example of such a problem was cost and time
estimation of development activities, where the companies sought solutions that only
considered the individual developer’s perspective, whereas organizational factors such as
culture and politics were ignored. Furthermore, the theories regarding motivation and
stress were also considered as too limited and narrow. The interviewed managers and one
project manger claimed that motivation is fairly well understood at the individual level,
but that there is a need for a theory and for practices that also incorporate group aspects.
Communications: Communications was mentioned both as an area of improvement,
but also as an important psychological concept in itself. The participants saw verbal and
written communication as central when creating a common understanding of the scope of
work. Closely related to the scope of work is the requirement specification, which was
seen as “pure communication between you [supplier] and the customer, and a major area
of problems”. In addition, in order to make the requirement specification less equivocal,
the participants suggested that it should be examined from a psychological perspective.
Paper D In this case study, we used industrial data collected from a Swedish software
development company undergoing an organizational change to examine if the knowledge
about the intended organizational change outcome, the understanding of the need for
change, and the feelings of participation affect software engineers’ openness to change and
readiness for change respectively; two commonly used attitude constructs. The result of
two separate multiple regression analysis showed that openness to change is predicted
by all three concepts, while readiness for change is predicted by need for change and
participation. It indicated that software engineers’ knowledge about the outcome of the
change impacts their attitudes more than their understanding of the participation (only
valid for openness to change), and that participation, in turn, has more impact compared
to their feeling of need for change in the process.
Paper E This study confirmed that there were differences in attitudes towards organi-
zational change between roles in a software engineering organization, where the software
developers had a more positive attitude towards the change compared to the line managers.
In addition, result of in-depth interviews suggested that discrepancies between roles in
terms of the norms and values; degree of impact; and experience of past changes contribute
to the differences in attitudes.
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5 Discussions
As stated in the introduction, the aim of our research was to explore the possibility
to improve software engineering effectiveness by using theories, concept and knowledge
developed and proven within the social sciences. Altogether, our research has confirmed
that there is an industrial and an academical need for a deeper understanding of the
underlying mechanisms and factors that govern software engineers’ behavior. We have
identified several software engineering improvement areas and activities where such
knowledge is considered to be a core part of the solution. For one of these identified
improvement area, organizational change, we have combined social science and software
engineering research to compile first-order models that predict attitudes towards a specific
organizational change. We have also shown that attitudes towards organizational change
differ between software engineering roles. As a whole, the results of the appended studies
provide a platform for future behavioral software engineering research.
We initially chose a broad research approach to gain knowledge, insights and under-
standing of our research area. In an attempt to delineate the scope, in our two first
paper (Paper A and B), we proposed a definition of the research area that we, inspired
by behavioral economics [8], named Behavioral Software Engineering (BSE). Even if we
consider our definition an qualified starting-point for further BSE research, we appreciate
the definition will most certainly have to evolve as it is discussed further at conferences
and workshops, and as the knowledge in the area refines.
Having defined BSE, we conducted a systematic literature review (SLR) to get an
overview of previous research. The SLR revealed that BSE researchers, so far, have been
focused on a few concepts, where the most frequently considered were communication,
personality and job satisfaction. In addition, few studies considered concepts from more
than one unit of analysis (UoA). Of the included 250 SLR publications, 16% covered
concepts from more than one UoA and less than 1% included BSE concepts from all three
UoAs (individual, group and organization). The need for multi-level BSE research was
confirmed in our industrial case study (Paper C). According to the interviewed practition-
ers, solutions developed to manage problems in software engineering organizations often
have a too narrow a focus. For example, when conducting organizational changes, the
industry often emphasizes the organizational aspects, whereas the individual and group
aspects are more or less ignored.
Furthermore, results from the SLR in Paper B show that researchers from software
engineering faculties conduct the vast majority of the studies. A possible consequence
of this faculty homogeneity was shown in the attitude study (Paper D), which revealed
that standard change models in work- and organizational psychology, such as Kotter [47],
were only used in one of the 42 included publications [69] related to agile transition and
organizational change.
To complement the SLR results and to identify possible discrepancies between what
BSE research that the researchers currently are undertaking and the actual industrial need,
we conducted a case study (Paper C) where we interviewed practitioners from six different
software engineering organizations. Results from the study identified organizational
change as an area of special interest. Even if the problem of organizational change seems
to be universal, our study indicates that there are software engineering unique elements
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that need to be considered in order for the change efforts to become successful. For
example, software development organizations need to mitigate the possible negative effects
that the relative high organizational change rate have on the employees. They also need to
recognize that many of the changes are initiated by the employees; not the management.
The latter was confirmed in our attitude case study (Paper E), which indicated that a
discrepancy in knowledge between the software developers and management contributed
to this effect.
To meet the need identified in paper C, we conducted two industrial case studies
related to organizational change (paper D and Paper E). The result of the first study
showed that, for this particular organizational change, software engineers’ attitudes can
be predicted by knowledge, need for change and participation. The second attitude study
(Paper E), which was based on the same data set, investigated differences in attitudes
towards organizational change between roles in a software engineering organization and
explored what factors that contribute to these differences. The result confirmed that there
were statistically significant differences between roles and that the software developers
had a more positive attitude towards the change compared to the line managers. Theses
results complement existing research and suggests that employees in software organizations
evaluate the planned change in relation to the norms, values and standards of their peer
group, meaning that an employee will have a positive attitude towards a change if its
result is likely to make, or has made, it easier for him/her to uphold the peer group’s
norms and values.
Our results have implications for researchers. First, we believe, as stated above, that
future BSE research would benefit from focusing on several units of analysis since the
behavior of humans is too complex to be described using only one. The need for such
multi-level research is supported researchers in work and organizational psychology [46,
48, 15]. Kozlowski et al. acknowledge state that organizations, teams, and individuals are
bound together in a multilevel system and that this often is neglected in research and
practice. Crowstone [15] claims that many organizational issues are multi-UoA and thus
incompletely captured by single-UoA theories.
Second, we consider BSE research to be interdisciplinary and argue that BSE studies
would benefit from becoming more interdisciplinary, which supports previous software
engineering researchers conclusions [16]. The social sciences have over one hundred years
of experience in the study of behavior [65], and their gained knowledge could be used to
improve BSE research. On the other hand, we acknowledge that software development is
a highly complex activity and that software engineering researchers’ domain knowledge is
imperative. But without a broad, serious and systematic consideration of social science
results and methods, software engineering researchers risk having to reinvent the wheel.
Third, our studies of organizational change show that we need to better understand
how norms and values are formed and maintained in software engineering groups, e.g.
agile development teams. Agile development emphasizes the importance of autonomous
and self-organizing development teams [11]. Not managed properly, strengthening the
teams’ autonomy might have undesirable consequences for the organizations. For example,
if the teams get too separated from the rest of the organizations, they risk developing
a broad and divers set of norms that are not aligned between the teams nor with the
organizational culture, which could lead to inter-group conflicts. Thus, for an organization
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to maintain a culture that applies to the whole company, knowledge about how group
norms arise and develop over time is impaired.
Furthermore, our research also has implications for practitioners. Overall, it shows
that the cognitive, behavioral and social aspects should generally be considered more in
software engineering activities, and that all roles would benefit from an increased knowledge
about human behaviors. In addition, our research shows that many of the problems
that practitioners are struggling with require interdisciplinary solutions. However, since
such research is quite uncommon, practitioner cannot solely rely on consulting software
engineering research. In order to find solution, they must instead gather and compile
research result from several academic disciplines.
Our research also provides guidance for organizations conducting organizational
changes. Change managers can increase their chances of successfully implementing
change initiatives by focusing on increasing software engineers’ knowledge about the
change, their participation in the change process and, finally, their understanding of the
need for change.
Our research has several limitations. We acknowledge that the included publications
in the systematic literature review (paper B) do not cover the entire BSE research area.
The result of the SLR is directly related to the identified BSE concepts, which only acts
as a starting point and do not cover all conceivable concepts. Since we cannot guarantee
that some papers have not mistakenly been excluded or missed we have been careful, in
our analysis, not to draw any conclusions based on a single paper or a single concept.
Rather, the discussions and conclusions are related to the BSE research area as a whole
and reflect the overall trends. In the two qualitative case studies, i.e. paper C and paper
E, only a relatively small sample of practitioners were interviewed, although the data
collected was both rich and detailed. The small sample particularly affects the validity
of the quantitative data results. Regarding the two attitude studies, we have made the
assumption that there is causality between attitude and behavior, and that a positive
attitude towards organizational change will ultimately lead to a successful organizational
change. This assumption needs to be verified. Finally, a limitation to our studies is the
generalization of our results. All participants in the studies were working in Sweden,
although many of them had previously worked in other countries and cultures.
In our future research we will, in the short term, continue to focus our efforts on
exploring attitudes towards organizational change. In a longitudinal study, we plan to
evaluate if interventions can influence the factors in our attitude models (paper D) and
thereby also improve on the employees’ attitudes towards the change. We acknowledge
that our models cannot be considered complete; rather, they are to be recognized as
first-order approximations that capture the most significant effects. Therefore, we also
aim to extend the models with other relevant factors.
In addition to continue our research on organizational change, we will strive for a deeper
understanding of software development effectiveness by exploring what BSE concepts
that affect it. According to Hackman [36], effectiveness is multifaceted and emphasizes
both internal (i.e., member satisfaction, team viability) and external (i.e., productivity,
performance) factors.
Our ambition is to create a model that maximizes software engineering organizations’
effectiveness over time, not merely for a single event or delivery. According to Kozlowski et
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al. [48] and Mohammad et al. [56] the temporal concerns are vital, but often neglected in
team effectiveness research. We think that there might be different psychological concept
in play when it comes to creating an organization that should be efficient for a short
period of time, compared to when creating an organization that should be efficient over
time.
Research suggests that working groups have a finite level of working capacity or energy
that could be burnt out, leaving the group scattered and unwilling to cooperate further [36].
We therefore consider team viability, which refers to members’ satisfaction and willingness
to continue working together [35], to be an important concept. We acknowledge that
more basic research is needed to understand team viability over significant periods of time
and to identify factors that affect it [5]. Still, it is plausible to presume that by including
team viability as a factor in the definition of effectiveness, we will increase the likelihood
that our model maximizes software development performance over time.
Furthermore, we have two prerequisites that confine the design of our future research.
First, we think that it is imperative that our models, to such large extent as possible, are
verified using industrial data. We want the performance measurements to be founded
in actual, empirical data collected from industry, not solely based on software engineers’
self-estimates.
Second, in alignment with our definition of BSE and also supported by previous
research in work and organizational psychology [48], we intend to explore psychological
concepts from several units of analysis. We acknowledge that there is no purpose of its
own to include concepts from all three levels into the final model. Instead, we regard our
multi-level approach as a relevant starting-point that will guide us in our endeavor of
finding a model that provide a more relevant portrait of software engineers’ behavior.
For example, on the individual level, there is strong support that motivation, trust
and self-efficacy are valuable indicators. Regarding the group level, group norms have
surfaced as vital concepts in our own research (paper C and E). The relationship between
group norms and performance has previously been recognized in social psychology [24,
10], but the concept has, so far, gotten little focus from software engineering researchers.
Yet another interesting group-related concept that, lately, has received much attention
is psychological safety [21], which represents a shared belief that the group is safe for
interpersonal risk taking. Even though there exists relatively few concepts related to the
organizational UoA, we believe that organizational support and organizational culture at
least indirectly govern software development effectiveness.
The process of compiling and verifying our models will be based on the procedures
outlined by Viswanathan [73] and include the four distinct stages shown in figure 5.1.
First, we need to identify all potential concepts that might affect software development
effectiveness. The list of BSE concept that we compiled in our systematic literature review
(paper B) will be used as a starting-point. For practical reasons, it will not be possible
to include all identified concepts in our studies, and we therefore need to reduce the
number of concepts. In this selection (reduction) process, we will evaluated each concept
in relation to five criteria; (a) number of studies in software engineering that address the
concept, (b) measurability - how easy it is to measure to concept, (c) the researchers (our)
interest or belief in the concept, and (d) relevance and importance according to research
in psychology and sociology. Each criteria is given a weigh value between 0.0 and 1.0,
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under the condition that the sum of all weight equals to 1.0. The identified concepts are,
for all four criteria, rated on a five-point scale. Finally, the importance of each concept is
calculated by multiplying respective weight with the rated values and summarizes them,
giving each concept a score between 0.0 and 1.0.
Figure 5.1: Overview of model creation procedure.
When we have completed the selection process, we intend conduct two separate but
interdependent studies. The first study will be of a more exploratory nature, as we aim
to create an overview of the concepts’ importance and the their relationship. Here, we
are clearly going for quantity in that we want as many respondents and as many different
organizations as possible to participate in the study. To measure the performance we
will, in this first study, use software engineer self-estimates. Based on the data collected,
we will to compile a model that predicts software development effectiveness. In the final
study, our ambition is to verify the model using industrial data.
6 Conclusion
In our research, we present a definition of the behavioral software engineering (BSE)
research area, which highlights the study of cognitive, behavioral and social aspects
at different levels of software engineering work. We have identified several software
engineering improvement areas and activities where BSE is considered to be a core part
of the solution. For one of these identified improvement areas, organizational change, we
have combined social science and software engineering research to compile a first-order
model that predicts attitudes towards a specific organizational change. We have also
shown that attitudes towards organizational change differ between software engineering
roles.
In addition to continue our research on organizational change, we will, in our future
research, strive for a deeper understanding of software development effectiveness by
exploring what BSE concepts that affect it. Our ambition is to compile a multi-level
model that enables software engineering organizations to maximize their development
effectiveness.
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