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Abstract
Feature screening is useful and popular to detect informative predictors for ultrahigh-
dimensional data before developing proceeding statistical analysis or constructing statistical
models. While a large body of feature screening procedures has been developed, most of them
are restricted on examining either continuous or discrete responses. Moreover, even though
many model-free feature screening methods have been proposed, additional assumptions are
imposed in those methods to ensure their theoretical results. To address those difficulties
and provide simple implementation, in this paper we extend the rank-based coefficient of
correlation proposed by Chatterjee (2020) to develop feature screening procedure. We show
that this new screening criterion is able to deal with continuous and discrete responses.
Theoretically, sure screening property is established to justify the proposed method. Simu-
lation studies demonstrate that the predictors with nonlinear and oscillatory trajectory are
successfully detected regardless of the distribution of the response.
Keywords: Binary response; correlation coefficient; dependence; nonlinear models; sure
independence screening; ultrahigh dimensionality
Short title: XI-SIS
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1 Introduction
In the era of big data, ultrahigh dimensional data has become available from many scientific
research fields, including biology, genetics, and finance. Even though a large amount of data
is able to be collected, few of them are really informative. In statistical analysis or data
science, our interests include model construction or prediction. Before doing so, it is crucial
to capture relevant information. In ultrahigh dimensional data analysis, feature screening is
one of the important tools to detect informative variables and remove irrelevant ones.
The key idea of feature screening is to measure the correlation of the response (Y ) and the
predictor (X) and then select important predictors by choosing large values of correlation.
In terms of linear predictors, i.e., the relationship between Y and X is linear, Fan and Lv
(2008) proposed to adopt the Pearson correlation to screen out informative predictors, and
such an idea was extended to generalized linear models (e.g., Fan et al. 2009; Fan and Song
2010). Li et al. (2012a) applied Kendall τ to develop the robust rank correlation. However,
those methods may be restrictive in the presence of a nonlinear relationship between the
predictor. To address this concern, several advanced feature screening methods have been
developed. For example, Fan et al. (2011) proposed nonparametric independent screening
by using B-spline basis. He et al. (2013) and Wu and Yin (2015) explored nonparametric
regression model with heterogeneous errors. Li et al. (2012b) proposed the model-free fea-
ture screening method by using the distance correlation, which can be expressed in terms
of the Pearson correlation coefficient. Xia and Li (2020) developed the copula-based partial
correlation method. Although early methods are claimed to be valid to deal with arbitrar-
ily distributed responses, there was no theoretical justification to support this claim. In
addition, continuous responses seem to be only setting in their simulation studies. On the
other hand, regarding discrete responses, Mai and Zou (2013) considered binary responses
and proposed Kolmogorov filter method; Sheng and Wang (2020) focused on multi-class
responses and developed model-free feature screening method to select variables. From the
theoretical perspective, however, those methods may require more additional assumptions to
ensure sure screening property. Besides, some methods may have complicated computational
procedures because of the involvement of nonparametric settings. Therefore, it motivates us
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to develop a “unified” feature screening criterion that is not only able to deal with arbitrarily
distributed responses but also enjoys theoretical results as well as the easy implementation
of computations.
In 2020, Chatterjee (2020) proposed a new rank-based correlation coefficient. Different
from early approaches that may have complicated computations, this new method provides
simple implementation as the classical coefficients like Pearson’s correlation or Spearman’s
correlation. In addition, this new coefficient is not only able to measure the nonlinear re-
lationship between Y and X but also enjoys several theoretical results such as consistency
and asymptotic distribution. In the exploration of real data analysis, Chatterjee (2020) also
applied this new coefficient to select predictors. While the numerical results look satisfac-
tory, we are wondering if this new coefficient is suitable in feature screening. Moreover, from
the theoretical perspective, we may ask if feature screening based on this new coefficient
still enjoys sure screening property just like early work. Based on these motivations, to an-
swer these questions, in this paper we aim to extend this new coefficient to develop feature
screening. Specifically, we rigorously verify that this coefficient is able to measure the cor-
relation between binary response and predictors. Furthermore, we establish sure screening
property for the proposed feature screening procedure. Finally, numerical studies verify that
the proposed method successfully identifies truly important predictors for continuous/binary
responses and outperforms other competitive methods.
The remainder is organized as follows. In Section 2, we introduce some notation, regres-
sion models, and crucial problems that we are going to deal with. In Section 3, we briefly
review a rank-based correlation coefficient and show that such a type of coefficient is able
to measure the correlation of continuous/binary responses and predictors. After that, we
extend such a coefficient to develop the feature screening procedure to detect truly impor-
tant predictors in ultrahigh-dimensional data. Moreover, the sure screening property is also
established to justify the proposed method. In Section 4, we design simulation studies to
conduct the performance of the proposed method as well as compare the proposed method
with its competitors. In Section 5, we demonstrate two real data examples that contain
continuous and binary responses, respectively. We conclude the article with discussions in
Section 6. Derivation of theoretical results is placed in Appendix A.
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2 Notation and Models
Let X , (X1, · · · , Xp)
⊤ denote a p-dimensional vector of predictors and let Y be a univariate
variable. Without loss of generality, we standardize Xk so that E(Xk) = 0 and var(Xk) = 1
for k = 1, · · · , p. For i = 1, · · · , n, (Xi, Yi) has the same distribution of (X, Y ). Here we
focus on the case of p≫ n. When Y is continuous, Y and X are formulated by the following
regression model:
Y = f1(X1) + f2(X2) + · · ·+ fq(Xq) + ǫ, (1)
where ǫ denotes the error term, f1, · · · , fq are unknown functions and q < n. On the other
hand, if Y is the binary variable, a (generalized) logistic regression is commonly used to
characterize Y and X :
logit {pr(Y = 1)} = f1(X1) + f2(X2) + · · ·+ fq(Xq). (2)
Models (1) or (2) can be referred to generalized additive models (GAM) (e.g, Wood 2017),
and each predictor has nonlinear relationship with the response. If fj(·) for j = 1, · · · , q is
reduced to be a linear parameteriztion, say Xjβj , then (1) or (2) are reduced to linear or
logistic models.
In addition, from (1) and (2), we realize that X1, · · · , Xq are informative predictors and
are dependent on the response Y in nonlinear forms among all p predictors. As a result,
before implementing statistical methods to analyze (1) or (2), it is crucial to identify those
q predictors from the original p predictors.
3 The Methodology and Main Results
3.1 A rank-based coefficient of correlation
In this subsection, we overview the new form of correlation coefficient proposed by Chatterjee
(2020). For the kth predictor Xk, the correlation coefficient between Xk and Y is given by
ξ(Xk, Y ) =
∫
var [E {I(Y ≥ t)|Xk}] dµ(t)∫
var {I(Y ≥ t)} dµ(t)
, (3)
3
where I(·) denotes the indicator function and µ(·) is the law of Y . Moreover, as pointed
out by Chatterjee (2020), (3) is as simple as those for the classical coefficients, such as
Pearsons correlation, that are used to measure the dependence between two continuous
variables. Moreover, ξ(Xk, Y ) is indeed in an interval [0, 1] because var [E {I(Y ≥ t)|Xk}] ≤
var {I(Y ≥ t)} for every t. In particular, if Xk and Y are independent, then ξ(Xk, Y ) =
0 due to that E {I(Y ≥ t)|Xk} is a constant; if Y is a measurable function of Xk, then
E {I(Y ≥ t)|Xk} = I(Y ≥ t), yielding ξ(Xk, Y ) = 1. More detailed properties of (3) can be
found in Chatterjee (2020).
Additionally, we claim that (3) is able to measure the correlation of a categorical variable
and a continuous variable as well. To see this, we consider Y ∈ {0, 1}. Then the numerator
of (3) becomes∫
var [E {I(Y ≥ t)|Xk}] dµ(t) = var [E {I(Y ≥ 0)|Xk}] + var [E {I(Y ≥ 1)|Xk}]
= var {π(Xk)} , (4)
where the last equality is due to that E {I(Y ≥ 0)|Xk} = 1 and E {I(Y = 1)|Xk} = pr(Y =
1|Xk) ≡ π(Xk) with π(·) being a unknown link function. On the other hand, the denominator
of (3) is rewritten as∫
var {I(Y ≥ t)} dµ(t) = var {I(Y ≥ 0)}+ var {I(Y ≥ 1)}
= var(Y )
= pr (Y = 1) pr (Y = 0) , (5)
where the second step is due to var {I(Y = 1)} = 0, the third step is due to the definition
of the variance.
Combining (4) and (5) with π(Xk) specified by Xk and incorporation of empirical esti-
mates, we can obtain the empirical estimate of ξ(Xk, Y ):
ξ̂binary(Xk, Y ) =
n∑
i=1
(
Xik −Xk
)2
n
/
n1n0
n2
, (6)
where ny is the sample size in the class Y = y and Xk = n
−1
n∑
i=1
Xik. Moreover, by simple
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algebra, (6) can be rewritten as
(
X1k −X0k
)2
r−2pb ,
where rpb =
X1k−X0k
SX
k
√
np0p1
n−1
is called the point-biserial correlation coefficient, which is used
to measure the correlation between a continuous variable Xk and a binary variable Y , with
S2Xk = (n− 1)
−1
n∑
i=1
(
Xik −Xk
)2
, p0 =
n0
n
, p0 =
n1
n
and Xyk is the mean of the predictors in
the class Y = y. This result indicates that point-biserial correlation coefficient is treated as
a special case of (3).
3.2 Feature Screening Method
Let
I = {k : Xk is dependent on the response Y }
denote the active set containing all relevant predictors for the response Y with size q = |I|
and q < n, and Ic is the complement of I which contains all irrelevant predictors for the
response Y . In addition, for k = 1, · · · , p let ωk , ξ(Xk, Y ) denote the correlation coefficient
between Xk and Y . For i = 1, · · · , n, denote Y(i) as the rearranged response according to
the sort of the kth predictors Xk, i.e., (Xk,(1), Y(1)), · · · , (Xk,(n), Y(n)) with Xk,(1) ≤ Xk,(2) ≤
· · · ≤ Xk,(n) and Xk,(j) being the jth sorted predictor in Xk. The corresponding estimator of
ωk is given by (Chatterjee 2020)
ω̂k = 1−
n
n−1∑
i=1
|ri+1 − ri|
2
n∑
i=1
ℓi (n− ℓi)
,
where, for i = 1, · · · , n, ℓi , #
{
j : Y(j) ≥ Y(i)
}
and ri , #
{
j : Y(j) ≤ Y(i)
}
.
Thus, we define
Î =
{
k : ω̂k ≥ cn
−κ for k = 1, · · · , p
}
(7)
as the estimated I that detects a set of important predictors, where c and κ ∈ (0, 1/2)
are prespecified threshold values. Such a screening procedure is called XI-SIS. Moreover, as
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emphasized in Section 3.1, ω̂k is able to measure the correlation for continuous or discrete
response with the predictor Xk, it implies that (7) is valid to identify important predictors
for models (1) and (2). This is one of main differences with the competitive methods (e.g.,
Li et al. 2012b; Fan and Lv 2008; Xia and Li 2020).
3.3 Theoretical Results
To see the validity of (7), in this section we establish the theoretical property of the proposed
independence screening procedure built upon the new coefficient of correlation (3).
Theorem 3.1 Suppose that Y is not a constant. There exist positive constants c, K, and
κ with 0 < κ < 1/2, such that
pr
(
max
1≤k≤p
|ω̂k − ωk| > cn
−κ
)
≤ p
[
exp
{
−log
(
2cn1−κK/3
)}
+ 3 exp
(
−2n1−2κc2K2/9
)]
. (8)
Moreover, assume that min
1≤k≤p
ω̂k ≥ cn
−κ. Then we have the sure screening property
pr
(
Î ⊇ I
)
≥ 1− q
[
exp
{
−log
(
2cn1−κK/3
)}
+ 3 exp
(
−2n1−2κc2K2/9
)]
,
where q is the the cardinality of I.
Similar to early work (e.g., Li et al. 2012b; Fan and Lv 2008; Sheng and Wang 2020;
Mai and Zou 2013), Theorem 3.1 implies that XI-SIS is able to select all the truly important
predictors with an overwhelming probability. In addition, (8) indicates that the proposed
method is able to handle the nonpolynomial (NP) dimensionality with p = o(exp(n1−2κ)),
which is similar to other model-free feature screening methods (e.g., Li et al. 2012b; Xia and
Li 2020). On the other hand, different from other feature screening methods that may require
additional assumptions to make the theory true, such as the uniformly subexponential tail
probability (e.g., Li et al. 2012b) and boundness of density functions of Y and Xk (e.g., Wu
and Yin 2015; Xia and Li 2020), the proposed method requires fewer conditions to derive the
theoretical result. Finally, compare with Chatterjee (2020) who showed that ω̂k converges
almost surely to ωk as n → ∞, our result (8) gives the “non-asymptotic” result. In other
words, with a large probability, |ω̂k − ωk| is bounded above in terms of a finite sample size.
Of course, when n→∞, (8) yields the consistency as shown by Chatterjee (2020).
6
4 Numerical Studies
4.1 Simulation Setup
Let a p-dimensional predictor X be generated from a multivariate normal distribution with
mean zero and covariance matrix ΣX with entries being 0.5
|i−j| for i, j = 1, · · · , p. We
consider p = 1000, 1500 or 3000. When X is given, we consider the following nonlinear
regression models:
M1: Y = 2X1 +X
3
2 + 3 sin(8X3) + exp(X4) + ǫ with ǫ ∼ N(0, 1);
M2: Y = 2logX1 +X
3
2 + cos(8X
2
3 ) + σ(X)ǫ with ǫ ∼ N(0, 1) and σ(X) =
√
|X1 +X2| ;
M3: Y = {|X1 + 0.5| I(X1 < 0) + |X1 − 0.5| I(X1 ≥ 0)}+2X
3
2+3 cos(8X
2
3 )+exp(−X4)+ǫ,
where X1 is generated from a uniform distribution and ǫ follows a t-distribution with
degree of freedom being one;
M4: Y ∼ Bernoulli(π(X)) with π(X) =
exp{X31+3 sin(8X2)+exp(X3)}
1+exp{X31+3 sin(8X2)+exp(X3)}
.
Models M1-M3 produce the continuous response, and M4 yields the binary response.
Regarding the first three models (M1-M3), M1 is a usual GAM model with the normal error
term, M2 is a nonparametric regression model with heterogeneous errors (e.g., Wu and Yin
2015), and M3 is a GAM model with error term being other distribution. Most predictors
in M1-M4 are nonlinear with the response. In addition, as commented in Chatterjee (2020),
trigonometric functions (i.e., sin x and cosx) and {|X1 + 0.5| I(X1 < 0) + |X1 − 0.5| I(X1 ≥ 0)}
in M3 are oscillatory.
We consider sample sizes n = 400 and 600, and thus, the artificial data are given by
{(Xi, Yi) : i = 1, · · · , n}. We repeat simulation 1000 times for each setting. As suggested in
other references, we consider d =
[
n
log(n)
]
, where [a] represents the integer part of a.
4.2 Simulation Results
Noting that our purpose is to identify important predictors, i.e., X1–X4 in M1 and M3,
and X1–X3 in M2 and M4, from ultrahigh-dimensional data. To evaluate the finite sample
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performance of the proposed method, we follow the presentation similar to other relevant
literature (e.g., Li et al. 2012b) to measure the frequency of picking up those important
predictors. Specifically, we compute the proportion that each active predictor is selected out
of 1000 simulations. Higher proportion indicates higher possibility that such a predicted
could be detected. For the comparisons, we mainly examine the FanLv-SIS (Fan and Lv
2008) and the DC-SIS (Li et al. 2012b) methods because of the availability of R packages
SIS and energy, respectively. All numerical results are summarized in Tables 1–4.
In the presence of linear predictor, X1 in M1 can be easily detected by three methods.
However, when predictors have nonlinear relationships between the response, the FanLv-SIS
method has the worst performance to identify important predictors. On the contrary, both
DC-SIS and XI-SIS have higher proportions of selecting truly important predictors than the
FanLv-SIS method. Compare with two different model-free methods, DC-SIS and XI-SIS,
we observe that they have comparable performance if the predictor has a monotone trend,
such as log(x) and exp(x), with respect to the response. However, when the trajectory is
oscillatory, it is obvious to see that XI-SIS outperforms DC-SIS with higher proportion of
identifying the truly important predictors. This result is consistent with the findings in
Chatterjee (2020). Moreover, regarding the model M4 with the binary response, we can
see that proportions of selecting the truly important predictors based on XI-SIS are higher
than those based on DC-SIS. In general, from numerical results we conclude that XI-SIS can
successfully detect the truly important predictors regardless of the trajectory of predictors
as well as the distribution of responses.
5 Data Analysis
5.1 Example 1: Analysis of Cardiomyopathy Microarray Data
with Continuous Response
In this section, we implement the proposed method to the cardiomyopathy microarray data,
which were collected by Segal (2003). This dataset contains p = 6319 gene expressions and
n = 30 specimens. The goal was to determine which genes were influential for overexpression
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of a G protein-coupled receptor, designated Ro1, in mice. The Ro1 expression level is denoted
as the continuous response Y , and the predictors Xks are other gene expression levels.
The two selected genes determined by the proposed XI-SIS are Msa.2134.0 and Msa.376.0.
In contrast, DC-SIS selects Msa.2134.0 and Msa.2877.0. Based on the dataset and two
selected gene expressions, we fit the generalized additive model (GAM) with the continuous
response (1), and display two estimated curves for two gene expressions in Figure 1. We
observe that both gene expressions have nonlinear relationship with the response. To see
the fitness of GAM, we examine the adjusted R2 and the deviance. With two selected gene
expressions obtained by XI-SIS, the adjusted R2 of the fitted model (1) is 97.7% and the
deviance explained is 98.9%, and the adjusted R2 and the deviance for the DC-SIS method are
96.8% and 98.3%, respectively. We can see that the performance of the fitted models based
on XI-SIS and DC-SIS are comparable. On the other hand, FanLv-SIS selects Msa.1166.0
and Msa.15405.0 that are totally different from the results of XI-SIS and DC-SIS.
Finally, to assess the prediction of fitted models, we adopt the K-fold cross-validation
(e.g., Hastie et al. 2008, Section 7.10.1). Specifically, we split the data into K = 5 roughly
equal-sized parts. For each k = 1, · · · , K, let the kth part denote the testing data and let
the remaining K − 1 parts denote the training data. We first fit the training data with
selected gene expressions, and then calculate the predicted values for the testing data. Let
Ŷ
(−i)
i denote the predicted value for a subject i, computed with a subject i in the kth
part of the data removed. Then the cross-validate estimate of prediction error is defined as
CV =
√
1
n
n∑
i=1
(
Yi − Ŷ
(−i)
i
)2
. With gene expressions selected by XI-SIS, DC-SIS, and FanLv-
SIS, the CV values are given by 280.374, 341.676, and 1245.180, respectively. It is clear to
see that gene expressions selected by FanLv-SIS produce unsatisfactory prediction result.
On the other hand, the prediction based on XI-SIS is slightly better than the result based
on DC-SIS.
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5.2 Example 2: Analysis of Gene Expression Microarray Analysis
with Binary Response
Golub (1999) reported a gene expression microarray analysis expecting to identify gene
signature for the distinction between acute myeloid leukemia (AML) and acute lymphoblas-
tic leukemia (ALL), where gene expression levels were measured using Affymetrix oligonu-
cleotide arrays. The data contain 7128 genes and 72 specimens coming from the two classes,
with 47 specimens in class ALL and 25 specimens in class AML. In particular, according
to the study design, those 72 samples is composed of the training data of 38 specimens (27
in class ALL and 11 in class AML) and the testing data of 34 specimens (20 in class ALL
and 14 in class AML). In this study, the target response Y is binary and the predictors
Xk’s are gene expressions. The primary objectives are (a) to identify the genes that are
expressed differentially between AML and ALL, (b) to find possible pathways of genes that
are expressed together, and (c) to classify the classes of AML and ALL using the selected
gene expressions.
The two selected genes detected by the proposed XI-SIS are ID numbers 4847 and 2020,
denoted as “X4847” and “X2020”. On the other hand, it is interesting to see that DC-SIS
and FanLv-SIS methods select the same gene expressions with ID numbers 2288 and 5772.
Based on the training data and two selected gene expressions, we fit the GAMmodel with the
binary response (2). Figure 1 displays the estimated curves for two gene expressions identified
by XI-SIS. Different from “X2020” whose trend is relatively flattening, the trajectory of
“X4847” is fluctuated, and thus, similar to the finding in simulation studies, both FanLv-
SIS and DC-SIS do not detect “X4847” but the proposed XI-SIS does. In addition, with
two gene expressions selected by XI-SIS, the adjusted R2 of the fitted model (2) is 97.4%
and the deviance explained is 98.1%, which are higher than the adjusted R2 of 77.4% and
the deviance explained of 80.4% for the DC-SIS and FanLv-SIS methods. Since the adjusted
R2 values and the explained deviance are very large enough, it is no need to extract any
additional gene expressions.
When the fitted model based on the training data is constructed, we further examine the
prediction by using the testing data. Given the covariates Xnew in the testing data, let Ŷnew
10
denote the predicted classification based on the fitted model and let Ynew be the true binary
response in the testing data.
Define True Positive (TP), False Positive (FP), and False Negative (FN), respectively, as
TP =
34∑
i=1
I(Ynew,i = 1, Ŷnew,i = 1), FP =
34∑
i=1
I(Ynew,i = 0, Ŷnew,i = 1), and
FN =
34∑
i=1
I(Ynew,i = 1, Ŷnew,i = 0).
Ideally, a good prediction of classification needs large TP, and FP and FN should be as
small as possible. To provide reasonably quantitative measures, we consider the F-measure
to justify the performance of prediction.
We define precision (or called positive predictive value) and recall (or called true positive
rate), respectively, as
precision =
TP
TP + FP
and recall =
TP
TP + FN
.
Then F-measure is defined as
F-measure = 2×
precision × recall
precision + recall
.
In principle, higher values of precision, recall and F-measure reflect better performance of
methods.
The prediction results of precision, recall, and F-measure are summarized in Table 5. We
observe that those values based on XI-SIS are larger than those based on DC-SIS, showing
that the fitted model based on XI-SIS yields more precise prediction than its competitive
methods. It also verifies that two gene expressions “X2020” and “X4847” are important
predictors in this dataset.
6 Summary
In this paper, we extend the new formulation of the correlation coefficient proposed by
Chatterjee (2020) to develop the feature screening procedure and detect the truly important
predictors in ultrahigh-dimensional data. In addition to the equivalence of conventional
11
Pearson’s coefficient as mentioned in Chatterjee (2020), we also show that the point-biserial
correlation is treated as a special case of (3). Such a mathematical derivation justifies that
(3) is valid to measure two arbitrarily distributed random variables. With such a property,
we develop the model-free feature screening method, which is easy to implement and is able
to detect important predictors whose trajectories are nonlinear or oscillatory. We establish
the sure screening property with required conditions fewer than other relevant literature to
verify the validity of the proposed method.
Unlike some early methods that have been applied to other different settings, the corre-
lation coefficient (3) and the proposed method are newly developed approaches. As a result,
it is interesting to extend the proposed method to complex settings, such as incomplete
response induced by right-censoring, measurement error in predictors, or the iterated pro-
cedure to identify the falsely excluded predictors (e.g., Chen 2019). Those important topics
are our future work.
Appendix A Proof of Theorem 1
Let F(y) = pr(Y ≥ y) and F (y) = pr(Y ≤ y) denote the “survival function” and “cumulative
distribution function (CDF)” of Y , respectively. In addition, denote F̂(y) =
n∑
i=1
I(Yi ≥ y)
and F̂ (y) =
n∑
i=1
I(Yi ≤ y) as the estimators of F(y) and F (y), respectively. Moreover, define
ω˜k = 1−
n−1∑
i=1
∣∣∣F̂ (Yi+1)− F̂ (Yi)∣∣∣
2
n∑
i=1
F̂(Yi)
{
1− F̂(Yi)
} (9)
and
ω∗k = 1−
n−1∑
i=1
|F (Yi+1)− F (Yi)|
2
n∑
i=1
F(Yi) {1− F(Yi)}
. (10)
In the following derivation, we divide the proof into three steps.
Step 1: Examine pr (|ω̂k − ωk| > δ) for some δ > 0.
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By the decomposition, we have
pr (|ω̂k − ωk| > δ) = pr (|ω̂k − ω˜k| > δ/3) + pr (|ω˜k − ω
∗
k| > δ/3) + pr (|ω
∗
k − ωk| > δ/3)
, A1 + A2 + A3. (11)
The remaining derivation is to examine A1, A2, and A3 separately.
Step 1.1: We first examine A1.
According to the derivation of Chatterjee (2020), it can be shown that−
n−1∑
i=1
∣∣∣F̂ (Yi+1)− F̂ (Yi)∣∣∣ =
2n
n∑
i=1
min{F̂ (Yi), F̂ (YN(i))}−2
n∑
i=1
F̂(Yi)−
rn−r1
n
, whereN(i) ,
 π−1(π(i) + 1) if π(i) < n;i if π(i) = n
and π(i) denotes the rank of Xi. As a result, (9) can be expressed as
ω˜k =
n
n∑
i=1
min{F̂ (Yi), F̂ (YN(i))} −
n∑
i=1
{
F̂(Yi)
}2
− rn−r1
2n
n∑
i=1
F̂(Yi)
{
1− F̂(Yi)
} , Q̂n
Ŝn
. (12)
Based on the new representation (12), similar derivation in Chatterjee (2020) further yields∣∣∣∣∣Q̂nŜn − ω̂k
∣∣∣∣∣ ≤ 12nŜn ,
Since the class of indicator functions is Glivenko-Cantelli, then by Glivenko-Cantelli theo-
rem (e.g., van der Vaart andWellner 1996), we have that F̂(y)
{
1− F̂(y)
}
→ F(y) {1− F(y)}
uniformly for all y in the support of Y , denoted as Y . In other words, E
(
Ŝn
)
exists and is
finite and nonzero. As a result, there exists some constant K0 > 0 such that
E (|ω̂k − ω˜k|) ≤ E
(
1
2nŜn
)
≈
1
2nE
(
Ŝn
) < 1
2nK0
.
Therefore, by the Markov inequality, we have
pr (|ω̂k − ω˜k| > δ) ≤
1
δ
×
1
2nK0
= exp {−log (2nK0δ)} . (13)
Step 1.2: we examine A2.
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Continue the result and Glivenko-Cantelli theorem as mentioned in Step 1.1, we have
1
F̂(y){1−F̂(y)}
≤ 1
F(y){1−F(y)}
. Besides, by triangle inequality, we have
∣∣∣F̂ (Yi+1)− F̂ (Yi)∣∣∣− |F (Yi+1)− F (Yi)| ≤ ∣∣∣F̂ (Yi+1)− F (Yi+1)∣∣∣+ ∣∣∣F̂ (Yi)− F (Yi)∣∣∣ .
Then we have
|ω˜k − ω
∗
k| =
1
2
∣∣∣∣∣∣∣∣
n−1∑
i=1
∣∣∣F̂ (Yi+1)− F̂ (Yi)∣∣∣
n∑
i=1
F̂(Yi)
{
1− F̂(Yi)
} −
n−1∑
i=1
|F (Yi+1)− F (Yi)|
n∑
i=1
F(Yi) {1− F(Yi)}
∣∣∣∣∣∣∣∣
≤
1
2
∣∣∣∣∣∣∣∣
n−1∑
i=1
∣∣∣F̂ (Yi+1)− F̂ (Yi)∣∣∣− n−1∑
i=1
|F (Yi+1)− F (Yi)|
n∑
i=1
F(Yi) {1− F(Yi)}
∣∣∣∣∣∣∣∣
≤
1
2
∣∣∣∣∣∣∣∣
1
n
n−1∑
i=1
∣∣∣F̂ (Yi+1)− F (Yi+1)∣∣∣+ 1n n−1∑
i=1
∣∣∣F̂ (Yi)− F (Yi)∣∣∣
1
n
n∑
i=1
F(Yi) {1− F(Yi)}
∣∣∣∣∣∣∣∣
≤
1
2K1
∣∣∣∣∣ 1n
n−1∑
i=1
∣∣∣F̂ (Yi+1)− F (Yi+1)∣∣∣+ 1
n
n−1∑
i=1
∣∣∣F̂ (Yi)− F (Yi)∣∣∣
∣∣∣∣∣ , (14)
where the last step comes from similar discussion in Step 1.1 and K1 is a positive constant
which satisfies 1
n
n∑
i=1
F(Yi) {1− F(Yi)} ≥ K1. On the other hand, for given δ > 0, the Dvoret-
zkyKieferWolfowitz (DKW) inequality gives pr
(
sup
y∈Y
∣∣∣F̂ (y)− F (y)∣∣∣ > δ) ≤ 2 exp (−2nδ2).
Therefore, together with (14), we have
pr (|ω˜k − ω
∗
k| > δ) ≤ 4 exp
(
−2nK21δ
2
)
. (15)
Step 1.3: we examine A3.
Similar to the discussion in Step 1.1, (10) can be expressed as Qn
Sn
, where Qn =
n
n∑
i=1
min{F (Yi), F (YN(i))} −
n∑
i=1
{F(Yi)}
2 − rn−r1
2n
and Sn =
n∑
i=1
F(Yi) {1− F(Yi)}.
By the strong law of large numbers, we have that as n is large enough, 1
n
Sn →∫
F(t) {1− F(t)} dµ(t). In addition, since
∣∣min{F (Yi), F (YN(i))} − {F(Yi)}2 − rn−r12n ∣∣ ≤ 2
and Yi’s are assumed to be independent, applying Hoeffding’s inequality gives that for any
14
δ > 0,
pr
{∣∣∣∣ 1nQn − E
(
1
n
Qn
)∣∣∣∣ ≥ δ} ≤ 2 exp{−2n2δ216
}
,
and thus, we conclude
pr (|ω∗k − ωk| > δ) ≤ 2 exp
{
−
n2K22δ
2
8
}
(16)
with a positive constant K2 satisfying
∫
F(t) {1− F(t)} dµ(t) ≥ K2
Finally, combining (11) with (13), (15), and (16) yields
pr (|ω̂k − ωk| > δ) ≤ exp {−log (2nK0δ/3)}+ exp
(
−2nK21δ
2/9
)
+ 2 exp
{
−
n2K22δ
2
72
}
. (17)
Step 2: Examine pr
(
max
1≤k≤p
|ω̂k − ωk| > cn
−κ
)
for some constants c and κ ∈ (0, 1/2).
Take K = min{K0, K1, K2}, then (17) becomes
pr (|ω̂k − ωk| > δ) ≤ exp {−log (2nKδ/3)}+ 3 exp
{
−
2nK2δ2
9
}
.
Moreover, with δ replaced by cn−κ, we have
pr
(
max
1≤k≤p
|ω̂k − ωk| > cn
−κ
)
≤ p max
1≤k≤p
pr
(
|ω̂k − ωk| > cn
−κ
)
≤ p
[
exp
{
−log
(
2cn1−κK/3
)}
+ 3 exp
(
−2n1−2κc2K2/9
)]
. (18)
Step 3: Prove sure screening property.
Recall that I and Î are defined in Section 3.2. By (18), we can show that
pr
(
Î ⊇ I
)
≥ pr
(
min
1≤k≤p
|ω̂k − ωk| > cn
−κ
)
≥ 1− qpr
(
|ω̂k − ωk| > cn
−κ
)
≥ 1− q
[
exp
{
−log
(
2cn1−κK/3
)}
+ 3 exp
(
−2n1−2κc2K2/9
)]
, (19)
where q is the the cardinality of I. Moreover, with κ ∈ (0, 1/2), when n → ∞, we have
pr
(
Î ⊇ I
)
→ 1. It indicates that the estimated active set Î includes the true active set
that contains truly important predictors with probability approaching one. Therefore, the
proof is completed. 
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Table 1: Feature screening results for M1
n p FanLv-SIS DC-SIS XI-SIS
X1 X2 X3 X4 X1 X2 X3 X4 X1 X2 X3 X4
400 1000 0.97 0.18 0.00 0.12 1.00 0.98 0.10 0.85 1.00 1.00 1.00 1.00
1500 0.96 0.16 0.00 0.09 1.00 0.98 0.02 0.83 1.00 1.00 1.00 1.00
3000 0.96 0.07 0.00 0.02 1.00 0.94 0.02 0.80 1.00 1.00 0.99 0.99
600 1000 0.98 0.21 0.00 0.13 1.00 0.98 0.12 0.89 1.00 1.00 1.00 1.00
1500 0.97 0.18 0.00 0.10 1.00 0.98 0.04 0.86 1.00 1.00 1.00 1.00
3000 0.96 0.10 0.00 0.04 1.00 0.95 0.03 0.84 1.00 1.00 1.00 1.00
Table 2: Feature screening results for M2
n p FanLv-SIS DC-SIS XI-SIS
X1 X2 X3 X1 X2 X3 X1 X2 X3
400 1000 0.01 0.01 0.00 0.96 0.98 0.01 0.98 0.98 0.99
1500 0.00 0.00 0.00 0.96 0.97 0.00 0.97 0.97 0.98
3000 0.00 0.00 0.00 0.96 0.96 0.00 0.97 0.97 0.98
600 1000 0.02 0.01 0.00 0.98 1.00 0.05 0.98 1.00 1.00
1500 0.02 0.01 0.00 0.98 0.98 0.04 0.98 1.00 1.00
3000 0.01 0.01 0.00 0.97 0.97 0.04 0.98 0.98 0.99
Table 3: Feature screening results for M3
n p FanLv-SIS DC-SIS XI-SIS
X1 X2 X3 X4 X1 X2 X3 X4 X1 X2 X3 X4
400 1000 0.00 0.00 0.00 0.00 0.03 0.96 0.76 0.94 0.94 0.97 0.98 0.96
1500 0.00 0.00 0.00 0.00 0.00 0.95 0.74 0.92 0.92 0.95 0.95 0.94
3000 0.00 0.00 0.00 0.00 0.00 0.91 0.70 0.90 0.90 0.94 0.94 0.94
600 1000 0.00 0.02 0.00 0.01 0.04 0.96 0.80 0.94 0.95 0.97 0.97 0.96
1500 0.00 0.01 0.00 0.00 0.01 0.96 0.78 0.94 0.95 0.96 0.96 0.96
3000 0.00 0.01 0.00 0.00 0.01 0.95 0.77 0.92 0.94 0.96 0.96 0.96
Table 4: Feature screening results for M4
n p FanLv-SIS DC-SIS XI-SIS
X1 X2 X3 X1 X2 X3 X1 X2 X3
400 1000 0.08 0.00 0.03 0.90 0.10 0.93 0.97 0.97 0.96
1500 0.05 0.00 0.02 0.90 0.07 0.92 0.96 0.97 0.96
3000 0.04 0.00 0.01 0.90 0.06 0.90 0.96 0.97 0.96
600 1000 0.09 0.00 0.03 0.94 0.09 0.95 0.98 0.97 0.98
1500 0.03 0.00 0.03 0.93 0.07 0.94 0.97 0.96 0.97
3000 0.02 0.00 0.02 0.93 0.04 0.94 0.97 0.96 0.97
16
Table 5: Prediction results for Example 2
precision recall F-measure
DC-SIS 0.850 0.944 0.895
XI-SIS 0.950 0.950 0.950
17
Figure 1: The curves obtained from GAM for two gene expressions detected by the proposed
XI-SIS method. The solid curves are estimated curves and the dotted curves are 95% confi-
dence bands. Two above figures are based on Example 1, Two bottom figures are based on
Example 2.
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