The increasing application of social and human-enabled systems in people's daily life from one side and from the other side the fast growth of mobile and smart phones technologies have resulted in generating tremendous amount of
Introduction
Nowadays, the application of information technology is a vital part of our daily life. People around the globe use billions of mobile devices daily and spend more times on using these digital devices than ever. Sharing our opinions in social networks, searching the web, twitting, purchasing online products, participating in online polling and many other digital aspect of our lives leave behind a tremendous digital footprint. Billions of sensors embedded in cars, mobiles and other forms of devices constantly sense, generate and communicate trillions of bytes of information. This gigantic generated data, which is also referred to as big data, is rich of information about the behavior of individuals in an interconnected network. That is why those who are interested in analyzing human behavior from business analysts to social scientists to academic researchers are highly interested in this data [22] .
Decision makers tend to extract individual as well as social behavior indicators from this data in order to make better decisions. Using traditional data management models to process and manage big data is nearly impossible due to the huge volume of data, the vast velocity of data arrival and variety of data types [43] . Therefore, there is a need to develop special techniques which are able to deal with these aspects of big data in order to support the data-driven decision makings. These techniques are also called big data analytics.
Big data management approaches are expected to provide a required level of availability, scalability, security and privacy while working with data [44, 22] . Traditionally, automated techniques are used as big data analytics. Sometimes AI techniques are used to extract information from big data [10] . In some other cases heuristic approaches are used to extract social or individual behavioral indicators from a large community [24] . These techniques while perform reasonably well in some aspect such as storing or retrieving data in cloud data management systems, they might not perform well when it comes to data collection, curation, annotation and dissemination. For example, AI techniques are not able to provide results with very high precisions when working with unstructured or incomplete data [46] . Also, there are cases in which automated techniques are not able to do the job due to the nature of the tasks. For instance, in a database, there might be some missing data items, such as a person's mail address, that there not exist in the datasets at all, hence no automated technique is able to extract such missing piece of information [36, 23, 34] . To overcome this problem many researches have proposed to enlist the human intelligence and wisdom of crowds in combination with the automated techniques [46, 23, 32, 14, 34, 36, 39] . Crowdsourcing is a distributed computing method in which, under specific circumstances, can provide contributions comparable to experts' contributions in terms of quality level [48, 1, 15, 39] . Crowd involvement in data management tasks, while improves quality of outcomes [53, 23, 39] , raises new challenges.
In this paper, we first study related-work in the area of big data analytics as well as crowdsourcing. Then we propose a generic framework that simplifies the analysis of existing hybrid human-machine big data analytics. The result of such an analysis is a set of problems that are yet to be answered. We propose such set of challenges and propose some directions for future research in the area.
In summary, In Section 2, we study related work in the area of big data analytics and crowdsourcing. In Section 3, we propose our analysis framework.
The open issues are studied in Section 4, and we conclude in Section 5.
Related Work
We organize this section in three different sub-sections. We first study big data analytics. We then study the crowdsourcing basic concepts and finally we use the Wall-Mart case study to articulate the problems that need more investigations.
Big Data Analytics
Many systems such as social networks, sensing systems, etc., produce very large amounts of information. This data is not called big data only because of its size. Four important attributes, also referred to as 4V, characterize the big data concept:(i) data is huge in terms of its volume; (ii) data is produced with a very high velocity; (iii) data comes from a great variety of data types; and finally (iv) data has different levels of veracity. Such a tremendous volume of data is a rich source of information about the behavior of individuals, social relations between individuals, patterns, e.g., purchase patterns, in the behavior of individuals and so on. Hence, extracting these hidden aspects is of a great importance to the business owners and analysts. The process of extracting these information from big data is called big data analytics and are applied using different techniques and methods [22, 44, 17, 33, 45] .
With the rise of recent web technologies and especially emergence of Web 3.0, recent applications which are working with big data aim to be implemented as distributed, scalable and widely accessible service on the web. Cloud computing paradigm makes applications available as services from anywhere in the world by shifting the infrastructure to the network. The following properties of cloud computing has made it a good candidate for hosting deployments of data-intensive applications:
-It produces virtually unlimited capacity by providing means to consume the amount of IT resources that is actually needed.
-It reduces costs by only paying for what you use (pay-as-you-go).
-It reduces the time that IT systems have to spend on managing and supporting infrastructure.
For example in 2007 New York Times aimed to build a service for users to have access to any New York Times issue since 1851, a service called TimesMachine. The big challenge was serving a bulk of 11 millions of articles in the form of PDF files. To process these 4 TeraBytes of files they decided to use Amazon Elastic Compute Cloud (EC2) and Simple Storage Service (S3). The source data was uploaded to S3 and then a cluster of Hadoop EC2 Amazon Machine Images (AMIs) was started. With parallel running of 100 EC2 AMIs, the task of reading the source data from S3, converting it to PDF and storing it back to S3 was completed within 36 hours [55] .
At the beginning, big data analytics started to be done using the existing advanced analytics disciplines such as data mining techniques. Authors in [10] use supervised learning techniques for link prediction in social networks. As another example, Grahne et. al. propose method for mining sets of items that have been frequently purchased together [24] . Since the clique detection techniques in NP-Hard by nature, Grahne and his colleagues propose a heuristic method to partially overcome this problem. Authors in [35] use the same itemset mining technique for detecting spam groups in consumer review systems. The first author and his colleagues have also used mining techniques in [6, 5] and iterative techniques in [3, 2] to identify collusion groups in the log of online rating systems.
Traditional data management techniques may work fine as long as data are structured. However, one of the main characteristics of big data is the wide variety of data types. In most of the cases data are unstructured or incomplete. Hence, existing data mining or management techniques cannot handle big data. To solve this issue big data management systems have been proposed. Current big data management systems in cloud use some well-known application logics can be categorized to MapReduce, SQL-Like and Hybrid [44] :
The most well-known big data management system is Apache Hadoop 1 , a framework for running data intensive applications on clusters of commodity hardware. Hadoop, which has been very successful and widely used in industry and academia, is a an open source java implementation of MapReduce [18] . MapReduce is a simple but powerful programming model that is designed to enable programmers to develop scalable data-intensive applications on clusters of commodity PCs [18, 44] . The MapReduce model is inspired by the map and the reduce functions in functional programming languages. A map instruction partitions a computational task into some smaller sub-tasks. These sub-tasks are executed in the system in parallel. A reduce function is used to collect and integrate all results from sub-tasks in order to build up the main task's outcome. More than 80 companies and organizations (e.g. AOL, LinkedIn, Twitter, Adobe, VISA) are using Hadoop for analytic of their large scale data. Some efforts have been done to add SQL-Like flavor on top of MapReduce as many programmers would prefer working with SQL as a high-level declarative language instead of low-level procedural programming using MapReduce. Pig Latin [38] and Sawzal [40] are examples of such tools. Finally, Some Systems have been designed with the main goal of bringing some familiar relational database concepts (such as. tables and columns) and a subset of SQL to unstructured world of Hadoop while enjoying Hadoop's the extensibility and flexibility. An example of hybrid solutions is HadoopDB project that tries to combine the scalability of MapReduce with the performance and efficiency of parallel databases.
In parallel with recent trend that convinces companies to give up building and managing their own data centers by using computing capacity of cloud providers, many companies are willing to outsource some of their jobs given the low costs of transferring data over the internet and high costs of managing complicated hardware and software building blocks. Therefore Amazon concluded that cloud computing can allow having access to a workforce that is based around the world and is able to do things that computer algorithms are not really good for. Therefore Amazon launched Machanical Turk (MTurk) system as a crowdsourcing internet marketplace where now has over 200K workers in 100 different countries.
Crowdsourcing
Crowdsourcing is the process of enlisting a crowd of people to solve a problem [20, 26] . The idea of crowdsourcing was introduced first by Jeff. Howe in 2006 [26] . Since then, an enormous amount of efforts from both academia and industry has been put into this area and so many crowdsourcing platforms and research prototypes (either general or special purpose)have been introduced. Amazon Mechanical Turk 2 (MTurk), Crowdflower 3 , Wikipedia 4 and Stackoverflow 5 are examples of well-known crowdsourcing platforms.
To crowdsource a problem, the problem owner, also called the requester, prepares a request for crowd's contributions and submits it to a crowdsourcing platform. This request, also referred to as the crowdsourcing task or shortly as the task, consists of a description of the problem that is asked to be solved, a set of requirements necessary for task accomplishment, a possible criteria for evaluating quality of crowd contributions and any other information which can help workers produce contributions of higher quality levels. People who are willing to contribute to the task, also called workers, select the task, if they are eligible to do so, and provide the requester with their contributions. The contributions are sent to the requester directly or through the crowdsourcing platform. The requester may evaluate the contributions and reward the workers whose contributions have been accepted [1, 50, 49] .
Several dimensions characterized a crowdsourcing task, each of which impacting various aspects of the task from outcome quality to execution time or the costs.
Task Definition.
Task definition is important in the success of a crowdsourcing process. a poorly designed task can result in receiving low quality contributions, attracting malicious workers or leaving the task unsolved due to unnecessary complications [29, 41] . Therefore, it is highly recommended to design robust tasks. A robust task is designed so that it is easier to do it rather than to cheat [1] . Moreover, a requester should make sure that she has provided the workers with all information required for doing the task to increase the chance of receiving contributions of higher quality levels. The importance of this dimension is because of its direct impact mainly on the outcome quality, task execution time and number of recruited workers.
Worker Selection.
Quality of workers who contribute to a task can directly impact the quality of its outcome [1, 41, 8] . Low quality or malicious workers can produce low quality contributions and consequently waste the resources of the requester. Research shows that recruiting suitable workers can lead to receiving high quality contributions [8, 9] . A suitable worker is a worker whose profile, history, experiences and expertise highly matches the requirements of a task. In a crowdsourcing process, workers might be recruited through various methods such as Opencall, Publish/Subscribe [19, 16] , Friend-based [13] , profile-based [8] and teambased [51] .
Real-time Control and Support.
During the execution of the task, the requester may manually or automatically control the workflow of the task and manipulate the workflow or the list of the workers who are involved in the task in order to increase the chance of receiving high quality contributions [31, 30] . Moreover, workers may increase their experience while contributing to a task by receiving real-time feedback from other workers or requester. The feedback received in real-time, and before final submission of the worker's contribution, can assist her with pre-assessing her contribution and change it so that satisfies the task requirements [21] . Real-time workflow control and giving feedback can directly impact the outcome quality, the execution time and also the cost of the task, so they should be taken into account when studying crowdsourcing processes.
Quality Assessment.
Assessing the quality of contributions received from the crowd is another important aspect of a crowdsourcing process. Quality in crowdsourcing is always under question. The reason is that workers in crowdsourcing systems have different levels of expertise and experiences; they contribute with different incentives and motivations; and even they might be included in collaborative unfair activities [1, 4, 52] .Several approaches are proposed to assess quality of workers' contributions such as expert review, Input agreement, output agreement, majority consensus and ground truth [1] .
Compensation Policy.
Rewarding the workers whose contributions have been accepted or punishing malicious or low quality workers can directly impact their chance, eligibility and motivation to contribute to the future tasks. Rewards can be monetary (extrinsic) or non-monetary (intrinsic). Research shows that the impact of intrinsic rewards, e.g., altruism or recognition in the community, on the quality of the workers' contributions is more than the monetary rewards [28] . Choosing an adequate compensation policy can greatly impact the number of contributing workers as well as the quality of their contributions. Hence, compensation policy is an important aspect of a crowdsourcing process.
Aggregation Technique.
A single crowdsourcing task might be assigned to several workers. The final outcome of such a task can be one or few f the individual contributions received from workers or an aggregation of all of them [50, 49] . Voting is an example of the tasks that crowd contributions are aggregated to build up the final task outcome. In contrast, in competition tasks only one or few workers' contributions are accepted and rewarded. Each of the individual contributions has its own characteristics such as quality level, worker's reputation and expertise and so many other attributes. Therefore, combining or even comparing these contributions is a challenging tasks and choosing a wrong aggregation method can directly impact the quality of the task outcome.
Taxonomy of Hybrid Human-Machine Big Data Analytics
In this section, we first propose an overview of the concept of combining crowd and big data analytics. We then propose a framework in order to simplify understanding and studying hybrid human-machine big data approaches.
Overview
As mentioned earlier, one of the main characteristics of big data is the wide variety of data types. Data might be from different types; they might be semistructured, unstructured or structured but incomplete. Traditional or advanced analytics cannot handle such a variable tremendously large data. So, they should be handled using the big data analytics. As we studied in the previous section, generally, the big data analytics rely on the deterministic or learning techniques which use the computing power of machines to process big data and extract necessary information, patterns, etc. Due to huge size and high level of complexity of big data, the techniques used for data analysis usually leverage heuristic or learning techniques, and hence, they are not able to guarantee their performance. In some cases the requester might need a predefined specific level of precision and accuracy for the results, but the existing techniques cannot provide that level of precision. In these cases, to generate results having the specified quality level a crowd of people are employed to complement the performance of the machines. To simplify understanding these concepts we study CrowdER [53] and WallMart crowdsourcing project [46] as two related work. We study these systems later in Section 3.2 to study how they deal with the inclusion of crowd into cloud.
CrowdER is a hybrid crowd-machine approach for entity resolution. CrowdER first employs machines to perform an initial analysis on the data and find most likely solutions and then employs people to refine the results generated by machines. Wall-Mart product classification project is another example of hybrid-crowd-machine approaches proposed for big data analytics [46] . In this project, a huge volume of data is constantly being received from various retailers from all across the country. The sent data is structured but in most of the cases it is incomplete. So, Wall-Mart cannot use only machines for the purpose of entity matching and resolution. The results, as tested, do not have the required level of accuracy. To overcome this problem, Wall-Mart selects some individuals with adequate expertise to refine the results produced by machine.
Dimensions
Big data analytics can be characterized using various dimensions. Some of these dimensions are related to the nature of big data and how the machinebased approaches deal with it. Availability, multi-tenancy, scalability, etc. are examples of these dimensions. These dimensions are well studied in several [44, 45, 22] . In this work, we do not study these dimensions and identify new dimensions that emerge when a crowd of people in added to big data analytics. From this view point, we identify three important dimensions: worker selection, task decomposition and quality control. In the followings, we describe these dimensions and study CrowdER and Wall-Mart project as two existing case studies from point of view of these dimensions. Figure 3 .1 depicts a representation of the identified dimensions and important factors that should be taken into account when studying each dimension.
Worker Selection.
When somebody tries to empower big data analytics with a crowd of workers, there are several points that she should have in mind. The first point is how to assess eligibility of workers. Doing some big data analyses may need specific skills and expertise. In such cases only workers having suitable profiles containing those expertise should be selected. Defining good worker selection policies can greatly impact quality of analytics. In Wall-Mart project, since workers are selected manually from a private crowd, their profiles are checked against the requirements and only suitable workers are chosen. In CrowdER no worker selection policies are put in place and everybody can contribute to the data analysis process. The second point in worker selection is that, workers should be selected so that the chance of deception is decreased. Human-enhanced systems are constantly subject to misbehavior and deceptive activities. The worker selection should be applied so that both individual and collaborative deceptive activities have a very low chance to happen. Selecting untrustworthy workers may result in producing dubious low quality results, so it is crucial to select trustworthy workers. CrowdER does not apply any trust assessment technique while selecting workers, but the Wall-Mart project people are selected from a private crowd, so they generally have a minimum level of trustworthiness.
The third parameter is automaticity, i.e., how to approach and select work-ers. In some systems, workers are selected manually. In this case the system or task owner looks for people with suitable profiles and asks them to contribute to her task. Wall-Mart project follows a manual worker selection method. On the other hand, in automatic methods, system on behalf of the task owner and, based on the task requirements and people profile, selects and recruits a group of suitable workers. CrowdER recruits its required workers automatically from people at the Amazon Mechanical Turk.
Task Decomposition.
By task decomposition, we mean the process of breaking down a complex analytical task into some smaller sub-tasks that are easier to accomplish mainly in parallel. These sub-tasks should be divided among the machines and humans involved in the system. The first factor is how to decide on "who should do what?". More precisely, what is the basis on which the task owner or the system decides to assign a sub-task to a human or a machine to do it. Task assignment should be done based on several factors. The first factor is the type of the task. Computers are good in performing computational tasks, but there are tasks that require some levels of intelligence to be done. There are several tasks types that fit in this category such as image tagging, photo description, audio transcription and so on. These tasks are better to be assigned to a human. The type of the task is an important factor to decide to assign the task to a machine or a human. In both CrowdER and Wall-Mart projects, tasks are first assigned to machines to do. Then, the results obtained from machines are given to people to refine the results so that they meet the precision requirements. After a task owner decides to assign a task to humans, the next challenges emerges: "who is suitable to do the task?" Several methods are proposed for eligibility assessment to answer this question [8, 4, 9, 1] . Generally speaking, the humans whose profiles have a higher level of match with the task requirements are more suitable workers to participate in the task. Wall-Mart selects people manually and they check the suitability of workers when they select them to participate, but in CrowdER no suitability assessment approaches are used and everybody can contribute to the tasks.
Quality Control.
By quality control, we mean all the activities performed to make sure that the outcome of a hybrid human-machine big data task has an accepted level of quality. Since, the task is performed by both machines and human and then the individual contributions are aggregated to build up the final task outcome, quality of the final task's outcome depends on two parameters: quality of the individual contributions and the aggregation algorithm.
Quality of each single contribution is an important factor that directly impacts the quality of the final task outcome. Quality of humans' contributions depends on many parameters such as quality of the contributor, task requirements, the process of contribution generation (e.g., time of the process, cost of the process, etc.) and so on [1] . Quality of machines' contributions mainly depends on the algorithm that is used to generate the contributions. Many quality control approaches are proposed for assessing quality of contributions in human-involved tasks such as expert review, ground truth, voting, input agree-ment, output agreement, etc. [4] . Wall-Mart project uses the expert review method for assessing quality of single contributions received from machines. But they do not control the quality of contributions received from human, because of the way they have recruited them. In CrowdER, the ground truth method is used to assess quality of machines' contributions. Then, the contributions passing a minimum threshold are sent to crowd for final assessment. To increase the chance of receiving quality results from humans, the CrowdER, encourages them to provide a reason why they think the entities match. This is a quality assurance (design time) technique called robust task design [1] .
The aggregation algorithm is another important parameter impacting quality of the final outcome. For the simplest form in which all contributions are generated by only humans or machines, the aggregation algorithms take into account many parameters such as the quality of individual contributions, quality of the contributor, statistical distribution of contributions, etc. [4, 1, 7, 3, 2] . In the context of hybrid human-machine systems the situation is more complex. That is because, in addition to all those parameters, a priority between machine and human should be considered as well. Assume that in a special case, a disagreement occurs between the human response and machine's result. Which one should be selected as the correct result? [20] In almost all existing hybrid systems, the priority is given to human's response whenever a contradiction happens. This is the case in CrowdER and Wall-Mart project as well. In both cases the initial results are generated by machines and refined and curated by humans.
Open Issues
The hybrid big data analytics is a young but fast growing research area. Billions of people all around the world are equipped with mobile devices all capable of creating gigantic amounts of unstructured data forces the big data analytics area to leverage human computational power towards analyzing big data. The involvement of humans in the big data analytics, while resolves some challenges, creates new challenges that need more attention and investigations. In this section we bring some of these challenges and discuss how they probably can be solved in future.
Task Decomposition
Task decomposition as described in Section 3 is an important dimension in hybrid human-machine big data analytics. Task decomposition has several challenging aspects. The first aspect is how to decompose the task. Should the task be decomposed automatically or humans should be involved in? Automated task decomposition is faster, but probably not enough accurate. On the other hand, involving public crowd with different levels of knowledge and experience as well as various and sometimes dubious incentives and motivations is a risky job that may waste time and money of the task owners. Employing expert crowd to do the decomposition is another solution which incurs higher costs, may cause more delays, etc. At the moment, the existing hybrid systems employ the manual (expert-based) approaches for decomposing the tasks.
The next challenge is assigning decomposed sub-tasks to humans and machines. Deciding on "who should do what" is seriously challenging. The first challenge is to decide which part of the work should be assigned to machine and which parts should be given to crowd to be done. The next challenging aspect here is crowd selection. Assigning sub-tasks to crowd can easily create security and privacy problems. There are cases in which assigning whole the problem to one worker can cause serious privacy and security problems [32] . Even these problems may occur if a large number of tasks of a requester goes to one worker, or a small group of collaborating workers, the security and privacy of the requester easily breach [9, 8] . Finding a privacy aware worker recruitment approach which is also security aware as too and in the same times has a reasonable performance can be a potential direction of research in the future of hybrid human-machine big data analytics.
Furthermore, considering the size of the big data, the high velocity of data arrival and unstructured nature of big data makes the problem more complicated. Let's use an example to explain the challenge. Assume that in a big data management system people are employed to extract entities from a given text. As the size of the problem is too big, a very large number of workers are required to do the job. Assume that the simple task is extracting entities from a given text. There are several approaches to allocate tasks to users [8, 9] . Letting every worker to see all tasks simply can overwhelm workers with stacks of tasks and it makes it impossible for them to find the jobs that suits their expertise. So, it is necessary to have a mechanism for assigning tasks to workers. Assigning tasks according to the workers' profiles is not also possible, because the types of data may change suddenly and system should change the worker selection criteria on the fly to match the new requirements. Also data is unstructured, hence, matching the data with the profile of the workers in real-time is another challenge that needs investigations. Moreover, the unstructured nature of big data makes it challenging to use publish/subscribe model for worker selection. In publish/subscribe approach, workers apply to receive updates or tasks from a specific category but because big data is usually unstructured it is hard to fit arrived data items in particular predefined categories. So it is not possible to assign tasks to workers based on this approach. Finding a task assignment approach is an interesting and challenging aspect of human-enhanced big data analytics.
Aggregation Techniques
The final outcome of a hybrid big data computation task is an aggregate of all contributions received from both machines and humans. Selecting a inadequate aggregation algorithm can easily lead to producing low quality results. The size of the big data is very large; the data is rapidly changing and unstructured. All these characteristics emphasize that the traditional aggregation algorithms are unable to handle this problem. Simple algorithms even, the ones that rely on automated methods and do not involve humans in their computations such as [3] and [27] , cannot show an accepted performance in the area. On the other hand, when it comes to crowd contributions, quality is always a serious question. People have the potential to exploit the system in order to gain unfair benefits and they do cleverly so that they can easily trap any aggregation algorithm [25, 54, 47] . Selecting a suitable aggregation algorithm is a serious challenge even in traditional big data algorithms.
The combination of human and machine raises even more challenges. In some cases, such as computation tasks, the credibility of the results generated by machines is far more than human results, while in HITs the credibility of crowd's contributions is much higher than machine's. Also, there might be cases in which there are contradictions between the machine's outcome and a worker's contribution. Which one should have the higher priority in this case? Machine or human? Answering these questions needs deeper investigations and research supported with excessive experimentations.
Availability
Availability of service is one of the main attributes of cloud and big data services [44] . According to the agreements between the service provider and the customer, the system is responsible for providing on-demand resources for the requester. The existing techniques have solved the availability problem reasonably well [42, 44] . On the other hand, the crowd workers usually are not full-time workers and do not have obligations to be on-time, on-call or even available in a specific period of time [11] . Some systems have solved this problem by paying workers to be on-call [12] . Considering the size of the problems in big data, paying on-call workers drastically increases the costs and is not feasible to apply to this area.
Moreover, in addition to the size of the data, big data is unstructured and also may come from disparate data sources [37] . Therefore, analyzing such a diverse data in terms of type requires having a large crowd of on-call workers with a very broad range of expertise. Providing and keeping on-call such a large crowd having diverse set of expertise is a challenging task which in most of cases is not feasible, or at least imposes high costs to the system. Workers may come and get engaged in a task, then suddenly leave it without any notice or clear reason. This crowd characteristic raises another challenge. Assume that a worker has started a task, e.g., tagging data in an online stream, and then suddenly leaves the system due to a communication problem or intentionally. What would be the best scenario to solve this issue? How is the best worker whom should be replaced with the left worker? Should the task be restarted from beginning or it should resume executing from a specific milestone? How these milestones should be defined? And many other problems which all emerge because of leaving and joining workers in a human-enhanced big data management system. All these crowd characteristics raise a great concern on the availability of service in hybrid big data systems. Therefore, availability is probably another promising and interesting future research direction in the area of hybrid big data.
Conclusion and Future Directions
The collaborative and social nature of Web 2.0has created an opportunity for emergence of a wide variety of human-centric systems, such as social networks, blogs, online markets, etc., in which people spend a large portion of their daily life. The fast growth of smart phones has made these applications more available than ever. This has led to the era of big data where users deal with data of a tremendous volume, wide variety of types, a rapid velocity and variable veracity. To understand this gigantic era, users need to rely on big data analytics to extract useful information from such a huge pool of data. Recently, a trend has emerged towards analyzing big data using human intelligence and wisdom of the crowds. This trend, creates great opportunities for big data analytics to create more accurate analytics and results, however they raise many challenges that need more research and investigations.
In this paper, we have studied the area of hybrid human-machine big data analytics. We first studied the crowdsourcing and big data areas and then proposed a framework to study the existing hybrid big data analytics using this framework. We then introduced some significant challenges we believe to point to new research directions in the area of hybrid big data analytics.
We believe that in the near future the trend towards hybrid systems which contain human as a computing power will dramatically increase and a great amount of efforts from both industry and academia will be put in studying hybrid human-enabled systems. As many researches show the emergences of these human-centric systems has created a great challenge on the security and privacy of future big data services. Also, the existence dominance of casual workers in these hybrid systems makes it harder than ever to guarantee availability and quality of services. Social networks, global crowdsourcing systems and other types of mass collaborative systems on the web are pools rich of work forces that can easily participate in big data analytics. At the moment these systems are almost isolated and it is very hard to define a task on all of these pools of human resources. We believe that in the future it will be a need for a generic people management system on the web which is capable of handling profiles, records and histories of people all around the web and acts as a broker for all systems which request for human involvement. Such a people management system can simplifies handling security and privacy issues as well as finding available crowd workers for tasks which need high levels of availability.
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