In this paper we consider a terminal value problem for a Hamilton-Jacobi equation with a quadratic and degenerate Hamiltonian. Our Hamiltonian comes from the dynamics of two-peakon in the Camassa-Holm equation. It is given by a quadratic form with a singular nonnegative definite matrix. Such a problem does not fall into the standard theory of viscosity solutions. Also viability related results, sometimes used to deal with degenerate Hamiltonians, do not seem applicable in our case. We prove the global existence of a continuous viscosity solution by looking at the associated optimal control problem and showing that the value function is a viscosity solution. The main difficulties are in proving the continuity of the value function and are related to the nonuniqueness of solutions to the state equation in the optimal control problem. * cieslak@impan.pl †
Introduction
We consider the terminal value problem for the Hamilton-Jacobi equation of the form (1.1) u t (x, t) + 1 2 E(x)∇u(x, t) · ∇u(x, t) = 0, x ∈ R 2 , t ∈ (0, T ) u(x, T ) = g(x),
x ∈ R 2 ,
where T > 0 is fixed, p · q denotes the inner product between p, q ∈ R 2 , ∇u denotes the gradient of u and g : R 2 → R is a given function which is bounded and continuous. Finally, E is the symmetric matrix
This problem arises in the study of multipeakons. The latter are particular solutions to the Camassa-Holm equation of a form v(t, x) = n i=1 p i (t)e −|x−qi(t)| , see [3] . Multipeakons play a similar role in the studies of the Camassa-Holm equation to the one played by solitons in KdV equation. The necessary conditions which have to be satisfied by p i and q i , so that a multipeakon is a solution of the Camassa-Holm equation, is that p i and q i solve the following Hamiltonian system, see [16] , q i = ∂H ∂pi p i = − ∂H ∂qi , where p = (p 1 , . . . , p n ) and q = (q 1 , . . . , q n ) are vectors, the quadratic Hamiltonian H is given by H(q, p) = 1/2E(q)p · p, and the matrix E(q) has entries E ij = e −|qi−qj | , i, j = 1, . . . , n. Such a symmetric matrix is nonnegative definite, regardless of the dimension, see for instance [5] . Moreover, it is known that the matrix E is positive definite, in particular invertible, if q i = q j , i, j = 1, . . . , n, i = j. In such cases an exact form of the inverse E −1 is known, see [5] . The dynamics of multipeakons, in particular their collisions, as well as the problem of (unique) continuation past a collision time, has been an area of intensive studies. Let us mention for instance [3] , where multipeakons have been introduced, [2] where the very detailed information concerning occurrence of collisions in terms of initial data has been given. The methods in [2] involve the inverse scattering. Holden and collaborators introduced some other methods to examine the dynamics of multipeakons, see for instance [15] for the detailed study of a case of two-peakon. Finally, let us mention that multipeakons obey the Hamiltonian dynamics (at least as long as the peaks of the multipeakon located at points q 1 (t), . . . , q n (t) do not collide, so that a Hamiltonian is regular enough). This allows the use of differential geometry methods to study the dynamics of multipeakons, see [5] , [16] . The present paper is a first step in a slightly different direction. The Hamilton-Jacobi equation describes the evolution of the wave propagation front of the trajectories of a Hamiltonian system. It is our goal to approach the study of multipeakons via such an approach. Moreover, Hamilton-Jacobi-like systems occur when dealing with optimal control problems related to multipeakons. Equation (1.1) is a Hamilton-Jacobi equation related to the Hamiltonian dynamics of multipeakons, with E ij = e −|qi−qj | . The two-dimensional case, being the subject of the present paper, is a first step to be made. Let us also mention the one-dimensional simplifications of (1.1) which are successfully studied in [6] . However, as noticed in [6] , the methods used there are peculiar to the one-dimensional setting. The higher-dimensional case requires more advanced approach.
In the present paper we address the question of existence of viscosity solutions to (1.1). In the problem we consider, the matrices E(x) are degenerate when x 1 = x 2 . Also, computing the Lagrangian related to the Hamiltonian H, we arrive at a singular one, blowing up at the points corresponding to the line q 1 = q 2 . Thus neither classical nor standard viscosity solution theory, see e.g. [1, 4, 7, 11, 12] , is applicable. We have to extend the methods using some tricks, which will lead us to the consideration of the associated optimal control problem having state equation with nonunique solutions. This will require some delicate and careful analysis.
We do not know if equation (1.1) has a unique viscosity solution. Uniqueness is typically a consequence of the comparison principle which guarantees that a viscosity subsolution stays below a viscosity supersolution (see [1, 7, 12] ). It is not difficult to see that a rather standard modification of a typical proof gives comparison principle for equation (1.1) in any dimension for bounded viscosity subsolutions and supersolutions which are α-Hölder continuous in the x-variable on every set R n × (0, T 1 ), 0 < T 1 < T , for some α > 1 2 . However, it is not expected that viscosity solutions to (1.1) admit such a high regularity. Indeed, in [6] explicit formulas for viscosity solutions to the one-dimensional simplification of (1.1) are found. One computes that they are exactly 1/2-Hölder continuous in space variable. Comparison principle would also work for bounded viscosity subsolutions and supersolutions if the matrices E(x) were positive definite for every x. More sophisticated results about comparison principles for more general equations containing (1.1) as a model equation can be found in [8, 9, 10] . However, since E(x) is only 1 2 -Hölder continuous here (see below) and may be degenerate, none of these results applies to our case.
Let us finally mention that our problem is degenerate enough that it does not obey the viability methods, designed to study Hamilton-Jacobi equations exactly when Lagrangians are infinite, see for instance [13] or [14] (the latter seems to be the reference covering the most general part of a theory). A straightforward computation shows that an assumption [14, (A2)] is not satisfied here. Moreover, viability approach does not seem to be extendable to our case without essentially new steps.
However, at least in the two-dimensional case, which is the subject of this paper, thanks to the particular form of E(x), we are able to use the theory of viscosity solutions despite the degeneracy. Several steps are required. First of all, since the matrices E(x) are nonnegative definite, we are in a position to define their square roots. Indeed, we have the exact formula for E(x),
Matrix E(x) is symmetric and E(x) = E(x) E(x), so we have
The latter information allows us to reformulate the problem (1.1) with the use of the Legendre-Fenchel transform. Namely, we have
where the last equality is due to the symmetry of E(x) and the fact that the supremum is attained. By the above, we rewrite (1.1) in the form
We substitute u(x, t) = −w(x, t) and get the following problem which is equiv-
Such a formulation is an initial step of our procedure. We will study the optimal control problem associated to (1.4) and its value function and show that it is a viscosity solution of (1.4). The problem is that E(x) is not Lipschitz continuous so the solutions of the state equations of our optimal control problem are not unique and we do not have uniform continuous dependence estimates with respect to the initial conditions for them. Thus the most difficult part is in proving the continuity of the value function. This will be achieved in Section 3 using the special structure of our problem and some new ad hoc ideas. Once the continuity is established, the rest of the paper will follow standard approach. We will prove the dynamic programming principle and use it to show that the value function is a viscosity solution of (1.4). This will be done in Section 4. Even though the material of Section 4 follows well known arguments which require only minor modifications here, we include full proofs of all results there to make the paper self-contained and easily accessible to readers who are not experts in the dynamic programming approach and the theory of viscosity solutions.
We recall the definition of viscosity solution of (1.4). We refer the readers to [1, 4, 7, 11, 12] for the basic theory of viscosity solutions, Hamilton-Jacobi-Bellman equations and their connections to optimal control and calculus of variations problems. Definition 1.1. We say that a bounded and upper semi-continuous function v :
if v − ϕ has a local maximum at (y 0 , t 0 ) ∈ R N × (0, T ), then ϕ t (y 0 , t 0 ) + min a∈R 2 E(y 0 )a · ∇ϕ(y 0 , t 0 ) + 1 2 |a| 2 ≥ 0.
We say that a bounded and lower semi-continuous function v :
A function v is a viscosity solution of (1.4) if it is a viscosity subsolution and a viscosity supersolution of (1.4).
Value function
In this section we introduce the optimal control problem associated to (1.4) and its value function, which is a candidate for a solution to (1.4) . We also collect some technical lemmas which will be needed in the rest of the paper. Fix 0 ≤ t 0 ≤ T and y 0 ∈ R 2 . The value function v : R 2 × [0, T ] → R is defined as the following Bolza problem:
where the infimum is taken over all measurable controls α : [0, T ] → R 2 and all solutions to the state equation
Notice that E(x) is only 1 2 -Hölder continuous. Hence, in general, solutions x(t) are not unique due to the lack of the Lipschitz condition. Indeed, one easily checks that solutions to (P (α, y 0 , t 0 )) lack uniqueness if y 0 belongs to the line {y 1 = y 2 }. Compare with (4) in the remark below.
Remark 2.1. (1) Note that the infimum in (2.1) is always finite, since for example α ≡ 0 is an admissible control.
(2) The infimum in (2.1) does not change if we restrict ourselves to controls α ∈ L 2 ((0, T ), R 2 ).
(3) In view of (2) above, we can only consider controls α ∈ L 2 (0, T ), R 2 . Hence using the embedding L 2 ((0, T ), R 2 ) ⊂ L 1 ((0, T ), R 2 ), for any y 0 and t 0 , there is an absolutely continuous function x : [t 0 , T ] → R 2 which solves (P (α, y 0 , t 0 )), see Theorem XVIII on page 121 of [17] .
(4) Note that in the case of Lipschitz continuous right-hand side of (P (α, y 0 , t 0 )) the above formulation of the optimal control problem becomes the usual one, see §10.3.2 of [11] .
We will need the following technical lemma. We will denote by B L 2 ((t0,T ),R 2 ) (r) the closed ball in L 2 ((t 0 , T ), R 2 ) centered at 0 with radius r > 0.
We assume that the sequence of controls (α n ) is bounded, in the sense that sup n≥1 α n L 2 ((tn,T ),R 2 ) ≤ r < ∞, and x n is any solution of (P (α n , y n , t n )), n ≥ 1. We define t := inf n≥0 {t n } (notice that t = t 0 only if there exist n such that t n < t 0 ) and
Then there are α 0 and x 0 such that (up to a subsequence)
where α 0 L 2 ((t,T ),R 2 ) ≤ r and x 0 is a solution of (P (α 0 , y 0 , t 0 )).
Proof. Certainly,α n ∈ B L 2 ((t,T ),R 2 ) (r), and so (up to a subsequence) we may assume that
Observe thatx n is a solution of (P (α n , y n , t)), i.e.,
x n (t) = y n + so {x n } is uniformly equicontinuous. By the Arzela-Ascoli theorem, {x n } is relatively compact in C([t, T ], R 2 ). Passing to a subsequence, we may assume
This shows that x 0 is a solution of (P (α 0 , y 0 , t)). On the other hand, since x n (t n ) = y n → y 0 and t n → t 0 , we obtain
x 0 (t 0 ) = y 0 , so x 0 is also a solution of (P (α 0 , y 0 , t 0 )).
The next lemma guarantees that the set over which we minimize in (2.1) can be restricted and a minimizer exists.
In other words, for all y 0 ∈ R 2 and t 0 ∈ [0, T ], the following equality holds:
where the minimium is taken over all controls α ∈ B L 2 ((t0,T ),R 2 ) (2 g L ∞ ) and all solutions x of (P (α, y 0 , t 0 )). Moreover, the value function v is bounded.
For every n ≥ 1, there is α n ∈ L 2 ((t 0 , T ), R 2 ) and a solution x n of (P (α n , y 0 , t 0 )) such that
Therefore, by (2.3), we obtain
and so, α n ∈ B L 2 ((t0,T ),R 2 ) (r), where r := 2 + 4 g L ∞ , n ≥ 1. Taking constant sequences y n = y 0 , t n = t 0 , n ≥ 1, and using Lemma 2.2, there is
and a solution x 0 of (P (α 0 , y 0 , t 0 )) such that (up to a subsequence)
.
But (2.4), the weak lower semi-continuity of the norm and
The last two inequalities combined give
We again use the weak lower semi-continuity of the norm and (2.5) to get
as claimed.
Remark 2.4. Note that in the above proof we could show that α n → α 0 (strongly) in L 2 ((t 0 , T ), R 2 ).
Continuity of the value function
In this section we prove one of the main results of the paper, the continuity of the value function. We begin with an auxiliary lemma. Its proof is divided into three steps which are technically different. The reason is that the regularity of the value function depends on whether x ∈ {x 1 = x 2 }, where E(x) becomes degenerate, or not.
tn t0 |α n (t)| 2 t . → 0,
x n (t 0 ) = y n , (4) x n (t n ) = y 0 .
Proof. Let y 0 = (y 1 0 , y 2 0 ), y n = (y 1 n , y 2 n ), x 0 = (x 1 0 , x 2 0 ), x n = (x 1 n , x 2 n ). We split the proof into three cases for convenience, depending whether y 0 and y n , a sequence approximating y 0 , are on the line y 1 = y 2 or not. Notice that the general case can be deduced by combining the three cases together. Case I:
(3.1) y 1 0 = y 2 0 and y 1 n = y 2 n , n ≥ 1.
We define
Obviously claim (1) holds. We define x n : [t 0 , t n ) → R 2 by the formula
Easy calculations show that x n is an absolutely continuous (even C 1 ) solution of the equation
Observe that x n (t n ) = lim t→t − n x n (t) = y 0 , so claim (4) is satisfied. We have
In particular x 1 n (t) = x 2 n (t), for t ∈ [t 0 , t n ), so E(x n (t)) −1 is well-defined and is given by
Hence, we may define α n :
Observe that E(x n (t))α n (t) = 1 (tn−t) 2 (y 0 − x n (t)), i.e., the right-hand side of (3.3). Hence claim (3) is satisfied.
All that remains is to show claim (2). Using (3.4) and (3.1), after some computations, we obtain
We have (3.7)
We estimate each of the above terms separately. Note that ρ n (t) ≥ 0 so
Next, we compute
Hence, the function h n has a negative derivative on [t 0 , t n ), provided that n is sufficiently large. Thus, h n attains maximum on [t 0 , t n ) at t 0 , and so we gain 
the last convergence holds due to (3.2). Next, note that I 2,n (t) = 1 2 ρ 2 n (t) (t n − t) 4 1 − e −ρn(t) .
Due to (3.1), ρ n (t) > 0 and using the inequality
we get
In view of (3.1) and since y n → y 0 , sup t∈[t0,tn) ρ n (t) → 0 as n → ∞. Hence, for sufficiently large n, we obtain
By (3.5) and the above inequality
We change the variables e − 1 tn −t = s and get tn t0
But |y 1 n − y 2 n | ≤ |y 1 n − y 1 0 | + |y 2 0 − y 2 n | due to (3.1). Hence, we obtain tn t0 Case II: y 1 0 = y 2 0 and y 1 n = y 2 n , n ≥ 1. Let t n := t 0 + √ 2|y 1 0 − y 1 n |. Obviously, (1) is satisfied. Let x n : [t 0 , t n ] → R 2 be the solution of (3.9)
x n (t 0 ) = y n .
Then, for t ∈ [t 0 , t n ],
Moreover, x n (t n ) = y 0 , so (4) is satisfied. We define α n : [t 0 , t n ] → R 2 by α n (t) = sgn(y 1
so (2) follows immediately. By (3.10), we have
Thus, for t ∈ [t 0 , t n ],
so (3) is satisfied.
Case III: y 1 0 = y 2 0 . We define t n := t 0 + |y 0 − y n |, so (1) holds. Without loss of generality we assume that y n = y 0 , n ≥ 1. Let x n : [t 0 , t n ] → R 2 be the solution of
and we see that (4) is satisfied. We define α n : [t 0 , t n ] → R 2 by α n (t) :
For sufficiently large n, x n ([t 0 , t n ]) ⊂ B(y 0 , δ), where δ > 0 is chosen so small that
As a result, the matrix E(x n (t)) −1 is well-defined and its coefficients are bounded by some constant uniformly with respect to n and t ∈ [t 0 , t n ]. Thus, we have
for a suitable constant c > 0. This immediately implies (2) . By the very definition of α n and by (3.11) we obtain (3).
We now have the necessary technical tools to prove the continuity of the value function. We begin with the upper semi-continuity. Proof. First, we show that v is upper semi-continuous with respect to the yvariable. Fix y 0 ∈ R 2 and t 0 ∈ [0, T ) (the case t 0 = T is trivial). We choose y n → y 0 such that lim n→∞ v(y n , t 0 ) = lim sup y→y0 v(y, t 0 ).
We aim to prove the following inequality
By Lemma 2.3, there is α 0 ∈ L 2 ((0, T ), R 2 ) and a solution x 0 of (P (α 0 , y 0 , t 0 )) such that
Since y n → y 0 , we apply Lemma 3.1 and obtain (t n ), (α n ) and (x n ) such that
Clearly,x n is absolutely continuous and is a solution of (P (α n , y n , t 0 )), hence
Using the properties of t n ,α n andx n , we obtain
g(x n (T )) = g(x 0 (T − t n + t 0 )) → g(x 0 (T )).
Thus, (3.14), the above convergences and (3.13), yield lim n→∞ v(y n , t 0 ) ≤ v(y 0 , t 0 ).
We now show that v is upper semi-continuous with respect to both variables. Fix (y 0 , t 0 ) and (y n , t n ) ∈ R 2 × [0, T ] such that (y n , t n ) → (y 0 , t 0 ) and lim n→∞ v(y n , t n ) = lim sup (y,t)→(y0,t0) v(y, t).
We will show that lim n→∞ v(y n , t n ) ≤ v(y 0 , t 0 ).
Note that
By the first part of the proof v is upper semicontinuous with respect to y, so lim sup n→∞ J n ≤ 0. Thus, if we show that lim sup n→∞ I n ≤ 0, we are done. To deal with I n we consider two cases. Case I: t n → t − 0 . For every n ≥ 1, by Lemma 2.3, there are a control α n and a solution x n of (P (α n , y n , t 0 )) such that
We defineα
Obviously,x n is a solution of (P (α n , y n , t n )), so by (2.1), v(y n , t n ) ≤ 1 2
T tn |α n (s)| 2 s . − g(x n (T )).
Consequently, we have v(y n , t n ) ≤ 1 2
T t0 |α n (s)| 2 s . − g(x n (T )) = v(y n , t 0 ).
where the last identity follows by (3.16) . Hence, I n ≤ 0, for n ≥ 1. Case II: t n → t + 0 . For every n ≥ 1, by Lemma 2.3, there exist α n ∈ B L 2 ((t0,T ),R 2 ) (2 g L ∞ ) and a solution x n of (P (α n , y n , t 0 )) such that
|α n (s)| 2 s . − g(x n (T )).
We define, for t ∈ [t n , T ],α n (t) := α n (t − t n + t 0 ) x n (t) := x n (t − t n + t 0 ).
Thenx n is a solution of (P (α n , y n , t n )), so
Let us choose a subsequence (y n k , t n k ) such that
Since y n k → y 0 , α n k ∈ B L 2 ((t0,T ),R 2 ) (2 g L ∞ ) and x n k is a solution of (P (α n k , y n k , t 0 )), by Lemma 2.2, {x n k } is relatively compact in C([t 0 , T ], R 2 ). After passing to a subsequence (still denoted by x n k ) we may assume that
. Then, by (3.17) and (3.18), for every k ≥ 1, v(y, t).
We will show that lim n→∞ v(y n , t n ) ≥ v(y 0 , t 0 ).
For every n ≥ 1, by Lemma 2.3, there are α n ∈ B L 2 ((tn,T ),R 2 ) (2 g L ∞ ) and a solution x n of (P (α n , y n , t n )) such that v(y n , t n ) = 1 2
We use Lemma 2.2 and its notation. We may assume, after passing to a subsequence, thatα
, and x 0 is a solution of (P (α 0 , y 0 , t 0 )). By the above and using the properties of α n k ,x n k and t, we obtain
where we used the weak lower semi-continuity of the norm and (2.1).
We conclude this section with a theorem summarizing the obtained results.
Theorem 3.4. If g is continuous and bounded, then the value function v :
Proof. See Theorems 3.2, 3.3 and Lemma 2.3.
The PDE for the value function
This section is rather standard and follows well known arguments which require only minor modifications. However we include the proofs to make the paper self-contained and make it easily readable by people who are not experts in the dynamic programming approach and the theory of viscosity solutions. We first show the dynamic programming principle which is the key step in the proof that the value function is a viscosity solution to the Hamilton-Jacobi equation. The proof of the dynamic programming principle below follows the proof of Theorem 1, §10.3 of [11] . 
where the infimum is taken over all measurable controls α and all solutions x of (P (α, y 0 , t 0 )). Proof. Fix any square integrable control α 1 and any solution x 1 of (P (α 1 , y 0 , t 0 )). By Lemma 2.3, there is some control α 2 and a solution x 2 of (P (α 2 , x 1 (t 0 + h), t 0 + h)) such that
We define the control α 3 : [t 0 , T ] → R 2 and the function x 3 : [t 0 , T ] → R 2 as follows
It is straightforward to see that x 3 is absolutely continuous and solves (P (α 3 , t 0 , y 0 )).
where the last equality follows from (4.1). Since the control α 1 and the solution x 1 of (P (α 1 , y 0 , t 0 )) was arbitrary, we obtain
where the infimum is taken over all measurable controls α and all solutions x of (P (α, y 0 , t 0 )) (see Remark 4.2) . We now prove the opposite inequality. By Lemma 2.3, there is a control α 4 and a solution x 4 of (P (α 4 , y 0 , t 0 )) such that v(t 0 , y 0 ) = T t0 1 2 |α 4 (t)| 2 t . − g(x 4 (T )).
Note that the restriction x 4 | [t0+h,T ] is a solution of (P (α 4 , x 4 (t 0 + h), t 0 + h))),
Gathering the above, we get v(y 0 , t 0 ) =
Hence, taking the infimum over all controls α and all solutions x of (P (α, y 0 , t 0 )) yields 
where the minimum is taken over all controls α with α L 2 ((t0,T ),R 2 ) ≤ 2 g L ∞ and all solutions x of (P (α, y 0 , t 0 )).
and a solution x 0 of (P (α 0 , y 0 , t 0 )) such that
|α 0 (s)| 2 ds − g(x 0 (T )).
Since x 0 is some solution of (P (α 0 , y 0 , t 0 )), Lemma 4.1 implies that
Combining (4.2) and (4.3), we obtain
On the other hand, x 0 |[t 0 + h, T ]] is a solution of (P (α 0 , x 0 (t 0 + h), t 0 + h)), and so, by the definition,
and, in view of (4.2), the proof of the corollary is complete.
We can now prove that the value function is a viscosity solution to the Hamilton-Jacobi equation. The proof follows standard arguments (see for instance [1, 11, 12] ) with some adjustments to comply with our case. Proof. The value function v is continuous and bounded by Theorem 3.2. By the very definition (2.1), we get v(y, T ) = −g(y), y ∈ R 2 .
Let ϕ ∈ C 1 (R 2 × (0, T )) be such that (4.4) v − ϕ has a local maximum at (y 0 , t 0 ) ∈ R 2 × (0, T ).
We claim that
Let a 0 ∈ R 2 be arbitrary. We consider the constant control α(t) = a 0 , t 0 ≤ t ≤ T and some solution x of the equation
We notice that x(t) → y 0 as t → t 0 . By Lemma 4.1, since x is a solution of (P (α, y 0 , t 0 )), ϕ t (x(t), t) + E(x(t))a 0 · ∇ϕ(x(t), t) t . .
Letting h → 0 above we thus obtain ϕ t (y 0 , t 0 ) + E(y 0 )a 0 · ∇ϕ(y 0 , t 0 ) + 1 2 |a 0 | 2 ≥ 0 which gives (4.5) since a 0 was arbitrary. We now assume that v − ϕ has a local minimum at some point (y 0 , t 0 ) ∈ R 2 × (0, T ), where ϕ ∈ C 1 (R 2 × (0, T )). We will show that (4.6) ϕ t (y 0 , t 0 ) + min a∈R 2 E(y 0 )a · ∇ϕ(y 0 , t 0 ) + 1 2 |a| 2 ≤ 0.
Suppose this is not the case. Then, there is θ > 0 such that (4.7) ϕ t (y 0 , t 0 ) + min a∈R 2 E(y 0 )a · ∇ϕ(y 0 , t 0 ) + 1 2 |a| 2 > θ.
Recall that min a∈R 2 E(y 0 )a · ∇ϕ(y 0 , t 0 ) + 1 2 |a| 2 = − 1 2 E(y 0 )∇ϕ(y 0 , t 0 ) 2 , see (1.3). The above equality shows that left-hand side of (4.7) is continuous, therefore there is δ 1 > 0 such that (4.8)
|y − y 0 | + |t − t 0 | < δ 1 =⇒ ϕ t (y, t) + min a∈R 2 E(y)a · ∇ϕ(y, t) + 1 2 |a| 2 > θ ⇐⇒ ∀a ∈ R 2 ϕ t (y, t) + E(y)a · ∇ϕ(y, t) + 1 2 |a| 2 > θ.
By our assumption, there is 0 < δ 2 < δ 1 such that (4.9) |y − y 0 | + |t − t 0 | < δ 2 =⇒ v(y, t) − v(y 0 , t 0 ) ≥ ϕ(y, t) − ϕ(y 0 , t 0 ).
There is 0 < h < δ 2 /2 such that for any control α ∈ B L 2 ((t0,T ),R 2 ) (2 g L ∞ ) and any solution x of (4.10) ẋ(t) = E(x(t))α(t), t 0 < t < T, x(t 0 ) = y 0 , we have (4.11) t ∈ [t 0 , t 0 + h] =⇒ |x(t) − y 0 | < δ 2 /2.
Indeed, take some α ∈ B L 2 ((t0,T ),R 2 ) (2 g L ∞ ) and some solution x of (4.10). Then, for t ∈ [t 0 , T ], |x(t) − y 0 | ≤ [ϕ t (x(t), t) + ∇ϕ(x(t), t) ·ẋ(t)] t .
= t0+h t0 ϕ t (x(t), t) + E(x(t))α(t) · ∇ϕ(x(t), t) t . .
for any control α ∈ B L 2 ((t0,T ),R 2 ) (2 g L ∞ ) and any solution x of (4.10). By Corollary 4.3, there is α ∈ B L 2 ((t0,T ),R 2 ) (2 g L ∞ ) and a solution x of (4.10) such that (4.13) v(y 0 , t 0 ) = 1 2 t0+h t0 |α(t)| 2 t . + v(x(t 0 + h), t 0 + h).
Combining (4.12) and (4.13) yields t0+h t0 ϕ t (x(t), t) + E(x(t))α(t) · ∇ϕ(x(t), t) + 1 2 |α(t)| 2 t . ≤ 0.
On the other hand, by (4.8), we get t0+h t0 ϕ t (x(t), t) + E(x(t))α(t) · ∇ϕ(x(t), t) + 1 2 |α(t)| 2 t . > θh which is a contradiction. Thus (4.6) holds.
