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The Lieb-Schultz-Mattis (LSM) theorem and its generalizations forbids the existence of a unique
gapped ground state in the presence of certain lattice and internal symmetries and thus imposes
powerful constraints on the low energy properties of quantum many-body systems. We provide
an elementary proof of a class of generalized LSM theorems in 1D using matrix product state
representations and the representation theory of groups.
I. INTRODUCTION
One of the central goals of condensed matter physics is
to determine the collective properties of a large number
interacting particles that make up various materials of
interest. Of particular interest are quantum materials
where the particle interactions are dominated by the laws
of quantum mechanics. Recall that to specify a quantum
system, we need to specify two classes of information:
1. Kinematics: Spatial dimensions, Hilbert space,
particle statistics and global symmetries.
2. Dynamics: The Hamiltonian which is local and in-
variant under symmetries.
The properties of quantum materials are encoded in the
low energy properties of its Hamiltonian i.e. the ground
state and ‘light’ excitations. However, determining these
is generally a very hard task. This is because the Hilbert
space of the system grows exponentially with the number
of particles and in thermodynamic limit, as the number
of particles approaches infinity, the problem becomes in-
tractable unless the Hamiltonian has special properties.
An example of such a special case is when we consider
non-interacting electrons which is a fairly accurate de-
scription of several metals and insulators. In this case,
the Hilbert space we consider is that of fermions living
on sites of some lattice whose dynamics is governed by
the following tight-binding Hamiltonian:
Htb = −
∑
i,j,α,β
tijαβ c
†
iαcjβ + h.c. (1)
Here, c†iα and ciα are the creation and annihilation op-
erators for fermions at site i = 1 . . . L and of flavor
α = 1 . . . F , L is the number of sites on the lattice and F
is the number of flavours per site (eg: orbitals or spin).
Htb is a hermitian matrix of size F
L × FL that grows
exponentially with system size and hence seemingly hard
to analyze. However, it is easily solved by simply di-
agonalizing the first quantized Hamiltonian tijαβ whose
size, LF × LF grows quadratically with L and is vastly
simpler to diagonalize than the original Htb. If present,
translation invariance simplifies the problem even further
and reduces it to diagonalizing a system size indepen-
dent family of Bloch Hamiltonians, H(~k) parametrized
by crystal momenta, ~k whose energies, called bands al-
lows us to determine if the Hamiltonian (1) is describing
a metal or insulator depending on whether the ground
state of Htb corresponds to partially or fully filled energy
bands.
This simplification is lost if we are studying strongly
coupled quantum matter where interactions between the
electrons cannot be ignored. A very important example is
the so-called Hubbard model which describes spinful elec-
trons on a lattice with on-site repulsion and is believed
to be a good candidate to describe phenomena ranging
from magnetism to high-temperature superconductivity.
HHub = −t
∑
〈i,j〉,σ
c†i,σcj,σ + h.c+U
∑
i
c†i,↑ci,↑c
†
i,↓ci,↓ (2)
For large U >> t the low-energy physics is approximated
by the Heisenberg quantum antiferromagnet (QAF)
HQAF = J
∑
〈i,j〉
~Si.~Sj (3)
where, Sm are the spin-half generators of the angular mo-
mentum algebra. Obtaining the low-energy properties of
(3) and other such spin models is a problem of great in-
terest and in 1961, Lieb, Schultz and Mattis (LSM) were
concerned with the case of the one-dimensional version
of the spin-half QAF (3)
H = J
∑
i
~Si.~Si+1. (4)
In a very important work1, they were able to prove that
the spectrum of eq (4) was gapless. Soon after, Majum-
dar and Ghosh2 were able to show that with the following
next-nearest-neighbor coupling to the spin half QAF,
H = J
∑
i
~Si.~Si+1 +
J
2
∑
i
~Si.~Si+2, (5)
the spectrum now becomes gapped but with a two-
fold ground state degeneracy due to spontaneous sym-
metry breaking. Finally, in a vast generalization of
LSM’s results, Haldane3,4 argued that any half-odd-
integer spin QAF is gapless whereas the integer spin QAF
was gapped. All these results and their generalizations5,6
state that when certain lattice symmetries and half-odd-
integer spin rotation symmetries are present, the ground
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2state can never be unique and gapped but can be gap-
less or degenerate (either due to symmetry breaking or
topological ordering).
In a seemingly unrelated study, it was found that
there existed symmetry broken phases with ‘incompati-
ble’ symmetries separated by a Landau forbidden decon-
fined quantum critical (DQC) phase transition7. More
recently, these types of phase transitions were also found
to occur on the boundaries of certain exotic phases called
symmetry protected topological (SPT) phases8.
The modern synthesis of all these works is a novel way
to understand these exotic phenomena. Instead of fo-
cusing the Hamiltonian which governs the dynamics of
these system, it is now understood that DQC transitions,
boundary phenomena of SPT phases as well as LSM the-
orems are the result of the kinematics of the systems-
the symmetries are realized in a manner that is anoma-
lous9–11. This anomaly obstructs the possibility of a triv-
ial phase with a unique gapped ground state as well as
facilitate Landau forbidden phase transitions.
In this paper, we provide an elementary proof of LSM
theorems in 1D using only kinematics by exploiting the
powerful technology of matrix product state represen-
tations. This gives us a clear setting where the notion
of anomalous symmetries can be concretely understood.
The paper is organized as follows: in sec (II), we re-
view the essential features of matrix product states with
a particular focus on the implementation of symmetries,
in sec (III) we prove the theorem for the specific case of
on-site spin-half rotation symmetry and in sec (IV), we
prove the general theorem. Finally, in sec (V), we put
these results in perspective with regard to known mod-
els and phase diagrams. Intermediary lemmas as well
as additional mathematical details are relegated to the
appendices.
II. MATRIX PRODUCT STATE
REPRESENTATIONS OF QUANTUM GROUND
STATES
Let H be a quantum Hamiltonian acting on the Hilbert
space of a one-dimensional spin chain of d-level spins (qu-
dits). Let |ψ〉 be its ground state which we can expand
in some local basis as
|ψ〉 =
∑
m1,m2,...mL
cm1m2...mL |m1,m2, . . .mL〉. (6)
Determining |ψ〉 typically requires specifying dL i.e. an
exponentially large number of coefficients cm1m2...mL .
For one-dimensional gapped spin chains however, there
exist rigorous results that prove that |ψ〉 can be efficiently
represented as a matrix product state (MPS)5,12
cm1m2...mL = Tr[A
m1
1 A
m2
2 . . . A
mL
L ] (7)
Amii are finite matrices whose dimensions does not scale
with system size. The MPS can be visualized as fig (1. In
FIG. 1. Graphical representation of MPS
this representation, several features one 1D gapped sys-
tems like area-law scaling of entanglement entropy and
finiteness of correlation length becomes manifest. MPS
representations are at the heart of powerful numerical
techniques like DMRG13 and TEBD14 and have also facil-
itated several analytical breakthroughs including a com-
plete classification of gapped phases in 1D15,16.
Another advantage of MPS representations is that
global symmetries can be easily incorporated and imple-
mented. If |ψ〉 is left invariant under the action of global
symmetries, this translates into conditions that the ma-
trices Amii have to satisfy. Let us consider two classes of
global symmetries that would be relevant to this paper.
First, if the state |ψ〉 is invariant under lattice transla-
tions |mi〉 7→ |mi+1〉, it can be shown that the matrices
can be made site independent i.e. Amii ≡ Ami so |ψ〉
can be written in a form that is manifestly translation
invariant12 as shown in fig (2)
FIG. 2. Translation invariant MPS
|ψ〉 =
∑
m1,...mL
Tr[Am1Am2 . . . AmL ]|m1,m2, . . .mL〉 (8)
Secondly, if the state is invariant under the action of an
on-site symmetry i.e. a unitary rotation of each spin by
the same operator of the form U(g) =
⊗L
i=1D(g), the
invariance condition U(g)|ψ〉 = |ψ〉 can be imposed on
the matrices Amii
15,16 as follows (and visualized as shown
in fig (3))
FIG. 3. MPS invariant under on-site symmetry
∑
n
D(g)mnA
n
i = V
†
i−1(g)A
m
i Vi(g) (9)
In the presence of both on-site and lattice transla-
tion symmetries, when the MPS matrices are site-
independent, the condition of eq (9) takes on a simpler
form as shown in fig (4)
3FIG. 4. Translation invariant MPS with on-site symmetry
∑
n
D(g)mnA
n = V †(g)AmV (g) (10)
Finally, if the ground state is unique, the matrices also
satisfy the so-called injectivity condition. This rather
technical condition is defined as follows: for any matrix
M acting on the bond Hilbert space i.e. the Hilbert space
in which the matrices the A live (sometimes also referred
to as virtual Hilbert space), there exists a finite integer
value I∗ such that for I > I∗, the map ΓI defined below
is injective
ΓI(M) =
∑
m1,...mI
Tr[MAm1 . . . AmI ]|m1, . . .mI〉 (11)
Put simply, this condition means that there exists some
finite value I∗ such that for I > I∗,
M1 6= M2 =⇒ ΓI(M1) 6= ΓI(M2) (12)
i.e. there are no two distinct matricesM1 6= M2 such that
ΓI(M1) = ΓI(M2). Another consequence of injectivity is
that the so-called transfer matrix,
T =
∑
m
Am ⊗ (Am)∗ (13)
has a unique largest eigenvalue, which, if set to 1, ensures
normalization of |ψ〉 in the thermodynamic limit. We will
assume throughout this paper that all injective MPS are
normalized in this manner.
In the following sections, we will see that 1D LSM the-
orems follow from the mutual incompatibility of the con-
ditions imposed by on-site symmetry and lattice transla-
tions on Am matrices with that of injectivity.
III. THE PROOF FOR THE SO(3) INVARIANT
CASE
Let us first look at the canonical setting where the
LSM theorem was originally proved. This sets the lan-
guage using the representation theory of SO(3) which is
well known from the quantum theory of angular momen-
tum17 which we will eventually generalize to arbitrary
symmetry groups.
Hamiltonians (4) and (5) have lattice translation sym-
metry as well as spin-rotation symmetry, SO(3) gener-
ated by U(g) =
⊗L
i=1D(g) where D(g) = exp (inˆ.~σ
θ
2 )
are the spin-half rotation matrices. In this setting, we
can prove the following theorem
Theorem 1. A spin chain with lattice translation invari-
ance and half-odd-integer spin rotation symmetry cannot
have a unique gapped ground state.
Proof. We prove this by contradiction. Let the J be the
total angular momentum of the physical spin that takes
some half-odd-integer value. The spin has 2J+1 internal
states which are labeled by the azimuthal quantum num-
ber m = −J, . . . ,+J . Let us now assume that there does
exist a unique gapped ground state. This would mean
that this ground state can be expressed as an MPS (7)
invariant under translation and on-site symmetries i.e.
+J∑
n=−J
D(g)mnA
n = V †(g)AmV (g) (14)
and satisfying the injectivity condition of eq (12). D(g)
is the (2J + 1)× (2J + 1) dimensional spin-J irreducible
representation (irrep) of SU(2). We can choose an appro-
priate basis such that V (g) are also block diagonalized
into different angular momentum sectors and examine
the matrix elements of Am in this basis. Eq (14) tells us
that Am is a tensor operator and thus its matrix elements
are constrained by the Wigner-Eckart theorem17 as
〈jα,mα, dα|Am|jβ ,mβ , dβ〉
= 〈J,m; jβ ,mβ |jα,mα〉〈jα, dα||Am||jβ , dβ〉 (15)
where 〈J,m; jβ ,mβ |jα,mα〉 are the Clebsch-Gordan
(CG) coefficients corresponding to the fusion of angu-
lar momenta J ⊗ jβ → jα and 〈jα, dα||Am||jβ , dβ〉 are
undetermined just from symmetry but are independent
of azimuthal quantum numbers. In general, the bond
Hilbert space can contain multiple copies of same irrep
which is labeled by dα and dβ .
Injectivity (12) constrains the bond angular momenta,
jα and jβ to either be only integer or only half-odd-
integer valued but not both. For ease of reading, we
prove this in appendix (A) (see lemma (1)). The proof of
the theorem now follows easily. Since the physical spin J
is half-odd-integer, the rules of addition of angular mo-
menta17,
J⊗ jβ = |J− jβ |⊕ |J− jβ |+1⊕ . . . |J+ jβ |−1⊕|J+ jβ |,
(16)
tells us that there are no fusion channels J ⊗ jβ → jα for
jα and jβ both being either integer or half-odd integer.
For example, consider physical spin J = 12
1
2
⊗ jβ =
∣∣∣∣jβ − 12
∣∣∣∣⊕ ∣∣∣∣jβ + 12
∣∣∣∣ (17)
it is clear that if jβ is integer, the RHS above contains
half-odd-integers and if jβ is half-odd-integer, the RHS
contains only integers. This means that all CG coeffi-
cients, 〈J,m; jβ ,mβ |jα,mα〉 vanish as do the matrices
Am and finally the state |ψ〉 itself! This means that
our assumption of the existence of a unique symmetric
4ground state that can be described by an injective MPS
was wrong.
On the other hand, if the physical spin J was integer,
fusion channels J ⊗ jβ → jα exist for both jα and jβ
being integers or half-odd-integer and there is nothing
obstructing the existence of a fully symmetric gapped
ground state.
We just proved that a spin chain with lattice transla-
tion invariance and half-odd-integer spin rotation sym-
metry cannot have a unique gapped ground state. We
now list possible alternatives for the low-energy proper-
ties.
Corollary 1. A spin chain with lattice translation in-
variance and half-odd-integer spin rotation symmetry can
be either gapless or evenly degenerate with spontaneously
broken translation symmetry.
Proof. It was shown in theorem (1) that lattice trans-
lations and spin rotations are not compatible with the
existence of an injective MPS. One possibility is that the
ground state simply does not have an MPS description
meaning the system is gapless as in the case of the QAF
of eq (4). Another is that the system has a gapped spec-
trum but the ground state is not unique. This is possible
when symmetry is spontaneously broken. Here, an MPS
description for the vectors of the ground space is possible
but they are generally not injective. Since the Coleman-
Mermin-Wagner theorem18,19 forbids spontaneous break-
ing of spin rotation symmetry, the only other allowed pos-
sibility is translation symmetry breaking as in the case
of the MG model of eq (5).
Let us consider the spontaneous breaking of single-site
translation (Z) to two-site translation symmetry (2Z)
with SO(3) intact. The ground state degeneracy (GSD)
is |Z/2Z| = 2. Assuming that the length of the spin chain
is even (which we do henceforth), it is known that any
general vector in this two-dimensional ground space has
the following non-injective MPS representation16,20:
|ψ〉 =
∑
m1...mL
Tr[Θ Cm1Dm2 . . . CmL−1DmL ]
|m1,m2, . . .mL〉. (18)
Here, Cm and Dm matrices are block-diagonal as follows
with the number of blocks being equal to the GSD
Cm =
(
Am 0
0 Bm
)
, D =
(
Bm 0
0 Am
)
, (19)
Am and Bm matrices satisfy injectivity and
Θ =
(
α1 0
0 β1
)
with |α|2 + |β|2 = 1. (20)
Θ commutes with Cm and Dm and hence its location
in the MPS string is irrelevant. That the MPS of
eq (18) is not injective can be seen by observing that
ΓI(ΘM) = ΓI(MΘ) even when ΘM 6= MΘ for any I21.
FIG. 5. 2-site translation invariant MPS basis states
The ground state vector of eq (18) can be rewritten in a
more conventional form:
|ψ〉 = α|ψA〉+ β|ψB〉 (21)
|ψA〉 =
∑
m1...mL
Tr[Am1Bm2 . . . AmL−1BmL ]|m1 . . .mL〉
|ψB〉 =
∑
m1...mL
Tr[Bm1Am2 . . . BmL−1AmL ]|m1 . . .mL〉.
This tells us that the two-dimensional ground space can
be spanned by two basis states, |ψA〉 and |ψB〉, or-
thonormal in the thermodynamic limit, each of which
have an injective MPS representation. As expected, the
broken symmetry generator i.e. single site translation
|mi〉 7→ |mi+1〉 converts one basis state to the other
|ψA〉 7→ |ψB〉. We can now look at how the unbroken
SO(3) is implemented on the basis states. Invariance
of |ψA〉 under the action of the SO(3) transformation,
U(g) =
⊗
iD(g) implies
+J∑
n=−J
D(g)mnA
n = V †(g)AmW (g) (22)
+J∑
n=−J
D(g)mnB
n = W †(g)BmV (g). (23)
If we now redefine the MPS grouping pairs of original
FIG. 6. SO(3) transformation of 2-site translation invariant
MPS basis states
spins, we can write |ψA〉 and |ψB〉 in a translationally
5invariant form
|ψA〉 =
∑
m1...mL
Tr[Km1m2 . . .KmL−1mL ]|m1 . . .mL〉,
|ψB〉 =
∑
m1...mL
Tr[Lm1m2 . . . LmL−1mL ]|m1 . . .mL〉(24)
where, as shown in fig (7)
Kmn ≡ AmBn, Lmn ≡ BmAn, (25)
Finally, we perform a local basis change to relabel each
pair of original spins into distinct angular momentum
sectors i.e.
FIG. 7. 2-site MPS redefinition
|m1,m2〉 =
2J∑
j=0
+j∑
m=−j
〈j,m|m1,m2〉|j,m〉 (26)
using which we can write |ψA〉 and |ψB〉 as
|ψA〉 =
∑
{ji,mi}
Tr[Kj1m1 . . .K
jL
2
mL
2 ]|j1m1 . . . jL
2
mL
2
〉,
|ψB〉 =
∑
{ji,mi}
Tr[Lj1m1 . . . L
jL
2
mL
2 ]|j1m1 . . . jL
2
mL
2
〉
where
Kjm =
∑
m1m2
〈j,m|m1,m2〉Km1m2 (27)
Ljm =
∑
m1m2
〈j,m|m1,m2〉Lm1m2 . (28)
The length of the chain is now half the original and the
local spins are (2J + 1)2 dimensional which we have re-
duced into different j sectors. j is now only integer valued
and varies from 0, 1, . . . 2J . The change of basis block-
diagonalizes the two-site SO(3) transformation matrices
as follows
D(g)⊗D(g) basis change−−−−−−−−→
2J⊕
j=0
Dj(g) (29)
We can now impose the invariance of the injective, trans-
lation invariant basis states under SO(3) transforma-
tions:
FIG. 8. SO(3) transformation on redefined MPS
2J∑
j=0
+j∑
n=−j
Dj(g)mnK
jn = V †(g)KjmV (g), (30)
2J∑
j=0
+j∑
n=−j
Dj(g)mnL
jn = W †(g)LjmW (g). (31)
Once again, invoking the Wigner-Eckart theorem, we can
write the matrix elements of K and L matrices as
〈jα,mα, dα|Kjm|jβ ,mβ , dβ〉
= 〈j,m; jβ ,mβ |jα,mα〉〈jα, dα||Kjm||jβ , dβ〉 (32)
〈jα,mα, dα|Ljm|jβ ,mβ , dβ〉
= 〈j,m; jβ ,mβ |jα,mα〉〈jα, dα||Ljm||jβ , dβ〉 (33)
Now, since j is integer, the CG coefficients
〈j,m; jβ ,mβ |jα,mα〉 exist and there is no problem.
Thus, for half-odd-integer spin chains, a two-fold-
degenerate gapped ground state is possible retaining
SO(3) invariance but breaking translation invariance to
two-site translation invariance.
This result can easily be generalized to prove that if
single site translation invariance Z is broken to even-site
translation invariance 2nZ, a 2n fold SO(3) invariant
ground space is possible following the same arguments as
above because fusing an even number of half-odd-integer
spins can be CG decomposed to give only integer spins.
However, if translation invariance Z is broken to odd-site
translation invariance (2n+1)Z, a 2n+1-fold degenerate
ground state with a gap is not possible because fusing an
odd number of half-odd-integer spin, upon CG decompo-
sition results in only half-odd-integer spins and the argu-
ments of theorem (1) would again lead to the vanishing
of the MPS.
IV. PROOF OF THE GENERAL CASE
We now state and prove a generalization of theorem (1)
where the group SO(3) is generalized to any group G,
integer representations are generalized to so-called linear
6representations of G and half-integer representations are
generalized to so-called projective representations of G.
We briefly review projective and linear representations
now and direct the reader to appendix (B) for more de-
tails.
A linear representation of G is an assignment of an
invertible complex matrix, M(g) for each element g ∈ G
such that they are compatible with group multiplication
as follows
M(g)M(h) = M(gh) (34)
A projective representation is an assignment of an in-
vertible complex matrix, V (g) for each element g ∈ G
such that group multiplication holds only upto a complex
phase
V (g)V (h) = ω(g, h)V (gh) (35)
Projective representations are familiar in point-particle
quantum mechanics because, given the Hilbert space of
the system, physical states correspond to the rays in the
Hilbert space and thus, even if the vectors transform as
a projective representation, all observables transform as
linear representations. Let us state a few important facts
about projective representations.
1. In general, the complex phases ω(g, h) cannot be
removed by rephasing V (g) 7→ eiθgV (g).
2. Different classes of projective representations
can be assigned elements of an Abelian group,
H2(G,U(1)). Linear representations of G corre-
spond to the identity element, e ∈ H2(G,U(1)).
3. The group multiplication law of H2(G,U(1)) is re-
flected in the fusion rules of the projective repre-
sentations of G.
4. The linear and projective representations of G can
be lifted to the linear representation of a covering
group, G˜.
As an example, G = SO(3) has one class of linear repre-
sentations (integer spins) and one class of projective rep-
resentations (half-odd-integer spins) both of which can be
lifted to linear representations of G˜ = SU(2). The group
structure of H2(SO(3), U(1)) = Z2 and is reflected in
the fact that fusion of integer and half-odd-integer irreps
of SU(2) has a Z2 structure. Let us see this in detail.
Let us represent the class of half-odd-integers irreps as[
1
2
]
and the class of integer irreps as [1]. The claim is
that each of these classes can be assigned one element of
±1 ∈ Z2 as follows
[1]→ +1,
[
1
2
]
→ −1 (36)
and the Z2 group structure is reflected in the fusion rules
as follows
[1]⊗ [1] ∈ [1]
[1]⊗ [ 12] ∈ [ 12][
1
2
]⊗ [1] ∈ [ 12][
1
2
]⊗ [ 12] ∈ [1]
→

+1×+1 = +1
+1×−1 = −1
−1×+1 = −1
−1×−1 = +1
 (37)
We now state and prove the general theorem. We retain
notations used in the proof of theorem (1) for conve-
nience.
Theorem 2. A spin chain with lattice translation in-
variance and a projectively realized on-site G symmetry
cannot have a unique gapped ground state.
Proof. We prove this by contradiction following the steps
used in proving theorem (1). Let us assume that there
does exist a unique gapped ground state with an MPS
representation of the form (10) invariant under on-site
and translation symmetries:
|J|∑
n=1
D(g)mnA
n = V †(g)AmV (g) (38)
and satisfying the injectivity condition of eq (12). We as-
sume that the physical spin transforms as an irrep, which
we label J that belongs to some non-trivial class of pro-
jective representations i.e.
[J ] = ωJ ∈ H2(G,U(1)), ωJ 6= e. (39)
m labels its internal states m = 1, 2, . . . , |J | and D(g)
is the |J | × |J | matrix representation of the group ele-
ments22. We can choose an appropriate basis such that
V (g) are block diagonalized into different irrep sectors
to examine the matrix elements of Am. Just like in the
case of SO(3), the matrix elements are constrained by an
equivalent of the Wigner-Eckart theorem23,24:
〈jα,mα, dα|Am|jβ ,mβ , dβ〉
= 〈J,m; jβ ,mβ |jα,mα〉〈jα, dα||Am||jβ , dβ〉. (40)
〈J,m; jβ ,mβ |jα,mα〉 are the Clebsch-Gordan coefficients
corresponding to the fusion of irreps J ⊗ jβ → jα
and 〈jα, dα||Am||jβ , dβ〉 are undetermined from symme-
try but are independent of m. The bond Hilbert space
can contain multiple copies of same irrep which is labeled
by dα and dβ .
Injectivity constrains the bond irreps jα, jβ to belong
to a definite class of projective representations i.e. be
labeled by a specific element of ω ∈ H2(G,U(1)) such
that [jα] = [jβ ] = ω. This is proven in lemma (2) of
appendix(A). For the CG coefficients 〈jα, dα||Am||jβ , dβ〉
to exist, the corresponding fusion J ⊗ jβ → jα should be
consistent with the multiplication of the group elements
of H2(G,U(1)) that labels the irreps i.e.
[J ]⊗ [jβ ] ∈ [jα] =⇒ ωJ × ω = ω (41)
Clearly, eq (41) is only consistent with ωJ = e i.e. the
physical spin is a linear representation of G. This contra-
dicts our original assumption in eq (39) and thus the CG
coefficients vanish along with the matrices Am and the
state |ψ〉 itself. This means that our assumption of the
existence of a unique, symmetric, gapped ground state
itself was wrong.
7Now that we have established that the setting of theo-
rem (2) forbids a unique gapped ground state, we again
enumerate the possibilities for the low energy properties
of the spin chain.
Corollary 2. A spin chain with lattice translation in-
variance and a projectively realized on-site G symmetry
can be either gapless or have a degenerate ground space
with spontaneously broken symmetries.
Proof. Theorem (2) says that lattice translations and
projective on-site symmetries are not compatible with
the existence of an injective MPS. One possibility is that
the ground state simply does not have an MPS descrip-
tion and the system is gapless. Another is that the sys-
tem has a gapped spectrum but the ground state is not
unique and symmetry is spontaneously broken. This ad-
mits an MPS description for the vectors of the ground
space but they are generally not injective. For a gen-
eral on-site G, unlike the case of SO(3), in addition to
the possibility that lattice translations are spontaneously
broken, a finite on-site symmetry could also be sponta-
neously broken25,26.
Let us first consider the conditions under which a
gapped ground state is possible when lattice translation
invariance is spontaneously broken. In the SO(3) case,
it was argued that if single-site lattice translation invari-
ance is broken down to two-site lattice translation invari-
ance, we obtain a two-dimensional ground space with a
spectral gap. A choice of basis states was obtained such
that, by defining superspins consisting of two originally
half-odd-integer spins, they could be made translation
invariant with on-site integer representation and SO(3)
invariance. We now generalize this to general groups.
Like we did in theorem (2), let us assume that the
physical spin transforms as a non-trivial projective irrep
J that corresponds to a class [J ] that can be assigned
a non-trivial group element ωJ ∈ H2(G,U(1)), ωJ 6=
e. If single-site translation invariance Z is spontaneously
broken down to f-site translation invariance fZ, the GSD
is |Z/fZ| = f . A vector in the f-dimensional ground
space can be represented as16,20
|ψ〉 =
∑
m1,m2,...,mL
Tr[ΘCm11 C
m2
2 . . . C
mf
f C
mf+1
1 . . .]
|m1,m2, . . .mL〉. (42)
Here, Cmk matrices (k = 1 . . . f) are block-diagonal with
the number of blocks being equal to the GSD i.e. f as
follows
Cm1 =

Am1 0 . . . 0
0 Am2 . . . 0
...
...
. . . 0
0 . . . Amf−1 0
0 . . . 0 Amf
 ,
Cm2 =

Am2 0 . . . 0
0 Am3 . . . 0
...
...
. . . 0
0 . . . Amf 0
0 . . . 0 Am1
 ,
Cmk|f =

Amk|f 0 . . . 0
0 Amk+1|f . . . 0
...
...
. . . 0
0 . . . Amk−2|f 0
0 . . . 0 Amk−1|f
 (43)
where, Amk are injective, k|f is shorthand for k mod f
and
Θ =

α11 0 . . . 0
0 α21 . . . 0
...
...
. . . 0
0 . . . 0 αk1
 with
f∑
k=1
|αk|2 = 1 (44)
Θ commutes with the matrices Cmik and hence its loca-
tion in the MPS string is irrelevant. That the MPS of
eq (42) is not injective can be seen by observing that
ΓI(ΘM) = ΓI(MΘ) even when ΘM 6= MΘ for any I21.
The ground state vector of eq (42) can be rewritten as
FIG. 9. f-site translation invariant MPS basis state
|ψ〉 =
f∑
k=1
αk|ψk〉 (45)
|ψk〉 =
∑
m1...mL
Tr[Am1k|fA
m2
k+1|f . . .]|m1 . . .mL〉 (46)
This tells us that the f-dimensional ground space can be
spanned by f basis states, |ψk〉, orthonormal in the ther-
modynamic limit, which have an injective MPS represen-
tation. As expected, the broken symmetry generator i.e.
8single site translation |mi〉 7→ |mi+1〉 converts one basis
state to the other |ψk〉 7→ |ψk−1|f 〉. We can now look at
how the unbroken internal G symmetry is implemented
on the basis states. Invariance of |ψk〉 under the action
of the transformation, U(g) =
⊗
iD(g) implies
FIG. 10. G transformation of f-site translation invariant MPS
basis states
|J|∑
n=1
D(g)mnA
n
k = V
†
k (g)A
m
k Vk+1(g) (47)
If we now redefine the MPS grouping k spins, we can
write |ψk〉 in a translationally invariant form
|ψk〉 =
∑
m1...mL
Tr[L
m1...mf
k . . . L
mL−f ...mL
k ]|m1 . . .mL〉,
(48)
where, as shown in fig (11)
FIG. 11. f-site MPS redefinition
L
m1...mf
k ≡ Am1k Am2k+1 . . . Amfk+f−1
Finally, we perform a local basis change to relabel each
superspin into distinct irreps
|m1,m2, . . . ,mf 〉 basis change−−−−−−−−→ |j,m〉 (49)
using which we can write |ψk〉 as
|ψk〉 =
∑
{ji,mi}
Tr[Lj1m1 . . . L
jL
f
mL
f ]|j1m1 . . . jL
f
mL
f
〉
The length of the chain is now 1/f the original (we as-
sume that the length of the spin chain is a multiple of f)
and the local spins are |J |f dimensional which we have
reduced into different j sectors. The change of basis
block-diagonalizes the f-site G transformation matrices
as follows
f⊗
l=1
D(g)
basis change−−−−−−−−→
⊕
j∈J⊗f
Dj(g) (50)
We can now impose the invariance of the injective, trans-
lation invariant basis states under G transformations.
FIG. 12. G transformation on redefined MPS
∑
j∈J⊗f
|j|∑
n=1
Dj(g)mnL
jn
k = V
†
k (g)L
jm
k Vk(g) (51)
Once again, invoking the Wigner-Eckart theorem, we can
write the matrix elements of Ljmk matrices as
〈jα,mα, dα|Ljmk |jβ ,mβ , dβ〉
= 〈j,m; jβ ,mβ |jα,mα〉〈jα, dα||Ljmk ||jβ , dβ〉 (52)
For the CG coefficients 〈j,m; jβ ,mβ |jα,mα〉 to exist, fol-
lowing the logic of the proof of theorem (2), [j] should
correspond to the identity element of H2(G,U(1)). In
other words, j should be a linear irrep of G. Thus, for
the CG coefficients to exist, f should be such that J⊗f
has only linear irreps. Determining this value of f is easy
if the group H2(G,U(1)) and its element corresponding
to the class of projective irreps [J ] = ωJ is known. Since
H2(G,U(1)) is a finite Abelian group, ωJ has some finite
order i.e. a finite integer F such that ωF = e. Thus, if
and only if f is a multiple of F , j corresponds to linear
irreps and the CG coefficients exist. Any other f would
produce j that corresponds to a non-trivial projective ir-
rep and the arguments of theorem (2) would again lead
to the vanishing of the MPS.
To summarize, the spin chain can have a gapped spec-
trum if single-site lattice translation symmetry Z is bro-
ken down to nFZ producing a nF -fold GSD where F
is the order of the group element of H2(G,U(1)) that
characterizes the projective representation of the physi-
cal spin and n ∈ Z.
We now consider the possibility that on-site symmetry
G is spontaneously broken to one of its subgroups, H ⊂ G
with translation invariance intact. In this case, the GSD
is |G/H| and any vector in the ground space can be given
the following non-injective MPS representation
|ψ〉 =
∑
m1...mL
Tr[ΘCm1Cm2 . . . CmL ]|m1 . . .mL〉 (53)
where Cm is block diagonal with |G/H| blocks
Cm =

Am1 0 . . . 0
0 Am2 . . . 0
...
...
. . . 0
0 . . . 0 Am|G/H|
 , (54)
9Amk are injective and
Θ =

α11 0 . . . 0
0 α21 . . . 0
...
...
. . . 0
0 . . . 0 α|G/H|1
 with
|G/H|∑
k=1
|αk|2 = 1
(55)
Again, Θ commutes with the matrices Cmi and hence
its location in the MPS string is irrelevant. That the
above MPS is not injective can be seen by observing that
ΓI(ΘM) = ΓI(MΘ) even when ΘM 6= MΘ for any I21.
The ground state vector of eq (53) can be rewritten as
|ψ〉 =
|G/H|∑
k=1
αk|ψk〉 (56)
|ψk〉 =
∑
m1...mL
Tr[Am1k A
m2
k . . . A
mL
k ]|m1 . . .mL〉. (57)
This tells us that the |G/H| dimensional ground space
can be spanned by |G/H| basis states |ψk〉, orthonor-
mal in the thermodynamic limit, which have an injective,
translation invariant MPS representation. The elements
of the coset ρ ∈ G/H faithfully permute the basis states
|ψk〉 ρ−→ |ψρ(k)〉. (58)
On the other hand, h ∈ H is still a symmetry. This
means that there exist bond representations, V (h) such
that the following holds
|J|∑
n=1
D(h)mnA
n
k = V
†(h)Amk V (h) (59)
However, at this stage, we must note that while the orig-
inal physical spin J was a projective irrep of G, it may
be a reducible representation of H. Thus, we choose a
basis such that when we restrict the group elements to
the subgroup H, the matrix elements of D(h) are block
diagonalized in H irreps.
D(h) =
⊕
j∈J
Dj(h) (60)
and eq (61) reduces to
∑
j∈J
|j|∑
n=1
Dj(h)mnA
jn
k = V
†(h)AjmV (h) (61)
Once again, we choose a basis so that V (h) too are
block-diagonalized into H irreps all of which are con-
strained by injectivity to belong to the same projective
class in lemma (2) and invoke the Wigner-Eckart theorem
to write down the matrix elements of Ajmk as
〈jα,mα, dα|Ajmk |jβ ,mβ , dβ〉
= 〈j,m; jβ ,mβ |jα,mα〉〈jα, dα||Ajmk ||jβ , dβ〉 (62)
Now, it is easy to determine which H ∈ G allows the
above CG coefficients. Even though the original physi-
cal spins transformed as non-trivial projective irreps of
G, when restricted to the group elements of H, the H
irreps, j ∈ J may or may not be projective as deter-
mined by the element of H2(H,U(1)) that labels their
class [j]. If this element, ωj is trivial, and the H irreps
are all linear, the CG coefficients do not vanish and a
gapped spectrum with |G/H| degenerate ground space
with MPS representation is allowed. Such a subgroup
H always exists (The trivial group {e} being a trivial
example. See appendix (B). On the other hand, if ωj
is a non-trivial element and j is a projective represen-
tation of H, the arguments of theorem (2) lead to the
vanishing of the MPS. It is easy to generalize the above
considerations to the case when there is a combination
of on-site and translation symmetry breaking leading to
more interesting possibilities.
To summarize, we have found the following possibilities
for the spectrum of the spin chain with projective on-site
and lattice translation symmetries:
1. Gapless
2. Gapped with translation symmetry Z sponta-
neously broken to fZ with the on-site symmetry G
unbroken, where f is an integer multiple of the or-
der of the group element of H2(G,U(1)) that char-
acterizes the projective irrep of the physical spin.
3. Gapped with on-site symmetry G spontaneously
broken to H and translation invariance Z unbroken
such that when restricted to H, the representation
of the group is linear.
4. A combination of the above two.
V. LSM, DQC AND SPT
In his original approach to prove his famous ‘conjec-
ture’3 about the nature of the spectrum for integer and
half-odd-integer QAFs, Haldane actually considered the
‘XXZ’ deformation of the QAF of eq (3):
H = J
∑
i
(
Sxi S
x
i+1 + S
y
i S
y
i+1 + ∆S
z
i S
z
i+1
)
(63)
which matches eq (3) when ∆ = 1. For ∆ 6= 1, spin rota-
tion symmetry is explicitly broken. It was found that
for ∆ > 0 there existed two phases- a gapless phase
(0 < ∆ < 1) and a Ne´el phase (∆ > 1) separated by
QAF point ∆ = 1. As suggested by the lack of a trivial
phase, it turns out that LSM constraints operate here
too and it is interesting to analyze the protecting on-
site symmetry that forbids a trivial phase. The residual
SO(2) symmetry corresponding to spin rotations of the
form
R(θ) :
SxSy
Sz
 7→
cos θ − sin θ 0sin θ cos θ 0
0 0 1
SxSy
Sz
 (64)
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is an important analytical tool at the heart of bosoniza-
tion techniques3,6 and defining ‘twist operators’27 which
have helped prove LSM theorems. However, it is easy
to see that the mere presence of SO(2) alone does not
forbid a trivial phase- we can add a term λ
∑
i S
z
i to the
Hamiltonian (63) and tune λ >> {J,∆} and get a trivial
phase with product state ground state. However, (63)
has an additional symmetry
Px :
SxSy
Sz
 7→
 Sx−Sy
−Sz
 (65)
which does not commute with the SO(2) rotations as
PxR(θ)Px = R(−θ) and forms the group O(2) which
is projectively realized. It is this symmetry that for-
bids terms like λ
∑
i S
z
i and the existence of the triv-
ial phase. In a different work, Haldane28 added a next-
nearest neighbour Heisenberg coupling to the XXZ model
of eq (63) as follows
H =
∑
i
J1
(
Sxi S
x
i+1 + S
y
i S
y
i+1 + ∆S
z
i S
z
i+1
)
+ J2~Si.~Si+1
and discovered that there existed a continuous phase
transition between the Ne´el and valence-bond-solid
(VBS) phases. These phases break incompatible sym-
metries (meaning the residual symmetry of one phase is
not the subgroup of the other) and are hence Landau-
forbidden. This is a one dimensional version of the fa-
mous deconfined quantum critical (DQC)7 Ne´el-to-VBS
transition in two dimensions.
In fact, we could break all continuous symmetries and
only retain the Z2 × Z2 symmetry generated by Px, Py
and Pz for LSM to hold
29 where
Py :
SxSy
Sz
 7→
−SxSy
−Sz
 , Pz :
SxSy
Sz
 7→
−Sx−Sy
Sz
 (66)
and Px is as defined before in (65). A model that retains
only this symmetry is the XYZ spin chain
H =
∑
i
(
JxS
x
i S
x
i+1 + JyS
y
i S
y
i+1 + JzS
z
i S
z
i+1
)
(67)
which, depending on relative strengths of Jx, Jy, Jz con-
tains three distinct Ne´el ordered phases corresponding to
Z2 × Z2 being broken down to one of its three Z2 sub-
groups generated by one of Px, Py, Pz. Since the three
Z2 groups are not subgroups of each other, these Ne´el-
to-Ne´el phase transitions are also Landau-forbidden.
Recently, Mudry et al30 investigated a next-nearest-
neighbor deformation of the XYZ model of eq (67) and
again found a rich phase diagram including a Ne´el-to-
VBS transition.
The modern understanding that connects DQC and
LSM is that both Landau forbidden transitions as well
as the absence of a trivial phase is a consequence of the
kinematics of the physical systems - the presence of an
anomaly9–11. While anomalies in quantum field theo-
ries manifest themselves as an obstruction to gauging,
in lattice models, they present themselves by obstruct-
ing a trivial phase and allowing Landau-forbidden tran-
sitions. Another context where anomalies are present
are on the boundaries of symmetry protected topological
(SPT) phases where it was found that when the system
belongs to a non-trivial SPT phase, in the presence of
boundaries, the ground state can never be unique and
gapped. Thus, LSM, DQC and SPT phenomena are re-
lated by anomalies.
VI. SUMMARY
We have provided an elementary proof of a class of
LSM theorems in 1D using the matrix-product-state rep-
resentation of spin chains. We prove that the presence of
on-site projective symmetries and translation invariance
forbids the existence of a trivial phase where the spin
chain has a unique, gapped ground state.
The generalization of on-site unitary symmetries to
also include time-reversal and reflections should be a
straight forward and interesting extension of this work.
Even more interesting is the extension of these results
to fermionic systems where the notion of a trivial phase
is subtle and the presence of fermion parity would allow
more complex versions of projective representations and
LSM theorems. We leave these directions for future work.
VII. NOTE ADDED
After the completion of this work and its appearance
on arXiv, I was informed of refs (31 and 32) (see also the
discussion on Physics StackExchange on bit.ly/32NkFxa)
where the main idea of proving the LSM constraint us-
ing matrix product states was already discussed. How-
ever some novel technical aspects like the Wigner Eckart
theorem as well as substantial details are presented in
this paper which are unavailable in the above references.
I am grateful to Ruben Verrsen for bringing this to my
attention.
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Appendix A: Proof of intermediate lemmas used in
the main text
Lemma 1. The bond Hilbert space of an injective MPS
invariant under spin rotations and lattice translations has
either only integer or only half-odd-integer spins.
Proof. Let us prove this by assuming the contrary i.e.
the MPS is injective and the bond Hilbert space contains
both integer and half-odd-integer irreps. Consider the
spin J rotation matrix for 2pi rotation about any axis, nˆ.
D(nˆ, 2pi) = (−1)2j1 (A1)
Substituting in eq (14, this gives us
(−1)2JAm = XAmX (A2)
where, J is the physical spin which can be integer or
half-odd-integer, and
X = V (nˆ, 2pi) =
(
1 0
0 −1
)
. (A3)
We have chosen the basis of the bond space such that
the top block of V (g) corresponds to integer j and the
bottom corresponds to half-odd-integer j and X2 = 1.
Now, observe that
ΓI(XMX)
=
∑
m1...mI
Tr(XMXAm1 . . . AmI )|m1,m2, . . .mI〉
=
∑
m1...mI
Tr(MXAm1X . . .XAmIX)|m1,m2, . . .mI〉
= (−1)2JI
∑
m1...mI
Tr(MAm1 . . . AmI )|m1,m2, . . .mI〉
= (−1)2JIΓI(M) (A4)
Thus, for any length I, we can always find two dis-
tinct matrices M and N = (−1)2JIXMX, such that
ΓI(M) = ΓI(N) thus violating injectivity and contra-
dicting the original assumption.
Lemma 2. The bond Hilbert space of an injective MPS
invariant under on-site G symmetry and lattice transla-
tions contains projective irreducible representations of a
single class.
Proof. Let us prove this by assuming the contrary i.e.
the MPS is injective and the bond Hilbert space contains
projective irreps of various classes corresponding to ele-
ments of the group ω ∈ H2(G,U(1)). Let us consider
the following transformation of the physical spin (corre-
sponding to projective irrep J of class ωJ ∈ H2(G,U(1)))
D(g)D(h)D†(gh) = ωJ(g, h)1 (A5)
Substituting in eq (10), this gives us
ωJ(g, h)A
m = X†AmX (A6)
where
X = V (g)V (g)V †(gh) =
⊕
[ω]∈H2(G,U(1))
ω(g, h)1. (A7)
We have chosen the basis for the bond Hilbert space so
that it is block-diagonal with each class of projective ir-
reps grouped together into blocks as shown above. Ob-
serve that
ΓI(XMX
†)
=
∑
m1...mI
Tr(XMX†Am1 . . . AmI )|m1,m2, . . .mI〉
=
∑
m1...mI
Tr(MX†Am1X . . .X†AmIX)|m1,m2, . . .mI〉
= (ωJ(g, h))
I
∑
m1...mI
Tr(MAm1 . . . AmI )|m1,m2, . . .mI〉
= (ωJ(g, h))
IΓI(M) (A8)
Thus, for any length I, by appropriately choosing g
and h(such that ω(g, h) is non-trivial following, say, the
prescription listed in the appendix of the paper by by
Pollmann and Turner33), we can always find two dis-
tinct matrices M and N = (ω∗J(g, h))
IXMX†, such that
ΓI(M) = ΓI(N) thus violating injectivity and contra-
dicting the original assumption.
Appendix B: Some comments on projective
representations
Given a group G, a linear representation is an assign-
ment of invertible, complex matrices M(g) for each el-
ement g ∈ G compatible with group multiplication i.e.
M(g)M(h) = M(gh). A projective representation on
the other hand is an assignment of invertible, complex
matrices V (g) for each element g ∈ G such that group
multiplication holds upto on overall complex phase ω
V (g)V (h) = ω(g, h)V (g.h). (B1)
Associativity of g ∈ G constrains the ωs to follow the
following cocycle condition
ω(g, h)ω(gh, l) = ω(g, hl)ω(h, l) (B2)
Projective representations fall into equivalence classes
where the equivalence relation comes from the effect of
rephasing V (g)
V (g) ∼ V¯ (g) = θgV (g) (B3)
which, using eq (B2) gives us
ω(g, h) ∼ ω(g, h)θgθh
θgh
(B4)
The equivalence classes of solutions to the set of equa-
tions (B2) subject to the equivalence relation of eq (B4)
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correspond to equivalence classes of projective represen-
tations. These classes have an Abelian group struc-
ture under multiplication- the second group-cohomology
group, H2(G,U(1)).
Let us now understand a fact stated in the main text-
given a projective representation of G, there exists a sub-
group H of G such that when restricted to H, the repre-
sentation is linear to H. That there always exists such a
group is easy to establish- the trivial group has no pro-
jective representations and is always a subgroup of any
G. However, it is also interesting to understand the con-
dition for the subgroup to be non-trivial. An elegant way
to understand this is the following- H is a subgroup of G
implies there exists an injective group homomorphism,
i : H ↪→ G. (B5)
As explained above, a projective representation of G
is represented by some collection of 2-cocycles ω(g1, g2)
such that [ω] ∈ H2(G,U(1)). Now, given the group
homomorphism above, we can obtain a collection of 2-
cocycles of H by pullback
i∗ω(h1, h2) = ω(i(h1), i(h2)). (B6)
In other words, the homomorphism i induces the follow-
ing group homomorphism
i∗ : H2(G,U(1))→ H2(H,U(1)). (B7)
The H we seek is such that the image of [ω] ∈
H2(G,U(1)) is the trivial element in the map of eq (B7).
It is clear that H being the trivial group works triv-
ially. Let us look at one example. When G is SO(3),
H2(G,U(1)) ∼= Z2. If we consider H to be either O(2)
or Z2×Z2, H2(H,U(1)) ∼= Z2 and i∗ merely induces the
identity map
i∗ : Z2 ↪→ Z2. (B8)
However, if H is SO(2), Z2 or the trivial group 1,
H2(H,U(1)) ∼= 1 and i∗ induces the trivial map
i∗ : Z2 → 1 (B9)
Thus, restricting the projective (half-odd-integer) irreps
to either O(2) or Z2×Z2 subgroups still leaves them a as
projective representations of the subgroups but restrict-
ing them to SO(2), Z2 or the trivial group leaves them
as linear representations.
