We give an algorithm to calculate a presentation of the Picard-Vessiot extension associated to a completely reducible linear differential equation (i.e. an equation whose Galois group is reductive). Using this, we show how to compute the Galois group of such an equation as well as properties of the Galois groups of general equations.
Introduction
At present we do not know a general algorithm that will compute the Galois group of a linear differential equation with coefficients in a differential field k, even when k =Q(x), whereQ is the algebraic closure of the rational numbers. In contrast, algorithms for calculating the Galois group of a polynomial with coefficients in Q orQ(x) have been known for a long time (van der Waerden, 1953; Pohst and Zassenhaus, 1989; Cohen, 1993) . The key idea behind these methods is to represent the splitting field of a polynomial in terms of generators and relations. The Galois group is then the set of permutations of the generators that preserve the relations. In the differential case, the analogue of the splitting field is called the Picard-Vessiot extension and the Galois group is defined as the group of differential automorphisms leaving elements of the base field fixed. The obstruction to mimicking the ideas from the Galois theory of polynomials is that, at present, we do not know how to effectively present a general Picard-Vessiot extension in terms of generators and relations. In this paper, we will show that for differential equations whose Galois group is reductive, one can effectively present the corresponding Picard-Vessiot extension and from this presentation compute the Galois group.
In Compoint (1996a,b) , the first author showed that if a Picard-Vessiot extension has a reductive unimodular Galois group then the relations defining this extension come from the invariants of the Galois group. To be more specific, let k be a differential field of characteristic zero with algebraically closed field C of constants and let Y = AY be a differential equation where A is an n × n matrix with entries in k. Let G ⊂ SL(n) be the Galois group and let its action on the polynomial ring C[Y 1,1 , . . . , Y n,n ] be defined by letting each element of G act on the n × n matrix [Y i,j ] by multiplication on the left. Since G is reductive, the ring C[Y 1,1 , . . . , Y n,n ] G of invariants is finitely generated. Compoint showed that if this ring is generated by polynomials of degree at most m, then the Picard-Vessiot extension is the quotient field of the ring k[Y 1,1 , . . . , Y n,n ]/I, where I is an ideal generated by polynomials of degree at most m as well. It is known that given m, one can calculate these generators directly from the equation Y = AY , without a priori knowledge of the Galois group (van Hoeij and Weil, 1996) . Therefore, the question of determining the Galois group of an equation Y = AY with reductive unimodular group is reduced to the question of finding a bound on the degrees of the generators of the ring of invariants. The main result of this paper is that there is an effective method to find such a bound.
The rest of the paper is organized as follows. In Section 2 we review some material concerning the relationship between connections, differential equations and D-modules, discuss the concept of completely reducible operators in these settings and prove some ancillary results concerning exponential extentions of differential fields. In Section 3, we show how to bound the degree of generators of the invariants of the Galois group of a completely reducible operator. In Section 4 we show how one can use these bounds together with the results of Compoint (1996a,b) to give an effective presentation of the Picard-Vessiot extension of an algebraic extension of C(x) associated to a completely reducible differential operator and show how this can be used to compute the Galois group of this extension. We also show how to apply this result to arbitrary operators to deduce properties (e.g. connectedness) of their Galois groups. We have included an appendix where we give algorithms to factor linear operators over algebraic extensions of C(x) as well as algorithms to decide if operators over these fields are completely reducible.
All fields in this paper will be assumed to be of characteristic zero. We shall use the term computable field to denote a field in which the field operations are recursive functions and over which we can factor polynomials. We shall also assume that the reader is familiar with the basics of the Picard-Vessiot theory, (Kaplansky, 1976; Kolchin, 1976; Magid, 1994) .
Connections, Equations and D D D-Modules
In this section we start by giving a quick review of the definitions and basic facts concerning these topics. We then characterize linear differential equations whose Galois groups are reductive groups and give procedures to determine if an equation has a reductive Galois group as well as constructions that will be used later in this paper. Throughout this section k is a differential field with an algebraically closed field of constants C.
connections
A connection is a finite-dimensional k-space M with an operator ∇ : M → M satisfying
for all u, v ∈ M and f ∈ k (cf. Haefliger, 1987) . We shall refer to the k-dimension of M as the dimension of the connection. If e 1 , . . . , e n is a k-basis of M, we may write
Therefore, once a basis of M has been selected and the identification M k n has been made, we have that u ∈ k n satisfies u = Au iff ∇u = 0. Conversely, given a system Y = AY, A ∈ HOM (k n , k n ) one can use equation 2.1 to define a connection ∇ A on k n . A connection (N , ∇ N ) is a subconnection of (M, ∇) if N ⊂ M and ∇ N = ∇| N . Given a connection and a subconnection one can define a quotient connection and if (M 1 , ∇ 1 ) and (M 2 , ∇ 2 ) are two connections one can form the direct sum (M 1 ⊕ M 2 , ∇ 1 ⊕ ∇ 2 ) and the tensor product (
and U defines an isomorphism, we then have
We therefore define the systems Y = A 1 Y and Y = A 2 Y to be equivalent if there exists a matrix U ∈ GL(n, k) such that equation (2.2) holds. Let K be a Picard-Vessiot extension of k containing the full solution spaces V 1 and V 2 of Y = A 1 Y and Y = A 2 Y and let G = Gal(K/k) be the Galois group of K over k. The spaces V 1 and V 2 are G-modules. If they are isomorphic as G-modules, then there exist fundamental solution matrices
2 is left fixed by G and so must lie in GL(n, k). The matrix U then defines an isomorphism between (k n , ∇ A1 ) and (k n , ∇ A2 ). Conversely, if the two systems Y = A 1 Y and Y = A 2 Y are equivalent one sees that the map Z 1 = U Z 2 defines a G-isomorphism between the two solution spaces V 1 and V 2 . In fact, this argument shows that if Y = A 1 Y and Y = A 2 Y are equivalent differential systems and K is a Picard-Vessiot extension containing the full solution space of Y = A 1 Y , then it will contain the full solution space of Y = A 2 Y .
D-modules
Linear differential equations are frequently given by nth-order scalar equations L(y) = y (n) + a n−1 y (n−1) + . . . a 0 y = 0, a i ∈ k. It is useful to associate with such an equation Singer, 1996) . This ring is the ring of noncommutative polynomials in D where D satisfies Df = f D + f for all f ∈ k. The ring D has a right and left division algorithm and one can calculate right and left least common multiples. A D-module is a finite-dimensional k-space M on which D acts on the left. A connection (M, ∇) can be considered a D-module by defining Du = ∇u for u ∈ M. Conversely, to any Dmodule M one can associate the connection (M, ∇) where ∇u = Du. Given an operator
We denote the associated connection (k n , ∇ L ). One can easily check that this D-module is isomorphic to (D/D ·L) * . It is well known (Katz, 1987) that if k contains a nonconstant element then any connection (M, ∇) is cyclic, that is, there exists an element u ∈ M such that the elements u, ∇u, ∇ 2 u, . . . , ∇ n−1 u form a k-basis of M. Applying this fact to the dual (M * , ∇ * ), we see that with respect to a basis of the form v, ∇ * v, . . . , (∇ * ) n−1 v, the connection will have a matrix of the form
as an operator equivalent to the system Y = AY or equivalent to the connection ∇ A .
completely reducible operators
An operator L ∈ D is said to be reducible over k if it can be written as the product L = L 1 L 2 of operators of smaller order. The following gives several equivalent properties. We will call an equation Y = AY (or its connection) reducible over k or simply reducible, if k is clear from the context, if any of these equivalent conditions holds. An equation that is not reducible is said to be irreducible. Recall that a module is reducible if it has a proper, nonzero submodule.
Proposition 2.1. Let Y = AY be a linear differential equation with coefficients in k and let K be its Picard-Vessiot extension with Galois group G. Let L be an operator equivalent to this system. The following are equivalent:
Proof. Since K contains the full solution space of Y = AY , it will contain the full solution space of any equivalent operator. Furthermore, these spaces will be G-isomorphic. The equivalence of (5) and (6) is given by Corollary 2.3 of Singer (1996) . The equivalence of (3) and (6) is given in Grigoriev (1990) . Since D/DL is the dual of M A , the equivalence of (2) and (4) is clear. The equivalence of (1)- (3) is by definition. P An operator L is said to be completely reducible if it is the least common left multiple of irreducible operators. A module is completely reducible if it is the direct sum of irreducible modules. Finally, a linear algebraic group G is reductive if its unipotent radical is trivial (see Humphreys, 1975 , for the definition of this and related notions). The following proposition relates these notions.
Proposition 2.2. Let Y = AY be a linear differential equation with coefficients in k and let K be its Picard-Vessiot extension with Galois group G. Let L be an operator equivalent to this system. The following are equivalent:
(1) The connection (k n , ∇ A ) is the direct sum of irreducible subconnections. Proof. The equivalence of (5)-(7) is given by Lemma 2.13 of Singer (1996) . The equivalence of (1)- (3) is by definition. A module is completely reducible iff its dual is and so (2) is equivalent to (4). We now show that (4) is equivalent to (5).
Assume (4) holds and write D/DL = M 1 ⊕ · · · ⊕ M t where each M i is irreducible. Let1 be the coset of 1 ∈ D. We may write1
Assume (5) holds and let L be the least common multiple of the distinct monic irreducible operators L 1 , . . . , L t . One easily sees that this implies that the map φ : D → D/DL 1 ⊕ · · · ⊕ D/DL t taking L ∈ D to the sum of cosets has kernel DL. Since the L i are distinct, the sum of their orders equals the order of L. Therefore the k-dimensions of D/DL and D/DL 1 ⊕ · · · ⊕ D/DL t are the same and so these modules are isomorphic. P In Singer (1996) , an algorithm is described that decides if a given operator L ∈ k[D] is completely reducible when k = C(x), C a computable algebraically closed field. This algorithm is extended in 4.2 to fields k that are algebraic extensions of C(x).
Finally, let k 2 be an algebraic extension of k 1 both fields having the same algebraically closed field of constants and let L ∈ k 1 [D] . We then have that L 1 is completely reducible over k 1 iff it is completely reducible over k 2 . This is because the Galois groups of L over k 1 and k 2 share a common connected component and a group is reductive iff its identity component is reductive.
decomposition fields
Let k be a differential field with algebraically closed field of constants C. A connection (M, ∇) defined over k is said to be absolutely irreducible over k if for any algebraic extension K of k, the connection (M⊗K, ∇) is irreducible over K. Let M be a completely reducible k[D]-module. We say that k 1 ⊃ k is a decomposition field for M if (1) k 1 is an algebraic extension of k, and
In terms of equations, we can state this as follows. An algebraic extension k 1 of k is a decomposition field of Y = AY if this equation is equivalent (over k 1 ) to an equation in block diagonal form where the equation corresponding to each block remains irreducible over any algebraic extension of k 1 . Clearly, the algebraic closure of k is a decomposition field for any completely reducible equation. Now assume that for any equation Y = AY over k one can effectively find an algebraic extension k 1 of k and elements Y 1 , . . . , Y r ∈ k n 1 such that any solution of Y = AY algebraic over k is a C-linear combination of the Y i . Examples of such fields are C(x), where C is a computable algebraically closed field, any finitely generated algebraic or elementary extension of C(x), and certain Liouvillian extensions of C(x) (Singer, 1979 (Singer, , 1991 . The following result shows that for such fields one can compute a decomposition field.
Proposition 2.3. Let (M, ∇) be a completely reducible connection defined over the field k and letk be the algebraic closure of k. Let (HOM k (M, M), ∇ HOM ) be the connection associated with the endomorphisms of M.
(1) Let k 1 ⊂k be a computable differential field containing k. If we can effectively find a C-basis of all elements
In more pedestrian terms, Proposition 2.3 says the following. If Y = AY is the equation associated with the connection and if we can find all solutions in k 1 of U = AU − U A, then (1) says that we can find an equation equivalent to Y = AY whose matrix is in block diagonal form where the blocks along the diagonal correspond to irreducible equations. Furthermore, if k 1 is a decomposition field, we can do this in such a way that the equations corresponding to the blocks are absolutely irreducible. Part (2) says that if k 1 is an algebraic extension of k such that k 1 contains the entries of any matrix U ∈ HOM (k n ,k n ) satisfying U = AU − U A, then k 1 is a decomposition field for Y = AY . Therefore to construct a decomposition field, we need only find a field containing the entries of all algebraic solutions of U = AU − U A.
Proof.
(1) As we have already noted at the end of the last section, (M ⊗ k 1 , ∇) remains completely reducible over k 1 . Select a k 1 -basis of (M ⊗ k 1 , ∇) and let Y = AY be the associated equation with respect to this basis. Let U 1 , . . . , U t be a basis of the solution space of ∇ HOM (U ) = U − (AU − U A) = 0. Note that the solution space of this latter equation forms a matrix algebra that contains the identity. Fix an integer s. Let {a i,j } 1≤j≤t 1≤i≤s be a set of indeterminates and let P i = j a i,j U j for i = 1, . . . , s. Consider the following conditions:
Expanding these equalities and inequalities in terms of a C-basis of k 1 we see that there is a C-constructible set T s ⊂ C ts such that (a i,j ) ∈ T s iff the above conditions hold. These conditions are equivalent to the statement that the P i are disjoint projections in the category of connections. Note that when s = 1, the identity matrix P 1 = I satisfies the above conditions. Therefore T 1 is not empty. Since M is finite dimensional we have that for large s, the T s are empty. Let m be the smallest integer such that T m+1 is empty. Then for (a i,j ) ∈ T m , the projections P i form a maximal set of disjoint nonzero projections. Therefore, the image of each of these must be an irreducible subconnection. Again by maximality, the sum of these images must be the entire space M. If we therefore take a maximal linearly independent set of columns from the P i , we will have a basis of M with respect to which the connection is block diagonal with irreducible blocks.
If k 1 is furthermore a decomposition field, then there will be no further projections P i in an algebraic extension of k 1 . Therefore, the images of the P i will be absolutely irreducible.
(2) For k 1 as described, the above procedure will produce a decomposition into irreducible subconnections. If one of these subconnections is not absolutely irreducible, then the associated projection could be written as a sum of projections in some algebraic extension k 2 . By assumption, these new projections must already be defined over k 1 , contradicting the irreducibility of the subconnection.P
exponential extension fields
Let k ⊂ E be differential fields and 0 = u ∈ E. We say that u is exponential over k if u /u ∈ k. We say that a differential field E is an exponential extension of a differential field k if they have a common field of constants and E = k(u 1 , . . . , u m ) where each u i is exponential over k. If the constants are algebraically closed, then one sees that E is a Picard-Vessiot extension of k whose Galois group is a finite extension of a torus. We shall show that, given an algebraic extension k of C(x), C algebraically closed, and elements v 1 , . . . , v m ∈ k, one can explicitly describe the structure of the exponential extension E that is the Picard-Vessiot extension for the equation Y = diag(v 1 , . . . , v m )Y . We recall the following weak version of the Kolchin-Ostrowski Theorem (Kolchin, 1968) : let k ⊂ E be differential fields with the same constants and let u 1 , . . . , u n be elements of E exponential over k. If u 1 , . . . , u n are algebraically dependent over k then there exist integers, e 1 , . . . , e n , not all zero, such that u ei i ∈ k.
Proposition 2.4. Let E = k(u 1 , . . . , u m ) be an exponential extension of k, a finitely generated algebraic extension of C(x). Assume that one is given elements v 1 , . . . , v m ∈ k such that u i /u i = v i . Then one can effectively find a (possibly empty) set of elements S = {u i1 , . . . , u ir } ⊂ {u 1 , . . . , u m } and an integer M such that
Furthermore, for each j ∈ {1, . . . , m} one can effectively find an element f j ∈ k and integers n j , n i,j , n j = 0 such that
Proof. We shall proceed by induction on m. We may assume that u 1 , . . . , u s form a transcendence basis of K = k(u 1 , . . . , u m−1 ) over k. Given v ∈ k and u ∈ E with u = vu we will first show how to decide if u is algebraic over K and if it is find integers n, n j , n = 0 and an element f ∈ k such that
The Kolchin-Ostrowski Theorem implies that such integers will exist iff u is algebraic over K. This is furthermore equivalent to deciding if there exist integers n, n j , n = 0 such that
is the logarithmic derivative of an element of k. Let C be the curve associated with the function field k and define the following divisors:
One sees that if (2.5) is the logarithmic derivative of a function f ∈ k then nD + n i D i is the divisor of a function in k. Conversely, the set of (n, n 1 , . . . , n s ) ∈ Z s+1 such that nD + n i D i is the divisor of an element of k forms a Z-module T . In Bertrand (1995) and Masser (1988) techniques are given to find a set of generators of T and therefore we can find a basis {(e i , e i,1 , . . . , e i,s )} l i=1 of this free module. Furthermore, for each i one can find an element f i ∈ k such that e i D + e i,j D j is the divisor of f i , (Coates, 1970; Baldassarri and Dwork, 1979; Trager, 1984) . Each of the differential forms
is a holomorphic 1-form. We claim that (2.5) is the logarithmic derivative of an element in k for some choice of n, n i , n = 0 iff the ω i are linearly dependent over Z (this can also be decided using the methods of Coates (1970) and Trager (1984) ). If j N j ω j = 0, then
Note that if j N j e j = 0, then for each i, j N j e i,j = 0 or else the u 1 , . . . , u s would be algebraically dependent. Therefore, j N j e j = 0, since the (e i , e i,1 , . . . , e i,s ) are independent. Now assume that
This implies that
Therefore, we can decide if u and the u i are algebraically dependent and if so find integers n, n j , n = 0 and an element f ∈ k such that
If the degree of the algebraic closure of k in k(u 1 , . . . , u m−1 ) is bounded by M 1 , the degree of the algebraic closure k 1 of k in E is bounded by M = nM 1 . P Proposition 2.5. Using the notation of Proposition 2.4, the map
where N = LCM (n 1 , . . . , n m ) is a surjective homomorphism of (C * ) r onto the connected component Gal (E/k) o of the Galois group of E over k. This homomorphism has a finite kernel.
Proof. We first note that for j ∈ {i 1 , . . . , i r } the relation (2.4) is precisely u nj j = u nj j since the u j with j ∈ {i 1 , . . . , i r } are algebraically independent. Therefore for i s ∈ {i 1 , . . . , i r }, the i th s entry on the right-hand side of (2.6) is just t N is . We identify the Galois group G of E over k with a closed subgroup of the group of diagonal matrices diag(a 1 , . . . a m ) in GL(m, C). Since the u i satisfy relation (2.4), we have that an element (a 1 , . . . , a m ) ∈ Gal(E/k) satisfies
These equations define a subgroup H of the diagonal group and using the observation at the beginning of this proof we see that this group has dimension r. Since E has transcendence degree r over k the connected component of the Galois group has dimension r.
The map (2.6) defines a homomorphism of (C * ) r into H as well and again, by dimension considerations, we see that the image of (2.6) must be H o . Comparing dimensions we see that the kernel has finite dimension. P
Invariant Theory
In the Introduction, we stated that to solve the problem of finding a presentation of the Picard-Vessiot extension of a linear differential equation Y = AY with reductive Galois group G, it is sufficient to find a bound for the degree of generators for the ring of polynomial invariants corresponding to the action of G on the n-fold sum of the solution space of Y = AY . In this section we will show how this bound may be calculated directly from Y = AY without a priori knowledge of G.
We begin by reviewing some facts from the constructive invariant theory of reductive groups, (Kempf, 1987) . Let G be a reductive group defined over an algebraically closed field C acting faithfully on a finite-dimensional vector space V . The group G then acts on the coordinate ring C[V ]. Its ring of invariants C [V ] G is finitely generated and we denote by N G,V a bound on the degree of a set of generators of this ring. Such a bound has been calculated in several cases:
(1) If G is a finite group then E. Noether showed (Noether, 1916; Sturmfels, 1993) 
(2) If G is a torus, several authors (Kempf, 1987; Sturmfels, 1991; Wehlau, 1993) have given expressions for N G,V . We may identify G with an r-fold product (C * ) r . Let χ be a weight of G acting on V . Then χ(t 1 , . . . , t r ) = r i=1 t mi i for some integers m i . We define ||χ|| = max |m i |, and let t = max ||χ|| where the χ run through all weights of G on V . Wehlau, for example, showed that N G,V = (2t) 2r−1 as well as N G,V = (n − r − 1)r!vol(C), where n is the dimension of V and vol(C) is the volume of the convex hull of the exponents of the weights of G on V .
(3) If G is a connected semisimple group, in Popov (1981) he showed that
where C(M ) denotes the least common multiple of all positive integers less than or equal to M , n = dim(V ), s = dim(G), r = rank(G) and t is defined as above for a maximal torus T max of G.
Hiss (1996) has given expressions for N G,V for any connected reductive group but for our purposes it will be easier to deal with semisimple groups and tori separately.
To deal with reductive groups we will need to glue these results together. We will use the following result of Kempf (1987) . Let G 2 ¡ G 1 be a normal subgroup of the reductive group G 1 and let V be a G 1 -module. Since G 2 is normal in G 1 we have that G 1 acts on the ring
2 ,V denotes the sum of homogeneous terms of degree between 1 and N G2,V . Kempf shows that
An arbitary reductive group G has a tower of normal subroups (e) ¡ T ¡ G o ¡ G where G o is the component of the identity in G and T is the component of the identity of the centre of G o . It is known that T is furthermore a torus and that G o /T is semisimple. Therefore to find N G,V it will be sufficient to (1) Calculate T together with its weights on V .
We will deal with each of these problems separately in the next three subsections. In what follows we will assume that k is a finitely generated algebraic extension of C(x) where C is a computable algebraically closed field. (t 1 , . . . , t r ) , . . . , χ m (t 1 , . . . , t r )) is a homomorphism of (C * ) r onto the component of the identity of Gal(E/k 0 ), then
, is a homomorphism of (C * ) r onto T , the component of the identity of the centre of G o .
Proof. The remarks preceeding this proposition imply that T is a subgroup of
Since E is a Picard-Vessiot extension of k contained in K, the component G o of the identity of the Galois group G leaves E invariant. This induces a surjective homomorphism
Explicitly, this map is given by
. Humphreys, 1975, p. 168) , we see that (G o , G o ) lies in the kernel of ψ. Therefore, ψ maps T onto the component of the identity of Gal(E/k o ). One sees that the kernel of ψ in T is finite so T has dimension r. Note that ψ(diag(a 1 , . . . , a 1 , . . . , a m , . . . , a m )) = (a d1 1 , . . . , a dm m ) so we have ψ • φ = η N . Therefore, the image of φ is a connected group of dimension r that is mapped by ψ onto Gal(E/k 0 ) o . Therefore, this image must coincide with T .P
We are now able to show how to calculate the action of T on the solution space of Y = AY . First calculate a decomposition field k 0 as in Proposition 2.3. We then calculate the map η as in Proposition 2.5. Finally, Proposition 3.1 gives us the characters of the action of T on the solution space of Y = AY . As noted in the introduction to this section, this allows us to bound the degrees of generators for the invariants.
G o /T
We shall use Popov's formula to bound N G o /T,W . In practice, once the dimension of W is known we know that there are at most a finite number of semisimple groups having faithful representations of that dimension. For each of these groups we can calculate these representations and bound t as well as calculating the dimension and ranks of these groups.
Another approach is to give a priori bounds for the elements appearing in Popov's formula. Let n = dim W . The dimension of the semisimple group G o /T is then at most n 2 − 1 and its rank is at most n − 1. The following lemma gives a bound for t.
Lemma 3.1. Let H be a connected semisimple group with maximal torus T max and W an H-module of dimension n. We can fix an isomorphism T max (C * ) r such that for any weight χ(t 1 , . . . , t r ) = i t ni i of T max on W , we have that each |n i | ≤ n.
Proof. (cf. Onishchick and Vinberg, 1990, Chapter 4.6) Let h be the Lie algebra of H and let h = t⊕ g α be the root decomposition of h. For each positive root α we may select e α ∈ g α , e −α ∈ g −α such that h α = [e α , e −α ], e α , e −α span a Lie subalgebra g (α) isomorphic to sl(2). Since SL(2) is simply connected, there exists a homomorphism φ α : SL(2) → H such that dφ α maps the Lie algebra of SL(2) isomorphically onto g (α) . Let T α C * be the maximal torus of φ α (SL(2)). If {h α1 , . . . , h αr } are a basis of t. then T α1 × . . . × T αr = T max . We shall use the isomorphism φ α1 × . . . × φ αr as our fixed isomorphism of (C * ) r onto T max . If we restrict χ to T αi ⊂ φ αi (SL (2)), we get the weight t ni i of the action of the maximal torus T αi ⊂ φ αi (SL(2)) on W . As an SL(2)-module, W is the direct sum of irreducible SL(2)-modules. The weights t m of an irreducible SL(2)-module of dimension d satisfy |m| ≤ d. Therefore, we have that each |n i | ≤ n. P
G/G o
We shall show how one can bound the order of G/G o . We begin with a group-theoretic lemma.
Lemma 3.2. Let G be a connected reductive linear algebraic group defined over an algebraically closed field C. Let V be an irreducible G-module of dimension n and H a subgroup of SL(V ) such that H normalizes G. Then |H/H ∩ G| < n · n!.
Proof. Let us first assume that G is semisimple. We shall show that |H · G/G| = |H/H ∩ G| < n · n!. The action of H · G on G by conjugation induces a homomorphism Φ : H · G/G → Aut(G)/ Inn(G) where Aut(G) is the group of automorphisms of G and Inn(G) is the subgroup of inner automorphisms. The kernel Ker(Φ) of Φ consists of those cosets h · G where, for some g ∈ G, hg commutes with all elements of G. Since V is irreducible, Schur's Lemma implies that hg is a constant matrix. Since H ⊂ SL(V ) and G = (G, G) ⊂ SL(V ), we have that the coset h · G has a representative that is a constant matrix in SL(V ). Therefore | Ker(Φ)| ≤ n. Since G is semisimple, Aut(G) is the product of Inn(G) and the automorphism group of its Dynkin diagram (Humphreys, 1975, p. 166) . The automorphism group of the Dynkin diagram forms a subgroup of the symmetric group on r objects where r is the rank of G. Therefore | Aut(G)/ Inn(G)| ≤ r! < n! and so |H · G/G| = |H/H ∩ G| < n · n!. Now assume that G is an arbitrary connected reductive group. In this case we can write G = G · Z(G) where G = (G, G). Since V is irreducible, Z(G) consists of constant matrices. Therefore V is an irreducible G -module. Furthermore, H normalizes G . Since |H/H ∩ G| ≤ |H/H ∩ G |, the conclusion of the lemma follows from the result of the previous paragraph.P Before continuing, we note that an equation Y = AY with coefficents in k has a Galois group over k that is conjugate to a unimodular group iff there exists a nonzero element u ∈ k such that u = tr(A)u. This follows from the fact that Y = AY has such a group iff it has a fundamental solution matrix Z with det(Z) ∈ k and that det(Z) satisfies det(Z) = tr(A) det(Z).
Let Y = AY , A ∈ HOM k (k n , k n ) be a completely reducible equation and let k 0 be a decomposition field for this equation. Proposition 2.3 implies that we can find such a field when k is algebraic over C(x). Over k 0 we may assume that A = diag(A 1 
Proof. Let K be the Picard-Vessiot extension of Y = AY over k 0 and letG be the Galois group of K over k 0 . We shall first show that
Since K will contain a full set of solutions of each Y = A i Y , it will contain the determinant of a fundamental solution matrix of each of these equations. We can therefore assume that E ⊂ K. Note that
This follows from the fact that the index of the component of the identity in a Galois group equals the degree of the maximal algebraic extension of the ground to prove that
To do this we will describe the group Gal(K/E) o and its action on the solution space of 
leaves each u i fixed and so is a subset of Gal(K/E). Therefore, each V i is an irreducible Gal(K/E)-module. Furthermore, Gal(K/E)| Vi is unimodular since Gal(K/E) leaves each u i fixed. We may write Gal(K/E) = Gal(K/E) o · H where H is a finite group (Wehrfritz, 1973, p. 142) 
To complete the proof of the proposition, let F be the Picard-Vessiot extension of Y = AY over k. We then have that F · k 0 is the Picard-Vessiot extension of k 0 for this equation and so can be identified with K. Proposition 6.6 of Magid (1994) implies that G = Gal(K/k 0 ) = Gal(F ·k 0 /k 0 ) may be identified with Gal(F/F ∩k 0 ). This implies that G and G share a common component of the identity. Since the index of Gal(
Note that no attempt was made to optimize the bound in this proposition. Once a decomposition of Y = AY is known, a better bound can be achieved.
Algorithms

completely reducible equations
Let Y = AY be a differential equation with A an n × n matrix with coefficients in k = C(x), x = 1, C an computable algebraically closed field of characteristic zero. In this section we shall show how to compute the basis for a prime ideal Compoint (1996a,b) showed that such an ideal is generated by elements of the form Q(Y i,j ) − c where Q is a homogeneous invariant of the Galois group and f is a constant. In what follows, we shall show that the string of coefficients of the polynomial Q can be identified with a solution of an auxillary differential equation and that the element c can be determined from Q by evaluating Q at a power series solution (at a regular point) of Y = AY .
In order to define and calculate the auxillary operator mentioned above, we continue the discussion started in Section 2 concerning connections. We have defined subconnections, quotients, direct sums, tensor products and duals. Using these operations one can construct symmetric powers of connections. More concretely, let (M, ∇) be a connection of dimension N and let e 1 , . . . , e N be a basis of M. Let Y = BY be the associated equation with respect to this basis. The dth symmetric power of this connection is defined on the space Sym d (M). If we use the basis {e 
Let K be the Picard-Vessiot extension of k corresponding to Y = BY , let G be its Galois group and V be the solution space of this equation in K with basis v 1 , . . . , v N . One can consider the symmetric power Sym d (V ), with basis {v
. One can show (Compoint, 1996a ) that the two spaces
Therefore, the polynomial Q Φ will take on constant values on solutions of Y = BY . Furthermore, the solutions of Sym
A consequence of this is that a G-invariant homogeneous polynomial φ with constant coefficients (considered as an element of Sym d (V * )) corresponds to a vector Φ that is a solution of Φ = (Sym d (B)) * Φ with entries in k. Therefore, for φ as above we have a polynomial Q φ − φ(S d v) of degree d with coefficients in k that vanishes when evaluated at (y 1 , . . . , y N ). Let {y ij } be a fundamental system of solutions of Y ( = BY , and consider the system Y = diag(B, . . . , B)Y . The vector v whose coordinates are t (y 11 , y 21 , . . . , y nn ) is a solution of this system. If φ is an element of Sym d (V ⊕· · ·⊕V ) wich is G-invariant, then we obtain the polynomial
. This polynomial clearly is in the ideal of polynomial relations among the {y ij }. The main result of Compoint (1996a) is the following. We can now state and prove the main result of this paper.
Theorem 4.1. Let k be an algebraic extension of C(x), C a computable algebraic closed field and let {Y i,j }, {X i,j } be two sets of n 2 variables. Let Y = AY be a differential equation, with A an n × n matrix with entries in k, whose Galois group is reductive. Then one can compute in a finite number of steps a basis for a prime ideal Proof. We will use Proposition 4.1 so our first task is to show that we may assume that the Galois group is unimodular. Consider the differential equation Y =ÃY wherẽ
If Z is a fundamental solution matrix of Y = AY , then
is a fundamental solution matrix of Y =ÃY . The Picard-Vessiot extensions of these two equations are the same and so they have the same Galois groups. If g ∈ GL(n, C) is an element of the Galois group of Y = AY , then the map
is an isomorphism between the Galois group of Y = AY and that of Y =ÃY . Clearly the image of this map is unimodular. If we calculate the defining ideal I of a PicardVessiot extension for Y =ÃY then using Gröbner bases techniques, we can find the defining ideal of the solutions of Y = AY . We therefore will assume that the Galois group of Y = AY is unimodular.
In Section 3, we showed how one can calculate a bound for the degrees of a set of homogeneous generators of the invariants of a Galois group. We apply this to the equation Y = BY where B = diag(A, A, . . . , A). Assume that N is such a bound. Since k is an algebraic extension of C(x), Propositions 3.1 and 3.2 of Singer (1981) imply that we can, van Hoeij and Weil, 1996) . The entries of the Φ are in k and so can be considered functions on an algebraic curve. Let z 0 be a C-point of this curve at which none of these functions have a pole. If we evaluate each of the coefficients of the polynomials Q φ (Y 1,1 , . . . , Y n,n ) at z 0 and let Y i,j = δ i,j , we get a constant c Φ . From the discussion preceeding Proposition 4.1, we see that P Φ = Q Φ − c Φ vanishes on the solution {y i,j } of Y = AY corresponding to the initial conditions y i,j (z 0 ) = δ i,j . Therefore we have found generators of the ideal I defining the Picard-Vessiot extension k({y i,j }).
We now turn to calculating the Galois group. The Galois group of K = k(y i,j ) is the subgroup of GL(n, C) leaving the ideal I invariant. This is equivalent to leaving each polynomial P φ invariant, φ ∈ B d , 0 ≤ d ≤ N . Expanding each P Φ in a C-basis of k, we see that this is equivalent to a system of polynomial equations with constant coefficients. These give the defining equations of the Galois group.P Note that in the process of proving this result we have obtained polynomials that characterize the Galois group: the Galois group is precisely the set of matrices that fix the polynomials P Φ . This gives an illustration of the theorem of Chevalley.
general equations
In this section we shall show how Theorem 4.1 can be used to calculate properties of the Galois group of an arbitrary differential equation. The key to this is the following Proposition.
Proposition 4.2. Let k be a differential field with algebraically closed field of constants and let
where each L i is an irreducible operator and letL = LCLM {L m , . . . , L 1 } where LCLM{. . .} denotes the least common left multiple. If G is the Galois group of L(y) = 0, then G/R u is the Galois group ofL, where R u is the unipotent radical of G.
Proof. For simplicity we shall assume that m = 2; the general case can be proven in a similar manner. Let K be the Picard-Vessiot extension of k corresponding to L(y) = 0 and let n be the order of L and n i be the order of L i . Since L 1 maps the solution space V of L(y) = 0 onto the solution space of L 2 (y) = 0 there exists a basis {y 1 , . . . , y n } such that {y 1 , . . . , y n1 } is a basis of the solution space of L 1 (y) = 0 and {L 1 (y j )} n j=n1+1 is a basis of the solution space of L 2 (y) = 0. Therefore {y 1 , . . . , y n1 , L 1 (y n1+1 ), . . . , L 1 (y n )} spans the solution space of LCLM{L 1 , L 2 } (note that these elements need not be linearly independent). Let K 0 ⊂ K be the Picard-Vessiot extension generated by {y 1 , . . . , y n1 , L 1 (y n1+1 ), . . . , L 1 (y n )} and their derivatives, that is, the Picard-Vessiot extension corresponding to the equation LCLM{L 1 , L 2 }. We shall show that the subgroup H of G leaving K 0 fixed is precisely R u . First note that with respect to the basis {y 1 , . . . , y n } any element g ∈ G is in block diagonal form
where g i ∈ GL(n i , C). Therefore, if g leaves the elements of K 0 fixed, it must be that the form is in block diagonal form
where I i is the n i × n i identity matrix. Therefore H consists of unipotent matrices. Furthermore, H is the kernel of the map G → Gal(K 0 /k) given by restriction. Since Gal(K 0 /k) is the Galois group of a completely reducible operator, it is a reductive group. Therefore H is not properly contained in any normal unipotent subgroup and so it must be the radical of G. P 2) and then forming the operatorL = LCLM {L m , . . . , L 1 }. Proposition 4.2 implies thatL has Galois group isomorphic to G/R u where G is the Galois group of L and R u is its unipotent radical. IfL has order r then Theorem 4.1 implies that we can find polynomials {f i } in r 2 variables whose zero set in GL(r, C) is the Galois groupG ofL. This proves (1).
Therefore to prove (2), we shall show how to compute (G/R u )/(G/R u ) o . Compute G/R u as in (1). Standard arguments (Gianni et al., 1988; Eisenbud et al., 1992 ) allow one to decompose the variety defined by {f i = 0} into irreducible components. The number of these components will be |(G/R u )/G/R u ) o |. Selecting a distinct set of representatives {g j } from these components and deciding to which component each g i g j belongs allows us to write down a multiplication table for (G/R u )/G/R u )
o . This proves (2).
Using the component of the identity of this latter group. Since (G/R u ) o is reductive, it is solvable iff it is conjugate to a subgroup of the diagonal group D. Using Gröbner bases techniques, one can decide if the set of h ∈ GL(r, C) such that h(G/R u ) o h −1 ⊂ D is nonempty and so decide if (G/R u ) o is semisimple. This proves (3). We note that decision procedures for (3) also appear in Singer (1981 Singer ( , 1991 and Singer and Ulmer (1996) . P Let C be an algebraically closed field and let k be an algebraic extension of C(x). In this section we shall show that there are algorithms to factor operators over k or decide if operators are completely reducible over k. Although it may be apparent to the experts that many of the algorithms to do these tasks over C(x) can be modified to work over k (see van Hoeij, 1996 van Hoeij, , 1997 Singer, 1996 for references to the known algorithms), this has not been explicitly presented in print. We do not claim that the algorithms we present here are the most efficient but rather are ones that are simple to describe. appendix A.1. factoring
We begin by recalling some known procedures. Let K be a differential field. We say that we can effectively solve homogeneous linear differential equations over K if for any operator L ∈ K[D] we can effectively find a basis for the vector space of all y ∈ K such that L(y) = 0 (cf. Singer, 1991) . We say that we can effectively find all exponential solutions of homogeneous linear differential equations over K if for any operator L ∈ K[D] we can effectively find u 1 , . . . , u m ∈ K such that if L(e u ) = 0 for some u ∈ K, then for some i, e u /e ui ∈ K. It is clear that we can perform both of these tasks if K = C. Propositions 2.1 and 3.1 of Singer (1991) imply that we can then perform both of these tasks over k where k is an algebraic extension of C(x). Lemma 2.4 of Singer (1991) implies that we can refine the second task in the following way:
, one can effectively find ui and vi,j, 1 ≤ i ≤ m, 1 ≤ j ≤ ni in k such that if u ∈ k and L(e u ) = 0 then there exists an i and constants ci,j
such that e u = (
Using the methods of Proposition 2.4 we can decide if e ui /e uj = f i,j ∈ k for each pair i > j. If this is the case, we can replace v i,1 , . . . , v i,ni with v i,1 , . . . , v i,ni , f i,j v j,1 , . . . , f i,j v j,nj , delete u j and assume that the new set of u i 's satisfies e ui /e uj ∈ k for i = j.
To factor operators over k we proceed as follows. Let L = L 1 L 2 where L 1 has order n − r and L 2 has order r. Since the solutions of L 2 (y) = 0 are also solutions of L(y) = 0, we can write Note that the denominator of the right-hand side of (A2) is the Wronskian of a fundamental set of solutions of L 2 . Therefore, it is exponential over k. Furthermore, the coefficients of L 2 are quotients of determinants of r × r submatrices of 
and this Wronskian. Since the coefficients of L 2 are in k, each determinant of an r × r submatrix of (A3) is exponential over k. One can calculate a differential equation L ∧r whose solution space is spanned by all such determinants as y 1 , . . . , y r varies over all subsets of r solutions of L(y) = 0 (cf. Schlesinger, 1887, Sections 167 and 168) . We use the algorithm alluded to in the displayed paragraph above to calculate u i , v i,j as described for the equation L ∧r . Since we are assuming that for distinct i, j, e ui /e uj ∈ k, we see that for each coefficient b l of L 2 there is an index i and constants c i,j , d i,j such that
Therefore, to decide if L has a factor of order r one selects a j ∈ {1, . . . , m} for each l, forms the expression (A4) with indeterminate c i,j , d i,j for each possible coefficient b l and formally divides the resulting operator into L. Setting the remainder equal to zero gives polynomial conditions on the c i,j , d i,j and one then decides if there are constants satisfying these conditions. If no factor is found in this way then L is irreducible. Otherwise one factors L and proceeds by induction until an irreducible factorization is found. We note that this procedure can be modified to find an algebraic extension k 1 of k and a factorization of L over k 1 such that each factor is absolutely irreducible. To do this one can modify the algorithm displayed above to find a set of elements u i and v i,j , 1 ≤ i ≤ m, 1 ≤ j ≤ n j algebraic over k such that if u is algebraic over k and L(e u ) = 0 then there exists an i and constants c i,j such that e u = ( nj j=1 c i,j v i,j )e ui . One then proceeds to factor over k 1 = k({u i }, {v i,j }) and continue this process until no further factorization is possible.
appendix A.2. testing complete reducibility
In Singer (1996) , a test is given to decide if an element L ∈ C(x)[D] is completely reducible. One can extend this to a test for elements of k [D] , k an algebraic extension of C(x) in the following way. We may assume that k is a Galois extension of C(x). Let G be its Galois group and let L σ denote the operator obtained from L by applying σ ∈ G to all the coefficients of L. Let M be the least common left multiple of all the elements of {L σ |σ ∈ G}. Since L divides M on the right, the Galois group of L will be a quotient of the Galois group of M . Proposition 2.2.6 implies that if M is completely reducible, then L is completely reducible. Conversely, if L is completely reducible then each L σ is completely reducible and so M is completely reducible. Therefore to decide if L is completely reducible over k it suffices to decide if M is completely reducible over k. Note that the coefficients of M are invariant under the Galois group and so must lie in C(x). As noted at the end of Section 2.3 M is completely reducible over k iff it is completely reducible over C(x). Therefore we can use the results of to decide if M (and therefore L) is completely reducible.
The results of Singer (1996) 
Conversely, since each Y = A i Y is irreducible, we see that if A andÃ are equivalent then Y = AY is completely reducible. Therefore, to decide if Y = AY is completely reducible we must decide if there exists a U ∈ GL(n, k) such that U = AU − UÃ. To do this we find a basis U 1 , . . . U s of the solution space of U = U A −ÃU with entries in k and decide if there are constants c i such that det( c i U i ) = 0.
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