I[NTRODUCTION]{.smallcaps} {#sec1-1}
==========================

The developments in modern radiotherapy machines and treatment techniques have encouraged the use of nonuniform and small fields. While small fields provide more effective treatment options, new dosimetric challenges are encountered. The first codes of quality assurance (QA) for small-field dosimetry have been recently published for a systematic and universally incorporated approach to the dosimetry of small fields.\[[@ref1]\] This report was prepared based on the study of Alfonso *et al*.\[[@ref2]\] in which a new dosimetry formalism for small and nonstandard fields was proposed.

The challenges in small photon field dosimetry are stemmed from three factors: lateral electronic disequilibrium, source occlusion, and inappropriate detector dimensions.\[[@ref2]\] Lateral charged particle disequilibrium exists when the maximum lateral range of secondary electrons are smaller than the field size. The dose measurement within the field becomes erroneous under disequilibrium since the balance of charged particles laterally scattered in and out of beam cannot be achieved. Moreover, due to the finite size of the source that is relatively large compared to small-field size, penumbrae over detector volume overlap and thus the relative central-axis dose reduces. "Inappropriate detector dimensions" mentioned in the third factor means that the perturbation of radiation field by detector increases as the field size decreases.

All of three factors can affect detector response, and therefore, there are several studies focusing on the critical selection of detectors for small fields and their verification to improve the accuracy and precision of measured dose.\[[@ref3][@ref4][@ref5][@ref6][@ref7][@ref8][@ref9]\] Total scatter factors in small fields were investigated by Francescon *et al*.\[[@ref10]\] in which scatter factors measured with different detectors have shown a variability for the smallest collimators of Cyberknife system. Das *et al*.\[[@ref4]\] also mentioned improving the accuracy of the small-field dosimetry was possible with small detectors which have minimum perturbation due to its presences and composition. Jang *et al*.\[[@ref11]\] used a diode detector, ion chamber, and Gafchromic EBT3 film to measure beam data and compared them with the data obtained from other clinics with CyberKnife systems. Their results revealed that the beam data acquired using different detectors showed good consistency within ±3% for collimators larger than 20 mm. However, beam data for smaller cones have a discrepancy of 10% or more. Dieterich and Sherouse\[[@ref12]\] investigated the variations in performances of commercially available diode dosimeters for quantitative small-field dosimetry, particularly by comparing the measurements of SRS cone factors. Morin *et al*.\[[@ref13]\] compared plastic scintillation detectors with several commercial stereotactic dosimeters depending on the output factors and dose profiles using CyberKnife system. Their study also showed that current commercially available active detectors have limitations to perform accurate small-field dosimetry of the fields with a diameter \<20 mm. As well as active ones, passive dosimeters have also been attractive for small field measurements. Bassinet *et al*.\[[@ref14]\] observed an agreement (≤%2) between Gafchromic films and LiF microtubes for all output factors of Cyberknife and linear accelerators equipped with microMLCs and circular cones. They reported that these passive dosimeters do not require correction factors, and they can be used as reference dosimeters. Gel dosimeters, micro, and TLD dosimeters also have already been examined as passive dosimeters for small photon fields.\[[@ref15][@ref16]\]

Optically stimulated luminescence (OSL) dosimeters have gained popularity as passive dosimeters with applications for the verification of linac output calibration, brachytherapy source verification, QA of treatment plans, and clinical dose measurements.\[[@ref17][@ref18][@ref19][@ref20][@ref21]\] Its linear dose response and high-dose sensitivity, which is 40--50 times greater than that of LiF TLD-100, make it an excellent material for dosimetry.\[[@ref22][@ref23]\] However, carbon-doped aluminum oxide (Al~2~O~3~:C) dosimeter also has a high effective atomic number of 11.28 causing the crystal over-response to X-rays in kV energy range.\[[@ref22][@ref23]\] Jursinic and Yahnke\[[@ref24]\] examined built-up caps for OSL dosimeter and reported the influence of thickness and fabrication material of the built-up cap on field-size correction factors for *in vivo* dosimetry of conventional fields. Furthermore, Mrcela *et al*.\[[@ref25]\] investigated a commercial InLight OSL system for *in vivo* applications and they noted that their system represents a valid alternative to other *in vivo* dosimetry systems.

The aim of the current study is to evaluate the performance of the nanoDot OSL dosimeter in small field dosimetry before its *in vivo* applications in CyberKnife SRS unit. Gafchromic films, microDiamond, and SRS diode detectors were used to compare its performance in the measurements of output factors and depth dose profiles. The EGSnrc/BEAMnrc code was also used to simulate 6 MV photon beams of CyberKnife system. The attractiveness of nanoDot OSL originates from its rapid and well-controlled optical readout and the possibility of re-estimation of the absorbed dose along with its high sensitivity of Al~2~O~3~:C.\[[@ref22][@ref23][@ref24][@ref25][@ref26][@ref27][@ref28]\]

M[ATERIALS AND]{.smallcaps} M[ETHODS]{.smallcaps} {#sec1-2}
=================================================

NanoDot optically stimulated luminescence dosimeter {#sec2-1}
---------------------------------------------------

OSL dosimeters used in this study were NanoDots™ (Landauer, Inc., Glenwood, IL, USA) which consist of Al~2~O~3~:C sensitive material placed in a plastic casing. The sensitive volume -- a disk of diameter 5 mm and thickness 0.2 mm -- is encased in a 0.05-mm thick polyester binding foil. The overall thickness of the disk is 0.3 mm. The height of the air gap both above and below the active volume is 0.49 mm. The outer black light-tight plastic casing of 10 mm × 10 mm × 2 mm has a mass density of 1.03 g/cm^3^ and the thickness of plastic leave that covers both sides of the OSL disk is 0.36 mm.\[[@ref17][@ref29][@ref30][@ref31][@ref32][@ref33]\] Since Monte Carlo (MC) simulation of the dose distribution for nanoDot OSL dosimeter is essential for our study, the given physical parameters were used in our modeling.

To perform our experiment, OSL dosimeter was wrapped with paraffin material to eliminate any gap that may exist between the phantom and the dosimeter and subsequently placed between slabs of a water-equivalent phantom \[[Figure 1](#F1){ref-type="fig"}\]. First, OSL dosimeters were calibrated using 6 MV photon beam with a solid water phantom of dimensions of 30 mm × 30 mm × 30 cm and a standard setup of depth (*d~max~*) 1.5 cm, SSD 100 cm, and field size of 10 cm × 10 cm.

![Measurement setup of nanoDot optically stimulated luminescence dosimeter. The chip is wrapped with paraffin material and placed between slabs of solid water phantom](JMP-44-27-g001){#F1}

Each OSL measurement was repeated three times with separate OSL dosimeters to obtain the mean dose value. The measurement error was calculated as the standard deviation of three readings. The readings of OSL dosimeters were obtained using a microStar reader (Landauer, Inc., Glenwood, IL, USA). The postirradiation reading was taken at least 30 min after irradiation for a stable number of counts.\[[@ref17][@ref34]\] Bleaching was performed using a LED bulb emitting 1300 lm of white color (Storia Luca, China). After an overnight bleaching for 18--24 h, the chip readout was observed to be \<200 counts.\[[@ref34]\]

Gafchromic EBT3 film {#sec2-2}
--------------------

The film used in this study was Gafchromic EBT3 (Ashland Specialty Ingredients, Bridgewater, NJ). The polyester used in EBT3 has a special surface treatment with microscopic silica particles. Its detailed specifications can be found elsewhere.\[[@ref35]\]

These films were cut into pieces of 5 cm × 6 cm before irradiation. This size covers an area to limit the statistical uncertainties during irradiation and analysis.\[[@ref36][@ref37]\] Gafchromic film dosimetry is not a real-time technique and requires much more time compared to active ones. Each film was scanned three times before irradiation to determine the mean background value. The films were stored before and after irradiations in opaque envelopes inside a dark-lined cardboard box to prevent exposure to light. The films were scanned 24 h after irradiations using Epson Expression 10,000XL scanner to allow postirradiation color changes. Every scan was repeated three times with the transmission mode (positive film mode), 48-bit RGB (16 bits per channel color), and resolution of 75 dpi without any image correction.

We followed the recommendations of Yu *et al*. for the scanning process.\[[@ref38]\] The results obtained from 1 cm outer edge of the scanned film was excluded to minimize its effect on scanner results. The average pixel values lying within a circle of appropriate diameter at the corresponding radiation field center were taken, and they were used for the calculation of optical density (OD). The uncertainty in calculated OD was determined using the standard deviation of average pixel value obtained from the region of interest.

PTW 60018 diode SRS and PTW 60019 microDiamond {#sec2-3}
----------------------------------------------

The detectors used in this study were manufactured by Physikalisch-Technische Werkstatten (PTW, Freiburg, Germany). According to their user manuals, PTW 60018 diode has a sensitive volume of 0.3 mm^3^ with a circular area of 1 mm^2^ and thickness of 250 μm. The radius of sensitive volume is 0.6 mm. The detector material is p-type silicon, and the area density is 0.14 g/cm^2^. Furthermore, PTW 60019 microDiamond detector is a synthetic single-crystal diamond detector and has a very small sensitive volume of 0.004 mm ≥ with a circular radius of 1.1 mm and thickness of 1 μm.

Irradiation procedure and experimental measurement {#sec2-4}
--------------------------------------------------

The measurements of PTW 60019 and PTW 60018 detectors were performed in a water phantom (MP3 Water Scanning System, PTW) whereas NanoDots and Gafchromic films were sandwiched between plastic water-equivalent slabs with the dimensions of 30 cm × 30 cm (Gamme × 457, Gammex, Middleton, USA). The output measurements were performed at a depth of 15 mm, and percentage depth doses (PDDs) were obtained with an increment of 5 mm. All measurements were obtained at source to surface distance (SSD) 80 cm for depth dose curves and at 80 cm SDD for output factors. The dose measurements at each point were repeated three times, and 100 MU was delivered per measurement.

The output factors were evaluated using the following equation:

![](JMP-44-27-g002.jpg)

where ![](JMP-44-27-g003.jpg) and ![](JMP-44-27-g004.jpg) refer to detector readings per MU in the fields, f~clin~ and f~msr~, respectively; *f* and Q represent collimator size and beam quality, respectively; *clin* and *msr* represent the clinical and machine-specific reference field sizes; ![](JMP-44-27-g005.jpg) is the correction factor required to determine the dose deposited to water between f~clin~ and f~msr~ owing to the presence of detector in water; ![](JMP-44-27-g006.jpg) is the output factor or total scatter factor. In our study, the depth dose measurements were not obtained for the cone sizes of 5 mm, 7.5 mm, and 10 mm, since the discrepancy between OSL readings and other dosimeter results was determined to be higher than 3% for the cone sizes smaller than 15 mm. Therefore, the correction factors for OSL dosimeter were not required for acquired OSL readings.

Monte Carlo simulations {#sec2-5}
-----------------------

The output factors and depth dose profiles were calculated using EGSnrc/BEAMnrc MC code\[[@ref39][@ref40]\] in conjunction with DOSXYZnrc code. Phase space files for each cone size of 5, 7.5, 10, 12.5, 15, 20, 30, 40, and 60 mm were generated using a modeled treatment head of CyberKnife SRS system.\[[@ref28]\] The incident electron mean energy and full width at half maximum of the electron radial intensity distribution were 6.7 MeV and 3.2 mm, respectively. The global electron and photon cut-off energies for particle transport were set to 700 keV (total energy) and 10 keV, respectively.

The phase space data were used as a source for DOSXYZnrc. MC calculations were performed for two main models. In the first model, a water phantom with dimensions of 30 cm × 30 cm × 30 cm was modeled for MC simulation using different voxel sizes between 0.5 and 5 mm to obtain the dose values for the volume of interest in water. The calculated values for water were used as a reference. The second model included an OSL dosimeter placed between poly (methyl methacrylate) phantom slabs as shown in [Figure 1](#F1){ref-type="fig"}. The voxel size was chosen as 0.1 mm × 0.1 mm × 0.04 mm to fit the dimensions of OSL dosimeters properly. The sensitive material contains a very small amount (0.01%--0.5%) of carbon doping,\[[@ref33][@ref41]\] which was not considered in the simulations. The plastic casing of dosimeter was geometrically complex and nearly water equivalent (1.03 g/cm^3^); thus, it was neglected in the model.

The OSL nanoDot material compositions were fed into the PEGS4 library. The cutoff energy thresholds for electron and photon were set to 700 and 10 keV respectively. The fractional energy loss per electron step was set to 2.5% (ESTEPE = 0.025). NSplit was chosen to be 30.\[[@ref42]\] Using these specifications, histories between 3 × 10^7^ and 6 × 10^8^ were required to achieve an uncertainty of \<1%.

The output measurement ratio defined in the following equation can be computed directly using MC simulation:

![](JMP-44-27-g007.jpg)

where ![](JMP-44-27-g008.jpg) and ![](JMP-44-27-g009.jpg) represent the doses deposited in water per simulated history with the clinical fields (*f*~clin~) and machine-specific field (*f*~msr~), respectively; ![](JMP-44-27-g010.jpg) and ![](JMP-44-27-g011.jpg) represent the total dose per initial history scored within the monitor chamber with MC simulation; Q~msr~ and Q~clin~ represent the beam quality of machine-specific field *f*~msr~ and the clinical field *f*~clin~, respectively.

R[ESULTS]{.smallcaps} {#sec1-3}
=====================

Output factor {#sec2-6}
-------------

Measurements were carried out to compare the output factors of nanoDot OSL dosimeter with those of PTW 60018 and PTW 60019 detectors and Gafchromic EBT3 films for the nine collimators of 5, 7.5, 10, 12.5, 15, 20, 30, 40, and 60 mm. The MC output factors under reference conditions of water were also included for comparison. The equations required to calculate the output factors were given by equations (1) and (2).\[[@ref2]\] The comparison between the measured output factors of given detectors and the calculated output factors of MC simulation with respect to the collimator sizes is illustrated in [Figure 2](#F2){ref-type="fig"}. The relative uncertainties of the results were calculated with respect to the average values of repeated measurements. While the relative uncertainties of PTW 60018, PTW 60019, EBT3 film, and reference MC output factors were \<1% for all cone sizes, the relative uncertainties of nanoDot dosimeters were 1.7%, 1%, and 1.4% for 5, 7.5, and 10 mm, respectively. [Figure 2](#F2){ref-type="fig"} illustrates the deviation of nanoDot OSL outputs compared to the rest of group. It was considered that the deviation for smaller collimator sizes indicated a deviation from accuracy. However, the observed deviations should not be attributed to inaccurate response of dosimeter material (Al~2~O~3~) but to its relatively large diameter of 5 mm. As the collimator size became closer to the size of dosimeter, larger perturbations in dose distributions were inevitable.

![Measured output factors, s~c,p~, of the detectors used in this study and Monte Carlo output factors under reference conditions. The output factor values were normalized with the reading of largest cone of 60 mm for each dosimeter](JMP-44-27-g012){#F2}

[Table 1](#T1){ref-type="table"} lists the deviations of OSL output factors from those of other three dosimeters and reference MC simulation. For the larger cone sizes between 30 and 60 mm, the output factors of OSL were observed to be within 1% of the output factors of EBT3 film, two PTW detectors, and reference MC simulation. As the cone size reduced, the difference between the output factors of OSL and EBT3 film became even worse for the 5-mm cone by reaching 43% (e.g., it reached 3% for the 15-mm cone).

###### 

Relative differences of the output factors of PTW 60019, PTW 60018, EBT3 film, and reference Monte Carlo from nanoDot optically stimulated luminescence dosimeter

  Cone sizes (mm)   PTW 60019 (%)   PTW 60018 (%)   EBT3 (%)   MC (%)
  ----------------- --------------- --------------- ---------- --------
  5                 −39.6           −41.95          −42.69     −40.78
  7.5               −21.03          −22.08          −20.31     −20.4
  10                −16.02          −16.57          −18.36     −15.8
  12.5              −6.61           −6.77           −6.75      −5.83
  15                −1.65           −2.7            −2.94      −1.93
  20                −1.96           −1.65           −1.84      −1.74
  30                −0.11           0.52            −0.05      −0.11
  40                0.31            1.02            0.43       0.53
  60                \-              \-              \-         \-

MC: Monte Carlo, PTW: Physikalisch-Technische Werkstaetten, OSL: Optically stimulated luminescence

We observed that the results of reference MC simulations were consistent with the measured output factors of the OSL dosimeters, except for the small cone sizes of 15 mm and less as clearly seen in [Table 1](#T1){ref-type="table"} (e.g., the deviation rose sharply to 41.3% for the cone size of 5 mm). The large discrepancies in the output readings of the nanoDot OSL dosimetry for smaller beam sizes in spite of high sensitivity and accuracy of Al~2~O~3~:C material showed that OSL dosimeters should be downsized as demonstrated in a previous study.\[[@ref17]\] The output results of PTW 60019 and PTW 60018 compared to reference MC calculations were within approximately 1% or less for the cone sizes of 10 mm and more. However, the difference increased to 1.9% and 2.2% for the cone size of 5 mm for PTW 60019 and PTW 60018, respectively. The deviation from reference MC values remained approximately 1% until cone size of 12.5 mm but reached 3% for smaller cone sizes for Gafchromic EBT3 film.

Depth dose profile {#sec2-7}
------------------

Depth dose profile measurements and the corresponding MC simulations were performed for the cone sizes between 15 and 60 mm since the discrepancies between the readings of OSL and those of other dosimeters exceeded 3% for the cones smaller than 15 mm. The PDD results are shown in [Figure 3](#F3){ref-type="fig"}. As shown in [Figure 3](#F3){ref-type="fig"}, MC refers to the depth dose values of the modeled water phantom whereas MC_OSL refers to the PDD values calculated using the modeled nanoDot OSL dosimeter at different depths in a water phantom.

![Comparison of measured and calculated central axis depth-dose curves for cone sizes of 60 mm, 30 mm, 20 mm, and 15 mm](JMP-44-27-g013){#F3}

At surface region, large discrepancies among PDD values were observed. For instance, the difference reached 45% at 1 mm depth for the cone size of 20 mm. From 5 mm depth, the discrepancy decreased and remained within 5%. The differences between PDD values acquired using nanoDot OSL dosimetry and the other dosimetric systems are shown in [Figure 4](#F4){ref-type="fig"}. The data showed higher deviations with measurement depth for all four-cone sizes. The deviations were generally maintained within 2% until the depth of 100 mm, particularly after the depth of dose maximum (15 mm). After this depth, the deviations became larger, i.e., within 5%.

![Differences between percentage depth dose readings of the nanoDot optically stimulated luminescence and those of PTW 60018, PTW 60019, EBT3 film, Monte Carlo, and Monte Carlo_optically stimulated luminescence for the cone sizes of 60 mm, 30 mm, 20 mm, and 15 mm](JMP-44-27-g014){#F4}

[Table 2](#T2){ref-type="table"} presents the PDD values at 10 cm depth for active and passive detectors used in this study. The columns under "%diff" in the table show the relative difference with respect to the detector in question. The OSL readings at 10 cm depth were observed to be consistent with the other readings. The deviations from both MC simulations were within 2% whereas the other dosimetry readings were closer to the OSL readings and their absolute "%diff" values were \<1%.

###### 

Measured and calculated percentage depth dose values at the depth of 10 cm and relative differences from optically stimulated luminescence readings

  Cone size (mm)   PTW 60018   PTW 60019   MC     MC_OSL   nanoDot OSL   EBT 3                              
  ---------------- ----------- ----------- ------ -------- ------------- ------- ------ ----- ------ ------ ------
  60               60.2        -0.2        60.2   -0.2     61.3          1.6     61.0   1.1   60.3   60.8   0.8
  30               57.1        0.5         57.3   0.9      57.9          1.9     57.6   1.4   56.8   56.8   0.0
  20               55.7        0.3         56.0   0.9      56.2          1.2     56.5   1.8   55.5   55.6   0.2
  15               55.0        -0.4        54.7   -0.9     55.3          0.2     55.6   0.8   55.2   54.9   -0.5

\*MC: Monte Carlo simulation, MC_OSL: Monte Carlo simulation of OSL, %diff: Relative difference from OSL readings, PDD: Percentage depth dose, PTW: Physikalisch-Technische Werkstaetten, OSL: Optically stimulated luminescence

D[ISCUSSION]{.smallcaps} {#sec1-4}
========================

Routine quality assurance of a CyberKnife SRS unit must be performed accurately and precisely to deliver treatment to a patient as prescribed. A feasibility study designed for determining a proper dosimeter for the CyberKnife QA that may reduce the uncertainty induced by the cone-shaped small fields is critical for accomplishing accurate stereotactic treatment delivery with acceptable quality. Our study was designed for analyzing the performance of nanoDot OSL dosimeter for the measurement of the output factors and PDDs of small fields shaped by the fixed cones of CyberKnife unit.

Despite the advantageous features of an OSL dosimeter for standard radiotherapy fields, small fields provide challenging issues that reveal its limitations. The bell-shaped forms of filter-free small fields reveal the need for a small sensitive volume of the dosimeter more clearly, while reducing the cone size. In the measurements of relative output factors, the discrepancies between OSL readings and other three dosimeter measurements and MC calculation results were \<1% for the cone sizes larger than or equal to 30 mm. The differences were observed to be in the range of 1%--3% for the cones between 30 and 15 mm. Moreover, the discrepancies exceeded 5% for the cone size of 12.5 mm and reached approximately 40% for the cone size of 5 mm. Chalkley and Heyes\[[@ref43]\] similarly measured the relative output factors of CyberKnife fixed cones using six detectors including PTW 31010 Semiflex, PTW 60018 diode SRS, and PTW 60019 microDiamond. PTW 31010 showed consistent readings with OSL data as similar to our study since its diameter (5.5 mm) is comparable to that of the nanoDot OSL dosimeter. The reported output readings of the Semiflex were consistent with the diode SRS and microDiamond until the cone size of 20 mm. As the cone size became smaller, the differences increased in our study. The relative output factor values of Semiflex for cone sizes of 7.5 mm and 5 mm were observed to be approximately 67% and 38%, respectively. These values are close to our nanoDot OSL readings of 66% and 41%, respectively. However, diode SRS and microDiamond with diameters smaller than 2.2 mm were consistent with MC simulations even for the smallest cone sizes in our study. EBT3 film with high two-dimensional (2D) resolution could also provide consistent results with the two dosimeters for the challenging small field sizes.

The PDD measurements were obtained only for the cone sizes larger than or equal to 15 mm since the discrepancy between the readings of OSL and those of other dosimeters exceeded 3% for smaller cones. The performance of nanoDot OSL dosimeter in PDD measurement was observed to be consistent with other dosimeter readings in the region of transient charged particle equilibrium. However, in the build-up region, the readings of dosimeters were inconsistent especially at near-surface depths.

In the PDD measurements, the high number of measurement points revealed high workload required to obtain a PDD curve using the nanoDot OSL dosimeter. Changing the OSL dosimeter for each point and renewing the measurement setup increased the total QA time and workload compared with online data acquisition process using diode SRS and microDiamond detectors. Furthermore, the two dosimeters will also require the physicist to go into the bunker and arrange the slab phantom depth for each measurement point if PDD curve is acquired using solid phantoms. If a water phantom is chosen, the setup time of water phantom should also be taken into consideration.

The output factor measurements obtained for cone sizes smaller than 15 mm demonstrate that nanoDot OSL dosimeter should be modified to be suitable for the routine QA of smallest cones in CyberKnife system. As stated before, the first idea in this direction is to downsize the diameter of 5 mm of nanoDot OSL chips. In a study investigating detector correction factors for small-field applications,\[[@ref44]\] Al~2~O~3~:C dosimetry with smaller dimensions of 0.5 mm × 0.5 mm × 2 mm was also recommended for commissioning owing to its relatively small correction factors. Alternatively, recently developed OSL films with high 2D resolution can be evaluated for the relative dose measurements of CyberKnife small fields. A new 2D-dosimetric system was recently characterized for standard photon fields and demonstrated promising results in high-gradient dose regions.\[[@ref45]\]

C[ONCLUSIONS]{.smallcaps} {#sec1-5}
=========================

The readings of the nanoDot OSL dosimetry were consistent with the measurements of microDiamond, SRS diode detector, and Gafchromic films for cones larger than 15 mm while high discrepancies were found for the smaller cones. In spite of its linear dose response, high dose sensitivity and well-controlled read-out system, its low reliable behavior for the cones smaller than 15 mm should be taken into account before its *in vivo* applications of Cyberknife SRS unit.
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