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Abstract
In this paper existence of analytic solutions of a nonlinear iterative equations is studied when given
functions are all analytic and when given functions have poles. As well as in many previous works,
we reduce this problem to finding analytic solutions of a functional equation without iteration of the
unknown function f . For technical reasons, in previous works an indeterminate constant related to
the eigenvalue of the linearized f at its fixed point O is required to fulfill the Diophantine condition
that O is an irrationally neutral fixed point of f . In this paper the case of rationally neutral fixed
points is also discussed, where the Diophantine condition is not required.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Let f n denote the nth iterate of a map f , i.e., f 1 = f , f 2 = f ◦ f , f n = f ◦ f n−1, and
f 0 = Id, the identity. The functional equation
f m(x)=G
(
m−1∑
k=0
akf
k(x)
)
+ F(x), m 2, x ∈ C, (1)
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iterative equation. In general, a0, a1, . . . , am−1 are complex constants and G,F are given
complex-valued functions of a complex variable.
Equation (1) includes a lot of important subjects as its special cases. In the theory of
dynamical systems, iterative roots of a homeomorphism F are concerned, that is to find a
mapping f such that
f n(x)= F(x). (2)
The existence of solutions for Eq. (2) are discussed in [1,3,5,9,11,25]. More general form
λ1f (x)+ λ2f 2(x)+ · · · + λmf m(x)= F(x) (3)
are discussed extensively (see, e.g., [7,8,12–14,16,17,22–24]). Besides, invariant curves of
a planar mapping can be found by solving iterative equations, for instance,
f
(
x + f (x))= ρ(f (x)) (4)
as in [6] and
f
(
f (x)
)= 2f (x)− x − 1
2
(
g
(
f (x)
)+ g(x)) (5)
as in [15]. Equations (3)–(5) are all special cases of (1). Concerning Eqs. (3), (4), and (5),
analytic solutions are discussed in [19], [18], and [20], respectively.
In this paper analytic solutions for the general form of Eq. (1) are investigated. Existence
of locally analytic solutions and their construction are given not only in the case that all
given functions are analytic, which was considered in [18–20], but also in the case that
at least a given function has a pole. As well as in many previous works [18–20], we still
reduce this problem to finding analytic solutions of a functional equation without iteration
of the unknown function f . Known in [18–20], the existence of analytic solutions for
Eqs. (3)–(5) is closely related to the position of an indeterminate constant α, depending
on the eigenvalue of the linearization of f at its fixed point O , in the complex plane. For
technical reasons, in [18–20] only the situation of α off the unit circle in C and the situation
of α on the circle with the Diophantine condition are discussed. Roughly speaking, the
Diophantine condition requires α to be far from all roots of unity that the fixed point O
is irrationally neutral. In this paper, besides the both situations considered in [18–20], we
break the restriction of the Diophantine condition and study the situation that the constant
γ in Section 2 (or η in Section 3) is a root of unity in C, for which the fixed point O
is rationally neutral. In such a situation γ (or η) is of course on the unit circle but the
Diophantine condition is offended.
2. Analytic solutions near regular points
In this section we assume that both G and F are analytic functions in a neighborhood
of the origin, i.e., 0 is a regular point, and have power series expansions
G(x)=
∞∑
bnx
n, F (x)=
∞∑
cnx
n. (6)
n=0 n=0
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Q(x) := xm − b1
m−1∑
k=1
akx
k − (a0b1 + c1). (7)
Moreover, in Eq. (1) we suppose that ∑m−1k=0 |ak| 1 and
b0 + c0 = 0, Q(γ )= 0, (8)
where γ := b−α , b is a complex constant, and |b|> 1. We shall give existence of analytic
solutions of (1) by finding analytic solutions ϕ of the auxiliary functional equation
ϕ(x +mα)=G
(
m−1∑
k=0
akϕ(x + kα)
)
+ F (ϕ(x)). (9)
The indeterminate constant α will be discussed in the following cases:
(H1) α = 0;
(H2) γ = e2πiθ and θ satisfies the Diophantine condition, i.e., there exist some constants
ς > 0 and κ > 0 such that |e2πinθ − 1| ς−1n−κ , n 1;
(H3) γ = e2πiq/p for some p ∈ N, p  2, q ∈ Z\{0}, and γ = e2πil/k for all 1  k 
p− 1, l ∈ Z\{0}.
Take notations S# := {x ∈ C: x >−ln#/ln |b|, −∞< x <+∞}, and
∆n(α) := c1 +
m−1∑
i=1
b−α[n(m−i)+i] − b1
m−1∑
i=1
i−1∑
j=1
aib
−α[n(i−j)+j ]. (10)
For convenience in statement, we introduce the multi-index 't := (l1, . . . , lt ) of the length
|'t | = n, i.e., all lj ’s are positive integers such that l1 + · · · + lt = n, and let Atn consist of
all those multi-indices. Let s(n)= (s1, . . . , sn) be a n-tuple of complex, i.e., a vector in the
product space Cn. Consider the n-degree polynomial of s(n− 1)
Λn
(
s(n− 1)) := ∑
2tn, (lj )∈Atn
[
btΥ (l1, . . . , lt )+ ct
]
sl1sl2 . . . slt , (11)
where Υ (l1, . . . , lt ) := ∏tj=1∑m−1k=0 akb−kljα . Under (H1), ∆n(α) equals zero for only
finite possibilities of n. In fact, by (10), either limn→∞∆n(α) = c1 = 0 as α > 0 or
limn→∞ 1/∆n(α) = 0 as α < 0. The latter one implies that |∆n(α)|> 1 for sufficiently
large n. The following lemma gives construction of formal series solutions under hypoth-
esis (H1).
Lemma 1. Suppose that F ′(0) = 0 and (H1) holds.
(i) If ∆n(α) = 0 for all n= 2,3, . . . , then a formal series solution
ϕ(x)=
∞∑
snb
−nx (12)n=1
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sn = Λn(s(n− 1))
(b−(n−1)α − 1)∆n(α) , n= 2,3, . . . , (13)
recursively, where s1 = τ = 0 is given arbitrarily.
(ii) If there exist finitely many integers n1 < · · · < nι such that ∆n(α) = 0 if and only if
n= ni , i = 1, . . . , ι, then either a formal series solution (12) of Eq. (9) is defined for
arbitrarily chosen snι , provided that there exist ι constants s1, sn1 , . . . , snι−1 in C such
that for each of such ni the tuple s(ni − 1) of the ni − 1 coefficients s1, . . . , sni−1
given as in (13) satisfies the corresponding polynomial equation Λni (s(ni − 1))= 0,
or otherwise Eq. (9) has no formal series solutions in the form (12).
Proof. Consider a solution ϕ of (9) in the formal Dirichlet series (12). Substituting series
(6) and (12) of G,F,ϕ in (9) and comparing coefficients we obtain
b0 + c0 = 0,
b−mnαsn =
∑
1tn, (lj )∈Atn
[
btΥ (l1, . . . , lt )+ ct
]
sl1sl2 . . . slt , n= 1,2, . . . ,
or equivalently that{
b0 + c0 = 0,
Q(γ )s1 = 0,
Q(γ n)sn =Λn(s(n− 1)), n= 2,3, . . . .
(14)
From the second equality of (8) we observe that the coefficient of s1 in the second equality
of (14) is equal to zero. Hence we choose s1 = τ = 0. Notice that the coefficient of the
third equality of (14) satisfies that
Q(γ n)= γmn − b1
m−1∑
k=0
akγ
kn −
(
γm − b1
m−1∑
k=0
akγ
k
)
= (γ mn − γm)− b1
m−1∑
k=1
ak(γ
kn − γ k)
= (γ n − γ )
{
m∑
i=1
γ [n(m−i)+i−1] − b1
m−1∑
k=1
k∑
j=1
akγ
[n(k−j)+j−1]
}
= (b−(n−1)α − 1)∆n(α),
where the factor b−(n−1)α − 1 = 0 for n 2 since (H1) requires α = 0. Since ∆n(α) = 0
for n= 2,3, . . . , from the third equality of (14) we solve the coefficient sn as in (13) and
the formal series (12) is obtained.
In the case of (ii), the coefficients s1, . . . , sn1−1 are obtained as in case (i). If s(n1−1) :=
(s1, . . . , sn1−1) satisfies Λn1(s(n1 − 1))= 0, then by (14) the coefficient sn1 can be chosen
arbitrarily. Once sn1 is chosen, the followed coefficients sn1+1, . . . , sn2−1 can be deter-
mined uniquely by (13). Assume inductively that there exist ι constants s1, sn1 , . . . , snι−1
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given by (13) as above, satisfies the corresponding polynomial equationΛni (s(ni−1))= 0.
Then snι can be chosen arbitrarily by (14) and the formal series solution ϕ is also obtained.
Otherwise, in case one of those choices of sni (1 i  ι−1) cannot be made, such a formal
series solution cannot be obtained. ✷
Thus, we have the following conclusion.
Theorem 1. Suppose F ′(0) = 0 and (H1) holds.
(i) If ∆n(α) = 0 for all n = 2,3, . . . , then Eq. (9) has an analytic solution ϕ of
the form (12) in the half plane S# for a certain constant # > 0, which satisfies
limx→+∞ ϕ(x)= 0.
(ii) If there exist finitely many integers n1, . . . , nι such that ∆ni (α) = 0 for i = 1, . . . , ι,
then either Eq. (9) has an analytic solution ϕ of the form (12) in the half plane S#
for a certain constant # > 0, which satisfies limx→+∞ ϕ(x)= 0, provided that there
exist ι constants s1, sn1 , . . . , snι−1 in C such that for each of such ni the tuple s(ni − 1)
of the ni − 1 coefficients s1, . . . , sni−1 given as in Lemma 1 satisfies the corresponding
polynomial equation Λni (s(ni − 1))= 0, or otherwise Eq. (9) has no analytic solution
in S# for any # > 0.
Proof. Since G and F are analytic in a neighborhood of the origin and have the power
series expansion (6), there exists a positive ρ such that
|bn| ρn−1, |cn| ρn−1, n= 2,3, . . . . (15)
Without loss of generality, we can assume that ρ = 1, i.e., |bn|  1, |cn|  1 for n =
2,3, . . . . In fact, let G˜(x) := ρG(ρ−1x), F˜ (x) := ρF(ρ−1x), and put y = ρx , γ = ρα,
and ϕ˜(x) := ρϕ(ρ−1x). Then (9) can be rewritten as
ϕ˜(y +mγ )= G˜
(
m−1∑
k=0
akϕ˜(y + kγ )
)
+ F˜ (ϕ˜(y))
in the same form as (9) and |bnρ1−n| 1, |cnρ1−n| 1 for n= 2,3, . . . by (15).
Consider a solution ϕ of (9) in the formal series (12), i.e., ϕ(x) =∑∞n=1 snb−nx . In
both cases of (i) and (ii) the existence of such a formal series solution and its construction
are given in Lemma 1. In what follows we prove that the formal solution (12) in series is
convergent in a right-half plane. Since α = 0, we have
lim
n→∞
∣∣∣∣ |b−knα| + 1(b−(n−1)α − 1)∆n(α)
∣∣∣∣=
{ |1/F ′(0)|, as α > 0,
0, as α < 0,
where k = 0 as α > 0 and k =m− 1 as α < 0. This implies that there exists a constant
M > 0 such that∣∣∣∣ btΥ (l1, . . . , lt )+ ct−(n−1)α
∣∣∣∣
∣∣∣∣ |b−knα| + 1−(n−1)α
∣∣∣∣M, ∀n 2.(b − 1)∆n(α) (b − 1)∆n(α)
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R(x, a, q) := 1
2(1+ a)
{
1+ qx −
√
1− 2(1+ 2a)qx + q2x2 }, (16)
which is analytic in {x ∈ C: |x|< (1/q)(1 + 2a − 2√a + a2 )} clearly. Moreover, Since
R(0, a, q)= 0, there is a constant δ1 > 0 such that |R(x, a, q)|< 1 for |x|< δ1. Therefore,
as |x|< δ(δ1, a, q) := min{δ1, (1 + 2a − 2
√
a + a2 )/q}, the function R(x, a, q) satisfies
the equation
Ξ(x,R,a, q) :=R(x, a, q)− qx − a [R(x, a, q)]
2
1−R(x, a, q) = 0. (17)
Choosing a =M , q = |τ |, and putting R(x,M, |τ |)=∑∞n=1Bnxn in (17), we can deter-
mine all coefficients recursively by B1 = |τ | and
Bn =M
∑
2tn, (lj )∈Atn
Bl1Bl2 . . .Blt , n= 2,3, . . . . (18)
Moreover, it is easy to see from (15), where we assume that ρ = 1, and (13) that
|sn| Bn, n= 1,2, . . . . (19)
It follows that the power series
ψ(x)=
∞∑
n=1
snx
n (20)
is also convergent as |x| < δ(δ1,M, |τ |). So there exists #  δ(δ1,M, |τ |) such that the
Dirichlet series (12) is convergent in S#.
Furthermore,
limx→+∞b
−x = limx→+∞
[
b−x
(
cos(x lnb)− i sin(x lnb))]= 0.
Thus limx→+∞ ϕ(x)= limx→+∞∑∞n=1 snb−nx = 0. The proof is complete. ✷
It is also found in [21, pp. 166–174]. The following useful lemma is the Lemma 6.4 of
[10, p. 153].
Lemma 2. Assume that β is not a root of unity but satisfies |β| = 1 and log |βn − 1|−1 
K logn (n = 2,3, . . .) for a constant K > 0. Then there is a constant µ > 0 such that
|βn − 1|−1 < (2n)µ for n= 1,2, . . . . Furthermore, the sequence {dn}∞n=1 defined by d1 = 1
and
dn = 1|βn−1 − 1| maxn=l1+···+lt ,
0<l1···lt , t2
{dl1 . . . dlt }, n= 2,3, . . . ,
satisfies dn  (25µ+1)n−1n−2µ, n= 1,2, . . . .
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Then Eq. (9) has an analytic solution ϕ of the form (12) in the half plane S# =
{x: x > −ln#/ln |b|,−∞ < x < +∞} for a certain constant # > 0, which satisfies
limx→+∞ ϕ(x)= 0.
Proof. As in the proof of Theorem 1, we find a solution in the form of the Dirichlet series
(12). Using the same method as above, for chosen s1 = τ (0 < |τ | 1) we can uniquely
determine the sequence{sn}∞n=2 recursively by (13). In fact, in view of (H2) and the hy-
pothesis that |F ′(0)| > m − 1 + |G′(0)|(m − 2) we see that β := γ = b−α satisfies the
conditions of Lemma 2, and we can estimate
∣∣∆n(α)∣∣ |c1| −
∣∣∣∣∣
m−1∑
i=1
b−α[n(m−i)+i] − b1
m−1∑
i=1
i−1∑
j=1
aib
−α[n(i−j)+j ]
∣∣∣∣∣
 |c1| −
(
m− 1+ |b1|
m−1∑
i=1
(i − 1)|ai|
)
 |c1| −
(
m− 1+ |b1|(m− 2)
)
> 0. (21)
Put N := 2/(|c1| − (m− 1+ |b1|(m− 2))) for convenience. From (13) we have
|sn| N|b−α(n−1)− 1|
∑
2tn, (lj )∈Atn
|sl1||sl2 | . . . |slt |, n= 2,3, . . . .
Consider the function R(x,N,1) as defined in (16) for |x|< 1+ 2N − 2√N +N2. There
is a constant δ1 > 0 such that R(x,N,1) satisfies Ξ(x,R,N,1) = 0 for |x|< δ1, where
Ξ is defined in (17). By analyticity, let R(x,N,1) = ∑∞n=1 Cnxn. From the equality
Ξ(x,R,N,1)= 0 we can determine {Cn}∞n=1 by C1 = 1 and
Cn =N
∑
2tn, (lj )∈Atn
Cl1Cl2 . . .Clt for n= 2,3, . . . .
Observe that
|sn| Cndn, n= 1,2, . . . , (22)
where the sequence {dn}∞n=1 is defined in Lemma 2. In fact, |s1| = |τ | 1 = C1d1. Assum-
ing that (22) holds for n= 1,2, . . . , l, we see by induction that
|sl+1| N|b−αl − 1|
∑
2tl+1, (lj )∈Atl+1
|sl1 ||sl2| . . . |slt |
 N|b−αl − 1|
∑
2tl+1, (lj )∈Atl+1
Cl1dl1Cl2dl2 . . .Clt dlt
 Cl+1|b−αl − 1| maxl1+···+lt=l+1, {dl1 . . . dlt } = Cl+1dl+1
0<l1···lt , t2
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min{δ1,1 + 2N − 2
√
N +N2 }, there is a positive A such that Cn  An for n= 1,2, . . . .
Consequently, by Lemma 2 we see that |sn|An(25µ+1)n−1n−2µ that is,
lim sup
n→∞
(|sn|)1/n  lim sup
n→∞
A(25µ+1)(n−1)/nn−2µ/n = 25µ+1A,
which shows that the series (20) converges for |x| < # = min{δ2, (25µ+1A)−1}. So does
series (12) in S# . Similarly limx→+∞ ϕ(x)= 0, as proved in Theorem 1. ✷
The next theorem is devoted to the case of (H3), where b−α is not only on the unit circle
in C but also a root of unity. In this case the Diophantine condition is not satisfied. The
idea of our proof is acquired from [2]. Consider the polynomial Λn(s(n− 1)) as defined
in (11).
Theorem 3. Suppose that (H3) holds and |F ′(0)|>m− 1+|G′(0)|(m− 2). If there exists
a constant s1 = 0 such that for each l = 1,2, . . . the tuple s(lp) := (s1, . . . , slp), where
sjp+1 = 0 for all 1  j  l − 1 and the others are given by (13) as in Lemma 1, satisfies
the polynomial equation Λlp+1(s(lp)) = 0, then Eq. (9) has an analytic solution ϕ(x) =
ψ(b−x) in the half plane S# = {x: x > −ln#/ln |b|, −∞ < x < +∞} for a certain
constant # > 0, where ψ is an analytic function of the form (20) in U#(0)= {x: |x|< #}
such that ψ(0)= 0, ψ(lp+1)(0)= 0 for all l = 1,2, . . . and the other derivatives at 0 satisfy
that ψ(j)(0)= j !sj for j = lp + 1. Otherwise, Eq. (9) has no analytic solution of such a
form in the half plane S# = {x: x >−ln#/ln |b|, −∞< x <+∞} for any # > 0.
Proof. Analogously to the proof of Theorem 1, we seek for a solution of (9) in Dirichlet
series (12). Without loss of generality, as in the proof of Theorem 1 we still assume that
ρ = 1 in (15). Taking substitutions (6) and (12) in (9) and defining s1 = τ = 0, we obtain
(14). According to hypothesis (H3), we know that b−pα = 1 and b−lα = 1 for all 1 l 
p− 1. Thus for n= lp+ 1 we have
slp+1 = ψ(lp+1)(0)/(lp+ 1)! = 0, (23)
implying that the left-hand side of the third relation of (14) equals zero.
Obviously (21) also holds in this case and ∆n(α) = 0 for all n= 2,3, . . . . By Lemma 1,
the sequence (sn)∞n=1 is determined uniquely by chosen s1 = τ = 0 and (23) if each tu-
ple s(lp) satisfies the polynomial equation Λlp+1(s(lp)) = 0 (l = 1,2, . . .). Otherwise, if
Λlp+1(s(lp)) = 0 for some l = 1,2, . . . , then the right-hand side of the third relation of (14)
cannot be equal to its left-hand side for n= lp+ 1 by (23), this implying that Eq. (9) has
no analytic solution of the form ϕ(x)=ψ(b−x) satisfying ψ(0)= 0 and ψ(lp+1)(0)= 0.
Next we prove the convergence of (12). Let
Γ := max{1, |b−jα − 1|−1: j = 1,2, . . . , p− 1}.
Then (13) implies that
|sn| ΓN
∑
2tn, (l )∈At
|sl1 ||sl2| . . . |slt |, n= 2,3, . . . ,
j n
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constant # > 0 such that the function R(x,Γ N, |τ |), defined as in (16), is analytic and sat-
isfies Ξ(x,R,Γ N, |τ |)= 0 for |x|< #, where Ξ is defined in (17). Let R(x,Γ N, |τ |)=∑∞
n=1 Cnxn by analyticity. This series can be determined by comparing coefficients in the
equality Ξ(x,R,Γ N, |τ |)= 0, that is,{
C1 = |τ |,
Cn = ΓN∑2tn, (lj )∈Atn Cl1Cl2 . . .Clt , n= 2,3, . . . . (24)
Claim that
|sn| Cn, n= 1,2, . . . . (25)
In fact, |s1| = |τ | = C1. Assuming that (25) holds for 1,2, . . . , n−1, we have |sn| = 0 Cn
when n= lp+ 1 and
|sn| ΓN
∑
2tn, (lj )∈Atn
|sl1 ||sl2| . . . |slt | ΓN
∑
2tn, (lj )∈Atn
Cl1Cl2 . . .Clt = Cn
when n = lp + 1. This proves the claimed inequality (25). By convergence of the power
series of R(x,Γ N, |τ |) and by inequality (25) we see that the power series (20) converges
in U#(0)= {x: |x|< #}. Thus series (12) converges in S#. This completes the proof. ✷
Having results of analytic solutions for the auxiliary equation, we can give the corre-
sponding result to the original (1).
Theorem 4. Under one of the conditions in Theorems 1–3, Eq. (1) has an analytic solution
of the form f (x)= ϕ(ϕ−1(x)+ α) in a neighborhood of the origin, where ϕ is an analytic
solution of Eq. (9) in the half plane S# .
Proof. In Theorems 1–3 we can find a solution ϕ of the auxiliary equation (9) in se-
ries (12) which is analytic in the half plane S# . As in Theorem 3, ϕ(x) = ψ(b−x).
Since ψ ′(0) = 0, the function ψ−1 is analytic in a neighborhood of the point ψ(0) = 0.
Thus ϕ−1(x) = − lnψ−1(x)/ lnb is analytic in a neighborhood of the origin. Define
f (x) := ϕ(ϕ−1(x)+ α), which is analytic clearly. Notice that
f m(x)= ϕ(ϕ−1(x)+mα)=G
(
m−1∑
k=0
akϕ
(
ϕ−1(x)+ kα)
)
+ F (ϕ(ϕ−1(x)))
=G
(
m−1∑
k=0
akf
k(x)
)
+ F(x).
This shows that f satisfies Eq. (1). The proof is complete. ✷
Under the hypothesis of Theorem 1 the origin O is a hyperbolic fixed point of f , but
under hypotheses of Theorems 2 and 3 it is not. Actually, when the constant γ := b−α sat-
isfies the Diophantine condition, the origin O is an irrationally neutral fixed point, namely,
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of unity. Under (H3), the fixed point O of f is rationally neutral. The concepts of neutral
fixed points can be found in [4].
When 0 < |b|< 1, the same method is applicable and a similarly result can be obtained.
More detailed, there exists a constant # > 0 such that Eq. (9) has an analytic solution in
the left-half plane {x ∈ C: x <−ln#/ln |b|, −∞< x <+∞}.
3. Analytic solutions near poles
In this section we do not consider all given functions are analytic. For simplicity, sup-
pose that the origin O is a pole of G and F of order 1, i.e.,
xG(x)=
∞∑
n=0
b˜nx
n, b˜0 = 0, xF (x)=
∞∑
n=0
c˜nx
n, c˜0 = 0, (26)
are convergent for |x| < σ. We intend to find analytic solutions of (1) by investigating
analytic solutions of the following auxiliary equation:(
m−1∑
k=0
akϕ(η
kx)
)
ϕ(x)ϕ(ηmx)
= G˜
(
m−1∑
k=0
akϕ(η
kx)
)
ϕ(x)+
(
m−1∑
k=0
akϕ(η
kx)
)
F˜
(
ϕ(x)
)
, (27)
where G˜(x) := xG(x), F˜ (x) := xF(x), and η is a zero of the polynomial
P(x) := b˜0 + c˜0
m−1∑
k=0
akx
k.
We shall discuss (27) in the following cases:
(C1) 0 < |η|< 1;
(C2) η = e2πiθ and θ satisfies the Diophantine condition, i.e., there exist some constants
γ > 0 and κ > 0 such that |e2πinθ − 1| γ−1n−κ , ∀n 1;
(C3) η = e2πiq/p for some p ∈ N, p  3, q ∈ Z\{0}, and η = e2πil/k for all 1 k  p−1,
l ∈ Z\{0}.
Theorem 5. Suppose that (C1) holds and that c˜0 = 0, |a1| >∑m−1k=2 k|ak|. Then in a
neighborhood of the origin Eq. (27) has an analytic solution ϕ satisfying ϕ(0) = 0,
ϕ′(0)= ξ = 0, and ϕ′′(0)=−2!(b˜1 + c˜1)(∑m−1k=0 akηk)ξ2/P (η2).
Proof. Let
ϕ(x)=
∞∑
snx
n (28)n=1
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tuting (28) in (27) and comparing coefficients, we obtain
P(η)s1 = 0, (29)
P(η2)s2 + (b˜1 + c˜1)
(
m−1∑
k=0
akη
k
)
s21 = 0, (30)
P(ηn+1)sn+1 =
n−1∑
i=1
i−1∑
j=0
m−1∑
k=0
akη
k(j+1)+m(n−i)sj+1si−j sn−i
−
n∑
i=1
∑
1tn+1−i, (lj )∈Atn+1−i
b˜t
t∏
j=1
m−1∑
k=0
akη
klj sl1sl2 . . . slt si
−
n∑
i=1
∑
1ti, (lj )∈Ati
c˜t sl1sl2 . . . slt
m−1∑
k=0
akη
k(n+1−i)sn+1−i (31)
for n= 2,3, . . . . Since P(η)= 0, we can choose s1 = ξ = 0 in (29). Note that
P(ηn+1)= b˜0 + c˜0
m−1∑
k=0
akη
k(n+1) = c˜0
m−1∑
k=1
ak[ηk(n+1) − ηk]
= c˜0(ηn+1 − η)
m−1∑
k=1
k−1∑
j=0
akη
(n+1)(k−j−1)+j , n= 1,2, . . . , (32)
and that
∣∣P(ηn+1)∣∣=
∣∣∣∣∣c˜0(ηn+1 − η)
m−1∑
k=1
k−1∑
j=0
akη
(n+1)(k−j−1)+j
∣∣∣∣∣
 |c˜0|
(|η| − |η|n+1)
(
|a1| −
m−1∑
k=2
k|ak|
)
 |c˜0|
(|η| − |η|2)
(
|a1| −
m−1∑
k=2
k|ak|
)
> 0, n= 1,2, . . . , (33)
from (30) we have s2 = −(b˜1 + c˜1)(∑m−1k=0 akηk)ξ2/P (η2). Similarly, from (31) the se-
quence {sn}∞n=1 is determined uniquely in the recursive way since the coefficient of sn+1
on the left-hand side of (31) is not equal to zero as shown in (33).
Now we show the convergence of series (28) near O . Since the power series in (26) are
both convergent for |x|< σ , for any fixed r ∈ (0, σ ) there exists a constant M > 0 such
that
|b˜n| M
rn
, |c˜n| M
rn
. (34)
Thus, from (31) and (33),
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[(
m−1∑
k=0
|ak|
)
n−1∑
i=1
i−1∑
j=0
|sj+1||si−j ||sn−i |
+
n∑
i=1
∑
1tn+1−i, (lj )∈Atn+1−i
M
rt
(
m−1∑
k=0
|ak|
)t
|sl1 ||sl2| . . . |slt ||si |
+
(
m−1∑
k=0
|ak|
)
n∑
i=1
∑
1ti, (lj )∈Ati
M
rt
|sl1 ||sl2| . . . |slt ||sn+1−i |
]
(35)
for n= 2,3, . . . , where K := [|c˜0|(|η| − |η|2)(|a1| −∑m−1k=2 k|ak|)]−1. Define a sequence
{Dn}∞n=1 by D1 = |ξ |, D2 = |(b˜1 + c˜1)(
∑m−1
k=0 akηk)ξ2/P (η2)|, and
Dn+1 =K
[(
m−1∑
k=0
|ak|
)
n−1∑
i=1
i−1∑
j=0
Dj+1Di−jDn−i
+
n∑
i=1
∑
1tn+1−i, (lj )∈Atn+1−i
M
rt
(
m−1∑
k=0
|ak|
)t
Dl1Dl2 . . .DltDi
+
(
m−1∑
k=0
|ak|
)
n∑
i=1
∑
1ti, (lj )∈Ati
M
rt
Dl1Dl2 . . .DltDn+1−i
]
, n= 2,3, . . . .
By (35) we see that |sn|Dn for n= 1,2, . . . . With the recursive law of {Dn} it is easy to
check that the function
H(x) :=
∞∑
n=1
Dnx
n (36)
satisfies
W
(
x,H(x)
)= 0 (37)
in a neighborhood of origin, where
W(x, θ) := θ − |ξ |x −K
[(
m−1∑
k=0
|ak|
)
θ3 + θ M
( 1
r
∑m−1
k=0 |ak|θ
)
1− 1
r
∑m−1
k=0 |ak|θ
+
(
m−1∑
k=0
|ak|
)
θ
M
( 1
r
θ
)
1− 1
r
θ
]
for (x, θ) near (0,0). Since W(0,0) = 0 and W ′θ (0,0)= 1 = 0, by the implicit function
theorem, there exists a unique function θ(x), analytic in a neighborhood of zero, such that
θ(0)= 0, θ ′(0) = ξ1, and W(x, θ(x))= 0. According to (36) and (37), we have H(x)=
θ(x). It follows that series (36) converges near the origin and thus series (28) is convergent
in a neighborhood the origin. ✷
In case (C2) we obtain similarly an analogue to Theorem 2.
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a neighborhood of the origin Eq. (27) has an analytic solution ϕ satisfying ϕ(0) = 0,
ϕ′(0)= ξ = 0, and ϕ′′(0)=−2!(b˜1 + c˜1)(∑m−1k=0 akηk)ξ2/P (η2).
As in Theorem 3, consider the polynomial
Λ∗n
(
s(n− 1)) := n−2∑
i=1
i−1∑
j=0
m−1∑
k=0
akη
k(j+1)+m(n−i−1)sj+1si−j sn−i−1
−
n−1∑
i=1
∑
1tn−i, (lj )∈Atn−i
b˜t
t∏
j=1
m−1∑
k=0
akη
klj sl1sl2 . . . slt sli
−
n−1∑
i=1
∑
1ti, (lj )∈Ati
m−1∑
k=0
akη
k(n−i)c˜t sl1sl2 . . . slt sn−i , (38)
where b˜t and c˜t are coefficients in the series of G˜(x)= xG(x) and F˜ (x)= xF(x), respec-
tively, as in (26) and sj ’s are components in C of the tuple s(n−1) as in (11). An analogue
to Theorem 3 is obtained under hypothesis (C3).
Theorem 7. Suppose that (C3) holds and that c˜0 = 0 and |a1| >∑m−1k=2 k|ak|. If there
exists a constant s1 = 0 such that for each l = 1,2, . . . the tuple s(lp) := (s1, . . . , slp),
where sjp+1 = 0 for all 1 j  l − 1 and the others are given from (30) and (31) as done
in Lemma 1, satisfies the polynomial equation Λ∗lp+1(s(lp)) = 0, then in a neighborhood
of the origin Eq. (27) has an analytic solution ϕ in the form of (28) such that
(i) ϕ(0)= 0, ϕ′(0)= ξ = 0, ϕ′′(0)=−2!(b˜1 + c˜1)(∑m−1k=0 akηk)ξ2/P (η2),
(ii) ϕ(lp+1)(0)= 0, l = 1,2, . . . ,
and the other derivatives at 0 satisfy that ϕ(j)(0)= j !sj for j = lp+ 1. Otherwise, in any
neighborhood of the origin Eq. (27) has no analytic solution satisfying (i) and (ii).
Having known analytic solutions of the auxiliary equation (27), we can give results to
the original (1).
Theorem 8. Under one of the conditions in Theorems 5–7, Eq. (1) has an analytic solution
of the form f (x)= ϕ(ηϕ−1(x)) in a neighborhood of the origin, where ϕ is an analytic
solution of Eq. (27) in a neighborhood of the origin.
Proof. In Theorems 5–7 we have found a solution ϕ of (27) in the form (28), which is
analytic near O . Since ϕ(0) = 0 and ϕ′(0) = ξ = 0, the function ϕ−1 is also analytic
near O . Thus f (x) := ϕ(ηϕ−1(x)) is analytic. Moreover,
f m(x)= ϕ(ηmϕ−1(x))=G
(
m−1∑
akϕ
(
ηkϕ−1(x)
))+ F (ϕ(ϕ−1(x)))
k=0
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(
m−1∑
k=0
akf
k(x)
)
+ F(x).
Therefore f satisfies Eq. (1). The proof is complete. ✷
4. Examples and remarks
Example 1. Consider the equation
f
(
f (x)
)= 4ef (x)− ex − 3. (39)
It is in the form of (1), where m= 2, a0 = 0, a1 = 1, G(x)= 4(ex − 1)=∑∞n=1(4xn/n!),
and F(x)= 1− ex =−∑∞n=1(xn/n!). Clearly both G and F are analytic near O , G(0)=
0, F(0) = 0, G′(0) = 4, and F ′(0) = −1. For arbitrary b > 1, let α− = ln(2−
√
3 )/ln b
and α+ = ln(2+
√
3 )/lnb. Then |b−α+| > 1, 0 < |b−α−| < 1, and F ′(0) = b−2α± −
G′(0)a1b−α± as required in (8). Moreover, ∆n(α±)= βn+1± − 1 = 0, where β± := b−α± .
By Theorems 1 and 4, there is a constant # > 0 such that the corresponding auxiliary
equation
ϕ(x + 2α±)=G
(
ϕ(x + α±)
)+ F (ϕ(x))
and Eq. (39) itself have an analytic solution each in the half plane S# = {x: x >
−ln#/lnb, −∞ < x < +∞} and in a neighborhood of the origin, respectively. In the
routine in the proofs of our theorems we can calculate the solutions
f±(x)= β±x + β±(2β± + 1)(2β± − 1)2!(β± − 1)(β2± + β± + 1)
x2
+ 4β
11± − 16β9± − 37β8± − 16β7± − 56β6± + 30β5± + 24β4± − 2β3± − 2β2± − β±
3!(β± + 1)(β2± + 1)(β± − 1)4(β2± + β± + 1)2
x3
+ · · · .
Example 2. Consider the equation
f
(
f
(
f (x)
))= 3/(f (f (x))− 3f (x))+ 1/x + 1. (40)
It is in the form of (1), where a0 = 0, a1 =−1, a2 = 1/3, b0 =−1, c0 = 1, c1 = 1, bn = 0
(n 1), cn = 0 (n  2), G(x)=−1/x , and F(x)= 1/x + 1. Both G and F have a pole
at O . Clearly, |a1| > 2|a2| and η = (3−
√
21 )/2 is a zero of the polynomial P(η) =
η2/3 − η − 1 such that 0 < |η| < 1. By Theorems 5 and 8 the corresponding auxiliary
equation
ϕ(η3x)=− 1
ϕ(η2x)/3− ϕ(ηx) +
1
ϕ(x)
+ 1
and Eq. (40) itself have an analytic solution each in a neighborhood of the origin. Proofs
of our theorems provide a method to calculate the solution
f (x)= ηx + η
2(1− η/3)(1+ η)
4 2 x
2 + · · · .η /3− η − 1
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neither is a root of unity nor satisfies the Diophantine condition. Concerning η in Section 3
the same problem is also interesting.
Using our method described in proofs, the analytic solutions found in above theorems
depend on choices of some coefficients in the formal series. For instance, in Theorem 1,
the solution ϕ in case (i) is uniquely determined as long as s1 = τ = 0 is chosen. So is
the case of Theorem 2. In contrast, in case (ii) the formal solutions ϕ form a family of
finite parameters s1, sn1 , . . . , snι , as shown in Lemma 1 and in the paragraph just before
the lemma. Once the sequence (s1, sn1 , . . . , snι ) is chosen appropriately, the solution ϕ is
determined uniquely. In Theorem 3 the solution ϕ depends uniquely on the appropriate
choice of s1. For analytic solutions near poles discussed in Section 3 we have similar
results. Outside the class of functions considered the uniqueness of analytic solution is still
a problem.
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