These supplementary materials contain some results from the simulation study, some technical details for the identifiability issue, the regularity conditions, an explicit expression of the terms of the matrix D, and the proof of Theorem 1.
W-A1 Simulation study with non-ignorable missing data
Here the simulation design is the same as that in scenario 1 described in the main text with two partially missing variables X 1 and X 2 . Missing data were created by following the two non-ignorable mechanisms, 1) logit{pr(R k = 1|X 1 , X 2 , Y, Z)} = 0.25Y + 0.25Z + X 2 + X 1 and 2) logit{pr(R k = 1|X 1 , X 2 , Y, Z)} = 0.75 + Y + 0.25Z − X 1 + X 2 , for k = 1, 2. Although in both mechanisms R k strongly depends on both X 1 and X 2 , dependence on Y is weak and strong for mechanisms 1 and 2, respectively. Also, both mechanisms resulted in approximately 25% missing data for X 1 and for X 2 . The results in Table W -1 show that the complete case method has significant bias in the parameter estimates. As expected, compared to the meanscore approach, the SP method shows much less bias in the estimates. The reason is that the SP method assumes NI-mechanism which allows R 1 to depend on X 2 along with Y and Z, and R 2 to depend on X 1 along with Y and Z -a relatively close model to the true missing mechanism than the MAR mechanism where R k is assume not to depend on X 1 or X 2 , for k = 1, 2. Note that for all methods, the bias also depends on how strongly the missingness mechanism depends on the response Y .
W-A2 Identifiability
Let n x 1 ,x 2 ,y be the number of observations with X 1 = x 1 , X 2 = x 2 , and Y = y and R 1 = R 2 = 1, m x 1 ,−,y be the number observations with X 1 = x 1 , missing X 2 and Y = y (i.e., where R 1 = 1 and R 2 = 0), m −,x 2 ,y be the number observations with missing X 1 , X 2 = x 2 and Y = y (i.e., where R 1 = 0 and R 2 = 1), and m −,−,y be the number observations with missing X 1 and X 2 and Y = y (i.e., where R 1 = 0 and R 2 = 0). Thus, n 0,0,0 + n 0,0,1 + n 0,1,0 + n 0,1,1 + n 1,0,0 + n 1,0,1 + n 1,1,0 + n. Let u x 1 ,x 2 = pr(X 1 = 1, X 2 = x 2 ), v x 1 ,x 2 = pr(Y = 1|X 1 = x 2 , X 2 = x 2 ), and under the NI-mechanism, π (1)
can be written as Acov(ñ)A T for some matrix A whose elements will be described below, andñ = (n 0,0,0 , n 0,0,1 , n 0,1,0 , n 0,1,1 , n 1,0,0 , n 1,0,1 , n 1,1,0 , n 1,1,1 , m −,0,0 , m −,0,1 , m −,1,0 
10 )u 11 v 11 . The covariance matrix cov(ñ) is positive semidefinite and has a rank of 17. Therefore, to prove that Acov(ñ)A T is nonsingular, according to Lemma 1 stated below, we just need to show that matrix A has full row rank. Observe that A is a 15 × 18 matrix. Suppose that a T j represents the jth row of matrix A for j = 1, . . . , 15 with
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W-A3 Regularity conditions:
C3. Missingness of X j does not depend on X j itself, for j = 1, . . . , p. C8. The parameter space of θ is a compact subset of an Euclidean space.
C4. pr(R
If X, Y, Z are discrete variables with finite many possible values, then C1 is easy to verify from a given data set. Conditions C2 and C3 are not verifiable without relevant external source of information. When one suspects that the MAR assumption is inadequate, the NI-assumption may be adopted.
W-A4 Components of matrix D

With simplified notations
Likewise, A βα 2 and A α 2 β can be expressed in the same fashion as A βα 1 and A α 1 β , respectively.
W-A5 Proof of Theorem 1.
In order to obtain the influence function representation of the θ we write the estimating equations asymptotically as a sum of n independent terms. The second term of S b
. Now, using the Hadamard differentiability of
After interchanging the order of the sums and then applying the strong law of large numbers we can write the above dominating term as n −1/2 n j=1 Υ j,β,10 . Following the same technique, we linearize the other two terms of S b fx,β and consequently we write 
