Tensor renormalization group (TRG) constitutes an important methodology for accurate simulations of strongly correlated lattice models. Facilitated by the automatic differentiation technique widely used in deep learning, we propose a uniform framework of differentiable TRG (∂TRG) that can be applied to improve various TRG methods, in an automatic fashion. Essentially, ∂TRG systematically extends the concept of second renormalization [PRL 103, 160601 (2009)] where the tensor environment is computed recursively in the backward iteration, in the sense that given the forward process of TRG, ∂TRG automatically finds the gradient through backpropagation, with which one can deeply "train" the tensor networks. We benchmark ∂TRG in solving the square-lattice Ising model, and demonstrate its power by simulating one-and two-dimensional quantum systems at finite temperature. The deep optimization as well as GPU acceleration renders ∂TRG manybody simulations with high efficiency and accuracy. * w.li@buaa.edu.cn † qingtaoxie@ruc.edu.cn (a) (b) T T † T T T T T T (c) † † † † FIG. 1. (Color online) (a) shows a TRG step where the scale transformations w are introduced along both directions, while only vertical renormalization is involved in (b), which eventually compresses the tensor network into a 1D structure that can then be contracted exactly. (c) plots the computational graph of the forward TRG process as well as the backpropagation.
Introduction.-In the investigation of strongly correlated quantum states and materials, tensor renormalization group (TRG) constitutes a thriving field and are playing an increasingly important role recently [1] [2] [3] [4] . TRG is a diverse family of approaches, including the coarse-graining TRG [5, 6] , higher-order TRG (HOTRG) [7] , tensor network renormalization [8] [9] [10] [11] , etc. They have been put forward to evaluate classical statistical systems as well as expectation values out of two-dimensional (2D) tensor network states [12] . There are also TRG methods developed to simulate d-dimensional quantum lattice models at finite temperature T [13] [14] [15] [16] [17] [18] [19] [20] , whose Euclidean path integral constitutes a (d + 1)-dimensional worldsheet.
In the course of TRG process, environment of local tensors should be considered for conducting a precise truncation through isometric renormalization transformations in tensor bases. This can be traced back to the renowned density matrix renormalization group algorithm [21] , where the effects of environment are reflected in the reduced density matrix. For generic tensor networks, second renormalization group (SRG) has been proposed to improve the tensor renormalization [7, [22] [23] [24] . In SRG, the environment of local tensors is computed recursively between different scales of a hierarchical network, with which a global optimization is feasible.
Recently, profound interplay between deep learning and tensor network algorithms has raised great interest [25] [26] [27] [28] [29] [30] [31] [32] [33] . Among others, the differentiable programming is of partic-In this work, we regard the renormalization transformation as input parameters of the TRG program, and point out that the SRG backward iteration bears a correspondence with the backpropagation algorithm in differentiable programming. Inspired by this substantial connection, we turn the idea of SRG into a generalized versatile framework, differentiable TRG (∂TRG). In ∂TRG, the forward TRG process is made fully differentiable, and the renormalization transformations are optimized globally and automatically through the backpropagation. We apply ∂TRG to simulate thermal equilibrium states at finite temperature, and achieve significantly improved accuracy over previous methods [13, 19] . The efficiency is demonstrated by implementing ∂TRG with PyTorch [35, 52] , which facilitates the GPU computing and shows a high performance of about 40 times acceleration over a single CPU core.
Correspondence between SRG and backpropagation.-Backpropagation is a widely used method for training deep neural networks [36] [37] [38] , where the gradients of parameters can be computed through a reverse-mode automatic differentiation (see SM. C). On the other hand, SRG plays a very similar role in tensor algorithms as backpropagation. To be specific, as shown in Figs. 1(a,c), a hierarchical tensor network can be constructed by piling up a series of isometric RG transformations w (i) , with i = 1, 2, ..., n for each layer.
In a well-designed TRG program, the input tensor w (i) are successively applied to the tensors T and the output can be a tensor trace in general, e.g., partition function of a statistical system. SRG takes the job to further optimize the renormalization transformations w (i) in the backward iteration, by making use of the environment. An adjoint tensor of w (i) at scale i is defined as the gradient w (i) (≡ ∂Z ∂w (i) ), which can be related to the environment through
where N i denotes the times w (i) appearing in the network, and Z the tensor trace to be maximized. It directly follows from Eq. (1) that the recursive relations used in the backward iteration to determine E (i) in SRG, can be recasted into the derivative chain rule form, as depicted in Fig. 1(c) . Remind that the multiplications there with Jacobians ∂T (i+1) /∂T (i) and ∂T (i+1) /∂w (i) , etc, are conducted implicitly. They constitute sequences of tensor contractions exactly equivalent to the recursive tensor contractions in SRG (c.f. SM. B and SM. E). Differentiable tensor renormalization group. -Being aware of the intimate relation between the backpropagation and SRG, we now extend the latter to a more flexible framework, ∂TRG, with the help of well-developed automatic differentiation packages [39] , e.g., autograd [51] and PyTorch [35, 52] . With these facilities, ∂TRG can record all operations performed on the input variables (tensors), and compute the derivatives [e.g. Eq.
(1)] automatically in the backward iterations. Given the gradients, we can find the optimal parameters w (i) for the TRG forward process. Not limited within the original proposals [7, 22] , the idea of SRG can be applied to various TRG schemes through this differentiable programming. Below, we consider two different ∂TRG schemes following the HOTRG [7] and exponential TRG (XTRG) [19] , as shown in Figs. 1(a) and (b), respectively.
Once the environment E (i) w is obtained, one can resort to, e.g., standard quasi-Newton optimization method (SM. D), or quasi-optimal schemes through tensor decompositions of E (i) w [7, 22] , for the optimization of w (i) . Remind that a tensor decomposition scheme that keeps w (i) isometric has been developed in the context of multi-scale entanglement renormalization ansatz (MERA) algorithm [40, 41] , which are mainly adopted in the simulations below. MERA update performs a singular value decomposition (SVD) E w = US V † and updates w = UV † , which maximizes the cost function Z = Tr (E w · w), with O(D 4 ) time complexity. Here D is the bond dimension as introduced in SM. D.
Due to the intrinsic nonlinearility (in w) in the optimization problem, n i inner iterations (in practice n i = 5-10) are introduced in a single step of MERA update. Moreover, thanks to the convenient access to E (i) w , in ∂TRG we can deeply optimize the tensor network via sweep optimizations. In practice, we scan from inner to outer layers n s times until the results converge, thus assure a highly accurate global update of w (i) tensors.
∂TRG of 2D Ising model.-As a first demonstration, we apply ∂TRG, with two specific implementations in Fig. 1(a,b) , to solve the classical Ising model on the square lattice. Following the standard procedure, we can write down a square-lattice tensor network representation consisted of rank-4 tensors T , whose contraction through TRG results in the partition function Z (see SM. A for details).
In Fig. 1 (a), after n steps of renormalizations, we obtain a single tensor representing the whole system of 2 n × 2 n sites (in practice n = 25 guarantees the thermodynamic limit), whose self-contraction leads to the partition function Z. On the other hand, after n steps of renormalization, one arrives at an effective 1D system, whose complete contraction also leads to an accurate measure of the partition function.
In Fig. 2 , we show the accuracies of ∂TRG implementations, together with the HOTRG and HOSRG data for comparisons. Owing to the sweep update, ∂TRG leads to errors clearly smaller than those of HOTRG, while achieving, as expected, the same accuracies as HOSRG [50] .
The two schemes of ∂TRG in Figs. 1(a) and (b) have different computational costs. The latter is considerably less resource-demanding, i.e., O(D 4 ) in computational time, while it is O(D 7 ) in Fig. 1(a) . The memory costs are also dramatically different, i.e., O(D 5 ) for Fig. 1 (a) and O(D 3 ) for (b). Therefore, we can push the ∂TRG simulations in Fig. 1 (b) with bond states up to D = 128, reaching much higher precision as shown in Fig. 2 . From the comparison shown in Fig. 2 , as well as other considerations, we chose the ∂TRG scheme in Fig. 1 (b) to simulate quantum models as presented below.
Infinite quantum XY chain.-Now we employ ∂TRG to simulate the exactly solvable quantum XY chain
We start with preparing the density matrix ρ(τ) through (second order) Trotter-Suzuki decomposition (see SM. F). A very small imaginary-time step τ is chosen to ensure that Trotter errors are negligible. Given the matrix product operator (MPO) representation of ρ(τ), we proceed to cool down the system exponentially fast, with the ∂TRG algorithm shown in Fig. 1(b) .
The results are shown in Fig. 3(a) , where the relative error |δ f / f | curves rise up from very small values at high temperature and increase monotonically as T decreases. In Fig. 3 (a), we compare the relative errors |δ f / f | between ∂TRG and LTRG, where the latter follows a cooling proce- dure linear in β(≡ 1/T ) [13] . It is observed that ∂TRG with depth n d = 1 (i.e., optimizing exclusively the current layer in the course of cooling) already outperforms LTRG in both efficiency and accuracy. By sweeping into n d (up to 4) layers, the accuracy is found to improve continuously in the relatively high to intermediate temperature regime due to better optimization. At low temperature, on the other hand, the enhancement of accuracy is marginal due to the limited expressibility of the tensor network with a given bond dimension D = 32. Therefore, we show also in Fig. 3 (a) the results of larger bond dimensions (up to 512), with a fixed depth n d = 4. There we observe that |δ f / f | decreases monotonically and attains very high accuracy, with relative error ∼ 10 −7 at low temperature (down to β 400).
GPU acceleration.-We implement ∂TRG with the open source library PyTorch, and take advantage of GPU computing to significantly accelerate the simulations. In Fig. 3(b) , we show the elapsed hours t h versus D in the simulations of infinite XY chain on GPU and CPU, respectively. To quantify the speedup, t h is monitored at β = 12.8, where the computation time falls well into a logarithmic scaling regime vs. β, i.e., t h ∝ ln β (see SM. G).
From Fig. 3 (b), we observe approximately 40 times GPU acceleration (for D = 360 calculations), as compared to single core CPU calculations, and over 7 times speedup to the 16core parallel job. Moreover, in Fig. 3(b) , the t h curves show algebraic scaling vs. D, i.e., t h ∼ D γ , for sufficiently large D where γ values are found slightly less than 4. These appealing benchmarks, together with previous tests in Ref. [42] , suggest that GPU acceleration indeed constitutes a very promising technique to be fully explored in quantum manybody computations, particularly in tensor network simulations.
Thermodynamics of finite-size quantum lattice models.-Now we apply ∂TRG to finite-size chains and cylindrical geometries of finite width W (and length L), and try to approach the thermodynamics limit by increasing the system size. Note that the sweep optimization needs to be adapted when applied to the finite-size systems, i.e., we not only scan w (i) between different scales but also among different lattice sites/bonds.
For a finite-size system on the 1D or 2D lattice, the high-T density matrix ρ(τ) can be initialized through a discretizationerror-free series expansion technique [44] (see SM. F). It has been shown to be preferable, over Trotter-Suzuki type initializations, in dealing 2D systems defined on, e.g., long cylinders [19, 20] . The benchmark results on the finite-size XY chain can be found in SM. H, where deep optimization into n d layers gains remarkable improvement in accuracy. As a demonstrative example for 2D simulations, below we focus on the transverse-field Ising model on a square lattice, i.e.,
where J = −1 (ferromagnetic) is set as the energy scale. The model undergoes a magnetic order-disorder quantum phase transition at a critical field h c 1.52219(1) [45] . Through a snake-path mapping into quasi-1D lattice [20] , the interaction information of the Hamiltonian Eq. (3) on a width W cylinder can be encoded in a compact MPO of bond dimension D H = W + 2 [4, 19] . Given the MPO representation of H, ∂TRG machinery works automatically and produces accurate results as benchmarked below. Firstly, we run ∂TRG simulations on a 4×4 square lattice at the critical transverse field h = h c , and compare the results to exact diagonalization data. In Fig. 4(a) , the relative errors |δ f / f | are plotted vs. β. One can observe a high accuracy with an optimization depth n d = 3, which continuously improves upon increasing the bond dimension D. Moreover, to further reveal the effects of n d , in Fig. 4(b) we show |δ f / f | vs. n d at low temperature, as compared to XTRG data. Indeed the accuracy improves considerably, by orders of magnitude, as n d increases. For example, the D = 64, n d = 4 ∂TRG accuracy even goes parallel with the D = 128 XTRG one.
Large-scale simulations and finite-temperature phase transition.-Next, we conduct ∂TRG calculations of quantum Ising model on wide cylinders with various widths W (up to 10) and lengths L. The transverse field is fixed at h x = 1.0 ≈ 2/3h c , giving rise to a spin order in low temperature. The long-range order melts at a critical temperature T c 0.42, through a second-order phase transition. In Fig. 5 , we retain only moderate bond dimension D = 64 in the calculations, and the optimization depth is up to n d = 4 layers. The internal energy u(T ) and magnetic specific heat c m (T ) are computed from the first and second numerical derivatives of f (T ), respectively. Following the line developed in XTRG [19, 20] , we exploit a z-shift technique as well as numerical interpolation to collect dense enough data points and ensure a negligible differential error (c.f. SM. I). Moreover, to eliminate the finite-length effects, we perform an extrapolation to L = ∞, via linear fitting or energy subtraction (c.f. SM. J).
Collecting the extrapolated data at each width W, we compare the internal energy u(T ) with QMC data in Fig. 5(a) . A very good agreement of our cylindrical results with the largescale QMC data is obtained. The latter is computed on a 30 × 30 square lattice with periodic boundary condition (i.e., torus) which mimics the thermodynamic limit. Furthermore, as shown in the inset, we zoom in at two selected temperatures and find there relative errors |δu/u| < 10 −3 (W = 10 result), with respect to QMC. In Fig. 5(b) , by further taking the derivatives of internal energy u(T ), we obtain the specific heat curves c m (T ). It is observed that the peak in c m (T ) gets sharper as W increases, signaling the existence of a phase transition, and the peak locations for wide cylinders are in good agreement with T c 0.42 in the thermodynamic limit.
Conclusion and outlook.-Inspired by the essential correspondence between the backpropagation algorithm and SRG of tensor networks, we propose the framework of ∂TRG. With ∂TRG, we make much better use of tensor parameters by increasing the optimization depth, instead of merely enlarging parameter space dimension D. As a result, a moderate D can lead to an unprecedented high accuracy in simulating thermodynamics of 2D quantum models. Therefore, ∂TRG constitutes a promising tool to investigate very challenging manybody problems, which are currently of great research interest. These problems include the higher-dimensional classical statistical models, frustrated antiferromagnets, and fermion Hubbard models, etc. 
Supplemental Materials: Automatic Differentiation for Second Renormalization Group Section A. Tensor network representation of the Ising model and its renormalization
In this section, we briefly discuss some basic notions on the real-space tensor renormalization group (TRG) methods, which was referred to as rewiring method in literatures, e.g., Ref. [46] . For the sake of simplicity, we take the Ising model on the square lattice as an example. Due to the locality of the interaction, the partition function has a compact tensor-network representation [23] , i.e.,
where {σ} denotes the classical spin configurations in the Hamiltonian H. The tensor T (a) is defined on a local plaquette, labeled as a, containing the four original spins. The central idea of renormalization group lies in the concept of renormalization transformation [47, 48] , in which a set of new coupling constants {K} is sought to represent the Hamiltonian as
where s (a) i defined at a larger scale is a "block spin", i.e., combination of original spins {σ} in the plaquette a. Accordingly, in the rewiring method, TRG finds a set of tensors {T (a ) } defined at plaquette a (thus at a larger length scale) to represent the partition function, i.e.,
where the tensors T are obtained following a similar line of Kadanoff's RG transformation: We introduce new statistical variables {α} (as geometric indices of tensors) and then trace out the original variables {σ}. TRG methods provide accurate tool and versitile platform for studying the conformal criticality and universality near phase transition temperatures [46] . In TRG, the transformations between T σ i σ j σ k σ l at small length scale and S α i α j α k α l at a larger one constitute the most important parameters of the program. Once the transformations are given, they renormalize the system and result in the partition function Z. In most cases, approximations have to be introduced in the course of TRG, while causing minimal loss in the partition function. We point out that, while most TRG programs employs renormalization transformations that are found only locally [5, 6, 8, 10, 11] , the second renormalization group (SRG) [7, [22] [23] [24] manages to find proper transformations that optimizes the partition function globally.
Section B. Second renormalization group
In the following, we recapitulate SRG in the higher-order tensor renormalization group (HOTRG) algorithm, i.e., HOSRG [7, 24] . For a lattice system with translational invariance, T (i) is used to denote the local tensors renormalized at the i-th scale. i = 1 denotes the initial scale at which the original Hamiltonian is defined, and w (i) is the i-th isometric renormalization transformation. The subscripts can be roughly understood as the new statistical variables introduced at different scales, with which the Hamiltonian can be written down, c.f., Eq. (A2). Given the renormalization transformations, we can perform a forward HOTRG iteration,
as shown in Fig. S1 . The transformations w (i) between two scales i and i + 1 are determined by the local higher-order singular value decompositions according to tensors T (i) .
In the forward HOTRG iteration described above, the transformations w (i) is determined locally [7] . To achieve a global optimization, the environment tensor E should be considered. We punch a "hole" by removing the target tensor in the tensor network and contract all the indices except those of the target. A backward iteration should be involved to accomplish this task and perform the global optimization.
For example, the environment of T (i) at the target scale i can be obtained exploiting the following recursive relation
x 1
x 2
x 2 y j y T (i) where the superscripts λ = (u, d) denote the upper and lower T (i) in Fig. S1 , and environment E (i) is averaged over two equivalent environment, i.e., E (i) = λ E (i;λ) /2, with λ = u, d. Given the environment tensor E (i) , we can update the renormalization transformation w (i) that globally optimizes the partition function.
Section C. Backpropagation in neural networks
Generally speaking, a deep feedforward neural network sets up a mapping between a set of input signals x (1) , such as images, and a set of output signals y, say, categories, through a multi-layer transformation F , i.e., y = F (x (1) ), where F is represented as a composition of many arranged linear (L) transformations separated by nonlinear (N) mappings. To be specific, an n-layer neural network F can be expressed as
where the linear transformations L's contain most of the variational parameters ω's that need to be optimized. Roughly speaking, the major goal of training a neural network is to find the optimal ω's which minimize the target objective function L characterizing the discrepancy between the actual and predicted labels. In essence, each layer of the neural network, i.e., L (i) followed by N (i) , perform the transformations on the input data/feature x (i) , and its output x (i+1) can be regarded as a new representation and a higher-level abstraction of original input [32, 33] . This is very similar to the renormalization transformation of TRG described in the main text, where new bases are introduced in different scales to represent the original partition function.
To train the neural network, the gradients of the objective function L with respect to the parameters ω's are required for a global optimization. The backpropagation algorithm, arguably the most successful approach for training deep neural networks, exploits the chain rule of derivatives to efficiently compute these gradients [36] [37] [38] 49] . To be concrete, the backpropagation method relates the gradients in two neihboring layers as follows
In deep learning, automatic differentiation (AD) technique is employed to compute the derivative ∂L ∂x (i) following the recursive equation Eq. (C2), in an analytically rigorous way. Furthermore, the derivatives with respect to the parameters ω (i−1) can be similarly obtained via one more AD step through ∂x (i) ∂ω (i−1) , with which one can update ω (i−1) and regenerate x (i) in the i-th layer.
Section D. Quasi-Newton optimization of isometries
Given the gradient E (i)
(1) in the main text], the quasi-Newton approach constitutes a class of efficient algorithm for parameter optimization. Here in ∂TRG, to impose the isometric constraint, we choose the parametrization w (i) = exp B (i) , where B (i) is an anti-symmetric real square matrix of dimension D 2 .
With this parameterization, the standard gradient based L-BFGS method [39] can be employed to update B (i) so as to maximize Z. After an exponential operation, we can then compute exp B (i) numerically and then truncate this unitary matrix (of dimension D 2 , see main text) into a D 2 × D isometry w (i) .
Note the computational cost of this "tailored" quasi-Newton approach is of time complexity O(D 6 ), higher than the MERA update O(D 4 ) that we used in the main text.
Section E. Details on the correspondence between SRG and backpropagation
Suppose the tensor elements in w (i) s are independent variational parameters, we can bridge SRG and backpropagation approach, in the context of higher-order tensor renormalizations, by comparing Eq. (B2) and Eq. (C2).
From SRG to backpropagation: Firstly, we assert the following formula which equals "punching a hole" in the tensor network to the derivative
where 2N i = 2 (n−i+1) is the number of T (i) copies (labeled by index j) in the partition function tensor network, i.e.,
abcd holds at all scales i and location j. Next, we point out that the tensor contractions in Eq. (B2) is nothing but multiplying Jacobian to the tensor E (i+1) , i.e.,
which is the derivative of T (i+1) with respect to T (i;u/d) , self-evident in Fig. S1 . Combining Eq. (E1) and Eq. (E2) together, we can rewritten Eq. (B2) as
∂T (i;λ) is assumed. Therefore, we reach the conclusion that the recursive relation of environment in the SRG backward iteration, as expressed in Eq. (B2), is exactly the derivative chain rule Eq. (C2) in backpropagation method of deep learning. In Eq. (E3), we have customized the backpropogation with tensor network context to emphasize the in-depth link between the two.
Moreover, to show the correspondence in a more intuitive way, we introduce the following notations
and represent the Jacobian ∂T 
Section H. ∂TRG calculations of finite-size XY chain
Due to the absence of translational invariance in finite-size systems, when applying ∂TRG to such systems, the isometries w are bond dependent. Therefore, extra care is required in the optimization of w tensors, as will be elaborated below.
Following that introduced in SM. F, we prepare the matrix product operator (MPO) representation of ρ(τ) via the series expansion. After the initialization, similar to the infinite cases, one perform iteratively renormalization of tensors to cool down the system from high to low temperatures, and can also sweep into inner n d layers. Nevertheless, there exist in finite-size ∂TRG algorithms bond-dependent isometries to be optimized, thus sweeps amongst different bonds are required, along with those between different temperature scales.
The finite-size XY spin chain can be solved exactly by a Jordan-Wigner transformation that maps the system into a noninteracting spinless fermion chain, from which the partition function can be readily obtained [19] . In Fig. S3 , we perform the calculation of a L = 50 XY chain and show the relative errors of free energy for various dimensions D (up to D = 128) and depths n d (up to 3). Similar to the observations for infinite-size chain shown in Fig. 3 of the main text, we can see in Fig. S3 the accuracy improves significantly as the sweep depth n d increases. Moreover, as shown in Fig. 3 , the improvement gets more and more pronounced as D increases from D = 32 to 128. In particular, the improvement of accuracies gains over a wide range of temperatures, i.e., from high down to low temperatures. This again reveals unambiguously the advantage of deep optimization in ∂TRG.
Section I. The z-shift technique
In this appendix, we will briefly recapitulate the z-shift technique for the computation of thermodynamic quantities in ∂TRG. Below we take the internal energy u as an example, which is obtained by taking numerical derivative of free energy f , i.e.,
as adopted in previous XTRG simulations [3, 19, 20] . In the case of the temperature grid denoted as
being sparse, one can resort to the z-shift technique by shifting the initial temperature τ by a z-factor
and thus obtain a new grid {z · β i } ≡ {2 i · τ} = {τ, 2τ, 4τ, ..., 2 n τ}. 10) , which is used to extrapolate to L = ∞. It is benchmarked by QMC data with W = 4, L = ∞ with similar extrapolations performed. (b) demonstrates the extrapolations through both the linear fitting and the subtraction technique (depicted as the cross marks), where excellent agreement can be seen between the two schemes. The dotted horizontal line goes strictly through the extrapolated values (the star symbols), which is in perfect agreement with the subtraction results u sub (cross marks).
Note that following the new grid {z · β i } the simulations can be performed in parallel to the original {β i } run, thus constituting a highly efficient approach in XTRG [19] as well as ∂TRG.
To be specific, as shown in Fig. 5 of main text, we conduct the ∂TRG simulations by following 4 sets of temperature grids {z · β i } with z-factor chosen to be z = 2 0 , 2 1 /4 , 2 1 /2 , 2 3 /4 . Before taking the numerical derivative Eq. (I1), in practice we further employ an interpolation of free energy data to reach an even denser temperature grid, i.e., totally 16 sets with z = 2 0 , 2 1 /16 , ..., 2 15 /16 , which turns out to essentially eliminate the differential errors.
Section J. Energy extrapolations of 2D transverse-field Ising model
In this section, we demonstrate the extrapolations of internal energy u(T ) in transverse-field Ising (TFI) model on cylindrical square lattice, via both linear fitting and subtraction methods, as mentioned in the main text. In Fig. S4(a) , we show the internal energy in a W = 4 TFI model with various length L = 4, 6, 8, 10. To some extent, they already show nice convergence with each other as well as to the large-scale QMC data. Nonetheless, one can still extrapolate further to L = ∞ limit to eliminate the (small) finite-size effects, by either linear fitting u L = u ∞ + b/L or energy subtractions, i.e., e sub = (e L+2 − e L )/2W representing the 'bulk' energy. As shown in Fig. S4(b) , both schemes generate mutually consistent energies in the L = ∞ limit, as indicated by the horizontal grey dotted lines which goes through exactly the extrapolated value [the asterisk symbol in Fig. S4(b) ]. Remind that the subtracted energy values get converged much faster to the infinite length limit than linear extrapolation and thus constitutes a more efficient technique in practice for extracting bulk energy expectation values.
