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Abstract
Nonlinear anisotropic diffusion (NAD) filtering is a procedure based on nonlinear evolution PDEs which seeks
to improve images qualitatively by removing noise while preserving details and even enhancing edges. However,
well-known implementations are sensitive to parameters which are necessarily tuned to sharpen a narrow range of
edge slopes; otherwise, edges are either blurred or staircased [Kee2002]. One important parameter is the iterations
number, for that reason, in this paper a stopping criterion to halt the diffusion process is proposed. To meet this
goal, two stopping criteria were compared. The first is the stopping criterion proposed by Joao et. al. [Joã2016],
which is based on the Mean Squared Error (MSE). The second is our proposed method based on the CIRR contrast
measure. To this end, a comparative analysis of five diffusion methods is performed. Four of them are nonlinear
anisotropic diffusion methods and the fifth is the Perona-Malik method. According to the tests performed, the
number of iterations required by the smoothing algorithms using the proposed stopping criterion is lower.
Keyword: Smoothing, Stopping criteria, Nonlinear anisotropic diffusion, Edge detection
1 INTRODUCTION
Medical images typically suffer from one or more of the
following imperfections, low resolution (in the spatial
and spectral domains), high level of noise, low contrast,
geometric deformations and/or presence of imaging arti-
facts. These imperfections can be inherent to the imag-
ing modality (e.g., X-rays offer low contrast for soft tis-
sues, ultrasound produces very noisy images, and metal-
lic implants will cause imaging artifacts in CT) or the
result of a deliberate trade-off during acquisition. For
example, finer spatial sampling may be obtained through
a longer acquisition time. However that would also in-
crease the probability of patient movement and thus
blurring. To remove noise while preserving details and
even enhancing edges techniques based on Partial Dif-
ferential Equations (PDEs) have been used. The idea
of using the PDE diffusion equations in image denoising
and restoration arose from the use of the Gaussian filter
in multiscale image analysis.
Permission to make digital or hard copies of all or
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granted without fee provided that copies are not
made or distributed for profit or commercial
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full citation on the first page. To copy otherwise, or
re- publish, to post on servers or to redistribute to
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Convolving an image with a two or three dimensional
Gaussian filter is equivalent to the solution of the dif-
fusion equation in two or three dimensions [Bar2014].
Nowadays, PDEs have been successfully applied to
many problems in image processing and computer vision
[Ter1994, Cas1998, Sap2006, Aub2006, Cao2003], e.g.,
denoising [Per1990a], enhancement [Rud1989], inpaint-
ing [Ber2000], segmentation [Li2005], stereo and optical
flow computation [Sap2006].
Nonlinear anisotropic diffusion is a variant of the
heat equation, generalized in two regards: nonlinear-
ity and anisotropy. Nonlinearity in diffusion means that
diffusion tensors are automatically generated from the
processed image. Anisotropy means that the smooth-
ing induced by the PDE can be favored in some direc-
tions and prevented in others. This is specified by local
eigenvectors and eigenvalues of the diffusion tensor field
[Wei1996]. Diffusion coefficients are thus location and di-
rection dependent, generalizing the approach of Perona
and Malik [Per1990, Per1990a] which is only location de-
pendent.
NAD is a powerful image processing technique, which
allows to simultaneously remove the noise and enhance
sharp features in two or three dimensional images.
Anisotropic diffusion is understood here in the sense
of Weickert [Wei1998], meaning that diffusion tensors
are anisotropic and reflect the local orientation of im-
age features. Weickert [Wei1999] proposed two non-
linear anisotropic diffusion algorithms. The first one
is called Edge Enhancing Diffusion (EED), which al-
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lows smoothing while preserving the edges. The sec-
ond one is called Coherence Enhancing Diffusion (CED),
which allows smoothing based on the structures (flow-
like) present in the images. Based on the filters defined
by Weicket, several methods have been proposed. For
example, Bazan et. al. [Baz2007, Baz2009] proposed a
new approach based on nonlinear anisotropic diffusion
and bilateral filtering for electron tomography of mito-
chondria. Dong et. al. [Don2015] introduced a source
term in the CED filter to restore the initial image and
contrast lost by pure diffusion filters. Prasath [Pra2016]
proposed an adaptive coherence enhancement diffusion
filter (CED) combining anisotropic diffusion and diffu-
sion functions derived from the structural tensor. Mire-
beau et. al. [Mir2014] proposed two variants to the
Weickert’s algorithms. The first is associated with the
EED algorithm, which is called Conservative variant of
EED (cEED). The second is called Conservative variant
of CED (cCED). The main distinction lies in the defini-
tion of the diffusion parameters of the diffusion tensor.
This paper is organized as follows: In section 2, non-
linear anisotropic diffusion filters are explained. In sec-
tion 3, the most relevant methods to stop the diffusion
propagation are described. In section 4, the proposed
method for stopping the propagation is briefly explained.
In section 5, tests performed in 2D and 3D images are
presented, and the paper finishes with some conclusions.
2 NONLINEAR ANISOTROPIC
DIFFUSION FILTERS
The idea of nonlinear anisotropic diffusion was pio-
neered by Nitzbeg et. al. [Nit1992] and Cottet et al.
[Cot1993]. Later on, Weickert [Wei1999] put forward a
formal method for enhancing the elongated structure, re-
ferred to as coherence-enhanced diffusion (CED).
NAD filtering is a procedure based on nonlinear evo-
lution PDEs which seeks to improve images qualitatively
by removing noise while preserving details and even en-
hancing edges. In the anisotropic case not only the
amount of diffusion is adapted locally to the data but
also the direction of smoothing. It allows for example
to smooth along image edges while inhibiting smooth-
ing across edges. This can be achieved by replacing the
scalar-valued diffusivity function by a matrix-valued dif-
fusion tensor [Bro2006].
The eigenvectors of the diffusion tensor define the
principal directions of smoothing and the correspond-
ing eigenvalues define the amount of smoothing. We-
ickert based the diffusion tensor on the structure ten-
sor [Wei1996, Wei1997, Wei1998], which describes struc-
tures in the image using first order derivative information
[Bus2016].
In general, any nonlinear anisotropic diffusion can be
described by the equation
∂u
∂t
= div (D (∇u)∇u) (1)
where u is the initial smoothed image that is initial-
ized with the input image f (that is u (x, 0) = f (x)), and
D represents a matrix-valued diffusion tensor that de-
scribes the smoothing directions and the corresponding
diffusivities [Erd2012]. In this case, the diffusion ten-
sor D is a function of x , i.e., depends on the space.
Additionally, D is a positive definite symmetric matrix
[Wei1998, Wei2002]. The idea is to adaptively choose
the diffusion coefficient D such that intra-regions be-
come smooth while edges of inter-regions are preserved
[Cha2010]. As D must be a nonnegative function of
gradient magnitude so that small variations in inten-
sity such as noise or shading can be well smoothed, and
edges with large intensity transition are retained. It is
generally given by an exponential function or an inverse
quadratic function, and determined by the gradient mag-
nitude with respect to a predetermined edge strength
threshold [Cha2010].
Thus the given image u is usually convolved with
a Gaussian kernel Gσ with a relatively small standard
deviation σ as a presmoothing step. Cottet and Ger-
main [Cot1993] and Weickert [Wei1996] devise a diffu-









where the vectors vi are the eigenvectors of the struc-
ture tensor and the parameters λi are functions of the
eigenvalues of the structure tensor. The images’s struc-
ture tensor is defined as [Wei1997]:
Jρ (∇uσ) = Gρ ∗
(∇uσ · ∇uTσ ) (3)
where Gρ is the Gaussian kernel with standard de-
viation ρ (integration scale), over which the orientation
information is averaged, and ∇uσ is the gradient of the
image u at scale σ. Principle axis transformation gives
the eigenvectors and eigenvalues of Jρ (∇uσ) [Men2009].
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Figure 1: Nonlinear anisotropic diffusion (Adapted from
[Li2005a])
Figure 1 shows a nonlinear anisotropic diffusion pro-
cess illustrated by ovals of different sizes and different
orientations. The ratio of two dimensions of the ovals
can be arbitrarily different. The orientations of the ovals
can also be random. This is the diffusion filter with
the ultimate freedom in terms of the changes of filter
strength location-wise or direction-wise [Li2005a].
Two specializations of nonlinear anisotropic diffu-
sion were introduced by Weickert, edge-enhancing dif-
fusion (EED) and coherence-enhancing diffusion (CED)
[Wei1998]. Both were initially defined in two dimen-
sions. EED was designed to smooth noise while enhanc-
ing edges and CED was designed to enhance line-like
textures. CED is essentially one dimensional diffusion
[Wei1999], since there is either diffusion in one direction
or almost not diffusion at all. In addition, Mirebeau et.
al. [Mir2014] proposed a conservative variant of both the
EED and CED method. These variants are called cEED
and cCED respectively.
3 DIFFUSION STOPPING CRI-
TERIA
Filtering process involves the solution of the anisotropic
diffusion equations as a time-marching problem, a pos-
sible approach is to halt the filtering when a certain set
of metrics falls below a predefined threshold [Joã2016].
In addition, the definition of the number of iterations
(diffusion time t) based on the metrics selected to stop
the diffusion process is crucial to obtain a good image
reconstruction [Baz2007]. For example, if t is too small,
the reconstructed signal is very noisy; if t is too large
it is smooth and discontinuities are lost. In conclusion,
automatically stopping the diffusion process is a chal-
lenging task. Normally, the stopping criterion depends
on the image characteristics and on the parameters of
the diffusion equation.
Several authors have addressed this issue in the past
in an attempt to devise an optimal stopping criterion
[Baz2007, Ily2010]. A brief review of previous works on
the stopping criteria is presented below.
• Sporring and Weickert [Spo1999]
This is focused on the maximal entropy change by
scaling to estimate the size of image structures.
They argued that the minimal change by scale in-
dicates especially stable scales with respect to evo-
lution time, and conjectured that these scales could
be good candidates for stopping times in nonlinear
diffusion processes. In addition, this is based on the
signal to noise ratio (SNR) and the relative vari-
ance at time t and the initial image [Ily2010]. The
authors pointed out that the monotonically de-
creasing ’relative variance’, 0 ≤ var(u)/var(u0) ≤
1, could be used to measure the distance of u from
the initial state u0 and, by prescribing an appropri-
ate value for the relative variance, it can constitute
a good criterion for stopping the nonlinear diffusion
[Baz2007].
• Capuzzo and Ferretti [Cap2001]
They determine the optimal time by finding the
minimum of a performance index which balances
the computing and stopping costs. This is then
applied to the regularized Perona-Malik equation.
Their method requires a constant that is found by
experimentation using a typical image with similar
details and discontinuities as the image to be pro-
cessed. This is a rather vague requirement and they
demonstrate that one only needs some approxima-
tion to the constant [Ily2010].
• Mrázek and Navara [Mra2003]
They choose the stopping criteria so that the cor-
relation of the signal u (T ) and noise u(0) − u(T )
in the filtered image is minimized. This method
is applicable to any images where the noise to be
removed is uncorrelated with the signal, under the
assumptions that the filter used is suitable for the
given type of data, and that neither the additive
noise nor the filtering procedure alter the average
gray value; no other knowledge (e.g. the noise
variance, training data etc.) is needed [Mra2003].
This method is applied to several nonlinear filters
both isotropic and anisotropic [Ily2010]. In addi-
tion, this requires no prior estimation of the noise
statistics [Tsi2013].
Proposed method is called decorrelation criterion.
This selects the time T as the time that minimizes
the correlation
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T ≡ arg min
t
cov (u (0)− u (t) , u (t))√
var (u (0)− u (t)) · var (u (t)) (4)
• Gilboa, Sochen and Zeevi [Gil2004]
Stopping criterion is based on obtaining of minimal
SNR, i.e. one stops the process when filtering more
signal than noise. This is done by estimating the
covariance of the image and the noise. This method
requires an estimate of the standard deviation of
the noise σn0 of the input noisy image u (0), which
is considered to be a priori known [Tsi2013]. They
also compare the advantages and disadvantages of
the approaches that use the covariance [Ily2010].
The condition for selecting the value of parameter
T is




N¯ , u (0)− u (t))
∂t var (u (0)− u (t)) (5)
The variance of noise N¯ of the original image is
considered a priori known.
• Bazán and Blomgren [Baz2007]
This stopping criterion is inspired by observation of
the behavior of the correlation between the noise-
free image and the filtered image, corr (f, u), and
the correlation between the noisy image and the
filtered image, corr (u0, u). Although the former
measure is only available in experimental settings
it helps validate the usefulness of the latter.
The nonlinear diffusion process starts from the ob-
served (noisy) image, u0(x), and creates a set of fil-
tered images, u (x, t), by gradually removing noise
and details from scale to scale until, as t→∞, the
image converges to a constant value. During this
process the correlation between the noise-free im-
age and the filtered image increases as the filtered
image moves closer to the noise-free image. This
behavior continues until it reaches a peak from
where the measure decreases as the filtered im-
age moves slowly towards a constant value. During
the same process the correlation between the noisy
image and the filtered image decreases gradually
from a value of 1.0 (perfect correlation), to a con-
stant value, as the filtered image becomes smoother
[Baz2009].
By comparing both measures, they observed that
as corr (f, u) reaches its maximum (the best
possible reconstructed image), the curvature of
corr (u0, u) changes sign. They suggested that
a good stopping point of the diffusion process is
where the second derivative of corr (u0, u) reaches
a maximum [Baz2009].
• Tsiotsios and Petrou [Tsi2013]
The method examines directly the quality of the
edges in every iteration. It evaluates, in every iter-
ation, the quality of a percentage of the true edges
of the image, taking into consideration the contrast
and the noise brightness fluctuations around them,
and leads to a judicious choice of the stopping time
T that corresponds to the maximum overall quality
of the edges [Tsi2013]. This method requires an es-
timate of the standard deviation of the noise σn0 of
the input noisy image u (0), which is considered to
be a priori known [Tsi2013]. The proposed method
has five steps that finally compute the stop time T
as







where N is the number of edges and Q (t) reflects
the quality of the edges within the image, in every
iteration.
• Joao, Gambaruto, Tiago and Sequeira [Joã2016]
The relative residual error of Mean Square Error
(MSE) measure is the metric chosen for this pur-
pose, specifically
|MSEt+1 −MSEt|
|MSEt+1| < ε1 (7)
where ε1 = 10−2. The choice of ε1 is influenced by
the need for a small value to identify a convergence
of solution, and large enough to make the iterative
procedure less computationally demanding.
In addition, they propose to use Structural Similar-
ity Index Metric (SSIM) in combination with above
criterion, using a threshold value of SSIM < ε2
and ε2 = 0.7. The choice of ε2 is influenced by
the importance of allowing the image to evolve and
deviate from the original, and yet not to allow too
large a distortion that will make the image unrec-
ognizable compared to the original.
In conclusion, the optimal number of iterations is
obtained when |MSEt+1 −MSEt| / |MSEt+1| <
10−2 and SSIMβ (t+ 1) < 0.7.
This, depending on the size of each image and re-
spective data set, can be rather computationally
expensive; therefore, a parallel implementation was
used, which proved to be effective.
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Sporring and Weickert pointed out that the
monotonically decreasing ’relative variance’, 0 ≤
var(u)/var(u0) ≤ 1, could be used to measure the dis-
tance of u from the initial state u0 and, by prescribing
an appropriate value for the relative variance, it can
constitute a good criterion for stopping the nonlinear
diffusion.
The Contrast Improvement Ratio Revisited measure
(CIRR) [Bus2019] is an increasing function that reaches
its steady state when t → ∞. The residual error of the
CIRR measure is a decreasing function of values between
one and zero. Then, applying the same idea presented
by Sporring and Weickert, it can be indicated that the
residual error of the CIRR measure can be used as a
stopping criterion to halt diffusion processes.




where t is the diffusion time. Diffusion process is
iterated while CIRR indext is greater that a specific
constant ε defined by the user. In general, the stopping
criteria is defined as:
|CIRRt − CIRRt−1|
|CIRRt| > ε (9)
The choice of ε is influenced by the need for a small
value to identify a convergence of solution, and large
enough to make the iterative procedure less computa-
tionally demanding. According to João et. al. [Joã2016],
who defined a stopping criterion for anisotropic diffusion,
ε value can be 10−2.
5 EXPERIMENTAL RESULTS
Nonlinear anisotropic diffusion algorithms require several
parameters such as diffusion time, lambda, noise scale
and feature scale. Therefore, to select the most appro-
priate diffusion algorithm to preserve the edge informa-
tion is a complex task. For this reason, the experiments
were divided into two parts. The first part is related to
the automatic definition of the diffusion time for both
two-dimensional and three-dimensional images using the
stopping criterion presented by Joao et. al. [Joã2016]
and the proposed criterion. The second part is associ-
ated with the selection of the algorithm that generates
better results with respect to the image quality mea-
sures as Mean Square Error (MSE), Peak Signal-Noise
Ratio (PSNR), and Contrast Improvement Ratio Revis-
ited (CIRR). As a qualitative measure of smoothing, the
Canny edge detection filter is used [Can1986, Afr2017].
The filter is applied to the resulting images by using each
of the stopping criteria.
5.1 2D Case
In the first part, the stopping criterion proposed by Joao
et. al. [Joã2016] is based on the MSE quality measure,
this criterion is called JGTS. The proposed criterion is
based on the CIRR measure and it is called BF. These
two stopping criteria are evaluated.
5.1.1 Original Images
Five images were selected that are used traditionally in
image processing. The images are the baboon, barbara,
boat, cameraman and lena. Each of them has different
characteristics that allow evaluating the quality of the
smoothing obtained for each of them according to each
stopping criterion.
Initially smoothing is calculated using each of the se-
lected diffusion algorithms (Isotropic, CED, cCED, EED,
cEED). The number of iterations (diffusion time) applied
is initially set to 10. In each iteration the MSE, PSNR
and CIRR quality measures are calculated. The results
for the lena image are presented in Tables 1, 2 and 3
respectively.
As you can see in Tables 1, 2, and 3 respectively,
the values for the CED, cCED and EED algorithms are
quite similar for the MSE measure. In the case of PSNR,
the values are very similar in all cases. For the CIRR
measure, the values obtained by using CED, cCED and
cEED are similar. However, in the latter case, the cEED
algorithm is reduced compared to CED and cCED, as
the number of iterations increases.
Iter Isotropic CED cCED EED cEED
1 2,870 3,731 3,171 7,513 4,652
2 4,127 8,146 7,044 12,618 7,082
3 5,055 12,017 10,623 16,728 8,915
4 5,875 15,537 13,935 20,255 10,498
5 6,650 18,676 16,870 23,364 11,952
6 7,407 21,500 19,628 26,176 13,322
7 8,160 24,122 22,142 28,750 14,650
8 8,916 26,491 24,437 31,136 15,942
9 9,671 28,692 26,626 33,370 17,203
10 10,427 30,790 28,647 35,482 18,442
Table 1: MSE measure - lena.
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Iter Isotropic CED cCED EED cEED
1 43,205 42,065 42,771 39,025 41,107
2 41,627 38,674 39,305 36,774 39,282
3 40,747 36,986 37,521 35,549 38,282
4 40,093 35,870 36,342 34,718 37,572
5 39,555 35,070 35,512 34,098 37,009
6 39,087 34,459 34,855 33,604 36,538
7 38,666 33,959 34,331 33,197 36,125
8 38,282 33,552 33,903 32,851 35,758
9 37,929 33,206 33,530 32,550 35,427
10 37,602 32,899 33,213 32,283 35,125
Table 2: PSNR measure - lena.
Iter Isotropic CED cCED EED cEED
1 0,00016 0,00031 0,00026 0,00055 0,00030
2 0,00027 0,00072 0,00061 0,00106 0,00052
3 0,00036 0,00110 0,00096 0,00149 0,00070
4 0,00044 0,00145 0,00129 0,00186 0,00086
5 0,00051 0,00177 0,00158 0,00218 0,00101
6 0,00058 0,00205 0,00185 0,00246 0,00114
7 0,00065 0,00230 0,00210 0,00272 0,00127
8 0,00071 0,00253 0,00232 0,00296 0,00140
9 0,00078 0,00274 0,00253 0,00317 0,00153
10 0,00084 0,00294 0,00273 0,00337 0,00165
Table 3: CIRR measure - lena.
Figures 2, 3, and 4 show the behavior of the three
measures for each of the smoothing algorithms used. The
best results are obtained using the Isotropic and cEED
algorithms for all cases.
Figure 2: MSE measure - lena.
Table 4 shows the total number of iterations defined
by the stopping criteria JGTS and BF for the five refer-
ence images. As you can see, the results are quite similar,
they differ in one or two iterations. It can also be ob-
served that the isotropic and cEED methods require a
greater number of iterations. This is directly related to
the MSE, PSNR and CIRR quality measurements ob-
tained.
Figure 3: PSNR measure - lena.
Figure 4: CIRR measure - lena.
Image Index Iso CED cCED EED cEED
baboon
JGTS 10 6 6 5 8
BF 10 6 7 6 9
barbara
JGTS 10 6 7 6 9
BF 10 6 6 6 9
boat
JGTS 8 7 7 7 7
BF 10 7 8 7 9
cameraman
JGTS 8 7 7 6 7
BF 9 6 7 6 8
lena
JGTS 6 7 7 6 6
BF 7 7 7 6 7
Table 4: Number of iterations using JGTS and BF stop-
ping criteria.
In the particular case of lena image, Tables 5 and 6
show the values for the MSE and CIRR measurements re-
spectively. It can be indicated that the isotropic method
and cEED are those that present a variation. For these
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two cases, the number of iterations required by the pro-
posed method (BF) is greater than for the JGTS method.
Iter Isotropic CED cCED EED cEED
1 1,0000 1,0000 1,0000 1,0000 1,0000
2 0,3047 0,5420 0,5498 0,4046 0,3432
3 0,1835 0,3221 0,3369 0,2457 0,2057
4 0,1396 0,2266 0,2377 0,1741 0,1507
5 0,1165 0,1681 0,1740 0,1331 0,1217
6 0,1022 0,1314 0,1405 0,1074 0,1029
7 0,0923 0,1087 0,1136 0,0895 0,0907
8 0,0848 0,0894 0,0939 0,0767 0,0810
Table 5: MSE index - lena.
Iter Isotropic CED cCED EED cEED
1 1,0000 1,0000 1,0000 1,0000 1,0000
2 0,4206 0,5728 0,5798 0,4801 0,4308
3 0,2502 0,3440 0,3606 0,2880 0,2599
4 0,1793 0,2412 0,2541 0,1976 0,1854
5 0,1411 0,1765 0,1837 0,1465 0,1447
6 0,1172 0,1363 0,1474 0,1156 0,1194
7 0,1017 0,1115 0,1176 0,0946 0,1037
8 0,0913 0,0907 0,0961 0,0793 0,0915
Table 6: CIRR index - lena.
Figures 5 and 6 reveal a variation in the behavior
of the MSE index between iterations 2 and 3 for the
isotropic and cEED methods. This may be the reason
why the BF method is more uniform in the number of
iterations required to stop the diffusion process.
Figure 5: MSE index behaviour for lena image.







Figure 7: Smoothed image of lena using JGTS and BF
stopping criteria.
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Table 7 shows the images obtained by applying the
selected smoothing methods (Isotropic, CED, cED, EED
and cED). Based on the results for the MSE and CIRR
measures, the results are the same or similar. Subjec-
tively, it is very difficult to notice the differences.
After exploring the lena image content, the eye re-
gion was identified to zoom in and see in a greater level
of detail the effect of the smoothing algorithms. Table
8 presents the original image and the images obtained
when applying the three algorithms that show a bet-
ter behaviour with respect to the selected quality mea-
sures. As can be seen, the original image differentiates
a semi-circular region in the centre of the eye. This re-
gion is maintained when applying isotropic smoothing
and cEED, however, when cCED smoothing is applied,
that region becomes blurred. The latter behaviour is







Figure 8: Zoom in of eye region of smoothed image of
lena.
In addition, it is observed that the isotropic algorithm
presents a lower smoothing in some regions compared to
the cEED and cCED algorithms, for example, in the up-
per left region of the images, it is seen that the isotropic
algorithm presents a more stepped variation than the
results of the cEED and cCED algorithms.
To visually identify the impact of the smoothing algo-
rithms, row 266 of the lena image was selected. Figure 9
shows the behaviour of the original image and the images
obtained from applying each smoothing algorithms. As
can be seen, the isotropic diffusion algorithm generates
a profile very close to the original image and therefore
the image quality measures are better. The cEED algo-
rithm maintains the intensity in the areas where edges
are present and in regions with low-intensity variation it
makes good smoothing, for example, in the interval [386,
398]. The other smoothing algorithms generate a loss of
information at the edges and attenuate their intensity,
causing some of them to be eliminated, for example in
the intervals [260, 272] and [320, 335].
Based on the elements mentioned above, the initial
alternative to smooth the images by preserving the edge
information corresponds to the nonlinear anisotropic dif-
fusion algorithm cEED.
Figure 9: Profile behaviour of smoothing algorithms us-
ing lena image.
5.2 3D Case
For the tests with 3D images were selected ten CT im-
ages of head-neck. It is proceeded in a similar way to the
2D case, ie, the original images are used first to evaluate
the quality measures and to apply the smoothing algo-
rithms in order to identify which stopping criterion per-
forms better. Contrast-enhanced images are then used
to identify if there is any change in the behaviour of the
smoothing algorithms and in the stopping criteria.
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Table 7: MSE, PSNR and CIRR of 3D smoothed images.
Table 7 shows the behaviour of the MSE, PSNR and
CIRR quality measures for images 1, 3, 5 and 7. The al-
gorithms to be selected are those that generate the low-
est value for the MSE measure and a higher value for
PSNR and CIRR measures. However, it should be con-
sidered that as the image is smoothed the value of the
PSNR measure decreases, for that reason, the EED and
cEED algorithms present a lower value than the other
algorithms.
The number of iterations defined by each of the stop-
ping criteria for the ten test images is presented in Table
8. As can be seen, isotropic diffusion is similar using the
two stopping criteria except for image3 and image4. In
the case of the EED and cEED diffusion, the number
of iterations defined by BF criterion is half the num-
ber of iterations required by the JGTS criterion. JGTS
stopping criterion generates a greater number of itera-
tions required to stop the diffusion in all 3D images with
respect to BF criterion. In addition, the number of it-
erations defined by the BF criterion is the same for the
isotropic, EED and cEED diffusion algorithms.
Table 9 shows the images obtained from the smooth-
ing process using stopping criteria JGTS and BF respec-
tively. Visually the differences between the images are
not perceptible. To see the impact of the number of
iterations in the diffusion algorithms, the edges of the
image1 for the images generated by each of them were
calculated. The algorithm proposed by Canny was used
for this purpose. As the largest variation in the number
of iterations was presented in the EED and cEED diffu-
sion algorithms, it is expected that there is a significant
variation in the edges.
Img Index Isotr CED cCED EED cEED
im1
JGTS 5 10 10 8 8
BF 4 7 7 4 4
im2
JGTS 5 10 10 8 8
BF 4 7 7 4 4
im3
JGTS 10 10 10 9 9
BF 4 9 9 4 4
im4
JGTS 10 10 10 10 10
BF 4 9 9 4 4
im5
JGTS 5 10 10 8 8
BF 4 8 8 4 4
im6
JGTS 5 10 10 8 8
BF 4 8 8 4 4
im7
JGTS 5 10 10 9 9
BF 4 8 8 4 4
im8
JGTS 5 10 10 9 9
BF 4 8 8 4 4
im9
JGTS 6 10 10 9 9
BF 4 6 7 4 4
im10
JGTS 6 10 10 9 9
BF 4 6 7 4 4
Table 8: Number of iterations using JGTS and BF stop-
ping criteria.
The results of the obtained edges are presented in
Table 10. In the rows is found each of the diffusion al-
gorithms. In the second column the images obtained by
using the JGTS stopping criterion for each diffusion al-
gorithm. In the third column the images using the BF
criterion. As can be seen, there is no variation in the
edge detection in the images obtained using the EED
and cEED diffusion by applying the two stopping crite-
ria. In addition, isotropic diffusion presents results sim-
ilar to EED and cEED diffusion. On the other hand,
the diffusion CED and cCED allow detecting a greater
number of edges with respect to the other three algo-
rithms, independent of the stopping criterion used. This
is due to the fact that the CED and cCED algorithms
apply less smoothing in the internal regions of the image
structures.
In conclusion, the edges detected in the images ob-
tained using each one of the diffusion algorithms are
equal independent of the stopping criterion used. There-
fore, it is considered that the BF stopping criterion is
more efficient than the JGTS criterion because it allows
stopping the diffusion in a smaller number of iterations.
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Table 9: 3D images smoothed using MSE and CIRR
stopping criteria.
6 CONCLUSIONS
The selected nonlinear diffusion algorithms allowed to
define that the edge information is preserved in a bet-
ter way using the cEED algorithm. Isotropic algorithm
also preserves the edges but in the internal regions of
the structures does not perform a good smoothing. The
CED and cCED algorithms do not properly preserve the
edges and generate edges continuity incorrectly.
The proposed BF stopping criterion requires a lower
number of iterations in 3D images. This is because the
CIRR measure has an asymptotic behavior, while the
MSE measure has a more linear behavior. This result
allows to increase in automatic way the efficiency of the
smoothing algorithms based on nonlinear anisotropic dif-
fusion.
The stopping criterion BF is independent of the
smoothing algorithm and it is not necessary to include
it in the partial differential equation (PDE).






Table 10: Edges of 3D images smoothed.
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