We consider the following problem. For a binary tree T = (V; E) where V = f1; 2; :::; ng, given its inorder traversal and either its preorder or its postorder traversal, reconstruct the binary tree. We present a new parallel algorithm for this problem. Our algorithm requires O(n) space. The main idea of our algorithm is to reduce the reconstruction process to merging two sorted sequences. With the best parallel merging algorithms, our algorithm can be implemented in O(log log n) time using O( n log log n ) processors on the CREW PRAM (or in O(log n) time using O( n log n ) processors on the EREW PRAM). Our result provides one more example of a fundamental problem which can be solved by optimal parallel algorithms in O(log log n) time on the CREW PRAM.
Introduction
We consider the problem of reconstructing a binary tree T = (V; E) with vertices f1; 2; :::; ng given its inorder traversal and either its preorder or its postorder traversal. It is well-known that a binary tree can be reconstructed from its inorder traversal along with either its preorder or its postorder traversals 8]. Recently, sequential solutions to this classical problem have reported in 1, 4] . Especially, the algorithm in 1] requires O(n) time and space. Parallel solutions to this problem can be found in 3, 10] . In particular, the algorithm in 10] runs in O(log n) time using O(n) processors on the CREW PRAM; and the solution in 3] takes in O(log log n) time using O( n log log n ) processors on the CRCW PRAM. Most recently, parallel algorithms running in O(log n) time with O( n log n ) processors on the EREW PRAM were also reported in 7, 5] 1 . In this paper, we present a new parallel algorithm for this problem. Our algorithm requires O(n) space. The main idea of our algorithm is to reduce the reconstruction process to merging two sorted sequences. With the best results for parallel merging, our algorithm can be implemented in O(log log n) time using O( n log log n ) processors on the CREW PRAM or in O(log n)
This author was supported in part by the National Science Foundation under grant CCR-8909996 y Part of the work was done when the author was with Dept. of Computer Science, Old Dominion University 1 We learned about these algorithms after submission of this paper 1 time using O( n log n ) processors on the EREW PRAM. Thus, our algorithm improves on the previous results, either in time complexity or in the model of computation.
As pointed out in 3], optimal parallel algorithms that run in O(log log n) time usually need to be implemented on the CRCW PRAM. For example, any optimal O(log log n) time parallel algorithm for the All Nearest Smaller Values (ANSV) problem 3] needs the CRCW PRAM. It is worth noting that in 3] the solution for the ANSV problem is used to solve the binary tree reconstruction problem in O(log log n) time, with O( n log log n ) processors on the CRCW PRAM. The only known doubly logarithmic optimal CREW algorithm is Kruskal's parallel merging algorithm 9], which runs in O(log log n) time using O( n log log n ) processors on the CREW PRAM 9] . The main contribution of this paper is to provide another example of designing doubly logarithmic time parallel algorithm on the CREW PRAM.
Preliminaries
Many methods can be used to generate traversals for a binary tree. Here, we are interested in one of them, known as the Euler Tour technique. This powerful technique was proposed by Tarjan and Vishkin 11] for designing e cient parallel algorithms on trees. Speci cally, this technique reduces the computation of various kinds of information about the tree structure to the computation on a linked list. To make this paper self-contained, the Euler tour technique for binary trees is described next. When no confusion is possible, we let the Euler path denote the sequence of node labels contained in the corresponding linked list. Obviously, the Euler path of a binary tree contains Proof We prove the statement for the case of a preorder-inorder Euler path (the case of an inorder-postorder Euler path follows by a mirror argument).
Let (T ) denote the preorder-inorder Euler path of a tree T. Note that the preorderinorder Euler path of a tree with left subtree T 1 and right subtree T 2 can be expressed as root 1 (T 1 )root 2 (T 2 ). Thus, the \only if" part of the lemma follows by an obvious inductive argument.
The \if" part will be proved by induction on n. When n = 1 the lemma is obviously true.
Assume the lemma true for 1 < n < k. When n = k, let b t be the second copy of b 1 , i.e. b t = b 1 .
By condition (2) 
The Algorithm
To reconstruct a binary tree from its preorder and inorder traversals, our algorithm has two steps.
The rst step is to construct the preorder-inorder Euler path of the binary tree determined by the traversals. Once the preorder-inorder Euler path is available, it is straightforward to reconstruct the corresponding binary tree. Hence, we would like to give rst the following procedure to implement the second step:
Procedure EulerPath-to-Tree; Input: b 1 Proof. The correctness of the algorithm follows directly from the proof of Lemma 1. It is obvious that the procedure above can be implemented in O(1) time using O(n) processors on the EREW PRAM. 2
We
path. In addition, we know that keeping only the rst copy of each label in a preorder-inorder
Euler path gives the preorder traversal of the binary tree, and that keeping only the second copy of each label in an preorder-inorder Euler path yields the inorder traversal of the binary tree.
The idea here is to \merge" the preorder and inorder traversals into a sequence that satis es the above properties. To give the reader some intuition about this idea, we show that this \merging" process can actually be carried out with the help of a stack, as in the following procedure. Proof. We prove the correctness of the procedure by induction on n. When n = 1, the correctness is obvious. Assume the procedure correct for 1 < n < k. Consider Although it is easy to implement procedure Traversals-to-EulerPath sequentially, it is not obvious how the procedure can be implemented in parallel. In the following, we will show that the idea behind the Stack being used in the procedure can lead to the de nition of a linear order. With this linear order, both the preorder and the inorder traversals are sorted sequences; and the construction of the preorder-inorder path can be done by merging these two sorted sequences according to the linear order. It is easy to con rm that the binary relation is total on Q . In addition, it turns out that it is also transitive (refer to the Appendix for the proof), and so is a linear order on Q .
ProcedureTraversals-to-EulerPath
Rules 1{2 guarantee that is consistent with both sequences (1; j 1 ; c 1 ), (1; j 2 ; c 2 ), ...,
(1; j n ; c n ) and (2; 1; d 1 ), (2; 2; d 2 ), ..., (2; n; d n ). By merging these two sequences according to we obtain a sorted sequence of 2n triples, ( 1 ; 1 ; 1 ), ( 2 ; 2 ; 2 ), ..., ( 2n ; 2n ; 2n ).
We claim that 1 , 2 , ..., 2n is the preorder-inorder Euler path of the tree determined by the traversals. By Lemma 1, the correctness of the claim relies on the following facts:
(a) There are exactly two copies of each label in 1 , 2 , ..., 2n ; the rst copy is from the preorder traversal and the second copy is from the inorder traversal. (1; 2; :::; n). This again can be computed in O(1) time on an EREW PRAM with n processors.
Consequently, Q can be constructed in O(1) time using n processors on an EREW PRAM.
Next, we consider the complexity to merge (1; j 1 ; c 1 ), (1; j 2 ; c 2 ) , ..., (1; j n ; c n ) and (2; Theorem 2 A binary tree T = (V; E) where V = f1; 2; :::; ng, can be reconstructed from its preorder and inorder traversals in O(log log n) time using O( n log log n ) processors on the CREW PRAM, or in O(log n) time using O( n log n ) processors on the EREW PRAM, using O(n) extra space, 2
In case the inorder traversal and the postorder traversal is given, the binary tree can be reconstructed similarly.
Conclusion
We have shown how to reconstruct a binary tree from its inorder traversal along with either its preorder traversal or its postorder traversal by reducing the problem to parallel merging. With the best known results for parallel merging, our reconstruction algorithm can be implemented in O(log log n) time using O( n log log n ) processors on the CREW PRAM (or in O(log n) time using O( n log n ) processors on the EREW PRAM). We have thus found one more example in the class of problems that can be solved in doubly logarithmic time using optimal number of processors on the CREW PRAM.
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