Abstract-We consider the problem of developing coding techniques and deriving achievable rate regions for discrete memoryless broadcast channels with three receivers (3-DBC). We begin by identifying a novel vector additive 3-DBC for which we characterize an upper bound on the the largest achievable rate region based on unstructured codes, henceforth referred to as U U U M-region. We propose a coding technique based on coset codes that yield an achievable rate triple not contained within U U U M-region. We generalize the proposed coding technique using a new ensemble of codes-partitioned coset codes (PCC)-containing both empirical and algebraic properties, and evaluate its performance to derive an achievable rate region for the general 3-DBC. The new elements in this derivation are binning and joint typicality encoding and decoding of statistically correlated PCCs. We validate the utility of this technique by identifying non-additive instances of 3-DBC for which the proposed coding techniques based on PCC yield strictly larger rates.
I. INTRODUCTION
T HE problem of characterizing the capacity region of a general broadcast channel (BC) was proposed by Cover [1] in 1972, and he introduced a novel coding technique to derive achievable rate regions for particular degraded BCs. In a seminal work aimed at deriving an achievable rate region for the general degraded BC, Bergmans [2] generalized Cover's technique into what is currently referred to as superposition coding. Gallager [3] and Bergmans [4] concurrently and independently proved optimality of superposition coding for the class of degraded BCs. This in particular yielded capacity region for the scalar additive Gaussian BC. However, the case of general discrete BC (DBC) remained open. This led to the discovery of another ingenious coding technique by Gel'fand [5] . In 1979, Marton [6] generalized Gelfand's technique [5] into what is currently referred to as binning. In conjunction with superposition, she derived the largest known achievable rate region [6] for the general two user DBC (2−DBC). A generalization [7, p. 391 , Problem 10(c)] of superposition and binning to incorporate a common message yields Marton's rate region, the current known largest achievable rate region for the general 2−DBC and its capacity is yet unknown. 1 Though the capacity region has been found for many interesting classes of BCs [1] - [20] , the question of whether the techniques of superposition and binning, in conjunction, is optimal for the general DBC has remained open. Gohari and Anantharam [21] have proved computability of Marton's rate region. This enabled them identify a class of binary 2−DBCs for which Marton's rate region when computed is strictly smaller than the tightest known outer bound [22] , [23] , which is due to Nair and El Gamal. On the other hand, Weingarten et al. [24] have proved Marton's binning (also referred to, in the Gaussian setting, as Costa's dirty paper coding [25] ) to be optimal for Gaussian MIMO BC with quadratic cost constraints and arbitrary number of receivers, and thereby characterized the capacity region. 3−DBC with degraded message sets has been studied in [20] .
In this article, we begin by characterizing an achievable rate region, referred to as U M−region, for the general 3−DBC incorporating all current known coding techniques, i.e., message-splitting, superposition and binning of unstructured codes. We identify a novel additive 3−DBC (example 1) for which we propose a technique based on linear codes that yields an achievable rate triple not contained within U M−region. We remark that even within the larger class of BCs that include continuous valued alphabets, any number of receivers and multiple antennae, we have, thus far, been unaware of any BC for which the U M−region can be strictly improved upon. One of the key elements of our work is an analytical proof of sub-optimality of U M−region for this 3−DBC.
Motivated by the above findings, we propose a general coding technique based on a new ensemble of codes endowed with algebraic structure-partitioned coset codes [26] (PCC). We analyze the proposed coding technique and derive an achievable rate region 2 -referred to as PCC−region-for the general 3−DBC expressed in terms of single-letter information quantities. This region is a continuous function of the channel transition probability matrix. One of the key elements of this analysis is an interplay of joint typical encoding and decoding of statistically correlated algebraic codebooks resulting in new proof techniques. We identify a non-additive 3−DBC (example 2) for which we analytically prove the existence of rate triples that belong to PCC−region but lie outside the U M−region. Finally, we indicate a way to combine the two coding techniques that enables one to derive an achievable rate region that includes the U M−region.
Why do codes endowed with algebraic structure outperform traditional independent unstructured codes for a BC? The central aspect of a coding technique designed for a BC is interference management. Marton's coding incorporates two techniques -superposition and binning -for tackling interference. Superposition enables each user decode a univariate component of the other user's signal and thus subtract it off. Binning enables the encoder counter the component of each user's interfering signal not decoded by the other, by precoding for the same. Except for particular cases, the most popular being dirty paper coding, precoding results in a rate loss, and is therefore less efficient than decoding the interfering signal at the decoder. The presence of a rate loss motivates each decoder to decode as large a part of interference as possible. 3 However decoding a large part of the interference constrains the individual rates. In a three user BC, each user's reception is plagued by interference caused by signals intended for the other two users. The interference is in general a bivariate function of signals intended for the other users. If the signals of the two users are endowed with a structure that can help compress the range of this bivariate function when applied to all possible signals, then the receivers can decode a larger part of the interfering signal. This minimizes the component of the interference precoded, and therefore the rate loss. This is where codebooks endowed with algebraic structure outperform unstructured independent codebooks. Indeed, linear codes constrain the interference pattern to an affine subspace if the interference is the sum of user 2 and 3's signals.
As evidenced by the non-additive example (example 2), linear codes provide gain even when the bivariate function is not a field addition. Furthermore, we have considered a natural generalization of linear codes to sets with looser algebraic structure such as groups. Our investigation of group codes to improve achievable rate regions for information theoretic problems has been pursued in concurrent research threads [27] . Containing the sum of transmitted codewords using linear codes is just the first step, and we envision an achievable rate region involving a union over all relevant algebraic objects.
The use of structured codes for improving information theoretic rate regions began with the ingenious technique of Körner and Marton [28] , proposed for the source coding problem of reconstructing modulo−2 sum of distributed binary sources. Ahlswede and Han [29, Sec . VI] proposed a universal coding technique that brings together coding techniques based on unstructured and structured codes. More recently, there is [30] - [32] in developing coding techniques for particular problem instances that perform better than unstructured codes. In [33] nested linear codes are employed to communicate over a particular binary doubly dirty multiple access channel (MAC). The use of structured codes for interference channels (referred to as interference alignment) toward improved achievable rate region has been addressed in several works [34] - [38] .
It was shown in [39] , in the setting of distributed source coding that for any non-trivial bivariate function, there exists at least one source distribution for which linear codes outperform random codes. However, linear codes were known to be suboptimal for arbitrary point-to-point (PTP) communication [40] , and therefore, the basic building block in the coding scheme for any multi-terminal communication problem could not be filled by linear codes. The ensemble of nested coset codes was proposed in [41] as the basic building block of algebraic codes for distributed lossy compression of general sources subject to arbitrary distortion criterion.
This article is organized as follows. We begin with definitions in section II. In section II-D, we present the U M− achievable region for 3−DBC. Section III contains our first main finding -identification of a vector additive 3−DBC for which the U M−technique is proved to be strictly suboptimal. In section IV we present our second main finding -characterization of PCC−region for 3−DBC -in three pedagogical stages. In section V, we indicate how to glue together U M−technique and the technique based on PCC for general 3−DBC. We conclude in section VI by pointing to fundamental connections between several layers of coding in a three user communication problem and common information of a triple of random variables.
II. BROADCAST CHANNEL: DEFINITIONS AND MARTON'S RATE REGION

A. Notation
We employ notation that has now been widely adopted in the information theory literature supplemented with that given in Table I .
In this article, we will need to define multiple objects, mostly triples, of the same type. In order to reduce clutter, we use an underline to denote aggregates of objects of similar type. For 1 , y 2 , y 3 |x) denote probability of observing y ∈ Y at the respective outputs conditioned on x ∈ X being input. Input is constrained with respect to a cost function κ : X → [0, ∞). The cost function is assumed additive, i.e., cost of transmitting the vector
In this article, we restrict attention to communicating private messages to the three users. The focus of this article therefore is the (private message) capacity region of a 3−DBC, and in particular corresponding achievable rate regions. The following definitions make the relevant notions precise.
Definition 1:
Definition 2: The error probability of a 3−DBC code
Average error probability of a 3−DBC code (n, M, e, d) is
The cost of transmitting message m ∈ M per symbol is 1 nκ n (e(m)) and the average cost of 3−DBC code
n (e(m)).
In some cases, we consider projections of the capacity region. For any 3−DBC, if receivers 2 and 3 can simultaneously achieve their respective capacities, then C 1 (τ ) is defined as the maximum rate achieved by receiver 1. Otherwise C 1 (τ ) = 0. The currently known largest achievable rate region, U M− region, for 3−DBC is obtained via message-splitting, superposition and binning of unstructured codes.
C. Marton's Rate Region
Marton's coding for 2−DBC incorporates two fundamental techniques -superposition and precoding -accomplished using a two layer coding scheme. First layer, which is public, contains a codebook over W. Second layer is private and contains two codebooks one each on V 1 and V 2 . Precoding is accomplished by setting aside a bin of codewords for each private message, thus enabling the encoder to choose a compatible pair of codewords in the indexed bins. User j th message is split into two parts -public and private. The public parts together index a codeword in W−codebook and the private part of user j th message index a codeword in V j −codebook. Both users decode from the public codebook and their respective private codebooks. Definition 4 and theorem 1 provide a characterization of rate pairs achievable using Marton's coding technique for 2−DBC. We omit restating the definitions analogous to definitions 1, 2, 3 for a 2−DBC. 
j of rate T j denote it's private part. This is depicted in Figure 1 . The rates of the messages are given in Table II. The first layer is public with a single codebook (w n (m W ) :
3 ) indexes a codeword in W−codebook and each user decodes from W−codebook.
Each codeword in W−codebook is linked to a triple of codebooks -one each on U i j : (i, j ) ∈ {(1, 2), (2, 3), (3, 1)}-in the second layer. The second layer is semi-private. Each of the three semi-private codebooks is composed of bins, wherein each bin comprises a collection of codewords. For each pair (i, j ) ∈ {(1, 2), (2, 3), (3, 1)} the following hold.
in the U i j −codebook linked to public message m W . Users i, j decode from U i j −codebook and it maybe verified that U i j −codebook is of rate K i j + L i j + S i j . This is illustrated in Table III. Let (i, j ) and ( j, k) be distinct pairs in {(1, 2), (2, 3), (3, 1)}. Every pair of codewords in U i j − and U j k −codebooks is linked to a codebook on V j . The   TABLE III   TABLE RELATING THE RANDOM VARIABLES, BIN RATES AND  CODE RATES 
codebooks over V j : j = 1, 2, 3 comprise the third layer which is private. M V j indexes a bin in V j −codebook, each of which is of rate S j , and thus V j −codebook is of rate
User j decodes from the private codebook over V j . How does the encoder map messages to a codeword? Let p W U V X be a distribution on (2, 3) , (3, 1) , (2, 3, 1) , (3, 1, 2) of codewords is jointly typical with respect to p W U V . If such a septuple is found, this is mapped to a codeword on X n which is input to the channel. If it does not find any such septuple, an error is declared. 
as user j th message. Otherwise, i.e., none or more than one such quadruple is found, it declares an error.
The codewords in W−codebook are identically and independently distributed according to p
Conditioned on a realization of the entire collection of public and semi-private codebooks, the private codewords
are independent and identically distributed according to
We find the average error probability over the ensemble of codebooks, and provide lower and upper bounds. To analyze the probability of encoding and decoding errors, we need tripartite covering and packing lemmas similar to [43, Lemma 3.1 and 3.3] which are stated below. We skip the proofs for conciseness. 
where for three random variables, A, B, C, we have 
Using the above two lemmas and its variants, we can show that the probability of the error event at the encoder decays exponentially with n if for each triple
Similarly, we can show that the probability of decoder error event decays exponentially if for each triple
III. STRICT SUB-OPTIMALITY OF U M−TECHNIQUE
In this section, we present our first main finding -strict sub-optimality of U M−technique. In particular, we identify a vector additive 3−DBC (example 1) and propose a linear coding technique for the same. In section III-B, we prove strict sub-optimality of U M−technique for this vector additive 3−DBC.
A. Octonary Example and Coset Codes
Example 1: Consider the 3−DBC depicted in figure 2. Let the input alphabet X = X 1 × X 2 × X 3 be a triple Cartesian product of the binary field X 1 = X 2 = X 3 = F 2 and the output alphabets Y 1 = Y 2 = Y 3 = F 2 be binary fields. If X = X 1 X 2 X 3 denote the three binary digits input to the channel, then the outputs are N 1 , N 2 , N 3 ) is independent of the input X. The binary digit X 1 is constrained to an average Hamming weight of τ ∈ (0, 1 2 ). In other words, κ(x 1 x 2 x 3 ) = 1 {x 1 =1} and the average cost of input is constrained to τ ∈ (0, 1 2 ). For the sake of clarity, we provide a formal description of 
We begin with some observations for the above channel. Users 2 and 3 see interference free point-to-point (PTP) links from the input. It is therefore possible to communicate to them simultaneously at their PTP capacities using any PTP channel codes achieving their respective capacities. For the purpose of this discussion, let us assume δ : = δ 2 = δ 3 . This enables us to employ the same capacity achieving code of rate 1 − h b (δ) for both users 2 and 3. What about user 1? Three observations are in order. Firstly, if users 2 and 3 are being fed at their respective PTP capacities, then information can be pumped to user 1 only through the first binary digit, henceforth referred to as X 1 . In this case, we recognize that the sum of user 2 and 3's transmissions interferes at receiver 1. Thirdly, the first binary digit X 1 is costed, and therefore cannot cancel the interference caused by users 2 and 3 at the transmitters.
Since average Hamming weight of X 1 is restricted to τ , X 1 ⊕ N 1 is restricted to an average Hamming weight of τ * δ 1 . If the rates of users 2 and 3 are sufficiently small, receiver 1 can attempt to decode codewords transmitted to users 2 and 3, cancel the interference and decode the desired codeword. This will require 2
What if this were not the case? In the case
, we are left with two choices. The first choice is to enable decoder 1 to decode as large a part of the interference as possible and precode for the rest of the uncertainty. 4 The second choice is to attempt decoding the sum of user 2 and 3's codewords, instead of the pair. In the sequel, we pursue the second choice using linear codes. In section III-B, we prove U M−technique is forced to take the first choice which results in it's sub-optimality. 4 Since X 1 is costed, precoding results in a rate loss, i.e., in terms of rate achieved, the technique of precoding is in general inferior to the technique of decoding interference. This motivates a preference for decoding the interference as against to precoding.
Since linear codes achieve the capacity of binary symmetric channels, there exists a single linear code, or a coset thereof, of rate 1 − h b (δ) that achieves capacity of both user 2 and 3 channels. Let us employ this linear code for communicating to users 2 and 3. The code being linear or affine, the collection of sums of all possible pairs of codewords is restricted to a coset of rate 1 − h b (δ). This suggests that decoder 1 decode the sum of user 2 and 3 codewords. Indeed 
Let us now consider the general case with respect to δ 2 , δ 3 . Without loss of generality we may assume δ 2 ≤ δ 3 . Consider the ensemble of nested binary coset codes obtained by random generator matrices g and [g T g T ] T , of sizes k 3 × n and (k 3 + k 2/3 ) × n, respectively, and an n-length dither vector b, where T denotes transposition. The entries of k 3 × n matrix g, k 2/3 × n matrix g, and n-vector b are chosen independently and uniformly from {0, 1}. The random coset code obtained by using g and b is assigned to User 3, and that obtained using
and b is assigned to user 2. Note that the coset code of user 3 is nested inside that of user 2. Using random coding, one can show the existence of a nested coset code such the outer coset code achieves the capacity of BSC with transition probability δ 2 and the inner coset code achieves that of the BSC with transition probability δ 3 . This construction ensures the sum of all pairs of user 2 and 3 codewords to lie within user 2's linear code, or a coset thereof, of rate 1
, or equivalently τ * δ 1 ≤ δ 2 , then decoder 1 can decode the sum of user 2 and 3's codewords, i.e., the interfering signal, peel it off and decode the desired message at rate h b (τ * δ 1 ) − h b (δ 1 ). The above arguments are summarized in the following lemma.
Lemma 3: Consider the vector additive 3−DBC in exam-
In the above discussion, we have argued
, and in conjunction with the former statement, the proof of lemma 3 is complete.
We now state the conditions under which 
B. Proof of Theorem 3
In this subsection, we prove strict sub-optimality of U M−technique for the 3−DBC presented in example 1. In particular, we prove that if parameters τ, δ 1 , δ 2 , δ 3 
Why is U M−technique suboptimal for the case described above. As mentioned in section III, in this case, receiver 1 is unable to decode the pair of codewords transmitted to users 2 and 3. Furthermore, based on unstructured independent coding, it does not attempt to decode a function of transmitted codewords -in this case the modulo−2 sum. This forces decoder 1 to be content by decoding only individual components of user 2 and 3's transmissions, leaving residual uncertainty in the interference. The encoder helps out by precoding for this residual uncertainty. However, as a consequence of the cost constraint on X 1 , it is forced to live with a rate loss.
Our proof traces through the above arguments in three stages and is therefore instructive. In the first stage, we characterize all test channels p QW UV XY for which
. This stage enables us identify 'active' codebooks, their corresponding rates and characterize two upper bounds on R 1 . One of these contains the rate loss due to precoding. In the second stage, we therefore characterize the condition under which there is no rate loss. As expected, it turns out that there is no rate loss only if decoder 1 has decoded codewords of users 2 and 3. This gets us to the third stage, where we conclude that 1
precludes this possibility. The first stage is presented in lemma 4, second stage is stated in lemma 18 and proved in appendices E and F. Third stage can be found in arguments following lemma 18.
We begin with a characterization of a test channel
Since independent information needs to be communicated to users 2 and 3 at their respective PTP capacities, it is expected that their codebooks are not precoded for each other's signal, and moreover none of users 2 and 3 decode a part of the other users' signal. The following lemma establishes this. We remind the reader that X 1 X 2 X 3 = X denote the three digits at the input, where Y j , the output at receiver j is obtained by passing X j through a BSC with cross over probability δ j for j = 2, 3. Y 1 is obtained by passing X 1 ⊕ X 2 ⊕ X 3 through a BSC with cross over probability δ 1 . Moreover, the binary symmetric channels (BSCs) are independent. Input symbol X 1 is constrained with respect to a Hamming cost function and the constraint on the average cost per symbol is τ . Formally, κ(x 1 x 2 x 3 ) = 1 {x 1 =1} is the cost function and the average cost per symbol is not to exceed τ .
Lemma 4: If there exists a test channel p QW UV XY ∈ D U (τ ) and nonnegative numbers
are Markov chains. See appendix D for a proof. Lemma 4 enables us to simplify the bounds (3)- (13) for the particular test channel under consideration. Substituting (88)- (96) in (3)- (13) and employing statements of lemma 4, we conclude that if
(16), (17) imply (14) implies
and (15) in conjunction with (18) , and the lower bound on S 1 in (14) imply (20) where (20) follows from the last equality in (95). Combining (19) and (20), we have
We have thus obtained (19) and (20), two upper bounds on R 1 we were seeking, and this concludes the first stage of our proof. In the sequel, we prove the minimum of the above upper bounds on R 1 is strictly lesser than
Towards, that end, note that upper bound (19) contains the rate loss due to precoding. In the second stage, we work on (19) and derive conditions under which there is no rate loss. Markov chains of item (4) in lemma 4 imply
By now, an informed reader must have made the connection to capacity of the PTP channel with non-causal state [44] .
In the sequel, we state the import of this connection. 5 This will require us to define a few mathematical objects that may initially seem unrelated to a reader unaware of findings in [44] . Very soon, we argue the relevance. An informed reader will find the following development natural. Let D T (τ, δ, ) denote the collection of all probability mass functions pṼSXỸ defined onṼ × {0, 1} × {0, 1} × {0, 1}, whereṼ is an arbitrary finite set such that (i)
In other words, conditioned on the event 5 The proof is relegated to appendix E
The following lemma states that α T (τ, δ, ) is strictly lower for non-trivial values of . Please refer to appendices E and F for a proof.
Lemma 5:
. (22), (23) and lemma 5 in conjunction with Jensen's inequality enables us to conclude
where equality holds in (24) , (25) and (26) only if q,w,u ∈ {0, 1} and
, and
and
This has got us to the third and final stage. Here we argue (27) implies RHS of (20) is strictly smaller than
, where the first inequality follows from concavity of binary entropy function, and similarly, interchanging the roles of α 2 , α 3 , we obtain
Observe that
where (29), (30) follows from (27) and (31) follows from (28) . (32) and (29) enables us to conclude
We now provide an upper bound on the right hand side of (20) . Note that it suffices to prove
where (34) follows from (27) and (28), (35) follows from (33) .
then right hand side of (35) is negative. This concludes the proof.
IV. ACHIEVABLE RATE REGIONS FOR 3−DBC USING PARTITIONED COSET CODES
In this section we present our second main finding -a new coding technique based on PCC for communicating over an arbitrary 3−DBC -that enables us to derive PCC−region, a new achievable rate region for 3−DBC. We present this in four pedagogical stages with increasing complexity of description. In Stage 0, we define partitioned coset codes, and state the packing and covering lemmas in the point-to-point setting. Stage I, built on Stage 0 and presented in section IV-B, describes all the new elements of our framework in a simple broadcast setting. In particular, we employ PCC to manage interference seen by one receiver, and derive a corresponding achievable rate region. For this stage, we also provide a complete proof of achievability. Stage II (section IV-C) builds on Stage I by incorporating private codebooks. Finally in Stage III (section IV-D), we employ PCC to manage interference seen by all receivers, and thereby derive PCC−region.
A. Stage 0: Partitioned Coset Codes
We begin with the following definition. parameters (n, s, g, b n ) .
= m t denotes the set of indices whose codewords are assigned to bin m t . The coset code λ with it's partitions is called a partitioned coset code (PCC) and is referred to as the PCC with parameters (n, s, t, g, b n , i ).
Note that in PCC, we have a structured code being partitioned in a unstructured way into bins. We use this class of codes because we exploit the structure in the composite code and not in the bins. Next we define the PCC ensemble.
PCC Ensemble: The PCC ensmemble is obtained by choosing the generator matrix g, the shift vector b n and the binning function i independently and uniformly over their respective range spaces. The random PCC is denoted as (n, s, t, G, B n , I ).
We state the following covering and packing lemmas without proof (see [45] for proofs).
Lemma 6 (PCC Covering Lemma):
Consider a random PCC (n, s, t, G, B n , I ) chosen from the PCC ensemble. For every m t ∈ F t π , let C(m t ) denote the random bin with index m t . Then there exists δ( ), such that δ( ) → 0 as → 0, and for all m t ∈ F t π ,
n log π > log π − H (U |V ). Since the single-letter distribution of codewords chosen from a coset code is uniform, the rate of the bin has to be larger than I (U ; V ) (as in the case of unstructured codes) by log π − H (U ). 
As in the covering lemma, since the single-letter distribution of codewords chosen from a coset code is uniform, the rate of the code can be larger than I (X; Y ) (as in the case of unstructured codes) by log π − H (X). Of course this does not mean that we can transmit at rates above I (X; Y ). This is because not all codeswords from such a coset code are typical with respect to P X . In the following we build on these lemmas and the observations made.
B. Stage I: Using PCC to Manage Interference Seen by a Single Receiver
In this stage, we provide our first achievable rate region (an inner bound to the capacity region) for a general 3−DBC, which will be enhanced in the next two stages. The main result of this section is an achievable rate region which is presented as Theorem 4. Instead of presenting the theorem first and then presenting a proof, we first present a coding scheme for transmitting information over a 3-DBC and then distil an achievable rate region from it.
1) Outline of the Coding Scheme Based on PCC:
As mentioned above, we use PCCs to manage interference seen by one receiver. Without loss of generality we choose the first receiver. We first give an informal description of the coding scheme. The coding scheme has only one layer. With each user, we associate a codebook, and each codebook is partitioned into bins. The messages of the users are used to index the bins in the corresponding codebooks. The first user's message M 1 indexes bins in a codebook built on an auxilliary random variable V 1 . The messages M 2 and M 3 of user 2 and 3 index bins in the corresponding codebooks built on auxilliary random variables U 2 and U 3 , respectively. We construct a standard Shannon-style unstructured random codebook for the first user. The codebooks of user 2 and 3 are algebraic structured, and, in particular, they are based on two PCCs where one is nested inside the other. We wish to emphasize that the two PCCs are statistically correlated. All three codebooks are randomly partitioned into bins. We do not use any structure in this partition, even for the PCCs. Only the composite codebook has algebraic structure, and not the bins. The encoder has two parts. The first part produces a jointly typical triple of codewords one from each bin from the corresponding codebooks. In the second part these three codewords are fused to get a single channel input vector which is sent over the channel.
Receiver j , for j = 2, 3 wishes to recover message M j reliably. In other words, receiver j wishes to decode the binindex of the U j -codeword. The first receiver, to tackle the interference, wishes to jointly decode a sum of the codewords meant to be decoded at receivers 2 and 3 in addition to decoding its own indended codeword. A schematic of the coding scheme and an association of auxilliary random varaibles with the receivers is shown in Fig. 3 .
2) Encoding and Decoding Operations: Next we give a formal description of the scheme. Consider a joint PMF
We wish to show achievability of a rate-cost quadruple (R 1 , R 2 , R 3 , τ ) that is a function of the joint PMF p QV 1 U XY , and derive conditions on this so that the messages with these rates are transmitted arbitrarily reliably while expending cost not more than τ . For later convenience, we use the following convention to denote the rates of the bins and the codebooks. The rates of the messages of the three users are given by R 1 , R 2 = T 2 log π, and R 3 = T 3 log π. The rates of the bins are given by K 1 , (S 2 − T 2 ) log π, and (S 3 − T 3 ) log π. A description of the rates, the bins and the codes of the users is given in Table IV . Fix a tuple of non-negative numbers
. C 1 is employed to encode user 1's message. Codebooks employed to encode user 2 and 3's messages are partitioned coset codes which were described before. Henceforth, we let π : = |U 2 | = |U 3 | and therefore
denote the indices of codewords in bin corresponding to message m t j j . These codes are such that if
. In other words, the linear code corresponding to the larger coset code contains the linear code corresponding to the smaller coset code. Without loss of generality, we henceforth assume s 2 ≤ s 3 and therefore g T 3 = g T 2 g T 3/2 . It is now appropriate to derive some relationships between the code parameters that would be of use at a later time. There exists N 1 (η) ∈ N such that for all n ≥ N 1 (η)
and therefore
We now describe the encoding and decoding rules. A vector q n ∈ T η 2 (Q) is chosen to be the time-sharing vector.
Without loss of generality, we assume the message sets are M j : = F t j π for j = 2, 3 and as stated before
3 ) ∈ M denote the uniformly distributed triple of message random variables to be communicated to the respective users. The encoder looks for
. 6 If it finds at least one such triple, one of them is chosen according to a predefined rule. Otherwise, i.e, if it finds no triple of codewords in the indexed triple of bins that is jointly typical, it chooses a fixed triple of codewords in C 1 ×λ 2 ×λ 3 . In either case, let
3 )) denote the chosen triple of codewords. In the former case, the encoder maps the triple to a vector in T 4η 2 (X|v
3 )) and feeds the same as input on the channel. In the latter case, it picks a fixed vector in X n and feeds the same as input on the channel. In either case, let
3 ) denote the vector input on the channel.
The operations of decoders 2 and 3 are identical and we describe the same through the generic index j . Having received vector Y n j , it looks for all messagesm
If it finds exactly one such message, this is declared as the decoded message. Otherwise, an error is declared. Decoder 1 is provided with the codebook λ 2 ⊕
π . If it finds exactly one sucĥ m 1 ∈ M 1 , this is declared as the decoded message. Otherwise, an error is declared.
The above encoding and decoding rules map a triplet C 1 , λ 2 , λ 3 of codebooks into a 3−DBC code. 7 Moreover, (37) and (38) imply that the rates of the corresponding 3−DBC code satisfy
. Since every triple C 1 , λ 2 , λ 3 of codebooks, and a choice for the predefined rules map to a corresponding 3−DBC code, we have characterized an ensemble of 3−DBC codes, one for each n ∈ N. We now induce a distribution over this ensemble of 3−DBC codes. 3 ) = a
3) Random
3 )) denote the triple of codewords chosen by the encoder and
While the above specifies the distribution of the random triple of C 1 , 2 , 3 of codebooks, the predefined rules that map it to a 3−DBC code is yet unspecified. In other words, the distribution of
3 ) need to be specified. All the 3−DBC codes that a particular triplet of codebooks C 1 , λ 2 , λ 3 map to, are uniformly distributed. Alternatively, the encoder picks a triple in
3 ) uniformly at random and independent of other choices. Denoting this random triple as (V
3 )), the encoder picks an input sequence in
uniformly at random and independent of other choices. We have therefore specified the distribution induced on the corresponding ensemble of 3−DBC codes.
4) Error Analysis:
In the sequel, we characterize error events associated with this random 3−DBC code.
• Encoder Error Event: The encoder is not able to find a triple of codewords from the corresponding codebooks that are jointly typical with respect to p V 1 ,U 2 ,U 3 |Q . Let
• Channel Error Event: The channel produces atypical output sequence. Let for j = 2, 3, 
1 ∪ 3 j ∪ 4 j contains the error event. Our next task is to derive an upper bound on P( ).
First we have a tripartite covering lemma involving a random code C 1 , and two PCCs. This lemma ensures that as long as covering conditions are satisfied, the probability of encoding error can be made arbitrarily small by increasing the blocklength n. This lemma is obtained by repeated application of the CC covering lemma (See Lemma 7).
Lemma 8 (Tripartite Covering Lemma for PCC): For any
, the probability of encoding error associated with the coding scheme described above can be bounded from above as
for all n ≥ max{N 1 (η), N 2 (η 2 )}, if the following covering conditions are satisfied:
Proof: See appendix A for a detailed proof.
In Table V we give a correspondence between error subevents and the covering bounds for a quick reference.
Next we have the following lemma that ensures that with high probability the channel produces typical output sequences.
Lemma 9 (Conditional Typicality Lemma):
Proof: We only give a sketch of the proof. Consider P( c 1 ∩ 2 ), where
.
By the encoding rule P( c 1 ∩ 2 ) = 0. Since the encoding rule also ensures
it suffices to derive an upper bound on P(( 1 ∪ 2 ) c ∩ 3 ). This follows from conditional frequency typicality and
Next we have two packing lemmas the ensure that the probability of decoding error can be made arbitrarily small by increasing the blocklength n, as long as the packing conditions are satisfied. These lemmas are obtained by repeated application of the PCC packing lemma (See Lemma 6).
Lemma 10 (Packing Lemma 1):
, the probability of decoding error of user 1 associated with the coding scheme can be bounded from above as
for all n ≥ max{N 1 (η), N 4 (η 2 )}, if the following packing conditions are satisfied:
Proof: See appendix B for a detailed proof. In Table VI we give a correspondence between error subevents and the packing bounds for a quick reference.
Lemma 11 (Packing Lemma 2): For any δ 1 ≥ η > 0, any η 2 > 0, any tuple (K 1 , R 1 , S 2 , T 2 , S 3 , T 3 ), the probability of decoding error of user j for j = 2, 3 associated with the coding scheme can be bounded from above as
for all n ≥ max{N 1 (η), N 5 (η 2 )}, if the following packing condition is satisfied:
Proof: For j = 2, 3, decoder j performs a simple PTP decoding and therefore the reader might expect the analysis here to be quite standard. The partitioned coset code structure of user j 's codebook that involves correlated codewords and bins lends some technical complexities. We flesh out the details in appendix C.
Let us now compile the upper bounds derived in (39) , (47), (48) and (51) 
Recall that η is chosen to be min {η,
4 and we can drive the probability of error belowη by choosing n sufficiently large.
The only element left to argue is the random code satisfies the cost constraint. Since P( 1 ∪ 2 ) is lesser thanη 2 for sufficiently large n, the encoder inputs a vector on the channel that is typical with respect p X with probability 1 −η 2 . Since E {κ(X)} ≤ τ , a standard argument proves that the expected cost of the input vector can be made arbitrarily close to τ by choosing n sufficiently large and η 2 sufficiently small. We leave the details to the reader. Thus we have proved that the following rate region for the 3-DBC is achievable.
Definition 7: 6 that satisfy R j = T j log π, the covering conditions
and the packing conditions
One can now perform Fourier-Motzkin elimination on this rate region, and can obtain an alternate characterization of the rate region. This is presented below.
5) An Achievable Rate Region: Definition 8:
where l ∈ {2, 3} \ {l} denotes the complement index, and
First we present the following lemma which state that the above two rate regions are the same.
Lemma 12:
The proof follows by substituting R j = T j log π for j = 2, 3 in the bounds characterizing S l (R, p QV 1 U XY , δ) and eliminating K 1 , S j : j = 2, 3 via the technique proposed in [46] . The presence of strict inequalities in the bounds characterizing
Finally, we state the main result of this section in the following, a proof of which we just presented.
Theorem 4:
Before we go further and look at non-additive example, let us revisit the additive example. For Example 1, 
6) Non-Additive Example:
We now present a non-additive example for which we analytically prove strict sub-optimality of U M−technique. 
We begin by stating the conditions for sub-optimality of U M−technique.
Lemma 13: Consider example 2 with δ :
Proof: Please refer to appendix H. We now derive conditions under which
Lemma 14: Consider example 2 with δ : , κ, τ ) i.e., achievable using coset codes, if,
where
Proof: The proof only involves identifying the appropriate , κ, τ ) , i.e, in particular respects the cost constraints.
The choice of this test channel, particularly the ternary field, is motivated by H (X 2 ∨ X 3 |U 21 ⊕ 3 U 31 ) = 0. The decoder 1 can reconstruct the interfering pattern after having decoded the ternary sum of the codewords. It maybe verified that for this test channel p QU 21 
where θ is as defined in the statement of the lemma. (63) is satisfied. Using standard information-theoretic arguments, one can easily establish that
. This completes the proof.
Conditions (62) and (63) are not mutually exclusive. It maybe verified that the choice τ 1 = 1 90 , τ = 0.15, δ 1 = 0.01 and δ = 0.067 satisfies both conditions. We therefore conclude the existence of non-additive 3−DBC's for which PCC yield strictly larger achievable rate regions. We extract the key elements of lemmas 13 and 14 in the following theorem.
Theorem 5: For a vector 3−DBC studied in example 2 that satisfies (62) and (63), linear coding technique achieves
, and U M−technique cannot achieve this performance. In particular, for the choice τ 1 = 1 90 , τ = 0.15, δ 1 = 0.01 and δ = 0.067, these conditions are satisfied.
C. Stage II: Incorporating Private Codebooks
We revisit the coding technique proposed in section IV-B. Observe that (i) user 1 decodes a sum of the entire codewords transmitted to users 2 and 3 and (ii) users 2 and 3 decode only their respective codewords. This technique may be enhanced in the following way. User 1 can decode the sum of one component of user 2 and 3 signals each. In other words, we may include private codebooks for users 2 and 3.
Specifically, in addition to auxiliary alphabet sets V 1 , U 2 , U 3 introduced in section IV-B, let V 2 , V 3 denote arbitrary finite sets and p U 2 U 3 V 1 V 2 V 3 denote a PMF on U 2 ×U 3 ×V 1 ×V 2 ×V 3 . For j = 2, 3, consider a random codebook C j ⊆ V n j of rate K j +L j whose codewords are independently chosen according to p n V j . Codewords of C j are independently and uniformly partitioned into exp nL j bins. The distribution induced on C 1 , 2 , 3 is identical to that in section IV-B. Moreover, the triplet C 2 , C 3 , (C 1 , 2 , 3 ) are mutually independent. 8 Having specified the distribution of codewords of C j : j = 2, 3, we have thus specified the distribution of quintuple of random codebooks. Messages of users' 2 and 3 are split into two parts each. One part of user 2's (3's) message, of rate T 2 log π (T 3 log π), index a bin in 2 ( 3 ), and the other part, of rate L 2 (L 3 ), index a bin in C 2 (C 3 ). User 1's message indexes a bin in C 1 . The encoder looks for a quintuple of jointly typical codewords with respect to p U V , in the quintuple of indexed bins. A schematic of the coding scheme is shown in Fig. 5 . Following a second moment method similar to that employed in appendix A, it can be proved that the encoder finds at least one jointly typical triple if
for all A ⊆ {2, 3} , B ⊆ {1, 2, 3}, where S A = 8 Here (C 1 , 2 , 3 ) is treated as a single random object. 9 We remind the reader that the empty sum has value 0, i.e, a∈φ = 0 
. 10 Having chosen one such jointly typical quintuple, say (U n 2 , U n 3 , V n ), the encoder generates a vector X n according to p n
and inputs the same on the channel.
The operations of decoders 2 and 3 are identical and we describe one of them. Decoder 3 receives Y n 3 and looks for all pairs of codewords in the Cartesian product 3 × C 3 that are jointly typical with Y n 3 with respect to p U 3 V 3 Y 3 . If all such pairs belong to a unique pair of bins, the corresponding pair of bin indices is declared as the decoded message of user 3. Else an error is declared. It can be proved that if
for j = 2, 3, then probability of users 2 or 3 decoding into an incorrect message falls exponentially with n.
Operation of decoder 1 is identical to that described in section IV-B. If (59-60) holds, then probability of error at decoder 1 falls exponentially with n. Substituting R 1 = K 1 , R 2 = T 2 log π + L 2 , R 3 = T 3 log π + L 3 and eliminating S 2 log π, S 3 log π, K 1 , K 2 , K 3 in equations (59-60), and using (64)- (67) we get an achievable rate region. We provide a mathematical characterization of this achievable rate region.
and for j = 2, 3,
for all A ⊆ {2, 3} , B ⊆ {1, 2, 3}, where
Theorem 6:
The proof is similar to that of Theorem 4. The only differences being (i) the encoder looks for a quintuple of codewords instead of a triple, and (ii) decoders 2 and 3 decode from a pair of codebooks. These can be handled using the techniques developed in proof of Theorem 4. The reader in need of an elaboration is referred to [47, Th. 5] .
D. Stage III: PCC−Region: Using PCC to Manage Interference Over a 3−DBC
Here we employ PCC to manage interference seen by each receiver. In the sequel, we propose a simple extension of the technique presented in section IV-C to enable each user decode a bivariate interference component. Throughout the following discussion i, j, k denote distinct indices in {1, 2, 3}. Let U j i = F π i , U j k = F π k be finite fields and V j be an arbitrary finite set. User j splits it's message M j into three parts , and vice versa. We have thus specified the structure of 9 random codebooks. We now specify the distribution of these random codebooks.
The random PCCs are independent of C j : j = 1, 2, 3.
are mutually independent. We now specify the distribution of the PCCs. The triplet ( 12 , 32 ), ( 21 , 31 ), ( 23 , 13 ) are mutually independent.
All of the bias vectors are mutually independent and uniformly distributed. The collection of generator matrices is independent of the collection of bias vectors. We only need to specify the distribution of the generator matrices. The rows of the larger of the two generator matrices G j i and G ki are uniformly and independently distributed. This specifies the distribution of the 9 random codebooks. M U j i ,M U j k and M V j index bins in j i , j k and C j respectively. The encoder looks for a collection of 9 codewords from the indexed bins that are jointly typical with respect to a PMF p U V defined on U × V. 12 We now state the bounds that ensure the probability of encoder not finding a jointly typical collection of codewords from the indexed bins. We introduce some notation to aid reduce clutter. Throughout the following, in every instance i, j, k will denote distinct indices in {1, 2, 3}. Decoder j receives Y n j and looks for all triples
If it finds all such triples in a unique triple of bins, the corresponding triple of bin indices is declared as decoded message of user j . Else an error is declared. The probability of error at decoder j can be made arbitrarily small for sufficiently large block length if (68) holds for every A j ⊆ { ji, jk} with distinct indices i, j, k in {1, 2, 3}, where
We are now equipped to state PCC−region for a general 3−DBC.
Definition 10:
be defined as the set of rate triples (R 1 , R 2 , R 3 ) ∈ [0, ∞) 3 for which there exists nonnegative numbers S i j , T i j : i j ∈ {12, 13, 21, 23, 31, 32} , K j , L j : j ∈ {1, 2, 3} such that 13 Recall F π j is the finite field of cardinality π j . 
All the non-trivial elements of this proof being illustrated in considerable detail in the context of proof of theorem 4, we omit a proof of theorem 7.
Remark 2: The PCC−region is a continuous function of the channel transition probability matrix. Therefore, gains obtained by the proposed coding technique are robust to small perturbations of 3−DBC. , κ, τ ) . The coding techniques based on structured codes do not substitute those based on unstructured codes, but enhance the latter. Indeed, the technique proposed by Körner and Marton [28] , in the context of distributed source coding, is strictly suboptimal to that studied by Berger [48] if the function is not sufficiently compressive, i.e., entropy of the sum is larger than one half of the joint entropy of the sources. 14 The penalty paid in terms of the binning rate for endowing structure is not sufficiently compensated for by the function. This was recognized by Ahlswede and Han [29, Sec. VI] for the problem studied by Körner and Marton.
V. ENLARGING U M−REGION USING PARTITIONED COSET CODES The natural question that arises is whether PCC−region
We follow the approach of Ahlswede and Han [29, Sec. VI] to build upon U M−region by gluing to it the coding technique proposed herein. In essence the coding techniques studied in section II-D and IV-D are glued together. 15 Indeed, a description of the resulting rate region is quite involved and we do not provide it's characterization. The resulting coding technique will involve each user split it's message into six parts -one public and private part each, two semi-private and bivariate parts each. This can be understood by splitting the message as proposed in sections II-D and IV-D and identifying the private parts. In essence each user decodes a univariate component of every other user's transmission particularly set apart for it, and furthermore decodes a bivariate component of the other two user's transmissions. 16 Please refer to figure 6 for an illustration of the coding technique. Herein, V denotes the private part, U , the bivariate part, T , the semi-private part and W , the public part.
VI. CONCLUDING REMARKS: COMMON PARTS OF RANDOM VARIABLES AND THE NEED FOR STRUCTURE
Let us revisit Marton's coding technique for 2−BC. Define the pair V j : = (W, V j ) : j = 1, 2 of random variables decoded by the two users and let V j : = W ×V j : j = 1, 2. Let us stack the collection of compatible codewords as
The encoder can work with this stack, being oblivious to the distinction between W and V j : j = 1, 2. In other words, it does not recognize that a symbol over V j is indeed a pair of 14 If X and Y are the distributed binary sources whose modulo−2 sum is to be reconstructed at the decoder, then Körner and Marton technique is strictly
. 15 This is akin to the use of superposition and binning in Marton's coding. 16 An informed and inquisitive reader may begin to see a relationship emerge between the several layers of coding and common parts of a collection of random variables. Please refer to section VI for a discussion.
symbols. A few key observations of this stack of codewords is in order. Recognize that many pairs of compatible codewords agree in their 'W−coordinate'. In other words, they share the same codeword on the W−codebook. W is the common part [49] of the pair (V 1 , V 2 ). Being a common part, it can be realized through univariate functions. Let us say W = f 1 (V 1 ) = f 2 (V 2 ). This indicates that W−codebook is built such that, the range of these univariate functions when applied on the collection of codewords in this stack, is contained.
How did Marton accomplish this containment? Marton proposed building the W −codebook first, followed by conditional codebooks over V 1 , V 2 . Conditional coding with a careful choice of order therefore contained the range under the action of univariate function. How is all of this related to the need for containing bivariate functions of a pair of random variables? The fundamental underlying thread is the notion of common part [49] . What are the common parts of a triple of random variables? Clearly, one can simply extend the notion of common part defined for a pair of random variables. This yields four common parts -one part that is simultaneously common to all three random variables and one common part corresponding to each pair in the triple. Indeed,
, then W is the part simultaneously to common to V 1 , V 2 , V 3 and U i j : i j ∈ {12, 23, 31} are the pairwise common parts. The U M−technique suggests a way to handle these common parts.
This does not yet answer the need for containment under bivariate function. We recognize a richer notion of common part for a triple of random variables. Indeed, three nontrivial binary random variables X, Y, Z = X ⊕ Y have no common parts as defined earlier. Yet, the degeneracy in the joint probability matrix hints at a common part. Indeed, they possess a conferencing common part. For example, the pair (X, Y ), Z have a common part. In other words, there exists a bivariate function of X, Y and a univariate function of Z that agree with probability 1. Containment of this bivariate function brings in the need for structured codes. Indeed, the resemblance to the problem studied by Körner and Marton [28] is striking. We therefore believe the need for structured codes for three (multi) user communication problems is closely linked to the notion of common parts of a triple (collection) of random variables. Analogous to conditional coding that contained univariate functions, endowing codebooks with structure is an inherent need to carefully handle additional degrees of freedom prevalent in larger dimensions.
from the Cheybyshev inequality. In the following we evaluate the variance and expectation of φ(
3 ), and show that L(e) > 1 for sufficiently large n and thus derive an upper bound on P( l ), which in turn is an upper bound on P( 1 ).
From (68), it suffices to derive upper and lower bounds on Var
l=0 T l , where T 0 − T 7 are defined at the top of next page. We
We take a closer look at T 7 . For θ ∈ F π , let
3 ) :ã
3 ) and I (a
3 ). The reader may verify that for (ã 3 ), we claim
In order to prove this claim, it suffices to prove
which can be verified through a counting process. We therefore have T 7 = T 7I + T 7D , where T 7I , T 7D are defined at the middle of next page in (70). Verify that T 7I ≤ T 2 0 . Here I stands for independent codewords and D stands for dependent codewords in the random coding argument, and this decomposition is important. We therefore have
and it suffices to derive lower bound on T 0 and upper bounds on T l : l ∈ [6] and T 7D . Just as we split T 7 , we split T 3 as T 3 = T 3I + T 3D . We let the reader fill in the details and confirm the following bounds. From conditional typicality results, there exists N 2 (η 2 ) ∈ N, such that for all n ≥ N 2 (η 2 ), we have the
o t h e r w i s e
bounds on T 0 − T 7D given in the first set of equations shown at the top of next page. We now employ the bounds on the parameters of the code ( (36) - (38)). It maybe verified that, for n ≥ max{N 1 (η), N 2 (η 2 )}, the bounds given in the second set of equations shown at the top of next page are true. Substituting, the above bounds in (71), we conclude
In the sequel, we derive a lower bound on L(n) and prove that for large n, L(n) > 1, thereby estab-
for sufficiently large n. Moreover, from (72), we note that 
Substituting the above in (76), we have equation (77) 
. Let us evaluate a generic term in the right hand side of (77). The collection 3 ) ∈ I (â s 3 ), a counting argument similar to that employed in appendix C proves P(U l (a
We therefore have equation (78) shown at the top of next page. Substituting (78) in (77) and recognizing that product of right hand sides of (76), (75) is a generic term in the sum (74), we have the first upper bound on P(˜ 41 ) shown at the top of next page. The codewords over V n are picked independently and identically with respect to p n V 1 |Q (·|q n ) and hence by conditional frequency typicality, we have
for the pairs (v 
Substituting this upper bound, the inner most summation turns out to be
Substituting β 1 and β 2 , we have the second upper bound on P(˜ 41 ) shown at the top of next page. The terms in the first and second summation are identical to β 1 and β 2 respectively. Multiplying each with the corresponding number of terms, employing the lower bound for L(n) derived in (73), it maybe verified that P(˜ 41 ) ≤ T 1 + T 2 , where T 1 and T 2 are given by equations shown at the middle of next page. From bounds on the parameters of the code ( (36) - (38)), it maybe verified that for n ≥ max{N 1 
We begin by introducing some compact notation similar to that introduced in appendix B. We let M t denote the pair (M 
We begin by characterizing the event under question. For j = 2, 3, denoting˜ 4 j : = ( l ∪ 2 ∪ 3 ) c ∩ 4 j , we have
where X n abbreviates X n (M 1 , M t ), the random vector input on the channel. We consider a generic term in the above sum. Observe that
where (i) equality in (86) follows from Markov chain
Since all the terms involved are non-negative, equality holds through the above chain of inequalities to yield
where the first equality in (88) follows from condition for equality in (85). The above sequence of steps are repeated by (4) . It can be verified that
is a Markov chain.
The second set of equalities in (88), (91) lets us conclude 
Substituting (88), (91), (95) in (6) for (i, j, k) = (2, 3, 1) and (i, j, k) = (3, 1, 2) and (7) for (i, j, k) = (2, 3, 1), we obtain
(96) and last equality in (95) yield
Substituting (94), (95) in (10) with (i, j, k) = (2, 3, 1) yields the upper bound
where the last inequality follows from (86) -(87), equality holds in all of the above inequalities to yield
We have proved the Markov chains in items (1) 
and thus We now develop the connection between upper bound (19) and the capacity of a PTP channel with non-causal state [44] . We only describe the relevant additive channel herein and refer the interested reader to either to [44] or [43, Ch. 7] for a detailed study. The notation employed in this section and appendix F are specific to these sections.
Consider the discrete memoryless PTP channel with binary input and output alphabets X = Y = {0, 1}. The channel transition probabilities depend on a random parameter, called state that takes values in the binary alphabet S = {0, 1}. The channel is additive, i.e., if S, X and Y denote channel state, input and output respectively, then P(Y = x ⊕ s|X = x, S = s) = 1 − δ, where ⊕ denotes addition in binary field and δ ∈ (0, 1 2 ). The state is independent and identically distributed across time with P(S = 1) = ∈ (0, 1). 17 The input is constrained by an additive Hamming cost, i.e., the cost of transmitting x n ∈ X n is n t =1 1 {x t =1} and average cost of input per symbol is constrained to be τ ∈ (0, 1 2 ). The quantities of interest -left and right hand sides of (24) -are related to two scenarios with regard to knowledge of state for the above channel. In the first scenario we assume the state sequence is available to the encoder non-causally and the decoder has no knowledge of the same. In the second scenario, we assume knowledge of state is available to both the encoder and decoder non-causally. Let C T (τ, δ, ), C T R (τ, δ, ) denote the capacity of the channel in the first and second scenarios respectively. It turns out, the left hand side of (24) is upper bounded by C(τ, δ, ) and the right hand side of (24) is C T R (τ, δ, ). A necessary condition for (24) to hold, is therefore C T (τ, δ, ) = C T R (τ, δ, ) . For the PTP channel with noncausal state, this equality is popularly referred to as no rate loss. We therefore seek the condition for no rate loss. 17 Through appendices E, F we prove if δ, τ ∈ (0, 1 2 ) and ∈ (0, 1), then
. This implies statement of lemma 18. have C T R (τ, δ, ) ≤ C T (τ, δ, ) , and the reverse inequality follows from remark 3.
Conversely (τ, δ, ) .
For the particular binary additive PTP channel with state, we strengthen the condition for no rate loss in the following lemma.
Lemma 19:
Proof: We prove this by contradiction. In particular, we prove 
, and in particular S and X are independent,
APPENDIX F THE BINARY ADDITIVE DIRTY POINT-TO-POINT CHANNEL SUFFERS A RATE LOSS
This section is dedicated to proving proposition 1. We begin with an upper bound on cardinality of auxiliary set involved in characterization of C T (τ, δ, ).
Lemma 20: Consider a PTP channel with state information available at transmitter. Let S, X and Y denote state, input and output alphabets respectively. Let W S , W Y |X S denote PMF of state, channel transition probabilities respectively. The input is constrained with respect to a cost function κ : X × S → [0, ∞). Let D T (τ ) denote the collection of all probability mass functions p U X SY defined on U × X × S × Y, where U is an arbitrary set, such
The proof is based on Fenchel-EggelstonCarathéodory [51] , [43, Appendix C] theorem which is stated here for ease of reference.
Lemma 21: let A be a finite set and Q be an arbitrary set. Let P be a connected compact subset of PMF's on A and p A|Q (·|q) ∈ P for each q ∈ Q. For j = 1, 2, · · · , d let g j : P → R be continuous functions. Then for every Q ∼ F Q defined on Q, there exist a random variable Q ∼ p Q with |Q| ≤ d and a collection of PMF's p A|Q (·|q) ∈ P, one for each q ∈ Q, such that
The proof involves identifying g j : j = 1, 2 · · · , d such that rate achievable and cost expended are preserved. We first prove the bound |U| ≤ |X | · |S|.
Set Q = U and A = X × S and P denote the connected compact subset of PMF's on X × S. Without loss of generality, let X = {1, 2, · · · , |X |} and S = {1, 2, · · · , |S|}. 
where, is continuous. An application of lemma 21 using the above set of functions, the upper bound |X | · |S| on |U| can be verified. We now outline proof of upper bound |X |+|S|+|Y|−2 on |U|. Without loss of generality, we assume X = {1, · · · , |X |}, S = {1, · · · , |S|} and Y = {1, · · · , |Y|}. As earlier, set Q = U and A = X × S and P denote the connected compact subset of PMF's on X × S. 
where ( 
APPENDIX H UPPER BOUND ON MARTON'S CODING TECHNIQUE FOR EXAMPLE 2
We begin with a characterization of a test channel p QW UV XY for which (R 1 , h b (τ 2 * δ 2 ) − h b (δ 2 ), h b (τ 3 * δ 3 ) − h b (δ 3 )) ∈ α U ( p QW UV XY ). Since independent information needs to be communicated to users 2 and 3 at their respective PTP capacities, it is expected that their codebooks are not precoded for each other's signal, and moreover none of users 2 and 3 decode a part of the other users' signal. The following lemma establishes this. We remind the reader that X 1 X 2 X 3 = X denote the three binary digits at the input. triple (i, j, k) ∈ {(1, 2, 3), (2, 3, 1), (3, 1, 2)} such that The proof of this lemma is similar to that of lemma 4 and is therefore omitted. Lemma 22 enables us to simplify the bounds (3)- (13) We now appeal to the bound (116) containing the rate loss. Clearly lemma 5 proves that the above condition implies R 1 < h b (τ 1 * δ 1 ) − h b (δ 1 ). This concludes the proof.
