I. INTRODUCTION Large scale production grids are an important case for autonomic computing. Following the definition of Kephart, [3] , an autonomic computing system should optimize its own behavior in accordance with high level guidance from humans. The central tenet of this paper is that the combination of utility functions and reinforcement learning can provide a general and efficient method for dynamically allocating grid resources to optimize the satisfaction of both end-users and participating institutions.
When applying the autonomic computation paradigm to job scheduling, one needs to take into consideration the following constraints. First, high-level goals (such as QoS and fair-share) should be achieved by the scheduling system and should be easily tunable by users and system administrators. Second, grid computing infrastructures are heterogeneous, dynamic, and non steady-state systems that perceive their environment only partially. On the other hand, a large number of empirical observations in a production grid can be exploited by statistical learning methods. For these reasons, grid scheduling has been formalized as a reinforcement learning (RL) problem [4] , [6] . The flexibility of an RL-based system allows us to model the state of the grid, the jobs to be scheduled, and the high-level objectives of the various actors on the grid. RLbased scheduling can seamlessly adapt its decisions to changes in the distributions of inter-arrival time, QoS requirements, and resource availability. Moreover, it requires minimal prior knowledge about the target environment including user requests and infrastructure. EGEE (Enabling Grid for E-sciencE) features 41,000 CPU's distributed on 240 sites in 45 countries, and maintains 100,000 concurrent jobs for a large variety of e-Science applications. Most sites on the EGEE grid infrastructure have implemented scheduling policies that, execute jobs in a first-in-first-out (FIFO) order. On a large infrastructure, this provides reasonable scheduling latencies and execution times for workloads consisting of numerous long-running tasks. On the contrary, this does not provide a reasonable QoS for most demanding applications coming from an increasingly diverse user community. For example, the QoS is inadequate for workloads that have few urgent tasks or that have many short tasks.
Another key concept in a grid model is Virtual Organizations (VO): they represent groups of users with similar access rights. In general, VO matches a scientific community with institutional counterparts. Each institution contributes to the grid by making its computing resources available and by maintaining them. Thus, each VO is entitled to a pre-defined share of the resources defined by agreements between the participating institutions.
Our goal in this paper is to develop a scheduler for the site level, which is experimentally (at least in the EGEE case) the most difficult to adjust to the high-level requirements.
II. THE REINFORCEMENT LEARNING FRAMEWORK
A first contribution of our work is the proposition of a set of variables describing states and actions to allow the formulation of the grid scheduling problem as a continuous action-state space reinforcement learning problem. STATE SPACE: THE GRID MODEL. A complete model of the grid would include a detailed description of each queue and of all the resources. This would be both inadequate to the MDP framework and unrealistic: the dimension of the state space would become very large. Instead, the state is represented by a limited set of real-valued variables. ACTION SPACE: THE JOB MODEL. Each waiting job is a potential action to be chosen by the scheduler. As a consequence, except if there is no job waiting, the scheduler will always select a job when a resource become available (greedy allocation). A job is represented by a set of descriptors (extracted for instance from the EGEE logging and bookkeeping system). REWARD: UTILITY FUNCTIONS. The overall utility of the scheduler is a combination of the time-utility, and the fairness. The time-utility function [2] , [5] , [6] is attached to each job, and it describes how "satisfied" the user will be if his/her job finishes after a certain time delay. It is typically a decreasing function of time, and it can vary with the job type. The fairness represents the difference between the actual resource allocation and the externally defined shares given to VO's.
III. EXPERIMENTAL SETUP

A. The simulation platform
We developed a simulation framework for learning and evaluating grid scheduling policies. Our discrete event simulator supports multiple queues, fair-share measurement, multiple types of jobs, and independent definition of the scheduling policy. The RL scheduler uses the SARSA algorithm with neural network training and the implementation of various utility functions. As a comparison baseline, we have also implemented a FIFO scheduler. Both the simulator and the schedulers are developed in MATLAB. We analyze two workloads. The first one is the traditional M/M/N queue, and the second one is extracted from real EGEE traces.
IV. PERFORMANCE RESULTS
A. The synthetic workload: feasible schedule
In this experiment, we have 4 VO's with with fair-share target weights 0.7, 0.2, 0.05, and 0.05. The schedule is feasible, meaning that the actual work proportions in the overall synthetic workload are the same as the target weights. In addition, inside each class of jobs (interactive and batch), the proportions are also close to the target.
These results indicate that the RL-method clearly outperforms FIFO: the delay is divided by more than 8 when there are 20% of interactive jobs, and by nearly 20 at 50%. This improvement holds with similar values for both the interactive class and the batch class.
B. The synthetic workload: infeasible schedule
The "high level" objectives defined by humans may be unrealistic. It is well known that this is often the case for fair-share. The target weights describe the activity of users as expected by administrators, and they may significantly differ from the actual activity. In this experiment, we consider the case where the target weights are 0.4, 0.2, 0.2, and 0.2, while the actual weights remain 0.7, 0.2, 0.05 and 0.05. This is an infeasible schedule because the first VO does not provide enough load, and the third and fourth VO's ask for more resources than they are entitled to. The dataset is the same as in the previous experiment; only the weight parameters in the fair-share utility function are modified. The issue here is to assess the robustness of our RL-method in presence of infeasible constraints. The results are very similar to the feasible case.
C. The EGEE workload
The distribution of the workload is much more complicated than in the synthetic case. The workload is heavily dominated by short jobs which is a general feature of a significant part of the EGEE workload [1] .
The statistics of the waiting times are summarized in table I. The standard deviation being much larger than the mean, we Native-Inter RL-Inter Native-Batch RL- Batch  Mean  5876  2163  7695  1717  Median  531  352  3214  200  Max  52692  20118  55376  22947  Std  10226  3914  10619  3482   TABLE I  WAITING TIME FOR THE EGEE WORKLOAD. ALL TIMES ARE IN SECONDS. also report the median. For interactive jobs, RL outperforms the native scheduler by more than two-fold on all quantities. For batch jobs, the result is even more impressive: the median waiting time is lowered by more than an order of magnitude.
V. CONCLUSION
The main contribution of this paper is the presentation of a general scheduling framework for providing both QoS and fair-share in an autonomic fashion, based on 1) configurable utility functions and 2) RL as a model-free policy enactor.
Combining RL methods and utility functions for resource allocation has been pioneered by Tesauro [5] , [4] , Vengerov [6] . Tesauro's work targets optimal allocation of resources for Data Centers, thus optimizes the fraction of a global pool allocated to each application, while we are seeking an optimal schedule. Nevertheless, the resource allocation issues are very similar. The main difference in our work is that we consider a multicriteria optimization problem, including a fair-share objective.
The comparison with a real and sophisticated scheduler shows that we could improve the most our RL scheme by accelerating the learning phase. More sophisticated interpolation (or regression) could speedup this phase. We plan to explore a hybrid scheme [4] , where the RL is calibrated off-line by using the results of a real scheduler.
