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FAKULTETA ZA RAČUNALNIŠTVO IN INFORMATIKO
Anže Tanko
Urejanje terk glede na medsebojno
oddaljenost
DIPLOMSKO DELO
UNIVERZITETNI ŠTUDIJSKI PROGRAM
PRVE STOPNJE
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Povzetek
Naslov: Urejanje terk glede na medsebojno oddaljenost
Avtor: Anže Tanko
Diplomska naloga Urejanje terk glede na medsebojno oddaljenost rešuje pro-
blem urejanja. Želimo poiskati zaporedje n k-terk, da dosežemo minimizacijo
ali maksimizacijo kriterijske funkcije. Če problem še podrobneje opišemo, je
rezultat urejanja zaporedje, ki minimizira ali maksimizira vsoto ali maksimum
razdalj med sosednjimi terkami v zaporedju. Problem smo podrobno definirali
in določili težavnost iskanja rešitve. S prevedbo že znanega, sorodnega NP-
težkega problema, smo dokazati NP-težkost problema urejanja terk. V nalogi
smo predstavili natančne in približne algoritme. Natančne algoritme smo im-
plementirani v pogramskem jeziku Java in eksperimentalno primerjali njihovo
učinkovitost. V zaključku sledi predstavitev ključnih ugotovitev.
Ključne besede: Terka, razdalja, urejanje, permutacija, zaporedje, optimizacij-
ski problem, NP-težkost.

Abstract
Title: Sorting tuples based on their distances
Author: Anže Tanko
The diploma thesis Sorting tuples based on their distances deals with the
problem of sorting. We want to find a sequence of n k-tuples that gives us
the minimization or maximization of the criterion function. If we describe the
problem in a more detailed way, the result of the sorting is a sequence that min-
imizes or maximizes the sum or the maximum of the distances between the
tuples which are next to each other in a sequence. We defined the problem
and determined the complexity of finding the solutions. By transforming the
already known NP-hard problem into the problem of sorting tuples, we have
proved that sorting tuples is also NP-hard. The thesis presents the exact and
approximate algorithms. Exact algorithms were implemented in Java and used
in an experiment. We experimentally compared their efficiency and presented
it in a graph. Finally, we can check the representation of the key findings.
Keywords: Tuple, distance, sorting, permutation, sequence, optimization prob-
lem, NP-hardness.

Poglavje 1
Uvod
Tema diplomske naloge Urejanje terk glede na medsebojno oddaljenost je pro-
blem, ki se ukvarja z urejanjem n k-terk, v zaporedje glede na oddaljenost. Pro-
blem spada v množico optimizacijskih problemov. Gre za iskanje rešitve, ki mi-
nimizira ali maksimiza kriterijsko funkcijo.
Problem izhaja iz realnih problemov, kot na primer urejanje barv, ki z mini-
mizacijo kriterijske funkcije doseže urejen spekter.
Problem spada v katergorijo NP-težkih problemov, kar bomo dokazali v na-
daljevnju. Iz tega razloga ne poznamo algoritma, ki bi optimalno rešitev poiskal
s polinomsko časovno zahtevnostjo. Takšne probleme rešujemo z natančnimi
in s približnimi algoritmi. Natančni algoritmi podajo optimalno rešitev, ampak
so neučinkoviti za velike vhode. Z približnimi algoritmi, pa lahko dobro rešitev
dobimo v polinomskem času. Rešitev v večini primerov ni optimalna, ampak
kljub temu zadovoljiva.
Cilj diplomske naloge je dobro definirati problem, dokazati NP-težkost in
pa v praksi preizkusiti natančne algoritme. Slednje bomo v nadaljevanju pri-
merjali med seboj in kasneje ocenili njihovo uspešnost.
V nadaljevanju sledi kratek opis problema in definicije. Opisana bosta dva
sorodna problema, ki sta NP-težka. Sledi opis težkosti problema. S prevedbo
na NP-težek problem bomo poskusili dokazati težkost problema urejanja terk
glede na medsebojno oddaljenost. V nadaljevanju bodo predstavljeni natančni
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in približni algoritmi. Na koncu bo izveden eksperiment z natančnimi algo-
ritmi, primerjava med njimi bo grafično prikazana.
Poglavje 2
Definicija problema
2.1 Terke
Terka je končno zaporedje elementov, povzeto po [11]. Predstavimo jo kot za-
poredje k elementov, kjer je k nenegativno, celo število. Zapišemo jih v okle-
pajih, posamezne elemente pa ločimo z vejicami. Predpostavljamo, da so vsi
elementi terke realna števila. Terko a lahko zapišemo kot:
a = (a1, a2, ..., ak ).
Dolžino terke a lahko zapišemo kot |a|. Velja, da je dolžina |a| = k. Terka,
kjer je k = 0, imenujemo prazna terka ter ne vsebuje nobenih elementov. V
diplomski nalogi se osredotočimo samo na terke, kjer je k > 0. Če imamo 4-
terko a, pomeni, da je terka sestavljena iz štirih elementov, a = (a1, a2, a3, a4).
Velja, da je |a| = 4.
Ugotavljamo lahko tudi enakost terk. Pri tem mora veljati, da sta terki a =
(a1, a2, ..., ak ) in b = (b1,b2, ...,bk ) enaki, samo pod pogojem, ko velja: |a| = |b|,
a1 = b1, a2 = b2, ..., ak = bk . Terki a = (1,1,2,3,4,5) in b = (1,2,3,4,5) zato nista
enaki, terka b pa je enaka terki d = (1,2,3,4,5).
Razdalja med terkami se lahko izmeri na različne načine. Zaradi predpo-
stavke, da je element terke število, lahko uporabljamo evklidsko razdaljo. Sle-
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dnja je tudi najbolj naravna:
d(a,b) =
k∑
i=1
√
(ai −bi )2.
Razdalja med terkami bi lahko izmerili tudi z manhattansko razdaljo. V
predpostavki namreč navajamo, da so števila cela.
d(a,b) =
k∑
i=1
|ai −bi |.
Kljub temu, bomo v naslednjih poglavjih uporabljali zgolj evklidsko razda-
ljo.
2.2 Urejanje terk
V nadaljevanju se bomo ukvarjali z urejanjem terk glede na medsebojno raz-
daljo. Primeren izraz bi bil tudi urejanje točk, ampak bomo v diplomski nalogi
raje uporabljali izraz terka. Motivacija namreč izhaja iz urejanja barv, ki so po
definiciji bolj podobne terkam kot točkam.
Pri problemu urejanja terk glede na njihovo medsebojno razdaljo naloga
problema sestoji iz zaporedja k-terk, pri čemer je dolžina zaporedja enaka n.
Dopustna rešitev problema je permutacija vhodnega zaporedja, označimo jo z
s = (s1, s2, . . . , sn). Za vrednotenje rešitev pa si bomo v nadaljevanju ogledali več
možnosti:
• glede na cikličnost rešitve,
• glede na vsoto oz. maksimum razdalj,
• glede na minimizacijo in maksimizacijo.
Problem urejanja terk je optimizacijski problem. Optimizacijski problem je
problem, pri katerem iščemo minimum ali maksimum dane realne funkcije na
dovoljeni množici točk A. Pri funkciji f , iščemo takšen x∗ iz množice A, da
velja:
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• f (x∗) ≤ f (x), za vsak x iz množice A (minimizacija)
• f (x∗) ≥ f (x), za vsak x iz množice A (maksimizacija)
Točko x∗ imenujemo optimalna rešitev, točko x pa dopustna.
Pri problemu urejanja terk iščemo permutacijo s∗ vhodnega zaporedja terk,
da velja f (s∗) ≤ f (s) pri minimizaciji, ali f (s∗) ≥ f (s) pri maksimizaciji. Permu-
tacije zaporedja terk s so dopustne rešitve. Zaporedje s∗ pa je optimalna rešitev.
2.2.1 Osnovna definicija
Osnovna različica problema je minimizacija aciklične vsote razdalj, ki je defini-
rana s kriterijsko funkcijo:
f (s) =
n∑
i=2
d(si−1, si ),
kjer sta terki si−1 in si sosednji terki v permutaciji zaporedja.
Ciklična izpeljanka uporablja naslednjo kriterijsko funkcijo:
f (s) =
n∑
i=2
d(si−1, si )+d(s1, sn),
kjer sta terki si−1 in si sosednji terki v permutaciji zaporedja. Z razdaljo med
terkama s1 in sn pa se v logičnem smislu sklene permutacijo zaporedja v cikel.
Po teji definiciji, imajo permutacije zaporedij s1 = (a,b,c), s2 = (c, a,b), s3 =
(b,c, a) enako vrednst kriterijske funkcije. Zaporedja so enakovredna.
Namesto vsote v kriterijski funkciji lahko uporabimo tudi maksimum, torej:
f (s) = nmax
i=2
(d(si−1, si )),
kjer je i iz intervala [1, n]. Seveda podobno lahko naredimo tudi v ciklični izpe-
ljavi, katere kriterijska funkcija je:
f (s) = nmax
i=2
(d(si−1, si ),d(s1, sn)),
kjer je i iz intervala [1, n].
V osnovni obliki vsi našteti problemi uporabljajo minimizacijo. Na ta način
dobimo štiri različne definicije problemov. Dodatne štiri različice pa dobimo,
če namesto minimizacije uporabimo maksimizacijo.
6 ANŽE TANKO
Primer: Imamo štiri 3-terke a = (3,10,7), b = (1,2,3), c = (0,17,0), d = (2,8,4).
Po definiciji problema minimizacije aciklične vsote razdalj iščemo permuta-
cijo terk, kjer je vsota sosednjih terk najmanjša. Optimalna rešitev je permu-
tacija štirih terk s∗ v zaporedju s∗ = (a,d ,b,c), kjer je vrednost kriterijske funk-
cije enaka f (s∗) = 25.23. Kot primer ne-optimalne rešitve je permutacija terk
s′ = (d , a,c,b) zaradi višje vrednosti kriterijske funkcije, in sicer f (s′) = 29.41.
Zaporedje s′ imenujemo tudi dopustna rešitev.
Če iščemo maksimizacijo aciklične vsote razdalj sosednjih terk, je rešitev
drugačna. Optimalna rešitev je permutacija s∗ = (a,b,c,d) z vrednostjo krite-
rijske funkcije f (s∗) = 34.55. Primer dopustne, ne-optimalne rešitve je lahko
zgornji primer zaporedja s′.
Sedaj želimo poiskati permutacijo zaporedja z upoštevanjem minimizacije
ciklične vsote razdalj. Z upoštevanjem kriterijske funkcije, kjer se upošteva tudi
razdalja med prvo in zadnjo terko, je optimalna rešitev drugačna. Optimalna
rešitev je permutacija zaporedja s∗ = (a,c,b,d). Vrednost kriterijske funkcije
je enaka f (s∗) = 35.57. Zaradi cikličnosti zaporedja so ekvivalenti zapisi zapo-
redju s∗ enaki tudi: (c,b,d , a), (b,d , a,c), (d , a,c,b).
Pri iskanju maksimizacije ciklične vsote razdalj v permutacijah zaporedja
dobimo optimano rešitev zaporedje s∗ = (a,d ,b,c). Vrednost kriterijske funk-
cije f je enaka f (s∗) = 38.29.
2.2.2 Matrika razdalj
Definicija urejanja terk z matriko razdalj dopolni osnovno definicijo problema
in namesto funkcije razdalj uporablja matriko razdalj. Predpostavlja, da imamo
vse razdalje med terkami že izračunane in shranjene v matriki dimenzije n×n,
kjer n predstavlja število terk.
V matriki imamo shranjene razdalje med terkami, ki pripadajo razdalji med
terkama glede na indeks v vhodnem zaporedju terk t = (t1, t2, ..., tn), kjer je ti
posamezna terka. Razdaljo med terkama ti in t j lahko v matriki razdalj eno-
stavno poiščemo kot element v vrstici i in stolpcu j . Do razdalje dostopamo
kot mi j = d(ti , t j ), kjer sta i in j indeksa terke v vhodnem zaporedju terk t ,
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d(ti , t j ) pa razdalja med terkama.
Dobiti želimo permutacijo v ciklu, da bo vsota razdalj med sosednjimi ter-
kami najmanjša, oziroma največja možna. Zaporedje ovrednotimo po ciklični
definiciji kriterijske funkcije. Za iskanje in vrednotenje rešitev, si pomagamo s
kriterijsko funkcijo:
f (s) =
n∑
i=2
mi−1,i +m1,n ,
kjer je m matrika razdalj, mi−1,i = d(si−1, si ), terki si−1 in si pa sta sosednji terki
v permutacijskem zaporedju s = (s1, s2, ..., sn).
Matrika razdalj D za zgornji primer s štirimi 3-terkami v zaporedju t = (t1, t2, t3, t4),
kjer je t1 = (3,10,7), t2 = (1,2,3), t3 = (0,17,0), t4 = (2,8,4), izgleda sledeče:
D =

0.00 9.17 10.34 3.74
9.17 0.00 15.33 6.16
10.34 15.33 0.00 10.05
3.74 6.16 10.05 0.00
 .
2.2.3 Grafovska definicija
Graf je urejen par G = (V ,E), kjer E množica povezav, V pa neprazna mno-
žica točk, oziroma vozlišč. V našem primeru predstavlja kar množico terk V =
{v1, v2, ..., vn}, kjer je vi posamezna terka. Vsaka povezava je množica dveh raz-
ličnih vozlišč. Par vozlišč iz množice V , ki je med sabo povezan imenujemo
povezava. Povezava med vozličem a in b zapišemo kot (a,b) in je element mno-
žice E .
V našem primeru gre za poln graf, kar pomeni, da je vsako vozlišče pove-
zano z vsemi drugimi. Povezave so neusmerjene, kar pomeni, da če obstaja
povezava iz vozlišča a v vozlišče b, obstaja povezava tudi v obratni smeri. Cena
povezave je ekvivalentna razdalji med terkama, zato je povezava neusmerjena.
Graf terk je povezan, saj za vsak par vozlišč a in b obstaja pot iz a v b. Vsa-
kemu vozlišču lahko določimo stopnjo vozlišča, ki nam pove število povezav, ki
izhajajo iz tega vozlišča. Število terk je enako n, vozlišča pa predstavljajo terke,
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kjer poteka povezava med vsemi drugimi vozlišči. Stopnja vsakega vozlišča je
zato enaka n −1.
Rešitev problema je pot v grafu, ki je drevo z maksimalno stopnjo vozlišča
dva. Na poti obiščemo vsa vozlišča, cena poti pa je najmanjša možna. Po aci-
klični definiciji imata stopnjo ena natanko dve vozlišči (prvo in zadnje vozlišče
v zaporedju), ostala vozlišča imajo stopnjo dva. Po ciklični definiciji problema
imajo vsa vozlišča stopnjo dva.
Pot v grafu je definirana kot zaporedje vozlišč, ki jih obiščemo. Slednje lahko
zapišemo kot s = (v1, v2, ..., vn).
Problem urejanja terk predstavimo z grafom. Iščemo ciklično pot v grafu
z minimizacijo vsote cen poti. Kriterijska funkcija za vrednotenje rešitev je
enaka:
f (s) =
n∑
i=2
c(vi−1, vi )+ c(v1, vn),
kjer je vi−1 in vi sosednja vozlišča na poti v grafu, c(vi−1, vi ) pa cena med tema
dvema vozliščema, ki je enaka razdalji med terkama. Ker kot rezultat iščemo
ciklično permutacijo zaporedja, na koncu prištejemo še ceno med prvim in za-
dnjim vozliščem c(v1, vn).
2.3 Sorodni problemi
V nadaljevanju bosta predstavljena dva sorodna problema. S poznavanjem
sorodnih problemov lahko dosežemo lažje razumevanje obravnavanega pro-
blema, pomaga pa tudi pri prepoznavanju kompleksnosti in težkosti. Običajno
sorodni problemi uporabljajo podobne tehnike in pristope k reševanju. Z ana-
lizo in prevajanjem problemov lahko lažje odkrijemo tudi najbolj optimalno
rešitev obravnavanega problema.
2.3.1 Hamiltonova pot
Na matematičnem področju o teoriji grafov, je podan neusmerjen ali usmerjen
graf G . Pot v grafu G , kjer obiščemo vsa vozlišča natanko enkrat, se imenuje
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Hamiltonova pot [7], [6].
Če za vsak par vozlišč obstaja Hamiltonova pot, pravimo da je graf Hamil-
tonovo povezan. Primer Hamiltonove poti, kjer sta začetno in končno vozlišče
enaka, imenujemo Hamiltonov cikel. Na sliki 2.1, si lahko ogledamo vizualno
predstavitev Hamiltonovega cikla.
Graf, ki vsebuje Hamiltonov cikel, imenujemo tudi Hamiltonov graf. Zazna-
vanje, da taka pot ali cikel obstaja v grafu, je problem Hamiltonove poti in je
NP-poln problem. Če je graf dvostranski, z lihim številom vozlišč, Hamiltonove
poti ne vsebuje.
Problem iskanja Hamiltonove poti lahko prevedemo na problem urejanja
terk. Dopustna rešitev problema urejanja terk, kjer se zaporedje terk obravnava
kot aciklično, je v grafovski definiciji Hamiltonova pot. Po definiciji cikličnega
zaporedja terk je vsaka dopustna rešitev Hamiltonov cikel.
Slika 2.1: Primer Hamiltonovega cikla
2.3.2 Problem trgovskega potnika
Problem trgovskega potnika ali PTP (ang. Traveling salesman problem – TSP)
ima bogato zgodovino preiskovanja [9], [10]. Kot prvi je problem raziskoval irski
matematik, fizik in anstronom Sir William Rowan Hamilton. PTP je še danes
eden najbolj raziskovanih matematičnih optimizacijskih problemov.
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Podan je poln, neusmerjen graf G , ki ima nenegativne cene povezav med
vozlišči. Poiskati želimo Hamiltonov cikel grafa G z najmanjšo ceno.
Z drugimi besedami, PTP obravnava problem potovanja skozi mesta. Na vo-
ljo imamo n mest in pa poti med njimi. Če preiskovanje začnemo v poljubnem
mestu, želimo pot nadaljevati tako, da obiščemo vsa mesta natanko enkrat. Pot
se zaključi v začetnem mestu. Vsota cen poti med posameznimi mesti mora
biti minimalna.
PTP je zato predstavljen z grafom, kjer vozlišča tega grafa predstavljajo me-
sta. Vsa vozlišča so povezana, cena le-teh pa predstavljajo razdaljo med mesti.
Primer optimalne rešitve si lahko ogledamo na sliki 2.2. Problem je popularen,
ker je prevedljiv na veliko področij v realnem svetu. Kot primer lahko izpo-
stavimo načrtovanje, logistika, izdelovanje mikročipov, navigacija itd. Problem
trgovskega potnika je NP-težek.
Problem je prevedljiv na problem urejanja terk glede na medsebojno razda-
ljo. S prevedbo lahko dokažemo tudi težkost problema urejanja terk. Dokaz s
prevedbo si bomo ogledali v naslednjem poglavju.
Slika 2.2: Vizualna predstavitev rešitve problema trgovskega potnika
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2.4 Težkost problemov
Osredotočili se bomo na problem urejanja terk, po definiciji minimizacije vsota
sosednjih terk v acikličnem zaporedju. V nadaljevanju bo predstavljen dokaz o
NP-težkosti problema urejanja k-terk, kjer je k > 1. Dokazali bomo, da problem
urejanja 1-terk glede na medsebojno oddaljenost ni NP-težek.
Dokaz bomo začeli pri k = 1. To pomeni, da bodo terke enake številom.
Ugotovili bomo, da je optimalna rešitev le zaporedje urejenih števil. Za to za-
dostujejo urejevalni algoritmi s polinomsko časovno zahtevnostjo. Takšni pro-
blemi ne sodijo v razred NP-težkih problemov. Dokaz bomo nadaljevali s k = 2.
Iskanje optimalne rešitve ni več tako preprosto, izkaže se, da gre za NP-težek
problem. Enako pa velja tudi za k > 2. Posledično v to kategorijo spada tudi
praktični problem urejanja RGB barv, kjer imamo opravka s 3-terkami.
Težkost bomo dokazali s prevedbo problema trgovskega potnika, ki je znan
NP-težek problem, na problem urejanja terk.
2.4.1 Razreda P in NP razreda
P in NP sta razreda, ki zajemata odločitvene probleme [3], [2]. Odločitveni pro-
blem je problem, ki za dani vhod lahko vrne odgovor DA ali NE.
P je razred odločitvenih problemov, ki uporablja učinkovite algoritme za
iskanje rešitev. Algoritem je učinkovit, če za delovanje potrebuje največ poli-
nomsko količino časa oz. korakov. Število osnovnih korakov, ki jih algoritem
naredi na vhodnih podatkih velikosti n. Velikost vhodnih podatkov x je n, če
je potrebno n-bitov računalniškega pomnilnika, da shranimo x, v tem primeru
lahko zapišemo |x| = n. Učinkovit algoritem je zato algoritem, ki ima polinom-
sko zahtevnost v najslabšem možnem scenariju.
P je razred odločitevnih problemov z algoritmom polinomske časovne zah-
tevnosti.
Formalno lahko rečemo, da je odločitveni problem Q v razredu P , samo in
zgolj samo, ko obstaja učinkovit algoritem A, tako da za vse vhodne podatke x
velja:
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• če Q(x) = Y ES, nato A(x) = Y ES
• če Q(x) = NO, nato A(x) = NO
NP je razred problemov z učinkovitimi algoritmi za preverjanje pravilnosti
rešitve. Včasih ne poznamo nobenega učinkovitega načina za iskanje rešitve
odločitvenega problema. Problemi, katere rešitve lahko preverimo z algoritmi
polinomske časovne zahtevnosti, spadajo v razred NP problemov.
Formalno lahko rečemo, da je odločitveni problem Q v razredu N P , samo
in zgolj samo, ko obstaja učinkovit algoritem za preverjanje rešitev V , ki za vse
vhodne podatke x velja:
• če Q(x) = Y ES, nato obstaja certifikat y , da velja: V (x, y) = Y ES
• če Q(x) = NO, nato za vse certifikate y velja: V (x, y) = NO
2.4.2 Primer k = 1
Podano je n 1-terk, v zaporedju t = (t1, t2, . . . , tn). Ker je k = 1, je terka edinec
(singleton) in je enaka številu. Velja, da je ti = (xi ), kjer je xi število. Na voljo
imamo n števil. Želimo jih urediti v zaporedje tako, da bo vsota razlik sose-
dnjih števil najmanjša možna. Poiskati želimo rešitev, ki minimizira vsoto raz-
dalj med sosednjimi terkami v zaporedju. Rešitev bo ovrednotena kot aciklično
zaporedje. Kriterijska funkcija f je enaka:
f (s) =
n∑
i=2
|xi−1 −xi |,
kjer je xi posamezno število v permutaciji zaporedja s, na mestu z indeksom i .
Kmalu ugotovimo, da je optimalna rešitev kar ureditev števil po velikosti na-
raščajoče ali padajoče. Trditev lahko dokažemo s protislovjem. Naj bo n števil
urejenih po velikosti naraščajoče, v zaporedju s∗ = (x1, x2, . . . xa , xb , . . . , xn). Po-
tem velja: x1 ≤ x2 ≤ x3 ≤ ... ≤ xa ≤ xb ≤ ... ≤ xn . Rezultat kriterijske funkcije f
enak f (s∗), kjer je:
f (s∗) = (|x1 −x2|+ ...+|xa−1 −xa |+ |xa −xb |+ |xb −xb+1|+ ...+|xn−1 −xn |).
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Če v zaporedju obstajata samo dve števili, ki po velikosti nista urejeni, kot
primer s′ = (x1, x2, ..., xb , xa , ...xn), kjer velja da je xi ≤ xi+1, z izjemo vsaj enega
para števil xb in xa , da velja xb ≥ xa . Rezultat kriterjiske funkcije je enak f (s′),
kjer je:
f (s′) = (|x1 −x2|+ ...+|xa−1 −xb |+ |xb −xa |+ |xa −xb+1|+ ...+|xn−1 −xn |).
Naredimo razliko kriterijskih funkcij f (s∗)− f (s′). S tem se pokrajšajo enaki
členi. Pri f (s∗) nam ostaneta člena |xa−1 − xa | + |xb − xb+1|, pri f (s′) pa člena
|xa−1 − xb | + |xa − xb+1|. Če primerjamo posamezna števila po velikost, velja
xa−1 ≤ xa ≤ xb ≤ xb+1. Ker poznamo urejenost števil, soležne člene funkcije
obeh zaporedij primerjamo. Ugotovimo, da |xa−1 − xa | ≤ |xa−1 − xb | in |xb −
xb+1| ≤ |xa −xb+1|. Iz tega razloga sklepamo, da je f (s∗) ≤ f (s′).
Primer: Imamo šest števil urejenih po velikosti s∗ = (1,2,3,4,5). Po kriterijski
funkciji f (s∗) = ∑ni=2 |xi−1 −xi | izračunamo vsoto razdalj med sosednjimi šte-
vili v zaporedju. Rezultat izračuna je enak f (s∗) = 4. Če v vrsti obstaja par ne-
urejenih števil, s′ = (1,2,4,3,5), po enaki kriterijski funkciji f , dobimo vrednost
f (s′) = 6. Ugotovimo, da je f (s∗) < f (s′).
Dokazali smo, da je rešitev problema ureditve n k-terk, kjer je k = 1 le nava-
dno urejanje števil po velikosti. Iz tega sledi, da problem urejanja terk pri k = 1,
ni NP-težek.
Primer optimalne rešitve urejanja 1-terk glede na medsebojno oddaljenost
sta algoritma urejanje z vstavljanjem, s povprečno polinomsko časovno zahtev-
nostjo O(n2) in pa hitro urejanje, s časovno zahtevnostjo O(n logn), [13].
2.4.3 Primer k = 2
Podano je n k-terk, kjer je v tem primeru k = 2. Spet iščemo minimizacijo vsot
sosednjih terk v zaporedju. Rešitve vrednotimo po že znani kriterijski funkciji
f , ki zaporedje smatra v aciklični obliki.
Da dokažemo, da je urejanje terk glede na medsebojno oddaljenost NP-
težek problem, potrebujemo prevedbo problema trgovskega potnika na ome-
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njen problem.
Pri problemu trgovskega potnika imamo podano matriko razdalj, dimenzije
n ×n. Za uspešno prevedbo na problem urejanja terk, moramo iz matrike pri-
dobiti 2-terke, ki odražajo medsebojne razdalje v matriki. Po uspešni pridobitvi
terk problem rešimo po definiciji trgovskega potnika in definiciji urejanja terk.
Rešitvi morata biti ekvivaletni. To dokazuje, da problem urejanje terk glede na
medsebojno razdaljo NP-težek.
Postopek prevedbe je izpeljan iz vira [14] in [15]. Prevedbo izvedemo s kon-
struiranjem n 2-terk iz matrike razdalj D . To pridobimo z izračunom Gramove
matrike M :
Mi , j =
d(a1, ai )2 +d(a1, a j )2 −d(ai , a j )2
2
za i in j iz množice {1,2, ...,n} in kjer je d(ai , a j ) razdalja med terkama ai in a j .
Z razcepom lastnih vrednosti, matriko M zapišemo kot M = OSOT . S po-
močjo razcepa zgradimo matriko X =OpS. Vrstice matrike X predstavlja posa-
mezne terke, posamezna vrednost pa posamezen element terke. Razdalje med
dobljenimi terkami odražajo vrednosti v matriki razdalj D .
Primer: Na voljo imamo matriko razdalj D . Iz dimenzij matrike je razvidno,
da je n = 3. Iz nje želimo pridobiti tri 2-terke, ki z medsebojnimi razdaljami
odražajo vrednosti v matriki
D =

0
p
2
p
2p
2 0 2p
2 2 0
 .
Po zgoraj omenjem postopku izračunamo Gramovo matriko M , ki je enaka
M =

0 0 0
0 2 0
0 0 2
 .
Nato z razcepom lastnih vrednosti, matriko M zapišemo kot produkt M =
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OSOT , kjer je
M =

1 0 0
0 1 0
0 0 1
 ·

0 0 0
0 2 0
0 0 2
 ·

1 0 0
0 1 0
0 0 1
 .
Sedaj lahko matriko X pridobimo kot produkt X =OpS, kar lahko zapišemo
kot
X =

1 0 0
0 1 0
0 0 1
 ·

0 0 0
0
p
2 0
0 0
p
2
 ,
X =

0 0 0
0
p
2 0
0 0
p
2
 .
Vrstice v matriki X odražajo terke. Vsaka vrednost vrstice, predstavlja po-
samezen element terke. Iz matrike X po vrsticah razberemo tri 3-terke: x1 =
(0,0,0), x2 = (0,
p
2,0), x3 = (0,0,
p
2). Glede na velikost k lahko v matriki X iz-
pustimo poljubno število ničelnih stolpcev. Ničelni stolpci na končni rezultat
ne vplivajo. Ker iščemo 2-terke, prvi stolpec matrike izpustimo in po vrsticah
odčitamo iskane terke: t1 = (0,0), t2 = (
p
2,0), t3 = (0,
p
2). Terke oz. koordinate
t1, t2, t3, odražajo ustrezne razdalje v matriki razdalj D .
Problem trgovskega potnika smo prevedli v problem urejanja terk. S tem
je dokazana NP-težkost problema urejanja terk. Optimalni rešitvi sta v obeh
primerih ekvivalentni.
Enako lahko storimo tudi z urejanjem terk, kjer namesto vsote v kriterij-
ski funkciji uporabljamo maksimum. Podoben problem je primer problema
trgovskega potnika z ozkim grlom (ang. Bottleneck traveling salesman). Tu-
kaj iščemo Hamiltonov cikel v grafu, kjer minimiziramo najdražjo povezavo na
poti. S prevedbo matrike razdalj, v posamezne terke, je dokazana prevedljivost
problema. Prevedbo izvedemo po enakem postopku kot kaže primer zgoraj.
Tudi ta problem je NP-težek.
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2.4.4 Primer k > 2
Če je problem NP-težek pri k = 2, lahko sklepamo tudi za k > 2. Problem sestoji
iz 3-terk, kje je dolžina zaporedja enaka n. Primer je terka a = (a1, a2, a3).
Problem urejanja teh terk je težak natanko tako kot pri k = 2, če predposta-
vimo, da je tretji element vseh terk enak 0. Primer je terka b = (b1,b2,0). Tretji
element ne vpliva na končno rešitev, zato ga lahko v tem primeru ignoriramo.
Če tretji element ni enak 0, pa se kompleksnost urejanja zgolj povečuje.
S tem smo ugotovili, da je problem urejanja 3-terk težak najmanj toliko, kot
problem urejanja 2-terk. Iz tega sledi, da je tudi k = 3 NP-težek problem.
Na enak način lahko dokažemo tudi težkost urejanja za terke, kjer je k > 3.
Težavnost urejanja 3-terk b = (b1,b2,0) in 4-terk c = (c1,c2,0,0) je enako. Ničelni
elementi ne vplivajo na težkost rešitve. Po enakem principu sklepamo tudi za
k-terke d = (d1,d2,0, ...,0). Zaradi ničelnih elementov, je urejanje k-terk enako
težko kot pri k = 2. Kompleksnost bi naraščala z vsakim neničelnim elementom
v terki. Lahko trdimo, da je urejanje k > 2 najmanj tako težko (če ne težje), kot
k = 2.
Problem urejanja k-terk glede na medsebojno oddaljenost, kjer je k > 1 je
NP-težek.
Poglavje 3
Algoritmi
3.1 Izčrpno preiskovanje
Izčrpno preiskovanje je preprosta metoda preiskovanja, ki pa je zelo potratna
in neefektivna za velike vhode [1]. Preiskovanje poteka tako, da se zgenerira vse
možne oz. dopustne rešitve. Vse generirane rešitve se ovrednotijo, kjer se iz-
bere najboljša. Je algoritem, ki vedno poišče optimalno rešitev. Gre za direkten
pristop brez ubiranja bližnic, kjer se uporabljajo preprosti algoritmi.
Primer: Na voljo imamo tri terke t1, t2 in t3, izčrpno preiskovanje bi preve-
rilo vse možne permutacije zaporedja, in sicer: (t1, t2, t3), (t1, t3, t2), (t2, t1, t3),
(t2, t3, t1), (t3, t1, t2), (t3, t2, t1). Algoritem bi s kriterijsko funkcijo ovrednotil vsako
rešitev ter izbral najbolj optimalno.
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Algorithm 1 Primer algoritma izčrpnega preiskovanje
1: procedure IZCRPNOPREISKOVANJE(t)
2: s∗ ← new Ar r ayl i st ()
3: s ← g ener i r a jV seMozneResi t ve(t )
4: for s′ in s do
5: if f (s′) < f (s∗) then
6: s∗ ← s′
7: end if
8: end for
9: return s∗
10: end procedure
Psevdokodo izčrpnega preiskovanja navajamo v algoritmu 1. Algoritem se
začne s klicem funkcije i zcr pnoPr ei skovan j e(t ), kjer kot vhod podamo za-
četno zaporedje terk t . Definira se spremenljivka s∗, ki je potrebna za shranje-
vanje trenutne optimalne rešitve. Funkcija g ener i r a jV seMozneResi t ve(t ),
kot argument sprejme začetno zaporedje t in vrne seznam vseh možnih per-
mutacij zaporedja. Vse možne permutacije oz. dopustne rešitve, shranimo v
spremenljivko s. Sprehodimo se čez vse permutacije (dopustne rešitve) in jih
ovrednotimo s kriterijsko funkcijo f . Najboljšo rešitev shranimo v spremen-
ljivko s∗. Po izvedbi funkcije, se permutacija zaporedja optimalne rešitve na-
haja v spremenljivki s∗, ki se jo vrne.
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3.2 Sestopanje
Sestopanje je algoritem za iskanje rešitev računskega problema. Grajenje reši-
tve se dogaja postopoma, s preizkušanjem kandidatov. Na vsakem koraku se iz-
med vseh možnih kadidatov izbere eden ter se preiskavo nadaljuje. Dodajanje
možnih kandidatov v vrsto, na posameznem koraku, je odvisno od implemen-
tacije algoritma. Delne rešitve se na vsakem koraku ovrednoti s kriterijsko funk-
cijo. Ko se v neki fazi preiskave ugotovi, da delna rešitev ne ustreza pogojem, se
ta ne preiskuje dalje. Algoritem sestopi korak višje, ter izbere naslednjega kan-
didata v vrsti, za preiskovanje.
Sestopanje deluje po principu iskanja v globino. Najlažje si metodo lahko
predstavljamo na drevesu. Gre za namišljeno strukturo, v kateri vozlišča pred-
stavljajo rešitve, povezave pa možne smeri preiskovanja. Z njo si lažje pred-
stavljamo preiskovanje kjer imamo opravka s permutacijami. Vsaka terka je
predstavljena z vozliščom, ki je povezana s svojim predhodnikom v zaporedju
in možnimi nasledniki. Iskanje v globino po drevesu, ki ga preiskujemo po-
meni, da v vsakem koraku preskočimo v en nivo nižje (v primeru sestopa pa
nivo višje).
Algoritem sestopanja brez rezanja se ponavadi izrodi v zelo neučinkovito
izčrpno preiskovanje. S primerno kriterijsko funkcijo in izbiranjem nadaljnega
kandidata pri preiskovanju pa lahko pridobimo zelo učinkovit preiskovalni al-
goritem. Če delne rešitve po vrednotenju zavržemo, govorimo o sestopanju z
rezanjem.
Sestopanje z rezanjem (ang. pruning) je nadgradnja algoritma sestopanje,
le da je tukaj prisotna še kriterijska funkcija. Ko algoritem postopoma preiskuje
možne rešitve, se le te vrednotijo s kriterijsko funkcijo. Ko vrednost vredno-
tenja več ne ustreza pogojem ali pa obstaja že najdena ustreznejša rešitev, se
poddreves trenutnega vozlišča ne preiskuje več. Postopek se nadaljuje, dokler
algoritem ni porezal vseh poddreves, oziroma preiskal celotno drevo. Algoritem
sestopanja z rezanjem nam vedno zagotovi optimalno rešitev.
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Primer: Podanih je pet terk v zaporedju t = (a,b,c,d ,e). Želimo poiskati per-
mutacijo zaporedja t , da minimiziramo vsote sosednjih terk v zaporedju. Z al-
goritmom sestopanja pridobimo trenutno optimalno rešitev s′ = (a,b,c,d ,e), z
vrednostjo kriterijske funkcije f (s′) = y1. V nadaljevanju preiskovanja se zgradi
delna rešitev s′′ = (a,c), z vrednostjo kriterijske funkcije f (s′′) = y2. Ker je y1 <
y2, se delno rešitev s′′ zavrže in ne preiskuje dalje. Porezana so vsa poddrevesa,
ki izhajajo iz zaporedja s′′. Sestopimo korak višje in s tem iz permutacije s′′ od-
stranimo terko c. Za naslednjega kandidata izberemo terko, ki je naslednja v
vrsti kandidatov.
Algorithm 2 Sestopanje
1: procedure SESTOPANJE(s, t , s∗)
2: if f (s) ≥ f (s∗) then
3: return
4: else if |s| == |t | then
5: return s
6: else
7: for t ′ in t do
8: if t ′ ∉ s then
9: s′ ← s
10: s′.dod a j (t ′)
11: s′ ← sestopan j e(s′, t , s∗)
12: if f (s′) < f (s∗) then
13: s∗ ← s′
14: end if
15: end if
16: end for
17: end if
18: return s∗
19: end procedure
Algoritem sestopanja z rezanjem si lahko ogledamo pri psevdokodi algo-
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ritma 2. Implementiran je za iskanje optimalne rešitve minimizacijske krite-
rijske funkcije f . Rešitev je permutacija začetnega zaporedja t , da je vsota so-
sednih terk v zaporedju minimalna. Zaporedje je ovrednoteno kot aciklično.
Iskanje optimalne rešitve začnemo s klicem funkcije sestopan j e(s, t , s∗), ki
sprejme tri argumente. Trenutni seznam terk s, v katerem se na mestu klica
nahaja ena terka (izhodiče preiskovanje), zaporedje terk t in pa trenutna opti-
malna rešitev s∗. Funkcija sestopan j e() je rekurzivnega tipa, kjer se optimalna
rešitev gradi z rekurzivnimi klici. Po vsakem klicu se najprej ovrednoti delna re-
šitev s. Glede na vrednost kriterijske funkcije f se delno rešitev opusti in ne
preiskuje naprej, ali pa razvija dalje. Ko je velikost delne rešitve s enako zače-
tnemu zaporedju t (v zaporedju so vse terke), se slednja dopustna rešitev ovre-
dnoti. Če je vrednost kriterijske funkcije f (s) optimalnejša od f (s∗), postane
dopustna rešitev s nova, trenutna, optimalna rešitev.
3.3 Vrstni red obravnave
3.3.1 Način z naključnim kandidatom
Sestopanje z naključno izbiro naslednjega kandidata je implementacija algo-
ritma sestopanja, ki izmed vseh možnih kandidatov izbere naključnega.
Ker se vhodna permutacija vozlišč smatra za naključno, lahko rečemo, da je
to ekvivaletno sestopanju z rezanjem. S kriterijsko funkcijo ocenjujemo trenu-
tno, delno rešitev in se na podlagi tega odločamimo o nadaljnem preiskovanju,
sestopu nazaj in rezanju poddreves trenutnega vozlišča. Primer sestopanja z
načinom naključnih kandidatov je algoritem 2.
Primer: Na voljo imamo štiri terke v zaporedju t = (a,b,c,d), ker upoštevamo
tudi razdaljo med prvo in zadnjo terko v zaporedju, lahko začetno terko izbe-
remo poljubno. Rezultat urejanja so terke urejene ciklično, zato ni pomembno
katera terka je na prvem in katera na zadnjem mestu. Če za prvo terko izberemo
terko a, so naslednji možni kandidati za preiskovanje terke b, c in d . Ker gre za
naključno izbiro kandidata, vhodno zaporedje pa je različica naključnega zapo-
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redja. Zaradi lažje implementacije izberemo kar prvega možnega kandidata. Iz
tega razloga je vrsta potencialnih kandidatov v enakem zaporedju kod vhodno
zaporedje terk (b, c, d).
3.3.2 Način z najprej najbližjim kandidatom
Sestopanje z izbiro kandidatov glede na razdaljo je implementacija algoritma
sestopanja, kjer so možni kandidati urejeni v vrsto glede na oddaljenost.
Na vsakem koraku preiskovanja se potencialni kandidate ovrednoti glede
na oddaljenost od zadnje terke v trenutni, delni rešitvi. Kandidati, ki so bližje
obravnavani terki, imajo prednost pred bolj oddaljenimi. Po tem principu se
na vsakem nivoju zgradi vrsta možnih kandidatov. Če se pot skozi najbližjo
terko izkaže za neustrezno, algoritem sestopi nazaj in za naslednjega kandidata
izbere naslednjega v vrsti. Kandidati so med tem že urejeni po oddaljenosti.
Pri preiskovanju se uporablja kriterijska funkcija f in pa rezanje neustreznih
poddreves.
Primer: Na voljo imamo tri terke a, b, c in njihove medsebojne oddaljenosti
d(a,b) = 3, d(a,c) = 1, d(b,c) = 2. Ker upoštevamo tudi razdaljo med prvo in
zadnjo terko v zaporedju (ciklično zaporedje), lahko začetno terko izberemo
poljubno. Če za prvo terko izberemo terko a, sta naslednja možna kandidata
za preiskovanje terki b in c. Kandidat ima višjo prioritet,o če je bližje terki a. Iz
tega razloga ima za nadaljno preiskovanje terka c prednost pred terko b. Velja,
da je d(a,c) < d(a,b). Na enak način se potencialni kandidati ovrednotijo tudi
v naslednjih nivojih.
3.3.3 Način z leksikografsko ureditvijo
Sestopanje z izbiro leksikografsko urejenih kandidatov je pristop, kjer se zapo-
redje terk uredi leksikografsko.
Uredi se glede na prvi element, nato drugi in tako dalje. Za naslednjega
potencialnega kandidata v procesu iskanja optimalne rešitve imajo prioriteto
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terke, ki so leksikografsko bližje zadnji terki v zaporedju delne rešitve. Vrstni
red možnih kanditatov je enak vrstnemu redu začetnemu, leksikografsko ure-
jenemu zaporedju. Tudi tukaj se uporablja kriterijska funkcija, ki poreže vsa
poddrevesa ne-optimalnih rešitev.
Dve k-terki a = (a1, a2, ...ak ) in b = (b1,b2, ...,bk ) sta leksikografsko urejeni,
ko velja:
a < b = (a1 < b1)∨ (a1 = b1 ∧a2 < b2)∨ . . .∨ (a1 = b1 ∧ ...∧ai−1 = bi−1 ∧ai < bi ),
kjer je i ≤ k.
Primer: Na voljo imamo štiri 3-terke, a = (1,2,2), b = (0,1,1), c = (1,2,1),
d = (1,1,1). Terke leksikografsko uredimo v vrsto, rezultat urejanja je zaporedje
terk b, d , c, a. S tem smo sestavili vrsto kandidatov, ki se bo uporabljala na
vsakem nivoju izbiranja naslednjih možnih kandidatov.
3.4 Dinamično programiranje
Poglavje je povzeto po [12] in [5]. Dinamično programiranje je metoda, ki jo
je leta 1953 izumil ameriški matematik Richard Bellman. Metoda sistematično
pregleduje vse možne poti v reševanju problema in poišče optimalno rešitev.
Velja, da je vsako podzaporedje optimalnega zaporedja tudi optimalno. Iz
tega razloga je način reševanja sestavljen iz problemov, ki so sestavljeni iz pod-
problemov. Rešitev podproblemov vključuje iskanje optimalne rešitve. To ve-
likokrat poiščemo v polinomskem času, kljub temu, da naivna tehnika zahteva
eksponentni čas. Končna, optimalma rešitev je sestavljena iz komponent del-
nih rešitev.
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Algorithm 3 Dinamično programiranje
1: procedure DINAMICNOPROGRAMIRANJE(t )
2: s∗ ← [ ]
3: D ← new H ashM ap()
4: P ← new H ashM ap()
5: for ti in t do
6: D({t1}, t1) = f (ti , t1)
7: end for
8: for i ← 1 to |t | do
9: for S ⊆ t where |S| == i do
10: for w in S do
11: for u in S − {w} do
12: v ← D[S − {w},u]+ f (u, w)
13: if v < D(S, w) then
14: D(S, w) ← v
15: P (S, w) ← (u, w)
16: end if
17: end for
18: end for
19: end for
20: end for
21: t ′ ← t1
22: for i ← 1 to |t | do
23: t ′ ← P (V , t ′)− t ′
24: V ←V − t ′
25: s∗ ← s∗+ t ′
26: end for
27: return s∗
28: end procedure
Metodo dinamičnega programiranja si lahko ogledamo v psevdokodi algo-
ritma 3. Algoritem poženemo s klicom funkcije di nami cnoPr og r ami r an j e(t ),
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ki kot argument sprejme začetno zaporedje terk t . Inicializirata se slovarja D in
P . Prvi slovar služi za shranjevanje optimalnih cen med množico terk ter posa-
mezno terko, v drugem slovarju pa se hranijo povezave med terkami, iz katerih
na koncu zgradimo optimalno rešitev. Izhodiščno terko si lahko naključno iz-
beremo, ta naj bo t1. Slovar D na začetku napolnimo z razdaljami vseh terk
do začetne terke. Slovar minimalnih poti D postopno dopolnjujemo. V vsaki
iteraciji izračunamo optimalno pot med vsemi terkami v podmnožici terk S
in pa vozliščem w . Če je vrednost kriterijske funkcije najmanjša, je D(S, w)
nova najoptimalnejša rešitev. Če v neki fazi ugotovimo, da obstaja boljša rešitev
D(S− {w},u)+ f (u, w), to postane nova optimalna rešitev. Vrednost slovarja pri
D(S, w) je enaka razdalji, kjer se obišče vse terke iz množice S ter terko w , kot
zadnjo v zaporedju. Množica terk S se postopoma povečuje. V slovar P posto-
poma hranimo dejanske sosednje terke v zaporedju. Na koncu iz slovarja P , z
iskanjem parov, zgradimo optimalno rešitev.
Algoritem je implementiran po principu pristop od spodaj navzgor. Vse
podprobleme, ki jih potrebujemo, vnaprej izračunamo. Manjši podproblemi
so potrebni za izračun večjih podproblemov. Rešitev se postopoma dograjuje,
na koncu pa se sestavi v optimalno rešitev.
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3.5 Razveji in omeji
Poglavje je povzeto po viru [8]. Algoritem razveji in omeji (ang. Branch and
bound) je zelo podoben algoritmu sestopanja. Podobno kot sestopanje, rešitev
problema išče po korakih pri tem pa uporablja strategijo vračanja. Pregleduje
drevo stanj problema in uporablja omejitve, ki izvirajo iz narave problema. Od
sestopanja se razlikuje, da drevo pregleduje v širino namesto v globino. Velja za
izboljšavo sestopanja.
Osnovna operacija metode je razvoj vozlišča, kar je pomen prve besede al-
goritma razveji. Otroci tekočega, razvitega vozlišča se dodajo v listo čakajočih
vozlišč za razvijanje. Vsa vozlišča v čakajoči listi vsebujejo informacijo o stanju
rešitve v nekem trenutku. S to informacijo (oceno stanja) določamo omejitve
razvijanja.
Razveji in omeji algoritem je primeren za diskretne in kombinatorične op-
timizacijske probleme. Cilj metode je minimizirati ali maksimizirati kriterijsko
funkcijo f . Postala je najbolj uporabljena metoda za reševanje NP-težkih, opti-
mizacijskih problemov. Algoritem je natančen. Psevdokodo algoritma si lahko
ogledamo na sliki 4 [4].
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Algorithm 4 Razveji & omeji
1: procedure RAZVEJIOMEJI(t )
2: s∗ ← t
3: s′ ← t
4: A ← {t }
5: while |A| > 0 do
6: Φ← pop(A)
7: sL ← spodn j aMe j a(Φ)
8: if f (sL) < f (s′) then
9: if f (sL) < f (s∗) then
10: s∗ ← sL
11: s′ ← sL
12: else
13: su ← zg or n j aMe j a(Φ)
14: if f (su) < f (s∗) then
15: s′ ← su
16: else
17: s′ ← s∗
18: end if
19: Razdel i Φ na Φ1,Φ2, . . .
20: A.dod a jV se(Φi )
21: end if
22: end if
23: end while
24: return s∗
25: end procedure
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Metoda razveji in omeji je vidna v psevdokodi algoritma 4. Algoritem se
začne s klicem funkcije r azve j iOme j i (t ), ki kot argument sprejme začetno
zaporedje terk t . Preiskovanje se začne s prvo terko v zaporedju t . Iniciali-
zira se vrsta A, ki hrani še vse nerazvite terke. V vsaki iteraciji se razvije ena
od nerazvitih terk. V zaporedju s′ hranimo trenutno lokalno optimalno rešitev.
V s∗ hranimo globalno optimalno rešitev. Glede na trenutno delno rešitev se
določi spodnja meja. To pridobimo s klicem funkcije spodn j aMe j a(), ki kot
argument sprejme delno rešitev. S požrešno metodo najbližjih terk iz trenutne
delne rešitve sestavimo dopustno. Vrednost kriterijske funkcije nad dobljeno
dopustno rešitev določa spodnjo mejo preiskovanja. Če zaporedje potencialno
vsebuje boljšo rešitev od trenutne lokalne, ga preverjamo dalje (razveji), v na-
sprotnem primeru delno rešitev opustimo (omeji). To odločitev sprejmemo na
podlagi spodnje meje.
Če zaporedje ustreza pogojem spodnje meje in ga ne opustimo, pogledamo
ali je trenutno zaporedje boljše od trenutne optimalne rešitve. Če je, zaporedje
postane nova optimalna rešitev, v naslednji iteraciji pa ga razvijamo naprej. V
nasprotnem primeru se določi zgornja meja, ki jo določimo s klicem funkcije
zg or n j aMe j a(). Funkcija uporablja požrešno metodo za preiskovanje. Trenu-
tni problem razbijemo na podprobleme ter jih dodamo v vrsto A, za nadaljno
obravnavo. Algoritem na koncu vrne končno rešitev problema, ki je optimalno
zaporedje s∗.
3.6 Približni algoritmi
3.6.1 Kruskalov algoritem
Kruksalov algoritem izhaja iz družine požrešnih algoritmov. Imamo povezan
graf G z neusmerjenimi povezavami. Preiskovanje začnemo v poljubnem voz-
lišču. Za naslednjega kandidata v preiskovanju grafa vedno izberemo najobe-
tavnejšo možnost (najbližjega kandidata). Ker se za razliko od sestopanja tu ne
vračamo, ostale kandidate zavržemo. V preiskovanju pazimo, da naslednjega
kandidata izberemo le med možnimi opcijami, da se izognemo ciklanju. Ko
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obiščemo vsa vozlišča se vrnemo v začetno.
Algorithm 5 Kruskalov algoritem
1: procedure KRUSKALOVALGORITEM(t )
2: s∗ ← s∗∪ {t1}
3: while |s∗| 6= |t | do
4: s′ ← vr ni N a j bl i z j oTer ko(s∗, t )
5: s∗ ← s∗∪ {s′}
6: end while
7: return s∗
8: end procedure
Krurskalov algoritem 5 se začne s klicem funkcije kr uskal ov Al g or i tem(t ),
ki kot argument sprejme začetno zaporedje terk t . Vrne se jih kot zaporedje t .
Naključno izberemo izhodišče preiskovanja, ki je lahko kar prva terka v zapo-
redju t . Rešitev gradimo s premikanjem po najbližjih kandidatih. Ostale možne
kandidate v vsakem vozlišču zavržemo. Kruskalov algoritem poda dopustno re-
šitev s∗, ki pa ni nujno optimalna. Algoritem je uporaben, če ne potrebujemo
optimalne rešitve in se zadovoljimo z dobro, dopustno rešitvijo. Izhod funkcije
je dopustna rešitev, zaporedje s∗.
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3.6.2 Iskanje v snopu
Metoda iskanja v snopu je zelo podobna Kruskalovem (požrešnem) algoritmu.
Gre za zelo podoben princip z razliko hranjenja delnih rešitev. Pri Kruskalovem
algoritmu hranimo samo eno delno rešitev, ki jo postopoma gradimo. Tukaj v
postopku preiskovanja hranimo p rešitev. Število p je odvisno od implemen-
tacije algoritma. Na koncu izmed vseh rešitev izberemo najboljšo. Večje kot je
število p, večja je možnost, da se bomo s končno rešitvijo približali (ali dosegli)
optimalni rešitvi problema. Algoritem si oglejmo na sliki 6.
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Algorithm 6 Iskanje v snopu
1: procedure ISKANJEVSNOPU(t , p)
2: s ← new Ar r ayl i st ()
3: for i = 1,2, . . . , p do
4: s.dod a j ([ti )]
5: end for
6: while |s.vr ni (0)| 6= |t | do
7: for i = 1,2, . . . , p do
8: si ← s.vr ni (i )
9: s′ ← vr ni N a j bl i z j oTer ko(si , t )
10: si ← si .dod a j (s′)
11: s ← s.dod a j N aIndex(si , i )
12: end for
13: end while
14: s∗ ← t
15: for i = 1,2, . . . , p do
16: si ← s.vr ni (i )
17: if f (si ) < f (s∗) then
18: s∗ ← si
19: end if
20: end for
21: return s∗
22: end procedure
Iskanje v snopu, v algoritmu 6, se začne s klicem funkcije i skan j eV Snopu(t , p).
Funkcija kot argument sprejme začetno zaporedje terk t in število p, ki pove ko-
liko delnih rešitev naj hranimo skozi proces preiskovanja. Inicializira se podat-
kovna struktura s za hranjenje p rešitev. Preiskovanje se za vsako shranjeno
delno rešitev začne v naključni terki. Za vsako od shranjenih delnih rešitev
se pomikamo v smeri najboljšega kandidata za generiranje (kadidat, ki je naj-
bljižje). Preiskovanje se zaključi, ko so v delnih rešitvah vse terke. Vse p dopu-
stne rešitve se ovrednoti in izbere najboljšo. Izhod funkcije je dopustna rešitev,
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zaporedje s∗.
Poglavje 4
Primerjava algoritmov
4.1 Postavitev eksperimenta
V nalogi je bilo implementiranih šest natančnih algoritmov, izčrpno preiskova-
nje, tri oblike algoritma sestopanja, dinamično programiranje in metoda raz-
veji in omeji. Opisana sta tudi dva približna algoritma, ki pa zaradi polinomske
časovne zahtevnosti v eksperimentu ne bosta uporabljena. Vsi natančni algo-
ritmi so bili implementirani v programskem jeziku Java.
Za vsako dolžino vhoda n se je 10x naključno zgeneriralo n k-terk, kjer je
k = 3. Elementi terke so cela števila iz intervala [0, 255]. Iz tega sledi, da imamo
na voljo 2563, oziroma 16.777.216 različnih terk. Vsi algoritmi so 10x poiskali
optimalno rešitev, na istem zaporedju terk t . V eksperimentu se je reševal pro-
blem minimizacije kriterijske funkcije f . Razdalja med terkami se je merila po
že znani evklidski razdalji. Zaporedje terk se je obravnavalo kot ciklično. Iz tega
razloga je bilo število dupustnih rešitev za vsak n enako n!/n.
Eksperiment je bil izveden na osebnem računalniku s 64-bitnim operacij-
skim sistemom Windows 10.
Tehnične lastnosti računalnika:
• Intel(R) Core(TN) i5-8250 @1.60GHz
• Pomnilnik 8GB
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• Predomnilnik 6MB
4.2 Potek eksperimenta
Ekperiment se je začel z generiranjem n = 10 terk. Za manjši n eksperiment
ni smiseln, saj so razlike med algoritmi minimalne. V nadaljevanju se je n v
inkrementih povečeval za ena. Povečeval se je do trenutka, ko je bil vsaj eden
od algoritmov še zmožen podati rešitev v zmernem času. Algoritem je podal
rešitev v zmernem času, če čas reševanja ni presegal štiri minute. Če se časovni
interval prekorači, se delovanje algoritma predčasno prekine.
Časi reševanja vsakega algoritma so se zabeležili. Za merjenje časa je bila
uporabljena Javina metoda System.nanoTime(). Na koncu se je izračunal pov-
prečen čas iskanja optimalne rešitve zaporedja dolgega n, za vsak algoritem
posebej. Postopek se je nato ponovil z inkrementom števila n.
Eksperiment se je zaključil pri velikosti vhoda n = 25. Povprečni časi reše-
vanja problema glede na velikost vhoda n so predstavljeni na grafu 4.1.
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Slika 4.1: Povprečne časovne odvisnosti, glede na velikost vhodnega zaporedja
Na sliki eksperimenta 4.1 so razvidni povprečni časi izvajanja algoritmov,
glede na velikost vhoda. Vsi algoritmi so bili preizkušeni na največjem možnem
vhodu, na katerega so rešitev podali v zmernem času. Razvidno je, da čas, ki ga
potrebuje izčrpno preiskovanje eksponentno raste že pri relativno majhnemu
vhodu. Rešitve ne poda v zmernem času za vhode večje od trinajst terk. Algori-
tem je primeren za iskanje rešitev pri majhnih vhodnih podatkih.
Vse implementacije sestopanja so se odrezale podobno. Sestopanje z nači-
nom naključnega kandidata je rešitev v zmernem času podalo za vhode manjše
od 19 terk. Malenkost bolje sta se odrezala sestopanje z leksikografsko uredi-
tvijo kandidatov in sestopanje z načinom najbližjega kandidata. Oba sta rešitev
podala za vhode n < 20. Za najboljšo implementacijo sestopanja se je izkazal
način z najbljižjim kandidatom.
Metoda razveji in omeji je rešitev podala še za večja zaporedja. Algoritem je
36 ANŽE TANKO
bil prekinjen šele pri velikosti zaporedja n = 21. Najbolje se je v eksperimentu
odrezal algoritem dinamičnega programiranja. Težavnost problema je bila pre-
velika šele za primere vhoda, večjega od 24 terk. Večji problem kot čas je bil
problem prostorske zahtevnosti. V iskanju optimalne rešitve pri n = 25 je pri-
šlo do prekoračitve pomnilnika Java.lang.OutOfMemoryError. Dinamično pro-
gramiranje je kljub temu zmagovalec v eksperimentu in je optimalno rešitev v
povprečju podalo v najkrajšem času.
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Poglavje 5
Zaključek
V diplomskem delu se ukvarjamo z obravnavo problema urejanja terk glede na
medsebojno oddaljenost. Gre za kombinatorični problem urejanja n k-terk,
kjer je k iz množice celih, naravnih števil. Problem govori o tem, da uredimo
terke v zaporedje tako, da bo vsota medsebojnih razdalj med sosednjimi ter-
kami najmanjša možna. Specifičen problem se ne pojavlja veliko v literaturi,
so pa zelo obravnavani sorodni problemi, ki se lahko prevedejo na obravna-
van problem. Najbolj znana med njimi sta problem trgovskega potnika in pa
Hamiltonova pot.
Problem urejanja terk smo dobro razložili in definirali ter podali še defi-
nicije z grafom in matrike razdalj. Spoznali in razložili smo dva sorodna pro-
blema. S prevedbo na že znan sorodni problem trgovskega potnika smo ugoto-
vili, da gre pri k-terkah, kjer je k > 1, za NP-težek problem. Iz tega sledi, da ne
poznamo algoritma s polinomsko časovno zahtevnostjo, ki bi bil natančen.
Predstavili in izvedli smo eksperiment s šestimi algoritmi, ki poiščejo opti-
malno rešitev. Izčrpno preiskovanje, implementacije sestopanja, ki se razliku-
jejo po vrednotenju in preiskovanju potencialnih kandidatov, dinamično pro-
gramiranje in metoda razveji in omeji. V eksperimentu smo bili priča velikim
razlikam v uspešnosti algoritmov. Kot najboljša, natačna algoritma za reševa-
nje urejanja terk, sta se izkazala dinamično programiranje in metoda razveji in
omeji. Ker pa težavnost urejanja terk z velikostjo vhoda eksponentno narašča,
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nobeden od algoritmov ni podal rešitve v ustreznem času za vhode večje od
n = 24.
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