In this paper two characterizations are given of those additive arithmetic functions which possess a limiting distribution with a finite mean and variance. It turns out that the study of such functions fits naturally within the framework of the theory of Lambert series.
1* An arithmetic function f(n) is said to be additive if for every pair of coprime positive integers a and 6 the relation
f(ab) -f(a) + f(b)
is satisfied. If in addition the relations hold for each prime power then we say that f(ri) is strongly additive. For clarity of exposition only we shall confine ourselves to the study of strongly additive functions in this paper.
For each real number x ^ 1 we define the frequency function v.(n; f(n) <^) = r 1 Σl.
n£x f{n)<z
If as x -• °o these frequencies converge to a limiting distribution in the usual probabilistic sense then we say that f(n) has a limiting distribution.
2* THEOREM. For any (real valued) additive function f(n) the following three propositions are equivalent:
(i) f(n) has a limiting distribution with finite mean and variance.
(ii) The series both converge. REMARK. The equivalence of Propositions (i) and (ii) is exactly what one should expect from the interpretation of f(n) as the sum of independent random variables which take (respective) values f(p) with probability p" 1 and zero with probability 1 -p" 1 . More surprising, perhaps, is the fact that the hypothesis that f(n) be additive improves the otherwise weak conditions (iii) to equivalence with (i). We shall (perhaps surprisingly) appeal to a result concerning Lambert series.
It will be clear that a form of theorem involving complex-valued additive functions could be proved if we confine our attention to the equivalence of Propositions (ii) and (iii).
3* Proof that (i) implies (ii).
We define the function Then for any positive real number B such that ± B are continuity points of F(z) we see that
Next, for any real e > 0 there is a number A such that
From the Erdos-Wintner criterion we see that those primes q d for which I f(qi) \ ^ 1 are such that the series converges. Let us denote the set of these primes by Q.
A straightforward application of the sieve of Eratosthenes shows that those integers which are prime to every q ά have a natural density. In fact we obtain
Set a for this product, and let A be chosen so that the second of our two assertions above holds with e -a/2. Let the integers n< run through all those integers n which satisfy both
\f(n)\ ^A and q r
From what we have so far said it is clear that 
Proof that (ii) implies (iii) and (i).
We begin with the remark that for any additive function, complex valued or otherwise, the Turan-Kubilius inequality (see for example Kubilius [3] pp. 31-35) asserts that for a suitable positive constant c
In our present circumstances the sums From the Erdos-Wintner criterion /fa) possesses a limiting distribution F(z), say. For each real number B such that ± B are continuity points of this limiting distribution, an application of Fatou's lemma yields
Since B is otherwise arbitrary F{z) has a finite second moment, and hence a finite mean and variance. This completes the proof of (i). 
This completes the proof of (iii).
Proof that (iii) implies (ii) (which will complete the proof of the theorem).
As one would expect this part of the proof takes a little more effort since we have to start, so to speak, from scratch. We recall that an additive function f(n) is said to be finitely distributed if and only if there are two positive real numbers c x and c 2 so that for an unbound sequence of real numbers x ^ 1 we can find at least k ^ c 2 x integers 1 ^ a ι < α 2 < < a k ^ x so that holds for every pair (a h a ό ), 1 ^ i, j ^ k. This concept was introduced by Erdos [1] who proved LEMMA 
A function f(n) is finitely distributed if and only if there is a constant c z and an additive function g(n) so that f(n) = c 3 log n + g(n)
,
There is an alternative proof, on somewhat different lines, given by Ryavec [4] .
In our present circumstances we have 
V
We now argue exactly as in the proof that the existence of a limiting distribution for f(n) which has a finite variance implies that the series converges, and deduce the same result.
It remains to secure the convergence of the series (We do not as yet know that a limiting distribution for f(n) exists, although if we set a n = ΣP^ f(p)p" 1 then we do know that f(n) -a n has a limiting distribution. See, for example, Kubilius [ 
-z
We now appeal to a Tauberian theorem concerning Lambert series. Let the sum of the a n be a slowly decreasing function in the sense of Hardy [2] §6.2 pp. 124-125, that is if x <y are real numbers, so that as x -> oo and y-^ oo in such a manner that y/x -• 1, then lim inf Σ a n ^ 0 .
Then
REMARK. If the a n are allowed to be complex then provided that we replace the condition of slowly decreasing by a condition of slow oscillation viz: lim X α Λ = 0 , the same conclusion may be drawn. A proof of this lemma can be found in Hardy [2] , Theorem 261, pp. 373-374.
In our present circumstances we set Moreover, by (ii) a limiting distribution exists for f(n), which has the finite mean of value A. This completes the proof of the theorem.
REMARK. The use of the Tauberian theorem in Lemma 2 is very convenient for the study of additive functions. If f(p) assumes complex values the side condition f(p) -O(log p) will suffice in order for Lemma 2 to be applicable. This is a condition which is satisfied in nearly every case of number theoretical interest.
