We introduce irreducible generalized numerical semigroups and characterize them in terms of the cardinality of a special subset of H(S). In particular, we describe relaxed monomial orders on N d , define the Frobenius element of S with respect to a given relaxed monomial order, and show that the Frobenius element of S is independent of the order if the generalized numerical semigroup is irreducible.
Introduction
Let N be the set of non negative integers. A numerical semigroup is a submonoid S of N such that N \ S is a finite set. The elements of H(S) = N \ S are called the holes of S (or gaps) and the largest element in H(S) is referred to as the Frobenius element of S, denoted by F (S). The number g = |H(S)| is called the genus of S. It is well known that every numerical semigroup S has a unique minimal set of generators G(S). In other words, every element in S is a linear combination of elements in G(S) (with coefficients in N) and no subset of G(S) has this property. A set {a 1 , a 2 , . . . , a n } ⊂ N generates a numerical semigroup if and only if 1 is the greatest common divisor of a 1 , a 2 , . . . , a n . See [5] for an interesting overview of the subject.
In [3] , a straightforward generalization of numerical semigroups is described for submonoids of N d . A monoid S ⊆ N d is called a generalized numerical semigroup (GNS) if H(S) = N d \S is a finite set. As for numerical semigroups, the elements of H(S) are called the holes of S and the cardinality g = |H(S)| is called the genus of S. In [1, 3] several ideas originating in numerical semigroups were extended to generalized numerical semigroups and several new tools were introduced in order to handle the differences. A crucial difference between numerical semigroups in N and generalized numerical semigroups in N d is the definition of the multiplicity and the Frobenius element of S. There is a natural ordering of the elements of N that respects the monoid operation of addition. This ordering is used to define the Frobenius element of S. While there is a natural partial ordering on N d , there is not a canonical total order. In [3] the authors introduce relaxed monomial orders, a total order that is a more general version of monomial orders that respects the monoid operation of addition in N d . Given a relaxed monomial order ≺ on N d the Frobenius element of S ⊂ N d , with respect to ≺, is the largest element of H(S). In this paper we introduce and characterize the irreducible generalized numerical semigroups in terms of the cardinality of a special subset of its set of holes. We prove that, as in the case of numerical semigroups, every generalized numerical semigroup can be expressed as an intersection of finitely many irreducible GNSs. Moreover, for an irreducible GNS the Frobenius element is unique with respect to any relaxed monomial order. The structure of the paper is the following: Section 1 deals with the set of pseudo-Frobenius elements of a GNS. In Section 2 some results of [6] are extended to irreducible generalized numerical semigroups. In Section 3 we study the decomposition of a generalized numerical semigroup as an intersection of a finite number of irreducible ones. In Section 4 we restrict our attention to investigating conditions for which the Frobenius element does not depend on the relaxed monomial order. Section 5 presents characterizations of symmetric and pseudo-symmetric generalized numerical semigroups in terms of the Frobenius element and the genus. It is easy to see that ≤ S is a partial order (relation) in Z d .
a) Let P F (S) = {x ∈ H(S) | x + s ∈ S, for all s ∈ S \ {0}}. We call P F (S) the set of pseudo-Frobenius elements of S. The cardinality of P F (S) is called the type of S. b) Let Ap(S, n) = {s ∈ S | s − n / ∈ S} where n ∈ S \ {0}. We call Ap(S, n) the Apéry set of S with respect to n. Proposition 1.3. Let S ⊆ N d be a GNS. Then P F (S) is the set of maximal elements in H(S) with respect to ≤ S .
Proof. We take x maximal in Z d \ S with respect to ≤ S . If there exists s ∈ S such that x + s / ∈ S then x ≤ S x + s which contradicts the maximality of x. Conversely let x ∈ P F (S). If there exists y ∈ Z d \ S such that y − x = s ∈ S then x + s / ∈ S which is again a contradiction.
Since H(S) is a finite set, the previous proposition implies that P F (S) is nonempty. In the next proposition, we let Maximals ≤ S Ap(S, n) denote the set of maximal elements in Ap(S, n) with respect to the partial order ≤ S . Proposition 1.4. Let S ⊆ N d be a GNS and n ∈ S a nonzero element. Then P F (S) = {w − n | w ∈ Maximals ≤ S Ap(S, n)} Proof. Let x ∈ P F (S), then x / ∈ S and x + n ∈ S, that is x + n ∈ Ap(S, n). If we consider w ∈ Ap(S, n) with x + n ≤ S w it follows that y = w − x − n ∈ S and w − n = x + y / ∈ S. So, since x ∈ P F (S) it follows that y = 0 and that w = x + n. Now if w ∈ Maximals ≤ S Ap(S, n) then w − n / ∈ S. If s ∈ S and if w − n + s / ∈ S then it follows that w + s ∈ Ap(S, n) which contradicts the maximality of w.
The previous proposition is true for numerical semigroups. It could be considered surprising that it occurs also in a GNS, because the Apéry set may be an infinite set in a GNS. Let us illustrate the situation with an example. 
Irreducible Generalized Numerical Semigroups
In this section we extend to the setting of a GNS some results that are formulated for numerical semigroups (see [6] and [5] ). Their proofs require different arguments than for numerical semigroups. Let x ∈ N d , we denote by x (i) the i-th component for every i ∈ {1, . . . , n}. In the following we denote by ≤ the natural partial order on N d , that is if x, y ∈ N d , x ≤ y if and only if
EH(S) = {x ∈ H(S) | 2x ∈ S and x + s ∈ S for each s ∈ S \ {0}} and we call its elements special gaps. Remark 2.2. It is clear that EH(S) ⊆ P F (S), but equality is not true in general. For instance, if S = N 2 \{(0, 1), (1, 0), (2, 0)}, we have P F (S) = H(S) and EH(S) = {(0, 1), (2, 0)}. Moreover EH(S) is nonempty since, if f is a maximal element in H(S) with respect to the natural partial order in N d (a maximal element exists because H(S) is finite), then f ∈ EH(S). 
Proof. It is an easy consequence of the definition of EH(S).
Definition 2.4. Let S ⊆ N d be a GNS. We call S irreducible if it cannot be expressed as the intersection of two GNSs properly containing S. Now we prove two characterizations of irreducible generalized numerical semigroups. Similar results are formulated in [6] in the case of numerical semigroups. Proof. ⇒) Let S be an irreducible GNS and suppose that there exist x, y ∈ EH(S) such that x = y. Then S ∪ {x} and S ∪ {y} are distinct GNSs properly containing S and (S ∪ {x}) ∩ (S ∪ {y}) = S contradicting the irreducibility of S. ⇐) Assume that |EH(S)| = 1. We suppose there exist two different generalized numerical semigroups S 1 , S 2 , such that S 1 S, S 2 S and S 1 ∩ S 2 = S. Let x, y be maximal elements in S 1 \ S and S 2 \ S, respectively with respect to the natural partial order in N d (note that S 1 \ S and S 2 \ S are finite sets and those such maximal elements do exist). Obviously x, y ∈ H(S). Now we prove x, y ∈ EH(S). Since x is maximal in S 1 \ S with respect to ≤, we have 2x
Hence it follows that x ∈ EH(S). In a similar way we can prove that y ∈ EH(S). By hypothesis |EH(S)| = 1, then x = y, that is x ∈ S 1 \ S and x ∈ S 2 \ S, hence x ∈ S 1 ∩ S 2 = S, a contradiction since x ∈ H(S).
Proposition 2.6. Let S ⊆ N d be a GNS. S is irreducible if and only if there exists f ∈ H(S) such that for every h ∈ H(S) with 2h = f we have that
Proof. ⇒) By Proposition 2.5 EH(S) consists of one element. Let EH(S) = {f}. Let h ∈ H(S) with h = f and suppose that 2h = f. Since h / ∈ EH(S) we have two possibilities: 1) Suppose there exists s 1 ∈ S \ {0} such that
We show that in any case there exist s 2 ∈ S \ {0} and f 2 / ∈ S with f 2 > f 1 such that
∈ S, so f 2 = h + (h + 2s 1 ) and s 2 = h + 2s 1 = f 1 + s 1 ∈ S. Therefore we proved that there exist s 2 ∈ S \ {0} and f 2 / ∈ S with f 2 > f 1 such that f 2 = h + s 2 . If f 2 = f the assertion follows, on the contrary with the same argument we obtain a sequence of elements f i / ∈ S with f i > f i−1 for every i and f i = h + s i and s i ∈ S \ {0}. Since H(S) is a finite set, there exists k ∈ N such that
2) Suppose that h+s ∈ S for every s ∈ S \{0} and 2h / ∈ S. We will prove that we obtain a contradiction. Observe that for every i ∈ N we have ih + s ∈ S for every s ∈ S \ {0}. Since H(S) is finite there exists k = max{i ∈ N | ih / ∈ S}, in particular kh ∈ EH(S), that is kh = f. Since 2h = f it is k ≥ 3. Consider the element h = (k − 1)h, we have h + s ∈ S for every s ∈ S \ {0} and 2h = 2(k − 1)h ∈ S since 2(k − 1) > k, that is h ∈ EH(S). But this is a contradiction since h = f. ⇐) By hypothesis, f is greater than every element in H(S) with respect to ≤ S , except for the element h ∈ H(S) such that 2h = f, if it exists. By Proposition 1.3 the possible elements in P F (S) are f and h = f 2 . Furthermore EH(S) ⊆ P F (S) and h / ∈ EH(S), since 2h = f / ∈ S, so it must be EH(S) = {f}, hence S is irreducible.
Lemma 2.7. Let S ⊆ N d be an irreducible GNS with EH(S) = {f}. Then one and only one of these conditions is satisfied:
(
if all the components of f are even.
Proof. If f has an odd component then there does not exist h ∈ H(S) such that 2h = f and, by Proposition 2.6, f is the maximal element in H(S) with respect to ≤ S , so P F (S) = {f} from Proposition 1.3. If all components of f are even then
∈ S, then f and f 2 are not comparable with ≤ S . Furthermore, by Proposition 2.6, f is greater than all elements in H(S) different from f 2 with respect to ≤ S , so f is a maximal element with respect to that order, that is f ∈ P F (S). Moreover, f 2 is maximal in H(S) with respect to ≤ S , because, on the contrary, there exists h ∈ H(S) such that f 2 ≤ S h ≤ S f, but this is a contradiction. We conclude that P F (S) = {f, f 2 }. Remark 2.8. Notice that if one of the conditions of Lemma 2.7 is satisfied then S is irreducible. In fact, in both cases P F (S) = EH(S) = {f} and the assertion follows from Proposition 2.5.
We gather the previous results in the following theorems. From an elementary computation, we find that P F (S) = {(6, 1)} = EH(S), so S is a symmetric GNS. Let S ′ = N 2 \ {(1, 0), (2, 0), (3, 0), (4, 0), (5, 0), (6, 0), (12, 0)}. In this case, we find that P F (S) = {(6, 0), (12, 0)} and EH(S) = {(12, 0)}, so S ′ is pseudosymmetric. Both S and S ′ are irreducible GNSs.
Remark 2.13. If d = 1 and S is a symmetric numerical semigroup, then S is irreducible, so EH(S) = {f } and by Theorem 2.9 f is odd. Moreover f is the Frobenius number of the numerical semigroup S, because for every numerical semigroup the Frobenius number is trivially an element of EH(S). Therefore, the definition of a symmetric GNS, provided here, is a generalization of the definition of a symmetric numerical semigroup. The same argument holds for a pseudo-symmetric GNS.
Decomposition of a GNS as an intersection of finitely many irreducible ones
It is known that every numerical semigroup can be expressed as an intersection of a finite number of irreducible numerical semigroups. A decomposition with the least number of irreducible numerical semigroups involved can be obtained algorithmically (see [6] ). The aim of this section is to obtain analogous results in our context. Definition 3.1. Let S ⊆ N d be a GNS. We define the sets:
Observe that O(S) is a finite set since S has finite complement in N d , moreover
I(S) ⊆ O(S).
We know that if S ⊆ N d is a GNS and x / ∈ S then S ∪ {x} is a GNS if and only if x is a special gap of S. In particular, in order to obtain the set of oversemigroups of S it suffices to compute the set EH(S), then for all x ∈ EH(S) we compute S x = S ∪ {x} and perform the procedure for all semigroups S x to obtain N d .
Proof. If S is not irreducible then S = S 1 ∩S 2 , where S 1 and S 2 are GNSs such that S ⊂ S 1 and S ⊂ S 2 . If S 1 and S 2 are not irreducible then we can repeat for them the same argument of S. Finally, we obtain S as an intersection of a finitely many irreducible GNSs, since I(S) is a a finite set.
Let Minimals ⊆ I(S) be the set of elements in I(S) that are minimal with respect to set inclusion. A decomposition S = S 1 ∩· · ·∩S n of S, with S i ∈ I(S) for every i, is called minimal (or not refinable) if S 1 , . . . , S n ∈ Minimals ⊆ I(S). Proof. Let us denote with ≤ the natural partial ordering in N d and let h ∈ Maximals(T \S). Then h ∈ H(S) and for all s ∈ S \{0} we have that h+s ∈ T and h + s > h, so h + s ∈ S. Analogously 2h ∈ T and 2h > h so 2h ∈ S. Thus h ∈ EH(S).
Definition 3.5. Let S ⊆ N d be a GNS and T ∈ O(S). We define:
Proposition 3.6. Let S ⊆ N d be a GNS and let S 1 , . . . , S n ∈ O(S). Then the following conditions are equivalent:
Proof. 1. ⇒ 2. Let h ∈ EH(S). Then h /
∈ S = S 1 ∩ · · · ∩ S n , that is h / ∈ S i for some i ∈ {1, . . . , d}. 2. ⇒ 1. Suppose S S 1 ∩· · ·∩S n . Then let h ∈ Maximals((S 1 ∩· · ·∩S n )\S), by Lemma 3.4 we have h ∈ EH(S) and h ∈ S 1 ∩ · · · ∩ S n , that is a contradiction. 2. ⇔ 3. It is trivial.
As in the case of numerical semigroups it is possible to consider a minimal decomposition into irreducibles and to produce an algorithm to compute such a decomposition. We explain briefly some lines of the previous algorithm:
• Step 3: The semigroups S are obtained as S ′ ∪ {x} with x ∈ EH(S ′ ).
• Step 4: If EH(S) ⊆ S ′ by Proposition 3.6 S ′ does not occur in a representation of S as an intersection of GNSs.
• Step 5: Since we want to compute a minimal decomposition of S as an intersection of irreducible semigroups we do not need the oversemigroups of a computed irreducible GNS.
• Step 8: By step 4 and step 5 it will occur that C will be empty at a certain iteration.
• Step 10: Since Minimals ⊆ I(S) ⊆ I and we can obtain a minimal decomposition as in Proposition 3.3.
It is known that for numerical semigroups a minimal decomposition as defined in Proposition 3.3 is not unique and it is not always minimal with respect to the number of the semigroups that appear in the decomposition. The same occurs for GNSs. In
Step 10 of Algorithm 3.7 we could produce also a decomposition of a GNS containing the minimum number of irreducible components.
The set of special gaps of a GNS allows to obtain some properties on maximality of a given GNS in the set of all GNSs.
Proposition 3.8. Let S ⊆ N d be a GNS and {h 1 , . . . , h t } ⊆ H(S). Then the following are equivalent:
S is maximal with respect to inclusion among the GNSs T such that
Proof. 1. ⇒ 2. Let h ∈ H(S) and suppose that h / ∈ {h 1 , . . . , h t }, then S S ∪ {h} and (S ∪ {h}) ∩ {h 1 , . . . , h t } = ∅, a contradiction. 2. ⇒ 1. Let T be a GNS such that T ∩ {h 1 , . . . , h t } = ∅ and suppose that S T . Then consider h ∈ Maximals ≤ (T \ S). By Lemma 3.4, h ∈ EH(S), but h / ∈ {h 1 , . . . , h t }, since T ∩ {h 1 , . . . , h t } = ∅, that is a contradiction.
This means that if S and T are two GNSs such that EH(S) = EH(T ) but H(S) = H(T ) then S T and T S.

Uniqueness of the Frobenius element
In N d there is not a natural total order so it is not immediately clear how to define the Frobenius element for a GNS (as it is for numerical semigroups). In [3] this aim is reached by defining a relaxed monomial order, whose main purpose is to allow the building of the GNSs tree for each d, in a similar way to the case d = 1. The Frobenius element of a GNS is uniquely determined with respect to the defined relaxed monomial order. We want to investigate conditions for which the Frobenius element does not depend on the chosen relaxed monomial order. 
Furthermore < m is also a relaxed monomial order. Proof. The sufficient condition is an easy consequence of Proposition 4.4. Observe that f must be maximal in H(S) with respect to the natural partial order in N d , because if there exists h ∈ H(S) with f ≤ h then f h for every relaxed monomial order in N d , by Proposition 4.4. We have to prove that f is the unique maximal element. If there exists another maximal element g = f then, since f g and g f, g has got at least one component, the j-th for instance, that is larger than the j-th component of f. We are going to define a relaxed monomial order, ≺, by assigning suitable weight vectors w 1 , w 2 , . . . , w d . Let e i , for i = 1, . . . , d, denote the standard basis vectors. Fix w 1 = e j , w j = e 1 and w i = e i for i = 1, j. The relaxed monomial order defined in such a way leads to f ≺ g, but this is a contradiction. By Proposition 4.5, if S is a GNS such that there exists a unique maximal element f ∈ H(S) with respect to the partial order ≤ in N d , then S has a unique Frobenius element, independent of the fixed relaxed monomial order. Definition 4.6. Let S be a GNS such that there exists a unique maximal f ∈ H(S) with respect to the partial order ≤ in N d . We call (S, f) a Frobenius GNS and we can refer to f as the Frobenius element of S without ambiguity. Proof. It suffices to prove that f is the unique maximal element in H(S) with respect to the natural partial order in
Remark 4.9. The converse of Proposition 4.8 is not true. Let S = N 2 \ {(1, 0), (2, 0), (3, 0), (4, 0), (6, 0), (7, 0), (9, 0)}. It is easy to see that (9, 0) is the maximum in H(S) with respect to natural partial order in N 2 , but EH(S) = {(9, 0), (7, 0), (6, 0), (4, 0)}. So (S, (9, 0)) is a Frobenius GNS but it is not irreducible. Proof. It suffices to prove that there exist relaxed monomial orders, ≺ 1 , ≺ 2 , such that h 1 ≺ 1 h 2 and h 2 ≺ 2 h 1 . Since h 1 and h 2 are distinct maximal elements then h 1 has at least one coordinate, the i-th for instance, such that it is greater than the i-th coordinate of h 2 , and h 2 has a coordinate, the j-th for instance, that it is greater than the j-th coordinate of h 1 . We can define two relaxed monomial orders by weight vectors, as in the proof of Proposition 4.5. So we set ≺ 1 by the assignements w 1 = e j , w j = e 1 , w k = e k for k = 1, j, while for ≺ 2 we choose w 1 = e i , w i = e 1 , w k = e k for k = 1, i. In this way, h 1 ≺ 1 h 2 and h 2 ≺ 2 h 1 are both satisfied.
Example 4.14. If H(S) has more than two maximal elements, the same argument does not work, but it can occur that any maximal element in H(S) is Frobenius allowable, like in the following example. (2, 1) , (3, 0), (5, 0), (7, 0)}. The maximal elements in H(S) with respect to the natural partial order in N 2 are (1, 3), (2, 1), (7, 0). Let e 1 = (1, 0), e 2 = (0, 1), then:
• (1, 3) is Frobenius allowable, in fact we can define ≺, relaxed monomial order by weight vectors w 1 = e 2 and w 2 = e 1 . We have (7, 0) ≺ (2, 1) ≺ (1, 3). • (7, 0) is Frobenius allowable, in fact we can define ≺, relaxed monomial order by weight vectors w 1 = e 1 and w 2 = e 2 . We have (1, 3) ≺ (2, 1) ≺ (7, 0).
• (2, 1) is also Frobenius allowable with respect to the relaxed monomial order ≺ defined in Example 4.2, (3.), where < 1 is the lexicographic order. We have in fact (7, 0) ≺ (1, 3) ≺ (2, 1).
Formulas for Irreducible and Frobenius GNSs
In this section we give further characterizations of symmetric and pseudosymmetric GNSs in terms of the Frobenius element and the number of holes. Let us start by giving some notations.
Definition 5.1. Let S ⊆ N d be a GNS, h ∈ N d , and ≤ the natural partial order in N d . We define the sets:
• N (h) = {n ∈ π(h) | n ∈ S}.
• M H(S) the set of maximal elements in H(S), with respect to ≤. 
where |A| denotes the cardinality of the set A.
Proof. Observe that π(h) represents the set of integer points of the hyperrectangle whose vertices are h, the origin of axes, and the points in the coordinate planes (h 
Proof. In this case one can verify that
Every numerical semigroup is a Frobenius GNS and the previous proposition provides the well known inequality g ≥
, where F (S) and g are respectively the Frobenius number and the genus of the given numerical semigroup.
Definition 5.4. Let S ⊆ N d be a GNS and h ∈ H(S). Then we define the following map:
It is easy to see that the map is well defined and it is injective.
Proof. It follows easily since the map Ψ h is injective. Now we provide new characterizations for symmetric and pseudo-symmetric GNSs. Proof. (⇒) We suppose S is symmetric. Then EH(S) = P F (S) = {f}, so LH(f) = H(S) by Proposition 4.8. Let us prove that the map Ψ f is bijective, for this it suffices to prove that is surjective. If h ∈ LH(f), since S is symmetric, then s = f − h ∈ S, therefore Ψ f (s) = h so the map is surjective. So |LH(f)| = g and also |N (f)| = g, hence the map Ψ f is bijective. Now we prove that for every h ∈ H(S) we have f − h ∈ S. Since |LH(f)| = g and Ψ f is surjective, then LH(f) = H(S) and if h ∈ H(S) there exists s ∈ S such that Ψ f (s) = f − s = h, in other words f − h = s ∈ S. From Theorem 2.9 it follows that S is symmetric, in particular f ∈ M H(S), so it is the Frobenius element. S is a GNS of genus g = 7 and for f = (6, 1) ∈ H(S) the equality 2g = (6+1)(1+1) holds, so S is symmetric. Indeed, we have P F (S) = {(6, 1)}. Let S ′ = N 2 \ {(1, 0), (2, 0), (3, 0), (4, 0), (5, 0), (6, 0), (12, 0)}. S ′ is a GNS of genus g = 7 and for the element (12, 0), it holds 2g − 1 = (12 + 1)(0 + 1), so S ′ is pseudo-symmetric. Indeed, we have P F (S ′ ) = {(12, 0), (6, 0)}. 
Some open questions:
• Are there other properties, as for numerical semigroups, satisfied by symmetric and pseudo-symmetric GNSs? • Which are the Frobenius allowable elements in a GNS? Are they all the maximal elements in H(S) with respect to the natural partial order in N d or only some of them? • Apart from numerical semigroups and irreducible GNSs, is it possible to classify other classes of Frobenius GNSs in which there is only one Frobenius element with respect to any relaxed monomial order?
