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ON THE POSITIVITY OF A QUASI-LOCAL MASS IN
GENERAL DIMENSIONS
KWOK-KUN KWONG
Abstract. In this paper, we obtain a positivity result of a quasi-
local mass integral as proposed by Shi and Tam in general di-
mensions. The main argument is based on the monotonicity of a
mass integral in a foliation of quasi-spherical metrics and a pos-
itive mass type theorem which was proved by Wang and Yau in
the three dimensional case, and is shown here in higher dimensions
using spinor methods.
The well-known positive mass theorem states that for a complete
asymptotically flat manifold (M, g) such that g behaves like Euclidean
at infinity near each end and suppose its scalar curvature is non-
negative, then its ADM mass [2] of each end is non-negative. Moreover,
if the ADM mass of one of the end is zero, then (M, g) is actually the
Euclidean space. The positive mass theorem was proved by Schoen
and Yau [11, 12] using minimal surface techniques. Later on, Witten
[17] (see also [10, 4]) gave a simplified proof the positive mass theorem
using the spinors. Since then the method of spinors has been adopted
by many people to prove positive mass type theorems or some rigidity
results, see for example [1, 9, 13, 15, 16].
In particular, let us look at some results in this direction. Wang and
Yau [15] developed a quasi-local mass for a three dimensional manifold
with boundary whose scalar curvature is bounded from below by some
negative constant. Using spinors methods, they were able to prove that
this mass is non-negative. Later on, Shi and Tam [14] also proved a
similar result in the three dimensional case, but with a simpler and
more explicit definition of the mass. In this paper, we will show that
the results of Shi-Tam and Wang-Yau also hold in higher dimensions.
More precisely, in [14], Shi and Tam proved the following:
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2Theorem 0.1. ([14] Theorem 3.1) Let (Ω, g) be a compact 3-dimensional
orientable manifold with smooth boundary Σ = ∂Ω, homeomorphic to
a 2-sphere. Assuming the following conditions:
(1) The scalar curvature R of (Ω, g) satisfies R ≥ −6k2 for some
k > 0,
(2) Σ is a topological sphere with Gaussian curvature K > −k2 and
mean curvature H > 0, so that Σ can be isometrically embedded
into H3−k2 (the hyperbolic space with curvature −k2) with mean
curvature H0.
Then there is a future time-like vector-valued function W on Σ such
that the vector ∫
Σ
(H0 −H)W dΣ ∈ R3,1
is future non-spacelike. Here W = (x1, x2, x3, αt) for some α > 1 de-
pending only on the intrinsic geometry of Σ, where X = (x1, x2, x3, t) ∈
H3−k2 ⊂ R3,1 is the position vector of the embedding of Σ.
In this paper, we will prove the analogous result in higher dimensions
for spin manifolds (note that three dimensional orientable manifolds
are spin). More precisely we will prove the following
Theorem 0.2. (cf. Theorem 3.1) Let n ≥ 3 and (Ω, g) be a com-
pact spin n-manifold with smooth boundary Σ. Assuming the following
conditions:
(1) The scalar curvature R of (Ω, g) satisfies R ≥ −n(n− 1)k2 for
some k > 0,
(2) Σ is topologically a (n−1)-sphere with sectional curvature K >
−k2, mean curvature H > 0 and Σ can be isometrically embed-
ded uniquely into Hn−k2 with mean curvature H0.
Then there is a future time-like vector-valued function W on Σ such
that the vector ∫
Σ
(H0 −H)W dΣ ∈ Rn,1
is future non-spacelike. Here W = (x1, x2, · · · , xn, αt) for some α > 1
depending only on the intrinsic geometry of Σ, whereX = (x1, x2, · · · , xn, t) ∈
Hn−k2 ⊂ Rn,1 is the position vector of the embedding of Σ.
The value of α in Theorem 0.1 and 0.2 will be given in Theorem
3.1. To prove Theorem 0.2, there are two main ingredients. One is the
monotonicity of the mass integral under certain flow of the embedded
3surface in Hn−k2, and the other is a positive mass type theorem (Theo-
rem 2.1). This positive mass theorem was originally proved by Wang
and Yau [15] in the three dimensional case. Here we will give a proof
in general dimension. In particular, the existence of the Killing spinor
fields plays an important role in the proof. The crucial observations
for the proof of the positive mass theorem are some identities involving
Killing spinors on the hyperbolic space (Proposition 2.2, 2.1).
Let us also mention that it was conjectured (cf. [14]) that the value
of α in Theorem 0.1 can be taken to be 1. Indeed, it was proved by
Tam and the author [7] that in the three-dimensional case, if we define
the quasilocal mass integral of Σ to be
∫
Σ
(H0 −H)X , then it has the
desired limiting behavior, in the sense that this mass integral, when
evaluated on coordinate spheres, will tend to the mass (cf. [16]) of an
asymptotically hyperbolic manifold (under suitable assumptions and
normalization). It is also natural to ask if α in Theroem 0.2 can be
taken to be 1.
This paper is organized as follows. In Section 1, we will first state
and prove some preliminary results, most of which are similar to those
in [14] and [15]. In Section 2, we will state and prove a positive mass
type theorem in general dimension. In particular, we will derive some
results about Kiling spinors and the Dirac operator in this section for
later use. In Section 3, we will give the proof of our main result.
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1. Preliminaries
In this section, we will state and prove some preliminary results which
are similar to those in [14] and [15]. The setup is as follows.
Let (Ω, g) be a compact n-dimensional manifold with smooth bound-
ary Σ = ∂Ω, homeomorphic to a (n − 1)-sphere. Suppose the scalar
curvature R of Ω satisfies R ≥ −n(n − 1)k2 for some k > 0. Let H
be the mean curvature of Σ with respect to the outward normal. We
assume H is positive, the sectional curvature of Σ is greater than −k2
and Σ can be isometrically embedded uniquely into Hn−k2 , the hyper-
bolic space of constant sectional curvature −k2. We use the following
4hyperboloid model for Hn−k2 :
H
n
−k2 =
{
(x1, · · · , xn, t) ∈ Rn,1 |
n∑
i=1
x2i − t2 = −
1
k2
, t > 0
}
(1.1)
where Rn,1 is the Minkowski space with Lorentz metric
n∑
i=1
dx2i − dt2.
The position vector of Hn−k2 in R
n,1 can be parametrized by
X = (x1, · · · , xn, t) = 1
k
(sinh(kr)Y, cosh kr) (1.2)
where Y ∈ Sn−1, the unit sphere in Rn. Note that r is the geodesic
distance of a point from o = (0, · · · , 0, 1/k) ∈ Hn−k2 . Without loss of
generality we can assume that Σ0, the embedded image of Σ, encloses
a region Ω0 which contains o.
Let Σρ be the level surface outside Σ0 in H
n
−k2 with distance ρ from
Σ0. Suppose F : Σ→ Hn−k2 is the embedding with unit outward normal
N , then Σρ as a subset of R
n,1 is given by ([14] Equation (2.2))
X(p, ρ) = cosh(kρ)X(p, 0) +
1
k
sinh(kρ)N(p, 0). (1.3)
Here for simplicity, (p, ρ) denotes a point Σρ which lies on the geodesic
perpendicular to Σ0 starting from the point p ∈ Σ0 and X(p, 0) =
X(F (p)).
On Hn−k2 \ Ω0, the hyperbolic metric can be written as
g′ = dρ2 + gρ, (1.4)
where gρ is the induced metric on Σρ. As in [15], we can perturb the
metric to form a new metric on Hn−k2 \ Ω0
g′′ = u2dρ2 + gρ (1.5)
(note that the induced metrics from g′ and g′′ on Σρ are the same)
with prescribed scalar curvature −n(n − 1)k2, where u satisfies ([15]
Equation 2.10):
2H0
∂u
∂ρ
= 2u2∆ρu+ (u− u3)(Rρ + n(n− 1)k2),
u(p, 0) =
H0(p, 0)
H(p)
.
(1.6)
Here ∆ρ is the Laplacian on Σρ, R
ρ is the scalar curvature of Σρ,
H0(p, ρ) is the mean curvature of Σρ in (H
n
−k2, g
′) and H(p) is the mean
5curvature of ∂Ω in (Ω, g). The mean curvature of Σρ with respect to
the new metric g′′ is then
H(p, ρ) =
H0(p, ρ)
u(p, ρ)
. (1.7)
We have the following estimates:
Lemma 1.1 (cf. [15] p. 255-257). (1) For all ρ, e−2kρgρ is uniformly
equivalent to the standard metric on Sn−1. Indeed, we can
choose a coordinates around any p ∈ Σ such that gab(p, ρ) =
fδab, where f =
sinh2(k(µa+ρ))
sinh2(kµa)
, e2kρ or cosh
2(k(µa+ρ))
cosh2(kµa)
and λa(p, 0) =
k coth(kµa), k or k tanh(kµa) is the initial principal curvature
with respect to g′.
(2) Let dΣρ denotes the volume element of Σρ, then e
−(n−1)kρdΣρ is
uniformly equivalent to the volume element dSn−1 of Sn−1.
(3) The principal curvatures of Σρ with respect to g
′ is of order
λa(p, ρ) = k(1 + O(e
−2kρ)), and therefore H0 = (n − 1)k +
O(e−2kρ).
(4) |u− 1| ≤ Ce−nkρ for some C > 0 independent of ρ.
We also have the following long time existence result:
Proposition 1.1 (cf. [15] Theorem 2.1). (1) The solution u of (1.6)
exists for all time and v = lim
ρ→∞
enkρ(u − 1) exists as a smooth
function on Σ.
(2) g′′ = u2dρ2+gρ is asymptotically hyperbolic [1] onM = Hn−k2\Ω0
with scalar curvature −n(n− 1)k2.
(3) Let A : (TM, g′) → (TM, g′′) be the Gauge transformation de-
fined by A ∂
∂ρ
= 1
u
∂
∂ρ
and AV = V for any vector V ∈ TΣρ, then
|A− Id|g′ = O(e−nkρ) and |∇′A|g′ = O(e−nkρ).
Since the proofs of the above two results are exactly the same as in
[15] except some obvious modification, we omit them here.
Lemma 1.2. (cf. [14] Lemma 3.4) On Hn−k2 \ Ω0,
H0
∂X
∂ρ
+∆ρX − (n− 1)k2X = 0.
Proof. First of all it is easy to see that ∆Hn
−k2
X = nk2X . On the
other hand, under the foliation by Σρ, the ∆Hn
−k2
is given by ∆Hn
−k2
=
6∂2
∂ρ2
+H0
∂
∂ρ
+∆ρ, where ∆ρ is the Laplacian on Σρ. So using (1.3),
nk2X =
∂2
∂ρ2
X +H0
∂
∂ρ
X +∆ρX = k
2X +H0
∂
∂ρ
X +∆ρX.

Let B0(R1) and B0(R2) be geodesic balls in H
n
−k2 such that B0(R1) ⊂
D ⊂ B0(R2). We define W = (x1, x2, · · · , xn, αt) with
α = coth kR1 +
1
sinh kR1
(
sinh2 kR2
sinh2 kR1
− 1
) 1
2
,
where X = (x1, x2, · · · , xn, t) is the position vector of Σρ in Rn,1.
Clearly we also have
Lemma 1.3. On Hn−k2 \ Ω0, H0 ∂W∂ρ +∆ρW − (n− 1)k2W = 0.
Lemma 1.4. (cf. [14] Equation 3.8) On Hn−k2 \ Ω0,
d
dρ
(∫
Σρ
(H0 −H)XdΣρ
)
=−
∫
Σρ
u−1(u− 1)2
((
Rρ + (n− 1)(n− 2)k2) X
2
+H0
∂X
∂ρ
)
dΣρ.
7Proof. By (1.6) and the divergence theorem,
d
dρ
(∫
Σρ
(H0 −H)XdΣρ
)
=
d
dρ
(∫
Σρ
H0(1− u−1)XdΣρ
)
=
∫
Σρ
(
∂H0
∂ρ
(1− u−1)X +H0u−2∂u
∂ρ
X +H0(1− u−1)∂X
∂ρ
+H20 (1− u−1)X)dΣρ
=
∫
Σρ
((
∂H0
∂ρ
+H20 )(1− u−1)X
+
(
∆ρu+
1
2
(u−1 − u)(Rρ + n(n− 1)k2)
)
X +H0(1− u−1)∂X
∂ρ
)dΣρ
=
∫
Σρ
((
∂H0
∂ρ
+H20 )(1− u−1)X +
1
2
(u−1 − u)(Rρ + n(n− 1)k2)X
+H0(1− u−1)∂X
∂ρ
+ (u− 1)∆ρX)dΣρ
=
∫
Σρ
(I + II + III + IV)dΣρ
(1.8)
where we have used (1.6) in line 4 and divergence theorem in line 5.
The Gauss equation gives
Rρ = −(n− 1)(n− 2)k2 +H20 − |A|2 (1.9)
where A is the second fundamental form of Σρ with respect to the
hyperbolic metric g′. By the evolution equation of H0 ([15] Equation
(2.4)) and the Gauss equation (1.9),
∂H0
∂ρ
= −|A|2 + (n− 1)k2 = Rρ + (n− 1)2k2 −H20 .
So I = (Rρ + (n− 1)2k2)(1− u−1)X .
Direct calculation gives
(Rρ + (n− 1)2k2)(1− u−1) + 1
2
(u−1 − u)(Rρ + n(n− 1)k2)
=− 1
2
u−1(u− 1)2(Rρ + (n− 1)(n− 2)k2)− (n− 1)(u− 1)k2.
8So we have
I+ II = (−1
2
u−1(u− 1)2 (Rρ + (n− 1)(n− 2)k2)− (n− 1)(u− 1)k2)X.
By lemma 1.2, ∆ρX − (n− 1)k2X = −H0 ∂X∂ρ . Therefore
I + II + III + IV
=− 1
2
u−1(u− 1)2 (Rρ + (n− 1)(n− 2)k2)X
+ (u− 1)
(
H0
u
∂X
∂ρ
+∆ρX − (n− 1)k2X
)
=− 1
2
u−1(u− 1)2 (Rρ + (n− 1)(n− 2)k2)X + (u− 1)(u−1 − 1)H0∂X
∂ρ
=− u−1(u− 1)2
((
Rρ + (n− 1)(n− 2)k2) X
2
+H0
∂X
∂ρ
)
.
This together with (1.8) gives the result. 
2. A positive mass theorem
We will need the following positive mass type theorem (cf. [15] The-
orem 6.1 and Corollary 6.3) which was proved by Wang and Yau when
n = 3.
Theorem 2.1 (Wang-Yau). Let n ≥ 3 and (Ω, g) is a n-dimensional
compact spin manifold with nonempty smooth boundary which is a topo-
logical sphere. Suppose the scalar curvature R of Ω satisfies R ≥
−n(n − 1)k2, the sectional curvature of its boundary Σ satisfies K >
−k2, the mean curvature of the boundary with respect to outward unit
normal is positive, and Σ can be isometrically embedded uniquely into
Hn−k2 in R
n,1. Then
lim
ρ→∞
∫
Σρ
(H0 −H)X · ζ ≤ 0
for any future-directed null vector ζ in Rn,1. Here H0, H are functions
in (p, ρ) as in (1.7) and X ∈ Hn−k2 ⊂ Rn,1 is the position vector of the
isometric embedding of Σ.
In other words, lim
ρ→∞
∫
Σρ
(H0−H)X dΣρ is a future non-spacelike vector.
As a corollary,
9Corollary 2.1. With the same assumptions as in Theorem 2.1,
lim
ρ→∞
∫
Σρ
(H0 −H) cosh kr dΣρ ≥ 0
where r is defined in (1.2).
2.1. Killing spinors on (Hn−k2 , g
′). The proof of Theorem 2.1 requires
the existence of Killing spinor fields (i.e. a section of the spinor bundle
S(Hn−k2, g
′) satisfying the Killing equation (2.1), see [8]) on the hyper-
bolic space. A Killing spinor φ′ on (Hn−k2, g
′) satisfies the equation
∇′V φ′ +
√−1
2
kc′(V )φ′ = 0 for any tangent vector V (2.1)
where c′(V ) is the Clifford multiplication by V and ∇′ is the spin
connection (with respect to the hyperbolic metric g′). The Killing
spinors on hyperbolic spaces were studied by Baum [3], who proved
that on Hn−k2, the set of all Killing spinors is parametrized by a ∈ C2
m
,
m = ⌊n
2
⌋ (integer part). The following two propositions are crucial.
Proposition 2.1. Let φ′a,0 be the Killing spinor on (H
n
−k2 , g
′), corre-
sponding to a ∈ C2m, m = ⌊n
2
⌋, then
|φ′a,0|2g′ = −2kX · ζa
where · denotes the Lorentz inner product in Rn,1 and
ζa =
n∑
j=1
〈√−1c(ej)a, a〉ej − 〈
√−1c(e0)a, a〉e0. (2.2)
Here 〈·, ·〉 is the inner product in C2m, c(ej) denotes the Clifford mul-
tiplication by the Clifford matrices (as defined in [3] p.206) for the
orthonormal basis ∂
∂t
= e0,
∂
∂xj
= ej in R
n,1 (1 ≤ j ≤ n) and c(e0) is
defined to be
√−1I, where I is the identity matrix.
Proof. Let k = 1 for simplicity. Baum ([3, Theorem 1], µ = −k
2
) proved
that in the ball model for Hn, the Killing spinor can be expressed as
(note that the spinor bundle is trivial)
φ = φ′a,0(x) =
√
2
1− |x|2 (a−
√−1c(x)a)
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where c(x)a =
n∑
j=1
xjc(ej)a for x = (x1, · · · , xn). It is easily computed
that
|φ|2 = 2
(
1 + |x|2
1− |x|2 |a|
2 − 2
1− |x|2 〈
√−1c(x)a, a〉
)
.
The change of coordinates from the ball model to the hyperboloid
model is given by
X = (
2x
1− |x|2 ,
1 + |x|2
1− |x|2 ) ∈ R
n,1.
So
−2X · ζa = −4
n∑
j=1
xj
1− |x|2 〈
√−1c(ej)a, a〉+ 21 + |x|
2
1− |x|2 |a|
2
= 2
(
1 + |x|2
1− |x|2 |a|
2 − 2
1− |x|2 〈
√−1c(x)a, a〉
)
= |φ|2.

Proposition 2.2. For every null vector ζ ∈ Rn,1 (n ≥ 2), ζ = ζa for
some a ∈ C2m, where m = ⌊n
2
⌋ and ζa is defined in (2.2).
Proof. Define ηa =
n∑
j=1
〈√−1c(ej)a, a〉ej. As ζa =
n∑
j=1
〈√−1c(ej)a, a〉ej+
|a|2e0, it suffices to prove that for any X ∈ Sn−1 ⊂ Rn, there exists
a ∈ C2m with |a| = 1 such that ηa = X . This can be proved in a
similar way as in [16] p.285-286. Here we use a different proof which is
more explicit. We divide into two cases: (i) n is odd and (ii) n is even.
(i) For the odd case where n = 2m + 1, we apply induction on m.
When 2m+1 = 3, this is done in [15] (p.17). We state it here for later
use. The three Clifford matrices for n = 3 are g1, g2 and
√−1T (see
[3, p. 206]), where
g1 =
(√−1 0
0 −√−1
)
, g2 =
(
0
√−1√−1 0
)
, T =
(
0 −√−1√−1 0
)
.
So for any ~z ∈ S2, there exists a ∈ C2 with |a| = 1 such that
~z = (〈√−1g1(a), a〉, 〈
√−1g2(a), a〉, 〈−T (a), a〉). (2.3)
Assume the result is true for n = 2m − 1, and denote the Clifford
matrices in dimension 2m−1 simply by {cj}2m−1j=1 . Let {dj}2m+1j=1 be the
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Clifford matrices in dimension 2m+1, as defined in [3, p. 206 Equation
(2)]. Then it is easily seen that
dj = I ⊗ cj for j = 1, · · · , 2m− 2, I is the 2× 2 identity matrix,
d2m−1 = −
√−1g1 ⊗ c2m−1,
d2m = −
√−1g2 ⊗ c2m−1,
d2m+1 = T ⊗ c2m−1.
(2.4)
Now letX ∈ S2m, thenX = (y1, y2, · · · , y2m−1~z) for some y = (y1, · · · , y2m−1) ∈
S2m−2 and ~z ∈ S2. By induction assumption, there exists b ∈ C2m−1
with |b| = 1 such that
y = (〈√−1c1(b), b〉, · · · , 〈
√−1c2m−1(b), b〉)
and by (2.3), there exists a ∈ C2 with |a| = 1 such that
−~z = (〈√−1g1(a), a〉, 〈
√−1g2(a), a〉, 〈−T (a), a〉).
Combining these with (2.4), it is easily seen that ηa⊗b = X .
(ii) For the even case, we also apply induction onm. When n = 2, the
two Clifford matrices are g1 and g2 and ηa = (−|a1|2 + |a2|2,−a1a2 −
a2a1) where a = (a1, a2) ∈ C2. For X = (cos θ, sin θ) ∈ S1, just take
a = (− sin θ
2
, cos θ
2
) so that ηa = X .
Assume the result is true for n = 2m and denote {cj}2mj=1 to be the
corresponding Clifford matrices as defined in [3, p. 206 Equation (1)].
Let {dj}2m+2j=1 be the Clifford matrices for n = 2m+2. Then it is easily
seen that
d1 = I ⊗ g1 where I is the 2m × 2m identity matrix,
d2 = I ⊗ g2 where I is the 2m × 2m identity matrix,
dj+2 = cj ⊗ T for j = 1, · · · , 2m.
(2.5)
Now let X ∈ S2m+1, then X = (z1, z2, z3~y) for some (z1, z2, z3) ∈ S2
and ~y ∈ S2m−1. By (2.3), there exists b ∈ C2 with |b| = 1 such that
(z1, z2,−z3) = (〈
√−1g1(b), b〉, 〈
√−1g2(b), b〉, 〈−T (b), b〉)
and by induction assumption, there exists a ∈ C2m−1 with |a| = 1 such
that
~y = (〈√−1c1(a), a〉, · · · , 〈
√−1c2m(a), a〉).
Combining these with (2.5), it is easily seen that ηa⊗b = X. 
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2.2. The hypersurface Dirac operator. In this subsection, we will
give some general results for the hypersurface Dirac operator. Most of
the materials in this section can be found, for example, in [6].
Recall that on the spinor bundle S(Mn) over a spin manifold (M, g),
the Dirac operator D is defined to be
Dψ =
n∑
i=1
cM(ei)∇Mei ψ
for any spinor ψ ∈ Γ(S(M)), where {ei}ni=1 is a local orthonormal frame
on M , cM is the Clifford multiplication and ∇M is the spin connection
on S(M). The local formula for ∇M is given by [8, Theorem 4.14]
∇Mei ψ = ei(ψ) +
1
2
n∑
j<k
〈∇eiej, ek〉cM(ej)cM(ek)ψ,
where {ei}ni=1 are orthonormal frames onM . For simplicity, let us write
c for cM and ∇ for ∇M .
Now, for a spin manifold M , if Σ ⊂ M is an oriented smooth hy-
persurface, then M induces a natural spin structure on Σ, compatible
with the induced orientation from M .
We let S := S(Mn)|Σ, the restriction of the spinor bundle of M to
Σ. Then it can be shown that S = S(Σ) when n is odd and S =
S(Σ)⊕ S(Σ) when n is even. We will work on S (instead of S(Σ)).
Definition 2.1. We define the hypersurface spin connection ∇S, the
hypersurface Clifford multiplication cS and the hypersurface Dirac op-
erator DS on S by
∇SXψ = ∇Xψ +
1
2
c(ν)c(B(X))ψ,
cS(X) = −c(ν)c(X),
DSψ =
n−1∑
a=1
cS(ea)∇Seaψ.
where ν is a fixed unit normal (outward if this makes sense) and B is
the shape operator on Σ, i.e. B(X) = −∇Xν.
In local formula, for {ea}n−1a=1 orthonormal on Σ and en = ν be the
unit outward normal,
∇Seaψ = ∇eaψ +
1
2
n−1∑
b=1
habc(eb)c(en)ψ. (2.6)
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(It can be verified that ∇S = ∇Σ ⊕∇Σ and cS = cΣ ⊕ −cΣ when n is
even. )
Definition 2.2. We define the Killing spin connection ∇̂, Killing Dirac
operator D̂ and the Killing boundary operator B̂ respectively by
∇̂V ψ = ∇V ψ +
√−1
2
kc(V )ψ,
D̂ψ =
n∑
i=1
c(ei)∇̂eiψ,
B̂ψ =
n−1∑
a=1
c(en)c(ea)∇̂eaψ = ∇̂enψ + D̂ψ.
(2.7)
Actually B̂ is the boundary operator for the Lichnerowicz type for-
mula ([15] Equation 3.2): for any bounded region U with smooth
boundary, we have∫
U
(
〈∇̂ψ, ∇̂ϕ〉+ 1
4
(R + n(n− 1))〈ψ, ϕ〉 − 〈D̂ψ, D̂ϕ〉
)
=
∫
∂U
〈ψ, B̂ϕ〉.
(2.8)
where R is the scalar curvature.
From now on until the end of this section, the indices a, b, c run from
1 to n−1 and i, j, k run from 1 to n. Repeated indices will be summed
over.
Proposition 2.3. Let ψ be a spinor onM and H is the mean curvature
of Σ ⊂M . Then on Σ,
B̂ψ = −DSψ − H
2
ψ −
√−1
2
k(n− 1)c(en)ψ.
Proof. We have B̂ψ = c(en)c(ea)∇̂eaψ. Using (2.6),
c(en)c(ea)∇̂eaψ = c(en)c(ea)∇Seaψ+
1
2
habc(ea)c(eb)−
√−1
2
k(n−1)c(en)ψ.
We have cS(ea) = c(ea)c(en), so c(en)c(ea)∇Sea = −DS. Also, habc(ea)c(eb) =−H . The result follows. 
Let us now return to the hyperbolic space. More precisely, defineM =
Hn−k2 \ Ω0. Let A : (TM, g′)→ (TM, g′′) be the Gauge transformation
defined by A ∂
∂ρ
= 1
u
∂
∂ρ
(u as defined in (1.6)) and AV = V for any
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vector V tangential to Σρ. A can be lifted to the spinor bundles as an
isometry [1], i.e. A : S(M, g′)→ S(M, g′′). Also,
A(c′(X)ψ) = c′′(AX)Aψ
where c′ (resp. c′′) denotes the Clifford multiplication associated to g′
(resp. g′′). We will also denote by e′′n (resp. e
′
n) to denote the unit
outward normal of Σρ with respect to g
′′ (resp. g′).
Proposition 2.4. Let φ′0 be a Killing spinor with respect to ∇′ on
M = Hn−k2 \ Ω0 and φ0 = Aφ′0. Let DS be the hypersurface Dirac
operator on Σρ with respect to (M, g
′′) as defined in (2.7). Then on
Σρ,
−DSφ0 = H0
2
φ0 +
√−1
2
k(n− 1)c′′(e′′n)φ0.
(Recall that H0 is the mean curvature of Σρ with respect to g
′. )
Proof. (The idea is the same as [15] Proposition 2.4 (modulo a minor
misprint there), except we have to replace ∇Σρ by ∇S etc. )
For ∇eaψ := A∇ea(A−1ψ), we have
∇eaφ0 = −
√−1
2
kc′′(ea)φ0 (2.9)
Consider
∇eaψ =ea(ψ) +
1
2
n−1∑
b<c
g′′(∇eaeb, ec)c′′(eb)c′′(ec)ψ
+
1
2
n−1∑
b=1
g′′(∇eaeb, e′′n)c′′(eb)c′′(e′′n)ψ.
(2.10)
Note that g′′(∇eaeb, ec) = g′′(A∇′eaA−1eb, ec) = g′′(A∇′eaeb, Aec) =
g′(∇′eaeb, ec) = g′′(∇′′eaeb, ec) (as g′|Σρ = g′′|Σρ). Also, g′′(∇eaeb, e′′n) =
g′′(A∇′eaA−1eb, Ae′n) = g′(∇′eaeb, e′n) = −h0ab. So (2.10) becomes
∇eaψ = ea(ψ) +
1
2
∑
b<c
g′′(∇′′eaeb, ec)c′′(eb)c′′(ec)ψ −
1
2
h0abc
′′(eb)c′′(e′′n)ψ
= ∇Seaψ −
1
2
h0abc
′′(eb)c
′′(e′′n)ψ by (2.6).
(2.11)
Note that by definition of DS and cS,
DSψ = cS(ea)∇Seaψ = −c′′(e′′n)c′′(ea)∇Seaψ.
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So using (2.11) and (2.9),
DSφ0 = −c′′(e′′n)c′′(ea)
(
∇eaφ0 +
1
2
h0abc
′′(eb)c′′(e′′n)φ0
)
= −c′′(e′′n)c′′(ea)
(
−
√−1
2
kc′′(ea)φ0 +
1
2
h0abc
′′(eb)c′′(e′′n)φ0
)
= −
√−1
2
k(n− 1)c′′(e′′n)φ0 −
H0
2
φ0.

Proposition 2.5. With the assumptions in Theorem 2.1, let φ′a,0 be a
Killing spinor with respect to g′ and φ0 = Aφ′0 on M . Then the limit
lim
ρ→∞
∫
Σρ
(H0 −H)|φ0|2g′′dΣρ exists.
Proof. φ′0 = φ
′
a,0 as in Proposition 2.1. By Proposition 2.1, |φa,0|2g′′ =
−2kX · ζa. By (1.3), e−kρX(p, ρ)→ γ(p) = X(p, 0) + 1kN(p, 0).
Also enkρ(H0−H) = H0enkρ(1−u−1)→ (n−1)kv as given by Lemma
1.1 and Proposition 1.1. By Lemma 1.1 again, e−(n−1)kρdΣρ tends to
a measure dµ on Σ, induced by the metric g∞ = lim
ρ→∞
e−2ρgρ. All the
above limits are uniform in ρ. Thus we have∫
Σρ
(H0 −H)|φ0|2g′′dΣρ
=− 2k
∫
Σ
H0(e
nkρ(1− u−1))(e−kρX(p, ρ) · ζa)e−(n−1)kρdΣρ
→− 2(n− 1)k2
∫
Σ
v(γ · ζa)dµ.

2.3. Proof of Theorem 2.1. Following the ideas in [15] Theorem 6.1
and Corollary 6.3, we now give the proof of Theorem 2.1.
Proof of Theorem 2.1. Define g′′ = u2dρ2 + gρ on M = Hn−k2 \ Ω0 as
in (1.5), with u satisfying (1.6). Let g˜ be the metric defined on M˜ =
M ∪F Ω such that g˜ = g on Ω and g˜ = g′′ on M , where F is the
embedding of Ω into Hn−k2 . Note that g˜ is Lipschitz near ∂Ω, i.e. there
is a smooth coordinates around ∂Ω such that the coefficients g˜ij are
Lipschitz.
Let ∇̂V = ∇˜V +
√−1
2
kc˜(V ) and D̂ = c˜(ei)∇̂ei be the Killing connection
and Killing-Dirac operator associated with g˜ respectively. (All inner
16
products and norms in this proof are taken with respect to g˜ unless
otherwise stated. )
Let φ′0 be a Killing spinor on H
n
−k2 and φ0 = Aφ
′
0 on M , we claim
that there is a (Killing harmonic) spinor φ with D̂φ = 0 on M˜ such
that
0 ≤ lim
m→∞
∫
Σρm
〈φ, B̂φ〉 = lim
m→∞
∫
Σρm
〈φ0, B̂φ0〉 (2.12)
where ρm → ∞ and B̂ is the boundary operator with respect to g˜ as
in (2.7).
Since we are only interested in the asymptotic behavior, by cutting
off, we can assume that φ0 can be extended smoothly on the whole M˜ .
Then outside a compact set, for ∇ = A∇A−1, we have{
∇eaφ0 = −
√−1
2
c˜(ea)φ0,
∇ ∂
∂ρ
φ0 = −
√−1
2
1
u
c˜( ∂
∂ρ
)φ0.
So {
∇̂eaφ0 = ∇˜eaφ0 +
√−1
2
c˜(ea)φ0 = (∇˜ea −∇ea)φ0,
∇̂ ∂
∂ρ
φ0 = ∇˜ ∂
∂ρ
φ0 +
√−1
2
c˜( ∂
∂ρ
)φ0 = (∇˜ ∂
∂ρ
− u∇ ∂
∂ρ
)φ0.
By the estimates in Lemma 2.1 of [1], we have
|(∇˜ − ∇)ψ| ≤ C|A−1||∇′A||ψ|.
By Proposition 1.1, |A−1||∇′A| = O(e−nkρ). Also |φ0|2 = O(ekρ) by
Proposition 2.1, so |∇̂φ0| = O(e−(n− 12 )kρ). By Lemma 1.1, the volume
element of (M˜, g˜) is of order e(n−1)kρ. We then have ∇̂φ0, and therefore
D̂φ0, are both in L
2(M˜, g˜).
We now find φ1 ∈ W 1,2 such that D̂φ1 = D̂φ0 as follows. Define a
linear map on W 1,2 by l(ψ) =
∫
M˜
〈D̂ψ, D̂φ0〉 and the sesquilinear form
B on W 1,2 by B(ψ, ϕ) =
∫
M˜
〈D̂ψ, D̂ϕ〉. We claim that B is bounded
and coercive.
Let M˜ρ be the region in M˜ bounded by Σρ and let ψ, ϕ ∈ C∞c .
On M˜ρ \ Ω, R = −n(n − 1), so by the Lichnerowicz formula (2.8),
Proposition 2.3 and the definition of B̂,∫
M˜ρ\Ω
(〈∇̂ψ, ∇̂ϕ〉 − 〈D̂ψ, D̂ϕ〉) =
∫
∂Ω
〈ψ, (DS + H
2
+
√−1c′′(ν))ϕ〉
+
∫
Σρ
〈ψ, (∇ν + c′′(ν)D̂)ϕ〉.
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On Ω ⊂ M˜ρ,∫
Ω
(〈∇̂ψ, ∇̂ϕ〉 − 〈D̂ψ, D̂ϕ〉+ 1
4
(R + n(n− 1))〈ψ, ϕ〉)
=
∫
∂Ω
〈ψ,−(DS + H
2
+
√−1c′′(ν))ϕ〉.
To be precise, H in the two equations above are the mean curvatures
of ∂Ω with respect to g′′ and g respectively, but since they agree ((1.6),
(1.7)), so adding them up gives∫
M˜ρ
(〈∇̂ψ, ∇̂ϕ〉−〈D̂ψ, D̂ϕ〉+1
4
(R+n(n−1))〈ψ, ϕ〉) =
∫
Σρ
〈ψ, (∇ν+c′′(ν)D̂)ϕ〉.
As R = −n(n− 1) outside Ω, so
B(ψ, ϕ) =
∫
M˜
〈D̂ψ, D̂ϕ〉 =
∫
M˜
(
〈∇̂ψ, ∇̂ϕ〉+ 1
4
(R + n(n− 1))〈ψ, ϕ〉
)
≤ C‖ψ‖W 1,2‖ϕ‖W 1,2.
So B is bounded on W 1,2. On the other hand, as R ≥ −n(n − 1), for
ψ ∈ C∞c ,∫
M˜
|D̂ψ|2 ≥
∫
M˜
|∇̂ψ|2 =
∫
M˜
(|∇ψ|2 + n|ψ|
2
4
+
√−1
2
(〈Dψ, ψ〉 − 〈ψ,Dψ〉))
=
∫
M˜
(|∇ψ|2 + n|ψ|
2
4
) ≥ C‖ψ‖2W 1,2.
So B is also coercive. Then by Lax-Milgram theorem, there exists
φ1 ∈ W 1,2 such that B(φ1, ψ) = l(ψ) for all ψ ∈ W 1,2. i.e.
∫
M˜
〈D̂(φ1 −
φ0), ψ̂〉 = 0. Let φ = φ1 − φ0 and define β = D̂φ, so we have∫
M˜
〈β, D̂ψ〉 = 0 for all ψ ∈ W 1,2. This implies D̂β = −n√−1β weakly,
as D̂∗ = D̂ + n
√−1.
As argued in [13] Lemma 3.3, β ∈ W 1,2loc . Note also that in the weak
sense, D̂β = −n√−1β = −n√−1(D̂φ1 − D̂φ0) ∈ L2. Then∫
M˜ρ
〈D̂β, D̂β〉 =
∫
M˜ρ
〈(D̂ + n√−1)D̂β,Dβ〉 −
∫
Σρ
〈c˜(ν)D̂β, D̂β〉
=
∫
M˜ρ
〈D̂(D̂ + n√−1)β, β〉 −
∫
Σρ
〈c˜(ν)D̂β, D̂β〉
= −
∫
Σρ
〈c˜(ν)D̂β, D̂β〉 ≤
∫
Σρ
|D̂β|2.
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As
∫
M˜
|D̂β|2 <∞, there is a sequence ρm →∞ such that
∫
Σρm
|D̂β|2 →
0. But then∫
M˜
|D̂β|2 = lim
m→∞
∫
M˜ρm
|D̂β|2 ≤ lim
m→∞
∫
Σρm
|D̂β|2 → 0.
i.e. D̂β = 0. As D̂β = −n√−1β, we have D̂φ = β = 0. Now, by the
Lichnerowicz formula (2.8), as D̂φ = 0,
0 ≤
∫
M˜ρ
(
|∇̂φ|2 + 1
4
(R + n(n− 1))|φ|2
)
=
∫
Σρ
〈B̂φ, φ〉
=
∫
Σρ
〈B̂(φ1 − φ0), φ1 − φ0〉
=
∫
Σρ
〈B̂φ0, φ0〉+
(∫
Σρ
〈B̂φ1, φ1〉 −
∫
Σρ
〈B̂φ0, φ1〉 −
∫
Σρ
〈B̂φ1, φ0〉
)
.
We claim that there is ρm → ∞ such that the three terms in the
bracket above will tend to zero as m→∞. Consider∫
Σρ
〈B̂φ0, φ1〉 =
∫
Σρ
〈(∇̂ν + c˜(ν)D̂)φ0, φ1〉
≤ (
∫
Σρ
|∇̂νφ0|2) 12 (
∫
Σρ
|φ1|2) 12 + (
∫
Σρ
|D̂φ0|2) 12 (
∫
Σρ
|φ1|2) 12 .
As
∫
M˜
|∇̂φ0|2,
∫
M˜
|D̂φ0|2 and
∫
M˜
|φ1|2 are all finite, there is ρm → ∞
such that
∫
Σρm
〈B̂φ0, φ1〉 → 0. Similarly, as
∫
M˜
|φ̂1|2 <∞, we can also
assume that
∫
Σρm
〈B̂φ1, φ1〉 → 0. (2.12) is proved.
Now, by Proposition 2.3 and 2.4,
0 ≤ lim
m→∞
∫
Σρm
〈B̂φ, φ〉 = lim
m→∞
∫
Σρm
〈B̂φ0, φ0〉 = lim
m→∞
1
2
∫
Σρm
(H0−H)|φ0|2g˜.
By Proposition 2.5, lim
ρ→∞
1
2
∫
Σρ
(H0 −H)|φ0|2g˜ exists, therefore
lim
ρ→∞
1
2
∫
Σρ
(H0 −H)|φ0|2g˜ ≥ 0.
To finish the proof, by Proposition 2.2, we can let ζ = ζa. Let φ
′
a,0
be the corresponding Killing spinor on Hn−k2 and φa,0 = Aφ
′
a,0 outside
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Ω. By Proposition 2.1, |φa,0|2g˜ = |φ′a,0|2g′ = −2kX · ζa. So the above
argument shows that
−k lim
ρ→∞
∫
Σρ
(H0 −H)X · ζa ≥ 0.
In other words, lim
ρ→∞
∫
Σρ
(H0−H)XdΣρ is a future-directed non-spacelike
vector. 
3. Positivity of the quasi-local mass of Shi-Tam
Now assume n ≥ 3 and let (Ω, g) be as described in section 1. Recall
that B0(R1) and B0(R2) are geodesic balls in H
n
−k2 such that B0(R1) ⊂
Ω0 ⊂ B0(R2). Our main result is the following
Theorem 3.1. (cf. [14] Theorem 3.1) Let n ≥ 3 and (Ω, g) be a com-
pact spin n-manifold with smooth boundary Σ. Assuming the following
conditions:
(1) The scalar curvature R of (Ω, g) satisfies R ≥ −n(n− 1)k2 for
some k > 0,
(2) Σ is topologically a (n−1)-sphere with sectional curvature K >
−k2, mean curvature H > 0 and Σ can be isometrically embed-
ded uniquely into Hn−k2 with mean curvature H0.
Then for any future directed null vector ζ in Rn,1,
m(Ω, ζ) =
∫
Σ
(H0 −H)W · ζ ≤ 0
where W = (x1, x2, · · · , xn, αt) with
1 < α = coth kR1 +
1
sinh kR1
(
sinh2 kR2
sinh2 kR1
− 1
) 1
2
,
X = (x1, x2, · · · , xn, t) is the position vector in Rn,1 and the inner
product is given by the Lorentz metric.
Let (φ1, · · · , φn) denote the position vectors of points of Sn−1 in Rn.
Let {Σρ} be the foliation of Hn−k2 \Ω0 described in section 1. We need
the following:
Lemma 3.1. (cf. [14] Lemma 3.3) With the assumptions in Theorem
3.1, let (y1, · · · , yn) ∈ Rn such that
n∑
i=1
y2i = 1. Let φ =
n∑
i=1
φiyi. Then
for ρ > 0,
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(1)
(
∂φ
∂ρ
)2 ≤ (1− φ2)k2 sinh−2 kr
(
1− (∂r
∂ρ
)2
)
. (3.1)
(2)
∂r
∂ρ
≥ sinh kR1
sinh kR2
. (3.2)
Hence we have∣∣∣∣∂φ∂ρ
∣∣∣∣ ≤ µk∂r∂ρ where µ = 1sinh kR1
(
sinh2 kR2
sinh2 kR1
− 1
) 1
2
. (3.3)
Proof. The position vectors in Rn,1 can be parametrized by
X =
1
k
(sinh kr cos θ, sinh kr sin θ~z, cosh kr)
where ~z ∈ Sn−2 ⊂ Rn−1. Then the hyperbolic metric (outside Ω0) is
g′ = dρ2 + gρ = dr2 + k−2 sinh
2 r(dθ2 + sin2 θdσ)
where dσ is the standard metric on Sn−2. Compute g′( ∂
∂ρ
, ∂
∂ρ
) in the
above two forms of g′, we have
1 = (
∂r
∂ρ
)2 + k−2 sinh2 kr
(
(
∂θ
∂ρ
)2 + sin2 θdσ(
∂
∂ρ
,
∂
∂ρ
)
)
≥ (∂r
∂ρ
)2 + k−2 sinh2 kr(
∂θ
∂ρ
)2.
Since φ = cos θ, (3.1) follows by multiplying sin2 θ to the above.
Recall that o ∈ Ω0 and r is the geodesic distance from o. Let p ∈ Σ
and let γ be the (arc-length parametrized) outward pointing geodesic
through p which is orthogonal to Σ. Let q be the point on γ such that
a = d(o, q) = d(o, γ). We will simple denote by yz to be the distance
d(y, z) between two points y and z. Then for x = γ(ρ), ρ > 0, cosine
law gives cosh(k r) = cosh(k a) cosh(k · qx), where r = ox. By [5], the
region bounded by Σ0 is geodesically convex, so we have qx = qp + ρ.
Thus along γ we have
∂r
∂ρ
=
cosh(k a) sinh(k · qx)
sinh(k r)
> 0.
Also, as sinh(k·qx)
sinh(k r)
= sin(∠xoq) if o 6= q, we see that ∂r
∂ρ
is non-decreasing
along γ for ρ > 0, which is also true if o = q. We now estimate ∂r
∂ρ
(p).
To show (3.2), we can assume o 6= q, for otherwise ∂r
∂ρ
= 1 ≥ sinhkR1
sinhkR2
.
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Let β be the geodesic on the hyperbolic plane containing the triangle
△oqp such that it is perpendicular to γ at p. Suppose β meets ∂B0(R2)
at y and z. Then ∂r
∂ρ
= sin(∠opy). By sine law,
∂r
∂ρ
= sin(∠opy) =
sinh kR2
sinh(k · op) sin(∠oyp) ≥ sin(∠oyp) ≥
sinh kR1
sinh kR2
.
This proves (3.2). The inequality (3.3) follows from (3.1) and (3.2),
together with |φ| ≤ 1. 
We are now ready to prove our main result.
Proof of Theorem 3.1. X can be expressed as
X =
1
k
(sinh(kr)Y, cosh kr) =
1
k
(sinh(kr)y1, · · · , sinh(kr)yn, cosh kr).
where |Y |2 =
n∑
i=1
y2i = 1. Without loss of generality we can assume
that ζ = (ζ1, · · · , ζn, 1) where
n∑
i=1
ζ2i = 1.
Let φ =
n∑
i=1
yiζi, then Lemma 1.4 implies (we omit dΣρ for conve-
nience)
d
dρ
(
∫
Σρ
(H0 −H)W (ρ, p) · ζ)
=−
∫
Σρ
u−1(u− 1)2(1
2
(Rρ + (n− 1)(n− 2)k2)(φ sinh kr − α cosh kr)
+H0
∂
∂ρ
(φ sinh kr − α cosh kr))
=−
∫
Σρ
u−1(u− 1)2(1
2
(H20 − |A|2)(φ sinh kr − α cosh kr)
+H0
∂
∂ρ
(φ sinh kr − α cosh kr))
=−
∫
Σρ
u−1(u− 1)2B where
(3.4)
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B =
1
2
(H20 − |A|2)(φ sinh kr − α cosh kr)
+ kH0(φ cosh kr
∂r
∂ρ
+
1
k
sinh kr
∂φ
∂ρ
− α sinh kr∂r
∂ρ
).
(3.5)
Here A is the second fundamental form of Σρ with respect to the
hyperbolic metric. Let λa(p, ρ) be the principal curvature of Σρ. Then
λa = k tanh k(µa + ρ), k, or k coth k(µa + ρ) with µa > 0 ([15] p.255).
In particular,
H20 − |A|2 = 2
∑
a<b
λaλb ≥ 0.
We want to show B ≤ 0. For the first term of B, consider
φ sinh kr − α cosh kr ≤ sinh kr − cosh kr < 0. (3.6)
To show that the last term of R.H.S. of (3.5) is also negative, it suffices
to show
φ cosh kr
∂r
∂ρ
+
1
k
sinh kr
∂φ
∂ρ
− α sinh kr∂r
∂ρ
< 0.
Indeed, by (3.3), we have ∂r
∂ρ
> 0 and
φ cosh kr
∂r
∂ρ
+
1
k
sinh kr
∂φ
∂ρ
− α sinh kr∂r
∂ρ
≤ cosh kr∂r
∂ρ
+
1
k
sinh kr(µk
∂r
∂ρ
)− α sinh kr∂r
∂ρ
=(cosh kr + sinh kr(µ− α))∂r
∂ρ
=(cosh kr − sinh kr coth kR1)∂r
∂ρ
< 0 as r > R1.
Substituting into (3.4), we have
d
dρ
(
∫
Σρ
(H0 −H)W (ρ, p) · ζ) ≥ 0.
By Theorem 2.1 and Corollary 2.1, we conclude that
m(Ω, ζ) =
∫
Σ
(H0 −H)W · ζ ≤ 0.
The proof is completed. 
Remark 1. As remarked in [14] Example 3.11-3.13, in some situa-
tions, α in Theorem 3.1 can be chosen to be 1. Indeed, it is not hard
to see that this is possible in the following cases:
(1) Σ is isometric to a standard sphere and H is constant, or
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(2) Σ is isometric to a standard sphere and H is orthogonal to the
first eigenfunctions of Sn−1 (i.e. restriction of the position func-
tions of Sn−1 ⊂ Rn). Here we assume that 0 = (0, · · · , 0, 1/k)
is the center of the geodesic ball in Hn−k2 enclosed by Σ0.
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