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Abstract
This article can be considered as the first version of a book which the author
plans to write about half-range problems in operator theory. It consists of two
parts. The first part is based on lectures which the author delivered at University
of Calgary and Lomonosov Moscow State University. The main attention in this
part is paid to the selection of waves which are involved in the formulation of the
Mandelstamm radiation principle (the eigen-pairs, corresponding to the real eigen-
values) and to the factorization problems of self-adjoint and dissipative, quadratic
and polynomial operator pencils. There is a dramatic difference between finite di-
mensional and infinite dimensional cases. It is shown that in the finite dimensional
case the factorization problems can be solved completely. In the second part we
consider abstract models for concrete problems of mechanics. We demonstrate the
methods how concrete problems can be represented in an abstract form. The main
results concern the factorization of elliptic operator pencils satisfying the resolvent
growth condition in a double sector containing the real axis and the investigation of
the semi-group properties of a divisor. Using Pontrjagin space methods we obtain
a criterium for the stability in the celebrated Sobolev problem about a rotating top
with a cavity filled with a viscous liquid.
Key words: Operator pencils, half-range compliteness and minimality prob-
lems, factorization of operator pencils, Pontrjagin and Krein spaces, radiation prin-
ciples.
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3Part 1
1 Operator pencils and Cauchy problem. The fi-
nite dimensional case
Among key-stones which ly in the base of the topic represented in this article I
would like to mention three ones. The first one is due L. S. Pontrjagin [P], who
proved (1944) the existence of maximal semi-definite invariant subspaces for self-
adjoint (and later for dissipative) operators in Pontrjagin space. The second one is
due M. V. Keldysh [K1, K2], who began to investigate(1951) spectral properties of
operator pencils and suggested an analytic approach to prove the completeness prop-
erties of the root functions of wide class of non-self-adjoint operators and operator
pencils. The third one is due to M. G. Krein and H. Langer [KL] who proved (1964)
the first factorization theorem for self-adjoint quadratic operator pencils in the infi-
nite dimensional case using a generalization of Pontrjagin theorem. Since that time
many mathematicians were involved in the investigation of related problems. Here
we shall present some our points of view to this subject.
Let us come to the subject: we deal with operator polynomials
A(λ) = A0 + λA1 + · · ·+ λnAn (1)
where Aj, j = 0, 1, . . . , n are operators in Hilbert space H. Further, we will
consider the different situations: H is finite dimensional; H is infinite dimensional
and Aj are bounded operators; Aj are unbounded operators (in this case H has to
be infinite dimensional).
I would like to mention two origins for the study of operator pencils.
First the algebraic origin, by which I mean the theory of matrices. This is under-
standable, because the eigenvalue problem for operator pencil A(λ) is a generaliza-
tion of the eigenvalue problem for monic linear operator polynomials A(λ) = A−λI ,
i.e. the classical eigenvalue problem for matrix A.
Second the Fourier method for solving equations with operator coefficients of the
form
A(−i d
dt
)u(t) = A0u− iA1du
dt
+ · · ·+ (−i)nAnd
nu
dtn
= 0, (2)
where u(t) is the function (determined for example for t > 0) with values in Hilbert
space H.
4Certainly, the problem of solvability of such equations and the problem of sta-
bility of their solutions are closely connected with some problems on factorization
of operator pencil, with problems of its eigenvalue distribution, and with problems
on basis properties, completeness and minimality of its eigenfunctions (the latter
concept can be considered in different senses: for example, n-multiple completeness
and half range completeness).
Now we clarify the connection between operator pencil (1) and differential equa-
tion (2). First we can consider the operator pencil A(λ) as the characteristic poly-
nomial of the differential equation to arrive at A(λ)y = 0 as the characteristic
equation. We say y0 6= ∅ is an eigenvector corresponding to eigenvalue λ0 of the
operator pencil A(λ) if A(λ0)y
0 = 0. We say also, that y1, . . . , yp is the sequence of
vectors associated with y0 if
A(λ0)y
s +
1
1!
A′(λ0)ys−1 + · · ·+ 1
s!
A(s)(λ0)y
0 = 0
for all s = 1, . . . , p. The sequence y0, y1, . . . , yp we call the chain of eigen and
associated vectors (EAV) corresponding to eigenvalue λ0 and we say p + 1 is the
length of that chain.
A simple verification shows that if y0, y1, . . . , yp is a chain of EAV corresponding
to eigenvalue λ0 then for all s = 0, 1, . . . , p the functions
us(t) = eiλ0t[ys +
it
1!
ys−1 + · · ·+ (it)
s
s!
y0]
are solutions of differential equation (2). These functions we call elementary solu-
tions of the equation (2).
Now assume that dimKerA(λ0) = ℓ <∞. Let y01, . . . , y0ℓ be a basis in subspace
KerA(λ0) and
y0k, y
1
k, . . . , y
pk
k , j = 1, . . . , ℓ (3)
are the chains of EAV corresponding to λ0 of the maximum possible length pk + 1.
The numberm = (p1+1)+ · · ·+(pℓ+1) certainly depends on the choice of the basis
{y0k}. If m <∞ for any choice of {y0k} then there exists a basis {y0k} such that the
corresponding numberm has the maximum possible value, saym0. That numberm0
is called the algebraic multiplicity f the eigenvalue λ0 and the chains (3) consisting of
m0 elements numbered in such a way that p1 > p2 > · · · > pℓ, are called a canonical
system of eigen and associated elements. Certainly canonical system is not unique.
The number ℓ = dimKerA(λ0) is called the geometric multiplicity of the eigenvalue
λ0.
5Note, if A(λ) = A−λI then the canonical system of EAV (3) coincides with Jor-
dan chains corresponding to eigenvalue λ0 (see [Lancaster and Tismenetsky, §6.4]).
Note also that if the operator polynomial A(λ) is not linear then one can not assert
the linear independence of the elements of the system (3). Some of elements ysk for
1 6 s 6 pk may even be equal to zero.
Let us try to find the solution of the equation (2) satisfying the initial conditions
(−i)ju(j)(0) = ϕj, j = 0, 1, . . . , n− 1. (4)
The problem (2), (4) is called the Cauchy problem. Following the Fourier method
we try to find its solution in the form
u(t) =
∑
s,k
cske
iλkt(ysk +
it
1!
ys−1k + · · ·+
(it)s
s!
y0k) =
∑
s,k
cskuk,s(t) (5)
where the csk are unknown coefficients, y
s
k, s = 0, 1, . . . , pk, are the elements of
canonical systems (3) corresponding to all eigenvalues λk of the pencil A(λ). here
we avoid the introduction of the third index if addition to s and k and assume that
canonical system (3) corresponds to eigenvalue λk (instead of λ0) and λk is repeated
in the sum (5) as many times as its geometric multiplicity.
Using (5) we can rewrite the initial conditions (4) in the form
ϕ0
ϕ1
· · ·
ϕn−1
 =∑
s,k
csk

ys,0k
ys,1k
· · ·
ys,n−1k
 =∑
s,k
csky˜
s
k, (6)
where for r = 0, 1, . . . , n− 1
ys,rk = (−i)ru(r)k,s(0) = (−i)r
dr
dtr
[eiλkt(ysk + · · ·+
(it)s
s!
y0k)]
∣∣
t=0
=
=
dr
dtr
[eλkt(ysk +
t
1!
ys−1k + · · ·+
ts
s!
y0k)]
∣∣
t=0
The elements y˜sk ∈ Hn = H × H × · · · × H are called the Keldysh derived chains
constructed from canonical system (3). If the eigenvalue λk is semi-simple (this is
the case when there are no associated vectors) then the Keldysh derived chains have
the representation
y˜k = (yk, λkyk, . . . , λ
n−1
k yk).
6Let us assume that dimH < ∞ and let detA(λ) 6≡ 0. In this case the pencil
A(λ) has a finite number of eigenvalues and to establish the Fourier method for the
Cauchy problem (2), (4) we have to show that the system of Keldysh derived chains
{y˜sk} is a basis in Hn (then the Cauchy problem will be solvable for any set of initial
vectors ϕ0, . . . , ϕn−1).
Theorem 1.1. Let dimH < ∞ and detA(λ) 6≡ 0. Then a system of Keldysh
derived chains y˜sk is basis in H
n if and only if KerAn = 0.
Proof. With pencil A(λ) we associate the following linear pencil in space Hn
A (λ) = A0 − λA1 (7)
where
A0 =

A0 A1 . . . An−1
0 I . . . 0
...
... . . .
...
0 0 . . . I
 , A1 =

0 0 . . . 0 −An
I 0 . . . 0 0
0 I . . . 0 0
...
... . . .
...
...
0 0 . . . I 0

A simple verification (see for example [Keldysh 1], [Markus 1]) shows that the EAV
(3) are the chains of eigen and associated vectors corresponding to eigenvalue λk of
the pencil A(λ) if and only if the Keldysh derived chains
y˜0k, y˜
1
k, . . . , y˜
pk
k (8)
are EAV of the linear pencil (7) or linear operator A −11 A0 acting in the space H
n
(note that A1 is invertible if KerAn = 0). But the system of EAV of any linear
operator in finite dimensional space is a basis. Hence the system of Keldysh derived
chains is a basis in Hn.
To show that {y˜sk} is not a basis if KerAn 6= 0 we can assume without loss of
generality that A0 is invertible. (Otherwise we have to shift λ → λ + λ0, where
λ0 is a point such that A(λ0) is invertible. We can find such a point because
detA(λ) 6≡ 0.) Then the system of EAV for pencil (7) coincides with a system
of EAV for I − λA −10 A1 and in turn coincides with EAV for operator A −10 A1
with the exception of a canonical system corresponding to the eigenvalue µ = 0.
The operator A −10 A1 is singular, hence the algebraic multiplicity of the eigenvalue
µ = 0 is equal to k > 0. Then the system Keldysh derived chains has defect k.
Theorem 1 is proved. 
72 Theorem on holomorphic operator function
In attempting to generalize theorem 1 to infinite-dimensional spaces one comes up
against some deep problems. Under the assumption that the spectrum of the pencil
A(λ) is descrete we will show the minimality of Keldysh derived chains in the space
Hn. Under some reasonable additional assumptions we will sketch the proof of its
completeness. But the basis property, as a rule, does not hold. Even for the simple
pencil A(λ) = I−λ2C, where C is a self-adjoint positive compactoperator in H the
Keldysh derived chains do not form a basis in H2. Nevertheless, for some pencils it
is possible to find the space H which is embedded in Hn and such that the system
{y˜sk} consisting of Keldysh derived chains has the basis property in H . Some results
of this kind may be found in the recent paper [Shkalikov 1, §2.3]. They are based
on eigenexpansion theorems for p-subordinate linear operators due to V. Kaznelson,
A. Markus and V. Matsaev (see [Markus 1], for example).
For convenience we give the definitions ot the concepts which we have mentioned.
Definition 2.1. The system {yk}∞1 is complete in Hilbert space H if from the
equalities
(yk, x) = 0, k = 1, 2, . . . ,
it follows that x = 0.
Exercise 2.1. (see [A. Kolmogorov and S.Fomin 1]). The system {yk}∞1 in sepa-
rable Hilbert space H is complete if and only if it is dense in H, i.e. for any x ∈ H
and for any ε > 0 there exists a linear combination YN = c1y1 + · · · + cNyN such
that ‖YN − x‖ < ε.
Definition 2.2. The system {yk}∞1 is minimal in Hilbert space H if there exists a
system {zj}∞1 ∈ H, such that
(yk, zj) = δkj, j, k = 1, 2, . . . ,
where δkj is the Kronecker symbol.
Exercise 2.2. The system {yk}∞1 is minimal in Hilbert space H if and only if for
all j = 1, 2, . . . ,
yj 6∈ Clos{y1, . . . , yj−1, yj+2, . . .}
(by Clos{x1, x2, . . . , } we denote the closure of the linear span of the set {xk}∞1 ).
8Definition 2.3. The system {yk}∞1 is a basis in Hilbert space H if ‖yk‖ ≍ 1 (i.e.
c1 6 ‖yk‖ 6 c2 with some positive constants c1, c2 independent of k) and any
element y ∈ H can be uniquely represented by a series
y =
∞∑
k=1
ckyk (1)
with some coefficients {ck} and this series strongly converges in H. If this series
converges unconditionally for any y ∈ H then the basis yk is called an unconditional
basis or a Riesz basis.
Note 2.1. It is not a simple exercise to give an example of a basis which is not a
Riesz basis. It was K. Babenko who proved in 1948 that the system {yk(x)}∞1 =
{xα sin kx}∞1 is a basis in L2[0, π] but not a Riesz basis, provided that −1/2 < α1/2.
The following theorem allows us to give another definition of a Riesz basis.
Theorem 2.1. The system {yk}∞1 in Hilbert space H forms a Riesz basis if and
only if there exists an orthogonal basis
{ek}∞1
in H and a bounded invertible operator A such that
Aek = yk, k = 1, 2, . . . .
The proof of this theorem can be found in [Gohberg, Krein 1, Ch.6]. More precise
historical comments are given in [Nikolskii 1].
If the system {yk}∞1 is a basis in H then the coefficients ck = ck(y) in the
representation (1) are linear functionals in H. Since these functionals are defined
for all y ∈ H, we have by virtue of the Banach-Steinhaus theorem that they are
bounded. Therefore, using the Riesz theorem we can find elements {zk} ∈ H such
that ck(y) = (y, zk). Since the representation (1) for element y = yj is unique we
have (yj, zk) = δjk. The theorem {zk} is said to be adjoint to {yk}. It is known (see
[Gohberg, Krein, Ch.6], for example) that if {yk} is a basis (or a Riesz basis) then
{zk} is too.
Hence any basis {yk} in H is a minimal and, obviously, complete system. The
converse assertion is certainly not true. For example, the system {yk}∞1 , where
y1 = {1, 0, 0, . . .}, y2 = 1√
2
{1, 1, 0, 0, . . .}, . . . , yk = 1√
k
{1, 1, . . . , 1, 0, 0, . . .}
9is minimal and complete in H = ℓ2, bet it is not a basis in ℓ2. (Hint: if {ek}∞1 is
the standard basis in ℓ2 then the operator A defined by equalities Aek = yk is not
invertible.)
If the system is complete and minimal but is not a basis then it can have some
intermediate property.
Definition 2.4. The system {yk}∞1 is a basis with parenthesis in Hilbert space H
if there exists a sequence of integers {ms}∞1 (m1 = 0) such that any element y ∈ H
can be uniquely represented by a series
y =
∞∑
s=1
(
ms+1∑
k=ms+1
ckYk
)
=
∞∑
s=1
Ys
and the series ΣYs strongly converges in H.
Definition 2.5. Let Λ = {λk}∞1 be a sequence of complex numbers such that for
some α > 0 Reλαk > 0 for all k sufficiently large (we take the main branch of
λα, i.e. λα > 0 if λ > 0). The minimal system {yk}∞1 ∈ H is a basis for the Abel
method of summability of order a α with respect to sequence Λ if there exists a
sequence of integers {ms}∞1 (m1 = 0) such that for any x ∈ H the series
x(t) =
∞∑
s=1
(
ms+1∑
k=ms+1
e−λ
αt
k (x, y∗k)yk
)
=
∞∑
s=1
Xs(t)
(the system {y∗k}∞1 is adjoint to {yk}∞1 ) strongly converges for any t > 0 and ‖x(t)−
x‖ → 0 if t→ +0.
It was V.Lidskii [1] who introduced this method for summability of Fourier series∑
(x, y∗k)yk with respect for systems {yk}∞1 of EAV of compact operators A. In this
situation Λ = {λk} is the sequence of eigenvalues of A−1 (the definition of x(t)
slightly changes if λk are not semi-simple eigenvalues of A
−1).
According to a theorem of Hilbert the system {yk}∞1 of eigenvectors of self-
adjoint compact operator A acting in Hilbert space H is an orthogonal basis in H.
The system {yk}∞1 of EAV of non-self-adjoint compact operator A corresponding to
eigenvalues λk 6= 0 forms a minimal system, because the system {y∗k}∞1 of EAV of
the operator A∗ is adjoint to {yk}∞1 . Certainly, for a nonself-adjoint operator, the
system of its EAV is not always complete, For example the compact operator
Ay(x) =
∫ x
0
y(t)dt
10
in the space H = L2[0, 1] has no eigenvectors. But if the property of completeness
is proved, then one can try to prove the basis property, or the basis property for
the Abel method of summability. The investigations in this field were very intensive
and a number of deep and refined results were obtained. The reader can make ac-
quaintance with some of them in books [Cohberg, Krein 1], [Markus 1], [Agranovich
1]. We will touch this topic again in a subsequent lecture.
The proof of the completeness theorem in Section 1 depended on the finite di-
mensional context. To give the new approach we have to start from an important
theorem on holomorphic operator functions. First we have to recall some definitions.
We say A(λ) is an analytic vector function of complex variable λ with values in
Hilbert space H and defined in a domain Ω ⊂ C, if at each point λ ∈ Ω the ration
A(λ+ h)− A(λ)
h
converges in the norm of H to a limit A′(λ) if h→ 0.
Futher by (·, u)v we denote one dimensional operator V such that Vy = (y, u)v.
Obviously, V ∗ = (·, v)u. By σ∞ we denote the class of compact operators in H.
The following result is due to Keldysh [1, 2] (its first part was independently
proved by I. Gohberg).
Theorem 2.2. Let A(λ) = A0 + S(λ), where S(λ) is an holomorphic operator
function in a domain Ω and S(λ) ∈ σ∞ for each λ ∈ Ω. Also, let there exist a point
λ0 ∈ Ω such that the operator A(λ0) is invertible. Then A−1(λ) is a meromorphic
operator function in Ω, i.e. it can be represented in the form A−1(λ) = D(λ)/∆(λ),
where D(λ) is a holomorphic operator function and ∆(λ) is a holomorphic scalar
function in Ω. The principal part of the function A−1(λ) at the pole λ = c has the
representation
ℓ∑
k=1
[
(·, z0k)y0k
(λ− c)pk+1 +
(·, z1k)y0k + (·, z0k)y1k
(λ− c)pk + · · ·
+
(·, zpkk )y0k + (·, zpk−1)y1k + · · ·+ (·, z0k)ypkk
λ− c
]
(2)
where
y0k, y
1
k, . . . , y
pk
k , k = 1, . . . , ℓ (3)
is an arbitrary canonical system of A(λ) corresponding to eigenvalue c and
z0k, z
1
k, . . . , z
pk
k , k = 1, . . . , ℓ (4)
11
is the canonical system of operator function A∗(λ) = [A(λ)]∗ corresponding to eigen-
value c. The adjoint canonical system (4) is uniquely determined by the given canon-
ical system (3).
Proof. First, note that this theorem generalizes the well known Fredholm theorem
for linear operator function A(λ) = I−λA, A ∈ σ∞. Then note that without loss
of generality we can assume that A0 = I . Otherwise we can shift λ → λ + λ0 and
consider the operator function A−1(λ0)[A(λ0) + (S(λ+ λ0)− S(λ0))] = I + S1(λ),
where S1(λ) ∈ σ∞. Let {em}∞1 be an orthogonal basis in H and {Pm} be the set
of orthogonal projectors such that Pm(H) = Span{ek}m1 . Obviously, Pm → I and
Qm = I − Pm → 0 if m→∞ in the strong operator topology (i.e. ‖Pmx− x‖ → 0
for each x ∈ H). Let Ω1 be a closed domain in Ω. Since the operator S(λ) is
compact we have for any fixed λ ∈ Ω1, ‖QmS(λ)‖ → 0 if m → ∞. The operator
function QmS(λ) is holomorphic, hence for any δ > 0 there exists an ε > 0 and
m + 0 = m0(λ) such that for all m > m0 and all µ for which |µ− λ| 6 ε we have
‖QmS(µ)| 6 δ. We can cover the domain Ω1 by such discs and then choose a finite
subcover. Thus for all µ ∈ Ω1 and all m > m1, we obtain
‖QmS(µ)‖ 6 δ < 1 (5)
where m1 does not depend on µ but only on Ω1.
To find the inverse operator A−1(λ) we have to solve the equation
[I + S(λ)]x = f, f ∈ H. (6)
Take any m > m1 and denote Pm = P, Qm = Q. We can rewrite (6) in the form
Pc + PS(λ)x = Px + PS(λ)Px+ PS(λ)Qx = Pf, (7)
Qx+QS(λ)x = Qx+QS(λ)Qx+QS(λ)Px = Qf. (8)
From (8) it follows that
[I +QS(λ)]Qx = Q[f − S(λ)Px].
Remembering that Q = Qm and taking into account (5) we obtain
Qx = [I +QS(λ)]−1Q[f − S(λ)Px].
Using this equality we can rewrite (7):
P [I + S(λ)−S(λ)[I +QS(λ)]−1QS(λ)]Px = P [f −PS(λ)[I +QS(λ)]−1Qf ] (9)
12
If x =
∑
xkek then Px = x1e1 + · · · + xmem. This means that the equation (9)
represents an algebraic system of m equations with unknown variables x1, · · · , xm.
Note, that the equation (6) has a unique solution if λ = λ0, hence the equation
(9) has too. This means that the determinant d(λ) of the algebraic system (9) is
non-zero at λ0. Now S(λ) is holomorphic in Ω1 and so is d(λ), moreover d(λ) 6≡ 0.
From (9) we obtain
Px =
1
d(λ)
F (λ)P [f − PS(λ)(I +QS(λ))−1Qf ]
where F (λ) is a holomorphic operator function in Ω1. Then
A−1(λ)f = x = Px +Qx = [(I +QS(λ))−1Qf ] +
1
d(λ)
[F (λ)P −QS(λ)F (λ)P ][f − PS(λ)(I +QS(λ))−1Qf ]
Hence the operator A−1(λ) exists with the exception of some finite number of poles
in Ω1 ⊂ Ω. Since Ω1 is an arbitrary closed sub-domain in Ω. we obtain the first
assertion of the theorem.
The complete proof of the second statement is technically difficult. We sketch
here only the main idea, for more details we refer the reader to the original paper
[Keldysh 1]. Suppose that the principal part of the resolvent A−1(λ) for the pole
λ = c has the form
R0
(λ− c)m−1 +
R1
(λ− c)m + · · ·+
Rm
λ− c,
where Rs are some operators in H and R0 6= 0. Then we can write
x = A(λ)A−1(λ)x =
=
[
A(c) +
1
1!
A′(c)(λ− c) + · · ·
] [
R0x
(λ− c)m−1 + · · ·+
Rmx
λ− c + R(λ)x
]
,
where R(λ) is holomorphic at λ = c. The left side of this equality has no pole,
hence the coefficients of powers of (λ − c)−ν, ν = m + 1, m, . . . , 1, on the right
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side are equal to zero. It follows that
A(c)R0x = 0,
A(c)R1x+
1
1!
A′(c)R0x = 0,
. . . . . . . . . . . . . .
A(c)Rmx+
1
1!
A′(c)Rm−1x+ · · ·+ 1
m!
A(m)(c)R0x = 0.
This means that for each x ∈ H the sequence R0x,R1x, · · · , Rmx is a chain of EAV
of length m+1. From the definition of a canonical system (3) it follows that m = p1
and
R0x = c1y
0
1 + · · ·+ cℓy0ℓ , (10)
because {y0k}ℓ1 is a basis in KerA(c) = Ker[I + S(c)] (dimKer[I + S(c)] = ℓ <∞
since S(c) ∈ σ∞). Note that, if elements y1 and y2 generate chains of EAV of length
m1 and m2, then y1 + y2 generates a chain of EAV of length min(m1, m2). Thus
from the definition of a canonical system; the coefficients cj in (10) are equal to
zero for all j such that pj < p1 = m. Moreover cj = cj(x) are continuous linear
functionals on x, and by virtue of Riesz’ theorem, we can write cj(x) = (x, z
0
j ) and
R0 = (·, z01)y01 + · · ·+ (·, z0q)y0q , (11)
where q is such a number that p1 = · · · = pq > pq+1. As before, from the equality
[A(λ)]∗[A−1(λ)]∗x = x we can conclude that R∗0x,R
∗
1x, . . . , R
∗
mx is a chain of EAV
of A∗(λ). This means that elements z01, . . . , z
0
q generate chains of EAV of length m,
and may be taken as the first elements of canonical system (4). The representation
(11) shows that we proved (2) for the (leading) coefficient of (λ − c)−m−1. More
detailed analysis allows us to get the necessary representations for R1, R2, . . . , Rm
and to prove (2). 
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3 New proof of the completeness theorem in finite
dimensional case. Representation of the resol-
vent as a meromorphic function of finite order
growth
1. Now we are able to give a new approach to the proof of the theorem on com-
pleteness of Keldysh derived chains of operator polynomials. To prove it in finite
dimensional space we need only the representation for the principal part of A−1(λ)
in the neighborhood of a pole.
Let
A(λ) = A0 + λA1 + · · ·+ λnAn, (1)
An be invertible, and (for simplicity) assume that A(λ) has only simple eigenvalues
{λk} (i.e. the algebraic multiplicity of each eigenvalue λk equals 1). In this case
Keldysh chains have the representation
y˜k = {yk, λkyk, . . . , λn−1k yk}, k = 1, 2, . . . , (2)
where {yk} are corresponding eigenvectors of A(λ). Suppose the system (2) is not
complete. Then there exists a vector f = {f1, . . . , fn} ∈ Hn such that
(f, y˜k) = (f1, yk) + · · ·+ (fn, λn−1k yk) = 0, k = 1, 2, . . . . (3)
Denote A∗(λ) = [A(λ)]∗ = A∗0 + λA
∗
1 + · · ·+ λnA∗n. If dimH <∞ then there is
a Laurent expansion
[A∗(λ)]−1 =
(·, yk)zk
λ− λk
+R∗(λ) (4)
where R∗(λ) is holomorphic in the neighborhood of λk and zk is the eigenvector of
A∗(λ) corresponding to λk. Let us consider the meromorphic vector function
F (λ) = [A∗(λ)]−1f(λ), (5)
where f(λ) = f1 + λf2 + · · ·+ λn−1fn.
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Using (4) we obtain
F (λ) = [A∗(λ)]−1[f(λk) +
1
1!
(λ− λk)f ′(λk) + · · · ]
=
(f(λk), yk)zk
λ− λk
+ F1(λ)
=
[(f1, yk) + · · ·+ (fn, λn−1k yk)]zk
λ− λk
+ F1(λ)
where F1(λ) is a holomorphic function in the neighborhood of λk. Now the equalities
(3) show that F (λ) has no poles at {λk}. Hence F (λ) is an entire vector function
(i.e. holomorphic in the whole complex plane). For sufficiently large |λ| > r0 we
also have the estimate
‖F (λ)‖ 6 ‖[A∗(λ)]−1‖‖f(λ)‖
6 |λ|−n‖A−1n ‖‖(I + λ−1An−1A−1n + · · ·+ λ−nA0A−1n )−1‖ ×
× (‖f1‖+ · · ·+ |λ|n−1‖fn‖)
6M |λ|−1,
where the constant M does not depend on λ. Hence F (λ) is bounded in the whole
complex plane and from Liouville’s theorem it follows that F (λ) ≡ const. Since
‖F (λ)‖ → 0 when λ→∞ we have F (λ) ≡ 0.
From (5) we have
f(λ) = A∗(λ)F (λ) = 0,
therefore f = {f1, . . . , fn} = 0. Hence the system (2) is complete.
Note 3.1. We can usually work with holomorphic vector or operator functions as
well as with scalar holomorphic vector function in a disk Dε(c) = {λ : |λ− c| < ε}
then
f(λ) =
∞∑
k=0
fk(λ− c)k, fk ∈ H, (6)
and the series converges strongly for λ ∈ Dε(c). Indeed, for each g ∈ H the scalar
function (f(λ), g) is holomorphic in Dε(c). Hence
(f(λ), g) =
∞∑
k=0
ck(λ− c)k, λ ∈ Dε(c)
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The coefficients ck = ck(g) are linear functionals defined for all g ∈ H, therefore
ck = (fk, g). Now from the Banach-Steinhaus theorem we can deduce that the series
(6) converges strongly.
Also, if F (λ) = F0 + F1λ + · · · is an entire bounded vector function then so is
the scalar function (F (λ), g) for each g ∈ H. From the Liouville theorem it follows
that (F (λ), g) =≡ const. Hence (Fj, g) = 0, j = 1, 2, . . . , for each g ∈ H and
F (λ) = F0 ≡ const. (See [Hille and Fhillips], for example, for details.)
Note 3.2. The proof of completeness does not change significantly if the eigenval-
ues {λk} are not simple or semi-simple. It is an easy exercise to reduce from the
definition of EAV and representation (2.2)1 that the equalities
(f, y˜0k) = 0, (f, y˜
1
k) = 0, . . . , (f, y˜
m
k ) = 0
are equivalent to the following:
R∗0f(λk) = 0,
R∗1f(λk) +
1
1!
R∗0f
′(λk) = 0
. . . . . . . . . . . . . .
R∗mf(λk) + · · ·+
1
m!
R∗0f
(m)(λk) = 0.
Therefore if vector f ∈ Hn is orthogonal to all derived chains {y˜hk} then the
function (5) is an entire vector function. This observation allows us to finish the
proof of completeness as before.
Note 3.3. Keldysh defines the system of EAV {yhk} to be n-multiple complete in
H if the derived chains {y˜hk} form a complete system in Hn. But after considering
some concrete operator pencils we will see that we have to investigate the properties
of derived chains {y˜hk} not in the space Hn, but in some space H which is embedded
in Hn.
2. The new proof of the completeness theorem can be generalized for infinite
dimensional spaces H. The essence of the matter is contained in the subsequent
theorem on the growth of the resolvent of operator pencils. First we have to recall
some definitions.
1Here and further the notation (n.m) means the reference (m) from lecture n.
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An entire scalar function f(λ) is said to be a function of finite order if there
exists a constant p > 0 such that the inequality
|f(λ)| < e|λ|p
is valid for all sufficiently large |λ| > r0 = r0(p). The infimum of such numbers p is
called the order of the entire function f(λ).
We say an entire function f(λ) has a finite type with order p if there exists a
constant k > 0 such that
|f(λ)| < ek|λ|p
for all sufficiently large |λ| > r1 = r1(k). The infimum of such numbers k is called
the type of f(λ) with order p.
It is an easy exercise to verify that the order p and the type σ of an entire
function f(λ) are determined by equalities
p = lim
r→∞
ln lnMf(r)
ln r
, σ = lim
r→∞
lnMr(r)
rp
,
where Mf(r) = max|λ|=r
|f(λ)|.
The same definition of growth is applied to holomorphic vector or operator func-
tion. The only difference is that instead of |f(λ)| we have to consider ‖f(λ)‖.
If A is a compact operator (A ∈ σ∞), then operator C = (A∗A)1/2 is compact
too. The eigenvalues of the operator C are called s-numbers of the operator A. We
will assume that the sequence of s-numbers of A is enumerated in decreasing order,
so that ‖A‖ = s1(A) > s2(A) > · · · .
We will write A ∈ σp if
∞∑
k=1
spk(A) <∞.
Theorem 3.1 (Fundamental theorem on the growth of the resolvent). Let operator
pencil (1) be such that A(λ0) is invertible for some λ0 ∈ C. Suppose also that there
exists a number p > 0 such that one of the following conditions is fulfilled:
Aj ∈ σp/j j = 1, 2, . . . , n; (7)
sk(Aj) = o(k
−j/p) j = 1, 2, . . . , n; (8)
sk(Aj) = O(k
−j/p) j = 1, 2, . . . , n; (9)
Then A−1(λ) is a meromorphic operator function whose order does not exceed p.
This means that A−1(λ) admits the representation A−1(λ) = D(λ)/∆(λ), where
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D(λ) and ∆(λ) are the operator and scalar functions, respectively, of order p or
less. Moreover, the type of D(λ) and ∆(λ) is finite if (9) holds and equal to zero if
either (7) or (8) is fulfilled.
In some respects this theorem is due to M. Keldysh because he was the first
to prove a general result of this kind, although he took advantage of an important
result due to T. Carleman estimating the Fredholm resolvent of a Hilbert-Schmidt
operator. New approaches to the proof for linear pencils A(λ) = I − λA were
proposed by V. Lidskii, V. Matsaev, I. Gohberg and M. Krein. Some contributions
were also made by M. Gasimov and G. Radzievskii. An independent approach to the
proof of such theorems for operator pencils with differential operators was developed
by F. Brouder and S. Agmon (see comments and references in [Shkalikov 1, §2]).
To prove this theorem we have to make a tour of some selected topics in the
theory on non-self-adjoint operators. Certainly we will not be able to give proofs of
all the results which we will use.
Item 1. Let A be a bounded operator in H. It is well-known, and easy to see,
that
H = KerA⊕ ImA∗ = KerA∗ ⊕ ImA
Each bounded operator A can be represented in the form
A = UC, (10)
where C = (A∗A)
1
2 and a partial isometry, such that KerU = KerC and U :
ImA∗ = ImC → ImA is an isometric one-to-one map. This representation is
called the polar representation. It is not complicated to prove (see proof in [Gohberg,
Krein, Ch.1]), but very useful. In particular, if A is a compact operator, then C is
too. Hence
C =
∞∑
k=1
sk(A)(·, ek)ek,
where {ek}∞1 is the orthonormal system of eigenvectors of C. Then form (10) we
get the Schmidt representation
A =
∞∑
k=1
sk(A)(·, ek)fk, (11)
where {fk}∞1 = {Uek}∞1 is also an orthonormal system, because U is an isometric
operator for x ∈ ImC and ek ∈ ImC.
Item 2. Let A,B be compact operators and D a bounded operator in H. The
following properties of s-numbers are fulfilled:
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1. sk(A) = sk(A
∗), k = 1, 2, . . . ;
2. sk(DA) 6 ‖D‖sk(A), sk(AD) 6 ‖D‖sk(A), k = 1, 2, . . . ;
3. sk+1(A) = min
F∈Rk
‖A− F‖, k = 0, 1, . . . , where Rk is the set of all operators
with range of dimention k or less. In particular, if F ∈ Rr, then
sk(A+ F ) 6 sk−r(A), k = r + 1, r + 2, . . . .
4. sk+m+1(A+ B) 6 sk(A) + sm(B), k,m = 1, 2, . . . ,
hence for a set of compact operators A1, A2, . . . , Aq one has the inequalities
sk(A1 + A2 + · · · + Aq) 6 sk1(A1) + sk1(A2) + · · · + sk1(Aq), k = 1, 2, . . . ,
where k1 = [(k − 1)/q] + 1 (by [a] we denote the integer part of the number
a);
5. sk+m−1(AB) 6 sk(A)sm(B), k,m = 1, 2, . . . ,
and if A1, . . . , Aq are compact operators then
sk(A1A2 · · ·Aq) 6 sk1(A1)sk1(A2) · · · sk1(Aq),
where k = 1, 2, . . ., k1 = [(k − 1)/q] + 1;
6. |λ1(A)λ2(A) · · ·λk(A)| 6 s1(A)s2(A) · · · sk(A), k = 1, 2, . . . ,
where λj(A) are eigenvalues of the operator A numbered as many times as
their algebraic multiplicity and in order of decreasing absolute value;
7.
k∑
j=1
|λj(A)|p 6
k∑
j=1
spj(A), p > 0, k = 1, 2, . . . ;
8.
k∏
j=1
(1 + r|λj(A)|) 6
k∏
j=1
(1 + rsj(A)), r > 0, k = 1, 2, . . . ;
9.
k∑
j=1
sj(A+B) 6
k∑
j=1
sj(A) +
k∑
j=1
sj(B), k = 1, 2, . . . ;
10.
k∑
j=1
sj(AB) 6
k∑
j=1
sj(A)sj(B), k = 1, 2, . . . ,
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and if Aj ∈ σpj , j = 1, . . . , q, then using the Ho¨lder inequality one can deduce
A1A2 . . . Aq ∈ σp, where p−1 = p−11 + p−12 + · · ·+ p−1q .
These results on s-numbers are due to H. Weyl, K. Fan, A. Horn and
D.Allachverdiev. The proof of all these basic properties of s-numbers can be found
in the book [Gohberg, Krein, Ch.2]. Only the proof of the property 6 (H. Weyl’s the-
orem) is rather complicated. We propose a new sort proof due to A. Kostyuchenko.
Denote by Hk the span of EAV of the operator A corresponding to the first k
eigenvalues (counted according to their algebraic multiplicity) and by Ak denote the
restriction of A to its invariant subspace Hk. We can choose a Jordan basis {ej}k1,
so that either Aej = λjej or Aej = λjej + ej−1, j = 1, . . . , k. Write Ak = PkAPk,
where Pk is the orthoprojector on Hk. Then by Schmidt’s orthogonalization of
{ej}k1 we get the basis {fj}k1 for which operator Ak evidently has triangular form
and (Akfj, fj) = λj(A) (the basis {fj}k1 is called the Schur basis for Ak). Hence
| detAk|2 = |λ1λ2 · · · λk|2
= detA∗k detAk
= detA∗kAk
= [s1(Ak) · · · sk(Ak)]2 6 [s1(A) · · · sk(A)]2.
The property 6 follows using property 2 of s-numbers.
Item 3. An operator A is said to be nuclear if A ∈ σ1, i.e.
∑
sk(A) <∞. Using
the Schmidt representation (11) the following remarkable fact can be established (see
[Gohberg , Krein, Ch. III, Sec.8]).
Proposition 3.1. A ∈ σ1 if and only if for any orthonormal basis {ϕk}∞1 in the
space H the series
∞∑
k=1
(Aϕk, ϕk) (12)
converges. Moreover, the sum (12) does not depend on the choice of the basis {ϕk}∞1 .
The sum (12) for operator A ∈ σ1 is denoted by TrA. It is worth mentioning the
following properties the following properties of the functional TrA (we can consider
class σ1 as a normed space with norm ‖A‖1 =
∑
sk(A) and then TrA is a linear
functional in this space):
1. TrA∗ = TrA;
2. Tr(AB) = Tr(BA), A, B ∈ σ1;
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3. TrA =
∞∑
k=1
λk(A).
The first property is trivial, the second one can be easily obtained from the Schmidt
representation. The third one is the assertion of a well-known theorem of Lidskii
and is nontrivial. Further, we will need the inequality
|TrA| 6 ‖A‖1 =
∑
sk(A). (13)
Certainly, (13) follows immediately from property 7 of s-numbers, and the Lidskii
theorem. But an elementary proof can also be proposed. Taking in (12) ϕk = ek
and using the Schmidt representation (11) we easily get (13).
Item 4. If A ∈ σ1 then the determinant of operator I − A is defined by the
formula
det(I −A) =
∞∏
k=1
(1− λk(A)).
This product obviously converges, because of property 7 for s-numbers
∞∑
k=1
|λj(A)| 6 ‖A‖1.
We consider also the characteristic determinant of the operator A
det(I − µA) := DA(µ) :=
∞∏
k=1
(1− µλk(A)).
Theorem 3.2. det(I −A) is a continuous functional in the space of nuclear oper-
ators with norm ‖A‖1.
Proof. We have to show that for any ε > 0 there exists a δ > 0 such that the
inequality ‖A−B‖1 < δ implies
| det(I − A)− det(I −B)| < ε.
We have (with λk = λk(A)),
[ln det(I − µA)]′ = D
′
A(µ)
DA(µ)
= −
∞∑
k=1
λk
1− µλk
= −Tr[A(I − µA)−1].
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The last equality is valid because of Lidskii’s theorem. (Evidently, for any fixed
µ 6= λk the operator A(I − µA)−1 is nuclear.) Now we get the representation
DA(µ) = exp
[
−
∫
Γ
Tr[A(I − ζA)−1]dζ
]
, (14)
where Γ is any smoothcontour, which connects the points 0 and µ, and does not
contain the points {λ−1k }. Obviously, operator I − ζB is invertible for all ζ ∈ Γ if
‖BA‖ < δ1 and δ1 is sufficiently small. Hence, there exists a constant M such that
max
ζ∈Γ
‖(I − ζA)−1‖ 6 M, max
ζ∈Γ
‖(I − ζB)−1‖ 6M. (15)
Notice that
A(I − µA)−1 − B(I − µB)−1 = (I − µA)−1[A(I − µB)− (I − µA)B](I − µB)−1
= (I − µA)−1(A−B)(I − µB)−1.
Now, using property 2 of s-numbers and the estimates (13), (15), we obtain∣∣∣∣∫
Γ
Tr[A(I − ζA)−1 −B(I − ζB)−1]dζ
∣∣∣∣ 6 γM2‖A− B‖1,
where γ is the length of Γ. From representation (14) it follows that
|DA(µ)−DB(µ)| =
=
∣∣∣∣DA(µ)(1− exp [∫
Γ
Tr[A(I − ζA)−1 − B(I − ζB)−1]dζ
])∣∣∣∣
6 γM2|DA(µ)|‖A− B‖1.
The last inequality (we can put µ = 1) proves the thorem. 
Proposition 3.2. Let A ∈ σ1 and {Qn} be a sequence of orthoprojectors such that
Qn → 0, when n→∞. Then
‖QnAQn‖1 → 0, ‖QnA‖1 → 0, ‖AQn‖1 → 0. (16)
Proof. Using the Schmidt representation (11) again we get
A =
N∑
k=1
sk(·, ek)fk +
∞∑
k=N+1
sk(·, ek)f)k = AN +Aε,
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where ‖Aε‖1 =
∞∑
k=N+1
sk(A) < ε. Since AN is finite dimensional, we have
‖QnANQN‖1 → 0, ‖QnAN‖1 → 0 and (16) follows. 
The theorem on continuity of the determinant and the last proposition give us
some important results.
Corollary 3.1. Let A ∈ σ1 and {Pn} be orthogonal projectors such that Pn → I
when n→∞. Then
det(I −A) lim
n→∞
det(I − PnAPn).
Proof. We have to notice only that
‖A− PnAPn‖1 = ‖QnAPn + PnAQn +QnAQn‖1 → 0

Corollary 3.2. If A ∈ σ1, B ∈ σ1 then
det(I −A)(I −B) = det(I − A)(I − B). (17)
Proof. The equality (17) is known in finite dimensional space, hence if Pn → I , then
det(I −A)(I −B) = lim
n→∞
det(I − PnAPn − PnBPn + PnABPn)
= lim
n→∞
det[(I − PnAPn)(I − PnBPn)− PnAQnBPn]
= lim
n→∞
det(I − PnAPn)(I − PnBPn) [since ‖AQn‖1 → 0]
= lim
n→∞
det(I − PnAPn) · lim
n→∞
det(I − PnBPn)
= det(I −A) det(I − B).

Corollary 3.3. If A ∈ σ1, B ∈ σ1 and I −B is invertible then
det(I −A)(I −B)−1 = det(I −A)
det(I − B). (18)
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Proof. Since (I − B)−1 = I + B(I − B)−1, we have
det(I − B)−1 =
∞∏
k=1
(1 + λk(1− λk)−1) =
∞∏
k=1
(1− λk)−1 = 1
det(I −B) .
Hence the equality (18) follows from (17). 
Item 5. Now we establish the assertion of the fundamental theorem for a linear
pencil
A(λ) = I − λA, A ∈ σp, p 6 1.
Theorem 3.3. If A ∈ σp, p 6 1 then
(I − λA)−1 = D(λ)
det(I − λA)
and
| det(I − λA)| 6
∞∏
k=1
(1 + |λ|sk(A)), (19)
‖D(λ)‖ = ‖(I − λA)−1 det(I − λA)‖ 6
∞∏
k=1
(1 + |λ|sk(A)). (20)
Proof. The estimate (19) follows from property 8 of s-numbers∣∣∣∣∣
∞∏
k=1
(1− λλj(A))
∣∣∣∣∣ 6
∞∏
k=1
(1 + |λ||λj(A)|) 6
∞∏
k=1
(1 + |λ|sj(A)).
To prove the estimate (20), choose arbitrary vectors ϕ, ψ such that ‖ϕ‖ = ‖ψ‖ = 1
and consider the operator
A1 = A+ ξ(·, ψ)ϕ, ξ > 0.
According to property 3 of s-numbers we have
sj+1(A1) 6 sj(A), j = 1, 2, . . . ,
s1(A1) = ‖A1‖ 6 ‖A‖+ ξ = s1(A) + ξ.
Hence
| det(I − λA1)| 6 [1 + |λ(s1(A) + ξ)]
∞∏
j=1
(1 + |λ|sj(A)). (21)
25
Since (I − λA1)(I − λA−1) = I − λK, where K is a one dimensional operator
Kf = ξ((I − λA)−1f, ψ)ϕ,
we have from corollary 3,
det(I − λA1)(I − λA)−1 = 1− λλ1(K) = det(I − λA1)
det(I − λA) .
Solving the equation Kf = λ1f , we find d = ϕ and λ1 = λ1(K) = ξ((I −
λA)−1ϕ, ψ). Therefore
1− λξ((I − λA)−1ϕ, ψ) = det(I − λA1)
det(I − λA)
and taking into account (21), we obtain
|((I − λA)−1ϕ, ψ)| 6 1
λξ
+
[
1
λξ
+
s1
ξ
+ 1
] ∞∏
k=1
(1 + |λ|sk(A))
| det(I − λA)| .
Now let ξ > 0 tend to infinity and notice that ‖R‖ = sup
‖ϕ‖=‖ψ‖=1
|(Rϕ, ψ)|. Then the
last estimate gives (20). 
Now we can get the assertion of the fundamental theorem by applying Borel’s the-
orem on growth of canonical products (see, for example, [B. Levin]). We formulate
this result for simple canonical products.
Theorem 3.4 (Borel’s Theorem). Let one of the following conditions be fulfilled:
1.
∑
spk <∞, p > 1;
2. sk = o(k
−1/p), p < 1;
3. sk = O(k
−1/p), p < 1.
Then ∆(λ) =
∞∏
k=1
(1 + skλ) is an entire function or order p or less and finite type.
Moreover, the type of ∆(λ) is equal to zero if either condition 1 or condition 2 holds.
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Item 6. We start to prove the fundamental theorem for the general case using
the note that, without loss of generality, one can assume A0 = I (as in the theorem
on holomorphic operator functions). Denote
F (λ) = −A1λ− A2λ2 − · · · − Anλn.
Evidently, for each fixed λ and any ε > 0 we haveF (λ) ∈ σp+ε. Choose the smallest
integer ℓ such that p/ℓ < 1. Then taking into account the property 5 of s-numbers
we obtain F ℓ(λ) ∈ σ1. Thus for any fixed λ ∈ C the function
∆(λ) = det(I − F ℓ(λ))
is well defined. Moreover, using corollary 1 and Weierstrass’ theorem on uniformly
convergent sequences of holomorphic functions, we find that ∆(λ) is an entire func-
tion (the uniform convergence of the functions det(I − PnF ℓ(λ)Pn), Pn → I,
follows from the theorem on continuous dependence of the determinant and from
the continuity of the function F ℓ(λ) in the nuclear norm).
From the simple relation
A−1(λ) = [I − F (λ)]−1 = [I + F (λ) + · · ·+ F ℓ−1(λ)][I − F ℓ(λ)]−1 (22)
we conclude that the growth of the meromorphic function A−1(λ) is the same as
the growth of [I − F ℓ(λ)]−1, because the left divisor in (22) is polynomial and does
not have any influence on the order or type of A−1(λ). Using the theorem on the
estimate of the resolvent in the latter item, we have
[I − F ℓ(λ)]−1 = D(λ)
∆(λ)
and
‖D(λ)‖ 6
∞∏
k=1
[1 + sk(F
ℓ(λ))], |∆(λ) 6
∞∏
k=1
[1 + sk(F
ℓ(λ))] (23)
(to get these estimates we make substitution in (19), (20): λ → 1, A → F ℓ(λ)).
Denote
F ℓ(λ) = (−1)ℓ{λℓAℓ1 + λℓ+1[Aℓ−11 A2 + Aℓ−21 A2A1 + · · ·+A2Aℓ−11 ]+
+ λℓ+2[Aℓ−11 A2 + · · · ] + λnℓAℓn} = (−1)ℓ
nℓ∑
j=ℓ
λjBj.
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First, assume that condition (9) holds. Then taking into account the properties 4,
5 of s-numbers we find sk(B
j) = O(k−j/p), j = ℓ, ℓ + 1, . . . , nℓ, k = 1, 2, . . . .
Using the property 4 again we obtain
sk(F
ℓ(λ)) 6
nℓ∑
j=ℓ
|λ|jsk1(Bj) 6M
nℓ∑
j=ℓ
|λ|jk−j/p, (24)
where k1 =
[
k−1
n(ℓ−1)+1
]
+ 1, M = const. Hence
∞∏
k=1
[1 + sk(F
ℓ(λ))] 6
∞∏
k=1
(1 +M
nℓ∑
j=ℓ
|λ|jk−j/p) 6
nℓ∏
j=ℓ
∞∏
k=1
(1 +M |λ|jk−j/p).
According to Borel’s theorem the function
fj(µ) =
∞∏
k=1
(1 +Mµk−j/p), j = ℓ, ℓ+ 1, . . . , nℓ
has the order p/j and finite type. Then we find from the definition that the function
f(λ) = fℓ(λ
ℓ) · · · fnℓ(λnℓ) has order p and finite type and so do the functions D(λ)
and ∆(λ).
The proof does not change if (9) is replaced by (8). If the condition (7) holds
then using the properties 5. 10 of s-numbers we may deduce that Bj ∈ σp/j, j =
ℓ, . . . , nℓ. Taking into account the first estimate in (24) and noting that index k1
repeats κ = n(ℓ− 1) + 1 times when k runs through the integers, we obtain
∞∏
k1=1
[1 + sk(F
ℓ(λ))] 6
 nℓ∏
j=ℓ
∞∏
k=1
[1 + |λ|jsk(Bj)]
κ .
Recalling that Bj ∈ σp/j and applying Borel’s theorem, we find from (23) that D(λ)
and ∆(λ) have the order 6 p and type 0 with order p. This proves the theorem. 
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4 Keldysh-Lidskii theorem on the completeness
To prove the subsequent theorems on completeness we need to recall some classical
results of the theory of entire functions (see, for example, [Levin, Ch.1]).
Theorem 4.1 (Phragmen-Lindelo¨f Theorem). Let f(λ) be a holomorphic function
2 of order p in a sector Ωα(ϕ) = {λ : |ϕ− arg λ| 6 α} and
|f(λ)| 6M (1)
on the sides of the sector Ωα(ϕ). If α < π/2p then the estimate (1) holds throughout
all the sector Ωα(ϕ).
Note 4.1. One can deduce from this theorem a slight generalization. Instead of the
estimate (1), assume that the following holds:
|f(λ)| 6M(1 + |λ|m) (2)
on the sides of the sector Ωα(ϕ). Then the same estimate holds throughout all of
the sector Ωα(ϕ), probably with a new constant M1 instead of M . To prove this
fact we may consider a function f(λ)/p(λ), where p(λ) is a polynomial of degree in
with zeros lying outside of the sector Ωα(ϕ).
The next result is a corollary of the theorem giving a lower estimate of entire
functions due to E. C. Titchmarsh.
Theorem 4.2 (Theorem on a Ratio of Holomorphic Functions). Let F (λ) = F1(λ)F2(λ) ,
where Fj(λ), j = 1, 2, are entire functions of the order pj and type σj with order
pj. If F (λ) is also an entire function then it is a function of order p = max(p1, p2)
or less and of the type σ = σ1 + σ2 or less with order p.
Now we can formulate and prove a general theorem on completeness. The main
assumption of this theorem is that, on some rays in the complex plane, the growth
of the resolvent of a pencil does not exceed polynomial growth. It may seem at first
sight that such a condition is unnatural and is difficult to establish for some specific
linear or polynomial pencils. But we will dispel any such illusion later on. Now we
mention only that there are a lot of papers devoted to estimates of the resolvent for
boundary value problems containing a spectral parameter for ordinary differential
2We defined the order and the type of an entire function, but the same definition is applied to functions which
are holomorphic in a sector.
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operators, as well as for partial differential operators. Some of them are due to G.
Birkhoff and Ja. Tamarkin, S. Agmon and L. Nierenberg, M. Agranovich and M.
Vishik (for estimates of the resolvent in non-Hilbert spaces see the book [Tribel] and
references there).
Theorem 4.3 (General Theorem on Completeness). Let the operator pencil
A(λ) = A0 + λA1 + · · ·+ λnAn
be such that Aj ∈ σp/j, j = 1, . . . , n, for some p > 0 and KerA∗n = 0. Also, let
there exist a finite set of a rays {γk}qk=1 dividing the complex plane into q sectors
with angles less than π/2p and such that the resolvent of the pencil A(λ) exists on
these rays for sufficiently large |λ| > r0 and has the estimate
‖A−1(λ)‖ 6M(1 + |λ|m), (3)
where M and m are constants. Then the system of Keldysh derived chains of A(λ)
is complete in Hn.
Proof. We have noticed (see Note 3.2) that if a vector f = {f1, . . . , fn} ∈ Hn is
orthogonal to all Keldysh derived chains then
F (λ) = [A∗(λ)]−1(f1 + λf2 + · · ·+ λn−1fn−1)
is an entire vector function. It follows from the fundamental theorem on the estimate
of the resolvent and the theorem on a ratio of entire functions that F (λ) has the
order p or less. Taking into account the equality
‖[A∗(λ)]−1‖ = ‖[A−1(λ)]∗‖
and the estimate (3) which holds asymptotically on the rays {γk}q1, we obtain the
estimate
‖F (λ)‖ 6 M1(1 + |λ|m+n−1) (4)
on the rays {γk}q1. The angle between neighboring rays is less than π/2p. Hence, in
virtue of the Phragmen-Lindelo¨f theorem we obtain the estimate (4) in each sector
contained between neighboring rays. Thus the estimate (4) holds in the whole
complex plane and, from Liouville’s theorem, we conclude that
F (λ) = F0 + λF1 + · · ·+ λrFr, r 6 m+ n− 1.
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On the other hand
(A∗0 + λA
∗
1 + · · ·+ λnA∗n)(F0 + λF1 + · · ·+ λrFr) = f1 + · · · + λn−1fn.
The right side of this equality is a polynomial of degree n − 1 but the left side
is a polynomial of degree n + r or less. Hence we find A∗nFr = 0, A
∗
nFr−1 =
0, . . . , A∗nF0 = 0. Since the kernel of the operator A
∗
n is trivial we have F (λ) ≡ 0
and then f = {f1, . . . , fn} = 0. The theorem is proved. 
We will deduce some useful corollaries from this general theorem. But first we recall
some definitions and prove some auxiliary results.
The numerical range θ(A) of an operator A is the set of all complex numbers
(Au, u), where u takes values in the unit sphere: ‖u‖ = 1. A theorem due to
Hausdorff asserts that θ(A) is a convex set. It is known also (see, for example, [Kato,
Ch.5]) that the closure of θ(A) contains the spectrum ofA and for all µ 6∈ θ(A)∪σ(A)
the following estimate holds
‖(A− µI)−1‖ 6 1
dist(µ, θ(A))
. (5)
An operator T is called sectorial if its numerical range θ(T ) is a subset of a
sector |ϕ − arg λ| 6 α for some ϕ ∈ [0, 2π) and α ∈ [0, π/2]. The numbers ϕ and
α are called the vertex and semi-angle of the sectorial operator T . Further, when
dealing with a sectorial operator, we will assume (for simplicity) that its vertex is
equal to zero.
An operator T is called accretive (dissipative) if its numerical range lies in the
right-half plane, Reλ > 0 (in the left-half plane Reλ 6 0).
Lemma 4.1. If T is a sectorial operator with semi-angle α then outside the sector
Ωα+ε = {λ : | arg λ| 6 α + ε}, (ε > 0) the following estimates hold:
‖(I − λT )−1‖ 6 1
sin ε
, (6)
‖(I − λT )−1T‖ 6 1|λ| sin ε. (7)
Moreover, if Ker T ∗ = 0, then for any fixed vector x
‖(I − λT )−1x‖ → 0 (8)
when λ→∞ outside the sector Ωα+ε.
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Proof. If λ 6∈ Ωα+ε then according to (5)
‖(I − λT )−1‖ = |λ|−1‖(λ−1I − T )−1‖ 6 1|λ| dist(λ−1,Ωα) 6
1
sin ε
and the first estimate (6) follows.
Also, if λ 6∈ Ωα+ε, then for all y ∈ H
‖(I − λT )y‖‖Ty‖ > |((I − λT )y, Ty)| = |(y, Ty)− λ(Ty, Ty)|
> ‖Ty‖2 dist(λ,Ωα) > ‖Ty‖2|λ| sin ε
and ‖Ty‖ 6 (|λ| sin ε)−1‖(I − λT )y‖. Hence for all x = (I − λT )y we have
‖T (I − λT )−1x‖ 6 (|λ| sin ε)−1‖x‖
and the second estimate (7) follows.
If Ker T ∗ = 0 then Im T = H, therefore for any x ∈ H, and given any δ > 0,
there exists a vector y = Tz such that ‖y − x‖ < δ. Then for λ 6∈ Ωα+ε we have
‖(I − λT )−1x‖ 6 1
sin ε
(‖z‖
|λ| + δ
)
.
Since δ may be chosen arbitrary small, we obtain (8). 
Lemma 4.2. Let A = (I + S)T , where S ∈ σ∞, KerA∗ = 0, and let T be a
sectorial operator3 with semi-angle α. Then outside a sector Ωα+ε, ε > 0, and for
sufficiently large |λ| > r0 = r0(ε), the following estimate holds:
‖(I − λA)−1‖ 6M = M(ε). (9)
Proof. It follows from the assumption KerA∗ = 0 that Ker(I + S∗) = 0 and
Ker(I + S) = 0 (because S ∈ σ∞). Hence I + S is invertible and (I + S)−1 =
I − S(I + S)−1 = I + S1, S1 ∈ σ∞. Note also, that Ker T ∗ = 0. Further, we have
‖(I − λA)−1‖ = ‖[(I + S)(I − λT )(I + S1(I − λT )−1)]−1‖
6 ‖(I + S)−1‖‖(I − λT )−1‖‖(I + S1(I − λT )−1)−1‖.
(10)
3An operator A, having such a representation, we call a compact perturbation of a sectorial operator.
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Notice, we have if V = (·, ϕ)ψ is a one dimensional operator (or finite dimensional)
then it follows from (8) that
‖V (I − λT )−1‖ = ‖(I − λT ∗)−1V ∗‖ → 0
when λ → ∞ outside Ωα+ε. (Obviously, the numerical range of T ∗ lies in the
sector Ωα and KerT = Ker T
∗ = 0, see Note 3 below.) Operator S1 is compact,
hence it may be approximated in the operator norm with any accuracy by a finite
dimensional operator. Thus ‖S1(I − λT )−1‖ → 0 when λ → ∞ outside Ωα+ε and
the estimate (9) follows from (6) and (10). 
Note 4.2. Lemmas 1 and 2 are valid if the sectorial operator T is replaced by a self-
adjoint operator C (not necessarily non-negative). The only difference is that in this
case all estimates hold outside the sector Λε = {λ : | arg λ| 6 ε or |π − arg λ| 6
ε}.
Now we are able to present some corollaries from the general theorem on com-
pleteness.
Corollary 4.1 (Keldysh-Lidskii theorem). Let T be a sectorial operator with semi-
angle α and Ker T ∗ = 0. If T ∈ σp and p < π/2α then the system of EAV of T is
complete.
Proof. Since the estimate (6) holds, we find that all assumptions of the general
theorem are fulfilled for the linear operator pencil A(λ) = I − λT . 
Note 4.3. Actually, one can omit the assumption KerT ∗ = 0 in the latter corollary,
because for an accretive operator T (and of course, for a sectorial operator T ) we
have KerT ∗ = Ker T (this equality follows from the representation T = TR + iTI ,
where TR = (T + T
∗)/2, TI = (T − T ∗)/2i > 0). Hence, for a sectorial operator
we have the representation H = ImT ⊕ KerT . Since the restriction of T to its
invariant subspace H1 = ImT has a complete system of EAV in H1, we find that
the assertion of Corollary 1 is valid without the assumption that Ker T ∗ = 0.
Corollary 4.2. Let A = (I + S)T, S ∈ σ∞, T be a sectorial operator with
semi-angle α, and KerA∗ = 0. If T ∈ σp and p < π/2α then the system of EAV of
the operator A is complete.
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Proof. By Lemma 2, we find that all assumption of the general theorem are fulfilled
for the linear pencil A(λ) = I − λA. 
Corollary 4.3 (Theorem of Keldysh). Let
A(λ) = I + S0 + S1Cλ+ S2C
2λ2 + · · ·+ Sn−1Cn−1λn−1 + (I + Sn)Cnλn, (11)
where Sj, j = 0, 1, . . . , n, are compact operators, Ker(I + Sn) = 0, and
C = C∗ > 0. If C ∈ σp for some p > 0 then the system of Keldysh derived
chains of the pencil A(λ) is complete in Hn. In particular, the system of EAV of a
compactly perturbed positive self-adjoint operator
A = (I + S)C, S ∈ σ∞, Ker(I + S) = 0, C > 0, C ∈ σp,
is complete H.
Proof. Without loss of generality we can assume that Sn = 0, otherwise we have
to consider the operator pencil (I + Sn)
−1A(λ), which has the representation (11)
with Sn = 0. If Sn = 0 then
A−1(λ) = (I + λnCn)−1(I +
n−1∑
k=0
Skλ
kCk(I + λnCn)−1)−1. (12)
If {ωj}n1 are the roots of the equation ωn + 1 = 0, then
I + λnCn =
n∏
j=1
(1 + ωjλC)
and for k = 0, 1, . . . , n− 1, we have
‖SkλkCk(I + λnCn)−1‖
= [Sk(I + ωk+1λC)
−1][
k∏
j=1
λ(I + ωjλC)
−1][
n∏
j=k+1
(I + λωjC)
−1]
= A1(λ)A2(λ)A3(λ).
Denote by Ωnε the union of n sectors in the complex plane with semi-angles ε and
vertex −ωk, k = 1, . . . , n. Then, according to Lemma 2 ‖A1(λ)‖ → 0 if λ → ∞
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outside of Ωnε and according to Lemma 1 ‖Aj(λ)‖ 6 M, j = 2, 3 outside the
domain Ωnε . Hence,
‖(I +
n−1∑
k=0
Skλ
kCk(I + λnCn)−1)−1‖ 6M1
for λ 6∈ Ωnε and |λ| sufficiently large. Using Lemma 1 again and the representation
(12) we obtain
‖A−1(λ)‖ 6 M2
if λ 6∈ Ωnε and |λ| > r0 is sufficiently large. Now we can choose ε such that
ε < π/2p, and all assumptions of the general theorem are fulfilled. 
Note 4.4. Taking Note 2 into account we may assume in Corollary 3 that C is an
arbitrary self-adjoint operator with KerC = 0, instead of C > 0.
It is also worth mentioning that we can refine the assertion of Corollary 1 by
replacing the condition p < π/2α with p 6 π/2α. For this purpose we need to apply
the following fact from theory of entire functions (see, for example, [Levin, Ch.1]).
Theorem 4.4 (Refined Version of The Phragmen-Lindelo¨f Theorem). Let f(λ) be
a holomorphic function of order p and of minimal type 4 in a sector Ωα = {λ :
| arg λ| 6 ε}. If p 6 π/2α and
|f(λ)| 6M(1 + |λ|m)
on the sides of the sector Ωα, then the same estimate holds throughout the sector
Ωα, probably with a new constant M1 instead of M .
Theorem 4.5 (Refined Theorem on Completeness of EAV of a Sectorial Operator5).
Let T be a sectorial operator with semi-angle α and either T ∈ σp, or sk(T ) =
o(k−1/p), k = 1, 2, . . .. If p 6 π/2α then the system of EAV of the operator T is
complete.
Proof. Let Ωα,ε = {λ : λ = µ− ε, | argµ| 6 α} = Ωα − ε. Then for all λ 6∈ Ωα,ε
dist(λ−1,Ωα) > |λ|−1 sin
(
sin ε
|λ|
)
∼ sin ε|λ|2 .
4A holomorphic function f(λ) is said to have a minimal type with order p if it has the type zero with order p.
5For accretive operators this theorem follows from a deep theorem of M. Krein on completeness of EAV of
compact accretive operators with nuclear real component.
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Hence, using the estimate (5), we find for all λ 6∈ Ωα,ε
‖(I − λT )−1‖ = |λ|−1‖(λ−1I − T )−1‖ 6 M
sin ε
|λ|, (13)
where M does not depend on ε and λ.
Taking into account the Note 2, we can assume that Ker T ∗ = 0. If f is
orthogonal to the EAV of T , then the vector function F (λ) = (I − λT )−1f is
an entire function of order p and minimal type (according to the assertion of
the fundamental theorem on the estimate of the resolvent and the theorem on a
ratio of entire functions). Since the estimate (13) holds outside the sector Ωα,ε
with semi-angle α and p 6 π/2α, we obtain from the refined version of the
Phragmen-Lindelo¨f Theorem, that F (λ) is a linear function. As at the end of the
general theorem on completeness, we can show that F (λ) ≡ 0 and f = 0. 
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5 Half-range minimality and completeness prob-
lems for dissipative pencils
Let us return to the subject of Section 1 and consider the Cauchy problem
A(−i d
dt
)u(t) = A0u− iA1du
dt
+ ...+ (−i)nAnd
nu
dtn
= 0, (1)
(−i)ju(j)(0) = ϕj, j = 0, 1, ..., n− 1, (2)
where u(t) is a function with values in Hilbert space H. Note the following simple
result for finite dimensional space H.
Proposition 5.1. If dimH < ∞ and KerA∗n = 0 then the Cauchy problem (1),
(2) has a unique solution for any given initial vectors {ϕj}n−10 .
Proof. To prove the existence of the solution we consider two approaches. First,
according to the theorem 1.1, the system of Keldysh derived chains {y˜hk} is a basis
in Hn. Hence, there exist coefficients {chk} such that
ϕ = {ϕ0, ϕ1, ..., ϕn−1} =
∑
h,k
chk y˜
h
k .
Then the function (see formulas (1.5), (1.6))
u(t) =
∑
h,k
chke
iλkt(yhk +
it
1!
yh−1k + ...+
(it)h
h!
y0k) (3)
is the solution of (1), (2). Second, denoting
u˜(t) = {u(t),−iu′(t), ..., (−i)n−1u(n−1)(t)},
we can rewrite (1), (2) in the form
− idu˜
dt
= A u˜(t), A = A −11 A0, (4)
u˜(0) = ϕ = {ϕ0, ϕ1, ..., ϕn−1}, (5)
where A0,A1 are the operators defined in (1.7).
For any bounded operator L we an define the operator
eL = I +
1
1!
L+
1
2!
L2 + ...,
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where the series converges in the uniform operator topology. Hence, the solution of
(4), (5) can be represented by the formula
u˜(t) = eiA tϕ.
The first component of the function u˜(t) represents the solution of (1), (2). The
uniqueness of the solution of (4), (5) (or (1), (2)) is a well-known fact in the theory
of ordinary differential equations. 
The second approach can be applied for infinite dimensional spaceH, if all operators
Aj, j = 0, 1, ..., n, are bounded and An is invertible (in this case the operator
A is bounded). But this does not cover some important practical problems of
mathematical physics. As we will see soon, for most interesting equations operator
A is unbounded and to define the exponent we have to recall some semigroup
operator theory. As a rule, the operator A does not generate a C0−semigroup in
Hn and we need to look for another space, where it has better properties. But, all
our attempts to prove that A is the generator of C0−semigroup in some space will
be fruitless if there exists a subsequence λks ∈ σ(A ) such that Im λks → ∞ (the
condition Imλk 6 const for all λk ∈ σ(A ) is a necessary condition for A to be a
generator C0−semigroup). Hence, if the spectrum of the pencil A(λ) ( recall that it
has the same spectrum as A ) does not satisfy the condition
Imλk 6 const, for all λk ∈ σ(A)
then the Cauchy problem for the equation (1) is not correctly set.
It is a well-known fact from the theory of partial differential equations that the
Cauchy problem is correctly set for some types of hyperbolic and parabolic equations
but is not so for elliptic equations. Examining some concrete problems, one discovers
that when equation (1) originates with an elliptic problem (in this case the order
n = 2l is even), it makes sense to impose only l conditions at t = 0. For example,
(−i)ju(j)(0) = ϕj, j = 0, 1, ..., l− 1. (6)
If the equation (1) is considered on the finite interval t ∈ [0, T ], then one has to
impose another l condition at t = T , for example
(−i)ju(j)(T ) = ψj, j = 0, 1, ..., l− 1. (7)
(These conditions may be different. For example, (−i)j+lu(j+l)(T ) = ψj, j =
0, 1, ..., l− 1). The case T =∞ is of special interest. In this case the conditions (7)
are replaced by the condition
lim
t→∞
u(t) = 0, (8)
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of
||u(t)|| = const, 0 < t <∞. (9)
Actually, neither (8) nor (9) is the proper condition at infinity, when the spectrum
of the operator pencil A(l) contains some real eigenvalues. But these important
details will be discussed in the next lecture. Suppose that dimH <∞ and consider
the problem (1), (6), (8). For simplicity, suppose also that eigenvalues of A(λ) are
semi-simple. Using the Fourier method we look for a solution represented by a series
u(t) =
∑
Imλk>0
cke
iλktyk. (10)
We put in this sum only the eigenvectors yk, corresponding to the eigenvalues λk
with positive imaginary part, otherwise the condition (8) does not hold. Also, we
have to satisfy the conditions (6). From (10) and (6) we obtain
ϕ = {ϕ0, ϕ1, ..., ϕl−1} =
∑
Imλk>0
ck{yk, λkyk, ..., λl−1k yk}. (11)
The vectors yˆk = {yk, λkyk, ..., λl−1k yk} we call the Keldysh derived chains of length
l. The definition of the derived chains yˆhk , corresponding to the associated vectors is
similar to the definition of y˜hk given in Section 1.
Denote by E+0 (E+R ) the system {yˆk} of Keldysh derive chains of length l corre-
sponding to all eigenvalues λk with Im λk > 0 (Imλk > 0) .
Proposition 5.2. If dimH < ∞ then the problem (1), (6), (8) has a unique
solution for all given vectors {ϕj}l−10 if and only if the system E+0 = {yˆk}Imλk>0 is
a basis in the space H.
Proof. According to the Proposition 1, any solution u(t) of (1) has the representation
(3).If all the eigenvalues are semisimple (this is not essential) and the condition (8)
holds, then u(t) must have the representation (10). Hence, the conditions (6) are
equivalent to (11). But a vector ϕ ∈ H l can be uniquely represented by the series
(11) if and only if the system E+0 is a basis. 
Obviously, for the problem (1), (6), (9) is also valid, but we have to replace the
system E+0 by the system E+R . Hence we come to the problem which we call the
half-range basis problem. Similarly, we can consider the problem of completeness
of the system E+R (half-range completeness) and the problem of minimality of E+0
(half-range minimality).
Using the method of G. Radzeivskii [1] (1974) we can easily prove the following
result.
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Theorem 5.1. Let dimH < ∞ and the operator pencil A(λ) satisfy the following
conditions:
a) KerAn = 0;
b) Im(A(λ)x, x) 6 0 for all x ∈ H and λ ∈ R;
c) there exists a point λ0 ∈ R such that 0 /∈ θ(A(λ0)).
Then the system E+R corresponding to the operator pencil A(λ) is complete in H l.
Proof. Suppose that there exists a vector f = {f1, ..., fl} ∈ H l, which is orthogonal
to the system E+R , i.e.
(f1, yk) + (f2, λkyk) + ...+ (fl, λ
l−1
k yk) = (f(λ¯k), yk) = 0 . (12)
for all λk with Im λk > 0, where
f(λ) = f1 + λf2 + ...+ λ
l−1fl.
Consider the meromorphic scalar function
F (λ) = ([A∗(λ)]−1f(λ), f(λ¯)).
From the representation of [A∗(λ)]−1 in the neighborhood of a pole λ¯k and the
equalities (12) it follows that F (λ) is a holomorphic function in the lower half-plane.
Since KerAn = 0, we have ||A−1(λ)|| = O(|λ|n),
|F (λ) = O(|λ|−n+2(l−1)) = O(|λ|−2).
Denoting g(λ) = [A∗(λ)]−1f(λ), we can rewrite F (λ) in the form
F (λ) = (g(λ), A∗(λ¯)g(λ¯)) = (A(λ)g(λ), g(λ¯)).
Since g(λ) = g(λ¯) for all λ ∈ R, it follows from condition b) that ImF (λ) 6 0 for
λ ∈ R. If ImF (λ) = 0 for all λ ∈ R, then it follows from the Riemann-Schwartz
principle that F (λ) has a symmetric holomorphic continuation in the upper half-
plane. Since F (λ) has no poles on the real axis, it is an entire function. Taking into
account the estimate (13), we deduce from Liouville’s theorem that F (λ) ≡ 0.
Suppose ImF (λ1) 6= 0 for some λ1 ∈ R. Then ϕ(λ) = ImF (λ) is an harmonic
bounded function in the lower half-plane and ϕ(λ) 6 0 for λ ∈ R. Since ϕ(λ) is
not identically zero we have (according to the maximum principle) ϕ(λ) < 0 for
Im λ < 0. Now recall the Caratheodory theorem (see [Levin, Ch1.]): If F (λ) is a
holomorphic function in the open lower plane and ImF (λ) < 0 for Im λ < 0 then
|F (λ)| > 1
5
|F (−i)| |λ|−1.
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This contradicts the estimate (13). Hence F (λ) ≡ 0.
Now we can write
f(λ) = f(λ0) +
1
1!
f ′(λ0)(λ− λ0) + ...+ 1
(l − 1)!f
(l−1)(λ0)(λ− λ0)(l−1)
and using condition c), we can find f(λ0) = 0, f
′(λ0) = 0, ..., f (l−1)(λ0) = 0, i.e.
f(λ) ≡ 0. This proves the theorem. 
Note 5.1. It may seem at first sight that one can omit condition c) of Theorem 1.
But it is essential. For example, the self-adjoint quadratic operator pencil
A(λ) =
(
0 1
1 0
)
+ λ
(
0 −3i
3i 0
)
− λ2
(
0 2
2 0
)
in two-dimensional space H has two eigenvalues λ1 = i and λ2 =
i
2
in the upper
half-plane and the same eigenvector corresponds to both eigenvalues. This example
was given by G. Radzievskii [2] and, independently, a similar example was given by
A. Kostyuchenko. Certainly, condition c) automatically holds for monic operator
polynomials.
Denote by E−0 (E−R ) a system of Keldysh derived chains of length l corresponding
to the eigenvalues λk with Im λk < 0(Imλk 6 0).
Corollary 5.1. If the condition a) - c) of Theorem 1 are fulfilled and the operator
pencil A(λ) has no real eigenvalues, then both systems E+0 and E−0 form bases in the
space H l.
Proof. Under our assumptions E−0 = E
−
R and the completeness of the system E−0
can be proved using the same methods. Hence, dim(Span E±0 ) = κ± > lm, where
m = dimH. Since κ+ + κ− = nm = 2lm, we have κ+ = κ− = lm = dimH l. 
If the operator pencil A(l) has real eigenvalues, we cannot deduce from Theorem 1
that the systems E+0 , E−0 are minimal in the space H l. In fact they are minimal and
we will prove even a more general fact for infinite dimensional space H.
Definition 5.6. The system {ek}∞1 in the Hilbert space H is called linearly
independent if any finite system is linearly independent.
Note 5.2. Certainly, if the system {ek}∞1 is minimal then it is linearly independent.
The converse assertion is not true. For example, the system of functions {xk}∞k=0 ∈
L2[0, 1] is linearly independent, but it is not minimal in L2[0, 1].
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Definition 5.1. The point λk ∈ σ(A) is called a point of the discrete spectrum of
the operator pencil A(λ) if it is an isolated point of σ(A) and the resolvent A−1(λ)
has the representation (2.2) in some neighborhood of λk. The set of all such points
we denote by σd(A).
The following theorem is also due to G. Radzievskii [2] (1987).
Theorem 5.2. Let the operator pencil A(λ) satisfy the conditions b), c) of Theorem
1 and all operators Aj, j = 0, 1, ..., n, be bounded. Let E+0 be the system {yˆk}
consisting of all Keldysh derived chains of length l, corresponding to λk ∈ σd(A)
with Imλk > 0. Then the system E+0 is a linearly independent system.
Proof. Suppose that
N∑
k=1
ckyˆk =
N∑
k=1
ck{yk, λkyk, ..., λl−1k yk} = 0, (13)
where λk ∈ σd(A) and Im λk > 0. Consider the meromorphic scalar function
f(λ) = (A(λ)d(λ), d(λ¯)), d(λ) =
N∑
k=1
ckyk
λ− λk .
Notice that ∞ is a regular point for d(λ) and at infinity is the Laurent expansion
d(λ) = a1λ
−1 + a2λ−2 + ... ,
where
aj =
N∑
k=1
ckλ
j−1
k yk, j = 1, 2, ... .
Evidently, ||A(λ)|| 6M |λ|2l, 2l = n. Thaking into account (14), we have a1 = a2 =
... = al = 0. Hence
|F (λ)| = O(|λ|2l−2(l+1)) = O(|λ|−2), λ→∞.
It appears that the function F (λ) may have poles at the points {λk}N1 and {λ¯k}N1 .
However, since A(λk)yk = 0, all points {λk}N1 are regular and F (λ) is holomorphic
function in the closed upper half-plane. It follows from condition b) that ImF (λ) 6
0 for all λ ∈ R. Now we can repeat the arguments in the proof of Theorem 1 and
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deduce F (λ) ≡ 0. Using condition c), we obtain d(j)(λ0) = 0, for all j = 0, 1, ... .
Then it follows from the uniqueness theorem for holomorphic functions, that d(λ) ≡
0. Hence, ck = 0, k = 1, ..., N . 
We can easily deduce from Theorems 1 and 2 the following assertion.
Corollary 5.2. If conditions a) - c) of Theorem 1 are fulfilled then for any given
vectors {ϕj}l0 there exists a solution of problem (1), (6), (9). Under conditions b),
c) of Theorem 1 the solution of problem (1), (6), (8) is unique.
Note 5.3. If the pencil A(λ) has real eigenvalues then under the same assumptions
we cannot guarantee the existence of solution (1), (6), (8) and the uniqueness of the
solution (1), (6), (9). Hence, in this case we have to replace condition (8) or (9)
by a more refined one. To do this we have to consider some concrete problems in
mathematical physics.
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6 Mandelstam radiation principle (non-resonant
case) and half-range problems
The linear differential equations which arise in the theory of electromagnetic waves
in elasticity theory can often be reduced to the following form:
− A∂
2u
∂z2
− iB∂u
∂z
+ Cu+
∂2u
∂t2
= 0, (1)
where the function u(t, z) = u(t, x, y, z) takes values in a Hilbert space H, the
variable t denotes the time, operators A, B are symmetric and C is self-adjoint in
H. Such kinds of equations arise in the wave-guide regions Q = Ω × R+, where
Ω is a bounded domain in the x − y plane and the direction of z is orthogonal to
this plane (see figure 1). Then the role of H is played by the space L2(Ω). Plane
wave-guide regions may also be considered. In this situation Ω is an interval (see
figure 2). The solutions of the wave equation (1), which are periodic in time, i.e.
u(t, z) = v(z)eiωt, v(z) = v(z, x, y) (2)
are of considerable interest. The constant ω is called the angular frequency. Substi-
tuting (2) into (1) we obtain the equation of stable oscillations with given frequency
ω
− Ad
2v
dz2
− iBdv
dz
+ Cv − ω2Iv = 0. (3)
Let wk be the eigenvectors, corresponding to the eigenvalues λk, of the related
operator pencil
Lω(λ) = λ
2A+ λB + C − ω2I. (4)
The elementary solutions vk(z) = wke
iλkz of equation (3) are called propagating
waves if λk ∈ R and the evanescent waves if Im λk > 0. The waves with Im λk < 0
have no physical meaning. The eigenvectors wk are called the amplitudes and λk
are called the wave-numbers.
Example. The simplest but also important equation of type (3) is Helmholtz’
equation in the semi-strip Q = [0, 1]× [0,∞)
−∆v − ω2v = 0, v = v(x, z), ∆ = ∂
2
∂x2
+
∂2
∂z2
, (5)
v(0, z) = v(1, z) = 0, 0 6 z <∞. (6)
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Denote by C the operator Cw = −w′′ with domain of definition
D(C) = {w | w ∈ W 22 [0, 1], w(0) = w(1) = 0},
where W 22 [0, 1] is Sobolev space consisting of the functions w(x) such that w and
w′ are absolutely continious and w′′ ∈ L2[0, 1]. Then C is a positive self-adjoint
operator (see, for example, [Najmark]) in the space H = L2[0, 1] and the problem
(5), (6) can be rewritten in the form
− d
2v
dz2
+ Cv − ω2v = 0. (7)
We also have to impose the initial condition
v(x, 0) = v(0) = ϕ, ϕ = ϕ(x) ∈ L2[0, 1], (8)
and to define a restiction on the behaviour of the solution v(z) when z →∞.
The elementary solutions of equation (7) have the representation
vk(z) = wk(x)e
iλkz, k = ±1,±2, ...,
where λk =
√
ω2 − π2k2 and wk(x) = sin πkx are the solutions of the eigenvalue
problem
(λ2I + C − ω2I)w = 0.
If ω < π then the pencil λ2I+C−ω2I has no real eigenvalues and we can represent
the soluiton of the problem (7), (8) in the form
v(z) =
∞∑
k=1
ckvk(z) =
∞∑
k=1
cke
−√π2k2−ω2 z sin πkx,
where ck =
1
π
(ϕ(x), sinπkx)L2. Obviously, this solution satisfies the condition
v(z)→ 0 when z →∞. (9)
If ω > π then the equation (7) has a finite set of real wave-numbers λk (see figure
3). Now we can not find for any ϕ ∈ H = L2[0, 1] the solution of the problem (7),
(8) satisfying the condition (9). But if we replace the condition (9) by the condition
||v(z)|| 6 const, we can not guarantee the uniqueness of the solution. For example,
if ϕ(x) = sin πx then both functions
v+(z) = ei
√
ω2−π2 z sinπx, v−(z) = e−i
√
ω2−π2 z sin πx
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are bounded and satisfy (7), (8). Hence, to select the unique solution, we consider
not all propagating waves of the equation (7) but only half of them. How does one
choose this half? In our particular case the answer is easy: for example, we can
choose the half of propagating waves corresponding to all positive wave-numbers
λk. The real wave-number λk characterizes the phase velocity of the corresponding
wave. The wave with λk > 0 runs to positive infinity, but the wave with λk < 0
runs to negative infinity. Thus we can select the propagating waves according to
their phase velocities and claim that the waves with positive phase velocity have
physical meaning, but the waves with negative phase velocity do not. Then we
come to the following principle.
Sommerfeld Radiation Princliple. The solution of equation (7) must
have the representation
v(z) = v0(z) + v1(z),
where ||v0(z)|| → 0 if z → ∞ and v1(z) is a finite superposition of propagating
waves with positive phase velocity, i.e.
v1(z) =
∑
λk>0
ckwke
iλkz,
where {wk} are the amplitudes and {ck} are some coefficients.
It is not difficult to prove the uniqueness and existence of the solution of (7),
(8), satisfying the Sommerfeld radiation principle. But more than 50 years ago
physicists discovered that the Sommerfeld radiation principle does not work for
more complicated equations type (3). To establish a new principle we have to
introduce the group velocity of the wave. Using Rellich’s theorem (see Ch. 7.2 of
Kato [1]) we find that the real eigenvalues λk = λk(ω) of the operator pencil (4)
are holomorphic functions of ω with the exception of some exclusive frequencies
ω = ξk, ξk →∞, which are called the resonance frequencies (ω is called a resonance
frequency if there exists at least one real eigenvalue λk which is not semisimple).
Hence, for all non-resonant frequencies the functions λ′k(ω) are well defined. The
number 1λ′k(ω)
is called the group velocit y of the propagating wave vk(z) = wke
iλkz.
Now we can formulate the other principle of wave selection.
Mandelstam Radiation Principle. The solution of equation (3) must
have the representation
v(z) = v0(z) + v1(z),
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where ||v0(z)|| → 0 when z →∞ and v1(z) is a finite superposition of propagating
waves with positive group velocity. Our next goal is to obtain the different represen-
tations for the group velocity 1/λ′k(ω). Further, we suppose that C is a self-adjoint
operator and the domains of definition of the symmetric operators A,B contain the
domain of C.
Proposition 6.1. If ω > 0 is not a resonant frequency of the self-adjoint operator
pencil (4) then
1
λ′k(ω)
=
(L′ω(λk)wk, wk)
2ω(wk, wk)
(10)
where L′ω(λk) = 2λkA+ B and wk is the corresponding amplitude.
Proof. 6 Let λk be a real eigenvalue corresponding to the amplitude wk of the pencil
Lω(λ) with a non-resonant frequency ω > 0. For fixed λ in the real neighborhood
of the point λk consider the eigenvalue problem
(L0(λ)− ξ2I)y(λ) = 0 L0(λ) = Aλ2 + Bλ+ C, (11)
viewing ξ as a spectral parameter. According to Rellich’s theorem (see Ch. 7.2
of Kato [1]) the eigenvalue ξk = ξ(λ), such that ξ(λk) = ω > 0, is a holomorphic
function of λ in the real neighborhood of λk and there is a corresponding holomorphic
eigenvector yk = y(λ), y(λk) = wk. It follows from (11) that
[L′0(λ)− 2ξ(λ)ξ′(λ)]y(λ) + [L0(λ)− ξ2(λ)I]y′(λ) = 0.
Substituting λ = λk, ξ(λk) = ω, y(λk) = wk, we obtain from this equation
([L′0(λk)wk − 2ωξ′(λk)wk + Lω(λk)y′(λk)], wk) =
= (L′ω(λk)wk, wk)− 2ωξ′(λk)(wk, wk) = 0.
Taking into account that
λ′k(ω) =
dλk(ξ)
dξ
∣∣∣∣
ξ=ω
=
[
dξ(λ)
dλ
∣∣∣∣
λ=λk
]−1
= [ξ′(λk)]−1,
we obtain the relation (10). 
6Similar assertions were discovered for matrix polynomials by I. Gohberg, P. Lancaster and L. Rodman [1]
(1979), by I. Vorovich and V. Babeshko [1] (1979), by A. Kostyuchenko and M. Orazov [1] (1981), by A. Zilbergleit
and Ju. Kopilevich [1] (1983).
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Proposition 6.2 (Kostyuchenko and Shkalikov [1], 1983). If λk is a simple real
eigenvalue of the operator pencil Lω(λ) then the principal part of the resolvent
L−1ω (λ) at the pole λk has the representation
εk( · , wk)wk
λ− λk ,
where
εk =
1
(L′(λk)wk, wk)
. (12)
Proof. Assuming that λk is a simple eigenvalue of Lω(λ), we imply that it is also a
point of the discrete spectrum. Hence the principal part of L−1ω (λ) has the repre-
sentation
( · , zk) wk
λ− λk ,
where zk ∈ KerL∗ω(λk). Since L∗ω(λk) = Lω(λk), we can find a number εk such that
zk = εkwk. From the identity
wk = Lω(λ)L
−1
ω (λ)wk
=
[
Lω(λk) + (λ− λk)L′ω(λk) + ...
][εk(wk, wk)wk
λ− λk +R(λk)wk + ...
]
= εk(wk, wk)L
′
ω(λk)wk + (λ− λk)[...] + ...
we find
(wk, wk) = ε(wk, wk)(L
′
ω(λk)wk, wk)
and the equality (12) follows.
Note 6.1. The assertion of Proposition 2 is valid not only for seladjoint opera-
tor pencil Lω(λ) but for arbitrary operator pencil A(λ), satisfying the condition
Im(A(λ)x, x) 6 0 for all x ∈ H and all λ ∈ R. Indeed, according to note 4.2, we
have in this case KerA(λk) = KerA
∗(λk), hence we can repeat the arguments in
the proof of Proposition 2.

For the simple eigenvalue λk the number εk = sign(L
′(λk)wk, wk) is called the
sign charachteristic of the corresponding eigenvector wk (see, for example, Ch. 10
of Gohberg, Lancaster and Rodman [2]). According to the definition given in the
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papers Daffin [1] and Langer and Krein [1], the simple eigenvalue λk is called an
eigenvalue of positive (negative) type if the corresponding number εk > 0(< 0).
Taking into account Note 1 and the equality sign λ′k(ω) − sign εk, we can refor-
mulate the Mandelstam radiation principle for differential equations of an arbitrary
order, if the corresponding operator pencil is dissipative.
As we have mentioned, the concrete problems of mathematical physics involve un-
bounded operators. In this lecture we will consider the problem on solvability of
equations of arbitrary order, but only in finite dimensional space H.
As in Section 5, let us consider the problem (n = 2l)
A(−i d
dz
)v(z) = A0v − iA1dv
dz
+ ...+ (−i)nAnd
nv
dzn
= 0, (13)
(−i)jv(j)(0) = ϕj, j = 0, 1, ..., l− 1, (14)
where A0, ..., An are operators acting in finite dimensional space H. Assume, that
the related operator pencil
A(λ) = A0 + λA1 + ...+ λ
nAn
is dissipative, i.e.
Im(A(λ)x, x) 6 0 for all x ∈ H and all λ ∈ R. (15)
Assume also that all real eigenvalues of A(λ) are simple. Now, let us introduce
the systems E± which we call the first and the second part of eigen and associated
vectors of A(λ) respectively:
E+ = {whk}Imλk>0 ∪ {wk}λk∈R,εk>0 ,
E− = {whk}Imλk<0 ∪ {wk}λk∈R,εk<0 .
Define also systems the systems E+ (E−) consisting of Keldysh derived chains of
length l, corresponding to vectors whk ∈ E+ (E−). Remembering the definition of
the systems E±0 , E±R given in Section 5, we notice that E±0 ⊂ E± ⊂ E±R .
The following problem is of our interest: to find a solution of equation (13) satisfying
the initial conditions (14) and the Mandelstam radiation principle at infinity. We
say this is the half-range Cauchy problem. Observe that (in finite dimensional case
only!) a solution v(z) of (13) satisfies the Mandelstam radiation principle if and
only if
v(j)(0) ∈ SpanE+, j = 0, 1, ..., n− 1.
Repeating the arguments in the proof of proposition 5.2 we obtain the following
result.
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Proposition 6.3. For any given initial vectors {ϕj}l−1 there exists a unique so-
lution of the problem (13), (14), satisfying the Mandelstam radiation principle at
infinity if and only if the system E+ is a basis in H l.
Theorem 6.1 (Shkalikov [2], 1985). Let dimH <∞, the pencil A(λ) satisfies the
condition (15), KerAn = 0 and let there exist a point λ0 ∈ R, such that
0 /∈ θ(A(λ0)). (16)
then the systems E+ and E− are complete in H l.
Proof. Consider, for example, the system E+. Suppose there exists a vector f =
{f1, ..., fl} ∈ H l, which is orthogonal to the system E+, i.e.
λk(f1, yk) + (f2, λkyk) + ...+ (fl, λ
l−1
n yk) = 0
for all λk with Im λk > 0 and real λk is of positive type. Consider the meromorphic
scalar function
F (λ) = ([A∗(λ)]−1f(λ), f(λ¯)), f(λ) = f1 + λf2 + ...+ λl−1fl−1,
where A∗(λ) = [A(λ¯)]∗.
Repeating the arguments in the proof of Theorem 5.1, we conclude that F (λ) has no
poles in the lower half-plane as well as in the real points λk of positive type. Hence,
on the real axis the function F (λ) may have poles only at points λk of negative type
and according to Proposition 2 the principal part of F (λ) at pole λ = λk is equal to
εk(f(λk), wk)(wk, f(λk))
λ− λk =
ε|(f(λk), wk)|2
λ− λk . (17)
Consider the contour Γ = CR ∪ I1 ∪ C1ε ∪ ... ∪ Iq ∪ Cqε ∪ Iq+1, which is depicted in
Figure 4 (CR is a large semi-circle of radius R, C
k
ε , k = 1, ..., q, are small semicircles
of radii ε with centers in poles λ1, λ1, ..., λq and I1, ..., Iq+1 are intervals on the real
axis). Then ∫
Γ
F (λ)dλ =
( ∫
CR
+
q+1∑
k=1
∫
Ik
+
q∑
k=1
∫
Ckε
)
F (λ)dλ = 0 (18)
Since KerAn = 0, we deduce (see the estimate (5.13)) that |F (λ)| = O(|λ|−2) when
λ→∞, hence ∫
CR
F (λ)dλ→ 0, when R→∞. (19)
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According to (17), we have
q∑
k=1
∫
Ckε
F (λ)→ πi
q∑
k=1
εk|(f(λk), wk)|2 if ε→ 0, (20)
and
q∑
k=1
∫
Ik
F (λ)dλ→ V.P.
∫ ∞
−∞
F (λ)dλ if ε→ 0, R→∞. (21)
Hence, from (18) - (21) we have
πi
q∑
k=1
εk|(f(λk), wk)|2 + V.P.
∫ ∞
−∞
F (λ)dλ = 0. (22)
Now notice that εk < 0 in (22) for all k and ImF (λ) 6 0 if λ ∈ R (see Theorem
5.1). Then we immediately obtain from (22) that (f(λk), wk) = 0, k = 1, ..., q,
and ImF (λ) ≡ 0 for λ ∈ R. Hence, F (λ) is a real fuction on the real axis and
has no real poles. Using the Riemann-Schwartz symmetry principal and Liouville’s
theorem, we obtain F (λ) ≡ 0. Then condition (16) allows us to conclude f(λ) ≡ 0.

Theorem 6.2 (Radzievskii [2], 1987). Let the conditions of Theorem 1 hold with
the exception of conditions KerAn = 0 and dimH < ∞. Then the system E+ and
E− are linearly independent.
Proof. Following the proof of Theorem 5.2, consider the meromorphic function
F (λ) = (A(λ)d(λ), d(λ¯)), d(λ) =
N∑
k=1
ckwk
λ− λk ,
where wk are the eigenvectors corresponding to eigenvalues λk with Im λk > 0 and
real λk of positive type. It was proved in Theorem 5.2 that F (λ) is holomorphic in
the open upper half-plane. Obviously, the principal part of F (λ) at the real pole λk
is equal to
(A′(λk)wk, wk)|ck|2
λ− λk .
By virtue of Note 1 it follows that
sign(A′(λk)wk, wk) = sign εk.
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Hence, all residues of the function F (λ) corresponding to real poles are positive,
ImF (λ) 6 0 for all λ ∈ R and |F (λ)| = O(|λ|−2) if λ→∞. Taking the contour Γ
depicted in Figure 5 and repeating the arguments of Theorem 1, we conclude that
F (λ) ≡ 0. Now condition (16) shows that d(λ) ≡ 0, hence the system E+ is linearly
independent. The same arguments apply to the system E−. 
As a corollary of Theorems 1 and 2 and Proposition 1 we obtain the following result.
Theorem 6.3. Let dimH <∞ and the pencil A(λ) satisfy the conditions of The-
orem 5.1. Then for any given initial vectors {ϕj}l−10 there exists a unique solution
of the problem (13), (14) satisfying the Mandelstam radiation principle at infinity.
Note 6.2. If KerAn = 0 and dimH <∞ then the duality principle is valid: if the
systems E+ and E− are complete in H l then they are linearly independent and vice
versa. Indeed, let x+ (x−) denote the number of vectors of the system E+ (E−) and
let dimH = m. It follows from the definition of the systems E± and Theorem 1.1
that
x+ + x− = mn = 2ml. (23)
If E+ and E− are complete then x+ > ml and x− > ml. Now (23) implies x+ =
x− = ml, hence the system E+ (E−) is a basis. On the contrary if E+ and E− are
linearly independent then x+ 6 ml, x− 6 ml and we obtain again from (23) that
E+ (E−) is a basis.
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v(x, 0) = ϕ
v(0, z) = 0
v(1, z) = 0
∆v − ω2v = 0
Figure 2
Figure 3
(wave-number distribution of Helmholtz equation.)
7 Generalized Mandelstam radiation principle
(resonant case). The factorization of a quadratic
pencil
We have assumed in proving theorems on half-range completeness and half-range
minimality that all eigenvalues of the operator pencil A(λ) are simple. Certainly,
the simplicity of the non-real eigenvalues is not essential. For example, if vector
f =
{
f1, . . . , fℓ
}
is orthogonal to all Keldysh derived chains of length l corresponding
to eigenvalues λk with Im λk > 0 then the vector function
[A∗(λ)]−1(f1 + λf2 + · · ·+ λℓ−1fℓ)
is holomorphic in the lower half-plane (see Note 3.2). Hence, the proof of Theo-
rem 6.1 does not change. Similarly, in Theorem 6.2 we have only to replace the
function d(λ) by the function
d(λ) =
∑
Imλk>0
pk∑
h=0
ck,h w
h
k
(λ− λk)pk+1−h +
∑
λk∈R,εk>0
ckw
0
k
λ− λk , (1)
where w0k, w
1
k, . . . , w
pk
k are the chains of canonical systems corresponding to the eigen-
values λk (λk is repeated as many times as its geometric multiplicity). But if the
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real eigenvalues of A(λ) are not simple, then we come to a new problem, which is
serious even in the finite dimensional case. In this situation we have to select the
proper subset of elements from the canonical system
w0k, w
1
k, . . . , w
pk
k , k = N1, . . . , N2 (2)
corresponding to the real eigenvalue λk = c (the number N2−N1+1 is the geometric
multiplicity of c).
Actually, we can not select the proper subset from any canonical system (1). First
we have to choose a special canonical system and then to divide it. The problem
on selection of elements from the canonical system (1) was originated in the paper
of Kostyuchenko and Orazov [2] (1975). In this paper an important supplement
was made to the remarkable theorem of Krein and Langer [1], which asserts: if
L(λ) = λ2I + λB + C, where B = B∗ is bounded and C is a positive compact
operator then L(λ) admits a factorization
L(λ) = (λI +B − Z)(λI + Z),
such that the spectrum of the operator Z lies in the closed upper-half plane and
coincides with the spectrum of L(λ) in the open upper-half plane. A natural
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question arises: How to divide the Jordan chains of L(λ), corresponding to the real
eigenvalues λk ∈ σ(L), to obtain the Jordan chains of Z? This problem can be solved
by using a geometrical approach, because the problem on factorization of L(λ) is
equivalent to the existence of the maximal invariant subspace for the linearization
Z in Klein space with indefinite metric G, where
Z =
[
B C
1
2
−C 12 0
]
, G =
[
I 0
0 −I
]
.
Investigations in this field have a long history. Important ideas on connection be-
tween factorization and existence of the maximal invariant endspace were developed
in the paper Langer [3]. For finite dimensional space a comprehensive treatment
of this theory can be found in the books of Gohberg, Lancaster and Rodman [2-4].
However, we will use an analytic, rather than a geometric approach. First we will
prove the existence of a special canonical system and then we will be able to divide
it and to select the proper part. The following result is due to Kostyuchenko and
Shkalikov [1] (1983).
Theorem 7.1 (Theorem on the Existence of a Normal Canonical System). Let A(λ)
be holomorphic self-adjoint7 operator function in a neighborhood of the real point
c and c be the point of discrete spectrum of A(λ), i.e., the resolvent A−1(λ) has a
pole at λ == c and the principal part of A−1(λ) at this pole has the representation
(cf.(2.2))
N2∑
k=N1
(·, z0k)w0k
(λ− c)pk+1 +
(·, z1k)w0k + (·, z0k)w1k
λ− c)pk + . . .
+
(·, zpkk )w0k + (·, zpk−1k )w1k + · · ·+ (·, z0k)wpkk
λ− c) (3)
where
z0k, z
1
k, . . . , z
pk
k , k = N1, . . . , N2 (4)
is the adjoint canonical system to the canonical system (2) of EAV of the operator
function A(λ).
Then a canonical system (2) can be chosen in such a way that
zhk = εkw
h
k , k = N1, . . . , N2; h = 0, 1, . . . , pk, (5)
7An operator function A(λ) is called self-adjoint in a neighborhood of point c if there exist ε > 0 such that
A(λ) = [A(λ)]∗ for all λ : c− ε < λ < c+ ε.
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where εk = ±1.
Proof. Let N1 = 1, N2 = N and q ≥ 1 be such an integer that p1 = p2 = · · · =
pq > pq+1 ≥ · · · ≥ pN . Denote by Lh the operators of finite range coinciding with
the coefficients of the powers (λ− c)−p1−1−h, h = 0, 1, . . . , p1, in the representation
(3). Evidently, the operators Lh are self-adjoint. In particular, the operator L0 is
self-adjoint, hence we can find the vectors e11, . . . , e
0
q such that
L0 =
q∑
k=0
εk(·, ek)ek, εk = ±1.
Evidently, the vectors {z0k}q1 and {w0k}q1 lie in Span{e0k}q1. Then we obtain from (3)
the following representation
L1 =
q∑
k=1
εk
[
(·, w1k)e0k + (·, e0k)w1k + (·, fk)e0k
]
+
q+q1∑
k=q+1
(·, z0k)w0k, (6)
where fk = z
1
k − w1k and q1 is the number of chains with length equal to p1 − 1.
Denote H1 = Span{e0k}q1, H2 = Span{w0k}q+q1q+1 . Since {w0k}q+q11 are linearly
independent (this follows from the definition of a canonical system), we have
H1
⋂
H2 = ∅. Hence, we obtain the unique representation z0j = ϕj + ψj, where
ϕj ∈ H1, ψj ∈ H2. Consider the operators
B1 =
q+q1∑
k=q+1
(·, ψk)w0k, C1 =
q∑
k=1
εk(·, fk)e0k +
q+q1∑
k=q+1
(·, ϕk)w0k.
The operator L1 is self-adjoint and from the representation (6) we find that B1+C1
is self-adjoint. Now notice, that in the orthogonal basis consisting of elements 8
e01, . . . , e
0
q, w
0
q+1, . . . , w
0
q+q1
we have the matrix representation B1 = {bjk} and bjk
may be not equal to zero only in the right lower quadrant, i.e. if min{j, k} > q. On
the contrary, all elements of the matrix C1 = {cjk} in the same basis are equal to
zero if min{j, k} > q. Since B1 + C1 is self-adjoint, we have in this situation that
both operators B1 and C1 are self-adjoint. Hence there exists a basis {e0k}q+q1q+1 in the
space H2 such that
B1 =
q+q1∑
k=q+1
εk(·, e0k)e0k
8 We may choose a canonical system (2) so that {w0k}N1 is an orthogonal system. Then the system
e01, . . . , e
0
q, w
0
q+1, . . . , w
0
q+q1 is orthogonal.
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Taking into account the matrix representation of the operator C1 = C
∗
1 , we can
choose the elements x1, . . . , xq such that
C1 =
q∑
k=1
(·, xk)ek + (·, ek)xk.
Then denoting e1k = w
1
k + εkxk, we obtain from representation (6) the following one
L1 =
q∑
k=1
εk[(·, e1k)e0k + (·, e0k)e1k] +
q+q1∑
k=q+1
εk(·, e0k)e0k.
Next we can represent the operator L2 in the form
L2 =
q∑
k=1
εk[(·, w2k)e0k + (·, e1k)e1k + (·, e0k)w2k + (·, fk)e0k]+
+
q+q1∑
k=q+1
εk[(·, w1k)e0k + (·, e0k)w1k + (·, fk)e0k] +
q+q1+q2∑
k=q+q1+1
(·, z0k)w0k
(7)
where
fk =
{
z2k − w2k, if k = 1, . . . , q,
z1k − w1k, if k = q + 1, . . . , q + q1.
Now we can see from representation (7) that we can apply the same arguments
as before and obtain the representation
L2 =
q∑
k=1
εk[(·, e2k)e0k + (·, e1k)e1k + (·, e0k)e2k] +
+
q+q1∑
k=q+1
εk[(·, e1k)e0k + (·, e0k)e1k] +
q+q1+q2∑
k=q+q1+1
εk(·, e0k)e0k.
The same arguments can be repeated for operators L3, . . . , Lp1. Then we obtain
the assertion of the theorem. 
Definition 7.1. A canonical system (2) satisfying to the relations (5) is called a
normal canonical system. The numbers εk appearing in (4) are called the sign
characteristics of the chains of the normal canonical system.
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Now we would like to establish a similar result for dissipative operator functions.
The operator functions. The operator function A(λ) is called dissipative in the
neighborhood of the real point c if there exists an ε > 0 such that Im(A(λ)x, x) 6 0
for all x ∈ H and λ : c − ε < λ < c + ε. The following result was recently proved
by Shkalikov [3](1988).
Theorem 7.2 (Theorem on the Existence of the Regular Canonical System). Let
a real point c of discrete spectrum of the operator pencil A(λ) and A(λ) be dissi-
pative in the neighborhood of c. Let (2) be a canonical system corresponding to the
eigenvalue c of A(λ) and (4) be the adjoint canonical system. Then
Span{whk}N2 αkk=N1, h=0 = Span{zhk}N2 αkk=N1, h=0 := S0 (8)
where αk = [
pk−1
2 ] (if pk = 0 then αk = −1 and we assume that the vector w0k does
not belong to S0). Moreover, a canonical system (2) can be chosen in such a way
that for all indices k satisfying the conditions pk = 2ℓk (i.e. for all chains of odd
length) a representation
zℓkk = εkw
ℓk
k + w, where εk = ±1, w ∈ S0 (9)
is valid.
Proof. The proof of this theorem is rather complicated and can be found in the
paper Shkalikov [3]. Here we omit it. For the linear operator pencils this Theorem
follows from Propositions 8.6, 8.7 of the next Section. 
Note 7.1. It may happen, that wℓkk = 0, then z
ℓk
k = 0 to (it is possible only if the
order n of the pencil A(λ) is greater than 2). In this case the equality (8) does not
determine the sign εk and it has to be determined from the equality
z˜ℓkk = εkw˜
ℓk
k + w˜,
where z˜ℓkk ( 6= 0!) denotes the Keldysh derived chain of length n corresponding to the
element zℓkk . Thus, in addition to (9) the following equality holds (see Shkalikov [3])
(Gz˜ℓkk , z
ℓk
k ) = (Gw˜
ℓk
k , w
ℓk
k ) = −λnkεk, (10)
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where n is the order of A(λ), εk = ±1, λk = c 6= 0 (otherwise we have to shift the
spectral parameter) and
G =

0 0 . . . 0 A0
0 0 . . . A0 A1
. . . . . . . . . . . . . . . . . . . . . . . .
0 A0 . . . An−3 An−2
A0 A1 . . . An−2 An−1
 .
Definition 7.2. A canonical system (2) satisfying to the relations (9), (10) is called
a regular canonical system. The numbers εk appearing in (9), (10) are called
the sign characteristics of the corresponding chains.
Note 7.2. Hence for dissipative operator pencil we cannot introduce the sign char-
acteristics for all chains, but only for chains of odd length. A natural question arises:
Do the sing characteristics exist for the chains of even length? A simple example
shows that the answer is negative. Consider the dissipative operator pencil
A(λ) = I − P0 − iCλ2, P0 = (·, e0)e0,
∥∥e0∥∥ = 1, C > 0.
Obviously, the point λ = 0 is a point of discrete spectrum of A(λ) and the principal
part of A−1(λ) at this point is equal to
i(·, e0)e0
λ2
.
Hence, the direct and the adjoint canonical systems coincide in this case with chains
e0, 0 and −ie0, 0 respectively.
The theorem on existence of the regular canonical system allows us to formulate
the Mandelstam radiation principle for resonant frequencies, i.e., for the case when
A(λ) has real eigenvalues λk which are not semi-simple. For this case we have not
met the formulation of this principle in physical literature.
Definition 7.3. Let (2) be a regular canonical system corresponding to real eigen-
value µ(= λk).Let Ek = ±1 be sign characteristics corresponding to Jordan chains of
odd length and let E = 0 for the Jordan chains of even length. We say the solution
V(Z) of equation (6.13) satisfies the generalized Mandelstam radiation principle at
∞ if V (Z) admits the representation
V (Z) = V1(Z) + V0(Z),
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where V
(j)
0 → 0, j = 0, 1, . . . , (n − 1), when Z → ∞ and V1(Z) is a superposition
of elementary solutions of the following type:
V hk (Z) = ℓ
iλkZ(W hk +
Z
1!
W h−1k + · · ·+
Zh
h!
W 0k ), 0 6 h 6
[
pk + εk
2
]
(11)
If pk = 0 and Ek = −1 then [1/2] = −1 and we assume that no elementary solutions
corresponding to this index k is involved in a superposition V1(Z).
We save the same definition for the generalized Mandelstam radiation principle
at −∞; the only difference is that we have to replace the inequalities for h in (11)
by 0 6 h 6
[
(pk−εk)
2
]
.
Denote by E+ the first half of the eigen and associated vectors of A(λ), namely,
E+ = {whk}Imλk>0 ∪ {whk}
λk∈R, 06h6
[
(pk+εk)
2
].
Thus, the system E+ consists of all vectors from the canonical system (2), corre-
sponding to all eigenvalue λk with Im λk > 0 and of selected vectors from the reg-
ular canonical system, corresponding to real eigenvalue (this selection is produced
according to the sign characteristics). Similarly denote
E− = {whk}Imλk<0 ∪ {whk}
λk∈R, 06h6
[
(pk−εk)
2
].
Now we can determine E +(E −) = {wˆhk}, where wˆhk are the Keldysh derived chains
of length ℓ corresponding to the vectors whk ∈ E+(E−). Obviously, wˆhk = Tvhk where
Tv(Z) = {V (0),−iv′(0), . . . , (−i)ℓ−1V (ℓ−1)}
and V hk (Z) are defined by (11).
Theorem 7.3 (Theorem on Completeness). If the conditions of Theorem 6.1 hold
then the systems E + and E − are complete in the space Hℓ.
Proof. First, for simplicity we suppose that A(λ) is a quadratic operator pencil,
hence ℓ = 1. In this case E + = E+. Assume that there exists a vector f , which is
orthogonal to all elements of the system E+. Then the scalar function
F (λ) = ([A∗(λ)]−1f, f), A∗(λ) = [A(λ¯)]∗,
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is holomorphic in the lower half-plane (see the proof of Theorem 6.1) and according
to (3) its principal part is equal to
N2∑
k=N1
(f, z0k)(w
0
k, f)
(λ− c)pk+1 +
(f, z1k)(w
0
k, f) + (f, z
0
k)(w
1
k, f)
(λ− c)pk + · · ·+
+
(f, zpkk )(w
0
k, f) + · · ·+ (f, z0k)(wpkk , f)
(λ− c) .
(12)
Since (f, whk) = 0 for h = 0, . . . ,
[
(pk+εk)
2
]
and (8), (9) hold, we have (f, zhk ) = 0 for
h 6
[
(pk+εk)
2
]
. Now it follows from (10) that all coefficients at powers (λ− c)−s, s >
1, are equal to zero if pk is odd (i.e. the length of the corresponding chain is even)
or pk is even but εk = 1. Hence, taking into account (9), we find that the expression
(12) is equal to ∑
pk=2ℓk,εk=−1
(f, zℓkk )(w
ℓk
k , f)
λ− c = −
∑
pk=2ℓk,εk=−1
∣∣(wℓkk , f)∣∣
λ− c .
Thus the function F (λ) may have only simple real poles with non-positive residues.
Repeating the arguments in the proof of Theorem 6.1 we obtain F (λ) ≡ 0 and
f = 0.
If ℓ > 1 then we have to consider the function
F (λ) = (
[
A∗(λ)
]−1
f(λ), f(λ¯)), f(λ) = f0 + f1λ+ · · ·+ fℓ−1λℓ−1,
where a vector {f0, f1, . . . , fℓ−1} is orthogonal to all vectors belonging to E +. It
is an easy exercise to show that this assumption as before implies the analyticity
of F (λ) in the closed lower half-plane with possible exception of a simple real pole
with non-positive residues. This gives F (λ) ≡ 0 and f(λ) ≡ 0. 
Theorem 7.4 (Theorem on Linear Independence). If the conditions of Theorem
6.2 hold then the system E + and E − are linear independent in the space Hℓ.
Proof. As in the previous theorem we assume for simplicity that A(λ) is a quadratic
pencil. Consider the scalar function
F (λ) = (A(λ)d(λ), d(λ¯)),
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where d(λ) is determined by (1), but the second term in (1) is replaced by
d1(λ) =
∑
λk∈R
∑
06h6βk
ck,h w
h
k
(λ− λk)βk+1−h , βk =
[
(pk + εk)
2
]
.
Then A(λ) is holomorphic in the upper half-plane and may have poles on the real
axis. Obviously the principal part of the function F (λ) at a real pole λ = λk(= c)
coincides with the principal part of the function
F1(λ) = (A(λ)d1(λ), d1(λ))
at this pole.
After some technical calculations (they are not simple; see Shkalikov [3], lemma
4) we find that the principal part of F1(λ) at the real pole λ = c is equal to
∑
λk=c,εk>0
∣∣ck,ℓk∣∣2(Gw˜ℓkk , w˜ℓkk )(wℓkk , wℓkk )
λ− c .
It follows from (10) that the function F (λ) may have poles on the real axis only
with negative residues. Repeating the arguments in the proof of Theorem 6.2 we
obtain F (λ) ≡ 0 and d(λ) ≡ 0. 
Theorem 7.5 (Theorem on solvability of half-range Cauchy Problem). Let the
pencil A(λ) satisfy the conditions of Theorem 6.1. Then for given initial vectors
{ϕj}ℓ−10 there exists a unique solution of problem (6.13), (6.14) satisfying the gen-
eralized Mandelstam radiation principle at ∞.
Proof. This theorem is a corollary of Proposition 6.3 and two previous theorems. 
Note 7.3. For the case when dimH < ∞ and KerAn 6= 0 the duality principle is
valid as well as in non-resonant case (see Note 6.8). Namely, if both systems E + and
E − are complete (or linearly independent) then they are basis’ in Hℓ. Indeed, one
can easily check that the equality x+ + x− = 2ℓm holds in general case as well as
in non-resonant case. Therefore, the same arguments can be applied to prove this
fact.
62
The ideas presented in the last two lectures can be extended to obtain simi-
lar results for dissipative pencils of odd order as well as for pencils satisfying the
condition
Im(λA(λ)x, x) 6 0 ∀x ∈ H, ∀λ ∈ R. (13)
First, suppose that A(λ) satisfies condition(6.15) and n = 2ℓ+ 1. Observe that
in this case (6.15) implies An = A
∗
n. We can represent An = A
+
n −A−n where A±n >
0, A+nA
−
n = A
−
nA
+
n = 0. Let P
+ and P− be orthoprojectors onto Im A+n := H
+ and
Im A−n := H
− respectively. Let V(Z) be a function with values in H. Define "the
trace" operators T± by formula
T±V (Z) = {V (0),−iV ′(0), . . . , (−i)ℓ−1V (ℓ−1)(0), (−i)ℓP±V (ℓ)(0)}.
Now, define the system E ± in such a way that
E
± = {T±V hk (Z)},
where V hk (Z) are elementary solutions of (6.13) such that V
h
k (0) ∈ E±. For example,
if A+n > 0 (i.e. p
+ = I) then E +(E −) = {wˆhk}, where wˆhk are Keldysh derived chains
of length ℓ+ 1 (ℓ) corresponding to vectors whk ∈ E+(E−).
Theorem 7.6. Let the pencil A(λ) satisfy the conditions of Theorem 6.1 and let
n = 2ℓ+1. Then the system E + is a basis in the space Hℓ−1×H+ while the system
E − is a basis in Hℓ−1 ×H−.
Proof. First, let us prove the completeness of the systems E + and E −. Consider,
for example the system E +. Assume, that this system is not complete. In this case
there exists a vector {f0, f1, . . . , fℓ−1, P+fℓ} such that the function
F (λ) = ([A∗(λ)]−1f(λ), f(λ¯))
where
f(λ) = f0 + λf1 + · · ·+ λℓ−1fℓ−1 + λℓP+fℓ
is holomorphic in the lower half plane and may have only simple poles on the real
axis with non-positive residues (see the proof of Theorem 6.1 and the theorem on
completeness from this lecture). Let us compute the residue at infinity. Since An is
invertible, we have
F (λ) =
1
λ
(A−1n P
+fℓ, P
+fℓ) +O
( 1
λ2
)
, λ→∞.
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Hence the residue of F (λ) at infinity is also non-positive. Now, we can repeat
the arguments which we applied in Theorem 6.1. Then we obtain F (λ) ≡ 0 and
f(λ) ≡ 0. To prove the basisness we can apply the duality principle (see Note 3). 
Corollary 7.1. Let A(λ) satisfy condition (6.15), dim H <∞, n = 2ℓ+1 and let
An > 0. Then the system E
+(E −) consisting of Keldysh derived chains of length
ℓ + 1(ℓ) constructed from eigen and associated vectors whk ∈ E+(E−) form a basis
in Hℓ+1(Hℓ).
Proof. We have to note only that condition (6.16) holds for sufficiently large
λ0 ∈ R, since An > 0. 
Now, we consider the pencils A(λ) satisfying condition (13). Notice that condi-
tions (6.15) and (13) are different - each of them does not imply the other. First,
consider the case n = 2ℓ. In this case (13) implies A0 = A
∗
0, An = A
∗
n.
Let (2) be a regular canonical system corresponding to real eigenvalue λk and
let δk = sgnλkEk, where Ek are the sign characteristics of the corresponding Jordan
chains (we define Ek = 0 if the length of the corresponding Jordan chains is even).
Let us introduce the systems
Y + = {whk}Imλk>0
⋃
{whk}
λk∈R, 06h6
[
(pk+δk)
2
]
Y − = {whk}Imλk<0
⋃
{whk}
λk∈R, 06h6
[
(pk−δk)
2
]
Consider the spectral decompositions A0 = A
+
0 − A−0 , An = A+n − A−n (A±0 >
0, A±n > 0) and denote by Q
± and P± the orthoprojectors onto ImA±0 and ImA
±
n
respectively. For a vector valued function V (Z) define the "trace" operator
T±V (Z) = {Q±V (0),−iv′(0), . . . , (−i)ℓ−1V ℓ−1(0), (−i)ℓP±V (ℓ)(0)}
and introduce the systems
Y± = {T±V hk (Z)} (14)
where V hk (Z) are elementary solutions of (6.13) such that V
h
k (0) ∈ Y ±. For example,
if A0 > 0 and An > 0 then Y− = {wˆhk} where wˆhk are Keldysh derived chains of
length ℓ corresponding to vectors wˆhk ∈ Y −.
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Theorem 7.7. Let the pencil A(λ) satisfy condition (13), n = 2ℓ, Ker A0 = 0
and Ker An = 0. Let also condition (6.16) hold and dim H < ∞. Then the
system Y+(Y−) forms a basis in the space H−Q × Hℓ−1 × H+P (H+Q × Hℓ−1 × H−P )
where H±Q = Im Q
± and H±P = Im P
±.
Proof. Let us prove the completeness of the systems Y+ and Y−. Using the duality
principle we obtain the basisness.
Suppose there exists a vector {Q−f0, f1, . . . , fℓ−1, P+fℓ} which is orthogonal to
the system Y +. Consider the function
F (λ) =
1
λ
(
[
A∗(λ)
]−1
f(λ), f(λ¯)),
where f(λ) = Q−f0+λf1+· · ·+λℓ−1fℓ−1+λℓP+fℓ. Denoting g(λ) =
[
A∗(λ)
]−1
f(λ)
we can write
F (λ) = λ−2(λA(λ)g(λ), g(λ¯)).
Now, it follows from condition (13) that Im F (λ) 6 0 for λ ∈ R. Repeating the
arguments of Theorem 5.1 we obtain that F (λ) is holomorphic in the lower half
plane. We also have
F (λ) = λ−1(A−1n P
+fℓ, P
+fℓ) +O(λ
−2)
when λ → ∞, i.e., the residue of F (λ) at ∞ is non-positive too. The func-
tion F (λ) may have other real poles which are simple and the corresponding
residues are non-positive (see Theorem 6.1 and the theorem on completeness in this
lecture). Applying the arguments of Theorem 6.1 we find F (λ) ≡ 0 and f(λ) ≡ 0. 
Theorem 8 is most interesting in the case when A0 and An are definite operators.
We offer the reader to formulate a Corollary from Theorem 5 for this case.
Finally, if condition (13) holds and n = 2ℓ+1 we should introduce the operators
T±V (Z) = {Q∓V (0),−iV ′(0), . . . , (−i)ℓV (ℓ)(0)}
and thence define the systems Y± by equality (14). The following result is valid.
Theorem 7.8. Let the conditions of Theorem 5 hold but n = 2ℓ + 1. Then the
system Y+(Y−) forms a basis in H−Q ×Hℓ(H+Q ×Hℓ).
Proof. Repeat the arguments of Theorem 7. 
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8 Dissipative and linearly dissipative operator pen-
cils
In this section we continue the study of dissipative operator pencils satisfying the
condition
Im(A(λ)x, x) ≤ 0 for all λ ∈ R and x ∈ H (1)
or the condition
Im(λA(λ)x, x) < 0 for all λ ∈ R and x ∈ H. (2)
But now we deal with infinite dimensional space H.
Further we will use the notation
Aλ =
A+ A∗
2
, AI =
A−A∗
2i
Obviously, Aλ and AI are self-adjoint operators and A = Aλ + iAI . Notice, that if
A(λ) is a linear pencil
A(λ) = A0 + λA1 (3)
then (2) holds if and only if A0 = A
∗
0 and A
I
1 ≤ 0. Assume that A0 is an invertible
operator. Then the spectral problem for linear pencil (3) is equivalent to the spectral
problem for the linear operator A = A−10 A1. Obviously, condition (2) holds for linear
pencil (3) if and only if A is an A0-dissipative operator, i.e. A is dissipative in the
space H with regular indefinite metric (A0x, x). The main goal of this lecture is to
show that some properties of dissipative operators in a space with indefinite metric
are similar to properties of self-adjoint operators.
First we recall some definitions from the theory of operators in Hilbert space
withe indefinite metric. Let W be a symmetric operator (it can be unbounded, but
we will consider only bounded operators). Denote by [x, y] = (Wx, y) the new scalar
product in H which is indefinite if the operator W is indefinite. This metric is called
regular if W is bounded and invertible. The Hilbert space with regular indefinite
metric generated by the operator W is called a Pontrjagin space if either operator
W+ =
|W |+W
2
or W− =
|W |−W
2
is finite dimensional.
The space with regular indefinite metric is called a Krein space if both operators
W+ andW− are infinite dimensional. The subspaceH1 ⊂ H is calledW -non-positive
(nonnegative, neutral) if [x, x] ≤ 0 (≥ 0, = 0) for all x ∈ H1. A W -non-positive
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subspace H1 is called maximal non-positive if it is not contained in any other W -
non-positive subspace H2. The operator A is called dissipative
9 in the space with
indefinite metric [·] (or W -dissipative) if
Im[Ax, x] ≤ 0 for all x ∈ H.
Now we establish some useful properties of W -dissipative operators.
Proposition 8.1. Let A be a W -dissipative operator and S0+ = span{yhk}, where
yhk are EAV of a linear pencil
A(λ) = I + λA
corresponding to the eigenvalues λk with Imλk > 0. Then S
0
+ is a W-non-positive
subspace.
Proof. If yk is an eigenvector of a pencil A(λ) corresponding to an eigenvalue λk
with Im λk > 0, then uk(t) = e
iλktyk is a solution of equation
− iAu′(t) + u(t) = 0 (4)
and uk(t)→ 0 when t→∞. Similarly, the function
u(t) =
∑
ck,hu
h
k(t),
where uhk(t) are elementary solutions corresponding to EAV y
h
k ∈ S0+, satisfies the
equation (4) and u(t)→ 0 when t→∞. Using (4), we obtain
′ = [u′(ξ), u(ξ)] + [u(ξ), u′(ξ)]
= [u′(ξ), iAu′(ξ)] + [iAu′(ξ), u′(ξ)] = −(V u′(ξ), u′(ξ))
= (u′(ξ),Wu(ξ)) + (Wu(ξ), u′(ξ))
= (u′(ξ), iTu′(ξ)) + (iTu′(ξ), u′(ξ))
= −(Tju′(ξ), u′(ξ)),
(5)
V = 2(WA)I = [WA − (WA)∗]/i ≤ 0. Integrating the equality (5) from t to
∞ we obtain
[u(t), u(t)] =
∫ ∞
t
(V u′(ξ), u′(ξ))dξ. (6)
In particular, [u(0), u(0)] = [y, y] ≤ 0 for all y ∈ S0+. 
9In Section 3 we called an operator A dissipative if Aλ ≤ 0. But in the mathematical literature the word
"dissipative" is also used to denote operators satisfying the condition AI ≤ 0.
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Note 8.1. Equality (6) has a physical sense. For some particular equations (4) de-
scribing physical processes the form [u(t), u(t)] plays the role of an energy functional
and operator V = 2(WA)I ≤ 0 is responsible for damping. Thus the equality (6)
shows that, for systems with damping,the energy functional decreases monotonically
when t→∞.
Proposition 8.2. Let A be a W -dissipative operator and
y0k, y
1
k, . . ., y
pk
k , k = N1, . . . , N2 (7)
be the canonical system of EAV of the pencil W + λWA corresponding to a real
eigenvalue λk = c 6= 0. Let
x0k, x
1
k, . . ., x
pk
k , k = N1, . . . , N2 (8)
be the adjoint canonical system of EAV of the pencil W + λA∗W corresponding to
the same eigenvalue c. If [γ] is the integer part of a number γ and ak = [pk/2] then
the elements
y0k, y
1
k, . . ., y
αk
k , k = N1, . . . , N2, (9)
x0k, x
1
k, . . ., x
αk
k , k = N1, . . . , N2, (10)
belong to Ker(WA)I .
Proof. Denote T = WA. From the definition of EAV we have
(cT +W )yhk = −Tyh−1k , 0 ≤ h ≤ pk (y−1 := 0).
In particular,
Im((cT +W )y0k, y
0
k) = c(T
Iy0k, y
0
k) = 0.
Since T I ≥ 0 we have y0k ∈ Ker T I . Suppose we have proved that
y0k, . . . , y
h−1
k ∈ Ker T I for h− 1 < αk. Then 2h ≤ pk and
(Tyh−1k , y
h
k) = (T
∗yh−1k , y
h
k) = −(yh−1k , (cT +W )yh+1k )
= (Tyh−2k , y
h+1
k ) = · · · = −(y0k, (cT +W )y2hk ) = 0.
(11)
Therefore,
0 = Im
(
(cT +W )yhk + Ty
h−1
k , y
h
k
)
= c(T Iyhk , y
h
k).
From this equality we deduce as before that yhk ∈ Ker T I . Similarly, we can prove
xhk ∈ Ker T I if h ≤ αk. 
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Proposition 8.3. Let the assumption of Proposition 8.2 hold. If pj < pk then
(Wxhk, x
r
j) = 0 (12)
for all r ≤ [pj/2], h ≤ [pk/2].
Proof. According to Proposition 8.2 we have Txrj = T
∗xrj , T = WA. Since
h+ i+ 1 ≤ pk, we find ((cf. (11))
(xhk, Tx
r
j) = − ((cT ∗ +W )xh+1k , xrj) = (xh+1k , Txr−1j )
= · · · = (xh+s+1k , (cT +W )x0j) = 0.
(13)
From the definition of EAV we obtain
W hk x
h
k = −cT ∗xhk − T ∗xh−1k
Then (12) follows from (13). 
Denote by σd(A) the discrete spectrum of a pencil A(λ), i.e. the set of isolated
eigenvalues of A(λ) of finite algebraic multiplicity
Proposition 8.4. Let A(λ) = W + λT and eigenvalues λk ∈ σd(A) be enumerated
according to their geometric multiplicity. If (7), (8) are mutually adjoint canonical
systems corresponding to eigenvalues λk then the following biorthogonality relations
hold:
(Tyhk , x
s
j) = δk,jδh,ps−h (14)
If λj 6= 0 then
(Wyhk , x
s
j − λ¯−1j xs−1j + . . .+ (−1)sλ¯−sj xj) = −λjδk,jδh,ps−h (15)
Proof. We have
A(λ) = [A(λk) + T (λ− λk)]yhk = −Tyh−1k + (λ− λk)Tyhk , 0 ≤ h ≤ pk
(if h = 0, then we assume y−1k = 0). Using the representation (2.2) we obtain
yhk = A
−1(λ)A(λ)yhk
=
N2∑
j=N1
pj∑
s=0
[
(·, xsj)y0j + . . .+ (·, x0j)ysj
(λ− λj)pj+1−s + R(λ)
] [
(λ− λk)Tyhk − Tyh−1k
] (16)
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where R(λ) is a holomorphic operator function at the point λj. We may assume
that N1 = 1, N2 = N , p1 ≥ p2 ≥ . . . ≥ pN
Let λk 6= λj. Taking h = 0 and comparing coefficients of the powers (λ −
λj)
−pj−1+s, 0 ≤ s ≤ pj, we find∑
pj=p1
(Ty0k, x
0
j)y
0
j = 0, (17)
∑
pj=p1
(Ty0k, x
1
j)y
0
j +
∑
pj=p1
(Ty0k, x
0
j)y
1
j +
∑
pj=p1−0
(Ty0k, x
0
j)y
0
j = 0. (18)
It follows from the definition of a canonical system that elements {y0j}N1 are linearly
independent. Hence, it follows from 17, that
(Ty0k, x
0
j) = 0, for all pj = p1. (19)
Now, it follows from (18), (19), that
(Ty0k, x
0
j) = 0 if pj = p1 − 1; (Ty0k, x1j) = 0 if pj = p1.
Repeating the argument we find subsequently
(Ty0k, x
s
j) = 0 (Ty
1
k.x
s
j), . . . , (Ty
pk
k , x
s
j) = 0
for all 0 ≤ s ≤ pj.
The same arguments can be applied in the case λk = λj . Comparing the coeffi-
cients of the powers (λ− λj)ν in (18) it is found that, for h = 0, 1, . . . , pk,
(Tyhj , x
s
j) = δh,pj−h,
and (14) follows. Noticing that
T ∗xsj = −λ¯−1j W ∗(xsj − λ¯−1j xs−1j + · · ·+ (−1)sx0j),
we obtain (2.8). 
Let (7) be a canonical system of EAV of a dissipative pencilW +λT correspond-
ing to a real eigenvalue λk = c. Denote by S
0 the span of elements
y0k, y
1
k, . . . , y
βk
k , k = N1, . . . , N2, βk = [(pk − 1)/2] (20)
70
(if pk = 0, we assume that βk = −1 and the element y0k does not belong to S0).
Let us fix an index k, N1 ≤ k ≤ N2. If a number pk + 1 is even we set Sk =
S0. If pk + 1 is odd, we denote by Sk the span of elements (20) combined with
elements y
αj
j , αj = [pj/2], where index j runs through all values such that pj = pk.
Similarly, by replacing the chains (7) with adjoint chains (8) we construct subspaces
(S0)∗andS∗k .
Proposition 8.5. If A(λ) = W + λT is a dissipative operator pencil then for all
nonzero real λk ∈ σd(A)
S0 = (S0)∗ and Sk = S∗k for all N1 ≤ k ≤ N2.
Proof. Suppose that yhk ∈ Sk and xhk /∈ Sk. It follows from Proposition 3 that (10)
are chains of EAV of a pencil W + λT . Since (7) is a canonical system, we have a
representations
xhk =
N2∑
j=N1
h∑
s=0
cj,sy
s
j , 0 ≤ h ≤ αj = [pj/2]. (21)
We have assumed that xhk /∈ Sk, therefore, at least one of the numbers cj,s in
(2.13) is not equal to zero for s > βk = [(pk − 1)/2], pj < pk. In this case, however,
x
pj−s
j ∈ S∗j . Hence,
g = xrj − λ¯−1j xr−1j + · · ·+ (−1)rx0j ∈ S∗j , r = pj − s
According to proposition (2.3) we have (Wxhj , g) = 0. On the other hand, it follows
from Proposition (2.4) and representation (2.13) that
(Wxhj , g) = −λjcj,s.
As λj 6= 0, we have cj,s. Hence, xhk /∈ Sk is not valid. The equality S0 = (S0)∗ is
proved in a similar way. 
Proposition 8.6. Let the assumption of Proposition (2.2) hold. Then a canonical
system (2.1), corresponding to a real eigenvalue µ can be chosen in such a way that
(Wy
αj
j , y
αs
s ) = εjδjs, εj = ±1, αj = [pj/2], (22)
for all indices 1 ≤ j, s ≤ N such that pj + 1 or ps + 1 are odd.
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Proof. Assume that p1 = p2 = · · · = pq > pq+1 ≥ · · · ≥ pr, pr+1 ≥ pr+2 ≥ · · · ≥ pN ,
pj = 2αj if 1 ≤ j ≤ r and pj = 2αj + 1 if r < j ≤ N . Let P1 be the orthoprojector
onto subspace S1 = S
∗
1 (see the Proposition 6). Obviously, dimS1 ◦ S0 = q. It
follows from the biorthogonality relations (15) that self-adjoint operator P1WP1
has exactly q nonzero eigenvalues which correspond to an orthogonal basis {ϕs}q1.
Obviously, a canonical system (7) can be chosen in such way that the system {ϕs}q1
will coincide with {yα1k }q1. Then after a proper norming the relations (22) will hold
for k = 1, 2, . . . , q. Considering orthoprojector Pq+1 onto subspace Sq+1 = S
∗
q+1
and self-adjoint operator Pq+1WPq+1, we can repeat the arguments and choose the
chains of length 1 + pq+1 (not changing the first chains) so that relations (22) will
hold for all pk3Dpq+1. The next step is evident. Hence the proof of Proposition 7
can be completed by induction. 
Note 8.2. Let a canonical system (7) satisfy condition (22). Then for all indices k
such that pk = 2αk the elements x
αk
k of the adjoint canonical system (8) have the
representation
xαkk = −λkδkyαkk = y, αk = pk/2, (23)
where y ∈ S0. This representation follows from Proposition 6 and relations (15). 
Let yk = c be real eigenvalue of a dissipative pencil A(λ) = W + λT , and
let canonical system (7) satisfy the condition (22). Denote by S+c (S
−
c ) the span of
elements (20) combined with yαkk satisfying the relations (22) with δk = −1 (δk = 1).
Let S+0 (S
0
−) be the span of all EAV {yhk} of A(λ) corresponding to eigenvalues
λk ∈ σd(A) with Im λk > 0 (Im λk < 0). Denote by S+ (S−) the minimal subspace
containing S0+ (S
0
−) and all subspaces S
+
λk
(S−λk) corresponding to real eigenvalues
λk ∈ σd(A). Finally, by S we denote the minimal subspace containing all EAV yhk
corresponding to eigenvalues λk ∈ σd(A).
Proposition 8.7. Let the assumption of Proposition 3 hold. Then S+c is a W -
non-positive subspace. If Sc is the span of the elements (7) then S
+
c is a maximal
W -non-positive subspace in Sc.
Proof. It follows from Propositions 4, 5 and definitions that S+c is a W -non-positive
subspace. Assume that S+c ⊂ S1 ⊂ Sc, where S1 is also W -non-positive, and
that there exists an element y ∈ S1 such that y /∈ S+c . Obviously, y /∈ S−c ,
because it follows from assumptions y ∈ S−c , y /∈ S+c that (Wy, y) > 0. Hence,
y /∈ S+c and y /∈ S−c . Then, using (15) we can find an element yhk ∈ S0 such
that (Wyhk , y) = γ 6= 0. We may assume that γ > 0, otherwise we have to
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replace y by γy. Denote z = ρyhk + y. Then from Proposition 4 we obtain
(Wz, z) = 2ργ + (Wy, y)→∞ if ρ→ +∞. This is the contradiction. 
Theorem 8.1. Let W be an invertible self-adjoint operator in Hilbert space H and
A be a W -dissipative operator. Then S+ (S−) constructed from EAV of as pencil
I +λA is a W -non-positive (nonnegative) subsoace. Moreover S+ (S−) is maximal
W -non-positive (nonnegative) subspace in S.
Proof. It follows from biorthogonality relations (15) and the definitions that S+
is W -nonpositive. Repeating the arguments of Proposition 9 we find that S+ is
maximal W -non-positive in the subspace S. 
Now we give application of Theorem 10 to the problem of half-range minimality
for dissipative operator pencils.
Consider an operator pencil
A(λ) = A0 + λA1 + · · ·+ λnAn, (24)
where Aj, j = 1, . . . , n are bounded operators in Hilbert space H and condition (1)
holds. We assume that A0 is invertible (if σ(A) 6= R then we can shift λ→ λ+ λ0,
λ0 ∈ R, λ0 /∈ σ(A); after this translation condition (1) will also hold). With pencil
(24) we associate the linear operators
A =

A−10 A1 A
−1
0 A2 . . . A
−1
0 An−2 A
−1
0 An−1
−I 0 . . . 0 0
0 −I . . . 0 0
. . . . . . . . . . . .
0 0 . . . −I 0
 ,
G =

0 0 . . . 0 A0
0 0 . . . A0 A1
. . . . . . . . . . . . . . .
0 A0 . . . An−3 An−2
A0 A1 . . . An−2 An−1

Consider also the operators
Gq = GAq =
[
T0 0
0 T1
]
, 0 ≤ q ≤ n,
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where
T0 = (−1)q

0 0 . . . 0 A0
0 0 . . . A0 A1
. . . . . . . . . . . . . . .
0 A0 . . . An−q−3 An−q−2
A0 A1 . . . An−q−2 An−q−1
 ,
T1 = (−1)q−1

An−q+1 An−q+2 . . . An−1 An
An−q+2 An−q+3 . . . An 0
. . . . . . . . . . . . . . .
An−1 An . . . 0 0
An 0 . . . 0 0

We assume that at q = 0 (q = m) the block T1 (T0) is absent in the represantion of
the matrix Gq. Now we set
Fq =
[
T ∗0 0
0 T1
]
Denote by Wq, 0 ≤ q ≤ n, the self-adjoint operator in Hn, such that its matrix
coincides with Fq over the main diagonal, with matrix F
∗
q under the main diagonal
and with (Fq + F
∗
q )/2 on the main diagonal. For example, if n = 2, then
W0 =
[
0 A∗0
A0 A
R
1
]
, W1 =
[−AR0 0
0 AR2
]
, W2 =
[
AR1 An
A∗n 0
]
and if n = 4, then
W0 =

0 0 0 A∗0
0 0 A∗0 A
∗
1
0 A0 A
R
1 A
∗
2
A0 A1 A2 A
R
3
 , W2 =

0 A∗0 0 0
A0 A
R
1 0 0
0 0 −AR3 −A4
0 0 −A∗4 0
 .
Further we assume n = 2l. A similar result can be obtained for the case n =
2l + 1. One can check easily that the following important equalities hold (l = n/2)
W2qA− (W2qA)∗ = i
0l−1−q 0 00 V0 0
0 0 0q
 := iJq (25)
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for q = 0, 1, . . . , l − 1, where 0q denotes a square zero matrix of order q, and
V0 =

2AI0 A
I
1 0 . . . 0 0
AI1 2A
I
2 A
I
3 . . . 0 0
0 AI3 2A
I
4 . . . 0 0
. . . . . . . . . . . . . . .
0 0 0 . . . 2AIn−2 A
I
n−1
0 0 0 . . . AIn−1 2A
I
n
 (26)
Analogiously, for q = 1, 2, . . . , l we have
W2q−1A− (W2q−1A)∗ = −i
0l−q 0 00 V1 0
0 0 0q−1
 := −iJ2q−1, (27)
where
V1 =

2AΥ1 A
Υ
2 0 . . . 0 0
AΥ2 2A
Υ
3 A
Υ
4 . . . 0 0
0 AΥ4 2A
Υ
5 . . . 0 0
. . . . . . . . . . . . . . .
0 0 0 . . . 2AΥm−1 A
Υ
m
0 0 0 . . . AΥm 0
 (28)
The following result is a generalization of Proposition 5 for polynomial operator
pencils. It is proved in the paper Shkalikov [3].
Theorem 8.2. Let a polynomial pencil A(λ) be defined by (24) and 0 /∈ σ(A). Let
y0k, y
1
k, . . ., y
pk
k , k = N1, . . . , N2 (29)
z0k, z
1
k, . . ., z
pk
k , k = N1, . . . , N2 (30)
be mutually adjoint canonical systems corresponding to the eigenvalues λk ∈ σd(A).
Then the following biorthogonality relations hold:
(Gqy˜
h
j , z˜
s
j − λ¯−1j
(
n− q
1
)
z˜s−1j + . . .+ (−λ¯j)s
(
n+ s− q − 1
s
)
z˜0j )
= (−1)q+1λn−qk δs,pj−s,
(31)
where
(
r
s
)
are binomial coefficients and y˜hj , z˜
s
k are Keldysh derived chains constructed
from canonical systems (29), (30) respectively.
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Proof. Let the operator Aˇ be defined by the same matrix as A, except that the op-
erators Aj are replaced by operators A
∗
j , j = 1, . . . , m. Then the following equalities
can be easily verified by induction
GAq = (Aˇ
q)∗G, q = 0, 1, . . . .
Aˇrz˜sj = (−1)rλ¯−rj [z˜Sj − λ¯−1j
(
r
1
)
z˜S−1j + . . .+
+ (−λ¯j)S
(
r + S − 1
S
)
z˜0j ], r = ±1,±2, . . . .
These equalities enable us to prove (31) only for some fixed q, for instance, q = n.
It is known (see Section 1) that Keldysh derived chains y˜hk are EAV of a linear
pencil I + λA. If {x˜Sj } is the adjoint system then according to Proposition 6
(Ay˜hk , x˜
S
j ) = δk,jδh,ps−h.
Hence, the relations (31) are equivalent to the following equalities
G∗nz˜
S
j = (−1)n+1A∗x˜Sj or G∗n−1z˜Sj = (−1)n+1x˜Sj (32)
For the result (I + λA)−1 we have the following representation (which can be
verified by multiplication of (I + λA))
(I+λA)−1 =

L−1(λ)T1 . . . L−1Tn
λL−1T1 . . . λL−1Tn
. . . . . . . . .
λn−1L−1(λ)T1 . . . λn−1L−1(λ)Tn
+

0 0 0 . . . 0
0 I 0 . . . 0
. . . . . . . . .
0 λn−2I λn−3I . . . I
 ,
(33)
where
L−1(λ) = A−1A0,
T1 = I, Tj(λ) = −(λLj + λ2Lj+1 + . . .+ λn−j+1Ln), j = 2, . . . , n,
Lj = A
−1
0 Aj.
On other hand according to Theorem on holomorphic operator function (Section 2)
the principal part of (I + λA)−1 in a neighborhood of the pole λk has the form
N2∑
k=N1
pk∑
h=0
(·, x˜hk)y˜0k + (·, x˜h−1k )y˜1k + . . .+ (·, x˜0k)y˜hk
(λ− λk)pk+1−h (34)
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Let us compute the coefficient of (λ − λk)−(pk+1−h) of the vector (I + λA)−1f˜ ,
f˜ = f1, . . . , fn, in a neighborhood of the pole λk. Using the representation (33) and
(2.2) (for λk = c) after simple algebra, we find that this coefficient is given
m∑
j=1
h∑
q=0
(
1
q!
T
(q)
j (λk)fj, z
h−q
k )y˜
0
k + . . . (35)
(we have not written out the remaining terms, which happen to be linear combi-
nations of the elements y˜1k, . . . , y˜
h
k). On the other hand from (34) we find that this
coefficient equals
(f˜ , x˜hk)y˜
0
k + . . . . (36)
Let x˜hk = {xk,1, xhk,2, . . . , xhk,n}. Since f˜ = f1, . . . , fn is any vector in Hn, we find
comparing (35) and (36)
xhk,j =
h∑
q=0
1
q!
T
∗ (q)
j (λk)z
h−q
k
= −
h∑
q=0
n−j∑
s=0
1
q!
dq(λs+1)
dλ
∣∣∣
λ=λ¯k
L∗j+sx
h−q
k
= −
h∑
q=0
n−j∑
s=0
1
q!
λs−q+1k
(
s+ 1
q
)
L∗j+sz
h−q
k .
(37)
It follows from the distinction of Keldysh derived chains that
z˜hk =
{ h∑
q=0
λ−qk
(
0
q
)
zh−qk ,
h∑
q=0
λ1−qk
(
1
q
)
zh−qk , . . . ,
h∑
q=0
λn−1−qk
(
n− 1
q
)
zh−qk
}
. (38)
Writing out the matrix G∗n−1 and using (38) we find that the first coordinate of the
vector G∗n−1z˜
h
k is equal to (−1)n−1zhk = (−1)n−1xhk,1 (the last equality is valid accord-
ing to (37)). Hence (32) is satisfied for the first coordinate. Using (37), (38) we can
also check the equality (32) for the subsequent coordinates. It proves Theorem 11. 
Note 8.3. Theorem 11 is valid for arbitrary operator pencil A(λ). The dissipative
condition (1) or (2) is not required.
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We say a pencil A(λ) is linearly dissipative if either the operator V0, which is
defined by (26), satisfies the condition V0 ≤ 0 or the operator V1, which is defined by
(28), satisfies the condition V1 ≤ 0. Since conditions (25), (27) hold, a pencil A(λ)
is linearly dissipative if and only if a linearization A is W2q-dissipative operator for
all q = 0, 1, . . . , l − 1, or A is W2q−1-dissipative for all q = 1, 2, . . . , l.
Proposition 8.8. If A(λ) is linearly dissipative, i.e. V0 ≤ 0 (V1 ≤ 0), then it is
dissipative, i.e. condition (1), (condition (2)) holds.
Proof. Let, for example, V0 ≤ 0. Consider the function u(t) = ϕ(t)x, where x ∈ H
and ϕ(t) is a smooth rapidly decreasing function when t→ ±∞ (ϕ(t) ∈ S). If
u˜(t) = {u(t),−iu′, . . . , (−i)n−1u(n−1)(t)}
then
∫ ∞
−∞
(V u˜(t), u˜(t))dt = 2
l∑
s=0
∫ ∞
−∞
= (AI2su
(2s)(t), u(2s)(t))dt
= −i
l−1∑
s=0
∫ ∞
−∞
[
(A2s+1u
(2s+1)(t), u(2s)(t)) +
+ (A2s+1u
(2s)(t), u(2s+1)(t))
]
dt
= 2 Im
∫ ∞
−∞
(A(λ)ϕˆ(λ)x, ϕˆ(λ)x)dλ ≤ 0.
(39)
Here we denoted
uˆ(λ) =
∫ ∞
−∞
e−iλtu(t)dt = ϕˆ(λ)x
and took into account that
(iλ)suˆ(λ) =
∫ ∞
−∞
e−iλtu(s)(t)dt,
∫ ∞
−∞
(uˆ(λ), vˆ(λ))dλ =
∫ ∞
−∞
(u(t), v(t))dt.
Hence the inequality (39) holds for all x ∈ H and all ϕ ∈ S. It is known (see, for
example, Yosida [1]) that the Fourier transform maps S onto S continuously in both
directions. Using this fact we easily obtain (1) from (39). 
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Obviously, the converse assertion is not true. For example, the pencil A(λ) =
i(1−αλ2+λ4)I, 0 < α ≤ 2, satisfies condition (1) but it is not linearly dissipative.
Further we will consider linearly dissipative pencils, satisfying the condition V0 ≤
0. A similar result can be obtained for the case V1 ≤ 0. In lecture 7 we introduced
the systems E± consisting of half of EAV of a dissipative pencil A(λ) and the systems
ξ± consisting of the Keldysh derived chains of length l = n/2 corresponding to the
vector yhk ∈ E±.
Proposition 8.9. Let A(λ) be a linear dissipative pencil, i.e. V0 ≤ 0, L+ (L−) be
the minimal subspace containing all elements y˜hk (Keldysh derived chains of length
n) constructed from elements yhk ∈ E+ (E−). Then L+ (L−) is a W2q-non-positive
(nonnegative) subspace for all q = 0, 1, . . . , l − 1.
Proof. Let λk = c be a real eigenvalue of A(λ). Keldysh derived chains y˜
h
k coincide
with EAV of the linearization A of pencil A(λ). It follows from (25) that A is W2q-
dissipative, q = 0, 1, . . . , l − 1. According to the definition of the systems E+ the
elements y˜αkk ∈ E+ satisfy the equalities
y˜αkk = εkz˜
αk
k + y˜, y˜ ∈ S0c , εk = 1, αk = [pk/2]. (40)
Using proposition 3 we can show10 that
(W2qy˜, y˜) = (G2qy˜, y˜) for all y ∈ Sc.
In particular,
(W2qy˜
αk
k , y˜
αk
k ) = (G2qy˜
αk
k , y˜
αk
k ).
Now it follows from Theorem 11 and (40) that
(W2qy˜
αk
k , y˜
αk
k ) = (G2qy˜
αk
k , y˜
αk
k ) = (−1)2q+1λn−2qk < 0 (41)
Recalling the definition of the space S+ for W2q-dissipative operator A we find from
(41) that L+ = S+. Then the assertion of Proposition 14 follows from Theorem 10. 
Proposition 8.10. Let A(λ) be a linearly dissipative operator pencil and L+ (L−)
be the same subspace as in proposition 14, and 0 /∈ Θ(A0). Define the operator
P : Hn → H l by the equality
Px˜ = P{x1, x2, . . . , xn} = {xl+1, . . . , xn}.
10The proof depends on direct calculations, but these calculations are rather complicated if n > 2. Here we omit
them.
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Then
‖Px˜‖ ≥ ε‖x˜‖, ε > 0, for all x˜ ∈ L+ (L−) (42)
i.e. the operator P : L+ → P (L+) has a bounded inverse.
Proof. Denote
x˜ = Q{x1, . . . , xn} = {x1, . . . , xl}.
Obviously, the estimate (42) holds if and only if
‖Qx˜‖ ≤ M‖Px˜‖ for all x˜ ∈ L+ (L−), (43)
where the constant M does not depend on x˜. Assume that the estimate (43) does
not hold. Then there exists an element x˜ ∈ L+ such that
‖Qx˜‖ = 1, ‖Px˜‖ = o(1), i.e. ‖xj‖ = o(1), j = l + 1 . . . , n. (44)
Recalling the matrix representations of the operators W2q and A we find from (44)
that
|(W2qx˜, x˜)| = o(1), |(W2qAx˜, Ax˜)| ≤ ‖W2q‖ ‖A‖.
Obviously, A(L+) ⊂ L+ and according Proposition 14 L+ is non-positive. Hence
we can apply Schwartz’ inequality and obtain
|(W2qAx˜, x˜)|2 ≤ |(W2qAx˜, Ax˜)| = o(1). (45)
On the other hand, we have
(Ax˜,W0x˜) =

A−10 A1x1 + . . .
−x1
. . .
−xl
−xl+1
. . .
xn−1

,

A∗0xn
A∗0xn−1 + A
∗
1xn
. . . . . . . . .
A∗0xl + A
∗
1xl+1 + . . .
A0xl−1 + . . .
. . . . . . . . .
A0x1 + . . .


= −(A0xl, xl) + o(1).
Since 0 /∈ Θ(A0), we find from (45) that ‖xl‖ = o(1). Using this relation and (44)
we obtain
(Ax˜,W2x˜) = −(A0xl−1, xl−1) + o(1)⇒ ‖xl−1‖ = o(1).
Repeating the arguments, we find ‖xj‖ = o(1), j = l, l − 1, . . . , 1. This contradicts
the assumptions ‖Qx˜‖ = 1. Hence estimate (42) is valid. 
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Theorem 8.3. Let A(λ) be a linear dissipative operator pencil (V0 ≤ 0) and 0 /∈
Θ(A0), Then system ξ
+ (ξ−) is minimal in the space H l, l = n/2.
Proof. Let an operator H : h1 → H2 be bounded and have bounded inverse.
Obviously, if a system {ek} is minimal in H1 then system {Kek} is minimal in H2.
It follows from Proposition 5 that the system {y˜hk} ∈ L+ is minimal in Hn. Hence,
from Proposition 15 we find that {Py˜hk} is minimal in H l. If all eigenvalues of A(λ)
are semi-simple then the system {λ−lk Py˜0k} coincides with ξ+, hence ξ+ is minimal.
In the general case one has to check the equalities
y˜hk = λ
−l
k
h∑
r=0
(
n
r
)
λ−rk Py˜
h−r
k , {y˜hk} = ξ+. (46)
This can be easily done by using the formula (38) for Keldysh derived chains y˜hk
(see details in Shkalikov [1]). The equalities (46) imply that the systems ξ+ and
{Py˜hk} are connected by a triangular transformation and from this fact one can
easily deduce that ξ+ is a minimal. 
We proved in Section 7 that the systems ξ+ is linearly independent if A(λ)
satisfies condition (1). The result of minimality of ξ+ is much sharper and it has
been proved only in the case when A(λ) is a linearly dissipative pencil. In this
connection the following natural question arises.
Open Problem Does condition (1) and 0 /∈ Θ(A0) imply the minimality of the
system ξ+ in H l?
Note 8.4. Theorems on minimality can be obtained for the case V0 ≤ 0 and n =
2l + 1 as well as for linearly dissipative pencils satisfying the condition V1 ≤ 0 (see
Section 7).
Comments W -dissipative operators were introduced in the book of Dalezki,
Krein [1] and were studied by Kuzhel, Azizov, Iohidov, M. Krein, Langer, Gomilko,
Radzievski and many other authors. References can be found in the recent book
Azizov, Iohidov [1]. In this book the proof of Proposition 1 is given, although here
we proposed a new proof. Proposition 3 is due to Radzievski. Proposition 5 is
proved by Keldysh [1, 2]. Proposition 6 and 7 are proved in the paper Shkalikov [3].
Theorem 10 seems to be new. Theorem 11 is proved in the papers Shkalikov
[3, 6]. The second part of this lecture, connected with application to the half-range
minimality problem is based on the paper Shkaliov [3]. Here a new version of the
proof of Theorem 16 is given. To prove Proposition 5, we borrowed ideas from the
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paper Langer [3], where a similar assertion is proved for self-adjoint monic operator
pencils.
The existense of a maximalW -non-positive subspace S+c such that S
+
c ⊃ Soc was
proved by Gomilko [1] (1983) (this is related to our Proposition 9). But here we get
more, in particular, an important information on connection of direct and adjoint
Jordan chains is established.
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9 Factorization of dissipative operator pencils
In this lecture we solve the problem of factorization of dissipative pencils in finite
dimensional space and obtain some results on factorization of linearly dissipative
pencils in infinite dimensional space.
First we prove one important result due to H. Langer. Let
A(λ) = A0 + λA1 + . . .+ λ
n−1An−1 + λnAn (1)
be a pencil of bounded operators in Hilbert space H and let
A˜ =

−A−1n An−1 −A−1n An−2 . . . −A−1n A1 −A−1n A0
I 0 . . . 0 0
0 I . . . 0 0
. . . . . . . . . . . .
0 0 . . . I 0
 (2)
This is well-known and can be easily checked that A is a linearization of A(λ), i.e.
the spectra of A(λ) and λI − A˜ coincide and the corresponding Jordan chains of
operator A˜ coincide with Keldysh derived chains of A(λ). Notice, that operator
A˜ differs from linearization A used in Section 8. The choice (2) in this lecture is
not incidental. One comes with serious technical difficulties to prove the subsequent
theorem in terms of the old linearization A.
For any operator K : Hk → Hn−k (acting from Hk into Hn−k) we call the
subspace
M =
{[
Kxˆ
xˆ
]∣∣∣xˆ ∈ Hk} ⊂ Hn (3)
the graph subspace of K. Obviously, the graph subspace of any bounded operator
K is closed subspace in Hn.
Theorem 9.1. (Langer [3] (1976)). The pencil (1) admits factorization
A(λ) = L(λ)K(λ) (4)
with a pencil K(λ) = λkI − λk−1Kk−1 − . . . − λK1 − J0 of degree k (< n) and
a pencil L(λ) of degree n − k if and only if the linearization A has an invariant
subspace of a bounded operator K : Hk → Hn−k
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If M is such a subspace and
K =

K11 K12 . . . K1k
K21 K22 . . . K2k
. . . . . . . . . . . .
Kn−k,1 Kn−k,2 . . . Kn−k,k
 (5)
then the operator Kij : H → H are uniquely determined by the coefficients of the
right divisor, in particular,
Kn−k,j = Kk−j, j = 1, 2, . . . , k.
Moreover, the spectra of K(λ) and of A˜|M coincide (A˜|M is the restriction of A˜
onto M).
Proof. Step 1. Obviously, this is enough to prove theorem for monic pencil with
An = I , therefore further we assume An = I .
Let a subspace M has the representation (3) and K is defined by (5). Denote
Kn−k,j = Kk−j, j = 1, 2, . . . , k.
Observe, that ifM is invariant with respect to A˜ then the operatorsKij are uniquely
determined by the operators Kj. Indeed, if
x˜ = {K11x,K21x, . . . , Kn−k,1x, x, 0, . . . , 0} (6)
then the (n − k)-th component of A˜x˜ is Kn−k−1,1x. On the other hand, it has to
be equal to K2k−1x +Kk−2x, since A˜x ∈ M . Therefore, Kn−k−1,1 = K2k−1 +Kk−2.
Using the inclusions A˜sx˜ ∈ M we may determine the operators Kn−k−s,1. Taking
in (3) x˜ = {0, x, 0, . . . , 0} and applying the same arguments we may determine the
operators Ki, 2 by Kj, and thence in a similar way all the other operator.
Step 2. Let us show that the existence of an invariant subspace (3) implies the
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factorization (4). For the resolvent (A−λI)−1 we have the following representation
(A− λI)−1 =−

λn−1
λn−2
. . .
λ
1
A−1(λ)[1, λ, . . . , λn−2, λn−1]

I An−1 . . . A2 A1
0 I . . . A3 A3
. . . . . . . . . . . . . . .
0 0 . . . I An−1
0 0 . . . 0 I

+

0 I λI . . . λn−3I λn−2I
0 0 I . . . λn−4I λn−3I
. . . . . . . . . . . . . . . . . .
0 0 0 . . . I λI
0 0 0 . . . 0 I
0 0 0 . . . 0 0

which can be verified by multiplication of A˜− λI from the left.
Let a vector x˜ be defined by (6). Then the (n−k)-th component of (A˜−λI)−1x˜
equals
− λkA−1(λ)L(λ)x+ x (7)
where
L(λ) = [1, λ, . . . , λn−2, λn−1]

I An−1 . . . A2 A1
0 I . . . A3 A3
. . . . . . . . . . . . . . .
0 0 . . . I An−1
0 0 . . . 0 I


K11
K21
. . .
Kn−k,1
I
0
. . .
0

is the pencil of degree n − k. By the invariance of M we have (A˜ − λI)−1x˜ ∈ M .
Therefore, the vector (7) can be also represented in the form
Kk−1y1 +Kk−2y2 + . . .+K0yk
where
yj = −λk−jA−1(λ)L(λ)x, j = 1, 2, . . . , k,
coincide with (n− k + j))-th component of the vector (A˜− λI)−1x˜. Hence
−λkA−1(λ)L(λ)x+ x = (−λkKk−1 − λk−2Kk−2 − . . .−K0)A−1(λ)L(λ)x
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or
K(λ)A−1(λ)L(λ) = I
and factorization (4) follows.
Step 3. Suppose, conversely, that the factorization (4) holds. Define the follow-
ing matrices (k ≤ j ≤ n− 1)
Kj =

Kk−1 Kk−2 . . . K1 K0 0 . . . 0
I 0 . . . 0 0 0 . . . 0
0 I . . . 0 0 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . .
0 0 . . . 0 0 0 . . . I

with j + 1 rows and j columns and also
K =

Kk−1 . . . K1 K0
I . . . 0 0
. . . . . . . . . . . .
0 . . . I 0
 (8)
Suppose we have proved the equality
A˜Kn−1 . . .Kk =

Kk−1 . . . K0 0 . . . 0 0
I . . . 0 0 . . . 0 0
. . . . . . . . . . . . . . . . . . . . .
0 . . . 0 0 . . . I 0
Kn−1 . . .Kk = Kn−1 . . .KkK
(9)
Then the subspaceM = Kn−1 . . .KkHk is invariant with respect to A˜ and it is easy
to see that this subspace has the representation (3).
To prove (8), observe that the first step in the partial division of a polynomial
λlBl + λ
l−1Bl−1+ . . .+B0 by K(λ) (l ≥ k) from the right gives a remainder whose
coefficients are the entries of the product
[Bl, Bl−1, . . . , B0]Kl.
Therefore the factorization (4) yields
[An−1 −Kk−1, An−2 −Kk−2, . . . , An−k −K0, An−k−1, . . . , A0]Kn−1 . . .Kk = 0.
Now it is easy to see that the last equality is equivalent to (9).
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Step 4. Evidently, the spectrum ofK(λ) coincide with spectrum of the operator
K defined by (8). Moreover, it follows from (9) that
(A˜− λI)Kn−1 . . .Kk = Kn−1 . . .Kk(K − λI).
This means that σ(K) coincides with spectrum of A˜|M , whereM = Kn−1 . . .KkHk,
and the last assertion of Theorem 1 follows. 
Now we can easily obtain the results on factorization of dissipative matrix poly-
nomial. We consider both cases of the dissipativity condition, i.e.
Im(A(λ)x, x) ≤ 0 for all x ∈ H and λ ∈ R (10)
and
Im(λA(λ)x, x) ≤ 0 for all x ∈ H and λ ∈ R. (11)
Theorem 9.2. Let the condition (10) hold, n = 2l, dimH < ∞, KerAn = {0}
and there exists λ0 ∈ R such that 0 /∈ Θ(A(λ0)). Then A(λ) admits factorization
(4) with a pencil K(λ) = λlI − λl−1Kl−1 − . . .−K0 such that the system of eigen
and associate vectors of K(λ) coincides with the system E+ (E−) of pencil A(λ).
Proof. Without loss of generality we may assume that 0 /∈ σ(A). Otherwise we can
shift λ→ λ+ λ0, obtain the factorization (4) and then shift back λ→ λ− λ0.
Let L+ be the minimal subspace containing all elements y˜hk (Keldysh derived
chains of length n) constructed from elements yhk ∈ E+ of pencil A(λ). Obviously,
L+ is invariant with respect to linearization A˜ of A(λ). Let us prove that L+ has
representation (3) with k = l. Consider the operator P : Hn → H l defined by the
equality
Px˜ = P{x1, x2, . . . , xn} = {xl+1, . . . , xn}.
Denote P+ = P |L+. If all eigenvalues of A(λ) are semi-simple then the system
{λ−lk Py0k} coincides with the system ξ+ which is basis according to Theorems on
completness and linear independence from Section 7.The completeness of ξ+ implies
ImP+ = H l while the linear independence implies KerP+ = {0}. Then it follows
immediately that L+ has the representation (3).
In general case (when non-semi-simple eigenvalues exist) make use from
representation (8.40) which shows that the systems ξ+ and {Py˜hk} (yhk ∈ E+) are
connected by a triangular transformation. Hence, the system {Py˜hk} is basis and
this yields again that L+ has the representation (3). Now apply Theorem 1 to
complete proof. 
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Theorem 9.3. Let the condition (11) hold, dimH <∞, n = 2l, A0 > 0 and An >
0. Then A(λ) admits factorization (4) with a pencil K(λ) = λlI−λl−1Kl−1−. . .−K0
such that the system of eigen and associate vectors of K(λ) coincides with the system
Y − (Y +) of pencil A(λ).
Proof. Apply Theorem 7.8 and repeat the arguments of Theorem 2. 
Note 9.1. A similar results can be obtained in the case n = 2l+1. Namely, if A(λ)
satisfies the condition (10) and An > 0 (An < 0) then A(λ) admits the factorization
(4) with K(λ) of degree l+1 (l) and the system if EAV of K(λ) coincides with E+.
If n = 2l+1, A(λ) satisfies the condition (11), A0 < 0, An < 0 (> 0) then A(λ)
admits the factorization (4) with K(λ) of degree l (l+1) and the system of EAV of
K(λ) coincides with Y +. Another versions of factorization theorems involving the
systems E− and Y + can be also formulated. These assertions follow from Theorems
7.6 and 7.9.
The problem on factorization of self-adjoint or dissipative operators in Hilbert
space is much more deep. Langer [3] proved that each maximal G-non-positive
(G-nonnegative) subspace M ⊂ Hn which is invariant under the linearization A˜ of
monic self-adjoint pencil A(λ) has the form (3) with k = [(n + 1)/2] (k = [n/2]),
where
G =

0 0 . . . 0 I
0 0 . . . I An−1
. . . . . . . . . . . . . . .
0 I . . . A3 A2
I An−1 . . . A2 A1

is the simmetrization of A˜. Hence the factorization problem is reduced to the prob-
lem on existence of maximal G-semi-definite subspaces invariant with respect to
G-self-adjoint operator A˜. Using the results of Section 8 we can obtain a similar
assertion for linearly dissipative operator pencils. But the problem on existence of
maximal semi-definite subspace invariant with respect to self-adjoint operator in
Krein space is still open. The deepest results of operator theory in spaces with
indefinite metric are connected with this problem. It is solved for some particular
classes of operators in Krein space and these results generate the corresponding fac-
torizaion theorems. To make acquaintance with these results we refer the reader to
the remarkable paper Langer [3].
In this connection the subsequent result on factorization of dissipative pencils in
Hilbert space is of interest. It is formulated in terms of solvability of the half-range
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Cauchy problem. But the last problem can be solved for some classes of differential
equations associated with pencil A(λ) (see Note 8 in the end of this Section).
We say v(z) is a regular solution of the equation
A(−i d
dz
)v(z) = A0v − iA1dv
dz
+ . . .+ (−i)nAnd
nv
dzn
= 0 (12)
on interval (a, b) if v(z) has n continuous derivatives as a function with values in H
on (a, b) and v(z) satisfies the equation (12).
Let A(λ) be dissipative operator pencil satisfying the condition (10). Let also
the real spectrum of A(λ) be discrete. Denote by S+(0,∞) the linear manifold of all
solutions v(z) of equation (12) on the semi-axis (0,∞) satisfying the Mandelstam
radiation principle at ∞ (in sense of Definition 7.4). Assume also n = 2l and
consider the trace operator J : S+(0,∞)→ H l defined by the equation
Jξv(z) = {v(ξ),−iv′(ξ), . . . , (−i)l−1v(l−1)(z)}. (13)
For v(z) ∈ S+(0,∞) we denote by v˜(z) the following function with values in Hn
v˜(z) = {v(z),−iv′(z), . . . , (−i)n−1v(n−1)}. (14)
Proposition 9.1. Ley A(λ) be linearly dissipative pencil (V0 ≤ 0) and let the
operators Wq, q = 0, 2, . . . , n, be defined as in Section 8. Suppose v(z) = v1(z) +
v0(z) ∈ S+(0,∞) where vj0(z)→ 0 for j = 0, 1, . . . , n− 1 when z →∞, and v1(z)
is a finite superposition of elementary solutions corresponding to real eigenvalues.
Then for q = 0, 2, . . . , n the following relations hold
(Wqv˜0(z), v˜0(z)) ≤ 0, (15)
(Wqv˜1(z), v˜1(z)) ≤ 0, (16)
(Wqv˜0(z), v˜1(z)) = 0, (17)
(Wqv˜(z), v˜(z)) ≤ 0, (18)
Proof. Let the linearization A of A(λ) be defined as in Section 8. Then the function
v(z) satisfies the equation
Av˜′(z) + iv˜(z) = 0,
since v(z) satisfies (12). Using (8.25) we obtain
(Wqv˜0(z), v˜0(z))
′ = (Wqv˜′0, v˜0(z)) + (Wqv˜0(z), v
′
0(z))
= −i(Wrv˜′0(z), Av′0(z)) + i(WrAv˜′(z), v˜′(z)) = −(Jqv˜′0(z), v′0(z)).
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Integrating this equality from z to ∞ and taking into account that v0(z) vanishes
at ∞ we obtain
(Wqv˜0(z), v˜0(z)) =
∫ ∞
z
(Jqv˜
′
0(ξ), v˜
′
0(ξ))dξ ≤ 0,
since V0 ≤ 0. Hence the inequality (15) holds.
By our assumption the operator A is Wq-dissipative for q = 0, 1, . . . , n. Then
the inequality (16) follows from Theorem 8.10.
According to Proposition 8.3 v1(z) ∈ Ker Jq and v′1(z) ∈ Ker Jq. Therefore
(Wqv˜0(z), v˜1(z)) = −(Jqv˜′0(z), v˜′1(z)) = 0.
Now (15)-(17) give the inequality (18). 
Proposition 9.2. Let A(λ) be linearly dissipative (V0 ≤ 0), n = 2l and 0 /∈ Θ(A0).
Then for v(z) ∈ S+(0,∞) the following estimate holds
‖v(z)‖+ ‖v′(z)‖+ . . .+ ‖v(l−1)‖
≤ M(‖v(l)(z)‖+ ‖v(l+1)‖+ . . .+ ‖v(n−1)(z)‖). (19)
Proof. The estimate (19) is equivalent to the following estimate
‖Qv˜(z)‖ ≤M‖P v˜(z)‖, v˜(z) ∈ S+(0,∞), (20)
where the operators Q and P are defined in Proposition 8.15. Taking into account
Proposition 4 we may repeat all arguments from Proposition 8.15 and prove (20) as
well as (8.37). 
Note 9.2. Denote by S+ the minimal subspace in H containing all vectors v˜(ξ)
for fixed ξ > 0, such that v(z) ∈ S+(0,∞). Obviously, L+ ⊂ S+ where L+ is
defined in Proposition 8.14. It may happen that L+ 6= S+, hence Proposition 5 and
Proposition 8.15 are not identical.
Theorem 9.4. Let the conditions of Proposition 5 hold. If for some ξ ≥ 0 the
image of the trace operator Jξ defined by (13) is dense in H
l then A(λ) admits the
factorization (4) with pencil K(λ) of degree l. Moreover, if the whole spectrum of
A(λ) is discrete then σ(K) lie in the upper half-plane and the system of eigen and
associated vectors of K(λ) coincide with E+.
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Proof. If v(z) ∈ S+(0,∞) then the function v˜(z) defined by (14) satisfies the
equation
A˜v˜′ − iv˜ = 0, (21)
where A˜ is the linearization (2). Let S+ be a minimal subspace in Hn containing all
vectors v˜(ξ) for fixed ξ ≥ 0 such that v(z) ∈ S+(0,∞). Obviously, S+ is invariant
with respect to A˜. According to Proposition 5 we have representation
S+ =
{[
Kxˆ
xˆ
]
, xˆ ∈ L ⊂ H l
}
where K : H l → H l is a bounded operator, and L is a linear manifold in H l which
has to be subspace, since S+ is subspace. Notice, that
Alv˜(ξ) = {v1(ξ), . . . , vl(ξ), v(ξ),−iv′(ξ), . . . , (−i)l−1v(l−1)(ξ)} ∈ S+
if v˜(ξ) ∈ S+. Therefore L ⊃ Im Jξ. By our assumption Im Jξ = H l, hence
L = H l and S+ is the graph subspace of K. Now Theorem 1 implies the factor-
ization (4) with k = l and σ(K)−σ(A˜|S+). This yields the assertion of Theorem 7. 
Note 9.3. The condition Im Jξ = H
l can be established for some classes of operator
pencils. Such results are proved in ch. 8 of the paper Shkalikov [6]. In particular,
Im Jξ = H
l for selfadjoint operator pencils of Keldysh type (see Theorem 8.9 of
Shkalikov [6]).
Comments. The problem on factorization of self-adjoint polynomials has a
long history and takes the origin from the paper of Krein and Langer [1]. Impor-
tant factorization theorem was proved by Rosenblum and Rovnyak [1]. The paper
Langer [3] became a millstone in factorization problems for pencils of degree n > 2.
Kostyuchenko and Ozarov [1, 2] classified the real spectrum of the right divisor
for selfadjoint quadratic pencils. Gohberg, Lancaster and Rodman [1-3] established
theorems on factorization of selfadjoint matrix polynomial with classification of real
spectrum. Nontrivial factorization theorems were proved by Markus and Matcaev
(see details and comments in the book of Markus [1]). Interesting results on factor-
ization of matrix and operator functions are contained in the books Bart, Gohberg
and Kaashoek [1] and Litvinchuck and Spitkovskii [1].
Factorization theorems of this lecture for dissipative operator pencils seem to be
new and are based on the paper Shkalikov [3].
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10 Pontrjagin spaces. The proof of Azizov-
Iohvidov-Langer theorem
A classical Hilbert theorem asserts that any self-adjoint compact operator in Hilbert
space H has a complete orthonormal system of eigenvectors in H. Does this result
admit a generalization on Pontrjagin space? This problem is the main subject of
this section.
There are a number of books on operator theory in Pontjagin and in Krein
spaces. We point out the books of Bognar [B], Ando [A], Iohvidov, Krein and Langer
[IKL], Azizov and Iohvidov [AI] and seveys of Iohvidov and Krein [IK] and Langer
[L]. Nevertheless the proof of the subsequent theorem on Riesz basis property of
eigenfunctions of self-adjoint operator in Pontrjagin space (which is due to Azizov
and Iohvidov) readers can find in the only book [AI] (Theorem 4.2.12 of [AI]).
Nowever, it is not easy to restore the proof from the text since if uses a of foregoing
material. In our lectures we will try to elucidate the situation. We notice that such
an attempt has been undertaken already in the paper of Binding and Seddighi [BS]
although the latter paper dealt only with completeness, the problem on minimality
and basisness had not been considered there. We hope also that this material will
help readers in understanding some important concepts in the theory of operators
in spaces with in definite metric.
10.1 Pontrjagin theorem and the formulation of Azizov-
Iohvidov-Langer theorem.
Let Pκ = (H,G) be Pontrjagin space, i.e. H is also supplied with the scalar product
(x, y) but H is also supplied by the indefinite metric [x, y] = (Gx, y) where G is
self-adjoint bounded and invertible operator having κ negative eigenvalues counting
with multiplicities. According to spectral theorem for self-adjoint operators we can
represent G = G+ − G− where G+G− = G−G+ = 0, G+ > 0, G− > 0 and
our assumptions on G are equivalent to the following: |G| := G+ + G− ≫ 0,
rankG− = κ <∞.
An operator A is said to be self-adgoint in Pκ if [Ax, y] = [x, Ay] for all x, y ∈ H
and this is equivalent that GA is self-adjoint in H. We present without proof the
following fundamental result.
Theorem 10.1 (Pontrjagin [P]). A self-adjoint operator A in Pκ has a maximal
nonnegative and maximal non-positive subspaces  L+ and  L− respectively which are
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invariant under A. Moreover, dim  L− = κ11.
The proof of this theorem is not trivial and can be found in the books mentioned
above. Moreover, this theorem is also valid for bounded dissipative operators in Pκ
and even for maximal dissipative operators (unbounded). See the book of Azizov and
Iohvidov [AI]. We should say that the most difficult results of the theory of operators
in space with indefinite metric are connected with this Pontrjagin theorem.
Definition 10.1. Let  L be a subspace in Pκ. The subspace  L
[⊥] = {y | [y, x] =
0 ∀x ∈  L} is said to be orthogonal to  L in Pκ (or G - orthogonal in H). The
subspace  L0 =  L ∩  L[⊥] is called isotropic subspace of  L.
It follows from Definition 1.1 that for any subspace  L we have ( L[⊥])[⊥] =  L
(saying  L to be a subspace we always suppose that  L is closed). Hence, the isotropic
subspaces of  L and  L[⊥] coincide.
Definition 10.2. A subspace  L in Pκ is called non-degenerated if its isotropic
subspace  L0 = {0}. Otherwise  L is called degenerated.
Let c ∈ C be an eigenvalue of an operator A. We denote by  Lc the subspace
consisting of all eigen and associated vectors of A corresponding to c. We call  Lc
the root subspace corresponding to c.
Theorem 10.2. Let A be a self-adjoint compact operator in Pκ. Then there exists
a Riesz basis composed of eigen and associated vectors of A if and only if the root
subspace  L0 corresponding to the point 0 is non-degenerated. Moreover, if  L0 is
non-degenerated then such a Riesz basis can be chosen almost G-orthogonal (i.e. all
but finitely many vectors of this basis are mutually G-orthogonal).
To prove this theorem is a basis goal of our lectures. Here we recall the definition
of a Riesz basis, the concepts of completeness and minimality which will be used in
the sequel.
Definition 10.3. A system {ek} of Hilbert space H is said to be a Riesz basis if
there exists such bounded and invertible operator T in H that {Tek} is the complete
orthonormal system.
Definition 10.4. A system {ek} inH is said to be complete if any vector x ∈ H can
be approximated with arbitrary accuracy by a finite linear combination of elements
from {ek}.
11Each maximal non-positive subspace in Pκ has the dimensional κ. This fact is trivial.
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Definition 10.5. A system {ek} in H is said to be minimal if there exists a system
{fk} such that (ek, fj) = δkj where δkj is the Kronecker symbol.
Exercise 10.1. A system {ek}∞1 is complete in H if and only if the equalities
(f, ek) = 0, k = 1, 2, . . . , imply f = 0.
Exercise 10.2. A system {ek} is minimal in H if and only if any its vector can not
be approximated with any accuracy by a linear combination of the other elements.
Exercise 10.3. A system {ek} is a Riesz basis in H if and only if there exists a
new scalar product (·, ·)1 in H such that the norms ‖ · ‖1 and ‖ · ‖ are equivalent
and the system {ek} is complete and orthonormal in (·, ·)1.
10.2 Example.
Let us consider one concrete example in order to see what is happening when the
root subspace  L0 is degenerated. This example will help to understand the situation
in general.
In the space H = ℓ2 we consider the operators
A =

0 0 0 0 0 ..
1 0 α3 α4 α5 ..
α¯3 0 β3 0 0 ..
α¯4 0 0 β4 0 .
α¯5 0 0 0 β5 .
. . . . . .

G =

0 1
1 0
0
0
1 0 0 0 . . .
0 1 0 0 . . .
0 0 1 0 . . .
0 0 0 1 . . .
· · · · . . .

where {αk}∞3 , {βk}∞3 satisfy the following conditions∑
|αk|2 <∞, βk > βk+1 → 0, if k →∞ (1)
Exercise 10.4. Show that A is compact operator in ℓ2 if the condition (1) holds.
Moreover, GA = (GA)∗, i.e. A is self-adjoint operator in P1 = (ℓ2, G).
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Let us find all eigen and associated vectors of A. Writing the equation Ax = λx
for x = (x1, x2, . . .) ∈ ℓ2 we obtain
{0, x1 +
∞∑
k=3
αkxk, α¯3x1 + β3x3, α¯4x1 + β4x4, . . .} = λ{x1, x2, x3, x4, . . .}. (2)
If λ 6= 0 we have x1 = 0, λ = βk, xj = 0 for j 6= k (since βj 6= βk for j 6= k)
and x2 = αkβ
−1
k xk. This means that nonzero eigenvalues of A coincide with {βk}
and the corresponding eigenvalues have the representation
yk = {0, αk
βk
, 0, . . . , 0, 1, 0, . . .}, k = 3, 4, . . . ,
where 1 occupies the k-th position.
Now, suppose λ to be equal zero in (2). Certainly the vector y2 = {0, 1, 0, 0, . . .}
is the eigenvector corresponding to the eigenvalue 0.
Proposition 10.1. The root subspace  L0 of A consists of the only vector y
2 (up to
multiplication by constant) if and only if
{αkβ−1k } 6∈ ℓ2 (3)
Proof. Let the condition (3) holds. If (2) is fulfilled with λ0 then xk = −α¯kβ−1k x1.
Therefore, in the case x1 = 0 (2) has the only solution x = 0 and in the case x1 6= 0
the solution x 6∈ ℓ2. This means that  L0 does not contain another eigenvectors.
A vector x is an associated with y2 if Ax = 0 · x+ y2, i.e.
{0, x1 +
∞∑
k=3
αkxk, α¯3x1 + β3x3, α¯4x1 + β4x4, . . .} = {0, 1, 0, 0, . . .} (4)
It is easy to see agein that if (4) has a solution x then x 6∈ ℓ2. Hence, (3) implies
dim  L0 = 1.
On the other hand, suppose {αkβ−1k } ∈ ℓ2. Then y1 = {−1, 0, α¯3β3 , α¯4β4 , . . .} is the
eigenvector of A if the condition
γ := 1−
∞∑
k=3
|αk|2
βk
= 0
holds and y1 = −γ−1{−1, 0, α¯3
β3
, α¯4
β4
, . . .} is the associated with y2 if γ 6== 0. 
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Proposition 10.2. A system of root vectors of A is a Riesz basis in ℓ2 if and only if
{αkβ−1k } 6∈ ℓ2 then the system of root vectors is not complete in ℓ2 and not minimal.
Proof. Let {αkβ−1k } ∈ ℓ2. Then the system {yk}∞1 is obviously complete and
minimal (prove this!). Moreover, {yk}∞2 is a Riesz basis in the subspace ℓ2 ⊖ {e1},
where e1 = {1, 0, 0, . . .} (prove this!). Then {yk}∞1 is a Riesz basis in ℓ2.
Now, suppose (3) to be hold. Then the system of root functions coincides with
{yk}∞2 . Obviously, it is not complete (the element e1 is orthogonal to {yk}∞2 ) and
it is not minimal! We prove this showing y2 ∈ Span{yk}∞3 . Suppose there exists a
vector y = {y1, y2, . . .} ∈ ℓ2 such that 0 = (y, yk) = y2αkβ−1k − yk = 0.
Now it follows: if y2 6= 0 then y 6∈ ℓ2 but if y2 = 0 then y = 0. Hence, the
system {yk}∞3 is complete in Span{yk}∞2 . 
We notice that in the case {αkβ−1k } 6∈ ℓ2 the root subspace  L0 = {y2} is de-
generated since [y2, y2] = 0. Because of that the system of root functions neither
complete nor minimal.
10.3 Criteria for L to be Pontrjagin subspace in Pκ.
Let us recall some well known facts on geometry of Pontrjagin space. The results
which we present in this section are well known although the proofs sometimes are
new. We always suppose L to be closed saying L to be a subspace. First, let us
recall the following definitions.
Definition 10.6. A subspace L in Pκ is said to be a Pontrjagin subspace if it is
Pontrjagin space with indefinite metric inherited from Pκ.
Definition 10.7. A subspace L is said to be a regular subspace in Pκ if the operator
GL = PLG|L where PL : H → L is the opthoprothector and G|L is the restriction
of G onto L is invertible. The operator GL is called Gram operator.
Definition 10.8. Let L be a subspace in Pκ. An operator Q : H → L is said to be
G-orthogonal projector onto L if Q2 = Q and x−Qx ∈ L[⊥].
Remark. Certainly G-orthogonal projector not always exists. But if it exists then it
is bounded. Indeed, it is defined on the whole H and it is easy to prove that it is
closed. Then by virtue of Closed graph theorem Q is bounded.
xn → x, yn = Gxn → y. Qyn = yn → y ⇒ Q2yn = Qyn.
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Definition 10.9. A subspace L is said to be projectively complete if
L+ L[⊥] = H. (5)
Remark. If (5) holds then the sum is direct. Indeed, if L0 = L∩L[⊥] then (5) implies
L0[⊥] L+ L[⊥] = H, hence G(L0) ⊥ H. Since G is invertible we have L0 = {0}.
Definition 10.10. A subspace L in Pκ is said to be positive (uniformly positive) if
[x, x] > 0 (> ε||x||2 with some ε > 0) for all 0 6= x ∈ L. Negative and uniformly
negative subspaces are defined in the same way.
Theorem 10.3. The following statements in Pontrjagin space Pκ are equivalent:
1. L is positively complete;
2. There exists a G-orthogonal projector onto L;
3. L is regular;
4. L is a Pontrjagin subspace;
5. L is non-degenerated;
6. L[⊥] is non-degenerated.
Note. L = {
(
x
αx
)
, x ∈ H2} is degenerated ⇔ α = ±1.
Proof. Step 1. Let us prove 1) ⇔ 2).
If L is projectively complete then according to Remark 3.2 the sum (5) is direct. This
implies the existence of a uniquely defined on the whole H G-orthogonal projector
onto L. The implication 2) ⇒ 1) follows from the definition.
Step 2. 2) ⇒ 3). According to Remark 3.1 G-orthogonal projector Q onto L is
bounded. Now for x ∈ L, ||x|| = 1, we have
||GLx|| ||QG|| > |(GL x,QGx)| = |(PLGx,QGx)| = |(Gx,QGx)| =
= |(Q∗Gx,Gx)| = |(GQx,Gx)| = (Gx,Gx) > ||G−1||2.
Here we used the fact [Qx, y] = [x,Qy] which is equivalent to (GQ)∗ = GQ and
follows from the definition of Q. From the last inequality we obtain ||GLx|| > ε||x||.
Since GL is self-adjoint we have it is inveritable.
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Step 2a. 3)⇒ 2). Suppose that GL is inveritable. Then GL = G+L −G−L , where G+L
and G−L are uniformly positive on the subspaces L± = Im G±L . This means that
the norm || · || in L+(L−) is equivalent to the norm || · ||1 defined by the equality
||x||1 = |[x, x]|1/2. Then for any fixed y ∈ H a linear functional ϕy(x) = (x,Gy)
is continious in L+(L−) with respect to both norms || · || and || · ||1. By virtue of
the classical Riesz’ theorem there exists a vector x1 ∈ L+(L−) such that ϕy(x) =
[x, y] = [x, x
+
(−)
1 ]. Now, define Q
±y = x±1 . Then Q
+ and Q− are G-orthogonal
projectors onto L+ and L−. Moreover, since G+L G−L = G−L G+L = 0 we have
Q+ Q− = Q− Q+ = 0 . Hence Q = Q+ +Q− is G-orthogonal projector onto L.
Step 3. The equivalence 3) and 4) follows from the definitions.
Step 4. 4) ⇒ 5). We have proved 4) ⇒ 1) and according to Remark 3.2 1) ⇒ 6).
Step 5. 5)⇒ 4). Let L be non-degenerated. This is equivalent that Ker GL = {0}.
We have also
GL = PL (G+ − G−) | L = PL (G+ + G−) | L − 2 PL G− | L = |G|L − 2 G−L
. The operator |G|L is uniformly positive in L while G−L is of finite rank. Now it
follows from Fredholm theorem that GL is inveritable since Ker GL = {0}.
Step 6. The implications 5) ⇔ 6) are obvious.
As a corollary we obtain the following important theorem.
Theorem 10.4. Any positive (negative) subspace in Pκ is uniformly positive (neg-
ative).
Proof. Let L be a positive subspace. Then it follows GL > 0, therefore L is non-
degenerated. Now apply Theorem 3.1.
Remark. First four statements in Theorem 3.1 are equivalent also in Krein space.
Only on Step 5 we used the fact that G− is of finite rank.
10.4 Riesz basis theorem.
First we present some simple lemmas. We omit their proofs because they can be
found in any book concerning indefinite metric.
Let us denote λˆk := {λk, λ¯k} and
Lˆk = Lλk + Lλ¯k .
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Lemma 10.1. Let {λk}∞0 be a sequence of eigenvalues of A and {Lλk} be the cor-
responding root subspaces. Then
Lˆk [⊥] Lˆj for all λˆk 6= λˆj
and each subspace Lˆk is non-degenerated with possible exeption Lˆ0 = L0 correspond-
ing to the eigenvalue λ0 = 0.
Lemma 10.2. There are finitely many subspaces, say Lλ0 ,Lλ1, ...,Lλp containing
associated vectors, moreover, the length of Jordan chain corresponding to each eigen-
vector does not exceed 2κ + 1.
Lemma 10.3. The dimension of each non-positive subspace in Pκ does not exceed
κ.
Now let us prove Theorem 1.2.
Proof. Step 1. Let The root subspace L0 corresponding to 0 be degenerated and
L00 be the isotropic subspace of L0. We denote
L = span{Lˆk}λk∈σ(A).
From Lemma 4.1 we obtain that L00 is also the isotropic subspace in L. Then
D(L00) ⊥ L and L 6= H. Thus we proved: the non-degeneracy of L0 is the neces-
sary condition for completeness (and, certainly, for basisness) of the system of root
vectors.
Step 2. Now, assume that L0 is non-degenerated. We can represent it in the form
L0 = L′0[+]L′′0
where L′0 ∈ Ker A while L′′0 is of finite dimension and both subspaces L′0 and L′′0
are invariant under A (because of Lemma 4.2 there are finitely many associated
vectors, therefore we can choose L′′0 of finite dimensional). Certainly, L′0 and L′′0 are
non-degenerated.
In each subspace {Lλk}k>p and in L′0 we can choose G-orthogonal basis {yk,s}.
In the finite dimensional subspaces L′′0 and {Lˆk}p1 we can choose any basis {yk,s}
consisting of root functions. By virtue of Theorem 3.1 Gram operators GL′0, GL′′0 ,{GLˆk}∞1 are inveritable. Certainly, {yk,s} for each fixed k is minimal in L′0, L′′0,
{Lˆk}∞1 respectively. This implies the existence of systems {zk,h} such that
(yk,s, zk,h) = [yk,s, G
−1
Lˆk zk,h] = δsh.
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By virtue of Lemma 4.2 we have also
[yj,s G
−1
Lˆk zk,h] = (yj,s GG
−1
Lˆk zk,h) = δjkδsh.
The last relation shows that the chosen system of root functions {yk,s} in L is
minimal.
Step 3. As before, let L0 is non-degenerated. Then L is also non-degenerated.
Indeed, if L0 is the isotropic subspace of L then L0 is invariant under A (show
this!). By virtue of Lemma 4.3 L0 is finite dimensional. According to Lemma 4.1
A|L0 has no non-zero eigenvalues. Hence L0 ⊂ L0. But L0 can not be the isotropic
subspace of L since there are no isotropic subspace in L0.
Thus, we have proved that L is non-degenerated. By virtue of Theorem 3.1 L[⊥] is
non-degenerated and, certainly, it is invariant under A. The operator A|L[⊥] =: A′
has no eigenvalues. According to Theorem 3.1 Pκ′ := L[⊥] is the Pontrjagin subspace
with κ′ 6 κ. If κ′ > 0 then according to Theorem 1.1 A′ has κ′-dimensional
invariant subspace and, consequently, has eigenvalues. This is a contradiction. If
κ′ = 0 then Gram operator GL[⊥] is positive and inveritable (Theorem 3.1) hence
GL[⊥] is strictly positive, hence P ′κ = L[⊥] is the Hilbert space with the norm which
is equivalent to the previous one. Since A is compact we have A′ is compact in Pκ′.
According to Hilbert theorem it has the eigenvalues. This is again the contradiction.
Step 4. It was proved already that we can choose a system {yk,s} of root functions
almost G-orthonormal. Let
L′ = span{Lλk}k>p + (L′0)+, (L′0)+ ⊂ L′0.
Obviously, L′ is G-positive for p sufficiently large if (L′0)+ is positive in L′0. We
have also that L′ is of finite codimension. By virtue of Theorem 3.2 L′ is uniformly
positive hence for yk,s, yj,h ∈ L′ we have ( GL′ >> 0 )
[yk,s, yj,h] = (GL′ yk,s, yj,h) = (G
1/2
L′ yk,s, G
1/2
L′ yj,h) = δkjδsh.
This means that the basis {yk,s} in L′ is equivalent to orthonormal basis {G1/2L′ yk,s}
in L′. Since L′ is of finite codimension inH we obtain the assertion of Theorem 1.2. 
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Part 2
11 Operator pencils arising in elasticity and hydro-
dynamics: The instability index formula
Introduction
The plan of the present section is the following. In subsection 1 we consider some
concrete problems arising in elasticity and hydrodynamics. Further we prefer to
work with abstract formulations of physical problems under consideration. For this
purpose we provide general classes of operator pencils with unbounded operator
coefficients related to problems of origin. The main object of the paper is an operator
pencil of the form
A(λ) = λ2F + (D + iG)λ+ T,
where F and T are self-adjoint and boundedly invertible operators, while D > 0 and
G are symmetric and T -bounded. The study of the pencil A(λ) is realized in Section
3. In particular, we introduce the concepts of the classical and the generalized
spectra and investigate the relations between them. We associate the linear pencil
A(λ) := T− λW := −
(
D + ßG T
−J 0
)
− λ
(
F 0
0 J
)
, J = T |T |−1,
with the quadratic pencil A(λ). It turns out that the operator T is dissipative in the
space H = HxH1, where H1 coincides with the domain of the operator |T |1/2 and
equipped with the norm (·, ·)1 =
(|T |1/2·, |T |1/2·) . Generally, the spectrum σ(A) of
the linearization A(λ) coincides with neither the classical nor the generalized spec-
trum of A(λ). However, we prove that σ(A) coincides with the generalized spectrum
of A(λ) in the open right half plane if the operator W generates a Pontrjagin space
metric. In this case σ(A) in the right half plane consists of finitely many eigenvalues,
say κ(A), and the number κ(A) characterizes the index of instability of the equation
A
(
du
dt
)
= F
d2u
dt2
+ (D + ßG)
du
dt
+ Tu = 0, u = u(t)
The problem on stability for such kind of equations has a long background and
apparently was originated by Kelvin and Tait [KT] (in the end of Section 3 we
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present a short historical review related to this problem). The main result of the
paper is the instability index formula
κ(A) = ν(F ) + ν(T )− ε+(A)
where ν(F ) and ν(T ) are the numbers of the negative eigenvalues of the operators
F and T respectively, while ε+(A) is expressed in terms of the lengths and the sign
characteristics of Jordan chains corresponding to the pure imaginary eigenvalues
of A(λ). In particular, if all the pure imaginary eigenvalues of A(λ) are of definite
type then ε+(A) coincides with the number of the first type eigenvalues of A(λ)
(see the definitions in Section 3).
The results of Section 2 on root subspaces of linear dissipative pencils seem at
the first sight to be isolated from the main subject of the paper. However, these
results form a theoretical base to prove the index formula in Section 3. In our
opinion, they have also an independent interest.
In Section 4 we return to the physical problems of origin and present the corollo-
ries of our abstract results. Here we also demonstrate how the index formula can be
applied to estimate the number of the nonreal eigenvalues of a self-adjoint operator
pencil.
11.1 Classes of unbounded operator pencils
Small oscillations of an elastic thin beam of unit length with external and internal
damping (so called Kelvin-Voigt material) are described by the equation
∂4u
∂x4
+
∂
∂t
∂2
∂x2
(
α(x)
∂2u
∂x2
)
+
∂
∂x
(
g(x)
∂u
∂x
)
+ β(x)
∂u
∂t
+ ρ(x)
∂2u
∂t2
= 0 (1)
Here x ∈ [0, 1], t ∈ R+, and u(x, t) is the transverse displacement at position x
and time t. The function α(x) determines the internal damping and takes generally
small values. The function β(x) > 0 determines the distribution of viscous damping,
ρ(x) > 0 defines the mass distribution and g(x) is responsible for the forces of
contraction or tension (see more details in [PI], for example).
As the equation is considered on the finite interval, we have to submit solutions
of (1.1) to some boundary conditions. For the sake of definitness we consider the
case when both ends of the beam are clamped, i.e.
u(0, t) =
∂u(x, t)
∂x
/x=0 = u(1, t) =
∂u(x, t)
∂x
/x=1 = 0 (2)
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Separating variables u(x, t) = y(x)eλt, we obtain the following spectral problem
ρ−1(x)
[
y(4)(x) + (g(x)y′(x))′
]
+ λρ−1(x)
[
(α(x)y′′(x))′′ + β(x)y(x)
]
+ λ2y(x) = 0
(3)
y(0) = y′(0) = y(1) = y′(1) = 0. (4)
Suppose that ρ(x), β(x) ∈ C[0, 1], g(x) ∈ C1[0, 1] and α(x) ∈ C1[0, 1]. According
to the physical sense we have ρ(x) > 0, α(x) > 0, β(x) > 0 and either g(x) > 0
or g(x) 6 0. Then quadratic eigenvalue problem (1.3), (1.4) is represented in the
form [
λ2I + λ (Dα +Dβ) +A+ C
]
y(x) = 0, (5)
where operators Dα, Dβ, A, C act in Hilbert space H = L2([0, 1], ρ(x)) with the
scalar product
(y, z) =
∫ 1
0
ρ(x)y(x)z(x)dx
and are defined by the equalities
(Ay)(x) = ρ−1(x)y(4)(x), (Dαy) (x) = ρ−1(x) (α(x)y′′(x))
′′
(Dβy) (x) = ρ
−1(x)β(x)y(x), (Cy)(x) = ρ−1(x) (g(x)y′(x))′
(6)
on the domains
D(A) = D (Dα) = D(C) =
{
y|y ∈W 42 [0, 1], y(0) = y′(0) = y(1) = y′(1) = 0
}
,
D (Dβ) = L2([0, 1], ρ(x)) = H.
We denote by I the identity operator and by W k2 [0, 1] (k ∈ N+) the Sobolev spaces.
Naturally, it is more fruitful to study an abstract operator pencil of the form
(1.5) rather then problem (1.3), (1.4). We have only to extract the most essential
properties of the operators (1.6). We observe that these operators satisfy the fol-
lowing conditions (the terminology of unbounded operator theory we borrow from
the book [Ka]):
i) A = A∗ ≫ 0 (i.e. A is self-adjoint and uniformly positive), and T := A + C
is self-adjoint and bounded below;
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ii) Dα and Dβ are nonnegative symmetric A-bounded operators.
iii) the identity operator I and the operator C are A-compact (or T -compact)
and hence T has finitely many negative eigenvalues.
Some results on spectrum of problem (1.3), (1.4) in the case α(x) = const were
reported by Pivovarchik [PI]. The comprehensive study of abstract pencil (1.5) with
Dα = αA, C = 0 was carried out by Lancaster and Shkalikov [LS]. Additional
results in the case Dα = αA, C 6= 0 were obtained in a recent paper by Shkalikov
and Griniv [SG]. New problems appear in the case α 6= const, as pencil (1.5) in
this situation has nontrivial essential spectrum. However, we leave an interesting
problem on the spectrum localization of pencil (1.5) with Dα 6= αA for another
occasion. We will deal with pencil (1.5) (and more general ones) mainly in view of
the application of our index formula.
A more interesting example for the application of the index formula comes from
hydrodynamics. Namely, small transverse oscillations of ideal incompressible fluid
in a pipe of finite length are described by the equation which is obtained from (1.1)
if we add in the left hand side of (1.1) the "gyroscopic" term
2sv∂2u/∂x∂t.
Here v is the velocity of the fluid and s depends on the mass of the pipe and the
fluid (see [ZKM], for example). The physical meanings of the functions in (1.1) are
subject to change in this situation. In particular, g(x) = v2. Assuming sv = const
and repeating the previous arguments we come to the following quadratic spectral
problem [
λ2I + λ (Dα +Dβ + iG) +A+ C
]
y = 0, (7)
where
Gy = −2sviy′, D(G) = D(A)
andDα, Dβ, A, C are defined as in (1.6). The last operators retain the properties
i)-iii). The most essential properties of the operator G are the following:
iv) G is a symmetric T -bounded operator;
v) G is a T -compact operator.
It is also of interest to consider equation (1.1) on the semi-axis x ∈ R+ (see
the papers of Pivovarchik [P2] and Griniv [Gr]). Assuming that the left end of a
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beam is clamped we define the operator coefficients in (1.5) by equalities (1.6) on
the domains
D(A) = D (Dα) = D (Dβ) = D(C) =
{
y|y ∈ W 42 [0,∞], y(0) = y′(0) = 0
}
Obviously, this definition is correct if we assume in addition that all the functions
ρ(x), ρ−1(x), α(x), β(x), g(x) are bounded on R+. In this case, the properties i)-
ii) are retained, however, the property iii) is not true any more. This makes the
problem much more complicated. Nevertheless, under some additional assumptions
on the behavior of the function g(x) at ∞ (see [Gr]) the important property
vi) T = A+ C has finitely many negative eigenvalues
remaims valid.
Analogously, equation (1.1) with the additional "gyroscopic" term can be con-
sidered on the semi-axis R+ with respect to the variable x. In this case we obtain a
pencil of the form (1.7) whose coefficients satisfy the properties i)-ii), iv) and also
the property vi) under additional assumptions on the behavior of the function g(x)
found in the paper [Gr].
11.2 Root subspaces of linear dissipative pencils and their
properties
In this section we deal with a linear dissipative operator pencil
A(λ) = T − λW,
where W is a bounded self-adjoint operator, while T is a closed dissipative operator
in Hilbert space H. This means that T is closed and
Im(Tx, x) > 0 for all x ∈ D(T )
and D(T ) is the domain of T . Through all the section we also assume that there
exists at least one point µ0 belonging to the open upper half plane C
+ such that
A (µ0) has a bounded inverse, i.e. µ0 ∈ ρ(A).
If the operator W has a bounded inverse then the spectrum σ(A) and the root
subspaces Lµ(A) of the pencil A(λ) coincide with those of the operator A = W−1T .
Hence, in this case spectral problems for the pencil A(λ) are equivalent to those for
dissipative operators in Krein or Pontrjagin spaces (see [AI, ch.II, §2]). In the sequel
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we prefer to deal with the linear pencil A(λ). The motivation for this becomes clear
when considering the corresponding operator differential equations. Moreover, at
least formally, we obtain more general results, as we do not always assume that W
generates a regular indefinite metric.
The basic goal of this section is to prove formula (2.17). This formula is based
on the well-known fundamental result on the existence of a maximalW -nonnegative
A-invariant subspace in Pontrjagin space and on the explicit construction of maxi-
malW -nonnegative subspaces corresponding to real normal eigenvalues of the pencil
A(λ) or of the operator A = W−1T . In the paper [?] the author considered dissipa-
tive operator pencils of an arbitrary order n > 1 and constructed for such pencils
regular canonical systems corresponding to real normal eigenvalues. This construc-
tion allows us to define the sign characteristics for Jordan chains and to realize the
construction of a maximal W -nonnegative subspace L+µ in the root subspace Lµ
corresponding to a real eigenvalue µ. The additional details for linear pencils were
given in the unpublished manuscript [?]. We note also the papers of Kostyuchenko
and Or azov [?] (devoted to the case of a self-adjoint operator T ) and Gomilko [G]
related to this topic. However, our construction is new and, perhaps simpler, even
for self-adjoint pencils. In addition we obtain the information on the connection
of the middle elements of mutually adjoint canonical systems. This information is
essentially used when considering half range completeness and minimality problems
(see [Sh3]). Recently Ran and Temme [RT] investigated an analogous problem from
another point of view. Here we present some results of [?] concerning this subject.
Let µ be an eigenvalue of the pencil A(λ) = T − λW and
y0j , y
1
j , . . . , y
pj
j , j = 1, . . . , N, (8)
be a canonical system of eigen and associated elements (or Jordan chains) corre-
sponding to µ (see [Ke]). The linear span of all elements (2.1) is denoted Lµ(A) or
simply Lµ and is called the root subspace corresponding to the eigenvalue µ. An
eigenvalue µ is said to be normal if A(λ) is invertible in a punctured neighborhood of
µ and the number N = Ker(T −µW ) as well as the lengths pj +1 of Jordan chains
(2.1) are finite. It is known [Ke] that the principal part of the Laurent expansion of
the function A−1(λ) at the pole µ has the representation
N∑
j=1
pj∑
s=0
(·, xsj)y0j + · · ·+ (·, x0j)ysj
(λ− µ)pj+1−s , (9)
where the adjoint system
x0j , x
1
j , . . . , x
pj
j , j = 1, . . . , N, (10)
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is uniquely determined by the choice of system (2.1). It turns out that the adjoint
system (2.3) is a canonical system of Jordan chains corresponding to the eigenvalue
µ of the pencil A∗(λ) = T ∗ − λW .
Further the upper index is always used for numeration of associated elements
while the the lower one numerates eigenvalues and canonical chains simultaneously,
i.e. each eigenvalue is counted as many times as its geometric multiplicity. The
set of all eigenvalues of the pencil A(λ) is denoted σp(A). For the subset in σp(A)
consisting of the normal eigenvalues we reserve the notation σd(A) (the discrete
spectrum). Notice that canonical system of Jordan chains (2.1) is well defined for
any µ ∈ σp(A) (possibly, consisting of infinitely many elements), however, adjoint
system (2.3) is well defined only for µ ∈ σd(A). As usually the indefinite scalar
product (Wx, x) is denoted [x, x].
Although some of the subsequent propositions are essentially known, we present
their proofs here for the reader’s convenience. New constructions axe started from
Proposition 2.6.
Proposition 11.1. Let L0+ be the minimal subspace containing the root subspaces
corresponding to all µ ∈ C+ ∩ σp(A). Then L0+ is a W -nonnegative subspace.
Proof. (Cf. [AI, Ch.2, Corollary 2.22]). We present here another, shorter proof.
Suppose eigenvalues are numerated as many times as their geometric multiplicity.
Let us consider the functions
uhj (t) = e
iµjt
(
yhj +
it
1!
yh−1j + · · ·+
(it)h
h!
y0j
)
, h = 0, 1, . . . , pj,
where y0j , . . . , y
pj
j are Jordan chains corresponding to the eigenvalues µ ∈ C+. It is
easily seen that the functions uhj (t) satisfy the equation
iWu′(t) + Tu(t) = 0.
Any linear combination u(t) =
∑
cj,hu
h
j (t0) also satisfies this equation, therefore
[u(ξ), u(ξ)]′ = (Wu′(ξ)) + (u(ξ),Wu′(ξ))
= (iTu(ξ), u(ξ)) + (u(ξ), iTu(ξ)) = −2Im(Tu(ξ), u(ξ)).
As all the functions uhj (t) vanish at ∞, so does u(t). Integrating the last equality
from t to ∞ we obtain
[u(t), u(t)] = 2
∞∫
t
Im(Tu(ξ), u(ξ)) > 0.
113
In particular [u(0), u(0)] > 0 for all u(0) =
∑
cj,hy
h
j . By the definition the set of
these elements is dense in L0+, hence, L0+ is a W -nonnegative subspace.
Proposition 11.2. Let (2.1) be a canonical system corresponding to a real eigen-
value µ. If [γ] is the integer part of a number γ then the elements
y0k, y
1
k, . . . , y
αk
k , k = 1, . . . , N, αk =
[pk
2
]
, (11)
belong to D(T ∗) and T ∗yhk = Tyhk for all 1 6 k 6 N, 0 6 h 6 αk.
Proof. First we notice that T ∗ is well defined, as the operator T is closed by as-
sumption (see [Ka, Ch.3, §5.5]). Now, let us prove the following: If x ∈ D(T ) and
Im(Tx, x) = 0 then x ∈ D(T ∗) and T ∗x = Tx. (Cf. [AI, Ch.2, Theorem 2.15]).
To prove this fact, we introduce an indefinite product in the space H = H ×H as
follows
〈{x1, x2}, {y1, y2}〉 = i(x1, y2)− i(x2, y1).
As T is dissipative, we have
〈x,x〉 = 2Im(Tx, x) > 0 for allx = {x, Tx} ∈ Γ(T ),
where Γ(T ) is the graph of T . If x ∈ D(T ) and Im(Tx, x) = 0 then by virtue of
Cauchy–Schwarz–Bunyakovskii inequality we obtain
|(x, Tz)− (Tx, z)| = |〈x, z〉| 6 〈x,x〉1/2〈z, z〉1/2 = 0 for allz = {z, Tz} ∈ Γ(T ).
Hence, (Tz, x) = (z, Tx) for all z ∈ D(T ). From the definition of the adjoint
operator we obtain x ∈ D(T ∗) and T ∗x = Tx.
Now let us prove the assertion of Proposition 2.2. As the elements of system
(2.1) are Jordan chains, we have
(T − µW )yhk = Wyh−1k , o 6 h 6 pk(y−1k := 0). (12)
In particular,
Im((T − µW )y0k, y0k) = Im(Ty0k, y0k) = 0.
Therefore, y0k ∈ D(T ∗) and Ty0k = T ∗y0k. Now we can end the proof by induction.
Suppose that for some h 6 αk we have proved that
ysk ∈ D(T ∗)andTysk = T ∗ysk fors = 0, 1, . . . , h− 1.
