We develop a 3D reflection traveltime tomography algorithm, which does not require specifying reflectors. In this paper, we will focus our discussion on two key elements of this algorithm: 1) derivative computation and 2) data preconditioning before inversion.
Introduction
For traditional reflection traveltime tomography (Bishop et al., 1985) , traveltimes must be picked for a consistent set of reflecting horizons, and traveltime picks must be correctly associated with corresponding reflectors. This not only makes picking difficult, but also requires defining reflectors/horizons for ray tracing. To make reflection tomography more practical, a few methods (Sword, 1987 , Whiting, 1991 , 1993 , Billette and Lambare, 1998 , Chalard et al, 2002 have been developed to remove the specification of reflectors. To remove the reflectors, both traveltimes and time dips of locally coherent events are picked from prestack common shot and common receiver gathers. Though picking prestack data is still a challenging problem, the difficulty in picking is significantly reduced for the following reason. Now any locally coherent primary reflection/diffraction events can be picked and used, and reflectors required for ray tracing are completely removed. This not only makes automatic picking (via slant stacks) more practical, but it also allows for more input data, such as reflections from fault plane and diffraction, to be used in the inversion process. This, in turn, will help enhance the resolution and stabilize the inversion process.
As an alternative to migration based velocity analysis such as Residual Curvature Analysis (RCA) tomography (Zhou et al., 2002) , reflection traveltime tomography allows multi-azimuth data to be used more easily in the inversion process. For migration based velocity analysis, often time, large azimuth data are either not used, or collapse to a small azimuth due to lack of data density for migration. Another advantage of traveltime tomography is that once the data is picked, the same picked data can be used for as many nonlinear iterations as needed.
Overview of our implementation
Our implementation is primarily based on Sword (1987) and Whiting work (1991 Whiting work ( , 1993 , with the extension to 3D. In this implementation, a pair of rays is traced from the source and its corresponding receiver location at the surface. The surface time dip information obtained from common shot and common receiver seismic gathers is used to decide the initial takeoff angle for the two down-going rays. Ideally, if the velocity model is accurate, then this pair of rays should meet at a subsurface location, where the sum of the total traveltime for source ray and receiver ray equals to the observed traveltime.
The down-going ray tracing is similar to the downward continuation of migration imaging process in the kinematic sense. For a pair of source and receiver with any offset, during the downward continuation process, its effective offset is reduced toward zero. If the velocity model is accurate, the effective zero offset will occur at zero-time imaging condition. When there are errors in the velocity model, zero-offset condition and zero-time condition will not occur at the same time. With this analogy, the remaining effective offset or "Xerr" can be viewed as the horizontal focusing error at zero-time imaging condition. This can be related to depth-focusing analysis (Wang and Pann, 1998) , which measures vertical focusing error, which is defined as difference between focusing depth (zeroeffective offset) and migration depth (zero traveltime).
In our implementation, a 3D velocity model is parameterized as a regular grid model. The velocity value is defined at each grid point, and linear interpolation is used to compute the velocity value at an arbitrary location. Different from blocky model representation, the grid model representation has far more unknowns to invert, therefore not only do we need an efficient inversion solver, but we also need model regularization to ensure stable inversion. The inversion engine for this 3D tomography is similar to To improve the computational efficiency, we use the original ray paths as much as possible, but at the same time take into account the non-linear effects. Our basic assumption is that the ray parameter is not changed along the ray, which is valid as long as in the vicinity of the ray path there is no strong horizontal velocity variation. With this assumption, a perturbation of velocity in one grid point only changes the ray path locally, leaving the rest of the ray path shape unchanged. Therefore, to compute a derivative of Xerr with respect to velocity at a given grid point, we only need to retrace the ray from the depth of one grid above to the depth of one grid below the current depth. our 3D RCA tomography, which uses Conjugate Gradient solver with flexible Gausian smoothing to invert for the velocity model.
More specifically, we solve for the following system of linear equations.
Where is the vector of velocity perturbation at each grid point, Xerr is the lateral focusing error at zero-time imaging condition, and A is the Jacobian matrix containing the derivatives of Xerr with respect to each velocity perturbation, and is the data covariance matrix, and S is a smoothing operator.
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For example, to compute the derivative for a velocity grid at depth level of Z 2 , we only need to retrace the ray from depth Z 1 to depth Z 3 , by replacing the ray segment of AB 1 by AB 2 . The remaining ray segment below the depth level of Z 3 is obtained by a parallel shift of B 1 C 1 to B 2 C 2 .
Our implementation is in a PC cluster environment. The input data are distributed to slave nodes where the computation is performed and the solution is merged at the master node.
Efficient hybrid derivative computation algorithm
One of the key elements for a successful implementation of this technology is the computation of derivatives of input data (Xerr) with respect to the velocity perturbation. For most other ray-based tomography methods, derivative computation is simplified by the assumption that when velocity is perturbed, the ray path is assumed unchanged. This condition is normally called linear assumption. However, this linear assumption breaks down for this algorithm, because any Xerr change implies ray path change. To handle this inherent non-linearity, the derivative of Xerr with respect to the velocity perturbation is usually computed numerically. Simple estimation will reveal that this approach for derivative computation is prohibitively expensive especially for 3D case (see Figure 1 ). For each picked data point, a pair of down-going source and receiver rays is traced. For every velocity grid point that this pair of rays sampled, another pair of rays is traced after a small velocity perturbation is applied to that grid point. For a velocity model with a depth of 5000 m and 20 m vertical grid spacing, there are 250 vertical grid points. In 3D, at every depth level (dz=20m), the source ray and receiver ray could each sample 4 grid points (see Figure 1) , therefore for each input data (Xerr), up to 2000 rays (8*250) need to be traced in order to compute the derivatives.
Due to the traveltime difference in the ray segments of AB 1 and AB 2 , The new constructed ray will no longer satisfy the zero-time imaging condition at original depth Z 4 . To satisfy the zero-time condition, we perform a linear interpolation at both source and receiver ray end points to get new ray end points at a new depth level Z 5 .
Preconditioning of input data
The input data for inversion is quite different from other tomography methods. In this algorithm, the input data Xerr is not directly picked from data, instead they are computed data based on raytracing. As a consequence, errors in this calculation can make the inversion unstable.
Our experience is that the key for a good inversion result is to decide which Xerr and associated rays should be used for inversion. To achieve this, we develop QC tools such as histogram/distribution to edit for Xerr. We also use the characteristic of Xerr distribution, to decide which rays should be discarded, and to devise the data covariance matrix. This preconditioning of the data significantly improves the solution. Figures 4 and 5 shows the characteristics of Xerr distribution:
To demonstrate this point, we use the following synthetic model. We pick the traveltime and time dip information using a 3D automatic picker. We use the true velocity model to map the picked data into Xerr. If there is no picking error and ray tracing error, Xerr error should approximately equal to zero. Figure 2 shows the Xerr at ray end points. While the vast majority of ray end points are correctly positioned at true reflector position, significant Xerr remains, especially for those scattered rays, which are not positioned at the reflector. These Xerr are the accumulation of the original picking error and ray tracing error. Notice that there is high velocity contrast at layer boundary, and across the fault plane. To reduce the ray tracing error, a small amount of smoothing is applied to the true velocity model before the ray tracing. Figure 3 shows Xerr display at ray end points through smoothed true velocity model and rays with exceptionally large Xerr are discarded. 
Inversion results
We use the conventional vertical updating procedure to derive an initial velocity model, which we use as the input to our tomography. Figure 6 shows the migration image overlaid with the initial velocity model. Figure 7 shows the migration image based on the velocity model derived by this algorithm. For comparison, the migration image based on true velocity is shown in Figure 8 .
Comparing Figure 7 with Figure 6 , the migration artifacts due to wrong velocity are significantly reduced. Image of in fault shallow area is noticeably enhanced, and each reflector is now positioned at the right depth, also the phase of the reflections is now correct as confirmed by Figure 8 . 
Conclusions
We have developed an efficient 3D reflection traveltime tomography in a PC cluster environment. In this algorithm, reflectors/horizons are not required. Our hybrid method of local non-linear and global linear derivative computation can be two orders of magnitude faster than pure non-linear computation.
The key for successful application of this 3D reflection traveltime tomography is the preconditioning of input data, either by hard constraints of deleting bad rays, or by applying constraints using the data covariance matrix. In order to apply proper data preconditioning, details analysis of the Xerr distribution by statistical means is a critical step. Figure 6 . Migration image based on the initial velocity model, overlaid by the velocity model.
If applied correctly, this 3D reflection traveltime tomography could derive a relatively high-resolution velocity model due to its ability to include locally coherent primary reflection and diffraction events.
