The p 1 exponential-family distribution in Holland and Leinhardt (1981) is one of the earliest models for directed random graphs and has been widely used in practice. The conditions for the existence and uniqueness of the maximum likelihood estimate (MLE) have been derived. However, it is a daunting task to investigate the large-sample properties of the MLE theoretically as the number of graphical vertices goes to infinity. The uniform consistency and asymptotic normality of the MLE have been derived for some specialized models closely related to the p 1 model but general results are lacking. In this article, we explore the consistency and asymptotic normality of the MLE in the p 1 model as the network size increases through numerical simulations. The results indicate that the p 1 model also enjoys good asymptotic properties.
INTRODUCTION
Complex social relationships can be conveniently represented by a directed graph, in which each vertex stands for a person and the directed edges indicate directed relationships between these individuals (Leinhardt, 1977) . Such graph data are ubiquitous not only in social sciences but also in various other fields such as online communication networks, food webs and protein-protein interaction networks. We assume that there are no self-edges (one vertex connecting to itself) and at most one edge exists between any two distinct vertices in a given direction. To allow for the simultaneous estimation of parameters that measure both the strength of reciprocation of directed edges and the differential attractiveness exhibited by each vertex, Holland and Leinhardt (1981) proposed the earliest p 1 exponential-family distribution to model the directed network data.
Denote D ij = (X ij , X ji ), i < j, as the n(n − 1)/2 dyads. By assuming that {D ij } 1≤i<j≤n are mutually independent, the p 1 probability distribution for each D ij (1 ≤ i < j ≤ n) is specified as is the normalization constant. The parameter ρ measures the average tendency toward reciprocation for all pairs of vertices, θ is a density parameter of edges, and α i quantifies the effect of an outgoing edge from vertex i. If α i is large and positive, vertex i will tend to have a relatively large out-degree. On the other hand, β j quantifies the effect of an incoming edge connecting to vertex j. If β j is large and positive, vertex j will tend to have a large in-degree. The likelihood for the p 1 model is easily seen as
, where m, x ++ , x i+ , and x +j are the observed values of M = 1≤i<j≤n X ij X ji , X ++ = n i,j=1 X ij , X i+ = n j=1 X ij , and X +j = n i=1 X ij respectively. For parameter identification, α i and β j are subject to the constraint that n i=1 α i = 0 and n i=1 β j = 0. Therefore the dimension of the parameter space is 2n although the p 1 model is parametrized by a total of 2n + 2 parameters.
Since Holland and Leinhardt (1981) , various versions of exponential random graph models (ERGMs) have been proposed in which algorithms for obtaining the maximum likelihood estimate (MLE) are introduced as well [cf., Frank and Strauss (1986) ; Wang and Wong (1987) ; Wasserman and Pattison (1996) ; Wasserman and Robins (2005) ; Robins et al. 2007(a, b) ]. However, there is a huge gap between the model development and the asymptotic theories of the MLE in ERGMs. Even for the simple p 1 model introduced by Holland and Leinhardt (1981) , asymptotic results have not yet been provided. This is partly because networks are a non-standard type of data in which edges may be dependent and the number of parameters may be comparable to the size of network. As far as we know, the consistency and asymptotic normality of the MLE are derived only for selected models simpler than the p 1 model when the size of network goes to infinity. For example, the β-model coined by Chatterjee et al. (2011) with the degree sequence as its natural sufficient statistics, is a simple undirected version of p 1 model. It can also be seen as a heterozygous version of the Erdős-Rényi model (Erdős and Rényi, 1959) for undirected random graphs. The asymptotic and non-asymptotic properties of the β-model have been basically understood. In particular, Chatterjee et al. (2011) proved that the MLE in the β-model is uniformly consistent as the number of parameters goes to infinity, and developed a simple algorithm for calculating the MLE. Yan and Xu (2013) established asymptotic normality of the MLE by using a simple matrix to approximate the inverse of the Fisher information matrix, in which the asymptotic variance of the parameter for vertex i is the ith diagonal element of the inverse of the Fisher information matrix. Rinaldo et al. (2013) used the polytope of degree sequences to derive necessary and sufficient conditions for the existence and uniqueness of the MLE for the β-model as well as other network models including the p 1 model. Blitzstein and Diaconis (2011) developed a sequential importance sampling algorithm for generating a random graph with a given degree sequence.
Another exponential model closely related to the p 1 model is the Bradley-Terry model (Bradley and Terry, 1952) for ranking and rating individuals joined in paired comparisons. As pointed out by Frank (1981) , the outcomes of paired comparisons can be represented in a directed random graph whose vertices represent the individuals and the weighted directed edges indicate the number of times that one individual is preferred to another individual. By assuming that each pair has the same number of comparisons, Simons and Yao (1999) proved that the MLE is uniformly consistent and asymptotically normal when the number of parameters goes to infinity. The proof of asymptotic normality is conducted through approximating the inverse of the Fisher information matrix. The asymptotic variances of the MLEs are the diagonal elements of the inverse of the Fisher information matrix. The Rasch model (Rasch, 1960) that are widely used for analyzing item response experiments, whose outcomes can be represented in a bipartite graph, is also a cousin to the p 1 model (Haberman, 1981) . By assuming that the item parameters are bounded, Haberman (1977) proved that the MLE is uniformly consistent and asymptotically normal as the number of items goes to infinity.
For the p 1 model, Holland and Leinhardt (1981) provided a simple generalized iterative scaling algorithm for solving the MLE. This algorithm does not directly solve the MLE, but obtain the MLEsp ij (a, b) of p ij (a, b) , a, b = 0, 1. Even if the MLE does not exist (i.e., the MLE is unbounded), corresponding to that some values ofp ij (a, b), a, b = 0, 1 equal zero or one, the iterative scaling algorithm automatically adjusts for this and converges. Moreover, the computations for the iterative scaling algorithm are simple, only requiring row and column multiplications. For a given adjacent matrix X = x, in the online supplementary materials of Rinaldo et al. (2013) and Rinaldo et al. (2010) , they derived the necessary and sufficient conditions for the existence and uniqueness of the MLE in the p 1 model. Feinberg et al. (2011) and carried out an algebraic statistics analysis of the p 1 model. As pointed out by these authors, investigating the asymptotic behaviors of the MLE is a daunting task since the model complexity is twice as many as the network size and statistical inferences are based on only one realization of the network. Although theoretical investigation is challenging, numerical studies are always possible. The aim of this article is to carry out simulation studies to investigate the asymptotic properties of the MLE. This is done in the next section. Further discussion is given in Section 3.
SIMULATIONS
Let ϕ = (θ, ρ, α 1 , . . . , α n , β 1 , . . . , β n ) and ϕ be its MLE. We evaluate the accuracy of the MLE through simulation studies by recording the average values ofθ − θ, ρ − ρ, max i |α i − α i | and max j |β j − β j | as well as the probabilities that the MLE does not exist. Let V be the Fisher information matrix of ϕ. Due to the restrictions
. . , β n−1 ) as the independent parameters and V * as its Fisher information matrix, whose expression is given in Appendix. Let U be the inverse matrix of V * , and U be its estimated value by replacing ϕ in U with ϕ. Similar to Yan and Xu (2013) , we use U as the covariance matrix of φ. In particular, the values of
were recorded. The quantile-quantile (QQ) plots were drawn to assess the asymptotic normality of these values. We also c iβi for some fixed r. For the sake of simplicity, we set r = 2. For some pairs (i, j), the QQ-plots of
were also depicted. Following Yan and Xu (2013) , the parameters α i and β i are specified via a linear type as
Here we set (α 1 , . . . , α n ) = (β 1 , . . . , β n ) considering that these two vectors have similar asymptotic behaviors since they are row and column exchangeable. Four different combinations of (θ, ρ) = (0, 0), (−2, 0.5), (− log(log n), log(log n)) and (− log n, log n) were considered. Since most of the real network data are sparse, we do not consider any positive density parameter for θ here. In fact, in the friendship data example of Holland and Leinhardt (1981) ,θ = −2.5. Due to the consideration of computation time, we only simulated three values for n as n = 100, 500, or 1,000, and four different values of L n as 0, [log(log n)] 1/2 , log(log n) and log n. Each simulation was based on 1,000 repetitions.
When (θ, ρ) = (− log n, log n), the frequencies that the MLE does not exist are close to 100% because under this setting most of the probabilities p ij (a, b) are nearly degenerate, close to 0 or 1. As a result, some estimatedp ij equal to 0 or 1 (i.e., the MLE does not exist) with a very high probability. These phenomena indicate that controlling the increasing rate of max 1≤i≤2n+2 |ϕ i | is crucial to guarantee the good asymptotic properties of the MLE. By comparing Tables 1, 2 and 3, we have the following conclusions:
(1) The values of |θ−θ|, |ρ−ρ|, max i |α i −α i | and max j |β j − β j | decrease as n increases, and become larger as L n increases. For example, when L n = 0, θ = −2 and ρ = 0.5, |θ−θ|, |ρ−ρ| decrease from 0.075 and 0.095 to 0.007 and 0.009 respectively as n increases from 100 to 1,000. This is not difficult to understand since there are more samples as n increases when the range of parameters is fixed. On the other hand, the MLE is more variable as L n becomes larger for fixed n. It can be expected that as n goes to infinity, the errors will decrease to zero when max 1≤i≤2n+2 |ϕ i | is controlled at an appropriate increasing rate. Similar phenomena could be observed for the square roots of diagonal elements of U . (2) The accuracy of estimation in Table 1 is better than that in Tables 2 and 3 . It may be due to that the data become sparse when θ is negative and deviate far away from 0. Due to limited space, the QQ-plots are shown here only for n = 500. By observing Figures 1-3 , the quantiles of ξ i and η j coincide with the theoretical quantiles very well when L n ≤ log(log n), indicating that the MLE enjoys good asymptotic normality. There are similar phenomena for ξ ij and η ij when L n ≤ log(log n), whose figures are not shown. However, there are obvious deviations when L n = log n in the middle and right subfigures of Figures 1-3 (d) . For i = j = n/2, the QQ-plots of ξ i and η j deviate upward; for i = j = n − 1, they are in opposed directions. In Figure 4 , only the middle subfigures have deviations corresponding to ξ n/2,n/2+1 and η n/2,n/2+1 . It further confirms that asymptotic normality requires the control of the increasing rate of max 1≤i≤2n+2 |ϕ i |. Figure 5 shows that the sample quantiles of (θ − θ)/( U 11 ) 1/2 coincide with the theoretical quantiles only
The accuracy of estimation for θ = − log log(n) and ρ = log log(n). The values in parentheses and square brackets are the estimated standard errors (the corresponding entries of the inverse of Fisher information matrix) and the frequencies that the MLE does not exist. If the square brackets are not shown, then the frequencies are zeros
1/2 and θ = 0. For other cases, there are obvious deviations. From Figure 6 , the QQ-plots of (ρ − ρ)/( U 22 ) 1/2 coincide with the diagonal lines only when max{θ, ρ,
1/2 . For other subfigures, there are more or less deviations. Especially when max i |α i | = max i |β i | = log n, the deviation is very large.
The above phenomena were also observed in the figures of the QQ-plots when n = 100 or 1,000 (results not shown).
DISCUSSION
We have presented a simulated study about the largesample properties of the p 1 model. Although we only presented the results for a linear sequence for the values of α 1 , . . . , α n and β 1 , . . . , β n , similar phenomena were observed for other values of parameters. The aim of the simulation is not to cover all possible combinations of these parameters, but to obtain some intuitive understandings on the asymptotic behaviors of the MLE by considering selected values for the parameters. The results present strong evidences for consistency and asymptotic normality of the maximum likelihood estimate in the p 1 model as the number of graphical vertices goes to infinity, when the increasing rate of max i |φ i | is controlled at some level. We make the following conjectures. 
Conjecture 1 (Consistency
. . , β n−1 ) and V be the Fisher information matrix of φ whose entries are given in the Appendix.
, then as n goes to infinity, for any fixed r,ρ j=3,...,2+r ),
where The condition L n = o(log(log n)) is motivated by a similar one in Yan and Xu (2013) . For the above conjectures, another motivation is that the large-sample theories for some simpler network models (e.g., the β-model, the Bradley-Terry model, the Rasch model) have been established. We point out, however, that a different phenomenon is revealed. More specifically, (θ − θ)/ √ U 11 does not follow asymptotically a standard normal distribution according to the simulations. The sufficient statistics of θ, α i and β j are i,j X ij , k X ik and k X kj , respectively. Clearly, the sufficient statistic of θ is a linear sum of k X ik tied to α i (also of k X kj tied to β j ). In this sense, the asymptotic distribution ofθ depends on all of the estimated parametersα i ,β i , 1 ≤ i ≤ n. Therefore, the asymptotic behavior ofθ may be different from other estimated parameters.
The independence assumption in the p 1 model implies that it cannot represent tendencies toward transitivity, cliquing, hierarchy, stars and so on. To deal with complicated dependent structures, other exponential random graph models have been proposed. Frank and Strauss (1986) introduced the Markov random graphs to tie sufficient statistics by counts of various triangles and stars. Wasserman and Pattison (1996) described a more general p * model that can accommodate clustering and centralization characteristics in social networks. Hunter (2007) discussed curved exponential family models. For recent reviews, see Wasserman and Robins (2005) and Robins et al. (2007a, b) . Like the p 1 model, little asymptotic properties are known for these general ERGMs. Recently, Shalizi and Rinaldo (2012) proved the consistency of maximum likelihood estimation under the projected ERGMs in which pa- rameters derived from the observed sub-network could be consistently applied to the whole network. We hope that our simulations also shed light on the large-sample properties of maximum likelihood estimation for these general ERGMs. 
