Introduction
[2] Ozone recovery is separated into three stages. World Meteorological Organization (WMO) [2007] concluded that the first stage, a decrease in the rate of ozone decline, occurred around 1996. Recent studies suggest that the second stage, the onset of statistically significant ozone increases (or turnaround), is imminent [Angell and Free, 2009] . The final stage is a return to 1980 ozone levels. Climate change impacts ozone recovery as the greenhouse gas-induced cooling of the stratosphere alters photochemical reaction rates, circulation, and the abundance of ozone-destroying nitrogen and hydrogen species [Shepherd and Jonsson, 2008] .
[3] Yet, climate change also complicates the identification of ozone recovery. Different instruments measure trace gas abundance in different fundamental units. For example, the Stratospheric Aerosol and Gas Experiment (SAGE) instruments measure ozone number density as a function of altitude whereas the Solar Backscatter Ultraviolet (SBUV) instruments measure partial column ozone between two pressure levels. Over the 25+ year SAGE and SBUV ozone records, climate change has altered the density of air at a given altitude and the thickness of a layer. Thus, any measure of ozone trend will have the temperature trend embedded which complicates the comparison of trends from instruments measuring in different units [Rosenfield et al., 2005; Terao and Logan, 2007] . One attempt to quantify this was using a two-dimensional model [Rosenfield et al., 2005] . It was concluded that SAGE upper stratospheric ozone trends should be more negative than SBUV by 1-2%/ decade. This can be contrasted with the observed SAGE-SBUV difference of 4-6%/decade.
[4] In this work, the impact of greenhouse gas-induced stratospheric cooling on the identification of ozone recovery onset is explored. Using these ideas, SAGE and SBUV ozone trends are examined to quantitatively determine their level of consistency.
SAGE and SBUV Trends
[5] In this section SAGE and SBUV ozone trends are calculated in the same manner as McLinden et al. [2009] . In short, a multi-linear regression is applied to the 1979-2005 monthly-mean ozone anomaly time series using effectiveequivalent stratospheric chlorine (EESC), solar cycle, and quasi-biennial oscillation as explanatory variables. The coefficient of the EESC basis function can be interpreted as the rate of ozone decline though the 1979-1989 period, expressed as a relative amount per unit time [WMO, 2007] .
[6] SAGE trends are derived from zonal, monthly-mean timeseries calculated from the original profiles. It is first noted that the trends calculated in this way are in close agreement with those presented by Randel and Wu [2007] . We follow the general Randel and Wu [2007] methodology, including the omission of data over the two year period following the eruption of Mt. Pinatubo. The slight discrepancies with Randel and Wu [2007] are due to minor differences in the basis function employed (in the multilinear regression) and some differences in data screening. In this work the Hassler et al.'s [2008] screening criteria are used, which are based in part on the work by Wang et al. [1996] . The SBUV trends are calculated using the merged-SBUV dataset, revision 0 [Frith et al., 2004] .
[7] Figure 1a shows SBUV trends between 60°S and 60°N and 20-50 km in pressure-altitude. The gray shading indicates the regions in which the values are significant at the 95%-confidence level (2-s). Previous model studies have suggested that the different units and vertical co-ordinates of SBUV and SAGE should lead to a 1-2%/decade difference in ozone trend [Rosenfield et al., 2005] . Yet only by transforming one dataset into the units of the other can this difference be quantified, and their level of consistency assessed. Therefore, these SBUV trends are compared with SAGE trends, where each SAGE profile is first converted into SBUV units -partial column and as a function of pressure -which requires knowledge of the pressure, and hence temperature, at each SAGE altitude. The dilemma lay in the choice of temperatures.
[8] Initially, a zonal, monthly-mean temperature climatology [Nagatani and Rosenfield, 1993] was used. This is not representative of reality as it possesses, effectively, a zero long-term trend, but it is useful to begin here nonetheless. Assuming hydrostatic equilibrium, pressures at each SAGE altitude were calculated by sampling the temperature climatology at the month and latitude nearest to each occultation. SAGE number density profiles are converted into partial column and interpolated onto a constant pressure grid. The zonal, monthly-mean time series was computed and the resultant trends are shown in Figure 1b . These trends are very close to the original SAGE trends (from profiles of number density as a function of altitude) due to the absence any temperature-trend in the conversion. Thus, the picture is about the same as that portrayed by WMO [2007] : small difference below 35 km, between −2 and +2%/decade, but much larger above with SAGE trends more negative by 2-6%/decade. This is in agreement with previous results of Terao and Logan [2007] .
[9] A second choice of temperature profiles are contained within the SAGE datafiles. Each SAGE ozone profile is accompanied by a profile of temperature (and pressure) from a combination of NCEP (National Center for Environmental Prediction) analysis below 10 hPa (about 32 km) and measurements above [Keckhut et al., 2001] . For simplicity, these are referred to herein as SAGE temperatures. SAGE trends that result when this source of temperature is used for the conversion are shown in Figure 1c . In the tropics they bare little resemblance to the SBUV trends and even show statistically significant regions with a positive trend. There is good agreement with SBUV in the mid-latitudes above 30 km, but on the whole there is not a high level of consistency.
[10] The origin of the poor agreement in the tropics can be traced to the SAGE temperatures. Linear 1979-2005 SAGE temperature trends at 0-5°N and averaged between 60°S to 60°N are shown in Figure 2a and three examples of the monthly-mean SAGE temperature time series at 0-5°N are shown in Figure 2b . Also shown in Figure 2a are two other measures of zonal-mean temperature trends over this same period: from the NCEP/NCAR (National Center for Atmospheric Research) Reanalysis 1 [Kalnay et al., 1996] dataset (60°S to 60°N) and a profile based on observations between 60°S to 60°N from Randel et al. [2009, Figure 19 ]. The 0-5°N SAGE temperature trends show some similarity with the observations between 20 and 35 km, but outside of this range large differences exist. Examining the temperature time series at 15 km indicates a step of about 4 K between the SAGE I and SAGE II portions of the time series. Likewise, there is an unrealistic, steep increase between 2000 and 2002 at 46 km driving the large positive trends here. The 60°S to 60°N SAGE temperature trends display similar, albeit weaker, systematic difference and it is noted that even at mid-latitudes the trend in temperature is positive in the upper stratosphere. Trends from the NCEP/NCAR reanalysis are more consistent with the Randel et al. 's [2009] composite, but they too depart significantly between 10-20 km and thus would also be unsuitable, notwithstanding the fact that they do not extend into the upper stratosphere. Other studies have determined that reanalyses, in general, have issues capturing trends due to changing data density and biases of observations being fed into the assimilation systems [Gaffen et al., 2000] .
[11] To properly assess the degree of consistency between the SAGE and SBUV trends, the actual temperature trend must be embedded in the pressure profiles. This was done by taking the same temperature climatology but allowing it to vary by successively applying the observed annual change in temperature from Figure 2a at all latitudes. The resultant SAGE trends are shown in Figure 1d . The absolute difference between these and SBUV trends (Figure 1a ) are now <2%/decade virtually everywhere, and the regions of statistical significance are much more consistent. . SAGE and SBUV data are based on the cosine-latitude weighted mean from the trends shown in Figures 1a, 1b , and 1d, with the Umkehr profile taken directly from WMO [2007] . Clearly the SAGE trends converted using the observed temperature trends are more consistent with the SBUV and Umkehr trends than those converted using a pure climatology (or the original SAGE trends from number density-altitude profiles).
A Simple Model
[13] To elucidate the relationship between ozone trend values when ozone is quantified in different geophysical units (volume mixing ratio, number density, and partial column) and in different vertical coordinates (geometric altitude and pressure), a simplified model was considered. In this model, the atmosphere was specified in terms of temperature and ozone volume mixing ratio (vmr) on an altitude grid with a surface pressure of 1000 hPa. From these, a pressure profile was calculated at each altitude using the hydrostatic equation, whereupon ozone was then converted to number density and partial column. The atmosphere was allowed to evolve only through specified trends in ozone vmr and temperature. At each time step pressure and other quantities were re-calculated and ozone time series in the various unit combinations were derived.
[14] A reference atmosphere for March, 25°N was adopted based on zonal-mean temperature [Nagatani and Rosenfield, 1993] and ozone [McPeters et al., 2007] climatological profiles. The temperature trend profile based on Randel et al. [2009] , shown in Figure 2a , was used. A zero ozone trend in vmr was initially considered to illustrate how a trend in temperature might imply a non-zero trend in ozone, depending on the units. In this scenario the atmosphere was allowed to evolve for 10 years. A simple linear trend model was fit to ozone in its various units: vmr, number density, and partial column as a function of altitude and pressure. Conversion onto a constant pressure grid required an interpolation at each time step.
[15] Effective relative ozone trends (%/decade) are shown in Figure 3a as a function of altitude. Trends when ozone was specified on an altitude grid are examined first. From Figure 3a , the calculated vmr trend is zero, matching the prescribed value. The effective trend in number density, however, is non-zero, and is seen to become more negative with increasing altitude. This is a result of the trend in the air density, which is a result of the local temperature trend and the trend in pressure, an integrated effect over the temperature trend in the underlying layers. In the lower stratosphere, the largely positive trend in temperature below leads to an expansion of the atmosphere, and hence a positive trend in ozone number density. In the upper stratosphere, cooling throughout the stratosphere has reversed this and ozone number density trends are negative. As the thickness between two altitude layers is a constant, trends in partial column match trends in number density.
[16] Using the pressure profile from the mid-point of the time series, trends calculated from profiles on a pressure grid were converted onto altitude. Trends using pressure as the vertical-coordinate are now a function of the shape of the ozone profile. They remain roughly zero until the midstratosphere where they become positive, reaching about 1%/decade. This is a result of the variation in pressure at a given altitude. Above 35 km, the ozone vmr begins to decrease. In the conversion from altitude onto a constant pressure grid, the cooling of the stratosphere means that lower altitudes are sampled, and thus larger ozone vmr. In this example, the altitude at 1 hPa descended at a rate of 13 m/yr. At the beginning of the 1 hPa time series ozone was being sampled at 47.91 km, while after ten years ozone at 47.78 km is contributing.
[ 17 Figure 3a . At the end of the 30-year scenario, ozone is seen to be either clearly increasing, decreasing, or just at turnaround. In the uppermost stratosphere, the magnitude of some trends approaches the uncertainty level of observed trends (see, e.g., Figure 1e ), and hence statistically significant. At 45 km, the lag between turnaround for vmr(p)-and nd(z)-trends is 10 years.
Discussion and Conclusions
[18] Upon converting SAGE profiles from number density as a function of altitude to partial column as a function of pressure, the native units of SBUV, the difference between upper stratospheric SAGE and SBUV trend estimates were reduced from 4-6%/decade to 0-2%/decade. The ∼4-5%/ decade difference in trends between these units is larger than predicted by models, and explains most of the observed discrepancy. Regions in which the two trend estimates are statistically significant are also more consistent. SAGE profiles could only be converted in this manner using temperature profiles that contained a realistic representation of the observed temperature trend. The temperature in the SAGE data files, from a combination of NCEP analysis and observations, were not suitable for this purpose.
[19] A simple model was used to better understand the relationship between ozone trends based on different geophysical units and vertical co-ordinate systems. It shows that trends must be different due to the associated trend in temperature. These results have important implications on the detection of stratospheric ozone recovery. Increasing levels of greenhouse gases will ensure that temperatures continue to decrease in the stratosphere [Shepherd and Jonsson, 2008] . Thus, an instrument that measures partialcolumn on a pressure grid (e.g., SBUV) will indicate the onset of ozone recovery years before an instrument that measures number density on an altitude grid (e.g., SAGE) if the trend analysis is carried out in native instrument coordinates. In fact, given the 4%/decade difference in SAGE upper stratospheric ozone trends together with a 2-s uncertainty of 1.5%/decade, one measurement system may still indicate a statistically significant decline while another may indicate a statistically significant increase. Both may be "correct", but consistent only when the temperature trend is properly accounted for.
[20] Clearly care must be taken when combining instruments that measure in different units, as will be necessary in order to extend the SAGE timeseries. As Figure 3 demonstrates, the same trend function yields different changes in different unit representations, suggesting caution should be used when ozone trends are analyzed by EESC fitting. In the presence of temperature trends, the exact shape of the EESC curve could be different in different unit representations. Finally, it is recommended that when ever an ozone trend is quoted it is presented with the units and vertical co-ordinate of the time series.
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