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Abstract. We present an analytical study of a toy model for shear banding, without normal stresses, which
uses a piecewise linear approximation to the flow curve (shear stress as a function of shear rate). This model
exhibits multiple stationary states, one of which is linearly stable against general two-dimensional pertur-
bations. This is in contrast to analogous results for the Johnson-Segalman model, which includes normal
stresses, and which has been reported to be linearly unstable for general two-dimensional perturbations.
This strongly suggests that the linear instabilities found in the Johnson-Segalman can be attributed to
normal stress effects.
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1 Introduction
Shear-banding phenomena have received a lot of attention during the last decade. In shear banding the material splits
into different spatial regions, or bands, that flow at different shear rates γ˙. This phenomenon has been observed in
granular media [1] and in viscoelastic living polymer systems such as wormlike micelle solutions [2]. Theoretically,
shear banding is fairly well understood at the level of a stable one dimensional (1D) banding profile [3,4,5], which
connects two shear rates that are stable at a given selected total shear stress Σ. Wormlike micelles, polymer melts, and
liquid crystals naturally give rise to such bistable constitutive relations [6,7,8]. However, the stability of bands in two
or three dimensions (i.e. with respect to capillary-like fluctuations of the interface) is not well understood, despite a
frequent interpretation in terms of a simple stable flat interface between coexisting states. It has been experimentally
observed that the interface between the two phases is not necessarily flat, but can exhibit strong undulations and
erratic fluctuations [9,10,11]. Theoretical calculations have shown that in shear banding flows, chaotic motion of shear
bands can occur [12,13,14]. Such chaotic motion has also been inferred experimentally in recent works by Sood and
co-workers [15,16,17].
A recent numerical calculation in two dimensions, which was first performed by Fielding [18] and whose results were
later confirmed in Refs. [18,19,20], demonstrated that, for the Johnson-Segalman model the interface between the low
and high shear rate phases is linearly unstable to undulations. In this case the unstable mode involved normal stresses;
however, it is still not known whether normal stresses are carried by an instability inherent in the two-dimensional
(2D) nature of the fluctuation, or whether normal stresses trigger the instability [20]. Hence, in this paper we consider
a simple general toy model without normal stresses [4,14]. We show that for a wide class of multivalued flow curves, a
linear instability can never occur. Our findings imply that the coupling between convective terms and perturbations
in shear stress cannot lead to a linear instability, which suggests that an instability requires other degrees of freedom,
such as normal stresses.
This paper is organised as follows. In Section 2 we introduce the model and study stationary solutions for general
constitutive equations in which the shear rate is multivalued for a range of stresses. 2D perturbations are introduced
in the model in Section 3 and a linear stability analysis is carried out, from which we conclude that linear instability
does not occur for our system. This strongly suggests that normal stresses are responsible for the linear instability
observed in Refs. [18]. The results are discussed and summarized in Section 4.
2 Model Description
We consider planar Couette shear flow between flat plates separated by a distance h, for which the velocity field is
v = γ˙yxˆ. In the very low Reynolds number limit, which applies to the complex fluids of interest, the total shear stress
Σ is uniform in space. We assume that Σ comprises two terms,
Σ = σp(y) + ηγ˙(y), (2.1)
where the second term is the Newtonian stress of the solvent and σp is the polymer stress. In this paper, we only
consider the shear component of the stress tensor, but take the 2D nature of the perturbations in the flow field into
account. Following [14,3,4], we consider the following governing equation for the polymer shear stress:
(∂t + v · ∇)σp=−σp
τ
+
G
τ
g(γ˙τ) +D∇2σp, (2.2)
where τ is the relaxation time of the polymer stress, D is the stress diffusion coefficient, and G is the plateau modulus.
The function g is nonmonotonic, and in Refs. [4,14] was taken to be
g(ξ) =
ξ
1 + ξ2
. (2.3)
Stress diffusion is necessary to define a uniquely selected stress Σ∗ [5], as is usually found in experiments under
controlled shear rate conditions. Moreover, it is natural that spatial gradients in the microstructure should be penalized,
no matter how weakly.
We next make all quantities dimensionless, as noted by a carat, by expressing stress relative to G, length relative
to the plate separation h, and time relative to the relaxation time τ :
σˆp = σ/G Σ̂ = Σ/G (2.4)
ˆ˙γ = τ γ˙ Dˆ = Dτ/h2 (2.5)
yˆ = y/h xˆ = x/h (2.6)
tˆ = t/τ vˆ = vτ/h (2.7)
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Fig. 1. The polymer stress σp as a function of the distance yˆ = y/h from the lower plate for Dˆ = 0.0001 (dotted), Dˆ = 0.001
(dashed) and Dˆ = 0.01 (solid), for α = 20 and average shear rate 〈γ˜〉 = 2.60. The selected stress is bΣ∗ = 0.470 for Dˆ = 0.001
and Dˆ = 0.0001; and bΣ∗ = 0.471 for Dˆ = 0.01. The inset shows the corresponding constitutive curve, shear stress bΣ as a
function of ˆ˙γ, for α = 20.
The total stress is a nonmonotonic function of shear rate ˆ˙γ. For an average shear rate 〈ˆ˙γ〉 imposed on the unstable
portion of the flow curve, with negative slope ∂Σ̂/∂ ˆ˙γ < 0, the system will break up into two bands, and hence a spatial
variation along yˆ. Upon integrating Eq. (2.1) over the vertical distance between the plates we find
Σ̂ = 〈σˆp〉+ 1
α
〈ˆ˙γ〉, (2.8)
where spatial averages are defined by
〈O〉 =
∫ 1
0
O(yˆ) dyˆ (2.9)
and we have introduced the dimensionless parameter where α ≡ Gτ/η. For an inhomogeneous steady state, the polymer
stress equation, Eq. (2.2), leads to
− σˆp + g(α(Σ̂ − σˆp)) + Dˆσˆ′′p = 0, (2.10)
where the strain rate has been eliminated using Eq. (2.1) and the prime denotes a yˆ-derivative, σˆ′p = ∂σˆp/∂yˆ. As in
[18,21], we impose Neumann boundary conditions, σˆ′p(yˆ = 0) = σˆ
′
p(yˆ = 1) = 0, for which Eq. (2.10) can be solved
numerically for a given stress Σ̂.
The selected stress Σ̂∗ is determined by the constraint of fixed average shear rate 〈ˆ˙γ〉. We thus eliminate Σ̂ from
the stationary condition, Eq. (2.10), using Eq. (2.8) leading to
− σˆp + g
[
α (〈σˆp〉 − σˆp) + 〈ˆ˙γ〉
]
+ Dˆσˆ′′p = 0. (2.11)
We numerically solve this integro-differential equation using a semi-implicit Crank-Nicolson algorithm [22]. Once a
solution is found, the selected stress Σ̂∗ is obtained using Eq. (2.8). Fig. 1 shows banding profiles σˆp(yˆ) for the function
g(ξ) given by Eq. (2.3).
To better understand stress selection we will generalize g(ξ) to a function that allows explicit analytic calculations,
but is sufficiently general to describe shear banding. The calculations discussed in the main text concern this general
model. However, for comparison we also reproduce the calculations for the function g defined in Eq. (2.3), in Appendix
C. The most essential characteristic of g is that it vanishes for small and large shear rates, so that the function
Σ̂(x) = x/α + g(x) is nonmonotonic with a maximum and a minimum. A simple piecewise linear function showing
this behavior is
Σ̂0(ˆ˙γ) =

Ac ˆ˙γ
α
(ˆ˙γ < ˆ˙γ0)[
Ac ˆ˙γ0 − ˆ˙γ1
ˆ˙γ0 − ˆ˙γ1
]
(ˆ˙γ − ˆ˙γ0)
α
+
Ac ˆ˙γ0
α
(ˆ˙γ0 < ˆ˙γ < ˆ˙γ1)
ˆ˙γ
α
(ˆ˙γ > ˆ˙γ1),
(2.12)
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Fig. 2. The selected stress bΣ∗ and the piecewise linear function bΣ0(ˆ˙γ) as a function of ˆ˙γ for ˆ˙γ0 = 0.2, ˆ˙γ1 = 0.8, Ac = 5; the
selected stress is bΣ∗ = 0.891.
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Fig. 3. The solutions A, B, C, for yˆ0 and yˆ1, for the parameter values: Ac = 5, α = 1, 〈ˆ˙γ〉 = 0.50, ˆ˙γ0 = 0.2, ˆ˙γ1 = 0.8, and
Dˆ = 0.001. The dashed curves correspond to Eq. (2.17) and the solid ones to Eq. (2.18). The physical range of solutions is in
the upper left triangle, 0 < y0 < y1 < 1.
where Ac ˆ˙γ0 > ˆ˙γ1. The form of Σ̂0(ˆ˙γ) is completely specified by the three parameters ˆ˙γ0, ˆ˙γ1, and Ac.
Using Σ̂0(ˆ˙γ) − ˆ˙γ/α instead of g in the equation of motion for σˆp, and eliminating σˆp using Eq. (2.1), the steady
state condition for ˆ˙γ is given by
Dˆˆ˙γ′′ + αΣ̂ = αΣ̂0(ˆ˙γ). (2.13)
This is solved with Neumann boundary conditions for the stress at yˆ = 0 and yˆ = 1, leading to
ˆ˙γI(yˆ) = c1 cosh
(√
Ac
Dˆ
yˆ
)
+ α
Σ̂
Ac
(0 < yˆ < yˆ0) (2.14a)
ˆ˙γII(yˆ) = d1 cos
(√
z
Dˆ
yˆ
)
+ d2 sin
(√
z
Dˆ
yˆ
)
+ ˆ˙γ0 − (Ac
ˆ˙γ0 − αΣ̂)
Ac ˆ˙γ0 − ˆ˙γ1
(ˆ˙γ0 − ˆ˙γ1) (yˆ0 < yˆ < yˆ1) (2.14b)
ˆ˙γIII(yˆ) = αΣ̂ + c2 cosh
(
yˆ − 1√
Dˆ
)
(yˆ1 < yˆ < 1) (2.14c)
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Fig. 4. Two stationary solutions corresponding to A (solid curve) and B (dashed curve). An additional third solution with one
more oscillation is not shown.
where z ≡ (Ac ˆ˙γ0 − ˆ˙γ1)/(ˆ˙γ1 − ˆ˙γ0), which can be recognized as the negative of the slope of the function Σ̂0(ˆ˙γ) between
ˆ˙γ0 and ˆ˙γ1. The profile obeys the following continuity conditions:
ˆ˙γI(yˆ0) = ˆ˙γII(yˆ0) = ˆ˙γ0 (2.15)
ˆ˙γII(yˆ1) = ˆ˙γIII(yˆ1) = ˆ˙γ1 (2.16)
ˆ˙γ′I(yˆ0) = ˆ˙γ
′
II(yˆ0) (2.17)
ˆ˙γ′II(yˆ1) = ˆ˙γ
′
III(yˆ1), (2.18)
where again the prime denotes a y-derivative, ˆ˙γ′ = ∂ ˆ˙γ/∂yˆ. These six conditions guarantee a smooth solution for the
shear rate and stress and from them the four constants c1, c2, d1, d2 and the locations yˆ0 and yˆ1 where the function
Σ̂0(ˆ˙γ) switches from one piece to the next, can be determined. Appendix A contains expressions for the constants c1,
c2, and d1, d2 as functions of yˆ0 and yˆ1. d1 and d2 are found by combining Eqs. (2.15) and (2.17). Eqs. (2.16) and
(2.18) are then used to determine the values of yˆ0 and yˆ1. The selected stress Σ̂
∗ is determined by the constraint of
an applied average shear rate 〈ˆ˙γ〉, which is given by Eq. (A.2). In a shear banding state the selected stress Σ̂∗ satisfies
ˆ˙γ1 < Σ̂
∗ < Ac ˆ˙γ0, and we must have ˆ˙γ > 0 on the interval yˆ ∈ [0, 1].
A graphical solution for yˆ0 and yˆ1, for the case Dˆ = 0.001, Ac = 5 and 〈ˆ˙γ〉 = 0.5, is depicted in Fig. 3, as the
intersections of the contour plots of Eqs. (2.17) (dashed line) and (2.18) (solid line), which should simultaneously be
obeyed by yˆ0 and yˆ1. To solve these equations the expressions for the constants c1, c2, d1, d2 from Appendix A are
used, Eqs. (A.1), as well as expression (A.2) for the selected stress. The physical range of Fig. 3 is the upper left hand
triangle 0 < yˆ0 < yˆ1 < 1, to the left of the diagonal line in Fig. 3.
Fig. 3 shows three intersection points corresponding to stationary solutions, denoted by A = (0.4806, 0.6101),
B = (0.2984, 0.7726), and C = (0.1160, 0.9345). The values of the selected stress Σ̂∗ associated with these solutions
are 0.8944 for A, 0.8946 for B and 0.8949 for C. The fourth intersection point (the companion of A, with the unphysical
value of Σ̂∗ = 4.8) is ignored, as it violates the condition ˆ˙γ1 < Σ̂ < Ac ˆ˙γ0.
The first solution A corresponds to the common shear rate profile depicted as a solid curve in Fig. 4. The stationary
solution B (shown dashed) has an extra oscillation in the interface region (Fig. 4), while the third solution C has two
oscillations (not shown). The selected stress changes monotonically as a function of an increasing number of oscillations
in the resulting solution. The existence of multiple solutions for small diffusion constants is well-known in the context
of pattern formation in reaction-diffusion models [23]. Multiple solutions occur in our model when Dˆ . 10−2, with the
multiplicity increasing for decreasing Dˆ. Having obtained the stationary solutions we next examine their stability by
performing a linear perturbation analysis.
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3 Linear stability analysis
3.1 Governing Equations and Matching Conditions
We study the linear stability of the piecewise linear model by introducing small perturbations to the stationary 1D
solutions,
σˆp(xˆ, yˆ) = σˆ
1D
p (yˆ) + δσˆp(xˆ, yˆ) (3.1)
Σ̂(xˆ) = Σ̂1D + δΣ̂(xˆ) (3.2)
ˆ˙γ(xˆ, yˆ) = ˆ˙γ1D(yˆ) + δˆ˙γ(xˆ, yˆ) (3.3)
vˆ = (vˆ1D(yˆ) + δvˆxˆ(xˆ, yˆ), δvˆyˆ(xˆ, yˆ)), (3.4)
where the superscript 1D denotes the stationary 1D solution. Perturbations in the shear rate, polymer stress and total
stress are related by δΣ̂ = δσˆp + ˆ˙γ/α, which can be recast as
〈δσˆp〉 = δσˆp + δˆ˙γ/α (3.5)
by averaging and using 〈δˆ˙γ〉 = 0. Note that 〈δˆ˙γ〉 = 0 implies that the average perturbation in the polymer stress
〈δσˆp〉 equals the perturbation in the total stress δΣ̂, for ˆ˙γ = α(δΣ̂ − δσˆp). The shear rate is given by ˆ˙γ(x, y) =
∂yˆ(vˆ
1D(yˆ) + δvˆx(xˆ, yˆ)), so that δˆ˙γ(xˆ, yˆ) = ∂yˆδvxˆ(xˆ, yˆ). Because the flow is incompressible, a variation of the velocity
in the x-direction must be accompanied by a compensating variation of the velocity in the y-direction, which obeys
∂yˆδvˆy(xˆ, yˆ) = −∂xˆδvˆx(xˆ, yˆ). (3.6)
We recall that the equation of motion of the polymer stress is given by
(∂tˆ + vˆ · ∇)σˆp = Σ̂0(ˆ˙γ)− Σ̂ + Dˆ∇2σˆp. (3.7)
This equation can be recast in a differential equation for the shear rate ˆ˙γ, by using δσˆp = δΣ̂ − δˆ˙γ/α, from which we
find to first order in all perturbations
∂tˆδ
ˆ˙γ + vˆ1D(yˆ)∂xˆδˆ˙γ + δvˆyˆ∂yˆ ˆ˙γ
1D(yˆ) = (∂tˆ + vˆ
1D
xˆ ∂xˆ)αδΣ̂
+ Dˆ [∂xˆxˆ + ∂yˆyˆ] δˆ˙γ − Dˆ∂xˆxˆαδΣ̂ − αΣ̂0(ˆ˙γ1D + δˆ˙γ) + αΣ̂0(ˆ˙γ1D), (3.8)
where we explicitly kept Σ̂0(ˆ˙γ
1D + δˆ˙γ) and Σ̂0(ˆ˙γ
1D) in order to avoid differentiating the function Σ̂0 with respect to
ˆ˙γ. This was done as the function Σ̂0 is continuous for all ˆ˙γ, but non-differentiable in the turning points of the stress
at ˆ˙γ0, ˆ˙γ1.
Using Eqs. (3.5) and (3.6) we can easily express the perturbed velocities δvˆx(xˆ, yˆ) and δvˆy(xˆ, yˆ) in terms of δˆ˙γ.
Starting from the identity ∂δvxˆ(xˆ,yˆ,tˆ)∂yˆ = δ
ˆ˙γ, we integrate from 0 to yˆ and use the no slip boundary condition at yˆ = 0,
which yields
δvˆx(xˆ, yˆ) =
∫ yˆ
0
δˆ˙γ(xˆ, y′)dy′. (3.9)
If one next differentiates δvˆx(xˆ, yˆ) with respect to xˆ and substitutes the resulting expression in Eq. (3.6), only one
integration with respect to yˆ (again starting from 0 and using no slip boundary conditions) is necessary to obtain the
perturbed velocity in the yˆ direction
δvˆy(xˆ, yˆ) =−
∫ yˆ
0
[∫ y′
0
∂xˆδˆ˙γ(xˆ, y
′′)dy′′
]
dy′. (3.10)
Hence the equation for the shear rate perturbation δˆ˙γ (3.8) can be expressed entirely in terms of δˆ˙γ, integrals over δˆ˙γ
and δΣ̂. Perturbations in the shear rate must be continuous across the matching points of the bands, which are yet
to be found. These follow from demanding(̂˙γ1D + δ̂˙γ)∣∣∣
yˆ0+δyˆ0
= ̂˙γ0, (̂˙γ1D + δ̂˙γ)∣∣∣
yˆ1+δyˆ1
= ̂˙γ1, (3.11)
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that is, the matching points are shifted by perturbations δyˆ needed to bring the local shear rate to the matching points
in the constitutive relation Σ0(ˆ˙γ). Hence we split the interval [0, 1] into three parts: (I), y ∈ [0, y˜0]; (II), y ∈ [y˜0, y˜1],
and (III), y ∈ [y˜1, 1], where y˜i = yˆi + δyˆi(xˆ, tˆ), i = 1, 2. The equations of motion for the perturbations in the polymer
stress are, from Eq. (3.8)
∂tˆδ
ˆ˙γI = Dˆ∇2δˆ˙γI − vˆ1Dxˆ (yˆ)∂xˆδˆ˙γI − δvˆyˆ(xˆ, yˆ)∂yˆ ˆ˙γ1D −Acδˆ˙γI + F (αδΣ̂, tˆ) (3.12a)
∂tˆδ
ˆ˙γII = Dˆ∇2δˆ˙γII − vˆ1Dxˆ (yˆ)∂xˆδˆ˙γII − δvˆyˆ(xˆ, yˆ)∂yˆ ˆ˙γ1D + zδˆ˙γII + F (αδΣ̂, tˆ) (3.12b)
∂tˆδ
ˆ˙γIII = Dˆ∇2δˆ˙γIII − vˆ1Dxˆ (yˆ)∂xˆδˆ˙γIII − δvˆyˆ(xˆ, yˆ)∂yˆ ˆ˙γ1D − δˆ˙γIII + F (αδΣ̂, tˆ) (3.12c)
where we defined F (αδΣ̂, tˆ) = (∂tˆ + vˆ
1D
xˆ ∂xˆ − Dˆ∂xˆxˆ)αδΣ̂(xˆ, tˆ). Eqs. (3.12) must be supplemented with boundary
conditions the matching points. At yˆ = y˜0 this condition can be found from Eq. (3.11),
ˆ˙γ1D(yˆ0 + δyˆ0(xˆ, tˆ)) + δˆ˙γ(yˆ0 + δyˆ0(xˆ, tˆ)) = ˆ˙γ0, (3.13)
which leads, to first order in the perturbed quantities, to
δˆ˙γ(yˆ0, xˆ, tˆ) = −
(
∂ ˆ˙γ1D
∂yˆ
)
yˆ0
δyˆ0(xˆ, tˆ). (3.14)
Eq. (3.14) relates the change in the shear rate to a shift in the interface position. The boundary condition at yˆ = y˜1
is derived similarly. From Eq. (3.14) we immediately retrieve the shift in the value of y0, and hence the new position
of the two shear bands, once δˆ˙γ is known. To deal with the inhomogeneous (time dependent) boundary conditions in
region (II) we define a new function q(xˆ, yˆ, tˆ) by
q(xˆ, yˆ, tˆ) = δˆ˙γII(xˆ, yˆ, tˆ) +
(yˆ − yˆ1)δˆ˙γ(yˆ0, xˆ, tˆ)
yˆ1 − yˆ0 −
(yˆ − yˆ0)δˆ˙γ(yˆ1, xˆ, tˆ)
yˆ1 − yˆ0 ≡ δ
ˆ˙γII(xˆ, yˆ, tˆ) +G(xˆ, yˆ, tˆ), (3.15)
which satisfies continuity at the matching points. Hence, the function q(xˆ, yˆ, tˆ) vanishes at the boundary points by
construction. In Eq. (3.15) we introduced the function G(xˆ, yˆ, tˆ) for notational convenience. Using Eq. (3.12b), we find
the following differential equation for q:
∂tˆq = zq + Dˆ∇2q − zG+ F (αδΣ̂, tˆ) + F (G, tˆ)− vˆ1Dxˆ (yˆ)∂xˆq − δvˆyˆ(xˆ, yˆ)∂yˆ ˆ˙γ1D. (3.16)
Now that we have derived the governing equations for the perturbations, we study their stability properties by
employing a Fourier expansion in spatial coordinates.
3.2 Fourier Expansion
We next expand the shear rate perturbation δˆ˙γ in Fourier modes, within the three regions, consistent with the boundary
conditions ˆ˙γ′ = 0 at yˆ = 0 and yˆ = 1. This results in a continuous but non-smooth function δˆ˙γ over the entire interval
[0, 1]:
δˆ˙γI(xˆ, yˆ, tˆ) =
∞∑
n=0
cos
(
piyˆ(2n+ 1)
2y˜0
)
An(xˆ, tˆ) + δˆ˙γ(yˆ0, xˆ, tˆ) (0 < yˆ < y˜0) (3.17a)
q(xˆ, yˆ, tˆ) =
∞∑
n=1
Bn(xˆ, tˆ) sin
(
pin(yˆ − yˆ0)
yˆ1 − yˆ0
)
(y˜0 < yˆ < y˜1) (3.17b)
δˆ˙γIII(xˆ, yˆ, tˆ) =
∞∑
n=0
cos
(
pi(yˆ − 1)(2n+ 1)
2(1− y˜1)
)
Dn(xˆ, tˆ) + δˆ˙γ(yˆ1, xˆ, tˆ) (y˜1 < yˆ < 1). (3.17c)
Only odd cosine modes contribute in regions I and III because we require zero derivatives at the ends of the interval
[0, 1] and a matching condition at the right, respectively left, ends of the intervals [0, y˜0] and [y˜1, 1]. If one substitutes
yˆ = yˆ0 in Eq. (3.17a) one finds δˆ˙γ
I = δˆ˙γ(yˆ0, xˆ, tˆ), which coincides with the boundary value of δˆ˙γ in yˆ0, derived above
in Eq. (3.11), which guarantees continuity of δˆ˙γ(xˆ, yˆ, tˆ) throughout the interval [0, 1]
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One can easily demonstrate that the solution of Eqs. (3.17) is non-smooth, by trying to match the derivatives
at yˆ = yˆ0, yˆ1 using Eqs. (3.17). We will not reproduce these calculation here, but only note that the narrower the
interface, that is the smaller yˆ1− yˆ0, the closer the matching at the the interface points yˆ0 and yˆ1. The piecewise linear
model will in this limit approach the smooth model defined by Eq. (2.3).
We therefore conclude that the perturbations are in general only continuous. To obtain an equation linking
δˆ˙γ(yˆ0, xˆ, tˆ) and δˆ˙γ(yˆ1, xˆ, tˆ) we invoke the constraint 〈δˆγ˙〉 = 0, from which we find
δˆ˙γ(yˆ0, xˆ, tˆ)
2
(yˆ0 + yˆ1) +
δˆ˙γ(yˆ1, xˆ, tˆ)
2
(2− yˆ1 − yˆ0) = −
∞∑
n=0
An(−1)n2y0
(2n+ 1)pi
−
∞∑
n=0
2(1− yˆ1)Dn(−1)n
(2n+ 1)pi
−(yˆ1 − yˆ0)
∞∑
n=1
Bn(1− (−1)n)
npi
.
(3.18)
Eq. (3.18) constitutes the final equation needed to close the system, in a way which is similar to the method we used
in section 2 to deduce the value of Σ̂, as we will now demonstrate.
The general idea is to find the governing equation for the amplitudes An, Bn, Dn from Eqs. (3.12) by projecting
out the cosine (for An and Dn) and sine modes (for Bn). The evolution for δˆ˙γ(yˆ1, xˆ, tˆ) and δˆ˙γ(yˆ0, xˆ, tˆ) can be obtained
by integrating Eqs. (3.12a) and (3.12c) over their respective intervals. This is most easily done in the Fourier domain,
so we expand An(xˆ, tˆ), Bn(xˆ, tˆ), Dn(xˆ, tˆ), δΣ̂(xˆ, tˆ), and δˆ˙γ(yˆ0, xˆ, tˆ) and δˆ˙γ(yˆ1, xˆ, tˆ) in Fourier transforms:
An(xˆ, tˆ) =
∫ ∞
−∞
an(k, tˆ)e
ikxˆ dk, Bn(xˆ, tˆ) =
∫ ∞
−∞
bn(k, tˆ)e
ikxˆ dk, Dn(xˆ, tˆ) =
∫ ∞
−∞
dn(k, tˆ)e
ikxˆ dk,
δΣ̂(xˆ, tˆ) =
∫ ∞
−∞
δΣ̂(k, tˆ)eikxˆ dk, δˆ˙γ(yˆ0, xˆ, tˆ) =
∫ ∞
−∞
δˆ˙γ(yˆ0, kˆ, tˆ)e
ikxˆ dk, δˆ˙γ(yˆ1, xˆ, tˆ) =
∫ ∞
−∞
δˆ˙γ(yˆ1, kˆ, tˆ)e
ikxˆ dk. (3.19)
From Eqs. (3.12a) and (3.17a) we then obtain the following evolution equation for the amplitudes an(k, tˆ) and
δˆ˙γ(yˆ0, k, tˆ) The amplitudes an(k, tˆ) can be extracted from this equation by projecting out the different cosine modes,
whereas direct integration gives the evolution equation for δˆ˙γ(yˆ0, k, tˆ). We can perform the same calculations on δˆ˙γ
III ,
and q which leads to similar expressions involving dn(k, tˆ), δˆ˙γ(yˆ1, k, tˆ), and bn(k, tˆ), which are derived in Appendix B.
It turns out that the introduction of scaled amplitudes (αn, βn, δn) is beneficial for numerical and notational reasons;
they and related to (an, bn, dn) according to
αn =
an(−1)n(2n+ 1)pi
4
, βn =
bnnpi
4
, δn =
dn(−1)n(2n+ 1)pi
4
. (3.20)
To show the form of the evolution equation of the amplitudes, we reproduce the governing equation for the scaled
amplitudes αn(k, tˆ)
dαm
dtˆ
−
(
∂ ˆ˙γ1D
∂yˆ
)
yˆ0
∂tˆδyˆ0(k, tˆ)− ∂tˆαδΣ̂(k, tˆ) = (Ac + Dˆk2)
(
∂ ˆ˙γ1D
∂yˆ
)
yˆ0
δyˆ0(k, tˆ)−
(
Ac + Dˆk
2 + Dˆ
(
pi(2m+ 1)
2yˆ0
)2)
αm
+ Dˆk2αΣ̂(k, tˆ)− ik(−1)
m(2m+ 1)pi
2yˆ0
 ∞∑
n=1
αn(−1)n 16yˆ
2
0
(2n+ 1)3pi3
[
RAmn − TAm
]
+
(
∂ ˆ˙γ1D
∂yˆ0
)
yˆ0
δyˆ0(k, tˆ)F
A
m
+
∞∑
n=1
[
LAmn +
D
Ac
RAmn
]
4αn(−1)n
(2n+ 1)pi
−
(
JAm +
Dˆ
Ac
TAm
)αδΣ̂ +(∂ ˆ˙γ1D
∂yˆ
)
yˆ0
δyˆ0(k, tˆ)
 .
(3.21)
The quantities FAm , R
A
mn, T
A
m , L
A
mn, J
A
m are defined in terms of integrals over the interval [0, yˆ0]. Their precise definitions
can be found in Appendix B, Eqs. (B.3).
Finally, we need one further differential equation for the evolution of δΣ̂(xˆ, tˆ). This equation is found by dif-
ferentiating the identity (3.18) with respect to time and subsequently substituting the expressions for ∂tˆδ
ˆ˙γ(yˆ0, k, tˆ)
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Fig. 5. Comparison of the analytical solution for yˆ0 and yˆ1, depicted by the intersection of the two solid curves given by
(Eq. (3.27)) and (Eq. (3.24)), with the solution obtained by the method of section 2, which are printed dashed. The parameter
values are Ac = 5.0, ˆ˙γ0 = 0.2, ˆ˙γ1 = 0.8, 〈ˆ˙γ〉 = 0.5 and Dˆ = 0.01. The diagonal curve indicates the line yˆ1 = yˆ0 and physical
solutions are in the upper left triangle. The intersection point A between the two dashed curves is practically on top of the
intersection point of the solid curves (yˆ0 = 0.3033,yˆ1 = 0.7130).
(Eq. (B.2)) and ∂tˆδ
ˆ˙γ(yˆ1, k, tˆ) (Eq. (B.5). This yields
α∂tˆδΣ̂ − 4(yˆ1 − yˆ0)
∞∑
n=0
dαn
dt
1
(2n+ 1)2pi2
− 4(yˆ1 − yˆ0)
∞∑
n=0
dδn
dt
1
(2n+ 1)2pi2
+ 8(yˆ1 − yˆ0)
∞∑
n=0
dβ2n+1
dtˆ
1
(2n+ 1)2pi2
=
+ 4(1 + Dˆk2)(2 − yˆ1 − yˆ0)
∞∑
n=0
δn
(2n+ 1)2pi2
+ 4(Ac + Dˆk
2)(yˆ1 + yˆ0)
∞∑
n=0
αn
(2n+ 1)2pi2
+
Dˆ(yˆ0 + yˆ1)
yˆ20
∞∑
n=0
αn
(2n+ 1)2pi2
+
Dˆ(2− yˆ0 − yˆ1)
(1− yˆ1)2
∞∑
n=0
δn
(2n+ 1)2pi2
+ (1 + Dˆk2)(2− yˆ1 − yˆ0)δγˆ1
2
+ (Ac + Dˆk
2)(yˆ1 + yˆ0)
δγˆ0
2
− αDˆk2δΣ̂ + ikΠ(k, tˆ),
(3.22)
where Π(k, tˆ) contains the imaginary contribution to (3.22), whose exact form can be found in Appendix B.
To summarize, the linear stability of the shear banding states to undulating perturbation is investigated by an-
alyzing the evolution of the amplitudes αn(k, tˆ), βn(k, tˆ), δn(k, tˆ), δΣ̂(k, tˆ) and δˆ˙γ(yˆ0, xˆ, tˆ), δˆ˙γ(yˆ1, xˆ, tˆ) governed by
Eqs. (3.21), (B.6), (B.4), (B.2), (B.5) and (3.22). The profile, and hence the interface, is stable only if all these
amplitudes decay with time.
3.3 Non-undulating perturbations for Dˆ→0
Before turning to the general case, we will examine the limit of vanishing Dˆ and k = 0. This special case was
investigated for the Johnson-Segalman model in [14] and was also explored in [24]. The conclusion in both cases was
that the shear bands in the system are neutrally stable in the absence of diffusion terms.
In section 2 we demonstrated how to find the stationary state(s) of system defined by Eq. (2.2) graphically as the
intersection point(s) of two families of curves, defined by Eqs. (2.17) and (2.18). For the case Dˆ → 0, we can actually
find an excellent analytic approximation to the stationary solution(s) which is remarkably close to stationary solutions
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Fig. 6. Real parts of the 200 eigenvalues with smallest real parts of the system of equations (3.28) for non-undulating pertur-
bations. The parameter values are Ac = 5, yˆ0 = 0.4806, yˆ1 = 0.6101, 〈ˆ˙γ〉 = 0.5, ˆ˙γ0 = 0.2, ˆ˙γ1 = 0.8, and Dˆ = 10
−5. The smallest
eigenvalue is 0, demonstrating that the system is neutrally stable. Eigenvalues are more concentrated around λ = 1 and λ = 5
in agreement with the analytical asymptotic result.The first eigenvalue λ = 0 is related to δ bΣ, the second with λ ≈ 0.1 to β1
and all eigenvalues λ = 1 to αn, and λ = Ac = 5 to δn.
found by the graphical method. In the limit Dˆ → 0 equations (2.16) and (2.18) reduce to
αΣ̂ −Ac ˆ˙γ0
z
cos
(√
z
Dˆ
(yˆ1 − yˆ0)
)
+
(
ˆ˙γ0 − αΣ̂
Ac
)√
Ac
z
sin
(√
z
Dˆ
(yˆ1 − yˆ0)
)
=
(
1 +
αΣ̂ −Ac ˆ˙γ0
Ac ˆ˙γ0 − ˆ˙γ1
)
(ˆ˙γ1 − ˆ˙γ0) (3.23a)
αΣ̂ −Ac ˆ˙γ0
z
sin
(√
z
Dˆ
(yˆ1 − yˆ0)
)
−
√
Ac
z
(
ˆ˙γ0 − αΣ̂
Ac
)
cos
(√
z
Dˆ
(yˆ1 − yˆ0)
)
=
(ˆ˙γ1 − αΣ̂)√
z
, (3.23b)
keeping all terms up to order
√
Dˆ. If we next square Eqs. (3.23a) and (3.23b) and add them we find the following
relation (
αΣ̂ −Ac ˆ˙γ0
αΣ̂ − ˆ˙γ1
)2
=
Ac(z + 1)
z +Ac
. (3.24)
If we would next substitute the value of Σ̂ as given by Eq. (A.2), we could express yˆ1 in terms of yˆ0. However, first we
obtain the width of the interface, that is the value of yˆ1 − yˆ0, to verify if it scales proportionally to
√
Dˆ in agreement
with findings in the literature. We therefore solve Eqs. (3.23) for sin
(√
z
Dˆ
(yˆ1 − yˆ0)
)
and obtain, after using Eq. (3.24),
sin
(√
z
Dˆ
(yˆ1 − yˆ0)
)
=
√
Ac + 1√
z + 1 +Ac +Ac/z
. (3.25)
When we invert this equation we get the following expression for interface width
yˆ1 − yˆ0 =
√
Dˆ
z
(
(2M + 1)pi − arcsin
( √
Ac + 1√
z + 1+ Ac +Ac/z
))
. (3.26)
The other solution of Eq. (3.25) is not compatible with the condition ˆ˙γ1 < αΣ̂ < Ac ˆ˙γ0 and therefore does not
correspond to a physical solution. The index M is the band index. M = 0 designates the two band solution (A),
M = 1 has two extra bands, like solution B, and so on. Expression (3.26) confirms that the interface scales as
√
Dˆ,
as observed in [21,14], and gives an exact value for the interface length as a function of z and Ac. An implication of
Eq. (3.26) is that shear bands can only exist when Dˆ is sufficiently small. Indeed the maximum possible width of the
interface is yˆ1 − yˆ0 ≃ 1, implying a maximum value of Dˆ∗ ≈ z(pi−1)2 . In the case we have been considering z = 1/3,
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Fig. 7. The real part of the first 10 eigenvalues of S−1LR for an expansion of Eq. (2.1) in n = 1000 modes with zero wave
number k for solutions A (△), B (◦), and C (). The parameters are the same as in Fig. 3: Ac = 5, 〈ˆ˙γ〉 = 0.50, and ˆ˙γ0 = 0.2,
ˆ˙γ1 = 0.8; the diffusion constant Dˆ = 0.001. It can be clearly seen that the real part of the eigenvalues for solutions B and C
cross zero, indicating instability of the solutions with multiple bands. Only the solution with two bands (A) is (neutrally) stable.
and Ac = 5, we find Dˆ
∗ ≃ 0.054, which agrees with our numerical findings. The values of yˆ0 and yˆ1 for small Dˆ can be
determined analytically by using Eq. (3.24) once more, and substituting the expression of αΣ̂∗ as given in Eq. (A.2)
thereby using Eq. (3.26). This calculation gives the following expression for yˆ0, which designates the position of the
interface of the steady state with 2(M + 1) shear bands
yˆ0 =
 (Ac − 1)(
√
Ac ˆ˙γ0 +
√
ˆ˙γ1
ˆ˙γ0 ˆ˙γ1
((ˆ˙γ1 − 〈ˆ˙γ〉)√Ac ˆ˙γ0 + (Ac ˆ˙γ0 − 〈ˆ˙γ〉)√ˆ˙γ1 −√Dˆ(1 + (2M + 1)pi − h√
z
)
(Ac − 1)
)
,
(3.27)
where h ≡ arcsin
( √
Ac+1√
z+1+Ac+Ac/z
)
≃ 0.77 for the parameter values used in this paper. From Fig. 5, one can see
that the analytical solution (3.27) with M = 0 found for Dˆ → 0, is still an excellent approximation for Dˆ = 0.01.
The other stationary states with multiple (2(M +1)) bands can be found similarly, by substituting the corresponding
value of M in Eq. (3.27). Note that multiple bands are not present for Dˆ = 0.01, as is shown in Fig. 5 where we only
find one intersection point (A) of the solid curves.
In order to study the stability of the solutions obeying Eq. (3.26), to non-undulating perturbations we need to
determine the eigenvalues of the evolution equations for an(tˆ), bn(tˆ), dn(tˆ) (or equivalently αn(tˆ), βn(tˆ), δn(tˆ)), δˆ˙γ(yˆ0, tˆ),
δˆ˙γ(yˆ0, tˆ) and δΣ̂(tˆ) for k = 0. Because the imaginary parts of the governing equations all depend linearly on k, we
can restrict ourselves to the real part of the differential equations for the amplitudes αn, βn, δn, δˆ˙γ(yˆ0, tˆ), δˆ˙γ(yˆ0, tˆ)
and δΣ̂. These equations can easily be found by projecting out the different sine and cosine modes and are given by
Eqs. (B.1), (B.6), (B.4), (B.2), (B.5), and (B.9). For k = 0 and Dˆ → 0 the evolution equations for αn(k, tˆ), βn(k, tˆ),
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δn(k, tˆ), δˆ˙γ(yˆ0, tˆ), δˆ˙γ(yˆ1, tˆ) and δΣ̂(k, tˆ) read:
dαm
dtˆ
− dαδΣ̂
dtˆ
+
dδˆ˙γ(yˆ0, tˆ)
dtˆ
= −Acδˆ˙γ(yˆ0, tˆ)−Acαm (3.28a)
dβm
dtˆ
− dαδΣ̂
dtˆ
(
1− (−1)m
2
)
+
1
2
dδˆ˙γ(yˆ0, tˆ)
dtˆ
− (−1)
m
2
dδˆ˙γ(yˆ1, tˆ)
dtˆ
= z
(
1− m
2pi2
((2M + 1)pi − h)2
)
βm
+
z
2
δˆ˙γ(yˆ0, tˆ)− z(−1)
m
2
δˆ˙γ(yˆ1, tˆ) (3.28b)
dδm
dtˆ
− dαδΣ̂
dtˆ
+
dδˆ˙γ(yˆ1, tˆ)
dtˆ
= −δˆ˙γ(yˆ1, t)− δm (3.28c)
dδˆ˙γ(yˆ0, tˆ)
dtˆ
− dαδΣ̂
dtˆ
+
∞∑
n=0
dαn
dtˆ
8
(2n+ 1)2pi2
= −Acδˆ˙γ(yˆ0, tˆ)−Ac
∞∑
n=0
8αn
(2n+ 1)2pi2
(3.28d)
dδˆ˙γ(yˆ1, tˆ)
dtˆ
− dαδΣ̂
dtˆ
+
∞∑
n=0
dδn
dtˆ
8
(2n+ 1)2pi2
= −δˆ˙γ(yˆ1, tˆ)−
∞∑
n=0
8δn
(2n+ 1)2pi2
(3.28e)
dαδΣ̂
dtˆ
= Ac(yˆ0 + yˆ1)
δˆ˙γ(yˆ0, tˆ)
2
+ (2− yˆ1 − yˆ0)δ
ˆ˙γ(yˆ1, tˆ)
2
+ 4Ac(yˆ0 + yˆ1)
∞∑
n=0
αn
(2n+ 1)2pi2
+ 4(2− yˆ1 − yˆ0)
∞∑
n=0
δn
(2n+ 1)2pi2
.
(3.28f)
Eqs. (3.28) contain a lot of information. It is immediately clear, for example, that λ = 0 is an eigenvalue of Eqs. (3.28),
by which we mean that solutions with all amplitudes decaying as exp(−λt) with λ = 0, exist. This can be seen by
interpreting Eqs. (3.28) as a matrix equation which has the eigenvalue corresponding to δΣ̂ equal to zero,
If it is proved that all amplitudes except dδ
bΣ
dtˆ
= 0 are always decay, and thus have eigenvalues with positive real
parts , we have shown that the shear banded state is neutrally stable. This agrees with Fielding [14] and Yih [24].
It should also be noticed that the equation for δΣ̂ decouples from the other equations as no δΣ̂ terms appear in the
equations for the other amplitudes and we could therefore elimate all ∂tˆδΣ̂ terms in Eqs. (3.28) by substituting the
right-hand side of Eq. (3.28f) for ∂tˆδΣ̂ in first five equations of (3.28). Thus we only need to focus on Eqs. (3.28a-3.28e).
By subtracting Eqs. (3.28d) from (3.28a), we can find an equation expressed entirely in terms of αn, and subtracting
Eqs. (3.28e) from (3.28c) gives an equation in terms of δn:
dαm
dtˆ
− 8
∞∑
n=0
dαn
dtˆ
1
(2n+ 1)2pi2
= −Ac
[
αm − 8
∞∑
n=0
αn
(2n+ 1)2pi2
]
, (3.29a)
dδm
dtˆ
− 8
∞∑
n=0
dδn
dtˆ
1
(2n+ 1)2pi2
= −
[
δm − 8
∞∑
n=0
δn
(2n+ 1)2pi2
]
. (3.29b)
The eigenvalues of Eq. (3.29a) are λ = Ac and of Eq. (3.29b) λ = 1, reflecting the decay of these amplitudes in time.
When we next consider Eqs. (B.2) and (B.5) and Eq. (3.28f to eliminate the dδ
bΣ
dtˆ
terms, we find that the perturbations
in the interface shear stresses obey
dδˆ˙γ0
dtˆ
= −Ac
(
1− yˆ0 + yˆ1
2
)
δˆ˙γ0 +
(
1− yˆ0 + yˆ1
2
)
δˆ˙γ1, (3.30a)
dˆ˙γ1
dtˆ
= −
(
yˆ0 + yˆ1
2
)
ˆ˙γ1 +Ac
(
yˆ0 + yˆ1
2
)
ˆ˙γ0. (3.30b)
Using Eq. (3.18) with the amplitudes An and Dn set to zero, as we have previously found that these decay in time, and
neglecting terms of order yˆ1 − yˆ0 we readily find that Eqs. (3.30a) and (3.30b) reduce to a single differential equation
for ˆ˙γ0 that reads
dδˆ˙γ0
dtˆ
= −Ac (1− yˆ0) δˆ˙γ0 − yˆ0δˆ˙γ0, (3.31)
which clearly corresponds to a solution that decreases in time. As in this approximation δˆ˙γ1 is proportional to δˆ˙γ0 the
same holds true for δˆ˙γ1, showing that the the position of the interface is linearly stable. This means that the stability
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of Eqs. (3.28) only depends on the properties of the amplitudes βm. The even and odd modes of the amplitudes βm
satisfy different evolution equations. Using the fact that αn, δn and δˆ˙γ0, δˆ˙γ1 decay in time, the stability properties of
the amplitudes βn for both odd and even n are determined by the equation
dβn
dtˆ
= z
(
1− n
2pi2
((2M + 1)pi − h)2
)
βn, (3.32)
where M is the band index. The system of equations (3.32) gives eigenvalues
λn = −z
(
1− n
2pi2
((2M + 1)pi − h)2
)
. (3.33)
As the smallest eigenvalue is λ1, the sign of this quantity determines the stability of the amplitude of βn and therefore
the stability of the system. For M = 0, λ1 > 0, which proves that the two banded solution is neutrally stable: all
amplitudes αn, βn, δn, δˆ˙γ0, δˆ˙γ1 are decaying in time and αδΣ̂ is staying constant in time. Multiple banded modes
with M = 1, 2 all have an eigenvalue λ1 < 0, which indicates instability of these modes.
In conclusion we have proved that for small Dˆ the stationary shear band solution, with two bands is neutrally
stable against non undulating perturbations and all other stationary states are unstable. Our analytical findings can
be verified numerically. In Fig. 6 the results of a numerical calculation of the 200 eigenvalues with smallest real part
are displayed, for Dˆ = 10−5. Besides the zero eigenvalue corresponding to δΣ̂, we indeed find λ = Ac corresponding to
the amplitudes αn, and λ = 1 corresponding to the amplitudes δn, many times. The degeneracy is lifted by the small,
but finite value of Dˆ and the finite size of the matrix. The eigenvalue λ ≈ 0.1 corresponds to β1. To check our result
that all multiple bands solutions are unstable, we numerically calculated the smallest eigenvalues of Eqs. (3.28) for
the solutions B and C, found in section 2. We indeed find that solutions B and C are unstable to small nonundulating
perturbations. This is shown in the graph in Fig. 7, where an eigenvalue with real part smaller than zero was found
for both solutions B and C.
We next turn to the general case in which the diffusion is no longer assumed to vanish and undulations in the
perturbations are admitted.
3.4 Linear stability: nonzero diffusion
The linear stability of the stationary solutions found in section 2 with respect to undulatory perturbations are examined
numerically. We follow the same strategy as in the previous section, projecting out the different sine and cosine modes,
but this time keeping the imaginary parts of the evolution equations (3.17) as k is no longer presumed to vanish.
It again proves beneficial to use the scaled amplitudes αn(k, tˆ), βn(k, tˆ), δn(k, tˆ) defined in Eq. (3.20) rather than
the amplitudes an(k, tˆ), bn(k, tˆ), dn(k, tˆ), for numerical convenience. Once we have projected out the sine and cosine
modes, we are left with the evolution equations of the amplitudes. The details of this calculation are relegated to
Appendix B. Here we merely note that the general structure of the system of differential equations, whose stability
we would like to explore can easily be captured in a matrix equation.
By introducing a vector u = (α0, · · · , αn, β1, · · · , βn, δ0, · · · , δn, δˆ˙γ0, δˆ˙γ1, δΣ̂), the matrix equivalent of the ampli-
tude evolution is given by
S · du
dt
= −(LR − 2ikLI) · u, (3.34)
where the (3n + 5) × (3n + 5) matrices S and LR,LI can be easily read off from the amplitude equations (B.1-B.4)
in Appendix B. As in the previous section eigenvalues of the matrix S−1L˜≡S−1LR − 2ikS−1LI with positive real
part correspond to stable solutions. The linear stability of the stationary solutions found in section 3.3 with respect
to non-undulatory perturbations is retrieved by setting k = 0 in Eq, (3.34)
The results of the numerical calculations that were performed for this special case are presented in Figs. 6 and 7
show good agreement with the analytical estimate for Dˆ → 0 and k = 0. The general case for k 6=0 does not allow any
tractable analytical expressions for the eigenvalues. We therefore have to resort to numerical methods.
To find the real part of eigenvalues for the stationary solution A, we diagonalize the matrix L˜ numerically using
the QR algorithm from Ref. [22]. We verified our results with the LAPACK linear algebra package [25], and verified
convergence of the eigenvalues up to n = 1000.
Figure 8 shows the real part of the least stable eigenvalue, i.e. that with smallest real part, as a function of k.
The dependence on k is quadratic and for k = 0 the smallest eigenvalue is equal to 0. The stability decreases with
decreasing Dˆ; for Dˆ decreasing, at a fixed value of k = 10, from Dˆ = 10−2 to Dˆ = 10−5, Re(λ) changes from 1.0 to
about 10−3.
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Fig. 8. The eigenvalue with smallest real part as a function of k for solution A using different values of the diffusion constant
Dˆ. The eigenvalue with smallest real part is observed to increase quadratically with k. Moreover, the eigenvalues decrease with
decreasing Dˆ, eventually approaching zero, a signal of neutral stability.
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Fig. 9. The distribution of the first 100 eigenvalues with smallest real part for fixed k = 3 and different values of the diffusion
constant Dˆ. The stair case is clearly recognizable and a clear accumulation of eigenvalues occurs at Re(λ) = 1 and Re(λ) =
Ac = 5.
To investigate the distribution of eigenvalues, we plot the 100 eigenvalues with the smallest real parts for fixed
k = 3 in Fig. 9. One can still clearly distinguish the plateaus at Re(λ) = 1 and Re(λ) = Ac = 5. The plateaus become
smaller for increasing D, as the eigenvalues increase more rapidly for larger Dˆ.
To verify our calculations, we have performed the same calculations for the smooth model originally introduced in
Eq. (2.3) (see Appendix C for details). We find that the smooth model, indeed qualitatively reproduces the numerical
results of the piecewise toy model.
Moreover, for this model the shear banding state with two bands is also linearly stable with respect to undulations,
as witnessed by the positivity of the real parts of the eigenvalues in Fig. 10. Although we report here only the results
Ac = 5, we verified linear stability of the two-band solution for a large number of values of Ac ∈ [1, 10]. This agrees
with the picture that arose from our analytical study for the case of zero diffusion, where we found that one eigenvalue
is equal to zero whereas the others are concentrated at Ac and 1. The effect of diffusion is to shorten the plateaus
where eigenvalues have real part 1 or Ac, and this behavior persists for the entire range of Ac studied.
The continuous (Fig. 10(a)) and piecewise (Fig. 8) models display qualitatively similar features: the curves initially
increase roughly quadratically with k and are always positive. For larger k values we find Re(λ) ∼ k, which suggests
that for this k regime the imaginary components of the evolution of the amplitudes dominate; and for still larger values
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Fig. 10. Real part of the eigenvalue with the smallest real part, as a function of the undulation wave number k for four different
values of the diffusion constant Dˆ for the continuous model (a). For small k < 1 the dependence of Re(λ) is again approximately
quadratic. For larger k bumps occur, which are probably caused by the fact that the imaginary part of the equations start
to dominate the eigenvalues. The distribution of 400 eigenvalues with smallest real part (b) for k = 3 is very similar to the
distribution obtained by the piecewise toy model of Fig. 9.
of k the dependence of Re(λ)(k) levels off. This feature was occurs in the piecewise model at much larger k-values
not shown in Fig. 8. In both cases smaller Dˆ gives rise to less stable eigenvalues. Precise comparison between the two
models is difficult as the wavenumber k is scaled with a factor α = 20 in the continuous case. This parameter α is
necessary in order to find a stable shear banding solution in the continuous case [4]. One striking difference between
the curves in Fig. 8 and Fig. 10(a) is the behavior in the limit k → 0. In the smooth model with k → 0 the smallest
eigenvalue depends on Dˆ. The eigenvalue 0 results only when Dˆ → 0, in contrast to the piecewise model which is
always neutrally stable with respect to non-undulatory perturbations. This can mathematically be understood from
the fact that the interface width scales as
√
Dˆ for Dˆ → 0. Therefore the matching at the interface can be done in
a smoother fashion when Dˆ becomes increasingly smaller. In the limit Dˆ → 0 this will result in a solution to the
piecewise model which approximates the solution to the smooth model. If we compare Fig. 10(b) with Fig. 9, we
see the same qualitative behavior. Again plateaus occur, but because of the smoothness of the model the curves are
more regular than those obtained for the piecewise toy model. Nevertheless, Fig. 10 suggests that the results for the
piecewise model are generic and also valid for general smooth models without normal stresses.
From our findings we therefore conclude that normal stresses are generically responsible for rendering the Johnson-
Segalman model linearly unstable for long wavelength undulations. This confirms the results which were first conjec-
tured in Refs. [14,20].
4 Discussion
We have studied, to a large extent analytically, a toy model for shear banding without normal stresses, but with spatial
gradient terms (stress diffusion). We captured the general characteristics of a nonmonotonic stress-shear rate relation
by introducing a piecewise linear stress-shear rate curve, which makes analytical calculations tractable. The results
obtained for the piecewise model were shown to be in qualitatively agreement from those obtained using a smooth
function g.
For the set of parameters chosen, we found multiple stationary solutions when Dˆ < 10−2. For Dˆ = 10−3 we obtain
three stationary states: one being the commonly observed two-band profile and the other two having three and four
bands. The two-band profile was shown to be linearly stable with respect to two-dimensional undulations. The linear
stability of the two-band profile is at variance with analogous results for Johnson-Segalman (JS) model, which was
shown by Fielding to have linear instabilities for a certain range of k vectors [18] with k ≈ 1. This strongly suggests
that normal stresses, absent in our model, are responsible for the linear instabilities arising in the JS model. Related
recent work by Fielding and co-workers [19,20] showed that these linear instabilities are suppressed if nonlinear effects
are taken into account. It might be that nonlinear perturbations induce instabilities in the scalar model studied here.
The behavior of such (weakly) nonlinear instabilities is a subject of interest and future research.
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A Integration Constants
The integration constants c1,c2, d1, d2 can be expressed in terms of yˆ0, the spatial position at which ˆ˙γ equals ˆ˙γ0. From
the four equations (2.15-2.16) we find
c1 =
ˆ˙γ0 − α bΣAc
cosh
(√
Ac
Dˆ
yˆ0
) (A.1a)
c2 =
ˆ˙γ1 − αΣ̂
cosh
[
(yˆ1 − 1)/
√
Dˆ
] (A.1b)
d1 =
(αΣ̂ −Ac ˆ˙γ0) cos
(√
z
Dˆ
yˆ0
)
z
−
tanh
(√
Ac
Dˆ
yˆ0
)
sin
(√
z
Dˆ
yˆ0
)
(Ac ˆ˙γ0 − αΣ̂)
√
Acz
(A.1c)
d2 =
(αΣ̂ −Ac ˆ˙γ0) sin
(√
z
Dˆ
yˆ0
)
z
+
tanh
(√
Ac
Dˆ
yˆ0
)
cos
(√
z
Dˆ
yˆ0
)
(Ac ˆ˙γ0 − αΣ̂)
√
Acz
, (A.1d)
where z = Ac
ˆ˙γ0−ˆ˙γ1
ˆ˙γ1−ˆ˙γ0 . From these equations, together with Eqs. (2.17-2.18), the values of yˆ0 and yˆ1 can in principle be
determined as a function of Σ̂. To fix the value of the selected stress Σ̂∗ an additional equation is required. From the
global constraint of an imposed average shear rate 〈ˆ˙γ〉 we can find an expression for Σ̂∗. We substitute Equations (A.1)
for the constants c1,2 and d1,2 into Eqs. (2.14a-2.14c), and calculate the average value of the shear rate directly by
splitting up the integral in three parts: [0, yˆ0],[yˆ0, yˆ1], [yˆ1, 1]. By equating the sum of the three parts to 〈ˆ˙γ〉, we obtain
the following expression for Σ̂ in terms of yˆ0, yˆ1, 〈ˆ˙γ〉, and ˆ˙γ0, ˆ˙γ1:
αΣ̂∗ =
Ac
{
ˆ˙γ0(Ac + z)(yˆ0 − yˆ1)−
√
Dˆ
[
ˆ˙γ0 tanh
(√
Ac
Dˆ
yˆ0
)(
Ac+z√
Ac
)
+ ˆ˙γ1 tanh
(
1−yˆ1√
Dˆ
)
(z + 1)
]
+ 〈ˆ˙γ〉z
}
Ac(yˆ0 − yˆ1 + z − zyˆ1) + yˆ0z −
√
Dˆ
[
tanh
(√
Ac
Dˆ
yˆ0
)(
Ac+z√
Ac
)
+Ac(1 + z) tanh
(
1−yˆ1√
Dˆ
)] . (A.2)
B Amplitude evolution equations
The time evolution of the amplitudes αn(k, tˆ) and δˆ˙γ0(k, tˆ) can be determined by substituting δˆ˙γ
I(xˆ, yˆ, tˆ) in Eq. (3.12a).
When we project out the cosine modes and use the definition of the scaled amplitudes αn(k, tˆ) = an(k, tˆ)(2n +
1)pi(−1)n/4, we obtain
dαm
dtˆ
−
(
∂ ˆ˙γ1D
∂yˆ
)
yˆ0
∂tˆδyˆ0(k, tˆ)− ∂tˆαδΣ̂(k, tˆ) = (Ac + Dˆk2)
(
∂ ˆ˙γ1D
∂yˆ
)
yˆ0
δyˆ0(k, tˆ)−
(
Ac + Dˆk
2 + Dˆ
(
pi(2m+ 1)
2yˆ0
)2)
αm
+ Dˆk2αΣ̂(k, tˆ)− ik(−1)
m(2m+ 1)pi
2yˆ0
 ∞∑
n=1
αn(−1)n 16yˆ
2
0
(2n+ 1)3pi3
[
RAmn − TAm
]
+
(
∂ ˆ˙γ1D
∂yˆ0
)
yˆ0
δyˆ0(k, tˆ)F
A
m
+
∞∑
n=1
[
LAmn +
D
Ac
RAmn
]
4αn(−1)n
(2n+ 1)pi
−
(
JAm +
Dˆ
Ac
TAm
)αδΣ̂ +(∂ ˆ˙γ1D
∂yˆ
)
yˆ0
δyˆ0(k, tˆ)
 . (B.1)
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∞∑
n=0
dαn
dtˆ
1
(2n+ 1)2pi2
− α∂tˆδΣ̂ + ∂tˆδγˆ0 = Dˆk2αδΣ̂ − (Ac + Dˆk2)δγˆ0 − 8(Ac + Dˆk2)
∞∑
n=0
αn
(2n+ 1)2pi2
− 2Dˆ
yˆ20
∞∑
n=0
αn
− ik
yˆ0
{
−
∞∑
n=0
αn(1− (−1)n)16yˆ20
(2n+ 1)3pi3
ˆ˙γ0 +
∞∑
n=0
8yˆ0αn
(2n+ 1)2pi2
[
αΣ̂yˆ0
Ac
+ (ˆ˙γ0 − αΣ̂
Ac
)
√
Dˆ
]
− αδΣ̂
[
αΣ̂yˆ20
2Ac
+ (ˆ˙γ0 − αΣ̂
Ac
)
Dˆ
Ac
]
+ yˆ0δγ0
(
αΣ̂yˆ0
Ac
+
(
ˆ˙γ0 − αΣ̂
Ac
)√
Dˆ
)
− yˆ
2
0
ˆ˙γ0δγ0
2
}
≡ Dˆk2αδΣ̂ − (Ac + Dˆk2)δγˆ0 − 8(Ac + Dˆk2)
∞∑
n=0
αn
(2n+ 1)2pi2
− 2Dˆ
yˆ20
∞∑
n=0
αn − ik
yˆ0
Π1(k, tˆ). (B.2)
In Eq. (B.2) we defined the real function Π1(k, tˆ) as the imaginary contribution to the evolution of δγˆ0. The coefficients
RAmn, T
A
m, F
A
m , L
A
mn, J
A
m in Eqs. (B.1) are defined in terms of integrals of functions on the interval [0, yˆ0]:
RAmn =
∫ yˆ0
0
cos
(
(2m+ 1)piyˆ
2yˆ0
)
cos
(
(2n+ 1)piyˆ
2yˆ0
)
∂ ˆ˙γ1D
∂yˆ
dyˆ (B.3a)
FAm =
∫ yˆ0
0
cos
(
(2m+ 1)piyˆ
2yˆ0
)
yˆ2
2
∂ ˆ˙γ1D
∂yˆ
dyˆ (B.3b)
LAmn =
∫ yˆ0
0
cos
(
(2m+ 1)piyˆ
2yˆ0
)
cos
(
(2n+ 1)piyˆ
2yˆ0
)
αΣ̂yˆ
Ac
dyˆ, (B.3c)
and TAm = R
A
m,− 1
2
, and JAm = L
A
m,− 1
2
. The evolution equations for the amplitudes δn(k, tˆ) is derived by substituting
the expression for δˆ˙γIII(xˆ, yˆ, tˆ) in Eq. (3.12c), projecting out the cosine mode,s and using the scaling relation between
dn and δn , yielding
dδm
dtˆ
−
(
∂ ˆ˙γ1D
∂yˆ
)
yˆ1
∂tˆδyˆ1(k, tˆ)− ∂tˆαδΣ̂(k, tˆ) = (1 + Dˆk2)
(
∂ ˆ˙γ1D
∂yˆ
)
yˆ1
δyˆ1(k, tˆ)−
(
1 + Dˆk2 + Dˆ
(
pi(2m+ 1)
2(1− yˆ1)
)2)
δm
+ Dˆk2αΣ̂(k, tˆ)− ik(−1)
m(2m+ 1)pi
2(1− yˆ1)
 ∞∑
n=1
δn(−1)n 16(1− yˆ1)
2
(2n+ 1)3pi3
[
R˜Dmn − T˜Dm
]
+
(
∂ ˆ˙γ1D
∂yˆ1
)
yˆ1
δyˆ1(k, tˆ)F˜
D
m
+
∞∑
n=1
[
L˜Dmn + DˆR˜
D
mn
] 4δn(−1)n
(2n+ 1)pi
−
(
J˜Dm + DˆT˜
D
m
)αΣ̂ +(∂ ˆ˙γ1D
∂yˆ
)
yˆ1
δyˆ1(k, tˆ)
− ik〈ˆ˙γ〉δm
+ ik
αδΣ̂ +(∂ ˆ˙γ1D
∂yˆ
)
yˆ1
δyˆ1
 〈ˆ˙γ〉, (B.4)
where the functions R˜Dmn, T˜
D
m , F˜
D
m , L˜
D
mn, J˜
D
m are defined similarly to Eqs. (B.3), with yˆ0 everywhere replaced by 1− yˆ1
and Ac set to 1. If we integrate the amplitude equation for dn(k, t) from yˆ1 to 1, we obtain the evolution equation for
the δˆ˙γ1(k, tˆ),
8
∞∑
n=0
dδn
dtˆ
1
(2n+ 1)2pi2
− α∂tˆδΣ̂ + ∂tˆδγˆ1 = Dˆk2αδΣ̂ − (1 + Dˆk2)δγˆ1 − 8(1 + Dˆk2)
∞∑
n=0
δn
(2n+ 1)2pi2
− 2Dˆ
(1 − yˆ1)2
∞∑
n=0
δn
− ik
(1− yˆ1)
{
−
∞∑
n=0
δn(1− (−1)n)16(1− yˆ1)2
(2n+ 1)3pi3
ˆ˙γ1 +
∞∑
n=0
8(1− yˆ1)δn
(2n+ 1)2pi2
[
〈ˆ˙γ〉+ αΣ̂(yˆ1 − 1)− (ˆ˙γ1 − αΣ̂)
√
Dˆ
]
− αδΣ̂
[
〈ˆ˙γ〉(1 − yˆ1)− αΣ̂(1 − yˆ1)
2
2
− (ˆ˙γ1 − αΣ̂)Dˆ
]
− (1− yˆ1)δγ1
(
〈ˆ˙γ〉 − αΣ̂(1− yˆ1) +
(
ˆ˙γ1 − αΣ̂
)√
Dˆ
)
+
(1− yˆ1)2 ˆ˙γ1δγ1
2
}
≡Dˆk2αδΣ̂ − (1 + Dˆk2)δγˆ1 − 8(1 + Dˆk2)
∞∑
n=0
δn
(2n+ 1)2pi2
− 2Dˆ
(1− yˆ1)2
∞∑
n=0
δn − ik
(1− yˆ1)Π2(k, tˆ),
(B.5)
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where Π2(k, tˆ) is the imaginary contribution to the evolution of δγˆ1. The equation for the amplitudes bn(k, tˆ) can
be found from the evolution equation of q (Eq. 3.16) and substituting expression (3.15), which leads to a lengthy
differential equation for bn(k, tˆ). After projecting out the sine modes over [yˆ0, yˆ1], we find
dβm
dt
+
1
2
(−1)m∂t
(
∂ ˆ˙γ1D
∂yˆ
)
yˆ1
δyˆ1 − ∂t
(
∂ ˆ˙γ1D
∂yˆ
)
yˆ0
δyˆ0
− 1
2
∂tαδΣ̂(1 − (−1)m) = βm
[
z − Dˆk2 − Dˆ
(
mpi
(2M + 1)pi − h
)2]
+
z − Dˆk2
2
(−1)m(∂ ˆ˙γ1D
∂yˆ
)
yˆ1
δyˆ1 −
(
∂ ˆ˙γ1D
∂yˆ
)
yˆ0
δyˆ0
+ 1
2
Dˆk2αδΣ̂(1− (−1)m)
− ikmpi
2(yˆ1 − yˆ0
−
(
∂ ˆ˙γ1D
∂yˆ
)
yˆ0
yˆ20δyˆ0
2
[−d1P1(m) + d2P2(m)] + yˆ0δyˆ0
(
∂ ˆ˙γ1D
∂yˆ
)
yˆ0
[−d1V1(m) + d2V2(m)]
+
∞∑
n=0
16αnyˆ
2
0(1− (−1)n)
(2n+ 1)3pi3
[−d1P1(m) + d2P2(m)]−
∞∑
n=0
8yˆ0αn
(2n+ 1)2pi2
[−d1V1(m) + d2V2(m) + d1yˆ0P1(m)− d2yˆ0P2(m)]
−
∞∑
n=0
4βn(yˆ1 − yˆ0)
n2pi2
[−d1V1(m) + d2V2(m) + d1yˆ0P1(m)− d2yˆ0P2(m)] +
∞∑
n=1
[
4βn(yˆ1 − yˆ0)2
n3pi3
− 4Dˆβn
pinz
]
× [−d1G1(m,n) + d2G2(m,n)] +
∞∑
n=1
4βnQ1(m,n)
npi
C˜2 +
−yˆ0 + (−1)myˆ1
mpi
(∂ ˆ˙γ1D
∂yˆ
)
yˆ1
δyˆ1 −
(
∂ ˆ˙γ1D
∂yˆ
)
yˆ0
δyˆ0
 C˜1
+
1− yˆ0 + (yˆ1 − 1)(−1)myˆ1
mpi
yˆ0
(
∂ ˆ˙γ1D
∂yˆ
)
yˆ1
δyˆ1 − yˆ1
(
∂ ˆ˙γ1D
∂yˆ
)
yˆ0
δyˆ0
 C˜1 − C˜2W (m)
(∂ ˆ˙γ1D
∂yˆ
)
yˆ1
δyˆ1 −
(
∂ ˆ˙γ1D
∂yˆ
)
yˆ0
δyˆ0

+
√
Dˆ
z
(
1
(2M + 1)pi − h
)
[d1V1(m)− d2V2(m)]
(∂ ˆ˙γ1D
∂yˆ
)
yˆ0
δyˆ0 −
(
∂ ˆ˙γ1D
∂yˆ
)
yˆ1
δyˆ1

+
√
Dˆ
z
(
1
(2M + 1)pi − h
)
[d1P1(m)− d2P2(m)]
(∂ ˆ˙γ1D
∂yˆ
)
yˆ1
yˆ0δyˆ1 −
(
∂ ˆ˙γ1D
∂yˆ
)
yˆ0
yˆ1δyˆ0
− αδΣ̂(1 − (−1)m) yˆ1 − yˆ0
mpi
C˜1
+ αC˜2(yˆ1 − yˆ0)δΣ̂ (−yˆ0 + yˆ1(−1)
m)
mpi
− αδΣ̂ [d1P1(m)− d2P2(m)] Dˆ
z
}
− ikC˜1βm, (B.6)
where
P1(m) =
√
z
Dˆ
∫ yˆ1
yˆ0
sin
(
mpi(yˆ − yˆ0)
yˆ1 − yˆ0
)
sin
(√
z
Dˆ
yˆ
)
dyˆ (B.7a)
V1(m) =
√
z
Dˆ
∫ yˆ1
yˆ0
sin
(
mpi(yˆ − yˆ0)
yˆ1 − yˆ0
)
sin
(√
z
Dˆ
yˆ
)
yˆ dyˆ (B.7b)
G1(m,n) =
√
z
Dˆ
∫ yˆ1
yˆ0
sin
(
npi(yˆ − yˆ0)
yˆ1 − yˆ0
)
sin
(
mpi(yˆ − yˆ0
yˆ1 − yˆ0
)
sin
(√
z
Dˆ
yˆ
)
yˆ dyˆ (B.7c)
Q1(m,n) =
∫ yˆ1
yˆ0
sin
(
npi(yˆ − yˆ0)
yˆ1 − yˆ0
)
sin
(
mpi(yˆ − yˆ0
yˆ1 − yˆ0)
)
yˆ dyˆ (B.7d)
W (m) =
∫ yˆ1
yˆ0
sin
(
npi(yˆ − yˆ0)
yˆ1 − yˆ0)
)
yˆ2
yˆ1 − yˆ0 dyˆ. (B.7e)
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The functions P2(m), V2(m),G2(m,n) are obtained if the sin
(√
z
Dˆ
yˆ
)
function is replaced by cos
(√
z
Dˆ
yˆ
)
The constants
C˜1 and C˜2 are defined by
C˜1 =
αΣ̂ −Ac ˆ˙γ0
zAc
yˆ0(z +Ac) +
√
Dˆ
Ac
(
ˆ˙γ0 − αΣ̂
Ac
)
−
√
Dˆ
z
[
d1 sin
(√
z
Dˆ
yˆ0
)
− d2 cos
(√
z
Dˆ
yˆ0
)]
, (B.8a)
C˜2 = ˆ˙γ0 +
Ac ˆ˙γ0 − αΣ̂
z
. (B.8b)
The final evolution equation we need is that for δΣ̂, which is obtained by using Eqs. (B.2) and (B.5) and substituting
the expressions for ∂tδγˆ0, ∂tδγˆ1 in the differentiated Eq. (3.18). We then find that the evolution equations for the
average stress perturbation δΣ̂ read:
α∂tˆδΣ̂ − 4(yˆ1 − yˆ0)
∞∑
n=0
dαn
dt
1
(2n+ 1)2pi2
− 4(yˆ1 − yˆ0)
∞∑
n=0
dδn
dt
1
(2n+ 1)2pi2
+ 8(yˆ1 − yˆ0)
∞∑
n=0
dβ2n+1
dtˆ
1
(2n+ 1)2pi2
=
+ 4(1 + Dˆk2)(2− yˆ1 − yˆ0)
∞∑
n=0
δn
(2n+ 1)2pi2
+ 4(Ac + Dˆk
2)(yˆ1 + yˆ0)
∞∑
n=0
αn
(2n+ 1)2pi2
+
Dˆ(yˆ0 + yˆ1)
yˆ20
∞∑
n=0
αn
(2n+ 1)2pi2
+
Dˆ(2− yˆ0 − yˆ1)
(1− yˆ1)2
∞∑
n=0
δn
(2n+ 1)2pi2
+ (1 + Dˆk2)(2− yˆ1 − yˆ0)δγˆ1
2
+ (Ac + Dˆk
2)(yˆ1 + yˆ0)
δγˆ0
2
− αDˆk2δΣ̂
+ ik
(
(yˆ0 + yˆ1)
2yˆ0
Π1(k, tˆ) +
2− yˆ1 − yˆ0
2(1− yˆ1) Π2(k, tˆ)
)
. (B.9)
C Continuous model
In this appendix we present the results of stability analysis of the first model, in which the nonmonotonic stress is
encoded in the smooth function g(ξ) (Eq. 2.3). A straightforward calculation shows that for this case the amplitudes
an(k, tˆ) are not given by Eq. (B.1), but instead obey
∞∑
n=0
dan(k, tˆ)
dtˆ
cos(npiyˆ) = −
∞∑
n=0
[
1 + Dˆ(n2pi2 + k2)
]
an(k, tˆ) cos(npiyˆ)− αg′[α(〈σˆ1Dp 〉+ 〈ˆ˙γ〉/α− σˆ1Dp (y))]
∞∑
n=1
an(k, tˆ) cos(npiyˆ)
(C.1)
+ ik
{
α
∞∑
n=1
an(k, tˆ)
[
cos(npiyˆ)− 1
n2pi2
]
∂yˆσˆ
1D
p (yˆ)−
∞∑
n=0
an(k, tˆ)vˆ
1D(yˆ) cos(npiyˆ)
}
.
Projecting out the cosines, we have the following matrix equation
a˙ = − (Pcont · a− 2iαkQcont · a) , (C.2)
where the dot denotes denotes differentiation with respect to time. The entries of matrix Pcont are given as
P cont00 = (1 + Dˆk
2) (C.3)
P cont0n = α
∫ 1
0
g′[α(〈σˆ1Dp 〉+ 〈ˆ˙γ〉/α− σˆ1Dp (y))] cos(npiy) dy, (n≥ 1) (C.4)
P contn0 = 0, (n≥ 1) (C.5)
P contmn = (1 + Dˆ(n
2pi + k2))δnm + 2α
∫ 1
0
g′[α(〈σˆ1Dp 〉+ 〈ˆ˙γ〉/α− σˆ1Dp (y))] cos(npiy) cos(mpiy) dy, (m,n≥ 1). (C.6)
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For the matrix Qcont, we find the entries
Qcont00 = −
〈ˆ˙γ〉
4α
+
〈σˆ1Dp 〉
4
− 1
2
∫ 1
0
yσˆ1Dp (y) dy (C.7)
Qcont0n =
{
〈σˆ1Dp 〉+ 〈
ˆ˙γ〉
α
−σˆ1Dp (1)
n2pi2 (n odd)
0 (n even)
(C.8)
Qcontn0 =
{
2(〈σˆ1Dp 〉+ 〈
ˆ˙γ〉
α
)
n2pi2 −
∫ 1
0
σˆ1Dp (y)
sin(npiy)
npi dy (n odd)
− ∫ 10 σˆ1Dp (y) sin(npiy)npi dy (n even) (C.9)
Qcontnn = −
1
4
( 〈γ〉
α
+ 〈σˆ1Dp 〉
)
+
3
4npi
∫ 1
0
σˆ1Dp (y) sin(2piny) dy
− 1
2
∫ 1
0
σˆ1Dp (y)y dy −
1
npi
∫ 1
0
sin(npiy)σˆ1Dp (y) dy +
(
1− (−1)n
n2pi2
)
σˆ1Dp (1) (C.10)
Qcontmn = −
(
〈ˆ˙γ〉
α
+ 〈σˆ1Dp 〉
)(−2m2 − 2n2 + (−1)m−n(m+ n)2 + (−1)m+n(m− n)2
2pi2(m− n)2(m+ n)2
)
, (n≥ 1)
−
∫ 1
0
σˆ1Dp (y) [m sin((n−m)piy) + n sin((n−m)piy)−m sin((n+m)piy) + n sin((n+m)piy)]
2pi2(n2 −m2)
+
∫ 1
0
[
sin(npiy) cos(mpiy)
npi
]
σˆ1Dp (y) dy + (−1)mσˆ1Dp (1)
[
(−1)n − 1
n2pi2
]
+
∫ 1
0
σˆ1Dp (y)
[
cos(npiy)− 1
n2pi2
]
mpi sin(mpiy) dy, (m 6=n,m, n≥ 1) (C.11)
All the matrix elements have to be computed numerically, after which the linear stability of the solutions can be
examined along the same lines as for the piecewise model. From these computations, we conclude that the continuous
equivalent of the piecewise system exhibits the same stability behavior as the piecewise model: it is linearly stable. For
long wavelength undulations the dispersion relation is again dominated by the real diagonal matrix elements. That is,
we find again a quadratic dependence of the eigenvalue with the smallest real part on k.
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