Abstract. Let R be a two-dimensional regular local ring having an algebraically closed residue field and let a be a complete ideal of finite colength in R. In this article we investigate the jumping numbers of a by means of the dual graph of the minimal log resolution of the pair (X, a). Our main result is a combinatorial criterium for a positive rational number ξ to be a jumping number. In particular, we associate to each jumping number certain ordered tree structures on the dual graph.
Introduction
Multiplier ideals have in recent years emerged as an important tool in algebraic geometry. Given a closed subscheme of a smooth complex variety, there is a nested sequence of multiplier ideals parametrized by the positive rational numbers. A jumping number is a value of the rational parameter at which the multiplier ideal makes a jump. Jumping numbers form a discrete set of invariants, which contains important information about the singularities of the subscheme in question.
Jumping numbers are defined by using an embedded resolution of the subcheme. They depend on the exceptional divisors appearing in the resolution. The purpose of this article is to look at jumping numbers from the point of view of the combinatorics of exceptional divisors in the case of a smooth surface. In particular, we associate to each jumping number certain ordered tree structures on the dual graph of the resolution. These structures generalize the one discovered by Veys in [11] while he was studying poles of the topological zeta function To describe our work in more detail, let a be a complete ideal of finite colength in a two-dimensional regular local ring R having an algebraically closed residue field. Let X −→ Spec R be a minimal log resolution of the pair (R, a). Let D be the divisor on X such that O X (−D) = aO X . Let E 1 , . . . , E N be the exceptional divisors. Recall that a divisor F = f 1 E 1 + . . .+f N E N is called antinef if F ·E γ ≤ 0 for all γ = 1, . . . , N, where F ·E γ denotes the intersection product. Our starting point is the observation made in [7] that jumping numbers of a can be parametrized by the antinef divisors. More precisely, the jumping number corresponding to F is
where D = d 1 E 1 +. . .+d N E N and K = k 1 E 1 +. . .+k N E N is the canonical divisor. Let Γ denote the dual graph of X. Recall that the vertices of the dual graph correspond to the exceptional divisors and that two vertices are adjacent if and only if the corresponding exceptional divisors intersect. The above considerations motivate us to investigate the function λ(f γ , γ) on |Γ|, where λ(a, γ) := a + k γ + 1 d γ for any a ∈ Z and γ ∈ |Γ|. By the above the minimum value of λ(f γ , γ) is now the jumping number ξ = ξ F . We call the set S F := {γ ∈ |Γ| | λ(f γ , γ) = ξ} the support of ξ with respect to the antinef divisor F . Our main result Theorem 4.3 is a combinatorial criterium for a positive rational number ξ to be a jumping number. We observe that it is possible to choose the divisor F in such a way that λ(f γ , γ) strictly increases along every path away from the support. By assigning the number λ(f γ , γ) to each vertex γ, we can make the dual graph an ordered tree. An end of S F must either have at least three adjacent vertices or correspond to some Rees valuation of the ideal. Moreover, one may assume that S F is a chain such that the vertices corresponding to Rees valuations do not occur at the non-ends of S F .
We also want to understand how the so called contributing divisors arise. The notion of contribution to a jumping number by a divisor was introduced by Smith and Thompson in [9] , and the investigation has then been continued by Tucker in [10] . It turns out in Theorem 4.16 that every critically contributing divisor, in the sense of Tucker, is of the type γ∈S F E γ . However, the converse is not true. Therefore we give in Theorem 4.19 a necessary and sufficient condition for a reduced divisor to be a critically contributing one.
Using Theorem 4.3 we will also show in Corollary 4.10 that given a vertex with at least three adjacent vertices or a vertex corresponding to a Rees valuation of the ideal, there is always a jumping number supported exactly at this vertex. Note that a support of a jumping number always contains vertices of this type. Moreover, by means of Theorem 4.3 we can in Proposition 4.12 construct from a given jumping number certain new jumping numbers having the same support as the original one.
Our main technical tool is Lemma 3.6 which helps us to construct suitable antinef divisors F . This is inspired by the work of Loeser and Veys concerning the numerical data associated to the exceptional divisors of the resolution (see [6] and [11] ).
Finally, we would like to refer to the book of Favre and Jonsson ([3] ) for related topics. It would be interesting to know whether our results can be interpreted in their 'tree language'.
Preliminaries
We begin by fixing notation and recalling some basic facts from the Zariski-Lipman theory of complete ideals. For more details, we refer to [4] , [1] , [5] and [7] .
Throughout this article R denotes a regular local ring of dimension two having an algebraically closed residue field. Let a be a complete ideal of finite colength in R. Let π : X → Spec(R) be a minimal principalization of a. Then X is a regular scheme and aO X = O X (−D) for an effective Cartier divisor D. Note that π is a log resolution of the pair (Spec R, a), i.e., the divisor D + Exc(π) has simple normal crossing support, where Exc(π) denotes the sum of the exceptional divisors of π.
The morphism π is a composition of point blowups of regular schemes
where π µ : X µ+1 → X µ is the blowup of X µ at a closed point x µ ∈ X µ for every µ = 1, . . . , N. Let E µ and E * µ , respectively, be the strict and total transform of the exceptional divisor π −1 µ {x µ } on X for every µ = 1, . . . , N. We denote by v µ the discrete valuation associated to the discrete valuation ring O X,Eµ , in other words, v µ is the m Xµ,xµ -adic order valuation.
Recall that a point x µ is said to be infinitely near to a point x ν , if the projection X µ → X ν maps x µ to x ν . This relation gives a partial order on the set {x 1 , . . . , x N }. A point x µ is proximate to the point x ν , denoted by µ ≻ ν, if and only if x µ lies on the strict transform of π −1 ν {x ν } on X µ . Following [1, Definition-Lemma 1.5], the proximity matrix is
Note that this is the transpose of the proximity matrix given in [4, p. 6] . We set Q = (q µ,ν ) N ×N := P −1 . The equation P Q = 1 immediately gives the formula
If x µ is infinitely near to x ν , then q µ,ν > 0 while q µ,ν = 0 otherwise. Clearly q µ,µ = 1 for all µ = 1, . . . , N. We denote by Γ the dual graph associated to our principalization. It is well known that Γ is a tree. Let |Γ| be the corresponding set of vertices.
Recall that there is a vertex ν corresponding to each exceptional divisor E ν weighted by the number w Γ (ν) := −E 2 ν . Note that w Γ (ν) = 1 + #{µ ∈ |Γ| | µ ≻ ν}.
Two vertices µ and ν are called adjacent if they can be joined by an edge. This is the case if and only if the corresponding exceptional divisors E µ and E ν intersect. We write µ ∼ ν. Then either µ ≺ ν or µ ≻ ν. Suppose, for example, that µ ≻ ν. Then ν ∼ µ in fact means that x µ is a maximal element in the set of infinitely near points proximate to x ν . The valence v Γ (ν) of a vertex ν means the number of vertices adjacent to it. If v Γ (ν) ≥ 2, then ν is called a star. A vertex τ with v Γ (τ ) = 1 is an end. The distance between two vertices µ, ν ∈ |Γ| is defined as
Furthermore, if S ⊂ |Γ|, we set
If d(ν, S) = 1, then we write ν ∼ S.
We consider the lattice Λ := ZE 1 ⊕ . . . ⊕ ZE N of exceptional divisors on X. The lattice Λ has two other convenient bases besides {E µ | µ = 1, . . . , N}, namely {E * µ | µ = 1, . . . , N} and { E µ | µ = 1, . . . , N}, where E µ · E ν = −δ µ,ν for µ, ν = 1, . . . , N. For any G ∈ Λ, we write
The following base change formulas now hold:
where g, g * and g denote row vectors in Z n . Here (P t P ) µ,ν = −E µ · E ν . In particular, note the formulas
The support of a divisor G ∈ Λ is |G| := {γ ∈ |Γ| | g γ = 0}.
Recall that a divisor F ∈ Λ is antinef if f ν = −F · E ν ≥ 0 for all ν = 1, . . . , N. Equivalently, the proximity inequalities
hold. Note that they can also be expressed in the form
In fact, if F = 0 is antinef, then also f ν > 0 for all ν = 1, . . . , N. There is a one to one correspondence between the antinef divisors in Λ and the complete ideals of finite colength in R generating invertible O X -sheaves, given by F ↔ Γ(X, O X (−F )). For a divisor G ∈ Λ, there exists a minimal one among the antinef divisors F satisfying F ≥ G. This is called the antinef closure of G and denoted by G ∼ . We have
for any divisor G ∈ Λ.
Recall that an ideal is called simple if it cannot be expressed as a product of two proper ideals. By the famous result of Zariski, every complete ideal factorizes uniquely into a product of simple complete ideals. More precisely, a = p
, where p µ ⊂ R denotes the simple complete ideal of finite colength corresponding to the exceptional divisor E µ and d µ > 0 if and only if v µ is a Rees valuation of a. We have
In particular, we observe the reciprocity formula
For µ = ν, the proximity inequalities now become equalities
We will next recall the definition of jumping numbers. A general reference for jumping numbers is the fundamental article [2] . Recall first that the canonical divisor is K = ν E * ν . The formulas (2) now give (8) k
By (3) we then obtain an important relation
For a nonnegative rational number ξ, the multiplier ideal J (a ξ ) is defined to be the ideal
where ⌊ξD⌋ denotes the integer part of ξD. It is now known that there is an increasing discrete sequence 
Moreover, if b is the complete ideal corresponding to F , then 
Relations between numerical data associated to exceptional divisors
Let ξ be a jumping number of the ideal a. In order to define an ordered tree structure on the dual graph as described in the introduction, we must be able to construct an antinef divisor F such that ξ = ξ F and that λ(f γ , γ) increases along every path away from the support S F . Proceeding inductively, suppose that we are given a vertex γ and a vertex
. Suppose, furthermore, that numbers f γ and f η 1 have been defined in such a way that λ(f γ , γ) > λ(f η 1 , η 1 ). The key issue is to find for vertices η 1 = η ∼ γ suitable numbers f η with the property that λ(f η , η) > λ(f γ , γ). This problem will be addressed in Lemma 3.5, which is the main result of this section. Other details of the above construction will be postponed till Lemma 4.1 in the next section.
We begin with the following lemma:
In particular, this implies the following: a) If v Γ (γ) ≤ 2 and d γ = 0, then there are exactly two vertices η adjacent to γ and λ(f η , η) = ξ for both of those. Furthermore
Proof. By the formulas (3) and (9) we obtain
For any two vertices ν, γ ∈ |Γ|, set
The numbers α γ,ν were first investigated by Loeser in [6] in the case of an embedded resolution of a curve. Van Proeyen and Veys generalized his results to the ideal case in [8] . The following Lemma 3.2 and Lemma 3.3 are due to them ([8, Proposition 3.1 and Corollary 3.2]). Since we have slightly modified the statements, we include the proofs here for the convenience of the reader. Moreover, working in a more algebraic context, we also prefer to prove these results directly without utilizing the results of Loeser.
Proof. By the relation (9)
and by the formula (3)
or d γ = 0 and η is the only vertex adjacent to γ, in which case
Proof. a) Consider the sequence of point blowups (10) π :
where π µ : X µ+1 → X µ is the blowup of X µ at the closed point x µ ∈ X µ for every µ = 1, . . . , N. We shall proceed by induction on N, the case N = 1 being trivial. Consider the exceptional divisor E N arising in the last blowup. Depending on whether x N lies in an intersection of two exceptional divisor or not, E N intersects one or two exceptional divisors. In other words, the vertex N is adjacent to one or two vertices. Suppose first that the vertex N is adjacent to only one vertex β. We consider the ideal
It has the minimal principalization
The associated proximity matrix and its inverse are clearly restrictions of those of (10) . So k ′ ν = k ν for every ν = N. Because N is adjacent only to β and E 2 N = −1, the proximity equation for the ideal p ν gives v N (p ν ) = v β (p ν ). By the reciprocity formula (7) we then obtain
By the induction hypothesis, the claim therefore holds if γ, η = N. It remains to consider the numbers α β,N and α N,β .
We first observe that N being proximate only to β, we have q N,ν = q β,ν for all ν = N by (1) . By (8) we thus get
Moreover, the base change formula (2) gives
We then get
Using (7), we have
Therefore −1 ≤ α β,N < 1. Moreover, by the above the equality α β,N = −1 can take place only if k β = 1 and d ν = 0 for all ν = N. This means that we must have β = 1 and a = p d N N . In particular, N is the only vertex adjacent to β and d β = 0. Thus a) holds for α β,N . In order to show that a) holds for α N,β , too, we note that
As necessarily d N > 0, we see that |α N,β | < 1. Let us then consider the case where the vertex N is adjacent to two vertices, say β and β ′ . Now let
The ideal a ′ has a similar minimal principalization as in the preceeding case. Analogously one obtains d
By induction we only need to prove the claim for α N,β , α N,β ′ and α β,N , α β ′ ,N . We consider here only α N,β and α β,N , the proof for α N,β ′ and α β ′ ,N being similar. 
Together the above equations imply that
By the induction hypothesis, α β,β ′ < 1. Thereby also α β,N < 1. We still need to show that α β,N ≥ −1. As a β,ν < 1 for every N = ν ∼ β, we see that
where the equality holds if and only if m = 1. Hence
We conclude that |α β,N | < 1 unless m = 1 and d β = 0, in which case α β,N = −1. Finally, we have
Because |α β,N | ≤ 1 and d N > 0, we obtain |α N,β | < 1 as wanted.
b) Obviously, there is nothing to prove if γ has only one adjacent vertex. Thus we may assume that m := v Γ (γ) ≥ 2. Suppose that there are two vertices adjacent to γ, say η and η ′ , with α γ,η , α γ,η ′ ≤ 0. It then follows from Lemma 3.2 that
On the other hand, α γ,ν < 1 for every ν ∼ γ by a). Subsequently, if m > 2, then
Hence necessarily m = 2, and further, by Lemma 3.2 we also have α γ,η = 0 = α γ,η ′ and d γ = 0. 
In particular,
is a nonnegative integer.
Proof. By the formulas (3) and (9)
The last statement is now obvious.
The following lemma, which can be considered as a generalization of Lemma 3.3, will play a crucial role in the sequel: Lemma 3.6. Given any vertex γ ∈ |Γ| and any nonnegative integer a γ , we may choose for every vertex η ∼ γ a nonnegative integer a η so that 
for all 1 < j ≤ m. Moreover, this choice can be done in such a way that the strict inequality holds for all except at most one 1 < j ≤ m. In the case we already have a nonnegative integer a η 2 with λ(a η 2 , η 2 ) = λ(a γ , γ), we can assume that the inequality is strict for all 2 < j ≤ m.
2) If it is possible to find a nonnegative integer
, then one can choose the other integers a η in such a way that
holds for every 1 < j ≤ m.
Proof. Obviously we may assume that m > 1.
In the case a γ = 0, we set a η = 0 for every η ∼ γ. Since
the claim follows from Lemma 3.3. Suppose thus that a γ > 0. By Lemma 3.3 α η j ,γ ≥ −1. Then
As a γ > 0, this implies that
By Lemma 3.5
is a nonnegative integer. We can assume that for some j there exists a nonnegative integer a η j with λ(a η j , η j ) ≤ λ(a γ , γ). If this is not the case, then choose any nonnegative integers a η j satisfying m j=1 a η j = w Γ (γ)a γ .
Then λ(a η j , η j ) > λ(a γ , γ) for all j = 1, . . . , m by the above assumption. But this means that we have proven the claim.
Suppose thus that, for example, λ(a η 1 , η 1 ) ≤ λ(a γ , γ). We will first consider the case λ(a η 1 , η 1 ) < λ(a γ , γ). Because λ(a γ , γ) = λ(∆ η 1 , η 1 ), this implies that a η 1 < ∆ 1 . Then either a η 1 ≤ ⌊∆ 1 ⌋ − 1 or a η 1 = ⌊∆ 1 ⌋ and δ 1 > 0. In the first case we write
whereas in the latter case we have ϕ ≥ 1 so that
It comes therefore out that it is possible to find numbers a η j ≥ ⌊∆ j ⌋+1 > ∆ j for j = 2, . . . , m such that
Consider then the case λ(a η 1 , η 1 ) = λ(a γ , γ). Now a η 1 = ∆ 1 = ⌊∆ 1 ⌋. We immediately observe that the above argument works if d 1 > 0. This is the case also if some δ j > 0. We can therefore assume that δ 2 = 0. Then ∆ 2 = ⌊∆ 2 ⌋ is an integer. Take a η 2 = ∆ 2 . We can now write
Finally note that λ(a η 2 , η 2 ) = λ(a γ , γ) of course implies a η 2 = ∆ 2 .
Main results
We first want to give a criterium for a positive rational number to be a jumping number. We begin with two lemmata. In the first one an antinef divisor is constructed for an ordered tree structure on the dual graph:
Lemma 4.1. Let S ⊂ |Γ| be a connected set of vertices. Suppose that there is a collection of nonnegative integers {a
Then there exists an antinef divisor F ∈ Λ such that 1) f ν = a ν for all ν ∈ |Γ| with d(ν, S) ≤ 1; 2) f ν = 0 for ν ∈ S unless ν is an end;
Proof. If N = 1, then there is nothing to prove. Suppose thus that N > 1. We will define nonnegative integers f ν inductively on d(ν, S). First set f ν = a ν for all ν ∈ |Γ| with d(ν, S) ≤ 1. If S = |Γ|, we are done. Suppose then that f ν has been defined for some ν ∈ |Γ| with d(ν, S) > 0. Because S is connected and Γ contains no loops, there is a unique µ ′ ∈ |Γ| such that µ ′ ∼ ν and d(µ ′ , S) = d(ν, S) − 1. By induction we know that λ(f ν , ν) > λ(f µ ′ , µ ′ ). Therefore we can use Lemma 3.6 to find for each
In the case where ν is not an end we also get
When all the numbers f ν have so been defined, we can set F = ν f ν E ν . It remains to show that F is antinef. This is equivalent to f ν ≥ 0 for all ν. We have already seen that f ν = 0 if ν ∈ S is not an end. Moreover, f ν ≥ 0 when ν ∈ S. In order to complete the proof we need to use the following Lemma 4.2.
Lemma 4.2. Assume that N > 1. Let τ be an end and µ the vertex adjacent to it. If
Proof. Note first that g τ = w Γ (τ )g τ − g µ by (3). The assumption now says that
By the formulas (3) and (9)
so that g µ < w Γ (τ )g τ + 1, i.e., g τ ≥ 0.
We are now able to prove our first main result: 
The set S can then be chosen in such a way that conditions 1) and 2) hold while condition 3) is true for any S.
Proof. The case N = 1 being trivial, we may assume that N > 1. Suppose first that there exists a connected set S ⊂ |Γ| and a collection of nonnegative integers {a ν ∈ N|d(ν, S) ≤ 1} satisfying conditions i) and ii'). Let F ∈ Λ be an antinef divisor as in Lemma 4.1. For any chain γ = ν 0 ∼ · · · ∼ ν r = ν going away from S, where γ ∈ S, we then have
Then ξ = ξ F is a jumping number by Proposition 2.1. Note that for an end vertex γ of S, we have by Lemma 3.1 either d γ > 0 or v Γ (γ) ≥ 3, which shows that condition 3) automatically holds for S.
Conversely, if ξ is a jumping number, then by Proposition 2.1 there exists an antinef divisor F such that ξ = ξ F . We may now choose a connected component S of S F and set a ν := f ν for every ν with d(ν, S) ≤ 1. Clearly, the conditions i) and ii') are satisfied.
It remains to show that if there is a connected set S ′ ⊂ |Γ| with a collection {a ′ ν ∈ N|d(ν, S ′ ) ≤ 1} that satisfies conditions i) and ii'), then we can find a new set S ⊂ S ′ together with a collection {a ν ∈ N|d(ν, S) ≤ 1} satisfying conditions i) and ii). Moreover, also conditions 1) and 2) should hold for the set S.
If there is a vertex γ ∈ S ′ which has only one adjacent vertex, say η, and w Γ (γ)a ′ γ > a ′ η , then we choose S := {γ} and take
When this is not the case, we look for chains consisting of vertices γ ∈ S ′ such that d γ = 0 if γ is not an end of the chain. We now take our set S to be any maximal chain of this type. Obviously conditions 1) and 2) then hold.
We will next define the integers a ν for all ν ∈ |Γ| with d(ν, S) ≤ 1. To begin with, set a ν := a ′ ν if ν ∈ S. Then take any γ ∈ S and look at the vertices η ∼ γ. Note that if there is only one vertex η adjacent to γ, then we now necessarily have w Γ (γ)a ′ γ = a ′ η . By the maximality of S, η ∈ S ′ implies η ∈ S so that a η := a ′ η will do. Thus we may assume v Γ (γ) ≥ 2.
Suppose first that γ is an end of S such that λ(a ′ η , η) > ξ for all γ ∼ η / ∈ S. By assumption ii') we have
If the equality holds, we take a η := a ′ η for every γ ∼ η / ∈ S. When this is not the case, we may increase the a ′ η :s, η / ∈ S, to find numbers a η such that
For any η ∼ γ, η / ∈ S, we then have λ(a η , η) ≥ λ(a ′ η , η) > ξ. Otherwise, we can utilize Lemma 3.6 to define the numbers a η . For this we note that if γ now is an end of S, then necessarily, by the maximality of S, we have d γ > 0 and there must be a vertex η 1 ∈ S adjacent to γ. Furthermore, when γ is not an end of S, there are two vertices η 1 , η 2 ∈ S adjacent to γ. Recall that the first jumping number of a is the log canonical threshold lct(a) = min
Corollary 4.5. Consider the set of those vertices γ ∈ |Γ| for which
This set then satisfies the conditions 1) -3) of Theorem 4.3.
Proof. Recall first that f γ > 0 for every γ ∈ |Γ| if 0 = F ∈ Λ is an antinef divisor. The zero divisor 0 is then the unique antinef divisor F ∈ Λ such that lct(a) = ξ F . Therefore the claim follows from Theorem 4.3. 
and the proximity matrix
The dual graph is then associated to a minimal principalization of the ideal a = p 2 p 3 . Now
Let us take
with S F = {2, 3}. In particular, we see that S F is disconnected. However, if
, but S F ′ = {2}. We now observe that S Proof. For every i = 1, . . . , r, we have ν i ≻ γ and ν i ≻ ν i−1 , where ν 0 = γ. Using the base change formula (2), we get
Proof. By (2) we have d * ν = µ d µ q µ,ν ≥ d γ q γ,ν for every ν ∈ |Γ|. Again by (2) , and (8), we then obtain
In order to prove b), we first observe that d *
as wanted.
Consider then the case q γ,1 = 1 and d γ ≤ 2. The formula (1) implies that in this case γ is proximate to at most one adjacent vertex. The number of adjacent vertices proximate to γ must then be v Γ (γ)−t, where t ∈ {0, 1}. By using (3), we get
Assuming γ = 1, i.e., t = 1, we now obtain
In the case γ = 1 we have t = 0, and thus d *
We are now ready to prove the promised result: 
is a jumping number of a with a support {γ} for every positive integer n.
is a jumping number of a with a support {γ}. This is the case especially when γ is a star.
Proof. Suppose that {η | η ∼ γ} = {η 1 , . . . , η m }. Let a γ be a nonnegative integer. By Lemma 3.5 we now have
where
is a nonnegative integer. It follows that if ϕ ≥ 2, then we can find nonnegative integers a η j ≥ ⌊∆ j ⌋ + 1 for j = 1, . . . , m such that
and that
This means that we can use Theorem 4.3 to conclude that ξ = λ(a γ , γ) is a jumping number with a support {γ}. Let us now show that in both cases a) and b) we can choose a γ in such a way that ϕ ≥ 2.
Consider first the case a). For any integer n such that n d γ > d γ , set
By Lemma 4.9 a) a γ is positive. Moreover
for all j = 1, . . . , m. Thus
By the formula (3)
Since γ ∼ η j , we have either γ ≺ η j or η j ≺ γ. In the first case we have a maximal chain ν 1 ≺ · · · ≺ ν r j = η j of points proximate to γ. By Lemma 4.8 this means that d η j ≥ r j d γ + 1. This certainly holds also when η j ≺ γ if we set r j = 0 in this case. Therefore we have, for every j = 1, . . . , m,
and further, ϕ ≥ m − 1 + d γ ≥ 2, which proves the claim. We will next show how new jumping nunbers can be obtained from a given one. Then, for any n ∈ N, ξ + n d is also a jumping number of a with a support S.
Proof. Suppose first that S is connected. Let {a η |d(η, S) ≤ 1} be a collection of nonnegative integers satisfying the conditions of Theorem 4.3. For every vertex η ∈ |Γ| with d(η, S) ≤ 1, write
Clearly,
for every γ ∈ S and η ∼ S. By the proximity inequality for a
We thus see that
for every γ ∈ S. The claim then results from Theorem 4.3.
Consider then the general case. Let S 1 , . . . , S r be the connected components of S. Write
r).
Then clearly d = gcd{d 1 , . . . , d r }. By the preceeding case we now know that ξ + n d is a jumping number with a support S i for every i = 1, . . . , r. Then the claim follows from the following Lemma 4.13: Lemma 4.13. If S 1 , S 2 ⊂ |Γ| are supports of a jumping number ξ, then so is
Proof. Let F 1 , F 2 ∈ Λ be antinef divisors such that S 1 = S F 1 and S 2 = S F 2 . Let us define a divisor F by setting
Since F 1 and F 2 are both antinef, we see that
for any γ ∈ |Γ| and i = 1, 2, and further,
Hence F is antinef, too. Clearly, λ(f ν , ν) ≥ ξ, where the equality holds if and only if ν ∈ S 1 ∪ S 2 . Therefore S 1 ∪ S 2 = S F , which proves the claim.
Tucker introduced in [10] the notions of contibution and critical contribution of a jumping number by a divisor. The contribution of a prime divisor had earlier been defined by Smith and Thompson in [9] . Consider a reduced subdivisor
One first says that a positive rational number ξ is a candidate jumping number for G if ξd γ is an integer for all γ ∈ {γ 1 , . . . , γ r }. The divisor G is then said to contribute the jumping number ξ if ξ is a candidate jumping number for G and J (a ξ ) Γ(X, O X (G + K − ⌊ξD⌋)).
Finally, a contribution is said to be critical if, in addition, no proper subdivisor of G contributes ξ, i. e.,
for all divisors 0 ≤ G ′ < G.
The following theorem now connects our approach to that of Smith, Thompson and Tucker: Theorem 4.16. Let a be an ideal in a two-dimensional regular local ring R. Let G be a divisor critically contributing a jumping number ξ of a. Then there exists an antinef divisor F such that f γ = 0 unless γ is an end not in |G|, λ(a γ , γ) reaches its minimum ξ exactly when γ ∈ |G| and grows strictly on every path away from |G|. Moreover, 1) |G| is a chain; 2) if γ ∈ |G| has more than one adjacent vertex in |G| then d γ = 0; 3) if γ is an end of |G| then γ is a star or d γ > 0.
Proof. According to Proposition 4.14 there is an antinef divisor F ′ such that λ(f ′ γ , γ) = ξ exactly when γ ∈ |G|. Let F be an antinef divisor as in Theorem 4.3 such that S F := {γ ∈ Γ | λ(f γ , γ) = ξ} ⊂ {γ ∈ Γ | λ(f ′ γ , γ) = ξ} = |G| (see Remark 4.4) . By Lemma 4.15 the divisor ν∈S F E ν is contributing. As G is critically contributing, this implies that S F = |G|, and we are done. Unfortunately, the existence of an antinef divisor F as in Theorem 4.16 does not guarantee that the contribution is critical. This will come out from the following example: . 
