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Для диагностики эмфиземы по изображениям компьютерной томографии лёгких предлагается исполь-
зовать новые текстурные признаки, представляющие собой многочлены на множестве отсчётов яркости 
изображения. Эти признаки отличаются возможностью согласования с обучающей выборкой путём 
подбора коэффициентов при одночленах с целью повышения качества признакового пространства. Экс-
перименты на реальных изображениях компьютерной томографии лёгких показали снижение вероятно-
сти ошибочной классификации до 0,06, что ниже, чем в других работах. 
Ключевые слова: текстурный анализ, дискриминантный анализ, построение признаков, отбор призна-
ков, компьютерная диагностика 
Введение 
Компьютерная диагностика позволяет автоматизировать клинические процедуры, что 
приводит к их объективизации и удешевлению. Это относится и к процедурам анализа 
диагностических изображений, на которых медицинские специалисты отмечают прояв-
ления патологических изменений. Примером подобной процедуры является диагностика 
эмфиземы по двумерным срезам компьютерной томографии лёгких (рис. 1). При наличии 
патологии можно отметить наличие характерных тёмных участков. 
а)  б)  
Рис. 1. Изображения компьютерной томографии лёгких: здорового человека (а), страдающего эмфиземой (б) 
Одним из важных и наименее исследованных этапов процедуры распознавания изобра-
жений является выбор признаков, количественно описывающих характеристики, которые 
наиболее отличаются у изображений различных классов. В большинстве случаев исполь-
зуются ранее известные либо эвристические признаки, подходящие для конкретной зада-
чи. Разработка методов автоматического построения признаков, подходящих под кон-
кретную задачу представляет собой открытую проблему. 
Для отбора из небольшого конечного количества признаков можно использовать полный 
перебор, позволяющий выбрать наилучшее подмножество признаков для решения кон-
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кретной прикладной задачи [1]. В случае, когда количество признаков превышает не-
сколько десятков, используются эвристические алгоритмы отбора, один из которых уже 
был ранее использован для распознавания изображений компьютерной томографии лёг-
ких [2]. Кроме того, ещё раньше текстурный анализ использовался для анализа этих 
изображений в работе [3], где в основном применялись признаки, основанные на длинах 
серий. 
Значительно меньше исследованы подходы к отбору из бесконечных семейств призна-
ков. В большинстве работ, таких как [4] и [5], новые признаки выбираются как наборы 
некоторых последовательных преобразований над имеющимися примитивными призна-
ками. Однако также предлагаются подходы, связанные с подбором некоторых парамет-
ров признаков с помощью эволюционных алгоритмов [6]. Теория построения эффектив-
ных линейных локальных признаков описана в работах [7] и [8]. 
Общий подход к согласованному отбору признаков был описан в [9]. Там же был приве-
дён простой алгоритм согласования, основанный на вращении изображения. Целью дан-
ного исследования является использование новых согласованных полиномиальных при-
знаков для классификации изображений компьютерной томографии лёгких, а также ис-
следование критериев качества признакового пространства и алгоритмов согласования 
этих признаков, наиболее подходящих для этой задачи. 
Полиномиальные и квадратичные признаки 
Пусть распознаванию подвергаются цифровые изображения из множества , имеющие 
вид функций 
 , 
где множество отсчётов  – это область интереса, а  – это множество 
из  оттенков серого. 
Полиномиальные признаки строятся, как многочлены на множестве . Мультииндекс 
[15] порядка  определяется, как вектор 
 , 
такой что  и 
 . 
Здесь , а оператор  для конечного множества  обозначает количество 
элементов в этом множестве. 
Пусть кроме того на области интереса  задано отношение линейного порядка 
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и все отсчёты  занумерованы в соответствии с ним. Это отношение задаёт ко-
нечную последовательность отсчётов , такую что 
 . 
Если обозначить за  множество всех мультииндексов порядка , то многочлен порядка 
 определяется как  
 , (1) 
где  – это коэффициенты перед соответствующими членами с мультииндек-
сом . 
Оператор (1) определяет широкое параметрическое семейство признаков, отличающихся 
коэффициентами , некоторые из которых могут лучше или хуже подходить для кон-
кретной прикладной задачи. Согласованный отбор полиномиальных признаков заключа-
ется в выборе наилучших для данной задачи коэффициентов , при которых в образо-
ванном оператором (1) признаковом пространстве изображения  из обучающей 
выборки наилучшим образом разделяются на классы. 
Можно показать, что при наложении на полиномиальные признаки естественных ограни-
чений, связанных с инвариантностью к некоторым не изменяющим текстурные особенно-
сти изображения преобразованиям, оператор (1) можно переписать в виде 
 , (2) 
где  – это отсчёты автоковариационной функции изображения 
 , 
вычисленной в квадратном окне радиуса  
 , (3) 
под  понимается множество отсчётов  области интереса, для которых от-
счёты  также лежат в области интереса: 
 . 
По сути, оператор (2) представляет собой линейную комбинацию отсчётов автоковариа-
ционной функции изображения. Это лишь некоторое подмножество квадратичных мно-
гочленов (1). 
Предполагается, что изображения из обучающей выборки нормированы, то есть имеют 
среднее значение яркости  и среднеквадратическое отклонение яркости . Нормировка 
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заключается в вычитании из всех отсчётов изображения среднего значения яркости и де-
ление на среднеквадратическое отклонение. 
Критерии качества признакового пространства 
Коэффициенты  для признаков (2) выбираются в процессе решения задачи оп-
тимизации, где в качестве целевой функции используется один из критериев качества 
признакового пространства, вычисленных по обучающей выборке. Исследовались сле-
дующие критерии качества признакового пространства. 
1. Достоверность распознавания  – это доля правильно распознанных изображений из 
обучающей выборки, вычисленная методом исключения одного объекта [10]. 
2. Расстояние Бхатачария 
  
 , 
где  и  – это соответственно оценки математических ожиданий и корреляционных 
матриц векторов признаков из -го класса. 
3. Первый критерий дискриминантного анализа из [10]: 
 , 
где  – корреляционная матрица векторов признаков для смеси распределений из обоих 
классов. 
4. Четвёртый критерий дискриминантного анализа из [10]: 
 . 
Результаты экспериментов 
Эксперименты проводились по схеме, подробно описанной в [9]. Данными для экспери-
ментов являлись 160 изображений компьютерной томографии лёгких, имеющих разре-
шения 140×200 отсчётов. Каждый эксперимент проводился отдельно для каждого крите-
рия качества из предыдущего раздела и для одного из алгоритмов оптимизации, подхо-
дящего для данного критерия. 
Для всех критериев, кроме , использовался один из трёх алгоритмов оптимизации: про-
стейший случайный поиск, генетический алгоритм, алгоритм имитации отжига. Для кри-
терия  существует известный алгоритм оптимизации критериев, использующийся в 
дискриминантном анализе и основанный на методе главных компонент [10]. 
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Каждая серия экспериментов проводится следующим образом. 
1. Весь набор изображений случайным образом делится на обучающую и контрольную 
выборки равных объёмов. 
2. С помощью заданной процедуры согласования выбираются параметры , соот-
ветствующие максимуму заданного критерия качества. На выходе получается обученная 
система, хранящая в памяти все векторы согласованных признаков, соответствующие 
изображениям из обучающей выборки. 
3. Среди всех признаков производится отбор наиболее эффективного подмножества с 
помощью процедуры, описанной в работе [2]. 
4. Эффективность построенной системы распознавания проверяется на контрольной вы-
борке путём оценки доли неверно распознанных изображений из этой выборки. 
Конкретные параметры алгоритмов, подробно описанных в [9]: 
 – радиус окна (3), в котором вычисляются признаки; 
 – количество квадратичных признаков; 
 – количество шагов итерационных алгоритмов глобальной оптимизации; 
 – размер популяции генетического алгоритма; 
 – вероятность мутации в генетическом алгоритме; 
 – начальная температура в алгоритме имитации отжига; 
 – ограничения на коэффициенты для процедур оптимизации, не работа-
ющих без ограничений. 
В таблице 1 приведены результаты исследования эффективности согласованных квадра-
тичных признаков (2) для задачи автоматической диагностики эмфиземы по изображени-
ям компьютерной томографии лёгких. Для каждого способа согласования параметров 
приведён критерий качества признакового пространства, наилучший по доле правильно 
распознанных изображений из контрольной выборки, а также оценка вероятности оши-
бочного распознавания и число признаков в наиболее эффективном наборе. Выделена 
строчка с наименьшей долей неправильно распознанных изображений. 
Доверительный интервал Агрести-Коула для наилучшей оценки вероятности ошибочно-
го распознавания для доверительной вероятности 0,95 составляет (0,02; 0,14). Наилучшие 
результаты были получены случайным поиском, но они значительно превосходят ре-
зультаты, полученные в работах [2] и [3] для этой же задачи. 
 







 1 , 1m n      
Информационные технологии и нанотехнологии-2016 
528 


















 0,12 4 
Имитация 
отжига 




 0,20 13 
Заключение 
Для задачи распознавания изображений компьютерной томографии лёгких были иссле-
дованы новые полиномиальные признаки, допускающие согласование со свойствами 
изображений из обучающей выборки. В результате серии экспериментов было установ-
лено снижение вероятности ошибочного распознавания этих изображений с 0,11 до 0,06 
по сравнению с результатами, приведёнными в работах [2] и [3]. В дальнейшем планиру-
ется исследовать эффективность этих признаков для других задач анализа изображений. 
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