Wireless systems, and mobile ad hoc networks in particular, are more likely to experience transmission and routing errors than their wired counterpart. Factors li ke the lack of infrastructure, node mobility, and random radio link quality can contribute to significantly higher error rates in these networks. In addition, errors have a more serious impact on the network's resources, due to limitations in bandwidth and battery power inherent to the wireless ad hoc environment. This further complicates the task of designing scalable routing protocols, since larger networks are likely to experience even more errors, which may lead to slower convergence, longer end-to-end delay and unnacceptably high number of retransmissions. In this paper, we focus on the impact of error prevention and recovery on the scaling properties of on-demand protocols for ad hoc networks. Our analytical study, based on the evaluation of the Witness Aided Routing (WAR) and the Dynamic Source Routing (DSR) protocols, shows that the lack of localized intervention in handling errors translates eventually into lack of scalability, both in terms of performance and resource consumption. As route length increases, the performance of DSR degrades dramatically, especially in the presence of fluctuating wireless link quality. Even for small routes, DSR's lack of an error handling mechanism leads to very low probability of success when there is a non-zero probability that links are not bidirectional. On the other hand, WAR remains relatively insensitive both to the length of the route and to variations in mobility and call rates, and has a higher tolerance to radio link instability. This indicates that localized error correction can increase route effectiveness and alleviate the effects of short-lived radio link problems to an extent that allows the protocol to scale with the network size.
Introduction
A mobile network is defined as a network in which a subset of the nodes, either endpoints or routers (or both) change locations relative to each other. Based on which nodes are mobile, the network can 1 mobile hosts. Our particular interest in on-demand reactive protocols comes from the fact that these protocols do not require the mobile nodes to broadcast periodic messages of any kind (no router advertisements and no link-level neighbor status messages). This property has a series of important effects on the performance and applicability of these protocols. First, there is no overhead during periods of stability. Secondly, the probability of packet collision is lower, which can potentially reduce the effect of mobility on the success of a transmission (since the average link level transmission time is likely to be shorter). Also, the lack of periodic messages increases the availability of channel bandwidth for other types of communication, thus diminishing the potential for traffic congestion during periods of high network load. Furthermore, in certain situations (eg. military operations), it may be necessary for the network to operate with low probability of detection, and the complete silence during periods of inactivity makes these protocols highly desirable.
However, reactive protocols present scalability problems as well. In a network with n nodes, the amount of information needed to maintain complete topology information is O(n 2 ), while the network capacity only grows linearly. A recent result by Li et al. 17 shows that DSR 15 , one of the first reactive protocols proposed for ad hoc networks, does not perform well in large networks. This is somewhat expected, since DSR was designed based on an end-to-end philosophy, which does not seem to be suitable for mobile ad hoc networks. The analysis we conduct in this paper emphasizes this conclusion. We compare DSR with a similar protocol, WAR, proposed more recently, which has replaced the end-to-end approach used by DSR with a localized routing scheme meant to provide higher adaptability to both mobility and radio link fluctuations. This scheme proves efficient in providing fast packet delivery with low resource consumption in both low and high mobility scenarios. Further, it shows high tolerance for temporary transmission problems and a very smooth degradation in performance as the network size increases.
The rest of the paper is organized as follows. Section 2 gives an overview on related work on performance analysis of routing protocols for mobile ad hoc networks. In Section 3, we discuss briefly the sources of errors in ad hoc networks, including an overview of causes of unidirectional links in mobile ad hoc networks. Section 3.2 presents the general methods of handling errors in a reactive protocol, followed by an overview of WAR and DSR, in Section 3.3. In Section 4 we develop the analytical tools needed to characterize the performance of WAR and DSR, and the numerical results based on this analysis are discussed in Section 4.6. The paper closes with a few concluding remarks, outlined in Section 5.
Related Work
There have been several simulation studies that have attempted to characterize various performance aspects of existing routing protocols. Boppana et al. 5 compared reactive-style protocols with proactive protocols by looking at their performance under different network loads. They found that reactive protocols do not perform as well as proactive ones under heavy network loads. On the other hand, simulation studies conducted by Broch et. al. 7 on four different protocols (DSR 15 , AODV 21 , DSDV 20 and TORA 19 ) indicate that reactive routing protocols may outperform the proactive routing protocols. Their work focused on packet delivery ratio, routing overhead and path optimality. In particular, they suggested that DSR tends to be superior under most scenarios experimented with. However, it is unclear from their results how DSR scales as the network size (route length) increases. A similar simulation study, this time on the effect of caching on the behavior of DSR, was conducted in 12 . Although caching seems to slightly improve the performance of DSR, it does not appear that it can impact its performance to the extent required for scalability. This is somewhat expected, since DSR uses and end-to-end approach to routing, with no support for localized decisions, and mobility and link quality fluctuations can play an important factor in how useful caching really is. A more recent result, by Li et al. 17 , shows that DSR's performance does not scale with network size.
Along with simulation experiments, a few attempts have been made to evaluate the performance of routing protocols using mathematical modeling. Jacquet and Laouiti 13 did a preliminary analytical comparison between reactive and proactive protocols, using a random graph model. Although this model limits the network size to indoor or short range outdoor networks, it provides useful insights in the performance of reactive protocols, particularly about the impact of route non-optimality and/or symmetry. Boukerche et al. 6 present an analytical study of a randomized version of DSDV, that uses Markov chains for representing distribution of routing information over the network.
In this paper, we focus on the scalability of on-demand reactive protocols. In particular, we analyze the impact of local error recovery on the performance and scaling properties of such protocols. For comparison, we use two protocols that differ essentially in their approach to error handling: WAR 2 , which uses local error prevention and correction, and DSR 15 , which uses an end-to-end approach. Our target is to evaluate two critical metrics: the probability that a packet is delivered to its destination in one attempt (p S ) and the total amount of traffic (data plus control packets) generated to successfully route a packet to its destination (B routing ).
Background

Sources of Errors In Ad Hoc Networks
Apart from the mobility of hosts (topology instability), issues related to wireless link quality can further complicate the task of a routing protocol for ad hoc networks . By their nature, radio links are inherently sensitive to noise and transmission power fluctuations. A summary of the most common problems with radio links and their causes is shown in Table 1 . 
Problem
Cause
Signal attenuation
The distance between hosts Multipath signal propagation The terrain (objects) between the hosts
Signal obstruction
The terrain (objects) between the hosts
Corrupted transmission
Externally generated noise Interference (collision)
Hidden terminal Delayed transmission
Exposed terminal
In a typical wireless environment, there may not be a direct line-of-sight path between the transmitter and the receiver. The electro-magnetic waves emitted by the transmitter usually take different paths in getting to the receiver, depending upon the obstacles in the environment. As a result, the received signal is actually a sum of the various contributions, each of which differs in both amplitude and phase. In many cases, the signals combine in a destructive manner, thereby severely degrading the signal's strength. The receiver is faced with the difficult task of properly demodulating and decoding the signal into something that resembles the original. Although emerging receiver technologies are combating this problem, multipath signal propagation can still seriously inhibit a system's performance. A direct result of multipath is fading, which describes rapid changes in a radio signal's amplitude over a short period of time or travel distance. Fading is caused by interference between multiple replicas of the signal.
Poor link quality can be improved to some extent through the use of higher transmission power, wider spreading codes, aggressive hop-by-hop error correction, or retransmission schemes, but this increases the overall cost of routing.
Unidirectional Links
An important effect of the radio channel behavior is the appearance of temporary or long-lived unidirectional links. This results in broken routes and can deteriorate the performance of both pro-active and reactive protocols if they are not properly designed to account for such situations. Pro-active protocols will very likely discard any routes that appear broken and compute new ones immediately, even if the disruption was only temporary, which is a waste of resources. Reactive protocols are subject to the same problem, with even more serious consequences, if they trigger updates as soon as a link failure is detected.
Unidirectional links are characterized by the inability of either one of two neighboring nodes to hear the other. For example, node A may be able to receive messages from a neighboring node B as there may be very little interference in A's vicinity. However, if B is in the vicinity of an interfering node, it will be unable to receive A's messages. In this case, the link between A and B is considered unidirectional. A protocol which assumes that links are bidirectional (many existing protocols do) will be unable to route packets over the link A-B.
There are several causes that can lead to the occurrence of such links, among which the hidden terminal problem 23 and the disparity of transmission power of the nodes are the most significant. Unlike in cellular networks, where base stations can use power control to regulate the transmission between mobile hosts, in ad hoc networks the implementation of such a policy is more difficult. It could be achieved either by using clustering, in which case cluster heads can act as power level controllers, or by using channel access schemes in which the power level is raised until either the transmission succeeds or a threshold is reached. However, both these alternatives can be expensive, especially clustering, which requires additional overhead to maintain accurate cluster topology.
It has been shown 22 that unidirectional links have a significant impact on the performance of many of the existing routing protocols for mobile ad hoc networks. In order to account for unidirectional links, nodes are required to exchange O(n 2 ) messages with each other, as opposed to O(n) if links are assumed bidirectional. However, as we will see in Section 3.3.1, WAR handles unidirectional links without requiring nodes to exchange additional information. Instead, it uses a technique which detects unidirectional links and involves neighboring nodes (witness hosts) in the routing process, without any prior knowledge of the link status.
Error Recovery Schemes In Reactive Protocols
Unlike protocols from the pro-active family, reactive protocols are more likely to experience route errors because of their more conservative approach in collecting topology information. As it can be seen in Section 3.1, several factors can cause transmission failures at link level. The effect of link instability is magnified as route length increases, which makes the way routing protocols cope with route errors a critical issue. Generally, when a packet encounters a link error, a reactive protocol has three choices: i) report the error to the sender of the packet immediately (negative acknowledgment), ii) do nothing (the sender will timeout waiting for a positive acknowledgment) and iii) invoke some localized correction mechanism to attempt to bypass the link in error. Most of the existing reactive protocols (among which DSR, AODV and SSA) implement one of the first two options (that is, they use end-to-end error recovery). Only a few, like ABR and TORA y , use local error recovery.
In local error recovery, the node which detected the error engages in localized re-routing, broadcasting the message to any node that can complete the route. This approach can cause flooding if multiple nodes hear the request and choose to forward the packet. The process can be optimized by filtering based on overheard traffic: if a node has a packet in its send queue and "hears" the same y TORA's recovery technique is based on link reversal and therefore it is not applicable in networks with unidirectional links packet being forwarded from a second node, it can assume that the packet has been sent (and remove it from the queue). WAR implements such a technique, as part of its error prevention and recovery mechanism. By attempting to correct the error locally, WAR exploits the fact that the error may have occurred far away from the original sender. In such cases, the cost of having the original sender re-send the packet is very likely to be higher than then cost of locally resolving the problem.
Our attention will focus on two related protocols: WAR, which uses local error recovery and DSR, which uses end-to-end error recovery. Section 3.3 gives a brief description of the two protocols and emphasizes differences and similarities between them.
Overview of WAR and DSR
Both DSR 15 and WAR 2 are on-demand (i.e. construct routes only when needed), reactive (i.e. update routes based on certain events) routing protocols. They both use source routing (i.e. the entire route is placed in the packet) to forward packets from one host to another. While their route construction is generally the same, WAR implements a different route selection and maintenance scheme. Both protocols allow mobile hosts to operate in promiscuous receive mode, but with different goals: in DSR, packet snooping is done for route maintenance purposes, while WAR uses snooping to help the routing process. However, two essential aspects distinguish WAR and DSR and have a major impact on their performance: routing in the presence of unidirectional links and error handling.
Routing In The Presence of Unidirectional Links
Although DSR is claimed ( 15 and 7 ) to be able to handle unidirectional links, its ability is in fact limited to only computing routes that avoid such links. That is, DSR routing will fail if such links appear after the routes are computed. Transient events in the network are very likely to cause certain links to temporarily appear as non-operational (in one direction or in both), in which case DSR will fail to route packets and will instead spend time and network resources to re-discover what might be only temporarily out of order routes. On the other hand, WAR uses witness hosts 2 to overcome such transient problems, which greatly reduces the overall packet delivery time and the network traffic generated by (expensive) route discovery messages. Witness hosts of a given host X are essentially routers which act on X's behalf when they detect that a packet sent out by X did not appear to reach its
target. An illustration of how witnesses participate in the routing process is shown in Fig.2 . Both W 1 and W 2 hear X's transmission to Y, which makes them potential active witnesses of X with respect to the packet P (X!Y ) sent to Y. At this point, they will wait to see if Y attempts to deliver the packet to Z, which would mean that Y received it from X. If that is the case, their role with respect to the packet P (X!Y ) reduces to sending an acknowledgment to X (to avoid an error in case X could not hear Y's transmission to Z). If neither W 1 nor W 2 hear Y's transmission to Z, they conclude that the packet P (X!Y ) failed to reach Y. In this case, they will both attempt to deliver the packet directly to Z, although, indirectly, they target Y as well. Since W 1 and W 2 do not necessarily have a way to communicate with each other and avoid contention, a special access scheme must be used (as described in Section 4.4.3).
Error Handling
When a route problem is detected and no alternative route is immediately available, DSR sends a negative acknowledgment to the original sender of the packet. This method has two drawbacks. First, when link errors occur far away from the sender and (possible) very close to the destination, the fact that the packet succeeded in traversing most of the path is not exploited. This increases the overall packet delivery time and the network resources used by the routing protocol. Second, negative acknowledgments tend to add to the network overhead precisely when the network is overloaded (i.e. in case of congestion). WAR uses a localized error recovery mechanism to correct the problem without involving the original sender in this process. The operation of the recovery mechanism is illustrated in Fig. 3 . Initially, host X looks up an alternate route to the destination in its own route cache. If one is available, X uses it to forward the packet. Otherwise, it broadcasts a copy of the original packet, with the tag changed to R REC (to signal that this data packet is in need of help), to its neighbors. After sending out this recovery packet, the role of X in the routing process ends. No acknowledgment is necessary for recovered packets. As soon as one of the hosts in the remaining route (indicated in the packet header) is reached, the packet tag is changed back into DATA and it continues its way as a normal data packet.
The number of steps a packet can travel as a route recovery packet (i.e. with a R REC tag) is indicated in the constraint field attached to the original data packet by the sender (the REC DEPTH value). When the REC DEPTH counter becomes zero (being decremented by each host which receives the R REC packet), the packet is no longer propagated and the recovery fails (on that branch of the network). This way, WAR also provides a framework for setting message priorities. A greater REC DEPTH will cause the recovery protocol to be more insistent, increasing the chances of success, whereas a low REC DEPTH will cause packets to be dropped if no fast/inexpensive recovery is possible.
This section focuses on the development of analytical tools that will be used to study the behavior of on-demand reactive routing protocols, with particular emphasis on WAR and DSR. We first define our methodology, the parameters and assumptions used in the analysis, then we examine a few general results related to the class of reactive protocols, and finally we analyze and compare the performance of WAR and DSR.
Methodology and Performance Metrics
Our analysis will focus on the two aspects of the routing process: hop-by-hop (link level analysis) and end-to-end (route level analysis). At link level, we will compute an estimate of the probability that a link is available when a packet needs to pass it and the cost associated with the transmission.
This depends on factors like network density (A, n and r), mobile node transmission range (r), call rate ( ; and 0 ), mobility rate ( ) and the probability of non-bidirectional links (p U ), which are all parameters of the analysis (as described in Section 4.2). The end-to-end analysis will combine the link level results with another parameter, the expected route length (E L ), to derive values for the following performance metrics:
M1. Probability of success:
The probability that a packet is successfully delivered to its final destination without being retransmitted by the original sender (error-free routing).
M2. Traffic generated to route a packet:
The total amount of data and control packets (bandwidth) needed to successfully deliver a packet to its final destination (including possible retransmissions by the original sender).
M3. Routing latency (end-to-end packet delay):
The total time needed to successfully deliver a packet to its final destination (including possible retransmissions by the original sender).
We first present a few results applicable to ad hoc networks in general. Together with additional protocol specific details, these results will be used to determine the first performance metric, the probability of success. Then, a general cost analysis for on-demand protocols is presented, from which the remaining two performance metrics will be derived (as they both represent costs: one is bandwidth, the other is time).
De nitions and Assumptions
Let X and Y be two arbitrary hosts in the network. If X and Y are within transmission range of each other (that is, Y may hear packets sent by X and X may hear packets sent by Y), then we say that there is a link between X and Y, and we denote it by (X,Y). If at any time t host X needs to transmit a packet to Y, the link can be in one of the states described in Table 1 . 
Definition 1 A link failure occurs on link (X,Y) when host Y does not receive (directly from X or from a witness host) a packet sent to it by X.
Remark 1 Note that a link (with its associated state) is only defined when a packet needs to be transmitted over it. Links have no meaning otherwise.
Assumptions. In order to simplify the analysis, we make the following assumptions about the network and about the routing protocol(s) discussed:
A1. The average route length between any two hosts is a known value E L . Determination of E L is a research topic in itself and it is out of the scope of this paper.
A2.
The time between calls (messages) between hosts is exponentially distributed, with mean 1= .
A3.
The average number of packets per call (message) is , where
1.
A4. Inside a message, the packets are separated by a constant time interval, 0 . That is, all packets have equal size, and 0 accounts for the length of one packet (including an optional delay).
A5
. The probability that a link is not bidirectional is a known parameter, p U . A non-bidirectional link is equally likely to be non-operational in either direction.
A6.
The locations of mobile hosts are uniformly distributed within the network area.
A7.
The time between location changes z for each host is exponentially distributed, with mean 1= .
Note that can be 0, in which case the network is static.
A8. All mobile hosts have the same transmission range, r.
A9.
Mobile hosts store only one route to a given destination (even if a protocol allows multiple routes, a second route will not be used in case that the primary route fails). Table 2 displays the parameters which are assumed to be known about the system. Also, we will be using the notation E N for bE N]c, where N is a random variable representing the number of neighbors per mobile host.
General Results
This section provides the necessary tools for the analysis of reactive source routing protocols, establishing a few results applicable to mobile ad hoc networks in general.
Lemma 1 The probability that a particular mobile host Y is in the vicinity of a host X is:
p 0 = min 1; r 2 A :
z By a location change we mean that a mobile has moved out of range of a neighboring node.
Proof. The coverage zone of X has an area of r 2 , while the total area where Y can be is A. This, along with Assumption A6 proves the result. 
Proof. By definition, a link (S; R) is broken when host R is no longer in the transmission range of S.
In other words, a broken link is detected when a packet transmission from S happens after R moved out of the transmission range of S.
Let T be a random variable describing the waiting time until a packet transmission occurs. We assumed (in Section 4.2) that the time intervals between calls are exponentially distributed (with mean 1= ) and that a call has an average of packets. Based on the same assumptions, Closs 8 has proved that the probability that two consecutive packet arrivals are separated by less than t is: 
Thus, the probability density function of T is:
f T (t) = e ? t 0 t < 0 e ? 0 ( ?1) e ? t 0 t:
Let M be a random variable describing the time between moves. According to Assumption A7, M has an exponential distribution with parameter . The probability that a move occurs before a packet transmission in the interval t; t + t] is given by:
The unconditional probability that a packet transmission from S to R occurs after R moved out of the transmission range of S is therefore:
For the particular case = 1 (one packet per call), T has an exponential distribution (from Eq. 4.4, we have that F T (t) = 1 ? e ? t Proof. The probability p U is only defined as the probability that a non-broken link is either nonoperational, direct operational or reverse operational (according to the definitions in Table 1 ). 
Lemma 2 The probability that a non-broken link is operational in one direction
C LF :
Proof. In computing the overall cost of routing a packet from source to destination, we have to account for possible routing errors. Thus, the cost of routing a packet is the sum between the cost generated by (possible) failures and the cost of the final (error-free) attempt:
C R = zC RF + C RS ; where z is the expected number of routing failures (Lemma 4).
The cost of a route failure, C RF , is determined by the cost of partially routing the packet up to the link in error and the cost of informing the sender about the error (error handling):
where q is the number of links successfully passed (Lemma 3).
Finally, the cost of error free routing, C RS is determined by the route length E L and the cost of successful link transmission, C LS :
Thus, we have:
and using Lemma 4 and Lemma 3 the result is straightforward. 
Expected Performance of WAR
Considering that packets may be dropped, delayed and/or re-sent several times before they are successfully delivered to the destination, we are interested in an estimate of the following quantities in order to evaluate the performance of WAR:
1. the probability p S that a packet is routed successfully in one attempt (without being retransmitted by the original sender), 2. the total amount of traffic B routing generated to successfully route a packet from source to destination (including possible retransmissions), and 3. the total time T routing required to successfully route a packet from source to destination (including possible retransmissions). Table 3 displays the probabilities that we will use in the derivation of our target results. In this section, we define and derive these probabilities. Proof. Let Y be the direct receiver of the packet sent by X and let W be a witness of this packet. In order for W to be able to pass the packet to Y, the links (X,W) and (W,Y) must not be broken and must be bidirectional. That is, the probability that W can pass the packet to Y and then inform X is
Probability of Error-Free Routing
Let H be a discrete random variable representing the number of witness hosts which are able to help the packet from X to Y. H has a binomial distribution, given by:
which means that the probability that at least one witness can help a packet from X to reach Y is: (4.14)
Proof. Let X be the host which detects the route problem and let k = E L ? i + 1 be the number of hosts the packet still needs to visit on the way to its final destination. If we select one of these hosts, say Y, we have seen (Lemma 1) that the probability of Y being in the immediate vicinity of X (i.e. less than r meters away), is p 0 = minf1; r 2 =Ag. Similarly, we can compute the probability of Y being anywhere within a radius of mr meters from X as being minf1; (mr) 2 =Ag. We are now interested in the probability that none of the remaining k nodes is within that particular quadrant. This is given by (1 ? p m?1 ) k . Thus, the probability that at least one of the k nodes can be reached by the recovery packet in at most m steps is:
Theorem 9 If the average route length in the network is E L , the probability that a packet is successfully routed by WAR to its final destination, in one attempt, is:
Proof. A packet arrives at its destination in one attempt if it successfully passes all the links along the route without being retransmitted by the original host. That is, it either passes each link without error, or, if an error occurs, the recovery mechanism correc ts it. Therefore, we have: We first analyze the traffic needed to deliver a packet over a link. Table 4 summarizes the notations used to distinguish between various types of traffic. Table 4 . Traffic associated with data and control packets.
Notation Meaning
B DATA the bandwidth required by a data packet.
B ACK
the bandwidth required by an explicit ACK packet.
The traffic generated to deliver a data packet over the direct link between host X and host Y is:
B link = B DATA + B witness ; (4.18) where B witness is the traffic generated by the witness hosts to assist the delivery of a data packet from X to Y. Using Eq.4.13, we derive: If the data packet sent by X arrives at Y without any help from the witness hosts (with probability
(1 ? p B )(1 ? p U ) from Eq.4.13), then (the worst case) traffic generated by witnesses is given by:
B no help = B ACK E N ; (4.20) since all witnesses that are aware of the success will attempt to send an ACK to X.
If the packet needs help from the witness hosts (with probability p B +(1?p B )p U , from Eq.4.13) to reach Y (or the next host along the route, say Z), then the traffic generated if the k th witness succeeds is:
B k = (k ? 1)B DATA + B DATA + B ACK = kB DATA + B ACK : (4.21) Hence, the traffic generated by witnesses to help a packet is:
1 ? p W i ; (4.22) where p W i is the probability that witness i succeeds in delivering the packet on behalf of X. Since all witnesses are equally likely to succeed (fail), The traffic generated to recover from a link error, B recovery , depends on the depth of the recovery (which is controlled by the REC DEPTH field within the message). The recovery process is a local broadcast, for up to m = REC DEPTH steps. Thus, we need an estimate of the number of nodes that may be reached by (and may forward) the recovery packet. We have seen in Lemma 1 that the probability that a particular host Y is within r meters from a reference host X is p 0 = minf1; r 2 =Ag. Similarly, we have that the probability of Y being in the extended range of mr meters from X is p 0;m = minf1; (mr) 2 =Ag. Thus, the total time required to deliver a data packet over the direct link between host X and host Y is:
T link = T DATA + T witness ; (4.27) where T DATA is the time required for a packet to pass a radio link between two neighboring nodes X and Y and T witness is the time used by the witness hosts to assist the delivery of a data packet from X to Y (if necessary). Using Eq.4.13, we have:
T witness = (1 ? p U )(1 ? p B )T no help + p B + p U (1 ? p B )]T help ; (4.28) where T no help is zero (since no time is wasted if the packet succeeds without intervention from witness hosts) and T help is given by:
T help = WITNESS ACCESS PERIOD 2 + T DATA ; (4.29) since the time needed for the packet to arrive at Y is T DATA and the average waiting time for a witness host before it attempts delivery to Y is WITNESS ACCESS PERIOD/2. The time needed to recover from a link error depends also on the depth of the recovery (which is controlled by the REC DEPTH field within the message). The recovery process is a local broadcast, for up to m = REC DEPTH steps. Thus:
T recovery = (m ? 1)T DATA :
Finally, using the generic cost given by eq. 4.11 and the values from eq. 4.27, 4.13 and 4.16, we have that the total time required by WAR to successfully route a packet is:
(4.31)
Expected Performance of DSR
As in the case of WAR, three parameters are of interest for evaluating the performance of DSR: the probability of success, the total amount of traffic generated to route one packet, and the time needed to deliver a packet to its destination.
Probability of Error-Free Routing
As shown in Theorem 7, the probability of link success for WAR is p L;WAR = p L (Eq. 4.13). Further, the probability that a packet is successfully routed to its destination by WAR, without being retransmitted by the sender, is p S;WAR = p S (Eq. 4.16). In a similar manner with the proof for Theorem 7, it can be shown that the probability of link success for DSR is p L;DSR = (1 ? p B )(1 ? p U ):
Similarly, the proof of Theorem 9 can be adjusted to show that the probability that a packet is successfully routed to its destination by DSR, without being retransmitted by the sender, is
(4.33)
Traffic Generated To Successfully Route A Data Packet
In a similar way in which eq. 4.26 was derived for WAR, we have the following result for the overall traffic in DSR: 
Routing Delay
The overall time required by DSR to successfully route a packet follows the same equation used to evaluate the total amount of traffic (eq. 4.34), in which the cost is represented in time units rather than bandwidth units: where T ACK is the time required for an acknowledgment packet (ACK) to pass a radio link between two neighboring nodes.
Numerical Results
This section presents the effect of several factors on the performance of WAR and DSR. We are interested in characterizing the probability of routing packets in one attempt and the traffic associated with each successfully routed packet, under several conditions: varied probability of non-bidirectional links (p U ), varied network connectivity (A; n; r), varied route length (E L ) and varied mobility ( ).
In order to provide comparable results, we have used a set of network parameters most commonly used in previous simulation experiments ( 14 , 5 and 15 ). Some of these parameters (like the speed of mobiles and packet arrival rate) required a transformation in order to be integrated with the rest of the analysis. Unless otherwise stated, all our results are based on the parameters given in Table 5 . Table 5 . Values of system parameters used in the numerical experiments. 
Network parameter Analysis parameter Value(s)
Transmitter
. Effect of Network Connectivity
The connectivity of the network is determined by the average number of neighbors per mobile host. In order to study the behavior of WAR and DSR with respect to network connectivity, we a speed of the mobiles of v = 5 m/s and the probability of non-bidirectional links p U = 0:5. We varied the area of the network to achieve different values for E N . Particularly, four different network areas were used: 1000 x 1000 m (E N = 5), 1250 x 1000 m (E N = 4), 1250 x 1250 m (E N = 3) and 1500 x 1500 m (E N = 2). Each mobile was assumed to be equipped with a network card that has a transmission range of r = 85 meters (most cards available today have even wider coverage area, but with a proportional increase in network size the results would have similar trends). Figure 5 shows the effect of the degree of connectivity on the performance of both WAR and DSR. As it can be seen in Fig.  5a , WAR's probability of success increases with the connectivity degree, reaching values higher than 0:7 for five or more neighbors per area and all route lengths (1 to 20 hops). On the other hand, DSR's probability of success remains unaltered by the network density, which can be explained by the lack of cooperation between neighboring nodes when packets encounter errors (in other words, DSR does not take advantage of high density neighborhoods, and its routing behavior is the same regardless of the number of nodes in a neighborhood). Figure 5b is a clear indication of WAR's scaling properties compared to DSR, in terms of traffic generated per packet successfully routed. This figure also illustrates the major impact that connectivity plays on WAR's performance, with a dramatic decrease in traffic as soon as E N reaches 5 (illustrated also in Fig. 7d ). Figure 6 shows the effect of connectivity on the probability of success in WAR, for various route lengths and recovery depth values. While for small routes (1 to 3 hops) the impact is not very significant, it becomes more apparent, as the route length length increases, that the probability of success is highly dependent on E N . Intuitively, this is due to the fact that both error prevention and recovery are more likely to succeed in networks with higher density (very clear for routes of length 20). In terms of traffic (Fig. 7) , higher network density leads to both less traffic and to smaller recovery depth needed to maintain a low traffic level. 
Effect of Wireless Link Quality (p U )
In order to study the effect of link quality, we fixed the network size to and area of 1500 x 1500 m (note that this gives the lowest connectivity, E N = 2, which is somewhat in favor of DSR, since WAR behaves better at higher connectivity). The mobility, in terms of the speed of mobiles, was fixed at an average 5 m/s. All the other parameters are as described in Table 5 . Figure 8a shows the effect of p U on the probability of success for both WAR and DSR. For highly stable links, where p U = 0:1 (i.e. mostly bidirectional), WAR's probability of success is higher than 0.95 for all route lengths (also evident from Fig. 9a ). Also, WAR presents a smoother degradation in performance as link stability decreases (p U approaches 0.9), which is mainly due to its recovery mechanism (notice the impact of higher recovery depths in Fig. 9 ). The same mechanism is responsible for the lower traffic associated with each routed packet, as illustrated in Figure 8b . Again, we see that WAR has better scaling properties than DSR, even with high link instability. Indeed, Fig. 10 shows that the recovery depth can be successfully used to counterbalance the problems associated with link quality (notice the effect of the recovery depth when routes are longer than 18 hops and p U 0:5). 
Effect of Node Mobility
Mobility is one of the most serious challenges for routing protocols in ad hoc networks, and it can have a critical impact on their performance. In our study, we looked at a network of size 1500 x 1500 meters (again, low connectivity, somewhat in favor of DSR), with the same parameters as described in Table 5 . In order to better illustrate the effect of mobility on both protocols, we used a lower call/mobility ratio (0.5 packets/s and 2 packets per call). Figure 11 shows the difference in per- formance between WAR and DSR when user mobility is varied between 1 m/s and 20 m/s. WAR's probability of success is superior to that of DSR in all cases (Fig. 11a) , and for route lengths greater than 11 WAR has a dramatically lower traffic per packet than DSR (showing, again, better scaling properties). The impact of mobility on the performance of WAR is illustrated in Fig. 12 (the probabil- ity of success), and in Fig.13 (the traffic associated with each routed packet). These figures confirm that the witness host mechanism used by WAR can successfully reduce the impact of mobility on the protocol's performance, allowing for a very smooth degradation in performance as mobility is increased. . Effect of mobility on the traffic generated by WAR to successfully route a packet.
Conclusions
Our analysis shows that, unless some local error recovery technique is employed to deal with failures along the route, the performance of on-demand reactive protocols is not scalable with the size of the network. As route length increases, the performance of protocols that use end-to-end recovery (like DSR in our study) degrades rapidly, and the amount of network resources consumed per packet routed increases exponentially. Moreover, non-bidirectional links can have an overwhelming impact on the overall performance of these protocols. On the other hand, although local recovery protocols require more network resources to traverse each link, the overall performance and resource consumption is only slightly affected by the increase in route length. These results indicate that WAR, which uses both error prevention (by involving witness hosts in the routing process) and local error correction (by implementing a recovery scheme to cope with broken routes), provides a scalable solution for mobile ad hoc networks, while preserving the advantages of on-demand protocols. In the future, we plan to compare WAR with schemes that suggest geographical routing to achieve scalability, like 17 .
