Abstract: We propose a method to identify and classify evolution equations and systems that can be multipotentialised in given target equations or target systems. We refer to this as the converse problem. Although we mainly study a method for (1+1)-dimensional equations/system, we do also propose an extension of the methodology to higher-dimensional evolution equations. An important point is that the proposed converse method allows one to identify certain types of auto-Bäcklund transformations for the equations/systems. In this respect we define the triangular-auto-Bäcklund transformation and derive its connections to the converse problem. Several explicit examples are given. In particular we investigate a class of linearisable third-order evolution equations, a fifth-order symmetryintegrable evolution equation as well as linearisable systems.
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Introduction
Potentialisations of evolution equations provides a natural way to study special types of nonlocal symmetries for partial differential equations and systems, known as potential symmetries [1] . In some cases it is possible to apply the potentialisation process again on the derived potential equations themselves, which is known as the mulipotentialisation process. This procedure of multipotentialisation was applied in [5] and [6] to investigate higher-degree potential symmetries, nonlocal transformations, nonlocal conservation laws, as well as iterating-solution formulae; all of which were derived as a direct consequence of a systematic multipotentialisation of the equations. In [5] we introduced higher-degree potential symmetries for the Burgers'- [7] and Calogero-Degasperis-Ibragimov-Shabat hierarchies [9] and derived the nonlocal linearisation transformations by means of a multipotentialisation of these hierarchies.
In the current paper we turn this question around: The aim is to identify and classify those evolution equations/systems which can be multipotentialised into some given target potential equation/system. This is the converse problem. In principle, the converse problem consists of a "backwards-calculation-technique" that identifies both the equations and the potential variables that relates the equations to a given potential equation. It is important to point out that the method proposed here does not require the calculation of integrating factors for the equations/systems (see Proposition 1).
To set the stage, we give an example of the usual (not converse) potentialisation of a linear equation. Consider the following problem: Find all third-order evolution equations of the form u t = F (u, u x , u xx , u xxx ) (1.1) that can be derived by the potentialisation of the linear equation
whereÊ [v] is the Euler operator Following the above method, the only nonlinear equation of the form (1.1), so obtained, is [6] u t = u xxx − 3 4 In Section 3 we consider the converse problem of the above, i.e. we seek the equations of the form (1.1) for which (1.2) is the potential equation. The results of the converse potentialisation are listed as Case I in Section 3 and the results of the converse multipotentialisations of (1.2) are listed in Case II and Case III (see Diagram 6) .
The paper is organized as follows: In Section 2 we give the main propositions that describes the methodology of the proposed problem and introduce triangular-auto-Bäcklund transformations. These transformations act as solution generators for the equations. In Sections 3 we classify third-order evolution equations which can be linearise by a suitable multipotentialisation. For example, in this section we shown that the Calogero-DegasperisIbragimov-Shabat equation and the third-order Burgers' equations, are just special cases of a class of third-order evolution equations which possess this type of linearisation property. In Section 4 we study a fifth-order evolution equation and show that the converse multipotentialisation leads in a natural way to an interesting triangular-auto-Bäcklund transformation for the equation. In Section 5 we propose the converse problem for systems of evolution in (1 + 1) dimensions and in Section 6 we extend our methodology to evolution equations in higher dimensions. Some conluding remarks are made in Section 7.
2 The converse problem for the multipotentialisation of (1 + 1)-dimensional evolution equations
In this section we consider (1 + 1)-dimensional evolution equations and propose a method to study the converse problem that aims to identify equations that can be potentialised in a target potential equation. This addresses the problem of deriving auto-Bäcklund transformations for evolution equations.
Definitions and Propositions
Consider the following general x-and t-independent evolution equation of order p in the form
We now define the converse problem and state conditions by which it can be studied.
Definition 1:
The converse problem of the potentialisation of (2.1) aims to determine the functional form(s) of F in (2.1) for which (2.1) potentialises in a target equation of order p, given by
with potential variable, v, and auxiliary system
where
holds.
Following Definition 1 we replace v t from (2.2) in (2.3b), differentiate (2.3b) with respect to x, and use (2.3a) and (2.4) to express the resulting relation in terms of Φ t . This leads to Proposition 1: The condition on Φ t , such that
where H is a given function and α 0 a given constant.
Note that condition (2.5) places a constrained on both Φ t and F for a given H, which assures that (2.1) potentialises in (2.2). Note that, in order to solve condition (2.5) for both F and Φ t , we need to make an assumption regarding the functional dependence of Φ t . That is, we have to make a choice for the number of derivatives, q, allowed for Φ t :
Next we describe the converse multipotentialisation process. Consider again the general equation, (2.1), viz.
and assume that it can be potentialised in some given evolution equation of order p, say
where (2.1) admits the auxiliary system
and
Introduce now a second auxiliary system, namely for (2.6), of the form
such that w is the dependent variable for yet another evolution equation, say w t = H(w x , w xx , . . . , w px ) (2.10) and
The above procedure provides a method to identify all equations of the form (2.1) that can be potentialise in (2.6) under the first potential variable, v, with corresponding auxiliary system (2.7a)-(2.7b), and which furthermore potentialises into (2.10) under the second potential variable, w, with auxiliary system (2.9a)-(2.9b). Hence this multipotentialisation procedure identifies the family of equations, (2.1), that are related to (2.10) with a transformation that can be obtain by composing
We call this the second-degree converse multipotentialisation of (2.10). The nth-degree converse multipotentialisations with potential variables, {v 1 , v 2 , . . . , v n−1 , w} can then be introduced in an obvious manner, where (2.12a)-(2.12b) extends to
. . . (2.13)
Diagram 2 describes the nth degree converse multipotentialisation of (2.10):
Converse multipotentialisation of w t = H of degree n w t = H(w x , . . . , w px )
Triangular auto-Bäcklund transformations
In some cases we can combine and compose several conserved currents, Φ 
t
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Several △-Auto-Bäcklund transformations are reported in Propositions 2, 3, 4, 5 and Proposition 6.
3 Third-order linearisable equations in (1 + 1) dimensions
First-degree converse potentialisation
For an application of Proposition 1, we now discuss the converse problem of linesarisable evoluton equations, i.e. the problem by which to determine the functional form(s) of F in (2.1), viz.
for which (2.1) potentialises in the linear evolution equation of order p,
under the first potential variable, v, with auxiliary system (2.3a) -(2.3b). Here L (p) is the general linear operator with parameters {α 0 , α 1 , . . . , α p } defined by
Note that
Following Proposition 1, the condition on Φ t and F for potentialisation the (2.1) in the linear equation (3.1), then becomes
As a special case we study third-order evolution equations with potentialisations in
in detail. Consider the third-order evolution equations in the form
and assume that (3.6) admits a conserved current of the form
Solving condition (3.4), with the assumption of (3.7), we find that the most general form of (3.6) which potentialises in the linear equation (3.5) is given by the following two cases:
Case I a: The conserved current 8) leads to the equation
where h is an arbitrary but nonzero differentiable function of u and c 1 , c 2 are arbitrary constants.
Case I b:
The conserved current
leads to the equation
Remark 1:
The case, Φ t = f 1 (u)u x + f 2 (u) for any differentiable functions f 1 (u) and f 2 (u), result in linear equations for (3.6) under the point transformation u → h(u) and are therefore not listed here.
The above Case Ia and Case 1b lead to
Proposition 2: An △-auto-Bäcklund transformation of type I for
is given by the relation
where u and U satisfy (3.12) for any nonzero arbitrary differentiable function h.
Proof: Equations (3.9) and (3.11) with
reduce to the same equation, namely (3.12). Consider now (3.9) with (3.14) in terms of the dependent variable U , i.e.,
with the conserved current, (3.10), and its relation to the potential variable v,
Moreover, (3.12) has the following relation to the same potential variable, v, namely
Relation (3.13), then follows by (3.16) and (3.17).
Remark: 2: Equation (3.12) with h(u) = 1, reduces to
and the △-auto-Bäcklund transformation, (3.13), takes the form
This special case, (3.18), and its auto-Bäcklund transformation, (3.19), has been reported in [6] .
Converse multipotentialisation
For second degree converse multipotentialisations of the linear evolution equation
we consider (3.12) with h(u) = exp(αu), α : arbitrary constant, (3.21) that is
We now construct the most general equation of the form (3.6), now written in terms of the variable v,
which admits (3.22) as its potential equation with auxiliary system
Applying Proposition 1 we obtain the following constraint on Φ t :
By condition (3.25), the most general form of (3.23) for which (3.22 ) is the potential form of (3.23) with the conserved current Φ t = Φ t (v, v x , v xx ), is given by the following cases:
Case II a: The conserved current
where f is a nonzero arbitrary differentiable function of v and α, c 1 , c 2 are arbitrary constants.
Case II b: The conserved current (3.28) leads to the equation
where f is a nonconstant arbitrary differentiable function of v and α is an arbitrary constant.
Case II c: For α = 0, the conserved current
where f is a nonconstant arbitrary differentiable function of v.
Remark 3:
It is interesting to note that (3.29) contains, for special values of α and special functions f , two well-known equations, namely the following:
and with α = 0 and f (v) = exp(2v) equation (3.29) is the third-order potential Burgers' equation [5] 
In [5] we showed that both (3.32) and Diagram 4: Converse potentialisation of w t = w xxx :
A closer look ar Case IIb and Case IIc reveals a △-auto-Bäcklund transformation for (3.31).
Proposition 3: An △-auto-Bäcklund transformation of type I for (3.31), viz.
where v and V satisfy (3.31) for any nonconstant differentiable function f Applying Proposition 3 with f (v) = e 2v on the third-order potential Burgers' equation, (3.33), viz.
we obtain the △-auto-Bäcklund transformation of type I for (3.33) in the form
By differentiating (3.35) we arrive at the relation
which can be applied to gain auto-Bäcklund transformations for those equations which can be potentialised in (3.33). Note that (3.22) with α = 0, i.e., 
whereas (3.33) admits the first-order recursion operator, R 2 [v], given by (e.g. [7] )
Equations (3.37) and (3.36) can now be written, respectively, in the form
and the hierarchies of n equations are
Hierarchy (3.42b) is known as the potential Burger' hierarchy [5] . Since all equations in a given hierarchy of evolution equations admit the same conserved currents, the △-autoBäcklund transformation for (3.36) is valid for the entire potential Burgers' hierarchy (3.42b). The transformations between the two hierarchies and their △-auto-Bäcklund transformation are illustrated in Diagram 5.
Diagram 5
We now consider (3.33), viz.
for the third degree converse potentialisation of (3.20) . Applying Proposition 1, we obtain the constraint
which allows
to be potentialised in (3.33) with the auxiliary system
.). (3.45b) This identifies five cases:
Case III a: The conserved current
where g is an arbitrary nonconstant differentiable function of q.
Note: With g = q, (3.47) is the third-order Burgers' equation [7] , [3] ,
where g is an arbitrary nonzero differentiable function of q and c 1 , c 2 are arbitrary constants.
Case III c: The conserved current
where g is an arbitrary nonconstant differentiable function of q and c 1 is an arbitrary constant.
Case III d:
Case III e: The conserved current
Here g is an arbitrary nonconstant differentiable function of q and c 1 is an arbitrary constant.
A detailed graphical description of the converse multipotentialisation of (3.20) is given in Diagram 6.
As described in Section 2, the linearisation transformations of all the equations listed above can now be determined by composing the corresponding conserved currents. For example, eq. 
which is obtained by composing
Diagram 6: 
where Φ t are the conserved currents of the equations in Case III. For example, the equation given in Case IIIa, namely (3.47),
admits the auto-Bäcklund transformation
where Φ t = g(q). For g(q) = q, (3.47) is the well-known third-order Burgers' equation [5] q t = q xxx + 3qq xx + 3q 62) and (3.61) reduces to the well-known auto-Bäcklund transformation
which can be derived by a truncated Painlevé expansion for the Burgers' equation (see e.g. [12] ). As a second example, consider Case III b. It follows that
is an auto-Bäcklund transformation for (3.50).
Diagram 7:
T T T T T T T T T T T T T T T T
Case III: a), b), c), d), e)
4 Converse multipotentialisation of a fifth-order integrable evolution equation
In this section we apply the converse multipotentialisation methodology on the following fifth-order equation:
(4.1) Equation (4.1) plays a central role in the nonlocal invariance of the Kaup-Kupershmidt equation [10] . We show that a converse multipotentialisation of (4.1) leads to a △-autoBäcklund transformation of type II. Our aim is to find 5th-order equations of the form
such that (4.2) potentialises in (4.1). The auxiliary system for (4.2) is
By Proposition 1 we obtain the following condition on Φ t 1 :
.
(4.4)
A first-degree converse potentialisation of (4.1) is then obtained by solving (4.4) for Φ t 1 and F . One of the solutions is
for the equation
For a second-degree converse multipotentialisation of (4.1), we apply a first-degree converse potentialisation on (4.6). That is, we seek an equation of the form
that would potentialise in (4.6). The auxiliary system for (4.7) is
and by Proposition 1 we obtain the following condition on Φ t 2 :
A solution of (4.9) is 10) for the equation
We note in passing that the equations (4.11) and (4.1) are identical equations. Hence we have a △-auto-Bäcklund transformation of type II for equation (4.1). This auto-Bäcklund transformation is given by the composition of
that leads to Proposition 4: A △-auto-Bäcklund transformation of type II for (4.1), viz.
14)
where V and u satisfy equation (4.1).
Systems of evolution equations in (1 + 1) dimensions
We consider a system of m evolution equations of order p in the form
Assume that (5.1) admits m conserved currents, {Φ t 1 , Φ t 2 , . . . , Φ t m }, with corresponding flux, {Φ x 1 , Φ x 2 , . . . , Φ x m }, and the notation
That is
We now introduce m potential variables {v 1 , v 2 , . . . , v m }, such that
with corresponding potential system
Analogue to Proposition 1, we now have
The condition on Φ t j which allows system (5.1) to be potentialised in system (5.4) is given by the following conditions:
where H 1 , H 2 , . . . , H m are given functions and γ ij are given constants.
Similar to the case of scalar equations, we can define △-auto-Bäcklund transformations of type I, II and III for systems of the form (5.1). An example of a △-auto-Bäcklund transformation of type I is given below.
We now consider systems of the form (5.1) that can be potentialised or mutipotentialised in a linear system of m evolution equations of order p,
where L 
We consider an example of such linearisable systems.
Example: Let
and find F 1 and F 2 such that
The associated auxiliary system for (5.9a)-(5.9b) is
Following Proposition 5, condition (5.5) reduces to
We now have to make an assumption for the dependence of Φ t 1 and Φ t 2 . The simplest case is 12) where f 1 and f 2 are arbitrary functions of u 1 and u 2 . This leads to the system
(5.13) System (5.9a) -(5.9b) then takes the form
where W is the determinant of the matirix on the right hand side of (5.13), i.e.
Hence system (5.14a) -(5.14b) linearises in system (5.8a) -(5.8b) by the relations
for any differentiable functions f 1 and f 2 which satisfy condition (5.15).
In order to construct a △-auto-Bäcklund transformation of type I for system (5.14a) -(5.14b), we need to find a second potentialisation for (5.14a) -(5.14b) in the same system (5.8a) -(5.8b). For this purpose we consider the system (5.9a) -(5.9b) in terms of the dependent variables w 1 and w 2 , i.e.
and assume another set of conserved currents for (5.17a) -(5.17b), which we'll denote by Ψ t 1 and Ψ t 2 . We assume the form
Fo demonstration we consider a special case of the transformation (5.24a) -(5.24b): Let
The relation (5.24a) -(5.24b) then reduces to
which is valid for the system
Thus for any functions, {w 1 , w 2 }, that satisfy system (5.27a) -(5.27b), the relation (5.26a) -(5.26b) provides a new solution {u 1 , u 2 } for that system.
The converse problem in higher dimensions
The extension to higher dimensions is certainly a nontriavial problem. The aim in the current paper is to propose a method of converse potentialisation for evolution equations in n dimensions in an analogue manner to that proposed in Proposition 1 for evolution equations in (1 + 1) dimensions. We consider here the case of second-order evolution equations and, moreoever, equations which can be potentialised in a linear autonomous evolution equation. In particular, we consider n-dimensional second-order autonomous evolution equations in the dependent variable, u, and independent variables, {t, x, y 1 , y 2 , . . . , y n−2 }, (6.1) of the form
where n > 2. Assume now that there exist functions,
for (6.2), such that
Following [11] and [1] we introduce n − 1 potential variables,
and the following auxiliary system for (6.2):
We now introduce a second-order linear equation in the potential variable v 1 and the remaining potential variables, {v 2 , v 3 , . . . , v n−1 }, in the form
where G L is a linear function of its arguments, i.e.
Here α j and β j are given constants. It is instructive to consider the cases n = 3 separately:
Case n = 3: The independent variables are {t, x, y 1 ≡ y}. The linear potential equation in v 1 is
We aim to identify the 2nd-order equation
and {Φ t , Φ x , Φ y }, such that Applying D x on (6.11b) and D y on (6.11c) and using (6.10), we obtain v 1,xy = D t Φ t ut=F (6.12) which, by the use of (6.9) and (6.11a) results in the following condition on Φ t and F :
For a give Φ t and F which satisfy condition (6.13), Φ x and Φ y can easily be expressed in terms of Φ t . We have
Proposition 7:
The condition on Φ t , such that (6.9), viz. where G L is a linear function of its arguments, is given by the relation (6.13), viz.
Note that △-auto-Bäcklund transformations can be introduced in a similar way as for equations and systems in (1 + 1) dimensions.
Example: We consider the linear potential equation As a second assumption we can consider (now in terms of the dependent variable q) (6.20) which, upon applying Proposition 7, leads to the same equation, (6.17), albeit in the variable q, A △-auto-Bäcklund transformation of type I then follows directly for (6.17), namely the relation f (u) = f ′ (q)q x + f ′ (q)q y + f (q), (6.23) where both u and q satisfy (6.17).
Proposition 7 can readily be generalised to higher dimensions, i.e. the case n ≥ 4:
Proposition 8: The condition on Φ t , such that (6.2), viz.
u t = F (u, u x , u xx , u xy 1 , . . . , u xy n−2 , u y 1 y 1 , u y 1 y 2 , . . . , u y n−2 y n−2 )
with n ≥ 4 potentialises in (6.7a) -(6.7b), viz. The case of higher-dimensional equations and systems needs to be investigated further. We have only proposed here one possibility of the converse problem for higher-dimensional equations, namely the case where the higher-dimensional equation can be linearised in a specific type of linear equation in terms of its potential variables. A more detailed description of this problem is subject to future studies and will be presented elsewhere.
