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ABSTRACT
This thesis concerns the control of networked systems under actuation con-
straints. Focusing mostly on linear vector state space systems, we investigate
how limits on the frequency of system actuation affect control policies. Two
types of actuation constraints are considered. The first places a limit on
the total number of actuations, while the second places a cost on the aver-
age number of actuations. We investigate three types of networked control
systems (NCS) that differ in their method of actuation. The first NCS con-
tains multiple actuators but only one is allowed to be utilized during any
time step. An optimal control policy is found, and the trade-off between
utilizing each actuator is analyzed. In the second NCS either all actuators
are utilized or none are. A suboptimal control policy is investigated. The
final NCS introduces actuation noise where noise is injected into the system
if the controller decides to actuate the system. An optimal control policy is
determined. The theoretical results obtained in this thesis are supported by
numerical simulations performed in MATLAB.
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CHAPTER 1
INTRODUCTION
The term networked control system (NCS) refers to the interconnection of
two or more system blocks forming a control system. Their importance
and success have been the focus of many specialized articles [26], [13], [1],
and they have posed new challenges not previously encountered. Following
standard terminology (see, for example, [26], [14]) this thesis refers to a
communication channel as the medium by which information is exchanged
between different system blocks. A fundamental question posed over the
last couple of decades has been the effect of system performance and control
strategies when communication channels are introduced into control systems.
These communication channels may arise from a variety of real-life situations,
such as geographically separated system blocks [12], [25], many agents sharing
a single communication resource [23], [16], [18], or energy conservation [30],
[10], [11]. As an example, investigations into finite data rates communication
channels [5], [27], [28], [24], [31] have received great attention.
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Figure 1.1: An NCS with control over a communication channel.
Throughout this thesis, we focus on NCS configurations in the form given
in Figure 1.1. The structure shown illustrates our focus on system actua-
tion rather than estimation. Motivation for such a restriction can be found,
for instance, in agriculture. With great advances in microelectronics, small
amounts of computing power can be placed in remote locations to make daily
measurements ([29]), but executing routines such as fertilization or harvesting
are expensive and time-consuming and thus should be executed strategically
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[6], [9]. For these systems, actuation is the aspect which needs the most
attention.
In this thesis, we consider optimal control problems with two types of
control-limiting structures. The first places a hard bound on the number of
times the system is allowed to be actuated. Given a time horizon of N time
steps, we allow the system to actuate M ≤ N times1. For scalar systems
and a particular class of vector state space systems, this problem (and the
estimation counterpart) has been well studied [2], [14], [3], [15], [17], [4], [19].
With this hard bound, we investigate a scalar system with actuation noise.
The second structure places a soft constraint on the number of actuations.
Here we do not place an upper limit on the number of times the system is
allowed to actuate, rather there is an additional cost which is proportional
to the expectation of the number of times the system is actuated. Such a
formulation is similar to event-based control [7], [8]. Our investigations differ
in that we seek optimal control policies and consider finite horizon systems.
Common to both control-limiting structures above is a penalty placed on the
frequency of actuation decisions rather than the value of the control input.
1.1 Limited Controls and Individual Actuators
The first problem considered investigates a trade-off between multiple actu-
ators in a vector state space system. This was not a consideration for scalar
systems previously studied (see, for example, [3]) since they only considered
a single control input. For vector state space systems, there may be multiple
actuators which cannot be utilized simultaneously. Following this constraint,
we give the optimal policy which determines when to utilize each actuator.
To aid in implementation and intuition, we also derive properties of the op-
timal policy. Finally, the cost considered is the latter of the two discussed
above in conjunction with only allowing one actuator to be active in a sin-
gle time step. A formal problem formulation and solution can be found in
Chapter 2.
1For many systems ([2], [14], [3]), the case where M = N is trivial. The controller
simply exploits all actuation opportunities resulting in no actuation constraint. For the
system investigated in Chapter 4, though, we find that even for M = N , the solution in
non-trivial.
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1.2 Limited Controls and Quadratic Cost Function
In Chapter 3, we consider a general vector state space system which can be
seen as a direct extension of the problem discussed in Chapter 3 of [2]. Unlike
the first problem, in a single time step we suppose all system actuators are
utilized or none are. By again considering a soft constraint on the number of
actuations, our goal is to determine the actuation decisions. As an optimal
solution still eludes us, we instead consider a suboptimal policy. Similarly to
the authors of [7] and [8], we look for approximations to the value function
in terms of quadratic functions. Our work is different in that we consider
the finite horizon case. Both open-loop and closed-loop actuation policies
are formulated and investigated. We refer the reader to Chapter 3 for the
formal problem formulation and its solution.
1.3 Limited and Noisy Actuation
The final problem introduces an actuation noise into the control system. If
the controller decides to actuate, then the system receives an extra amount
of disturbance. This extra disturbance can be thought of as entering either
through a corruption in the communication channel or during actuation of the
control itself. For this problem, we also turn to a hard actuation constraint
which was the first cost formulation discussed above. We consider a different
actuation constraint to demonstrate to the reader that similar techniques can
be used to solve problems under either cost formulation. In addition to a
hard constraint, we also restrict our investigation to a scalar system in order
to place more emphasis on the addition of the actuation noise and not to
repeat work from previous chapters. A formal discussion of this problem can
be found in Chapter 4.
1.4 Conclusion
The final chapter in this thesis gives some concluding remarks. We give
a general discussion of the problem formulations and solutions presented
throughout this thesis with the intention of unifying the problems presented.
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CHAPTER 2
OPTIMAL CONTROL WITH LIMITED
CONTROLS AND INDIVIDUAL
ACTUATORS
As introduced in Section 1.2, this chapter focuses on a trade-off between
multiple actuators. We consider a situation where a system has multiple ac-
tuators, but during any given time step, only one can be utilized. Throughout
this chapter, a two-dimensional system is considered, and the reader will find
that most results easily extend to higher dimensions.
2.1 Problem Formulation
We consider an NCS with a structure as depicted in Figure 1.1. The physical
process to be controlled is described by the following linear discrete-time
vector state space system.
xk+1 = Axk +
(
α1k 0
0 α2k
)
uk + wk, 0 ≤ k ≤ N − 1 (2.1)
for state xk ∈ R2, control input uk ∈ R2 and process noise wk. The actuation
constraint is achieved by enforcing the following constraints on α1k and α
2
k.
α1k, α
2
k ∈ {0, 1}
α1k + α
2
k ≤ 1
, k = 0, 1, . . . , N − 1 (2.2)
Notice that there are two control inputs, uk = [u
1
k, u
2
k]
T . Moreover, if αik = 1
then xk+1 depends on u
i
k. Otherwise, α
i
k = 0 and xk+1 does not depend on
uik. The second constraint then ensures that both actuators are not utilized
during a single time step.
Let the noise, wk, be zero-mean Gaussian noise independent identically
distributed (i.i.d.) across time with diagonal covariance matrix Σw. We also
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restrict A =
(
A1 0
0 A2
)
and to avoid degenerate cases, we assume that A1 6=
0 and A2 6= 0. Finally let the initial state, x0, be a zero-mean Gaussian
random vector with diagonal covariance matrix Σ0.
At the beginning of each time step, depending on the particular informa-
tion structure available to the controller, a noisy state measurement might be
made. We consider measurements with additive Gaussian noise as follows.
yk = xk + vk, 0 ≤ k ≤ N − 1 (2.3)
where vk is a zero-mean Gaussian random vector i.i.d. across time with
diagonal covariance matrix Σv.
We now formulate an optimal control problem. Consider the following
finite horizon cost:
J = E
[
N−1∑
k=0
(
xTk xk + β
1α1k + β
2α2k
)
+ xTNxN
]
(2.4)
where β1 and β2 are scalar constants representing how “important” it is
to conserve actuation decisions. We seek to minimize (2.4) over all control
inputs {uk}N−10 and actuator decisions {(α1k, α2k)}N−1k=0 . Precise information
patterns available to the controller will vary between the two problems to
follow and are thus left to be formulated in later sections. The optimal cost
is denoted by J∗.
We define an actuation policy to be the set {(α1k, α2k)}N−1k=0 . This differs from
the full control policy which we define as the set {(α1k, α2k, uk)}N−1k=0 . We make
this distinction because much of the analysis to follow focuses on determining
the optimal actuation policy.
We note how β1 and β2 control the trade-off between actuating the system
and allowing the system to run open-loop. First consider if β1 = β2 = 0.
Equation (2.4) then becomes J = E
[∑N−1
k=0 x
T
k xk + x
T
NxN
]
where there is no
penalty for setting α1k = 1 or α
2
k = 1. Since there is no penalty for actuating
the system, the control problem reduces to a classical one where the physical
process can be controlled during every time step. On the other hand, suppose
that β1 and β2 are “very large” and (2.1) is open-loop unstable. Qualitatively,
we expect the controller to allow the system to run open-loop until the state
also becomes “large” and the cost on the state outweighs the cost to actuate
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the system. One of the actuators is then utilized for a single time step.
2.2 Open-Loop Actuation Policies
We now define what is meant by an open-loop actuation policy. The idea
is to determine the optimal actuation policy as a predetermined schedule
where state measurements do not affect the time steps in which the system
is actuated or which actuator is utilized. The control input, uk, is still allowed
to depend on state measurements.
2.2.1 Information Patterns
Formally, at time step k define a closed-loop information pattern as
ICLk = {y0,...,k, u0,...,k−1, α10,...,k−1, α20,...,k−1}, k = 0, . . . , N − 1 (2.5)
where y0,...,k is used to denote the (k+1)-tuple (y0, . . . , yk). Also define an
open-loop information pattern as
IOLk = {α10,...,k−1, α20,...,k−1}, k = 0, . . . , N − 1
In this section, we define an admissible control policy as a sequence of func-
tions,
pi = {(a1k, a2k, µk)}
where (a1k, a
2
k) maps I
OL to {0, 1}2 while respecting (2.2) and µk maps ICL to
R2. We desire to determine an optimal control policy, pi∗ = {(a1,∗k , a2,∗k , µ∗k)},
which minimizes (2.4).
2.2.2 Utilizing Dynamic Programming
This section is dedicated to solving for an optimal control policy as described
above. Even though only open-loop actuation policies are considered, we
show that the solution can be found using a dynamic programming approach.
To see this we first establish an optimal control input at each time step.
Consider any actuation policy {(a1,◦k , a2,◦k )}, for k = 0, . . . , N − 1. This in
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turn defines a fixed sequence {(α1◦k , α2◦k )}. Then (2.1) becomes
xk+1 = Axk +B
◦
kuk + wk, k = 0, . . . , N − 1 (2.6)
for B◦k =
(
α1,◦k 0
0 α2,◦k
)
. The cost, (2.4), can also be rewritten as follows.
J = E
[
N−1∑
k=0
xTk xk + x
T
NxN
]
+ C◦ (2.7)
where C◦ =
∑N−1
k=0
(
β1α1,◦k + β
2α2,◦k
)
is a constant which depends on the fixed
actuation policy but not the control inputs. It is now clear that to minimize
(2.7) over all control inputs, we let
u◦k = −Axˆk, k = 0, 1, . . . , N − 1 (2.8)
where xˆk = E
[
xk|ICLk
]
. Finally, since the system is linear with additive
Gaussian noise and the measurements are of the form (2.3), xˆk can be gen-
erated by a Kalman filter.1 Finally, since an optimal control input is (2.8)
for all actuation policies, it must also hold for an optimal actuation policy.
Now, in an effort to utilize dynamic programming, define t to be the num-
ber of time steps remaining, R1t to be the number of time steps from time
N − t since α1k = 1 and R2t to be the number of time steps since α2k = 1.
More explicitly, define α1−1 = α
1
−1 = 1 and then
Rit = N − t−max{k|αik = 1,−1 ≤ k < N − t}, i = 1, 2
Furthermore, since we have established that u0,...,N−1 = −Axˆ0,...,N−1 is opti-
mal for all actuation policies, it is convenient to define the following short-
hand expectation.
Eu∗ [·] := E [ ·|u0,...,N−1 = −Axˆ0,...,N−1]
1We invite the reader to review the material in Appendix B which gives equations for
the Kalman filter and notation to be used later.
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We then define for r1, r2 ≥ 1, J0(r1,r2,t), J1(r,s,t), J2(r,s,t) and J(r,s,t) below.
J0(r1,r2,t) = min
αN−t+1,...N−1
Eu∗
[ N−1∑
k=N−t
(
xTk xk + β
1α1k + β
2α2k
)
+ xTNxN∣∣∣∣α1N−t = α2N−t = 0,R1t = r1,R2t = r2]
J1(r1,r2,t) = min
αN−t+1,...N−1
Eu∗
[ N−1∑
k=N−t
(
xTk xk + β
1α1k + β
2α2k
)
+ xTNxN∣∣∣∣α1N−t = 1,R1t = r1,R2t = r2]
J2(r1,r2,t) = min
αN−t+1,...N−1
Eu∗
[ N−1∑
k=N−t
(
xTk xk + β
1α1k + β
2α2k
)
+ xTNxN∣∣∣∣α2N−t = 1,R1t = r1,R2t = r2]
Jr1,r2,t = min{J0(r1,r2,t), J1(r1,r2,t), J2(r1,r2,t)}
We note that with these definitions and the previously established fact that
the optimal control input is u0,...,N−1 = −Axˆ0,...,N−1,
J∗ = J(1,1,N)
We now show how J(1,1,N) can be determined. Beginning with t = 1, notice
that
J0(r1,r2,1) = Eu∗
[
xTN−1xN−1 + β
1α1N−1 + β
2α2N−1 + x
T
NxN∣∣∣∣α1N−1 = α2N−1 = 0,R11 = r1,R21 = r2]
= Eu∗
[
xTN−1xN−1 + x
T
N−1A
TAxN−1
∣∣∣∣R11 = r1,R21 = r2]
= σ2(N−1|N−1−r1,1) + σ
2
(N−1|N−1−r2,2)
+ σ2(N−1|N−1−r1−1,1) + σ
2
(N−1|N−1−r2−1,2)
where σ2(k|k−r,i) = E
[
(xik − Arxˆik−r)2|ICLk−r
]
for i = 1, 2 and is also found by a
Kalman filter. To simplify notation, let
J(r1,r2,0) = σ
2
(N−1|N−1−r1−1,1) + σ
2
(N−1|N−1−r2−1,2)
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Then performing similar manipulations, we find that
J1(r1,r2,1) = σ
2
(N−1|N−1−r1,1) + σ
2
(N−1|N−1−r2,2) + J(1,r2+1,0) + β
1
J2(r1,r2,1) = σ
2
(N−1|N−1−r1,1) + σ
2
(N−1|N−1−r2,2) + J(r1+1,1,0) + β
2
Thus,
J(r1,r2,1) = σ
2
(N−1|N−1−r1,1) + σ
2
(N−1|N−1−r2,2)
+ min{J(r1,r2,0), J(1,r2,0) + β1, J(r1,1,0) + β2}
Now given any t > 1, we determine J(r1,r2,t). We do this by expressing
J(r1,r2,t) as a function of J(r1+1,r2+1,t−1), J(1,r2+1,t−1) and J(r1+1,1,t−1). This is
done by noting the following.
J0(r1,r2,t) = min
αk−t+1,...N−1
Eu∗
[ N−1∑
k=N−t
(
xTk xk + β
1α1k + β
2α2k
)
+ xTNxN∣∣∣∣α1N−t = α2N−t = 0,R1t = r1,R2t = r2]
= min
αk−t+1,...N−1
Eu∗
[ N−1∑
k=N−t
(
xTk xk + β
1α1k + β
2α2k
)
+ xTNxN∣∣∣∣R1t−1 = r1 + 1,R2t−1 = r2 + 1]
= Eu∗
[
xTN−txN−t|R1t = r1,R2t = r2
]
+ J(r1+1,r2+1,t−1)
= σ2(N−t|N−t−r1,1) + σ
2
(N−t|N−t−r2,2) + J(r1+1,r2+1,t−1)
Similarly, we find that
J1(r1,r2,t) = σ
2
(N−t|N−t−r1,1) + σ
2
(N−t|N−t−r2,2) + β
1 + J(1,r2+1,t−1)
J2(r1,r2,t) = σ
2
(N−t|N−t−r1,1) + σ
2
(N−t|N−t−r2,2) + β
2 + J(r1+1,1,t−1)
Thus,
J(r1,r2,t) = σ
2
(N−t|N−t−r1,1) + σ
2
(N−t|N−t−r2,2)
+ min{J(r1,r2,t−1), J(1,r2+1,t−1) + β1, J(r1+1,1,t−1) + β2}
By following the dynamic programming approach, the optimal cost, J∗,
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can easily be found using the below equations.
J(r1,r2,0) = σ
2
(N−1|N−1−r1−1,1) + σ
2
(N−1|N−1−r2−1,2)
J0(r1,r2,t) = σ
2
(N−t|N−t−r1,1) + σ
2
(N−t|N−t−r2,2) + J(r1+1,r2+1,t−1)
J1(r1,r2,t) = σ
2
(N−t|N−t−r1,1) + σ
2
(N−t|N−t−r2,2) + β
1 + J(1,r2+1,t−1)
J2(r1,r2,t) = σ
2
(N−t|N−t−r1,1) + σ
2
(N−t|N−t−r2,2) + β
2 + J(r1+1,1,t−1)
J(r1,r2,t) = min {J0(r1,r2,t), J1(r1,r2,t), J2(r1,r2,t)}
J∗ = J(1,1,N)
(2.9)
Notice that this does not directly give an optimal actuation policy. To
determine an optimal actuation policy, one must first find the above optimal
cost then find a corresponding sequence of {(r1, r2, t)} which yields J∗. Figure
2.1 shows a visualization of this concept.
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Figure 2.1: One possible path which gives an optimal actuation policy as
(a10, a
2
0) = (0, 1) and (a
1
1, a
2
1) = (1, 0).
2.3 Closed-Loop Actuation Policies
The previous section dealt with finding an optimal actuation policy which was
independent of the state measurements. This section allows the actuation
policy to depend on state measurements. We thus find a policy which is not
simply a schedule, but rather a dynamic policy which evolves as the system
evolves.
Formally, we again consider a system in the form of (2.1) and we mini-
mize (2.4) over all admissible control policies pi = {(a1k, a2k, µk)}, where the
(a1k, a
2
k, µk) maps I
CL
k to {0, 1} × {0, 1} × R2 for k = 0, 1, . . . , N − 1.
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2.3.1 Definitions
This section states a few common properties of functions which we later
reference. Consider a Borel measurable function F : R2 → R for which the
necessary derivatives exist and define the following properties, which will
henceforth be referred to as simply (P1) and (P2), respectively.
(P1). F (x1, x2) = F (−x1, x2) = F (x1,−x2), ∂∂x1F (x1, x2) > 0 for x1 > 0,
∂
∂x2
F (x1, x2) > 0 for x2 > 0, and limxi→∞ F (x1, x2) =∞ for i = 1, 2
(P2). F (x1, x2) = F (−x1, x2) = F (x1,−x2), ∂∂x1F (x1, x2) < 0 for x1 > 0,
∂
∂x2
F (x1, x2) > 0 for x2 > 0, and limxi→∞ |F (x1, x2)| =∞ for i = 1, 2
2.3.2 Determining Actuation Policies
With the intention of utilizing dynamic programming, let t denote the num-
ber of time steps remaining and define J2t , J
1
t and J
0
t be the cost-to-go given
that (α1N−t, α
2
N−t) is (0, 1), (1, 0) and (0, 0) respectively. We then define the
cost-to-go as Jt = min {J0t , J1t , J2t }.
First consider t = 1. We walk through the steps for J11 then write the
expressions for J01 and J
2
1 as they follow along similar lines. Writing J
1
1 out
explicitly,
J11 = min
uN−1
E
[
xTN−1xN−1 + x
T
NxN + β
1α1N−1 + β
2α2N−1|ICLN−1, α1N−1 = 1
]
= E
[
xTN−1xN−1|ICLN−1
]
+ Tr (Σw) + β
1
+ min
uN−1
E
[
(AxN−1 +
(
1 0
0 0
)
uN−1)T (AxN−1 +
(
1 0
0 0
)
uN−1)∣∣∣∣ICLN−1, α1N−1 = 1]
By noticing that the minimization is achieved at u∗N−1 = −AxˆN−1, the above
expression simplifies to
J11 = (xˆ
1
N−1)
2 + (xˆ2N−1)
2 + Tr (ΣN−1) + Tr (Σw) + β1
+ (A1)2σ2N−1,1 + (A
2)2(xˆ2N−1)
2 + (A2)2σ2N−1,2
= (xˆ1N−1)
2 + (1 + (A2)2)(xˆ2N−1)
2 + (1 + (A1)2)σ2N−1,1
+ (1 + (A2)2)σ2N−1,2 + Tr (Σw) + β
1
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Full expressions for J11 , J
0
1 and J
2
1 are given below.
J01 = (1 + (A
1)2)(xˆ1N−1)
2 + (1 + (A2)2)(xˆ2N−1)
2 + C1
J11 = (xˆ
1
N−1)
2 + (1 + (A2)2)(xˆ2N−1)
2 + C1 + β
1
J21 = (1 + (A
1)2)(xˆ1N−1)
2 + (xˆ2N−1)
2 + C1 + β
2
(2.10)
where C1 = (1 + (A
1)2)σ2N−1,1 + (1 + (A
2)2)σ2N−1,2 + Tr (Σw) . Given these
cost-to-go expressions, we can easily determine an optimal actuation policy
at time step N − 1. First define the following difference expressions:
∆
(0,1)
1 = J
0
1 − J11 = (A1)2(xˆ1N−1)2 − β1
∆
(0,2)
1 = J
0
1 − J21 = (A2)2(xˆ2N−1)2 − β2
∆
(1,2)
1 = J
1
1 − J21 = −(A1)2(xˆ1N−1)2 + (A2)2(xˆ2N−1)2 + β1 − β2
Then, an optimal actuation policy at time step N − 1 is given below.
(a1,∗N−1, a
2,∗
N−1)(I
CL
N−1) =

(0, 0) if ∆
(0,1)
1 ≤ 0,∆(0,2)1 ≤ 0
(1, 0) if ∆
(0,1)
1 > 0,∆
(1,2)
1 ≤ 0
(0, 1) else
Equivalently, the above expression can be written explicitly as a function of
xˆN−1:
(a1,∗N−1, a
2,∗
N−1)(xˆN−1) =

(0, 0) if |xˆ1N−1| ≤ τ 1N−1, |xˆ2N−1| ≤ τ 2N−1
(1, 0) if |xˆ1N−1| > τ 1,−(A1)2(xˆ1N−1)2
+(A2)2(xˆ2N−1)
2 + β1 − β2 ≤ 0
(0, 1) else
where τ 1N−1 =
√
β1/A1 and τ 2N−1 =
√
β2/A2. In the scalar case, it was
possible to define the actuation policy as a threshold policy. For vector state
space systems, we see that this is not possible. We instead define triggering
sets. For a general t ≥ 1, the triggering sets T 0t , T 1t and T 2t are defined as
T 0t =
{
x ∈ R2|∆(0,1)t ≤ 0,∆(0,2)t ≤ 0
}
, T 1t =
{
x ∈ R2|∆(0,1)t > 0,∆(1,2)t ≤ 0
}
T 2t =
{
x ∈ R2|∆(0,2)t > 0,∆(1,2)t > 0
}
These sets are used to partition R2 and visualize optimal actuation policies.
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For instance, if xˆN−1 ∈ T 11 , then (a1,∗N−1, a2,∗N−1)(xˆN−1) = (1, 0). A depiction of
the triggering sets for t = 1 is shown in Figure 2.2.
T 01
T 11
T 21
|xˆ2N−1|
|xˆ1N−1|
Figure 2.2: Partitioning R2 into 3 triggering sets.
Continuing with t = 2, we examine some less-explicit expressions. Our goal
is to characterize, to some extent, the triggering sets at each time step to gain
some qualitative intuition on the solution. This is due to the impossibility of
a closed-form solution. Again beginning with J12 , we write J1 as a function
of xˆN−1 to obtain
J12 = E
[
xTN−2xN−2|IN−2
]
+ min
uN−2
E
[
J1(xˆN−1)|ICLN−2, α1N−2 = 1
]
+ β1
Following similar steps as taken in [2], we note that xˆN−1|ICLN−2, α1N−2 = 1 is
a Gaussian random vector with mean
(
A1xˆ1N−2 − u1N−2
A2xˆ2N−2
)
and variance
Σ˜2 = ΣN−1|N−2
(
ΣN−1|N−2 + Σv
)−1
ΣN−1|N−2
Noting that Σw,Σv and A are all diagonal, then so is Σ˜2. Therefore,
E
[
J1(xˆN−1)|ICLN−2, α1N−2 = 1
]
=
1
2pi|Σ˜2|1/2
∫
R2
J1(x1, x2)
× e−(x1−A1xˆ1N−2+u1N−2)2/σ˜22,1
× e−(x2−A2xˆ2N−2)2/σ˜22,2dx1dx2
for Σ˜2 =
(
σ˜22,1 0
0 σ˜22,2
)
. We prove some structure about the above expecta-
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tion. To do this, we define the following function.
G2(u¯1, u¯2) :=
1
2pi|Σ˜2|1/2
∫
R2
J1(x1, x2)e
−(x1−u¯1)2/σ˜22,1e−(x2−u¯2)
2/σ˜22,2dx1dx2
With this definition, we see that
J12 = xˆ
T
N−2xˆN−2 +Tr (ΣN−2)+ min
uN−2
G2(A
1xˆ1N−2−u1N−2, A2xˆ2N−2)+β1 (2.11)
By showing that for any u¯◦2 ∈ R2, G2(u¯1, u¯◦2) has a global minimum at
u¯∗1 = 0, it is clear that u
∗
N−2 = −AxˆN−2 achieves the minimization in
(2.11) and is an optimal control input. This aim is achieved by means of
Lemma A.1. First notice that J01 , J
1
1 and J
2
1 , as functions of xˆ
1
N−1 and xˆ
2
N−1
each satisfy the desired properties for Lemma A.1. Furthermore, notice that
min{J01 , J11 , J21} preserves these properties so J1 also satisfies the necessary
properties. Lemma A.1 thus shows that G2 satisfies (P1) and furthermore
that µ∗N−2 = −AxˆN−2.
Using similar arguments, we also derive expressions for J02 and J
2
2 . The
final expressions are given below.
J02 (xˆN−2) = xˆ
T
N−2xˆN−2 + Tr (ΣN−2) +G2(AxˆN−2)
J12 (xˆN−2) = xˆ
T
N−2xˆN−2 + Tr (ΣN−2) +G2(0, A
2xˆ2N−2) + β
1
J22 (xˆN−2) = xˆ
T
N−2xˆN−2 + Tr (ΣN−2) +G2(A
1xˆ1N−2, 0) + β
2
(2.12)
It is now a simple exercise to see that since G2 satisfies (P1), so do J
0
2 , J
1
2 and
J22 . This property will be utilized as the base case for induction arguments
used in the next few sections. We finish this section by writing out the
expressions for ∆
(0,1)
2 ,∆
(0,2)
2 and ∆
(1,2)
2 .
∆
(0,1)
2 (xˆN−t) = G2(AxˆN−2)−G2(0, A2xˆ2N−2)− β1
∆
(0,2)
2 (xˆN−t) = G2(AxˆN−2)−G2(A1xˆ1N−2, 0)− β2
∆
(1,2)
2 (xˆN−t) = G2(0, A
2xˆ2N−2)−G2(A1xˆ1N−2, 0) + β1 − β2
(2.13)
2.3.3 Cost-to-Go and Optimal Control Input for General t
The previous section established the optimal control input and actuation
policy for t = 1, 2 and introduced the tools necessary generalize to any t > 0.
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The proof in this section follows along similar lines to the derivation of J2.
Consider an arbitrary t > 0; it is clear that an optimal actuation policy is
given as follows:
(a1,∗N−1, a
2,∗
N−1)(I
CL
N−1) =

(0, 0) if J0t − J1t , J0t − J2t ≤ 0
(1, 0) if J0t − J1t > 0, J1t − J2t ≤ 0
(0, 1) else
(2.14)
for J0t , J
1
t and J
2
t as defined at the beginning of Section 2.3.2. Our goal is
thus to determine useful expressions for J0t , J
1
t and J
2
t . This is achieved in
the following theorem.
Theorem 2.1. Given t > 1 time steps remaining, the optimal cost-to-go,
Jt, can be expressed as a function of
(
xˆ1N−t
xˆ2N−t
)
= xˆN−t = E [xN−t|IN−t] .
Furthermore, for Gt(xˆN−t) := E
[
Jt−1(xˆN−t+1)|ICLN−t, αiN−t = 0
]
), G satisfies
(P1) and
J0t (xˆN−t) = xˆ
T
N−txˆN−t + Tr (ΣN−t) +Gt(AxˆN−t)
J1t (xˆN−t) = xˆ
T
N−txˆN−t + Tr (ΣN−t) +Gt(0, A
2xˆ2N−t) + β
1
J2t (xˆN−t) = xˆ
T
N−txˆN−t + Tr (ΣN−t) +Gt(A
1xˆ1N−t, 0) + β
2
Proof. We first consider the base case for t = 2. The result was shown to hold
in Section 2.3.2. Now assume that it holds for t − 1 time steps remaining.
We show that it holds for t time steps remaining. Notice that by dynamic
programming
J0t (xˆN−t) = E
[
xTN−txN−t|IN−t
]
+ E
[
Jt−1(xˆN−t+1)|IN−t, αiN−t = 0
]
)
= E
[
xTN−txN−t|IN−t
]
+
∫
R2
Jt−1(x1, x2)f 0xˆN−t+1|IN−t(x1, x2)dx1dx2
= xˆTN−txˆN−t + Tr (ΣN−t) +Gt(AxˆN−t)
where f 0xˆN−t+1|IN−t ∼ N(AxˆN−t, Σ˜t), for
Σ˜t := ΣN−t+1|N−t(ΣN−t+1|N−t + Σv)−1ΣN−t+1|N−t
Note that due to the structure of the system, the variance is a diagonal
matrix. Since the variance is diagonal, f 0xˆN−t+1|IN−t is the product of two
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scalar Gaussian distributions as required by Lemma A.1. Finally by use
of the induction hypothesis, since J0t−1, J
1
t−1 and J
2
t−1 each satisfy (P1), we
can say that Jt−1 satisfies the hypothesis in Lemma A.1. Thus, Lemma A.1
proves the desired characteristics of Gt.
Now to show the structure of J1t , notice that
J1t (xˆN−t) = E
[
xTN−txN−t|IN−t
]
+ min
u
E
[
Jt−1(xˆN−t+1)|IN−t, α1N−t = 0, uN−t = u
]
) + β1
= E
[
xTN−txN−t|IN−t
]
+ min
u
∫
R2
Jt−1(x1, x2)f 1xˆN−t+1|IN−t(x1, x2)dx1dx2 + β
1
= xˆTN−txˆN−t + σ
2
w,1 + σ
2
w,2 + min
u
Gt(A
1xˆ1N−t + u,A
2xˆ2N−t) + β
1
= xˆTN−txˆN−t + σ
2
w,1 + σ
2
w,2 +Gt(0, A
2xˆ2N−t) + β
1
where f 1xˆN−t+1|IN−t ∼ N
((
A1xˆ1N−t + u
A2xˆ2N−t
)
, Σ˜t
)
. The final line is seen by not-
ing that, as previously established, Gt satisfies (P1) and thus for each fixed
u¯◦2, Gt(u¯1, u¯
◦
2) has a unique minimum at u¯
∗
1 = 0. A similar argument can be
made to verify J2t (xˆN−t).
We notice that in the proof of the previous theorem, one obtains an optimal
control policy as µ∗N−t = −AxˆN−t. This is the expected result since the cost
does not depend on the value of the control input.
2.3.4 Properties of ∆
(0,1)
t , ∆
(0,1)
t and ∆
(0,1)
t
Now that we have determined an optimal control policy as µ∗N−t = −AxˆN−t,
we now desire to analyze the optimal actuation policy given in (2.14). Sec-
tion 2.3.2 defined the notion of the triggering sets T 0t , T 1t and T 2t . The goal
of this section is to characterize these triggering sets. In order to do so,
we investigate functions of the form: ∆
(i,j)
t (xˆN−t) := J
i
t (xˆN−t) − J jt (xˆN−t).
Only three such functions are used to define the triggering sets. They are
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∆
(0,1)
t ,∆
(0,2)
t and ∆
(1,2)
t . Notice that by Theorem 2.1
∆
(0,1)
t (xˆN−t) = Gt(AxˆN−t)−Gt(0, A2xˆ2N−t)− β1
∆
(0,2)
t (xˆN−t) = Gt(AxˆN−t)−Gt(A1xˆ1N−t, 0)− β2
∆
(1,2)
t (xˆN−t) = Gt(0, A
2xˆ2N−t)−Gt(A1xˆ1N−t, 0) + β1 − β2
(2.15)
Due to the even nature of these functions, it suffices to investigate only
the first quadrant, i.e. let xˆN−t ∈ R+ × R+. With this motivation, we state
the following theorem.
Theorem 2.2. For t > 1 we have that for u¯1, u¯2 > 0,
1. ∂
∂u¯1
∆
(0,1)
t (u¯1, u¯2) > 0 and
∂
∂u¯2
∆
(0,1)
t (u¯1, u¯2) = 0,
2. ∂
∂u¯1
∆
(0,2)
t (u¯1, u¯2) = 0 and
∂
∂u¯2
∆
(0,2)
t (u¯1, u¯2) > 0,
3. ∂
∂u¯1
∆
(1,2)
t (u¯1, u¯2) < 0 and
∂
∂u¯2
∆
(1,2)
t (u¯1, u¯2) > 0, and
4. ∂
2
∂u¯1u¯2
Gt(u¯1, u¯2) = 0.
Proof. The proof is by induction. We first we show that for u¯1, u¯2 > 0,
∂2
∂u¯1u¯2
G2(u¯1, u¯2) > 0. Writing this out explicitly, let fx ∼ N
((
u¯1
u¯2
)
,Σ
)
and
fy ∼
((
0
0
)
,Σ
)
for any covariance matrix, Σ, and we find
∂2
∂u¯1u¯2
G2(u¯1, u¯2) =
∂2
∂u¯1u¯2
∫
R2
J1(x1, x2)fx(x1, x2)dx1dx2
=
∫
R2
∂2
∂u¯1u¯2
{J1(x1, x2)fx(x1, x2)} dy1dy2
=
∫
R2
∂2
∂u¯1u¯2
{J1(y1 + u¯1, y2 + u¯2)fy(y1, y2)} dy1dy2
where the substitution y1 = x1 − u1 and y2 = x2 − u2 was made. We desire
to differentiate J1, but J1 = min{J01 , J11 , J21} and so its derivative is not well
defined everywhere. To get around this, we break the integral into three
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regions as follows:
∂2
∂u¯1u¯2
G2(u¯1, u¯2) =
∫
T 01 −u¯
∂2
∂u¯1u¯2
{
J01 (y1 + u¯1, y2 + u¯2)fy(y1, y2)
}
dy1dy2
+
∫
T 11 −u¯
∂2
∂u¯1u¯2
{
J11 (y1 + u¯1, y2 + u¯2)fy(y1, y2)
}
dy1dy2
+
∫
T 21 −u¯
∂2
∂u¯1u¯2
{
J21 (y1 + u¯1, y2 + u¯2)fy(y1, y2)
}
dy1dy2
Referring back to (2.10), it is easy to see that ∂
2
∂u¯1u¯2
J01 (y1 + u¯1, y2 + u¯2) = 0,
∂2
∂u¯1u¯2
J11 (y1 + u¯1, y2 + u¯2) = 0 and
∂2
∂u¯1u¯2
J21 (y1 + u¯1, y2 + u¯2) = 0. Thus,
∂2
∂u¯1u¯2
G2(u¯1, u¯2) = 0
Now from Theorem 2.1, we know that G2 satisfies (P1). Thus, it is easy to see
from (2.13) that ∂
∂u¯1
∆
(0,1)
2 (u¯1, u¯2) > 0,
∂
∂u¯2
∆
(0,2)
2 (u¯1, u¯2) > 0,
∂
∂u¯1
∆
(1,2)
2 (u¯1, u¯2) <
0 and ∂
∂u¯2
∆
(1,2)
2 (u¯1, u¯2) > 0. To complete the base case, we now show that
∂
∂u¯2
∆
(0,1)
2 (u¯1, u¯2) = 0 then
∂
∂u¯1
∆
(0,2)
2 (u¯1, u¯2) = 0 follows along similar lines.
Notice that
∂
∂u¯2
∆
(0,1)
2 (u¯1, u¯2) =
∂
∂u¯2
G2(A
1u¯1, A
2u¯2)− ∂
∂u¯2
G2(0, A
2u¯2)
=
∫ A1u¯1
0
∂
∂u¯1u¯2
G2(v¯1, A
2u¯2)dv¯1
= 0
Now that the base case has been proven, assume 1-4 hold true for t−1 time
steps remaining. Suppose that u¯1, u¯2 > 0 and we show that
∂2
∂u¯1u¯2
Gt(u¯1, u¯2) =
0. Following along similar lines to the base case,
∂2
∂u¯1u¯2
Gt(u¯1, u¯2) =
∫
T 01 −u¯
∂2
∂u¯1u¯2
{
J0t−1(y1 + u¯1, y2 + u¯2)fy(y1, y2)
}
dy1dy2
+
∫
T 11 −u¯
∂2
∂u¯1u¯2
{
J1t−1(y1 + u¯1, y2 + u¯2)fy(y1, y2)
}
dy1dy2
+
∫
T 21 −u¯
∂2
∂u¯1u¯2
{
J2t−1(y1 + u¯1, y2 + u¯2)fy(y1, y2)
}
dy1dy2
= 0
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The last step uses the induction hypothesis that ∂
2
∂u¯1u¯2
Gt−1(u¯1, u¯2) = 0. From
Theorem 2.1 and (2.15), we see that ∂
∂u¯1
∆
(0,1)
t (u¯1, u¯2) > 0,
∂
∂u¯2
∆
(0,2)
t (u¯1, u¯2) >
0, ∂
∂u¯1
∆
(1,2)
t (u¯1, u¯2) < 0 and
∂
∂u¯2
∆
(1,2)
t (u¯1, u¯2) > 0. To complete the induction
argument, we show that ∂
∂u¯2
∆
(0,1)
2 (u¯1, u¯2) = 0 then
∂
∂u¯1
∆
(0,2)
2 (u¯1, u¯2) = 0
follows by a similar argument. Similarly to the base case,
∂
∂u¯2
∆
(0,1)
t (u¯1, u¯2) =
∂
∂u¯2
Gt(A
1u¯1, A
2u¯2)− ∂
∂u¯2
Gt(0, A
2u¯2)
=
∫ A1u¯1
0
∂
∂u¯1u¯2
Gt(v¯1, A
2u¯2)dv¯1
= 0
This completes the proof.
2.3.5 Characterization of T it
Thus far, we have derived some properties of the functions ∆(0,1),∆(0,2) and
∆(1,2). We now desire to exploit these properties to investigate the properties
of the triggering sets Ti.
Lemma 2.3. For any t > 0, there exist constants τ
(0,1)
t , τ
(0,2)
t ≥ 0 such
that {(u¯1, u¯2) ∈ R2|∆(0,1)t (u¯1, u¯2) < 0} = {(u¯1, u¯2) ∈ R2||u¯1| ≤ τ (0,1)t } and
{(u¯1, u¯2) ∈ R2|∆(0,2)t (u¯1, u¯2) < 0} = {(u¯1, u¯2) ∈ R2||u¯2| ≤ τ (0,2)t }.
Proof. We only prove
{(u¯1, u¯2) ∈ R|∆(0,1)t (u¯1, u¯2) < 0} = {(u¯1, u¯2) ∈ R||u¯1| ≤ τ (0,1)t }
since the other equality follows along similar lines. First, from Theorem 2.2
we know that for all (u¯1, u¯2) ∈ R2, ∂∂u¯2∆
(0,1)
t (u¯1, u¯2) = 0. Thus, ∆
(0,1)
t (u¯1, u¯2) =
∆
(0,1)
t (u¯1, 0) = Gt(A
1u¯1, 0)−Gt(0, 0)−β1.We therefore see that ∆(0,1)t (0, u¯2) =
−β1 < 0. In conjunction with
∂
∂u¯1
∆
(0,1)
t (u¯1, u¯2) > 0, lim
u¯1
|Gt(A1u¯1, A2u¯◦2)| =∞
we see that for each fixed u◦2, ∆
(0,1)
t (u¯1, u¯
◦
2) crosses zero at exactly two points,
neither of which are zero. Noting that ∆
(0,1)
t (u¯1, u¯
◦
2) = ∆
(0,1)
t (−u¯1, u¯◦2) es-
tablishes that these points must be symmetric about 0, which completes the
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proof.
Corollary 2.4. There exist constants τ
(0,1)
t , τ
(0,2)
t ≥ 0 such that
T 0t = {(u¯1, u¯2) ∈ R2||u¯1| < τ (0,1)t , |u¯2| < τ (1,2)t }
Proof. Utilizing Lemma 2.3 and the fact that
T 0t = {(u¯1, u¯2) ∈ R2|∆(0,1)t (u¯1, u¯2) < 0} ∩ {(u¯1, u¯2) ∈ R2|∆(0,2)t (u¯1, u¯2) < 0}
finishes the proof.
Corollary 2.4 shows that the region where α1t = α
2
t = 0 is a rectangle
centered at the origin. The rest of R2 is thus partitioned by T 1t and T 2t . The
characterization of these sets is not as clean as T 0t , but the following lemmas
help to prove the final result that when restricted to R+ × R+, the three
triggering sets are connected sets.
Lemma 2.5. Given t > 0 and any u¯◦2 ∈ R,
{u¯1 ∈ R+|∆(1,2)t (u¯1, u¯◦2) < 0} = (τ (1,2)t (u¯2),∞)
where τ
(1,2)
t : R→ R+∪{0} is an even mapping and τ (1,2)t
∣∣∣
R+
is an increasing
function.
Proof. Let t > 0 and u¯◦2 ∈ R. From Theorem 2.2,
∂
∂u¯1
∆
(1,2)
t (u¯1, u¯
◦
2) < 0, lim
u¯1
|Gt(A1u¯1, A2u¯◦2)| =∞
We therefore know that since ∆
(1,2)
t (u¯1, u¯
◦
2) = ∆
(1,2)
t (−u¯1, u¯◦2), as a function
of u¯1, ∆
(1,2)
t (u¯1, u¯
◦
2) crosses zero at zero or two points symmetric about zero.
If there is no zero crossing, let τ
(1,2)
t (u¯
◦
2) = 0 and otherwise let τ
(1,2)
t (u¯
◦
2) be
the non-negative zero crossing. This establishes
{u¯1 ∈ R+|∆(1,2)t (u¯1, u¯◦2) < 0} = (τ (1,2)t (u¯2),∞)
Moreover, since ∆
(1,2)
t (u¯1, u¯
◦
2) = ∆
(1,2)
t (u¯1,−u¯◦2), it holds that τ (1,2)t (u¯◦) =
τ
(1,2)
t (−u¯◦) which show that τ (1,2)t is an even mapping.
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The final result to prove is that τ
(1,2)
t
∣∣∣
R+
is an increasing function. Let
u¯◦2 ≥ u¯′2 > 0. We desire to show that τ (1,2)t (u¯◦2) > τ (1,2)t (u¯′2). Notice that by
construction, τ
(1,2)
t (u¯
◦
2) = 0 or ∆
(1,2)(τ
(1,2)
t (u¯
◦
2), u¯
◦
2) = 0. Then from Theorem
2.2, ∂
∂u¯2
∆
(1,2)
t (u¯1, u¯2) > 0 for all u¯ ∈ R+ so
∆(1,2)(τ
(1,2)
t (u¯
◦
2), u¯
′
) > ∆(1,2)(τ
(1,2)
t (u¯
◦
2), u¯
◦)
Finally, since τ
(1,2)
t (u¯
′
2) = 0 or ∆
(1,2)(τ
(1,2)
t (u¯
′
2), u¯
′
2) = 0 and for u¯1 ∈ R+,
∂
∂u¯1
∆
(1,2)
t (u¯1, u¯
′
2) < 0, we find that τ
(1,2)
t (u¯
◦
2) ≥ τ (1,2)t (u¯′2).
Lemma 2.6. For any u¯◦2 ∈ R+,
{u¯1 ∈ R+|(u¯1, u¯◦2) ∈ T 1t } = (max{τ (0,1)t , τ (1,2)t (u¯◦2)},∞)
where τ
(0,1)
t is a constant and τ
(1,2)
t : R→ R+ ∪ {0}. Furthermore,
max{τ (0,1)t , τ (1,2)t (u¯◦2)}
∣∣∣
R+
varies continuously in u¯o2.
Proof. Let τ
(0,1)
t and τ
(0,2)
t be as defined in Lemma 2.3 and let τ
(1,2)
t be as de-
fined in Lemma 2.5. We first show that for u¯◦2 > τ
(0,2)
t , ∆
(1,2)
t (τ
(1,2)(u¯◦2), u¯
◦
2) =
0. Notice that it suffices to show ∆(1,2)(0, u¯◦2) > 0. This is seen by
∆
(1,2)
t (0, u¯
◦
2) > ∆
(1,2)
t (0, τ
(0,2)
t )
= Gt(0, τ
(0,2)
t )−Gt(0, 0) + β1 − β2
= ∆
(0,2)
t (0, τ
(0,2)
t ) + β
1
= β1 > 0
We now show that τ
(1,2)
t
∣∣∣
(τ
(0,2)
t ,∞)
is a continuous map. This is seen by
means of the implicit function theorem (see, for instance, [21]). First, as we
just proved, if u¯◦2 > τ
(0,2)
t then ∆
(1,2)
t (τ
(1,2)
t (u¯
◦
2), u¯
◦
2) = 0. Now, from Theorem
2.2,
∂
∂u¯1
∆
(1,2)
t (u¯1, u¯
◦
2) 6= 0
Therefore ∂
∂u¯1
∆
(1,2)
t (u¯1, u¯
◦
2) is invertible and by application of the implicit
function theorem, there exists an open interval containing u¯◦2 such that τ
(1,2)
t
is continuous. Applying this to all u¯◦2 > τ
(0,2)
t and noting that τ
(1,2)
t is the
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unique non-negative zero crossing establishes the fact that τ
(1,2)
t is continuous
on (τ
(0,2)
t ,∞).
To show that max{τ (0,1)t , τ (1,2)t (u¯◦2)}
∣∣∣
R+
is continuous, first note that
∆
(1,2)
t (τ
(0,1)
t , τ
(0,2)
t ) = 0
This is because
∆
(1,2)
t (τ
(0,1)
t , τ
(0,2)
t ) = ∆
(0,2)
t (τ
(0,1)
t , τ
(0,2)
t )−∆(0,1)t (τ (0,1)t , τ (0,2)t )
= ∆
(0,2)
t (0, τ
(0,2)
t )−∆(0,1)t (τ (0,1)t , 0)
= 0
Therefore, τ
(1,2)
t (τ
(0,2)
t ) = τ
(0,1)
t . Then from Lemma 2.5, τ
(1,2)
t
∣∣∣
R+
is non-
decreasing. This establishes that
max{τ (0,1)t , τ (1,2)t (u¯2)}
∣∣∣
R+
=
{
τ
(0,1)
t if u¯2 < τ
(0,2)
t
τ
(1,2)
t (u¯2) else
Finally, since the two portions of max{τ (0,1)t , τ (1,2)t (u¯2)}
∣∣∣
R+
are continuous
and agree when u¯2 = τ
(0,2)
t , we conclude that max{τ (0,1)t , τ (1,2)t (u¯2)}
∣∣∣
R+
is
continuous.
We finally prove that for any u¯◦2 ∈ R+,
{u¯1 ∈ R+|(u¯1, u¯◦2) ∈ T 1t } = (max{τ (0,1)t , τ (1,2)t (u¯◦2)},∞)
Note that
{u¯1 ∈ R+|(u¯1, u¯◦2) ∈ T 1t } = {u¯1 ∈ R+|∆(1,2)t (u¯1, u¯◦2) < 0 and ∆(0,1)t (u¯1, u¯◦2) > 0}
Then from Lemma 2.3, we know
{u¯1 ∈ R+|∆(0,1)t (u¯1, u¯o2) > 0} = (τ (0,1)t ,∞)
Similarly, from Lemma 2.5 we know
{u¯1 ∈ R+|∆(1,2)t (u¯1, u¯o2) < 0} = (τ (1,2)t (u¯◦2),∞)
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Thus, {u¯1 ∈ R|(u¯1, u¯o2) ∈ T 1t } = (max{τ (0,1)t , τ (1,2)t (u¯◦2)},∞).
The above lemmas have proved some useful facts about the triggering sets.
We now gather these results to prove the following theorem.
Theorem 2.7. The triggering sets T 0t , T 1t and T 2t , when restricted to R+ ×
R+, are connected sets.
Proof. We show that these sets are path connected. First from Corollary 2.4,
it is clear that T 0t is a connected set. Now suppose u¯◦, u¯′ ∈ T 1t with u¯◦2 ≤ u¯′2.
From Lemma 2.6, one can find r0 and r′ such that
{u¯1 ∈ R|(u¯1, u¯◦2) ∈ T 1t } = (r◦,∞), {u¯1 ∈ R|(u¯1, u¯′2) ∈ T 1t } = (r′,∞)
Also, since the left endpoint is a continuous function of u¯2, one can find rmax
such that (rmax,∞) ⊂ {u¯1 ∈ R|(u¯1, u¯2) ∈ T 1t } for all u¯2 ∈ [u¯◦2, u¯′2]. Thus, the
following continuous map lies within T 1t .
H(s) =

(1− 3s)u¯◦ + 3t
(
rmax + 1
u¯◦2
)
for s ∈ [0, 1/3]
(2− 3s)
(
rmax + 1
u¯◦2
)
+ (3s− 1)
(
rmax + 1
u¯′2
)
for s ∈ (1/3, 2/3)
(3− 3s)
(
rmax + 1
u¯′2
)
+ (3s− 2)u¯′ for s ∈ [2/3, 1]
Thus, T 1t is path connected and is therefore connected. A similar argument
can be made for T 2t . Figure 2.3 depicts, in red, the path described above.
Using the above theorems and lemmas, we can finally say that for any
t > 0, the triggering sets T 0t , T 1t and T 2t are as depicted in Figure 2.2. The
next section shows graphs from MATLAB simulations to help solidify these
claims.
2.4 Numerical Simulations
In this section, we implement (2.9) and the expressions from Theorem 2.1 in
MATLAB to determine the open-loop and closed-loop actuation policies for
a few sample systems.
23
T 01
T 11
T 21
|xˆ2N−1|
u¯
′
2
u¯◦2
u¯◦1 u¯
′
1 rmax |xˆ1N−1|
Figure 2.3: For any points u¯◦, u¯′ ∈ T 1t with u¯◦2 ≤ u¯′2, a path like the one
shown in red can be constructed to prove that T 11 is path connected.
2.4.1 Open-Loop Actuation
The first system we consider is given below.
A =
(
2 0
0 8
)
, Σw =
(
1 0
0 1
)
, Σv =
(
1 0
0 1
)
, Σx0 =
(
1 0
0 1
)
(2.16)
Also, Q =
(
1 0
0 1
)
, β1 = 1 and β2 = 1. For this system, we defined most
of the matrices to be the identity matrix in order to focus on the A matrix.
Notice that the a11 > a22 and the cost on α
1
k and α
2
k are identical. We thus
expect that α2k will be set to 1 more often that α2. For a finite horizon of
N = 10, an optimal actuation policy is given below.
{(α1k, α2k)}k=0...8 =((1, 0), (0, 1), (0, 1), (0, 1), (0, 1), (1, 0), (0, 1),
(0, 1), (0, 1), (0, 1))
From the actuation policy, we indeed see that the second actuator is uti-
lized more often than the first. Notice, though, that at every time step at
least one of the actuators is being utilized. This is due to the relatively low
cost of actuation compared with the cost on the state. To investigate this
further, we now consider the same system above except with
A =
(
0.4 0
0 0.8
)
(2.17)
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An optimal actuation policy is given below.
{(α1k, α2k)}k=0...8 =((0, 0), (0, 0), (0, 1), (0, 0), (0, 1), (0, 0), (0, 1)
, (0, 0), (0, 1), (0, 0))
We notice that since the system is now stable, the system is actuated less
often.
Also from the implementation of (2.9), we find the expected cost. For
the first system we found that J∗ = 7, 377 and for the second system J∗ =
34.54. By simulating the system in MATLAB and using the optimal policies
found above, we verify these calculations. By averaging the cost over T =
10, 000 runs, we empirically find that the cost for the first system is 7, 337
with standard deviation 6, 414. The cost for the second system is 34.49 and
standard deviation 11.68.
2.4.2 Closed-Loop Actuation
We again consider the system defined by (2.16) with matrix A defined in
(2.17) and implement the expressions from Theorem 2.1. Furthermore, since
the collection of all closed-loop policies contains all open-loop policies, we
expect the cost found here to be lower than the cost found above. Figure 2.4
depicts the 10 sets of triggering sets which define the closed-loop actuation
policy. The region |xˆk| falls into determines the actuation decision at that
time step. The rectangular region near the origin defines when the system
will run open-loop, and the nearly linear division of the rest of R2 determines
when each actuator will be utilized. Refer to Figure 2.2 for the precise
labeling of the triggering sets.
By again simulating the system and averaging over T = 10, 000 runs, we
empirically find that J∗ = 33.07 with a standard deviation of 10.01. As
expected, the average cost for the closed-loop policy is lower than that for
the open-loop policy. An unexpected result is how close these averages are.
A possible explanation is the stability of the system. Since the system is
stable, not much actuation is required to incur a low cost. In fact, without
actuation, the empirical average cost is J∗ = 38.47 with standard deviation
21.43.
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Figure 2.4: Triggering sets for t = 1, 2, . . . , 10. For t = 1 and t = 2, the
partitioning can be clearly seen. As t becomes larger, the partitions’
divisions tend to cluster together.
2.5 Discussion on Extensions
The first, and most obvious, extension is to allow a general A matrix and
general covariance matrices, Σw,Σv and Σx0 . In the above analysis, we re-
stricted ourselves to the case where all these matrices were diagonal. This
allowed us to decouple the system into two, independent scalar systems.
The difficulty in the general case is attempting to find a property which is
preserved through each dynamic programming step. Throughout this chap-
ter, the property we used was (P1) in conjunction with Lemma A.1. As in
the restricted case above, in the general case it is reasonable to assume that
the optimal control input will be u∗k = −Axˆk|k since there is no cost on the
value of the control input. With this intuition, it becomes necessary to find
a property, say (P1′), of E
[
Jt−1(xˆN−t+1)|ICLN−t, α1N−t = 1, uN−t = u
]
for each
i which guarantees a minimizer of u = −AxˆN−t. Furthermore, it must then
be shown that Jt is such that E
[
Jt(xˆN−t)|ICLN−t−1, αiN−t−1 = 1, uN−t−1 = u
]
again satisfies (P1′).
If one can still not solve the most general case, an easier problem is as-
suming that A,Σw,Σv and Σx0 are all block diagonal matrices all of the form(
C1 0
0 C2
)
where C1 ∈ Rm1×m1 and C2 ∈ Rm2×m2 for m1 + m2 = n. We then write the
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system in (2.1) as
xk+1 = Axk +
(
α1kIm1×m1 0
0 α2kIm2×m2
)
uk + wk, 0 ≤ k ≤ N − 1 (2.18)
where α1k and α
2
k are again scalars attaining either 0 or 1. A system in the
form of (2.18) again has the desirable decoupled property. This problem
should be solvable using similar techniques if the problem when m1 = n and
m2 = 0 can be solved.
Another immediate extension is to modify the constraint (2.2). Suppose
the system in (2.1) is of dimension 3 or greater and of the form:
xk+1 = Axk +

α1k · · · 0
...
. . .
...
0 · · · αnk
uk + wk, 0 ≤ k ≤ N − 1 (2.19)
In place of (2.2), consider the constraint
α1k, . . . , α
n
k ∈ {0, 1}
n∑
i=1
αik ≤M < n
, k = 0, 1, . . . , N − 1 (2.20)
This problem formulation allows for several, but not all, actuators to be
utilized in a single time step. If A,Σw,Σv and Σx0 are all diagonal matrices,
then the above analysis can still be used. The difference is in the computation
of Jt. In this chapter, in order to compute Jt, it was necessary to compute
(for both open-loop and closed-loop actuation policies) two functions: J1t and
J2t . For this new system, it would be necessary to compute
(
n
M
)
equations,
one for each combination of the M actuators.
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CHAPTER 3
SUBOPTIMAL CONTROL WITH LIMITED
CONTROLS AND QUADRATIC COST
FUNCTION
We again consider an NCS with structure as depicted in Figure 1.1. In
Chapter 2 we considered a vector state space system where the controller
was required to decide between the use of two actuators to minimize a cost.
The optimal control policy was determined for a fairly restrictive system
structure. As introduced in Section 1.2, here we assume that that the con-
troller does not need to decide between individual actuators. Rather, either
all actuators are active or none are. We seek a suboptimal solution.
3.1 Problem Formulation
Formally, consider the linear discrete-time n-dimensional vector state space
system stated below.
xk+1 = Axk + αkuk + wk, k = 0, 1, . . . , N
where wk is a zero-mean Gaussian random vector i.i.d. across time with
covariance matrix Σw. The variable αk represents the controller’s decision to
actuate the system. We restrict αk ∈ {0, 1}. At the beginning of each time
step, a noisy measurement is made as described below.
yk = xk + vk, k = 0, 1, . . . , N
where vk is a zero-mean Gaussian random vector i.i.d. across time with
covariance matrix Σv. Thus, at time step k = 0, 1, . . . , N , we define the
information available to the controller as
ICLk = {y0,...,k, u0,...,k−1, α0,...,k−1} (3.1)
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In order to formulate an optimal control problem, we now define the cost to
be minimized.
J =
N∑
k=0
E[xTkQxk + βαk] (3.2)
for some positive semi-definite matrixQ and positive constant β. We desire to
minimize (3.2) over all admissible control policies pi = {(µk, ak)(Ik)}, where
(µk, ak) maps I
CL
k to Rn×{0, 1}. We again denote an optimal control policy
by {(µ∗k, a∗k)}.
We interpret β as the importance of conserving system actuation decisions.
If β = 0, then there is no cost on actuating the system and thus αk = 1 will
always lead to a possible lower cost. If, on the other hand, β is “large,”
it should be optimal to allow the system to run open-loop for several time
steps until the controller believes the state is “large” and it is worth while
to actuate the system. This concept should become evident in the problem
solution and simulations.
As in Chapter 2, in this chapter we make a distinction between a control
policy and an actuation policy. We refer the reader to Section 2.1 for this
discussion.
3.2 Minimum Norm with Several Different Norms
In this section, we motivate the minimum norm problem to be analyzed. We
show the difficulty in determining an optimal control policy for the problem
formulated above, and discuss how we use the solution to the minimum norm
problem to determine a suboptimal control policy.
3.2.1 Trouble with Dynamic Programming
A dynamic programming approach can be used to attempt an optimal solu-
tion to this problem. Let t be the number of time steps remaining, J0t be the
cost-to-go assuming that αN−t = 0 and J1t be the cost-to-go assuming that
αN−t = 1. The cost-to-go is then described by Jt = min{J0t , J1t }. Starting
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with t = 1, we find that
J01 = E
[
xTN−1QxN−1|ICLN−1
]
+ E
[
xTNQxN |ICLN−1, αN−1 = 0
]
= E
[
xTN−1QxN−1|ICLN−1
]
+ E
[
(AxN−1 + wN−1)TQ(AxN−1 + wN−1)|ICLN−1
]
= xˆTN−1(Q+ A
TQA)xˆN−1 + Tr(ΣN−1[Q+ ATQA]) + Tr(ΣwQ)
where xˆN−1 and ΣN−1 are computed by means of a Kalman filter.1
J11 = E
[
xTN−1QxN−1|ICLN−1
]
+ min
u
E
[
xTNQxN |ICLN−1, αN−1 = 1, uN−1 = u
]
+ β
= E
[
xTN−1QxN−1|ICLN−1
]
+ min
u
E
[
(AxN−1 + u+ wN−1)TQ(AxN−1 + u+ wN−1)|ICLN−1
]
+ β
= xˆTN−1QxˆN−1 + Tr(ΣN−1[Q+ A
TQA]) + Tr(ΣwQ) + β
The minimizing control policy was thus found to be µ∗N−1 = −AxˆN−1.
We take a moment to note the similarities of J01 and J
1
1 with (2.10). Indeed,
if Q = I and A,ΣN−1 and Σw are diagonal, then J01 is identical to (2.10).
The equation J11 as found here is also (2.10) if both α
1
N−1 and α
2
N−t were
allowed to equal 1.
The cost-to-go, J1, then becomes
J1 = min(J
0
1 , J
1
1 )
= xˆTN−1QxˆN−1 + Tr(ΣN−1[Q+ A
TQA]) + Tr(ΣwQ)
+ min(xˆTN−1A
TQAxˆN−1, β)
(3.3)
Looking closely at (3.3), we see that the expression is nearly quadratic. Sup-
pose, just for now, that ATQA is positive definite and two-dimensional. Then
inside a certain ellipse, min(xˆTN−1A
TQAxˆN−1, β) = xˆTN−1A
TQAxˆN−1 and is
quadratic. Moreover, outside this ellipse, min(xˆTN−1A
TQAxˆN−1, β) = β and
is thus constant. With this intuition, we see that inside a particular region,
J1 is a quadratic function and outside that region it is also a quadratic func-
tion. Figure 3.1 depicts J1 for the scalar case. An optimal actuation policy
1Please see Appendix B for a formal discussion of the Kalman filter and notation to be
used throughout this chapter.
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J1(xˆN−1)
xˆN−1
Figure 3.1: A one-dimensional depiction of J1.
for t = 1 is therefore
a∗N−1 =
{
0 if xˆTN−1A
TQAxˆN−1 < β
1 else
Moving onto t = 2, we find that we cannot write a useful expression for J2
using the same techniques. We still find J02 as follows
J02 =E
[
xTN−2QxN−2|IN−2
]
+ E [J1(XN−1)|IN−2, αN−2 = 0]
=xˆTN−2(Q+ A
TQA)xˆN−2 + E[min(xˆTN−1A
TQAxˆN−1, β)|IN−2, αN−2 = 0]
+ Tr(ΣN−2[Q+ ATQA]) + Tr(ΣN−1ATQA) + 2Tr(ΣwQ)
but are unable to make progress in determining J12 . By attempting to use
the same techniques as used for J11 , it becomes necessary to determine
min
u
E
[
J1(xˆN−1)|ICLN−2, αN−2 = 1, uN−2 = u
]
(3.4)
where xˆN−1|ICLN−2, αN−2 = 1, uN−2 = u is a Gaussian random vector with
mean AxˆN−2 and covariance matrix,
Σ˜2 := ΣN−1|N−2(ΣN−1|N−2 + Σv)−1ΣN−1|N−2
In the general n-dimensional case, we were unable to solve this minimization
problem. The difficulty lies in the presence of the term
min(xˆTN−1A
TQAxˆN−1, β)
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for which it is very difficult to analyze the expected value. Motivated by
our earlier discussion of the nearly quadratic form of J1, our goal is to ap-
proximate J1 with a quadratic function of xˆN−1 and use this in replace of
J1. This will then make the minimization in (3.4) trivial. This reasoning
can be repeated for all t > 1 since if Jt−1 has been approximated with
J˜∗t−1 = x
T Q˜∗t−1x+ c˜
∗
t−1 by some means, then
Jt ≈ xˆTN−tQxˆN−t + Tr
(
ΣN−t
[
Q+ AT Q˜∗tA
]
+ ΣwQ˜
∗
t
)
+ c˜∗t
+ min
{
xˆTN−tA
T Q˜∗tAxˆN−t, β
} (3.5)
and we again find a nearly quadratic function. In the next sections, we
discuss how to approximate Jt using various norms.
3.2.2 Quadratic Minimum Mean Square Error Estimator
This section involves the first of several norms considered. As seen from the
quadratic cost (3.2), a qualitative goal of the controller at time step k is
to keep xˆk+l|k = (A)lxˆk “close” to the null space of Q. We thus state that
for t > 1, E[Jt−1(xˆN−t+1)|IN−t, αN−t = 0] ≈ E[Jt−1(xˆN−t+1)|IN−t, αN−t =
0, AxˆN−t ∈ N (Q)], where N (Q) denotes the null space of Q. With this
motivation, we attempt to find the quadratic form,2 J˜∗t (x) = x
T Q˜∗tx + c˜
∗
t ,
which solves
min
(P,c)
||Jt(X)−XTPX − c||Σ˜t (3.6)
where
Σ˜t := ΣN−t+1|N−t(ΣN−t+1|N−t + Σv)−1ΣN−t+1|N−t
and the norm || · ||σ is defined as
||s||Σ =
√
1
(2pi)n/2|Σ|1/2
∫
Rn
s(x)2e−
1
2
xTΣ−1xdx
Since later we choose a control input of u∗t = 1AxˆN−t, here we have chosen
AxˆN−t ≈ 0n ∈ N (Q) . For this section we will also, for the sake of brevity,
2Up to now, we have used xˆk to denote the Kalman filter estimate of the state xk. We
used a lower case x even though xˆk this is a random vector because it is easily understood
in context. In this section however, we often work with X and x with no subscripts. Due
to this, we make the distinction of X denoting a random vector and x denoting a constant.
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let
Σ = ΣN−t+1|N−t(ΣN−t+1|N−t + Σv)−1ΣN−t+1|N−t
We first show that this minimum norm problem is well defined. First note
that letting P = 0n×n and c = 0 we find from (3.5) that ||Jt(X)||Σ < ∞.
Therefore, if the minimum exists, it is finite. Moreover, define H to be the
Hilbert space of all random vectors with inner product < s1, s2 >:= E [s1s2]
and thus norm ||s|| = √< s, s >. LetM be the closed Hilbert subspace of H
generated by XTPX and 1 where X is a zero-mean Gaussian random vector
with covariance matrix, Σ. We then rewrite (3.6) as
min
m∈M
||Jt(X)−m|| (3.7)
where X is a zero-mean Gaussian random vector with covariance matrix,
Σ. Then since ||Jt(X)|| < ∞, we have that Jt(X) ∈ H, and we apply the
projection theorem [20] to see that there exists a unique m∗ ∈ M achieving
the minimum desired in (3.7).
Although we have established that there exists a unique m∗, this does not
prove the existence of a unique (P ∗, c∗) which minimizes (3.6). This non-
uniqueness can easily be seen since if 1
2
(
P1 + P
T
1
)
= 1
2
(
P2 + P
T
2
)
, then one
has that xTP1x = x
TP2x for all x ∈ Rn. By restricting P to be a symmetric
matrix, the existence of a unique (P ∗, c∗) is guaranteed.
The rest of this section will be devoted to solving (3.6) for particular forms
of F in place of Jt. We then piece these results together to obtain a solution
for when F = Jt. Formally, given any F (X) ∈ H we solve
min
(P,c)
E
[(
F (X)−XTPX − c)2] (3.8)
where X is a zero-mean Gaussian random vector with covariance matrix Σ
and (P, c) ∈ Rn×n×R and P symmetric. Then since the projection theorem
applies to this minimum norm problem, (P ∗, c∗) is optimal if and only if P ∗
is symmetric and
E
[(
XTPX + c
) (
F (X)−XTP ∗X − c∗)] = 0 (3.9)
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for all P and c. To begin, let P = 0n×n and c = 1. Then
E
[
F (X)−XTP ∗X − c∗] = 0
and so
c∗ = E
[
F (X)−XTP ∗X] (3.10)
Now let c = 0 and we choose particular values for P . At this point, it will be
useful for the reader to refer to Appendix C for some properties and notation
to be used thoroughly throughout the rest of this chapter. Consider any
(s, t) ∈ {1, . . . , n}2 and let P = Tst. Returning to (3.9), we find
E
[
XsXt
(
F (X)−XTP ∗X − c∗)] = 0, s, t = 1, 2, . . . , n (3.11)
Substituting (3.10) into (3.11) we continue to find
0 = E
[
XsXt
(
F (X)−XTP ∗X − c∗)]
= E
[
XsXt
(
F (X)−XTP ∗X)]− E [XsXt]E [F (X)−XTP ∗X]
= E
[(
XsXt − σ2st
)
F (X)
]− Tr ([E [XsXtXXT ]− σ2stΣ]P ∗)
Thus,
Kst = Tr (ΠstP
∗) , s, t = 1, 2, . . . , n (3.12)
where Kst = E [(XsXt − σ2st)F (X)] and Πst = E
[
XsXtXX
T
]−σ2stΣ. Notice
that Kst = Kts and Πst = Πts. We thus have
n(n+1)
2
equations
Kst = Tr (ΠstP
∗) , s, t = 1, 2, . . . , n, s ≤ t
Note that each of these equations are linear in pij. We now reorganize these
equations to form a single matrix equation. First notice that
Kst = Tr (ΠstP
∗) = vec (Πst)
T vec (P ∗) , s, t = 1, . . . , n
Thus, we define the n× n matrix K as K = (Kst) and it follows that
vec (K) =
n∑
s,t=1
vec (Est) vec (Πst)
T vec (P ∗)
34
We can then write this compactly as
vec (K) = Ωvec (P ∗)
where Ω is an n2 × n2 matrix with Ω = ∑ns,t=1 vec (Est) vec (Πst)T . Notice
though, that Ω is clearly not full rank due to the redundancies in vec (K) and
vec (P ∗). To see this mathematically, notice that row n of Ω is vec (Πn1)
T .
Furthermore, row (n − 1)n + 1 is vec (Π1n)T = vec (Πn1)T . Thus, Ω is not
full rank. We remove these redundancies with the use of the elimination and
duplication matrices L and D defined in Appendix C.
v (K) = Lvec (K)
= LΩvec (P ∗)
= LΩDv (P ∗)
We now claim that LΩD, an n(n+1)
2
× n(n+1)
2
matrix, is invertible. First
consider the following lemma.
Lemma 3.1. For Ω as defined previously, LΩD = 2L(Σ⊗ Σ)D, where Σ is
the error covariance matrix of X.
Proof. Recall that
Ω =
n∑
s,t=1
vec (Est) vec (Πst)
T
Thus, we desire to show
L
[
n∑
s,t=1
vec (Est) vec (Πst)
T − 2(Σ⊗ Σ)
]
D = 0n(n+1)
2
×n(n+1)
2
From page 88 in [22], for an n× n matrix A, it holds that
L(A⊗ A)D =
∑
i≥j
∑
s≥t
(Tr(ATEjiATst))uiju
T
st
Utilizing this formula and formulas for L and D, we find that
2L(Σ⊗ Σ)D =
∑
i≥j
∑
s≥t
(2Tr(ΣEjiΣTst))uiju
T
st (3.13)
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and furthermore,
L
[
n∑
k,l=1
vec (Ekl) vec (Πkl)
T
]
D =
[∑
i≥j
uijvec (Eij)
T
]
×
[
n∑
k,l=1
vec (Ekl) vec (Πkl)
T
]
×
[∑
s≥t
vec (Tst)u
T
st
]
=
∑
i≥j
∑
s≥t
[ n∑
k,l=1
vec (Eij)
T vec (Ekl)
× vec (Πkl)T vec (Tst)
]
uiju
T
st
To simplify this equation, notice that
vec (Eij)
T vec (Ekl) = (e
T
i ek)⊗ (eTj el)
Thus we see that
vec (Eij)
T vec (Ekl) =
{
1 if (i, j) = (k, l)
0 else
We finally find
L
[
n∑
k,l=1
vec (Ekl) vec (Πkl)
T
]
D =
∑
i≥j
∑
s≥t
vec (Πij)
T vec (Tst)uiju
T
st (3.14)
Putting (3.13) and (3.14) together, we now desire to show that∑
i≥j
∑
s≥t
[
vec (Πij)
T vec (Tst)− 2Tr(ΣEjiΣTst)
]
uiju
T
st = 0n(n+1)
2
×n(n+1)
2
Noting from page 55 in [22], Tr(ΣEjiΣTst) = σ
2
jsσ
2
it + σ
2
jtσ
2
is − δstσ2jsσ2is, we
claim that for all s, t, i, j = 1, . . . , n,
vec (Πij)
T vec (Tst)− 2Tr(ΣEjiΣTst) = 0
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First let s = t, then Tst = Ess so
vec (Πij)
T vec (Tst) = E
[
XiXjX
2
s
]− σ2ijσ2ss = 2σ2isσsjs = 2Tr(ΣEjiΣTst)
Now suppose s 6= t. Then,
vec (Πij)
T vec (Tst) = vec (Πij)
T vec (Est) + vec (Πij)
T vec (Ets)
= E [XiXjXsXt]− σ2ijσ2st + E [XiXjXtXs]− σ2ijσ2ts
= 2Tr(ΣEjiΣTst)
We have thus shown that LΩD = 2L(Σ⊗ Σ)D.
Returning to our claim that LΩD is invertible, from page 88 in [22],
det (L (Σ⊗ Σ)D) =
n∏
i=1
(σ2i )
i(σ2i )
n−i+1
=
n∏
i=1
(σ2i )
n+1
> 0
We thus conclude that det (LΩD) > 0 and therefore,
v (P ∗) = (LΩD)−1v (K)
= (2L(Σ⊗ Σ)D)−1 v (K)
=
1
2
L(Σ−1 ⊗ Σ−1)Dv (K)
3.2.3 Properties of J˜1
In the previous section, (3.5) gave an equation for the form of Jt given that
we use a quadratic form for Jt−1. In determining this equation, one needs
to determine min
u
E
[
(AxN−t − u)T Q˜t(AxN−t − u)|IN−t
]
. In order for this
minimization to be well defined, we need to ensure that Q˜t is positive semi-
definite. If it were not, then it might be possible to drive the expression to
negative infinity. In this section, we determine a condition on Σ and β which
guarantees that P ∗, the solution to (3.8) is positive semi-definite.
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Lemma 3.2. Consider the minimization problem, (3.8), with
F (X) = F1(X) + F2(X)
for some functions F1 and F2. Then the minimizing values P
∗ and c∗ can be
written as P ∗ = P ∗1 +P
∗
2 and c
∗ = c∗1 +c
∗
2 where P
∗
i and c
∗
1 are the minimizers
to the following minimization problems.
min
(P1,c1)
E
[(
F1(X)−XTP1X − c1
)2]
min
(P2,c2)
E
[(
F2(X)−XTP2X − c2
)2]
where X ∼ N(0,Σ), (Pi, ci) ∈ Rn×n × R and Pi symmetric for i = 1, 2.
Proof. In order to prove this lemma, first define Fα(X) = F1(X) + αF2(X).
Then, solving (3.8) with F (X) = Fα(X) for each fixed α we find
v (P ∗α) = (LΩD)
−1 v (Kα)
where LΩD does not depend on α and Kα = E [(XsXt − σ2st)Fα(X)]. We
now investigate how the optimal P ∗α varies with α. Notice that
d
dα
v (P ∗α) = (LΩD)
−1 d
dα
v (Kα)
But d
dα
Kα = E [(XsXt − σ2st)F2(X)] , so ddαv (P ∗α) = v (P ∗2 ) for all α. Finally,
v (P ∗) = v (P ∗α)|α=0 +
∫ 1
0
d
dα
v (P ∗α) dα = v (P
∗
1 ) + v (P
∗
2 )
Thus, P ∗ = P ∗1 + P
∗
2 . Substituting this result into (3.10), we find that c
∗ =
c∗1 + c
∗
2 which completes the proof.
The previous lemma allows us to focus on the non-quadratic portion of our
minimization problem. Since
J1(x) = x
TQx+ Tr(ΣN−1[Q+ ATQA]) + Tr(ΣwQ) + min(xTATQAx, β)
we now investigate the solution to (3.8) with F (X) = min(XTRX, β) for an
arbitrary symmetric positive semi-definite matrix, R.
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Lemma 3.3. Consider the minimization problem, (3.8), with
F (X) = min(XTRX, β)
for an arbitrary symmetric positive semi-definite matrix, R. Then
N (P ∗) ⊃ N (R)
Proof. We first reduce this problem to place some structure on R. Let n1 be
the rank of N (R) and notice that since R is symmetric, one can diagonalize
R so that R = LΛLT for L, an orthogonal matrix, and Λ, a diagonal matrix,
with entries λii = 0 for i > n− n1. Then
min(XTRX, β) = min(Y TΛY, β)
where Y = LX. Also, since X is a Gaussian random vector, so is Y. One
thus wishes to solve (3.8) with F (Y ) = min(Y TΛY, β) and we can therefore,
without loss of generality, let R be a diagonal matrix with entries rii = 0 for
i > n − n1. It now suffices to show that for such a diagonal R, P ∗ is also
diagonal with (P ∗)ii = 0 for i > n− n1.
We now define an additional minimization problem and show that by
solving it, one can find the solution to the original problem. Let X˜ =
[X1, . . . , Xn−n1 ]
T and R˜ be the (n−n1)× (n−n1) matrix defined by (R˜)ij =
(R)ij for i, j = 1, . . . , n− n1. Then
F (X) = min(XTRX, β) = min(X˜T R˜X˜, β) =: F˜ (X˜)
and we consider
min
(P˜ ,c˜)
E
[(
F˜ (X˜)− X˜T P˜ X˜ − c˜
)2]
where X˜ ∼ N(0, Σ˜), (P˜ , c˜) ∈ Rn×n × R and P˜ symmetric. To complete the
proof, it suffices to show that
P ∗ =
(
P˜ ∗ 0(n−n1)×n1
0n×(n−n1) 0n1×n1
)
Also, it suffices to show that (3.12) holds for all s, t = 1, . . . , n. First, let
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s, t ∈ {1, . . . , n− n1}. Then, (3.12) becomes
Kst = E
[
(XsXt − σ2st)F (X)
]
= E
[
(X˜sX˜t − σ˜2st)F˜ (X˜)
]
= E
[
X˜sX˜tX˜
T P˜ ∗X˜
]
− σ˜2stE
[
X˜T P˜ ∗X˜
]
= Tr (ΠstP
∗)
for P ∗ defined above. Now suppose s ∈ {1, . . . , n − n1} and t ∈ {n − n1 +
1, . . . , n}. Then
Kst = E
[
(XsXt − σ2st)F (X)
]
= E
[(
X˜sE
[
Xt| X˜
]
− σ2st
)
F˜ (X˜)
]
= E
[(
X˜sC
T X˜ − σ2st
)
F˜ (X˜)
]
for an (n− n1)× 1 vector, C. Thus,
Kst =
n−n1∑
i=1
CiE
[(
X˜sX˜i − σ˜2si
)
F˜ (X˜)
]
=
n−n1∑
i=1
CiE
[(
X˜sX˜i − σ˜2si
)
X˜T P˜ ∗X˜
]
= Tr (ΠstP
∗)
where the following equality was used twice.
n−n1∑
i=1
Ciσ˜
2
si =
n−n1∑
i=1
CiE[X˜sX˜i]
= E
[
X˜s
n−n1∑
i=1
CiX˜i
]
= E
[
X˜sE
[
Xt|X˜
]]
= E
[
E
[
X˜sXt|X˜
]]
= E [XsXt]
= σ2st
Thus, for s ∈ {1, . . . , n − n1} and t ∈ {n − n1 + 1, . . . , n}, we have that
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Kst = Tr (ΠstP
∗) . To complete the proof, it now remains to show that Kst =
Tr (ΠstP
∗) for s, t ∈ {n−n1 + 1, . . . , n}. As before, let X˜ = [X1, . . . , Xn−n1 ]T
and in addition let Z = [Xn−n1+1, . . . , Xn]
T . Then, since X ∼ N(0,Σ), one
can partition the covariance matrix as follows:
Σ =
(
Cov(X˜) Cov(X˜, Z)
Cov(Z, X˜) Cov(Z)
)
=
(
ΣX˜ ΣX˜Z
ΣZX˜ ΣZ
)
Thus, Z|X˜ = x˜ ∼ N
(
ΣZX˜Σ
−1
X˜
x˜,ΣZ − ΣZX˜Σ−1X˜ ΣX˜Z
)
. Now, we find that for
s, t ∈ {n− n1 + 1, . . . , n},
Kst = E
[
(XsXt − σ2st)F (X)
]
= E
[
(XsXt − σ2st)F˜ (X˜)
]
= E
[(
E
[
XsXt| X˜
]
− σ2st
)
F˜ (X˜)
]
= E
[(
σ2st − E[XsX˜T ]Σ−1X˜ E[X˜Xt] + X˜TCsCt
T
X˜ − σ2st
)
F˜ (X˜)
]
= E
[(
−E[XsX˜T ]Σ−1X˜ E[X˜Xt] + Ct
T
X˜X˜TCs
)
F˜ (X˜)
]
where
E[Xs|X˜ = x˜] = CsT x˜ = E[XsX˜T ]Σ−1X˜ x˜
E[Xt|X˜ = x˜] = CtT x˜ = E[XtX˜T ]Σ−1X˜ x˜
Finally,
Kst = E
[(
−E[XsX˜T ]Σ−1X˜ E[X˜Xt] + Ct
T
X˜X˜TCs
)
F˜ (X˜)
]
= E[XtX˜
T ]Σ−1
X˜
E
[(
X˜X˜T − ΣX˜
)
F˜ (X˜)
]
Σ−1
X˜
E[X˜Xs]
= E[XtX˜
T ]Σ−1
X˜
n−n1∑
i,j=1
E
[(
X˜iX˜j − σ˜2ij
)
F˜ (X˜)
]
Σ−1
X˜
E[X˜Xs]
= E
[(
XsXt − σ2st
)
X˜T P˜ ∗X˜)
]
= Tr (ΠstP
∗)
This completes the proof.
When considering (3.8) with F (X) = min(XTRX, β), Lemma 3.3 allows us
to restrict our analysis to R’s which are full rank and also diagonal. This was
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done by first diagonalizing any arbitrary symmetric matrix R, and showing
that the solution to the original minimization problem is the solution to a
lower dimensional minimization problem with a full rank, diagonal matrix.
Lemma 3.4. Consider the minimization problem (3.8) with
F (X) = min(XTRX, β)
If R is positive definite, and λmin(Σ) >
β
λmin(R)
, then P ∗ is positive definite.
Proof. From Section 3.2.2, we know that v (P ∗) = (LΩD)−1v (K) . To show
that P ∗ is positive definite, notice that for any x ∈ Rn,
xTP ∗x = Tr(xxTP ∗) = vec
(
xxT
)T
vec (P ∗)
so we write
xTP ∗x = (DTvec
(
xxT
)
)Tv (P ∗)
Thus, for all x ∈ Rn with x 6= 0, we desire to show
vec
(
xxT
)T
vec (P ∗) > 0
In Lemma 3.1, we showed that LΩD = 2L(Σ⊗Σ)D. By noting the following,
we see that the problem reduces to showing that K is positive definite.
(DTvec
(
xxT
)
)Tv (P ∗) = (DTvec
(
xxT
)
)T (LΩD)−1v (K)
=
1
2
(
vec
(
xxT
)T
DL(Σ−1 ⊗ Σ−1)D
)
v (K)
=
1
2
(
DT (Σ−1 ⊗ Σ−1)vec (xxT ))T v (K)
=
1
2
(
DTvec
(
(Σ−1x)(Σ−1x)T
))T
v (K)
=
1
2
(Σ−1x)TK(Σ−1x)
Then since Σ is invertible, Σ−1x = 0 if and only if x = 0. Thus P ∗ is positive
definite if and only if K is positive definite.
It now only remains to show that K = E
[(
XXT − Σ)F (X)] is positive
definite for F (x) = min(xTRx, β) with R positive definite and β positive.
Let us perform some manipulations. Define G = {x ∈ Rn|xTRx < β}. Then
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let ζ ∈ Rn and consider the following:
ζTKζ =
∫
Rn
(ζTx)2F (x)f(x)dx−
∫
Rn
(ζTx)2f(x)dx
∫
Rn
F (x)f(x)dx
=
∫
G
(ζTx)2F (Px)f(x)dx+
∫
Rn−G
(ζTx)2F (Px)f(x)dx
−
∫
Rn
(ζTx)2f(x)dx
[∫
G
F (Px)f(x)dx+
∫
Rn−G
F (Px)f(x)dx
]
=
∫
G
(ζTx)2(xTRx− β)f(x)dx
− E[(ζTx)2]
[∫
G
(xTRx− β)f(x)dx
]
=
∫
G
[
ζTΣζ − (ζTx)2] (β − xTRx)f(x)dx
Then by definition, for all x ∈ G, β−xTRx > 0 and f(x) > 0. We must now
investigate when ζΣζ − (ζTx)2 is positive and when it is negative. Suppose
that λmin(Σ) >
β
λmin(R)
. Then for all x ∈ G and x 6= 0,
ζTΣζ ≥ λmin(Σ)(ζT ζ) > β
λmin(R)
(ζT ζ) ≥ (xTx)(ζT ζ) ≥ (ζTx)2
where the last inequality is from the Cauchy-Schwartz inequality. Thus,
ζΣζ − (ζTx)2 > 0 for all x ∈ G, x 6= 0, which gives that for all ζ 6= 0,
ζTKζ > 0, so K is positive definite. This concludes proving a sufficient
condition for P ∗ to be positive definite.
Lemma 3.5. Let R be a positive semi-definite matrix of rank n1 ≤ n and S
an orthogonal matrix such that STRS = Λ is diagonal with λii = 0 for all
n1 < i ≤ n. Define Σ˜ as the n1 × n1 matrix with
(Σ˜)ij = (S
TΣS)ij, i, j = 1, . . . n1
Finally, let λ+min(R) be the smallest, positive eigenvalue of R. Then, if
λmin(Σ˜) >
β
λ+min(R)
then Q∗, as the solution to (3.8) with F (X) = min(XTRX, β) for X zero-
mean Gaussian with covariance matrix Σ, is positive semi-definite.
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Proof. Let S be the same orthogonal matrix defined in the proof of Lemma
3.3. Then Q∗ = STP ∗S where (P ∗, c∗) solves
min
(P,c)
||min{Y T (STRS)Y, β}− Y TPY − c||STΣS
As the proof of Lemma 3.3 follows, P ∗ is a block matrix of the form(
P˜ ∗ 0(n−n1)×n1
0n×(n−n1) 0n1×n1
)
where (P˜ ∗, c˜) solves
min
(P˜ ,c˜)
||min
{
Y T R˜Y, β
}
− Y T P˜ Y − c˜||Σ˜
where R˜ is a positive definite matrix. Then by Lemma 3.4, as long as
λmin(Σ˜) >
β
λmin(R˜)
= β
λ+min(R)
, then P˜ ∗ is positive definite which results in
Q∗ being positive semi-definite.
3.2.4 Other Norms
There are, of course, other norms which one can use to approximate Jt. The
most obvious are the Lp norms for 1 ≤ p ≤ ∞. In this section, we solve the
following minimum norm problem for all possible p.
min
(P,c)
||Jt(x)− xTPx− c||p (3.15)
where (P, c) ∈ Rn×n×R and P symmetric. One must note that the projection
theorem cannot be applied here as it was in the previous section since, if Qt is
not the zero matrix, then Jt is not an element of any of the Lp spaces. Thus,
the existence of a minimizer is not guaranteed. We restrict ourselves to
Jt(x) = x
TQtx+ ct+ min(x
TAT Q˜tAx, β) for Qt and Q˜t positive semi-definite
matrices and β, ct > 0.
First, fix p ∈ [1,∞). We claim that if the problem admits a finite value,
then P ∗ = Qt and c∗ = ct+β or c∗ = ct. To see this, we first show that if there
exists a (P, c) such that ||J1(x)− xTPx− c||p <∞, then P ∗ = Qt. Consider
any c and P 6= Qt. We desire to show that ||J1(x)− xTPx− c||p =∞. Since
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P 6= Qt, there exists x0 ∈ R such that xT0 (Qt−P )x0 = a 6= 0.3 We note that
for some γ0,
|J1(γx0)− γ2xT0 Px0 − c|p = |γ2a+ min(γ2x0AT Q˜tAx0, β)− c|p
> 0
for γ > γ0 since γ2a → ±∞ as γ → ∞ and the other two terms remain
bounded. But, to ensure that ||J1(x)− xTPx− c||pp is finite,
|J1(γx0)− γ2xT0 Px0 − c|p
cannot remain bounded away from zero. Thus,
||J1(x)− xTPx− c||pp =∞
Therefore, if there exists a pair (P, c) yielding a finite norm, then P = Qt.
We now investigate the optimal choice for c and investigate the cases where
the problem admits a finite value. Consider P = Qt and any c. Notice that
||Jt(X)− xTPx− c||p = ||min(xTAT Q˜tAx, β) + ct − c||p
Suppose first that the range space of A is contained in the null space of Q˜t.
Then xTAT Q˜tAx = 0 for all x ∈ Rn. Thus, we find
||Jt(X)− xTPx− c||p = ||ct − c||p
which is only finite for c = ct.
Suppose now that AT Q˜tA is full rank. This is equivalent to both A and
Q˜t having full rank. We now construct a ball in Rn such that outside this
ball min(xTAT Q˜tAx, β) = β. Let v ∈ Rn such that vTv = 1 and let γv =√
β
vTAT Q˜tAv
. Then for γ > γv, min((γv)
TAT Q˜tA(γv), β) = β. Finally, since
γv is a continuous map over a compact set, γmax = max
v
γv is well defined
and for x 6∈ {y ∈ Rn|yTy ≤ γmax} =: S, min(xTAT Q˜tAx, β) = β. Using this
3In general, this may not be true; but such a property holds here since both P and Qt
are symmetric.
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result, we find that
||Jt(x)− xTPx− c||pp =
∫
x∈S
∣∣∣min(xTAT Q˜tAx, β) + ct − c∣∣∣p dx
+
∫
x 6∈S
|β + ct − c|p dx
which is only finite if c = ct + β.
Finally, suppose that the range space of A is not a subset of the null space
of Q˜t and A
T Q˜tA is not full rank. Now define {wi}n1i=1 to be a basis for
the null space of AT Q˜tA and {vi}n2i=1 be such that {wi, vi} is a basis for Rn.
Furthermore, it is possible to make vTi A
T Q˜tAvj = 0 for i 6= j and normalize
each vi so that v
T
i A
T Q˜tAvi = 1 for all i. Thus, notice that since P = Qt,
||Jt(x)− xTPx− c||pp =
∫ ∞
−∞
· · ·
∫ ∞
−∞
∣∣min((∑αivi)TAT Q˜tA(∑αivi), β)
+ ct − c
∣∣pdα¯1 · · · dα¯n2dα1 · · · dαn1
>
∫ ∞
−∞
· · ·
∫ ∞
−∞
[ ∫ √ β
2n
0
· · ·
∫ √ β
2n
0
∣∣∑α2i − c
+ ct
∣∣pdα¯1 · · · dα¯n2]dα1 · · · dαn1
+
∫ ∞
−∞
· · ·
∫ ∞
−∞
[ ∫ ∞
β
· · ·
∫ ∞
β
∣∣β − c
+ ct
∣∣pdα¯1 · · · dα¯n2]dα1 · · · dαn1
But notice that for the second integral to be finite, c must equal ct+β, which
makes the first integral infinite. Thus, ||Jt(X)−xTPx− c||p is infinite for all
c. We summarize the above results in the following theorem.
Theorem 3.6. Consider the optimization problem stated in (3.15). We char-
acterize the solution pair (P ∗, c∗) as follows:
1. If the range space of A is in the null space of Q˜t, then P
∗ = Qt and
c∗ = ct.
2. If A and Q˜t are full rank, then P
∗ = Qt and c∗ = ct + β.
3. Otherwise, ||Jt(x)−xTPx− c||p =∞ for all (P, c), and thus (3.15) has
no solution.
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We now characterize the solution to (3.15) for p =∞. We show that, unlike
for 1 ≤ p < ∞, the problem always admits a solution and furthermore the
solution is unique.
In order to determine the solution, first consider P = Qt and c = ct + β.
With this definition, it is easy to see that ||Jt(x) − xTPx − c||∞ = β < ∞.
Thus, (3.15), with the min replaced with an inf, is well defined. We now
desire to show that the minimum is achieved. To show this, we first show
that for all c, if P 6= Qt, then ||Jt(x) − xTPx − c||∞ = ∞. Note that since
both P and Qt are symmetric and P 6= Qt, then there exists x0 ∈ R such
that xT0Qtx0 − xT0 Px0 = a 6= 0. Thus,
||Jt(x)− xTPx− c||∞ > lim
γ→∞
|Jt(γx0)− γ2xT0 Px0 − c|
= lim
γ→∞
|γ2a+ min(γ2xT0AT Q˜tAx0, β) + ct − c|
=∞
since γ2a → ±∞ as γ → ∞ and the other two terms remain bounded.
Therefore, if P 6= Qt, we find that ||Jt(x)− xTPx− c||∞ =∞.
The minimization problem (3.15) now becomes
min
c
||Jt(x)− xTQtx− c||∞ (3.16)
We now show that (3.16) is a well-defined minimization problem by restrict-
ing c to a compact set. First suppose that c∗ < ct. Then
|Jt(x)− xTQtx− c∗| = |min(xTAT Q˜tAx, β) + ct − c∗|
= min(xTAT Q˜tAx, β) + ct − c∗
> min(xTAT Q˜tAx, β)
> |min(xTAT Q˜tAx, β)|
for all X ∈ Rn. Thus, ||Jt(x) − xTQtx − c∗||∞ > ||Jt(x) − xTQtx − c||∞ for
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c = ct. Similarly, if c
∗ > ct + β, then
|Jt(x)− xTQtx− c∗| = |min(xTAT Q˜tAx, β) + ct − c∗|
= c∗ −min(xTAT Q˜tAx, β)− c− t
> β −min(xTAT Q˜tAx, β)
= |min(xTAT Q˜tAx, β)− β|
for all x ∈ Rn. Thus, ||Jt(x) − xTQtx − c∗||∞ > ||Jt(x) − xTQtx − c||∞ for
c = ct + β. Therefore, c
∗ ∈ [ct, ct + β] which is a compact set and ||Jt(x) −
xTQtx− c||∞ is continuous in c so the minimum is achieved.
It now remains to determine c∗ and show that it is unique. First suppose
that xTAT Q˜tAx = 0 for all x ∈ Rn. Then it is easy to see that the unique
solution is c∗ = ct. Otherwise,
||Jt(x)− xTQtx− c||∞ = max(ct + β − c, c− ct)
Then finally we find that the unique minimizing c is c∗ = 1
2
(2ct + β). The
final results are summarized in the following theorem:
Theorem 3.7. Consider the optimization problem stated in (3.15) for p =
∞. We characterize the solution pair (P ∗, c∗) as follows:
1. If the range space of A is in the null space of Q˜t, then P
∗ = Qt and
c∗ = ct.
2. Otherwise, P ∗ = Qt and c∗ = ct + 12β.
3.3 Dynamic Programming with Approximate Value
Function
We now apply the results from the previous sections to our dynamic pro-
gramming problem. Suppose one has determined a quadratic estimate of the
cost-to-go for t time steps remaining, J˜t(x) = x
T Q˜tx+ c˜t. We then desire to
48
estimate Jt+1. First, by standard dynamic programming,
J0t+1 = E
[
xTN−t−1QxN−t−1|IN−t−1
]
+ E [Jt(xN−t)|IN−t−1, αN−t−1 = 0]
J1t+1 = E
[
xTN−t−1QxN−t−1|IN−t−1
]
+ min
u
E [Jt(xN−t)|IN−t−1, αN−t−1 = 1, uN−t−1 = u] + β
Then by using our estimate J˜t in place of Jt, define the following quantities:
J˜0t+1 = E
[
xTN−t−1QxN−t−1|IN−t−1
]
+ E
[
J˜t(xN−t)|IN−t−1, αN−t−1 = 0
]
J˜1t+1 = E
[
xTN−t−1QxN−t−1|IN−t−1
]
+ min
u
E
[
J˜t(xN−t)|IN−t−1, αN−t−1 = 1, uN−t−1 = u
]
+ β
We need to ensure that Q˜t is positive semi-definite so that the above min-
imization is well defined. If the norm from Section 3.2.2 is used, we found
an expression which guarantees that Q˜t is positive semi-definite. For the Lp-
norms from Section 3.2.4, it is always true that Q˜t is positive semi-definite.
We thus find
J˜0t+1 = xˆ
T
N−t−1(Q+ A
T Q˜tA)xˆN−t−1
+ Tr(ΣN−t−1[Q+ AT Q˜tA]) + Tr(ΣwQ˜t) + c˜t
J˜1t+1 = xˆ
T
N−t−1QxˆN−t−1 + Tr(ΣN−t−1[Q+ A
T Q˜tA]) + Tr(ΣwQ˜t) + β + c˜t
for u∗N−t−1 = −AxˆN−t−1. Then, our approximate actuation policy is
a˜N−t−1(ICLN−t−1) =
{
1 if J˜0t+1(xˆN−t−1) > J˜1t+1(xˆN−t−1)
0 else
or, equivalently,
a˜N−t−1(ICLN−t) =
{
1 if xˆTN−t−1(A
T Q˜tA)xˆN−t−1 > β
0 else
(3.17)
To complete the dynamic programming step, one then finds J˜t+1(X) =
XT Q˜t+1X + c˜t+1 as the solution to
min
(P,c)
||min(J˜0t+1, J˜1t+1)−XTPX + c||
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for one of the norms discussed previously.
Using this suboptimal control policy also lends itself to long time horizons.
Under suitable conditions, it is of course true that Σk|k converges as k →∞.
Thus, for large k, Σk+1|k(Σk+1|k+Σv)−1Σk+1|k ≈ Σk|k−1(Σk|k−1 +Σv)−1Σk|k−1.
Then, if the norm from Section 3.2.2 is used and AQ˜N−k−1A ≈ AQ˜N−kA,
we can say that Q˜N−k+1 ≈ Q˜N−k. To shortcut the optimization problem,
then, consider some matrix norm || · ||. If ||Σk+1|k(Σk+1|k + Σv)−1Σk+1|k −
Σk|k−1(Σk|k−1+Σv)−1Σk|k−1|| < , and ||AQ˜N−k−1A−AQ˜N−kA|| < , for some
small , then one can let Q˜N−k+1 = Q˜N−k. In our experience, this allows for
arbitrarily long time horizons with no increase in computational complexity.
Once Σk+1|k(Σk+1|k + Σv)−1Σk+1|k reaches a steady state, we find that Q˜N−k
also stabilizes, and thus most of the calculated quadratic forms are the same.
This is shown in Section 3.4.
If the other norms are used and if the problem is well defined, we find
Q˜t = Q for all t = 1, . . . , N. Furthermore, the triggering policy is only
defined by Q˜t. We therefore find that no further computations are necessary
and
a˜k(I
CL
k ) =
{
1 if xˆTk (A
TQA)xˆk > β
0 else
This actuation policy is, in effect, a greedy policy. It states that if the
expected cost at the next time step is greater than β, utilize the actuator.
Otherwise, the system is allowed to run open-loop.
3.4 Numerical Simulations
This section is devoted to the implementation of the above suboptimal control
policy in MATLAB. We choose to use the norm discussed in Section 3.2.2
since it is the most interesting. For this numerical investigation, we use the
following system.
A =
(
1 .1
.5 2.2
)
, Σw =
(
1 0
0 1
)
, Σv =
(
.5 .1
.1 .1
)
, Σx0 =
(
1 0
0 1
)
Also, Q =
(
2 1
1 1
)
, β = 1 and the time horizon is N = 1000. A 2-dimensional
system was chosen so that figures can easily be displayed to visualize the
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actuation policy. High dimensions can also clearly be implemented and the
only computational difficulty is in the calculation of E [(XsXt − σ2st) Jt(X)] .
In the spirit of the discussion at the end of Section 3.3, we let  = 0.0001
with the induced matrix norm from l2. The quadratic forms were then deter-
mined to be:
Q˜1 =
(
2.0204 0.9985
0.9985 1.0054
)
,
Q˜2 =
(
2.0202 0.9985
0.9985 1.0054
)
, . . . , Q˜997 =
(
2.0202 0.9985
0.9985 1.0054
)
,
Q˜998 =
(
2.0203 0.9985
0.9985 1.0054
)
, Q˜999 =
(
2.0210 0.9985
0.9985 1.0059
)
,
Q˜1000 =
(
2.0956 1.0271
1.0271 1.1337
)
Notice that most of these matrices are identical. This is due to the fast
convergence of the error covariance matrices related to the Kalman filter.
Figure 3.2 shows a corresponding MATLAB simulation with the quadratic
forms given above and actuation policy given in (3.17). The ellipse shown
determines if the system triggers or not. If the state estimate falls within the
ellipse, then the system is allowed to run open-loop. Otherwise, the system is
actuated. We note that in Figure 3.2, the ellipse is not a hard boundary. This
occurs for two reasons. First, this is only one such boundary for a particular
time step. At each time step, there is a different ellipse which defines this
region. Second, the actuation is determined from state estimates, but the
points in Figure 3.2 show the value of the state at a particular time, not the
state estimate. Due to the noisy measurements, the ellipse shown is not a
hard boundary.
3.5 Discussion on Extensions
There are also multiple directions for extensions of this chapter. First, one
may be able to determine the optimal solution. Working through the first
few steps in Section 3.2.1, we identified the problem involved in solving the
problem optimally. Solving this problem optimally is also a special case of
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Figure 3.2: Sample path for a time horizon of N = 1000. A red cross
indicates that the system was actuated in that time step. A blue cross
indicates that the system was allowed to run open-loop. The ellipse is the
curve xT Q˜50x = β.
the block diagonal matrix extension discussed in Section 2.5. By solving the
problem presented in this section optimally, one can make progress towards
solving a more general form of the problem in Chapter 3.
Moving back to the suboptimal solution, there is also room for improve-
ments. First is a more formal treatment of the infinite horizon case. At the
end of Section 3.3, we gave an intuitive argument as to why long time hori-
zons do not pose a problem for this form of solution. Our discussion was far
from rigorous, and did not provide any proofs for convergence. We believe
that through a contraction mapping argument, one can show the conver-
gence of Q˜t for a fixed error covariance Σ. A second extension dealing with
the suboptimal solution is the introduction of a non-invertible B matrix such
as
xk+1 = Axk + αkBuk + wk
Of course, if B is invertible, then the solution is the same as before with
µ∗k(I
CL
k ) = −B−1Axˆk. For a non-invertible B, though, the minimizations and
equations become more difficult. One final extension deals with quantifying
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the performance of the solution presented in this chapter. So far, we have
provided no analysis indicating how well our suboptimal policy performs
against an optimal policy. This should prove to be a very difficult problem.
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CHAPTER 4
OPTIMAL CONTROL WITH LIMITED
AND NOISY ACTUATION
The organization of this chapter is as follows. The class of systems considered
along with the optimal control problem is formally defined in Section 4.1.
Section 4.2.1 derives a partial solution with the intention of displaying the
intricacies involved in the full solution. The full solution is presented in
Section 4.2.2 followed by some comments in Section 4.2.3. The solution
is then explored numerically by an example in Section 4.3. Finally, a few
comments on extending this result to lossy communication channels is given
in Section 4.4.
4.1 Problem Formulation
Consider the following linear discrete-time scalar system.
xk+1 = Axk + αk(uk + θk) + wk
yk = xk + vk
, k = 0, 1, . . . , N − 1 (4.1)
where xk ∈ R is the scalar state, yk ∈ R is a state measurement, uk ∈ R
is the control input and αk ∈ {0, 1} represents the decision whether or not
to actuate the system at time k. Furthermore, wk, vk, θk are i.i.d. zero-mean
Gaussian random variables with error covariances σ2w, σ
2
v and σ
2
θ , respectively.
To impose the constraint of a limited number of available controls during the
time horizon, we say that there is a given constant M such that
N−1∑
k=0
αk ≤M ≤ N
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We formulate an optimal control problem and the cost to be considered is
J = E
[
N∑
k=0
x2k
]
Notice that there is no direct cost on control, but two control costs enter
indirectly though the actuation noise, θk, and the limit on the total number
of actuations, M.
We again consider a closed-loop actuation policy. Define the information
available to the controller as
ICLk = {y0,...,k, u0,...,k−1, α0,...,k−1} (4.2)
An admissible control policy is then defined as the sequence {(µk, ak)}, where
(µk, ak) maps I
CL
k to R×{0, 1}. We desire to minimize the above cost over all
admissible control policies. To interpret this system, consider Figure 4.1. The
Figure 4.1: A control system model with noisy controls.
latch represents the controller’s choice to send a control signal. Therefore,
the number of times the latch is allowed to be closed is bounded above by M.
The additive noise immediately before the latch can come from two different
sources. First, suppose communication between the controller and actuator
is analog.1 Then, this additive noise can occur from atmospheric disturbance
during the control transmission.
A second interpretation is to consider the case where the disturbance is
incurred during actuation. In a traditional control system, this disturbance
can be absorbed into the system’s state disturbance, but in this model it is
only present intermittently. As an example, consider a marginally stable sys-
tem that needs occasional adjustments, such as a production line attempting
to maintain a constant supply of some product. In this system, the control
1Although most communication nowadays is performed digitally, this is just one inter-
pretation.
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is a request to manufacture a certain amount of a product and can only be
performed occasionally due to limits on the use of the production line.
For the system stated in (4.1) in conjunction with the control constraints
and the cost functional, we seek to find an optimal control strategy.
4.2 Derivation of Solution
We begin this section by walking through the dynamic programming solution
for several steps. This is done to introduce the tools used and build up to
the full solution which is later presented.
4.2.1 First Few Steps
For the following derivation, we follow the notation used in [17] and let s
represent the number of available controls and t represent the number of
remaining time steps remaining. In addition, let α = (α0, α1, . . . , αN−t)
represent the vector of all past actuation decisions. A dynamic programming
approach is used to calculate the cost-to-go, denoted by J
(α)
(s,t) for each tuple
(s, t, α), and to then determine the optimal control policy. First, consider
the cost-to-go for s = 0 and t = 1. Define
K(0,t) = 1 + A
2K(0,t−1), t = 1, 2, . . . (4.3)
with K(0,0) = 1. Then
J
(α)
(0,1) = E
[
x2N + x
2
N−1|yN−10
]
= K(0,1)E
[
x2N−1|yN−10
]
+ σ2w
by simply plugging in the definition for xN , and noting that uN−1 = 0 because
we have no available actuations. Moving forward, consider the case where
s = t = 1 and define
∆
(α)
(s,t) = J
(α 0)
(s,t) − J (α 1)(s,t)
where J
(α 0)
(s,t) defines the cost-to-go if we do not actuate during the N− t time
step and J
(α 1)
(s,t) represents the cost-to-go if we do actuate during the N − t
time step. Using these definitions, then ∆
(α)
(s,t) > 0 means that it is cheaper
to actuate and similarly ∆
(α)
(s,t) < 0 means that it is cheaper not to actuate.
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Now we compute ∆
(α)
(1,1) to decide on the optimal control.
J
(α 1)
(1,1) = E
[
x2N−1|yN−10
]
+ E
[
(AxN−1 + uN−1)2|yN−10
]
+ σ2ω + σ
2
θ
J
(α 0)
(1,1) = (1 + A
2)E
[
x2N−1|yN−10
]
+ σ2ω
(4.4)
We see that to determine uN−1, we need to minimize the mean-squared error
E
[
(AxN−1 + uN−1)2|yN−10
]
which tells us that uN−1 = −AxˆN−1|N−1 where
xˆN−1|N−1 is the best estimate of xN−1 given yN−10 and is generated recursively
using a Kalman filter.2 Thus, using the fact that
E
[
(xN−1 − xˆN−1|N−1)2|yN−10
]
= E
[
x2N−1|yN−10
]− xˆ2N−1|N−1
we conclude that
∆(1,1) = A
2xˆ2N−1|N−1 − σ2θ (4.5)
A few things can be learned from (4.5). First, ∆(1,1) is an even, quadratic
function of xˆN−1|N−1 with a unique minimum at xˆN−1|N−1 = 0 and ∆(1,1)(0) ≤
0. Define the resulting zeros to be τ+(1,1) = −τ−(1,1) =
√
σ2θ/A
2. We then see
that we let αN−1 = 1 if |xˆN−1|N−1| > τ+(1,1) since then ∆(α)(s,t) > 0 and αN−1 = 0
otherwise. Most of these properties enjoyed by ∆(1,1) will actually be true
for ∆(s,t) for all pairs (s, t). The second item worth noting is that it may not
be optimal to use up all available controls. Equation (4.5) brings to light the
extra noise that is injected into the system through our choice of αN−1. If
xN−1 is predicted to be close to zero, then our attempts to push it closer to
zero will actually, on average, bring it further away due to the presence of θk.
Due to the possibility of not using all the controls, during implementation
s ≤ t needs to be enforced as it does not make sense to have more controls
available than time steps remaining. Moving one step further and calculating
∆
(α)
(1,2) will bring to light another technicality. We first note that
J
(α)
(0,2) = K(0,2)E
[
x2N−2|yN−20
]
+K(0,1)σ
2
w + σ
2
w
which can be verified in a similar manner to J
(α)
(0,1) by seeing that αN−2 =
αN−1 = 0 since there are no available controls. Now, consider computing
2Please see Appendix B for a formal discussion of the Kalman filter and notation to be
used throughout this chapter.
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Figure 4.2: Possible control patterns starting with s = 1 and t = 2.
J
(α 1)
(1,2) . Referring to Figure 4.2 we see that if we decide to control during the
N − 2 time step, the cost during the N − 1 time step follows immediately as
uN−1 becomes 0. Thus,
J
(α 1)
(1,2) = E
[
x2N + x
2
N−1 + x
2
N−2|yN−20
]
= E
[
x2N−2|yN−20
]
+K(0,1)A
2E
[
(xN−2 + uN−2)2|yN−20
]
+ (1 + A2)(σ2ω + σ
2
θ) + σ
2
ω
and, similar to before, the optimal control choice is uN−2 = −AxˆN−2|N−2.
This gives us
J
(α 1)
(1,2) = E
[
x2N−2|yN−20
]
+K(0,1)A
2σ
2 (α 1)
N−2|N−2 + (1 + A
2)(σ2ω + σ
2
θ) + σ
2
ω
where σ
2 (α 1)
N−2|N−2 = E
[
(xN−2 − xˆN−2|N−2)2|yN−20
]
is the error covariance gen-
erated recursively by a Kalman filter. It should be noted that σ
2 (α 1)
N−2|N−2
actually depends on the past control choices. Intuitively, this dependence
arises because our uncertainty about the system increases if we decide to
control. For details, see Section 4.2.2. Now, to compute J
(α 0)
(1,2) note that we
are unsure as to whether or not it is optimal to use the last control during
the N − 1 time step. So,
J
(α 1)
(1,2) = E
[
x2N + x
2
N−1 + x
2
N−2|yN−20
]
= E
[
x2N−2|yN−20
]
+ E
[
J(1,1)|yN−20
]
where E
[
J(1,1)|yN−20
]
needs to be computed. First, note that given yN−20 ,
xˆN−1|N−1 has a Gaussian distribution with mean
E
[
xˆN−1|N−1|yN−20
]
= AxˆN−2|N−2
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and variance
E
[
(xˆN−1|N−1 − AxˆN−2|N−2)2|yN−20
]
=
(σ
2 (α 1)
N−1|N−2)
2
σ
2 (α 1)
N−1|N−2 + σ
2
ν
Thus,
J
(β)
(1,2) = E
[
x2N−2|yN−20
]
+
∫
|xˆN−1|N−1| ≤ τ (β)(1,1)
J
(β 0)
(1,1) f
(β)
xˆN−1|N−1|yN−20
dxˆN−1|N−1
+
∫
|xˆN−1|N−1| > τ (β)(1,1)
J
(β 1)
(1,1) f
(β)
xˆN−1|N−1|yN−20
dxˆN−1|N−1
= (1 + A2)E
[
x2N−2|yN−20
]
+ A2σ
2 (β)
N−1|N−1 + 2σ
2
ω + σ
2
θ
+
∫
|xˆN−1|N−1| ≤ τ (β)(1,1)
∆
(β)
(1,1)f
(β)
xˆN−1|N−1|yN−20
dxˆN−1|N−1
where β = (α 0). Bringing these calculations together we find
∆
(α)
(1,2) = J
(α 0)
(1,2) − J (α 1)(1,2)
= A2(xˆ2N−2|N−2 + σ
2 (α 0)
N−1|N−1 − σ2 (α 1)N−1|N−2 + Ψ(α 0)(1,2) )
with
Ψ
(α 0)
(1,2) =
∫
|xˆN−1|N−1| ≤ τ (α 0)(1,1)
∆
(α 0)
(1,1) f
(α 0)
xˆN−1|N−1|yN−20
dxˆN−1|N−1 (4.6)
We now state a property of ∆
(α)
(1,2) whose proof is a slightly modified version
of Lemma 3.2 in [14].
Proposition 4.1. As a function of xˆN−2|N−2, ∆
(α)
(1,2) is even and has a unique
critical point (specifically a minimum) at xˆN−2|N−2 = 0 and ∆
(α)
(1,2)(0) ≤ 0.
From Proposition 4.1 we see that there again exist two unique critical
points denoted by τ
+ (α)
(1,2) = −τ− (α)(1,2) such that from state (s, t, α) = (1, 2, α),
the optimal control is uN−2 = −AxˆN−2|N−2 and
aN−2(xˆN−2|N−2) =
{
0 if |xˆN−2|N−2| ≤ τ+ (α)(1,2)
1 if |xˆN−2|N−2| > τ+ (α)(1,2)
Proceeding with this method by moving back in time, a general set of equa-
tions can be derived.
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4.2.2 Full Solution
In this section, we present without proof the final equations for ∆
(α)
(s,t) and a
modified Kalman filter. The equations for ∆
(α)
(s,t) can be verified by a mathe-
matical induction argument. Consider a system of the form (4.1) for a finite
time horizonN andM ≤ N available controls. The goal is to find a threshold,
τ
+ (α)
(s,t) , for each tuple (s, t, α) with s ≤ t where s is the number of controls re-
maining, t is the number of time steps remaining and α = (α0, α1, . . . , αN−t)
is the vector of past control decisions. Now, J
(α 0)
(s,t) and J
(α 1)
(s,t) can be written
as
J
(α 0)
(s,t) = (1 + A
2)E[x2N−t|yN−t0 ] + Λ(α 0 1)(s,t−1) + σ2ω
+
∫
|xˆN−t+1| ≤ τ+(α 0)(s,t−1)
∆
(α 0)
(s,t−1)f
(α 0)
xˆN−t+1|yN−t0
dxˆN−t+1
J
(α 1)
(s,t) = E[x
2
N−t|yN−t0 ] + Λ(α 1)(s,t) (4.7)
where
Λ
(α 1)
(s,t) = Λ
(α 1 1)
(s−1,t−1) + A
2σ
2 (α)
(N−t,N−t) + σ
2
θ + σ
2
ω
+
∫
|xˆN−t+1| ≤ τ+(α 1)(s−1,t−1)
∆
(α 1)
(s−1,t−1)f
(α 1)
xˆN−t+1|yN−t0
dxˆN−t+1
and
f
(α 1)
xˆN−t+1|N−t+1|yN−t0
∼ N(0,
(σ
2 (α 1)
N−t+1|N−t)
2
σ
2 (α 1)
N−t+1|N−t + σ
2
ν
)
f
(α 0)
xˆN−t+1|N−t+1|yN−t0
∼ N(AxˆN−t,
(σ
2 (α 0)
N−t+1|N−t)
2
σ
2 (α 0)
N−t+1|N−t + σ
2
ν
)
Note that the definition Λ
(α 1)
(s,t) is well defined since it is always referred to
with a 1 as the most recent control choice. The error covariance σ
2 (α)
(N−t,N−t)
is calculated recursively starting with σ20|−1 = E
[
(x0 − E[x0])2
]
and using
σ
2 (α αk)
k+1|k = A
2σ
2 (α)
k|k + σ
2
w + αkσ
2
θ
σ
2 (α)
k|k = σ
2 (α)
k|k−1 −
(σ
2 (α)
k|k−1)
2
σ
2 (α)
k|k−1 + σ
2
ν
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We now write an expression for ∆
(α)
(s,t) = J
(α 0)
(s,t) − J (α 1)(s,t)
∆
(α)
(s,t) = A
2xˆ2N−t + A
2σ
2 (α)
N−t + σ
2
w + Λ
(α 0 1)
(s,t−1) − Λ(α 1)(s,t)
+
∫
|xˆN−t+1| ≤ τ+(α 0)(s,t−1)
∆
(α 0)
(s,t−1)f
(α 0)
xˆN−t+1|yN−t0
dxˆN−t+1
(4.8)
We also have some terminal conditions as follows:
∆
(α)
(1,1) = A
2xˆ2N−1|N−1 − σ2θ
which is a restatement of (4.5) and
Λ
(α 1)
(1,t) = K(0,t−1)A
2σ
2 (α)
N−t +
t−1∑
n=0
K(0,n)σ
2
ω +K(0,t−1)σ
2
θ
which can be derived by writing out a closed-form expression for J
(α 1)
(1,t) and
recalling (4.7) and (4.3). Now, from (4.8) together with the terminal con-
ditions and the following theorem, whose proof is again slightly modified
from the one given in [14], the necessary set of thresholds {τ+ (α)(s,t) } can be
calculated oﬄine.
Theorem 4.2. Let N ≥ 2 be given. For 1 ≤ s < t ≤ N , the functions
∆
(α)
(s,t)(u) are even and differentiable with a unique critical point at u = 0.
Furthermore, we have
∂∆
(α)
(s,t)
(u)
∂u
> 0 if u < 0 and
∂∆
(α)
(s,t)
(u)
∂u
< 0 if u > 0. Thus,
∆
(α)
(s,t)(u) achieves its global minimum at the critical point u = 0. Also, the
minimum value of ∆
(α)
(s,t)(u) is nonpositive.
To generate the set {τ+ (α)(s,t) }, begin with τ+(1,1) =
√
σ2θ/A
2 and sweep back-
wards in time from t = 1 to t = N calculating τ
+ (α)
(s,t) for each possible α
where |α| = N − t and ∑N−t−1k=0 αk = M − s. Then, increase s by one and
repeat (keeping s ≤ t). With all the tresholds computed oﬄine, the following
steps can be followed to implement the optimal control policy:
For each k in 0 ≤ k ≤ N − 1, do the following (define α−1 = 0, xˆ0|−1 =
E[x0], s0 = M and t0 = N):
1. Look up τ
+ (α)
(sk,tk)
from the precomputed set of thresholds where α =
(α0, α1, . . . , αN−tk).
2. Update the best estimate xˆk|k using the most recent observation yk and
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the Kalman filter recursion:
xˆk|k = xˆk|k−1 + αk−1uk−1 +
σ
2 (α)
k|k−1
σ
2 (α)
k|k−1 + σ
2
v
(yk − xˆk|k−1 − αk−1uk−1)
xˆk|k−1 = Axˆk−1|k−1
where the error covariance σ
2 (α)
k|k−1 is generated using the previously given
recursion.
3. Apply the optimal control according to
uk = −Axˆk|k
αk =
{
0 if |xˆk|k| ≤ τ+ (α)(sk,tk)
1 if |xˆk|k| > τ+ (α)(sk,tk)
4. Update state
tk+1 = tk − 1
sk+1 = min(tk+1, sk − αk)
4.2.3 Comments on Growth of State with Time Horizon
It is worth commenting on the computational complexity of this solution.
Although the solution presented here is similar to the one given in [17],
this solution suffers from an exponential growth in the state as the time
horizon grows. Specifically, the size of the set {τ+ (α)s,t } is on the order of 2N
since the number of possible α vectors grows with order 2N . This presents
an even worse problem than the one normally encountered with dynamic
programming. We present here a possible suboptimal solution where the
computational complexity of the solution reduces to the complexity found
in [17], though there are no results to provide any insight on how good this
suboptimal solution is.
The idea is to limit the memory of our system. Define R ≥ 0 to be the
memory horizon and define β = (αk−R, αk−R+1, . . . , αk) for k ≥ R and β = α
for k < R. The goal is to to find the set of thresholds {τ+ (β)(s,t) }. Note that
due to the limited memory, this set no longer has exponential growth. The
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set of equations given above can be modified for this framework. In order to
compute the error covariances, we use the worst possible error covariance by
assuming we controlled during all time steps outside of our memory range.
4.3 Numerical Simulations
In this section we implement the optimal control presented in Section 4.2.2
and as applied to a scalar, discrete-time system given by (4.1) with A =
σ2w = σ
2
v = σ
2
x0
= 1 and N = 5. Before simulating the system, the set of
thresholds, {τ+ (α)s,t } were calculated for each M = 0, 1, . . . , 5 and for both
σ2θ = 1 and σ
2
θ = 0 for comparison. Figures 4.3 and 4.4 show the simulation
results for varying parameters. First, Figure 4.3 shows the cost achieved with
the optimal thresholds computed for both σ2θ = 1 and for σ
2
θ = 0. The system
is run for 5 time steps and averaged over 100,000 runs. From Figure 4.3
Figure 4.3: Average cost over 100,000 sample runs.
we see that the availability of actuations leads to a large initial drop in the
accumulated cost, but as M approaches N , allowing more actuations leads
to a smaller gain. This same phenomenon was observed in [17]. Finally, we
simulated the system with σ2θ = 1 but with the threshold values from the
σ2θ = 0 calculations. Here, we see the cost lies above the optimal one, and
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Figure 4.4: Average number of actuations used over 100,000 sample runs.
even begins to increase as M approaches N . This results because, as noted
earlier, it is not always optimal to use all the available actuations. By using
the wrong threshold values, we forced the controller to actuate the system
when its state was small. This resulted in a larger cost. Also, displayed
in Figure 4.4 are the number of actuations used. We again see that when
σ2θ = 1, it is not optimal to utilize all available actuations.
4.4 Discussion on Extensions
We now give a few comments on lossy communication channels. Suppose
instead of the system described in (4.1) we have the following
xk+1 = Axk + γkαk(uk + θk) + wk
yk = xk + vk
(4.9)
where γk ∈ {0, 1} is a Bernoulli random variable with P (γk = 0) = p for some
p ∈ [0, 1]. This represents the case where we may decide to control, but with
some probability, our control signal is lost. If γk = 0, the problem reduces
to the one solved in this paper and γk = 1 means that controls will never be
transmitted, so the system is open-loop. It is possible to solve this problem
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by extending the results in [3] following the same methodology described in
this thesis.
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CHAPTER 5
CONCLUSION
We conclude this thesis with a review of the problems investigated and their
solutions. Beginning with Chapter 2, we investigated the trade-off between
actuators in a multi-actuated NCS. By only allowing one actuator to be
utilized in a single time step, we formulated two optimal control problems
and determined an optimal control policy for a restricted class of linear vector
state space systems. A solution for a general linear system was unattainable.
We first introduced an open-loop control problem where the control input was
allowed to depend on state measurements, but the actuation policy was not.
We found that by utilizing dynamic programming, we are able to determine
an optimal control policy. We then allowed the actuation policy to depend on
state measurements and again found an optimal control policy. Furthermore,
we found that the solution required partitioning Rn into several triggering
sets. These sets were used to determine which, if any, actuator should be
utilized. Due to the complexity of these triggering sets, it was impossible to
determine them exactly. Thus to aid in implementation, we provided several
lemmas and theorems to characterize, to some extent, these triggering sets.
In Chapter 3 we focused on a suboptimal control policy. The optimal con-
trol problem formulated can still be viewed as a special case of Chapter 2, but
by allowing a suboptimal control policy, a more general system model could
be analyzed. The control policy was found by the solution to a minimum
norm problem. Any norm can of course be used, and we chose ones which
were well motivated by the problem. We began with an expectation norm
(||X||2 = E [X2]), the use of which was motivated by work in the beginning
of Chapter 3. We proved that the solution to this minimum norm problem
always exists, is unique and also has some desirable properties. We also con-
sidered the Lp norm for 1 ≤ p ≤ ∞. We determined that for 1 ≤ p <∞, the
norm is not very useful as it does not always admit a solution. For p =∞, we
showed that a unique solution always exists in closed form. After the min-
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imum norm problems were investigated, we returned to the optimal control
problem at hand and presented steps for a suboptimal control policy. The
chapter was concluded with some simulations and directions for extension.
Chapter 4 considered a scalar linear system and focused on the introduction
of actuation noise. By returning to a scalar system, we were able to identify
the difficulties involved in such a system. The solution was found to be a
thresholding policy and is similar to the policy determined in [17]. Although
we were able to determine the solution, we concluded the chapter with a
discussion on the difficulties of implementation and possible solutions which
could be the focus of future work.
Finally, the problems in each chapter were formulated in such a way as
to highlight their important additions. Using the techniques introduced in
each chapter, it is possible to analyze different types of systems. For example,
using the techniques from Chapter 2 and Chapter 4, one can analyze a vector
state space system with actuation noise as long as the system model fits into
the form of (2.1). Similarly, for a more general system model, one can derive
a suboptimal control policy using the tools from Chapter 3 for a vector state
space system with actuation noise.
The problems investigated in this thesis were motivated by previous work
[14], [2]. Even so, many problems remain to be considered. Several such
extensions were discussed previously in Sections 2.5, 3.5, 4.2.3, and 4.4. These
problems await a new and dedicated individual to solve them.
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APPENDIX A
AN AUXILIARY LEMMA FOR CHAPTER 2
This appendix is reserved for a single lemma which is utilized throughout
Chapter 2.
Lemma A.1. Let J(x1, x2) be a non-negative function and for positive con-
stants σ21 and σ
2
2,
G(u1, u2) =
∫
R2
J(x1, x2)e
−(x1−u1)2/σ21e−(x2−u2)
2/σ22dx1dx2
If J satisfies
1. J(x1, x2) = J(−x1, x2) = J(x1,−x2),
2. for x1, x2 > 0, J(x1, x2) is an increasing function on x1 and also an
increasing function of x2, and
3. limxi→∞ J(x1, x2) =∞, for i = 1, 2,
then G satisfies (P1).
Proof. We will only show these properties for the first variable, u1, since the
equations are symmetric and similar arguments can be used for u2. Now, let
u1, u2 > 0 and notice that we can define (y1, y2) = (−x1, x2) to see that
G(−u1, u2) =
∫ ∞
−∞
∫ ∞
−∞
J(x1, x2)e
−(x1+u1)2e−(x2−u2)
2
dx1dx2
=
∫ ∞
−∞
∫ −∞
∞
J(−y1, y2)e−(−y1+u1)2e−(y2−u2)2(−dy1)dy2
=
∫ ∞
−∞
∫ ∞
−∞
J(y1, y2)e
−(y1−u1)2e−(y2−u2)
2
dy1dy2
=G(u1, u2)
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Also, if we let (z1, z2) = (2u1 − x1, x2) we find that
∂
∂u1
G(−u1, u2) =
∫ ∞
−∞
∫ ∞
−∞
(x1 − u1)J(x1, x2)e−(x1+u1)2e−(x2−u2)2dx1dx2
=
∫ ∞
−∞
[ ∫ ∞
u1
(x1 − u1)J(x1, x2)e−(x1−u1)2e−(x2−u2)2dx1
+
∫ u1
−∞
(x1 − u1)J(x1, x2)e−(x1−u1)2e−(x2−u2)2dx1
]
dx2
=
∫ ∞
−∞
[ ∫ ∞
u1
(x1 − u1)J(x1, x2)e−(x1−u1)2e−(x2−u2)2dx1
+
∫ ∞
u1
(2u1 − z1 − u1)J(2u1 − z1, x2)
× e−(2u1−z1−u1)2e−(x2−u2)2dz1
]
dx2
=
∫ ∞
−∞
∫ ∞
u1
(x1 − u1) [J(x1, x2)− J(2u1 − x1, x2)]
× e−(x1−u1)2e−(x2−u2)2dx1dx2
Finally, notice that over the range of integration, |2u1 − x1| ≤ |x1|, so
J(x1, x2) ≥ J(2u1 − x1, x2) and e−(x1−u1)2e−(x2−u2)2 > 0. Thus, we con-
clude that ∂
∂u1
G(−u1, u2) > 0 for u1 > 0. The last property can also easily
be verified.
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APPENDIX B
KALMAN FILTER: SOME BACKGROUND
AND NOTATION
The Kalman filter is a method of system state estimation given a number
of possibly noisy measurements. Although covered thoroughly in numerous
books and papers (see, for instance, [20]), we give the final, recursive equa-
tions here for the sake of notation and completeness. We begin with a linear,
discrete-time n-dimensional vector state space system,
xk+1 = Axk +Buk + wk, k = 0, 1, . . .
where wk ∼ N(0n,Σw) and is independent and identically distributed (i.i.d.)
across time with covariance matrix Σw. During each time step, an m-
dimensional state measurement is made described as
yk = Cxk + vk, k = 0, 1, . . .
where wk ∼ N(0m,Σv) and is i.i.d. across time with covariance matrix Σv.
The Kalman filter gives a recursive expression for the state estimate defined
by
xˆk|k := E [xk|y0,...,k] , k = 0, 1, . . .
The filter also computes the error covariance matrix:
Σk|k = E
[
(xk − xˆk|k)(xk − xˆk|k)T |y0,...,k
]
, k = 0, 1, . . .
Throughout the thesis, xˆk|k is frequently denoted as xˆk and Σk|k is denoted
as Σk. These are not to be confused with
xˆk|k−l := E [xk|y0,...,k−l] +Buk, k = 0, 1, . . . , l = 0,±1,±2 . . .
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and
Σk|k−l = E
[
(xk − xˆk|k−l)(xk − xˆk|k−l)T |y0,...,k−l
]
, k = 0, 1, . . . , l = 0,±1,±2 . . .
which are still denoted by xˆk|k−l and Σk|k−l, respectively. By noting that
xˆk+1|k−l = Axˆk|k−l +Buk, one finds that
Σk+1|k−l = AΣk|k−lAT + Σw, k = 0, 1, . . . , l = 0,±1,±2 . . .
The final recursive expression for xˆk|k is given as follows for k = 1, 2, . . .:
xˆ0|−1 :=0
Σ0|−1 :=Σx0
Σk|k−1 =AΣk−1|k−1AT + Σw
Σk|k =Σk|k−1 − AΣk|k−1CT
(
CΣk|k−1CT + Σv
)−1
CΣk|k−1AT
xˆk|k−1 =Axˆk−1|k−1 +Buk−1
xˆk|k =xˆk|k−1 + AΣk|k−1CT
(
CΣk|k−1CT + Σv
)−1 (
yk − Cxˆk|k−1
)
As a general rule, when the system considered is scalar, we use σ2 in place
of Σ in the above expressions.
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APPENDIX C
MATRIX VECTORIZATION: SOME
BACKGROUND AND NOTATION
In Chapter 3, we require the use of matrix vectorization. This is a useful tool
for finding relationships between vectors, matrices and Kronecker products.
Most of the results and notation in this appendix are borrowed from [22].
For a general N ×M matrix, L, let L = (lij) , and we define the vector-
ization of L as the NM × 1 vector created by stacking all the columns of
L.
vec (L) = [l11, . . . , lN1, l12, . . . , lN2, . . . , l1M , . . . , lNM ]
T
Note the following two common and useful equalities. If all the products are
well defined, then
Tr
(
ATB
)
= vec (A)T vec (B)
Tr (ABC) = (CT ⊗ A)vec (B)
(C.1)
Notice that if L is symmetric, there are inherent redundancies in its ele-
ments, namely, given the lower triangular portion of L, the rest of the matrix
is uniquely determined. In Chapter 3, we frequently work with symmetric
matrices, and thus it is desirable to remove these redundancies. With this
motivation, define the half vectorization of an n×n matrix L as the n(n+1)
n
×1
vector:
v (L) = [L11, . . . , Ln1, L22, . . . , Ln2, . . . , Lnn]
T
For a symmetric matrix A, it is possible to convert between vec (A) and
v (A). The author of [22] gives expressions for matrices L and D so that
vec (A) = Dv (A) and v (A) = Lvec (A). The matrix D is called the du-
plication matrix since it duplicates elements to add redundancies, and L is
called the elimination matrix since it removes redundancies. A useful lemma
proved in [22] is stated below.
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Lemma C.1. For any n× n matrix A,
DL(A⊗ A)D = (A⊗ A)D
and
[L(A⊗ A)D]s = L(As ⊗ As)D,

s = 0, 1, 2, . . . ,
s = . . . ,−2,−1 if A−1 exists
s = 1/2 if A1/2 exists
We define a few elementary vectors and matrices. Define {ei} to be the
standard basis for Rn where ei is an n×1 vector which is all zeros except 1 in
the ith position. When defining particular elements in a matrix, it is useful
to define Eij = eie
′
j and
Tij =
{
Eij + Eji if i 6= j
Eii else
Finally, let uij = v (Eij) .
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