A general framework for formal models of transcription factors and binding sites is developed to address this issue. Measures for information content in transcription factor binding sites are revisited and theoretic analyses are compared on this basis. These analyses do not lead to consistent results. A comparative review reveals that these inconsistent approaches do not include a transcription factor state space.
Therefore, a state space for mathematically representing transcription factors with respect to their binding site recognition properties is introduced into the modelling framework. Analysis of the resulting comprehensive model shows that the structure of genome state space favours equality of indeed, but the relation between the two information quantities also depends on the structure of the transcription factor state space. This might lead to significant deviations between 
Introduction
Biological systems store genetic information in DNA sequences, and transfer of this type of biological information into electronic media is nowadays occurring at genomic scale. Having gained access to sequence information of several complete genomes, understanding the fundamental principles by which genetic information controls and organizes complex biological processes now turns into a primary challenge for bioinformatics.
All these processes necessarily involve sequence specific contacts between DNA subsequences and molecules with a biological activity, and this function is performed by transcription factors (Pabo & Sauer, 1992) . Transcription factors and regulatory gene networks are known to play key roles in fundamental biological processes, such as metabolic dynamics, development and morphogenesis (Kappen & Ruddle, 1993; Shore & Sharrocks, 1995; Theißen & Saedler, 1995) .
Consequently, transcription factors and their binding sites have received much scientific interest during the last several years, as evidenced by the development of various specialized databases (Wingender et al., 2001; Kolchanov et al., 2000) and tools for recognizing transcription factor binding sites and other sequence motifs involved in sequence specific protein-DNA interactions (Frech et al., 1997) . However, a theoretical and principled basis for understanding binding site sequences and their evolution has not yet been developed.
The analysis of binding sites developed by SCHNEIDER (Schneider et al., 1986; Schneider, 2000) is based on information theory, and thus it recommends itself as a point of departure for building such a basis. In this article, we revisit and extend this theoretic approach by employing maximum entropy considerations. This principle has proven useful in other bioinformatic contexts (Schmitt & Herzel, 1997 ) (Schneider et al., 1986) . Intuitively, this equality appears plausible:
, the amount of information required to identify one out of G e ! ! sequences as a binding sequence, may be expected to equal the amount of information necessary to address one site out of ! e e d possible sites on the genome. However, this is just a vague plausibility argument, and counterexamples can easily be constructed. With this contribution, we aim to extend the theoretical basis for studying transcription factors, their binding sites, and their coevolution within the context of regulatory gene networks.
The centerpiece of our investigations is a comprehensive modelling framework which is accessible to formal analysis. A state space for the genome sequence and a state space for the transcription factor are defined. The Cartesian product of these two state spaces yields the state space of the entire system. We assume that, after coevolution, only those states will occur in which the transcription factor binds to binding sites and does not bind to non-binding sites. For mathematical analysis we consider an approximation in which we disregard the fact that binding sites may overlap because they span several nucleotides. In computer simulations we show that the mathematical description we obtain is in very good agreement with the original model system allowing overlapping binding sequences. With the mathematical model it is then possible to study systems of realistic sizes and to calculate their probability distribution over the state space of the transcription factor-genome system. For realistic sizes of this system the probability distribution of admissible states is strongly peaked. The peaks provide the states which are almost certainly observed and have to be expected as the outcome of a coevolution process. We then show that already for an unbiased (within the chosen coding scheme) a priori probability for the binding behaviour of the transcription factor the quantity 
the set of all possible binding behaviours of transcription factors operating on words of length
an individual transcription factor described by its binding behaviour ¢ « the number of words recognized by the transcription factor ¢ as binding words Table 1 : Symbols for use in equations.
these deviations can expected to be limited.
General Modelling Framework
The modelling concepts which are used throughout this paper are introduced in this section, and the mathematical notation for these concepts is explained. A summary of these notational symbols, along with brief explanations, is shown in Table 1 .
Genome Model
Genomes are represented by vectors of letters (strings). Let f be an alphabet, i.e. a finite set of symbols, and let
denote the size of the alphabet. We will either consider the case of
( binary strings,
). Let 
Genomes are denoted by
. Obviously, the total number of genomes of length
Binding Site Model
Along the genome, there are binding sites at which binding of the transcription factor is biologically required. The number of binding sites is denoted by¸. In our modelling approach, we assume that at all other sites, which we call non-binding sites or non-sites, the transcription factor must not bind.
With this approach, we imply that failure of the transcription factor to bind at a binding site or binding occurring at a non-binding site uniformly result in an evolutionary disadvantage. This obviously is a gross simplification which neglects all differences in biological effects of mutations affecting the binding site or non-site status. In particular, this approach disregards the fact that there is a substantial amount of genomic sequences in which such mutations are neutral because these sequences are not accessible to transcription factors at all (e.g. heterochromatin) or because binding or non-binding of the transcription factor at these sites does not make any difference. It should be noted, however, that all these effects can conceptually be accounted for by considering the genome sequences in our modelling framework to represent only the "effective" part of the genome in which mutations which affect binding have, on average, a substantial deleterious effect. Consequently, our genome length ¹ has to be interpreted as the effective genome length.
A pattern of¸binding sites on a genome consisting of ¹ symbols total can be represented by a bit string of length ¹ in which¸bits are set. Binding sites and non-sites induce a bit pattern along the genome, which we refer to as the binding site pattern. Formally, we denote such a binding site pattern by a binary vector 
Transcription Factor Model
The transcription factor is conceptually modelled as a device for recognizing binding sites by locally inspecting words (substrings) of length Ô along the genome. The set of words of length
. Out of these Ö words, the transcription factor accepts Ü words as binding words. All other words are called non-binding words. We assume that the transcription factor does not discriminate between different binding words, i.e., mutations that change one binding word into another one are neutral since they do not change the binding site pattern, and, likewise, replacements of a non-binding word with another one is a neutral mutation, too.
At this stage, the modelling concept is not yet sufficient to specify a state space for transcription factors. Such a state space is introduced in Section 5.
Approximations

Number of Sites in a Genome
The precise number of sites of length Ô in a linear genome is
, and it is even smaller if the genome consists of linear segments (e.g. chomosomes). However, the relative difference between ¹ and the exact number of sites is small if the segment lengths are large. Biological genome segments are sufficiently long to neglect "boundary effects" and to warrant approximating the number of sites with à , which we will do henceforth.
Genomes as Sequences of Independent Words
Within our modelling framework, it is convenient to think of a genome as a sequence of words. We define
as the word at site (position)
The sequence of words
provides a complete description of ä . We denote words up to
following the approximation just introduced in Section 2.4.1. Evidently, words beginning at consecutive positions on a genome are not independent as the last
. We will, however, neglect this dependency in some of the following analyses, and consider sequences
is not related to á â e ë ì through an underlying genome ä . Generally, substituting genomes with sequences of independent words is a good approximation as long as
because most words are independent in this case. A more specific justification based on an enumeration study is presented later in this paper.
Aspects of Information in the Context of Transcription
Factor Binding Sites:
Information can be measured in the context of sequence specific protein-DNA interaction in various respects which we briefly outline in this section. Details can be found in (Schneider et al., 1986; Schneider, 2000; Stormo & Fields, 1998; Stormo, 1998) . For principles of information theory, see (Cover & Thomas, 1991) . The binding of a transcription factor to its binding sites can be viewed as a process in whicḧ specific positions out of all à positions in the genome are identified as binding sites. In this respect, observing a binding site in the genome is equivalent to receiving a message that identifies one out of à © positions (on the genomic average). The information content of such a message can be quantified in bits by
This quantity can also be interpreted as the amount of bits required to send the address of a binding site within à © nucleotide positions across a communication channel (see (Schneider et al., 1986) ).
In another perspective, one may consider the binding behaviour of the transcription factor to be known and ask how much information about the word at some position in the genome can be gained by observing specific binding of the transcription factor at that position. If nothing is known about the sequence before observing the binding process, all of the 1 possible words could be present at that position. After observing binding, it is known that the word in question must be one of the 2 binding words recognized by the transcription factor. The amount of information gained through this observation can be calculated by 4 3 5
(see (Schneider, 2000) ), where
denote the entropy of the probability distribution to encounter a particular word X before and after the observation of binding, respectively. If nothing is known about the sequence, the entropy is
, since each word is equiprobable. After observing binding, entropy is generically given by
where y
denotes the probability of encountering word X as a binding word. Biochemically, y can be linked to the energy gained upon binding of the transcription factor to X . If the nucleotides in X contribute independently to the total binding energy, the probability distribution over the symbols at a given position is independent of the symbols at other positions. As a consequence,
can then be calculated by adding the entropies over the individual positions.
where e V g denotes the probability of encountering base h at position i . Empirically, the probability e V g can be estimated by the frequency with which base h is observed at position i at a binding site (Berg & von Hippel, 1987) . As direct estimations of the y are usually not possible since not enough data is available, Equation (3) assuming independency in the word positions is used in empirical studies.
In our model, however, we only distinguish between binding words and non-binding words, and we assume that all binding words are equally suitable to recruit a transcription factor molecule to a binding site. Hence, after observing binding, we know that one of the j binding words is present at the binding site. No information beyond this is gained. Without further prior knowledge, one has to assume that each of the j binding words can be present at this site with the same probability k m l 0 j and obtains
This result corresponds to a maximum entropy assumption that it minimizes the information gain (2) by maximizing the entropy
. The entropy of a state probability distribution in a system state space is a measure for our uncertainty about the actual system state. In our case the state of the "system" is given by the word X at the site of the genom we are looking at. Without any prior knowledge, our uncertainty about which word is present at this site is maximum, i.e., one has to assume probabilities y for each word to be present at this site which maximize the entropy
. In our case, without prior knowledge, this is the case for ỳ k } l 0 h , i.e. each word is equally probable to be present. After having gained the information and only the information that the site is a binding site, we again have to maximize our uncertainty, but now under the constraint that the word at the site is a binding word. This means that for each non-binding word y is equal to zero. The entropy as a measure for uncertainty is now maximized by ỳ k } l f j for all binding words, i.e., all binding words are equally probable. Certain prior knowledge about the given sequence structure, e.g., information about varying CG-content or CpG suppression, can be incorporated by allowing only word probability distributions t for maximizing the entropy which comply with these constraints. This would lead to deviations from a uniform probability distribution, as one would expect. For an introduction to the maximum entropy principle as a means for deducing state probability distributions which can be used for state estimations see (Jaynes, 1952) .
Initial Approaches to
In this section, we review and introduce some information theoretic and probabilistic treatments of binding site recognition and evolution. This provides some background and motivation for our comprehensive model which we present in Section 5.
Random Sequence / Maximum Entropy Model
A binding site is biologically defined as a position in a genome at which a word is found which is recognized by the corresponding transcription factor. As an approach to deriving a relation between 4 ¥ 6 G G . It is a standard approach to assume the abundance of all words in the genome to be (approximately) equal, i.e., by making a maximum entropy assumption about the word probability distribution. Without any prior knowledge, the maximum entropy approach suggests equal word abundance. With prior knowledge about e.g. non-uniform occurrence probabilites of bases in the sequence under inspection the maximum entropy approach leads to deviations from equal word abundance. In the following, since we are interested in the general principles of the different views, we always assume the case of no special prior knowledge.
These assumptions lead to an average word abundance of § 0 ¤
. Consequently, the expected number of binding sites amounts to ¢ r ª © m § 0 ¤
. By rearranging this equation, we obtain
It is important to emphasize that this treatment involves modelling the genome as a fully random sequence. Of course, evolution of genomes may lead to non-random sequences in the sense that a uniform abundance of each word on the genome can not be expected anymore. This may lead to °¢ r ± © ² § 0 ¤
. For example, a transcription factor may accept only one binding word, but evolution may nonetheless produce genomes with high binding site densities by producing genomes in which the binding word is overrepresented.
It is important to notice that evolution of the transcription factor is neglected by this approach. It is assumed that evolution samples at random from the genome space as a state space (i.e. neutral evolution is assumed), while the transcription factor, which structures the genome state space, is assumed to be constant. This is a substantial difference from biological evolution in which transcription factors and genomes coevolve. This motivates us to introduce a more comprehensive model in Section 5.
Robustness to Mutations
A point mutation which transforms an existing binding word into another binding word does not create a new binding site on the genome. Thus, such a mutation does not change the pattern of binding sites and non-sites on the genome, and, therefore, it can be expected to be neutral, at least with respect to the pattern of binding sites of the particular transcription factor. Likewise, a mutation converting a non-binding word into another one is neutral. On the other hand, mutations transforming binding words into non-binding ones or vice versa result in changes of the binding site pattern.
According to this consideration, and since we regard only the "effective" part of the genome on which binding or non-binding of the transcription factor makes a difference for the organism (see Section 2.2), robustness against changes of the binding site pattern, i.e. a low probability for mutations which change a non-site into a binding site or vice versa, confers evolutionary stablility. A low probability of change means a high probability for an offspring to inherit all sites in their functional state. Thus, minimizing the probability of mutations which result in alterations of the binding site pattern confers an evolutionary advantage and might be prefered.
Assuming that the ³ binding words are randomly drawn from the set of´words, we obtain
As sites and nonsites are mutually exclusive sets, the probabiblity of changing the binding site pattern is the sum of these two probabilities:
In order to optimize evolutionary stability,
is a linear function of ³ which ascends monotonically in the biologically relevant case of
. It follows that for minimizing
, the value of ³ should be minimal. This is achieved by choosing ³ ¾ Ú
. Thus, as exemplified by this consideration, evolutionary forces may well induce deviations from It is interesting to note that this optimization can be achieved by transcription factor binding mechanisms in which each nucleotide in the binding site contributes to the binding energy independently of the nucleotides at the other positions. Indeed, this independence is observed experimentally (Stormo & Fields, 1998) .
Computer Model
Recently, SCHNEIDER published a computer model simulating the evolution of information in transcription factor binding sites (Schneider, 2000) , demonstrating a process of coevolution of a transcription factor and its set of binding sites that converges to a state in which
. This model is interesting because it allows for evolutionary adaptation of both the genome and the transcription factor. Nonetheless, the transcription factor model is rather specific in some respects. Firstly, the transcription factor is directly encoded as a profile matrix with a threshold value. However, not all binding behaviours which are formally possible (see Section 5.1.1) can be represented by a combination of a matrix and a threshold. Thus, not all possible binding behaviours can evolve in this model. Secondly, the particular encoding of the threshold by a six-digit number from a base four number system results in very fast adaptive changes in the number â of binding words recognized by the factor. This means that in the model, adaptation of
is much faster than adaptation of the sequences in the binding sites. This specific design makes it difficult to use the computer model for arriving at general conclusions. This was a major motivation for developing the model presented in the subsequent section.
A Comprehensive Mathematical Model
In this section, a model of a genome interacting with a transcription factor is described. As in the computer model by SCHNEIDER, both the genome and the transcription factor are open to evolutionary adaptation. However, the mathematical model we introduce is more generic and accessible to analytic treatment.
Model Definition
Genome space and binding site patterns are modelled as described in Section 2. Now, we formalize the transcription factor model to arrive at a state space comprising genomes as well as transcription factors.
Transcription Factor state Space
The properties of a transcription factor with respect to binding site recognition are described by simply listing all words which are recognized by the factor. Unconventional as it may initially appear, this approach is the simplest representation which ensures that all possible binding behaviours can be represented. Formally, we denote a transcription factor by a vector This representation of the binding behaviour of the transcription factor is the most general one and does not prefer any particular division of the word space into binding words and nonbinding words. It is the adequate representation in case no prior knowledge about the binding behaviour is given. If we assume equal pobability for each state (maximum entropy), the situation of no prior knowledge about the binding behaviour is adequately captured.
Evidently, the number of vectors 
and we note here that R Q e g f d h 2 p i r q
The Full State Space
The full state space which we now use as a basis for our analyses is the Cartesian product of the genome space, as defined in Section 2.1, and the transcription factor space ) . The quantity ª § depends on the particular structure of in a complex manner. Due to this complexity, the program had to operate by exhaustive enumeration of .
Independent Word Approximation for Large Systems
For deriving a method that enables investigation of larger systems, we approximate genomes by sequences of independent words (see Section 2.4.2). Thus, we substitute 
can be calculated analogously to Equation (8). As all values in the sum are identical we obtain
and by plugging in Equation (7) we arrive at the closed form equation 
Results and Discussion
The model defined in Section 5 enables us to assess the relation of 
The following treatment is similar to maximum entropy analysis of physical many particle systems where so-called macroscopic states are associated to subsets of microscopic states. The microscopic states are assumed to be equally probable according to maximum entropy. The likelihood to encounter the system in a certain macroscopic state is then given by the relative number of microscopic states which realize this particular macroscopic state. It turns out that for combinatorial reasons there is always a macroscopic state which is realized by an overwhelmingly large number of microscopic states. Thus, the probability distribution in the space of macroscopic system states is extremely peaked. The probability to find the system outside of the maximum is practically zero. In the following treatment, we will subject the state space defined in Section 5.1.2 to such a maximum entropy analysis with
as the microscopic and
as the macroscopic states. With our approximation of independent words the genome can be regarded as a so-called Potts spin system which is well-known from statistical physics (Wu, 1982) . Each word corresponds to a Potts spin with Û Ü states, and the system consists of Ý such spins. The number of "particles" Ý is not as large as in typical many particle systems in physics, but large enough to provide extremely peaked probability distributions in the macroscopic state space.
Strictly, maximum entropy analysis applies to systems in equilibrium when a uniform probability distribution in the microscopic state space has evolved. In evolution, equilibrium is attained only in the case of neutral selection, infinite population size and infinite time. Clearly, biological evolution deviates from these conditions. Nonetheless, neutral evolutionary models provide the basis for important analysis methods. For example, most models underlying phylogeny reconstruction algorithms assume neutral evolution. In many respects, biological evolution is known to exhibit relaxation towards maximum entropy when constraints are removed, e.g., third codon positions and pseudogenes tend to become saturated with mutations. Based on these considerations, maximum entropy analysis can only provide an approximate description of the statistical properties of binding site sequences. Nonetheless, maximum entropy and maximum likelihood analysis can be a valuable tool for gaining insight into biological processes, as the results we present in the following exemplify.
Our point of departure for our likelihood calculation are unbiased distributions, i.e., all genome sequences (modelled by symbol vectors Ï ) and all transcription factors (modelled by bit vectors Ñ ) occur equiprobably. Formally,
also have equal probabilities. From a biological perspective, the assumption of a priori equiprobability of all
is well justified by the structural correspondence between symbol vectors and nucleotide sequences on DNA strands. The transcription factor space, on the other hand, does not reflect biological or biochemical structures of transcription factors. Therefore, there may be states in ç which are impossible to be implemented by actual transcription factor molecules. Such states should have probability zero, and, thus, with todays knowledge (prior knowledge) one may rightfully demand that it should be possible to consider the case of deviations from equiprobability in -space allows us to treat such deviations in both the genome and the transcription factor space. For example, our approach could straightforwardly be adapted to study effects of variations in GC content or specific CpG statistics. We will see in Section 6.4 that indeed strong deviations from equiprobability in ë can be expected. (8) and (10) . This equation follows from Equation (5), and thus the graph indicates where the maxima would be expected if
. The actual locations of the maxima clearly deviate from this expectation.
Two conclusions are drawn from these results: Firstly, we have confirmed that our approach of using the positions of maxima in ü { ý to estimate the locations of maxima in ü works well and can be employed for further analysis. Secondly, the ù values which are most probable to be observed for given ø values are not those which would be expected if
. There are significant deviations. This issue is the subject of the following analytic approach.
An Analytic Approach
By treating ù in Equation (9) (4) and (1), respectively. Lines show where the data points would be expected in the case of 12 ). 
As a summary of this formal analysis, we have seen that the combinatorial structure of the genome space, reflected by Â , induces a propensity towards equality of
, however, this equality also depends on the structure of the transcription factor space. Our approach to model the transcription factor space with × is too abstract in its generality to reflect any details of the biological transcription factor space. Nonetheless, a uniform distribution of
would be a remarkable property and ask for explanation. For gaining further insight, we will now quantitatively analyze the relation of
for systems with sizes in the biologically relevant range. 
Results for systems of realistic size
. However, as genome length increases, this displacement effect becomes less and less pronounced. Based on the observations described in Section 6.2, this can be explained by the relation of the terms in Equation (11): While
is kept fixed (i.e. if the ratio of ø ñè is held constant). Hence, relative to
shrinks to zero with increasing 
. This effect is not explained by an influence of
o n the location of the maximum of Ý Þ
. Rather, this phenomenon is solely due to the fact that Ú is integer valued and cannot fall below 1 for ø ¥ ¤ ç because the transcription factor has to recognize at least one binding word in order be capable to induce any binding pattern on the genome other than the empty one. Thus,
. This might become a problem for complex living systems with large genomes. It seems plausible to think that multiprotein systems appeared in evolution because they allow an effective increase in ä , and hence in ð . The well known fact that these systems are particularly complex in eukaryotes is well in line with this assumption.
The main finding from this analysis is that the deviation between
. Therefore, we perform a quantitative estimation of this relation as the final part of this investigation.
The Cardinality of Transcription Factor Space in Biological Systems
The modelling framework introduced in this article employs as a model of genome space and × as a model of transcription factor space. Symbol strings structurally correspond to DNA strands. Thus, is a biologically adequate model, in both the qualitative and the quantitative respect. However, × is too generic to reflect specific quantitative properties of transcription factor space. Therefore, additional biological principles have to be considered in order to derive further quantitative estimations. Following the approach used for the genome model, it is an obvious idea to represent transcription factors by their amino acid sequences. However, this would require a method for deducing the binding behaviour of a transcription factor from its amino acid sequence. Modelling this in a biochemically adequate way would demand computations of three-dimensional protein structures from amino acid sequences as well as computational predictions of protein-DNA interactions. Evidently, this demand cannot be fulfilled and, consequently, structurally adequate models of transcription factor space are not available.
However, while the complexities of structural biology preclude a quantitatively adequate model, the biological fact that transcription factors reside within the space of amino acid sequences is useful to derive a quantitative estimation for the upper bound of this displacement. Let c denote the set of amino acid sequences, and c e d denote the set of transcription factor proteins accepting f words as binding words. Transcription factors are globular proteins that consist of a few hundred amino acids. Typically, a domain of less than 100 amino acid residues is sufficient for binding site recognition. Therefore, it is reasonable to estimate g c g h p i £ q s r C t u t v h x w U q s r C y u t . In Section 6.3 (Fig. 3) 9 ¡ can therefore be characterized as a bioinformatic property which invariantly applies to any genetically autonomous system even if the chemistry or the information storage and interpretation devices underlying biological systems were fundamentally different from those known today.
