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Abstract 
In the process of its operation nuclear power plant consumes significant amounts of electric power – the so-called power consumption 
for coverage of plant needs. According to the practice existing in Russia, nuclear power plant must order in advance from the power supply 
grid operator the required quantity of electric power, while deviations of factual electric power consumption from the forecasted value one 
way or another entail payment of certain financial penalties. Because of this reason accuracy of forecasting the electric power consumption 
for the nearest coming period attains special importance. Application of different methods of data analysis for forecasting electric power 
consumption by NPPs using factual data is addressed and comparison of these methods between each other, as well as with those currently 
in application by NPPs is made. As the result, a method is suggested for forecasting NPP power consumption for coverage of plant needs 
with significantly higher accuracy of forecasting. 
Copyright © 2016, National Research Nuclear University MEPhI (Moscow Engineering Physics Institute). Production and hosting by 
Elsevier B.V. This is an open access article under the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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Bntroduction 
Large number of consumers of electricity is included in the
omposition of equipment of nuclear power plant; consump-
ion of this electric power is called consumption for coverage
f plant needs. In the process of NPP operation nuclear power
lant procures electric power for coverage of plant needs from
he unified energy system. Procurement of electric power is
erformed on the basis of forecasted values. It is very im-
ortant to plan as accurately as possible the consumption of
lectric power for coverage of plant needs: the more precise
s the forecast, the higher will be the financial result. Low-
uality planning of needs in power resources leads, in some
ases, to the excessive payments and, thus, to the inefficient
iversion of monetary funds of the nuclear power plant, and
n other cases it is associated with risk of potential limitations
f supplies of energy resources. That is why it is necessary∗ Corresponding author. 
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452-3038/Copyright © 2016, National Research Nuclear University MEPhI (Mos
.V. This is an open access article under the CC BY-NC-ND license ( http://creatio accurately determine the volume of electric power to be
rocured for making appropriate prepayment. Nuclear power
lant takes certain risks associated with the impossibility to
ccurately plan the request for electric power to cover its con-
umption. The existing practice demonstrates that no general
nified method exists for forecasting the required quantities
f energy resources for nuclear power plants since enormous
umbers of simultaneously going technological processes are
ombined to form the unique time process. 
pproaches to planning electric power consumption by 
PP for coverage of plant needs 
As far as it is known no unified developed method of
orecasting power consumption is available so far for nuclear
ower plants. Approaches to this problem were addressed at
he Smolensk NPP. As of today requests for procurement of
nergy resources are made by the SNPP on the basis of vi-
ual and statistical analysis of the data for the current period.
ertain average value is accepted as the forecasted value for
he coming period ( Fig. 1 ). It is clear from Fig. 2 that suchcow Engineering Physics Institute). Production and hosting by Elsevier 
vecommons.org/licenses/by-nc-nd/4.0/ ). 
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Fig. 1. Existing approach to forecasting energy consumption for coverage of plant needs at the SNPP. 
Fig. 2. Drawbacks of forecasting approach accepted at the SNPP. 
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p  approach produces significant uncertainty of forecasting and
does not take into account the behavior of the random value.
Forecasting methods 
The time series represent a set or sequence of data ar-
ranged in chronological order and collected at evenly spaced
time points. Forecasting time series is the prediction of future
events on the basis of already known past events using appli-
cable model. There exists a classification of methods which
can be applied for forecasting power consumption [1] . Values
of factual power consumption by the Smolenskaya NPP, the
branch of the Open Joint-Stock Company “Concern Rosener-
goatom”, are used as the input data. 
Method of forecasting using maximum margin is based on
the breaking the time series into sections. Accepting that the
value of power consumption for certain preceding time period
is considered to be constant and is equal to the maximum
value of consumption it is possible to construct the simplest
forecasting model. Method of triad medians is based on the
previous method. The difference is that not the maximum but
the median value for triads is taken as the forecasted value,
i.e. the largest and the smallest values in the triad are rejected.
Examples of such forecasts are given in Fig. 3. Exponential forecasting is the method of mathematical
ransformation applied in forecasting of time series. The
ethod is based on the calculation of exponential average
alues. Exponential forecasting of the series is performed us-
ng the following recurrent formula: 
 t = α · X t + (1 − α) · S t−1 , (1)
here S t is the exponential average value at the time moment
 ; α is the smoothing parameter, 0 < α < 1. As it is clear from
q. (1) , each new smoothed value (which is at the same time
he forecasted value) is calculated as the weighted average
or the current observed value and the smoothed series. Ex-
onentially reducing weights taking into consideration all the
receding observed results in the series are ascribed to older
bserved values. Results of smoothing depend on the parame-
er α. If α=0 than preceding observed results are completely
gnored. If α > 0 the current observed results are ignored. Ex-
onential prediction is the simplest option of training model.
alculations are straightforward and are performed iteratively.
ata set for initialization of calculations can be reduced to a
ingle element S t –1 [2,6] . 
Parameter α must be selected as to obtain the minimum
alue of the sum of squares of deviations of factual electric
ower consumption from the forecasted values. It turned out
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Fig. 3. Maximum margin forecasting method and prediction using medians for triads: 1 – forecasting using medians for triads; 2 – maximum margin forecast; 
3 – factual power consumption. 
Fig. 4. Exponential forecast of power consumption. 
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r  hat the smallest value of standard deviation is obtained for
=0.3. Dependences of factual power consumption and fore-
ast obtained using exponential forecasting method are pre-
ented in Fig. 4 . It is clear from the figure that this method
nsures the best reproduction of the distribution of available
ata. 
Method of support vectors SVM (Support Vector Machine)
olves classification and regression problems by plotting non-
inear plane separating the solutions. The method of support
ectors is used in the present paper in the solution of SVR
egression problem (Support Vector Regression). SVM plots
ptimal hyper plane in the initial space using iteration training
lgorithm applied for minimization of error function. 
Let us describe random linear function f having the fol-
owing shape: 
f (x) = 〈 ω, x〉 + b, ω ∈ X, b ∈ R. (2)The problem of finding the parameters is formulated in the
orm of minimization of the functional 
in || ω| | 2 / 2 + C 
∑ 
i=1 
( ξi + ξi ∗) (3)
With the following constraints: 
 i − 〈 ω, x i 〉 − b ≤ ε + x i , 
 ω, x i 〉 + b − y i ≤ ε + x i , 
i , ξi ∗ ≥ 1 . (4) 
The first summand in the functional ( 3 ) || ω || 2 /2 tacitly
nsures certain degree of smoothness of the function, and the
econd one penalizes any deviations of f ( x i ) from y i larger
han ε for all training data, where ε is the so-called loss func-
ion ( Fig. 5 ). Parameters ξ using which deviation of regression
esidues to the upwards or downwards side from the preset
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Fig. 5. Determination of the optimal loss function for linear SVM. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 1 
Results of forecasting power consumption. 
Methods Sum of Sum of Sum of 
squared positive negative 
deviations uncertainties uncertainties 
Method currently applied at 
the SNPP 
3532 .2 728 .2 −599 .9 
Maximum margin forecasting 4374 86 .9 −1444 .4 
Median for triads 2893 .2 232 .2 −963 .5 
Exponential forecasting 1253 391 .8 −365 .5 
SVR 0 .19 6 .97 −3 .64 
Table 2 
Results of forecasting using different approaches. 
Approaches Sum of Sum of Sum of 
squared positive negative 
deviations uncertainties uncertainties 
SVR (increasing training 
sample) 
132 .4 26 .0 −454 .6 
SVR (flexible training sample) 132 .0 64 .1 −244 .5 
d  
S  
s  
t  
s  
a  
c
 
f  
m  
w  
i
 
S  
c  
t  
f  
t  
i  
s  boundary ε is controlled are introduced in the optimization
problem. 
It turns out that in the majority of cases optimization prob-
lems ( 3 ) can be solved more easily in their dual formulation:
f (x) = 
l ∑ 
( αi − αi ∗) K ( x i , x) + b. 
i = 1 
(5)
Data elements to which non-zero values αi correspond are
called the support vectors setting the boundaries of the con-
structed hyper plane. Kernel function K is the substitution of
scalar product in the transformed space. There exist a num-
ber of kernels which can be applied in the models within the
framework of the SVM-method. Selection of suitable kernel
functions is the key task in the obtaining working regression
model [3,5] . 
The algorithm under discussion is realized in the LibSVM
package in the system of statistical calculations R [4] . Option
of the algorithm with polynomial kernel was applied. Selec-
tion of regression parameters was accomplished on the train-
ing sample. Accuracy of the method and forecasting capacity
were assessed on the testing sample. As the result the model
was chosen with optimal parameters ensuring the smallest
value of uncertainty of forecasting and satisfactory number
of support vectors. 
Comparison of results demonstrates that the SVR method
is the best from the viewpoint of accuracy of forecasting
power consumption. Vector of errors for each of the meth-
ods is the difference between factual consumption of electric
power and the forecasted one. These results are presented in
the second column in Table 1 . Forecasting was performed for
one month (744 values). 
Forecasting approaches 
The question arising in the construction of the model is to
determine what volume of preceding data is optimal for the
future forecasting, because obsolete data are often useless in
the modeling and produce negative effect. It has also to beetermined what time interval the forecasting must cover.
ince the process of electric power consumption has non-
tationary character, then the longer is the forecasted period,
he higher is the probability of variation of quantity of con-
umed power. Beside that development of unpredictable situ-
tions producing significant influence on the investigated pro-
ess is possible. 
Since SVR produces the best result of power consumption
orecasting, optimal sizes of the training and testing samples
aking the model capable to reflect the conditions changing
ith time and to adapt itself to the time series must be chosen
n order to enhance accuracy of forecasting. 
Two approaches to the forecasting performed using the
VR methodology examined in the present study are dis-
ussed below. The first option is based on the increasing
raining sample. Initial size of the training sample is preset,
orecasting is performed for a certain period (let us assume
he period of one day) and, after that, the training sample is
ncreased exactly by the value of the forecasting period. The
econd approach is based on the flexible training sample size.
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Table 3 
Results of forecasting with different sizes of the training and testing samples. 
Sum of Sum of Sum of 
squared positive negative 
deviations uncertainties uncertainties 
Increasing training sample Train = 7 days Test = 36 h 132 .4 27 .0 −454 .6 
Train = 7 days Test = 24 h 132 .4 26 .0 −454 .6 
Train = 14 days Test = 24 h 132 .3 23 .7 −454 .6 
Flexible training sample Train = 7 days Test = 36 h 124 .1 64 .3 −236 .5 
Train = 7 days Test = 24 h 132 .0 64 .1 −244 .6 
Train = 14 days Test = 24 h 133 .7 57 .7 −286 .3 
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[  nitial size of the training sample is preset, forecasting is per-
ormed for a certain period (for example for the period of one
ay) and, after that, the training sample is shifted exactly by
he value of the forecasting period. 
Numerical experiments were performed for the forecasting
ethodologies under comparison, results of which are entered
n Table 3 with the following notation conventions used: train
s the training sample testing and test is the testing sample.
s it is evident from Tables 2 and 3 advantage of the flexible
raining sample approach consists of the fact that with limited
olume of available preceding data one can achieve lesser
ncertainties in the forecasting and balance errors both one
ay and the opposite way. 
NPP is penalized in the cases when electric power is re-
uested in excessive quantities and, vice versa, in cases of
hortage of electric power supplies from the grid. Since the
um of the fine to be paid is different in these two cases, then
ur objective is to reduce financial costs suffered by the NPP
o the minimum. SVR allows using different approaches to
orecasting and controlling uncertainties both in upward and
n downward direction. Since the uncertainties are directly
roportional to the cost of electricity correlation between the
ncertainties can be finely tuned and, thus, one can aim to
educe the sum of fines to be paid. Therefore, the constructed
odel can be used in the future by nuclear power plants for
orecasting power consumption for coverage of plant needs
hich will allow achieving significant financial gain. onclusion 
Numerical analysis of five methods of forecasting power
onsumption by NPP for coverage of plant needs was per-
ormed. Comparison of results demonstrated that the method
f support vectors based on the data mining techniques is the
est among the compared methods and produces the smallest
ncertainty of forecasting. Calculation algorithm constructed 
ased on this methodology allows controlling forecasting ca-
acity and, thus, reducing financial expenditures by the nu-
lear power plant. Development in the future of full-scale
oftware is possible on the basis of this method, which will
llow not only saving costs, but, as well, optimizing the pro-
esses of delivery, accounting, consumption and management 
f power resources. 
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