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Department of Physics, UCSB, Santa Barbara, CA 93106, USA
June 1, 2011
Abstract
Scalars in AdSd+1 with squared masses in the Breitenlohner-Freedman window
−d2/4 ≤ m2 < −d2/4+1 (in units with the AdS scale ℓ set to 1) are known to enjoy a
variety of boundary conditions. For larger masses m2 > −d2/4 + 1, unitarity bounds
in possible dual CFTs suggest that such general boundary conditions should lead to
ghosts. We show that this is not always the case as, for conformally-invariant boundary
conditions in Poincare´ AdS that would naively violate unitarity bounds, the system is
generically ghost-free. Conflicts with unitarity bounds are avoided due to the presence
of unexpected pure gauge modes and an associated infrared divergence. The expected
ghosts appear when the IR divergence is removed either by deforming these boundary
conditions or considering global AdS.
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21 Introduction
The AdS/CFT correspondence relates non-gravitating (boundary) field theories to (bulk)
theories which include dynamical gravity and satisfy asymptotically AdS boundary condi-
tions. For a given bulk field content, such boundary conditions are not unique. Indeed,
deforming any such boundary condition modifies the dual field theory by adding sources for
appropriate operators [1, 2, 3, 4].
Tachyonic bulk scalars in AdSd+1 with squared-masses in the rangem
2
BF+1 > m
2 > m2BF
near the so-called Breitenlohner-Freedman stability bound m2BF = −d2/4 provide particu-
larly interesting examples of this correspondence. Here we have set the AdS length scale ℓ to
1. As indicated by [5, 6], such scalar fields admit a variety of possible boundary conditions.
In particular, solutions of the mass m Klein-Gordon equation in AdS are associated with
two characteristic fall-off rates near the boundary and one may set to zero either the faster-
or slower-falloff part of the field. Up to quantum corrections in the bulk (1/N corrections in
the CFT, where N is the rank of an appropriate gauge group), the dual CFT operator then
has conformal dimension
∆± =
d
2
± 1
2
√
d2 + 4m2, (1.1)
where the positive (negative) sign corresponds to setting the slow (fast) falloff piece to zero
[7, 8]. We will refer to such ∆+ (∆−) boundary conditions as Dirichlet (Neumann) below,
generalizing terminology that is natural for conformally-coupled scalars (which always reside
in the above range). More interesting mixed boundary conditions involving both pieces
are also possible [9, 10] and correspond to multi-trace deformations of the Neumann (∆−)
CFT. These mixed cases typically break conformal invariance and generate renormalization-
group flows between the above two CFT’s – with an operator of dimension ∆− at the UV
(ultraviolet) fixed point flowing to an operator of dimension ∆+ at the IR (infrared) fixed
point. See [11, 12, 13] for additional evidence in support of this picture. Similar statements
hold at small masses for spin-1/2 fields [5, 6, 14] and spin-3/2 Rarita-Schwinger fields [15],
as well as for Maxwell fields in AdS4 [16, 17].
As noted in [7, 8], extrapolation of the above picture to larger m2 would lead to ∆− ≤
(d − 2)/2, violating known unitarity bounds on CFTs (see e.g. [18]).1 This suggests that
any corresponding bulk theories should contain ghosts. Indeed, [19] suggested a mechanism
through which such ghosts could arise: As observed in [5, 6], for m2 ≥ m2BF + 1 only the
Dirichlet (∆+) boundary conditions lead to solutions that are normalizeable with respect
to the Klein-Gordon inner product. More general boundary conditions thus require this
inner product to be modified by subtracting suitable counter-terms at the AdS boundary.
Since these counter-terms are designed to cancel a manifestly positive divergence, their sign
is negative. The lack of a manifestly positive definite inner product may then allow the
presence of ghosts. Similar issues with the relevant norms arise for Fermions with large
masses [14, 15], for Maxwell fields in AdSd+1 for d 6= 3 [17], and for linearized gravitons in
1The marginal case ∆
−
= (d− 2)/2 is allowed only for free fields that do not couple to other operators.
3any dimension [19]. In most cases these fields again violate unitarity bounds, though there
are interesting exceptions (see section 4 below).
However, we show below that the expected ghosts do not always arise. The exception
occurs for (conformally-invariant) Neumann (∆−) boundary conditions in Poincare´ AdS,
where instead one generically finds an interesting infrared divergence and unexpected pure
gauge modes. However, the expected ghosts arise when the IR divergence is removed either
by deforming these boundary conditions or considering global AdS.
We begin with Neumann boundary conditions in Poincare´ AdS in section 2 and discuss
the above-mentioned IR divergence. We then discuss IR regulators in section 3 and close
with a brief discussion in section 4. We use Lorentz-signature techniques throughout.
2 Neumann theories in the Poincare´ patch
Consider a free scalar field of mass m2 in the Poincare´ patch of Lorentzian AdSd+1, whose
line element is given by
ds2 = ℓ2
[
dr2
r2
+
1
r2
ηijdx
idxj
]
. (2.1)
Here ηij = diag(− + · · ·+) is the Minkowski metric and ℓ is the AdS length, which we
henceforth set to 1. The radial coordinate r is dimensionless with AdS boundary at r = 0
and the Poincare´ horizon at r = ∞. It is useful to parametrize the mass of the scalar field
as
m2 = m2BF + ν
2, (2.2)
for ν ≥ 0. The range in which [5, 6, 7, 8] discuss a variety of boundary conditions is
1 > ν ≥ 0. In particular, it is at ν = νUnitary := 1 that an operator of dimension ∆− in a
d-dimensional CFT saturates the unitarity bound.
Our interest here is in the range ν ≥ 1. As mentioned in the introduction, one obstacle
to working in this range is that the Klein-Gordon inner product ceases to be finite unless
Dirichlet boundary conditions are imposed. However, as emphasized in [19], other ‘renor-
malized’ inner products may also be considered. Indeed, the Klein-Gordon current can be
associated with the “bare” action
I0 = −1
2
∫
M
√
g[gµν∂µφ∂νφ+m
2φ2], (2.3)
which diverges for all ν ≥ 0 unless Dirichlet boundary conditions are imposed. As is by
now well known (see [20] and references therein), such divergences can be cancelled for all
ν by adding appropriate boundary counter-terms. For 0 ≤ ν < 1, these counter-terms are
algebraic in the fields. But for ν ≥ 1 the required counter-terms contain derivatives along the
boundary; e.g., for 1 ≤ ν < 2 one must add an additional counter-term proportional to the
integral of (∂φ)2. Since one has then, in effect, added an explicit boundary kinetic term, it is
natural to add a corresponding boundary term to the Klein-Gordon inner product. Indeed,
as shown in [19], such terms are required in order for the total (renormalized) inner product
to be conserved. We refer to [19] for the full prescription relating boundary terms in the
4action to boundary terms in the inner product. Below, we proceed at a more intuitive level,
checking explicitly that the final renormalized inner product is both finite and conserved.
2.1 The Action and the norm
As stated above, we wish to renormalize the bare action (2.3) following [20]. Recall that the
equation of motion is just Klein-Gordon equation ✷AdSφ = m
2φ, which, in the metric (2.1),
reads
r2∂2rφ− (d− 1)r∂rφ−m2φ+ r2✷0φ = 0. (2.4)
Here ✷0 is the D’Alembertian in the flat boundary metric ηij . Near r = 0, solutions behave
as rd/2−ν and/or rd/2+ν times some power series in r2. We will need to keep track of the [ν]
terms in the associated power series which lead to behavior near r = 0 intermediate between
rd/2−ν and rd/2+ν . Here [ν] denotes the integer parte of ν. We therefore confine explicit
analysis to cases 1 < ν < 2, though larger (non-integer) values of ν behave similarly. The
special case ν = 1 will be discussed in appendix A.
For 1 < ν < 2, solutions of (2.4) take the form
φ = rd/2−ν(φ(0) + r2φ(1) + r2νφ(ν) + . . .), (2.5)
near r = 0 with the relation
φ(1) =
1
4(ν − 1)✷0φ
(0). (2.6)
Higher order terms will make no explicit contribution to our calculations below. In terms of
(2.5), the Dirichlet boundary condition is φ(0) = 0 while the Neumann condition is φ(ν) = 0.
Using (2.5), one may show that the action
IN = I0 +
∫
∂M
√
γ
[
ρµ∂
µφφ− 1
2
(d/2− ν)φ2 + 1
4(ν − 1)γ
ij∂iφ∂jφ
]
, (2.7)
where ρµ is the outward-pointing unit normal to ∂M , is both finite and stationary on-shell
under either Dirichlet or Neumann boundary conditions. Here γij = r
−2ηij is the induced
metric on slices of constant r near r = 0. In particular, a straightforward calculation using
(2.5), (2.6) yields
δIN = 2ν
∫
∂M
φ(0)δφ(ν), (2.8)
under general on-shell variations, which clearly vanishes when either φ(0) = 0 or δφ(ν) = 0.
Finiteness of the on-shell action then follows from finiteness of (2.8) since IN = 0 for φ = 0.
The action IN is also finite off-shell so long as the expansion (2.5) and the condition (2.6)
are imposed as boundary conditions.
We can now read off the renormalized inner product. We take the bulk Klein-Gordon
current associated with a pair of solutions φ1, φ2 to be
jbulkµ =
i
2
φ∗1
↔
∂µ φ2, (2.9)
5and introduce a corresponding boundary current
jbndyj =
i
2
φ∗1
↔
∂ j φ2, (2.10)
where A
↔
∂ B = A∂B − B∂A and the index j ranges only over boundary directions. The
renormalized inner product is then simply
(φ1, φ2)renorm = (φ1, φ2)bulk − 1
2(ν − 1)(φ1, φ2)bndy, (2.11)
where (φ1, φ2)bulk, (φ1, φ2)bndy are given by introducing some surface Σ with boundary ∂Σ at
r = 0, contracting the currents (2.9), (2.10) with either the normal nµ to Σ or the normal
nµ∂ to ∂Σ within the surface r = 0, and integrating over Σ or ∂Σ using the volume measure
induced by (2.1).
We will explicitly verify below that (2.11) is finite as one expects. However, our main
task will be to identify ghosts, associated with violations of unitarity. For our purposes, it is
sufficient to define a ghost to be a mode of definite positive frequency ω (i.e., ∂tφ = −iωφ)
with negative norm. (The complex conjugate mode has negative frequency and positive norm
and may also be called a ghost.) While the Klein-Gordon norm is positive semi-definite (for
positive frequency), one notes that the coefficient of (φ1, φ2)bndy is negative since ν > 1, as
it must be since this term is designed to cancel a positive-signed bulk divergence. Positivity
of (2.11) (or lack thereof) is thus not manifest and requires further investigation.
2.2 Evaluating the norm
Although we have focussed on the Neumann boundary condition φ(ν) = 0, it is useful to
compute the norm (2.11) for general modes satisfying (2.5). This allows us both to consider
more interesting boundary conditions in section 3 and also to check our calculations against
standard results for the Dirichlet case. Our computations below largely follow those of [19]
for the analogous graviton modes.
For modes of the form
φ(r, x) = eik·xψ(k, r), (2.12)
with boundary momentum kj = (ω,~k), the radial profile ψ(k, r) satisfies
r2ψ′′ − (d− 1)rψ′ −m2ψ + r2m2bndyψ = 0, (2.13)
where primes denote radial derivatives and, since we will be most interested in timelike ki,
we have defined m2bndy = −kjkj which is positive for timelike modes. For later purposes, we
note that (2.13) can be cast as a Sturm-Liouville (SL) problem with eigenvalue λ = m2bndy
for the operator
L = rd−1
[
− d
dr
(
r1−d
d
dr
)
+m2r−(d+1)
]
. (2.14)
Since ν is not an integer, a general solution of (2.13) is some linear combination of
ψD(r, k) = 2
νm−νbndyΓ(1 + ν)r
d/2Jν(mbndyr) = r
d/2+ν(1 + . . .), (2.15)
6and
ψN(r, k) = 2
−νmνbndyΓ(1− ν)rd/2J−ν(mbndyr), (2.16)
where ψD, ψN satisfy Dirichlet and Neumann boundary conditions respectively as given by
(2.12),(2.15), (2.16). We may thus write the general solution of (2.13) for momentum k as
ψk = φ
(0)
k ψN (r, k) + φ
(ν)
k ψD(r, k). (2.17)
for some constants φ
(0)
k , φ
(ν)
k . Comparing with (2.12),(2.5) we find φ
(0) = eik·xφ
(0)
k and φ
(ν) =
eik·xφ
(ν)
k for this solution.
Since we include no counter-terms at the horizon or at large x, normalizeability at r =∞
and |x| = ∞ is determined only by the Klein-Gordon inner product and has the usual
implications. In particular, unless mbndy is real, both ψD, ψN diverge exponentially at the
horizon2 and neither solution is normalizeable. We therefore take mbndy real (and define it
to be non-negative). We also take the spatial components ~k of ki = (ω,~k) to be real to avoid
divergences as |~x| → ∞. It then follows that ω is real as well.
Inserting (2.12) into (2.9) we find
(φ1, φ2)bulk =
1
2
(ω1 + ω2)(2π)
d−1δ(~k1 − ~k2)ei(ω1−ω2)t〈ψ1, ψ2〉SL, (2.18)
where
〈ψ1, ψ2〉SL =
∫ ∞
0
drr(1−d)ψ∗k1(r)ψk2(r), (2.19)
is the inner product of the Sturm-Liouville problem (2.14). Using (2.19) and (2.15), (2.16)
one sees that as usual the timelike modes are plane-wave normalizeable at the horizon, so
for real timelike k we should compute the inner product in an appropriately distributional
sense as a function of mbndy. In addition, one finds an interesting result in the lightlike
case mbndy = 0 for which ψD, ψN ∝ rd/2±ν : while neither mode is normalizeable at r = ∞
for ν < 1, ψN becomes normalizeable at the horizon for ν > 1. Thus, this case cannot be
neglected.
For the timelike modes, integrating by parts in the expression 〈ψλ, Lψσ〉 allows one to
evaluate (2.19) in terms of the Wronskian of the two solutions:
〈ψ1, ψ2〉SL = r
(1−d)
m2bndy,1 −m2bndy,2
[ψ∗1ψ
′
2 − ψ2ψ′1∗]
∣∣∞
0
. (2.20)
Here we have used the fact that mbndy,1, mbndy,2 are continuous parameters and we assume
that any singularities at mbndy,1 = mbndy,2 can be understood in terms of distributions. We
will treat the case where mbndy takes discrete values separately when it arises below.
Let us use the expansion (2.5) to examine the terms associated with the boundary r = 0.
Because the Wronskian is anti-symmetric, the only non-zero contributions come from cross-
terms between ψ1 terms and ψ2 terms involving different powers of r. Note that the cross
2Though under more general (“mixed”) boundary conditions the singular terms from (2.15) can cancel
against those form (2.16). We will deal with such cases as they arise below.
7term between φ(0) and φ(ν) gives a finite contribution, and that the only other non-vanishing
contributions is a divergence associated with the cross term between φ(0) and φ(1). Now, using
(2.6), we see that the divergent cross term is proportional to the boundary Klein-Gordon
norm of φ(0). Furthermore, it appears with precisely the right coefficient to be cancelled by
the boundary counter-term in (2.11). As a result,
(φ1, φ2)renorm =
1
2
(ω1 + ω2)(2π)
d−1δ(~k1 − ~k2)ei(ω1−ω2)t〈ψ1, ψ2〉SL,renorm (2.21)
where
〈ψ1, ψ2〉SL,renorm = r
(1−d)
m2bndy,1 −m2bndy,2
[ψ∗1ψ
′
2 − ψ2ψ′1∗]
∣∣r=∞ + 2ν [(φ
(ν)
k1
)∗φ
(0)
k2
− (φ(0)k1 )∗φ
(ν)
k2
]
m2bndy,1 −m2bndy,2
.
(2.22)
In particular, the boundary term at r = 0 vanishes identically for either Dirichlet or Neumann
boundary conditions. Using the fact that the renormalized inner product is conserved (see
[19]) and examining the asymptotic expansion near r = 0 one can show that this feature
must persist for higher (non-integer) values of ν. The argument is the same as that given in
appendix D of [19].
It remains to evaluate the first term in (2.22). As in [19], we do so by introducing a
regulator at r = r∞ ≫ 1 and taking the limit r∞ →∞ at the end of the calculation. Recall
that for large arguments of Jν may be written
Jν(x) ≈
√
2
πx
cos
(
x− π
2
ν − π
4
)
x≫ 1. (2.23)
With the aid of the usual trigonometric identities, one can then write the desired boundary
term as a sum of terms involving
sin(r∞m
±
bndy
)]
m±
bndy
and
cos(r∞m
±
bndy
)]
m±
bndy
, where m±bndy = mbndy,1 ±
mbndy,2, multiplied by coefficients that are independent of r∞. One may then take the limit
r∞ →∞ by recalling that, when considered as distributions, we have
lim
r∞→∞
sin(r∞M)
πM
= δ(M), lim
r∞→∞
cos(r∞M)
πM
= 0. (2.24)
Noting that mbndy,1 + mbndy,2 is positive (and thus that δ(mbndy,1 + mbndy,2) vanishes as a
distribution) and simplifying the delta-functions by using
δ(~k1 − ~k2)δ(mbndy,1 −mbndy,2) =
∣∣∣∣mbndy,1w1
∣∣∣∣ δ(d)(ki1 − ki2), (2.25)
the r =∞ term in (2.22) takes the form:
(φ1, φ2)
r=∞
renorm = (2π)
d−1δ(d)(ki1 − ki2) |φ(0)k1 Cν,k1 + eiπνφ
(ν)
k1
C−ν,k1|2, (2.26)
where Cν,k = 2
−νmνbndyΓ(1− ν). Note that (2.26) is manifestly positive definite.
8Finally, we compute inner products with lightlike modes of the Neumann case. The
results above imply that this lightlike mode is orthogonal to any timelike mode. Since the
lightlike radial function is just a monomial (∝ rd/2−ν), it is straightforward to compute the
norm using (2.18) and subtracting the appropriate counter-term as defined by (2.11). But
since
∫∞
r0
drr1−2ν =
r
2(1−ν)
0
2(ν−1)
the two terms cancel exactly. The Neumann lightlike mode is a
null direction of the norm, and in some sense represents a pure-gauge mode.
In summary, for the Dirichlet and Neumann cases the full inner product is
(φ1, φ2)D = 4
νΓ2(1 + ν)(mbndy,1)
−2ν(2π)d−1δ(d)(ki1 − ki2)|φ(ν)k1 |2, and, (2.27)
(φ1, φ2)N = 4
−νΓ2(1− ν)(mbndy,1)2ν(2π)d−1δ(d)(ki1 − ki2)|φ(0)k1 |2, (2.28)
which we see differ only by changing the sign of ν. Note that the signs of both (2.27) and
(2.28) are manifestly positive (as is that of the general expression (2.26)). In the Dirichlet
case this is just the usual result that the CFT is ghost-free, as expected from the fact that
∆+ > ∆Unitary := (d− 2)/2.
On the other hand, positivity of the Neumann case may come as a surprise since, given
that ∆− < ∆Unitary , one naturally expects the theory to contain ghosts. However, we have
already discovered one feature that could allow the theory to evade the usual unitarity
bounds: Since the lightlike mode had zero norm, the operator φ(0) defined by (2.5) is not a
gauge invariant local operator. In addition, we will find another (related) novel feature in
section 2.3 below. It is therefore consistent to assume that the above modes are complete
though, since the renormalized SL inner product is not manifestly positive definite, we can
offer no general proof even of the completeness of the set of radial functions3.
It is worth commenting that the key role in the above analysis was played by boundary
conditions at the horizon and at large |x| and not by our detailed calculations. It was these
conditions that forced ki to be real and either timelike or null. From that point, the norm
is determined up to an overall constant by Poincare´ symmetry and scale invariance. Note
that, if one assumed φ(0) to be gauge invariant, either possible sign would still lead to some
tension with the unitarity bounds – at least at the level of free scalars where one could
simply change the sign in front of the action (2.7) in order to change the sign of the norm.
On the other hand, the positive sign obtained for the Neumann norm did require an explicit
calculation. We note that this sign is critical for stability to be maintained when our scalar
is coupled to other fields (such as the bulk graviton).
2.3 IR divergence
We saw above that the Neumann modes are ghost-free even for ν > 1 where one would
expect the bulk to define a dual boundary operator with dimension ∆− < ∆Unitary, violating
the unitarity bound. In part, this tension is resolved by the observation that φ(0) is not gauge
3One can investigate the existence of solutions with anharmonic dependence on the boundary coordinates
such as tneik·x. Modes of this form exist only for timelike k and can be constructed from the harmonic modes
by taking derivatives with respect to ω. This means that they are linearly dependent on the above modes
and, after smearing against smooth functions of k, do not lead to new solutions.
9invariant. But there turns out to be an additional subtlety which arises when one attempts
to compute the two-point function of φ(0). In this section, we use a gauge-fixed version of
φ(0) defined by requiring the coefficient of the light-like modes to vanish. We will see that
even this gauge-fixed object does not define an operator of dimension ∆−.
The key point is an IR divergence that arises when one attempts to construct the two-
point function from which one would read off the dimension of the dual operator. This
divergence arises in both the bulk and boundary two-point functions, so that the Neumann
theory simply does not exist at the quantum level in the bulk. We will concentrate on the
bulk two-point function, from which one should be able to extract any boundary two-point
function by taking an appropriate limit. However, precisely the same divergence arises if one
attempts to construct the boundary two-point function directly.
Assuming that the modes found in section 2.2 are complete, the bulk field operator φ
(gauge-fixed as above) may be expanded as
φ(x, r) =
∫
V +
ddk[a†(k)uk(x, r) + a(k)u
∗
k(x, r)],with (2.29)
uk(x, r) = e
ikjxjψN (r, k), (2.30)
where the integral in (2.29) is over the positive future light-cone in the tangent space (k0 > 0,
or k0 < 0). The functions uk(x, r) correspond to positive frequency modes, the frequency
being the eigenvalue of the operator i∂t. The algebra of the creation/annihlation operators
a, a† is determined by the norm in the usual way:
[a(k1), a
†(k2)] =
4ν
(2π)d−1Γ2(1− ν)(mbndy,1)
−2νδ(d)(ki1 − ki2), (2.31)
i.e., the right-hand side of (2.31) would be +1 if we had used normalized modes in (2.29).
Defining a vacuum |0〉 by the condition a(k)|0〉 = 0 for all k yields the (Wightman) two-point
function
〈φ(x1, r1)φ(x2, r2)〉 = 4
ν
(2π)d−1Γ2(1− ν)
∫
ω≥|~k|
dωdd−1~keik·(x1−x2)
ψN (r1, k)ψN(r2, k)
(ω2 − |~k|2)ν
. (2.32)
For ν < 1, one may check that (2.32) gives the familiar position-space correlator (see e.g. [8])
for an operator of dimension ∆−. Note, however, that the integrand of (2.32) divergences
at ω = |~k| on the light cone in momentum space at all ω. Thus (2.32) diverges for ν > 1
since for ω > 0 the measure dωdd−1~k does not degenerate on the light cone. Note that the
two-point function of the dual CFT suffers equally from this divergence since it is given by
(2.32) with the radial functions ψN (r,k) replaced by constants. In the pure CFT context,
such a divergence was briefly discussed in [21].
We refer to this divergence as an IR effect since it occurs at mbndy = 0. In particular, it
is not removed by imposing a cutoff on ω. However, the fact that it persists for all ω means
that the divergence has UV aspects as well. For example, one might ask if the divergence can
be removed by choosing some other state of the theory (not annihilated by all a(k)). While
10
one can indeed make the two-point function finite for separated points at some fixed time
t (by, say, taking the small mbndy modes to be in a squeezed vacuum state) the divergence
reappears after any arbitrarily short finite time ∆t. It appears that the mode-decomposition
(2.29) cannot be used to define any non-singular states of the bulk theory4.
In this sense, the theory of a free linear bulk scalar with Neumann boundary conditions
simply does not exist for ν > 1. Note, however, that it fails to exist because fluctuations of
the field are large. As a result, any interactions (such as the coupling to gravity) cannot be
ignored in a complete analysis. This raises the interesting question of whether the interacting
bulk theory might exist but be intrinsically strongly coupled, though this is beyond the scope
of the current paper. In contrast, section 3 below explores mechanisms that control the above
IR divergence and leave the bulk weakly coupled.
3 Infrared regulators
We now explore two ways of removing the IR divergence of section (2.3). Using intuition
from the cases ν < 1 where the theory is well-defined (see [9]), our first approach is to deform
the boundary condition by adding a boundary term to the action IN . The idea is that this
term should contain an operator which, if the dual CFT has existed and if the operator
dual to φ would indeed have had dimension ∆−, would have been relevant and would have
generated a renormalization group flow leading to the Dirichlet theory in the IR. Our second
approach is simply to work in global AdS space where the spectrum of modes is generally
discrete and IR divergences of the above form cannot occur. As we will see, the resulting
theories contain ghosts.
3.1 Deformed boundary conditions
We again focus on the case 1 < ν < 2. The action we choose to explore is
Iκ,λ = IN − ν
∫
∂M
ddx
√
g(0)[κ∂iφ
(0)∂iφ(0) + λ(φ(0))2], (3.1)
which is stationary (and finite) with the boundary condition
φ(ν) + κ✷0φ
(0) − λφ(0) = 0. (3.2)
Here κ and λ are constant of (momentum) dimension 2(ν − 1) > 0 and 2ν > 0, respectively,
whose introduction breaks conformal invariance.
Our main focus below will be to search for ghosts among the modes satisfying the bound-
ary condition (3.2). As in section (2.2), the key question turns out to be whether all modes
are timelike; i.e., whether there are modes with finite (renormalized) norm and m2bndy ≤ 0.
Also as before, this issue is largely determined by normalizeability at the horizon r = ∞,
4If one is interested only in globally hyperbolic regions of the bulk, which are thus out of causal contact
with the boundary, then the evolution is independent of boundary conditions and one may define quantum
states using the Dirichlet modes.
11
which is not affected by the addition of boundary counter-terms (which live at r = 0). We
therefore address this question first, before attempting to compute the details of the renor-
malized inner product. It will be convenient to analyze separately different regions of the
parameter space (λ, κ). Below, we again consider modes of definite boundary momentum ki
with m2bndy = −kiki.
The case κ 6= 0, λ = 0: For generic complex mbndy, the solution grows exponentially
at the horizon and is not normalizeable. Normalizeable solutions can occur only when the
growing exponentials cancel between the two terms, in which case ψk is proportional to the
modified Bessel function of the second kind Kν(pr), where to remove factors of i we have
introduced p defined by p2 = −m2bndy and ℜ p > 0. Thus (for ν < 2) the radial profile for
tachyonic solutions is
ψE =
21−ν
Γ(ν)
pνrd/2Kν(pr) = r
d/2−ν
[
1 + r2
p2
4(1− ν) + r
2ν4−ν
Γ(−ν)
Γ(ν)
p2ν + . . .
]
, (3.3)
and, to satisfy (3.2) with λ = 0, we must have
A(ν)p2(ν−1) = κ (3.4)
where A(ν) := 4−ν Γ(−ν)
Γ(ν)
. Since ℜp > 0, let p = Reiθ for R > 0, |θ| < π/2 and note that
for 1 < ν < 2 we have |2(ν − 1)θ| < π. Moreover, because Γ(−ν) > 0 in this regime, A(ν)
is positive. Thus (3.4) has no solutions for negative κ and one solution for positive κ. The
κ > 0 solution has real p, or m2bndy < 0, and is a tachyon.
The analysis of the timelike and lightlike modes at the horizon proceeds as in the Neu-
mann case. In particular, we note that since the lightlike mode has ✷0φ
(0) = 0, this mode
is the Neumann lightlike mode for all κ. However, because our κ-deformation is again a
boundary kinetic term, the conserved norm differs from the inner product (2.11) by an an
explicit finite boundary term proportional to the Klein-Gordon norm of φ(0), which, in view
of (3.1), comes with the coefficient 2νκ. It follows that the lightlike modes are normalizeable
and have positive norm for κ > 0, though they are ghosts for κ < 0.
Computing inner products of the timelike modes is also straightforward. Since mbndy is
continuous, we may again evaluate (2.11) using (2.22). In doing so, due to the boundary
condition (3.2), the r = 0 term in (2.22) also gives a finite contribution. As one might expect,
these contributions cancel exactly and the SL product is given entirely by the positive-definite
contribution (2.26) at the horizon.
For κ > 0 we must also compute the norm of the tachyonic mode. For simplicity, consider
modes with real ω > 0 such as occur for large enough spatial momenta ~k. The properties
of the general case are related by Lorentz invariance. Due to the exponential decay of the
tachyon at r →∞, we see from (2.22) that it is orthogonal to the timelike modes (since, as
above, the terms in (2.22) at the AdS boundary cancel against the explicit new boundary
term in the norm). The norm of the tachyon can also be computed using (2.22) by considering
two profiles of the form (3.3) for general p1, p2 > 0 and then taking the limit where p1, p2 → p
as defined by (3.4). The exponential decay at the horizon again means that the contribution
from r =∞ vanishes. However, since the boundary condition (3.2) does not hold for general
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p1, p2, the r = 0 term in (2.22) no longer entirely cancels against the explicit new boundary
term. Instead, we find that the Sturm-Liouville part of the renormalized inner product is
〈ψE, ψE〉 = 2νκ(1 − ν), (3.5)
so that the tachyon is a ghost when it exists (i.e., for κ > 0). Therefore, we conclude that
the theory defined by (3.1) and (3.2) contains ghosts all values of κ 6= 0 with λ = 0.
The case κ = 0, λ 6= 0: For non-zero λ, the lightlike modes are not normalizeable at
the horizon. This can be seen from the fact that (3.2) requires φ(0) 6= 0, so the radial profile
behaves like rd/2+ν at the horizon.
However, we find non-timelike modes for all λ. To see this, note that the boundary
condition (3.2) is now
A(ν)p2ν = λ, (3.6)
with A(ν) defined as above (recall that A(ν) > 0 for 1 < ν < 2). For any λ > 0 (3.6) has
a solution with real p. Using the technique explained above to compute inner products for
modes lying in the discrete part of the spectrum, one finds the corresponding SL norm to be
〈ψ, ψ〉 = −2ν
2λ
p2
, (3.7)
so this tachyon is a ghost.
For λ < 0, (3.6) has a pair of complex conjugate solutions p, p∗. Denoting the corre-
sponding modes by ψ1, ψ2, the matrix of their SL products can be written
〈ψi, ψj〉 =
(
0 a
a∗ 0
)
(3.8)
where a is a non-vanishing complex number. Since the eigenvalues of (3.8) are given by ±|a|,
after making appropriate modifications to (2.21) to allow for complex frequencies, one finds
solutions with negative norm and ℜω > 0 (which we refer to as complex ghosts).
The case κ 6= 0, λ 6= 0: The situation is not alleviated by turning on a non-zero κ. The
boundary condition is
A(ν)p2ν = κp2 + λ. (3.9)
For λ > 0, there is a solution with real p for any κ. The corresponding SL norms is
〈ψ, ψ〉 = −2ν
[
κ(ν − 1) + νλ
p2
]
= −2ν2A(ν)p2(ν−1) + 2νκ. (3.10)
The first expression in (3.10) is manifestly negative for κ > 0 while the second is manifestly
negative for κ < 0.
Consider now κ > 0, λ < 0 and introduce
κ = A(ν)κ2ν−20 λ = −A(ν)λ2ν0 α2 =
(
λ0
κ0
)2ν
pˆ =
p
κ0
. (3.11)
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We may then write (3.9) as
pˆ2ν = pˆ2 − α2. (3.12)
For α2 < α20 = ν
1/(1−ν) − νν/(1−ν) there are two real solutions p1, p2 satisfying p21 ≤ να
2
ν−1
and p22 ≥ να
2
ν−1
. The SL norm of these tachyons is given by (3.10), which in terms of the
dimensionless variables of (3.11) reads
〈ψ, ψ〉 = 2νκ
[
(1− ν) + να
2
pˆ2
]
. (3.13)
Thus p2 corresponds to a ghost (while p1 does not). For α
2 > α20 the solutions p1, p2 become
complex. As a result, a linear combination is again a ghost by the same argument as above.
For the marginal case α2 = α20, the tachyons coincide and the norm vanishes. However, by
taking appropriate limits as α → α0 one can construct a new (linearly independent) mode
with anharmonic time dependence. While we have not analyzed this case in detail, both
continuity and analogy with known cases (such as the famous logarithmic mode [22], [23],
associated with chiral gravity [24], [25]) suggests that some linear combination is again a
ghost.
It remains to study the region λ < 0, κ < 0. While there are no real solutions, a pair of
complex conjugate solutions can always be found. As above, these are complex ghosts.
3.2 Global AdS
Another way to regulate the IR divergence of section 2.3 is to consider global AdS space,
where the spectrum is discrete. We take the metric to be
ds2 = sec2 ρ(−dt2 + dρ2) + tan2 ρdΩd−1 (3.14)
so that the origin is ρ = 0 while the boundary is ρ = π/2. Here dΩd−1 is the line element
in Sd−1. Below, we consider the theory with Neumann boundary conditions φ(ν) = 0 in this
setting and find that theory contains ghosts. For comparison, we also include the standard
discussion of Dirichlet boundary conditions [5], [6], [7]. As usual, we parametrize the mass
as m2 = −d2/4 + ν2 and consider 1 < ν < 2.
In these coordinates, the Klein-Gordon equation reads
[− cos2 ρ∂2t + cos2 ρ∂2ρ + (d− 1) cot ρ∂ρ + cot2 ρ∇2γ ]φ = m2φ. (3.15)
We decompose the scalar field as φ = e−iωtY~ℓ(Ω)F (ρ), where Y~ℓ(Ω) are spherical harmonics
satisfying ∇2γY~ℓ = −ℓ(ℓ + d − 2)Y~ℓ, where the principal angular quantum number, ℓ, is a
non-negative integer.
We now proceed to determine the Dirichlet and Neumann spectrum closely following [7].
Let us first find the solutions that are well behaved at the origin. To do so, it is convenient to
make the change y = sin2 ρ. In terms of this variable, the two linearly independent solutions
of (3.15) can be written in terms of Hypergeometric functions as
φ(1)(y) = (1− y) d4− ν2 yℓ/22F1
{
1
4
[d+ 2(ℓ+ ω − ν)], 1
4
[d+ 2(ℓ− ω − ν)], ℓ+ d
2
, y
}
(3.16)
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φ(2)(y) = (1− y) d4− ν2 y1− d2− ℓ2 (3.17)
2F1
{
−1
4
[d+ 2(ℓ− ω + ν − 2)],−1
4
[d+ 2(ℓ+ ω + ν − 2)], 1
2
(4− d− 2ℓ), y
}
The functions (3.16) and (3.17) are linearly independent if ℓ + d/2 is not an integer, i.e. if
d is odd. If d is even, we can use a basis of solutions consisting on φ(1) and another solution
with a logarithmic branch. For odd d we may expand (3.16) and (3.17) near the origin to
find that only φ(1) is regular. For even d, the logarithmic solution is also divergent at the
origin and so again φ(1)(y) is the relevant solution.
We now study the behavior of (3.16) near the AdS boundary. To do so, it is useful to
first solve the wave equation using the radial variable z = cos2 ρ, so the boundary is at z = 0.
The solutions can be written as
φ(+)(z) = (1− z)ℓ/2z d4+ ν2 2F1
{
1
4
[d+ 2(ℓ− ω + ν)], d+ 2(ℓ− ω + ν), 1 + ν, z
}
, (3.18)
φ(−)(z) = (1− z)ℓ/2z
d
4
− ν
2
2 F1
{
1
4
[d+ 2(ℓ− ω − ν)], d+ 2(ℓ− ω − ν), 1− ν, z
}
. (3.19)
Since ν is not an integer the solutions (3.18), (3.19) are linearly independent. At small z we
have
φ(+)(z) ∼ z d4+ ν2 (1 +O(z)), (3.20)
φ(−)(z) ∼ z d4− ν2 (1 +O(z)). (3.21)
The subleading terms in the series expansions (3.20) and (3.21) are integer powers of z, so
φ(+) satisfies Dirichlet boundary conditions while φ(−) satisfies the Neumann condition.
As in [7], we write φ(1) in terms of φ(±) using a standard identity (see, e.g. [26]) that relates
a Hypergeometric function of argument y = sin2 ρ to a pair of Hypergeometric functions of
argument 1− y = cos2 ρ. We find
φ(1)(sin2 ρ) = C+φ
(+)(cos2 ρ) + C−φ
(−)(cos2 ρ), (3.22)
where
C+ =
Γ(ℓ+ d
2
)Γ(−ν)
Γ(1
4
(d− 2ν + 2(ℓ+ ω)))Γ(1
4
(d− 2ν + 2(ℓ− ω))) , (3.23)
C− =
Γ(ℓ+ d
2
)Γ(ν)
Γ(1
4
(d+ 2ν + 2(ℓ− ω)))Γ(1
4
(d+ 2ν + 2(ℓ+ ω)))
. (3.24)
As a result, while Dirichlet boundary conditions would require C− = 0, our Neumann con-
ditions require C+ = 0. I.e., the Dirichlet (ωD) and Neumann (ωN) frequencies satisfy
ωD = ±
[
ℓ+ 2n+
(
d
2
+ ν
)]
n = 0, 1, 2, . . . , (3.25)
ωN = ±
[
ℓ+ 2n+
(
d
2
− ν
)]
n = 0, 1, 2, . . . . (3.26)
15
We emphasize that this is the complete mode spectrum. Although a priori we could have
found frequencies anywhere in the complex plane, the analytic structure of Γ-functions im-
plies that all solutions have real ω. In particular, the theory has no instabilities for either
Dirichlet or Neumann boundary conditions.
The renormalized inner product may be calculated using the method described in section
(3.1) for modes in the discrete spectrum of the Sturm-Liouville operator. The result for
Dirichlet modes (normalized so that φ
(ν)
k = 1) is
(φˆI , φˆJ)D = δIJπ(−1)n+1n!csc(πν)Γ(d/2 + ℓ+ n)Γ(−n− ν)
Γ(d/2 + ℓ+ n+ ν)Γ2(−ν) . (3.27)
where I, J denote collectively the frequency and angular momentum of the modes, while for
Neumann modes (normalized so that φ
(0)
k = 1) we obtain
(φˆI , φˆJ)N = δIJπ(−1)n+1n!csc(−πν)Γ(d/2 + ℓ+ n)Γ(−n + ν)
Γ(d/2 + ℓ+ n− ν)Γ2(ν) , (3.28)
which is just (3.27) with ν replaced by −ν. One may check that (3.28) agrees with (2.28)
by taking the limit of large m2bndy (defined by the eigenvalue of ✷0) and using Stirling’s
approximation.
As expected, the Dirichlet norm (3.27) is positive definite. However, (3.28) can become
negative for small values of n (recall that we consider 1 < ν < 2). For ℓ ≥ 1, the n = 0
mode is a ghost for any ℓ. For d > 2ν, this is also true of the mode with n = 0, ℓ = 0. For
d < 2ν (which is always true for d = 2 and can also arise in our range of ν for d = 3) the
n > 0, ℓ = 0 modes are ghosts (though the n = 0, ℓ = 0 mode is not). The case d = 2ν (i.e.,
d = 3, ν = 3/2) requires special treatment, but again contains ghosts, e.g. for n = 0, ℓ ≥ 1.
It is interesting to note that (while there are various exceptions) these ghosts are generally
tachyons. In particular, for Neumann boundary conditions we have
m2bndy = (d/2 + 2n− ν)2 + 2ℓ(1 + 2n− ν). (3.29)
Setting n = 0 one finds m2bndy < 0 for ℓ >
(d/2−ν)2
2(ν−1)
.
4 Discussion
Our main result was to describe the treatment of non-Dirichlet boundary conditions for
scalar fields in AdSd+1 with squared masses m
2 > m2BF + 1; i.e., above the Brietenlohner-
Freedman window for which this had previously been explored. In this range, in analogy
with the treatment of gravitons in [19], the norm required counter-terms associated with
boundary counter-terms in the action that contain derivatives. Naive extrapolation of the
results for smaller masses suggests that these theories should contain ghosts. This was
almost true, but conformally invariant (Neumann) boundary conditions for non-integer ν =√
m2 −m2BF are an interesting technical exception. In these special cases, correlators of the
bulk quantum field φ are IR divergent even at finite separation. The same IR divergence
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appears in correlators of candidate dual CFT operators. In addition, the theory contains
pure gauge modes so that the Neumann boundary operator φN that one expects to violate
the unitarity bound is not in fact gauge-invariant.
Since correlators of local gauge invariants (such as ✷0φ) turn out to be well-defined
despite the IR divergence, one might take the perspective that the theory is well-defined but
that our gauge-fixed φ is not a good operator. However, noting that the stress tensor is
not gauge-invariant in the above sense, it seems difficult to maintain this perspective in the
presence of interactions. In contrast, since the IR divergence makes fluctuations in φ large,
it remains possible that including appropriate interactions could tame this divergence and
render correlators of φ finite. Note that the resulting bulk AdS theory would be intrinsically
strongly-coupled.
Instead of following such a path, we investigated IR modifications which make correlators
of φ well-defined while leaving the theory weakly coupled in the bulk. Such modifications
remove the pure gauge modes but also introduce tachyonic ghosts5. Our treatment was
explicit for the case 1 ≤ ν < 2 (with the special case ν = 1 treated in appendix A), but the
behavior at larger ν is similar.
The positive definite norm for Neumann boundary conditions and non-integer ν is directly
analogous to that found in [19] for linearized gravitons when d is odd. What we now see is that
such gravitons are also associated with extra ‘pure gauge’ states with lightlike momentum
and an IR divergence in the gauge-fixed two-point function. Note that these ‘extra’ pure
gauge modes mean that even objects like the linearized Weyl tensor (which is usually an
observable in linearized gravity) is not in fact gauge invariant. We also see that ghosts arise
when conformal invariance is broken. Indeed, it is clear from section 3 that a bulk analysis
of the relevant ghosts will yield results for odd d analogous to those reported in [28] for d = 4
using different techniques.
One can again associate the above issues for gravitons with violations of unitarity bounds
(see e.g. [18]). One subtlety is that, as shown in [19], for Neumann boundary conditions
the boundary metric is not a local gauge-invariant operator as diffeomorphmism are now
pure gauge. But at least at the level of linearized gravity (where our analysis is actually
performed), the linearized Ricci Rij and Weyl tensors Cijkl of the boundary metric are gauge
invariant (or would be, if the extra pure gauge modes with lightlike momentum did not
arise). In particular, for d > 2 the traceless part of Rij is a spin-2 operator of dimension
2, where we have ignored certain logarithms that appear for odd d and break conformal
invariance. Thus the fact that the unitarity bound for spin-2 operators is d leads one to
expect ghosts.
There are, however, further subtleties for small d. For d = 2 we see no tension with
unitarity bounds, though the Neumann theory is a Liouville CFT with the usual negative
central charge [19]. For d = 3, the fact that the pure Neumann theory does not contain
5Had the tachyons not appeared, our IR modifications would have defined some renormalization-group
flow that approached the Dirichlet theory in the IR. But presumably it would not have approached the
Neumann theory in the UV. We see no reason why some ghost-free theory of this type should not exist.
While it remains a challenge to give a general prescription in the AdS/CFT context, we note that section
3.3 of [27] gives an example where the Dirichlet theory lives in AdS2 with positive m
2.
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the expected ghosts is required by electromagnetic-duality for linearized gravitons, which is
related to the change from Dirichlet to Neumann boundary conditions; see [29, 30, 31, 32,
33, 34]. In this context, the appearance of new gauge modes does signal that only operators
insensitive to these modes are well-defined. In particular, the boundary stress tensor of the
dual magnetic theory is related to third derivatives of the (electric) boundary metric operator
and has finite two-point functions. However, as for the scalar case, it is difficult to see how
this picture can be extended beyond the linearized level.
For completeness, let us also discuss the situation for Maxwell fields (whose details are
given in appendix B). Under Neumann boundary conditions for d ≥ 3, the operator dual
to the bulk potential Aµ is a boundary gauge field Ai, but the associated field strength Fij
would be gauge invariant in the absence of our extra pure gauge modes. Scalings of the
mode functions suggests that this Fij has dimension 2 for all d. For d > 4, Fij violates the
associated unitary bound max(d− 2, 2) = d− 2 [18]6, where we have again ignored the fact
that logarithms break conformal invariance for even d.
But again there are subtleties for small d. For d = 4, it turns out that Fij saturates
the unitarity bound. This means that unitarity would also imply ∂iFij = 0; i.e., it would
require Maxwell’s equations to be satisfied on the boundary. But this condition is clearly
not fulfilled due to the existence of timelike modes. For d = 3, Fij is dual to a current
jk = ǫkijFij. This again saturates a unitarity bound and requires that j
k be conserved. But
now ∂kj
k vanishes due to the Bianchi identity , so there is no need for ghosts and indeed
none arise (see [36, 16, 17]). The interesting case is d = 2, where the relevant operator in the
Neumann theory is a conserved current7 and so satisfies all unitarity bounds. Despite this
fact, the theory contains a ghost. The detailed analysis is presented in appendix B, but is
also clear from the fact that the bulk AdS3 theory is dual to that of a massless scalar which
has ν = 1 and so contains tachyonic ghosts.
To provide a more familiar perspective, it is useful to rephrase this discussion purely
in terms of a supposed dual field theory. For simplicity, let us focus on the d = 4 case of
Maxwell theory in AdS5. Recall [19] that passing to Neumann or mixed boundary conditions
is equivalent to coupling the dual CFT to a dynamical Maxwell field. The presence of
logarithms means that this theory is not conformal. Indeed, after including appropriate
counter-terms a scale transformation shifts the coefficient of the Maxwell kinetic term on
the boundary (the analogue of the term (∂φ(0))2 in 3.1). I.e, the coefficient of this kinetic term
runs logarithmically and always takes the ‘wrong’ sign at sufficiently small scales. Rescaling
the boundary Maxwell field in the usual way, one sees that this is just the expected running
of the coupling constant, which diverges at some scale and then becomes imaginary. In other
words, in this context our effect is just a large N version of the Landau pole of QED (see
e.g. [37]) and the ghosts arise from attempting to extend the theory further into the UV
beyond the pole. We presume that a similar language could be used to describe the other
cases as well, perhaps using the technology of [38, 39].
6See [35] for the explicit expression of the bound in terms of d and a recent discussion of gauge fields in
scale invariant theories.
7For d = 2 Maxwell fields, the more familiar Dirichlet boundary conditions lead only to a boundary gauge
field Ai [17].
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A The special case ν = 1
This appendix studies the special case ν = 1, or m2 = m2BF + 1. Much of the calculations
follow in the same way as in the generic case, so we only summarize the main points below.
Other special cases of integer ν > 1 should behave similarly.
Consider the action
I = I0 +
1
2
∫
∂M
√
γ
[
(d/2− 1)φ2 + 1
2
(log r2 + c)γij∂iφ∂jφ
]
(A.1)
Using the asymptotic expansion
φ = rd/2−1(φ(0) + r2φ(2) + r2 log r2φlog), with φlog = −1
4
✷φ(0), (A.2)
one may verify that (A.1) is finite and satisfies
δI = −2
∫
∂M
[φ(2) + (1− c)φlog]δφ(0).
This action is thus appropriate for either Dirichlet boundary conditions (φ(0) = 0) or for
φ(2) + (1− c)φlog = 0. Note that any finite value of c is related to c = 0 by an AdS isometry
that rescales r. It therefore suffices to analyze the case c = 0 on which we focus below.
Let us begin by examining the case with mbndy not real and defining p
2 = −m2bndy with
ℜp > 0. Setting φ(0)k = 1 as usual, regularity at the horizon requires
ψ = prd/2K1(pr) = r
d/2−1
[
1 +
p2
4
log r2 + r2
p2
4
(−1 + 2γ + log(p2/4))+ . . .
]
(A.3)
where γ is the Euler-Mascheroni constant. The (c = 0) boundary condition is satisfied
only for p = 2e−γ. The radial profile of the lightlike modes (mbndy = 0) is simply given by
ψ = rd/2−1, so they are not normalizeable at the horizon due to a logarithmic divergence. In
contrast, the timelike modes (with real mbndy > 0) are all plane-wave normalizeable.
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The inner products again take the form (2.18) plus a counter-term, and thus reduce to
computing a renormalized Sturm-Liouville inner product:
〈ψ1, ψ2〉SL,renorm =
∫ ∞
0
r1−dφ1φ2dr +
1
2
log r2r2−dφ1φ2
∣∣
r=0
. (A.4)
The calculation proceeds are before for the timelike modes and the tachyon. Fixing φ
(0)
k = 1
for all modes, we find
(φ1, φ2) =
m2bndy
4
[(2γ + log(m2bndy/4))
2 + π2](2π)d−1δ(d)(k1 − k2), k timelike
(φ1, φ2) = −ω
2
(2π)d−1δ(d−1)(~k1 − ~k2), for tachyons with real ω. (A.5)
Once again the timelike modes are ghost-free but the tachyon is a ghost. From the analysis
above it follows trivially that double trace deformations of the form
∫
∂M
(∂φ(0))2 cannot
cure this pathology since they simply correspond to considering c 6= 0 which is physically
equivalent to c = 0. Furthermore, we have verified explicitly that turning on a boundary
mass term in addition to the aforementioned deformation also leads to ghosts.
B Maxwell fields
We consider a free Maxwell field in a fixed (Poincare´ patch) AdSd+1 background with action,
I = −
∫
M
1
4
√
gF µνFµν +B, (B.1)
where B is a boundary term that is chosen such that the action is finite and that has an
extremum when the boundary conditions are imposed. We wish to impose Neumann-like
boundary conditions as will be discussed below. The equations of motion are of course
∇µF µν = 0. Choosing the radial gauge Ar = 0, the r component of reads
∂r∂iA
i = 0, (B.2)
where the boundary indices i, j are raised and lowered with ηij . Eq. (B.2) implies that we
can use the residual gauge symmetry to set ∂iAi = 0 so that the remaining components
become
r∂2rAi − (d− 3)∂rAi + r✷0Ai = 0. (B.3)
Assuming harmonic dependence on the coordinates, for d > 2 the general solution to (B.3)
takes the form
Ai(r, x) = e
ik·x[A
(0)
i (k)ψ0(k, r) + A
(d)
i (k)ψd(k, r)] (B.4)
where
ψ0 = C0(k, r)r
d/2−1Yd/2−1(mbndyr) = 1 +O(r
2), (B.5)
ψd = Cd(k, r)r
d/2−1Jd/2−1(mbndyr) = r
d−2(1 +O(r2)), (B.6)
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and A(0), A(d) are transverse form factors. The constants C0, Cd are chosen such that the
asymptotics have the leading behavior displayed in (B.5), (B.6). For odd d, ψd is an odd
function of r and ψ0 is an even function of r so that Neumann boundary conditions require
A(d) = 0. For even d, both ψ0 and ψd are even functions of r (with some terms in ψ0
containing ln r2) and in particular, both contain a term proportional to rd−2. Here we define
Neumann boundary conditions to be the choices of A(0) and A(d) for which the O(rd−2) term
cancels.
Let us first discuss the case of odd d, which is simpler as no logarithms arise. As for
scalars, the most crucial step in the analysis is to determine allowed values of the boundary
momentum ki, assuming harmonic dependence eik·x on the boundary coordinates. Solutions
to (B.3) with definite ki are Bessel functions, so for kik
i not real normalizeability at the
horizon requires a solution proportional to Kd/2−1(pr) with p
2 = kik
i and ℜp > 0. But there
are no such p for which Kd/2−1(pr) satisfies the Neumann condition. On the other hand,
there are modes with real timelike ki as well as lightlike modes (with profiles 1, rd−2). The
norms of these modes can be computed just as was done for scalars in section (2.2). For
large d this requires a large number of subtractions but, as noted for scalars, one can use the
argument from appendix D of [19] to show that the role of these subtractions is always to
precisely cancel the AdS boundary term in (2.20), leaving only a term at the horizon. Just
as in the scalar case, the lightlike modes are null states while the inner product of timelike
modes is positive definite (for positive frequency). I.e., the results are just as for scalars with
non-integer ν.
We now turn to the case of even d > 2. Here, due to the appearance of logarithmic
terms, the role of counter-terms is not simply to cancel the AdS boundary term in (2.20)
and the renormalized SL inner product is more complicated. However, because the relevant
coefficients in the expansion of Kd/2−1(pr) contain log p
2 (whose range is the entire real line),
this function satisfies our Neumann boundary condition for some real and positive value
p0. Note that, since the corresponding momentum is spacelike, the transverse (d− 1)-plane
contains both timelike and spacelike vectors. Thus for any sign of the renormalized SL inner
product, one of these polarizations must be a ghost.
Finally, consider the case d = 2, where Neumann boudnary conditions are of particular
interest. While for d > 2 the dual CFT contains a conserved current for Dirichlet boundary
conditions, for d = 2 the Dirichlet condition fixed the current to zero [17]. Only a Neumann-
like condition can lead a conserved boundary current dual to a bulk Maxwell field (without
Chern-Simons terms). For this reason, the Neumann theory was recently studied in [40].
While the existence of tachyonic ghosts is clear from the fact that the magnetic dual of the
Maxwell field in AdS3 is the massless (ν = 1) scalar studied in appendix (A), it turns out to
be interesting to see how the ghosts arise using the Maxwell description.
For d = 2, Maxwell fields have the asymptotic expansion
Ai = A
(1)
i log r
2 + A
(0)
i + . . . with ∂
iA
(1)
i = 0 (B.7)
Let us define Neumann boundary conditions by A(0) = 0. So long as Ar = O(1), the action
I = I0 +
∫
∂M
A(1)iA
(1)
i log r
2 −
∫
∂M
√
γf iAi, (B.8)
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is finite and stationary [40], where
f i := ρµF
µi = r3ηij∂rAj . (B.9)
In fact, a straightforward calculation yields δI = 2
∫
∂M
A(0)iδA
(1)
i . The interesting point is
that the counter-terms in (B.8) do not contain time derivatives. Thus, the norm is given by
the usual bulk expression
(A1, A2) =
i
2
∫
Σ
√
gΣnµ(F
µν∗
1 A2ν − F µν2 A∗1ν) = −
i
2
∫
Σ
r3−d[Ai2∂tA
∗
1i −Ai∗1 ∂tA2i], (B.10)
where in the final step we chose Σ to be a slice of constant t and imposed exact radial gauge
Ar = 0 (so that we could use the conditions Ar = ∂iA
i = 0). Despite the fact that that no
counter-terms were involved, there is nothing manifestly positive about the final expression
in (B.10) as the index i is raised using the Lorentz-signature metric ηij. On the other hand,
in a different gauge (in which the spatial part of the components Ai along the boundary
are purely transverse), the above norm does take a manifestly positive definite form (see
e.g. equation (3.29) of [17] in the gauge defined by setting their A = 0). It was the norm
in this second gauge that was used to analyze boundary conditions in [17] and which led
to the conclusion that the Neumann modes were not normalizeable. The point here is that
the ‘gauge transformation’ required to transform between the above two gauges does not in
general vanish at the boundary (∂Σ). As a result, it also contributes to the norm (and gives
the term involving A in equation (3.29) of [17]). We see that this gauge transformation8
term plays the same role as the counter-terms introduced in treating scalar fields.
From this point the analysis proceeds as one expects (i.e., just as for the ν = 1 scalar
in appendix A). The spectrum consists of time-like modes and a tachyon. The norm of the
time-like modes may be calculated as usual and is positive. We now compute the norm of
the tachyonic (T) solution AiT = e
ik·xA
(1)
i ψT (z) where
ψT (r) = −2K0(pr) ≈ log r2 + 2[log(p/2) + γ], (B.11)
with kik
i := p2 and p := pT = 2e
−γ to satisfy the Neumann condition. The norm is
(AT , AT ) =
1
2
(w1 + w2)e
it(w1−w2)(2π)δ(~k1 − ~k2)(A(1)i(k1))∗A(1)i (k2))〈ψ1T , ψ2T 〉. (B.12)
The equation above is to be understood in the limit in which both momenta approach the
value p = pT for the tachyon (in which case the time dependence cancels). The Sturm-
Liouville product turns out to be positive:
〈ψ1T , ψ2T 〉 = 2
p2T
> 0. (B.13)
However, because the form factors A
(1)
i are transverse and the momentum is space-like, the
factor (A(1)i(k1))
∗A
(1)
i (k2)) is negative and the tachyon is a ghost.
8Here we abuse terminology in the usual way. The fact that the transformation contributes to the norm
means that it is not in fact pure gauge.
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Having found the spectrum, let us now calculate the 2-point function in position space.
We consider only the ghost-free case of odd d. We impose radial gauge and also guage-fix
any lightlike modes to zero. The norm of the timelike modes is
(A1, A2) = δ
(d)(k1 − k2) (2π)
d+1
2dΓ(d/2− 1)2m
d−2
bndy(A
(0)
i (k1))
∗A(0)i(k1) for odd d. (B.14)
Since the form factors are transverse and the momentum is time-like, it follows that
(A
(0)
i (k1))
∗A(0)i(k1) > 0, so indeed (B.14) is positive definite as expected. Now, in close
analogy with section 2.3, we find
〈Ai(x1, r1)Aj(x2, r2)〉 = 2
dΓ(d/2− 1)2
(2π)d+1
∫
ω≥|~k|
dωdd−1~keik·(x1−x2)
ψ0(r1, k)ψ0(r2, k)
(ω2 − |~k|2)d/2−1
Pij. (B.15)
where the projector Pij =
1
2
(ηij +
kikj
m2
bndy
) takes into account the fact that the gauge fields
are transverse. Note that (B.15) diverges at ω = |~k| for d ≥ 5 (since d is odd), as does
the boundary propagator. However, the theory indeed exists for d = 3 (where the lightlike
modes are not normalizeable).
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