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РАЗРАБОТКА СИСТЕМЫ НАГРУЗОЧНОГО ТЕСТИРОВАНИЯ ВЕБ-СЕРВЕРА 
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Нагрузочное тестирование [1] – определение или сбор показателей производительности 
и времени отклика программно-технической системы или устройства в ответ на внешний за-
прос с целью установления соответствия требованиям, предъявляемым к данной системе 
(устройству). 
В наше время наличие надежного и информативного веб-сайта является неотъемлемой 
частью различных компаний и учреждений. Без эффективных средств тестирования трудно 
добиться гарантированной доступности и надежной работы веб-сайта. Нагрузочное тестиро-
вание играет значимую роль в разработке, так как при появлении определенной нагрузки 
обычно уже на запущенном проекте появляются проблемы.  После проведения нагрузочного 
тестирования, становится понятно, какое время отклика сайта будит при определенной 
нагрузке или сколько посетителей одновременно может выдержать веб-сервер, на котором 
размещен сайт.    
Однако стоимость имеющихся в данный период систем нагрузочного тестирования 
крайне высока (IXIA, Spirent SmartBits), либо эти системы не в состоянии создать требуемую 
нагрузку для проведения тестирования (Apache Jmeter, Load impact, Alexfill и др.). В связи с 
этим, при создании большинства сайтов, предварительные и приёмо-сдаточные нагрузочные 
испытания не проводятся. На этапе разработки сайта это приводит к тому, что разработчики 
не имеют инструмента, который указал бы им на необходимость оптимизации используемо-
го кода. На этапе последующей эксплуатации в период увеличения посетителей сайта у него 
увеличивается время отклика, или даже превышение времени допустимого ответа TCP/HTTP 
протоколов. Это приводит к тому, что посетители сайта не могут получить необходимую 
информацию, либо произвести действия по формированию заказа, что в конечном счете при-
водит к репутационным и реальным финансовым убыткам предприятия.  
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В связи с этим, актуальной задачей становится создание системы нагрузочного тести-
рования, которая могла бы создавать симуляционную клиентскую нагрузку на сайт, для того 
чтобы каждый проектировщик мог провести нагрузочные испытания своего сервера. При 
этом свойства масштабирования системы должны обеспечить возможности по генерации до-
статочного трафика, способного выявить верхние границы производительности аппаратной 
платформы веб-ресурса. 
ОБЩАЯ АРХИТЕКТУРА СОВРЕМЕННЫХ WEB-ПРИЛОЖЕНИЙ 
Большинство web-приложений сегодня создается с использованием трехуровневой ар-
хитектурой серверов [2], рис. 1. Трехуровневой архитектуре присущи такие достоинства как 
масштабируемость, надежность, безопасность, и высокая производительность. 
 
 
Рис. 1. Трехуровневая архитектура современных web-приложений 
 
При доступе к ресурсам web-сайта запрос сначала обрабатывается DNS-сервером, ко-
торый выдает пользователю IP-адрес одного из клиентских серверов переднего плана (front-
end). Далее генератор взаимодействует с одним из таких серверов, обеспечивающих обра-
ботку статического содержания и формирование визуального результата выполнения запро-
са, а также создание защищенного соединения. При обработке динамических запросов, тре-
бующих вычислительных действий или запроса к динамически формируемым данным, вы-
полняется переадресация запроса на сервер приложений среднего плана (middle-end). Сервер 
приложений, в свою очередь, взаимодействует с серверами заднего плана, отвечающими за 
хранение данных (back-end). 
КОНЦЕПЦИЯ СИСТЕМЫ 
Идея состоит в создания системы нагрузочного тестирования состоящей из трех клю-
чевых компонентов: автономных генераторов трафика, анализаторов трафика и системы ав-
томатического управления генераторами и анализаторами трафика (САУ ГАТ). 
Генератор трафика 
Автономный генератор трафика посылает многопоточные запросы страниц (методом 
GET) на клиентский сервер, сервер приложений и сервер баз данных. В результате обеспечи-
вается взаимодействия с серверами, на транспортном уровне модели OSI по протоколу TCP , 
на прикладном уровне по протоколам HTTP и SQL. 
Запросы отсылаются с различных IP-адресов (используются дополнительные IP адре-
са), путем назначения сетевому интерфейсу N-количества IP. 
При запуске генератора необходимо задать следующие параметры: 
– номер сетевого интерфейса; 
– протокол, на котором будут генерироваться пакеты; 
– требуется ли добавление IP адресов к сетевому интерфейсу; 
– адрес сети, в которой создаются IP адреса; 
– маску, в которой создаются IP адреса; 
– адреса серверов: клиентского, приложений и баз данных. 
Принцип работы отдельного генератора трафика при комплексной проверке много-
уровневой системы web-сайта: 
• устанавливаем в качестве адреса отправителя – первый IP адрес из прописанного 
диапазона для генерации (количество IP адресов, равно N); 
• отправляем запрос создающий нагрузку только на Front-end сервер тестируемой си-
стемы (ожидаем статическую страницу или фиксированную картинку из стартовых 
страниц); 
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• отправляем запрос, создающий динамическую нагрузку на сервер приложений 
(Middle-End) тестируемой системы (ожидаем динамически генерируемую страни-
цу); 
• отправляем запрос, создающий нагрузку на сервер приложений и сервера БД (Back-
End) тестируемой системы (ожидаем динамически генерируемую страницу c запро-
сом к БД); 
• изменяем IP адрес (N+1) клиента, выжидаем интервал (необходимый для формиро-
вания требуемой частоты посылки запросов) и повторяем алгоритм.  
Анализатор трафика 
Анализатор трафика (сниффер), настроенный на работу с TCP протоколом и сопостав-
ляющий порт и IP адрес на который приходит и с которого отправлены пакеты.  
Принцип работы анализатора трафика: 
• из всех пакетов, отправленных через сетевой интерфейс, ищет пакеты с обращением 
к одному из серверов трехуровневой архитектуры. При нахождении данного пакета 
заносит информации о нем в буфер памяти (время получения с начало сессии, IP 
адрес и порт с которого он отправлен); 
• из всех пакетов, поступающих на сетевой интерфейс, ищет пакеты с ответом на за-
прос, при нахождении данного пакета ищет в буфере, такой же IP адрес и порт, на 
который пришел пакет; 
• при совпадении IP адреса и порта в пришедшем пакете и записи из буфера, отсыла-
ет информацию на САУ ГАТ и удаляет информацию об этом пакете из буфера. От-
сылаемая запись: разница во времени между пакетами, IP адрес и порт с которого 
запрашивалась страница, текущее время и адрес страницы. 
САУ ГАТ 
Использование отдельных генераторов-анализаторов на базе стандартных ПК, не смот-
ря на многопоточность запросов, не позволяет создать достаточную нагрузку для проверки 
верхней границы производительности современных серверных платформ. Для обеспечения 
необходимой нагрузки возможно горизонтальное масштабирование системы путем одновре-
менного использования множества автономных генераторов/анализаторов, работающих с 
непересекающимися диапазонами IP адресов источников запросов. Для удобства быстрого 
развертывания большого количества автономных генераторов/анализаторов на флэш-
накопитель установлен консольный дистрибутив Linux, а также туда установлена программа 
генерации/анализа трафика и необходимые библиотеки для ее функционирования.  
Для корректного функционирования всего комплекса и получения результирующей 
статистики требуется система автоматического управления всеми автономными генератора-
ми/анализаторами (СУА ГАТ). Фактически, САУ ГАТ – это система, которая должна пере-
дать автономным генераторам сведения о параметрах создаваемой требуемой нагрузки и 
указании им времени их запуска. 
В САУ ГАТ содержится результирующая таблица, в которую поступают данные с ана-
лизаторов трафика, созданная в СУБД MySQL (рис. 2). Таблица содержит следующие поля, 
представленные в табл. 1.  
Таблица 1 
Описание полей таблицы 
Название поля таблицы Описание Поля 
ID Порядковый номер записи с N-ого анализатора 
IP IP адрес с которого посылался запрос на сервер 
tcp_port TCP порт с которого посылался запрос на сервер 
delta_time Время, которое отвечал сервер на запрос 
time Время, когда был принят пакет 
url Адрес страницы, на которую посылался запрос 
 
163 
Также с помощью системы составляются результирующие таблицы (по каждому серверу 
трехуровневой архитектуры), графики и диаграммы по данным анализаторов трафика. 
 
 
Рис. 2. Результирующая таблица 
 
Общая схема функционирования системы нагрузочного тестирования представлена на 
рис. 3. 
 
Рис. 3. Схема функционирования системы нагрузочного тестирования 
 
«ГАТ N» – генератор и анализатор трафика. Ключевой элемент системы, позволяющий 
генерировать много потоковый трафик, а также анализировать входящий трафик и отправ-
лять результат на САУ ГАТ. 
В итоге используя данную систему, возможно, обеспечить любую требуемую нагрузку, 
изменяя лишь количество ГАТ. По разнице времени запроса генератора и ответа веб-сайта, а 
также URL адресу, можно судить справляется ли сервер с данной нагрузкой, или нет. Стоит 
отметить, что разница во времени будит иметь незначительную погрешность на время пока 
сигнал идет от генератора до сервера и обратно, которую можно прировнять к нулю (по-
грешность еще уменьшится, если вместо URL адреса сайта, прописывать его IP адрес при 
генерации).  
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При современном уровне развития технологий и мобильности нашего общества чело-
век каждый день прибегает к услугам связи. Основные средства связи в данный момент – те-
лефония и Интернет. Телефония считается более дорогим средством связи и обходится поль-
зователю, как правило, дороже. Особенно с ценой на услуги мы сталкиваемся, когда исполь-
зуем междугородные и международные направления, либо когда наша работа связана с об-
