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SEPARATELY RADIAL AND RADIAL TOEPLITZ OPERATORS
ON THE UNIT BALL AND REPRESENTATION THEORY
RAUL QUIROGA-BARRANCO
To Sergei Grudsky on the occasion of his 60th birthday.
Abstract. We study Toeplitz operators with separately radial and radial
symbols on the weighted Bergman spaces on the unit ball. The unitary equiv-
alence of such operators with multiplication operators on ℓ2 spaces was pre-
viously obtained by analytic methods in [5] and [3], respectively. We prove
that the same constructions can be performed with a purely representation
theoretic approach to obtain the same conclusions and formulas. However,
our method is shorter, more elementary and more elucidating.
1. Introduction
The weighted Bergman spaces on the unit ball, as well as in other bounded
domains, are of fundamental importance in analysis (see for example [9]). This is
very much due to the existence of a reproducing kernel for Bergman spaces, which
allows for Toeplitz operators to be considered naturally.
It has been found very useful to study Toeplitz operators whose symbols have
special symmetries. With this respect, a remarkable work is [3] where the Toeplitz
operators with radial symbols (see Section 6 for the definition) were proved to
generate a commutative C∗-algebra. The proof was based on the construction of
a Bargmann type transform that allows to simultaneously diagonalize the Toeplitz
operators into multiplication operators over an ℓ2 space. Similar results with the
same approach were obtained in [5] for Toeplitz operators with separately radial
symbols (see Section 5), thus exhibiting commutative C∗-algebras generated by
such operators.
The existence of commutative C∗-algebras generated by Toeplitz operators was
further extended to the unit ball in [4], [6] and [7]. Moreover, these works made
pretty clear the importance of the Lie subgroups of the biholomorphism group of
the corresponding domain. They also allowed to have a better understanding of
the commutative C∗-algebras generated by Toeplitz operators: a classification was
given in the case of the unit disk and several non-trivial examples were constructed
on the unit ball.
Recently, in [1] it was established the existence of several types of symbols on
every bounded symmetric domain for which the Toeplitz operators generate com-
mutative C∗-algebras. Most of such symbols were given as invariant functions with
respect to symmetric subgroups of the biholomorphism group of the corresponding
domains, and the cases presented in [1] include the separately radial and radial
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symbols. The special role of the holomorphic discrete series associated to bounded
symmetric domains (see Section 2 for the definition) was also put forward. The
proofs of the results from [1] were based on the existence of multiplicity-free re-
strictions for the holomorphic discrete series. Such proofs can, in many cases, be
traced back to the construction of Bargmann type transforms similar to the ones
used in [3, 6, 7]. In other words, there is an implicit relationship between the ana-
lytic and the representation theoretic approaches to the study of Toeplitz operators
whose symbols have symmetries.
The goal of this work is to explicitly exhibit the relationship of the analytic and
the representation theoretic approaches for the case of separately radial and radial
symbols on the unit ball. We also explain how understanding such relationship
allows to have better knowledge of these special types of Toeplitz operators.
A fundamental fact to keep in mind is that, with respect to the holomorphic
discrete series, if a symbol is invariant under a subgroup, then the corresponding
Toeplitz operator intertwines the action of the subgroup (see Proposition 2.5).
For the case of the separately radial symbols, that correspond to the subgroup
Tn of the biholomorphism group of the unit ball Bn, we define in Theorem 3.2 a
unitary operator R that plays the role of the Bargmann type transform found in
[5]. However, its definition and the proof of its properties is purely representation
theoretic. The arguments are in fact quite elementary based only on Schur’s Lemma
and the very basic facts of characters on tori. That this unitary map R plays indeed
the role of a Bargmann type transform is established in Theorem 5.1, where we
exhibit the simultaneous diagonalization of the Toeplitz operators with separately
radial symbols into multiplication operators on ℓ2(Nn). Furthermore, we obtain the
same expression for the functions that define the multiplication operators as those
found in Theorem 10.1 from [6]. Nevertheless, our proof is much more elementary
and short. In fact, our representation theoretic approach allows to have a better
understanding of the Toeplitz operators: we prove in Corollary 5.3 that the Toeplitz
operators with separately radial symbols satisfy orthogonality relations.
A corresponding study is performed for radial symbols, for which the subgroup
is U(n) with its linear action on Bn. In Theorem 4.2 we consider the same unitary
map R from Theorem 3.2 which turns out to provide a simultaneous diagonalization
of the Toeplitz operators with radial symbols as found in [3]. Our construction and
the proof of the properties are again purely representation theoretic. This time
we use Schur-Weyl duality but in its most simplest form. In any case, the main
point is the fact that the spaces of homogeneous polynomials with a fixed degree
are irreducible representations of the general linear group GL(n,C). That R plays
the role of a Bargmann type transform is now proved in Theorem 6.2. But in this
case the functions for the multiplication operators unitarily equivalent to Toeplitz
operators with radial symbols are proved to be constant on the multi-indices with
the same length, just as established in [3]. This provides a function that belongs to
ℓ∞(N), as it was also observed in [3]. However, with our representation theoretic
approach we can provide an explanation to this behavior: a Toeplitz operator with
radial symbol acts by a multiple of the identity on the spaces of homogeneous
polynomials of the same degree. The point is that the latter are precisely the
irreducible components of the representation of U(n) on every weighted Bergman
space on the unit ball (see Proposition 4.1). Finally, Theorem 6.2 provides the
same expression for the functions of the multiplication operators as those found
SEPARATELY RADIAL AND RADIAL TOEPLITZ AND REPRESENTATION THEORY 3
in Theorem 3.1 from [3]. We also prove in Corollary 6.4 a set of orthogonality
relations satisfied by the Toeplitz operators with radial symbols. Again, the proofs
are shorter and more elementary than those found in [3].
2. Preliminaries
2.1. Intertwining operators on direct sums. Let H be a Lie group and π a
unitary representation on a Hilbert space H. We recall that a bounded operator
T : H → H is called intertwining if and only if
T (π(h)v) = π(h)T (v),
for every v ∈ H and h ∈ H . In this case, we also say that T intertwines the
representation of H and we denote by EndH(H) the algebra of such intertwining
operators.
The following result is well known, but we present its proof for the sake of
completeness.
Proposition 2.1. Let H be a Lie group and π a unitary representation on a Hilbert
space H. Suppose that H contains a dense subspace that can be algebraically de-
composed as
V =
∑
j∈J
Hj
where the subspaces Hj are mutually orthogonal, closed in H and irreducible H-
invariant modules. Then, the following conditions are equivalent
(1) Hj1 6∼= Hj2 , as H-modules for every j1 6= j2,
(2) EndH(H) is commutative.
Proof. First we note that we have
H =
⊕
j∈J
Hj
as an orthogonal direct sum of Hilbert spaces.
For every j, let πj : H → Hj denote the orthogonal projection, and let T ∈
EndH(H) be given. Then, the map πj1 ◦ T : Hj2 → Hj1 is a homomorphism of
H-submodules for every j1, j2. If we assume that (1) holds, then Schur’s Lemma
implies that πj2 ◦ T |Hj1 = 0 whenever j1 6= j2, and so that T leaves invariant every
subspace Hj . Applying Schur’s lemma once more, we conclude that for every j ∈ J
the restriction T : Hj → Hj is a multiple of the identity. This proves that EndH(H)
is commutative, thus showing that (1) implies (2).
On the other hand, if there exists an isomorphism T0 : Hj1 → Hj2 of H-modules
for some j1 6= j2, then Schur’s lemma implies that the algebra EndH(Hj1 ⊕ Hj2)
consists of the maps of the form
Hj1 ⊕Hj2 → Hj1 ⊕Hj2
(u, v) 7→ (au+ bT−10 v, cT0u+ dv),
where a, b, c, d ∈ C. In particular, EndH(Hj1 ⊕ Hj2) is an algebra isomorphic to
M2(C). Extending by 0 on
⊕
j 6=j1,j2
Hj it is clear that we have a natural inclusion
EndH(Hj1 ⊕Hj2) ⊂ EndH(H)
of algebras. Hence, EndH(H) is not commutative. This now proves that (2) implies
(1). 
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We can improve the previous result to provide an interesting and useful descrip-
tion of the algebra EndH(H). Let us assume the hypotheses of Proposition 2.1 and
that its condition (1) holds. Choose (el)l∈L an orthonormal basis of H for which
we have a disjoint union
L =
⋃
j∈J
Lj
so that for every j ∈ J the set (el)l∈Lj is an orthonormal base for Hj . Let us
consider R : H → ℓ2(L) the isometry defined by
R(v) = (〈v, el〉)l∈L,
for every v ∈ H. Hence, its adjoint clearly satisfies
R∗(x) =
∑
l∈L
xlel,
for every x ∈ ℓ2(L). It follows immediately that the map
Φ : EndH(H)→ B(ℓ2(L))
T 7→ RTR∗
is an injective homomorphism of algebras. This construction is analogous to the
use of a Bargmann type transform as considered in [3, 4, 6, 5] and allows us to
obtain the following result.
Proposition 2.2. Suppose that the hypothesis of Proposition 2.1 are satisfied
and that its condition (1) holds. Then, with the above notation, every operator
T ∈ EndH(H) is unitarily equivalent to Φ(T ) = RTR∗ which is the multiplication
operator on ℓ2(L) given by the function
γT : L→ C
γT (l) =
〈
T (el), el
〉
.
Furthermore, the function γT is constant on Lj for every j ∈ J and so induces a
function γ̂T : J → C that belongs to ℓ∞(J) and that is given by
γ̂T (j) = γT (l)
whenever l ∈ Lj. In particular, the map Φ realizes an isomorphism between the
algebras EndH(H) and ℓ∞(J) given by the assignment
T 7→ γ̂T .
Proof. First we compute RTR∗ as follows. For every x ∈ ℓ2(L), we have
Φ(T )(x) = RTR∗(x)
= RT
∑
l∈L
xlel
 = R
∑
l∈L
xlT (el)

and since T acts by scalar multiplication on each Hj
= R
∑
l∈L
xl
〈
T (el), el
〉
el

=
(〈
T (el), el
〉
xl
)
l∈L
= γTx
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where γT is the function defined in the statement.
Next, we recall from the proof of Proposition 2.1 that Schur’s Lemma implies
that T is multiplication by a constant on each Hj , from which the claim involving
the definition of γ̂T follows.
On the other hand, for a given x ∈ ℓ∞(J) we can define the operator T on H by
T |Hj = x(j)IdHj ,
for every j ∈ J . Then, it is easy to see that T ∈ EndH(H) and that γ̂T = x. The
isomorphism between EndH(H) and ℓ∞(J) is now clear. 
Remark 2.3. We note that in the statement above the number
〈
T (el), el
〉
is the
eigenvalue, say λj , of the action of T on Hj when el ∈ Hj . In particular, such value
is the same for all el that belong to Hj . In fact, for every unitary vector u ∈ Hj
we have
〈
T (u), u
〉
= λj , and so this eigenvalue can be computed with any such u.
This fact will be applied in the proof of Theorem 6.2.
Remark 2.4. With the above notation, every operator T ∈ EndHH is completely
determined by either of the following
• the function γT ∈ ℓ∞(L), or
• the function γ̂T ∈ ℓ∞(J) and the dimension function
d : J → Z+ ∪ {+∞}
d(j) = dimHj .
The latter provides the point spectrum and the multiplicity function for such spec-
trum. Clearly, the spectrum consists of eigenvalues only.
2.2. Bergman spaces and Toeplitz operators on the unit ball. Following
the conventions from [9], for the unit ball Bn in Cn we let dv denote the Lebesgue
measure normalized so that v(Bn) = 1. The usual Lebesgue measure will be denoted
by dz. We will also denote by dσ the volume element of S2n−1 normalized so that
σ(S2n−1) = 1. In particular, we have (see [9])
dv = 2nr2n−1 dr dσ(2.1)
dz =
πn
n!
dv =
2πn
(n− 1)!r
2n−1 dr dσ.
On the other hand, for every α > −1 we consider the weighted measure
dvα(z) = cα(1 − |z|2)α dv(z),
where the constant
cα =
Γ(n+ α+ 1)
n!Γ(α+ 1)
=
1
nB(n, α+ 1)
is chosen so that vα(B
n) = 1. The weighted Bergman space H2α(Bn) is defined
as the subspace of holomorphic functions that lie in L2(Bn, vα). This is a closed
subspace whose orthogonal projection Bα is given as follows
Bα : L
2(Bn, vα)→ H2α(Bn)
(Bαf)(z) =
∫
Bn
f(w)(1 − z · w)−(n+α+1) dvα(w),
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where the function
B
n × Bn → C
(z, w) 7→ (1− z · w)−(n+α+1)
is called the weighted Bergman kernel.
For every a ∈ L∞(Bn, dz) we define the Toeplitz operator Ta on the weighted
Bergman space H2α(Bn) by
Ta : H2α(Bn)→ H2α(Bn)
Taf = Bα(af).
In this case, a is called the symbol of the Toeplitz operator Ta. It is easily seen
that Ta is a bounded operator with ‖Ta‖ ≤ ‖a‖∞.
On the other hand, the transformations that belong to the connected component
of the identity of the biholomorphism group of Bn are given by the following action
SU(n, 1)× Bn → Bn(2.2) ((
A b
c d
)
, z
)
7→ Az + b
c · z + d,
where z ∈ Bn is considered as a column, A is an n × n matrix, d is a complex
number and the group SU(n, 1) is defined by
SU(n, 1) = {M ∈Mn+1(C) |MIn,1M t = In,1},
where (
In 0
0 −1
)
.
We note that the actual connected component of the biholomorphism group of Bn
is the quotient of SU(n, 1) by its center. However, it is easier to use the action of
the group SU(n, 1) for our purposes.
The isotropy subgroup of 0 ∈ Bn for the action (2.2) is the subgroup{(
A 0
0 b
) ∣∣∣A ∈ U(n), b ∈ T, det(A)b = 1} .
Alternatively, the isotropy action at 0 can be realized by the linear action of U(n)
on Bn given by
U(n)× Bn → Bn
(A, z) 7→ Az,
where z is again considered as a column.
The subgroup of U(n) of diagonal matrices has elements of the form
t1 · · · 0
...
. . .
...
0 · · · tn
 ,
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where tj ∈ T for every j = 1, . . . , n. Hence, we will denote such subgroup by Tn.
The action of Tn on Bn is clearly given by
T
n × Bn → Bn
(t, z) 7→ (t1z1, . . . , tnzn).
The action of SU(n, 1) on Bn yields actions on the weighted Bergman spaces.
More precisely, for every α > −1 we have a unitary representation
πα : S˜U(n, 1)→ U(H2α(Bn))
(πα(g)f)(z) = j(g
−1, z)
α+n+1
n+1 f(g−1z),
where j(g, z) is the Jacobian at z of the transformation of Bn induced by g ∈
S˜U(n, 1) and the lift of the action (2.2) to S˜U(n, 1). In this construction it is es-
sential to consider the universal covering group S˜U(n, 1) to ensure the existence of
j(g, z)
α+n+1
n+1 as a holomorphic function of both g and z. These unitary represen-
tations define the holomorphic relative discrete series for the group S˜U(n, 1). It is
worthwhile to understand the change of parameter for the discrete series that we
made with respect to the representation theoretic notation as found, for example,
in [8]. For the latter, the parameter of the holomorphic discrete series is λ > n and
it is linearly related to our parameter α by the expression
λ = α+ n+ 1.
Note that the action of U(n) on Bn is volume preserving for the Lebesgue measure
dz. It follows that the Jacobian j(g, z) = 1 at every z ∈ Bn when g ∈ S˜U(n, 1)
projects to an element of U(n) (through the universal covering map of SU(n, 1)).
Hence, for every α > −1 the representation πα restricts to a representation of U(n)
(not just U˜(n)) and such restriction is given by
(πα(A)f)(z) = f(A
−1z),
for every A ∈ U(n), f ∈ H2α(Bn) and z ∈ Bn. Clearly the same holds for the action
of the subgroup Tn. For simplicity, we will denote by the same symbol πα these
representations for both U(n) and Tn.
The following result allows us to identify Toeplitz operators that intertwine the
representation πα restricted to a subgroup of U(n). We present the easy proof for
the sake of completeness (see also [1]).
Proposition 2.5. Let H be closed subgroup of U(n). If a ∈ L∞(Bn, dz) is H-
invariant, in other words, if it satisfies
a ◦A = a
for every A ∈ H, then, for every α > −1, we have Ta ∈ EndH(H2α(Bn)).
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Proof. First we note that, for every α > −1, the measure vα is U(n)-invariant and
so H-invariant as well. Hence, for every f ∈ H2α(Bn) and A ∈ H we have
Ta(Af)(z) =
∫
Bn
a(w)f(A−1w)(1 − z · w)−(n+α+1) dvα(w)
=
∫
Bn
a(Aw)f(w)(1 − z · Aw)−(n+α+1) dvα(w)
=
∫
Bn
a(w)f(w)(1 − (A−1z) · w)−(n+α+1) dvα(w)
= Ta(f)(A
−1z) = A ◦ Ta(f)(z),
thus implying that Ta ◦A = A ◦ Ta. 
Let us denote by P(Cn) the algebra of polynomial functions on Cn. Since vα
is a probability measure, it follows that P(Cn) ⊂ H2α(Bn) for every α > −1.
Furthermore, the following result is well known (see for example [8]) and it will
be essential for our constructions.
Proposition 2.6. The space P(Cn) is dense and U(n)-invariant in H2α(Bn) for
every α > −1.
3. Tn-intertwining operators
Let us consider the algebra EndTn(H2α(Bn)) of bounded operators on H2α(Bn)
that intertwine the representation of Tn. Our goal is to establish the commutativity
of such algebra by realizing it as an algebra of multiplication operators. Our main
tool is the following well known result, whose proof we include for completeness.
In what follows we will use without further mention the multi-index notation for
polynomials (see [9]).
Proposition 3.1. The decomposition of P(Cn) into irreducible Tn-modules is given
by
P(Cn) =
∑
m∈Nn
Czm.
More precisely, for every m ∈ Nn, the space Czm is an irreducible Tn-submodule,
and we also have Czm 6∼= Czm′ as Tn-modules and Czm ⊥ Czm′ whenever m 6= m′.
In particular, for every α > −1 we have
H2α(Bn) =
⊕
m∈Nn
Czm
as an orthogonal direct sum of Hilbert spaces that yields the decomposition of H2α(Bn)
into irreducible Tn-modules.
Proof. The first sum in the statement holds trivially and since every space Czm,
for m ∈ Nn, is 1-dimensional and Tn-invariant such sum yields a decomposition
into irreducible Tn-modules. The orthogonality of these 1-dimensional subspaces
is well known (see [9]). It remains to prove that Czm 6∼= Czm′ as Tn-modules when
m 6= m′.
For every t ∈ Tn and m ∈ Nn we have
t · zm = (t−1z)m = t−m11 · . . . · t−mnn zm,
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and so Czm is an irreducible Tn-module with character given by
χm(t) = t
−m1
1 · . . . · t−mnn .
Since the isomorphism class of an irreducible Tn-module is determined by its char-
acter, the claim that Czm 6∼= Czm′ as Tn-modules when m 6= m′ is now clear. 
Proposition 3.1 allows us to apply the results from Section 2. We do so by
choosing, for every m ∈ Nn, the monomial
fm(z) = z
m.
We recall (see [9]) that for every α > −1 we have
‖fm‖2α =
m!Γ(n+ α+ 1)
Γ(n+ |m|+ α+ 1) ,
which yields the following well known orthonormal basis for H2α(Bn)em(z) =
√
Γ(n+ |m|+ α+ 1)
m!Γ(n+ α+ 1)
zm

m∈Nn
.
With this choice of polynomials, Propositions 2.1, 2.2 and 3.1 yield the following
result.
Theorem 3.2. For every α > −1, the algebra EndTn(H2α(Bn)) is commutative.
More precisely, with the above notation and for the unitary map
R : H2α(Bn)→ ℓ2(Nn)
R(f) =
(〈f, em〉α)m∈Nn ,
every operator T ∈ EndTn(H2α(Bn)) is unitarily equivalent to RTR∗ which is the
multiplication operator on ℓ2(Nn) by the function
γT : N
n → C
γT (m) =
〈
T (em), em
〉
α
.
As a consequence of Proposition 2.2 and Theorem 3.2 we obtain the following
result.
Corollary 3.3. With the above notation, the assignment
T 7→ γT
defines an isomorphism of algebras EndTn(H2α(Bn))→ ℓ∞(Nn).
4. U(n)-intertwining operators
Let us now consider the algebra EndU(n)(H2α(Bn)) of bounded operators on
H2α(Bn) that intertwine the representation of U(n). This time, the section’s goal is
to prove the commutativity of this algebra by realizing it as an algebra of multipli-
cation operators. The main ingredient to achieve this is the following well known
result. Again, we present the proof for the sake of completeness.
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Proposition 4.1. Let us denote by Pk(Cn) the space of homogeneous polynomials
on Cn of degree k. Then, the decomposition of P(Cn) into irreducible U(n)-modules
is given by
P(Cn) =
∑
k∈N
Pk(Cn).
More precisely, for every k ∈ N, the space Pk(Cn) is an irreducible U(n)-submodule,
and we also have Pk(Cn) 6∼= P l(Cn) as U(n)-modules and Pk(Cn) ⊥ P l(Cn) when-
ever k 6= l. In particular, for every α > −1 we have
H2α(Bn) =
⊕
k∈N
Pk(Cn)
as an orthogonal direct sum of Hilbert spaces that yields the decomposition of H2α(Bn)
into irreducible U(n)-modules.
Proof. Consider the general linear group on Cn which is denoted by GL(n,C). We
recall that U(n) is the set of real points for a suitable algebraic structure of GL(n,C)
over R. In particular, U(n) is Zariski dense in GL(n,C). The group GL(n,C) acts
by the following expression on the space of complex polynomials
GL(n,C)× P(Cn)→ P(Cn)
(Af)(z) = f(A−1z),
whose restriction to U(n) is precisely the representation πα of U(n) on polynomial
functions. Clearly, this GL(n,C)-action leaves invariant every subspace Pk(Cn).
Furthermore, the representation of GL(n,C) on the (finite dimensional) space
Pk(Cn) is rational in the sense of algebraic groups (see [2]). Thus, the Zariski den-
sity of U(n) in GL(n,C) implies that a subspace of Pk(Cn) is GL(n,C)-invariant if
and only if it is U(n)-invariant. In particular, the decompositions into irreducible
submodules of each Pk(Cn), and so of P(Cn), with respect to either GL(n,C) or
U(n) are the same.
On the other hand, one can use the Schur-Weyl duality of GL(n,C) × C∗ to
determine the decomposition of each Pk(Cn) into irreducible submodules. Apply-
ing the results in Section 5.6.2 from [2] (see for example Theorem 5.6.7 of this
reference) it follows that Pk(Cn) is an irreducible GL(n,C)-module. That these
irreducible modules are mutually non-isomorphic follows from the fact that they all
have different dimension.
Next, we note that the orthogonality of the subspaces Pk(Cn) follows since these
are irreducible mutually non-isomorphic and the U(n)-representation is unitary. 
Proposition 4.1 allows us to apply the results from Section 2. We will consider,
for every α > −1, the same Hilbert base (em)m∈Nn defined in Section 3. Hence,
Propositions 2.1, 2.2 and 4.1 yield the following result.
Theorem 4.2. For every α > −1, the algebra EndU(n)(H2α(Bn)) is commutative.
More precisely, for the above notation and for the unitary map
R : H2α(Bn)→ ℓ2(Nn)
R(f) =
(〈f, em〉α)m∈Nn ,
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every operator T ∈ EndU(n)(H2α(Bn)) is unitarily equivalent to RTR∗ which is the
multiplication operator on ℓ2(Nn) by the function
γT : N
n → C
γT (m) =
〈
T (em), em
〉
α
.
Furthermore, let us choose for every k ∈ N a unitary vector uk ∈ Pk(Cn) and
consider the function
γ̂T : N→ C
γ̂T (k) =
〈
T (uk), uk
〉
α
.
Then, we have
γ̂T (|m|) = γT (m),
for every m ∈ Nn. In particular, γT (m) = γT (m′) whenever m,m′ ∈ Nn and
|m| = |m′|.
Proof. The claims involving R follow directly from Proposition 2.2. By the last
claim of such proposition, it also follows that for every k ∈ N, the function γT is
constant on the set of values m ∈ Nn for which em ∈ Pk(Bn), in other words, when
|m| = k.
On the other hand, as in the proof of Proposition 2.1 and by Proposition 4.1,
Schur’s Lemma implies that Ta acts by a scalar multiple on Pk(Cn) for every k ∈ N.
In particular, we have
〈Tauk, uk〉α = 〈Taem, em〉α ,
whenever k = |m|. 
As a consequence of Proposition 2.2 and Theorem 4.2 we obtain the following
result.
Corollary 4.3. With the above notation, the assignment
T 7→ γ̂T
defines an isomorphism of algebras EndU(n)(H2α(Bn))→ ℓ∞(N).
5. Toeplitz operators with separately radial symbols
Following [6], we say that a function a ∈ L∞(Bn, dz) is separately radial if it
satisfies
a(z) = a(z1, . . . , zn) = a(|z1|, . . . , |zn|)
for almost every z ∈ Bn. In other words, the function a is separately radial if
and only if it is Tn-invariant. The corresponding Toeplitz operator is thus called a
separately radial Toeplitz operator. By Proposition 2.5 it follows that a separately
radial Toeplitz operator is Tn-invariant in every Bergman space H2α(Bn). These
remarks and Theorem 3.2 allow us to obtain the following result.
Theorem 5.1. The C∗-algebra generated by Toeplitz operators with separately ra-
dial symbols is commutative.
More precisely, for every α > −1, let us consider the orthonormal base (em)m∈Nn
of H2α(Bn) where
em(z) =
√
Γ(n+ |m|+ α+ 1)
m!Γ(n+ α+ 1)
zm
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for every z ∈ Bn and m ∈ Nn, and let us define the unitary map
R : H2α(Bn)→ ℓ2(Nn)
R(f) =
(〈f, em〉α)m∈Nn .
Then, for every separately radial symbol a ∈ L∞(Bn), the Toeplitz operator Ta
is unitarily equivalent to the multiplication operator RTaR
∗ = γa,αI where the
function γa,α ∈ ℓ∞(Nn) is given by
γa,α(m) = 〈Taem, em〉α = 〈aem, em〉α
=
2nΓ(n+ |m|+ α+ 1)
m!Γ(α+ 1)
∫
τ(Bn)
a(r)r2m(1 − r2)α
n∏
j=1
rj drj
=
Γ(n+ |m|+ α+ 1)
m!Γ(α+ 1)
∫
∆(Bn)
a(
√
r)rm(1− (r1 + · · ·+ rn))α dr,
for every m ∈ Nn, where ∆(Bn) is the set of point r ∈ Rn such that r1+ · · ·+rn < 1
and rj ≥ 0, for every j = 1, . . . , n, and
√
r = (
√
r1, . . . ,
√
rn).
Proof. By Proposition 2.5 and Theorem 3.2 it is enough to compute
〈aem, em〉α = cα
∫
Bn
a(z)|em(z)|2(1 − |z|2)α dv(z)
=
cαn!
‖zm‖2απn
∫
Bn
a(|z1|, . . . , |zn|)|zm|2(1− |z|2)α dz
and using polar coordinates in each axis of Cn we obtain
=
2nΓ(n+ |m|+ α+ 1)
m!Γ(α+ 1)
∫
τ(Bn)
a(r)r2m(1 − r2)α
n∏
j=1
rj drj .
The last identity is obtained by applying the change of coordinates r 7→ r2. 
Remark 5.2. We note that the formulas of the previous result are exactly the same
as those found in Theorem 10.1 from [6] and computed in Theorem 3.1 from [5].
As a consequence of Theorem 5.1 we obtain the following orthogonality relations.
Corollary 5.3. If a ∈ L∞(Bn, dz) is a separately radial symbol, then for every
α > −1 we have〈
Taz
m, zm
′
〉
α
=
〈
azm, zm
′
〉
α
=

0 if m 6= m′∫
∆(Bn)
a(
√
r)rm(1− (r1 + · · ·+ rn))α dr if m = m′ ,
for every m,m′ ∈ Nn.
Remark 5.4. Note that in the previous corollary another formula can be obtained
from the expression of γa,α in Theorem 5.1 that involves integration over τ(B
n).
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6. Toeplitz operators with radial symbols
Following [3], we say that a function a ∈ L∞(Bn, dz) is radial if it satisfies
a(z) = a(|z|)
for almost every z ∈ Bn. Hence, the function a is radial if and only if it is U(n)-
invariant. A Toeplitz operator is called radial if its symbol is radial. By Proposi-
tion 2.5 it follows that a radial Toeplitz operator is U(n)-invariant in every Bergman
space H2α(Bn). We will now apply Theorem 4.2 to obtain the structure of radial
Toeplitz operators. This requires the choice of unitary vectors on each term in the
decomposition of H2α(Bn) into irreducible U(n)-modules, in other words, we need
to choose and normalize a non-zero element in each subspace Pk(Cn).
For each k ∈ N, let us choose the element of Pk(C) given by
fk(z) =
∑
m∈Nn
|m|=k
√(
k
m
)
zm,
where the multinomial coefficient is defined by(
k
m
)
=
k!
m1! · . . . ·mn! ,
for every m ∈ Nn such that |m| = k.
Lemma 6.1. For every α > −1 and for the above notation we have
‖fk‖2α = ncαB(n+ k, α+ 1) =
B(n+ k, α+ 1)
B(n, α+ 1)
.
Proof. We compute
‖fk‖2α = cα
∫
Bn
|fk(z)|2(1− |z|2)α dv(z)
= cα
∑
m,m′∈Nn
|m|=|m′|=k
√(
k
m
)(
k
m′
)∫
Bn
zmzm
′
(1 − |z|2)α dv(z),
by the orthogonality of the monomials in the Bergman spaces (see [9]) we have
= cα
∑
m∈Nn
|m|=k
(
k
m
)∫
Bn
zmzm(1− |z|2)α dv(z)
= cα
∫
Bn
∑
m∈Nn
|m|=k
(
k
m
)
|z1|2m1 · . . . · |zn|2mn(1− |z|2)α dv(z)
= cα
∫
Bn
(|z1|2 + · · ·+ |zn|2)k(1− |z|2)α dv(z),
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and with respect to spherical coordinates we obtain from (2.1)
= 2ncα
∫ 1
0
∫
S2n−1
r2k(1− r2)αr2n−1 drdσ
= 2ncα
∫ 1
0
r2n+2k−1(1− r2)α dr
= ncαB(n+ k, α+ 1)
=
B(n+ k, α+ 1)
B(n, α+ 1)
.

For every α > −1, we consider the set of polynomials given by(
uk =
fk
‖fk‖α
)
k∈N
which is orthonormal in H2α(Bn), for every α > −1, and that has exactly one
element in each space Pk(Cn).
Theorem 6.2. The C∗-algebra generated by Toeplitz operators with radial symbols
is commutative.
More precisely, for every α > −1, let us consider the orthonormal base (em)m∈Nn
of H2α(Bn) defined in Theorem 5.1, and the unitary operator
R : H2α(Bn)→ ℓ2(Nn)
R(f) =
(〈f, em〉α)m∈Nn .
Then, for every radial symbol a ∈ L∞(Bn, dz), the Toeplitz operator Ta is unitarily
equivalent to the multiplication operator RTaR
∗ = γa,αI where γa,α ∈ ℓ∞(Nn) is
given by
γa,α(m) = 〈Taem, em〉α = 〈aem, em〉α
for every m ∈ Nn. This function satisfies γa,α(m) = γa,α(m′), for m,m′ ∈ Nn such
that |m| = |m′|, and so it determines a function
γ̂a,α : N→ C
γ̂a,α(|m|) = γa,α(m)
where m ∈ Nn. Furthermore, we have
γ̂a,α(k) =
2
∫ 1
0
a(r)r2n+2k−1(1 − r2)α dr
B(n+ k, α+ 1)
=
∫ 1
0
a(
√
r)rn+k−1(1− r)α dr
B(n+ k, α+ 1)
,
for every k ∈ N.
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Proof. By the previous remarks, Theorem 4.2 and our choice of unitary vectors
(uk)k∈N it is enough to compute the following
〈auk, uk〉α = cα
∫
Bn
a(z)|uk(z)|2(1− |z|2)α dv(z)
=
cα
‖fk‖2α
∫
Bn
a(z)
∑
m∈Nn
|m|=k
√(
k
m
)
zm
∑
m′∈Nn
|m′|=k
√(
k
m′
)
zm
′
(1 − |z|2)α dv(z)
=
cα
‖fk‖2α
∑
m,m′∈Nn
|m|=|m′|=k
√(
k
m
)(
k
m′
)∫
Bn
a(z)zmzm
′
(1 − |z|2)α dv(z),
we now recall (see [9]) that the orthogonality of the monomials zm depends on the
invariance of the measure vα with respect to U(n), and since a(z)(1 − |z|2)α dv(z)
satisfies this same invariance we have
=
cα
‖fk‖2α
∑
m∈Nn
|m|=k
(
k
m
)∫
Bn
a(z)zmzm(1− |z|2)α dv(z)
=
cα
‖fk‖2α
∫
Bn
a(z)
∑
m∈Nn
|m|=k
(
k
m
)
|z1|2m1 . . . |zn|2mn(1− |z|2)α dv(z)
=
cα
‖fk‖2α
∫
Bn
a(z)|z|2k(1 − |z|2)α dv(z),
introducing spherical coordinates we obtain
=
2ncα
‖fk‖2α
∫ 1
0
a(r)r2n+2k−1(1− r2)α dr,
and applying Lemma 6.1 we obtain
=
2
∫ 1
0
a(r)r2n+2k−1(1− r2)α dr
B(n+ k, α+ 1)
.
This provides the value of γ̂a,α(k) for k ∈ N. The last identity in the statement is
obtained by applying the change of coordinates r 7→ r2. 
Remark 6.3. Our formulas are similar to formula (3.1) found in Theorem 3.1 from
[3]. In fact, from following the definition of the coefficients considered in [3] it is pos-
sible to prove that they are exactly the same. However, our approach has provided
an interpretation of such coefficients and the expression for γ̂a,α: the function γ̂a,α
of the multiplication operator equivalent to Ta is computed as the orthogonal pro-
jections of the values of Ta onto the irreducible components of H2α(Bn) with respect
to the representation of the group U(n). Moreover, this representation theoretic
approach has in fact allowed us to obtain our more explicitly presented formulas.
From Theorem 6.2 we obtain the following orthogonality relations.
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Corollary 6.4. If a ∈ L∞(Bn, dz) is a radial symbol, then for every α > −1 we
have〈
Taz
m, zm
′
〉
α
=
〈
azm, zm
′
〉
α
=

0 if |m| 6= |m′|
Γ(n+ |m|+ α+ 1)
m!Γ(n+ α+ 1)B(n+ k, α+ 1)
∫ 1
0
a(
√
r)rn+k−1(1 − r)α dr if |m| = |m′| ,
for every m,m′ ∈ Nn.
Proof. By the proof of Proposition 2.1, Schur’s Lemma implies that Ta preserves
the spaces Pk(Cn) for every k ∈ N. Moreover, by Proposition 4.1 these spaces are
mutually orthogonal. This implies the first case.
For the second case, we use again the application of Schur’s Lemma in Proposi-
tion 4.1. This shows that the value 〈Tau, u〉α is the same for every unitary vector
u ∈ Pk(Cn). In particular, we have
〈Taem, em〉α =
〈
Tau|m|, u|m|
〉
α
for every m ∈ Nn. And the result follows by writing down em in terms of zm and
the formulas from Theorem 6.2. 
Remark 6.5. Note that in the previous corollary another formula can be obtained
from the expression of γ̂a,α in Theorem 6.2 that uses a(r) instead of a(
√
r).
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