In this paper, we develop a new nonconvex approach to the problem of low-rank and sparse matrix decomposition. In our nonconvex method, we replace the rank function and the ℓ0norm of a given matrix with a non-convex fraction function on the singular values and the elements of the matrix respectively. An alternative direction method of multipliers algorithm is utilized to solve our nonconvex problem with the non-convex fraction function penalty. Numerical experiments on video surveillance show that our method performs very well in separating the moving objects from the static background.
I. INTRODUCTION
The problem of low-rank and sparse matrix decomposition considers to recover the essentially low-rank data matrix from a large data matrix with sparse errors. In other words, it aims to decompose a data matrix into a sum of two components, one having low rank, the other being sparse. The problem of low-rank and sparse matrix decomposition has been widely applied in automated background removal in video [1] , text analysis [2] , image alignment [3] and shadows and specularities removing in face images [4] .
In mathematics, the problem of low-rank and sparse matrix decomposition for a large data matrix M ∈ R m×n can be defined as
where L ∈ R m×n is the low-rank matrix, and S ∈ R m×n is the sparse error matrix. One can exactly recover the low rank matrix L and sparse error matrix S from M = L + S by solving the following optimization problem: min L,S∈R m×n rank(L) + λ S 0 , subject to M = L + S, (2) where λ > 0 is a tuning parameter, rank(L) represents the rank of matrix L, and S 0 is the ℓ 0 -norm of the matrix S, which counts the number of nonzero elements. In general, however, problem (2) is a challenging nonconvex optimization problem and is known as NP-hard because of the discrete natures of the rank function rank(L) and ℓ 0 -norm S 0 . Motivated by our previous results and inspired by the good performance of the nonconvex fraction function in compressed sensing [5] and affine matrix rank minimization problem [6] , in this paper, we replace the rank function rank(L) and the ℓ 0 -norm S 0 in problem (2) with the continuous promoting low rank non-convex function
ρ a (σ i (L)), n 1 = min{m, n} (3) and the continuous promoting sparse non-convex function
respectively, where σ(L) is the vector of singular values of matrix L (σ i (X) represents the ith largest singular value of matrix L arranged in descending order), S i,j is the i, jth element of the matrix S and the nonconvex function ρ a (t) = a|t| a|t| + 1
is the fraction function for all a ∈ (0, +∞). With the change of parameter a > 0, we have 
Then, the function P a (σ(L)) interpolates the rank of matrix L:
ρ a (σ i (L)) = rank(L) (7) and the function P a (S) interpolates the ℓ 0 -norm of matrix S:
By this transformation, we can state the following minimization problem min L,S∈R m×n P a (σ(L))+λP a (S), subject to M = L+S (9)
as the approximation for the NP-hard problem (2) . In fact, the non-convex constrained problem (9) is computationally harder to solve, and it is also NP-hard. In this paper, we consider the following augmented Lagrange minimization problem of the nonconvex constrained problem (9):
is the Lagrange multiplier matrix and the parameter µ > 0 leading to an optimization problem that can be easily solved.
The rest of this paper is organized as follows. In Section II, we summarize some preliminary results that will be used in this paper. In Section III, we use an alternative direction method of multipliers (ADMM) algorithm to solve the problem (10). In Section IV, we present some numerical experiments on video surveillance to demonstrate the performances of our method. Finally, some conclusion remarks are presented in Section V.
II. PRELIMINARIES
In this section, we summarize some crucial results and definitions that will be used in this paper. Lemma 1. (see [5] , [6] ) Define a function of β ∈ R as
where γ ∈ R, the proximal mapping of the function f λ can be described as
where g a,λ is defined as
and the threshold value satisfies
Definition 1. Let X = U Diag(σ i (X))V ⊤ be the singular value decomposition of matrix X ∈ R m×n , we define the singular value thresholding operator G λ on the matrix X and nonconvex fraction function ρ a as
where the proximal mapping operator prox f λ is defined in Lemma 1.
Definition 2. For any matrix X ∈ R m×n , we define the matrix thresholding operator F λ on matrix X and nonconvex fraction function ρ a as
The singular value thresholding operator G λ defined in Definition 1 simply applies the proximal operator prox ρa λ to the singular values of a matrix, and effectively shrinks them towards zero. It is clear that if many of the singular values of matrix X are below the threshold value t * a,λ , the rank of G λ (X) may be considerably lower than the rank of matrix X. Similarly, the matrix thresholding operator F λ defined in Definition 2 simply applies the proximal operator prox ρa λ to the elements of a matrix. If many of the elements of matrix X are below the threshold value t * a,λ , the matrix thresholding operator F λ effectively shrinks them towards zero, and the matrix F λ (X) may be considerably a sparse matrix.
III. THE ALGORITHM FOR SOLVING THE PROBLEM (10)
In this section, we use an alternative direction method of multipliers (ADMM) algorithm [4] to solve the problem (10).
We proceed the ADMM algorithm by recognizing
(18) with fixed L ∈ R m×n , and there are very simple and efficient solutions to both of them. Combining problem (17), Lemma 1 and Definition 1, it is easy to show that arg min While not converged do
The ADMM algorithm for solving the problem (10) can be summarized in Algorithm 1. It is necessary to emphasize that, in this paper, we cannot prove the convergence of the Algorithm 1, and we would like to treat it as our future work. 
IV. NUMERICAL EXPERIMENTS
In this section, we present some numerical experiments on video surveillance to demonstrate the performances of our method. The video surveillance is a natural candidate for the problem of low-rank and sparse matrix decomposition due to the correlation between frames and the sparsity of the foreground variations. In this paper, the numerical experiments are all conducted on a personal computer (3.40GHz, 16.0GB RAM) with MATLAB R2015b
We consider a busy scene video introduced in [7] . This video has a relatively static background, but significant foreground variations. We generate the first 200 frames, and the size of each is 144 × 176, and the size of our resulting matrix M is 25344 × 200. We decompose matrix M into a lowrank term and a sparse term by Algorithm 1. In our numerical experiments, we set the parameters λ = 1 12 , µ = 2 M 2 2 , and consider the cases of a ∈ {0.1, 0.3, 0.5, 1, 2, 5, 20}. We measure the relative error M−L k −S k F M F versus the iteration number of the Algorithm 1 for different values of a. The optimal L * should be of rank 1 because of the static of background. Then M − L * = S * will consist of solely objects that are moving. In our numerical experiments, the sparsity of optimal S * is set to 3.1 × 10 5 . The results are given in Fig.  5 , with a few cases shown in Figs. 1, 2, 3 As we can see, our algorithm has the best performance in iteration k = 1 when the parameter a is set to 0.1, with a = 0.3 as the second and a = 20 as the last.
It is interesting to mention that, as the iteration number exceeds 2, the parameter a = 1 performs the best in our numerical experiments, with a = 2 as the second and a = 0.1 as the last.
V. CONCLUSION
In this paper, based on the nonconvex fraction function, we presented a nonconvex optimization problem for the low-rank and sparse matrix decomposition. The ADMM algorithm is utilized to solve our nonconvex optimization problem, and the numerical results on video surveillance show that our method performs very well in separating the moving objects from the the static background.
There are some interesting future work. First, the convergence of our algorithm is not proved in this paper, and we would like to treat it as our future work. Second, the numerical results on video surveillance suggest that our method could very well separate the moving objects and the the static background in one iteration. It is possible to provide some support in theory under some conditions.
