Targeted maximum likelihood estimation (TMLE) is a general method for estimating parameters in semiparametric and nonparametric models. The key step in any TMLE implementation is constructing a sequence of least-favorable parametric models for the parameter of interest. This has been done for a variety of parameters arising in causal inference problems, by augmenting standard regression models with a "clevercovariate." That approach requires deriving such a covariate for each new type of problem; for some problems such a covariate does not exist. To address these issues, we give a general TMLE implementation based on exponential families. This approach does not require deriving a clever-covariate, and it can be used to implement TMLE for estimating any smooth parameter in the nonparametric model. A computational advantage is that each iteration of TMLE involves estimation of a parameter in an exponential family, which is a convex optimization problem for which software implementing reliable and computationally efficient methods exists. We illustrate the method in three estimation problems, involving the mean of an outcome missing at random, the parameter of a median regression model, and the causal effect of a continuous exposure, respectively. We conduct a simulation study comparing different choices for the parametric submodel. We find that the choice of submodel can have an important impact on the behavior of the estimator in finite samples.
Introduction
Targeted maximum likelihood estimation (TMLE [1, 2] , is a general, iterative algorithm for estimation in semiparametric or nonparametric models. The key to each iteration of the TMLE is to specify and fit a parametric submodel with certain properties, described in detail below. (A parametric submodel is a parametric model contained in the overall model.) Throughout this paper, the overall model is a nonparametric model. Therefore, many choices are available for the form of the parametric submodel.
We demonstrate a general approach for defining a parametric submodel that satisfies the conditions required by TMLE. This approach removes the need to derive a so-called "clever-covariate" tailored to each new estimation problem. The key idea is to define the parametric submodel as an exponential family with sufficient statistic equal to the efficient influence function (defined below) of the parameter of interest. A computational advantage of this choice is that because the parametrization as well as the parameter space of an exponential family are always convex [3] , standard methods for optimization can be applied to solve this problem. Another advantage of this approach is that it can be applied to a wide variety of estimation problems. Specifically, it can be used to estimate any smooth (i.e., pathwise differentiable) parameter defined in the nonparametric model, under conditions described below.
We demonstrate how to implement TMLE using exponential families in the following three estimation problems: 1. Estimating the mean of an outcome missing at random, where covariates are observed for the entire sample. 2. We consider a median regression model, which may by misspecified, i.e., the true data generating distribution may fail to satisfy the assumptions of the model. We define an extension of the parameter in the median regression model, which is well-defined even under model misspecification. This nonparametric extension is then estimated. 3. Estimating the causal effect of a continuous-valued exposure.
For the first problem, various authors have investigated the performance of TMLE under different submodels. In particular, Gruber and van der Laan [4] , Porter et al. [5] and Gruber and van der Laan [6] discuss TMLE implementations using weighted logistic and linear submodels. Schnitzer et al. [7] develop TMLE implementations that involve an exponential family to model the outcome conditional on covariates and treatment history. These TMLE implementations are tailored to the parameter and the form of its efficient influence function in the first problem above, and do not directly generalize to estimating the parameters in the second and third examples (where a logistic or linear submodel as in the aforementioned related work would not be applicable for the type of variables considered). In contrast, the exponential family approach presented below is not specific to the first example above, and may be used to estimate any smooth parameter, as we demonstrate in the other two examples.
We conduct a simulation study comparing different choices for the parametric submodel, focusing on the first example above. We find that this choice can have an impact on estimator performance.
We next present an overview of the TMLE template, and illustrate the implementation of TMLE for each of the three problems above. We conclude with a discussion of practical issues and directions for future research.
Targeted maximum likelihood template
Let the random vector representing what is observed on an experimental unit be denoted by O, with sample space o. Let fO 1 ; . . . ; O n g be an independent, identically distributed sample of observations O, each drawn from the unknown, true distribution P 0 . We assume that P 0 2 m, where m is the nonparametric model, defined as the class of all distributions having a continuous density with respect to a dominating measure ν. Let m 0 denote the class of all densities corresponding to a distribution in m, and let p 0 denote the density corresponding to P 0 . Let Ψð pÞ denote a d-dimensional Euclidean parameter with known efficient influence function Dð p 0 ; OÞ. That is, Ψ is a mapping from m to R d for which Dð p 0 ; OÞ is the pathwise derivative, as defined, e.g., in Bickel et al. [8] . We refer to such a parameter as a smooth parameter. Many commonly used parameters are smooth, including all those in this paper. We assume that the efficient influence function for the parameter of interest is known, which is generally a requirement for using the TMLE algorithm below. Fortunately, for many estimation problems the efficient influence function has been derived. The efficient influence function, by definition, satisfies ð Dðp; oÞpðoÞdνðoÞ ¼ 0 for all p 2 m 0 :
Denote the true value Ψð p 0 Þ by ψ 0 . The template for a targeted maximum likelihood estimator is defined by the following steps: 1. Construct an initial estimator p 0 of the true, unknown density p 0 ; 2. Construct a sequence of updated density estimates p k , k ¼ 1; 2; . . .. Given the current density estimate p k , the updated density p kþ1 is constructed by specifying a regular parametric submodel fp k " : " 2 Rg of m, where R is an open subset of R d . The submodel is required to satisfy two conditions. First, it must equal the current density estimate p k at " ¼ 0, i.e., p k 0 ¼ p k . Second, the score of p k " at " ¼ 0 must equal the efficient influence function for Ψ at p k , i.e.,
; for all possible values of o 2 o: ð2Þ
The parameter " of the submodel fp k " : " 2 R is fit using maximum likelihood estimation, i.e.,
and the updated density p kþ1 is defined to be the density in the parametric submodel fp k " : " 2 R d g corresponding to", i.e., p kþ1 ¼ p k " . 3. Iterate the previous step until convergence, i.e., until" % 0. Denote the last step of the procedure by k ¼ k Ã . 4. Define the TMLE of ψ 0 to be the substitution estimatorψ;Ψðp k Ã Þ.
The TMLE algorithm above can be generalized in the following ways: one can let each p k represent an estimate of only certain components of the density p (typically those components relevant to estimation of the parameter Ψ for a specific problem); the parametric submodel may satisfy a relaxed score condition, in that the efficient influence function need only be contained in the linear span of the score at " ¼ 0; or another loss function may be used in place of the log-likelihood for estimating " in eq. (3). We discuss the latter generalization in more detail in Section 4.3.
The result of the above TMLE procedure is that at the final density estimate p k Ã , we have
i.e., the final density estimate is a solution to the efficient influence function estimating equation. This property, combined with the estimator being a substitution estimatorψ;Ψðp kÃ Þ and the smoothness of the parameter, is fundamental to proving that TMLE has desirable properties. For example, it is asymptotically linear with influence function equal to the efficient influence function under certain assumptions, as described by van der Laan and Rubin [2]. We give a heuristic argument for eq. (4), which is rigorously justified under regularity conditions given in Result 1 of van der Laan and Rubin [2] . Assume that at the final iteration of TMLE, i.e., the iteration where p kÃ is defined, we have" ¼ 0. Then by eq. (3), the penultimate density p kÃÀ1 must satisfy
If log p k Ã À1 " is strictly convex in ", then the derivative at " ¼ 0 of the right side of eq. (5) equals 0, which implies
where the second equality follows from the score condition (2) and third equality follows since by construction in step 2 we have p k Ã ¼ p kÃÀ1
. This completes the heuristic argument for eq. (4).
Implementing TMLE using an exponential family
The key step in the TMLE algorithm is step 2, which requires a choice of the parametric submodel at each iteration k. Let p k denote the density at the current iteration k, and consider construction of the parametric model in step 2. The focus of this paper is to illustrate in several examples the general approach of selecting the parametric submodel to be the following exponential family:
where the normalizing constant cð"; p k Þ ¼ Ð expf"Dðp k ; oÞgp k ðoÞdνðoÞ Â Ã À1 . The model is defined for all " 2 R d for which the integral in cð"; p k Þ is finite. By construction, the sufficient statistic in the model (7) is the efficient influence function D for the parameter of interest.
A key feature of the parametric model (7) is that it automatically satisfies the TMLE conditions from step 2 in Section 2. Therefore, for any smooth parameter, one can use this type of submodel in the TMLE algorithm. This removes the need to analytically derive a special parametric model (based on, e.g., a clever covariate) tailored to one's estimand of interest. Another advantage of using eq. (7) as a submodel is that maximum likelihood estimation of " in an exponential family is a convex optimization problem, which is computationally tractable. In particular, we take advantage of the various R functions available to solve convex optimization problems.
The above parametric submodel (or a variant of it) is used below in Sections 4.4, 5, and 6 to construct TMLE implementations. The latter two problems involve first decomposing the efficient influence function, and then using submodels of the form (7) that involve certain components of this decomposition; these examples show the flexibility of the above approach.
We next show that the parametric model (7) automatically satisfies the two conditions in step 2 of the TMLE algorithm. First, by eq. (7), we have at " ¼ 0 that p k " ¼ p k . Second, the score condition (2) holds since we have, for all possible values of o 2 o, where the second equality follows from exchanging the order of differentiation and integration (justified under smoothness conditions by Fubini's Theorem), and the last equality follows from Ð Dðp k ; oÞp k ðoÞ dνðoÞ ¼ 0 by eq. (1).
In Section 4.5, we illustrate a different implementation of TMLE that uses parametric submodels given by
for c 0 ð"; p k Þ a normalizing constant, and which also has a convex log-likelihood function.
In Sections 4-6, we describe three estimation problems that can be solved with TMLE. The first problem, estimating the mean of a variable missing at random, is an example where there exists a TMLE implementation that requires a single iteration and that can be solved through a logistic regression of the outcome on a so called "clever covariate." In contrast, the examples in Sections 5-6 generally require multiple iterations, and cannot be solved using a clever covariate.
Example 1: The mean of a variable missing at random 4.1 Problem definition
Assume we observe n independent, identically distributed draws O 1 ; . . . ; O n , each having the observed data structure O ¼ ðX; M; MYÞ, P 0 , where X is a vector of baseline random variables, M is an indicator of the outcome being observed, and Y is the binary outcome. For participants with M ¼ 0, we do not observe their outcome Y (since we only observe MY, which equals zero for such participants); however, these participants do contribute baseline variables. The only assumptions we make on the joint distribution of ðX; M; YÞ are that Y is missing at random conditioned on X, i.e., M ?? YjX, and that PðM ¼ 1jXÞ > 0 with probability 1.
Without loss of generality, we assume that Y is binary valued or takes values in ð0; 1Þ. Define the outcome regression μðXÞ;E P ðYjM ¼ 1; XÞ, the propensity score p M ðXÞ;PðM ¼ 1jXÞ, and the marginal density p X ðXÞ of the baseline variables X. All of these components of the density p are assumed unknown. The parameter of interest is E P ðYÞ, which by the missing at random assumption equals E pX ðμðXÞÞ. This parameter only depends on the components p X and μ of the joint distribution P. We denote the parameter of interest as Ψðμ; p X Þ ¼ E P ðYÞ;E pX ðμðXÞÞ, where E pX denotes the expectation with respect to the marginal distribution of X.
Note that in general E p X ðμðXÞÞÞE P ðYjM ¼ 1Þ (since the latter equals E p XjM¼1 ðμðXÞÞ, i.e., the expectation of μðXÞ with respect to the distribution of X given M ¼ 1) except in the special case called missing completely at random, where M and X are marginally independent. Denote the true mean of Y by ψ 0 . Identification and estimation of ψ 0 is a widely studied problem (e.g [9, 10] ). The estimation problem becomes particularly challenging when the dimension of X is large, since nonparametric estimators using empirical means suffer from the curse of dimensionality. It is a challenging problem even when X consists of a few, continuousvalued, baseline variables, as shown by Robins and Ritov [10] .
Below, we contrast four TMLE implementations for the above estimation problem. The purpose is to compare multiple options for the parametric submodel, in this simple problem. Also, we demonstrate the general approach of using the exponential family (7) as parametric submodel, in this relatively well-studied problem, before applying it to more challenging problems in Sections 5 and 6. In Section 4.2 we present an implementation of TMLE from van der Laan and Rubin [2], which requires only a single iteration. A variation of this estimator that uses weighted logistic regression is presented in Section 4.3. In Section 4.4, we describe a TMLE implementation using the exponential family (7) as μa submodel; we also present a fourth implementation using the submodel (14) .
Under the conditions described in Theorem 1 of Appendix 8, the asymptotic distribution of the TMLE estimator is equal under different choices of submodel when each of the initial estimators p 0 M and μ 0 converges to its true value at a rate faster than n 1=4 . However, the choice of submodel may impact finite sample performance. Also, when one of the estimators p 0 M and μ 0 does not converge to the true value, the submodel choice may even affect performance asymptotically. To shed light on this, we perform a simulation study in Section 4.5.
In general, TMLE implementations require that one has derived the efficient influence function of the parameter of interest with respect to the assumed model (which is the nonparametric model throughout this paper). For the parameter in this section, the efficient influence function is given by see e.g., Bang and Robins [11] Dðp; OÞ ¼ M p M ðXÞ fY À μðXÞg þ μðXÞ À Ψðμ; p X Þ: ð9Þ
We will also denote Dðp; OÞ by Dðμ; p M ; p X ; OÞ, using the fact that the density p can be decomposed into the components μ; p M ; p X defined above.
First TMLE implementation for the mean of an outcome missing at random
The first TMLE implementation has been extensively discussed in the literature (e.g. [1, 2] ), and we only provide a brief recap. Following the template from Section 2, we first define initial estimators μ 0 and p 0 M of μ and p M , respectively. These could be obtained, e.g., by fitting logistic regression models. We set the initial estimator p 0 X of p X to be the empirical distribution of the baseline variables X, i.e., the distribution placing mass 1=n on each observation of X. The TMLE presented next is equivalent to the estimator presented on page 1,141 of Scharfstein et al. [12] when is a logistic regression model fit including an explanatory covariate H Y , defined below. A detailed discussion of the similarities between the TMLE template and the estimators that stem from Scharfstein et al. [12] is presented in Appendix 2 of Rosenblum and van der Laan [13] .
This implementation of the TMLE algorithm μ 0 is available in the R package tmle [14] . We now show the construction of a parametric submodel for this problem.
Construction of the parametric submodel
In this implementation of TMLE, the components p X and μ are each updated separately, such that they solve the corresponding part of the efficient influence function estimating equation. Consider the k-th step of the TMLE algorithm described in Section 2. For the conditional expectation of Y given X among individuals with M ¼ 1, and an estimator μ k , we define the logistic model
where H Y ðXÞ ¼ 1=p 0 M ðXÞ. Schnitzer et al. [7] generalize this step to allow the use of any generalized linear model with canonical link. For the marginal distribution of X we define the exponential model
The variable H Y ðXÞ has often been referred to as the "clever covariate". The initial estimator of p M is not modified. It is straightforward to show that the efficient influence function Dðp k ; OÞ is a linear combination of the scores of this joint parametric model for the distribution of O.
We now describe the TMLE implementation based on the submodel construction above. For this case, this procedure involves only one iteration. In the first iteration we havê
This is because the MLE of p X in the nonparametric model is precisely the empirical p 0 X . An estimate" of the parameter in the model
may obtained by running a logistic regression of Y among individuals with M ¼ 1 on H Y ðXÞ without intercept and including an offset variable logit μ 0 ðXÞ. We now compute the updated estimate of μ 0 as
The score equation corresponding to this logistic regression model is
Note that this matches the first component of the efficient influence function 9. If we were to proceed to the second iteration, we would estimate the parameter " in the model
by running a logistic regression of Y on H Y ðXÞ with offset μ 1 ðXÞ and without intercept among participants with M ¼ 1. This is equivalent to solving the score equation
. By convexity and eq. (11), the solution " to the score equation in the above display is equal to zero, and the algorithm converges in two iterations. Note that performing one or two iterations yields the same estimator, so the second iteration is unnecessary. The TMLEψ is thus defined asψ ¼ 1
For a more detailed discussion of the asymptotic properties of this estimator, as well as simulations, see van der Laan and Rubin [2].
Second TMLE implementation for the mean of an outcome missing at random
Consider the following k-th iteration parametric submodel for the expectation of Y conditional on X among participants with M ¼ 1
Let" be the first-step estimator of the intercept term in a weighted logistic regression with weights 1=p 0 M ðXÞ and offset variable logit μ k ðXÞ. Let the updated estimator of μ 0 be defined as
By a similar argument as in the previous section, the estimate of " in the following iteration is equal to zero, and the TMLE of ψ, defined asψ ¼ 1 n P n i¼1 μ 1 ðX i Þ, converges in one step. Note that this implementation of the TMLE also satisfies the score eq. (11).
In addition, note that" in this section does not correspond to the MLE of a parametric submodel. As a consequence,ψ is not a targeted maximum likelihood estimator as defined in Section 2. Instead, it is part of a broader class of estimators referred to as targeted minimum loss-based estimators, also abbreviated as TMLE [1] . These estimators generalize the TMLE framework of Section 2 by allowing the use of general loss functions in estimation of the parameter " in the parametric submodel. In the example of this section the loss function used is the weighted log-likelihood loss function.
This TMLE implementation is analogous to the estimator of Marshall Joffe discussed by Robins et al. [15] when μ 0 is a parametric model. The Joffe estimator is presented as a doubly robust alternative to the augmented IPW estimators when the weights 1=p 0 M ðXÞ are highly variable, i.e., when there are empirical violations to the positivity assumption; we simulate such scenarios in Section 4.5. To the best of our knowledge, the above TMLE implementation was first discussed by Stitelman et al. [16] in the context of longitudinal studies. Simulations comparing the first and second TMLE implementations are presented in Gruber and van der Laan [6] .
Third and fourth TMLE implementations for the mean of an outcome missing at random
We next give implementations of TMLE based on the following two types of submodel for p:
Here cð"; p k Þ; c 0 ð"; p k Þ are the corresponding normalizing constants, and Dðp k ; OÞ is the efficient influence function given in eq. (9) . Model (13) is the general exponential family introduced in eq. (7), while eq. (14) is an alternative submodel. The third and fourth TMLE implementations for estimating EðYÞ are defined by the following iterative procedure: 1. Construct initial estimators p 0 M , p 0 X , and μ 0 for, p M p X , and μ, respectively. We use the same initial estimators as in Section 4.2. 2. Construct a sequence of updated density estimates p k , k ¼ 1; 2; . . ., where at each iteration k we construct p kþ1 as follows: estimate " aŝ
where p " is given by eqs (13) or (14), for the third or fourth implementation, respectively. Computation of p k " ðX i ; M i ; Y i Þ requires evaluation of Dðp k ; OÞ, which in turn requires p k M , p k X , and μ k . Define p kþ1 ¼ p k " , and define p kþ1 M , p kþ1 X , μ kþ1 to be the corresponding components of p kþ1 . 3. The previous step is iterated until convergence, i.e., until" % 0. Denote the last step of the procedure by k ¼ k Ã . 4. The TMLE of ψ 0 is defined as the substitution estimatorψ;Ψðp k Ã Þ ¼ E p Ã X fμ Ã ðXÞg, for p Ã X and μ Ã the corresponding components of p kÃ .
If the initial estimator p 0 X is the empirical distribution, then p Ã X is a density (with respect to counting measure) with positive mass only at the observed values X i . This is an important computational characteristic when computing the normalizing constant cð"; p Ã Þ, since integrals over p Ã X become weighted sums over the sample. The optimization in each iteration of step 2 was carried out using the BFGS [17] [18] [19] [20] algorithm as implemented in the R function optim(), but any other optimization algorithm may have been used. The optimization problem is convex in ", so that under regularity conditions we expect the algorithm to converge to the global optimum.
Motivation for TMLE implementation with submodel (14)
Submodel (13) is not necessarily well defined for an unbounded efficient influence function Dðp k ; OÞ. However, submodel (14) is always bounded and can be used with any Dðp k ; OÞ. An example of an unbounded efficient influence function is given by eq. (9) under empirical violations of the assumption Pðp M ðXÞ > 0Þ ¼ 1. This problem has been extensively discussed, particularly in the context of continuous outcomes (e.g. [11, 4, 15] ). A TMLE with submodel (14) as presented in this section may provide an alternative solution to those presented in the literature.
Evaluating sensitivity of the TMLE to the choice of parametric submodel
We perform a simulation study to explore the sensitivity of the TMLE to the above four different choices of parametric submodels from Sections 4.2-4.4. We generate data satisfying the missing at random assumption defined in Section 4.1.
Data generating mechanism for simulations
The observed data on each participant is the vector ðX; M; MYÞ, where X ¼ ðX 1 ; X 2 Þ. The following defines the joint distribution of the variables ðX; YÞ: X 1 ,Nð0; 1=2Þ; X 2 jX 1 ,NðX 1 ; 1Þ;
where BerðpÞ denotes the Bernoulli distribution with probability p of eq. (1) and probability 1 À p of 0. We consider the following three missing outcome distributions, which are referred to as missingness mechanisms, and are depicted in Figure 1 :
MjX 1 ; X 2 , BerðexpitðÀ5 þ 3X 2 2 ÞÞ: ð17Þ
We refer to these missingness mechanisms as D1, D2, D3, and D4, respectively. A theoretical violation of the positivity assumption occurs if PðM ¼ 1jX 1 ; X 2 Þ can take values arbitrarily close to zero over the range of ðX 1 ; X 2 Þ, with positive probability. An empirical violation of the positivity assumption occurs if the estimator of PðM ¼ 1jX 1 ; X 2 Þ is close to zero for some values of ðX 1 ; X 2 Þ. Scenarios D1 and D2 represent theoretical violations of the positivity assumption, with D2 representing a severe violation. Consistent estimators of PðM ¼ 1jX 1 ; X 2 Þ are expected to suffer from moderate empirical violations to the positivity assumption under D3, and severe empirical violations under D4. We consider the above missingness mechanisms to assess the performance of each TMLE implementation under different violations to the positivity assumption, since many doubly robust estimators can perform poorly in such settings [15] . A large fraction of small probabilities as in D3 or D4 may be unlikely in a missing data application. However, it is very common in survey sample estimation, a field in which inverse probability weighted estimators are often used.
Various studies have investigated the performance of different estimators under violations to the positivity assumption (e.g. [9, 5] ). We focus on TMLEs, assessing the impact of the choice of submodel. Each missingness mechanism, combined with the joint distribution of ðX; YÞ defined above, determines the joint distribution of the observed data ðX; M; MYÞ. We simulated 10,000 samples of sizes 200, 500, 1,000, and 10,000, respectively. This was done for each missingness mechanism. We implemented the four types of TMLE described in this paper, using the following three sets of working models for μ and p M : (i) correctly specified models for both, (ii) correct model for μ and incorrect model for p M , (iii) incorrect model for μ and correct model for p M . Incorrect models for both μ and p M were also studied, but the results are not presented since, as predicted by theory, the bias of the estimators times square root of n did not converge to zero. Misspecification of the working model for μ consisted of using a logistic regression of Y on ðX 1 ; X 2 1 Þ among individuals with M ¼ 1; misspecification of the working model for p M consisted of fitting a logistic regression model for p M ðXÞ with intercept and main terms X 1 ; X 2 1 . The TMLE algorithm was stopped when" < 10 À4 .
Simulation results
Tables 1 and 2 show the relative efficiency (using as reference the analytically computed efficiency bound) of the four estimators for different sample sizes under each working model specification. The efficiency bounds for distributions D1, D2, D3, and D4 are 0.34, 1.05, 13.7, and 99.6, respectively. We refer to the first, second, third, and fourth TMLE implementations as Est 1 , Est 2 , Est 3 , and Est 4 , respectively.
Estimators with model specification (i) would be expected to have asymptotic relative efficiency equal to 1, which they approximately do at sample size 10000. As seen in Table 1 , under correct specification of both models (i), and a moderate violation of the positivity assumption (D1), all estimators perform similarly in terms of mean squared error (MSE) and absolute percent bias (defined as 100jðψ À ψ 0 Þ=ψ 0 j%, and referred to as percent bias hereafter.) When the violation of the positivity assumption is more severe (D2), Est 1 performs poorly for small sample sizes, with Est 2 being the best option. This has been previously observed in simulations by Gruber and van der Laan [6] , and explained theoretically as a consequence of the instability of the weights by Robins et al. [15] . All estimators perform similarly at all sample sizes when the outcome model was correctly specified (ii), regardless of the type and severity of the violation to the positivity assumption. The severity of the violation to the positivity assumption (D2 and D4) impacted the MSE by the same amount in all estimators.
As seen in Table 2 , Est 2 performed better than all competitors under correct specification of both models (i) and a severe or moderate empirical violation to the positivity assumption (D3 and D4). On the other hand, if the outcome model is incorrectly specified (iii) and the sample size is small (200 and 500), Est 4 has absolute percent bias about 20% less than Est 2 , while maintaining a similar MSE. When comparing to estimators with equal MSE, an estimator with smaller bias might be preferable since it will lead to confidence intervals with better coverage probability. We conjecture this bias reduction is due to the fact that submodel (14) remains bounded for missingness probabilities arbitrarily close to zero, which are likely to occur with small sample sizes.
The MSE of all estimators under D3 and D4 is smaller than the efficiency bound for small sample sizes and working model (i). This fact does not contradict theory; it is expected since the TMLE is a substitution estimator and therefore has standard deviation in the parameter space, which in this case is the interval 
½0; 1. Note that the efficiency bound divided by the sample size may fall outside of this interval. A similar observation is true for model specification (ii) for all sample sizes. In this case, misspecification of the missingness model causes a substantial reduction in variability of the inverse probability weights, which results in smaller finite sample variance. We note that the relative efficiency gets closer to its theoretical value of one as the sample size increases. However, a sample size as large as 10,000 was not enough to observe the properties predicted by asymptotic theory. It was not expected that under D1, the TMLE estimators are approximately semiparametric efficient for models (ii) and (iii). This may be a particularity of this data generating mechanism, perhaps due to the low dimension of the problem and the smoothness of this data generating mechanism.
A general recommendation for choosing an estimator in practice is a hard problem, discussed extensively in the literature (see [15] , and the references therein). The main reason is that the finite sample probabilistic behavior of estimators using different submodels is poorly understood. As a consequence, the results presented in this section must be taken with caution, as they are specific to the distribution used in the simulation. Our main point is that the choice of submodel in the TMLE greatly impacts its performance even with sample sizes as large as 10,000.
Another important question to ask when deciding on a parametric submodel is the computational efficiency of the estimators. Our simulations are in accordance to what we have observed in practice for this and other parameters, in that TMLE typically requires eq. (6) or fewer iterations. In the above simulations, the time required to compute the TMLE for a single data set was typically less than a second.
Example 2: Median regression
Consider the median regression model:
where gðX; βÞ is a known, smooth function in β, and where the conditional median of δ given X is 0 a.s. This last condition is equivalent to having with probability 1 that
Pðδ ! 0jXÞ ! 1=2 and Pðδ 0jXÞ ! 1=2:
We let λðx; yÞ denote a dominating measure for the distributions P we consider, and denote by p the density of P. We say the above median regression model is correctly specified if at the true data generating distribution P 0 , we have for some β 0 that the conditional median under P 0 of Y À gðX; β 0 Þ given X is 0, with probability 1. Throughout, we do not assume the median regression model is correctly specified. Define the following nonparametric extension of β (which maps each density p to a value β Ã ðpÞ in R d ):
We assume there is a unique minimizer in β of E p jY À gðX; βÞj. Under this assumption, if the median regression model (19, 20) is correctly specified, then this unique minimizer equals β Ã ðpÞ. However, even when eq. (19, 20) is misspecified, the parameter in eq. (21) is well defined as long as there is a unique minimizer of E p jY À gðX; βÞj. To simplify the notation, we denote β Ã ðpÞ by βðpÞ and βð p 0 Þ by β 0 . The goal is to estimate β 0 based on n i.i.d. draws O i ¼ ðX i ; Y i Þ from an unknown data generating distribution P 0 . The nonparametric estimator of β 0 is the minimizer in β of 1 n P n i¼1 jY i À gðX i ; βÞj. Koenker and Park [21] proposed a solution to this optimization problem based on linear programming. Their methods are implemented in the quantreg R package. We develop a TMLE for β 0 , in order to demonstrate it is a general methodology that can be applied to a variety of estimation problems, and to compare its performance versus the estimator of Koenker and Park [21] that is explicitly tailored to the problem in this section.
The efficient influence function for the parameter (21) in the nonparametric model, at distribution P, is (up to a normalizing constant which we suppress in what follows):
Dðp; X; YÞ; À d dβ gðX; βÞ β¼βðpÞ signfY À gðX; βðpÞÞg: ð22Þ
In particular, we have E p Dðp; X; YÞ ¼ 0;
for all sufficiently smooth p.
Construction of parametric submodel
Given the estimate p k of p 0 at iteration k of the TMLE algorithm, we construct a regular, parametric model fp k " : "g satisfying: (i) p k 0 ¼ p k and (ii) d d" log p k " ðx; yÞj "¼0 ¼ Dðp k ; x; yÞ for each ðx; yÞ in the range of ðX; YÞ. We again use an exponential submodel as in 7, which in this case is p k " ðx; yÞ ¼ p k ðx; yÞ expð"Dðp k ; x; yÞÞcð"; p k Þ; ð24Þ
where the normalization constant cð"; pÞ ¼ Ð pðx; yÞ expð"Dðp; x; yÞÞdλðx; yÞ Â Ã À1 . This parametric model is well-defined, regular, equals p k at " ¼ 0, and has score: under smoothness and integrability conditions that allow the interchange of the order of differentiation and integration. It follows from eqs (23) and (25) that the score equals Dðp k ; x; yÞ at " ¼ 0, and therefore satisfies the conditions (i) and (ii) described above.
Implementation of targeted maximum likelihood estimator
We present an implementation of the TMLE applying the parametric submodel (24) . First, we construct an initial density estimator p 0 ðx; yÞ. We let p 0 ðxÞ be the empirical distribution of X. We fit a linear regression model for Y given X with main terms only, and let p 0 ðyjX ¼ xÞ be a normal distribution with conditional mean as given in the linear regression fit, and with conditional variance 1. We then define p 0 ðx; yÞ;p 0 ðyjxÞp 0 ðxÞ: A more flexible method can be used to construct the initial fit for the density of Y given X. Here we use this simple model to examine how well the TMLE can recover from a poor choice for the initial density estimate. Initializing k ¼ 0, the iterative procedure defining the TMLE involves the following computations, at each iteration k (where a b represents setting a to take value b): 
Because an expectation over p k is a weighted sum over the sample, the value of β k in eq. (26) may be computed using the nqlr() function in the quantreg R package, using weights p k ðX i ; Y i Þ. The value of" in eq. (29) is approximated by applying the Newton-Raphson algorithm to the summation on the right side of eq. (29), where we use the analytically derived gradient and Hessian in the Newton-Raphson algorithm. The above process is iterated over k until convergence (we used" < 10 À4 as stopping rule).
The density at the final iteration is denoted by p Ã , and the TMLE of β 0 is defined as β n ;βðp Ã Þ. If the initial estimator of p 0 ðYjXÞ is consistent, it is possible to use standard arguments for the analysis of targeted maximum likelihood estimators [1] to show that this estimator is asymptotically linear with influence function equal to the efficient influence function Dð p 0 ; X; YÞ. The asymptotic properties of the estimator under misspecification of this model are unknown.
Simulation
We draw 10,000 samples, each of size 1,000, of a two dimensional covariate X ¼ ðX 1 ; X 2 Þ by drawing X 1 ,Uð0; 1Þ and X 2 ,Uð0; 1Þ, with X 1 ; X 2 independent. We consider two different outcome distributions for Y given X; the outcomes under each distribution are denoted by Y 1 ; Y 2 , respectively. The first outcome involves drawing δ 1 ,Expð3Þ, and setting
where expit is the inverse of the logit function logitðxÞ ¼ logðx=ð1 À xÞÞ. This represents a case in which the error distribution is skewed. The constant lnð2Þ=3 was selected since it is the median of Expð3Þ, which implies the median Y 1 given X equals expitð1:5X 1 þ 2:5X 2 Þ. The second outcome distribution involves drawing δ 2 ,Nð0; 1Þ and setting
Note that we used exp in the above display instead of expit. We denote the first outcome distribution (31) by D1, and the second eq. (32) by D2.
We are interested in estimating the parameters For each of the 10,000 samples we computed the estimator described above. The marginal distribution of X was estimated by the empirical distribution in the given sample. The conditional distribution of Y given X was misspecified by running a linear regression of Y on ðX 1 ; X 2 Þ with main terms only, and assuming that Y is normally distributed with conditional variance equal to one. This was done in order to assess how the TMLE can recover from a poor fit of the initial densities resulting from a distribution that is commonly used in statistical practice. We then computed the MSE across the 10,000 estimates, for each component of the parameter vector. The results are presented in Table 3 . For comparison, we computed the same results for two other estimators: the quantile regression function nlrq() implemented in the R package quantreg, and a substitution estimator (SubEst) that is the result of optimizing eq. (26) in the first iteration with p k set to p 0 . For contrast, the quantile regression function nlrq() outputs an estimator obtained by applying the parameter mapping to the empirical distribution of ðX; YÞ, whereas SubEst is the result of applying the parameter mapping to the initial estimate p 0 of the joint density p 0 .
The TMLE and the estimator of Koenker and Park [21] perform similarly for D1, i.e., when the median regression model is correct. The TMLE and SubEst perform better for estimating the parameter corresponding to D2, i.e., when the median regression model is incorrectly specified. This is not surprising since the estimator of Koenker and Park [21] is designed for the case where the median regression model is correctly specified.
Example 3: The causal effect of a continuous exposure
We explore the use of an exponential family as a parametric submodel only for certain components of the likelihood. Consider a continuous exposure A, a binary outcome Y, and a set of covariates W. For a usergiven value γ we are interested in estimating the expectation of Y under an intervention that causes a shift of γ units in the distribution of A conditional on W. Formally, consider an i.i.d. sample of n draws of the random variable O ¼ ðW; A; YÞ, P 0 . Denote μ 0 ðA; WÞ;E p 0 ðYjA; WÞ, p W;0 ðWÞ the marginal density of W and p A;0 ðAjWÞ the conditional density of A given W. We assume that these data were generated by a nonparametric structural equation model Pearl (NPSEM [22] ):
where f W , f A , and f Y are unknown but fixed functions, and U W , U A , and U Y are exogenous random variables satisfying the randomization assumption U A ?? U Y jW. We are interested in the causal effect on Y of a shift of γ units in A. Consider the following intervened NPSEM
This intervened NPSEM represents the random variables that would have been observed in a hypothetical world in which every participant received γ additional units of exposure A. Díaz and van der Laan [23] proved that
For each density p, define the parameter where μ, p A , and p W are the outcome conditional expectation, exposure mechanism, and covariate marginal density corresponding to p, respectively. We also use the notation Ψðμ; p A ; p W Þ to refer to ΨðpÞ. We are interested in estimating the true value of the parameter ψ 0 ;Ψð p 0 Þ.
The efficient influence function of ΨðpÞ at p is given by Díaz and van der Laan [23] as:
Dðp; OÞ; p A ðA À γjWÞ p A ðAjWÞ fY À μðA; WÞg þ μðA þ γ; WÞ À ΨðpÞ:
Construction of the parametric submodel
Consider initial estimators μ 0 ðA; WÞ and p 0 A ðAjWÞ, which can be obtained, for example, through parametric model fitting. We estimate the marginal density of W with its empirical counterpart denoted p 0 W , and construct a sequence of parametric submodels for p 0 by specifying each component as: and c 1 , c 2 are the corresponding normalizing constants. The sum of the scores of these models at " ¼ 0; θ ¼ 0 equals the efficient influence function Dðp k ; OÞ.
Implementation of targeted maximum likelihood estimator
Following the TMLE template of Section 2, we have (where the MLE of θ is 0, due to the initial estimator of being the empirical distribution): 1. Compute initial estimators μ 0 ðA; WÞ and p 0 A ðAjWÞ. At least one of these estimators must be consistent in order tp W o achieve consistency of the estimator of the target quantity [23] . 2. Construct a sequence of updated density estimates p k , k ¼ 1; 2; . . ., where at each iteration k we estimate the maximizer of the relevant parts of the log likelihood:
The previous step is iterated until convergence, i.e., until" % 0. Denote the last step of the procedure by k ¼ k Ã . 4. The TMLE of ψ 0 is defined as the substitution estimatorψ;Ψðp k Ã Þ.
Optimization of the likelihood in step 2 is a convex optimization problem that may be solved, for example, based on the Newton-Raphson algorithm. Another option, implemented in the original paper using the R function uniroot(), is to solve the estimating equation S k ð"Þ ¼ 0, where 
In practice, the iteration process is carried out until convergence in the values of" to approximately 0 is achieved. We denote μ Ã and g Ã n the last values of the iteration, and define the TMLE of ψ 0 as ψ n ;Ψðμ Ã ; p Ã A ; p 0 W Þ. The variance of ψ n can be estimated by the empirical variance of Dðμ Ã ; p Ã A ; p 0 W ; OÞ. This is a consistent estimator of the variance if both p 0 A and μ 0 are consistent. Simulations studying the properties of this estimator were performed in the original paper. The results of those simulations confirm the double robustness of the TMLE (robustness to misspecification of one of the estimates μ 0 or p 0 A ), it asymptotic efficiency, and its superiority when compared to the inverse probability weighted estimator. For more extensive discussion of the properties of this estimator we refer the reader to Díaz and van der Laan [23] .
Discussion
We presented several implementations of TMLE using parametric families with convex log-likelihood in three examples. Since reliable and efficient algorithms exist for convex optimization, parametric submodels with convex log-likelihood may lead to computationally advantageous implementations of TMLE.
An important choice in any TMLE implementation is which parametric submodel to use, as we illustrated through simulations in Example 1. In particular, we showed a simulation in which this choice has a substantial impact on the performance of the targeted maximum likelihood estimator, even at very large sample sizes. The second TMLE implementation matched or beat the other estimators when the outcome model is correctly specified, as it is less sensitive to violations to the positivity assumption in that case. However, if the outcome model is incorrectly specified, there are violations to the positivity assumption, and the sample size is small (200-500), the fourth implementation had lower bias than the second implementation, while maintaining a similar mean squared error. When comparing two estimators with the same mean squared error it may be desirable to choose the one with the smallest bias, since that will translate into confidence intervals with better coverage probability. An alternative solution to empirical violations of the positivity assumption is the use of the C-TMLE algorithm, described by van der Laan and Gruber [24] . We agree with the following statement by Robins et al. [15] , p. 545) about estimation in problem 1 under positivity violations: Whenever the "inverse probability" weights are highly variable, as in K&S"s [Kang and Schafer [9] ] simulation experiment, a small subset of the sample will have extremely large weights relative to the remainder of the sample. In this setting, no estimator of the marginal mean can be guaranteed to perform well.
Our main conclusion in this regard is a warning that the choice of submodel may have substantial consequences in the behavior of the estimator under positivity violations, and that more research is needed to understand when certain types of models will outperform others.
An additional consideration for the choice of parametric family is ease of implementation. For example, for estimation of the mean of a binary outcome missing at random, the TMLE using a logistic parametric submodel from Section 4.2 converges in one step and is generally faster and easier to implement than the alternatives we considered. This TMLE is implemented in the R package tmle [14] .
Various estimators with desirable properties have been proposed for some of the examples in this paper. Notably, estimation of the expectation of an outcome missing at random has been widely studied (see, e.g., Kang and Schafer [9] for a review). Also, Haneuse and Rotnitzky [25] propose an estimator of ψ 0 in Example 3 that relies on the correct specification of a parametric model for the outcome expectation and the conditional density of the exposure. TMLE, on the other hand, is a general estimation template that allows the construction of estimators for a considerable class of statistical problems, allowing integration with data-adaptive estimation methods.
