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Abstract
In this paper we investigate two variants of stable processes, namely tempered stable sub-
ordinators and modified tempered stable process as well as their renormalization. We study
the weak convergence in the Skorohod space and prove that they satisfy the uniform tightness
condition. Finally, applications to the stability of SDEs driven by these processes are discussed.
1 Introduction
In the last decade, Le´vy processes have received a great deal of attention fuelled by numerous
financial applications, see Cont and Tankov [7], for an introduction to some financial models driven
by Le´vy processes. In this paper we study the stability of stochastic differential equations (SDEs)
driven by one parameter family of Le´vy processes, namely two variants of stable processes.
Firstly, we consider the classes of tempered stable subordinators XTSSα and modified tempered
stable processes XMTSα with α ∈ (0, 1/2) and prove the weak convergence, in the Skorohod space
endowed with the Skorohod topology, of XTSSα (resp. X
MTS
α ) to the gamma process when α → 0
(resp. the normal inverse Gaussian processXNIG when α→ 1/2). The family {XMTSα , α ∈ (0, 1/2)}
was considered in [20] to develop the GARCH option price model. We want also to point out that
the weak convergence of XTSSα to the gamma process was first established in [25] using other
considerations. Indeed it is proved that the gamma process has been obtained as weak limit of
renormalized stable processes. The family of the renormalized stable processes we identify as the
family of tempered stable processes {XTSSα , α ∈ (0, 1/2)}, see Remark 2.2 below. Moreover, we
would like also to mention the work of Rydberg [21] where an approximation of the NIG process,
based on an appropriate discretization of the Le´vy measure, was discussed. In this paper, instead
we use the modified tempered stable process as an approximation of the NIG process.
The stability problem consists in investigating the conditions under which the solutions converge
weakly. However, it is well known that the weak convergence is not sufficient to ensure the conver-
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gence of stochastic integral , see [16] and references therein. Among the sufficient conditions we cite
the uniform tightness (UT), introduced by Striker [24]. It should be noted that this condition has
been used extensively to establish the results of stability of stochastic differential equations since its
introduction, see for example [10], [12], [14], [16] and [17]. Thus we show that both driven families
{XTSSα , XMTSα , α ∈ (0, 1/2)} satisfy the (UT) condition. This allows us to establish the stability
result of SDEs driven by these families.
Secondly, it is proven in [2] that the standard Brownian motion {W (t), t ∈ [0, 1]} is obtained as a
weak limit, in the Skorohod space equipped with the uniform metric, of a suitable renormalization of
certain classes of Le´vy process which includes the family {XMTSα , α ∈ (0, 1/2}. More precisely, the
Brownian motion W can be approximated by an appropriate renormalization of the compensated
sum of small jumps of a given Le´vy process, see Proposition 3.5 below. In the same spirit we
mention the work [8] which completes, in some sense the previous one, where it is shown that the
process {t, t ∈ [0, 1]} is a weak limit of a renormalized (in an appropriate sense) sum of small jumps
of classes of subordinator. We note that the family {XTSSα , α ∈ (0, 1/2} is among those classes.
These two results lead us to consider the stability problem of SDEs driven by these renormalized
processes. The main tools we use to prove the stability result are the uniform tightness of the
renormalized families and the stability of SDEs established in [17].
2 Le´vy processes and infinite divisibility
We start by recalling a few well-known facts about infinitely divisible distributions. We consider a
class of Borel measures on R satisfying the following conditions:
Λ({0}) = 0, (1)∫ +∞
−∞
(s2 ∧ 1)dΛ(s) < ∞. (2)
This class will be denoted by M.
De Finetti [9] introduced the notion of an infinitely divisible distribution and showed that they
have an intimate relationship with Le´vy processes. By the Le´vy-Kintchine formula, all infinitely
divisible distributions FΛ are described via their characteristic function:
φΛ(u) =
∫ +∞
−∞
eiuxdFΛ(x) = e
ΨΛ(u), u ∈ R,
where the characteristic exponent ΨΛ, is given as
ΨΛ(u) = ibu− 1
2
cu2 +
∫ +∞
−∞
(eius − 1− ius 11{|s|<1}(s)) dΛ(s),
where b ∈ R, c ≥ 0.
We assume as given a filtered probability space (Ω, F , P, (Ft)t∈[0,1]) satisfying the usual hy-
pothesis. A Le´vy process X = {X(t), t ∈ [0, 1]} has the property
E(eiuX(t)) = etΨ(u), t ∈ [0, 1] , u ∈ R,
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where Ψ(u) is the characteristic exponent of X(1) which has an infinitely divisible distribution.
Thus, any infinitely divisible distribution FΛ generates in a natural way a Le´vy process X by
setting the law of X(1), L(X(1)) = FΛ. The three quantities (b, c,Λ) determine the law L(X(1)).
Since the distribution of a Le´vy process X = {X(t), t ∈ [0, 1]} is completely determined by the
marginal distribution L(X(1)), and thus the process X itself completely. The measure Λ is called
the Le´vy measure whereas (b, c,Λ) is called the Le´vy-Khintchine triplet.
Let us now give some examples of Le´vy processes which will be used later on. We will present
three classes related to the sample path properties. Namely subordinators, processes with paths of
finite and infinite variations.
2.1 Subordinators
A subordinator is a one-dimensional increasing Le´vy process starting from 0. Subordinators form
one of the simplest family of Le´vy processes. The law of a subordinator is specified by the Laplace
transform of its one dimensional distributions. We assume throughout this paper that these pro-
cesses have no drift.
We consider a subclass in M of measures supported on R+ satisfying the following
Λ(0,∞) = ∞, (3)∫ 1
0
s dΛ(s) < ∞. (4)
Any Le´vy measure Λ satisfying conditions (3) and (4) generates a subordinator X , see for example
[6, Theorem 1.2]. We can therefore give its Laplace transform
ψΛ(u) := E(e
−uX(1)) = exp
(∫ ∞
0
(e−su − 1) dΛ(s)
)
, u ∈ R+.
Remark 2.1. (i) When X is a subordinator, the Laplace transform of its marginal distributions
is much more useful, for both theoretical and practical applications, than the characteristic
function.
(ii) The assumption (3) implies that the process X has infinite activity, that is, almost all paths
have infinitely many jumps along any time interval of finite length. Whereas the condition
(4) guarantees that almost all paths of X have finite variation.
Examples
1. Gamma process. Consider the Le´vy measure Λγ with density with respect to the Lebesgue
measure defined by
dΛγ(s) :=
e−s
s
11{s>0}ds.
Then the corresponding process is known as gamma process. A simple calculation shows that
ψΛγ (u) =
1
1 + u
,
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and the Laplace transform of the corresponding process has the form
Eµγ
(
e−uXγ(t)
)
= exp (−t log(1 + u)) = 1
(1 + u)t
, t ∈ [0, 1].
Here µγ denotes the law of Xγ(1).
2. Stable subordinator (SS). Let α ∈ (0, 1) be given and let ΛSSα be the Le´vy measure given
by
dΛSSα (s) :=
α
Γ(1− α)
1
s1+α
11{s>0}ds.
Then we have
ψΛ(u) = exp (−uα) ,
and
EµSSα
(
e−uX
SS
α (t)
)
= exp (−tuα) , t ∈ [0, 1].
Here µSSα denotes the law of X
SS
α (1).
3. Tempered stable subordinator (TSS). A tempered stable subordinator is obtained by
taking a stable subordinator and multiplying the Le´vy measure by an exponential function,
that is, an exponentially tempered version of the stable subordinator. More precisely, for
α ∈ (0, 1), we consider the Le´vy measure
dΛTSSα (s) :=
1
α
e−sdΛSSα (s) =
1
Γ(1− α)
e−s
s1+α
11{s>0}ds. (5)
Then we have
ψΛTSSα (u) = exp
(
1− (1 + u)α
α
)
and
EµTSSα
(
e−uX
TSS
α (t)
)
= exp
(
−t1− (1 + u)
α
α
)
, t ∈ [0, 1].
Now let us give a concrete realization of a subordinator due to Tsilevich-Vershik-Yor [25]. We
denote by
D =
{
η =
∑
ziδxi , xi ∈ [0, 1], zi ∈ R+,
∑
|zi| <∞
}
the real linear space of all finite real discrete measures in [0, 1]. We define the coordinate process
{X(t), t ∈ [0, 1]} on D by
X(t) : D −→ R+, η 7→ X(t)(η) := η([0, t]), t ∈ [0, 1]
and Ft := σ(X(s), s ≤ t) denotes its own filtration.
Let Λ be a Le´vy measure satisfying conditions (3) and (4) and µΛ be a probability measure on
(D,F1) with Laplace transform given by
EµΛ
(
exp
(
−
∫ 1
0
f(t) dη(t)
))
= exp
(∫ 1
0
log(ψΛ(f(t)) dt
)
.
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Here f is an arbitrary non-negative bounded Borel function on [0, 1]. In particular, when f(s) =
u11[0,t](s), u > 0, t ∈ (0, 1] the Laplace transform of X(t) is given by
EµΛ(e
−uX(t)) = exp (t log(ψΛ(u))) , t ∈ [0, 1].
We call the pair (X,µΛ) a realization of a Le´vy process with Le´vy measure Λ which is a subordinator,
cf. [25, Remark 2.1].
Now we would like to highlight the link between tempered stable and stable subordinators.
First of all it follows from (5) that the Le´vy measures ΛTSSα and Λ
SS
α are equivalent. Then we
obtain from [23, Theorem 33.1] that XSSα and X
TSS
α have equivalent laws with density given in
[23, Theorem 33.2], see (6) below. We notice that the authors in [25, 26] constructed a family of
measures, equivalent to α-stable laws with given densities which converges weakly to the gamma
measure. This is the content of the following remark.
Remark 2.2. Let X˜α be a process such that the law µ˜α := L(X˜α(1)) is equivalent to µSSα with
density
dµ˜α
dµSSα
(η) =
exp(−α−1/αX(1)(η))
EµSSα
(
exp(−α−1/αX(1)(η))) = eα−1e−α−1/αX(1)(η). (6)
Then the law of the tempered stable subordinator XTSSα is nothing but the law of the process
α−1/αX˜α.
2.2 Le´vy processes with finite variation paths
We consider a Le´vy process with the following triplet (0, 0,Λ). We are interested here in the subclass
of M satisfying
Λ(R) = ∞, (7)∫
|s|≤1
|s| dΛ(s) < +∞. (8)
Condition (8) means that the corresponding Le´vy process has finite variation paths.
Examples
1. Stable process (S). Symmetric α-stable processes XSα , with α ∈ (0, 1), are the class of
Le´vy processes whose characteristic exponents correspond to those of symmetric α-stable
distributions. The corresponding Le´vy measure is given by
dΛSα(s) =
(
1
|s|1+α 11{s<0} +
1
s1+α
11{s>0}
)
ds.
The characteristic exponent ΨΛSα has the form
ΨΛSα(u) = −|u|α, u ∈ R.
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2. Tempered stable process (TS). It is well known that α-stable distributions, with α ∈
(0, 1), have infinite p-th moments for all p ≥ α. This is due to the fact that its Le´vy density
decays polynomially. Tempering the tails with the exponential rate is one choice to ensure
finite moments. The tempered stable distribution is then obtained by taking a symmetric
α-stable distribution and multiplying its Le´vy measure by an exponential functions on each
half of the real axis. In explicit
dΛTSα (s) =
(
e−|s|
|s|1+α 11{s<0} +
e−s
s1+α
11{s>0}
)
ds.
The characteristic exponent ΨΛTSα is given by
ΨΛTSα (u) = Γ(−α)[(1 − iu)α + (1 + iu)α − 2], u ∈ R.
The associated Le´vy process will be called tempered stable process and denoted by XTSα .
3. Modified tempered stable process (MTS).
The MTS distribution is obtained by taking an α-stable law with α ∈ (0, 1/2) and multiplying
the Le´vy measure by a modified Bessel function of the second kind on each side of the real
axis. It is infinitely divisible and has finite moments of all orders. It behaves asymptotically
like the 2α-stable distribution near zero and like the TS distribution on the tail. Then the
Le´vy density is given by
dΛMTSα (s) =
1
pi
(
Kα+ 1
2
(|s|)
|s|α+ 12
11{s<0} +
Kα+ 1
2
(s)
sα+
1
2
11{s>0}
)
ds.
Kα+ 1
2
is the modified Bessel function of the second kind given by the following integral
representation
Kα+ 1
2
(s) =
1
2
(s
2
)α+ 1
2
∫ +∞
0
exp
(
−t− s
2
4t
)
t−α−
3
2 dt. (9)
The characteristic exponent has the form
ΨΛMTSα (u) =
1√
pi
2−α−
1
2 Γ(−α)[(1 + u2)α − 1], u ∈ R.
The induced Le´vy process, denoted byXMTSα , will be called modified tempered stable process.
For additional details on MTS distributions the reader may consult [20].
2.3 Le´vy process of infinite variation paths
Finally, we would like to consider a subclass of M satisfying (7) and the following condition∫
|s|≤1
|s| dΛ(s) =∞. (10)
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Examples
1. Symmetric α-stable processes, tempered stable processes, with α ∈ (1, 2) and modified tem-
pered stable processes, with α ∈ (1/2, 1).
2. Normal inverse Gaussian process (NIG). The NIG distribution was introduced in
finance by Barndorff-Nielsen. It might be of interest to know that the NIG distribution is a
special case of the generalized hyperbolic distribution, introduced also by Barndorff-Nielsen
to model the logarithm of particle size, see references below.
Let {XNIG(t), t ∈ [0, 1]} be a Le´vy process with Le´vy measure given by
dΛNIG(s) =
K1(|s|)
pi|s| ds,
where K1 is the modified Bessel function of the second kind with index 1. The characteristic
exponent is equal to
ΨΛNIG(u) =
(
1−
√
1 + u2
)
, u ∈ R.
The process {XNIG(t), t ∈ [0, 1]} is a Le´vy process with the triplet (0, 0,ΛNIG).
For further results related to the normal inverse Gaussian distributions see Barndorff-Nielsen
[3, 4] and Rydberg [21, 22].
We conclude this section with the following remark.
Remark 2.3. All Le´vy processes considered before are such that:
1. Their paths belong to the set of all ca`dla`g functions, denoted by D([0, 1],R), i.e. all real-valued
right continuous with left limits functions on [0, 1].
2. They are pure jump semimartingales processes without fixed times of discontinuity.
3 Weak convergence and uniform tightness
In this section at first we present a result on weak convergence of the above families in D([0, 1],R)
endowed with the Skorohod topology J1, (D, J1). This convergence will be denoted by “ D−→”. On
the other hand, since we will deal with continuous limit processes, we are interested in the tightness
and weak convergence in the space D([0, 1],R) equipped with the uniform topology U , (D,U). We
will denoted them by “C-tight” and “
C−→”, respectively. Finally, after recalling the definition of the
uniform tightness as well as a useful criterion, we prove that the processes considered satisfy this
condition, cf. Propositions 3.10 and 3.11 below.
3.1 Weak convergence in (D,J1)
In this subsection we present the weak convergence in (D,J1) of the families of processes {XTSSα , α ∈
(0, 1/2)} and {XMSSα , α ∈ (0, 1/2)}. We start with the following elementary lemma.
Lemma 3.1. We have the following weak convergence of the one dimensional law:
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(i) XTSSα (1)
L−→ Xγ(1), α→ 0.
(ii) XMTSα (1)
L−→ XNIG(1), α→ 1/2.
Proof. The result in (i) is a consequence of Proposition 6.3 in [25].
(ii) It is easy to see that the characteristic exponent ΨΛMTSα (1) converge to ΨΛNIG(1) when α goes
to 1/2. This implies that XMTSα (1) converge weakly to X
NIG(1).
Proposition 3.2. We have the following weak convergence in (D,J1):
(i) XTSSα
D−→ Xγ, as α→ 0.
(ii) XMTSα
D−→ XNIG, as α→ 1/2.
Proof. Since Le´vy processes are semimartingales with stationary independent increments, then it
follows from [13, Corollary 3.6] that the convergence of the marginal laws of XTSSα (1) and X
MTS
α (1)
is equivalent to the weak convergence of processes XTSSα and X
MTS
α in (D,J1).
Now we are interested in the weak convergence of certain renormalization of pure jump subor-
dinator. Let X be a subordinator with Le´vy measure Λ satisfying the conditions (3)-(4) and Xε be
the sum of its jumps of size in (0, ε). Then the corresponding Le´vy measure Λε is nothing but the
restriction of Λ to (0, ε]. We denote the expectation of Xε(1) by µ(ε) :=
∫
(0,ε] sdΛ(s). We consider
the renormalized process Yε := µ(ε)
−1Xε and state the following convergence result proved in [8].
Proposition 3.3. The following statements hold, as ε→ 0.
(i) If µ(ε)/ε → c, where 0 < c < +∞, then Yε D−→ c−1X∗c where X∗c is a pure jump subordinator
with Le´vy measure given by dΛ∗c(s) = 11(0,1](s)(c/s)ds.
(ii) If µ(ε)/ε→ +∞, then Yε D−→ t := {t, t ∈ [0, 1]}.
Remark 3.4. Since Yε are Le´vy processes and the limit process in the statement (ii) is continuous,
then it follows from [19, Theorem 19] that the convergence holds also in (D,U) as follows
(ii)’ If µ(ε)/ε→ +∞, then Yε C−→ t.
We give some examples of Le´vy processes which illustrate the above proposition.
1. Gamma process, µ(ε)/ε→ 1.
2. Stable and tempered stable subordinators, α ∈ (0, 1), µ(ε)/ε→ +∞.
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3.2 Weak convergence in (D,U)
In this subsection we are interested in the weak convergence of certain renormalizations of Le´vy
processes. Let X be a Le´vy process with characteristic function of the form
E(eiuX(t)) = exp
(
ibu− 1
2
cu2 +
∫ +∞
−∞
(eius − 1− ius 11{|s|<1}(s)) dΛ(s)
)
where t ∈ [0, 1], u ∈ R and the Le´vy measure Λ does not have atoms in some neighbourhood of the
origin. For each ε ∈ (0, 1), let us consider X˜ε the compensated sum of jumps of X taking values
in (−ε, ε). It is well known that {X˜ε, 0 < ε ≤ 1} is a family of Le´vy processes with characteristic
function
E(eiuX˜ε(t)) = exp
(
t
∫
|s|≤ε
(eius − 1− ius) dΛ(s)
)
, t ∈ [0, 1].
It is clear that, for each ε > 0, X˜ε is a martingale with jumps bounded by ε with E(X˜ε(1)) = 0 and
E(X˜2ε (1)) =
∫
|s|≤ε
s2dΛ(s) =: σ2(ε).
We consider the renormalization process Y˜ε := σ(ε)
−1X˜ε and state the following convergence result
due to Asmussen and Rosin´ski [2].
Proposition 3.5. The following are equivalent
1. Y˜ε
C−→ W as ε→ 0, where W is a standard Brownian motion.
2.
σ(ε)
ε
−→∞ as ε→ 0.
Remark 3.6. For each ε ∈ (0, 1), Y˜ε is a Le´vy process with characteristic function given by
E(eiuY˜ε(t)) = exp
(
t
[
iubε +
∫
R
(
eius − 1− ius11{|s|≤1}(s)
)
dΛ˜ε(s)
])
, t ∈ [0, 1],
where the Le´vy measure Λ˜ε is defined, for any B ∈ B(R), by
Λ˜ε(B) := Λ(σ(ε)B ∩ (−ε, ε)), (11)
and
bε := −σ(ε)−1
∫
σ(ε)∧ε≤|s|≤ε
s dΛ(s). (12)
We give some examples of Le´vy processes for which the above renormalization converge.
1. Symmetric α-stable processes, α ∈ (0, 2), σ(ε) = (2/(2− α))1/2ε1−α/2.
2. Tempered stable processes, α ∈ (0, 1), σ(ε) ≥ (2/(2− α))1/2ε1−α/2e−ε/2.
3. Modified tempered stable processes, α ∈ (0, 1/2), σ(ε) ≈ (2/((2− 2α)pi))1/2ε1−α.
4. Normal inverse Gaussian, σ(ε) ≈ (2/pi)1/2ε1/2.
We notice that the examples 1. and 4. above were considered in [2].
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3.3 Uniform tightness of Le´vy processes
First we recall the definition and criterion of the uniform tightness (UT) needed later on. The
following definition was proposed by Jakubowski, Me´min and Page`s [14].
Definition 3.7. A sequence of semimartingales {Zn, n ≥ 1} is said to be uniformly tight if for
each t ∈ (0, 1], the set {∫ t
0
Hn(s−) dZn(s), Hn ∈ H, n ≥ 1
}
is stochastically bounded (uniformly in n).
In the above definition H denotes the collection of simple predictable processes of the form
H(t) = H0 +
m∑
i=1
Hi11(ti,ti+1](t),
where Hi is Fti-measurable such that |Hi| ≤ 1 and 0 = t0 ≤ . . . ≤ tm+1 = t is a finite partition of
[0, t].
In practice it is not easy to verify the (UT) condition as stated in Definition 3.7. Thus we look
for a more convenient criterion due to Kurtz and Protter [16]. Let Z be an adapted process with
ca`dla`g paths and {Zn, n ∈ N} be a sequence of semimartingales, with the canonical decompositions
Zn(t) =Mn(t) +An(t), (13)
where An is a predictable process with locally bounded variation and Mn is a (locally bounded)
local martingale.
Proposition 3.8. [cf. [16]] Assume that Zn
D−→ Z and one of the following two conditions holds
sup
n∈N
{
E
(
[Mn,Mn](1) +
∫ 1
0
|dAn(t)|
)}
< +∞, (14)
sup
n∈N
{
E
(
sup
t≤1
|∆Mn(t)|+
∫ 1
0
|dAn(t)|
)}
< +∞. (15)
Then {Zn, n ∈ N} satisfies (UT).
Remark 3.9. 1. If Z is a continuous semimartingale then we assume that Zn
C−→ Z.
2. The conditions (14) and (15) imply the uniform controlled variation (UCV) of {Zn, n ∈ N}
introduced in [16].
3. Since Zn
D−→ Z then the (UT) and (UCV) are equivalent, see [16].
Next, we are interested in the decomposition (13) for a Le´vy process Z. We start by splitting
Z into two parts depending on the size of the jumps:
Z(t) = R(t) +N(t)
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with N(t) =
∑
s≤t∆Z(s) 11{|∆Z(s)|>1} and R with jumps bounded by 1. Since R is a Le´vy process
with bounded jumps its canonical decomposition is, by means of [1, pp. 103], of the simple form
R(t) = R0(t) + tE(R(1)) where {R0(t) : t ∈ [0, 1]} is a ca`dla`g centred square-integrable martingale
with jumps bounded by 1. Hence the decomposition (13) takes the form
Z(t) = R0(t) + tE(R(1)) +
∑
s≤t
∆Z(s) 11{|∆Z(s)|>1}. (16)
Now we are able to state the main result of this subsection.
Proposition 3.10. The following families satisfy (UT)
(i) {XTSSα , α ∈ (0, 1/2)},
(ii) {XMTSα , α ∈ (0, 1/2)}.
Proof. Since the families {XTSSα , α ∈ (0, 1/2)} and {XMTSα , α ∈ (0, 1/2)} are weakly convergent,
then in order to obtain the (UT) property, we have only to check condition (14) of Proposition 3.8.
(i) The decomposition (16) for the process XTSSα is given by
XTSSα (t) = R
TSS
α,0 (t) + tE(R
TSS
α (1)) +
∑
s≤t
∆XTSSα 11{|∆XTSSα |>1}. (17)
Thus, condition (14) becomes
sup
α∈(0,1/2)
(∫ 1
0
s2 dΛTSSα (s) +
∫ +∞
0
s dΛTSSα (s)
)
< +∞,
which is simple to verify.
(ii) It is easy to see that E(RMTSα (1)) = 0. Then the (UT) condition follows from
sup
α∈(0,1/2)
(∫
|s|≤1
s2 dΛMTSα (s) +
∫
|s|>1
|s| dΛMTSα (s)
)
< +∞.
To show this we use the integral representation (10) for the Bessel function Kα+1/2 and estimate
the above integrals as∫
|s|>1
|s| dΛMTSα (s) = 2−α−1/2
∫ +∞
1
∫ +∞
0
s e−
s2
4t e−tt−(α+3/2)dtds
= 21/2−α
∫ +∞
0
e−(t+
1
4t )t−α−1/2dt
≤ 5 21/2−α
∫ +∞
1/4
e−(t+
1
4t )dt.
∫
|s|≤1
s2 dΛMTSα (s) ≤ 2
∫ +∞
0
s2 dΛMTSα (s)
=
√
pi 21/2−α Γ(1− α).
This completes the proof.
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Next we state the (UT) property for the renormalized families {Yε, ε ∈ (0, 1)} and {Y˜ε, ε ∈
(0, 1)}.
Proposition 3.11. (i) Assume that µ(ε)/ε converges in (0,+∞]. Then the renormalized family
{Yε, ε ∈ (0, 1)} satisfies (UT).
(ii) Assume that Y˜ε
C−→ W . Then the renormalized family {Y˜ε, ε ∈ (0, 1)} satisfies (UT).
Proof. (i) Since the process Yε is a pure jump subordinator, then the condition (14) becomes
sup
ε∈(0,1)
{
E
(∫ 1
0
|dYε(t)|
)}
= sup
ε∈(0,1)
E (Yε(1)) = 1. (18)
So the (UT) condition is a consequence of Proposition 3.8.
(ii) First notice that, for each ε ∈ (0, 1), Y˜ε is a martingale with jumps bounded by ε/σ(ε). Thus
we obtain
E
(
sup
t≤1
|∆Y˜ε(t)|
)
≤ ε
σ(ε)
.
As a consequence of statement 2 of Proposition 3.5 we have
sup
ε∈(0,1)
E
(
sup
t≤1
|∆Y˜ε(t)|
)
<∞,
which implies that condition (15) is satisfied. Since Y˜ε is weakly convergent, then (UT) condition
follows from Proposition 3.8.
4 Stability of stochastic differential equation driven by Le´vy
processes
The previous section established the weak convergence and uniform tightness for certain families of
Le´vy processes. Now we would like to apply these results to study the stability problem for SDEs
driven by these families of Le´vy processes. For a survey on SDEs driven by Le´vy processes we refer
to [5]. To begin, we give some notations useful in the sequel: for each n ∈ {2, 3, . . .}, “ D
n
−→” and
“Dn-tight” denote the weak convergence and tightness in D([0, 1],Rn) endowed with the Skorohod
topology. In the same way “
C
n
−→” and “Cn-tight” denote the weak convergence and tightness for
the uniform topology.
4.1 The modified tempered stable case
We will make the following assumptions
(H.1) aα, hα : R −→ R are continuous such that |aα(x)| + |hα(x)| ≤ K(1 + |x|) for all α ∈
(0, 1/2), x ∈ R.
(H.2) The family aα (resp. hα) converge uniformly to a (resp. h) on each compact set in R, as
α→ 0.
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We consider the following SDEs
dY TSSα (t) = aα(Y
TSS
α (t))dX
TSS
α (t) + hα(Y
TSS
α (t))dt, Y
TSS
α (0) = 0, (19)
and
dY (t) = a(Y (t))dXγ(t) + h(Y (t))dt, Y (0) = 0. (20)
Remark 4.1. 1. Under the assumption (H.1), for each α ∈ (0, 1/2), the equation (19) admits
a weak solution, see Jacod and Me´min [11].
2. Since the coefficients aα and a are not Lipschitz, then we do not have uniqueness of solutions
for either equation (19) or equation (20).
The first stability result concerns the class of tempered stable subordinators.
Theorem 4.2. Under the assumptions (H.1)-(H.2) we have
1. The family of processes (Y TSSα , X
TSS
α ) is D
2-tight.
2. Any limit point (Y,Xγ) of the family (Y
TSS
α , X
TSS
α ) satisfies equation (20).
3. If uniqueness in law holds for the equation (20), then
(Y TSSα , X
TSS
α )
D
2
−→(Y,Xγ), α→ 0.
Proof. 1. At first we show that the family {Y TSSα , α ∈ (0, 1/2)} verify the (UT) condition. Under
assumption (H.1) and the uniform tightness of the family {XTSSα , α ∈ (0, 1/2)} we can show,
using a Gronwall type inequality (see [18, Lemme 29-1]), that the family {sups∈[0,1] |Y TSSα (s)|, α ∈
(0, 1/2)} is bounded in probability. Hence the family {sups∈[0,1] |aα(Y TSSα (s))|, α ∈ (0, 1/2)}
(resp. {sups∈[0,1] |hα(Y TSSα (s))|, α ∈ (0, 1/2)}) is also bounded in probability since aα (resp. hα)
has at most linear growth. Therefore it is easy to see that the family {∫ ·
0
hα(Y
TSS
α (t))dt, α ∈
(0, 1/2)} satisfies the (UT) condition. On the other hand, the uniform tightness of the family
{∫ ·
0
aα(Y
TSS
α (t))dX
TSS
α (t), α ∈ (0, 1/2)} follows from [17, Lemme 1-6]. As a consequence we get
the (UT) condition for the family {Y TSSα , α ∈ (0, 1/2)}.
On the next step we show that the family of processes (Y TSSα , X
TSS
α ) is D
2-tight. Since the
function aα is continuous we can always find a sequence of C
2 functions, {aα,n, n ∈ N}, which
approximate uniformly aα on compact sets of R. Now let us consider the sequence of process Y
TSS
α,n
defined by
dY TSSα,n (t) = aα,n(Y
TSS
α (t))dX
TSS
α (t) + hα(Y
TSS
α (t))dt, Y
TSS
α (0) = 0. (21)
As the function aα,n is of class C
2 then we get from [17, Lemme 1-7] that the family {aα,n(Y TSSα ), α ∈
(0, 1/2)} is uniformly tight. Now it follows from [17, Proposition 3-3] (see also [15]) that the family
of processes (
∫ ·
0 aα,n(Y
TSS
α (t))dX
TSS
α (t), X
TSS
α ) is D
2-tight and consequently (Y TSSα,n , X
TSS
α ) is also
D2-tight. It is simple to see that
lim
n→∞
P
[
sup
t≤1
|Y TSSα,n (t)− Y TSSα (t)| > δ
]
= 0
for all δ > 0. Then we use again [17, Proposition 3-3] to obtain that the family of processes
(Y TSSα , X
TSS
α ) is D
2-tight.
The proof of both assertions 2 and 3 is similar to the one of [17, The´ore`me 3.5], therefore we
omit it.
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In a similar way we obtain an analogous stability result if we replace the processes XTSSα and
Xγ in equations (19) and (20) by X
MTS
α and X
NIG respectively and assumption (H.2) by
(H.2′) The family aα (resp. hα) converge uniformly to a (resp. h) on each compact set in R, as
α→ 1/2.
We state this in the following theorem.
Theorem 4.3. Under the assumptions (H.1) and (H.2′) we have
1. The family of processes (ZMTSα , X
MTS
α ) with
dZMTSα (t) = aα(Z
MTS
α (t)) dX
MTS
α (t) + hα(Z
MTS
α (t)) dt, Z
MTS
α (0) = 0, (22)
is D2-tight.
2. Any limit point (Z,XNIG) of the family (ZMTSα , X
MTS
α ) satisfies equation
dZ(t) = a(Z(t)) dXNIG(t) + h(Z(t)) dt, Z(0) = 0. (23)
3. If uniqueness in law holds for equation (23), then
(ZMTSα , X
MTS
α )
D
2
−→(Z,XNIG), α→ 1/2.
4.2 The renormalized case
Finally, we conclude the section presenting a stability result for SDEs driving by the renormalized
families {Yε, Y˜ε, ε ∈ (0, 1)}. To do so, let us consider the following equations
dZε(t) = aε(Zε(t)) dY˜ε(t) + hε(Zε(t))dYε(t), Zε(0) = 0, (24)
and
dZ(t) = a(Z(t)) dW (t) + h(Z(t)) dt, Z(0) = 0, (25)
Our stability result then is stated in the following theorem.
Theorem 4.4. Assume that
(i) µ(ε)/ε→ +∞, ε→ 0;
(ii) Y˜ε
C−→ W , ε→ 0;
(iii) the families {Yε, ε ∈ (0, 1)} and {Y˜ε, ε ∈ (0, 1)} are independent;
(iv) the coefficients hε, aε and h, a satisfy the assumptions (H.1)-(H.2).
Then we have
1. The family {(Zε, Y˜ε, Yε), ε ∈ (0, 1)} is C3-tight.
2. Any limit point (Z,W, t) of the family (Zε, Y˜ε, Yε) satisfies equation (25).
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3. If uniqueness in law holds for equation (25) then
(Zε, Y˜ε, Yε)
C
3
−→(Z,W, t), ε→ 0.
Proof. First we know that {Yε, ε ∈ (0, 1)} (resp. {Y˜ε, ε ∈ (0, 1)}) is a family of increasing processes
(resp. martingales) which converges to the continuous increasing process t (resp. to the contin-
uous martingale W ). Since the two families are independents, then we have the following weak
convergence
(Yε, Y˜ε)
C−→(t,W ), ε→ 0.
Secondly, it is known that under (iv) equations (24) and (25) admit a weak solutions, see [11,
Theorem 1.8]. Using the fact that σ(ε)/ε −→∞ as ε→ 0, we have∫
|s|>1
|s|dΛ˜ε(s) = (σ(ε))−1
∫
σ(ε)<|s|≤ε
|s|dΛ(s) −→ 0.
Finally the assumption (H.1) is sufficient for the continuity in the Skorohod space, cf. [15,
Example 5.3]. So the assertions 1-3 follow from [17, The´ore`me 2.10].
Acknowledgement
Financial support by PTDC/MAT/67965/2006 and FCT, POCTI-219 are gratefully acknowledged.
References
[1] D. Applebaum. Le´vy processes and stochastic calculus. Cambridge University Press, 2004.
[2] S. Asmussen and J. Rosin´ski. Approximations of small jumps of Le´vy processes with a view
towards simulation. J. Appl. Probab., 38(2):482–493, 2001.
[3] O. E. Barndorff-Nielsen. Normal inverse Gaussian distributions and stochastic volatility mod-
elling. Scand. J. Statist., 24(1):1–13, 1997.
[4] O. E. Barndorff-Nielsen. Processes of normal inverse Gaussian type. Finance Stoch., 2(1):41–
68, 1998.
[5] R. F. Bass. Stochastic differential equations with jumps. Probab. Surv., 1:1–19 (electronic),
2004.
[6] J. Bertoin. Subordinators: examples and applications. In Lectures on probability theory and
statistics (Saint-Flour, 1997), volume 1717 of Lecture Notes in Math., pages 1–91. Springer,
Berlin, 1999.
[7] R. Cont and P. Tankov. Financial modelling with jump processes. Chapman & Hall/CRC,
Boca Raton, FL, 2004.
[8] S. Covo. On approximations of small jumps of subordinators with particular emphasis on a
Dickman-type limit. J. Appl. Probab., 46(3):732–755, 2009.
15
[9] B. de Finetti. Sulle funzioni ad incremento aleatorio. Rendiconti dalla R. Accademı´a Nazionale
dei Lincei, 10:163–168, 1929.
[10] J. Jacod. The Euler scheme for Le´vy driven stochastic differential equations: limit theorems.
Ann. Probab., 32(3A):1830–1872, 2004.
[11] J. Jacod and J. Me´min. Weak and strong solutions of stochastic differential equations: existence
and stability. In Stochastic integrals (Proc. Sympos., Univ. Durham, Durham, 1980), volume
851 of Lecture Notes in Math., pages 169–212. Springer, Berlin, 1981.
[12] J. Jacod and P. Protter. Asymptotic error distributions for the Euler method for stochastic
differential equations. Ann. Probab., 26(1):267–307, 1998.
[13] J. Jacod and A. N. Shiryaev. Limit theorems for stochastic processes. Springer-Verlag, Berlin,
second edition, 2003.
[14] A. Jakubowski, J. Me´min, and G. Page`s. Convergence en loi des suites d’inte´grales stochas-
tiques sur l’espace D1 de Skorokhod. Probab. Theory Related Fields, 81(1):111–137, 1989.
[15] T. G. Kurtz and P. Protter. Weak limit theorems for stochastic integrals and stochastic
differential equations. Ann. Probab., 19(3):1035–1070, 1991.
[16] T. G. Kurtz and P. Protter. Weak convergence of stochastic integrals and differential equations.
In Probabilistic models for nonlinear partial differential equations (Montecatini Terme, 1995),
volume 1627 of Lecture Notes in Math., pages 1–41. Springer, Berlin, 1996.
[17] J. Me´min and L. S lomin´ski. Condition UT et stabilite´ en loi des solutions d’e´quations
diffe´rentielles stochastiques. In Se´minaire de Probabilite´s, XXV, volume 1485 of Lecture Notes
in Math., pages 162–177. Springer, Berlin, 1991.
[18] M. Me´tivier. Semimartingales. Walter de Gruyter & Co., Berlin, 1982.
[19] D. Pollard. Convergence of stochastic processes. Springer Series in Statistics. Springer-Verlag,
New York, 1984.
[20] Y. S. Rachev, S. T. Chung, D. M. Kim, and M. L. Bianchi. The modified tempered stable
distribution, GARCH models and option pricing. Probab. Math. Statist., 29(1):91–117, 2009.
[21] T. H. Rydberg. The normal inverse Gaussian Le´vy process: simulation and approximation.
Comm. Statist. Stochastic Models, 13(4):887–910, 1997. Heavy tails and highly volatile phe-
nomena.
[22] T. H. Rydberg. Generalized hyperbolic diffusion processes with applications in finance.
Math. Finance, 9(2):183–201, 1999.
[23] K.-I. Sato. Le´vy processes and infinitely divisible distributions. Cambridge University Press,
1999.
[24] C. Stricker. Lois de semimartingales et crite`res de compacite´. In Se´minaire de probabilite´s,
XIX, 1983/84, volume 1123 of Lecture Notes in Math., pages 209–217. Springer, Berlin, 1985.
16
[25] N. Tsilevich, A. Vershik, and M. Yor. An infinite-dimensional analogue of the Lebesgue measure
and distinguished properties of the gamma process. J. Funct. Anal., 185(1):274–296, 2001.
[26] A. Vershik and M. Yor. Multiplicativite´ du processus gamma et e´tude asymptotique des lois
stables d’indice a, lorsque α tend vers 0. Pre´publ. Lab. Probab. l’Univ. Paris VI 289, 1-10,
1995.
17
ar
X
iv
:1
00
9.
59
34
v2
  [
ma
th.
PR
]  
10
 Fe
b 2
01
1
The α-dependence of stochastic differential equations driven by
variants of α-stable processes
Jose´ Lu´ıs da Silva1∗ and Mohamed Erraoui2
1 Centre of Exact Sciences and Engineering,
CCM, University of Madeira, 9000-390 Funchal, Portugal.
Email: luis@uma.pt
2 Universite´ Cadi Ayyad, Faculte´ des Sciences Semlalia,
De´partement de Mathe´matiques, BP 2390, Marrakech, Maroc
Email: erraoui@ucam.ac.ma
Abstract
In this paper we investigate two variants of α-stable processes, namely tempered stable subordinators
and modified tempered stable process as well as their renormalization. We study the weak convergence
in the Skorohod space and prove that they satisfy the uniform tightness condition. Finally, applications
to the α-dependence of the solutions of SDEs driven by these processes are discussed.
Keywords: Le´vy processes, Uniform tightness, Skorohod space, Weak convergence, SDEs.
1 Introduction
In the last years, Le´vy processes have received a great deal of attention fuelled by numerous applications.
First of all, we would like to mention the stochastic finance theory, one of the principal subjects is the
capital asset pricing model where the security price is allowed to have jumps, both big and small. Another
reason to use models with jumps still in finance is for example in the stock market the price does not change
continuously but change by units; the market is closed on weekends, holidays and opening prices often have
jumps. We refer the interested reader to Cont and Tankov (2004) for an introduction to some financial
models driven by Le´vy processes. Second, in electrical engineering it is known that the telephone noise is
non-Gaussian and the noise is modeled by a Le´vy process. Indeed, the work of Stuck and Kleiner (1974)
∗Corresponding author
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proposes to model the telephone noise by a stable process as well as a Le´vy process with both jumps and
a Wiener component. The latter model is suggested by the different sources of noise, specifically thermal
noise corresponds to the Wiener part and the jump term comes from possibly thunderstorm. As a third
example where a stochastic differential equation driven by a Le´vy process appears we mention the model of
an infinite capacity dam subject to an additive input process and a general release rule. The dynamics of
the content of the dam is given by
dXt = r(Xt)dt+ dZt, (1)
where Z is a Le´vy process with nonnegative increments, r(x) the release rate when the dam content is x. It has
been suggested using empirical data that the Le´vy measure of Z is the gamma measure, cf. Moran (1969), see
also Protter and Talay (1997) for the numerical schemes of such models. When Z stands for a NIG process,
then equation (1) was proposed as a generalized Hull-White model in finance, see Hainaut and MacGilchrist
(2010).
In this paper we study the α-dependence of the solutions of the stochastic differential equations (SDEs)
driven by variants of α-stable processes.
Firstly, we consider the classes of tempered stable subordinators XTSSα and modified tempered stable
processes XMTSα with α ∈ (0, 1/2) and prove the weak convergence, in the Skorohod space endowed with
the Skorohod topology, of XTSSα (resp. X
MTS
α ) to the gamma process when α → 0 (resp. the normal
inverse Gaussian process XNIG when α → 1/2). The family {XMTSα , α ∈ (0, 1/2)} was considered in
Rachev et al. (2009) to develop the GARCH option price model. We want also to point out that the
weak convergence of XTSSα to the gamma process was first established in Tsilevich et al. (2001) using other
considerations. Indeed it is proved that the gamma process has been obtained as weak limit of renormalized
stable processes. The family of the renormalized stable processes we identify as the family of tempered stable
processes {XTSSα , α ∈ (0, 1/2)}, see Remark 2.2 below. Moreover, we would like also to mention the work
of Rydberg (1997) where an approximation of the NIG process, based on an appropriate discretization of
the Le´vy measure, was discussed. In this paper, instead we use the modified tempered stable process as an
approximation of the NIG process.
The continuous dependence consists in investigating the conditions under which the solutions converge
weakly. However, it is well known that the weak convergence is not sufficient to ensure the convergence
of stochastic integral , see Kurtz and Protter (1996) and references therein. Among the sufficient condi-
tions we cite the uniform tightness (UT), introduced by Stricker (1985). It should be noted that this
condition has been used extensively to establish the results of stability of stochastic differential equa-
tions since its introduction, see for example Jacod (2004), Jacod and Protter (1998), Jakubowski et al.
(1989), Kurtz and Protter (1996) and Me´min and S lomin´ski (1991). Thus we show that both driven fam-
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ilies {XTSSα , XMTSα , α ∈ (0, 1/2)} satisfy the (UT) condition. This allows us to establish the continuous
dependence result of SDEs driven by these families.
Secondly, it is proven in Asmussen and Rosin´ski (2001) that the standard Brownian motion {W (t), t ∈
[0, 1]} is obtained as a weak limit, in the Skorohod space equipped with the uniform metric, of a suitable
renormalization of certain classes of Le´vy process which includes the family {XMTSα , α ∈ (0, 1/2}. More
precisely, the Brownian motion W can be approximated by an appropriate renormalization of the compen-
sated sum of small jumps of a given Le´vy process, see Proposition 3.5 below. In the same spirit we mention
the work Covo (2009) which completes, in some sense the previous one, where it is shown that the process
{t, t ∈ [0, 1]} is a weak limit of a renormalized (in an appropriate sense) sum of small jumps of classes of
subordinator. We note that the family {XTSSα , α ∈ (0, 1/2} is among those classes. These two results lead
us to consider the dependence problem of SDEs driven by these renormalized processes. The main tools we
use to prove the continuous dependence result are the uniform tightness of the renormalized families and the
stability of SDEs established in Me´min and S lomin´ski (1991).
2 Le´vy processes and infinite divisibility
We start by recalling a few well-known facts about infinitely divisible distributions. We consider a class of
Borel measures on R satisfying the following conditions:
Λ({0}) = 0, (2)∫ +∞
−∞
(s2 ∧ 1)dΛ(s) < ∞. (3)
This class will be denoted by M.
De Finetti (1929) introduced the notion of an infinitely divisible distribution and showed that they
have an intimate relationship with Le´vy processes. By the Le´vy-Kintchine formula, all infinitely divisible
distributions FΛ are described via their characteristic function:
φΛ(u) =
∫ +∞
−∞
eiuxdFΛ(x) = e
ΨΛ(u), u ∈ R,
where the characteristic exponent ΨΛ, is given as
ΨΛ(u) = ibu− 1
2
cu2 +
∫ +∞
−∞
(eius − 1− ius 11{|s|<1}(s)) dΛ(s),
where b ∈ R, c ≥ 0.
We assume as given a filtered probability space (Ω, F , P, (Ft)t∈[0,1]) satisfying the usual hypothesis. A
Le´vy process X = {X(t), t ∈ [0, 1]} has the property
E(eiuX(t)) = etΨ(u), t ∈ [0, 1] , u ∈ R,
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where Ψ(u) is the characteristic exponent of X(1) which has an infinitely divisible distribution. Thus, any
infinitely divisible distribution FΛ generates in a natural way a Le´vy process X by setting the law of X(1),
L(X(1)) = FΛ. The three quantities (b, c,Λ) determine the law L(X(1)). Since the distribution of a Le´vy
process X = {X(t), t ∈ [0, 1]} is completely determined by the marginal distribution L(X(1)), and thus
the process X itself completely. The measure Λ is called the Le´vy measure whereas (b, c,Λ) is called the
Le´vy-Khintchine triplet.
Let us now give some examples of Le´vy processes which will be used later on. We will present three
classes related to the sample path properties. Namely subordinators, processes with paths of finite and
infinite variations.
2.1 Subordinators
A subordinator is a one-dimensional increasing Le´vy process starting from 0. Subordinators form one of the
simplest family of Le´vy processes. The law of a subordinator is specified by the Laplace transform of its one
dimensional distributions. We assume throughout this paper that these processes have no drift.
We consider a subclass in M of measures supported on R+ satisfying the following
Λ(0,∞) = ∞, (4)∫ 1
0
s dΛ(s) < ∞. (5)
Any Le´vy measure Λ satisfying conditions (4) and (5) generates a subordinator X , see for example (Bertoin,
1999, Theorem 1.2). We can therefore give its Laplace transform
ψΛ(u) := E(e
−uX(1)) = exp
(∫ ∞
0
(e−su − 1) dΛ(s)
)
, u ∈ R+.
Remark 2.1. (i) When X is a subordinator, the Laplace transform of its marginal distributions is much
more useful, for both theoretical and practical applications, than the characteristic function.
(ii) The assumption (4) implies that the process X has infinite activity, that is, almost all paths have
infinitely many jumps along any time interval of finite length. Whereas the condition (5) guarantees
that almost all paths of X have finite variation.
Examples
1. Gamma process. Consider the Le´vy measure Λγ with density with respect to the Lebesgue measure
defined by
dΛγ(s) :=
e−s
s
11{s>0}ds.
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Then the corresponding process is known as gamma process. A simple calculation shows that
ψΛγ (u) =
1
1 + u
,
and the Laplace transform of the corresponding process has the form
Eµγ
(
e−uXγ(t)
)
= exp (−t log(1 + u)) = 1
(1 + u)t
, t ∈ [0, 1].
Here µγ denotes the law of Xγ(1).
2. Stable subordinator (SS). Let α ∈ (0, 1) be given and let ΛSSα be the Le´vy measure given by
dΛSSα (s) :=
α
Γ(1− α)
1
s1+α
11{s>0}ds.
Then we have
ψΛ(u) = exp (−uα) ,
and
EµSSα
(
e−uX
SS
α (t)
)
= exp (−tuα) , t ∈ [0, 1].
Here µSSα denotes the law of X
SS
α (1).
3. Tempered stable subordinator (TSS). A tempered stable subordinator is obtained by taking a
stable subordinator and multiplying the Le´vy measure by an exponential function, that is, an expo-
nentially tempered version of the stable subordinator. More precisely, for α ∈ (0, 1), we consider the
Le´vy measure
dΛTSSα (s) :=
1
α
e−sdΛSSα (s) =
1
Γ(1− α)
e−s
s1+α
11{s>0}ds. (6)
Then we have
ψΛTSSα (u) = exp
(
1− (1 + u)α
α
)
and
EµTSSα
(
e−uX
TSS
α (t)
)
= exp
(
−t1− (1 + u)
α
α
)
, t ∈ [0, 1].
Now let us give a concrete realization of a subordinator due to Tsilevich et al. (2001). We denote by
D =
{
η =
∑
ziδxi , xi ∈ [0, 1], zi ∈ R+,
∑
|zi| <∞
}
the real linear space of all finite real discrete measures in [0, 1]. We define the coordinate process {X(t), t ∈ [0, 1]}
on D by
X(t) : D −→ R+, η 7→ X(t)(η) := η([0, t]), t ∈ [0, 1]
and Ft := σ(X(s), s ≤ t) denotes its own filtration.
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Let Λ be a Le´vy measure satisfying conditions (4) and (5) and µΛ be a probability measure on (D,F1)
with Laplace transform given by
EµΛ
(
exp
(
−
∫ 1
0
f(t) dη(t)
))
= exp
(∫ 1
0
log(ψΛ(f(t)) dt
)
.
Here f is an arbitrary non-negative bounded Borel function on [0, 1]. In particular, when f(s) = u11[0,t](s),
u > 0, t ∈ (0, 1] the Laplace transform of X(t) is given by
EµΛ(e
−uX(t)) = exp (t log(ψΛ(u))) , t ∈ [0, 1].
We call the pair (X,µΛ) a realization of a Le´vy process with Le´vy measure Λ which is a subordinator, cf.
(Tsilevich et al., 2001, Remark 2.1).
Now we would like to highlight the link between tempered stable and stable subordinators. First of all
it follows from (6) that the Le´vy measures ΛTSSα and Λ
SS
α are equivalent. Then we obtain from (Sato, 1999,
Theorem 33.1) that XSSα and X
TSS
α have equivalent laws with density given in (Sato, 1999, Theorem 33.2),
see (7) below. We notice that the authors in Tsilevich et al. (2001); Vershik and Yor (1995) constructed a
family of measures, equivalent to α-stable laws with given densities which converges weakly to the gamma
measure. This is the content of the following remark.
Remark 2.2. Let X˜α be a process such that the law µ˜α := L(X˜α(1)) is equivalent to µSSα with density
dµ˜α
dµSSα
(η) =
exp(−α−1/αX(1)(η))
EµSSα
(
exp(−α−1/αX(1)(η))) = eα−1e−α−1/αX(1)(η). (7)
Then the law of the tempered stable subordinator XTSSα is nothing but the law of the process α
−1/αX˜α.
2.2 Le´vy processes with finite variation paths
We consider a Le´vy process with the following triplet (0, 0,Λ). We are interested here in the subclass of M
satisfying
Λ(R) = ∞, (8)∫
|s|≤1
|s| dΛ(s) < +∞. (9)
Condition (9) means that the corresponding Le´vy process has finite variation paths.
Examples
1. Stable process (S). Symmetric α-stable processes XSα , with α ∈ (0, 1), are the class of Le´vy pro-
cesses whose characteristic exponents correspond to those of symmetric α-stable distributions. The
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corresponding Le´vy measure is given by
dΛSα(s) =
(
1
|s|1+α 11{s<0} +
1
s1+α
11{s>0}
)
ds.
The characteristic exponent ΨΛSα has the form
ΨΛSα(u) = −|u|α, u ∈ R.
2. Tempered stable process (TS). It is well known that α-stable distributions, with α ∈ (0, 1), have
infinite p-th moments for all p ≥ α. This is due to the fact that its Le´vy density decays polynomially.
Tempering the tails with the exponential rate is one choice to ensure finite moments. The tempered
stable distribution is then obtained by taking a symmetric α-stable distribution and multiplying its
Le´vy measure by an exponential functions on each half of the real axis. In explicit
dΛTSα (s) =
(
e−|s|
|s|1+α 11{s<0} +
e−s
s1+α
11{s>0}
)
ds.
The characteristic exponent ΨΛTSα is given by
ΨΛTSα (u) = Γ(−α)[(1 − iu)α + (1 + iu)α − 2], u ∈ R.
The associated Le´vy process will be called tempered stable process and denoted by XTSα .
3. Modified tempered stable process (MTS).
The MTS distribution is obtained by taking an α-stable law with α ∈ (0, 1/2) and multiplying the
Le´vy measure by a modified Bessel function of the second kind on each side of the real axis. It is
infinitely divisible and has finite moments of all orders. It behaves asymptotically like the 2α-stable
distribution near zero and like the TS distribution on the tail. Then the Le´vy density is given by
dΛMTSα (s) =
1
pi
(
Kα+ 1
2
(|s|)
|s|α+ 12
11{s<0} +
Kα+ 1
2
(s)
sα+
1
2
11{s>0}
)
ds.
Kα+ 1
2
is the modified Bessel function of the second kind given by the following integral representation
Kα+ 1
2
(s) =
1
2
(s
2
)α+ 1
2
∫ +∞
0
exp
(
−t− s
2
4t
)
t−α−
3
2 dt. (10)
The characteristic exponent has the form
ΨΛMTSα (u) =
1√
pi
2−α−
1
2 Γ(−α)[(1 + u2)α − 1], u ∈ R.
The induced Le´vy process, denoted by XMTSα , will be called modified tempered stable process. For
additional details on MTS distributions the reader may consult Rachev et al. (2009).
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2.3 Le´vy process of infinite variation paths
Finally, we would like to consider a subclass of M satisfying (8) and the following condition
∫
|s|≤1
|s| dΛ(s) =∞. (11)
Examples
1. Symmetric α-stable processes, tempered stable processes, with α ∈ (1, 2) and modified tempered stable
processes, with α ∈ (1/2, 1).
2. Normal inverse Gaussian process (NIG). The NIG distribution was introduced in finance by
Barndorff-Nielsen. It might be of interest to know that the NIG distribution is a special case of the
generalized hyperbolic distribution, introduced also by Barndorff-Nielsen to model the logarithm of
particle size, see references below.
Let {XNIG(t), t ∈ [0, 1]} be a Le´vy process with Le´vy measure given by
dΛNIG(s) =
K1(|s|)
pi|s| ds,
where K1 is the modified Bessel function of the second kind with index 1. The characteristic exponent
is equal to
ΨΛNIG(u) =
(
1−
√
1 + u2
)
, u ∈ R.
The process {XNIG(t), t ∈ [0, 1]} is a Le´vy process with the triplet (0, 0,ΛNIG).
For further results related to the normal inverse Gaussian distributions see Barndorff-Nielsen (1997,
1998) and Rydberg (1997, 1999).
We conclude this section with the following remark.
Remark 2.3. All Le´vy processes considered before are such that:
1. Their paths belong to the set of all ca`dla`g functions, denoted by D([0, 1],R), i.e. all real-valued right
continuous with left limits functions on [0, 1].
2. They are pure jump semimartingales processes without fixed times of discontinuity.
3 Weak convergence and uniform tightness
In this section at first we present a result on weak convergence of the above families in D([0, 1],R) endowed
with the Skorohod topology J1, (D, J1). This convergence will be denoted by “ D−→”. On the other hand,
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since we will deal with continuous limit processes, we are interested in the tightness and weak convergence in
the space D([0, 1],R) equipped with the uniform topology U , (D,U). We will denoted them by “C-tight” and
“
C−→”, respectively. Finally, after recalling the definition of the uniform tightness as well as a useful criterion,
we prove that the processes considered satisfy this condition, cf. Propositions 3.10 and 3.11 below.
3.1 Weak convergence in (D,J1)
In this subsection we present the weak convergence in (D,J1) of the families of processes {XTSSα , α ∈ (0, 1/2)}
and {XMSSα , α ∈ (0, 1/2)}. We start with the following elementary lemma.
Lemma 3.1. We have the following weak convergence of the one dimensional law:
(i) XTSSα (1)
L−→ Xγ(1), α→ 0.
(ii) XMTSα (1)
L−→ XNIG(1), α→ 1/2.
Proof. The result in (i) is a consequence of Proposition 6.3 in Tsilevich et al. (2001).
(ii) It is easy to see that the characteristic exponent ΨΛMTSα (1) converge to ΨΛNIG(1) when α goes to 1/2.
This implies that XMTSα (1) converge weakly to X
NIG(1).
Proposition 3.2. We have the following weak convergence in (D,J1):
(i) XTSSα
D−→ Xγ, as α→ 0.
(ii) XMTSα
D−→ XNIG, as α→ 1/2.
Proof. Since Le´vy processes are semimartingales with stationary independent increments, then it follows
from (Jacod and Shiryaev, 2003, Corollary 3.6) that the convergence of the marginal laws of XTSSα (1) and
XMTSα (1) is equivalent to the weak convergence of processes X
TSS
α and X
MTS
α in (D,J1).
Now we are interested in the weak convergence of certain renormalization of pure jump subordinator.
Let X be a subordinator with Le´vy measure Λ satisfying the conditions (4)-(5) and Xε be the sum of its
jumps of size in (0, ε). Then the corresponding Le´vy measure Λε is nothing but the restriction of Λ to
(0, ε]. We denote the expectation of Xε(1) by µ(ε) :=
∫
(0,ε] sdΛ(s). We consider the renormalized process
Yε := µ(ε)
−1Xε and state the following convergence result proved in Covo (2009).
Proposition 3.3. The following statements hold, as ε→ 0.
(i) If µ(ε)/ε→ c, where 0 < c < +∞, then Yε D−→ c−1X∗c where X∗c is a pure jump subordinator with Le´vy
measure given by dΛ∗c(s) = 11(0,1](s)(c/s)ds.
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(ii) If µ(ε)/ε→ +∞, then Yε D−→ t := {t, t ∈ [0, 1]}.
Remark 3.4. Since Yε are Le´vy processes and the limit process in the statement (ii) is continuous, then it
follows from (Pollard, 1984, Theorem 19) that the convergence holds also in (D,U) as follows
(ii)’ If µ(ε)/ε→ +∞, then Yε C−→ t.
We give some examples of Le´vy processes which illustrate the above proposition.
1. Gamma process, µ(ε)/ε→ 1.
2. Stable and tempered stable subordinators, α ∈ (0, 1), µ(ε)/ε→ +∞.
3.2 Weak convergence in (D,U)
In this subsection we are interested in the weak convergence of certain renormalizations of Le´vy processes.
Let X be a Le´vy process with characteristic function of the form
E(eiuX(t)) = exp
(
t
(
ibu− 1
2
cu2 +
∫ +∞
−∞
(eius − 1− ius 11{|s|<1}(s)) dΛ(s)
))
where t ∈ [0, 1], u ∈ R and the Le´vy measure Λ does not have atoms in some neighbourhood of the origin.
For each ε ∈ (0, 1), let us consider X˜ε the compensated sum of jumps of X taking values in (−ε, ε). It is
well known that {X˜ε, 0 < ε ≤ 1} is a family of Le´vy processes with characteristic function
E(eiuX˜ε(t)) = exp
(
t
∫
|s|≤ε
(eius − 1− ius) dΛ(s)
)
, t ∈ [0, 1].
It is clear that, for each ε > 0, X˜ε is a martingale with jumps bounded by ε with E(X˜ε(1)) = 0 and
E(X˜2ε (1)) =
∫
|s|≤ε
s2dΛ(s) =: σ2(ε).
We consider the renormalization process Y˜ε := σ(ε)
−1X˜ε and state the following convergence result due to
Asmussen and Rosin´ski (2001).
Proposition 3.5. The following are equivalent
1. Y˜ε
C−→ W as ε→ 0, where W is a standard Brownian motion.
2.
σ(ε)
ε
−→∞ as ε→ 0.
Remark 3.6. For each ε ∈ (0, 1), Y˜ε is a Le´vy process with characteristic function given by
E(eiuY˜ε(t)) = exp
(
t
[
iubε +
∫
R
(
eius − 1− ius11{|s|≤1}(s)
)
dΛ˜ε(s)
])
, t ∈ [0, 1],
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where the Le´vy measure Λ˜ε is defined, for any B ∈ B(R), by
Λ˜ε(B) := Λ(σ(ε)B ∩ (−ε, ε)), (12)
and
bε := −σ(ε)−1
∫
σ(ε)∧ε≤|s|≤ε
s dΛ(s). (13)
We give some examples of Le´vy processes for which the above renormalization converge.
1. Symmetric α-stable processes, α ∈ (0, 2), σ(ε) = (2/(2− α))1/2ε1−α/2.
2. Tempered stable processes, α ∈ (0, 1), σ(ε) ≥ (2/(2− α))1/2ε1−α/2e−ε/2.
3. Modified tempered stable processes, α ∈ (0, 1/2), σ(ε) ≈ (2/((2− 2α)pi))1/2ε1−α.
4. Normal inverse Gaussian, σ(ε) ≈ (2/pi)1/2ε1/2.
We notice that the examples 1. and 4. above were considered in Asmussen and Rosin´ski (2001).
3.3 Uniform tightness of Le´vy processes
First we recall the definition and criterion of the uniform tightness (UT) needed later on. The following
definition was proposed by Jakubowski et al. (1989).
Definition 3.7. A sequence of semimartingales {Zn, n ≥ 1} is said to be uniformly tight if for each t ∈ (0, 1],
the set {∫ t
0
Hn(s−) dZ
n(s), Hn ∈ H, n ≥ 1
}
is stochastically bounded (uniformly in n).
In the above definition H denotes the collection of simple predictable processes of the form
H(t) = H0 +
m∑
i=1
Hi11(ti,ti+1](t),
where Hi is Fti-measurable such that |Hi| ≤ 1 and 0 = t0 ≤ . . . ≤ tm+1 = t is a finite partition of [0, t].
In practice it is not easy to verify the (UT) condition as stated in Definition 3.7. Thus we look for a
more convenient criterion due to Kurtz and Protter (1996). Let Z be an adapted process with ca`dla`g paths
and {Zn, n ∈ N} be a sequence of semimartingales, with the canonical decompositions
Zn(t) =Mn(t) +An(t), (14)
where An is a predictable process with locally bounded variation and Mn is a (locally bounded) local
martingale.
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Proposition 3.8. [cf. Kurtz and Protter (1996)] Assume that Zn
D−→ Z and one of the following two
conditions holds
sup
n∈N
{
E
(
[Mn,Mn](1) +
∫ 1
0
|dAn(t)|
)}
< +∞, (15)
sup
n∈N
{
E
(
sup
t≤1
|∆Mn(t)|+
∫ 1
0
|dAn(t)|
)}
< +∞. (16)
Then {Zn, n ∈ N} satisfies (UT).
Remark 3.9. 1. If Z is a continuous semimartingale then we assume that Zn
C−→ Z.
2. The conditions (15) and (16) imply the uniform controlled variation (UCV) of {Zn, n ∈ N} introduced
in Kurtz and Protter (1996).
3. Since Zn
D−→ Z then the (UT) and (UCV) are equivalent, see Kurtz and Protter (1996).
Next, we are interested in the decomposition (14) for a Le´vy process Z. We start by splitting Z into two
parts depending on the size of the jumps:
Z(t) = R(t) +N(t)
with N(t) =
∑
s≤t∆Z(s) 11{|∆Z(s)|>1} and R with jumps bounded by 1. Since R is a Le´vy process with
bounded jumps its canonical decomposition is, by means of (Applebaum, 2004, pp. 103), of the simple form
R(t) = R0(t) + tE(R(1)) where {R0(t) : t ∈ [0, 1]} is a ca`dla`g centred square-integrable martingale with
jumps bounded by 1. Hence the decomposition (14) takes the form
Z(t) = R0(t) + tE(R(1)) +
∑
s≤t
∆Z(s) 11{|∆Z(s)|>1}. (17)
Now we are able to state the main result of this subsection.
Proposition 3.10. The following families satisfy (UT)
(i) {XTSSα , α ∈ (0, 1/2)},
(ii) {XMTSα , α ∈ (0, 1/2)}.
Proof. Since the families {XTSSα , α ∈ (0, 1/2)} and {XMTSα , α ∈ (0, 1/2)} are weakly convergent, then in
order to obtain the (UT) property, we have only to check condition (15) of Proposition 3.8.
(i) The decomposition (17) for the process XTSSα is given by
XTSSα (t) = R
TSS
α,0 (t) + tE(R
TSS
α (1)) +
∑
s≤t
∆XTSSα 11{|∆XTSSα |>1}. (18)
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Thus, condition (15) becomes
sup
α∈(0,1/2)
(∫ 1
0
s2 dΛTSSα (s) +
∫ +∞
0
s dΛTSSα (s)
)
< +∞,
which is simple to verify.
(ii) It is easy to see that E(RMTSα (1)) = 0. Then the (UT) condition follows from
sup
α∈(0,1/2)
(∫
|s|≤1
s2 dΛMTSα (s) +
∫
|s|>1
|s| dΛMTSα (s)
)
< +∞.
To show this we use the integral representation (11) for the Bessel function Kα+1/2 and estimate the above
integrals as ∫
|s|>1
|s| dΛMTSα (s) = 2−α−1/2
∫ +∞
1
∫ +∞
0
s e−
s2
4t e−tt−(α+3/2)dtds
= 21/2−α
∫ +∞
0
e−(t+
1
4t )t−α−1/2dt
≤ 5 21/2−α
∫ +∞
1/4
e−(t+
1
4t )dt.
∫
|s|≤1
s2 dΛMTSα (s) ≤ 2
∫ +∞
0
s2 dΛMTSα (s)
=
√
pi 21/2−α Γ(1− α).
This completes the proof.
Next we state the (UT) property for the renormalized families {Yε, ε ∈ (0, 1)} and {Y˜ε, ε ∈ (0, 1)}.
Proposition 3.11. (i) Assume that µ(ε)/ε converges in (0,+∞]. Then the renormalized family {Yε, ε ∈
(0, 1)} satisfies (UT).
(ii) Assume that Y˜ε
C−→ W . Then the renormalized family {Y˜ε, ε ∈ (0, 1)} satisfies (UT).
Proof. (i) Since the process Yε is a pure jump subordinator, then the condition (15) becomes
sup
ε∈(0,1)
{
E
(∫ 1
0
|dYε(t)|
)}
= sup
ε∈(0,1)
E (Yε(1)) = 1. (19)
So the (UT) condition is a consequence of Proposition 3.8.
(ii) First notice that, for each ε ∈ (0, 1), Y˜ε is a martingale with jumps bounded by ε/σ(ε). Thus we obtain
E
(
sup
t≤1
|∆Y˜ε(t)|
)
≤ ε
σ(ε)
.
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As a consequence of statement 2 of Proposition 3.5 we have
sup
ε∈(0,1)
E
(
sup
t≤1
|∆Y˜ε(t)|
)
<∞,
which implies that condition (16) is satisfied. Since Y˜ε is weakly convergent, then (UT) condition follows
from Proposition 3.8.
4 α-Continuity of SDEs driven by Le´vy processes
The previous section established the weak convergence and uniform tightness for certain families of Le´vy
processes. Now we would like to apply these results to study the continuous dependence problem for SDEs
driven by these families of Le´vy processes. For a survey on SDEs driven by Le´vy processes we refer to Bass
(2004). To begin, we give some notations useful in the sequel: for each n ∈ {2, 3, . . .}, “ D
n
−→” and “Dn-tight”
denote the weak convergence and tightness in D([0, 1],Rn) endowed with the Skorohod topology. In the same
way “
C
n
−→” and “Cn-tight” denote the weak convergence and tightness for the uniform topology.
4.1 The modified tempered stable case
We will make the following assumptions
(H.1) aα, hα : R −→ R are continuous such that |aα(x)| + |hα(x)| ≤ K(1 + |x|) for all α ∈ (0, 1/2), x ∈ R.
(H.2) The family aα (resp. hα) converge uniformly to a (resp. h) on each compact set in R, as α→ 0.
We consider the following SDEs
dY TSSα (t) = aα(Y
TSS
α (t−))dX
TSS
α (t) + hα(Y
TSS
α (t))dt, Y
TSS
α (0) = 0, (20)
and
dY (t) = a(Y (t−))dXγ(t) + h(Y (t))dt, Y (0) = 0. (21)
Remark 4.1. 1. Under the assumption (H.1), for each α ∈ (0, 1/2), the equation (20) admits a weak
solution, see Jacod and Me´min (1981).
2. Since the coefficients aα and a are not Lipschitz, then we do not have uniqueness of solutions for either
equation (20) or equation (21).
The first α-continuity result concerns the class of tempered stable subordinators.
Theorem 4.2. Under the assumptions (H.1)-(H.2) we have
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1. The family of processes (Y TSSα , X
TSS
α ) is D
2-tight.
2. Any limit point (Y,Xγ) of the family (Y
TSS
α , X
TSS
α ) satisfies equation (21).
3. If uniqueness in law holds for the equation (21), then
(Y TSSα , X
TSS
α )
D
2
−→(Y,Xγ), α→ 0.
Proof. 1. At first we show that the family {Y TSSα , α ∈ (0, 1/2)} verify the (UT) condition. For that we
need to prove that the family {sups∈[0,1] |Y TSSα (s)|, α ∈ (0, 1/2)} is bounded in probability. Indeed, as Y TSSα
satisfies the equation (20) then, for t ∈ [0, 1], we have
Y TSSα (t) =
∫ t
0
aα(Y
TSS
α (s−))dX
TSS
α (s) +
∫ t
0
hα(Y
TSS
α (s))ds. (22)
The set
{
t : Y TSSα (t) 6= Y TSSα (t−)
}
is countable and so far it is Lebesgue negligible. Owing to this fact we
may replace hα(Y
TSS
α (t)) by hα(Y
TSS
α (t−)) in the right-hand side of (22) and obtain
Y TSSα (t) =
∫ t
0
aα(Y
TSS
α (s−))dX
TSS
α (s) +
∫ t
0
hα(Y
TSS
α (s−))ds.
Using assumption (H.1) we get
|Y TSSα (t)| ≤ K
∫ t
0
(1 + |Y TSSα (s−)|)d{s+XTSSα (s)}, ∀ t ∈ [0, 1].
It follows from a Gronwall type inequality, see (Protter, 2005, pp. 352), that
|Y TSSα (t)| ≤ K exp(t+XTSSα (t)), ∀ t ∈ [0, 1].
Now since XTSSα is increasing it yields
sup
t∈[0,1]
|Y TSSα (t)| ≤ K exp(1 +XTSSα (1)).
We infer the boundedness in probability of the family {sups∈[0,1] |Y TSSα (s)|, α ∈ (0, 1/2)} from the bounded-
ness in probability of the the family {XTSSα (1), α ∈ (0, 1/2)} which is a consequence of the uniform tightness
of the family {XTSSα , α ∈ (0, 1/2)}, see Lemma 1.2 of Jakubowski et al. (1989) or Stricker (1985).
Hence the family {sups∈[0,1] |aα(Y TSSα (s))|, α ∈ (0, 1/2)} (resp. {sups∈[0,1] |hα(Y TSSα (s))|, α ∈ (0, 1/2)})
is also bounded in probability since aα (resp. hα) has at most linear growth. Therefore it is easy to see that
the family {∫ ·0 hα(Y TSSα (t))dt, α ∈ (0, 1/2)} satisfies the (UT) condition. On the other hand, the uniform
tightness of the family {∫ ·
0
aα(Y
TSS
α (t))dX
TSS
α (t), α ∈ (0, 1/2)} follows from (Me´min and S lomin´ski, 1991,
Lemme 1-6). As a consequence we get the (UT) condition for the family {Y TSSα , α ∈ (0, 1/2)}.
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On the next step we show that the family of processes (Y TSSα , X
TSS
α ) is D
2-tight. Since the function aα
is continuous we can always find a sequence of C2 functions, {aα,n, n ∈ N}, which approximate uniformly
aα on compact sets of R. Now let us consider the sequence of process Y
TSS
α,n defined by
dY TSSα,n (t) = aα,n(Y
TSS
α (t−))dX
TSS
α (t) + hα(Y
TSS
α (t))dt, Y
TSS
α (0) = 0. (23)
As the function aα,n is of class C
2 then we get from (Me´min and S lomin´ski, 1991, Lemme 1-7) that the family
{aα,n(Y TSSα ), α ∈ (0, 1/2)} is uniformly tight. Now it follows from (Me´min and S lomin´ski, 1991, Proposition
3-3) (see also Kurtz and Protter (1991)) that the family of processes (
∫ ·
0
aα,n(Y
TSS
α (t))dX
TSS
α (t), X
TSS
α ) is
D2-tight and consequently (Y TSSα,n , X
TSS
α ) is also D
2-tight. It is simple to see that
lim
n→∞
P
[
sup
t≤1
|Y TSSα,n (t)− Y TSSα (t)| > δ
]
= 0
for all δ > 0. Then we use again (Me´min and S lomin´ski, 1991, Proposition 3-3) to obtain that the family of
processes (Y TSSα , X
TSS
α ) is D
2-tight.
The proof of both assertions 2 and 3 is similar to the one of (Me´min and S lomin´ski, 1991, The´ore`me 3.5),
therefore we omit it.
We now turn to an example of equation (21), for which there is no uniqueness in law.
Example 4.3. We consider the following equation
dY (t) = dXγ(t) + h(Y (t))dt, Y (0) = 0, (24)
where h is bounded continuous and equal to sign(x)|x|β in some neighborhood of x = 0 for certain positive
constant β < 1.
This example is inspired by the work of of Tanaka et al. (1974), who treats the problem of uniqueness
of the equation (24) with the symmetric stable process instead of the gamma process. Precisely, the authors
show that the equation (24), with the drift h given above, does not admit the uniqueness property. The key of
the proof is the asymptotic rate of growth of the sample paths of the symmetric stable process at the origin.
In our case the gamma process satisfies the following short time behavior
lim
t↓0
Xγ(t)
t1/(1−β)
= 0 a.s. (25)
which is a consequence of the finiteness of
∫ 1
0
Λγ [t
1/(1−β),+∞) dt, see Bertoin (1996) or Sato (1999). This
is sufficient to show non-uniqueness proceeding along the lines as in Tanaka et al. (1974), Theorem 3.2.
In a similar way we obtain an analogous α-continuity result if we replace the processes XTSSα and Xγ in
equations (20) and (21) by XMTSα and X
NIG respectively and assumption (H.2) by
16
(H.2′) The family aα (resp. hα) converge uniformly to a (resp. h) on each compact set in R, as α→ 1/2.
We state this in the following theorem.
Theorem 4.4. Under the assumptions (H.1) and (H.2′) we have
1. The family of processes (ZMTSα , X
MTS
α ) with
dZMTSα (t) = aα(Z
MTS
α (t−)) dX
MTS
α (t) + hα(Z
MTS
α (t)) dt, Z
MTS
α (0) = 0, (26)
is D2-tight.
2. Any limit point (Z,XNIG) of the family (ZMTSα , X
MTS
α ) satisfies equation
dZ(t) = a(Z(t−)) dX
NIG(t) + h(Z(t)) dt, Z(0) = 0. (27)
3. If uniqueness in law holds for equation (27), then
(ZMTSα , X
MTS
α )
D
2
−→(Z,XNIG), α→ 1/2.
4.2 The renormalized case
Finally, we conclude the section presenting a ε-continuity result for SDEs driving by the renormalized families
{Yε, Y˜ε, ε ∈ (0, 1)}. To do so, let us consider the following equations
dZε(t) = aε(Zε(t−)) dY˜ε(t) + hε(Zε(t))dYε(t), Zε(0) = 0, (28)
and
dZ(t) = a(Z(t)) dW (t) + h(Z(t)) dt, Z(0) = 0, (29)
Our result then is stated in the following theorem.
Theorem 4.5. Assume that
(i) µ(ε)/ε→ +∞, ε→ 0;
(ii) Y˜ε
C−→ W , ε→ 0;
(iii) the families {Yε, ε ∈ (0, 1)} and {Y˜ε, ε ∈ (0, 1)} are independent;
(iv) the coefficients hε, aε and h, a satisfy the assumptions (H.1)-(H.2).
Then we have
1. The family {(Zε, Y˜ε, Yε), ε ∈ (0, 1)} is C3-tight.
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2. Any limit point (Z,W, t) of the family (Zε, Y˜ε, Yε) satisfies equation (29).
3. If uniqueness in law holds for equation (29) then
(Zε, Y˜ε, Yε)
C
3
−→(Z,W, t), ε→ 0.
Proof. First we know that {Yε, ε ∈ (0, 1)} (resp. {Y˜ε, ε ∈ (0, 1)}) is a family of increasing processes
(resp. martingales) which converges to the continuous increasing process t (resp. to the continuous martingale
W ). Since the two families are independents, then we have the following weak convergence
(Yε, Y˜ε)
C−→(t,W ), ε→ 0.
Secondly, it is known that under (iv) equations (28) and (29) admit a weak solutions, see (Jacod and Me´min,
1981, Theorem 1.8). Using the fact that σ(ε)/ε −→∞ as ε→ 0, we have
∫
|s|>1
|s|dΛ˜ε(s) = (σ(ε))−1
∫
σ(ε)<|s|≤ε
|s|dΛ(s) −→ 0.
Finally the assumption (H.1) is sufficient for the continuity in the Skorohod space, cf. (Kurtz and Protter,
1991, Example 5.3). So the assertions 1-3 follow from (Me´min and S lomin´ski, 1991, The´ore`me 2.10).
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