Abstract-In vehicular ad hoc networks (VANETs), cooperative data dissemination is a promising approach addressing the problem of limited connection time between vehicles and road side units. However, existing data dissemination strategies rely too much on real-time channel state information, resulting in high communication overhead and transmission delay. To reduce the communication overhead and thus enhance the system throughput, we propose a channel prediction based scheduling strategy for data dissemination in VANETs. The channel prediction is built upon the recursive least squares algorithm. With low computational complexity, our proposed strategy achieves high scheduling efficiency verified by simulations of transmission delay and system throughput under both urban and highway scenarios.
implemented by a control server (CS) [4] , in which the CS chooses the vehicles with the highest utilities as relay nodes and allocates the transmission frames accordingly. Existing centralized scheduling strategies usually require the CS to collect the real-time full CSI from the vehicles before making effective scheduling decisions. This entails increased communication overhead. Besides, as small-scale fading varies very rapidly, the coherence time is typically less than 1ms [5] , [6] . However, the overall delay of CSI measurement collection at the control server is at least several milliseconds, and the acquired full CSI would be outdated for scheduling, even if the measurement were accurate.
Nevertheless, we realize that the moving patterns of vehicles are relatively stable since the vehicles usually run along roads with fixed directions within quite a long time. This makes the large-scale fading of vehicular communications easily and effectively predictable based on the motion information of the vehicles. In the literature [7] , widely-applied prediction algorithms are typically based on one of the three models, namely the autoregressive (AR) model, the sum-of-sinusoids (SOS) model, and the band-limited process model, in which the AR model achieves good performance in terms of both complexity and accuracy.
In this letter, by employing large-scale channel prediction based on the location information of the vehicles, we propose a novel scheduling strategy for cooperative data dissemination in VANETs. Due to the mobility characteristics of vehicles, we employ channel prediction to help the CS acquire the information for scheduling. The recursive least squares (RLS) algorithm realizes efficient large-scale channel prediction with relatively low computational complexity, and is thus suitable for real-time processing. Then, we further propose a large-scale channel prediction based scheduling strategy for cooperative data dissemination. With a significant reduction of communication overhead for the required information feedback, this proposed scheme can achieve a network performance that is similar to existing centralized data dissemination strategies using perfect real-time CSI feedback. Besides, our proposed strategy can effectively reduce the data dissemination delay, as well as improve the network throughput compared with existing distributed cooperative data dissemination alternatives. Simulations verify the efficiency of our proposed strategy in terms of the time delay and system throughput.
II. SYSTEM MODEL As illustrated in Fig. 1 , each vehicle carries a Global Positioning System (GPS) module to acquire its basic information, including real-time position and velocity. Each RSU masters the basic information of the vehicles in its own AoI. To achieve cooperative data dissemination and eliminate transmission collisions, the RSUs are connected to the CS through a wired backhaul. A data dissemination includes three phases:
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See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. III. SCHEDULING STRATEGY WITH CHANNEL PREDICTION We adopt a periodical scheduling method of the CS. In the proposed scheduling framework, the CS requires the real-time CSI of the vehicles to make effective scheduling decisions. We employ channel prediction at the CS based on the information in the previous information collection phases, which can generate the required information for scheduling in the current transmission cycle. Considering the relatively stable movement pattern of the vehicles in a transmission frame period, we only involve large-scale fading in our proposed channel prediction, which reduces the feedback communication overhead.
A. Channel Prediction
According to [7] , the AR-model-based methods are the most feasible for realistic channels in vehicular networks. Given that the original information sample at time t n is c(n), which symbolizes the position x n or y n of the vehicles. In the ARmodel based method, the predicted sampleĉ
, where p is the order of the AR model, c(n − 1),. . ., c(n − p) are p samples reported by the vehicles in the previous dissemination cycles, and w n (1),. . ., w n ( p) are p indices of the filter coefficient vector w n at t n .
Then, we apply a least mean squares (LMS) [8] technique to compute w n for each dissemination frame. By calculating the cost function J and taking the partial derivative of it, we can express w n in a matrix-vector form:
, where R c (n) is the weighted sample covariance matrix of c(n), and rĉ c (n) is the equivalent estimate for the cross-covariance between predicted sampleĉ(n) and original sample c(n).
The LMS algorithm calculates the inversion matrix of R −1 c (n) with O(N 3 ) complexity. This increases dramatically when applying an accurate prediction with a large prediction order N. Therefore, we adopt a recursive realization of the principle in our strategy [9] , named as RLS algorithm. The execution of the recursive algorithm is introduced in Table. I, where c(n) is original data vector,ĉ(n) is the predicted data vector, y(n) is desired output vector, w(n) is the coefficient vector of the filter, λ is the forgetting factor, and P(n) = R −1 c (n) is the inverse of weighted sample covariance matrix at time t n . The computational complexity of the RLS algorithm is O(N 2 ), which can efficiently save time when pursuing high prediction accuracy in practical applications with large N. Fig. 2 illustrates the procedure of the proposed data dissemination cycle. The key point of the strategy is to reasonably choose the effective vehicles as relays, and then achieve the maximum utility (i.e., throughput) for the transmission frames. When the packet decoding state at a vehicle switches from false to true, the CS will regard the transmission as effective. In each data dissemination cycle, the CS needs to assign the relay sets { 1 , 2 , ..., R } for the following R frames, denoted as {t 1 , t 2 , ..., t R }. In t 1 , the relay selection is based on the information reported by the vehicles in the information collection phase. When r > 1, the relay set r is based on the predicted information of the previous transmission frames.
B. Channel Prediction Based Scheduling
In the proposed relay selection strategy, the CS first applies channel prediction. In order to reduce transmission delay and achieve a high throughput, the CS then provides a relay set with the maximum data transmission utility. The designed utility is relevant to the SNR of V2I and V2V links. The decoding status of the packets in each vehicle is introduced to avoid the repetitive and redundant transmission of the identical information. Therefore, the CS computes the utility based on the SNR and the decoding status, and then applies a greedy algorithm to make the selection decisions with low complexity. Finally, the CS updates the decoding status for each node, and feedback the scheduling decisions.
Assume that R x is the candidate relay node, which can denote a vehicle or an RSU. The relay selection strategy for each transmission frame t r , is carried out as:
1) Channel Prediction: The CS applies RLS algorithm based channel prediction to obtain the predicted velocity setsv r k , the position setsx r k andŷ r k . Computing the different value of the position sets between the nodes in the system, the CS can have the predicted distance setd r R x k between R x and vehicle U k , and then the predicted large-scale fadingL r R x k can be obtained by a predetermined large-scale channel model
2) SNR Computation:
Before making the relay selection decisions, the CS needs to obtain the SNR for packet decoding with the predicted large-scale channel information. The SNR of the link from R x to U k is
where P R x is the transmit power of R x , and P N is the Gaussian noise power. is the utility of R x for U k .
4) Relay Selection:
Initiate the candidate relay node set P with all of the nodes. The greedy relay selection algorithm is implemented by repeatedly selecting the relay node R * with the maximum transmission utility, adding R * to r , and deleting it from P until P is empty. In order to eliminate the transmission collisions, the nodes R which have common neighboring node with node R * (i.e., R ∈ N r R * or N r R ∩ N r R * = ∅) is excluded from P after selecting an R * .
5) Decoding Status Updating:
The CS updates the decoding status for vehicles as the it changes after a transmission frame, that is,
and R x ∈ r , which denotes that U k is within the coverage of the relay R x , and β r k = β r−1 k if U k is not in the coverage of any relays. Suppose that K is the number of the vehicles, N is the order of RLS prediction algorithm, and R is the number of frames in a data dissemination cycle. Given that the total number of the packets is S, the overall complexity of the proposed scheduling strategy is O (SK 2 (N 2 + R) ). When the network gets denser and K becomes larger, the complexity does not grow rapidly, since the proposed strategy has a polynomial relationship with K . Additionally, the complexity of our proposed strategy is in the same level compared with most existing distributed strategies (e.g., O(SK 2 L 3 ) in [3] ). Compared with other centralized data dissemination strategies, the proposed strategy significantly reduces the transmission overhead, since the vehicles only report their most basic information once every data dissemination cycle. The signaling cost is also reduced as the CS can simultaneously schedule several (rather than one) transmission frames based on the channel prediction in a dissemination cycle.
IV. SIMULATIONS
We simulate our strategies in four cases, including both sparse and dense traffic in highway and urban scenarios to evaluate the efficiency of the proposed strategy in different topologies and traffic densities. Two scenarios including highway and urban are considered. The highway scenario has a four-lane highway with the length of 6km. In the 4km×4km urban scenario, four east-west oriented and four north-south oriented roads are uniformly distributed. The simulation parameters are listed in Table. II. In the simulations, we evaluate the performance from two aspects, i.e., downloading progress and system throughput. The downloading progress is defined as the average downloading percentage of the packets over the entire transmission process. We use a cumulative distribution function to show the downloading percentage along with time. The measured time elapses when all the vehicles in the AoI receive the required packets.
The performance of the four schemes are compared, including the non-channel prediction scheme, our proposed large-scale channel prediction based scheduling strategy with different orders of the involved RLS predictor, i.e., N = 6, 8, 12, CodeOn scheme [3] , and the perfect CSI based scheme. CodeOn scheme is an effective distributed cooperative data dissemination strategy. In the perfect CSI based scheduling scheme, the scheduling decisions are made based on the real-time perfect CSI from each vehicle.
A. Downloading Process
As shown in Fig. 3 , the adoption of channel prediction expedites the downloading progress in all simulated scenarios. A larger N improves the prediction accuracy and can lead to more precise information for cooperative data dissemination scheduling. When N is 12, the performance of the proposed strategy nearly equals to the perfect occasion. However, a larger N burdens the computation leading to a more complicated scheduling process and a longer duration of the relay selection phase. In practical applications, it's essential to achieve effective tradeoff between the prediction cost and the system performance by setting a proper prediction order. We also note that with similar computational complexity and communication overhead, the proposed strategy with channel prediction performs better than CodeOn. Compared with the strategies which require the vehicles to report basic information in every transmission frames, our strategy not only significantly reduces the communication overhead, but also achieves a near-perfect performance in different scenarios.
B. Throughput
From Fig. 4 , we can find that large-scale channel prediction greatly improves the overall system throughput compared with the non-prediction strategy. Similar to the performance of downloading progress, channel prediction enhances the throughput in both highway and urban scenarios. And a larger prediction order contributes a higher accuracy of the location prediction and leads to a better system throughput performance. Compared with the real-time feedback strategies (i.e., the perfect strategy) and CodeOn, the proposed strategy achieves an effective tradeoff between communication overhead and system performance.
Based on the predicted CSI of communication links and the utility of nodes, our proposed strategy can find the global optimum solution in terms of the delay and the throughput. However, there is no control server to make the scheduling decision in CodeOn. With limited knowledge of the entire network, the nodes can only use pre-determined rule to find feasible solution, which only realizes local optimization and hauls back the system performance.
We also find that the enhancement of throughput is more significant in the urban scenarios. First, in the highway scenarios, the velocity and the acceleration of the vehicles are greater compared with the urban scenarios, leading to fastchanging fading, which significantly impacts the real channel state between vehicles. Secondly, the urban scenarios are two-dimensional systems, which can enable communications between the vehicles even if they are on different roads and enhance the system throughput with channel prediction.
V. CONCLUSIONS
In this letter, we incorporated channel prediction into the centralized cooperative data dissemination scheduling strategy for VANETs. Considering the computational complexity, we utilized the RLS algorithm to facilitate the prediction. We further proposed a centralized scheduling strategy based on channel prediction, which increases the efficiency of data dissemination because of significant reduction of communication overhead for basic information collection, and can effectively reduce the data dissemination delay, and thus improve network throughput. Simulation results verified that our proposed channel prediction based scheduling strategy achieves favorable tradeoff between communication overhead and system performance in terms of both the transmission delay and the system throughput.
