The growth in comparative effectiveness research and evidence-based medicine has increased attention to systematic reviews and meta-analyses. Meta-analysis synthesizes and contrasts evidence from multiple independent studies to improve statistical efficiency and reduce bias. Assessing heterogeneity is critical for performing a meta-analysis and interpreting results. As a widely used heterogeneity measure, the I 2 statistic quantifies the proportion of total variation across studies that is caused by real differences in effect size. M eta-analysis combines and contrasts multiple independent studies into a form of evidence for underpinning guidelines, patient decision aids, and other healthcare products.
M
eta-analysis combines and contrasts multiple independent studies into a form of evidence for underpinning guidelines, patient decision aids, and other healthcare products. 1 The collected studies are heterogeneous if each study's underlying effect differs; otherwise, they are homogeneous. Heterogeneity may be caused by differences in study populations or methods used to conduct the studies. A random-effects model is customarily used for heterogeneous studies, while a fixed-effect model is commonly used for homogeneous studies. 2, 3 Because different models may lead to different conclusions, assessing heterogeneity is critical in meta-analyses. 4 In addition, the perception of heterogeneity or homogeneity helps clinicians make important decisions such as whether a treatment is applicable to all patients. 5 A classic statistical test for heterogeneity is the Q test, whose statistic is the sum of study-specific weighted-squared deviations. 6 However, its power is low in many situations. 7, 8 In addition to examining whether studies are heterogeneous, meta-analysts are more interested in interpreting the source of heterogeneity. Accordingly, several measures (e.g., R I , I 2 , and R b ) have been proposed to quantify the proportion of total variation between studies that is due to heterogeneity rather than within-study sampling error. [9] [10] [11] [12] Because of their intuitive interpretations, these measures have been widely used in meta-analyses to assess heterogeneity. 4 This article focuses on the I 2 statistic because it is the most popular measure so far. Outlying studies can have great impact on conventional methods for heterogeneity, including the I 2 and on the conclusions of a meta-analysis. 13 Outlying studies are included in a meta-analysis by inappropriate study selection, unit-of-analysis error, and typos in editorial process. Hedges and Olkin 14 and Viechtbauer and Cheung 15 introduced outlier detection methods under the fixed-effect and random-effects settings, respectively. Even if outlying studies are identified, excluding them is unwise as it may introduce bias, unless these studies are evidently erroneous. 16 Outliers may yield overestimated heterogeneity, which in turn will affect procedures to detect them: if we use the above two methods under inappropriate setting, outlying studies may be masked or overdetected.
To reduce the impact of outliers, two alternative heterogeneity measures I r 2 and I m 2 were recently proposed using the weighted absolute deviations instead of the weighted squared deviations as in the I 2 statistic. 13 Specifically, the I r 2 uses the overall meta-analytic mean estimate, while I m 2 uses the overall median estimate; see eAppendix A; http://links.lww.com/ EDE/B357 for details. Lin et al 13 studied the large-sample properties of I r 2 and I m 2 and investigated their false-positive rates and statistical power using simulations. Specifically, the type I error rate of the I 2 statistic is seriously inflated in the presence of outliers, while those of the I r 2 and I m 2 are lower than that of the I 2 . However, simulations cannot reproduce the exact mechanism that creates outliers in real meta-analyses. This article compares the three heterogeneity measures (i.e., I 2 , I r 2 , and I m 2 ) using published meta-analyses in the Cochrane Library, which is a leading resource for systematic reviews in healthcare. We conduct pairwise comparisons among the three heterogeneity measures first, then compare the changes due to removing outliers. In addition, eAppendix F; http://links.lww.com/EDE/B357 provides a case study for detailed illustration. These findings will guide researchers in properly assessing outliers and heterogeneity for systematic reviews.
METHODS
We used a data scraper tool 17 to download the data in the Cochrane Library available up to January 2016 and collected 5,677 systematic reviews containing over 180,000 meta-analyses. We focused on 20,599 meta-analyses with continuous or dichotomous outcomes containing at least five studies. Specifically, 14,666 meta-analyses from 1,853 systematic reviews had five to nine studies and 5,933 meta-analyses from 757 systematic reviews had at least 10 studies. The odds ratio was used as the measure of effect size for dichotomous outcomes. eFigure 1; http://links.lww.com/EDE/B357 presents the flow chart of data selection.
We assessed pairwise agreement among I 2 , I r 2 , and I m 2 using the Bland-Altman plot, 18 which presents the difference between two heterogeneity measures for each metaanalysis against their average. Clustered points around the overall mean difference with most points within the limits of agreement (mean difference ± 1.96 times its standard deviation) suggest strong agreement between the two measures. A large proportion of points outside the limits indicates poor agreement.
Moreover, we detected potential outliers using the methods under both fixed-effect and random-effects settings. 14, 15 A study was considered outlying if its absolute standardized residual was greater than three. The heterogeneity measures' robustness was assessed by comparing the changes caused by removing outliers.
RESULTS

Assessing Agreement
For the 14,666 meta-analyses with five to nine studies, 42.1%, 37.6%, and 49.0% were truncated at zero for the I 2 , I r 2 , and I m 2 , respectively. For the 5,933 meta-analyses with at least 10 studies, these proportions were 30.5%, 28.5%, and 33.5%. eFigure 2; http://links.lww.com/EDE/B357 plots pairwise comparisons among the I 2 , I r 2 , and I m 2 . Although the heterogeneity measures were generally close to each other, some meta-analyses yielded dramatically different measures. The Bland-Altman plots in Figure 1 further demonstrate the measures' agreement. Among the meta-analyses with between five and nine studies, the proportions of data points within the limits of agreement were 92.7% for I r 2 vs. > > . Moreover, Figure 1 indicates that meta-analyses with more studies had smaller variations in the Bland-Altman plots. The heterogeneity measures also had better agreement in larger meta-analyses because the local regression curves in the lower panels were closer to zero than those in the upper panels.
The Impact of Outlying Studies
We used meta-analyses with at least one outlying study to empirically compare the heterogeneity measures' robustness. Using the outlier detection method under the randomeffects setting, 15 we identified 1,273 meta-analyses with from five to nine studies and 1,054 meta-analyses with at least 10 studies that had at least one outlying study; 97% of them contained only one outlier. eFigure 3; http://links.lww.com/EDE/ B357 compares the changes of I 2 , I r 2 , and I m 2 caused by removing the identified outlying studies. Most changes were negative because removing outliers likely reduced heterogeneity. The I r 2 was less impacted by outliers than I 2 because its absolute change was smaller than the I 2 in 72.5% and 78.7% of the meta-analyses in eFigures 3(a) and 3(d); http://links. lww.com/EDE/B357, respectively. In eFigures 3(b) and 3(e); http://links.lww.com/EDE/B357, 66.2% and 74.8% of the meta-analyses had smaller absolute changes in I m 2 than in I 2 , so I m 2 was also less impacted by outliers than I 2 . Moreover, I m 2 had similar robustness as I r 2 from eFigures 3(c) and 3(f); http://links.lww.com/EDE/B357: 49.3% and 43.5% of the meta-analyses had smaller absolute changes in I m 2 than I r 2 . Figure 2 shows the relationship between the mean changes of the heterogeneity measures due to removing outliers and the number of studies. The mean changes of I r 2 and I m 2 were consistently smaller than the I 2 , further reflecting their better robustness. The mean change of I m 2 was slightly smaller than that of I r 2 for most sizes of meta-analyses. As the number of studies in a meta-analysis increased, removing outliers had smaller influence on the heterogeneity measures. eAppendix E; http://links.lww.com/EDE/B357 presents the results using the outlier detection method under the fixedeffect setting, 14 which led to similar conclusions.
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D E F FIGURE 1. Bland-Altman plots of the I 2 , I r 2 , and I m 2 for meta-analyses with between five and nine studies (upper) and for metaanalyses with at least 10 studies (lower). In each panel, the horizontal solid line is zero, representing no difference, the dashed line is the overall mean difference, and the two dotted lines represent the lower and upper limits of agreement. The red solid curve is the nonparametric local regression fit curve, which shows the change in agreement between two measures as a function of their average. 
