This paper is concerned with the formation and persistence of spatiotemporal patterns in binary mixtures of chemically reacting species, where one of the species is an activator, the other an inhibitor of the chemical reaction. The system of reaction-diffusion equations is reduced to a finite system of ordinary differential equations by a variant of the centre-manifold reduction method. The reduced system fully describes the local dynamics of the original system near transition points at the onset of instability. The attractor-bifurcation theory is used to give a complete characterization of the bifurcated objects in terms of the physical parameters of the problem. The results are illustrated for the Schnakenberg model. Mathematics Subject Classification: 92B05, 35Q80, 37L10
Introduction
This paper is concerned with the formation and persistence of spatiotemporal patterns in binary mixtures of chemically reacting species, where one of the species is an activator, the other an inhibitor of the chemical reaction. Typically, these patterns arise when the system transits from one stable equilibrium to another.
The phenomenon of pattern formation in activator-inhibitor systems is commonly associated with the name of Turing, who showed in his pioneering study of morphogenesis [20] that structure can emerge from a structureless state without the apparent action of an external organizing force as a result of a competition between reaction and diffusion. Experimental evidence for the existence of so-called Turing patterns in chemistry is described in, among others, [4, 5] . The impact of Turing's work on the theory of pattern formation in biology is discussed, for example, in [12] . Turing's ideas have penetrated well beyond the fields of biology and chemistry; for example, an application to fingerprint imaging is given in [16] . A general overview of the theory of pattern formation can be found in the review paper by Cross and Hohenberg [3] and the recent text by Hoyle [8] .
Linear stability analysis has been a basic tool in the study of reaction-diffusion systems. It provides insight into the nonlinear behaviour of such systems as well, since the latter can often be approximated, at least for brief lengths of time, by linearized systems. But as time evolves, the nonlinear structure takes over, and other tools are needed to study the long-time behaviour. A weakly nonlinear stability analysis can be used to identify the steady states and their connecting orbits after a bifurcation. Such an analysis can be justified rigorously on the basis of modulation theory and a Ginzburg-Landau approximation [2, 6, 18, 19, 21] . A survey of weakly nonlinear analyses for reaction-diffusion systems can be found, for example, in [22] . Murray's monograph [13] discusses applications to biological systems such as animal coat patterns. Sometimes, special techniques have been applied to the study of Turing patterns in different regimes. For example, reference [9] deals with the stability of symmetric N -peaked steady states for systems where the inhibitor diffuses much more rapidly than the activator. We also mention [1, 14, 15] , which deal with the Schnakenberg model on heterogeneous domains, where spatially varying diffusion coefficients may prevent the degeneracy of a Turing bifurcation.
In this paper we present a different nonlinear approach to the instabilities and transitions in Turing systems. By using a finite-dimensional approximation to the system of reactiondiffusion equations in certain unstable domains, we are able to give a complete characterization of the attractors and their basins of attraction in terms of the physical parameters of the problem. The two essential elements are a new approach to the centre-manifold reduction and an application of the attractor-bifurcation theory of [10] . The centre-manifold reduction projects the original system of partial differential equations to a set of ordinary differential equations that describe the leading-order dynamics in the neighbourhood of a transition point. The reduced system retains the essential features of the dynamics, is much simpler than the original system and yields explicitly computable quantities that completely characterize the transitions of the system.
Certain computations simplify when symmetries are present, but we emphasize that the method presented here is essentially independent of such symmetries and applies equally well to domains without symmetries. Common bifurcation theory, which relies on the presence of symmetries, represents attractors in terms of steady states and their connecting orbits but overlooks many transient states that can be important from the viewpoint of applications. The existence of transient states in activator-inhibitor systems and their importance in biological systems are discussed, for example, in [23, 24] . The approach presented in this paper yields complete information about bifurcations, transitions, stability and persistence, including information about transient states, in terms of the physical parameters of the system. To the best of our knowledge, no other approach matches the comprehensive nature of the results obtained by attractor-bifurcation theory. Since there are, in fact, instances of pattern formation (for example, quasi-patterns) that cannot be described in the framework of equivariant bifurcation theory, there is an obvious need to develop new methods to study bifurcations and transitions. The fact that the attractor-bifurcation method goes well beyond the usual symmetry-bifurcation method has been demonstrated in other situations as well [10] .
In this paper we consider reaction-diffusion systems of the activator-inhibitor type on bounded domains. If the system is one-dimensional or two-dimensional and rectangular (nonsquare), we show that the bifurcated object consists of two points, each with its basin of attraction (theorem 4.2, figure 2 ). In the case of a square domain, the primary bifurcation is either a pitchfork bifurcation or an S 1 bifurcation, depending on the parameters of the problem. In the case of an S 1 -bifurcation, the phase diagram after bifurcation contains either an infinite number of steady-state solutions or eight steady-state solutions and the heteroclinic orbits connecting them (theorem 5.2, figure 3 ). Specific criteria that determine the nature of the transition when the first unstable mode arises are given in terms of eigenvalues and eigenvectors and are thus directly related to the physical parameters of the problem.
Presenting the control parameters of the system as λ, we derive one transition number α(λ) when the spatial domain is one-dimensional or two-dimensional and rectangular (nonsquare). It is shown that the transition is continuous if α(λ 0 ) is negative for any critical bifurcation value λ 0 , and it is a jump when the transition number α(λ 0 ) is positive. For a two-dimensional square domain, we derive two transition numbers α(λ) and σ (λ). We then show that the transition is continuous if α(λ 0 ) < 0 and σ (λ 0 ) < |α(λ 0 )|, and it is a jump when α(λ 0 ) > 0 and σ (λ 0 ) > −α(λ 0 ).
Although the focus in this paper is on activator-inhibitor systems, the analysis is general and applies, for example, also to systems consisting of a self-amplifying activator and a depleted substrate.
The following is an outline of the paper. In section 2, we formulate the reaction-diffusion problem for an activator-inhibitor mixture and rewrite it as an evolution equation in a function space. In section 3, we study the exchange of stability, which is crucial for the stability and bifurcation analysis. The results of the bifurcation analysis for the one-dimensional case are given in section 4 and for the two-dimensional case in section 5. In section 6, we illustrate the theoretical results on the Schnakenberg equation. Section 7 summarizes the conclusions. In appendix A we give a brief summary of the reduction method and the attractor-bifurcation theory.
Statement of the problem
Turing's theory of pattern formation refers to a mixture of two chemical species that simultaneously react and diffuse; one of the species is an activator, the other an inhibitor of the chemical reaction. The concentrations U and V of the activator and inhibitor satisfy a system of reaction-diffusion equations,
subject to given boundary and initial conditions. Here, denotes the Laplacian associated with diffusion of the species, d 1 and d 2 are diffusion coefficients that are constant and positive and f and g are nonlinear functions describing the kinetics of the chemical reaction. The functions f and g are such that
for some positive constantsū andv, so (ū,v) is a uniform steady-state solution of equation (2.1). We assume that this equilibrium solution is stable in the absence of diffusion. We are interested in solutions that bifurcate from it and, in particular, in the long-term dynamics of the bifurcating solutions. Before proceeding to the bifurcation analysis we rescale time and space and rewrite system (2.1) in the form
3)
Thus, γ is a measure of the ratio of the characteristic times for diffusion and chemical reaction, and d is the ratio of the diffusion coefficients of the two species. We assume that system (2.3) is satisfied on an open bounded domain ⊂ R n (n = 1, 2) and that U and V satisfy Neumann (no-flux) boundary conditions on the boundary ∂ of .
Bifurcation problem
whereū andv satisfy identities (2.2). Expanding f and g in their Taylor series around (ū,v), we see that u and v satisfy a system of equations of the form
The nonlinear functions f 1 and g 1 incorporate the higher-order terms in the Taylor expansions. Henceforth we omit the arguments (ū,v) and write f u for f u (ū,v) , and so forth. Since U and V are associated, respectively, with the activator and the inhibitor of the chemical reaction, f u and g v satisfy the inequalities
Furthermore, since the equilibrium solution (ū,v) is stable in the absence of diffusion,
The first inequality, together with (2.6), implies that f v g u < 0. 
Abstract evolution equation
The system of equations (2.5) defines an abstract evolution equation for a vector-valued function
Here, the dot˙represents the zero-average condition,
Here, H 2 ( ) is the usual Sobolev space, the dot˙represents again the zero-average condition and the gradient ∇w is taken componentwise. Let B and D be the linear operators in H represented by the constant matrices
Then the linear terms in equation (2.5) correspond to the operator
Next, let G λ : H → H represent the nonlinear terms in equation (2.5), 
Exchange of stability
Inequalities (2.7) imply that
Under these conditions, diffusion has a destabilizing effect. At some critical value λ 0 of λ, the trivial solution of equation (2.5) loses stability and a bifurcation occurs.
Eigenvalues and eigenvectors of L λ and L * λ
The negative Laplacian − on a bounded domain ∈ R n with Neumann boundary conditions is self-adjoint and positive inL 2 ( ). Its spectrum is discrete, consisting of eigenvalues ρ k with corresponding eigenvectors ϕ k ,
We assume that the eigenvalues are ordered, 0 < ρ 1 ρ 2 · · · and that the eigenvectors {ϕ k } k form a basis inL 2 ( ). It follows from definition (2.9) that A is self-adjoint and positive in H ; its spectrum is also discrete, consisting of the same eigenvalues ρ k and the eigenvectors ϕ k once repeated. The operator L λ is reduced by projection to its components on the linear span of each eigenvector of A. Let E k be the component of L λ in the eigenspace associated with the eigenvalue ρ k ,
The determinant and trace of E k (λ) are
Note that tr(E k (λ)) is negative everywhere in the first quadrant and becomes more negative as k increases.
The eigenvalues of E k (λ) come in pairs (β k1 , β k2 ),
The eigenvalues are either complex conjugate with β k1 = β k2 < 0 or are both real with β k1 + β k2 < 0. We identify β k1 with the upper (+) sign and β k2 with the lower (−) sign, so β k2 β k1 . The eigenvector corresponding to the eigenvalue β ki of L λ is
The eigenvectors w k1 and w k2 are linearly independent as long as β k1 = β k2 . 
The eigenvectors can be normalized, for example so that < w ki , w * lj >= δ kl δ ij . This normalization helps to simplify certain formulae but does not necessarily enhance understanding. We therefore prefer to leave the expressions in nonnormalized form as in equations (3.2), (3.6) and (3.7).
Exchange of stability
where
The expression for d k can be recast in the form 10) which shows that k has an oblique asymptote with slope det(B)/(ρ k f u ) and a vertical asymptote at γ k = ρ k /f u . Because of inequalities (2.6) and (2.7), the slope of the oblique asymptote is positive and decreasing to zero as k increases, and the vertical asymptote is in the right half of the (γ , d)-plane and shifting to the right as k increases. Moreover, if we rewrite the equation once more in the form
we see that k is symmetric with respect to the point Consider the region in the positive quadrant bounded on the left by the vertical asymptote γ k = ρ k /f u . The curve k separates this region into two subregions, 
Furthermore, for all j > k,
Hence, β k1 (λ) and β k2 (λ) are either complex conjugate with a negative real part or are both real and negative. On k , the leading eigenvalue β k1 (λ) is zero. Since tr(E k (λ)) < 0, β k2 (λ) must be real and negative. In R + k , we have tr(E k (λ)) < 0 and det(E k (λ) < 0, so β k1 (λ) and β k2 (λ) are both real, and they have opposite signs.
Hence, β j 1 (λ) and β j 2 (λ) are either complex conjugate with a negative real part or are both real and negative.
The lemma implies that all eigenmodes are stable as long as λ is below the curves k . As soon as an eigenvalue λ crosses a curve k , however, the corresponding eigenmode becomes unstable, and an exchange of stability occurs. Without loss of generality, we will assume that the first exchange of stability occurs when λ crosses the first curve, 1 , at some critical value λ 0 , say.
Bifurcation analysis-one-dimensional domain
Let = (0, ). We reduce equation (2.13) to its centre-manifold representation near λ 0 . The main idea of the method is summarized in the appendix A.1.
The eigenvalues and eigenvectors of the negative Laplacian subject to Neumann boundary conditions (see equation (3.2) ) are
The linear operator L λ decomposes into its components
Each E k contributes two eigenvalues, β k1 and β k2 , to the spectrum of L λ ; the expressions for β ki (i = 1, 2) in terms of det(E k (λ)) and tr(E k (λ)) are given in equation ( 
and
respectively.
Centre-manifold reduction
In the region R − 1 , just below 1 and sufficiently close to λ 0 , both eigenvalues β 11 and β 12 are real, with β 12 < β 11 < 0. As λ approaches λ 0 , the leading eigenvalue β 11 increases and, as λ transits into R where the coefficient y 11 of the leading term satisfies the reduced bifurcation equation,
Proof. We look for a solution w of equation (2.13) of the form (4.5). In the space spanned by the eigenvector w 11 (4.8)
To evaluate the contributions from the various terms in the sum, we use the asymptotic expression for the centre-manifold function near λ 0 given in the appendix A.1, theorem A.1,
The contribution from the bilinear form (k = 2) is
The first term in the right member vanishes, because
The second and third terms can be evaluated by means of the asymptotic expression (4.9) for the centre manifold,
where α 2 is defined in equation (4.7). Putting everything together, we obtain the asymptotic result
The contribution from the trilinear form (k = 3) is
where α 3 is defined in equation (4.7). The higher-order forms contribute only terms of o(|y 11 | 3 ).
Structure of the bifurcated object
The following theorem shows that the sign of a single number (namely, α(λ 0 )) characterizes the type of transitions that the system undergoes as the bifurcation parameter λ crosses the critical curve 1 . 
Proof. Case 1. α(λ 0 ) < 0. Equation (4.6) shows that w = 0 is a locally asymptotically stable equilibrium point. According to the attractor-bifurcation theorem (appendix A.2, theorem A.2), the system bifurcates at (λ 0 , 0) to an attractor A λ as λ transits from R The statements of the theorem follow by reversing time back again.
Theorem 4.2 shows that, if α(λ 0 ) < 0 (case 1), the attractor consists of two steady-state points, each with its own basin of attraction. The attractor-bifurcation is shown schematically in figure 2 . From the perspective of pattern formation, the theorem predicts a smooth transition 
Centre-manifold reduction-general case
The previous arguments were focused on bifurcations associated with a transition of the parameter λ across the curve 1 (figure 1), when the leading eigenvalue β 11 changes sign. When λ transits across one of the higher-order curves k (k > 1), the leading eigenvalue is not necessarily β 11 . When λ crosses a curve k , β k1 undergoes a sign change, while all eigenvalues β j 1 with j > k keep the same sign (negative below, positive above the curve). Since the multiplicity of β k1 is one, results similar to those for k = 1 are obtained; the only difference appears in the value of α. The centre-manifold reduction can be performed, and the interactions between eigenvalues can be calculated as in the proof of lemma 4.1. The reduced bifurcation equation is of a pitchfork type, 
Since 0 ϕ k ϕ k ϕ m = 0 unless m = 2k, the only nonzero contributions come from m = 2k,
Bifurcation analysis-two-dimensional domains
As in the one-dimensional case, we reduce equation (2.13) to its centre-manifold representation near λ 0 .
The eigenvalues and eigenvectors of the negative Laplacian subject to Neumann boundary conditions (equations (4.3) and (4.4)) are
Here, k 1 and k 2 range over all nonnegative integers such that |k| = k 1 + k 2 = 1, 2, . . .. The eigenvalues β k 1 k 2 i (i = 1, 2) and the corresponding eigenvectors of L λ are given in equations (3.5) and (3.6), respectively, where k now stands for the ordered pair (k 1 , k 2 ) .
The dynamics depend on the relative sizes of 1 and 2 . On a rectangular (nonsquare) domain, the dynamics are essentially the same as on a one-dimensional domain. For example, if 2 < 1 , then ρ 10 = (π/ 1 ) 2 is the smallest eigenvalue of the negative Laplacian, with corresponding eigenvector ϕ 10 = cos(x 1 √ ρ 1 ), and the leading eigenvalue of L λ is β 101 . This eigenvalue is simple, and the corresponding eigenvector is
The centre-manifold reduction leads to a one-dimensional dynamical system similar to equation (4.6). 
To avoid notational complications, we consider two eigenvalues as distinct, even if they coincide because of symmetry, and associate each with its own eigenvector. Thus, we associate the eigenvector
with the eigenvalue β k 1 k 2 i and the eigenvector
with the eigenvalue β * k 1 k 2 i , whether k 1 and k 2 are equal or not. (We recall that the eigenvectors are not normalized.)
Centre-manifold reduction
The leading eigenvalues are β 101 and β 011 . These eigenvalues coincide, but we consider them separately, each with its own eigenvector. The two eigenvalues pass (together) through 0 as λ crosses 1 at λ = λ 0 .
Theorem 5.1. Near λ 0 ∈ 1 , the solution of equation (2.13) 
can be expressed in the form
Proof. We look for a solution w of equation (2.13) (5.8)
To evaluate the contributions from the various terms in the sums, we again use the asymptotic expression for the centre-manifold function near λ 0 given in the appendix A.1, theorem A.1,
where |y| 2 = |y 1 | 2 + |y 2 | 2 . Consider the first of equations (5.8). The contribution from the bilinear form is
The last term is asymptotically small,
The second term involves an infinite sum over (k 1 , k 2 ) with |k| = 2, 3, . . .. Many of the coefficients are zero, because of the specific form of w 1 , w 2 and w k 1 k 2 j . The nonzero terms can be evaluated asymptotically by means of the expression (5.10). In fact, the only terms that are nonzero and contribute to the leading-order (cubic) terms in y are those with i = 1 and either 1) . Asymptotic expressions for y 20i and y 11i (i = 1, 2) are given in equation (5.10), where only the term with j = 1 contributes to y 20i . Taken together, these observations show that the contribution from the bilinear form is
where α 2 and σ 2 are defined in equations (5.6) and (5.7), respectively. The contribution from the trilinear form is
where α 3 and σ 3 are defined in equations (5.6) and (5.7), respectively. The computations for the second of equations (5.8) are similar. One finds the differential equation for y 2 given in the statement of the lemma with the same expressions for the coefficients α and σ . We omit the details.
Structure of the bifurcated object
Before analysing the structure of the bifurcated object, we recall the following result, the proof of which can be found in [10] .
Lemma 5.1. Let y λ ∈ R
2 be a solution of the evolution equation
where G λ,k is a symmetric k-linear field with k odd and k 3 satisfying the inequalities The following theorem shows that, in the case of diffusion on a square domain, the types of transitions that the system undergoes as the bifurcation parameter λ crosses the critical curve • If σ (λ 0 ) < 0, A λ consists of an infinite number of steady-state points. 
(1) the solution of equation (2.13) bifurcates subcritically to a repeller R λ as λ crosses
of an infinite number of steady-state points.
• If −α(λ 0 ) < σ (λ 0 ) 0, R λ contains eight steady-state points, which can be expressed as and that A λ is homeomorphic to S 1 . The structure of the bifurcated attractor is found from the stationary form of equation (5.5 Figure 3 , for instance, shows the phase diagram on the centre manifold after bifurcation, where eight steady states are connected by heteroclinic orbits. The odd-indexed points (P 1 , P 3 , P 5 and P 7 ) are minimal attractors; the even-indexed points (P 2 , P 4 , P 6 and P 8 ) are saddle points.
Square domain-general case
As mentioned in section 4.3, the leading eigenvalue may change as one passes from one curve k to the next. In a one-dimensional domain the leading eigenvalue remains simple, but in a two-dimensional domain this need no longer be the case. For instance, the multiplicity of any eigenvalue β k 1 k 2 i on a square domain is two if
If k 1 = k 2 , β 111 is the leading eigenvalue, and the centre-manifold reduction leads to a reduced dynamical equation of cubic type, 17) where the coefficient α ≡ α(λ) can be expressed in terms of the interaction between eigenfunctions of L λ and L * λ . Therefore, theorem 4.2 applies verbatim if β 11 is replaced by β 111 , w 11 by w 111 , and, more important, α by
In fact, the projection procedure involves the calculation of a few more terms. Writing the solution w of equation (2.13) in the form
and projecting in the direction of the first eigenvalue, we obtain the equation
Using again the centre-manifold function near λ 0 to evaluate the contributions from the various terms in the sums, we obtain
The contribution from the bilinear form is
Thus,
where α 2 is defined in equation (5.18). The contribution from the trilinear form (k = 3) is 22) where α 3 is defined in equation (5.18). When k 1 = k 2 , the multiplicity of the eigenvalue is two, and the centre-manifold reduction yields two equations. If β k0 is the leading eigenvalue and β k0 changes sign at a critical point, the reduction procedure yields two equations similar to equations (5.5).
Remark 1.
The centre-manifold reduction simplifies considerably when the original system has certain spatial or other symmetries. An indication of such a simplification can be gleaned, for example, from equation (5.1), where the two equations have identical coefficients. However, the method is essentially independent of any symmetry.
Remark 2.
The results of sections 4 and 5 remain valid if the Neumann (zero-flux) boundary conditions are replaced by periodic boundary conditions. In fact, the form of the reduced centre-manifold equations and the expressions for the parameters α and σ remain the same; only the eigenvalues and eigenvectors of the negative Laplacian are different.
Example-Schnakenberg equation
We illustrate the preceding results on a classical model for pattern formation in complex biological structures due to Schnakenberg [17] ,
The constants a and b are positive; λ = (γ , d) is the bifurcation parameter. The system admits a uniform steady state (ū,v),
If U =ū + u and V =v + v, then u and v must satisfy the equations
This system of equations is of the type (2.13), with
The nonlinear terms
correspond to the bilinear and trilinear forms 
The curves k and k+1 intersect at 
Now consider a transition when λ crosses 1 from the region below to the region above 1 at some critical value λ 0 . Near λ 0 , the eigenvalues β 11 and β 12 are real. Straightforward computations yield the expressions
where h 2 and h 3 are linear functions of their arguments,
These expressions can be used in equation (4.7) to compute the coefficient α(λ) in the reduced bifurcation equation (4.6) as λ varies along the curve 1 .
Two-dimensional case, = (0, )

2
The evaluation of the inner products in the expression (5.6) and (5.7) for σ is similar,
The functions h 2 and h 3 are the same as in the one-dimensional case, equation (6.6) . With the identities
we find 
Numerical results
We , and in figure 5 (a) for a = 2, b = 100, for both the 1D and 2D cases. The curves 1 coincide for 1D and 2D, but the curves 2 differ.
The nature of the first critical transition is determined by the value of the bifurcation coefficient α in the one-dimensional case or the values of the bifurcation coefficients α and σ in the two-dimensional case, at the critical value λ 0 . The structure of the attractor and, therefore, the pattern that emerges from the bifurcation follow from theorem 4.2 in the one-dimensional case or theorem 5.2 in the two-dimensional case. ( figure 4(b) ), the graph of α is monotonically increasing and positive, so α(λ 0 ) is always positive. The primary instability corresponds to a jump transition; the bifurcation is subcritical and results in a complex high-amplitude pattern. On the other hand, when a = 2, b = 100 ( figure 5(b) ), the graph of α is monotonically decreasing and negative until it reaches a minimum and turns monotonically increasing towards positive values near γ 1,2 . Depending on the values of the constants a and b, we can have a supercritical bifurcation (namely, when α(λ 0 ) < 0) and therefore a continuous transition resulting in a simple pattern, or a subcritical bifurcation (namely, when α(λ 0 ) > 0) and therefore a discontinuous (jump) transition resulting in a complex high-amplitude pattern.
Next consider the case of a square domain. The nature of the transition is now determined by two coefficients, α and σ , at the critical value λ 0 . The graphs of α and σ are shown in figures 4(c) and (d), respectively, for the case a = , α and σ are monotonically increasing and positive. It follows from theorem 5.2 that there exists a repeller consisting of an infinite number of steady-state points. On the other hand, when a = 2 and b = 100, α is monotonically decreasing and negative, while σ is monotonically decreasing and negative until it reaches a minimum and turns monotonically increasing towards positive values near γ 1,2 . There exists therefore an interval of critical values where α(λ 0 ) < 0 and σ (λ 0 ) < 0. Hence, we see a continuous transition and a heteroclinic orbit consisting of steady-state points. Figure 6 shows the solution (u, v) of the original Schnakenberg model and the reduced equation at times t = 10 and t = 100. The value of d was chosen so the bifurcation parameter λ was near a critical value. In each case the difference is negligible. Since the reduced model requires substantially less computational effort than the full model, even when the latter is stiff, there is a clear advantage to using the former, especially for a qualitative evaluation.
Conclusions
In this paper we have studied the local dynamics of reaction-diffusion systems of the activatorinhibitor type near a primary instability. The system is assumed to have a uniform steady state that is stable in the absence of diffusion. Diffusion introduces instabilities, and patterns emerge as a result of bifurcations from the uniform steady state. The bifurcation parameter (λ) incorporates the ratio of the characteristic times for chemical reaction and diffusion (γ ) and the ratio of the diffusion coefficients of the competing species in the binary mixture (d). For such a system, there exists a family of critical curves in the λ = (γ , d)-plane with the property that an exchange of stability occurs as λ crosses one of these critical curves (lemma 3.1).
Two essential ingredients in the analysis were a new approach to the centre-manifold reduction and the application of attractor-bifurcation theory. The attractor-bifurcation theory studies local invariant spheres, rather than the invariant tori of classical bifurcation theory. The centre-manifold reduction method is used to derive a new set of governing equations. These equations involve some transition coefficients that are specified entirely by the eigenvalues and eigenfunctions of the underlying operators and, thus, by the physical parameters of the system, as is illustrated by the numerical results for the Schnakenberg model in section 6. We have shown that the bifurcated object (attractor or repeller) consists of either two points or an S 1 -type object, depending on the dimension of the physical domain and the parameter regime. In the case of an S 1 -bifurcation, the phase diagram after bifurcation either consists of an infinite number of steady-state solutions or contains eight steady states and the heteroclinic orbits connecting them.
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Appendix A. Centre-manifold reduction and attractor bifurcation
In this appendix, we summarize the centre-manifold reduction and the attractor-bifurcation theory following [10] . The functional framework is that of two Hilbert spaces, H and H 1 , where H 1 is dense in H and the inclusion H 1 → H is compact.
Let A : H 1 → H be a linear homeomorphism, and let L λ : H 1 → H be a compact perturbation of A that depends continuously on a real parameter λ, for some given w 0 ∈ H . We assume that w = 0 is an equilibrium solution of equation (A.2) and that this solution is locally asymptotically stable. Let β k (λ), k = 1, 2, . . ., denote the eigenvalues of L λ (counting multiplicity and ordered by their increasing real parts). Suppose that at a critical value λ = λ 0 the eigenvalues β 1 (λ) through β m (λ) cross the imaginary axis into the right half of the complex plane, while all eigenvalues β k (λ) with k > m remain in the left half. Then the equilibrium solution loses stability, and a bifurcation occurs. The centre-manifold reduction reduces the infinitedimensional equation (A.2) to a finite-dimensional system, and the attractor-bifurcation theorem characterizes the bifurcating solution in the neighbourhood of λ 0 .
Appendix A.1. Centre-manifold reduction
Decompose the space H into invariant subspaces,
where E 1 is the (finite-dimensional) eigenspace of L λ at λ 0 ,
Let E 1 = E 1 , and define E 2 as the closure of E 2 in H , so 
