is an emerging technique for studying speech production. In general, vocal tract image sequences are acquired during the speech of a word or phoneme. Sequences allow the identification of shapes taken by the vocal tract during speech production. However, there is no prior knowledge about the spatial and temporal resolution requirements, which are expected to vary for different speech tasks. Available approaches try to enhance the resolution of the images by empowering the acquisition devices, which can be very expensive. In this paper, we propose an alternative approach to enhance temporal resolution based solely on the observed image sequences. We use a previous non-rigid image registration method, which provides an intuitive background for temporal resolution enhancement. Based on a motion compensated interpolation (MCI) approach, intermediate images are coherent with the movement present in the whole sequence. Results indicate the effectiveness of our approach.
INTRODUCTION
Detailed knowledge about speech production is of great interest to several research areas (engineering and linguistics, just to name a few). This knowledge allows refined models for speech signal that can be exploited for the design of speech recognition, coding, and synthesis systems. On the other hand, research may be conducted to explore open questions in phonology and phonetics (for instance, variability of speech and language disorders) [1] . For that purpose, knowledge about vocal tract shape and dimensions acquired during the speech of words or phonemes are essential for a full understanding of articulatory and acoustical processes involved in speech production. According to Baer et al. [2] , magnetic resonance imaging (MRI) is the only tool that can provide detailed tri-dimensional (3D) data of the entire vocal tract and tongue without any known harmful effects on the subject. However, the temporal and spatial resolution requirements are expected to vary depending on the speech task and there is no information about it in advance. Moreover, according to Narayanan et al. [3] , even though MRI advances represent a significant improvement in the quality of information about changes in speech articulators over time, they are still not close to the temporal resolution necessary for capturing the dynamic characteristics of tongue movement.
Available approaches try to enhance the resolution of image sequences by empowering the acquisition devices [1] , which can be very expensive. Therefore, it is of great interest to enhance temporal resolution of existing image sequences using only digital image processing techniques. The task of image registration is to find an optimal geometrical transformation between corresponding image data [4] . This transformation may be used for the quantification of changes between images. In this case the primary goal is not only the transformation which maps points in one image into their corresponding counterparts in the second image, but also the motion and deformation characteristics exhibited by this transformation. Thus, we believe that a meaningful transformation estimated by the image registration method could be used for temporal resolution enhancement.
In this context, we propose an approach for temporal resolution enhancement of human vocal tract image sequences using a previous non-rigid image registration method [5] . This method describes the transformation between each pair of images by a free-form deformation (FFD) with B-spline interpolation between uniformly spaced control points. The coordinates of the control points are the only parameters of the transformation. Indeed, we demonstrate that the meshes of control points are a powerful tool for temporal resolution enhancement. Note that, according to the correspondence between two meshes, intermediate images in a sequence can be generated simply by positioning control points in meaningful positions. We compare the cubic spline interpolation considering four neighboring meshes of control points and the linear interpolation in the motion direction considering two adjacent meshes. In both cases, intermediate images are coherent with the movement present in the sequence.
Intermediate images were generated for a visual evaluation of the proposed approach, considering both the cubic spline and linear interpolation methods. In a first moment, one can imagine that the cubic spline interpolation considering four neighboring meshes would perform better because it considers more information in the generation of an intermediate image.
For comparison purposes, the Normalized Mean Square Error (NMSE) criterion was used for the numerical evaluation of both interpolation methods in a simulated situation. The results indicate the equivalence of these methods and the effectiveness of our approach.
II. NON-RIGID IMAGE REGISTRATION
Human vocal tract images used in speech production research present deformations similar to the one in illustrated in Fig. 1 . The error image presented in Fig.  1 (c) emphasizes the locality of the deformation around the mouth. Therefore, in this context, a non-rigid transformation is necessary to relate a pair of images. 
A. FFD based on B-spline Interpolation
Rueckert et al. [5] presented a non-rigid image registration method using FFD based on cubic B-splines. FFD is an approach used in computer graphics applications to model 3D deformable objects. The object is deformed by manipulating a mesh of control points.
Following [5] deformations are modeled by a transformation ϕ which combines global scene movement with local deformations (2) where ij θ are the coefficients of this transformation. Local deformations are modeled by FFD based on cubic B-spline basis functions. Considering φ are the only parameters of the local transformation. Their identification is automatic and does not depend on expert knowledge or image characteristics. According to Rohr [6] , although there are sophisticated ideas for automatically identification of landmarks based on image characteristics, the process is complicated and still not fully automatic. Moreover, cubic B-spline basis functions have finite support. Therefore, each control point affects the transformation only in a local neighborhood.
The mesh resolution determines the kind of non-rigid deformation that can be modeled. Higher resolutions allow deformations localized in small parts of the image. On the other hand, finer grids allow only more global deformations. Lee et al. [7] proposed a multilevel freeform deformation (MFFD) for image metamorphosis. In this approach, FFD based on 2D B-spline approximation is applied to a hierarchy of control lattices to exactly satisfy the feature constraints. Moreover, this approach achieves the best compromise between degree of nonrigid deformation and computational cost. Consider that
is a hierarchy of control lattices in which the spacing between control points decreases from l Φ to 
to the spline-based FFD transformation. Moreover, the normalized mutual information (NMI) is used as a similarity criterion to measure the degree of alignment between images. Considering a reference image R and an image to be compared with the reference one T ,
is the similarity criterion, where ( ) The optimal transformation is found by minimizing the cost function
where λ is a weighting parameter that models the compromise between alignment of the two images and smoothness of the transformation. Considering only affine transformations, 0 smooth = C . Therefore, in a first step the cost function is optimized for the parameters of the global transformation Θ . One can adopt any registration method that considers affine transformations. The optimization of the local transformation cost is performed by an iterative gradient descent technique which steps in the direction of the gradient vector with a certain step size µ . The algorithm stops if a local optimum of the cost function has been found ( ε ≤ ∇C , for a small positive ε ). In this way, the method starts with a mesh of uniformly spaced control points that corresponds to the identity transformation in which no deformation is modeled. Control points coordinates are iteratively updated according to the minimization of the cost function ( )
III. PROPOSED METHOD
Considering a sequence of vocal tract MR images k I I , , 0 K , acquired with a MRI system operating at 1.5 Tesla (quantum gradients; 30mT/m amplitude; 0.24ms rise time; 125T/m/s Slew rate; 50cm FOV), the registration algorithm was applied to each pair of images always selecting the first image as the reference one (Fig. 2) . It is important to note that we adopted this procedure because speech articulators movement is restricted to a small area. In another context it would be more interesting to register pairs of consecutive images. Moreover, the images of the meshes of control points are merely illustrative. They are not necessary to the registration method or to the proposed approach. Speech articulators movement during speech production is a continuous and smooth process. Therefore, intermediate images generated by the temporal resolution enhancement method must respect the movement present in the whole observed sequence. Considering the correspondence between each control point in the sequence of identified meshes, intermediate meshes can be generated simply by positioning control points in intermediate positions. The most intuitive approach is the linear interpolation of the corresponding control points coordinates in adjacent meshes. However, since this approach considers only the motion between adjacent images, we also used the cubic spline interpolation of the coordinates of four corresponding control points in surrounding meshes as illustrated in Fig. 3 . In this way, each generated image considers the movement present in practically the whole observed sequence. Figure 3 . Intermediate mesh generated considering four neighboring meshes.
In both cases, according to the identified intermediate mesh of control points, temporal resolution enhancement is performed first by applying local ϕ to both images that are next to the new image. After, a weighted sum of the transformed images is performed as illustrated in Fig. 4 . The weights 1 ω and 2 ω are defined according to the distance between the new image and each of the neighboring images ( 2 1 ω ω + is always equal to 1). The transformed image related to the closest image receives a higher weight. Considering the observed images and corresponding meshes of control points, this approach gives an image that is always coherent to the data. 
IV. RESULTS
We generated intermediate images in a sequence of twenty five 256x256 vocal tract MR images for a visual evaluation of the proposed method. The hierarchical non-rigid registration approach resulted in 67x67 meshes of control points. Fig. 5 presents the detail of two images registered by the FFD based approach. The error between the image in Fig. 5(e) , which is the image in Fig. 5(a) transformed according to the mesh of control points in Fig. 5(d) , and the image in Fig. 5(c) indicates that this non-rigid registration approach accurately detected speech articulators movement in the sequence. Fig. 6 (a) and 6(d) present the first two images in a sequence of MR vocal tract images. Fig. 6 (b) and 6(c) are the images generated in between these first two images using the cubic spline and linear interpolation methods, respectively. Note that there are no artifacts and the images are coherent with speech articulators movement. Since the cubic spline interpolation method considers more information in the generation of each intermediate image, at a first look, it seems to give better results. In order to analyze this, the NMSE was used for the numerical evaluation of these interpolation methods in a simulated situation. In the first experiment, considering a sequence of twenty five images, each of these images was removed one at a time, and each method was used to generate an interpolated version of the removed image. The second experiment was similar, but each pair of consecutive images was removed one at a time. In the third and fourth experiments images were removed to simulate a sub-sampled sequence in time by the factors 2 and 3, respectively. Based on the Wilcoxon matched pairs test, which compares two matched groups without assuming that the distribution of the before-after differences follows a Gaussian distribution, the experiments did not demonstrate statistically significant differences between the NMSE means (with 95 percent confidence, p-values were always higher than 0.5). Based on this statistical evidence, we can conclude that these two interpolation methods give equivalent results in the context of the MR vocal tract images.
V. CONCLUDING REMARKS
We presented an MCI method for temporal resolution enhancement of vocal tract MR image sequences used in speech production research. Our method is based on the a previous non-rigid image registration approach. Indeed, results demonstrate the effectiveness of our approach. Moreover, intermediate frames generated by the proposed method present a coherent movement according to an observed sequence. The adopted non-rigid image registration presents a higher computational cost when compared with blockmatching algorithms for motion estimation. However, it is able to precisely detect speech articulators movement and the meshes of control points provide an intuitive background for temporal resolution enhancement. Note that this non-rigid registration method and the proposed MCI approach could be adaptive to the movement among the observed images. In fact, movement among images is localized in parts related to speech articulators. Therefore, we believe that a segmentation method used to identify these parts in a pre-processing step could be used to reduce the computational cost of the registration method.
