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Abstract—This article presents a novel method for predicting
suicidal ideation from Electronic Health Records (EHR) and Eco-
logical Momentary Assessment (EMA) data using deep sequential
models. Both EHR longitudinal data and EMA question forms
are defined by asynchronous, variable length, randomly-sampled
data sequences. In our method, we model each of them with
a Recurrent Neural Network (RNN), and both sequences are
aligned by concatenating the hidden state of each of them using
temporal marks. Furthermore, we incorporate attention schemes
to improve performance in long sequences and time-independent
pre-trained schemes to cope with very short sequences. Using
a database of 1023 patients, our experimental results show
that the addition of EMA records boosts the system recall to
predict the suicidal ideation diagnosis from 48.13% obtained
exclusively from EHR-based state-of-the-art methods to 67.78%.
Additionally, our method provides interpretability through the t-
SNE representation of the latent space. Further, the most relevant
input features are identified and interpreted medically.
Index Terms—Deep learning, RNN, attention, EMA, suicide.
I. INTRODUCTION
ALTHOUGH research on suicidal behavior has intensifiedin the last decade and there is now a greater under-
standing of the factors at play, suicide remains a complex
public health problem [1] and the global prevalence of suicide
continues to be high, with an annual global age-standardized
suicide rate of 11.4 per 100 000 people [2]. Globally, lifetime
prevalence rates are approximately 9.2% for suicidal ideation
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and 60% of transitions from ideation to plan and attempt occur
within the first year after ideation onset [3].
The vast majority of the studies in suicide are based on
self report measures of indicator variables as hopelessness,
depressive symptoms, sleep disorders or violence [4]. These
traditional methods for assessment have the disadvantage of
considering long window assessments (weeks, months, or
years), which might exclude crucial reports about who is at
imminent risk for suicidal behavior [5]. In suicidology, as well
as in other areas of psychiatry, technological advances have
enhanced ambulatory monitoring techniques and facilitate the
use of Ecological Momentary Assessment (EMA) in com-
bination with traditional Electronic Health Records (EHR).
EMA allows to measure variables of interest in real-time and
in natural contexts of daily life [6], eliminating inaccurate
reporting of the time elapsed between the prompt and the
completion of the questionnaire, and has demonstrated to be
safe in suicidal thoughts assessment [7]. The employment of
EMA using smartphones is opening up new perspectives in
suicidal ideation studies, making possible the identification of
different digital phenotypes of suicidal thoughts [8], [9].
In the context of computational psychiatry, there exist a
small group of studies that apply machine learning techniques
to predict suicidal behavior. In [10], the authors develop
hand-crafted patient features from longitudinal EHR data of
mental health and primary care visits from a group of nearly
3 million patients to predict suicide attempts and suicide
deaths within 90 days, obtaining 0.851 and 0.861 of ROC
(Receiver Operating Characteristic), respectively. In [11], a
similar setup is used to predict suicides and suicidal behavior
from longitudinal EHR within three to four years in advance
(0.45 recall / 0.9 precision). In both cases, suicide prediction is
performed using a long-temporal window (3 months and up to
4 years respectively). Combined with a population of patients
in which each of them is followed for years (in [10], 56% of
the patients in the study are treated for more than 5 years,
and in [11] the average period is 5.27 years), these results
in a well-condition prediction problem, easily addressed by
LASSO (Least Absolute Shrinkage and Selection Operator)
logistic regression [10] and naive Bayesian classifiers [11].
Clearly, this setup is far from the reality that a clinician faces,
as the longitudinal EHR data for each patient is in most cases
less than one year and a half. In this study, the average periods
of the treatments are 1.3 ± 0.86 years for EHR and 0.33 ±
0.44 years for EMA.
In this work, we develop sequential models based on neural-
networks [12] for predicting the identification of suicidal
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ideation, identified by the clinician during the presential eval-
uation at every follow-up visit of the patient. The difficulty
arises in modeling two sources of asynchronous, length-
variable and randomly-sampled sequences, i.e. EHR and EMA.
The random nature of these sequences w.r.t. sampling and
length arises in the fact that they are obtained from patients
appointments with the clinician, which are in general not
periodic. Also, the patient’s pattern in accessing EMA mobile
application is in general completely random.
We develop Recurrent Neural Networks (RNN) models
able to combine patient’s EHR longitudinal data along with
the EMA question forms. By combining pre-trained feed-
forward Neural Networks (NNs) and attention models [13],
our model learns from the heterogeneous sequences in a fair
basis, preventing that the model training overfits on long
temporal sequences for which more information is available.
Using a test patient population, we show our method is able
to reach a 0.67 recall performance, while, when using only
EHR longitudinal data, it downs to 0.46, which is comparable
to EHR-based state-of-the-art methods [10]-[11] that do not
explicitly model temporal dependencies. This demonstrates the
great impact that EMA can have in patient assessment. Further,
our model only effectively captures the EMA influence on
the diagnosis when is combined with neural attention models
[14]. Therefore, from both the technical method proposed and
the application sides, we believe this work represents a step
forward in the use of machine-learning methods in suicidology.
The paper is organized as follows. Firstly, Section II in-
troduces the problem we are facing with (II-A) and the
solution we propose (II-B). In Section III we expose an
in-depth presentation of the model architecture. Section IV
shows numerical results and finally Section V contains some
concluding remarks.
II. PROBLEM STATEMENT
In this work we aim at predicting the identification of
suicidal ideation by a mental health clinician (psychiatrist or
clinical psychology) using multiple information sources that
contain relevant information about the evolution of a patient
along his/her treatment. On one hand, we use EHR filled up by
the clinicians at every follow-up visit with the patient, which
we call clinician sequence. For the EMA data, the so-called
patient sequence, we use MEmind Wellness Tracker1, a web
application for mobile devices developed to merge different
data sources and provide summaries of the patient state in
clinical practice [6].
A. Case Definition
The EHR data variables are organized in four categories:
1) sociodemographic information; 2) diagnoses according In-
ternational Statistical Classification of Diseases and Related
Health Problems 10th revision (ICD-10 [15]), questions re-
garding history of aggression and violence, suicidal thoughts
and behavior [16], the Clinical Global Impression (CGI)
1The web application is available at www.memind.net using internet-
connected devices with any operating system.
scale that rates the psychiatrist’s impression of the severity
of psychopathology and the variation since last visit on a
similar seven-point scale [17], and the Global Assessment of
Functioning (GAF) Scale [18]; 3) Brugha’s life threatening
events scale [19] and 4) collecting treatment.
The EMA data variables belong to three categories 1) the
How are you today?, a clinical-based questionnaire; 2) the
WHO-5 Well-Being Index (World Health Organization [20]),
and 3) the 12-Item General Health Questionnaire (GHQ-12)
[21].
Note that the EHR view also contains the variable we aim
at predicting, i.e., whether the clinician considers that patient
presents suicidal ideation or not. This variable is not included
in the clinician sequence, as it is the target to be predicted at
every visit.
Fig. 1. Clinician and patient sequences associated to three different patients.
We have collected a database formed by the two different
sources (EHR and EMA). The patients were evaluated in
psychiatric routine or psychological visits at mental health fa-
cilities affiliated with the Fundacio´n Jime´nez Dı´az Hospital in
Madrid, Spain. We considered only those patients that accessed
the EMA interface on at least three occasions. From May
2014 to Sep 2016, a sample of 1023 patients accomplished
this criteria. Participants were mostly women (64.7%), with
a mean age of 43.32 ± 12.6 years old, an active job status
(51.4%) and concerning civil status, 57.2% were married. Most
patients were diagnosed with anxiety related disorders (F40-
F49 ICD-10) (52.6%) and with mood disorders (F30-F39 ICD-
10) (23.3%).
Temporal patterns are extremely diverse. For instance, in
Fig. 1 we include an example of the two sequences associated
to three patients. Each point corresponds to an observation.
The prediction model must be able to learn from variable-
length sequences in which the typical sequence length is very
short (less than 10 in both cases), but at the same time a certain
subset of patients are characterized with very large sequences.
The maximum length of the patient sequences is 858, while the
minimum is 3. The maximum length of the clinician sequences
is 119, while the minimum is only one. The mean lengths are
19.66 answers and 7.87 visits, respectively.
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B. Method proposed
We build a temporal classifier that aims at predicting
suicidal ideation at every visit between the clinician and the
patient. Unlike most of the studies in the related literature, we
do take into account the temporal correlation of the different
sequences by using RNNs [12], [22]. A RNN is able to capture
signal correlation by sharing the NN weights along time. Deep
Learning architectures are able to handle the heterogeneity
present in the data and implicitly adapt the variable length of
the sequences, as well as capture both short and long-term
temporal correlations. In order to effectively model the two
asynchronous sequences, we propose to use a different RNN
for each of them, where the time index is determined by every
follow-up visit in the clinician sequence, and every time the
patient fills up a MEmind questionare in the patient sequence.
Every event comes with a time stamp that will be used to
align both sequences. As illustrated in Fig. 2, to predict the
target variable at every visit, we concatenate the output of the
RNN modeling the clinician sequence with the most-recently
output of the RNN modeling the patient sequence, and the
resulting vector will be used as input to a final classifier built
over a feedforward NN with sigmoidal output activation. In
order to limit the number of parameters and control overfitting,
NN layers for dimensionality reduction are employed. A detail
description of the model and its optimization will be provided
in Section III.
As both the clinician RNN and the patient RNN are driven
by events and not by a natural temporal scale, the elapsed time
between events will be lost unless we explicitly encode it as
input information to the RNN. Despite RNNs naturally handle
variable-length sequences, the prediction model is trained over
a non-uniform database where more than one-third of the
sequences are not really temporal sequences, as their length
is only one. As shown later, a naive RNN implementation
would not result in accurate results. Furthermore, the use of
attention schemes (see Section III-E) is the key to effectively
incorporate the patient sequence. In words, attention schemes
learn to represent variations in the patient state, which is
what certainly clinicians observe, rather than punctual patient
MEmind answers.
III. DESIGN METHODOLOGY
In this section we present the proposed model, exposed in
Figure 2. Firstly, we describe our notation. Secondly, every
part of the architecture is analyzed.
A. Notation
We deal with EHR (clinician) and EMA (patient) data
sources from a group of N patients. If we use kc and kp
variables from the clinician and patient data, respectively,
the n-th patient can be represented by two sequences of T cn
and T pn tuples: (t
c
n,i, xcn,i) ∈ R × Rkc , i = 1, ..., T cn and
(tpn,j , x
p
n,j) ∈ R × Rkp , j = 1, ..., T pn , where tcn,i and tpn,j
denote the time of the i-th visit and j-th answer of the n-
th patient. Each xcn,i and x
p
n,j are multivariate observations.
We also include the static (non sequential) information of the
patient as xsn. The goal is to predict the binary label yn,i at each
 
Static
information
Patient
sequence
Clinician
sequence
Fig. 2. Model architecture, showing the non-linear transformation of the
inputs and the the merging of the two sequences, adding additional static
information. The figure represents an example of how the model makes a
prediction at the i-th patient-clinician visit. Circles refer to observations,
whereas rectangles refer to states.
clinician time step tcn,i. In the following, we do not include
the index of the patient n for simplicity.
B. Sequence Modeling and Dimensionality Reduction
Provided that we have a fairly small database, and with
the aim at avoiding overfitting, we use basic RNNs instead
of more complex architectures like Long Short Term Memory
(LSTM [23]) or Gated Recurrent Unit (GRUs [24]). The RNN
is defined by the following recursion [12]:
hi = σ
(
Whxxi +Whhhi−1 + bh
)
(1)
where σ is a non linear activation (typically hyperbolic tan-
gent or Rectified Linear Unit), xi the input (in our case, a
multivariate observation with index i), hi the so-called RNN
state (with index i), Whx, Whh projection matrices and bh
the bias term. The RNN output is computed as follows:
oˆi = softmax(W yhhi + by) (2)
Further, a dimensionality reduction stage is performed over
the input data to both the patient and clinician sequence. To
this end, we compared two different solutions. On one hand,
we can use a simple linear layer consisting on an embedding
matrix [25] with dimensions N×I (N refers to the dimension
of the data, I to the number of inputs for the RNN). This
matrix is trained along with the rest of parameters of the
structure in Fig. 2. On the other hand, we propose to use
a nonlinear dimensionality reduction driven by a dense layer
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with hyperbolic tangent output activation. This helps us to
better accommodate very short sequences, as this layer is
pre-trained separately over a prediction model in which we
neglect temporal correlations (no RNNs are used) and suicidal
ideation yi is predicted directly from the output of these layers,
separately for the clinician (using xci ) and patient (using x
p
j )
sources. Due to the use of these pre-trained dense layers in Fig.
2, the inputs of the RNN are already discriminative, and the
RNN has the specific role of capturing temporal correlations.
C. Sequence merging and Cost Function
Both the clinician and patient RNNs are aligned in time
upon prediction. To this end, we concatenate the output vector
oci of the clinician RNN, the selected output o
p
j (index j of
the most recent answer) of the patient RNN and the static
information xs, to form a new vector that is going to feed
another feed forward NN that performs the detection (see Fig.
2). The static information is a 2-dimesional vector containing
a binary feature with the sex of the patient and a scalar feature
with his/her age. The classifier consists on a feed-forward NN
that applies a sigmoid activation at the last layer to obtain
predictions between 0 and 1. As described in Section IV, after
cross validating several structures, a simple single dense layer
is selected to implement this classifier.
We are using a method similar to the target replication
technique exposed in [26], in which the cost function is
given by the sum of the cross entropy function between the
probabilities yˆn,i and the target yn,i at each tcn,i, following:
L(Θ) = −
N∑
n=1
1
T cn
T cn∑
i=1
(yn,i log yˆn,i + (1− yn,i) log(1− yˆn,i))
(3)
D. Learning the initial state of the RNNs
To reduce dependency w.r.t. initialization, we incorporate a
feed forward NN that, using the initial vector of the clinician
sequence and the patient static information, learns the initial
state of the clinician RNN (Figure 3), and thus we expect an
improved adaptation of the model for short sequences.
Fig. 3. Schematic of the initial state learning method.
E. Attention schemes
The use of attention schemes [27], [28] within sequence
RNN-based models have become a recent revolution in fields
such as Natural Language Processing [13], or computer vision
[29]. In a nutshell, attention models allow neural sequence
models to find discriminative representations in the evolution
of the state of the RNN, applying different weights in the
more recent history that can facilitate learning mid and long-
range dependencies. This idea has been adapted to EHR data
Static
information
Patient
sequence
Fig. 4. Proposed model architecture, including an attention scheme on the
patient sequence. For this graphical example, we use L = 2.
in architectures like RETAIN [25], where authors use a two-
level neural attention mechanism with the aim at increasing
the model interpretability. We propose a windowed version of
attention scheme based on [13], where we can tune the size
of the past memory. This architecture will lead us to focus on
the most recent answers (see Figure 4) in the patient sequence,
transforming the outputs of the RNN into a new attention-
based space. We take the previous L output vectors of the
patient’s RNN (for sequences shorter than L, we apply zero
padding) as memory Yi =
[
oi−L ... oi−1 ∈ Rk×L
]
, where k
is the dimension of the outputs. In figure 4 a schematic of the
proposed attention schemes is included. We define 1 ∈ RL as
a vector of ones. Then, as in [13], we use:
Mi = tanh
(
WY Yi + (Wooi) 1T
)
∈ Rk×L, (4)
αi = softmax(wTMi) ∈ R1×L, (5)
ri = YiαT ∈ Rk (6)
where WY , Wo ∈ Rk×k and w are trainable parameters. Vec-
tor ri is the attention-weighted representation of the previous
outputs. Thus, the transformed output at time instant with
index i is given by:
o∗i = tanh (W
rri + Wxoi) ∈ Rk (7)
where Wr, Wx ∈ Rk×k are also trainable projection matrices.
The experimental results included in the next section show
that attention mechanisms provide a dramatic performance
improvement even when dealing with moderately long (length
above 4) sequences, which in turn compose the major part of
our dataset.
IV. NUMERICAL EXPERIMENTS
The results are obtained using a total of 768 patients for
training and 255 for test. Given the nature of the problem
to solve, we are more interested in evaluating the recall.
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Parameter Value
RNN hidden units [clinician: 10, patient: 5]
Input NN hidden units [layer 1: 10, layer 2: 20]
Output NN hidden units [layer 1: 10]
Initial state NN hidden units [layer 1: 10, layer 2: 10]
Dropout probability 0.6
Epochs 100
Bath size 20
Train size 0.75
Learning rate 0.005
L2 regularizer factor 0.01
TABLE I
PARAMETER CONFIGURATION FOR THE MODEL ARCHITECTURE.
K-fold validation is used to validate structural parameters,
regularization parameters, and the number of epochs (early
stopping). To reduce inter-fold variance, training set in each
fold is characterized by roughly a uniform distribution of EHR
sequences lengths. I.e., each fold contains the same proportion
of sequences of lengths 1, 2, 3, and 4 or more. In Table
I all the validated parameters for the proposed architecture
are included. Following early stopping technique, 100 epochs
are chosen for preventing overfitting. Model regularization is
achieved by combining L2 regularization of all the weights
in the structure and dropout at the input of the final classifier
[30].
A. Performance discussion
Table II shows recall average performance and standard
deviation measured along the different folds of three baseline
models and five different variations of our model. Test perfor-
mance is stratified, considering clinician EHR sequences of
length 1, 2, 3, and 4 or more. However, we note that the vast
majority of suicidal ideation cases (more specifically, 65.43%
of true positives) in the dataset are contained in long EHR
sequences (4 or more). Namely, achieving a good performance
in the last group is crucial.
With NN we refer to a feed-forward neural network of
two layers with 10 and 20 hidden units, respectively. LogReg
corresponds to a simple logistic regression with L2 norm
regularization, which is one of the simplest classifiers. These
two cases are trained using the stacked vectors of visits xcn,i
and the most recent answers xpn,j , i.e., sequential nature is
ignored. HMM is a first order Hidden Markov Model with
both Gaussian and labels emission and 5 hidden states.
With the fourth and fifth rows we can compare the effect
in our method of using a linear transformation, versus a pre-
trained dense NN layer to perform dimensionality reduction at
the RNN input (see Section III-B). It can be observed that the
use of a pre-trained dense NN layer, which already provides
discriminative features to the RNN, provides both better train
and test performance, particularly for short sequences. The last
four rows correspond to the model versions that use attention-
based patient RNN outputs, with attention windows varying
from L = 1 to L = 4. The version with L = 1 is chosen as
the most suitable, considering a trade-off between recall per-
formance, computational cost, and results’ standard deviation.
Note that for L = 1 the patient RNN contains features related
to the variation between two consecutive RNN states. Observe
the remarkable performance improvement in this latter case,
particularly for long clinician sequences, which correspond
to patients that have been under psychiatric treatment for a
sufficiently long time.
For short EHR sequences, all models provide poor recall and
large inter-fold standard deviation. This is certainly related to
the lack of data of this type in our dataset. Note however that
the use of non-linear RNN inputs in our model helps to cope
with EHR sequences with length equal to two. Even without
attention, our proposal clearly improves the baselines (NN, Lo-
gReg, and HMM) for long (length 3 or more) EHR sequences.
Both Logistic Regression and HMM are comparable (they both
achieve roughly a recall of 51% for long sequences), while
NN certainly is not able to predict the suicidal ideation cases.
Our model with attention and L = 1 at the patient sequence
achieves a recall close to 67% with the smallest variance across
folds. For this model, other metrics evaluations are included
in table III for the chosen version.
The results in Table II demonstrate that EMA is a significant
support for automatically detect suicidal ideation when is used
along with the clinician information. Results indeed demon-
strate that inspecting the contrast between two consecutive
questionnaires rather than basing the prediction exclusively
on the latest sets of responses improves the performance. This
information is exactly what the attention model is attempting
to capture. A similar conclusion is drawn when we compare
the performance of the model when either clinician RNN,
or the patient RNN are not used (all parameters are set to
0 and the RNN is not trained so it does not influence the
classifier). Fig. 5 shows the recall achieved by these models as
a function of the classifier threshold α. Not surprisingly, when
the clinician RNN is removed and only the EMA information
is used, the model is no longer valid to predict suicidal ideation
diagnose, as the EMA sequence is not aligned in time and
completely independent of the suicidal ideation identification
sequence. However, when both sources of information are used
and attention is used to process the patient RNN prediction
recalls improves in close to a 20% w.r.t. to the model when
the patient RNN is not used or only the latest Memind
questionnaire is considered.
B. Most relevant features
After model has been validated in terms of test performance,
we can study what input features in both the clinician sequence
and patient sequence impact the most in the classifier’s predic-
tion. To this end, we analyze the profile of the weights in the
first layer of the NN that performs the input dimensionality
reduction. Thus, we have a set of 93 values associated to each
of the clinician input features and 24 for the patient features.
Tables IV and V shows the top ten for the clinician and
patient sources, respectively. We also indicate the associated
normalized weight (absolute value of the weight divided by the
maximum). Observed that, while in the clinician sequence we
have four input features that are clearly dominant, a similar
effect is not present in the patient sequence. This is indeed
expected, since we have observed that the patient sequence
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Train Test
Length All 1 2 3 ≥ 4 All
NN 1.14 ± 0.37 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.70 ± 1.22 0.45 ± 0.43
LogReg 65.51 ± 6.06 37.50 ± 41.46 35.41 ± 20.73 43.75 ± 44.63 51.29 ± 5.12 51.24 ± 5.23
HMM 59.92 ± 6.70 - 2.08 ± 3.62 12.50 ± 21.65 51.00 ± 10.48 52.38 ± 14.62
Linear inputs 76.43 ± 5.98 25.00 ± 43.30 16.67 ± 20.41 31.25 ± 44.63 58.64 ± 8.14 55.22 ± 5.66
Non-linear inputs 77.30 ± 3.69 25.00 ± 43.30 25.00 ± 21.65 43.75 ± 44.63 57.78 ± 4.93 56.14 ± 4.73
Attention, L=1 85.16 ± 9.92 25.00 ± 43.30 25.00 ± 25.00 43.75 ± 44.63 68.97 ± 4.08 67.68 ± 3.50
Attention, L=2 80.70 ± 3.55 25.00 ± 43.30 25.00 ± 25.00 43.75 ± 44.63 64.45 ± 7.16 63.59 ± 7.10
Attention, L=3 81.63 ± 5.02 25.00 ± 43.30 25.00 ± 25.00 43.75 ± 44.63 66.69 ± 3.60 65.57 ± 3.12
Attention, L=4 80.76 ± 7.47 25.00 ± 43.30 25.00 ± 25.00 43.75 ± 44.63 72.63 ± 7.53 71.16 ± 7.04
TABLE II
RECALL PROVIDED BY DIFFERENT MODELS, INCLUDING VARIATIONS OF OUR PROPOSAL. WE TEST THE MODEL FOR EVERY GROUP OF EHR SEQUENCES
(DEPENDING ON THE LENGTH). ALL THE VALUES CORRESPOND TO THE MEAN AND STANDARD DEVIATION OF THE METRIC OBTAINED WITH 4 FOLDS.
DECISION THRESHOLD IS SELECTED FOR EACH CASE BY CROSS-VALIDATION.
Train Test
Length All 1 2 3 ≥ 4 All
Accuracy 95.98 ± 0.60 92.65 ± 9.15 91.26 ± 5.91 91.00 ± 9.38 88.76 ± 5.11 88.96 ± 5.04
Precision 87.08 ± 6.63 25.00 ± 43.30 33.18 ± 34.82 19.33 ± 21.05 58.88 ± 5.11 58.81 ± 20.06
Recall 85.16 ± 9.92 25.00 ± 43.30 25.00 ± 25.00 43.75 ± 44.63 68.97 ± 4.08 67.68 ± 3.50
AUC 94.02 ± 4.22 58.65 ± 38.40 67.33 ± 34.82 59.07 ± 37.48 83.85 ± 21.05 83.29 ± 5.13
F1-score 85.34 ± 4.02 25.00 ± 43.30 28.43 ± 28.62 26.11 ± 26.68 61.83 ± 11.81 61.33 ± 4.03
TABLE III
PERFORMANCE METRICS OF THE MODEL PROPOSED WITH L = 1 ATTENTION.
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
10
20
30
40
50
60
70
R
ec
al
l (
%
)
Test Recall
Patient
Clinician
All
Attention
Fig. 5. Test recall results evaluating the merging effect of the sequences,
depending on the threshold for detection. The lines represent the results
obtained using only the patient (blue) or the clinician (orange) sources, using
both (green) and using both with attention schemes (red).
really matters when two consecutive questionnaires are jointly
processed using the attention mechanism. It is important to
highlight that two questions out of the total of five directly
related to suicidal risk were not found within the dominant
input features of the clinician sequence, these are suicidal
plans and suicide attempt since the last visit. This finding is
consistent with previous studies that criticize the traditional
temporal sequence of stages in the suicidal process [31].
Furthermore, it is interesting to remark how diagnoses less
commonly associated with suicidal ideation such as F00-F09
diagnoses are found to be of greater importance compared to
those most frequently studied (F40-F49 and F30-F39 ICD-10
Clinician
Index Score Feature
1 1.00 Have you ever thought about harming yourself?
2 0.81 Have you ever thought you would be betteroff dead or wish you were dead?
3 0.65 Have you ever attempted suicide?
4 0.51 Unemployed with benefit.
5 0.48 Living with siblings.
6 0.45 Shared residence.
7 0.44 F00-F09 Mental disorders due to knownphysiological conditions.
8 0.41 Electroconvulsive therapy.
9 0.40 Living with offspring.
10 0.40 Temporary disability.
TABLE IV
TOP TEN MORE RELEVANT FEATURES FROM THE CLINICIAN (EHR)
SOURCE.
codes). Although not shown in Table III, it is worth to mention
that the 12-th question among the largest weights corresponds
to the unemployed item in Brugha’s life threatening events
scale, which is a common clinical finding. In EMA sequence,
questions related to despair, aggression, confidence or rest
have largest weights than more specific questions like “Have
you ever felt that you had no desire to live?”, which is in
number 13 of the 24 input features. This is of clinical interest,
as indirect and non-intrusive questions can make clinicians be
alert about suicidal thoughts in patients.
C. Latent Space Visualization
One of the main advantages of deep learning methods is the
ability of implicitly finding latent representation of the data.
For that purpose we are employe t-SNE [32] (t-Distributed
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Patient
Index Score Feature
1 1.000 Have you recently felt you could no overcome yourdifficulties? (GHQ-12, item 6)
2 0.98 Anger, arguments or fights.
3 0.92 Have you recently been thinking of yourself as aworthless person? (GHQ-12, item 11)
4 0.91 I have felt active and vigorous (WHO-5,item 3)
5 0.91 Have you recently felt capable of making decisionsabout things (GHQ-12, item 4)
6 0.90 Have you recently been losing confidence inyourself? (GHQ-12, item 10)
7 0.90 Have you recently been feeling reasonably happy,all things considered? (GHQ-12, item 12)
8 0.89 I woke up feeling fresh and rested (WHO-5,item 4)
9 0.89 Have you recently felt constantly under strain?(GHQ-12, item 5)
10 0.88 Have you recently been able to enjoy your normalday to day activities? (GHQ-12, item 7)
TABLE V
TOP TEN MORE RELEVANT FEATURES FROM THE PATIENT (EMA) SOURCE.
Stochastic Neighbor Embedding), a powerful technique for
visualizing high-dimensional data using a transformation that
reveals structure at many different scales. We are applying this
technique on the vectors that feed the final classifier to evaluate
the capacity of discrimination of the RNN networks. For all the
experiments the t-SNE perplexity parameter is fixed to 100 and
the learning rate to 10. In Figure 6 we include two examples of
t-SNE visualizations of the outputs of the RNNs. At the left we
include the observed suicidal ideation corresponding to each
point (i.e. the label we aim at predicting), while at the right we
plot the probability of suicidal ideation that the model obtains.
Indeed, we include trajectories in the map from three different
patients. It seems clear than the t-SNE transformation reveals
clouds of points with groups of patients that present suicidal
ideation, and the state ‘travels’ between them depending on
the evolution of the suicidal ideation of the patient. As a
by product, observe that in the right map all positives are
concentrated and do not overfit to the isolated positive targets
that can be seen in the left map. This is a sign that the model
is not overfitting the training data.
V. DISCUSSION
A model for asynchronous, length-variable, randomly sam-
pled sequences with heterogeneous data has been developed,
using RNNs for the sequential inputs with a first non lin-
ear transformation, given by pre-trained feed-forward NNs,
to cope with the heterogeneity of the data and perform a
dimensionality reduction. The analysis of the input layer of
the feed-forward networks has allowed us to obtain a measure
of the features relevance, and perform clinical interpretations.
Furthermore, attention mechanisms are incorporated to the
patient sequence for addressing the variability in sequence
lengths. We have applied a merging technique consisting on
temporally aligning the outputs of each RNN according to time
labels. This merged vectors feed another feed forward NN that
predicts the suicidal ideation at each visit to the clinician. In
our case, the suicidal ideation sequence imposed the date and
we extracted from each RNN the output at last time instant
before that date. We have built a cost function that takes the
sum of the cost in all visits of a patient. We have demonstrated
that this merging procedure improves the performance of the
model, rather than if each sequence was used separately.
Our model predicts suicidal ideation interpreted by a clin-
ician, based on the past mental health visits and the history
of answers of a patient collected through a web-based EMA
system, that provides a promising complementary tool for the
clinician. The visualization step has allowed us to discover the
trajectories of the patient within the latent space, observing
that there exist some clouds with positive and negatives
samples, and there exists a coherence between the sequential
target of the patient and the trajectory on the t-SNE map.
This is, to our knowledge, a novel study with two main
innovations: 1 the combination of Electronic Health Records
and Ecological Momentary Assessment data for predicting
suicidal ideation, and 2 the use of Deep Learning sequential
architectures (RNNs) to discover temporal correlations in
psychiatric patients’ evolution. We have demonstrated that our
method outperforms other existing methods in the literature.
Further, we have exposed an interesting feature of our model:
the interpretability of the latent space via dimensionality
reduction techniques as t-SNE.
Future work could be centered on including more sequences
associated to the patient that can be merged and aligned, for
instance, the complete Electronic Health Record of the patient
(including primary care visits). Another branch of the research
will be the application of more complex attention schemes on
every sequence, with different temporal windows. At last, we
will research in such an interesting application of this work
consisting on generative models for this medical data.
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