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 Astrophysical Model Parameters. Note that positive values of Φᵖ 
corresponds to peak occurring after eclipse. 
 Fit parameters using a first order Fourier series to model the phase 
variation without stellar variation for different detector models. Most probable astrophysical 
parameter estimates obtained from posterior probability distribution from the MCMC routine 
using various systematics models. The planetary brightness phase variation is modeled as a first 
order Fourier series and the model assumes no stellar variability. The largest value of log(L) and 
E for both binned and unbinned data are in bold blue. The errors on the parameters are the 68% 
confidence region bounds of the posterior distribution obtained from emcee. 
 Fit parameters using a second order Fourier series to model the 
phase variation without stellar variation for different detector models. Most probable 
astrophysical parameters estimates obtained from posterior probability distribution from the 
MCMC routine using various systematics models. The planetary brightness phase variation is 
modeled as a second order Fourier series and the model assumes no stellar variability. The 
highlighted fit yields the greatest Bayesian Evidence. The largest value of log(L) and E for both 
binned and unbinned data are in bold blue. The errors on the parameters are the 68% 
confidence region bounds of the posterior distribution obtained from emcee. 
 Fit parameters using a first order Fourier series to model the phase 
variation with stellar variation for different detector models. Most probable astrophysical 
parameters estimates obtained from posterior probability distribution from the MCMC routine 
using various systematics models. The planetary brightness phase variation is modeled as a first 
order Fourier series and the model includes stellar variability. The highlighted fits yield the 
greatest Bayesian Evidences. We note that the fit presented in the two last columns are 
inconsistent with a westward offset but their log(L) are significantly lower than the log(L) of 
Poly2 presented in Supplementary Table 3. The largest value of log(L) and E for both binned 
and unbinned data are in bold blue. The errors on the parameters are the 68% confidence region 
bounds of the posterior distribution obtained from emcee. 
 Fit parameters using a second order Fourier series to model the 
phase variation with stellar variation for different detector models. Most probable 
astrophysical parameters estimates obtained from posterior probability distribution from the 
MCMC routine using various systematics models. The planetary brightness phase variation is 
modeled as a second order Fourier series and the model includes stellar variability. The 
highlighted fits yield the greatest Bayesian Evidences. The highlighted fits yield the greatest 
Bayesian Evidences. The largest value of log(L), and E for both binned and unbinned data are in 
bold blue. The errors on the parameters are the 68% confidence region bounds of the posterior 
distribution obtained from emcee. We note that the fit presented in last column shows an 
eastward offset but the log(L) is significantly lower than the log(L) of Poly2 presented in 
Supplementary Table 3. Despite having a high log(L), Poly 4 and Poly 5, which are consistent 
with a null planetary offset, have a ΔE > 6 (or ΔBIC>12) when compared to the fit with highest 
E. Therefore, these fits are significantly worse than Poly2 presented in Supplementary Table 3 
(Kass & Raftery 1995). 
 Fit parameters using a second order Fourier series to model the 
phase variation without stellar variation for different photometric extraction schemes. Most 
probable astrophysical parameters estimates obtained from posterior probability distribution 
from the MCMC routine using various photometric schemes (See Photometry Extraction 
Supplementary Information). The planetary brightness phase variation is modeled as a second 
order Fourier series and the detector model is second order polynomial. The highlighted fits 
yield the greatest Bayesian Evidences. The largest value of log(L) and E for both binned and 
unbinned data are in bold blue. The errors on the parameters are the 68% confidence region 
bounds of the posterior distribution obtained from emcee. 
Raw normalized photometry and PSF diagnostics. Spitzer 4.5 µm 
photometry and PSF diagnostics after median binning by data cube excluding the discarded 
AORs. The vertical gray dashed lines denotes the start and end of the different AORs. The red 
dots represent the data excluded from our analysis due to the rapid change in telescope 
pointing. 
PSF diagnostics for our observations of CoRoT-2b. Each point 
represent the median of a data cube. The light and dark blue dots denote the first and second 
secondary eclipse, respectively. The orange dots represent the transit and the gray dots are the 
data cubes at the start of the observations that were discarded from our analysis. 
  Systematic changes in photometry within a 64-frame data cube. All 
the values presented in this figure are normalized to their respective data cube median. The top 
panel shows the background-subtracted photometry using a 2.5 pixel radius hard circular 
aperture centered on the pixel (15, 15). The second panel shows systematic changes in the 
background flux and the panels below are the systematic changes in the PSF diagnostics. The 
last panel shows the systematic changes in the noise pixel parameter. The gray lines represent 
the mean parameter values and the blue dashed lines are the 3σ boundaries. The blue squares 
highlight to unusual frames with usable photometry despite their unusual PSF metrics identified 
with red squares.
Frame diagnostics for AORs r57958144, r57958400, and r57958656 
respectively. The background subtracted flux exhibit a repeating zigzag pattern between the 18th 
and 26th frames. This effect was introduced at the Sky Dark subtraction stage, the only frame-
dependent process that affects IRAC data. We used an image stack provided by the IRAC team 
to remove this effect and also correct for the known low 58th frame background level error. Note 
that the first few frames will still have low backgrounds, which is due to the first frame effect 
that impacts every IRAC observation and depends on the delay time since last exposure. This 
was not corrected by the image stack, but since it does not affect our photometry significantly, 
we chose to keep the first frame photometry.
Modified images for different photometric schemes. Top Left: 
Background-subtracted image of CoRoT-2b and its visual companion, 2MASS 
J19270636+0122577, on the left. Top Right: Same image after the subtraction of the 
companion. The white rectangle encapsulates the pixels used to estimate the centroid and 
widths of the PSF. Bottom Left: Oversampled image of the background subtracted image (top-
left). Bottom Right: Same image (bottom left) after the subtraction of the PSF of the companion.
 Root mean square calculation example. In the top panel, the grey 
points are raw data and the blue light curve is the smoothed lightcurve obtained by boxcar 
averaging with a length of 50 using the astropy.convolution module in Python. The lower 
panel show the difference between the raw and smoothed lightcurve used to estimate the RMS 
scatter.
RMS scatter for different photometric schemes. In all cases, an 
aperture with a radius of r=2.25 is optimal as it minimizes the RMS scattering. The non-
oversampled, soft-edge and companion subtracted photometric scheme yield the smallest RMS 
scatter. Note that the RMS scatter for PSF fitting is constant since there is no aperture involved. 
Corner plot of the fit parameters' posterior distribution. Pairs plot 
showing the posterior distribution of the astrophysical fitting parameters from MCMC. The 
panels on the diagonal show the marginalized posterior distribution for each fitting parameter. 
The 68% credible confidence region is marked by vertical dashed lines and quantified above the 
panel. The off-diagonal panels show the two-dimensional marginalized distribution for pairs of 
parameters, with the gray shading corresponding to the probability density and black contours 
indicating the 68%, 95%, and 98% confidence regions. The outer black points are individual 
MCMC walkers positions outside of the 98% confidence region. This plot is made using the 
corner Python package. 
Distribution of walkers positions for the last 2000 steps of the 
MCMC for our best fit model. The blue line denoted the best-fit parameter value at each step 
and the gray areas are the 68%, 95% and 98% confidence regions obtained from the distribution 
of the walkers at each step.
In-eclipse diagnostics for the model with the greatest E. The left 
and right panels show the first and second in-eclipse portions of the lightcurve respectively. The 
black points are the photometry after the removal of detector systematics (see Table 3; Poly 2). 
We fit a linear function to the in-eclipse portion and find that the fit is consistent within 1σ with 
the absence of trend. The error bars are the photometric scatter estimated with a Markov Chain 
Monte Carlo (MCMC) in the fitting routine.
In-eclipse diagnostics for the model with the second greatest E. The 
left and right panels show the first and second in-eclipse portions of the lightcurve respectively. 
The black points are the photometry after the removal of detector systematics and stellar 
variability (see Table 4; Poly3). We fit a linear function to the in-eclipse portion. We find that 
the fit for the second eclipse is consistent within 1σ with the absence of trend, but the first in-
eclipse portion exhibit a trend with a slope of -0.015±0.013. The error bars are the photometric 
scatter estimated with a Markov Chain Monte Carlo (MCMC) in the fitting routine. 
In-eclipse diagnostics for the model with the third greatest E. The 
left and right panels show the first and second in-eclipse portions of the lightcurve respectively. 
The black points are the photometry after the removal of detector systematics and stellar 
variability (see Table 4; Poly4). We fit a linear function to the in-eclipse portion. We find that 
the fit for the second eclipse is consistent within 1σ with the absence of trend, but the first in-
eclipse portion exhibit a trend with a slope of -0.020±0.013. The error bars are the photometric 
scatter estimated with a Markov Chain Monte Carlo (MCMC) in the fitting routine.
1D brightness map of CoRoT-2b from inverting the orbital phase 
function. Top panel: The brightness variation of the planet as a function of orbital phase. The 
gray dashed line denote the orbital phase of secondary eclipse and the red dashed line denoted 
the orbital phase of the peak of the phase variation which is 0.41±0.06 rad after the secondary 
eclipse. Bottom panel: The surface brightness of CoRoT-2b as a function of longitude shown in 
the bottom panel (Cowan & Agol 2008). The gray dashed line denotes the substellar meridian of 
the planet and the red dashed line denotes the brightest longitude on the planet located west of 
the substellar meridian. The gray shaded area represents the night hemisphere of the planet.
Transmission spectrum of CoRoT-2b. Our transit depth and error 
estimates obtained with a Markov Chain Monte Carlo (MCMC) is shown along with ground-
based measurements and their respective uncertainties (Borsa & Poretti 2011) and the re-
analysis of the CoRoT observations (Bruno et al. 2016). Given the large errors on the ground-
based measurements and the sparsity of the measurements, we did not attempt to fit the 
transmission spectrum. Observations from future space mission such as JWST would be 
required to obtain a meaningful transmission spectrum.
Fit using an independent photometry and fitting pipeline (Zhang et 
al. 2017). The top panel show the astrophysical fit (line) and the data after the removal of the 
systematics (dots). The second panel is a zoomed-in version of the first panel to better see the 
planetary phase variation. The bottom panel shows the residuals between the corrected data and 
the astrophysical fit. Using an independent fitting pipeline, the result show a westward offset of 
25.6±1.9 degrees, which is consistent with the result obtained using the method described in this 
paper.
Data Reduction
Photometry Extraction
Centroids
Noise in Spitzer IRAC Data due to Bias Dark Subtraction
 Binning
 Upper Limit on Stellar Variability at 4.5 µm
Surface Brightness
Sup_Figure_1_binned_data.csv (263 kb): Data presented in Supplementary Figure 
1: Normalized photometry, centroid and PSF width measurements for each data cube. 
Sup_Figure_1_full_data.csv (10 Mb):Variation of data presented in Supplementary 
Figure 1: Normalized photometry, centroid and PSF width measurements for individual frame.
Phase_Variation.csv (4 kb): Planetary flux as a function of orbital phase obtained 
from the best fit phase function presented in the top panel of Supplementary Figure 13. 
Longitudinal_Brightness.csv (4 kb): 1D longitudinal brightness as a function of 
orbital phase obtained from inverted the best fit phase function presented in the bottom panel of 
Supplementary Figure 13.
Emission_Spectrum.csv (1 kb): Data points presented in Figure 4.
Transmission.csv (1 kb): Data points presented in Supplementary Figure 14. 
 
Supplementary Tables
Name Symbol Constraint Reference
Fitted
Time of transit (days from start of observations ∗) t0 – –
Radius of planet Rp/R∗ – –
Semi-major axis a/R∗ 6.70±0.03 Alonso et al. (2008)
Orbital inclination (degrees) i 87.84±0.1 Alonso et al. (2008)
Orbital eccentricity e [0,1] –
Longitude of periastron ω [0,2pi] –
Limb darkening coefficient q1 [0,1] Kipping (2013)
Limb darkening coefficient q2 [0,1] Kipping (2013)
Eclipse depth (Fp/F∗) δe [0,1] –
Phase variation even coefficient (1st order) A Fp ≥ 0 Keating & Cowan (2017)
Phase variation odd coefficient (1st order) B Fp ≥ 0 Keating & Cowan (2017)
Phase variation even coefficient (2nd order) C Fp ≥ 0 Keating & Cowan (2017)
Phase variation odd coefficient (2nd order) D Fp ≥ 0 Keating & Cowan (2017)
Stellar variation even coefficient (1st order) S1 – –
Stellar variation odd coefficient (1st order) S2 – –
Fixed
Orbital period (days) P 1.7429964 Alonso et al. (2008)
Rotational period of the host star (days) P∗ 4.522 Lanza et al. (2009)
Derived
Phase Amplitude (units of Stellar Flux) Ap – –
Phase Offset (in rad) Φp – –
Supplementary Table 1. Astrophysical Model Parameters. Note that positive values of Φp corresponds to peak
occurring after eclipse.
∗Time of start of observation (BMJD): 57390.7636202 days
/
Parameter Poly2 Poly3 Poly4 Poly5 PLD1 BLISS
t0 1.0744+20.1353−20.1353 1.0744
+0.0002
−0.0002 1.0744
+0.0002
−0.0002 1.0745
+0.0002
−0.0002 1.0746
+0.0002
−0.0002 1.0745
+0.0002
−0.0002
Rp/R∗ 0.1698+0.0008−0.0009 0.1692
+0.0009
−0.001 0.1689
+0.001
−0.001 0.1689
+0.0009
−0.001 0.1694
+0.0012
−0.0013 0.1685
+0.001
−0.001
a/R∗ 6.6843+0.0237−0.0238 6.6848
+0.0248
−0.0247 6.6868
+0.0246
−0.0265 6.6891
+0.0243
−0.0244 6.6991
+0.0252
−0.0253 6.6858
+0.0241
−0.0246
i 87.8598+0.0926−0.0909 87.8639
+0.0919
−0.0897 87.8603
+0.0969
−0.0949 87.8592
+0.0944
−0.0917 87.8411
+0.0922
−0.0954 87.8626
+0.0928
−0.0922
ecosω −1.6e−05+0.000373−0.000388 1e−05+0.000365−0.000355 2.3e−05+0.000409−0.000393 9e−06+0.000376−0.000398 −4e−06+0.000356−0.000361 −1e−06+0.000483−0.000489
esinω −0.0+0.000384−0.000377 −5e−06+0.000334−0.000334 7e−06+0.000394−0.000386 1e−06+0.000375−0.000398 −8e−06+0.000359−0.00036 −1e−05+0.000493−0.000497
q1 0.0112+0.0162−0.0074 0.0129
+0.0189
−0.0087 0.0147
+0.0229
−0.0099 0.0151
+0.0228
−0.0101 0.0227
+0.0314
−0.0146 0.0161
+0.0216
−0.0103
q2 0.3211+0.3796−0.2341 0.3071
+0.3943
−0.228 0.254
+0.3774
−0.1892 0.2686
+0.3938
−0.2023 0.3494
+0.3923
−0.2506 0.2913
+0.3692
−0.2149
δe 0.0045+0.0002−0.0002 0.0046
+0.0002
−0.0002 0.0044
+0.0002
−0.0002 0.0044
+0.0002
−0.0002 0.0042
+0.0002
−0.0002 0.0044
+0.0002
−0.0002
A 0.3984+0.008−0.009 0.3921
+0.0097
−0.0104 0.3908
+0.0101
−0.0115 0.3907
+0.0117
−0.0135 0.3972
+0.0113
−0.0125 0.3923
+0.0124
−0.0141
B 0.2415+0.0246−0.0245 0.2498
+0.0251
−0.0267 0.2567
+0.0281
−0.0286 0.2474
+0.0319
−0.0317 0.2368
+0.0348
−0.0359 0.2382
+0.0341
−0.0354
σF 0.00149+3e−05−2.9e−05 0.001474
+3.1e−05
−2.9e−05 0.001468
+3.1e−05
−3e−05 0.001461
+3e−05
−2.9e−05 0.0021
+0.0
−0.0 0.0016
+0.0
−0.0
log(L) 7741.73 7758.25 7765.04 7775.53 7296.34 7684.27
E 7677.28 7679.48 7668.37 7657.37 7221.15 −−
log(L)† 339938.37 340400.45 340611.54 340528.36 314954.3 337867.36
E† 339836.54 340276.0 340458.8 340341.68 314835.69 −−
Ap 0.0042+0.0002−0.0002 0.0042
+0.0002
−0.0002 0.0041
+0.0002
−0.0002 0.0041
+0.0002
−0.0002 0.0039
+0.0002
−0.0002 0.004
+0.0002
−0.0002
Φp 0.544+0.0503−0.0566 0.5692
+0.0629
−0.0503 0.5818
+0.0629
−0.0629 0.5629
+0.0692
−0.0692 0.5378
+0.0818
−0.0755 0.544
+0.0755
−0.0755
Supplementary Table 2. Fit parameters using a first order Fourier series to model the phase variation without
stellar variation for different detector models. Most probable astrophysical parameter estimates obtained from posterior
probability distribution from the MCMC routine using various systematics models. The planetary brightness phase variation is
modeled as a first order Fourier series and the model assumes no stellar variability. The largest value of logL and E for both
binned and unbinned data are in bold blue. The errors on the parameters are the 68% confidence region bounds of the posterior
distribution obtained from emcee.
†Calculated for unbinned data
/
Parameter Poly2 Poly3 Poly4 Poly5 PLD1 BLISS
t0 1.0744+0.0002−0.0002 1.0744
+0.0002
−0.0002 1.0744
+0.0002
−0.0002 1.0745
+0.0002
−0.0002 1.0746
+0.0002
−0.0002 1.0744
+0.0002
−0.0002
Rp/R∗ 0.1696+0.0009−0.0009 0.1691
+0.0009
−0.0009 0.1689
+0.0009
−0.0009 0.1688
+0.0009
−0.0009 0.1702
+0.0011
−0.0012 0.1686
+0.001
−0.001
a/R∗ 6.6792+0.0249−0.024 6.6821
+0.0238
−0.0246 6.6867
+0.0237
−0.0244 6.6856
+0.0243
−0.0247 6.6946
+0.0251
−0.0257 6.6837
+0.0244
−0.025
i 87.8684+0.0929−0.0923 87.8671
+0.0937
−0.09 87.8686
+0.0915
−0.0945 87.8645
+0.0966
−0.093 87.8405
+0.092
−0.0922 87.8694
+0.092
−0.0926
ecosω −0.0+0.0004−0.0004 −0.0+0.0004−0.0003 −0.0+0.0003−0.0003 0.0+0.0004−0.0004 0.0+0.0003−0.0003 −0.0+0.0005−0.0005
esinω 0.0+0.0004−0.0004 −0.0+0.0004−0.0004 0.0+0.0004−0.0004 −0.0+0.0004−0.0004 0.0+0.0003−0.0003 −0.0+0.0005−0.0005
q1 0.0133+0.0178−0.0087 0.0129
+0.0196
−0.0085 0.0133
+0.0182
−0.0089 0.015
+0.0207
−0.01 0.0205
+0.0271
−0.0131 0.0158
+0.0231
−0.0103
q2 0.2957+0.3659−0.2192 0.2951
+0.3934
−0.2149 0.2889
+0.3688
−0.2103 0.2842
+0.3695
−0.2112 0.38
+0.385
−0.2688 0.2874
+0.3852
−0.2132
δe 0.0044+0.0002−0.0002 0.0046
+0.0002
−0.0002 0.0045
+0.0002
−0.0002 0.0044
+0.0002
−0.0002 0.0048
+0.0002
−0.0002 0.0045
+0.0002
−0.0002
A 0.4443+0.0133−0.0148 0.4257
+0.0187
−0.0195 0.4325
+0.0171
−0.0196 0.427
+0.0194
−0.0215 0.3745
+0.0212
−0.0213 0.422
+0.0198
−0.0223
B 0.1934+0.0341−0.0324 0.1647
+0.0355
−0.0346 0.1754
+0.0411
−0.039 0.1775
+0.0474
−0.0446 0.1322
+0.0319
−0.0298 0.1748
+0.0459
−0.0443
C 0.0669+0.0132−0.013 0.0802
+0.015
−0.0163 0.0756
+0.0161
−0.016 0.0746
+0.0182
−0.0189 0.1096
+0.0135
−0.014 0.0784
+0.018
−0.0187
D 0.0681+0.0117−0.012 0.0627
+0.0134
−0.0152 0.0628
+0.0141
−0.0154 0.0638
+0.0174
−0.0177 0.1096
+0.0135
−0.014 0.0715
+0.0163
−0.0177
σF 0.001461+2.9e−05−2.9e−05 0.001454
+3e−05
−2.9e−05 0.001448
+2.9e−05
−2.9e−05 0.001446
+2.9e−05
−2.9e−05 0.002013
+4e−05
−3.9e−05 0.001536
+3.1e−05
−3e−05
log(L) 7767.25 7776.56 7784.37 7785.60 7350.24 7700.07
E 7695.64 7690.63 7680.54 7660.28 7267.89 −−
log(L)† 340798.6 340917.09 341131.14 340976.52 317233.61 338357.01
E† 340685.46 340781.32 340967.09 340778.52 317103.7 −−
Ap 0.0043+0.0002−0.0002 0.0042
+0.0002
−0.0002 0.0042
+0.0002
−0.0002 0.0041
+0.0002
−0.0002 0.004
+0.0002
−0.0002 0.0041
+0.0003
−0.0003
Φp 0.412+0.0629−0.0566 0.3491
+0.0692
−0.0692 0.3679
+0.0755
−0.0755 0.3742
+0.0881
−0.0943 0.3365
+0.0629
−0.0629 0.3805
+0.0881
−0.0881
Supplementary Table 3. Fit parameters using a second order Fourier series to model the phase variation without
stellar variation for different detector models. Most probable astrophysical parameters estimates obtained from posterior
probability distribution from the MCMC routine using various systematics models. The planetary brightness phase variation is
modeled as a second order Fourier series and the model assumes no stellar variability. The highlighted fit yields the greatest
Bayesian Evidence. The largest value of logL and E for both binned and unbinned data are in bold blue. The errors on the
parameters are the 68% confidence region bounds of the posterior distribution obtained from emcee.
/
Parameter Poly2 Poly3 Poly4 Poly5 PLD1 BLISS
t0 1.0744+0.0002−0.0002 1.0744
+0.0002
−0.0002 1.0745
+0.0002
−0.0002 1.0745
+0.0002
−0.0002 1.0746
+0.0002
−0.0002 1.0745
+0.0002
−0.0002
Rp/R∗ 0.1693+0.0009−0.0009 0.1687
+0.0009
−0.001 0.1683
+0.0009
−0.0009 0.1684
+0.0009
−0.001 0.169
+0.0012
−0.0012 0.1678
+0.001
−0.001
a/R∗ 6.6805+0.0242−0.0235 6.6824
+0.0231
−0.0248 6.6883
+0.0249
−0.0242 6.6881
+0.024
−0.0237 6.6929
+0.0249
−0.0257 6.6842
+0.0247
−0.0242
i 87.8783+0.0916−0.0935 87.8717
+0.0908
−0.0918 87.8616
+0.0893
−0.0906 87.8593
+0.0943
−0.0929 87.8499
+0.0921
−0.0904 87.8652
+0.0918
−0.0929
ecosω −3e−06+0.000398−0.000393 2.3e−05+0.000388−0.000382 −1.4e−05+0.000479−0.000451 −2.4e−05+0.000467−0.000492 −5e−06+0.000398−0.000401 −5e−06+0.000554−0.000555
esinω 7e−06+0.000405−0.000399 1.8e−05+0.000382−0.000383 −1e−06+0.000442−0.000446 2e−06+0.000461−0.000451 −1e−05+0.000407−0.000397 −6e−06+0.000558−0.000561
q1 0.0137+0.0202−0.0091 0.0146
+0.0202
−0.0098 0.0145
+0.0194
−0.0094 0.0144
+0.0197
−0.0094 0.0231
+0.0284
−0.0147 0.0163
+0.0223
−0.0106
q2 0.2917+0.3798−0.2135 0.2688
+0.3909
−0.1969 0.2643
+0.3814
−0.1963 0.2748
+0.39
−0.2033 0.3483
+0.3772
−0.248 0.2998
+0.3779
−0.2219
δe 0.0041+0.0002−0.0002 0.0043
+0.0002
−0.0002 0.004
+0.0002
−0.0002 0.0041
+0.0002
−0.0002 0.0038
+0.0002
−0.0003 0.004
+0.0002
−0.0003
A 0.2966+0.0676−0.0745 0.3543
+0.0495
−0.0817 0.3744
+0.0413
−0.0715 0.3682
+0.0466
−0.0846 −0.2809+0.1462−0.1489 0.2414+0.1175−0.1459
B 0.1721+0.0424−0.0468 0.118
+0.0416
−0.0457 0.0685
+0.0506
−0.0539 0.0779
+0.051
−0.0562 −0.0097+0.0741−0.0746 −0.1545+0.0829−0.0866
S1 −0.0028+0.0008−0.001 −0.003+0.0006−0.0009 −0.0043+0.0007−0.0008 −0.0044+0.0008−0.0009 −0.2809+0.1462−0.1489 −0.0103+0.0016−0.0017
S2 0.1947+0.1199−0.0779 0.4273
+0.1414
−0.1493 0.4732
+0.0856
−0.1018 0.4775
+0.0938
−0.1155 −0.0097+0.0741−0.0746 0.4637+0.0807−0.0806
σF 0.001467+2.9e−05−2.8e−05 0.001454
+2.9e−05
−2.9e−05 0.001436
+2.8e−05
−2.7e−05 0.001438
+2.8e−05
−2.8e−05 0.002
+0.0
−0.0 0.0015
+0.0
−0.0
log(L) 7765.1 7780.55 7798.97 7799.72 7331.22 7728.31
E 7693.49 7694.62 7695.14 7674.41 7248.87 −−
log(L)† 340661.32 340980.0 341190.60 341021.73 316405.51 338845.64
E† 340548.18 340844.23 341026.55 340823.74 316275.61 −−
Ap 0.0028+0.0007−0.0006 0.0033
+0.0008
−0.0004 0.0031
+0.0006
−0.0004 0.0031
+0.0007
−0.0004 0.0021
+0.001
−0.0012 0.0024
+0.0006
−0.0006
Φp 0.5315+0.1006−0.1006 0.3365
+0.1132
−0.1006 0.1855
+0.1447
−0.1258 0.217
+0.1509
−0.1321 −2.7768+0.2704−5.7674 −0.5629+0.5157−0.3271
Supplementary Table 4. Fit parameters using a first order Fourier series to model the phase variation with stellar
variation for different detector models. Most probable astrophysical parameters estimates obtained from posterior
probability distribution from the MCMC routine using various systematics models. The planetary brightness phase variation is
modeled as a first order Fourier series and the model includes stellar variability. The highlighted fits yield the greatest Bayesian
Evidences. We note that the fit presented in the two last columns are inconsistent with a westward offset but their log(L) are
significantly lower than the log(L) of Poly2 presented in Supplementary Table 3. The largest value of logL and E for both
binned and unbinned data are in bold blue. The errors on the parameters are the 68% confidence region bounds of the posterior
distribution obtained from emcee.
/
Parameter Poly2 Poly3 Poly4 Poly5 PLD1 BLISS
t0 1.0744+0.0002−0.0002 1.0744
+0.0002
−0.0002 1.0745
+0.0002
−0.0002 1.0745
+0.0002
−0.0002 1.0747
+0.0002
−0.0002 1.0745
+0.0002
−0.0002
Rp/R∗ 0.1695+0.0009−0.001 0.1689
+0.0009
−0.001 0.1686
+0.0009
−0.001 0.1686
+0.001
−0.001 0.1699
+0.0012
−0.0012 0.1681
+0.001
−0.001
a/R∗ 6.6803+0.0228−0.0239 6.6785
+0.0245
−0.0238 6.686
+0.0237
−0.024 6.6849
+0.0234
−0.0224 6.6888
+0.0246
−0.0251 6.6823
+0.0245
−0.025
i 87.8756+0.0888−0.0886 87.8709
+0.0911
−0.0896 87.8662
+0.0937
−0.0926 87.8592
+0.0968
−0.0943 87.8581
+0.0923
−0.0909 87.8693
+0.0954
−0.0927
ecosω 0.0+0.0004−0.0004 −0.0+0.0004−0.0004 −0.0+0.0005−0.0005 −0.0+0.0004−0.0004 0.0+0.0003−0.0003 −0.0+0.0006−0.0005
esinω 0.0+0.0004−0.0004 −0.0+0.0004−0.0004 −0.0+0.0005−0.0005 −0.0+0.0005−0.0004 0.0+0.0003−0.0003 0.0+0.0006−0.0006
q1 0.0126+0.019−0.0084 0.0142
+0.0205
−0.0095 0.0147
+0.0202
−0.0097 0.0139
+0.0198
−0.0093 0.0206
+0.0263
−0.0132 0.0164
+0.0225
−0.0106
q2 0.2912+0.3934−0.2163 0.2931
+0.3882
−0.2177 0.2969
+0.3635
−0.2218 0.2899
+0.3927
−0.2192 0.3475
+0.3813
−0.2509 0.2986
+0.3773
−0.2215
δe 0.0042+0.0002−0.0002 0.0044
+0.0002
−0.0002 0.0041
+0.0002
−0.0002 0.0042
+0.0002
−0.0002 0.0045
+0.0002
−0.0002 0.004
+0.0003
−0.0003
A 0.3662+0.0423−0.0554 0.3879
+0.0422
−0.0615 0.3294
+0.0619
−0.0837 0.3565
+0.0605
−0.0793 0.0209
+0.0307
−0.0154 0.2474
+0.0925
−0.1138
B 0.1452+0.0427−0.0435 0.1058
+0.0441
−0.0431 0.0047
+0.0567
−0.0571 0.0238
+0.0601
−0.0608 0.0151
+0.0265
−0.0203 −0.1335+0.0822−0.086
C 0.0624+0.0258−0.0292 0.0618
+0.0324
−0.0351 0.0955
+0.0342
−0.04 0.092
+0.0318
−0.0366 0.1955
+0.0165
−0.0195 0.064
+0.0379
−0.0446
D 0.0795+0.0233−0.0247 0.044
+0.0236
−0.0253 −0.0084+0.0367−0.0384 0.0022+0.0332−0.0377 0.143+0.029−0.0289 0.0359+0.0422−0.0425
S1 −0.0018+0.0006−0.0008 −0.0019+0.0006−0.0008 −0.0038+0.0008−0.0009 −0.0037+0.0008−0.0009 −0.0045+0.0004−0.0004 −0.0089+0.0017−0.0018
S2 0.137+0.1387−0.1027 0.4255
+0.2129
−0.1939 0.3925
+0.1183
−0.12 0.4565
+0.1249
−0.1388 −0.3939+0.085−0.0901 0.4327+0.0806−0.0777
σF 0.00146+3e−05−2.9e−05 0.00145
+2.8e−05
−2.8e−05 0.001434
+2.9e−05
−2.8e−05 0.001435
+2.9e−05
−2.8e−05 0.001961
+4e−05
−3.8e−05 0.001516
+3.1e−05
−2.9e−05
log(L) 7772.29 7782.91 7800.13 7801.06 7383.08 7728.82
E 7693.52 7689.82 7689.13 7668.59 7293.57 −−
log(L)† 340908.31 304922.02 341265.45 341080.61 318363.35 338882.05
E† 340783.86 304774.93 341090.08 340871.3 318222.15 −−
Ap 0.0034+0.0004−0.0004 0.0036
+0.0005
−0.0004 0.0027
+0.0006
−0.0004 0.0031
+0.0005
−0.0005 0.0024
+0.0002
−0.0002 0.0027
+0.0005
−0.0005
Φp 0.4245+0.0943−0.1006 0.2925
+0.1132
−0.1195 −0.022+0.1824−0.1761 0.0409+0.1698−0.1635 0.3176+0.0755−0.0755 −0.1415+0.4088−0.2704
Supplementary Table 5. Fit parameters using a second order Fourier series to model the phase variation with
stellar variation for different detector models. Most probable astrophysical parameters estimates obtained from posterior
probability distribution from the MCMC routine using various systematics models. The planetary brightness phase variation is
modeled as a second order Fourier series and the model includes stellar variability. The highlighted fits yield the greatest
Bayesian Evidences. The highlighted fits yield the greatest Bayesian Evidences. The largest value of logL and E for both
binned and unbinned data are in bold blue. The errors on the parameters are the 68% confidence region bounds of the posterior
distribution obtained from emcee. We note that the fit presented in last column shows an eastward offset but the log(L) is
significantly lower than the log(L) of Poly2 presented in Supplementary Table 3. Despite having a high log(L), Poly 4 and Poly
5, which are consistent with a null planetary offset, have a ∆E > 6 (or ∆BIC > 12) when compared to the fit with highest E.
Therefore, these fits are significantly worse than Poly2 presented in Supplementary Table 357.
/
Parameter Scheme 1 Scheme 2 Scheme 3 Scheme 4
t0 1.0745+0.0002−0.0002 1.0744
+0.0002
−0.0002 1.0742
+0.0002
−0.0002 1.0744
+0.0002
−0.0002
Rp/R∗ 0.1672+0.0012−0.0012 0.1697
+0.0009
−0.0009 0.1709
+0.0009
−0.001 0.1717
+0.001
−0.001
a/R∗ 6.7048+0.0254−0.0264 6.6818
+0.0228
−0.0229 6.6732
+0.0241
−0.0244 6.67
+0.0248
−0.0243
i 87.8299+0.094−0.0962 87.8771
+0.0895
−0.092 87.8992
+0.0906
−0.0947 87.8904
+0.0943
−0.0882
ecosω −0.0+0.0003−0.0003 0.0+0.0004−0.0004 −0.0+0.0005−0.0005 0.0+0.0004−0.0004
esinω 0.0+0.0003−0.0003 0.0
+0.0004
−0.0004 −0.0+0.0005−0.0005 −0.0+0.0004−0.0004
q1 0.0218+0.0305−0.0145 0.0118
+0.0174
−0.0079 0.0085
+0.0125
−0.0059 0.0125
+0.017
−0.0082
q2 0.3157+0.3819−0.2321 0.3198
+0.3903
−0.2364 0.4278
+0.3581
−0.302 0.4092
+0.368
−0.2808
δe 0.0043+0.0002−0.0002 0.0044
+0.0002
−0.0002 0.0047
+0.0002
−0.0002 0.0047
+0.0002
−0.0002
A 0.4+0.0196−0.0216 0.445
+0.0134
−0.0155 0.4633
+0.0084
−0.0113 0.4424
+0.0125
−0.0129
B 0.1684+0.0364−0.0346 0.1966
+0.0329
−0.0326 0.1758
+0.0318
−0.0316 0.2345
+0.0348
−0.0349
C 0.0936+0.0143−0.0149 0.066
+0.0136
−0.0129 0.0627
+0.0111
−0.0115 0.0243
+0.0153
−0.0153
D 0.0782+0.0128−0.0132 0.0686
+0.0118
−0.0118 0.0554
+0.0108
−0.0101 0.07
+0.0139
−0.0142
σF 0.002+0.0−0.0 0.0015
+0.0
−0.0 0.0017
+0.0
−0.0 0.0018
+0.0
−0.0
log(L) 7352.42 7767.37 7566.86 7519.72
E 7280.82 7695.76 7495.25 7448.11
log(L)† 283683.77 340759.43 309315.81 297155.75
E† 283570.62 340646.28 309428.95 297268.89
Ap 0.0043+0.0002−0.0002 0.0046
+0.0003
−0.0003 0.0047
+0.0002
−0.0002 0.0047
+0.0002
−0.0002
Φp 0.412+0.0629−0.0566 0.3994
+0.0692
−0.0692 0.3616
+0.0566
−0.0629 0.4874
+0.0629
−0.0629
Supplementary Table 6. Fit parameters using a second order Fourier series to model the phase variation without
stellar variation for different photometric extraction schemes. Most probable astrophysical parameters estimates obtained
from posterior probability distribution from the MCMC routine using various photometric schemes (See Photometry Extraction
in Methods). The planetary brightness phase variation is modeled as a second order Fourier series and the detector model is
second order polynomial. The highlighted fits yield the greatest Bayesian Evidences. The largest value of logL and E for both
binned and unbinned data are in bold blue. The errors on the parameters are the 68% confidence region bounds of the posterior
distribution obtained from emcee.
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Supplementary Figure 1. Raw normalized photometry and PSF diagnostics. Spitzer 4.5 µm photometry and PSF
diagnostics after median binning by data cube excluding the discarded AORs. The vertical gray dashed lines denotes the start
and end of the different AORs. The red dots represent the data excluded from our analysis due to the rapid change in telescope
pointing.
/
Supplementary Figure 2. PSF diagnostics for our observations of CoRoT-2b. Each point represent the median of a data
cube. The light and dark blue dots denote the first and second secondary eclipse, respectively. The orange dots represent the
transit and the gray dots are the data cubes at the start of the observations that were discarded from our analysis.
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Supplementary Figure 3. Systematic changes in photometry within a 64-frame data cube. All the values presented in
this figure are normalized to their respective data cube median. The top panel shows the background-subtracted photometry
using a 2.5 pixel radius hard circular aperture centered on the pixel (15, 15). The second panel shows systematic changes in the
background flux and the panels below are the systematic changes in the PSF diagnostics. The last panel shows the systematic
changes in the noise pixel parameter. The gray lines represent the mean parameter values and the blue dashed lines are the 3 σ
boundaries. The blue squares highlight to unusual frames with usable photometry despite their unusual PSF metrics identified
with red squares.
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Supplementary Figure 4. Frame diagnostics for AORs r57958144, r57958400, and r57958656 respectively. The
background subtracted flux exhibit a repeating zigzag pattern between the 18th and 26th frames. This effect was introduced at
the Sky Dark subtraction stage, the only frame-dependent process that affects IRAC data. We used an image stack provided by
the IRAC team to remove this effect and also correct for the known low 58th frame background level error. Note that the first
few frames will still have low backgrounds, which is due to the first frame effect that impacts every IRAC observation and
depends on the delay time since last exposure. This was not corrected by the image stack, but since it does not affect our
photometry significantly, we chose to keep the first frame photometry.
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Pixel Intensity (MJy/str)
Supplementary Figure 5. Modified images for different photometric schemes. Top Left: Background-subtracted image
of CoRoT-2b and its visual companion, 2MASS J19270636+0122577, on the left. Top Right: Same image after the subtraction
of the companion. The white rectangle encapsulates the pixels used to estimate the centroid and widths of the PSF. Bottom Left:
Oversampled image of the background subtracted image (top-left). Bottom Right: Same image (bottom left) after the
subtraction of the PSF of the companion.
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Supplementary Figure 6. Root mean square calculation example. In the top panel, the grey points are raw data and the
blue light curve is the smoothed lightcurve obtained by boxcar averaging with a length of 50 using the
astropy.convolution module in Python. The lower panel show the difference between the raw and smoothed lightcurve
used to estimate the RMS scatter.
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Supplementary Figure 7. RMS scatter for different photometric schemes. In all cases, an aperture with a radius of
r = 2.25 is optimal as it minimizes the RMS scattering. The non-oversampled, soft-edge and companion subtracted photometric
scheme yield the smallest RMS scatter. Note that the RMS scatter for PSF fitting is constant since there is no aperture involved.
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Supplementary Figure 8. Corner plot of the fit parameters’ posterior distribution. Pairs plot showing the posterior
distribution of the astrophysical fitting parameters from MCMC. The panels on the diagonal show the marginalized posterior
distribution for each fitting parameter. The 68% credible confidence region is marked by vertical dashed lines and quantified
above the panel. The off-diagonal panels show the two-dimensional marginalized distribution for pairs of parameters, with the
gray shading corresponding to the probability density and black contours indicating the 68%, 95%, and 98% confidence
regions. The outer black points are individual MCMC walkers positions outside of the 98% confidence region. This plot is
made using the corner Python package69.
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Supplementary Figure 9. Distribution of walkers positions for the last 2000 steps of the MCMC for our best fit
model. The blue line denoted the best-fit parameter value at each step and the gray areas are the 68%, 95% and 98%
confidence regions obtained from the distribution of the walkers at each step.
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Supplementary Figure 10. In-eclipse diagnostics for the model with the greatest E. The left and right panels show the
first and second in-eclipse portions of the lightcurve respectively. The black points are the photometry after the removal of
detector systematics (see Table 3; Poly 2). We fit a linear function to the in-eclipse portion and find that the fit is consistent
within 1 σ with the absence of trend. The error bars are the photometric scatter estimated with a Markov Chain Monte Carlo
(MCMC) in the fitting routine.
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Supplementary Figure 11. In-eclipse diagnostics for the model with the second greatest E. The left and right panels
show the first and second in-eclipse portions of the lightcurve respectively. The black points are the photometry after the
removal of detector systematics and stellar variability (see Table 4; Poly3). We fit a linear function to the in-eclipse portion. We
find that the fit for the second eclipse is consistent within 1 σ with the absence of trend, but the first in-eclipse portion exhibit a
trend with a slope of −0.015±0.013. The error bars are the photometric scatter estimated with a Markov Chain Monte Carlo
(MCMC) in the fitting routine.
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Supplementary Figure 12. In-eclipse diagnostics for the model with the third greatest E. The left and right panels
show the first and second in-eclipse portions of the lightcurve respectively. The black points are the photometry after the
removal of detector systematics and stellar variability (see Table 4; Poly4). We fit a linear function to the in-eclipse portion. We
find that the fit for the second eclipse is consistent within 1 σ with the absence of trend, but the first in-eclipse portion exhibit a
trend with a slope of −0.020±0.013. The error bars are the photometric scatter estimated with a Markov Chain Monte Carlo
(MCMC) in the fitting routine.
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Supplementary Figure 13. 1D brightness map of CoRoT-2b from inverting the orbital phase function. Top panel:
The brightness variation of the planet as a function of orbital phase. The gray dashed line denote the orbital phase of secondary
eclipse and the red dashed line denoted the orbital phase of the peak of the phase variation which is 0.41±0.06 rad after the
secondary eclipse. Bottom panel The surface brightness of CoRoT-2b as a function of longitude shown in the bottom panel44.
The gray dashed line denotes the substellar meridian of the planet and the red dashed line denotes the brightest longitude on the
planet located west of the substellar meridian. The gray shaded area represents the night hemisphere of the planet.
/
Ra
di
us
 o
f t
he
 P
la
ne
t (
   
   
   
   
 )
Supplementary Figure 14. Transmission spectrum of CoRoT-2b. Our transit depth measurement and error estimates
obtained with a Markov Chain Monte Carlo (MCMC) is shown along with ground-based measurements and their respective
uncertainties71 and the re-analysis of the CoRoT observations72. Given the large errors on the ground-based measurements and
the sparsity of the measurements, we did not attempt to fit the transmission spectrum. Observations from future space mission
such as JWST would be required to obtain a meaningful transmission spectrum.
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Supplementary Figure 15. Fit using an independent photometry and fitting pipeline58. The top panel show the
astrophysical fit (line) and the data after the removal of the systematics (dots). The second panel is a zoomed-in version of the
first panel to better see the planetary phase variation. The bottom panel shows the residuals between the corrected data and the
astrophysical fit. Using an independent fitting pipeline, the result show a westward offset of 25.6±1.9 degrees, which is
consistent with the result obtained using the method described in this paper.
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Supplementary Information
Data Reduction
For our analysis, we use basic calibrated data which are corrected (dark subtracted, flat-fielded, linearized and flux calibrated)
using the S19.2.0 IRAC pipeline. After the data cube diagnostics described in Supplementary Information, we find a frame
respective flux modulation introduced by inaccurate dark subtraction. We then correct for the flux modulation using an image
stack provided by the IRAC team, which also fixes the known 58th frame error in Spitzer sub-array data25.
We convert the pixel intensity from MJy/str to electron counts by multiplying the pixel values by GAIN × EXP-
TIME/FLUXCONV. We use the parameter values AINTBEG and ATIMEEND to obtain the middle of each exposure assuming
uniform temporal spacing between each frame. We mask the pixels with NaN values which are a result of energetic particle
hits or pixel defects. Masking is preferred over replacing them with average values to minimize the correction and manipulation
of the data.
We perform pixel-level sigma clipping by comparing each pixel with the median of the same pixel of all the frames in its
respective data cube and masking 4σ outliers. Frames containing a sigma-clipped pixel located in a 5×5 pixel box centered on
the central pixel of the target are discarded entirely. A total of 191 images were tossed out, representing 0.22% of the total data.
We perform frame-by-frame background subtraction where sky background level is estimated as the median pixel value of
the frame excluding a 7×7 pixel box centered on the pixel (15, 15) containing both the target and the companion. Additionally,
the retained data exhibit a 2.5 hours ramp-like behavior at the beginning with rapidly changing PSF metrics. This effect may be
related to the settling of the telescope at a new pointing4. Experimenting with and without removing the ramp-like behavior, we
find that it is difficult to constrain the detector model during the 2.5 hours as the the PSF properties are notably different from
the rest of the data, as described below. Since trimming is standard practice for Spitzer phase curves4, 7, we elect to discard the
first 2.5 hours of data. After data removal, the remaining data we use for our analysis contains 1288 data cubes.
Photometry Extraction
Observations of CoRoT-2 (K = 10.31)38 show the presence of a close-in visual companion, 2MASS J19270636+0122577
(K = 12.03)39. Due to the proximity of the companion, naively performing aperture photometry could lead to inaccurate
estimation of the transit and secondary eclipse depths. We experiment with different strategies to retrieve our target’s flux while
reducing the contamination from the second source.
First, we fit for both sources simultaneously using two 2D Gaussians for each frame and retrieve the photometry from
the fit. The second strategy is to fit for both sources, then subtract the fit for the companion from each frame and perform
aperture photometry on the companion-subtracted image. The third strategy is to oversample the images by a factor of 2 and
use aperture photometry. The fourth scheme combines the second and third strategy: we fit for both sources simultaneously
using the oversampled images and then subtract the fit for the companion and use aperture photometry.
To retrieve the target’s flux, we experiment with various apertures: hard-edged and soft-edged circular apertures of various
radii. While the PSF metrics vary from one frame to another, we chose to keep the position of the aperture fixed. As the
centroids only moves over a tenth of the area of a pixel throughout the observation, an aperture of radius 2-3 pixels is large
enough to collect all the flux despite the changes in centroid. In principle, an aperture varying in shape and size should
improve the photometry, but in practice, we find that a fixed aperture performs better. This suggests that the uncertainties on
measurements of the PSF’s position and shape for each frame introduce noise into the time-varying aperture photometry.
To determine the best photometric schemes, we calculate the root-mean-squared (RMS) scatter for each light curve as
shown in Supplementary Fig. 7 and choose the one exhibiting the smallest RMS scatter. In general, we find that the light curves
obtained from PSF fitting and aperture photometry on oversampled images exhibit larger RMS scatter. Ultimately, we use
photometry on non-oversampled images using a soft-edged circular aperture with a radius of 2.25 pixel after the subtraction of
the PSF of the companion as it yields the smallest RMS scatter.
Moreover, the residual flux from the companion subtraction is less than 0.05% of the target flux, which does not significantly
impact centroid measurements. We estimate the residual flux by placing a circular aperture (r = 2.25 pixels) at a symmetric
location on the other side of CoRoT-2’s companion on the companion-subtracted images. Therefore, the counts in this aperture
are the residuals from companion subtraction.
Centroids
Due to drift and jitter of the telescope pointing, the position of the target point spread function (PSF) on the detector varies with
time. After the frame by frame removal of the companion, we determine the centroid (x0,y0) of CoRoT-2 in each frame by
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calculating the flux-weighted mean of a 5×5 box centered on the brightest pixel located at (15, 15):
x0 =
∑i Fixi
∑i Fi
, (S1)
y0 =
∑i Fiyi
∑i Fi
. (S2)
The shape of the PSF also changes from one frame to another. We first calculate the target’s noise pixel parameter, β˜ 73:
β˜ =
(∑i Ii)2
∑i I2i
. (S3)
.
The noise pixel parameter is commonly used as an estimate of the PSF width assuming an isotropic PSF. We instead opt to
estimate the x and y extent of the point spread function of the target separately by computing the standard deviation along each
direction for each frame:
σx =
√
∑i Fi(xi− x0)2
∑i Fi
, (S4)
σy =
√
∑i Fi(yi− y0)2
∑i Fi
. (S5)
As shown in Figure 2, the size of the PSF shape is a non-monotonic function of the centroid position on the pixel. As
previously mentioned, the data collected during the first 2.5 hours of the observation exhibit a ramp-like behavior which
coincide with a brief change in the position and shape of the PSF74.
Noise in Spitzer IRAC Data due to Bias Dark Subtraction
Unlike cryogenic Spitzer data, the Warm Spitzer sub-array data exhibit a frame dependent background flux systematics25. Such
known systematics include the 58th frame error and the first frame effect. The 58th frame error is due to a problem in the
skydark subtraction stage which leaves the background level in that frame different from the rest. On the other hand, the first
few frames have low backgrounds, due the ”first frame effect” which impacts every IRAC observation and depends on the delay
time since last exposure. In principle, the background-subtracted flux of the target should be immune to such variations, but this
has not been borne out in practice, leading researchers to remove certain frames from their analysis25.
Once we obtained the sky background level, centroid position, and PSF shape for each frame, we perform aperture
photometry on the background and companion subtracted images for each frame using a soft-edged 2.25 pixel radius circular
aperture. We normalize each value to its respective data cube median. We then find the median value for each frame number
presented in Figure 3. While performing this analysis, we notice that the background subtracted flux exhibits a repeating zigzag
pattern between the 18th and 26th from one AOR to the other as shown in Figure 4. This modulation was introduced at the Sky
Dark subtraction stage of the S19.2.0 IRAC pipeline, the only frame-dependent process that affect IRAC data. Indeed, when we
perform aperture photometry on the central pixels of the dark calibration cube, we see the same zigzag pattern in reverse. The
IRAC team provided us with an image stack to remove this effect which also fixed the 58th frame error. After the correction,
our analysis shows no significant flux variation, therefore all frames within a data cube provide usable photometry.
Binning
Although the recalibration cube provided by the IRAC team corrected the obvious frame dependent systematics (see Supple-
mentary Information), subarray data are still subject to effects such as the first frame effect, which in principle should not affect
the photometry. Nonetheless, we choose to play it safe and elect to median bin the data by datacube. Given our 2 seconds
exposures, the binned data have a temporal resolution of 128 seconds. Since the duration of ingress and egress of the system is
over 1400 seconds, such resolution is still short enough to resolve the shape of occultations.
Binning data before fitting a model has many advantages49. First, binning data filters out high frequency noise, including
the datacube systematics. Secondly, it increases the accuracy of our measurement of the PSF metrics. Our instrumental models
are a function of PSF metrics, hence more accurate measurements improve our ability to decorrelate the detector systematics
from the astrophysical signal. Finally, reducing the number of data ultimately makes model fitting significantly faster.
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Upper Limit on Stellar Variability at 4.5 µm
The Spitzer Space Telescope is on a heliocentric Earth-trailing orbit and is drifting away from Earth at about 0.1 AU per
year. Consequently, at the time of our CoRoT-2 system observations, Spitzer was approximately 1.5 AU away from Earth and
therefore had a significantly different field of regard than the Earth. For this reason, we could not obtain ground-based optical
observations of the system around the time of the Spitzer observations to monitor stellar variability.
Instead, we estimate the upper limit of the magnitude of stellar variability at 4.5 µm using the observations acquired by the
CoRoT mission. The CoRoT observations show that the optical stellar flux varies by at most 5% in 2-day intervals35, due to the
inhomogeneous star spot area coverage of CoRoT-2. Using the reported mean star spots temperature75, T◦, of 4700 ± 300 K, so
assuming an isophotal wavelength, λ , of the CoRoT passband of 700 nm, one can approximate an out of transit stellar flux as:
Fs(T∗,T◦, f ,λ ) = (1− f ) Bλ (T∗,λ ) + f Bλ (T◦,λ ) (S6)
where T∗ = 5625 K is the effective photospheric temperature of star, f is the fraction of total spot area and Bλ (T,λ ) is Planck’s
law. Assuming a 4.0% spot coverage on one of the hemispheres, we calculate that a 13% spot coverage on the other hemisphere
corresponds to the maximal 5% flux variation. Extrapolating this to 4.5 µm, we find a stellar variability upper limit of 2.0%,
Surface Brightness
As described in the methods section, the planetary phase variation can be described more generally as a Fourier series of order
N:
Fp(ξ ) = F0+
N
∑
j=1
C j cos( jξ )+D j sin( jξ ) (S7)
where ξ is the orbital phase. Note that sinusoidal modes with odd j other than j = 1 are not expected to have a phase function
signature for an edge-on orbit44, 76. If the rotation period of the planet is known, then phase variations allow us to constrain the
longitudinal brightness of a planet. For tidally locked planets, the above phase variation corresponds to a longitudinal surface
brightness map J(φ) given by:
J(φ) = A0+
N
∑
j=1
A j cos( jξ )+B j sin( jξ ) (S8)
where φ is the longitude from the substellar point. One can directly relate the coefficient from equations S7 and S844:
A0 = 12 F0
A1 = 2piC1
B1 = −2pi D1
...
A j = (−1) j/2
[−( j2−1)
2
]
C j
B j = (−1) j/2
[
( j2−1)
2
]
D j
(S9)
where j is even. Phase variations do not provide any latitudinal brightness constraints for an edge-on orbit. One can therefore
express the flux contribution of an infinitesimal longitudinal slice as:
J(φ) =
∫ pi
0
I(φ ,θ)sin2 θdθ (S10)
where θ is the latitude from the substellar point and I(φ ,θ) is the brightness at the coordinates (φ ,θ). Assuming that the
brightness drops off away from the equator as the sine of co-latitude, one can express intensity at a infinitesimal surface area at
longitude φ and latitude θ as:
I(φ ,θ) =
3
4
J(φ)sin(θ). (S11)
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