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In this paper, we show that the usual limitations on the coefficient c = c(x) in the
linear problem u(4)+c(x)u = h(x) with Navier boundary conditions and nonnegative
right hand side h are not necessary to get the existence of positive or negative
solutions whenever c(x) is a nonconstant function.
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1. Introduction and statement of the results
We study the existence of positive and negative solutions of the following problem
u(4) + c(x)u = h(x) in (0, 1), (1)
u(0) = u(1) = u′′(0) = u′′(1) = 0,
with c = c(x), h = h(x) being continuous functions on [0, 1] and h(x) ≥ 0, x ∈ [0, 1]. Problems of these types
arise in many applications. Let us mention, for example, nonlinear suspension bridge models introduced
by Lazer and McKenna [1], where the problem (1) describes stationary behaviour of the bridge under a
nonnegative loading (see also [2] and references therein). The positivity (or negativity) of the corresponding
solution (i.e., the deflection of the roadbed) is crucial for the whole system and properties of possible non-
stationary solutions. The coeffici nt c(x) can be understood as a variable stiffness of the bridge ropes (cable
stays). Even if we focus on one-dimensional ODE problem, we would like to mention works of Grunau and
Sweers, where positive solutions for fourth order PDEs subject to different types of boundary conditions are
investigated, see, e.g., [3,4].
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We consider the set
W := {u ∈ C4([0, 1]) : u(0) = u(1) = u′′(0) = u′′(1) = 0},
and the linear operator Lc : W → C([0, 1]) defined by
Lcu = u(4) + c(x)u, u ∈W.
Then (1) is equivalent to the operator equation
Lcu = h.
We say that Lc is strictly inverse positive (SIP for short) on W if u ∈W , Lcu = h 	 0 in [0, 1] implies u > 0
in (0, 1) and, moreover, u′(0) > 0, u′(1) < 0. The definition of a strictly inverse negative (SIN for short)
operator is similar.
For the sake of brevity we denote
cm := min
x∈[0,1]
c(x) and cm := max
x∈[0,1]
c(x),
and c0 := 4k40 with k0 being the smallest positive solution of the equation tan k = tanh k (i.e, k0 ≈ 3.9266
and c0 ≈ 950.8843). The classical solvability results state the following.
Proposition 1 (cf. Usmani [5] and Yang [6]). Let c(x) ̸= −n4π4 for any n ∈ N and all x ∈ [0, 1]. Then the
problem (1) has a unique classical solution u ∈W . Moreover, if −π4 < cm ≤ 0, then
∥u∥C([0,1]) ≤ π2(π4 + cm)∥h∥C([0,1]).
As for the SIP and SIN properties, we have the following results by Schro¨der [7] and Cabada, Cid and
Sanchez [8].
Proposition 2 (Schro¨der [7]). Let −π4 < c(x) ≤ c0. Then Lc is SIP on W . Moreover, if c(x) ≡ c (constant),
then Lc is SIP on W if and only if −π4 < c ≤ c0.
Proposition 3 (Cabada, Cid and Sanchez [8]). Let − c04 ≤ c(x) < −π4. Then Lc is SIN on W . Moreover, if
c(x) ≡ c (constant), then Lc is SIN on W if and only if − c04 ≤ c < −π4.
Let us note that [8] treats only the case with constant c (see Proposition 2.1, Remark 2.1 and Proposition
3.1). The result for a nonconstant function c = c(x) follows directly from Theorem 3.1 (V) of [8] with the
choice M = −cm and the lower and upper solutions α, β ∈W , in reversed order β ≤ α in [0, 1], given by
α(4) + cmα = h and β(4) + cmβ = h. (2)
Similarly, α and β ∈W defined by (2) are the lower and upper solutions of (1) also in the case c(x) > −π4.
This time, they are well ordered, i.e., α < β, and Theorem 3.1 (II) of [8] with the choice M = max{cm, 0}
provides the alternative proof of the result of Proposition 2 for a nonconstant c(x).
Our goal in this paper is to show that the conditions in Propositions 1–3 are necessary ones neither for
the existence of the solution of (1), nor for its positivity or negativity, respectively. In particular, we prove
the following statements.
Theorem 4. Let c, h ∈ C([0, 1]) be such that
c<0
c(x) dx > −4π2. (3)
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Then (1) has a unique classical solution u ∈W , i.e., u = L−1c h, and there exists R > 0 (depending only on
c) such that
∥u∥C([0,1]) ≤ R ∥h∥C([0,1]). (4)
If, moreover, cm ≤ c0, then Lc is SIP on W .
Theorem 5. Let c, h ∈ C([0, 1]) be such that −16π4 < cm < −π4 and 1
0
(c(x)− cm) dx < 4π2δ (5)
with δ := min{−1−cm/π4, 1+cm/(16π4)}. Then (1) has a unique classical solution u ∈W , i.e., u = L−1c h,
and there exists R > 0 (depending only on c) such that
∥u∥C([0,1]) ≤ R ∥h∥C([0,1]). (6)
If, moreover, cm ≥ −c0/4, then Lc is SIN on W .
Remark 6. Theorems 4 and 5 in fact say that there exists c = c(x) with cm arbitrarily large negative such
that Lc is SIP on W . Similarly, there exists c = c(x) with cm arbitrarily large positive such that Lc is SIN
on W .
2. Weak solution and auxiliary assertions
Let us consider the Hilbert space H := H2(0, 1)∩H10 (0, 1). We define a weak solution of (13) as a function
u ∈ H satisfying  1
0
u′′v′′ +
 1
0
c(x)uv =
 1
0
h(x)v (7)
for any v ∈ H. The standard regularity argument for ODE implies that a weak solution of (1) is also a
classical solution and vice versa.
For an arbitrary continuous function r(x) ≥ 0 in [0, 1],
(u, v) =
 1
0
u′′v′′ +
 1
0
r(x)uv, u, v ∈ H,
is a scalar product on H with induced norm ∥u∥ = (u, u)1/2. Let f(x) and h(x) be continuous functions
in [0, 1]. Using the Riesz representation theorem, we can define an operator Sf : H → H and an element
h∗ ∈ H as follows
(Sfu, v) =
 1
0
f(x)uv, (h∗, v) =
 1
0
h(x)v, u, v ∈ H. (8)
Due to the compactness of the embedding H into C([0, 1]), the operator Sf is compact.
Lemma 7. Let u ∈ H. Then
∥u∥C([0,1]) ≤ 12π ∥u∥, (9)
and
∥u∥L2(0,1) ≤

π4 + min
x∈[0,1]
r(x)
−1/2
∥u∥. (10)
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Proof. For any u ∈ H, we have ∥u∥C([0,1]) ≤ 12∥u′∥L2(0,1) and ∥u∥L2(0,1) ≤ π−1∥u′∥L2(0,1) ≤ π−2∥u′′∥L2(0,1)
(cf., e.g., [5]). Direct application of these inequalities leads to the required estimates:
∥u∥2C([0,1]) ≤
1
4
 1
0
(u′)2 ≤ 14π2
 1
0
(u′′)2 ≤ 14π2
 1
0
(u′′)2 +
 1
0
r(x)u2

= 14π2 ∥u∥
2.
Similarly,
∥u∥2L2(0,1) =
π4 +min r(x)
π4 +min r(x)
 1
0
u2 ≤ 1
π4 +min r(x)
 1
0
(u′′)2 +
 1
0
r(x)u2

= 1
π4 +min r(x)∥u∥
2. 
Lemma 8. Let Sf : H → H be defined by (8). Then
∥Sf∥ ≤ 14π2
 1
0
|f(x)|dx. (11)
Proof. By the dual characterization of the operator norm and (9) of Lemma 7, we have
∥Sf∥ = sup
∥u∥=1
∥Sfu∥ = sup
∥u∥=1
sup
∥v∥=1
|(Sfu, v)| = sup
∥u∥=1
sup
∥v∥=1
 1
0
f(x)uv

≤ sup
∥u∥=1
 1
0
|f(x)|u2 ≤ sup
∥u∥=1
∥u∥2C([0,1])
 1
0
|f(x)| ≤ 14π2
 1
0
|f(x)|. 
Lemma 9. Let h∗ ∈ H be defined by (8). Then
∥h∗∥ ≤

π4 + min
x∈[0,1]
r(x)
−1/2
∥h∥C([0,1]). (12)
Proof. Using the definition of h∗, we can write
∥h∗∥ = sup
∥u∥=1
 1
0
h(x)u
 ≤ maxx∈[0,1] |h| sup∥u∥=1
 1
0
|u| ≤ ∥h∥C([0,1]) sup
∥u∥=1
 1
0
u2
1/2
.
The estimate (12) follows immediately from (10) of Lemma 7. 
3. Proof of Theorem 4
Proof. Using the decomposition c(x) = c+(x) − c−(x), where c±(x) = max{±c(x), 0} are the positive and
negative parts of c, the problem (1) can be written in an equivalent form
u(4) + c+(x)u = c−(x)u+ h(x) in (0, 1), (13)
u(0) = u(1) = u′′(0) = u′′(1) = 0.
Taking r(x) := c+(x) and f(x) := c−(x), the weak formulation (7) is equivalent to the operator equation
u = Sc−u+ h∗. (14)
Assumption (3) together with Lemma 8 imply that ∥Sc−∥ < 1. Thus, Sc− is contractive and the Banach
contraction principle provides us with the existence of a unique solution u ∈ H of (14). Since c, h ∈ C([0, 1]),
we have u ∈ W being also the unique classical solution of (1). That is, u = L−1c h, and the operator L−1c is
well-defined whenever (3) holds.
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Moreover, using (14), we have ∥u∥ = ∥Sc−u+ h∗∥ ≤ ∥Sc−∥ ∥u∥+ ∥h∗∥, and hence
∥u∥ ≤ 11− ∥Sc−∥
∥h∗∥. (15)
Applying now (9) of Lemma 7, (15) and Lemma 9, we obtain
∥u∥C([0,1]) ≤ 12π ∥u∥ ≤
1
2π(1− ∥Sc−∥)
∥h∗∥ ≤ 1
2π(1− ∥Sc−∥)
√
π4 +min c+
∥h∥C([0,1]).
That is, (4) holds true with (cf. Lemma 8)
R :=

2π(1− ∥Sc−∥)

π4 + min
x∈[0,1]
c+(x)
−1
(16)
≤ 2π

4π2 −
 1
0
|c−(x)|

π4 + min
x∈[0,1]
c+(x)
−1
. (17)
In the next step, we prove that u > 0 in (0, 1), u′(0) > 0 and u′(1) < 0 provided h 	 0 in [0, 1] and
c(x) ≤ c0. We can assume c−(x) ̸≡ 0, otherwise the result follows directly from Proposition 2. We define an
increasing sequence {un} ⊂W using the following recurrence formula: u0 = 0,
Lc+un+1 = c−(x)un + h(x), n = 0, 1, 2, . . . . (18)
According to Proposition 2, the operator Lc+ is SIP on W and, for n = 0, we obtain Lc+u1 = h. Hence
u1 > 0 in (0, 1), u′1(0) > 0 and u′1(1) < 0. By further iterations we get:
Lc+u2 = c−(x)u1 + h 	 0 ⇒ u2 > 0 in (0, 1),
Lc+u3 = c−(x)u2 + h 	 0 ⇒ u3 > 0 in (0, 1),
. . .
Hence, un > 0 in (0, 1), u′n(0) > 0 and u′n(1) < 0 for all n ∈ N. Moreover,
Lc+(u2 − u1) = c−(x)u1 	 0 ⇒ u2 > u1 in (0, 1),
Lc+(u3 − u2) = c−(x)(u2 − u1) 	 0 ⇒ u3 > u2 in (0, 1),
. . .
Hence, un+1 > un in (0, 1), u′n+1(0) > u′n(0), u′n+1(1) < u′n(1) for all n ∈ N ∪ {0}. That is, we obtain the
strictly increasing sequence of functions in W :
0 ≡ u0 < u1 < u2 < · · · < un . . . in (0, 1). (19)
Now we show that this sequence is bounded in the norm of H. Indeed, using the weak formulation, (18)
can be written as
un+1 = Sc−un + h∗, n = 0, 1, 2, . . . (20)
with u0 = 0, i.e.,
u1 = Sc−u0 + h∗ = h∗,
u2 = Sc−u1 + h∗ = Sc−h∗ + h∗,
u3 = Sc−u2 + h∗ = S2c−h∗ + Sc−h∗ + h∗,
. . .
un+1 = Snc−h∗ + Sn−1c− h
∗ + · · ·+ Sc−h∗ + h∗,
. . .
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and so
∥un+1∥ ≤
∥Sc−∥n + ∥Sc−∥n−1 + · · ·+ ∥Sc−∥+ 1 ∥h∗∥ = 1− ∥Sc−∥n+11− ∥Sc−∥ ∥h∗∥.
Since ∥Sc−∥ < 1, we have
∥un∥ ≤ 11− ∥Sc−∥
∥h∗∥, n = 1, 2, . . . .
Therefore, {un} is a bounded sequence in H. Compactness of Sc− and (20) imply that this sequence is
relatively compact inH. Its monotonicity, see (19), then yields that there exists u ∈ H such that un → u inH
and u is the unique weak solution of (1). The regularity argument implies that it is also the classical solution
and (19) yields u > 0 in (0, 1), u′(0) > 0, u′(1) < 0. Hence, Lc is SIP on W and the proof is finished. 
Remark 10. If c−(x) ̸≡ 0, then min c+(x) = 0 and (17) reads as R ≤ 2π−1

4π2 −  10 c−(x)−1. On the
other hand, if c−(x) ≡ 0, then min c+(x) = cm ≥ 0 and (16) gives us R =

2π
√
π4 + cm
−1.
Remark 11. We can repeat all the steps of the proof of Theorem 4, however, instead of Lemma 8, we can
use the estimate
∥Sf∥ ≤ sup
∥u∥=1
 1
0
|f(x)|u2 ≤ max
x∈[0,1]
|f(x)| sup
∥u∥=1
 1
0
u2 ≤

π4 + min
x∈[0,1]
r(x)
−1
max
x∈[0,1]
|f(x)|.
Then ∥S−c ∥ < 1 is satisfied if cm > −π4. Moreover, for −π4 < cm ≤ 0, the relation (16) implies R ≤
π

2(π4 + cm)
−1, which corresponds to the result by Usmani [5] (cf. Proposition 1).
4. Proof of Theorem 5
Proof. To prove that Lc is SIN on W , we rewrite the problem (1) into the form
u(4) + cmu = (cm − c(x))u+ h(x) in (0, 1), (21)
u(0) = u(1) = u′′(0) = u′′(1) = 0.
Now, we put r(x) ≡ 0 and the corresponding weak formulation is equivalent to the operator equation
u+ Scmu = S(cm−c)u+ h∗. (22)
Moreover, since −16π4 < cm < −π4, the operator I + Scm is invertible and we can write (22) as
u = (I + Scm)−1

S(cm−c)u+ h∗

. (23)
Further, we have ∥(I +Scm)−1∥ = δ−1 with δ being the distance of the number −1 from the point spectrum
of the operator Scm (see, e.g., [9, p. 281]). That is, δ = min{−1− cm/π4, 1 + cm/(16π4)}.
The rest of the proof follows similar steps as the proof of Theorem 4. Assumption (5) together with
Lemma 8 imply that ∥(I + Scm)−1S(cm−c)∥ ≤ ∥(I + Scm)−1∥∥S(cm−c)∥ < 1. Thus, there exists a unique
weak solution u ∈ H of (23), which is also the unique classical solution of (1). That is, u = L−1c h, and the
operator L−1c is well-defined whenever (5) holds.
Using (23), we have
∥u∥ ≤ 1
δ − ∥S(cm−c)∥
∥h∗∥. (24)
Applying now (9) of Lemma 7, (24) and Lemma 9, we obtain
∥u∥C([0,1]) ≤ 12π ∥u∥ ≤
1
2π(δ − ∥S(cm−c)∥)
∥h∗∥ ≤ 12π3(δ − ∥S(cm−c)∥)
∥h∥C([0,1]).
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That is, (6) holds true with (cf. Lemma 8)
R :=

2π3(δ − ∥S(cm−c)∥)
−1 ≤ 2
π

4π2δ −  10 (c(x)− cm) . (25)
In the next step, we prove that u < 0 in (0, 1), u′(0) < 0 and u′(1) > 0 provided h 	 0 in [0, 1] and
−c0/4 ≤ cm < −π4. We use the following recurrence formula: u0 = 0,
Lcmun+1 = (cm − c(x))un + h(x), n = 0, 1, 2, . . . . (26)
According to Proposition 3, the operator Lcm is SIN on W and, since cm− c(x) ≤ 0, we obtain, similarly to
the proof of Theorem 4, the strictly decreasing sequence of functions in W :
0 ≡ u0 > u1 > u2 > · · · > un . . . in (0, 1). (27)
Now we show that this sequence is bounded in the norm of H. Indeed, using the weak formulation, (26)
can be written as
un+1 = (I + Scm)−1(S(cm−c)un + h∗), n = 0, 1, 2, . . . (28)
with u0 = 0, and
∥un+1∥ ≤

1
δn
∥S(cm−c)∥n +
1
δn−1
∥S(cm−c)∥n−1 + · · ·+
1
δ
∥S(cm−c)∥+ 1

1
δ
∥h∗∥
=
1− 1δn+1 ∥S(cm−c)∥n+1
1− 1δ ∥S(cm−c)∥
1
δ
∥h∗∥.
Since ∥S(cm−c)∥ < δ (cf. Lemma 8 and assumption (5)), {un} is a bounded sequence in H. The compactness
argument then yields that there exists u ∈ H such that un → u in H and u is the unique weak solution
of (1). The regularity argument implies that it is also the classical solution and u < 0 in (0, 1), u′(0) < 0,
u′(1) > 0. Hence, Lc is SIN on W and the proof is finished. 
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