Abstract. In this paper, we present and use a method for e-mail categorization based on simple term statistics updated incrementally. We apply simple term statistics to two different tasks. The first task is to predict folders for classification of e-mails when large numbers of messages are required to remain unclassified. The second task is to support users who define rule bases for the same classification task, by suggesting suitable keywords for constructing Ripple Down Rule bases in this scenario. For both tasks, the results are compared with a number of standard machine learning algorithms. The comparison shows that the simple term statistics method achieves a higher level of accuracy than other machine learning methods when taking computation time into account.
Introduction
Incremental, accurate and fast automatic e-mail classification methods are important to assist users in everyday e-mail management. In this paper, we propose a solution to an e-mail classification problem in a specific organisational scenario. In this context, users are expected to classify some, but only some, of their messages into one of the folders following a consistent organisational policy, while the rest of the messages remain unclassified and may be deleted or placed in general or private folders. Because of the large volume and flow of messages, any solution must meet stringent computational requirements. Firstly, message categorization must be computed in near real time, typically less than a couple of seconds, so as to avoid delays in the receipt of messages. Secondly, classification must be sufficiently accurate to maintain the consistency of the classification scheme and to reduce the effort required by the user to select the correct category from a number presented, or to decide whether a message should be classified at all. An acceptable level of user interaction can be achieved by flexible selection of accuracy and coverage, in other words, the categorizer must either provide a fairly accurate suggestion or no suggestion at all. The categorizer must be able to distinguish between messages that need to classified and those that do not need to be classified. This makes the classifier's task harder because, apart from predicting the correct class for the classified messages, it also needs to decide which messages are supposed to be classified.
A common way to handle non-classified messages is to treat them as a separate class and to learn a classifier for this class. The problem with this approach is that the unclassified group of e-mails may cover many different topics and, when treated as a single class, may become highly inconsistent. We found that it is better to separate classified from unclassified messages by using a threshold technique, similar to Yang [6] , with the difference that in our work the threshold itself is learned in the process of classification.
In order to test classifiers in the above scenario, we use a set of e-mails from an Australian government organisation, consisting of about 17 000 messages, out of which only 48% are are intended to be classified into 45 categories of interest. Since we did not have access to all messages in users' mailboxes, the messages not to be classified were those messages pre-classified in around 150 other categories and also included a number of messages that were not intended to be classified into any folder. This set, described in more detail in Wobcke, Krzywicki and Chan [5] , is referred to as the gov data set in this paper.
A second problem we address is the suggestion of keywords from each e-mail in order to construct conditions for rules in a Ripple Down Rule base used to classify e-mails. In previous work (Ho et al. [4] ), a Ripple Down Rule system (Compton and Jansen [2] ) was used to manage e-mail foldering in the E-Mail Management Assistant (EMMA). One aspect to using a Ripple Down Rule system is to provide support to users in defining rules. In the e-mail classification domain, this means finding the most useful keywords in a given e-mail that enable the correct classification of the e-mail into its folder and which also can be applied to future e-mails.
In this paper, we introduce a method based on simple term statistics (STS) that addresses the computational requirements for e-mail classification. We show that this simple method gives a relatively high accuracy for a fraction of the processing cost, when used to predict a folder in an e-mail set, where only a part of the messages are meant to be classified. We also show that the STS method can be applied to keyword generation for e-mail classification rules.
The rest of the paper is structured as follows. In the next section, we briefly describe and discuss other selected research on document categorization. In Section 3 we present definitions of the Simple Term Statistics methods and a description of the STS algorithm. Sections 4 and 5 contain the description of experiments used to evaluate the proposed method on the e-mail classification and term rating tasks respectively. Finally, section 6 summarises and concludes the paper.
Related Work
A variety of methods have been researched for document categorization in general and e-mail foldering in particular. Bekkerman et al. [1] evaluate a number of machine learning methods on the Enron e-mail data set. In these experiments, methods are evaluated separately for 7 users over all major folders for those users. Messages are processed in batches of 100. For each batch, a model built from all previous messages is tested on the current batch of 100 messages. The overall most accurate SVM method took about half an hour to process about 3000 e-mails. Despite a reasonably high accuracy, the long processing time makes SVM and MaxEnt unsuitable for online applications, especially with larger sets, such as the gov data set used in our experiments. Another important difference from our work is that in the Enron e-mail set all e-mails are meant to be classified, whereas in the e-mail set we used only about 48% of messages are supposed to be classification.
Dredze et al. [3] , use TF-IDF, latent semantic analysis (LSA) and latent Dirichlet allocation (LDA) to pre-select 9 keywords from each message for further use in classification by a perceptron algorithm. Evaluation of the methods was done in batch as well as online modes. Even though the percentage of test messages to training messages was much lower for online training, the results for online evaluation were much lower (about 75% in batch mode compared to about 62% in online mode). As indicated in the paper, this was due to the fact that in online mode only one training iteration was done, presumably because of the long computation time to train the perceptron at each incremental step. In contrast, the STS method does not require multiple iterations as the word statistics calculations are done incrementally.
The above evaluations were done with all e-mails in training and test sets classified into folders. Yang [6] reports a study of text classification algorithms on the Reuters-21450 data set, which includes a number of unlabelled documents, at least some of which should be classified, more similar to our scenario: in this evaluation, k-Nearest Neighbour (k-NN) was shown to perform well. The decision of whether a document needs to be classified or not was made by setting a threshold on an array of values representing learned weights for each document-category pair. A document is classified by the system if the weight is above the threshold, otherwise it is not classified by the system. An optimal threshold is calculated on the training set and used on test documents in a typical batch fashion. We also use the threshold strategy for separating the messages into classified and unclassified, but the threshold is adjusted dynamically in the process of incremental classification, allowing for optimal coverage of classified messages.
Simple Term Statistics (STS)
In this section, we present a method of document categorization based on a collection of simple term statistics (STS).
Method
The STS algorithm maintains an array of weights, one weight for each term-folder pair. Each weight is a product of two numbers: a term ratio and its distribution over folders (for consistency with e-mail classification, we use the term folder for the document categories). The prediction of a folder f , given a document d, which is considered to be a set of terms, is made as follows. Each (distinct) term in the document has a weighted "vote" indicating the relevance of the term to a given folder, which in turn, is the product of the term ratio (a "distinctiveness" of term t over the document set, independent of folder-specific measures), and the term distribution (an "importance" of term t for a particular folder). This weighting is analogous to the standard TF-IDF measure, extended to cover multiple folders, and with different types of statistics used. The weighted votes for all terms in a document are simply summed to determine the predicted folder (that with the largest value for the sum).
Term ratios are calculated using the formulas shown in Table 1 . Since the constant function 1, denoted M 0 , is both a term ratio and term distribution function, there are 45 STS methods obtained by combining one of the 5 term ratio functions and one of the 9 term distribution functions.
A term-folder weight w t,f for a term t and a folder f is calculated using the product of a term ratio and term distribution, for example:
In addition, if t does not occur in the training set, w t,f is defined to be 0. The predicted category f p (d) for document d is defined as follows:
E-Mail Classification Using Simple Term Statistics
In this section, we present and discuss the results of testing the STS method on the gov e-mail data set. The data set consists of 16 998 e-mails pre-classified into 45 folders. Only 48% of all e-mails are classified and the distribution of classified messages over folders is highly uneven. The training/testing with STS methods was done incrementally, by updating statistics and weights for all terms in the current message d i , before testing on the next message d i+1 . If d i is unlabelled, no updates were done for its terms. In order to measure the quality of the classification we use accuracy and coverage. Accuracy is the number of messages correctly classified by the learner divided by the number of all messages classified by the learner.
Note that the accuracy calculation does not count unclassified e-mails. The learner's coverage is the number of messages classified by the learner into a category divided by the number of all messages classified by the learner. The classifier's task is to attain high accuracy while keeping the coverage as close as possible to the target coverage.
In general terms, accuracy corresponds to precision and coverage to recall. In order to separate classified from non-classified messages we extended the STS algorithm in two ways. Firstly, the terms belonging to unclassified e-mails are not counted for statistics. Secondly, a threshold is set on the folder weight in Equation 2. This way, by controlling the threshold, we can flexibly control a tradeoff between the accuracy and coverage. The threshold (denoted by θ) is selected initially on the first 1000 messages to make the learner and the target coverage equal. After that, the threshold is automatically adjusted every 100 messages to keep up with the target coverage. The linear adjustment factor was calculated as follows.
In order to give an approximation on the accuracy of other algorithms, we also obtained results for most accurate general machine learning methods available for experimentation using the Weka toolkit. 1 For all machine learning methods, the top 9 keywords for each of the 45 folders were selected using TF-IDF, thus making 405 attributes. Since these keywords were selected from the whole data set, this somewhat favours the machine learning methods compared to STS. Due to the fact that these methods could not be used in an incremental fashion, we used a setup similar to Bekkerman et al. [1] , with training on N * w messages and testing on the next w messages for a window w of size 100, repeatedly until the end of the data set. For the k-Nearest Neighbour (k-NN) algorithm, we selected k=1 to achieve the coverage close to the target coverage. Initially, we selected w = 100 and observed that, despite good accuracy, the execution times were far too long to be considered for online applications. By selecting w = 1000, the execution times for some of these methods were comparable to STS. Table 2 provides a summary of evaluating the STS and selected machine learning methods on the gov message set. The runtimes do not include the time for selecting the top 9 keywords for each folder and preparing the training set, which is needed for the machine learning methods but not for STS. Out of the STS methods, M b2 was the most accurate, followed by M 02 and M d2 . All these formulas have a common term distribution component N dtf /N dt , which is similar to TF-IDF applied to folders. Although SVM and Boosted Decision Tree outperform the best STS method when run with a test window of 100 messages, their long execution time is unacceptable for online e-mail categorizers. Even if the SVM or Boosted Decision Tree algorithms are implemented as an off-line component executed overnight, its execution time would be still too long and the window of 100 messages insufficient to handle the flow of messages in a large organisation with a common e-mail foldering system. With the increment of 1000, the Decision Tree runtime is comparable to that of M b2 , but the accuracy becomes lower. k-NN deserves a separate comment, since of all the methods evaluated by Yang [6] , this one is the most efficient and scales best to larger data sets. However, one reason this is the case is that the Reuters-21450 data set used by Yang is comparatively small (21450 examples). The k-NN algorithm classifies by comparing each test document to all previously stored cases, so this can be done effectively on the number of cases in the Reuters-21450 data set. However, the classification time increases linearly with the number of stored examples, meaning that the performance will degrade as the size of the data set increases, as does the time for storing the previous cases. For the purpose of suggesting folders in an e-mail management application, it may be important to make fewer suggestions with higher accuracy. In order to do this, the threshold θ in the STS algorithm can be modified to achieve a desired accuracy.
Suggesting Rule Keywords
In this section, we evaluate the accuracy of keyword suggestion for rules, based on simulating the process used by an expert to define a rule base for classifying the gov data set. The expert is assumed to know the correct folder and their task is to find the best keywords in an e-mail to construct a rule. In the experiments reported here, we retrospectively test a number of learning algorithms to determine which of them could have been used by the expert when defining the rules that were previously defined.
Methods
For the keyword selection task, five methods were selected: three Simple Term Statistics (STS) methods as defined in Section 3.1, and the Naive Bayes and TF-IDF methods. These methods were selected for the following reasons. STS method M d2 provided best overall accuracy when tested on the classification task (Section 4), methods M b8 and M d8 were selected experimentally for best keyword suggestions, Naive Bayes was originally used in EMMA (Ho et al. [4] ) for keyword and folder suggestion, and finally TF-IDF was included as a base method commonly used in text mining.
For the purpose of this experiment, the Naive Bayes formula is that used in EMMA defined as follows. For a given folder (which is assumed to be known to an expert), the probability of the folder is calculated for all keywords in the e-mail, using Bayes formula:
where f c is the folder into which the e-mail should be classified, and w is a keyword from the e-mail. Approximating probabilities with keyword statistics, we obtain the formula used in EMMA to suggest terms for rules:
where C tf and N df are the counts of term t in a folder f and the number of messages in the folder f respectively.
Experimental Setup
The experimental setup for keyword suggestion follows the process of defining rules by an expert, described in Wobcke, Krzywicki and Chan [5] , in which 368 rules were defined to classify the 16 998 messages with a high degree of accuracy. E-mails were presented to the expert in chronological order in batches of 50. The expert was able to define new rules to correct the rule base, either by refining an existing rule or adding a new rule. In these cases, the viewed message becomes a cornerstone case for the system. In our experiments, e-mails are processed one-by-one in the same order and, whenever a cornerstone case is encountered, a number of keywords are suggested and evaluated against keywords used by the expert in the rule. STS methods provide a keyword rating by summing term-folder weights for each keyword (rather than folder, as in the e-mail classification task) and selects the 9 best keywords for each e-mail as suggested keywords.
The experiments are conducted with the number of suggested keywords chosen as 5, 10 and 15: any greater number of suggestions are likely to be disregarded by the user. Each of these three options are tested in two variants. In the first variant keywords are generated only by the methods described above. These keywords are called system keywords and the option is referred to as the system only option. In the second variant, suggested keywords are selected from the set of expert keywords used previously in rules, called expert keywords, supplemented, if required, with system keywords. This option is called the expert+system option. For all options, a keyword is included in the suggestion only if it actually occurs in the cornerstone case. The accuracy is calculated as the number of suggested keywords that occur in the rule divided by the total number of keywords occurring in the rule. In order to closely follow the expert selection strategy, suggested keywords come from all parts of the e-mail, including sender, receiver, date/time fields and e-mail addresses. Table 3 shows the results for 10 suggested keywords, using both system only and textitsystem+expert options. The first column of each option shows the accuracy calculated as the number of accurately suggested expert keyword occurrences for all rules divided by the total number of expert keyword occurrences in all rules. The second column for each option is the percentage of rules that have at least one suggested keyword correct.
Results
Comparing the results it is easy to notice that the STS method M d2 , which was the most accurate in the e-mail classification task (Section 3), is the least accurate for keyword suggestions. The reason for this is that the classification task is very different from the keyword rating task. In the case of prediction, individual weights of each keyword are summed together to produce a weight for each folder. In this case each individual keyword is not important, as long as it contributes to an overall result indicating a unique folder. This is different for the keyword rating task, where keywords "compete" among themselves for the best description of a given folder.
Looking at the two most accurate STS methods, M c8 and M d8 , their two common components, are 1/N dt and C tf /C Tf , The first component is the inverse document frequency (IDF), which is part of the TF-IDF method. The second component is part of the Bayesian formula. It seems that the best results are obtained by combining these two popular text mining methods.
Increasing the number of suggested keywords from 5 to 10 and 15 ( Figure 1 ) causes a less than proportional increase in accuracy, which suggests that some number of keywords, for example 10, may be optimal. Figure 2 shows the accuracy and average number of correctly suggested keywords against the number of defined rules for M d8 and the expert+system option with 10 Fig. 2 . Accuracy of suggestions for method M d8 and Expert+System option generated keywords. Generally, the accuracy increases with the number of defined rules due to the fact that M d8 becomes more accurate as the number of messages and rules increases, and also because the stored expert keywords cover more future rules. It is noticeable that the number of suggested keywords from the "expert set" increases more rapidly, while the number of keywords from the "system set" decreases. This is an expected effect and can be explained by the fact that expert keywords are given priority over system keywords. With the expert+system option, the system suggested keywords are most helpful at the beginning, when fewer expert keywords are stored and, at any other time, when no suitable stored keywords are available, for example at rule 200.
Conclusion
In this research, we presented a number of methods for document categorization and keyword rating based on Simple Term Statistics (STS). We showed that these methods can be viable alternatives to more complex and resource demanding machine learning methods commonly used in text categorization, such as Decision Tree, SVM and k-NN. STS methods require processing of only the new terms occurring in each step, which makes them truly incremental and sufficiently fast to support online applications. In fact, we discovered that these methods are much faster, while performing well in terms of accuracy, when compared to a range of other methods. We tested the accuracy of keyword suggestions also using the STS algorithm in the stand alone, system only option and in expert+system option, where previously used expert keywords were suggested first before system keywords. The suggestions are mostly useful in the initial stage of defining rules, but also in some stages of rule definition where previous expert keywords do not cover the current message sufficiently.
When testing the keyword suggestions, the underlying assumption was that the expert rules are always better than system generated keywords. It would be interesting to test this assumption in a real user environment by presenting a mixture of previous expert and suggested system keywords for the user to make an unbiased selection. The research question to answer in this case would be if greater reliance of the user on system keywords would make the categorization more consistent.
