Abstract. It has been shown that white light exposure during retinal microsurgeries is detrimental to patients. To address this problem, we present a novel device and image processing tool, which can be used to significantly reduce the amount of phototoxicity induced in the eye. Our device alternates between illuminating the retina using white and limited spectrum light, while a fully automated image processing algorithm produces a synthetic white light video by colorizing non-white light images. We show qualitatively and quantitatively that our system can provide reliable images using far less toxic light when compared to traditional systems. In addition, the method proposed in this paper may be adapted to other clinical applications in order to give surgeons more flexibility when visualizing areas of interest.
Introduction
Retinal microsurgery is one of the most demanding types of surgery. The difficulty stems from the microscopic dimensions of tissue planes and blood vessels in the eye, the delicate nature of the neurosensory retina and the poor recovery of retinal function after injury. Many micron-scale maneuvers are physically not possible for many retinal surgeons due to inability to visualize the tissue planes, tremor, or insufficient dexterity. To safely perform these maneuvers, microscopes are required to view the retina. A central issue for the surgeon is the compromise between adequate illumination of retinal structures, and the risk of iatrogenic phototoxicity either from the operating microscope or endoilluminators, which are fiber-optic light sources that are placed into the vitreous cavity to provide adequate illumination of the retina during delicate maneuvers.
Retinal phototoxicity from an operating microscope was first reported in 1983 in patients who had undergone cataract surgery with intraocular lens implantation [1] . Retinal phototoxicity is now a well recognized potential complication of any intraocular surgical procedure, and the frequency is reported to occur from 7% to 28% of patients undergoing cataract surgery [2, 3] . As a result, the International Commission on Non-Ionizing Radiation Protection (ICNIRP) now provides safety guidelines for illumination of the fundus in both phakic and aphakic subjects [4] . Blue wavelength and ultraviolet light induce the greatest degree of retinal injury. In fact, in [5] it was found that commercially available light sources for endoillumination exceeded the ICNIRP guidelines for retinal damage by visible light within 3 minutes, and in 9 of 10 sources, the safe exposure time was exceeded in less than 1 minute. In vitrectomy for macular hole repair, up to 7% of the patients have been reported to have experienced visually significant phototoxicity [6] [7] [8] .
Phototoxicity can be either thermal or photochemical in nature from excessive ultraviolet (UV) or blue light toxicity. Ham et al. showed the action spectrum or relative risk of UV or blue light toxicity when the retina was exposed to various wavelengths of light [9] . The action spectrum was then used to create a relative risk of phototoxicity associated with a given wavelength of light. The current state of the art endoillumination systems have taken advantage of these data. The new systems are significantly brighter and when compared to earlier systems, they appear to be safer. Previously, halogen light sources containing significant blue wavelength light have been replaced by xenon and mercury illumination systems, with reduced blue wavelengths. The risk, while reduced, is still significant for intraocular surgery. Given the advancing age of the population and increasing prevalence of retinal diseases, further improvements aimed at reducing iatrogenic retinal phototoxicity would be a welcome addition.
To address this issue, we present a novel visualization system that can be used to significantly reduce the emission of highly toxic wavelengths over existing systems. While changing the spectral composition of the illumination toward longer wavelengths could help reduce phototoxicity, we have created a new device which cyclicly illuminates the retina using white and less damaging non-white light, allowing for maximal phototoxicity reduction. Consequently, images provided by this device are either fully colored or monochromatic.
To avoid visually straining any potential user (i.e. surgeon) this device is used together with an image recoloring scheme. Computer colorization schemes have existed since the 70's [10] and have since been further developed [11, 12] . In general, however, such systems rely on a user to pre-select regions of the image that correspond to specific colors, making them ill-suited for this application. More recently, a time series analysis was proposed to model the retinal image scene [13] . This methods however relies on having all visual cues (e.g. color and texture) available at all times to maintain an accurate retina model. To our knowledge, no previous work has focused on fusing images taken under varying spectrum illumination to form continuous and coherent image sequences.
Therefore, in order to facilitate the use of this device for surgical procedures, we have developed a fully automated algorithm for colorizing non-white light images, so that they appear fully colored. Our method is simple and requires little parameter tuning making it easy to use. We have experimentally shown that our method provides a quantitative and qualitative improvement in coloring accuracy over naive recoloring schemes. The remainder of this article is as follows: in section 2 we present the system overview and our device. In section 3 our colorization algorithm is presented. Section 4 details in depth experiments on our system, while we discuss some of the pit-falls of our system and future works in section 5.
Light Source
Figure 1(a) shows an overview of the system. Visualization of the retina occurs via a 3D LCD display, which accepts a video feed from high-resolution cameras mounted on a surgical microscope. Illumination is provided using high power LEDs in RGB configuration, and may be delivered either through a fiber-optic probe or through a surgical microscope. A control box, housing an embedded microcontroller and LED driver electronics, controls illumination activity via independent pulse-width modulation (PWM) of each LED channel. A serial command interface between the control box and a PC provides user-level control of the light source from a GUI application. The control box also sources a trigger signal to the cameras for synchronizing illumination activity with the shutter periods of the cameras.
The system reduces white light exposure by two means. Firstly, illumination is deactivated during the shutter closed period of each camera frame. For a typical shutter period of 18 milliseconds and a frame rate of 30 frames per second, the light exposure time is reduced by 50%. Secondly, rather than illuminating every frame with white light, some frames are rendered under limited spectrum light having low toxic potential, such as red or infrared light. The result is a video feed interleaving full-color frames, when white light is active, with limited-spectrum (red) frames, when low toxicity light is active. Thus, the exposure period of highly toxic wavelengths is reduced by a further fraction equal to the repeat rate of white light images in the frame sequence. Figure 1(b) shows control signals from the light source controller for generating a sequence of alternating full color and monochrome images.
Image Recoloring
From the device described above, white and red light images are cyclicly produced at a fixed rate. Naturally, emitting fewer white light images allows for lower levels of phototoxicity for the patient. However, reducing the number of white light images increases the difficulty of the procedure for the surgeon. Hence, a method which restricts the number of white light images used, and still provides a typical view for the surgeon, is required. Ultimately, it is necessary to produce an accurate colored image of the retina at any given time, irrespective of which illumination was used.
To provide a coherent colored image sequence, we present two methods: a naive (section 3.1) and an active scene rendering (section 3.2) approach. Due to the lack of previous work on this particular topic, we treat the naive approach as a baseline algorithm. This algorithm is simple and only useful in cases with high fractions of white light. In section 4.1 we compare both methods on image sequences where ground truth is available, thus demonstrating improvements produced by non-naive methods.
At each discrete time step, t, we denote the type of illumination the device is triggering as L t , where L t = 1 when white light is used, and L t = 0 for non-white light. Associated with each illumination, I t = {R t , G t , B t } is the corresponding RGB image acquired. The rate at which white light illuminates the retina is then defined as φ = t i=1 Li t . In order to perform recoloring, it is necessary to correctly account for the color of the non-white illuminant. We define the color space of the acquired images as the usual RGB color space denoted by S ⊂ R(3). Following [14] , we define a separate color space S ⊂ R(3) such that the color of the non-white illuminant is (1,0,0). We relate S and S by a linear transformation F of the form F = sR, where s is a scale factor and R is a rotation. Then for any RGB value p ∈ S, we can compute p ∈ S as p = F p. The optimal F can be computed by first acquiring a non-white illuminated image, finding the largest principal component, x, and subsequently constructing two orthogonal components y and z as in [14] . R is constructed from these components. The scale s can then be computed by comparing a while light and non-white light image under the (color) rotation R.
Since our non-white illuminant is largely red, in the remainder of the paper we will continue to refer to the non-white image as the "red" image and the two orthogonal components as green and blue with the understanding that these are, in general, not the raw color values from the camera.
We denote I t as the final fully colored image rendered by our system. As the device sequentially provides us with images, we will maintain a color model for the retina, M = {m G , m B }, where m B and m G are the green and blue color models (represented in the form of images), respectively. Such a color model will be maintained over time, and we thus denote M t as the color model at time t. In order to have a color model at any given time, t, let I 1 be a white light image.
Naive Approach
Perhaps the simplest method to create and maintain a colored image model, M, is to assume that images do not significantly change over time. In other words, a strong continuity in the appearance in color from I t to I t+δt is assumed.
The Notice that simply using the G and B channels from the last white frame does not generate good color images. This is particularly the case when there is motion in the scene.
Active Scene Rendering Approach
A natural extension of the naive approach is to infer the motion observed in the image sequence and correct the associated artifacts. We present our novel color fusing algorithm: Active Scene Rendering (ASR). Here the idea is to estimate the different forms of motion which appear in the scene and take this information into account when rendering the colored images. Here, it is still assumed that a strong temporal correlation between adjacent images is present. Furthermore, it is stipulated that a transformation, T , from image I t to I t+1 can be inferred. Intuitively, T can be regarded as the motion, induced by the surgeon, which the eye undergoes during a procedure. Notice that this transformation only accounts for the eye motion and not the tool motion. Hence, to further reduce colorization errors (as those in figure 2(b) ), we model the tool and its motion as well. The idea is to first detect the pose of the tool to obtain a 2D segmentation and then use this information to recolor the image correctly. We now describe how the estimation of the transformation T and the 2D tool segmentation are performed.
Image Stabilization. As previously mentioned, the surgeon is free to manipulate the eye. To compensate for this motion, a simple translation model for the motion of the retina is assumed. Although it has been shown that wide angle retinal image deformation is best modeled with a quadratic deformation [15] , small motion can be approximated with pure translation when under high magnification. To estimate the translation we first extract SIFT features [16] (I t is treated as a gray scale image for any value of L t ), find correspondences and then apply the robust ASKC method [17] to find the translation that best explains the correspondences. This permits us to find a transformation regardless of whether the tool is present in the image or not. Note that in order to present coherent image sequences, images are cropped by removing border regions.
Tool Detection. Given that the most consistent clue for the tool is its constant and known 3D shape, we use the framework proposed in [18] for simultaneous segmentation and pose estimation which exploits this information. This framework requires, as input, the 3D shape (represented as voxel occupancies) and color probability distribution (represented as a mixture of Gaussians) of the tool, and the color probability distribution for each background pixel (represented as a single Gaussian). The output of the framework is a segmentation of the tool in each frame, and also an estimate of the 3D pose of the tool in the 3D coordinate system of the camera, for each frame. The estimated 3D pose in one frame is used to initialize the segmentation and pose estimation in the following frame. Using this method guarantees finding the globally optimal 3D pose and segmentation in a computationally efficient manner.
The algorithm for ASR is similar to that of section 3.1. At t = 1, we let I 1 = I 1 and set M 1 = {G 1 , B 1 }. I 1 is then treated as the initial frame of reference, such that subsequent images are stabilized with regards to I 1 . That is, for every new image I t , we compute the transformation T t from I t to I 1 . Then, using T t , we translate I t and compute a rectified image,Ĩ t . When L t = 1, we set
If L t = 0 ( figure 3(a) ), the 2D segmentation of the tool is determined ( figure  3(b) ). To do this, M t and the known color model of the tool are used to initialize the detection process described above. Once the segmentation has been computed, this region is rendered using the tool color model. The rest of the image is rendered as I t = (R t , m G , m B ) ( figure 3(c) ). 
Experimentation
We now show how our system performs on phantom image sequences. A quantitative comparison of both methods is described in section 4.1, where it is shown that ASR surpasses the naive approach in a setting where ground truth is known. This is shown by measuring the error for different values of φ. Qualitative results of our system on image sequences are then provided in section 4.2.
Validation with Ground Truth
To validate both approaches described in section 3 we recorded two image sequences of membrane peeling on embryonic eggs using only white light. Doing so allows us to synthetically generate limited-spectrum images at any rate φ, by using only the red band of white light images. Hence, we know that the transformation F (see section 3) is known to be F = I. As detailed in [19, 20] , this phantom setup provides a similar environment to in-vivo settings. Image sequences consist of 500 images, acquired at 20 frames per second using the system described in section 2. Using this data, 5 image sequences are generated where φ = {1/2, 1/4, 1/8, 1/16, 1/32}. For each sequence, both naive and ASR colorization approaches are evaluated. Since the ground truth -the original recorded white light images -is always available, an error can be computed for each frame generated by either approach. In the following experiments the L2 (or mean squared error) norm is chosen to measure the error between the ground truth and the rendered images. In addition, we also compute the error using the Bounded Variation (BV) norm, which has been used to quantify image quality during denoising tasks [21] . This provides us with a measure of image quality, taking into account both photometric and rectification errors. Figure 4 (a) shows the L2 norm error when varying φ for both methods. Figure  4 (b) shows a similar result for the BV norm. In general, one can observe that as φ decreases, the error rate increases. This is expected as the assumption of similarity between frames, discussed in section 3.1, is increasingly violated. Naturally, the naive approach suffers greatly when φ is small, as the true color may differ greatly from the last observed color. ASR however suffers significantly less from small φ values, as it is able to maintain a more accurate color model.
Egg Peeling
Having observed that ASR provides a better way to model retinal-type scenes, we set up our system to record and display images for different values of φ. We record several image sequences in a similar setup as in section 4.1 and show the resulting recolored sequence. Note that the color mapping transformation F is assumed to have R = I, and a uniform scaling factor (determined empirically).
In figure 5 we show a typical image sequence (φ = 1/2), of a chorioallatonic membrane peel from an 11 day old chicken embryo. The resulting recolored images rendered by our system are shown. The entire image sequence and recolored images can be viewed in a video included in the supplementary materials. The video shows four similar peeling sequences where each row corresponds to a different φ value (1/2,1/4,1/8,1/16). The first column shows the images provided by the device, while the second and third columns show how the naive and model approach, respectively, render the sequence. Since the device is being used to obtain these image sequences, no ground truth is available for quantitative comparison.
Notice that in general the model approach renders a more coherent image than the naive approach. This is particularly true at smaller φ values, concurring with the results of section 4.1.
Discussion and Conclusion
In this paper we have presented a novel system that can be used to reduce toxic light exposure in retinal microsurgeries. The system consists of a new lighting device which reduces emission of highly toxic wavelengths. In addition we have developed a novel algorithm that can be used with this device in order to render a fully colored image sequence to the user, thus avoiding visual discomfort. We have shown qualitatively and quantitatively that our method provides superior rendering over naive approaches. Even at low φ rates (e.g. 1/8 or 1/16), we showed that maintaining high color fidelity is possible, allowing for low levels of phototoxicity.
However, most retinal surgeries involve changing the structure of the retina, and hence the color of the retina (as described in [13] ). As seen in our image sequences, regions of the retina which are altered by the surgeon cannot be recolored correctly until a new white light image is provided. Hence a potential improvement of this method would involve a dynamic φ, which could change as a function of the activity in the image sequence.
Another natural future direction of this work would consist in understanding the effect of using such a system and phototoxicity levels observed in live tissue. Determining the exact relationship would allow for a quantitative evaluation in toxicity reduction; something which currently can not be determined.
Although phototoxicity reduction in retinal surgery provided the motivating focus for this paper, our technical approach to the problem is potentially more broadly applicable. We have developed methods for actively controlling the illumination spectrum in video microscopy and endoscopy and for fusing the resulting image sequences to form continuous and coherent image sequences. These methods are applicable in many clinical applications, including neurosurgery and cancer surgery. For example, changing the illumination spectrum can be used to improve tissue contrast or discrimination or the depth of penetration of light into tissue structures. The methods proposed in this paper may be adapted to such cases while still giving the surgeon more options on the actual visualization. Exploring these options will be another direction for future work.
