Snapshot compressed sensing (CS) refers to compressive imaging systems in which multiple frames are mapped into a single measurement frame. Each pixel in the acquired frame is a noisy linear mapping of the corresponding pixels in the frames that are combined together. While the problem can be cast as a CS problem, due to the very special structure of the sensing matrix, standard CS theory cannot be employed to study such systems. In this paper, a compression-based framework is employed for theoretical analysis of snapshot CS systems. It is shown that this framework leads to two novel, computationallyefficient and theoretically-analyzable compression-based recovery algorithms. The proposed methods are iterative and employ compression codes to define and impose the structure of the desired signal. Theoretical convergence guarantees are derived for both algorithms. In the simulations, it is shown that, in the cases of both noise-free and noisy measurements, combining the proposed algorithms with a customized video compression code, designed to exploit nonlocal structures of video frames, significantly improves the state-of-the-art performance.
I. INTRODUCTION

A. Problem Statement
T HE problem of compressed sensing (CS), recovering high-dimensional vector x ∈ R n from its noisy underdetermined linear measurements y = x+z, where y, z ∈ R m and ∈ R m×n , has been the subject of various theoretical and algorithmic studies in the past decade. Clearly, since such systems of linear equations are underdetermined, the recovery of x from measurements y is only feasible, if the input signal is structured. For various types of structure, such as sparsity, group-sparsity, etc., it is known that efficient algorithms exist that efficiently and robustly recover x from measurements y. Starting by the seminal works of [2] and [3] , there have been significant theoretical advances in this area. Initially, most such theoretical results were developed assuming that the entries of the sensing matrix are independently and identically distributed (i.i.d.) according to some distribution. In the meantime, various modern compressive imaging systems have been built during the last decade or so [4] - [9] that are Manuscript received September 7, 2018; revised April 25, 2019; accepted July 26, 2019. Date of publication September 10, 2019; date of current version November 20, 2019 . This article was presented in part at the 2018 IEEE International Symposium on Information Theory [1] .
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Digital Object Identifier 10.1109/TIT.2019.2940666 based on solving ill-posed linear inverse problems. Convincing results have been obtained in diverse applications, such as video CS [7] - [9] and hyper-spectral image CS [6] , [10] , [11] . However, except for the single-pixel camera [4] and similar architectures [12] , [13] , the sensing matrices employed in most of these practical systems are usually not random, and typically structured very differently compared to dense random sensing matrices studied in the CS literature. Therefore, more recently, there has also been significant effort on analyzing CS systems that employ structured sensing matrices. (Refer to [14] - [20] for some examples of such results.) One important example of practical imaging systems built upon CS ideas is a hyperspectral compressive imaging system called coded aperture snapshot spectral imaging (CASSI) [6] . CASSI recovers a three-dimensional (3D) spectral data cube, in which more than 30 frequency channels (images) at different wavelengths have been reconstructed, from a single two-dimensional (2D) captured measurement. This coded aperture modulating strategy has paved the way for many highdimensional compressive imaging systems, from the aforementioned video CS to depth CS [21] , [22] , polarization CS [23] , and joint temporal-spectral CS [24] .
The measurement process in such hardware systems, known as snapshot CS systems, can typically be modeled as [8] , [11] y = Hx + z, (1) where, x ∈ R n B , and y ∈ R n denote the desired signal, and the measurement vector, respectively. Here, B denotes the number of n-dimensional input vectors (frames) that are combined together. In other words, the input x is a multi-frame signal that consists of B n-dimensional vectors as
where x i ∈ R n , i = 1, . . . , B. The measured signal is an n-dimensional vector. Thus, the sampling rate of this system is equal to n n B = 1 B . The main difference between a standard CS system and a snapshot CS system lies in their sensing matrices. The sensing matrix H used in a snapshot CS system follows a very specific structure and can be written as
where D k ∈ R n×n , k = 1, . . . , B, are diagonal matrices. It can be observed that, unlike dense matrices used in standard CS, here, the sensing matrix is very sparse. That is, of the n 2 B entries in matrix H, at most, n B of them are non-zero. 0018 -9448 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
In this paper, we focus on and analyze such snapshot compressed sensing systems. As discussed before, a common property of such acquisition systems is that, due to some hardware constraints, each measurement only depends on few entries of the input signal. Furthermore, the locations of the non-zero elements of the measurement matrix follow a very specific pattern. For example, in some video CS systems, highspeed frames are modulated at a higher frequency than the capture rate of the camera, which is working at a low frame rate. Each measured pixel in the captured frame is a function of the pixels located at the same position in the input frames. In this manner, each captured measurement frame can recover a number of high-speed frames, depending on the coding strategy, e.g., 148 frames are reconstructed from a snapshot measurement in [8] .
In this paper, we provide the first theoretical analysis of snapshot CS systems and also propose new theoreticallyanalyzable robust recovery algorithms that achieve the state-ofthe-art performance. As mentioned before, the main theoretical challenge is the fact that the sensing matrix is sparse and follows a very special structure.
B. Contributions of this Paper
As discussed in the last section, the main goal of our paper is to provide theoretical analysis for snapshot CS systems. More specifically, we aim to address the following fundamental questions regarding such systems: 1) Is it theoretically possible to recover x from the measurement y defined in (1), for B > 1? 2) What is the maximum number of frames B that can be mapped to a single measurement frame and still be recoverable, and how is this number related to the properties of the signal? 3) Are there efficient and theoretically-analyzable recovery algorithms for snapshot CS? Inspired by the idea of compression-based CS [25] , we develop a theoretical framework for snapshot CS. We also propose two efficient iterative snapshot CS algorithms, called "compression-based projected gradient descent (CbPGD)" and "compression-based GAP (CbGAP)", with convergence guarantees. The algorithms achieve state-of-the-art performance in snapshot video CS in our simulations. Though various algorithms, e.g., [26] - [28] , have been developed for video and hyper-spectral image CS, to our best knowledge, no theoretical guarantees have been available yet for the special structure of sensing matrices that arise in snapshot CS.
C. Related Work
As mentioned earlier, theoretical work in the CS literature is mainly focused on sparse signals [3] , [29] and their extensions such as group-sparsity [30] , model-based sparsity [31] , and the low-rank property [32] . Many classes of signals such as natural images and videos typically follow much more complex patterns than these structures. A recovery algorithm that takes advantage of those complex structures, potentially, can outperform standard schemes by requiring a lower sampling rate or having a better reconstruction quality. However, designing and analyzing such recovery algorithms that impose both the measurement constraints and the source's known patterns is in general very challenging. One recent approach to address this issue is to take advantage of algorithms that are designed for other data processing tasks such as denoising or data compression and to derive for instance denoising-based [33] or compression-based [25] recovery algorithms. The advantage of this approach is that, without much additional effort, it elevates the scope of structures used by CS recovery algorithms to those used by denoising or compression algorithms. As an example, modern image compression algorithms such as JPEG and JPEG2000 [34] are very efficient codes that are designed to exploit various common properties of natural images. Therefore, a CS recovery algorithm that employs JPEG2000 to impose structure on the recovered signal, ideally is a recovery algorithm that searches for a signal that is consistent with the measurements and at the same time satisfies the image properties used by the JPEG2000 code. This line of work of designing compressionbased CS was first started in [25] and then later continued in [35] , where the authors proposed an efficient compressionbased recovery algorithm that achieves state-of-the-art performance in image CS.
Additionally, there are other CS systems such as those studied in [13] and [36] for video CS, and [37] for hyperspectral imaging. (Please refer to the survey in [38] - [40] for more details on such systems.) While the sensing matrices used in these systems are not exactly as the sensing matrix defined in (3), they have key similarities, as in both cases they are very sparse in a very structured manner. Therefore, we expect that our proposed compression-based framework, with some moderate modifications, to be applicable to such cases as well and to pave the way for performing theoretical analysis of such systems too.
Finally, as mentioned in the introduction, the focus of this paper is on the imaging systems that can be approximated as a snapshot CS system. There are other types of imaging systems and CS systems with other types of constraints on the sensing matrices [14] - [20] . However, the sensing matrices considered therein are different from the one used in snapshot CS systems and hence those results are not applicable to such systems.
D. Notation
Matrices are denoted by upper-case bold letters such as X and Y. Vectors are denoted by bold lower-case letters, such as x and y. For x ∈ R n and y ∈ R n , x, y = n i=1 x i y i denotes their inner product. Sets are denoted by calligraphic letters such as X and Y. The size of a set X is denoted as |X |. Throughout the paper, log and ln refer to logarithm in base 2 and natural logarithm, respectively.
E. Paper Organization
The rest of this paper is organized as follows. Section II briefly first reviews lossy compression codes for multi-frame signals and then develops and analyzes a compression-based snapshot CS recovery method. Section III introduces two different efficient compression-based recovery methods for snapshot CS, in subsections III-A and III-B and proves that they both converge. Simulation results of video CS are shown in Section IV. Section V provides proofs of the main results of the paper and Section VI concludes the paper.
II. DATA COMPRESSION FOR SNAPSHOT CS
Our proposed framework studies snapshot CS systems via utilizing data compression codes. In the following, we first briefly review the definitions of lossy compression codes for multi-frame signals, and then develop our snapshot CS theory based on data compression.
A. Data Compression
Consider a compact set Q ⊂ R n B . Each signal x ∈ Q, consists of B vectors (frames) {x 1 , . . . , x B } in R n . A lossy compression code of rate r , r ∈ R + and can be larger than one, for Q is characterized by its encoding mapping f , where
and its decoding mapping g, where
The average distortion between x and its reconstructionx is defined as
where x is defined in (2) . Letx = g( f (x)). The distortion of code ( f, g) is denoted by δ, which is defined as the supremum of all achievable average per-frame distortions. That is,
Let C denote the codebook of this code defined as
Clearly, since the code is of rate r , |C| ≤ 2 n Br . Consider a family of compression code {( f r , g r )} r for set Q ⊂ R n B , indexed by their rate r . The deterministic distortion-rate function of this family of codes is defined as
The corresponding deterministic rate-distortion function of this family of codes is defined as
The α-dimension of this family of codes is defined as [25] 
It can be shown that in standard CS, the α-dimension of a compression code is connected to the sampling rate required for a compression-based recovery method that employs this family of codes to, asymptotically, recover the input at zero distortion [25] .
As an example, the set Q could represent the set of all Bframe natural videos and any video compression code, such as MPEG compression, could play the role of the compression code ( f, g).
In our theoretical derivations, to simplify the proofs, we make an additional assumption about the compression code as follows. Assumption 1. In our later theoretical derivations we assume that the compression code is such that g( f (x)) returns the codeword in C that is closest to x. That is, g( f (x)) = argmin c∈C x − c 2 2 . The above assumption is not critical in our proofs and in fact it is straightforward to verify that relaxing this assumption only affects the reconstruction error by an additional term that is proportional to how well the mapping g( f (·)) approximates the desired projection.
B. Compression-Based Recovery
While the main body of research in CS has focused on structures such as sparsity and its generalizations, recently, there has been a growing body work that consider much more general structures. Given the fact that most signals of interest follow structures beyond sparsity, such new schemes potentially are more efficient in terms of their required sampling rates or reconstruction quality.
One approach to develop recovery algorithms that employ more complex structures is to take advantage of already existing data compression codes. For some classes of signals such as images and videos, after decades of research, there exist efficient compression codes that take advantage of complex structures. Compressible signal pursuit (CSP), proposed in [25] , is a compression-based recovery optimization. Reference [25] shows that compression-based CS recovery is possible and, in the case of noiseless measurements, it can achieve the optimal performance in terms of required sampling rates.
Inspired by the CSP optimization, we propose a CSP-type optimization as a compression-based recovery algorithm for snapshot measurement systems. Consider the compact set Q ⊂ R n B equipped with a rate-r compression code described by mappings ( f, g), defined in (4)- (5) . Consider x ∈ Q and its snapshot measurement
where H is defined in (3) and D i = diag(D i1 , . . . , D in ). Then, a CSP-type recovery, given y and (D 1 , . . . , D k ), estimates x by solving the following optimization:
where C is defined in (8) and each codeword c is broken into B n-dimensional blocks c 1 , . . . , c B as (2) . In other words, given a measurement vector y, this optimization, among all compressible signals, i.e., signals in the codebook, picks the one that is closest to the observed measurements. As mentioned earlier, a key advantage of compression-based recovery methods such as (12) is that, without much additional effort, through the use of proper compression codes, they can take advantage of both temporal (spectral) and spatial dependencies that exist in multi-frame signals, such as videos. At B = 1, with a traditional dense sensing matrix, this reduces to the standard CSP optimization [25] . However, theoretically, the two setups are significantly different, and for B > 1, the original proof of the CSP optimization does not work in the snapshot CS setting.
The following theorem characterizes the performance of this CSP-type recovery method by connecting the parameters of the code, its rate and its distortion, to the number of frames B and the reconstruction quality.
Further consider a rate-r compression code characterized by codebook C that achieves distortion δ on Q. Moreover, (12) . Let K = 8/3. Choose > 0, a free parameter, such that ≤ 2K . Then,
with a probability larger than 1 − 2 n Br+1 e − 2 n
The proof is presented in Section V-A.
Corollary 1.
Consider the same setup as in Theorem 1. Given η > 0, assume that
Then,
Proof. In Theorem 1, let
Then, according to Theorem 1, the probability of the error event can be upper bounded by
where K = 8/3. But 4 K 2 − ln 2 2 > 1 5 . Therefore, the desired result follows.
Consider a family of compression codes {( f r , g r )} r for set Q ⊂ R n B , indexed by their rate r . Roughly speaking, Corollary 1 states that, as δ → 0, if B is smaller that 1 ηα , where α denotes the α-dimension defined in (10), the achieved distortion by the CSP-type recovery is bounded by a constant that is inversely proportional to √ η. (Here, η is a free parameter.) In snapshot CS, as mentioned earlier, the sampling rate is 1 B . Hence, in other words, to bound the achieved distortion, this corollary requires the sampling rate to exceed ηα.
To better understand the α-dimension of structured multiframe signals, inspired by video signals, consider the following set of B-frame signals in R n B . Assume that the first frame of each B-frame signal x ∈ Q is an image that has a k-sparse representation. Further assume that the 2 -norm of x 1 is bounded by 1, i.e., x 1 2 ≤ 1. Also assume that the next (B − 1) frames all share the same non-zero entries as x 1 located arbitrarily across each frame. This very simple model is inspired by video frames and how consecutive frames are built by shifting the positions of the objects that are in the previous frames. Consider the following simple compression code for signals in Q. For the first frame, we first use the orthonormal basis to transform the signal and then describe the locations of the (at most k) non-zero entries and their quantized values, each quantized into a fixed number of bits. Since, by our assumption, all frames share the same non-zero values, a code for all frames can be built by just coding the locations of the non-zero entries of the remaining (B−1) frames. Changing the number of bits used to quantize each non-zero element yields a family of compression codes operating at different rates and distortions. Since the sparsifying basis is assumed be orthonormal, the α-dimension of the code developed for the first frame x 1 can be shown to be equal to k n [25] . For the code developed for B-frame signals in Q, since the number of bits required for describing the locations of the non-zero entries in each frame does not depend on the selected quantization level (or δ), as δ → 0, the effect of these additional bits becomes negligible. Therefore, the α-dimension of the family of codes designed for the described class of multi-frame signals is equal to k n B . Finally, in Theorem 1, the measurements are assumed to be noise-free, which is not a realistic assumption. The following theorem shows the robustness of this method to bounded additive noise.
Theorem 2. Consider the same setup as in Theorem 1. Assume that the measurements are corrupted by additive noise vector z. That is, y =
Letx denote the solution of (12) . Assume that > 0 is a free parameter such that
with a probability larger than 1 − 2 n Br+1 e − 4 n
The proof is presented in Section V-B.
III. EFFICIENT COMPRESSION-BASED SNAPSHOT CS
In the previous section we discussed a compression-based recovery method for snapshot compressed sensing which was inspired by the CSP optimization. Finding the solution of this optimization requires solving a high-dimensional non-convex discrete optimization, min c∈C y − B i=1 D i c i 2 2 . Solving this optimization involves minimizing a convex cost function over exponentially many codewords. Hence, finding the solution of the CSP optimization solution through exhaustive search over the codebook is infeasible, even for small values of blocklength n. To address this issue, in the following, we propose two different iterative algorithms for compression-based snapshot CS that are both computationally efficient, and both achieve good performances.
A. Recovery Algorithm: Compression-Based Projected Gradient Descent
Projected gradient descent (PGD) is a well-established method for solving convex optimization problems and there have been extensive studies on the convergence performance of this algorithm [41] . More recent results, such as [42] , also explore the performance of such algorithms when applied to non-convex problems different from those studied in this paper.
Inspired by PGD, Algorithm 1 described below is an iterative algorithm designed to approximate the solution of the nonconvex optimization described in (12) . Each iteration involves two key steps: i) moving in the direction of the gradient of the cost function, ii) projecting the result onto the set of codewords. Note that both steps are computationally very efficient. The gradient descent step involves matrix-vector multiplication, i.e., Hx t and H e t with e t = y−Hx t and
The second step, the projection on the set of codewords, can be performed by applying the encoder and the decoder of the compression code.
The following theorem characterizes the performance of the proposed compression-based PGD (CbPGD) algorithm under the noiseless case, i.e., z = 0 in Eq. (11) , and shows that if B is small enough, Algorithm 1 converges.
Algorithm 1 CbPGD for Snapshot CS Recovery
Require: H, y. 1: Initial μ > 0, x 0 = 0. 2: for t = 0 to Max-Iter do 3: Calculate: e t = y − Hx t . 4: Projected gradient descent: s t +1 = x t + μH e t . 5: Projection via compression:
). 6 : end for 7: Output: Reconstructed signalx.
Furthermore, consider a compression code for set Q with encoding and decoding mappings, f and g, respectively. Assume that the code operates at rate r and distortion δ, and Assumption 1 holds. Consider x ∈ Q, and let
∼ N (0, 1). Let K = 8/3 and assume that δ ≤ 2Kρ 2 . Set μ = 1, and let x t denote the output of Algorithm 1 at iteration t. Then, given λ ∈ (0, 0.5), for t = 0, 1, . . ., either 1
with a probability at least
The proof is presented in Section V-C. The following direct corollary of Theorem 3 shows how for a bounded number of frames B, determined by the properties of the compression code, the algorithm converges with high probability.
Corollary 2. Consider the same setup as Theorem 3. Given λ ∈ (0, 0.5) and > 0, assume that
Then, for t = 0, 1, . . ., either 1
with a probability larger than
To better understand the convergence behavior of Theorem 3, the following corollary directly bounds the error at time t as a function of the initial error and the distortion of the compression code. Corollary 3. Consider the same setup as Theorem 3. At iteration t, t = 0, 1, . . . ,, define the normalized error as
Consider λ ∈ (0, 0.5), initialization point x 0 , and > 0. Assume that B ≤ 1+ 100 r ( δλ ρ 2 ) 2 . Then at iteration t, either e t ≤ √ δ, for some t ∈ {1, . . . , t}, or
Next we consider the case where the measurements are corrupted by additive white Gaussian noise. The following theorem analyzes the convergence guarantee of the CbPGD algorithm in the case of noisy measurements and proves its robustness. 
∼ N (0, σ 2 ). Then, given λ ∈ (0, 0.5) and z ∈ (0, √ ρ), for t = 0, 1, . . ., either
The proof is presented in Section V-D.
Remark 1. The contribution of the measurement noise in Theorem 4 can be seen in two terms: i) 2 z σ/ √ B, which is part of the error term and is proportional to the power of the noise, and ii) term 2 2n Br e −n( 3z 16ρ ) 2 δ , which is part of the error probability and depends on noise. In order to reduce the effect of noise, the first term suggests that we need to decrease the sampling rate, or equivalently increase B. This is of course counter-intuitive. However, note that this is happening because the non-zero entries of the sensing matrix are drawn i.i.d. N (0, 1), and therefore the signal-to-noise ratio (SNR) per measurement is also proportional to B. To consider the more realistic situation, one can change the power of noise to Bσ 2 so that the SNR is fixed as a function of B. Then, we see that the true effect of noise (in addition to increasing the reconstruction error) is revealed in 2 2n Br e −n( 3z 16ρ ) 2 δ . This term puts an extra upper bound on achievable B, the number of frames that can be combined together and later recovered.
B. Compression-Based Generalized Alternating Projection
In the previous section we studied convergence performance of the CbPGD algorithm for a fixed μ. However, in practice, as discussed later in Section IV, the step size μ needs to be optimized at each iteration. This optimization is usually time-consuming and hence noticeably increases the run time of the algorithm. In order to mitigate this issue, and due to the special structure of the sensing matrix, which makes HH a diagonal matrix, inspired by the generalized alternating projection (GAP) algorithm [43] , we propose a compressionbased GAP (CbGAP) recovery algorithm for snapshot CS in Algorithm 2. 1 Here, as before,
where
Note that the R −1 e t in the Euclidean projection step of Algorithm 2 can be computed element-wise and thus is very efficient. Moreover, during the implementation, we never store {D i } B i=1 and R, but only their diagonal elements.
The following theorem characterizes the convergence performance of the described compression-based GAP algorithm. Similar to Theorem 3, the following theorem proves that if B is small enough, Algorithm 2 converges. Theorem 5. Consider the same setting as Theorem 3. For t = 0, 1, . . ., let s t +1 = x t + BH R −1 ( y − Hx t ), and Algorithm 2 CbGAP for Snapshot CS Recovery Require: H, y. 1: Initial μ > 0, x 0 = 0. 2: for t = 0 to Max-Iter do 3: Calculate: e t = y − Hx t . 4: Euclidean projection: s t +1 = x t + μH R −1 e t . 5: Projection via compression:
The proof is presented in Section V-E. Note that, analogous to Corollary 3 of Theorem 3, Theorem 5 implies
• Theorem 3 and Theorem 5 show that CbGAP and CbPGD have very similar convergence behaviors. Moreover, the important message of both results is the following: for a fixed λ > 0, (19) and (24) bound the number of frames (B) that can be combined together, and still be recovered by the CbPGD algorithm and the CbGAP algorithm, respectively, as a function of λ, δ, r , and ρ. • Though Theorem 5 proves the convergence of GAP when μ = B, in our simulations and in real applications, we found that μ ∈ {1, 2} always leads to better results. By contrast, in CbPGD, μ = 2/B is usually a good choice for a fixed step-size.
IV. SIMULATION RESULTS
As mentioned earlier, snapshot CS is used in various applications. As a widely-used example, in this section, we report our simulation results for video CS and compare the performances of our proposed compression-based PGD and GAP algorithms with leading algorithms, 2 i.e., GMM [26] , [27] , GAP-wavelet-tree [22] , and GAP-TV [47] . For each method, we have used the codes provided by the authors on their websites. All algorithms are implemented in MATLAB.
Throughout the simulations, the pixel values are normalized into [0, 1], which corresponds to ρ = 2 in our theorems. The standard peak-signal-to-noise-ratio (PSNR) is employed as the metric to compare different algorithms.
One key advantage of our proposed snapshot CS recovery algorithms is that they can readily be combined with any (off-the-shelf or newly-designed) compression code. In the next sections, we first explore the performance of our proposed methods when MPEG coder [48] is used as the video compression algorithm of choice. As shown in Section IV-A, this approach marginally improves the recovery performance compared to the existing methods. In Section IV-B, we propose employing a customized compression algorithm. Combining this compression code with our proposed compression-based recovery algorithms significantly improves the performance achieving a PSNR gain of 1.7 to 6 (dB), both in noiseless and noisy settings.
For Algorithm 1, Theorems 3 and 4 assume that μ is set to one. However, to speed up the convergence of the algorithm, in our simulations we adaptively choose the step size at each iteration, such that the measurement error is minimized after the projection step. Specifically, let μ t denote the stepsize at iteration t. Then, μ t is set by solving the following optimization:
This procedure attempts to move the next estimate as close as possible to the subspace of signals satisfying the measurement constraints, i.e., M = {ξ | y = Hξ }. We employ derivativefree methods, such as [49] , to solve this optimization problem. However, this is still time-consuming. Unlike Algorithm 1, Algorithm 2 does not entail optimizing the step size and hence runs much faster.
A. MPEG Video Compression
In the first set of experiments we use the MPEG algorithm as the compression code required by the CbPGD algorithm (Algorithm 1) and the CbGAP algorithm (Algorithm 2). We refer to the resulting recovery methods as "PGD-MPEG" and "GAP-MPEG", respectively. Fig. 1 plots the PSNR curves of different algorithms versus the frame number on the Kobe dataset used in [26] . Each video frame consists of 256 × 256 pixels. B = 8 video frames are modulated and collapsed into a single 256 × 256 snapshot measurement. For the Kobe dataset, there are in total 32 frames and thus 4 measured frames are available. For each measured frame, given the masks, i.e., the sensing matrices {D i } B i=1 , which are generated once and used in all algorithms, the task is to reconstruct the eight video frames. While the GMM-based algorithms are typically very slow, GAP-TV [47] provides a decent result in a few seconds. Therefore, it is reasonable to initialize our PGD-MPEG and GAP-MPEG algorithms by the results of GAP-TV. It can be seen in Fig. 1 that after such initialization, the compression-based method outperforms other methods, but not with a significant margin. Furthermore, note that both CbGAP and CbPGD algorithms are trying to approximate the solution of the nonconvex optimization described in (12) . On the other hand, our theorems do not guarantee convergence of either of the algorithms to the global optimal solution. Instead, our theoretical results guarantee that, with a high probability, each method convergences to a point that is in the close vicinity of the desired codeword. This is also confirmed by our simulation results. As seen in Fig. 1 , regardless of the starting point, the PGD-MPEG algorithm converges and achieves a decent performance. However, changing the initialization point clearly affects the performance and a good initialization can noticeably improve the final result.
In Fig. 2 , we plot the average per-pixel reconstruction mean square error (MSE) of (fixed step-size) GAP-MPEG and (step-size-optimized) PGD-MPEG, as the iterative algorithms proceed. It can be observed that after around 100 iterations GAP-MPEG and PGD-MPEG converge to similar levels of MSE. Moreover, the figure shows that setting μ = 2, GAP-MPEG outperforms both PGD-MPEG and GAP-MPEG with μ = 1. Since no step size search is required by GAP-MPEG, it runs much faster than PGD-MPEG. In fact, one iteration of GAP-MPEG on average takes about 0.09 seconds, which is 280 times faster than the time required by each iteration of PGD-MPEG. Through applying {R j } n j =1 , GAP-MPEG is applying a different step size to each measurement dimension, while PGD-MPEG on the other hand is trying to search for a fixed step size that works well for all measurement dimensions. The simulation results suggest that the former method while computationally more efficient achieves a better performance as well. Finally, given that CbGAP achieves a similar or even better performance than CbPGD while running considerably faster, in the experiments done in the next section, we only report the performance results of the CbGAP algorithm.
B. Customized Video Compression
MPEG video compression involves performing two key steps: JPEG compression of the intra-frames (I-frames) and motion compensation, which exploits the temporal dependencies between different frames. One drawback of the JPEGbased MPEG compression is that, since it relies on discrete Cosine transformation (DCT) of individual local patches, it does not exploit nonlocal similarities [50] (The most recent video Codec, e.g., H.265/266 considers the similarities between patches but the patches need to be connected, thus it is still local similarity). Using nonlocal similarities in images or videos can potentially improve the performance significantly and this has been observed in various applications [32] , [51] - [53] .
As mentioned earlier, an advantage of compression-based recovery methods is that they can be combined with any appropriate compression code. Therefore, motivated by the discussed structures based on nonlocal similarities, we describe a compression code that takes advantage of such structures. Note that to employ a compression code within either of our algorithms, we only need to have access to the combined g( f (x)) mapping, for any x ∈ R n B , and not f (x) itself. Hence, to describe our proposed compression code, we mainly focus on this mapping from input to its lossy reconstruction. The details of the code can be found in Appendix. The key operation of the proposed code is the following: given a B-frame video {x i } B i=1 signal, using a small square window, it crawls over the first frame and considers all 3D blocks that result by considering the image of each block across the remaining (B − 1) frames. Then the similarities between these 3D blocks are measured and "similar" blocks are grouped together. After this, group-sparsity principles [54] , [55] are used to encode such groups of blocks, which shares the same spirit with vBM4D [52] .
Combining the described code with the CbGAP method (Algorithm 2) results in an algorithm which we refer to as "GAP-NLS" (GAP with nonlocal structure). To evaluate the performance of GAP-NLS, in addition to the Kobe dataset used above, we also consider the Traffic dataset used in [26] and the Runner dataset from [56]. Table I summarizes the video reconstruction results of our proposed method (GAP-NLS) compared with GAP-MPEG and other algorithms for these three videos. It can be observed that GAP-NLS achieves the best performance; It outperforms the best PSNR result achieved by other algorithms on Kobe, Traffic, and Runner datasets, by more than {2.2, 2.9, 4.0} (dB), respectively. The reconstructed video frames can be found in Fig. 3 . Since the encoder here is more complicated than MPEG, each iteration costs about 3 seconds in our MATLAB implementation. Therefore, if a fast result is desired, GAP-MPEG is recommended and GAP-NLS is the best fit for high accuracy reconstructions.
C. Robustness to Noise
So far, in all cases, the measurements were assumed to be noise-free. However, in real imaging systems, noise is inevitable. In this section, to further investigate the efficacy of our proposed algorithms, we perform the same experiments assuming that the measurements are corrupted by additive white Gaussian noise.
As mentioned earlier, the pixel values in the video are normalized into [0, 1]. Gaussian noise is added to the measurements, as in (11), where z ∼ N (0, σ 2 I). Here σ denotes the standard deviation of the Gaussian noise. Three different values of noise power have been studied, σ = {0.01, 0.1, 0.5} corresponding to low, medium and high noise, respectively. Due to the extremely long running time of GMM-LR and GMM-FR, we hereby only compare with GAP-TV, GAP-wavelet-tree and GMM. The results are summarized in Table II . It can be observed that under small noises (σ = 0.01), all algorithms work well. However, when the noise is getting larger, the algorithms show different behaviors. The GMM algorithm is affected by the noise severely when σ = 0.5. This is due to the fact that GMM has a pre-defined noise value in GMM training and testing. However, in real cases, the noise value is unknown and the mismatch between the pre-defined value and real value will defeat the performance. In every case, our proposed GAP-NLS outperforms the other algorithms by at least 1.7 (dB) in PSNR. This clearly demonstrate the efficiency of our proposed algorithm.
Remark 2.
In our theoretical analysis, we assumed that we are given a compression code with a fixed rate. In practice, most compression codes have a parameter that sets their operating points in terms of rate and distortion. The choice of rate r impacts the performance of the algorithm. In our simulations, we heuristically set the parameters of the compression code to optimize the performance, by sometimes changing it as the algorithm proceeds. In fact, we believe that one reason the customized compression code achieves better performance is that it provides more flexibility on choosing the quality parameter. Finding a theoretically-motivated approach to setting the parameters is an interesting problem that is left to future work.
V. PROOFS OF THE MAIN RESULTS
Before presenting the proof, we first review some known results on the concentration of sub-Gaussian and subexponential random variables. These results are used throughout the proofs. 
TABLE II PSNR (dB) OF RECONSTRUCTED VIDEOS USING DIFFERENT ALGORITHMS UNDER VARIOUS NOISY MEASUREMENTS
Definition 1. A random variable X is sub-Gaussian when
X ψ 2 inf L > 0 : E exp X 2 L 2 ≤ 2 < ∞.
Definition 2. A random variable X is a sub-exponential random variable, if
Lemma 1. For a normal random variable X ∼ N (0, σ 2 ),
Proof. Note that E e
Moreover, E e X 2 L 2 ≤ 2, as long as 3L 2 ≥ 8σ 2 . Hence,
Lemma 2. If X and Y be sub-Gaussian random variables, then XY is sub-exponential, and XY
Proof. Let L = XY ψ 1 , L 1 = X ψ 2 and L 2 = Y ψ 2 .
To prove the desired result, we need to show that E e
Theorem 6 (Bernstein Type Inequality, see e.g. Reference [57] ). Consider independent random variables {X i } n i=1 , where for i = 1, · · · , n, X i is a sub-exponential random variable. Let max i X i ψ 1 ≤ K , for some K > 0. Then for every t ≥ 0 and every w = [w 1 , · · · , w n ] T ∈ Ê n×1 , we have
A. Proof of Theorem 1
Proof. Letx = g( f (x) ). By assumption the code operates at distortion δ. Hence, 1
Given 1 > 0 and 2 > 0 and x ∈ R Bn , define events E 1 and E 2 as
respectively. Then, conditioned on E 1 ∩ E 2 , sincex ∈ C and x ∈ C, it follows from (27) that
In the rest of the proof, we focus on bounding P(E c 1 ∪ E c 2 ). Note that, for a fixed c ∈ C,
Note that, for j = 1, . . . , n, B i=1 D i j x i j − c i j are independent zero-mean Gaussian random variables. Moreover,
For j = 1, . . . , n, define
and
Note that Z 1 , . . . , Z n are i.i.d. N (0, 1) random variables.
can be written as
Therefore, for a fixed c ∈ C,
where w j and Z j are defined in (33) and (34), respectively. As proved earlier, Z 1 , . . . , Z n are i.i. d. N (0, 1) . Also, for all j = 1, . . . , n, Z 2
Similarly, for fixed x and c,
The final result follows by the union bound, and the fact that |C| ≤ 2 n Br . Note that 2 2 . Furthermore, since by assumption the ∞ -norms of all signals in Q are upper-bounded by ρ/2, we have
Therefore, combining (38) and (39) with (36) and (37), it follows that
respectively. Assume that max( 1 , 2 ) ≤ 2K . Then, min 1 2K , 1 = 1 2K and min B 2 2K , 1 = 2 2K . Hence,
To finish the proof note that |C| ≤ 2 n Br . Therefore, by the union bound,
Finally, again by the union bound, P(E 1 ∩ E 2 ) ≥ 1 − P(E c 1 ) − P(E c 2 ). Given 0 < < 16 3 , the desired result follows by letting 1 = 2 = /2. Plug this into (30), we have
This
Also, from (44) and (44), for 1 = 2 = /2,
B. Proof of Theorem 2
Proof. Similar to the proof of Theorem 1, letx = g( f (x)).
As before, 1 n B x −x 2 2 ≤ δ. Following the same initial steps as those used in the proof of Theorem 1, and noting that by the the triangle inequality,
Given 1 > 0 and 2 > 0 and x ∈ R Bn , define events E 1 and E 2 as (28) and (29) , respectively. Conditioned on E 1 ∩ E 2 , since bothx andx are in the codebook of the code, it follows from (27) that
x −x 2 2 − n Bρ 2 2 ≤ x −x 2 2 + n Bρ 2 1 + 2z 2 .
But,
where the last line follows since the compression code operates at distortion δ. Setting 1 = 2 = 2 /4, and noting that by assumption z 2 √ n ≤ σ z , the desired result follows. Bounding P(E c 1 ∪ E c 2 ) can be done exactly as in the proof of Theorem 1.
C. Proof of Theorem 3
Proof. Assume that 1 n B
x − x t 2 2 ≤ δ does not hold at iteration t. Then to prove the theorem, we need to show that eqrefeq:iterations-thm2 holds. At step t, given x t , define the error vector and its normalized version as
respectively. By this definition, for i = 1, . . . , B, the i -th block of each of these error vectors can be written as
Moreover, since by assumption 1 . . . , B and j = 1, . . . , n, since for all 
and, similarly,
Since x t +1 is the closest codeword to s t +1 in C, andx is also in C, it follows that
But
Therefore, along with (55),
This is
where (a) and (b) follow from s t +1
in (52) , the first two terms at the end of (58) can be written as
where, for j = 1, . . . , n, random variables U j and V j are defined as
respectively. Thus, Eq. (59), i.e., the first two terms of (58), becomes,
Impose the Cauchy-Schwarz inequality on the third term in (58) , i.e.,
which is
Dividing both sides by θ t +1 2 ,
In the following, we first bound the first term in (65) using the Theorem 6.
• Bounds using Bernstein type inequality.
Note that (U j , V j ), j = 1, . . . , n, are i.i.d. jointly Gaussian, such that
By Lemma 2, since U j and V j are Gaussian random variables, U j V j is a sub-exponential random variable and
On the other hand, (θ t i j ) 2 and (θ t +1 i j ) 2 are bounded as (53),
where K = 8/3. Define the set of possible normalized error vectors of interest as follows
Employing Theorem 6 and (60), for a fixed (θ ,θ ) ∈ F 2 , we have
where since w j = 1 n , j = 1, . . . , n, in Theorem 6, w 2 2 = w ∞ = 1/n. This leads to the final results in (69). • Derive the union bound.
Given λ > 0, define event E 1 as follows
Note theθ i jθ i j in (70) is different andθ i jθ i j in (69), where the one in (70) can be any value in a set F , but the one in (69) is a fixed value. Let {E c i } 3 i=1 denote the complementary event of E i , and we need to consider all values in the set F . Combining the union bound with (69) yields
where the second step follows because |F | ≤ |C| 2 ≤ 2 2n Br . Note that by assumption, δ ≤ 16ρ 2 /3 and 0 < λ < 0.5. Therefore, λδ 2Kρ 2 = 3λδ 16ρ 2 ≤ λ < 1. Therefore, (71) can be simplified as
Conditioned on E 1 , Eq. (65) becomes
For fixedθ =θ , (69) yields
Using the same procedure, we can derive a counterpart to the above bound as follows
Given 1 > 0, define event E 2 as
Note that by the definition of δ, we have
From (40) , we have
Conditioned on E 2 , we have
Given 2 > 0, define event E 3 as
Combining (75) with the union bound, we have
(81)
Combining (72), (78) and (81), it follows that
Setting 1 = δ/ρ 2 and 2 = 1, it follows that min n 2 1 4K 2 ,
where the last line follows because δ ≤ 2Kρ 2 by assumption. Furthermore,
(86)
Hence, from (82), for t = 0, 1, . . .,
(88)
D. Proof of Theorem 4
Proof. Define the error vector and the normalized error vector as (51) and (52) , respectively. Using the same procedure as the one used in deriving (58) , and noting that unlike in (58) , here, the measurements are noisy and y
Define the set of all possible normalized error vectors F as in (68). Then, given λ > 0, 1 > 0 and 2 > 0, define events E 1 E 2 and E 3 as (70), (76) and (80), respectively. Conditioned on E 1 ∩ E 2 ∩ E 3 , using (82), (89) and setting 1 and 2 as before, it follow that θ k+1
To finish the proof we need to bound
Then, conditioned on E 1 ∩ E 2 ∩ E 3 ∩ E z , from (90), we have
which is the desired bound. The final step is to bound Pr(E c z ).
(93)
. κ is a zero-mean Gaussian vector; let κ i 1 , κ i 2 denote the i th 1 and i th 2 elements in κ, respectively. We have
where D j 1 ,(i 1 ,i 1 ) denotes the (i 1 , i 1 ) th element in matrix D i andθ k+1 j 1 ,i 1 denotes the i th 1 element in the vectorθ k+1 j 1 , similar for D j 2 ,(i 2 ,i 2 ) andθ k+1 j 2 ,i 2 . Since E D j 1 ,(i 1 ,i 1 ) D j 2 ,(i 2 ,i 2 ) = 0, unless j 1 = j 2 and i 1 = i 2 . Hence, for i 1 = i 2 ,
Therefore, in summary, for a fixed vectorθ
is a zero-mean Gaussian vector in R n with independent entries. The variance of element i , κ i , is characterized in (95). Therefore, κ i z i are independent sub-exponential random variables. Moreover, as proved in the proof of Theorem 3, since by assumption θ k 2 ≥ √ n Bδ and θ k+1 2 ≥ √ n Bδ, for j = 1, . . . , B and i = 1, . . . , n, we have
Hence,
Let K = 8 3 , using Theorem 6,
where the last line follows since 2 z √ δ < ρ. Combining (97) with the union bound finishes the proof. 
Assume that 1 n B
x − x t 2 2 ≥ δ. We need to prove that
holds with high probability.
Using a derivation similar to (58) in Section V-C and noting that in GAP
xi − x t +1
Next, we find the expected value of P j . Note that
Moreover, by symmetry of the distributions,
Combing (106) and (107), it follows that
On the other hand, for i 1 = n 2 , since D i 1 j and D i 2 j have symmetric distributions around zero, and are independent, we have
Hence, inserting (108) and (109) in (105), we have
These results show that (102) includes the sum of n independent bounded random variables. Therefore, using the Hoeffding's inequality, for fixedθ t andθ t +1 , for any λ > 0, we have
Note that by assumption
Therefore, as argued before, for i = 1, . . . , B and j = 1, . . . , n in the proof of Theorem 3,
Using the bounds in (113) and (113), it follows that
Hence, from (111), for fixedθ t andθ t +1 , for any λ > 0, we have
where the set of normalized error vectors F is defined before in (68). Then, by the union bound, we have
We next bound the last term in (101). Note that
For a fixedθ t +1 , and j = 1, . . . , n, define random variable Q j as
Note that
where the last line follows from (108) and (109). Therefore,
Hence, by the Cauchy-Schwartz inequality,
Moreover, applying the Cauchy-Schwartz inequality twice, it follows that
Hence, Q j , j = 1, . . . , n, are bounded independent random variables. Therefore, by the Hoeffding's inequality, it follows that, for any λ > 0,
But, from (113), it follows that
Letting
we have from (124) that
Define event E 2 as
Then, using (126), (122) and the union bound, we have
Finally, condition on E 1 ∩ E 2 , it follows from (99) that 
VI. CONCLUSIONS
We have studied the problem of snapshot compressive sensing that rises in many modern compressive imaging applications. In such systems multiple signal frames are combined with each other, such that elements with the same (spatial, physical, etc.) locations are linearly combined together to form the measured signal frame. Therefore, the measured frame has the same dimensions of a single signal frame. A compressionbased framework has been developed to theoretically analyze the snapshot compressive sensing systems. We have proposed two efficient recovery algorithms that reconstruct a high dimensional signal from its snapshot measurements. The proposed algorithms are compression-based recovery schemes that are theoretically proved to converge to the desired solution. Our simulation results for video snapshot CS show that the proposed methods achieve state-of-the art performance.
The proposed algorithms can be utilized in various snapshot compressive sensing applications, including videos, hyperspectral images, 3D scene compressive imaging [58] , [59] and so on, thus filled the gap between existing compressive sensing theories and practical applications. We expect our proposed compression-based framework to be applied to and to inspire compressed sensing systems that capture ultrafast [5] and ultrahigh dimensional [24] , [60] , [61] data, and thus enable more advanced exploration of information in the nature.
APPENDIX DETAILS OF GAP-NLS
One drawback of the JPEG-based MPEG compression is that, since it relies on discrete Cosine transformation (DCT) of individual local patches, it does not exploit nonlocal similarities. In this section, we detail the proposed GAP-NLS algorithm. More specifically, we describe the encoder and decoder of the proposed compression code (NLS) that exploits nonlocal structures in videos. Fig. 4 depicts our proposed NLS encoder/decoder. The encoding operation includes performing the following steps:
i) Divide the 3D video X ∈ R n x ×n y ×B into small overlapping blocks X q ∈ R p x × p y ×B , q = 1, . . . , Q, where Q denotes the number of such small 3D blocks. ii) For each reference block, X q , find its "similar" blocks between the remaining Q − 1 blocks. The similarity between two blocks is measured in terms of their 2 -norm distance. For X q , the encoder picks its G most similar blocks, thus forms a 4-way tensorX q ∈ R p x × p y ×B×G . These similar blocks are sorted based on their 2 -norm distances, from the smallest to the largest and thus the reference block is always the first one. iii) Apply 4D DCT (discrete Cosine transformation) to each 4D block group, and derive the 4D coefficients for each block group. For each group of blocks, since the blocks are very similar, the coefficients will be sparse in the transform domain. iv) Set the coefficients with small amplitudes to zero. More specifically, the encoder only keeps p x p y B (out of p x p y bG) coefficients with largest amplitudes for each block group. In total, there will be p x p y B Q non-zero coefficients for the entire video since there are Q 3D blocks. v) Encode the remaining p x p y B Q non-zero coefficients and their corresponding locations and their group indices. Note that there are significant redundancies in this encoder since each pixel has been encoded many times, which will help the decoder to achieve videos with higher quality.
Correspondingly, the decoder includes the following steps. i) Decode the non-zero coefficients and their corresponding locations and group indices. ii) Fill in the zero coefficients to get the coefficients of 4D block groups. iii) Perform inverse 4D DCT to the coefficients of each 4D block group. iv) Put the blocks back to the original locations and aggregate these blocks (taking average value of each pixel) to achieve the decoded video.
