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BRANCH CONTINUATION INSIDE THE ESSENTIAL SPECTRUM FOR
THE NONLINEAR SCHRO¨DINGER EQUATION
GILLES EVE´QUOZ AND TOBIAS WETH
Dedicated to Paul H. Rabinowitz with admiration and appreciation
Abstract. We consider the nonlinear stationary Schro¨dinger equation
−∆u− λu = Q(x)|u|p−2u, in RN
in the case where N ≥ 3, p is a superlinear, subcritical exponent, Q is a bounded, nonnega-
tive and nontrivial weight function with compact support in RN and λ ∈ R is a parameter.
Under further restrictions either on the exponent p or on the shape of Q, we establish the
existence of a continuous branch C of nontrivial solutions to this equation which intersects
{λ} × Ls(RN ) for every λ ∈ (−∞, λQ) and s >
2N
N−1
. Here λQ > 0 is an explicit positive
constant which only depends on N and diam(supp Q). In particular, the set of values λ
along the branch enters the essential spectrum of the operator −∆.
1. Introduction and main result
The present paper is concerned with nonlinear Schro¨dinger equations of the type
(1.1) −∆u+ V (x)u −Q(x)|u|p−2u = λu, x ∈ RN ,
where p > 2, V ∈ L∞(RN ) is a linear external potential, Q ∈ L∞(RN ) is a nonnegative
weight function and λ ∈ R is a parameter. Within the last four decades, there has been a
huge amount of work on equations of this form, whereas the majority of papers is devoted
to the existence and multiplicity of weak solutions u ∈ H1(RN ) for fixed λ satisfying the
assumption
(1.2) λ < λess := inf σess(−∆+ V ),
where σess(−∆ + V ) denotes the essential spectrum of the Schro¨dinger operator −∆ + V .
In particular, we wish to point out the classical papers [7, 8, 13, 18, 31]. Our present paper is
motivated by a somewhat different viewpoint focusing on properties of λ-dependent solution
families for λ close to λess. Starting with the pioneering works of Stuart [34–36], the role of
λess as a bifurcation point for solutions of (1.1) has been studied extensively in the past. For
s ≥ 1, we will call the value λess ∈ R an Ls-bifurcation point for (1.1) if there is a sequence
(λk, uk)k in (−∞, λess)× Ls(RN ) such that uk solves (1.1) with λ = λk for every k ∈ N and
(λk, uk) → (λess, 0) in R × Ls(RN ). Necessary and sufficient conditions on Q, p and s for
Ls-bifurcation at λess were established e.g. in [3, 10, 33, 38, 46]. For further results, we refer
the reader to the illuminating survey [40].
The most general results on bifurcation sequences converging to (λess, 0) ∈ R × Ls(RN )
were obtained by variational methods. On the other hand, purely variational arguments do
not give rise to continua of solutions in R×Ls(RN ) emanating from (λess, 0). Consequently,
several different arguments have been applied in the past to construct continua of this type.
We mention in particular bounded domain approximation [41], shooting methods [43], rescal-
ing arguments combined with the implicit function theorem [37] and generalizations of the
Poincare´-Melnikov method [2–4, 28, 39]. These methods rely on rather specific additional as-
sumptions, and no general abstract method is available for the study of continuous bifurcation
branches emanating from points in the essential spectrum of a linear operator. In contrast,
the global branching properties of the pure point spectrum of an operator with compact re-
solvent have been analyzed in great detail by means of a degree theoretic approach, which
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has been introduced by Rabinowitz in his classical paper [30] and has been developed further
e.g. by Dancer in [11, 12].
The present paper is concerned with continua of solutions in the case where N ≥ 3, V ≡ 0,
Q ∈ L∞(RN ) is a nonnegative function with compact support and p is subcritical, i.e.,
2 < p < 2∗ := 2N
N−2 . In this case, (1.1) reduces to
(1.3) −∆u − λu = Q(x)|u|p−2u, x ∈ RN ,
and it follows from [38, p. 526–527] that λess = 0 is no L
s(RN )-bifurcation point for (1.3) for
s ≥ max{1, N(p−2)2 }. Nevertheless, we shall see that, for a range of subcritical exponents p,
there exists solution branches which can be continued to values λ > 0, i.e., to values inside
σess(−∆). For λ > 0, these solutions are not in H1(RN ), but they remain in Ls(RN ) for
s > 2N
N−1 , and the branches will be continuous with respect to the L
s-norm.
To state our main result, we introduce the following notation. If E is a normed vector
space and I ⊂ R is an interval, a connected subset C of I ×E will be called a global branch in
I×E if C intersects {t}×E nontrivially for every t ∈ I. For 1 ≤ s ≤ ∞ we denote by Lsc(RN )
the (equivalence class of) functions in Ls(RN ) having compact support in RN . Moreover,
for N ≥ 3, we denote by 2∗ := 2N
N−2 the critical Sobolev exponent. In our main result, the
following (alternative) assumptions will be used.
(A1) 2 < p < 2
∗
2 + 1 =
2(N−1)
N−2 , and Q ∈ L∞c (RN ) \ {0} is a nonnegative function.
(A2) 2 < p < 2∗, and Q ∈ L∞c (RN ) has the form
(1.4) Q(x) = β(x)dist(x,RN \Ω)α for all x ∈ RN ,
with some α > 0, a bounded open set Ω of class C1 and a positive function β ∈ C(RN ).
We remark that in assumption (A2) it clearly suffices to assume that β is continuous on
Ω, since then it can be extended arbitrarily to a function β ∈ C(RN ) and (1.4) still holds.
Theorem 1.1. Suppose that N ≥ 3, and that (A1) or (A2) holds. Then there exists λQ > 0
– depending only on N and diam(supp Q) – such that, for any Λ∗ ∈ (0, λQ), (1.3) admits
a global branch C of nontrivial strong solutions in (−∞,Λ∗] × Ls(RN ) for all s > 2N
N−1 .
Moreover, if (λ, u) ∈ C, then we have:
(i) u ∈ C1,γloc (RN ) for all γ ∈ (0, 1);
(ii) If λ ≤ 0, then u is positive on RN ;
(iii) If λ > 0, then u is positive on supp Q and changes sign in RN \ supp Q.
Explicitly, λQ is given by
λQ =

 y(1)N−22
diam(supp Q)


2
,
where y
(1)
N−2
2
is the first positive zero of YN−2
2
, the Bessel function of the second kind of order
N−2
2 .
We remark that the mere existence of solutions of (1.3) for fixed λ > 0 has been proved in
the recent papers [16, 17], see also [15]. In the case λ > 0, (1.3) is usually called the nonlin-
ear Helmholtz equation, and it is well known that this equation does not admit solutions in
L2(RN ). Consequently, the variational structure of (1.3) is only formal in this case, since the
associated energy functional contains the square of the L2(RN )-norm. In the papers [16, 17],
different methods have been used to reformulate the problem and to recover a valid varia-
tional setting. In [16], for compactly supported Q (and a more general class of superlinear
nonlinearities f compactly supported in space), we used a Dirichlet-to-Neumann map asso-
ciated to the exterior problem for the linear Helmholtz equation to recast the problem in a
variational setting in the space H1(BR(0)) for some R > 0. Moreover, in [17] we have set up
a dual variational framework for equation (1.3) in the case λ > 0 which also allows to study
noncompactly supported weight functions Q. More precisely, using resolvent estimates for
the linear Helmholtz operator, we have reformulated (1.3) as a (generalized) integral equation
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in v := Q
1
p′ |u|p−2u which has a variational structure in Lp′(RN ), where p′ := p
p−1 denotes
the conjugate exponent of p.
In the present paper, we will also use a reformulation of (1.3) as an integral equation, but
instead of variational methods we will apply fixed point index calculations and the Leray-
Schauder continuation principle to the reformulated problem in order to construct global
solution branches. The main difficulty within this approach is the existence of a priori bounds.
It clearly follows from the multiplicity results in [16, 17] that the set of all solutions of (1.3)
is unbounded in Lp(RN ) for fixed λ > 0. Hence we need to restrict our attention to values λ
sufficiently close to 0 and to a subclass of ‘admissible solutions’ which are positive on supp Q.
We then use two different methods in order to derive a priori bounds. The first one is based
on testing the equation with the first eigenfunction of an associated weighted eigenvalue
problem and using bootstrap arguments. In the more classical context of semilinear Dirichlet
problems on bounded domains, this method goes back to [9]. This method only applies for
a restricted range of exponents as considered in assumption (A1), but it does not require
further conditions on the shape of Q. The second method is a contradiction argument based
on a rescaling procedure and on Liouville type theorems for the corresponding limit problems.
In the context of semilinear Dirichlet problems on bounded domains, this argument goes back
to [21] and has also been applied to indefinite problems, see e.g. [1, 6, 32]. Our approach is
based on a relatively recent Liouville theorem in [14] which, in the context of the present
problem, leads to the assumption in (A2) on the shape of Q near the boundary of its support.
On the other hand, in contrast to the first method, it allows to consider the full range of
subcritical exponents p.
We wish to point out three questions left open by Theorem 1.1. First, we do not know
whether the global branches provided in Theorem 1.1 can be continued to values λ ≥ λQ.
Second, in the case N = 2 we cannot expect a result like Theorem 1.1 to hold, since branches
of solutions which are positive on suppQ cannot intersect {0} × Ls(RN ) for any s ∈ [1,∞].
Indeed, for λ = 0, every solution of (1.3) which is positive on suppQ is superharmonic,
and there do not exist bounded nonconstant superharmonic functions in the case N = 2.
It is therefore an open question, which function space is most suitable to analyze solution
branches in the case N = 2. The third open problem is concerned with the case where Q is not
compactly supported. At this point we have no idea how to obtain suitable a priori bounds in
this case, and the local positivity property defining the subclass of admissible solutions also
needs to be defined in a different way.
Finally, we wish to mention related work of Heinz [22] who constructed global continuous
branches of radial solutions with a prescribed number of zeros for (1.3) with λ > 0, in the
case where Q is negative and of the form Q(x) = −ef(|x|) with a positive and nondecreasing
function f . We note that equation (1.3) is usually called sublinear when Q is negative. For
a similar one-dimensional sublinear problem, a continuous branch of positive solutions was
already exhibited by Ku¨pper in [24]. For more general sublinear equations, positive solution
branches have also been detected by Giacomoni in [20].
The paper is organized as follows. In Section 2, we collect useful estimates for the funda-
mental solutions of the operators −∆− λ, λ ∈ R and the corresponding resolvent operators.
In Section 3, we prove some upper and lower L∞-estimates which apply to nontrivial solutions
u ∈ L2∗(RN ) of (1.3) and which are locally uniform in λ ∈ R. In Section 4, we reformulate
our problem as an integral equation in the space of continuous functions on suppQ, and we
establish a priori bounds for positive solutions of this problem in the case where λ < λQ and
one of the assumptions (A1) or (A2) is satisfied. In Section 5, we then complete the proof of
Theorem 1.1 by means of fixed point index calculations and the Leray-Schauder continuation
principle. Finally, in the appendix we state a result from general topology which is used in
Theorem 1.1 in order to pass to unbounded solution branches.
2. Notation and preliminary results
Throughout the paper, we assume that N ≥ 3, and we let 2∗ := 2N
N−2 denote the critical
Sobolev exponent. For λ ∈ R, we consider the following real-valued fundamental solution of
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the operator −∆− λ on RN , see e.g. [19]:
Ψλ(x) =


1
2π
(√
|λ|
2π|x|
)N−2
2
KN−2
2
(√
|λ| |x|
)
, λ < 0
Γ(N−22 )
4π
N
2
|x|2−N , λ = 0
− 14
( √
λ
2π|x|
)N−2
2
YN−2
2
(√
λ |x|
)
, λ > 0.
Here Yν denotes the Bessel function of the second kind and Kν denotes the Macdonald
function (or Bessel function of the third kind) of order ν. In the following, we let S denote
the usual Schwartz space of rapidly decreasing functions. The functions Ψλ generate linear
operators
(2.1) S → C∞(RN ), f 7→ Ψλ ∗ f,
where ∗ denotes the usual convolution. For f ∈ S, the function u := Ψλ ∗ f ∈ C∞(RN )
solves the inhomogeneous equation −∆u − λu = f and satisfies the decay estimate |u(x)| =
O
(
|x| 1−N2
)
. We point out that, for λ > 0, Ψλ is the real part of the function
x 7→ i
4
( √
λ
2π|x|
)N−2
2
H
(1)
N−2
2
(√
λ |x|)
which is the usual fundamental solution of the Helmholtz operator associated with Sommer-
feld’s (outward) radiation condition, see e.g. [17, Section 2]. Here H
(1)
N−2
2
denotes the Hankel
function of the first kind of order N−22 . In contrast, Ψλ should be seen as the fundamental
solution associated with standing wave solutions of the linear (inhomogeneous) Helmholtz
equation.
We need some estimates for the functions Ψλ. If ν ≥ 0, we denote by y(1)ν the first positive
zero of the function Yν . Moreover, we put
(2.2) γN :=


1, N = 3,
− π
Γ(N−22 )
(
1
2y
(1)
N−4
2
)N−2
2
YN−2
2
(
y
(1)
N−4
2
)
, N ≥ 4.
Lemma 2.1.
(i) For all x ∈ RN \ {0}, the function R→ R, λ 7→ Ψλ(x) is continuous.
(ii) For λ ≤ 0 and x ∈ RN we have 0 < Ψλ(x) ≤ Ψ0(x).
(iii) For λ > 0 and x ∈ RN with
√
λ|x| < y(1)N−2
2
we have 0 < Ψλ(x) ≤ γNΨ0(x).
(iv) For every Λ∗,Λ∗, r0 > 0 satisfying
√
Λ∗r0 < y
(1)
N−2
2
there exists ε0 = ε0(Λ∗,Λ∗, r0) > 0
such that
Ψλ(x) ≥ ε0Ψ0(x) for x ∈ RN with |x| ≤ r0 and λ ∈ [−Λ∗,Λ∗].
(v) There exists a constant ζN ≥ 0 such that
|Ψλ(x)| ≤ γNΨ0(x) + ζN λ
N−3
4 |x| 1−N2 for all x ∈ RN , λ > 0.
If N = 3 the estimate holds with ζN = 0.
Proof. For r > 0, we consider the functions
ψr : R→ R, ψr(λ) :=


2
Γ(N−22 )
(√|λ| r
2
)N−2
2
KN−2
2
(√
|λ| r
)
, λ < 0,
− π
Γ(N−22 )
(√λ r
2
)N−2
2
YN−2
2
(√
λ r
)
, λ > 0,
1, λ = 0.
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The asymptotics of the Bessel functions Kν and Yν for small positive argument (see, e.g., [25,
Eq. (5.16.2) and (5.16.4)]) imply that
lim
λ→0
ψr(λ) = 1 = ψr(0) for all r > 0,
so the functions ψr are continuous. Moreover, by definition we have
(2.3) Ψλ(x) = ψ|x|(λ)Ψ0(x) for x ∈ RN \ {0} and λ ∈ R,
and thus we obtain assertion (i).
Next we note that the function KN−2
2
is strictly positive on (0,∞) and the function YN−2
2
is strictly negative in the range (0, y
(1)
N−2
2
) (see [25, p. 135–136]). Therefore, for x ∈ RN \ {0}
we have
Ψλ(x) > 0 if λ ≤ 0 or λ > 0 and
√
λ|x| < y(1)N−2
2
.
This proves the first inequality in (ii) and (iii). To prove the other inequality, we first consider
the case N = 3. In this case, using [25, Eq. (5.8.4) and (5.8.5)], we find that
(2.4) ψr(λ) = e
−
√
|λ|r for λ < 0 and ψr(λ) = cos
(√
λ r
)
for λ > 0.
In particular, ψr(λ) ≤ 1 = ψr(0) for λ ∈ R, r > 0, showing that Ψλ(x) ≤ Ψ0(x) for all λ
and x. This concludes the proof of (ii) and (iii) in dimension N = 3. When N ≥ 4, we
differentiate ψr and obtain
(2.5)
d
d
√|λ|ψr(λ) =


− 2r
Γ(N−22 )
(√
|λ| r
2
)N−2
2
KN−4
2
(√
|λ| r
)
, λ < 0,
− πr
Γ(N−22 )
(√
λ r
2
)N−2
2
YN−4
2
(√
λ r
)
, λ > 0.
Using again the positivity of Kν for ν ≥ 0, we deduce that ψr(λ) ≤ ψr(0) = 1, and therefore
Ψλ(x) ≤ Ψ0(x), for all λ ≤ 0 and all r > 0, x ∈ RN . For λ > 0, we use the fact that the zeros
of YN−4
2
and YN−2
2
are interlaced with y
(1)
N−4
2
< y
(1)
N−2
2
(see [42, Sec. 15.22]), whereas YN−4
2
is
negative in (0, y
(1)
N−4
2
) and positive in (y
(1)
N−4
2
, y
(1)
N−2
2
). Hence (2.5) gives
(2.6) 0 ≤ ψr(λ) ≤ ψr
(
r−2
(
y
(1)
N−4
2
)2)
= − π
Γ(N−22 )
(
1
2y
(1)
N−4
2
)N−2
2
YN−2
2
(
y
(1)
N−4
2
)
= γN
for λ > 0 with
√
λr ≤ y(1)N−2
2
. Combining this with (2.3), we infer that
Ψλ(x) ≤ γNΨ0(x) for x ∈ RN and λ > 0 with 0 <
√
λ|x| ≤ y(1)N−2
2
.
Hence, assertions (ii) and (iii) also hold in the case N ≥ 4.
Let us now fix Λ∗,Λ∗, r0 > 0 such that
√
Λ∗ r0 < y
(1)
N−2
2
. As a consequence of (2.4), (2.5)
and the fact that
d
dr
ψr(λ) =
√
|λ|
r
d
d
√
|λ|ψr(λ) < 0 for λ < 0, r > 0,
we see that
(2.7) ψr(λ) ≥ ψr(−Λ∗) ≥ ψr0(−Λ∗) > 0 for 0 ≥ λ ≥ −Λ∗ and 0 < r ≤ r0.
On the other hand, if λ > 0, then (2.4) and (2.5) imply that
(2.8) ψr(λ) ≥ min{1, ψr0(Λ∗)} > 0 for λ ≤ Λ∗ and 0 < r ≤ r0,
since ψr(0) = 1 and
√
λ r ≤ √Λ∗ r0 < y(1)N−2
2
. Setting ε0 = min{1, ψr0(−Λ∗), ψr0(Λ∗)}, we
then deduce from (2.3), (2.7) and (2.8) that
Ψλ(x) ≥ ε0Ψ0(x) for x ∈ RN with 0 < |x| ≤ r0 and λ ∈ [−Λ∗,Λ∗],
thus proving (iv).
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It remains to prove (v). In the case where N = 3, (2.3) and (2.4) readily give
|Ψλ(x)| ≤ Ψ0(x) for λ > 0 and x ∈ RN \ {0}.
In the case where N ≥ 4, we let
χ(t) := − π
Γ(N−22 )
(
t
2
)N−2
2
YN−2
2
(t) for t > 0 and χ(0) = 1.
From our above considerations, we see that χ is continuous on [0,∞). Moreover, (2.6) and
the identity ψr(λ) = χ(
√
λr), for r > 0, λ ≥ 0 imply that
0 ≤ χ(t) ≤ γN for 0 ≤ t ≤ y(1)N−2
2
.
Furthermore, the asymptotics of YN−2
2
yield lim sup
t→∞
t−
N−3
2 |χ(t)| <∞ (see [25, Eq. (5.16.2)]).
Therefore, we can find some constant ζ˜N > 0 such that |χ(t)| ≤ γN+ζ˜N tN−32 for all t ≥ 0. The
conclusion follows by setting ζN = ζ˜N
4π
N−2
2
Γ(N−22 )
and by noticing that Ψλ(x) = χ(
√
λ|x|)Ψ0(x)
for x ∈ RN \ {0} and λ ≥ 0. 
In the following, we collect some fundamental properties of the resolvent operators intro-
duced in (2.1). For this it will be useful to consider their extensions to continuous linear
operators L(2
∗)′(RN )→ L2∗(RN ).
Lemma 2.2. For every λ ∈ R, the map S → C∞(RN ), f 7→ Ψλ ∗ f extends to a continuous
linear operator
Rλ : L
(2∗)′(RN )→ L2∗(RN ).
Proof. By definition, Ψ0 ∈ L NN−2 ,w(RN ), the weak L NN−2 (RN )-space. For λ ≤ 0, we may
therefore use Lemma 2.1(ii) and the weak Young inequality to see that
‖Rλ(f)‖2∗ = ‖Ψλ ∗ f‖2∗ ≤ ‖Ψ0 ∗ |f | ‖2∗ ≤ ‖Ψ0‖ N
N−2 ,w
‖f‖(2∗)′ for f ∈ L(2
∗)′(RN ),
where ‖ · ‖ N
N−2 ,w
denotes the norm in L
N
N−2 ,w(RN ). For λ > 0, the result is a special case of
a Theorem by Kenig, Ruiz and Sogge [23, Theorem 2.3]. 
The next lemma is concerned with interior elliptic estimates for solutions of the inhomo-
geneous Helmholtz equation defined via the operator Rλ.
Lemma 2.3. Let λ ∈ R, f ∈ L(2∗)′(RN ) and u := Rλ(f). Then we have:
(a) u ∈ W 2,(2∗)′
loc
(RN ) ∩ L2∗(RN ) is a strong solution of −∆u− λu = f in RN .
(b) If, in addition, f, u ∈ Lt
loc
(RN ) for some t ∈ (1,∞), then u ∈W 2,t
loc
(RN ).
Moreover, for given Λ∗,Λ∗ > 0 and 0 < r < R there exists a constant C > 0 depending
only on N, t, R, r,Λ∗ and Λ∗ such that in case −Λ∗ ≤ λ ≤ Λ∗ we have
‖u‖W 2,t(Br(x0)) ≤ C
(‖u‖Lt(BR(x0)) + ‖f‖Lt(BR(x0))) for every x0 ∈ RN .
Proof. For λ > 0 the assertions (a) and (b) follow directly from [17, Proposition A.1]. More-
over, in the case λ ≤ 0, we have u := Rλ(f) ∈ L2∗(RN ) by Lemma 2.2, and a standard
argument shows that u := Rλ(f) solves the equation −∆u − λu = f in RN in distribu-
tional sense. Therefore, exactly the same proof as in [17, Proposition A.1] (based on the
Caldero´n-Zygmund estimate) yields properties (a) and (b) also in this case. 
The next Lemma yields a uniform Lp estimate for solutions of the inhomogeneous
Helmholtz equation with compactly supported right-hand side and λ bounded from above.
Lemma 2.4. Let r0, r,Λ
∗ > 0, 2 < p ≤ 2∗ and 1 ≤ q ≤ p. Then there exists a constant
D = D(N, p, q, r0, r,Λ
∗) > 0 such that for f ∈ Lp′c (RN ) with diam(supp f) ≤ r0, λ ≤ Λ∗ and
x0 ∈ RN there holds
‖Rλ(f)‖Lq(Br(x0)) ≤ D‖f‖p′.
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Proof. Since, by Ho¨lder’s inequality,
‖u‖Lq(Br(x0)) ≤ |Br(0)|
1
q
− 1
p ‖u‖Lp(Br(x0)) for q ≤ p, r > 0, x0 ∈ RN and u ∈ Lp(Br(x0)),
it suffices to prove the estimate in the case q = p. We first note that, by Lemma 2.1(ii),(v),
we have
(2.9) |Ψλ(x)| ≤ γNΨ0(x) + ζN (Λ∗)
N−3
4 |x| 1−N2 , for all x ∈ RN , λ ≤ Λ∗,
where ζN = 0 if N = 3. Now, let f ∈ Lp′c (RN ) with diam(supp f) ≤ r0 and choose y0 ∈
supp f . If p < 2∗, Young’s inequality gives
(2.10) ‖u‖Lp(Br(x0)) = ‖Ψλ ∗ f‖Lp(Br(x0)) ≤ ‖Ψλ‖Lt(Br+r0 (x0−y0))‖f‖p′
for r > 0 and x0 ∈ RN , where 1 < t := p2 < NN−2 . Moreover, for ρ > 0, x0 ∈ RN we have(
4π
N
2
Γ
(
N−2
2
)
)t ∫
Bρ(x0)
|Ψ0(x)|t dx ≤
∫
B1(0)
|x|(2−N)t dx+
∫
Bρ(x0)\B1(0)
|x|(2−N)t dx
≤ |S
N−1|
(N − (N − 2)t) + |S
N−1|ρN
and, if N ≥ 4,∫
Bρ(x0)
(
|x| 1−N2
)t
dx ≤
∫
B1(0)
|x| t(1−N)2 dx+
∫
Bρ(x0)\B1(0)
|x| t(1−N)2 dx
≤ |S
N−1|
(N − t (N−1)2 )
+ |SN−1|ρN .(2.11)
Combining these estimates with (2.9), we infer that ‖Ψλ‖Lt(Br+r0 (x0−y0)) is bounded above
by a constant D = D(N, p, q, r0, r,Λ
∗) > 0, and thus (2.10) yields the claim. In case p = 2∗
we find, using the weak Young inequality,
(2.12) ‖u‖L2∗(Br(x0)) = ‖Ψλ ∗ f‖L2∗(Br(x0)) ≤ ‖Ψλ‖L NN−2 ,w(Br+r0(x0−y0))
‖f‖(2∗)′ ,
where L
N
N−2 ,w(Br+r0(x0 − y0)) denotes the weak L
N
N−2 (Br+r0(x0 − y0))-space. Since
Ψ0 ∈ L NN−2 ,w(RN ) and (2.11) also holds for t = NN−2 , we infer from (2.9) that
‖Ψλ‖
L
N
N−2
,w
(Br+r0(x0−y0))
is bounded above by a constant D = D(N, p, q, r0, r,Λ
∗) > 0, and
thus (2.12) yields the claim in this case. 
3. Some bounds for arbitrary solutions of the nonlinear problem
For the remainder of the paper, we fix a function Q ∈ L∞c (RN )\{0} with Q ≥ 0 a.e. on
R
N . Moreover, we set
(3.1) rQ := diam(supp Q) ∈ (0,∞).
We note that for f ∈ L1loc(RN ) we then have Qf ∈ L1c(RN ), and therefore Rλ(Qf) is given
as the convolution Ψλ ∗ (Qf) a.e. on RN . In the following, we consider nonlinear fixed point
problems of the form
(3.2) u = Rλ
(
Q|u|p−2u+ ϕ) = Ψλ ∗ (Q|u|p−2u+ ϕ) , u ∈ Lploc(RN )
with p > 2 and a given function ϕ ∈ L∞c (RN ). We point out that, if 2 < p < 2∗ and u is a
solution of (3.2), then we have Q|u|p−2u+ ϕ ∈ Lp′c (RN ) ⊂ L(2
∗)′(RN ), and thus Lemma 2.3
implies that u ∈W 2,(2∗)′loc (RN ) ∩ L2
∗
(RN ) is a strong solution of
−∆u− λu = Q(x)|u|p−2u+ ϕ in RN .
In particular, in the case ϕ ≡ 0, u is a strong solution of (1.3). We first need a relative L∞
estimate for solutions of (3.2).
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Proposition 3.1. Let 2 < p < 2∗, Λ∗, Λ∗ > 0 and λ ∈ [−Λ∗,Λ∗], ϕ ∈ L∞c (RN ) be given.
Then every solution u ∈ Lploc(RN ) of (3.2) is contained in L∞(RN ) ∩W 2,tloc (RN ) ∩ C1,γloc (RN )
for all t ∈ [1,∞), γ ∈ (0, 1). Moreover, there exist constants
C = C
(
N, p, rQ,Λ
∗,Λ∗, ‖Q‖∞
)
> 0 and m = m(N, p) ∈ N
independent of u, ϕ and λ such that
(3.3) ‖u‖∞ ≤ C
(
‖Q|u|p−2u‖p′ + ‖Q|u|p−2u‖(p−1)
m
p′ + ‖ϕ‖∞ + ‖ϕ‖(p−1)
m
∞
)
.
Proof. Let f = Q|u|p−2u, so that u solves the equation u = Rλ(f + ϕ). Consider a strictly
decreasing sequence (Rk)k∈N0 of positive radii satisfying R0 = 2 and Rk > 1 for all k. Let
x0 ∈ RN , −Λ∗ ≤ λ ≤ Λ∗. By Lemma 2.3(b) with t = (2∗)′ and Lemma 2.4, we obtain
u ∈W 2,(2∗)′loc (RN ) and constants C˜0 = C˜0(N,Λ∗,Λ∗) > 0, D = D
(
N, p, rQ,Λ
∗) > 0 such that
‖u‖W 2,(2∗)′ (BR1 (x0)) ≤ C˜0
(
‖u‖L(2∗)′ (B2(x0)) + ‖f + ϕ‖L(2∗)′ (B2(x0))
)
≤ C˜0
(
D‖f + ϕ‖p′ + ‖f + ϕ‖L(2∗)′ (B2(x0))
)
≤ C0 (‖f‖p′ + ‖ϕ‖∞) ,
where C0 = C0
(
N, p, rQ,Λ
∗,Λ∗
)
.
From Sobolev’s embedding theorem, there is for every 1 ≤ q ≤ 2∗ a constant κ(0)q =
κ
(0)
q (N, q) > 0 such that
‖u‖Lq(BR1(x0)) ≤ κ(0)q C0 (‖f‖p′ + ‖ϕ‖∞) .
Consequently, with t1 :=
2∗
p−1 there holds
‖f‖Lt1(BR1(x0)) = ‖Q|u|p−2u‖Lt1(BR1(x0)) ≤ 2p−2‖Q‖∞(κ
(0)
2∗ C0)
p−1
(
‖f‖p−1p′ + ‖ϕ‖p−1∞
)
.
With Lemma 2.3(b) it follows that u ∈ W 2,t1loc (RN ) and that
‖u‖W 2,t1(BR2 (x0)) ≤ C˜1
(
‖u‖Lt1(BR1(x0)) + ‖f + ϕ‖Lt1(BR1 (x0))
)
≤ C˜1
[
κ
(0)
t1
C0 (‖f‖p′ + ‖ϕ‖∞) + ‖ϕ‖Lt1(BR1 (x0))
+ 2p−2‖Q‖∞(κ(0)2∗ C0)p−1
(
‖f‖p−1p′ + ‖ϕ‖p−1∞
)]
≤ C1
(
‖f‖p′ + ‖f‖p−1p′ + ‖ϕ‖∞ + ‖ϕ‖p−1∞
)
,
where C1 = C1
(
N, p, rQ,Λ
∗,Λ∗, ‖Q‖∞
)
.
If t1 ≥ N2 , Sobolev’s embedding theorem gives for each 1 ≤ q < ∞ the existence of a
constant κ
(1)
q = κ
(1)
q (N, p, q) > 0 such that
‖u‖Lq(BR2(x0)) ≤ κ(1)q C1
(
‖f‖p′ + ‖f‖p−1p′ + ‖ϕ‖∞ + ‖ϕ‖p−1∞
)
.
As a consequence, we obtain
‖f‖Lq(BR2(x0)) ≤ 4p−2‖Q‖∞(κ
(1)
q(p−1)C1)
p−1
(
‖f‖p−1p′ + ‖f‖(p−1)
2
p′ + ‖ϕ‖p−1∞ + ‖ϕ‖(p−1)
2
∞
)
for all 1 ≤ q <∞. From Lemma 2.3(b) we obtain u ∈ W 2,Nloc (RN ) and since R2 > 1,
‖u‖W 2,N(B1(x0)) ≤ C˜2
(
‖u‖LN(BR2 (x0)) + ‖f + ϕ‖LN(BR2 (x0))
)
≤ C˜2
{
κ
(1)
N C1
(
‖f‖p′ + ‖f‖p−1p′ + ‖ϕ‖∞ + ‖ϕ‖p−1∞
)
+ ‖ϕ‖LN(BR2(x0))
+ 4p−2‖Q‖∞(κ(1)N(p−1)C1)p−1
(
‖f‖p−1p′ + ‖f‖(p−1)
2
p′ + ‖ϕ‖p−1∞ + ‖ϕ‖(p−1)
2
∞
)}
≤ C2
(
‖f‖p′ + ‖f‖(p−1)
2
p′ + ‖ϕ‖∞ + ‖ϕ‖(p−1)
2
∞
)
,
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where C2 = C2
(
N, p, rQ,Λ
∗,Λ∗, ‖Q‖∞
)
. By Sobolev’s embedding theorem, there is a constant
κ∞ = κ∞(N) > 0 for which
‖u‖L∞(B1(x0)) ≤ κ∞C2
(
‖f‖p′ + ‖f‖(p−1)
2
p′ + ‖ϕ‖∞ + ‖ϕ‖(p−1)
2
∞
)
.
Hence the conclusion holds in this case with C = κ∞C2 and m = 2.
If t1 <
N
2 , we infer from Sobolev’s embedding theorem that
‖u‖Lq(BR2(x0)) ≤ κ(1)q C1
(
‖f‖p′ + ‖f‖p−1p′ + ‖ϕ‖∞ + ‖ϕ‖p−1∞
)
for each 1 ≤ q ≤ Nt1
N−2t1 , where κ
(1)
q = κ
(1)
q (N, p, q). Therefore, setting t2 :=
Nt1
(N−2t1)(p−1) , we
obtain
‖f‖Lt2(BR2(x0)) ≤ 4p−2‖Q‖∞(κ
(1)
t2(p−1)C1)
p−1
(
‖f‖p−1p′ + ‖f‖(p−1)
2
p′ + ‖ϕ‖p−1∞ + ‖ϕ‖(p−1)
2
∞
)
.
Using again Lemma 2.3(b), we find u ∈W 2,t2loc (RN ) and
‖u‖W 2,t2(BR3 (x0)) ≤ C˜2
(
‖u‖Lt2(BR2(x0)) + ‖f + ϕ‖Lt2(BR2 (x0))
)
≤ C˜2
{
κ
(1)
t2
C1
(
‖f‖p′ + ‖f‖p−1p′ + ‖ϕ‖∞ + ‖ϕ‖p−1∞
)
+ ‖ϕ‖Lt2(BR2(x0))
+ 4p−2‖Q‖∞(κ(1)t2(p−1)C1)
p−1
(
‖f‖p−1p′ + ‖f‖(p−1)
2
p′ + ‖ϕ‖p−1∞ + ‖ϕ‖(p−1)
2
∞
)}
≤ C2
(
‖f‖p′ + ‖f‖(p−1)
2
p′ + ‖ϕ‖∞ + ‖ϕ‖(p−1)
2
∞
)
,
where C2 = C2
(
N, p, rQ,Λ
∗,Λ∗, ‖Q‖∞
)
.
Remarking that t2 > t1, since p < 2
∗, we may iterate the procedure. At each step we find
some constant Ck = Ck
(
N, p, rQ,Λ
∗,Λ∗, ‖Q‖∞
)
such that the estimate
‖u‖W 2,tk (BRk+1 (x0)) ≤ Ck
(
‖f‖p′ + ‖f‖(p−1)
k
p′ + ‖ϕ‖∞ + ‖ϕ‖(p−1)
k
∞
)
holds and where tk is defined recursively via t0 = (2
∗)′ and tk+1 = Ntk(N−2tk)(p−1) , as long as
tk <
N
2 . Since tk+1 ≥ t1p′ tk and since t1 > p′, we reach after finitely many steps tℓ ≥ N2 ,
where ℓ only depends on N and p. Since Rk > 1 for all k, applying Lemma 2.3(b) one more
time and arguing as above, we obtain u ∈ W 2,Nloc (RN ) as well as the estimate
‖u‖W 2,N (B1(x0)) ≤ Cℓ+1
(
‖f‖p′ + ‖f‖(p−1)
ℓ+1
p′ + ‖ϕ‖∞ + ‖ϕ‖(p−1)
ℓ+1
∞
)
,
where Cℓ+1 = Cℓ+1
(
N, p, rQ,Λ
∗,Λ∗, ‖Q‖∞
)
. Then, Sobolev’s embedding theorem gives a
constant κ∞ = κ∞(N) for which
‖u‖L∞(B1(x0)) ≤ κ∞Cℓ+1
(
‖f‖p′ + ‖f‖(p−1)
ℓ+1
p′ + ‖ϕ‖∞ + ‖ϕ‖(p−1)
ℓ+1
∞
)
holds. Setting m = ℓ + 1 concludes the proof of (3.3). Applying Lemma 2.3(b) once more,
we see that u ∈ W 2,tloc (RN ) for all t <∞, and thus u ∈ C1,γloc (RN ) for all γ ∈ (0, 1). 
In the following, we let
Ω = {x ∈ RN : Q(x) > 0}
Our next aim is to obtain a lower bound on the L∞(Ω)-norm of nontrivial solutions of (3.2)
with ϕ ≡ 0. We have the following result:
Lemma 3.2. Let Λ∗ > 0, 2 < p ≤ 2∗, and let Q and Ω be as above. Then there exists a
constant δ0 = δ0
(
N, p,Λ∗, Q
)
> 0 such that
Rλ(Q|u|p−2u) 6= τu
for any λ ≤ Λ∗, τ ≥ 1 and u ∈ L∞loc(RN ) with 0 < ‖u‖L∞(Ω) ≤ δ0.
10 GILLES EVE´QUOZ AND TOBIAS WETH
Proof. Let r > 0 be such that Ω ⊂ Br(0), and let D > 0 be such that Lemma 2.4 holds with
the given values of r,Λ∗, p, q = p and r0 := rQ defined by (3.1). Moreover, put
δ0 :=
1
2
(
D‖Q‖∞
)− 1
p−2 |Ω|− 1p ,
and let u ∈ L∞loc(RN ) with ‖u‖L∞(Ω) > 0 and τ ≥ 1 be such that Rλ(Q|u|p−2u) = τu. Then
Lemma 2.4 implies that
‖u‖Lp(Ω) ≤ ‖Rλ(Q|u|p−2u)‖Lp(Ω) ≤ ‖Rλ(Q|u|p−2u)‖Lp(Br(0)) ≤ D‖Q|u|p−2u‖Lp′(RN )
≤ D‖Q‖∞‖u‖p−1Lp(Ω)
and hence,
1 ≤ D‖Q‖∞‖u‖p−2Lp(Ω) ≤ D‖Q‖∞|Ω|
p−2
p ‖u‖p−2
L∞(Ω).
We thus conclude that ‖u‖L∞(Ω) ≥
(
D‖Q‖∞
)− 1
p−2 |Ω|− 1p = 2δ0 > δ0. This shows the claim.

4. A priori bounds for nonnegative solutions
As before, we assume Q ∈ L∞c (RN ) is nonnegative, Q 6≡ 0, let Ω = {x ∈ RN : Q(x) > 0}
and rQ = diam(Ω). In this section we wish to derive L
∞-bounds on nonnegative solutions of
(3.2). For this we put
λQ :=

y(1)N−22
rQ


2
,
and we focus our attention on the range
(4.1) λ ∈ (−∞, λQ).
By Lemma 2.1(iii), it follows from (4.1) that
(4.2) Ψλ(x− y) > 0 for all x, y ∈ Ω.
As a consequence of (4.2), we immediately obtain the following positivity property for solu-
tions of (3.2).
Lemma 4.1. Let Q, rQ and λQ be as above, λ < λQ and let ϕ ∈ L∞c (RN ) be nonnegative.
Then every nonnegative nontrivial solution u ∈ Lploc(RN ) of (3.2) is strictly positive in Ω.
In the following, it will be useful to reformulate problem (3.2). For this we consider, for
λ ∈ R, the linear operator Kλ : C(Ω)→ C(Ω) defined by
(4.3) Kλ(f) = [Ψλ ∗ (Qf)]
∣∣∣
Ω
for f ∈ C(Ω).
Here and in the following, the convolution with Qf is understood by considering the trivial
extension of Qf on RN \ Ω, i.e.,
(4.4) [Ψλ ∗ (Qf)](x) =
∫
Ω
Ψλ(x− y)Q(y)f(y) dy for x ∈ RN .
Since Qf ∈ L∞(Ω) and the singularity of Ψλ is of the order Ψλ(z) = O(|z|2−N ) as z → 0, it
is easy to see that Ψλ ∗ (Qf) defines a continuous function for f ∈ C(Ω). Hence Kλ : C(Ω)→
C(Ω) is well defined. Moreover, there is a one-to-one correspondence between solutions of
(4.5) u = Ψλ ∗
(
Q|u|p−2u) , u ∈ Lploc(RN )
and solutions of the operator equation
(4.6) u = Kλ(|u|p−2u), u ∈ C(Ω).
Indeed, if u ∈ Lploc(RN ) solves (4.5), then u is continuous by Proposition 3.1, and the restric-
tion of u to Ω satisfies (4.6). On the other hand, if u ∈ C(Ω) solves (4.6), we may extend u
on RN by (4.4) with f = |u|p−2u, and then u satisfies (4.5). We need following properties of
the operators Kλ, λ ∈ R.
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Lemma 4.2. For every λ ∈ R, we have:
(a) Kλ is a compact linear operator.
(b) If λ < λQ, then Kλ is strictly positivity preserving, i.e., we have min
Ω
Kλ(f) > 0 for
every nonnegative nontrivial function f ∈ C(Ω).
Proof. (a) Choosing R > 0 such that Ω ⊂ BR(0), a standard bootstrap argument (using
Lemma 2.3 or [17, Proposition A.1]) provides the estimate
‖Ψλ ∗ (Qf) ‖W 2,N (BR(0)) ≤ C‖Qf‖∞, for all f ∈ C(Ω),
where C does not depend on f . By the Rellich-Kondrachov theorem, this implies the com-
pactness of the operator f 7→ Ψλ ∗ (Qf) between the spaces C(Ω) and C(BR(0)), and from
this the compactness of Kλ follows.
(b) If λ < λQ and f ∈ C(Ω) is nonnegative with f 6≡ 0, then (4.2) implies that Ψλ ∗ (Qf) > 0
in Ω. Since Ω is compact, it follows that min
Ω
Kλ(f) = min
Ω
Ψλ ∗ (Qf) > 0. 
We now state our first result on L∞-bounds on nonnegative solutions of (3.2). It is based
on assumption (A1) from the introduction and therefore requires a restriction of the range of
admissible exponents p.
Proposition 4.3. Let Q, Ω be as above, let 2 < p < 2
∗
2 + 1, and let Λ∗,Λ
∗ > 0 be such that
Λ∗ < λQ. Then there exists a constant C > 0 such that
(4.7) ‖u‖L∞(Ω) + t ≤ C
for all solutions (t, u) ∈ [0,∞)× C(Ω), u ≥ 0 of the problem
(4.8) u = Kλ(u
p−1 + t)
with λ ∈ [−Λ∗,Λ∗].
Proof. We first observe that, as a consequence of Lemma 4.2 and the Krein-Rutman Theorem
(see e.g. [45, Theorem 7.C]), the operator K0 has a strictly positive eigenfunction f1 ∈ C(Ω)
associated to the positive eigenvalue ν1 = r(K0) > 0, i.e., we have
K0f1 = Ψ0 ∗ (Qf1) = ν1f1.
Here r(K0) denotes the spectral radius of K0. Let λ ∈ [−Λ∗,Λ∗] and consider t ≥ 0 and
u ∈ C(Ω) nonnegative such that (4.8) holds. We first note that in case u = 0 we have
0 = Kλ(t) = tKλ(1), and this yields t = 0 by Lemma 4.2(b). We may thus assume that u 6= 0
from now on, and then Lemma 4.2(b) implies that u is strictly positive in Ω. Moreover, the
function
u0 := K0(u
p−1 + t) = Ψ0 ∗ (Qup−1 + tQ)
is also strictly positive in Ω, and by Lemma 2.1 (ii)–(iv) we have
0 < ε0Ψ0(x− y) ≤ Ψλ(x− y) ≤ γNΨ0(x − y) for x, y ∈ Ω, λ ∈ [−Λ∗,Λ∗]
and therefore
(4.9) ε0u0 ≤ u ≤ γNu0 in Ω,
where γN is given in (2.2) and ε0 = ε0(Λ∗,Λ∗, rQ) > 0. We thus find that
ν1
∫
Ω
(Qup−1 + tQ)f1 dx =
∫
Ω
(Qup−1 + tQ)[Ψ0 ∗ (Qf1)] dx =
∫
Ω
[Ψ0 ∗ (Qup−1 + tQ)](Qf1) dx
=
∫
Ω
u0(Qf1) dx ≤ 1
ε0
∫
Ω
Quf1 dx ≤ 1
ε0
(∫
Ω
Qup−1f1 dx
) 1
p−1
(∫
Ω
Qf1 dx
) p−2
p−1
,
using Ho¨lder’s inequality. As a consequence,∫
Ω
Qup−1f1 dx ≤ 1
(ε0ν1)
p−1
p−2
∫
Ω
Qf1 dx,
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and since min
Ω
f1 > 0, we obtain the estimates∫
Ω
Qup−1 dx ≤ 1
min
Ω
f1 (ε0ν1)
p−1
p−2
∫
Ω
Qf1 dx =: κ1,(4.10)
t ≤ 1
(ε0ν1)
p−1
p−2
=: κ2,(4.11)
noting that κ1, κ2 are independent of λ ∈ [−Λ∗,Λ∗]. In particular, setting v := Qup−1 + tQ,
we find that
(4.12) ‖v‖L1(Ω) ≤ κ1 + κ2‖Q‖L1(Ω),
and that
(4.13) ‖v‖Lp′(Ω) ≤ ‖Q‖
1
p
L∞(Ω)
(∫
Ω
Qup dx
) 1
p′
+ κ2‖Q‖Lp′(Ω).
Using (4.9), (4.12) and (4.13) together with the fact that u0 := Ψ0 ∗ v in Ω, we find that∫
Ω
Qup dx ≤
∫
Ω
Qup dx+ t
∫
Ω
Qudx ≤ γN
∫
Ω
vu0 dx = γN
∫
Ω
v (Ψ0 ∗ v) dx
≤ γN‖Ψ0‖ N
N−2 ,w
‖v‖2
L(2
∗)′ (Ω)
≤ γN‖Ψ0‖ N
N−2 ,w
‖v‖2−2α
L1(Ω)‖v‖2αLp′(Ω)
≤ γN‖Ψ0‖ N
N−2 ,w
(
κ1 + κ2‖Q‖L1(Ω)
)2−2α(
‖Q‖
1
p
L∞(Ω)
(∫
Ω
Qup dx
) 1
p′
+ κ2‖Q‖Lp′(Ω)
)2α
.
Here, as in the proof of Lemma 2.2, ‖Ψ0‖ N
N−2 ,w
denotes the weak L
N
N−2 ,w(RN )-norm of
Ψ0, and the weak Young inequality has been used. Moreover, the exponent α arising from
interpolation via Ho¨lder’s inequality is given by α =
1− 1
(2∗)′
1− 1
p′
. Since by assumption p < 2
∗
2 +1,
it follows that 2α
p′
∈ (0, 1). It thus follows from the latter estimate that there exists a constant
κ3 > 0, depending only on N , Q and p but not on λ ∈ [−Λ∗,Λ∗] and u, such that
(4.14)
∫
Ω
Qup dx ≤ κ3.
Extending u to RN by (4.4) with f = up−1 + t and using Proposition 3.1, we find that
‖u‖L∞(RN ) ≤ C
(
‖Q‖p∞κ
1
p′
3 + ‖Q‖p(p−1)
m
∞ κ
(p−1)m
p′
3 + ‖Q‖∞κ2 + ‖Q‖(p−1)
m
∞ κ
(p−1)m
2
)
=: κ4
where the constant on the right-hand side is independent of u and λ ∈ [−Λ∗,Λ∗]. Together
with (4.11) this gives the uniform bound
(4.15) ‖u‖L∞(Ω) + t ≤ κ4 + κ2 =: C
for all nonnegative solutions (t, u) of (4.8) with λ ∈ [−Λ∗,Λ∗]. This concludes the proof. 
Next, we wish to derive a further result on L∞-bounds for nonnegative solutions of (4.6)
which is based on assumption (A2) from the introduction and therefore applies to all subcrit-
ical exponents p. This result is inspired by work of Amann, Lo´pez-Go´mez [1] and Berestycki,
Capuzzo-Dolcetta and Nirenberg [6] for indefinite semilinear elliptic problems on bounded
domains.
Proposition 4.4. Let Q, Ω be as above, let 2 < p < 2∗, and let Λ∗,Λ∗ > 0 be such that
Λ∗ < λQ. Assume furthermore that ∂Ω is of class C1, and assume that there exists α > 0
and a positive function β ∈ C(RN ) such that
(4.16) Q(x) = β(x)dist(x,RN \Ω)α for all x ∈ RN .
Then there exists a constant C > 0 such that
(4.17) ‖u‖L∞(Ω) + t ≤ C
for all solutions (t, u) ∈ [0,∞)× C(Ω) of the problem (4.8) with u ≥ 0 in Ω.
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Proof. We start by remarking that the first part of the proof of Proposition 4.3 works for all
2 < p < 2∗. Hence, there is a constant κ2 > 0 such that (4.11) holds for all t ≥ 0 which solve
(4.8) for some u ≥ 0.
Suppose by contradiction that there exists some sequence ((λn, tn, un))n in [−Λ∗,Λ∗] ×
[0, κ2]× C(Ω) such that un ≥ 0 in Ω,
un = Kλn(u
p−1
n + tn) in C(Ω) for all n ∈ N
and
Mn := ‖un‖L∞(Ω) →∞ as n→∞.
For n ∈ N, we extend un canonically to all of RN by (4.4) with λ = λn and f = up−1n + tn.
Then Lemma 2.3(a) implies that un ∈ L2∗(RN ) ∩W 2,(2
∗)′
loc (R
N ) is a strong solution of
−∆un − λnun = Qup−1n + tnQ in RN .
Next, we note that by the assumption Λ∗ < λQ we may fix ε > 0 such that
√
Λ∗(rQ + ε) < y
(1)
N−1
2
.
We then put
Ωε := {x ∈ RN : dist(x,Ω) < ε},
and we claim that there exists a constant κε > 0 such that
(4.18) 0 ≤ un ≤ κεMn in Ωε for all n ∈ N.
Indeed, we recall that, by Lemma 2.1 (ii) – (iv), there exist constants δε > 0 and γ > 0 such
that
δεΨ0(z) ≤ Ψλn(z) ≤ γΨ0(z) for all z ∈ RN with |z| ≤ rQ + ε and n ∈ N.
Consequently, putting
u˜n := Ψ0 ∗ (Qup−1n + tnQ) ∈ L2
∗
(RN ) for n ∈ N,
we deduce that
(4.19) δεu˜n(x) ≤ un(x) ≤ γu˜n(x) for all x ∈ Ωε.
Moreover, we have
−∆u˜n = Qup−1n + tnQ = 0 in RN\Ω,
and thus the maximum principle for harmonic functions shows that sup
RN
u˜n = max
Ω
u˜n. The
bounds (4.19) therefore yield (4.18) with κε =
γ
δε
, as claimed.
Next, let xn ∈ Ω be such that un(xn) =Mn. Since Ω is compact, we may assume, passing
to a subsequence, that
xn → x∗ as n→∞ for some x∗ ∈ Ω.
Inspired by [1,21], we now perform a rescaling of un. For this we pass to a subsequence such
that one of the following cases occurs.
Case 1: x∗ ∈ Ω.
Case 2: x∗ ∈ ∂Ω, and M
p−2
α+2
n dist(xn,R
N \Ω)→ c ∈ [0,∞).
Case 3: x∗ ∈ ∂Ω, and M
p−2
α+2
n dist(xn,R
N \Ω)→∞ as n→∞.
We then consider the rescaled functions
vn ∈ L2
∗
(RN ) ∩W 2,(2∗)′loc (RN ), vn(y) =M−1n un(xn + cny)
with
cn =


M
2−p
2
n in Case 1;
M
2−p
α+2
n in Case 2;
M
2−p
2
n dist(xn,R
N \Ω)−α2 in Case 3.
14 GILLES EVE´QUOZ AND TOBIAS WETH
We note that in all cases we have lim
n→∞
cn = 0. Moreover, the functions vn are strong solutions
of the equations
(4.20) −∆vn − λnc2nvn = Qnvp−1n + tnM1−pn Qn in RN
with
(4.21) Qn ∈ L∞c (RN ), Qn(y) =Mp−2n c2nQ(xn + cny).
We also put
Ωn := {y ∈ RN : xn + cny ∈ Ω}
and
Ωn,ε := {y ∈ RN : xn + cny ∈ Ωε}.
We note that, by (4.18) we have
(4.22) 0 ≤ vn ≤ κε in Ωn,ε and vn(0) = 1.
By construction and since x∗ is contained in the interior of Ωε, we see that the domains Ωn,ε
converge to RN in the sense that for every R > 0 there exists nR such that BR(0) ⊂ Ωn,ε for
n ≥ nR. Hence we infer from (4.22) that the sequence (vn)n is locally uniformly bounded on
R
N . We also note that
(4.23) dist(xn + cny,R
N \Ω) = cndist(y,RN \Ωn) for every y ∈ RN
and therefore, by (4.16) and (4.21),
(4.24) Qn(y) = β(xn + cny)M
p−2
n c
2+α
n dist(y,R
N \Ωn)α for y ∈ Ωn.
In the following we distinguish Cases 1-3 above.
Case 1: In this case we have
Qn(y) = Q(xn + cny) for y ∈ RN
by (4.21) and the definition of cn, n ∈ N. Since xn → x∗ ∈ Ω and cn → 0 as n → ∞, we
deduce that
Qn → Q(x∗) > 0 locally uniformly on RN as n→∞.
Using interior W 2,q-estimates and the fact that (λn)n and (tn)n are bounded sequences
whereas Mn → ∞ and cn → 0 as n → ∞, we deduce from (4.20) that vn converges (up
to a subsequence) locally uniformly to a bounded nonnegative strong solution v of
−∆v = Q(x∗)vp−1 in RN .
As a consequence of Schauder estimates, v is a classical solution of the above equation and,
since Q(x∗) > 0, Theorem 1.2 in [21] implies that v = 0, in contradiction to the fact that
vn(0) = 1 for all n. Hence Case 1 does not occur.
Case 2: Since Ω is of class C1 and x∗ ∈ ∂Ω, there exists an affine half space H such that
∂H is tangent to ∂Ω at x∗ and
(4.25) dist(y,RN \Ω) = dist(y,H) + o(|y − x∗|) as y → x∗.
Consider the rescaled half space Hn := {y ∈ RN : xn + cny ∈ H}. Then ∂Hn is tangent to
Ωn at zn :=
x∗−xn
cn
. Since cn → 0 as n→∞, it follows from (4.23) and (4.25) that
(4.26) dist(y,RN \Ωn) = dist(y,Hn) + o(1) locally uniformly in y ∈ RN as n→∞.
Furthermore, by definition of cn in Case 2, we have that dist(0,R
N \Ωn) = dist(xn,R
N\Ω)
cn
→ c
and thus also dist(0, Hn) → c as n → ∞ by (4.26). Passing to a subsequence, we may
therefore assume that there exists an affine limit half space H ⊂ RN such that
lim
n→∞
dist(y,Hn) = dist(y,H) locally uniformly in y ∈ RN as n→∞.
Combining this with (4.26), we find that
lim
n→∞
dist(y,RN \ Ωn) = dist(y,H) locally uniformly in y ∈ RN as n→∞.
BRANCH CONTINUATION FOR THE NONLINEAR SCHRO¨DINGER EQUATION 15
Consequently, by (4.24) and the definition of cn in Case 2,
Qn(y) = β(xn + cny)dist(y,R
N \Ωn)α → β(x∗)dist(y,H)α locally uniformly in y ∈ RN
as n → ∞. As in Case 1, we then find that vn converges (up to a subsequence) locally
uniformly to a bounded nonnegative strong solution v of
−∆v = β(x∗)dist(y,H)αvp−1, y ∈ RN .
By [14, Theorem B] (see also [29, Theorem 1.1]), we then conclude that v ≡ 0, in contradiction
to the fact that vn(0) = 1 for all n. Hence Case 2 does not occur.
Case 3: In this case we find that
dist(0,RN \Ωn) = dist(xn,R
N \Ω)
cn
=
(
M
p−2
α+2
n dist(xn,R
N \Ω)
) 2+α
2 →∞,
which implies that
dist(y,RN \Ωn) = dist(0,RN \Ωn)
(
1 + o(1)
)
locally uniformly in y ∈ RN as n→∞.
Since, by definition of cn, we also have
dist(0,RN \Ωn) = dist(xn,R
N \Ω)
cn
=M
2−p
α
n c
− 2+α
α
n ,
it thus follows that
dist(y,RN \Ωn)α =M2−pn c−2−αn
(
1 + o(1)
)
locally uniformly in y ∈ RN as n→∞.
We thus find that
Qn(y) = β(xn + cny)M
p−2
n c
2+α
n dist(y,R
N \Ωn)α → β(x∗) locally uniformly in y ∈ RN
as n→∞. Since β(x∗) > 0, we arrive at a contradiction as in Case 1.
Since the above are the only possible cases, the proposition is proved. 
5. A global branch of positive solutions
As before we assume that Q ∈ L∞c (RN ) nonnegative, Q 6≡ 0, and we let Ω ⊂ RN and
rQ > 0, λQ > 0 be given as in the previous sections.
In this section, we shall prove the existence of a connected component of positive solutions
of the problem (4.6), where Kλ is defined in (4.3). This will result from an application of the
Leray-Schauder continuation principle (see e.g. [45]). To set up the corresponding framework,
we consider, for p > 2, the nonlinear operator
(5.1) F : R× C(Ω)→ C(Ω), F (λ, u) := Kλ(up−1+ ),
where u+(x) := max{u(x), 0} denotes the positive part of u and Kλ is defined in (4.3).
Lemma 5.1. The map F : R× C(Ω)→ C(Ω) is compact and continuous.
Proof. We first recall that the linear operator Kλ : C(Ω)→ C(Ω) is compact for every λ ∈ R
by Lemma 4.2(a). We also claim that the operator-valued mapping
(5.2) R→ L(C(Ω)), λ 7→ Kλ
is continuous. Indeed, for u ∈ C(Ω) with ‖u‖∞ ≤ 1, λ ∈ R and µ ∈ [λ− 1, λ+ 1] we have
‖Kλ(u)−Kµ(u)‖∞ ≤ sup
x∈Ω
∫
Ω
|Ψλ(x− y)−Ψµ(x − y)||Q(y)||u(y)| dy
≤ ‖Q‖∞ sup
x∈Ω
∫
Ω
|Ψλ(x− y)−Ψµ(x − y)| dy ≤ ‖Q‖∞
∫
BrQ (0)
|Ψλ(z)−Ψµ(z)| dz.
Now, by Lemma 2.1 (ii) and (v),
|Ψλ|, |Ψµ| ≤ γNΨ0 + ζN (|λ|+ 1)
N−3
4 | · | 1−N2 ∈ L1(BrQ(0))
and by Lemma 2.1 (i),
Ψµ(z)→ Ψλ(z) as µ→ λ for all z 6= 0.
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Hence, the dominated convergence theorem yields
‖Kλ(u)−Kµ(u)‖∞ → 0, as µ→ λ uniformly for ‖u‖∞ ≤ 1.
This yields the continuity of the map in (5.2). Finally, we recall that the map u 7→ up−1+ is
Lipschitz continuous on bounded subsets of C(Ω). From these properties, the claim follows.

Theorem 5.2. Assume that one of the assumptions (A1) or (A2) from the introduction is
satisfied. Then, for any Λ∗ ∈ (0, λQ), there exists a global branch of positive solutions of (4.6)
in (−∞,Λ∗]× C(Ω).
Proof. In a first step, we fix Λ∗ > 0, and we show the existence of a global branch of positive
solutions of (4.6) in [−Λ∗,Λ∗] × C(Ω). For this, we apply the Leray-Schauder continuation
principle (see, e.g., [45, Theorem 14.C]) to the operator F defined in (5.1) and the open
annulus
Aδ,γ := {u ∈ C(Ω) : δ < ‖u‖∞ < γ} ⊂ C(Ω),
where 0 < δ < γ are suitably chosen. We first need to ensure that, for all λ ∈ [−Λ∗,Λ∗],
the equation u = F (λ, u) does not have any solution on the boundary of Aδ,γ . We start by
remarking that every solution u ∈ C(Ω) of the equation u = F (λ, u) with λ ≤ Λ∗ satisfies
u = u+ ≥ 0 in Ω by Lemma 4.2(b) since Λ∗ < λQ. Letting δ0 > 0 be given by Lemma 3.2,
we then see that either u ≡ 0 or the estimate
(5.3) ‖u‖∞ ≥ δ0
holds. Indeed, this follows from an application of Lemma 3.2 to the canonical extension of u
on RN given by (4.4) with f = up−1 (see the remarks before Lemma 4.2).
Next, we set u0,λ = Rλ(Q) and use Propositions 4.3 and 4.4 to obtain C > 0 such that
(5.4) ‖u‖∞ + t ≤ C for all solutions of u = F (λ, u) + tu0,λ with λ ∈ [−Λ∗,Λ∗].
Choosing 0 < δ < δ0 and γ > max{C, δ}, we infer, in particular, that all solutions u ∈ Aδ,γ
of the equation u = F (λ, u) with λ ∈ [−Λ∗,Λ∗] are contained in the open set Aδ,γ .
We now claim that the Leray-Schauder fixed-point index ind(F (−Λ∗, ·),Aδ,γ) is different
from zero (see e.g. [45] for a definition of this index). To prove this, we note that
F (−Λ∗, u) 6= τu for all τ ≥ 1 and all u ∈ C(Ω) with ‖u‖∞ = δ
by Lemma 3.2. Hence, by [45, Theorem 13.A]), we find that
ind(F (−Λ∗, ·), Bδ(0)) = 1.
Here and in the following, we put Bρ(0) := {u ∈ C(Ω) : ‖u‖∞ < ρ} for ρ > 0. Considering
the compact homotopy
H : [0, T ]× C(Ω)→ C(Ω), H(t, u) = F (−Λ∗, u) + tu0,−Λ∗ ,
we also find that
u 6= H(t, u) for all t ≥ 0 and all u ∈ C(Ω) with ‖u‖∞ = γ,
since γ > C and (5.4) holds. In addition, choosing T > C, we have u 6= H(T, u) for all
u ∈ C(Ω) again by (5.4). By the existence principle and the homotopy invariance of the
fixed-point index, we thus obtain
ind(F (−Λ∗, ·), Bγ(0)) = ind(H(T, ·), Bγ(0)) = 0.
Using the additivity of the fixed-point index, we conclude that
ind(F (−Λ∗, ·),Aδ,γ) = ind(F (−Λ∗, ·), Bγ(0))− ind(F (−Λ∗, ·), Bδ(0)) = −1.
Hence, all the assumptions of the Leray-Schauder continuation principle given in [45, Theorem
14.C] are satisfied, and this principle yields the existence of a connected component of the
set of nonnegative solutions (λ, u) of (4.6) in [−Λ∗,Λ∗]×Aδ,γ which intersects {−Λ∗}×Aδ,γ
and {Λ∗} × Aδ,γ . By Lemma 4.2(b), it is a global branch of positive solutions of (4.6) in
[−Λ∗,Λ∗]× C(Ω). This concludes the first step of the proof.
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In a second step, we consider a strictly increasing sequences of numbers Λ∗,n > 0 such that
Λ∗,n → ∞ as n → ∞. As a consequence of what we have already proved, for every n ∈ N
there exists a global branch Cn of positive solutions of (4.6) in [−Λ∗,n,Λ∗]× C(Ω). We now
consider the subset X of all points (λ, u) ∈ (−∞,Λ∗]×C(Ω) such that u is a positive solution
of (4.6). From Lemma 3.2, Lemma 4.2, Propositions 4.3 and 4.4, it then follows that
(5.5) X ∩ ([r,Λ∗]× C(Ω)) is compact for every r ≤ Λ∗.
In particular, X is a locally compact metric space with the metric inherited from (−∞,Λ∗]×
C(Ω). Moreover, after passing to a subsequence, we see that X and the subsets Cn ⊂ X ,
n ∈ N satisfy the assumptions of Proposition A.1 from the Appendix. Indeed, let zn :=
(Λ∗, un) ∈ Cn ⊂ X for n ∈ N. Passing to a subsequence and using (5.5), we may then assume
that zn → z∗ = (Λ∗, u∗) ∈ X . Moreover, since Cn is a global branch in [−Λ∗,n,Λ∗] × C(Ω)
and Λ∗,n →∞ as n→∞, it follows that the sets
⋃
n≥m Cn, m ∈ N are not relatively compact
in X . Consequently, Proposition A.1 implies that the connected component C of X which
contains z∗ is not relatively compact. From (5.5) and the fact that z∗ ∈ {Λ∗}∩C(Ω), it then
follows that C is a global branch in (−∞,Λ∗]× C(Ω), as desired. 
We conclude by completing the
Proof of Theorem 1.1. Let C be the global branch of positive solutions of (4.6) in (−∞,Λ∗]×
C(Ω) given by Theorem 5.2 and consider for each (λ, u) ∈ C the canonical extension of u
given by (4.4) with f = up−1. Then u ∈ Lploc(RN ) solves (4.5). By Lemma 2.3(a) and
Proposition 3.1, u is a strong solution of (1.3) in W 2,tloc (R
N ) ∩ C1,γloc (RN ) for all 1 ≤ t < ∞
and all γ ∈ (0, 1). In addition, the positivity of u on Ω = suppQ implies, together with
Lemma 2.1 (ii), that u = Ψλ ∗ (Qup−1) > 0 on RN , in the case where λ ≤ 0.
Let now s > 2N
N−1 . To prove that C is connected in R× Ls(RN ), it suffices to show that
(5.6) the map R× L∞(Ω)→ Ls(RN ), (λ, u) 7→ Ψλ ∗ (Q|u|p−2u) is continuous.
Here the convolution is understood as in (4.4). Since the map L∞(Ω)→ L∞(Ω), u 7→ |u|p−2u
is continuous, (5.6) follows once we have shown that
(5.7) the map R× L∞(RN )→ Ls(RN ), (λ, f) 7→ Ψλ ∗ (Qf) is continuous.
For λ ∈ R fixed we can find, as a consequence of Lemma 2.1 (ii) and (v), constants c1, c2 > 0
such that
|Ψλ(x)| ≤ c1|x|2−N1B1(0)(x) + c2|x|
1−N
2 1RN\B1(0)(x), x ∈ RN .
Therefore, the weak Young inequality gives
‖Ψλ ∗ (Qf)‖s ≤ c1‖ | · |2−N‖ N
N−2 ,w
‖Qf‖t1 + c2‖ | · |
1−N
2 ‖ 2N
N−1 ,w
‖Qf‖t2
≤
{
c1‖ | · |2−N‖ N
N−2 ,w
|Ω| 1t1 + c2‖ | · |
1−N
2 ‖ 2N
N−1 ,w
|Ω| 1t2
}
‖Q‖∞‖f‖∞ =: C(λ)‖f‖∞,
where 1
t1
= 1
s
+ 2
N
and 1
t2
= 1
s
+ N+12N . Notice that t1, t2 > 1, since by assumption s >
2N
N−1 .
Therefore, the linear map L∞(RN )→ Ls(RN ), f 7→ Ψλ ∗ (Qf) is continuous for every λ ∈ R.
On the other hand, using Young’s inequality, we find
‖(Ψµ −Ψλ) ∗ (Qf)‖s ≤ ‖(Ψµ −Ψλ)1B1(0)‖1‖Qf‖s + ‖(Ψµ −Ψλ)1RN\B1(0)‖s‖Qf‖1
≤
{
‖Ψµ −Ψλ‖L1(B1(0))‖Q‖s + ‖Ψµ −Ψλ‖Ls(RN\B1(0))‖Q‖1
}
‖f‖∞.
Using Lemma 2.1 and the dominated convergence theorem in the same way as Lemma 5.1, it
follows that ‖Ψµ−Ψλ‖L1(B1(0)) → 0 and ‖Ψµ−Ψλ‖Ls(RN\B1(0)) → 0 as µ→ λ. Therefore, the
map R× L∞(RN ) → Ls(RN ), (λ, f) 7→ Ψλ ∗ (Qf) is continuous in λ, uniformly on bounded
sets of L∞(RN ). Hence, writing
‖Ψλ ∗ (Qf)−Ψµ ∗ (Qg)‖s ≤ ‖Ψλ ∗ (Qf −Qg)‖s + ‖(Ψλ −Ψµ) ∗ (Qg)‖s,
and using the above estimates, we obtain that
Ψµ ∗ (Qg)→ Ψλ ∗ (Qf) in Ls(RN ) as (µ, g)→ (λ, f) in R× L∞(RN ),
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which gives the continuity of the map in (5.7). As a consequence, for fixed Λ∗ ∈ (0, λQ),
the global branch C of Theorem 5.2 translates to a global branch of solutions of (1.3) in
(−∞,Λ∗] × Ls(RN ) with the properties (i) and (ii) of Theorem 1.1. In order to prove the
property (iii), we show that every nontrivial solution u ∈ Lploc(RN ) of (4.5) with Q as in
Theorem 1.1 and 0 < λ < λQ changes sign on R
N . Suppose by contradiction that for
some 0 < λ < λQ there exists a nontrivial nonnegative solution u ∈ Lploc(RN ) of (4.5). By
Proposition 3.1, u ∈ W 2,tloc (RN ) ∩ C1,γloc (RN ) for all 1 ≤ t < ∞ and all 0 < γ < 1. Therefore,
by the strong maximum principle, u is a strong positive solution of (1.3). In particular,
∆u+ λu ≤ 0 on RN . Consider the function
ψ ∈ C∞(RN ), ψ(x) = |x| 2−N2 JN−2
2
(
√
λ|x|), for x ∈ RN ,
where JN−2
2
denotes the Bessel function of the first kind of order N−22 . This function satisfies
∆ψ + λψ = 0 on RN and ψ(x) = O(|x| 1−N2 ) as |x| → ∞. By a result of Berestycki, Caffarelli
and Nirenberg [5, Theorem 1.8], there is a constant C ∈ R such that ψ = Cu, but this
is impossible since ψ changes sign on RN . This contradiction shows that every nontrivial
solution of (4.5) with 0 < λ < λQ must change sign on R
N and therefore the proof of
Theorem 1.1 is complete. 
Appendix
In this section we add a result from general topology which has been used in the proof of
Theorem 5.2. It is a variant of a classical Lemma by Whyburn (see [44, Theorem (9.1)]). For
similar variants which have inspired the following proposition, see [26, 27].
Proposition A.1. Let (X, d) be a locally compact metric space, z∗ ∈ X, and let Cn ⊂ X,
n ∈ N be connected subsets satisfying the following assumptions.
(i) There exist points zn ∈ Cn, n ∈ N such that zn → z∗ ∈ X as n→∞.
(ii) The sets
⋃
n≥m Cn, m ∈ N are not relatively compact in (X, d).
Then the connected component C ⊂ X of X which contains z∗ is not relatively compact.
For the proof of this proposition, we need the following well-known result (see [44]).
Lemma A.2. Suppose that (X, d) is a compact metric space, A and B are disjoint closed
subsets of X, and suppose that no connected component of X intersects both A and B. Then
there exist two disjoint compact subsets XA, XB ⊂ X such that A ⊂ XA, B ⊂ XB and
X = XA ∪XB.
Proof of Proposition A.1. We suppose by contradiction that C is relatively compact. Since,
by definition, C ⊂ X is closed, it follows that C is compact. Since X is locally compact, there
exists a compact neighborhood V ⊂ X of the set C. Then C and ∂V are non-intersecting
closed subsets contained in the compact metric space (V, d), and the maximal connectedness
of C implies that that there does not exist a connected component of V which intersects C and
∂V . By Lemma A.2, there exist disjoint compact subsets XA, XB ⊂ V such that C ⊂ XA,
∂V ⊂ XB and
(A.8) V = XA ∪XB.
We may then choose a compact neighborhood V1 ⊂ X of XA such that V1 ∩XB = ∅, and we
consider the compact set V2 = V ∩ V1. We have
∂V2 ⊂ [∂V ∩ V1] ∪ [∂V1 ∩ V ] ⊂ V ∩ V1,
and thus it follows that
∂V2 ∩XA = ∅ = ∂V2 ∩XB.
Consequently,
(A.9) ∂V2 = ∅
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by (A.8), which implies in particular that V2 is also open in X . On the other hand, since
z∗ ∈ C ⊂ XA ⊂ V2, there exists n0 ∈ N such that zn ∈ V2 for n ≥ n0, which means that
Cn ∩ V2 6= ∅ for n ≥ n0. The connectedness of Cn and (A.9) then imply that
Cn ⊂ V2 for n ≥ n0,
but this contradicts assumption (ii) since V2 is compact. Thus the proof is finished. 
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