This paper provides a way to think formally about the aggregation processes that take place in networks where individual actors (whether sensors, robots, or people) 
I. Introduction
The designers of mission-oriented systems know that timely information aggregation is important, but they do not have an obvious way of measuring its value. There is a good reason for this: aggregation is a complex concept whose semantics are time-driven and context-dependent. Yet failure to aggregate information in a timely manner may have catastrophic consequences: terrorists penetrate our perimeters, natural disasters overwhelm local governments, and foreign hackers tamper with our national infrastructure.
The value of information has been a perennial topic of research in economics [11] . The economic argument is that information is a good that has value and hence can be traded [7] . Moreover, this value is often subject to deteriorating over time [2] . In the light of this, it is somewhat surprising that the dynamics of information deterioration over time has received very little attention in the literature [4] .
It has long been recognized that assessing the value of time-discounted information is hard to evaluate being too dependent on subjective human valuation [3] . It is, thus, important to consider formal ways of defining the aggregation of time-discounted information so that aggregation might be better described and under- * Work supported by NSF grant CNS-1116238. This work stood. This may lead to better designs for missionoriented systems.
Against the backdrop of time pressure is the act of aggregation itself. While it is commonly accepted that the value of information often increases as a result of aggregation, almost nothing is known about the dynamics of aggregation and about the value of the resulting information, especially in the presence of time discounting.
The main contribution of this work is to provide a theoretical base upon which decisions about information aggregation can be made, measurements taken, and experiments performed. More specifically, our main contribution is a formal look at time-discounted information and at the algebra of its aggregation. In addition, this work suggests decision strategies for the aggregation of the information collected by sets of actors, whether sensors, robots, or people.
Our results find applications to fields in which hybrid networks of humans and machines need to be formed, such as mobile ad hoc and sensor network designs deployed in support of various missions. In both areas, there is a strong need to model not only aggregation, but also the dynamics of aggregation, as the links between different nodes shift in response to the actions of the network actors, who are in turn shaped by the mission at hand [8] .
While our results have a wide applicability, we use sensor networks as an illustration of the concepts we discuss. This choice was suggested, in part, by the fact that sensor networks are key ingredients in missionoriented systems, and also by the fact that in these networks the value of the information often changes so rapidly as to defy deterministic modeling [6] .
The remainder of the paper is organized as follows: Section II presents our motivating scenarios. We discuss our assumption about aggregation dynamics in Section III. Further, Section IV provides a formalism for time-discounted information. Section V investigates the aggregation operator independent of time discounting. Section VI introduces in a formal way the algebra of aggregation. Next, Section VII discusses aggregation in conjunction with the effect of time discounting. In Section VIII we put our theoretical results to work by considering a simple but realistic aggregation scenario. In Section IX, we present our simulation results. Finally, Section X offers concluding remarks and directions for future investigations.
II. Motivating Scenarios
Consider a sensor network deployed with the specific mission of protecting a power plant. The information about a possible attack on the power plant will be more valuable the less it is delayed. It will lose value continuously as there will not be adequate time to prepare. Thus, there are powerful incentives for reporting an attack as soon as possible. However, the cost of a false alarm is considered to be prohibitive in terms of the amount of human attention it requires. Thus, there are powerful incentives for aggregating individual actor information before reporting.
To begin, imagine that the power plant is threatened by an intruder who intends to sabotage the turbines. Again, the less delay in the information about the intrusion event, the better. The sensors that have detected the event need to decide whether to report an intrusion (and risk triggering a false alarm) or wait until several other sensors have corroborated the intrusion. With each moment of delay in notification of the intrusion, the ability to find the intruder decreases, as the intruder may be moving, and the area to search increased quadratically in the time since detection.
Next, imagine a foreign hacker who launches an attack on the network equipment controlling the power plant. The earlier the cyber-attack is detected, the higher the chance of thwarting the intruder. But as time goes on, the worse the attack gets. This type of cyber-attack may well double or triple the malicious network traffic with each time increment. Thus, the value of the information to the decision maker will deteriorate rapidly, as it becomes harder and harder to fight the attack as the network becomes overwhelmed.
The common characteristic of all the above scenarios is that getting information quickly has value. On the other hand, there are costs associated with obtaining information.
III. Aggregation dynamics
We assume a set of actors associated with particular pieces of information. This may be both sensor networks, where the actors are sensors, and social networks, where the actors are people. Computer networks can also be modeled in this way. Such situations are complex, with new and emerging external inputs, feedback loops, etc. Here we simplify by considering a situation in which the network actors have values, which are deteriorating with time, and must decide to aggregate or not with others. There are powerful incentives for aggregation. For example, individual actors may report an event based solely on the information they hold but they risk reporting a false positive. In many systems, the cost of a false alarm is considered to be prohibitive and must be avoided. On the other hand, aggregation involves costs, too. Chief among these costs is inter-actor communication which, in wireless environments, may be high. Also, aggregation takes time and during this time the value of the information continues to decay. As a result, occasionally, aggregation may not return as much value as it costs to perform the aggregation [10] .
IV. Time-Discounted Information
Before we begin, we feel it is important to point out that in this paper we do not distinguish between raw data and processed data, using the term information for both. We trust that the context will disambiguate.
The phenomena we discuss occur in continuous time. Consider an arbitrary sensor and let X be the random variable that describes the "amplitude" of the sensed attribute. To specify that the sensor has collected the data at time r we shall write X(r) and refer to it as the value of the data at time r. To avoid trivialities, in the sequel of this work we shall assume that X(r) = 0.
In general, the value of information may decay with time. In its most general form, for t ≥ r, the discounted value, X(t), of X(r) at time t is given by
where g :
In a variety of practical applications, the discount function in (1) is, actually, a function of the difference t − r only, that is, a function of the difference between the time of data collection and the current time. With this in mind, in this paper we are interested in discount functions satisfying the condition
Equation (2) tells us that the penalty of waiting for t−r time is that the value of the information collected by the sensor decreases from X(r) to X(t). Refer to Figure 1 for an illustration. Obviously, X(r) = X(r)δ(0) implies
Further, we assume that after a very long time, the value of information vanishes. Formally, we assume that lim
We begin by proving the following useful result that will be instrumental in obtaining a closed form for δ.
Lemma IV.1. If X(r) = 0 then for all r, s, t with
Proof. Applying (2) to the pairs (r, s), (s, t), (r, t) we obtain X(s) = X(r)δ(s − r), X(t) = X(s)δ(t − s) and X(t) = X(r)δ(t − r) which, combined, yield
Since X(r) = 0 the conclusion follows.
Observe that by virtue of (4), δ cannot be identically 1 on R + ∪ {0}. Our next result shows that, in fact, δ takes on the value 1 if and only if x = 0.
Lemma IV.2. δ(x) = 1 if and only if x = 0.
Proof. Recall that by (3) , if x 0 = 0 then δ(x 0 ) = 1. To prove the converse, let x 0 be the largest nonnegative real for which δ(x 0 ) = 1. It suffices to show that x 0 = 0. Suppose not and consider δ(2x 0 ). We can write
contradicting the maximality of x 0 . Thus, x 0 = 0 and the proof of the lemma is complete.
Proof. Follows immediately from (3) and Lemma IV.2, combined.
For all r, s, t with 0 ≤ r ≤ s ≤ t let x and y stand for s − r and t − s, respectively. In this notation, t − r = x + y and (5) can be written in the equivalent form
with both x and y non-negative. As it turns out, the functional equation (6) has a simple solution that we discuss next.
Theorem IV. 4 . If the function f : [0, ∞) −→ R satisfies the functional equation f (x + y) = f (x)f (y) and is not identically zero then there exists a constant a such that
Our proof of Theorem IV.4 can be found in [9] .
We are now in a position to show that the discount function δ is, in fact, an exponential. The details are spelled out by the following theorem.
Theorem IV.5. For all r and t with 0 ≤ r ≤ t,
Proof. Recall that by (6) the discount function δ satisfies the conditions of Theorem IV.4. Moreover, by Corollary IV.3 0 < δ(1) < 1 and so ln δ(1) < 0. Thus, with µ = − ln δ(1) > 0 the expression of δ(t − r) becomes δ(t − r) = e −µ(t−r) , as claimed.
Theorem IV.5 shows that, under mild assumptions, the discount function is an exponential. We note that a similar result was derived by [6, 10] in the case of discrete time.
IV.A. A Related Discount Function
The goal of this subsection is to present a variant of the discount function δ defined in (2) . Indeed, in some applications, the discounted value of the information at time t > r may be naturally expressed as
where
As we are about to show, the discount functions δ and ψ are related in a simple fashion. To see this, consider three reals r, s, t with 0 ≤ r < s < t and assume that X(r) = 0. It is easy to see that, by virtue of (8), we can write
implying that
By writing
which is, essentially, identical to (5) . As an immediate consequence of Theorem IV.5
Finally, simple algebra reveals that
which is of the same form as (2) and so the discount functions δ and ψ are, essentially, the same.
V. Instantaneous Aggregation
Information aggregation can be thought of as being orthogonal to the effect of time on its value. In this section we discuss the basics of aggregation and look at the aggregation of information independent of time discounting. The full effect of time discounting and its effect on aggregation will be discussed in detail in Section VII. Assume a number of sensors have witnessed a short-lived event (e.g. an explosion) and have collected relevant information. In some applications it may well be feasible to proceed with a relatively simple aggregation. Specifically, let X 1 , X 2 , · · · , X n , · · · be the readings of a relevant attribute (e.g., seismic tremors caused by the explosion mentioned above) collected by the sensors. Due to spatial diversity of sensor locations, we assume that the X i s are independent random variables with a common underlying distribution function F . We further assume that the X i s have finite first and second moments.
In order to proceed to an instantaneous aggregation the data collected by the sensors, we define an application-dependent threshold ∆ and seek to characterize those readings X n that exceed ∆. What is the expected value and variance of such an X n ? To answer this question, let G be the distribution function of X n .
By (9), we write
Now that we have the distribution of X n we turn our attention to computing both
[by (10)]
To evaluate V ar[X n ] we proceed as follows:
We note that if the threshold ∆ as well as the distribution function F are known to the sensors, each of them can determine the conditional expectation and variance of those readings that exceed ∆. This trick allows the sensors to judge if the values they hold are "relevant". The sensors with relevant data will transmit them without delay to a local sink which will make the final determination.
VI. The Algebra of Aggregation
Consider two sensors that have collected data about some attribute of an event they have witnessed and let X and Y be, respectively, the values collected. It is usually important for X and Y to be integrated in order to obtain a more reliable and, perhaps, more relevant information about the event at hand. We refer to the operation of integrating sensor data as aggregation and denote the result by X♦Y . Here, ♦ is an application-dependent operator. Natural instances of ♦ include +, max, min, XOR, OR, among many similar ones. It is obvious that the aggregation operator can be extended to an arbitrary number of values that need to be aggregated.
To conform to our empirical experience, the aggregation operator ♦ is assumed to have the following fundamental properties:
The result of the aggregation does not depend on the order in which the values are aggregated.
If several values are aggregated in groups, the value of the aggregated information does not depend on the order in which groups are formed. It is customary to write X♦Y ♦Z instead of the cumbersome parenthesized expressions. More generally, we shall write
words, aggregation with information of value 0 has no effect. This is the view we take in this paper. We note however, that the idempotency property may be extended to read X♦Y = X whenever Y ≤ X, mirroring our intuitive idea that one does not stand to gain by aggregating with information of lesser value.
As an example, it is easy to verify that the operator ♦ defined as
satisfies the associativity, commutativity and idempotency properties defined above. A straightforward inductive argument shows that for an arbitrary collection
and, moreover,
For later reference, we now state and prove a technical result involving the operator ♦ defined in (13).
The proof of Lemma VI.1 can be found in the Appendix.
In order to illustrate the discussion above, consider an emergency event, say fire, witnessed by a number of sensors. Each of the sensors obtains a temperature reading and we wish to aggregate this information as soon as possible. For this purpose, consider a generic sensor, in close proximity to the fire, that has obtained a temperature reading t i . Consider the event T i that the sensor temperature reading is t i . We define the "value" X i of this temperature reading as follows:
In other words, the value of the information collected by the sensor is the conditional probability of a sensor witnessing fire to obtain a temperature reading of t i given that the event F (i.e., fire) has occurred.
Importantly, individual sensors, once their temperature reading is available, can evaluate the corresponding X i by a simple table lookup.
The aggregated value of the various X i s is
Assuming that the T i s are independent, Lemma VI.1 allows us to write
As a final step, a suitable thresholding procedure determines whether or not the event is worth reporting. The thresholding strategy is suggested by Lemma VI.1. The intention is to prevent potentially numerous relatively small temperature readings from aggregating into a value that exceeds the threshold. To implement this idea, it suffices to set the threshold
where the choice of k will be explained shortly. For example, we may well decide to take the conditional probability of a reading in the critical range, say 100 • C to 500 • C, given that fire has occurred as 0.9 and 0 for readings outside of this range. By Lemma VI.1 for a given value of k, the threshold ∆ in (17) is reached if and only if at least k sensors have obtained readings in the critical range.
VII. Aggregating time-discounted information
To counter-balance the effect of time discounting, we define an algebraic operation on sensor data that we call aggregation. Consider two sensors that have collected data about an event at times r and s. Let X(r) and Y (s) be, respectively, the values of the information collected by the two sensors. At some later time t, the two sensors decide to integrate their information.
Observe that since t ≥ r and t ≥ s, what is being aggregated at time t are the discounted values X(r)δ(t − r) and Y (s)δ(t − s) as illustrated in Figure  2 . Thus, we write In order to be able to understand how time discounting affects aggregated values we shall find it convenient to assume that the discount function δ distributes over ♦.
Distributivity: For all t, τ with 0 ≤ t ≤ τ , we can write
The discounted value at time τ − t of the information X(t)♦Y (t) aggregated at time t matches the aggregated value at time τ of X(t)δ(τ − t) and Y (t)δ(τ − t). In other words, it does not matter whether we first aggregate and then discount the aggregated information or vice versa.
The distributivity property is fundamental in understanding the interplay between time discounting and aggregation. We mention in passing that, in general the distributivity property need not be verified. However, in this paper we look specifically at aggregation operators where distributivity holds.
Lemma VII.1. Assuming the distributivity property, for all 0 ≤ r ≤ s ≤ t ≤ τ , we have
Proof. By using distributivity we write
The left-hand side of (19) is the discounted value of X(t)♦Y (t) at time τ , while the right-hand is the aggregated value of the discounted values of X(r) and Y (s) at time τ .
VII.A. Discounted Value of Aggregated Information
Consider an event witnessed by n, (n ≥ 2), sensors and let the sensed values be X 1 , X 2 , · · · , X n , collected, respectively, at times t 1 , t 2 , · · · , t n . Assume, further, that various groups of sensors have aggregated their information before time t and that, finally, at time t the aggregation has been completed. We are interested in evaluating the time-discounted value of the information collected by the sensors at time t, where t ≥ max{t 1 , t 2 , · · · , t n }. The answer to this natural question is provided by the following fundamental result.
Theorem VII.2. Assuming distributivity, the discounted value V (t) of the aggregated information at time t is
regardless of the order in which the values were aggregated.
Proof. The proof is by induction on n. For n = 2, the conclusion follows at once from Lemma VII.1. Now, let n ≥ 2, be arbitrary and assume the statement true for all m, (m < n). We assume, without loss of generality, that the last aggregation takes place at time t. This aggregation must have involved a number of disjoint groups G 1 , G 2 , . . . , G p each of them the result of a previous aggregation at times, respectively, u 1 , u 2 , . . . , u p . Observe that we can always relabel the groups in such a way that their aggregation times are ordered as u 1 < u 2 < · · · < u p . Let us look at group G k . By the induction hypothesis, the value of information in group G k aggregated at time u k was
where, of course, we assume that group G k involves n k sensors whose values were aggregated.
Assuming t ≥ u k , the discounted value of V (u k ) at time t is
which is exactly the discounted value of information collected by sensors in group G k , had it been aggregated at time t. Since G k was arbitrary, the conclusion follows.
Theorem VII.2, in effect, says that the order in which the values are aggregated does not matter as long as each is aggregated only once. In practical terms, Theorem VII.2 gives the algorithm designer the freedom to schedule aggregation in a random manner, much in line with the stochastic nature of wireless communication and sensor data aggregation.
VII.B. Thresholding
Recall that, as already mentioned, we assume that reporting a false positive involves a huge overhead and is considered prohibitively expensive. Mindful of this state of affairs, having aggregated, at time t, the information collected by the various sensors, it is important to decide whether this information warrants reporting.
One of the natural strategies employed is thresholding. Specifically, a policy is followed of first setting up an application-dependent threshold ∆ and then reporting an event only if the aggregated information exceeds ∆.
As Figure 3 illustrates, the time at which the aggregation is performed is critical. Indeed, in the figure the aggregated value X 1 (t)♦X 2 (t) barely exceeds the threshold ∆. Aggregation at a slightly later time would not exceed the threshold and a relevant event would go unreported.
VIII. Putting all this to work
The main goal of this section is to show how the theoretical concepts developed in the previous sections apply to a practically relevant scenario.
Consider a fire event witnessed by a number of sensors deployed in a given area. For simplicity, assume that each sensor has collected a temperature value. Let X 1 , X 2 , · · · be, respectively, the sensed temperature values collected by the various sensors at times t 1 , t 2 , · · ·. Since the sensors have witnessed the same Figure 3 : Illustrating thresholding.
event, it is natural to assume that the random variables X 1 , X 2 , · · · come from the same underlying distribution X with finite expectation E[X] < ∞. We assume that the X i s are independent and, moreover, they are independent of the times t 1 , t 2 , · · · at which the data was collected. These assumptions can be justified by the spatial diversity of the sensors.
For a generic sensor that has collected data at time t i , we let X i (t i ) denote the value of this information when it was collected. By Theorem (IV.5) the discounted value of this information at a later time t is
Further, as a QoS parameter intended to avoid reporting a false positive, we need a minimum of k individual temperatures to be aggregated. Given an expected temperature reported of 300 • C, this requirement is tantamount to insisting on accumulating a total of ∆ = k × 300 "temperature points" as a result of aggregation. In turn, this suggests ♦ = "+ as a suitable aggregation operator. It is easy to confirm that for the chosen ♦ the distributivity property holds and so the results of Section VII apply.
In this context, we are interested in evaluating the expected time-discounted value, V (t), at time t, of the information collected by the sensors where t ≥ max{t 1 , t 2 , · · ·}. To answer this natural question we make the simplifying assumption that t 1 , t 2 , · · · are the times of a Poisson process with parameter λ > 0. In other words, λ is the rate at which the sensors that witnessed an event are ready to report their sensory data.
Theorem VIII.1. The expected time-discounted value, E[V(t)], of the information collected by sensors
where λ > 0 is the rate at which the sensors collect their data and E[X] is the common expectation of X 1 , X 2 , . . . .
Proof.
Recall that we assumed that the sensors collected their data at the times of a Poisson process with parameter λ. By the Law of Total Expectation,
(23) where N is the random variable that counts the number of sensors that have data ready for aggregation by time t. By (21), Theorem IV.4 the conditional expectation, E[V (t)|N = n], can be written as
It is well known that, given that n Poisson events were recorded in (0, t], their conditional distribution is uniform. Thus,
[where the U i s are uniform in (0, t]]
[because the X i s and U i s are independent]
[recall, X is the common distribution of the X i s]
On plugging (24) back into (23), we obtain
There are a number of interesting things to note here:
• The actual distribution of the X i s does not appear explicitly in Theorem VIII.1. This is telling us that two quite different distributions with the same expectation are equivalent as far as Theorem VIII.1 is concerned;
is an increasing function of time and
Thus, for every application-dependent threshold ∆, there exists an earliest time when ∆ is exceeded.
Note that, as mentioned above, Theorem VIII.1 allows us to evaluate the earliest time t at which the expected discounted value of the information collected by the sensors exceed an application-dependent threshold ∆. Thus, at time
Solving for t, we obtain
In fact, (25) states that a value of t exists only if λE[X] > ∆µ or, equivalently,
Observe that in practice it is the case that E[X] < ∆, for otherwise there are no incentives for aggregation.
IX. Simulation Results
In this section, we evaluate our theoretical model through simulation.
IX.A. Discounted Value of Information
As a simple example, assume that the sensors are monitoring temperature to detect fire. The sensors report their sensed temperature over time, modeled as a uniform random variable in the range [30, 450] • C. For simplicity, temperature values are used as the value of information, and as discussed in Section VIII, we use ♦ = "+ as the aggregation function. In our scenario, an alarm is generated if the value of aggregated information for temperatures above 100 • C exceeds 400. We assume that the value of information degrades exponentially with parameter µ = 5 × 10 −3 . Figure 4 shows the value of the discounted information over time (as described in Section IV). Each jump indicates an aggregation operation, increasing the value of the information. Then, the value decreases as time goes by until the next aggregation operation. This behavior repeats until the total value of the aggregated information exceeds 400. The increase in the value of information could also cease if there are no sensors left to report new information. After this point in time, the value of aggregated information decreases over time. 
IX.B. Effect of Aggregation Method
In this section, we simulate a scenario in which the sensors collect information and report it to a central node. We want to evaluate the effect of wireless communication and aggregation methods on the average time to aggregate. Collisions in the wireless channel typically garble messages beyond recognition. Thus messages need to be retransmitted which will increase the time to receive all pieces of information to be aggregated. Clearly, the denser the traffic the more collisions and the more retransmissions causing delays in aggregation. A non-negligeable side-effect of all this is that due to collision-caused time delays, the value of individual pieces of information decays and what is being aggregated has lesser value.
Furthermore, the aggregation method could affect the time to achieve the defined aggregation. This latency is due, to a large extent, to the logic behind the transfer of information for aggregation. For example, the aggregation method i may use one of the following strategies:
(I) : wait for reports from at least k nodes; (II) : wait until the aggregated value exceeds a threshold;
(III) : wait until there is enough spatial diversity in the reported information.
In all these examples, the sensors can decide about reporting in a way that only the effective ones report. For example, in the former method, it would be enough if only one node out of several neighbor nodes transmits the message. This can be performed through many methods such as cluster head or a probabilistic transmission policy. Independent of the policy, transmitting fewer messages would reduce the traffic and result in faster reception of the required information. In this section, we develop a general simulation scenario that will show the effect of these two factors, i.e. wireless channel condition and aggregation method, on the increase in the time to aggregate, which consequently avoids reducing the value of information. This simulation scenario is designed in a way that is independent of the aggregation method.
In our simulation, the sensors are deployed uniformly at random over an area of 750m × 750m. The sensors can communicate with the aggregator node in a single hop. At least two nodes are required to report to aggregator. The number of sensors vary from 4 to 100. A sensor will periodically send its sensed information with rate λ. We simulate this process in NS 2.29 [1] . The simulation parameters are shown in Table 1 .
To show the effect of the aggregation method, we evaluate scenarios where only some portion (p) of the nodes send their sensed information. The aggregator waits until it receives the information from p portion of nodes. This is a general model for many aggregation strategies in sensor networks. For example, if sensors are programmed to report their temperature only if they sense temperature between 100 • C to 500 • C, then in a fire detection scenario, only the sensors that are close to the fire and can detect it will send temperature readings. This strategy will avoid collisions among all nodes as well as save energy in comparison to the scenario where all nodes try to transmit information. Therefore, we present the results for several values of p. Note that p = 1 is the worst case scenario, where all nodes report their sensed information. Figure 5 shows the average time to aggregate when various portions of nodes are involved in transmitting information for aggregation. With fewer nodes, of course, aggregation happens faster. For example, with p = 0.25 and 10 nodes, the average time to aggregate is 1.7s, but when the number of nodes is increased to 20, the average time to aggregate increases to 4.7s. Figure 5 shows the effect of the aggregation method (here, p) on the average time to aggregate. For example, with 4 nodes, the average time to aggregate changes from 1.7 seconds to 4.7 seconds when p is increased from 0.5 to 1. Recall that because of value decay, the longer the average time to aggregate, the lower the value of the aggregated information. The delay due to waiting for arriving pieces of information as well as collision in the reception of those pieces of information will result in reducing the value of information. Figure 6 illustrates the effect of those delays on the loss of information value for several exponential decay functions. As can be seen even with 2 seconds of delay, the loss of value can be up to 80%. This delay may be due to waiting for pieces of information to be generated by different sources and arriving at the aggregator, as well as delay due to the wireless channel conditions. In the next simulation, we investigate how the rate of information generation in relation to decay should be designed to achieve the value of information as soon as possible, so that a decision maker can make a proper determination.
IX.C. Time to Exceed a Threshold
Here, we evaluate the applicability of the defined threshold time in (25). Recall that (25) shows the minimum time at which the expected value of information will exceed the threshold. This can be useful, for example, to plan for capturing an intruder. If we assume that the intruder's staying time in the monitored area is an exponential random variable S with expected value E[S] < ∞ and the reaction time of the security personnel to arrive at the location after receiving the alarm is a random variable R with expected value E[R], then the expected detection time D can be writ-
. In other words, the design of λ, i.e., sensor reporting periods, should not let t in (25) exceed D. In the following, we simulate this scenario to show how λ and µ can affect the effectiveness of the monitoring application. Assume that E[S] = 300s and E[R] = 100s. This means that the detection time should be less than 200 seconds. In this simulation, we assume that V is selected uniformly in the range [V min , V max ], which are set to 0 and 100, respectively. This can be a valid setting since it could mean a direct functional mapping from the percentage of confidence that a sensor has in detecting the intruder. Then, we could set the threshold ∆ to 196, which means that we need to have a confidence equal to two reports with the 98% confidence in detection of intrusion before reporting. Letting V oI(t) stand for the random variable that keeps track of the value of information at time t, Table 2 shows the moments in time when the expected value, E[V oI(t)], of V oI(t) will be above ∆ for theory and simulation. We show the average time over 10,000 trials for various values of λ and µ. As it turns out, the simulation results match the theoretical predictions well. In our defined scenario, we required that E[V oI(t)] exceed ∆ within 200 seconds. Table 2 shows that only configurations 5 and 6 meet that requirement, due to the arrival rate of 0.1, which has sensors reporting every 10 seconds.
X. Concluding Remarks and Directions for Future Work
This paper provided a formal way of looking at aggregation of information in sensor networks. Of particular interest is the aggregation process in networks where individual actors possess information whose value decays over time. We offered a formal model for the valuation of time-discounted information and of the algebra of its aggregation. We allow aggregation of time-discounted information to proceed in an arbitrary, not necessarily pairwise, manner. We have shown that the resulting value of the aggregate does not depend on the order in which aggregation of individual values take place. Our results suggest natural thresholding strategies for the aggregation of the information collected by sets of network actors. Our theoretical predictions were confirmed by extensive simulation.
In spite of these results, a number of problems are open and are getting attention.
It would be of great theoretical interest to consider other time discounting regimens that do not conform (and are not amenable) to (2) . Examples of such discount regimens are known to exist; step functions being a prime example. The question that we are addressing at the moment is that of approximating a step function and, indeed, other similar decay functions by polynomials. It is a classic result of Karl Weierstrass that every real function can be approximated by a suitable sequence of polynomials [5] . Since we have a good understanding a exponential decay functions and since every exponential can be approximated by a polynomial consisting of the first few terms in its Taylor expansion, this approach seems to be natural.
While a lot of attention had been devoted to detecting and mitigating the effects of collisions on the wireless channel, to the best of our knowledge, the effects of collisions on the value of information to be aggregated has not been addressed in the literature. As our simulations showed, due to the significant retransmission delays, the value of the information may be dramatically impacted.
Finally, it is of great practical interest to be able to retask the sensors as the mission dynamics evolve. Retasking may involve moving from one set of sensed attributes to another and also inferring an attribute for which the sensor does not have a direct sensing capability. This promises to be an exciting area of work.
