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1. Introduction
Fractional differential equations arise in many engineering and scientiﬁc disciplines as the mathematical modeling of
systems and processes in the ﬁelds of physics, chemistry, aerodynamics, electrodynamics of complex medium or polymer
rheology. On this kind of equations the derivatives of fractional order [1–3] are involved. The interest of the study of
fractional-order differential equations lies in the fact that fractional-order models are more accurate than integer-order
models, that is, there are more degrees of freedom in the fractional-order models. Furthermore, fractional derivatives provide
an excellent instrument for the description of memory and hereditary properties of various materials and processes due to
the existence of a “memory” term in a model. This memory term insures the history and its impact to the present and
future, see [4]. In consequence, the subject of fractional differential equations is gaining much importance and attention. For
details, see [5–12] and the references therein. Recent results on fractional differential equations can be seen in [13–19].
Integral boundary conditions have various applications in applied ﬁelds such as blood ﬂow problems, chemical engineer-
ing, thermo-elasticity, underground water ﬂow, population dynamics, and so forth. For a detailed description of the integral
boundary conditions, we refer the reader to some recent papers [20–29] and the references therein.
Since only positive solutions are useful for many applications, motivated by the above works, in this paper, we investigate
the existence of positive solutions of the following nonlinear fractional differential equations with integral boundary value
conditions
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⎪⎪⎪⎩
C Dαu(t) + f (t,u(t))= 0, 0 < t < 1,
u(0) = u′′(0) = 0, u(1) = λ
1∫
0
u(s)ds,
(1.1)
where 2 < α < 3, 0 < λ < 2, C Dα is the Caputo fractional derivative and f : [0,1]×[0,∞) → [0,∞) is a continuous function.
To the best of our knowledge, no paper has considered the existence of positive solutions for nonlinear fractional dif-
ferential equations with integral boundary conditions (1.1). Our purpose here is to give some existence result for positive
solutions to (1.1).
Our proof is based upon known Guo–Krasnoselskii’s ﬁxed point theorem given in [30]. Some of our ideas are inspired
by the given ones in the recent paper [31]. There the authors obtain existence, multiplicity and nonexistence results for the
periodic problem
x′′(t) − k2x(t) = μg(t) f (x), x(0) = x(2π), x′(0) = x′(2π), (1.2)
depending on the parameter μ > 0. Although not explicitly mentioned in [31] we point out the important fact that the
related Green’s function of (1.2) is strictly negative for all k > 0.
2. Preliminaries
For the reader’s convenience, we present some necessary deﬁnitions from fractional calculus theory and lemmas. For
details, see [3,33].
Deﬁnition 2.1. For a function f : [0,∞) →R, the Caputo derivative of fractional order α is deﬁned as
C Dα f (t) = 1
Γ (n − α)
t∫
0
(t − s)n−α−1 f (n)(s)ds, n = [α] + 1,
where [α] denotes the integer part of the real number α.
Deﬁnition 2.2. The Riemann–Liouville fractional integral of order α for a function f is deﬁned as
Iα f (t) = 1
Γ (α)
t∫
0
(t − s)α−1 f (s)ds, α > 0,
provided that such integral exists.
Deﬁnition 2.3. The Riemann–Liouville fractional derivative of order α for a function f is deﬁned by
Dα f (t) = 1
Γ (n − α)
(
d
dt
)n t∫
0
(t − s)n−α−1 f (s)ds, n = [α] + 1,
provided that the right-hand side of the previous equation is pointwise deﬁned on (0,∞).
Lemma 2.1. Let α > 0, then the fractional differential equation
C Dαu(t) = 0
has a unique solution given by the expression
u(t) =
[α]∑
j=0
u( j)(0)
j! t
j.
Lemma 2.2. Let α > 0, then
Iα C Dαu(t) = u(t) −
[α]∑
j=0
u( j)(0)
j! t
j.
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equation with integral boundary value condition:
C Dαu(t) + y(t) = 0, 0 < t < 1, (2.1)
u(0) = u′′(0) = 0, u(1) = λ
1∫
0
u(s)ds. (2.2)
The result is the following
Theorem 2.1. Let 2 < α < 3 and λ = 2. Assume y ∈ C[0,1], then the problem (2.1)–(2.2) has a unique solution u, given by the
expression
u(t) =
1∫
0
G(t, s)y(s)ds,
where
G(t, s) =
⎧⎨
⎩
2t(1−s)α−1(α−λ+λs)−(2−λ)α(t−s)α−1
(2−λ)Γ (α+1) , 0 s t  1,
2t(1−s)α−1(α−λ+λs)
(2−λ)Γ (α+1) , 0 t  s 1.
(2.3)
Proof. We may apply Lemma 2.2 to reduce Eq. (2.1) to an equivalent integral equation
u(t) = −Iα y(t) +
2∑
j=0
u( j)(0)
j! t
j = −
t∫
0
(t − s)α−1
Γ (α)
y(s)ds +
2∑
j=0
u( j)(0)
j! t
j.
Since u(0) = u′′(0) = 0, we deduce that
u(t) = −
t∫
0
(t − s)α−1
Γ (α)
y(s)ds + u′(0)t.
Finally, condition u(1) = λ ∫ 10 u(s)ds implies that
u′(0) =
1∫
0
(1− s)α−1
Γ (α)
y(s)ds + λ
1∫
0
u(s)ds.
Hence, we have the following form
u(t) = −
t∫
0
(t − s)α−1
Γ (α)
y(s)ds + t
1∫
0
(1− s)α−1
Γ (α)
y(s)ds + λt
1∫
0
u(s)ds. (2.4)
Let
∫ 1
0 u(s)ds = A, then, from the previous equality, we deduce that
A =
1∫
0
u(t)dt
= −
1∫
0
t∫
0
(t − s)α−1
Γ (α)
y(s)dsdt +
1∫
0
1∫
0
t(1− s)α−1
Γ (α)
y(s)dsdt +
1∫
0
λAt dt
= −
1∫
(1− s)α
αΓ (α)
y(s)ds + 1
2
1∫
(1− s)α−1
Γ (α)
y(s)ds + 1
2
λA. (2.5)0 0
406 A. Cabada, G. Wang / J. Math. Anal. Appl. 389 (2012) 403–411So, expression (2.5) implies that
A = − 2
2− λ
1∫
0
(1− s)α
αΓ (α)
y(s)ds + 1
2− λ
1∫
0
(1− s)α−1
Γ (α)
y(s)ds.
Replacing this value in (2.4), we arrive at the following expression for function u:
u(t) = −
t∫
0
(t − s)α−1
Γ (α)
y(s)ds + t
1∫
0
(1− s)α−1
Γ (α)
y(s)ds − 2λ
2− λ
1∫
0
t(1− s)α
αΓ (α)
y(s)ds + λ
2− λ
1∫
0
t(1− s)α−1
Γ (α)
y(s)ds
= −
t∫
0
(t − s)α−1
Γ (α)
y(s)ds +
1∫
0
2t(1− s)α−1(α − λ + λs)
(2− λ)αΓ (α) y(s)ds
=
t∫
0
2t(1− s)α−1(α − λ + λs) − (2− λ)α(t − s)α−1
(2− λ)Γ (α + 1) y(s)ds +
1∫
t
2t(1− s)α−1(α − λ + λs)
(2− λ)Γ (α + 1) y(s)ds
=
1∫
0
G(t, s)y(s)ds.
This completes the proof. 
A careful analysis of the Green’s function G allows us to deduce the following result:
Lemma 2.3. Let G be the Green’s function related to problem (2.1)–(2.2), which is given by the expression (2.3). Then, for all α ∈ (2,3),
the following properties are fulﬁlled:
(i) G(0, s) = G(t,1) = 0 for all t, s ∈ [0,1] and λ = 2.
(ii) G(1, s) = 0 for all s ∈ [0,1] if and only if λ = 0.
(iii) G(1, s) > 0 for all s ∈ (0,1) if and only if λ ∈ (0,2).
(iv) G(t,0) > 0 for all t ∈ (0,1) if and only if λ ∈ [0,2).
(v) G(t, s) > 0 for all t, s ∈ (0,1) if and only if λ ∈ [0,2).
(vi) G(t, s) 2
(2−λ)Γ (α) for all t, s ∈ [0,1] and λ ∈ [0,2).
(vii) G(t, s) and G(t, s)/t are two continuous functions for all t, s ∈ [0,1], 2 < α < 3 and λ = 2.
Now, we prove two additional inequalities of the Green’s function G . Such properties, together with the previous ones
given above, will be of fundamental interest to ensure the existence of solutions of problem (1.1) that will be proven in the
next section.
Lemma 2.4. Fix 2 < α < 3 and 0 < λ < 2. Let G(t, s) be the Green’s function related to problem (2.1)–(2.2) given by the expres-
sion (2.3). Then the following inequalities hold:
tG(1, s) G(t, s) 2α
λ(α − 2)G(1, s), for all t, s ∈ (0,1). (2.6)
Proof. Assume in a ﬁrst moment that 0 t  s 1. In such a case:
h(t, s) ≡ G(t, s)
G(1, s)
= 2t(λ(s − 1) + α)
λ(2(s − 1) + α) , for all 0 < t  s < 1.
Now, it is immediate to verify the following inequalities:
t <
2
λ
t  h(t, s) 2tα
λ(α − 2) 
2α
λ(α − 2) , for all 0 < t  s < 1.
On the contrary, if 0 s t  1 we have that
h(t, s) = (1− s)
1−α(2t(1− s)α−1((s − 1)λ + α) + α(λ − 2)(t − s)α−1)
, for all 0 < s t < 1.
λ(2(s − 1) + α)
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∂2h
∂t2
(t, s) = (α − 2)(α − 1)α(λ − 2)(1− s)
1−α(t − s)α−3
λ(2(s − 1) + α) < 0, for all 0 < s < t < 1.
By deﬁnition, h(1, s) = 1. Moreover:
h(s, s) = 2s((s − 1)λ + α)
λ(2(s − 1) + α) > s, for all 0 < s < 1.
These two previous facts, together with the concave character of function h(·, s) on the interval [s,1], allow us to con-
clude that
h(t, s) > t, for all 0 < s < t < 1.
Finally, it is not diﬃcult to verify that
h(t, s) <
2α
λ(α − 2) , for all 0 < s < t < 1,
and the inequalities (2.6) are fulﬁlled. 
3. Main result
This section is devoted to give an existence result for the nonlinear boundary value problem (1.1). To this end, we deﬁne
the operator T : C[0,1] → C[0,1] as
T u(t) :=
1∫
0
G(t, s) f
(
s,u(s)
)
ds, (3.1)
with G deﬁned in (2.3).
It is clear, from Theorem 2.1, that the ﬁxed points of operator T coincide with the solutions of problem (1.1).
Let E = C[0,1] be the Banach space endowed with the usual supremum norm ‖ · ‖.
Deﬁne now the cone P ⊂ E as follows
P =
{
u ∈ E, u(t)/t ∈ E, u(t) tλ(α − 2)
2α
‖u‖, for all t ∈ [0,1]
}
. (3.2)
Set
f0 = lim
u→0+
{
min
t∈[0,1]
f (t,u)
u
}
and f∞ = lim
u→∞
{
max
t∈[0,1]
f (t,u)
u
}
.
To prove the existence of at least one positive solution of (1.1), we state the following Guo–Krasnoselskii ﬁxed point
theorem [30]:
Theorem 3.1. Let E be a Banach space, and let P ⊂ E be a cone. Assume that Ω1 , Ω2 are open and bounded subsets of E with
0 ∈ Ω1 ⊂ Ω1 ⊂ Ω2 , and let T :P ∩ (Ω2 \ Ω1) → P be a completely continuous operator such that
(i) ‖Tu‖ ‖u‖, u ∈P ∩ ∂Ω1 , and ‖Tu‖ ‖u‖, u ∈P ∩ ∂Ω2; or
(ii) ‖Tu‖ ‖u‖, u ∈P ∩ ∂Ω1 , and ‖Tu‖ ‖u‖, u ∈P ∩ ∂Ω2 .
Then operator T has at least one ﬁxed point in P ∩ (Ω2 \ Ω1).
Now, we are in position to prove the main result of this paper.
Theorem 3.2. Assume that one of the two following conditions is fulﬁlled:
(i) (Sublinear case) f0 = ∞ and f∞ = 0.
(ii) (Superlinear case) f0 = 0, f∞ = ∞ and there exist μ > 0 and θ > 0 for which f (t, κx)μκθ f (t, x) for all κ ∈ (0,1].
Then, for all α ∈ (2,3) and λ ∈ (0,2), the problem (1.1) has at least one solution that belongs to the cone P deﬁned in (3.2).
Proof. Firstly, we prove that T :P →P is completely continuous.
From the continuity and the non-negativeness of functions G and f on their domains of deﬁnition, we have that if u ∈P
then Tu ∈ E and Tu(t) 0 for all t ∈ [0,1]. Moreover
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t
=
1∫
0
G(t, s)
t
f
(
s,u(s)
)
ds,
which is, from condition (vii) in Lemma 2.3, a continuous function for all u ∈ E .
Let’s see that T (P) ⊂P .
Take u ∈P , then, for all t ∈ [0,1] the following inequalities are satisﬁed
T u(t) =
1∫
0
G(t, s) f
(
s,u(s)
)
ds
 t
1∫
0
G(1, s) f
(
s,u(s)
)
ds
 tλ(α − 2)
2α
1∫
0
max
t∈[0,1]
{
G(t, s)
}
f
(
s,u(s)
)
ds
 tλ(α − 2)
2α
max
t∈[0,1]
{ 1∫
0
G(t, s) f
(
s,u(s)
)
ds
}
= tλ(α − 2)
2α
‖T u‖.
In view of the continuity of functions G and f , the operator T :P →P is continuous.
Let Ω ⊂ P be bounded, which is to say there exists a positive constant M > 0 such that ‖u‖∞  M for all u ∈ Ω .
Deﬁne now
L = max
0t1,0uM
∣∣ f (t,u)∣∣+ 1.
Then, for all u ∈ Ω , it is satisﬁed that
∣∣T u(t)∣∣
1∫
0
G(t, s) f
(
s,u(s)
)
ds L
1∫
0
G(t, s)ds, for all t ∈ [0,1], (3.3)
that is, the set T (Ω) is bounded in E .
For each u ∈ Ω , we have
∣∣(T u)′(t)∣∣=
∣∣∣∣∣−
t∫
0
(t − s)α−2
Γ (α − 1) f
(
s,u(s)
)
ds +
1∫
0
2(1− s)α−1(α − λ + λs)
(2− λ)αΓ (α) f
(
s,u(s)
)
ds
∣∣∣∣∣
 1
Γ (α − 1)
t∫
0
(t − s)α−2∣∣ f (s,u(s))∣∣ds + 2
(2− λ)Γ (α + 1)
1∫
0
(1− s)α−1(α − λ + λs)∣∣ f (s,u(s))∣∣ds
 L
Γ (α − 1)
t∫
0
(t − s)α−2 ds + 2αL
(2− λ)Γ (α + 1)
1∫
0
(1− s)α−1 ds
 L
Γ (α)
+ 2L
(2− λ)Γ (α + 1) := N.
As consequence, for all t1, t2 ∈ [0,1], t1 < t2, we have
∣∣(T u)(t2) − (T u)(t1)∣∣
t2∫
t1
∣∣(T u)′(s)∣∣ds N(t2 − t1),
and the set T (Ω) is equicontinuous.
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operator.
Consider now the ﬁrst situation:
(i) Sublinear case ( f0 = ∞ and f∞ = 0).
Since f0 = ∞, then there exists a constant ρ1 > 0 such that f (t,u) δ1u for all 0 < u  ρ1, where δ1 > 0 satisﬁes
δ1
λ(α − 2)
2α
max
t∈[0,1]
{ 1∫
0
sG(t, s)ds
}
 1. (3.4)
Take u ∈P , such that ‖u‖ = ρ1, then, from the expression (3.4), we deduce the following inequalities
‖T u‖ = max
t∈[0,1]
{ 1∫
0
G(t, s) f
(
s,u(s)
)
ds
}
 δ1 max
t∈[0,1]
{ 1∫
0
G(t, s)u(s)ds
}
 δ1‖u‖λ(α − 2)
2α
max
t∈[0,1]
{ 1∫
0
sG(t, s)ds
}
 ‖u‖.
Since f (t, ·) is a continuous function on [0,∞), we can deﬁne the following function:
f˜ (t,u) = max
z∈[0,u]
{
f (t, z)
}
.
Clearly f˜ (t, ·) is nondecreasing on [0,∞), moreover, since f∞ = 0 it is obvious that (see [32])
lim
u→∞
{
max
t∈[0,1]
f˜ (t,u)
u
}
= 0.
Choose δ2 > 0 satisfying the following property:
2δ2
(2− λ)Γ (α)  1. (3.5)
Therefore there exists a constant ρ2 > ρ1 > 0 such that f˜ (t,u) δ2u for all u  ρ2.
Let now u ∈P be such that ‖u‖ = ρ2, then, from the deﬁnition of f˜ , Eq. (3.5) and property (vi) in Lemma 2.3, we attain
at the following inequalities:
‖T u‖ = max
t∈[0,1]
{ 1∫
0
G(t, s) f
(
s,u(s)
)
ds
}
 max
t∈[0,1]
{ 1∫
0
G(t, s) f˜
(
s,‖u‖)ds
}
 δ2‖u‖ max
t∈[0,1]
{ 1∫
0
G(t, s)ds
}
 2δ2
(2− λ)Γ (α)‖u‖ ‖u‖.
Thus, by the ﬁrst part of Guo–Krasnoselskii ﬁxed point theorem, we can conclude that (1.1) has at least one positive
solution.
Consider now the second case (ii).
Let δ2 > 0 be given as in Eq. (3.5). Since f0 = 0, we have that there exists a constant r1 > 0 such that f (t,u) δ2u for
0 u  r1.
Take u ∈P , such that ‖u‖ = r1. Then we have
T u(t) =
1∫
0
G(t, s) f
(
s,u(s)
)
ds δ2
1∫
0
G(t, s)u(s)ds  δ2‖u‖
1∫
0
G(t, s)ds 2δ2
(2− λ)Γ (α)‖u‖ ‖u‖. (3.6)
Consider now δ3 > 0 satisfying
μδ3
λ(α − 2)
2α
max
t∈[0,1]
{ 1∫
0
sθG(t, s)ds
}
 1, (3.7)
with μ > 0 and θ > 0 the constants given in condition (ii).
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Let now u ∈P be such that ‖u‖ = 2α
λ(α−2) r2. As consequence, we have that for all t > 0 the following inequality holds:
u(t)
t
 λ(α − 2)
2α
‖u‖ = r2.
So, condition (ii) gives us the following properties:
‖T u‖ = max
t∈[0,1]
{ 1∫
0
G(t, s) f
(
s,u(s)
)
ds
}
μ max
t∈[0,1]
{ 1∫
0
sθG(t, s) f
(
s,
u(s)
s
)
ds
}
μδ3 max
t∈[0,1]
{ 1∫
0
sθG(t, s)
u(s)
s
ds
}
μδ3
λ(α − 2)
2α
‖u‖ max
t∈[0,1]
{ 1∫
0
sθG(t, s)ds
}
 ‖u‖.
We notice that the second integral in the previous inequalities is well deﬁned because u(t)/t is a continuous function
on (0,1] and limt→0+ u(t)/t exists.
Therefore, by the second part of Guo–Krasnoselskii ﬁxed point theorem, we can conclude that (1.1) has at least one
positive solution. 
Remark 3.1. Notice that condition (ii) in the previous theorem generalizes condition (A3) imposed in [31] for problem (1.2),
which is as follows:
f : [0,∞) → (0,∞) is nondecreasing and there exists θ ∈ (0,1) such that f (κx)  κθ f (x) for all κ ∈ (0,1) and x ∈
[0,∞).
Notice that, since κ ∈ (0,1) the condition is less restrictive when θ is greater. Moreover we do not impose any mono-
tonicity assumptions on function f .
Example 3.1. Consider the fractional differential equation⎧⎪⎪⎪⎨
⎪⎪⎪⎩
C Dαu(t) + f (t,u(t))= 0, 0 < t < 1,
u(0) = u′′(0) = 0, u(1) = sin1
1− cos1
1∫
0
u(s)ds,
(3.8)
where 2 < α < 3, 0 < λ = sin11−cos1 < 2 and
f
(
t,u(t)
)= u 12 (t) + sin2(teu(t))+ log(1+ u(t)).
Obviously, f0 = ∞ and f∞ = 0. Thus, by the ﬁrst part of Theorem 3.2, we can get that the problem (3.8) has at least one
positive solution.
Remark 3.2. In Example 3.1, fractional order α could be any constant which satisfy 2 < α < 3. For example, we can take
α = 2.5.
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