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This work considers two algorithms of a finite-volume solver for the MHD equations with a
real-gas equation of state (EOS). Both algorithms use a multistate form of Harten-Lax-Van Leer
approximate Riemann solver as formulated for MHD discontinuities. This solver is modified to use
the generalized sound speed from the real-gas EOS. Two methods are tested: EOS evaluation at
cell centers and at flux interfaces where the former is more computationally efficient. A battery of
1D and 2D tests are employed: convergence of 1D and 2D linearized waves, shock tube Riemann
problems, a 2D nonlinear circularly polarized Alfvén wave, and a 2D magneto-Rayleigh-Taylor
instability test. The cell-centered EOS evaluation algorithm produces unresolvable thermodynamic
inconsistencies in the intermediate states leading to spurious solutions while the flux-interface EOS
evaluation algorithm robustly produces the correct solution. The linearized wave tests show this
inconsistency is associated with the magnetosonic waves and the magneto-Rayleigh-Taylor instability
test demonstrates simulation results where the spurious solution leads to an unphysical simulation.
PACS numbers: 52.30.Ex 52.35.Py, 52.55.Fa, 52.55.Tn, 52.65.Kj
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I. INTRODUCTION
A common approximation for hydrodynamic sim-
ulations is to utilize an equation of state (EOS) be-
yond of the simple ‘ideal gas’ relation and thereby
model a so-called ‘real gas’. With a real-gas EOS,
the sound waves are modified. This must be prop-
erly accounted for when using numerical methods
that are constructed via a flux-based description of
the characteristic waves of a PDE system, such as
the finite volume method [1] as studied in this work.
At the crux of this scheme is the reconstruction of
an approximate solution from a cell-centered loca-
tion to the edge of a cell and the construction of an
approximate Riemann solution to a local nonlinear
PDE system to determine the flux at the discontin-
uous interface at the edge of a cell.
Numerical techniques for modeling a real gas com-
posed of a neutral fluid are well developed [2]. For
example, two techniques to accommodate a real-gas
EOS are direct modification of a Roe scheme [3]
and energy relaxation. Within a Roe scheme, a lin-
earized version of the conservative form of the non-
linear system of equations is used to construct ana-
lytic eigenvalues and eigenvectors that compose the
flux at a given interface between two cells. The ap-
propriate form of the linearized flux Jacobian must
be constructed with an appropriate Roe average that
properly accounts for the discontinuity in the ap-
proximate solution at the cell interface and only ad-
mits physical shock solutions but eliminates spuri-
ous solutions. Unfortunately, the construction of the
traditional Roe average is predicated on the assump-
tion of an ideal gas. Buffard et al., Ref. [4], describe
the VFRoe scheme for use with the Euler equations
with a real-gas EOS. This scheme uses the primitive
variables in the reconstruction with a simple arith-
metic mean to determine the flux Jacobian. A sonic
entropy correction is used to eliminate nonphysical
weak solutions. Alternatively, Coquel et al., Ref. [5],
describe energy-relaxation methods for a system of
equations with a real-gas EOS. In this method the
fluxes are computed from the ideal gas system with
any chosen Riemann solver and then an additional
relaxation step is applied. More recently, Hu et al.,
Ref [6], construct a generalized Roe average that
is appropriate for cases with a discontinuous EOS
such as a material interface. Hydrodynamic exam-
ples with a modified Harten-Lax Van Leer solver [7]
that includes the contact discontinuity [8] show that
this generalized Roe average is robust for multima-
terial problems.
These techniques for real-gas systems are ex-
tended to magnetized and ionized gases as described
by the magnetohydrodynamic (MHD) equations by
Dedner et al., in Ref. [9]. The work of Dedner et
al. only considers one-dimensional test cases and
both schemes (VFRoe adapted for MHD and a re-
laxation method) work comparably well. Serna et
al., Ref. [10], consider the impact of a general EOS
on the MHD system in terms of the generation
of anomalous wave structures produced by a non-
convex system of equations. One of the key results is
that the anomalous wave structures can be converted
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2into classical wave structures when an appropriate
amount of magnetic field is applied. A number of
one-dimensional cases with non-classical waves with-
out a magnetic field are tested with a modified ver-
sion of the characteristic-based nonconvex entropy-
fix upwind scheme described in Ref. [11].
In this work we focus on developing methods for
real-gas applications that are appropriately modeled
by the MHD equations such as high-energy density
laboratory experiments. Given this application, the
methods developed here are intended for application
to problems with more than one dimension. We per-
form a number of 1D tests to check convergence rates
and to ensure results consistent with Refs. [9] and
[10] are achieved. However we also extend our test-
ing to include two dimensions as well.
This paper proceeds as follows: In Sec. II we re-
view the MHD system and the associated eigenvalue
modification when a general EOS is applied. The
approximate Riemann solvers tested in this work
are of the Harten-Lax Van Leer form in single-state
[12] and multiple-state [13] (including the contact
and rotational Alfvén discontinuities) forms. The
solvers are formulated in terms of the jump between
the states at the interface and the eigenvalues of the
equation system as modified by a general EOS are
used which requires evaluation of the pressure and
the generalized sound speed at the interfaces be-
tween cells. Sec. III discusses the specifics of two
proposed algorithms: EOS evaluation at cell cen-
ters with reconstruction to the cell interface or direct
evaluation of the EOS tables at the cell interface af-
ter the MUSCL reconstruction. The latter method
requires more EOS evaluations and is thus more
computationally expensive. A series of 1D and 2D
tests are performed with these algorithms in Secs. IV
and V, respectively. It is found that although the
cell-centered EOS evaluation works reasonably well
for a number of tests, only EOS evaluation at the
interfaces is appropriate for high-fidelity modeling.
Concluding remarks are made in Sec. VI.
II. REVIEW OF THE MHD SYSTEM WITH
GENERAL EOS
In conservative form, the ideal MHD equations
with a real-gas EOS is given by the continuity equa-
tion for the plasma mass density, ρ,
∂ρ
∂t
+∇ · (ρv) = 0 , (1)
the center-of-mass momentum, ρv, equation,
∂ρv
∂t
=
−∇ ·
(
ρvv+
[
P (ρ,Eint) +
B2
2µ0
]
I− BB
µ0
)
, (2)
the induction equation for magnetic field, B,
∂B
∂t
−∇× (v×B) = 0 , (3)
and the energy, E, equation,
∂E
∂t
=
−∇·
([
E + P (ρ,Eint) +
B2
2µ0
]
v+ [v×B]×B
)
.
(4)
Here the total energy is defined as
E = ρv
2
2 +
B2
2µ0
+ Eint , (5)
where µ0 is the permeability of free space, Eint is
the internal energy, P is the pressure and I is the
identity tensor.
A constitutive relationship for P (ρ,Eint), other-
wise known as an EOS, is required to close the sys-
tem of equations. The most common EOS is the
ideal-gas law,
P (ρ,Eint) = (Γ− 1)Eint , (6)
where Γ, the ratio of specific heats, is a constant. As
another analytic example, the Van Der Waals EOS
is an extension that qualitatively accounts for finite
particle volume and intermolecular forces. The Van
Der Waals EOS may be written as
P (ρ,Eint) =
R
CV
Eint + ηaρ2
1− ηbρ − ηaρ
2 (7)
where R is the gas constant, CV is the specific heat
at constant volume, ηa a constant accounting for
intermolecular forces and ηb is a constant account-
ing for molecule size. More complicated EOS rela-
tions are often not expressed analytically but rather
are tabulated. For example, the SESAME [14] and
Propaceos [15] EOS tables specify the pressure and
specific internal energy,  = Eint/ρ, in terms of den-
sity and temperature. In practice, to use these tables
with the equation set of Eqns. (1)-(4) one must first
invert ε (ρ, T ) to solve for the temperature from a
known internal energy as an intermediate step, and
then evaluate P (ρ, T ).
3Typically, a subset of the linear eigenvectors and
eigenvalues of the EOS system are required for ap-
proximate Riemann solvers. For simplicity of ex-
position, we review the linear waves of the one-
dimensional Euler equations (essentially dropping
the induction equation, Eqn. (3), and B contribu-
tions). Consideration of the 3D system only leads to
additional, degenerate eigenvalues. The full ideal-
MHD system is considered in Ref. [10] with an anal-
ogous modification of the sound speed. Assuming
Cartesian geometry and derivatives only in the x-
direction (∂/∂x is denoted as a prime) leads to the
following system of equations:
∂
∂t
 ρvx
E
 =
 vxρ′ + v′xρvxv′x + P ′/ρ
vxE
′ + vxP ′ + (E + P ) v′x
 .
(8)
In order to express this system in matrix form, we
must eliminate P ′. Noting that
P ′ (ρ, ε) = Pρρ′ + Pεε′ , (9)
and
E′ = ρvxv′x +
(
v2x
2 + ε
)
ρ′ + ρε′ , (10)
we can solve this system to find
P ′ (ρ, ε) =[
Pρ − Pε
ρ
(
v2x
2 + ε
)]
ρ′ − vxPεv′x +
Pε
ρ
E′ . (11)
Here the subscripts of P are used to denote partial
derivatives (e.g. Pρ = ∂P/∂ρ). This leads to the fol-
lowing characteristic equations after reformulation
as an eigenvalue problem:
det

vx − λ ρ 0
1
ρ
[
Pρ − Pερ
(
v2x
2 + ε
)]
vx
(
1− Pερ
)
− λ Pερ2
vx
[
Pρ − Pερ
(
v2x
2 + ε
)]
(E + P )− v2xPε vx
(
1− Pερ
)
− λ
 = 0 . (12)
Solving this system yields three eigenvalues, λ =
vx+cs, vx, and vx−cs. The first and last of these are
the sound waves and the second is the entropy wave.
The generalized expression for the sound speed is
then
c2s =
PεP
ρ2
+ Pρ . (13)
In the ideal gas limit, this leads to c2s = ΓP/ρ, as
expected.
For the full MHD equation system, Eqns. (1)-(4),
there are seven eigenvalues after the divergence con-
straint on B is applied. In particular, the fast- and
slow-magnetosonic waves can be written in terms
of the sound speed and these are modified with a
general-EOS system where the sound speed is then
expressed as in Eqn. (13).
III. ALGORITHMIC DETAILS
The specific implementation tested is the USim
code [16] where the full algorithmic details are de-
scribed in this section. A second or third order
Runge-Kutta time discretization is used within a
finite volume scheme. In Sec. III A we describe
how fluxes at each interface are computed via a
monotonic upwind scheme for conservation laws
(MUSCL) reconstruction [17]. In particular a total-
variation diminishing (TVD), second-order accurate
scheme that has been shown to be robust for MHD in
multi-dimensions [18] is used. Reconstruction of the
conservative form of the variables is tested within
this work. After reconstruction to the interface,
an approximate solution to the Reimann problem
is computed as described in Sec. III B. Details on
EOS computations are given in Sec. III C. One com-
plication that arises with a multi-dimensional MHD
equation system is the enforcement of the ∇·B con-
straint [19]. The application of this constraint is
trivial in one dimension. For multi-dimensional sys-
tems we use a hyperbolic divergence cleaning scheme
similar to that described in Refs. [20, 21].
A. Second-order Accurate Reconstruction
In order to achieve greater than first-order spa-
tial accuracy within the MUSCL scheme, fluid vari-
ables must be reconstructed from cell-centers to cell-
interfaces in a TVD fashion. The USim variant of
the MUSCL scheme achieves second-order spatial
4accuracy using a variant of the original [17] scheme,
combined with the weighted least-squares gradient
scheme developed for compressible fluid dynamics
on unstructured meshes [22]. Consider the quadri-
lateral mesh shown in Figure 1 and some quantity
qi located at cell centers i = 0, ..., 4. If we denote
q at the face located between cells 0, 1 as qf01, then
this quantity can be obtained in a TVD-fashion to
second-order accuracy as:
qf01 = q0 + φ (r) δq;
δq = (1− w0) (q1 − q0) ;
w0 =
(x1 − x0) · (x1 − xf01)
|x1 − x0|2
(14)
Here, φ (r) is a TVD-style limiter, r is a generaliza-
tion of the ratio of successive gradients suitable for
unstructured meshes and x0,x1,xf01 are the coordi-
nates of cell 0, cell 1 and the face shared by these
two cells, respectively. In this work the Van Leer
limiter of Ref. [17],
φ (r) = r + |r|1 + |r| , (15)
is used. In order to provide a TVD-limited recon-
struction, USim computes the ratio of successive gra-
dients as:
r = (x1 − x0) · ∇dq2δq (16)
where ∇dq is the weighted least-square gradient of
dq = qi − q0 where the cells i correspond to the
stencil of the weighted least-square gradient operator
described in the Appendix of [22].
B. Riemann Solvers
A version of the Harten-Lax-van Leer approxi-
mate Riemann solver [7] is used in the single-state
(HLL, [12]) and multi-state (HLLD with ‘discontinu-
ities’, [13]) forms. These solvers apply the Rankine-
Hugoniot relations that specify the jump in states
associated with a subset of the waves of a Riemann
problem. For an MHD system, these waves are
the fast and slow compressive shocks (two branches
each), two branches of an incompressible rotational
discontinuity of the magnetic field and velocity as-
sociated with the Alfvén wave, and an entropy wave
involving only a jump in the density and normal ve-
locity. HLL is a single-state solver that applies jump
conditions for the fast discontinuities whereas the
HLLD solver is a four-state solver that applies jump
conditions for the fast, Alfvén, and contact discon-
tinuities.
Figure 1: Stencil for reconstruction of fluid variables
from cell- to face-centers. USim computes a TVD-style
second-order reconstruction of cell-centered data using a
combination of the algorithms described in [17] and [22].
The HLL and HLLD approximate Riemann
solvers are less diffusive than simpler methods,
such as Lax-Friedrichs, while being computation-
ally cheaper than linearized-flux methods that re-
quire computation of the full system of eigenvectors
(e.g. the methods of Roe [3] or Serna [10, 11]). For
demonstration purposes we use a Roe method with
an arithmetic mean instead of the Roe average as the
Roe average is not well-defined for general EOS sys-
tems. As demonstrated later, this leads to a ill-posed
solution for some non-convex problems. More ad-
vanced solvers such as the one proposed by Serna in
Ref. [10] overcome this limitation but are not tested
in this work.
For the HLL and HLLD approximate Riemann
solvers the maximum and minimum signal speeds
(eigenvalues) are defined in terms of the recon-
structed left and right interface states as in Ref. [12].
Some formulations use a Roe average in this defini-
tion [23], and using a form of the generalized Roe
average from Ref. [6] will be investigated in future
work. In isolated cases where the HLLD approx-
imate Riemann solver fails, the simple and robust
HLL formulation is used.
C. EOS details
For all solvers the fast wave-speeds as modified
by a general EOS are used which requires evalua-
tion of the pressure and the generalized sound speed
at the interfaces between cells. Two methods are
explored for this evaluation: (1) EOS evaluation at
the cell centers with reconstruction to the cell inter-
face or (2) direct evaluation of the EOS tables af-
ter the MUSCL reconstruction. These methods are
5more concisely referred to as the cell-centered (CC)
and interface (INTF) methods, respectively. The
latter method requires more EOS evaluations and is
thus more computationally expensive. For example
in 3D, where the ratio of cell centers to cell edges is
one to eight, we find the total execution time takes
3.5x longer for the INTF method relative to the CC
method. For this timing test we use a spline fit to
EOS tables with smoothing.
Evaluations of the generalized sound speed,
Eqn. (13), requires P (ρ, ε) whereas the SESAME
EOS tables provide P (ρ, T ) and ε (ρ, T ). Thus in
practice, ε (ρ, T ) is inverted to find T (ρ, ε) which is
then used to evaluate P (ρ, T ). The inversion as-
sumes that ε (ρ, T ) is monotonic in T and ρ.
The partial derivatives, Pε and Pρ, are not avail-
able within the SESAME tables. Thus evaluation of
Eqn. (13) requires some form of numerical differenti-
ation if the tables are not prescribed with an analytic
form. The application of the chain rule requires care
as the tables typically provide P (ρ, T ) and ε (ρ, T )
and not P (ρ, ε). Thus the partial derivative of pres-
sure with respect to density at constant specific en-
ergy is evaluated as
Pρ =
∂P (ρ, ε)
∂ρ
∣∣∣∣
ε
= ∂P (ρ, T )
∂ρ
− ∂P (ρ, T )
∂ε
∂ε
∂ρ
= ∂P (ρ, T )
∂ρ
− ∂P (ρ, T )
∂T
∂T
∂ε (ρ, T )
∂ε (ρ, T )
∂ρ
' ∂P (ρ, T )
∂ρ
− ∂P (ρ, T )
∂T
[
∂ε (ρ, T )
∂T
]−1
∂ε (ρ, T )
∂ρ
,
(17)
where the last step assumes that ε (ρ, T ) is mono-
tonic in T . Similarly, the partial derivative of pres-
sure with respect to specific energy at constant den-
sity is
Pε =
∂P (ρ, ε)
∂ε
∣∣∣∣
ρ
= ∂P (ρ, T )
∂T
∂T
∂ε (ρ, T )
' ∂P (ρ, T )
∂T
[
∂ε (ρ, T )
∂T
]−1
, (18)
where again we assume that ε (ρ, T ) is monotonic
in T . When analytic derivatives are not available,
a finite-difference method is used to evaluate these
partial derivatives centered around given values of ρ
and T with a stencil size defined in terms of a small
δ (e.g. 10−5) times ρ and T .
Our experience is that a high-order fit to the table
data that ensures continuity of the derivative quan-
tities is required to avoid spurious oscillations. Thus
for the SESAME results presented in this work, we
use a polynomial fit to the data within the region of
interest. Another solution is to use spline fits as may
be provided through the EOSPAC library [24]. We
choose the simple polynomial fit as it is sufficiently
accurate for our purposes and it is computationally
more efficient.
IV. 1D TEST CASES
We begin with a series of 1D tests that check the
convergence rate of the algorithm with a linearized
wave test, Sec. IVA, and then compare to prior re-
sults on Riemann problems, Sec. IVB.
A. 1D linear waves
When a sufficiently small perturbation is placed
upon large background fields in a periodic box, it
permits analysis through linearization where terms
proportional to the square of the perturbation and
higher order are dropped. With constant back-
ground fields the solution to this system of equations
is simply the linear waves. In this test, a small per-
turbation proportional to the right eigenvector of a
given wave of the EOS system is used (see the ap-
pendix of Ref. [10] for the right eigenvectors). Per-
turbing a sinusoidal wave using the right eigenvector
associated with a particular characteristic speed re-
sults in propagation of the wave at that speed. A
computation is run for a single-wave period and the
initial and final states are compared. A difference in
phase is attributed to dispersive error. Any reduc-
tion in wave amplitude is due to diffusive error. By
varying the resolution, the calculated L1 error in the
eight MHD fields determine the convergence rate.
The vector of conserved variables, given by Q,
is perturbed using the right eigenvectors associated
with each of the slow-magnetosonic wave cs, the
fast-magnetosonic wave cf , and the Alfvén wave ca.
The form of the perturbation is δQ = AR sin (2piψ)
where A is the perturbation amplitude, R is the
right eigenvector associated with the wave of inter-
est, and ψ is x/Lx for 1D, or x/Lx + y/Ly for 2D
(see Sec. VA).
The SESAME table 5760 [25] is used for helium
in this test. The initial conditions for these sim-
ulations include a density of 1.0 kg/m3, a pres-
sure of 6.13 atm, and magnetic fields of B0 =
619.4 〈1.0,√2.0, 0.5〉 T . This choice of magnetic
fields maintains the same plasma β (the ratio of ther-
mal pressure to magnetic pressure) as [26]. The per-
turbation amplitude is A = 10−6. We study the con-
vergence of 1D simulations using a refinement factor
of 2 for grid resolutions ranging from 32 to 1024 cells
for a domain given by 0 m ≤ x ≤ 1 m. The time
integration is a third-order Runge-Kutta algorithm.
6Figure 2: The 1D convergence of the interface- and cell-centered-EOS-evaluation algorithms for the (a) fast magne-
tosonic, (b) Alfvénic, and (c) slow magnetosonic perturbations, respectively. Separate curves are shown for the HLL,
HLLD and Roe approximate Riemann solvers.
Figure 2 compares the L1 error for the linearized
wave computations for the three distinct waves, fast,
Alfvén, and slow, at varying resolution. The differ-
ent algorithms for EOS evaluations, as described in
Sec. III, are compared. Finally, each algorithm is
run with the HLL, HLLD and Roe approximate Rie-
mann solvers which creates six curves per wave. In
general, only small variations are evident between
the choice of approximate Riemann solver.
Both algorithms achieve the expected second-
order convergence with the Alfvén wave (middle
plot). This is reasonably expected as this wave
is purely magnetic and does not contain a pres-
sure perturbation. However, deficiencies with the
cell-centered-EOS evaluations are evident with both
the fast and slow waves. For the fast wave, the
cell-center-EOS-evaluation algorithm leads to con-
vergence at first order while the interface-EOS-
evaluation algorithm performs with the expected
second-order convergence. Similarly for slow wave
while the interface-EOS-evaluation algorithm per-
forms as expected, dispersion error ultimately leads
to the lack of convergence with the cell-centered-
EOS-evaluation algorithm. Visually, this dispersion
error is barely perceptible although it clearly is evi-
dent in the plot of the L1 error.
B. Shock tube
In this section we compare computations with the
known results of shock-tube test cases from Refs. [9]
and [10]. The initial conditions for these cases are
given in Tabs. I and II. These cases use the Van Der
Waals EOS with the parameters as listed in Tab. III.
The time integration is a second-order Runge-Kutta
algorithm.
In Fig. 3 different methods are compared to the
MHD shocktube case shown in Fig. 6 of Ref. [9].
Six different algorithms are compared: the combi-
nations of the Roe with an arithmetic average, HLL
and HLLD approximate Riemann solvers and cell-
centered- and interface-EOS evaluation algorithms.
In the Fig. 3(a), the density at t=0.001 is plotted for
all of these algorithms except Roe with cell-centered-
EOS evaluation. The results are grouped by spatial
resolution and offset by constant factors from the
HLLD with interface EOS evaluation result to en-
able quick comparison. The expected result from
left to right is a compression fan associated with
the leftward propagating fast magnetosonic wave, a
shock associated with the leftward propagating slow
magnetosonic wave (the jump in the density is very
small), a contact discontinuity, a shock associated
with the rightward propagating slow magnetosonic
wave (the jump in the density is again very small),
and a shock associated with the rightward propa-
gating fast magnetosonic wave. The interface-EOS-
evaluation algorithm agrees well with the expected
results regardless of the choice of the approximate
Riemann solver. However, while the cell-centered-
EOS-evaluation produces a somewhat reasonable re-
sult at low resolution (except for an incorrect jump
appearing in the leftward compression fan that then
appears as a compound wave), substantial noise ap-
pears as the resolution is increased. The appearance
of this noise is associated with the magnetosonic
waves consistent with the dispersion error observed
in the 1D linear wave tests in Sec. IVA. In Fig. 3(b)
the result for the Roe solver with an arithmetic aver-
age with cell-centered EOS evaluation is also shown.
This algorithm produces a clearly incorrect result,
particularly at high resolution. In Fig. 3(c) the y-
component of the magnetic field is plotted for the
HLLD solver with the interface EOS evaluation al-
gorithm at different varied resolution. The conver-
gence of this algorithm is favorable compared to the
algorithms tested in Ref. [9] as seen by comparing
7ρL vL BL PL ρR vR BR PR
Dedner01 250 (0,0,0) (61.752,54.277,0) 35966778.0 179 (-1.7,5.6,0) (61.752,49.413,0) 26476136.8
DG1 1.8181 (0,0,0) Tab. II 3.000 0.275 (0,0,0) Tab. II 0.575
DG2 0.879 (0,0,0) Tab. II 1.090 0.562 (0,0,0) Tab. II 0.885
DG3 0.879 (0,0,0) Tab. II 1.090 0.275 (0,0,0) Tab. II 0.575
Table I: Initial conditions for the shock tube tests from Refs. [9] and [10]. Units are in kg/m3, m/s, mT and Pa,
respectively, but are not particularly meaningful for this problem.
Figure 3: Six different algorithms compared to the results of the shocktube test from Ref. [9], Fig. 6. In figures (a) and
(b) the density from a subset of five of the six algorithms and two of the six algorithms are shown, respectively. The
curves are grouped by resolution and are offset by multiples of 10 kg/m3 to allow for comparison. The six different
algorithms are the combinations of the Roe with an arithmetic average, HLL and HLLD approximate Riemann solvers
and cell-centered- and interface-EOS-evaluation algorithms. In figure (c) the y-component of the magnetic field is
plotted for the HLLD solver with the interface-EOS-evaluation algorithm at different varied resolution.
to Fig. 6(b) of that work.
Next we compare results from the shocktube tests
of Ref. [10] in Figs. 4-6. These should be compared
to Figs. 3-5 of Ref. [10]. Each of these tests start with
a pure hydrodynamic case (HD) without magnetic
field. Evaluation of the thermodynamic fundamen-
tal derivative shows that all of these cases produce
non-convex dynamics with anomalous waves for the
hydrodynamic cases [10]. As such, the ability of the
scheme to produce solutions comparable with those
of Ref. [10] is a useful indicator of its ability to ad-
dress non-convex EOS in a robust fashion; such a
capability is critical for algorithms that address real
materials, due to the presence of non-convex behav-
ior within tabular EOS. Furthermore, the presence
of oblique (MHD-O) and transverse (MHD-T) mag-
netic field within the test modifies the overall con-
vexity of the system. In the cases presented here, the
presence of these magnetic fields act to increase the
convexity of the overall system; accurately captur-
ing this interplay is important to understanding the
interaction of magnetic fields with real materials.
In Figs. 4, 5 and 6 the results of the DG1-DG3
cases are shown. For all of these cases, the Roe
solver with an arithmetic average fails to produce
a numerical solution and we do not include it in
this discussion. From left to right for the HD case,
there is a expansion shock or rarefaction fan, an en-
tropy wave and compression shock or fan. For the
DG1 and DG2 cases, Figs. 4 and 5 respectively, the
cell-centered-EOS-evaluation algorithm produces an
errant feature at the top of the leftmost expan-
sion and with the relatively low dissipation HLLD
solver spurious oscillations are observed at high res-
olution. All algorithms perform well on the DG3
case in Fig. 6 (this is also true for the rotated-
oblique-magnetic-field and large-oblique-magnetic-
field versions of DG3 from Ref. [10] which are not
shown). With the addition of oblique (MHD-O) and
transverse (MHD-T) magnetic field additional waves
are produced as associated with the MHD system.
The result of comparison of the cell-centered- and
interface-EOS-evaluation algorithms is comparable
to that found with the HD results.
8Figure 4: Four different algorithms compared to the results of the DG1 shocktube test at t=0.15 from Ref. [10],
Fig. 1. The four different algorithms are the combinations of the HLL and HLLD approximate Riemann solvers
and cell-centered- and interface-EOS-evaluation algorithms. The density from the (a) hydrodynamic, (b) oblique-
magnetic-field, and (c) transverse-magnetic-field versions of the tests are shown. The curves are grouped by resolution
and are offset by multiples of 0.2 kg/m3 to allow for comparison.
Figure 5: Four different algorithms compared to the results of the DG2 shocktube test at t=0.45 from Ref. [10],
Fig. 2. The four different algorithms are the combinations of the HLL and HLLD approximate Riemann solvers
and cell-centered- and interface-EOS-evaluation algorithms. The density from the (a) hydrodynamic, (b) oblique-
magnetic-field, and (c) transverse-magnetic-field versions of the tests are shown. The curves are grouped by resolution
and are offset by multiples of 0.1 kg/m3 to allow for comparison.
Figure 6: Four different algorithms compared to the results of the DG3 shocktube test at t=0.2 from Ref. [10],
Fig. 3. The four different algorithms are the combinations of the HLL and HLLD approximate Riemann solvers
and cell-centered- and interface-EOS-evaluation algorithms. The density from the (a) hydrodynamic, (b) oblique-
magnetic-field, and (c) transverse-magnetic-field versions of the tests are shown. The curves are grouped by resolution
and are offset by multiples of 0.1 kg/m3 to allow for comparison.
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MHD-DG1-O (38.114,38.114,0) same
MHD-DG1-T (0,50.445,0) same
MHD-DG2-O (34.751,34.751,0) same
MHD-DG2-T (0,48.203,0) same
MHD-DG3-O (44.840,67.260,0) same
MHD-DG3-T (0,42.598,0) same
MHD-DG3-R-O (44.840,67.260,0) (44.840,-67.260,0)
MHD-DG3-L-O (112.10,112.10,0) same
Table II: Initial magnetic conditions for the shock tube
tests from Ref. [10]. Units are in mT .
R CV ηa ηb
Dedner (Ref. [9]) 461.5 1401.88 1684.54 0.001692
Serna (Ref. [10]) 1 80 3 1/3
Table III: Van Der Waals model parameters for to char-
acterize the EOS of Eqn. (7) for the shock tube tests
from Ref. [10].
V. 2D TEST CASES
Next we apply our algorithm to 2D systems to
check the performance with multiple dimensions.
The tests progress in order of increasing complex-
ity: first a linear wave test of convergence, Sec. VA,
then the nonlinear circularly-polarized Alfven wave
test, Sec. VB, which checks both convergence for
a problem with a large amplitude perturbation but
also tests the accuracy of the algorithm. Finally, we
conclude with a test using the magnetized Rayleigh-
Taylor instability, Sec. VC, which fully demon-
strates the limitations of the cell-centered recon-
struction algorithm.
A. 2D linearized waves
The two-dimensional linearized-waves tests are an
extension of the 1D tests from Sec. IVA. In 2D, the
vector components of Q undergo a rotational trans-
formation to create a propagation oblique to the
grid. The 2D simulations use a structured, Carte-
sian domain (0 m ≤ x ≤ 2 m and 0 m ≤ y ≤ 1
m) with twice the grid resolution in the x-direction
compared to the y-direction. Since the grid is rect-
angular, and the cells are square, the transformed
perturbation along the rectangular diagonal ensures
that the x and y fluxes differ in magnitude for each
cell; thereby ensuring the simulation is truly 2D. The
convergence tests start with a grid resolution in the
y-direction of 8 cells and is ultimately enhanced to
256.
Figure 7 shows the convergence of the interface-
and cell-centered- EOS-evaluation algorithms for the
(a) fast-magnetosonic, (b) Alfvénic, and (c) slow-
magnetosonic perturbations, respectively. Separate
curves are shown for the HLL, HLLD and Roe ap-
proximate Riemann solvers. The convergence in
2D is comparable to the 1D result from Fig. 2.
For the interface-EOS-evaluation algorithm, the ex-
pected second-order convergence for all waves is pro-
duced. However, the results for the cell-centered-
EOS-evaluation algorithm are mixed: Although the
Alfvén wave converges with second-order accuracy,
the fast-magnetosonic wave converges only at first
order. The slow-magnetosonic wave initially con-
verges with second-order accuracy but it ultimately
produces large errors at high resolution resulting
from dispersion. Again this result shows the im-
portance of consistent EOS evaluation for the com-
pressive magnetosonic waves.
B. Nonlinear 2D circularly polarized Alfvén
wave
Next we examine a nonlinear circularly-polarized
Alfvén wave test which checks both convergence for
a problem with a large amplitude perturbation but
also tests the accuracy of the algorithm. This test
is based off a version from Ref. [19] but is modified
to the grid and wave orientation from Ref. [27]. In
this form, the initial state is ρ = 1, p = βb2/2,
ρux = −0.1sin(α)sin(2pix‖) kgm−2 s−1
ρuy = 0.1cos(α)sin(2pix‖) kgm−2 s−1
ρuz = 0.1cos(2pix‖) kgm−2 s−1
Bx = cos(α)− 0.1sin(α)sin(2pix‖) √µ0 T
By = sin(α) + 0.1cos(α)sin(2pix‖)
√
µ0 T
Bz = 0.1cos(2pix‖)
√
µ0 T.
(19)
where the parallel direction to the wavevector is
given by x‖ = xcos(α) + ysin(α). This leads to
a constant magnetic-field energy of 0.505 J/m3.
The domain is zero to 1/cos(α) in the x direc-
tion and zero to 1/sin(α) in the y direction with
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Figure 7: The 2D convergence of the interface- and cell-centered-EOS-evaluation algorithms for the (a) fast mag-
netosonic, (b) Alfvénic, and (c) slow magnetosonic perturbations, respectively. Sepearate curves are shown for the
HLL, HLLD and Roe approximate Riemann solvers.
α = pi/2 − atan(0.5) ' 63.4◦. The number of x
cells is twice the y cells such that each cell is then
square and propagation is oblique to the grid. The
time integration is a third-order Runge-Kutta algo-
rithm. The Van Der Waals (Eqn. (7)) model pa-
rameters for the non-ideal EOS computations are
R = 2.077, CV = 3.116, ηa = 9.213 × 10−4 and
ηb = 9.513 × 10−2. These parameters are chosen
such that there is an approximately 10% variation
to the EOS relative to the ideal-gas EOS.
Figure 8(a) plots the L1 error in the momentum
after a single period of oscillation of the wave for
the ideal model and the Van Der Waal model with
the cell-centered- and interface-EOS-evaluation al-
gorithms. Convergence of the algorithm is second
order for all cases consistent with the discussions of
Secs. IVA and VA.
As described in Ref. [28] it is known that the
circularly-polarized Alfvén wave is subject to a para-
metric instability that causes it to decay into a mag-
netosonic wave. The rate of decay is inversely pro-
portional to the plasma β = 2µ0p/B2. Similar
to Ref. [28] we examine the time dynamics of this
parametric decay in simulations at two values of β
and varied numerical algorithms and/or models: the
HLLD approximate Riemann solver with an ideal-
gas EOS and a Van Der Waals EOS with either
interface- or cell-centered-EOS evaluations. Unlike
Ref. [28], we do not seed our simulation with random
noise, thus we expect the parametric instability to
rise purely from numerical error.
Fig. 8(b) shows the standard deviation of the
density with respect to time for the three algo-
rithms/models at two different values of β for a fixed
grid resolution of 128×64. A large standard de-
viation of the density indicates that compressional
magnetosonic dynamics have become large with the
simulation entering a turbulent state. As the growth
rate is inversely proportional to β, at β = 0.02 the
instability grows faster than at β = 0.2. For both
cases the sound speed is approximately 5% greater
for the Van Der Waals EOS (cs = 0.136 m/s) relative
to the ideal gas EOS (cs = 0.13 m/s). For both val-
ues of β, the cell-centered EOS evaluation algorithm
performs nearly identical to the interface EOS eval-
uation algorithm until well after a saturated state is
achieved. As the instability is seeded by numerical
error, this reinforces the results of Sec. IVA and VA
in that the error associated with the Alfvén wave is
comparable between these algorithms.
C. Magneto-Rayleigh-Taylor instability
Finally, we examine the performance of the EOS
algorithms with the classical single-mode Magnetic
Rayleigh-Taylor (MRT) instability simulation from
Ref. [26]. Our computations differ from the prior
work as more realistic densities, pressures, and tem-
peratures for the ideal gas helium are used with the
SESAME-5760 EOS similar to Secs. IVA and VA.
In this test, a heavy plasma is supported by a light
plasma at constant pressure in the presence of a
gravitational acceleration and a transverse magnetic
field. This configuration is an inherently unstable
equilibrium, and the vertical velocity in the direc-
tion of the acceleration is sinusoidally perturbed to
seed the instability.
Initial conditions for this simulation are ρh = 5.0
kg/m3, ρl = 0.5ρh, P0 = 2 atm, g = 24.0 km/s2,
and ~B = 〈25.0, 0.0, 0.0〉 mT which correspond to
heavy-fluid density, light-fluid density, atmospheric
pressure, gravitational acceleration, and the mag-
netic field, respectively. The constant g is cho-
sen such that the buoyancy pressure (= ρgy) is
Pb ≈ 0.06P0 ensuring the MRT interface, the bound-
ary between the heavy and light fluid, remains rel-
atively fixed, and coincidentally the gage pressure
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Figure 8: Results from the circularly polarized Alfvén wave test. Subfigure (a) shows the L1 error in the momentum
after a single period of oscillation of the wave for the ideal model and the Van Der Waal model with the cell-centered-
and interface-EOS-evaluation algorithms. Subfigure (b) shows the standard deviation of the density with respect to
time for the three algorithms/models at two different values of β.
P = P0 − Pb = P0 − ρgy does not go negative while
still allowing for a reasonable growth rate given the
spatial scales. The magnetic field is chosen so that
the simulation is spatially converged late in time,
and not overly stabilized. Without a magnetic field
the numerical error from the development of mesh-
scale features outweighs any different dynamics in-
troduced from using a real-gas EOS which makes
comparison difficult.
The domain is Lx = 1 m, and the range is
Ly = 2 m, with a grid resolution of 200×400 where
the origin is chosen such that x[−Lx/2, Lx/2], and
y[−Ly/2, Ly/2]. Boundary conditions for the y-
direction are non penetrating, and for the x-direction
are periodic. The time integration is a second-order
Runge-Kutta algorithm.
The widely known classical linear growth rate of
the MRT instability is given by
γ =
√
kgA− (
~k · ~B)2
µ0(ρh + ρl)
(20)
where ~k is the perturbation wavevector which has
magnitude k = 2pi m−1 and A is known as the At-
wood number which is A = (ρh−ρl)/(ρh+ρl) = 1/3.
For the test conditions γ ≈ 218 s−1 which is used
to calculate an simulation time of 6.0/γ ≈ 27.5 ms.
This time allows for sufficient mode growth well into
the nonlinear regime. The derivation of the linear
growth rate does not assume an ideal-gas EOS, and
this allows direct comparison of MRT growth be-
tween the different EOS algorithms. The functional
form of the perturbation on the vertical velocity is a
single sinusoid with λ equivalent to the domain size
Lx, and is given by
δv = −δ (1 + cos(kx)) exp
[−20y2
L2y
]
, (21)
Figure 9: The early-time density state in kg/m3 (t =
3.3 ms) of the 2D MRT instability growth of density in
kg/m3 for the (A) ideal-gas EOS, (B) the SESAME-5760
EOS using the cell-centered EOS evaluation algorithm,
and (C) the SESAME 5760-EOS using the interface EOS
evaluation algorithm.
where δ is the perturbation amplitude which is 6.6
m/s.
Figures 9 and 10 show the growth of the MRT
instability early and late in time, respectively. Ex-
amination of these figures highlights the differences
between the different EOS-evaluation algorithms.
Consistent with the results of Secs. IVA, IVB
and VA which demonstrated potential issues with
the cell-centered-EOS-evaluation algorithm, poor
results are observed with the cell-centered-EOS-
evaluation algorithm (B) relative to computations
with an ideal-gas EOS (A) and the interface-EOS-
evaluation algorithm (C). However, unlike the prior
results which produced somewhat qualitatively con-
sistent results with the cell-centered-EOS-evaluation
algorithm, the MRT test shows that computa-
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Figure 10: The final density state in kg/m3 (t = 27.5 ms)
of the 2D MRT instability growth of density in kg/m3 for
the (A) ideal-gas EOS, (B) the SESAME-5760 EOS using
the cell-centered EOS evaluation algorithm, and (C) the
SESAME 5760-EOS using the interface EOS evaluation
algorithm.
tions with this algorithm can be completely unre-
liable. As seen in Fig. 9(B), the cell-centered-EOS-
evaluation algorithm generates spurious sound waves
almost immediately. By the end of the simulation,
Fig. 10(B), this leads to unphysical results. The re-
sults of the ideal gas model (A) are qualitatively
identical to the use of the interface-EOS-evaluation
algorithm (C) with only small differences in mag-
nitude at the simulation end while the propagation
distance and mode number are the same. As the
linear-MRT analysis is not dependent on the EOS,
this indicates that the interface-EOS-evaluation al-
gorithm is convincingly more accurate than the cell-
centered-EOS-evaluation algorithm.
VI. DISCUSSION AND SUMMARY
This work evaluates algorithms that model appli-
cations described by magnetohydrodynamics with a
real-gas Equation-of-State in multiple dimensions.
The approximate Riemann solvers employed take
the HLL form and two methods of evaluation of
the Equation-of-State are proposed: at the cell cen-
ters or directly at the interfaces between cells. Al-
though the former method is computationally more
efficient that the latter, we demonstrate that such an
approach lacks robustness through a suite of one-
and two-dimensional tests. For example, the cell-
centered-EOS-evaluation algorithm exhibits poor
convergence with the linear magnetosonic waves in
both 1D and 2D. In addition to this failure, the cell-
centered-EOS-evaluation algorithm produces spuri-
ous results for 1D shock tube test problems at high
resolution using an HLLD-type Riemann solver. We
note that the shock tube test problems considered
here probe EOS that include non-convex behav-
ior, indicated through the fundamental thermody-
namic derivative passing from positive to negative
[10]. These tests therefore demonstrate the ability
of the scheme to capture behavior that is expected
to occur in tabular EOS associated with real mate-
rials. By contrast, the interface-EOS-evaluation al-
gorithm produces high quality results for this prob-
lem set at high resolution with the HLLD Riemann
solver. Overall, results for these shock tubes in-
dicate that the interface-EOS-evaluation algorithm
may be more robust for tabular EOS associated with
real materials, even when combined with Riemann-
solvers that minimize numerical dissipation.
That the cell-centered-EOS-evaluation algorithm
lacks robustness for real EOS is demonstrated by
a 2D magneto-Rayleigh-Taylor instability test prob-
lem, where this algorithm completely fails to pro-
duce reasonable results. These are characterized by
a checker board pattern that exhibits in the den-
sity at early times during the linear growth phase
of the instability and completely corrupts the devel-
opment of the characteristic MRT fingers that char-
acterize the instability. By contrast, the interface-
EOS-evaluation algorithm is able to accurately cap-
ture the linear growth of this 2D magneto-Rayleigh-
Taylor instability, demonstrating the growth of the
characteristic MRT fingers in a fashion at least qual-
itatively comparable to the development of the in-
stability in an ideal gas. Since the linear growth
phase of the instability is independent of the EOS,
the qualitative similarity of the results produced
by the scheme for both ideal and real gas (tab-
ular) EOS serves to enhance confidence in the
interface-EOS-evaluation algorithm, while demon-
strating the unsuitability of the cell-centered-EOS-
evaluation scheme.
This work is a first step on the route to develop-
ing robust, peer-reviewed algorithms for combining
magnetohydrodynamics with EOS for real materi-
als. Our principle conclusion is that the EOS must
be evaluated collocated with points for computation
of numerical fluxes in order to produce a robust algo-
rithm, capable of accurately capturing MHD effects
in real materials. As such, our conclusions have im-
portant implications for the design of schemes that
combine higher order finite volume and/or discon-
tinuous Galerkin methods for MHD with real EOS.
However, in demonstrating this conclusion, we have
considered a single material; however, real experi-
ments often consist of multiple materials, each with
an equation of state that may exhibit different be-
havior. A range of methodologies for mixing to-
gether EOS for different materials exist [29], which
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amount, in general to different rules for mixing to-
gether material pressures in either either a linear or
non-linear fashion dependent on the fractional den-
sities. We note that Ref. [29] found that a mix-
ing model based on the (non-linear) Amagat’s rule
works reliably in the multi Mbar and several thou-
sand degree temperature range that characterizes
high energy density environments. In principle, such
a rule can be combined with algorithms that track
species mass fractions (such as those considered by,
e.g. Ref. [6]) in order to develop an algorithm that
enables mixed materials with real EOS, which can,
in turn, be combined with the MHD algorithms de-
veloped here. Care, however, is needed, to ensure
that such an algorithm appropriately captures the
convexity of the system when combined with mag-
netic fields, as discussed by Ref. [10] and shown to
be the case for the algorithms here in Sec. IVB. Fur-
thermore, high energy density systems often exist in
strong coupling regimes, where the ionic Coulomb
interaction dominates over the ion thermal energy
[30]. In such systems, it is challenging to separate
the EOS from the Coulomb interaction and develop
fluid models that sit on a rigorous theoretical foun-
dation [31, 32]; the case including magnetic fields,
which, in the fluid limit, would yield MHD models
that consistently incorporate real materials EOS and
strong coupling appropriate for high energy density
plasmas is, as yet, an unsolved problem. We leave
detailed consideration of all of these issues to future
work.
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