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CONTINUOUS CLUSTER CATEGORIES OF TYPE D
KIYOSHI IGUSA AND GORDANA TODOROV
Abstract. We construct continuous Frobenius categories of type D. The stable categories
of these Frobenius categories are cluster categories which contain the standard cluster cat-
egories of type Dn. When n = ∞, maximal compatible sets of indecomposable objects are
laminations of the punctured disk. Discrete laminations are clusters. This new construction
is topological and it also gives an algebraic interpretation of the “tagged arcs” which occur
in Schiffler’s geometric description [16] of clusters of type Dn.
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1
Introduction
This paper is a sequel to the poset paper. We consider cyclic posets X with the action
of a finite group G so that the effective stabilizer HX = {h ∈ G |hX ∼= X} of any X ∈ X
is abelian. Take R a discrete valuation ring so that the characteristic of the residue field
K = R/m does not divide the order n of the group G. Assume also that R contains all
nth roots of unity. Assuming that the linearization F = F(X ,X0, R) of the cyclic poset is
a Frobenius category F with X0 ⊆ X begin the set of indecomposable projective-injective
objects. Then G acts on F and the orbit category FG is Frobenius and Krull-Schmidt and
we give a complete description of all indecomposable objects. In an appendix we extend this
to the case when HX is nonabelian.
To study continuous cluster categories of type D, we specialize this general setup to
the case when G is the cyclic group of order 2 with nontrivial element ψ acting on the
continuous Frobenius category F = F(S1) the unit circle by rotation by π. We assume that
char R/m 6= 2. Then R contains ±1, the required roots of unity of unity. In this case, the
objects of the orbit Frobenius category, which we denote Fψ, are pairs (X, ξ) where X is
an object of Fφ and ξ is an isomorphism ξ : ψX ∼= X. We prove the crucial Krull-Schmidt
theorem and show that the indecomposable objects are
(1) regular objects which have the form (X ⊕ ψX, ξ) where ξ simply reverses the two
summands
ξ =
[
0 1
1 0
]
: ψX ⊕X ∼= X ⊕ ψX
(2) singular objects (X, ξ) where X is indecomposable.
We show that there are two kinds of singular objects corresponding to tagged half-edges
which are “plain” and “notched” in Ralf Schiffler’s geometric description of cluster categories
of type D [16] which, in turn, is a categorification of a special case of [6].
We also show that, for any odd prime p, the orbit category of the continuous cluster
category under the action of the cyclic group Z/p acting by rotation by 2π/p has a cluster
structure and, moreover, the group of orientation preserving homeomorphisms of the circle
acts transitively on the set of clusters. They are also geometrically equivalent to the cluster
structure we obtain for p = 2 in the case when charK = 2.
The paper starts with approximation categories. These are pairs (B,B0) like we had before,
but with the observation that:
There is at most one exact structure on B which will make it a Frobenius category with
B0 being the full subcategory of projective-injective objects.
This implies that the Frobenius category F(X ,X0;R) is completely determined by R and
the pair (X ,X0) which we call a Frobenius cyclic poset.
We continue with an analysis of all maximal compatible subsets of the orbit cluster cat-
egory CZ/2π . We call these laminations. We show that laminations are closed and, therefore,
limit points cannot be removed and therefore cannot be mutated. The discrete laminations
on the other hand form a cluster structure since they have no limit points.
1. Construction of the Frobenius category
1.1. Approximation categories. We define Frobenius category structures using approxi-
mation sequences, similar to [1].
Definition 1.1.1. Suppose that B is an additive Krull-Schmidt category which is idempotent
complete. Let B0 be a full subcategory of B which is closed under isomorphism, direct sum
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and direct summands. Then, by a two-way B0-approximation sequence we mean a sequence
X
i−→ J p−→ Y
satisfying the following.
(1) X is the kernel of p and Y is the cokernel of i. In particular, p ◦ i = 0.
(2) J is a right B0-approximation of Y and a left B0-approximation of X.
We say that the sequence is minimal if neither X nor Y contains a summand in B0.
We say that B has enough two-way B0-approximation sequences if every indecomposable
object of B not in B0 is equal the kernel in one sequence and the cokernel in another sequence.
To illustrate the assumptions in the definition: suppose that Y = P ⊕ Z where P ∈ B0.
Since J is a right B0-approximation of Y , the inclusion morphism P → Y lifts to a map
f : P → J . Then (f, 0) ◦ p is an idempotent in End(J). Since B is idempotent complete, we
get a decomposition J ∼= P ⊕ Q where Q ∈ B0 and p = idP ⊕ q : P ⊕Q → P ⊕ Z for some
q : Q→ Z. It follows that
X → Q q−→ Z
is a two-way B0 approximation sequence. By a similar argument we can factor out any
summands of X belonging to B0 and we obtain a minimal sequence X → Q → Z where
X,Z have no summands in B0. This shows that, if B has enough two-way B0-approximation
sequences then every object of B having no components in B0 is the kernel in one minimal
sequence and the cokernel in another minimal sequence.
The key point of this definition is that it uniquely determines the Frobenius structure on
B if it exists:
Proposition 1.1.2. Suppose that B is a Frobenius category and B0 is the full subcategory of
projective injective objects. Then the exact structure of B is given by the condition that
A
f−→ B g−→ C
is exact if and only if, for all object P in B0, the following are short exact sequences.
(1) 0→ B(P,A)→ B(P,B)→ B(P,C)→ 0
(2) 0→ B(C,P )→ B(B,P )→ B(A,P )→ 0
Furthermore, B has enough two-way approximation sequences and any two-way approximation
sequence is exact.
We use the notation A֌ B ։ C to denote an exact sequence in an exact category.
Proof. It follows from the definition of a Frobenius category that it has enough two-way
approximation sequences and that they are all exact. It also follows from the first part of
the proposition since a two-way approximation sequence clearly satisfies the two conditions
to make it exact. It is clear that every exact sequence satisfies the two listed conditions. So
it remains to show that they are sufficient to imply exactness of the sequence A→ B → C.
Given any object X in B we have two-way approximation sequences
Y
i−→ P p−→ X, Z j−→ Q q−→ Y
giving an exact sequence of functors
0→ B(X,−) p
∗
−→ B(P,−) (iq)
∗
−−−→ B(Q,−)
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Thus, the snake lemma, applied to the following diagram
0 // B(P,A)

// B(P,B)

// B(P,C)

// 0
0 // B(Q,A) // B(Q,B) // B(Q,C) // 0
whose rows are exact by (1), gives an exact sequence 0 → B(X,A) → B(X,B) → B(X,C),
showing that A is the kernel of g : B → C. Similarly, exactness of (2) shows that C is the
cokernel of f : A→ B. In particular, gf = 0.
Next, we will show that the sequence A ֌ B ։ C is the pushout of the 2-way approx-
imation sequence X ֌ P ։ C for C along a map X → A. By the exactness of (1), the
morphism P → C lifts to B and we have an induced map of kernels X → A giving
X

// // P

// // C
=
A // // B // // C
For any Q in B0, this induces the following commuting diagram with exact rows.
0 // B(C,Q)
= 
// B(B,Q)

// B(A,Q)

// 0
0 // B(C,Q) // B(P,Q) // B(X,Q) // 0
By the Mayer-Vietoris argument, this gives a short exact sequence
0→ B(B,Q)→ B(A⊕ P,Q)→ B(X,Q)→ 0
Therefore, B is the cokernel in the sequence X → P ⊕A→ B. In other words, A֌ B ։ C
is the pushout of X ֌ P ։ C along the given morphism X → A. So, A֌ B ։ C is one
of the designated exact sequences in the Frobenius category B. 
Corollary 1.1.3. Given an additive category B and full subcategory B0, there is at most one
exact structure on B to make it into a Frobenius category with B0 being the subcategory of
projective-injective objects.
Corollary 1.1.4. Let B be a Frobenius category with B0 being the subcategory of projective-
injective objects. Then any additive automorphism ψ of B so that ψB0 = B0 will be an exact
functor.
Proof. Given any exact sequence A ֌ B ։ C in B and any P ∈ B0, we have two exact
sequences of additive groups: 0 → B(P,A) → B(P,B) → B(P,C) → 0 and 0 → B(C,P ) →
B(B,P ) → B(A,P ) → 0. Since ψ is an additive automorphism of B, this gives an exact
sequence
0→ B(ψP,ψA)→ B(ψP,ψB)→ B(ψP,ψC)→ 0
and the dual sequence. Since ψB0 = B0, this sequence and the dual sequence, show that
ψA→ ψB → ψC is exact. 
Definition 1.1.5. In case B admits the structure of a Frobenius category with B0 being the
subcategory of projective-injective objects then we say that B0 is an approximation subcate-
gory for B.
We need an easy special case of this, namely, B0 = B is always an approximation subcat-
egory of B for trivial reasons. We call the resulting Frobenius category trivial.
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Proposition 1.1.6. Any additive Krull-Schmidt category B becomes a trivial Frobenius cat-
egory if we take B0 = B and define a sequence A ֌ B ։ C to be exact if and only if it is
split exact (i.e., B ∼= A⊕ C.) 
1.2. The Frobenius category. Suppose G is a finite group of order |G| and R is a discrete
valuation ring with unique maximal ideal m generated by u ∈ R. Suppose that the residue
field K = R/m has characteristic not dividing n, the order of G, (and thus R contains 1n).
Suppose also that R contains all nth roots of unity, i.e., the group of units of R contains a
cyclic group of order n.
LetA be a small additive Krull-Schmidt R-category and let X be the set of indecomposable
objects of A. Suppose that, for any two objects X,Y ∈ A, the morphism set is A(X,Y ) ∼= R
with a chosen generator fXY which is equal to the identity when X = Y . We call fXY the
basic morphism from X to Y . Suppose further that, for all X,Y,Z ∈ X we have
(1.1) fY Z ◦ fXY = unfXZ
for some nonnegative integer n. Then, it is easy to see that n = c(X,Y,Z) where c : X 3 → N
is a reduced cocycle in the following sense.
Definition 1.2.1. [12] For any set X , a reduced cocycle on X is defined to be a function
c : X 3 → N satisfying the following two conditions.
(1) c(X,Y,Z) − c(W,Y,Z) + c(W,X,Z) − c(W,X, Y ) = 0 for all W,X, Y,Z ∈ X .
(2) c(X,X, Y ) = 0 = c(X,Y, Y ) for all X,Y ∈ X .
We define a cyclic poset to be a set X together with a reduced cocycle c : X 3 → N. Note that
every subset of a cyclic poset is a cyclic poset whose cocycle is given by restricting the cocycle
of the larger set to the smaller set. Two elements X,Y ∈ X are equivalent if c(X,Y,X) = 0.
(It is easy to show that this is an equivalence relation.)
Conversely, given the cyclic poset X and DVR R with uniformizer u, we can reconstruct
the category A as addP(X ) where P(X ) is given as follows. (See [12].)
Definition 1.2.2. Let P(X ) = P(X , c, R) denote the R-category whose object set is X with
all morphism sets equal to R and composition given by the rule (1.1) with n = c(X,Y,Z).
As an example, a cyclically ordered set is equivalent to a cyclic poset where c is bounded by
1. In that case X,Y,Z are cyclically ordered if and only if c(X,Y,Z) = 0. We are particularly
interested in the cyclically ordered sets (X , c) = S1 = R/2πZ and S1π = R/πZ.
Finally, let X0 be a subset of X which is closed under isomorphism so that the additive
subcategory A0 generated by X0 is an approximation subcategory of A. By Definition 1.1.5
this means that A admits a (uniquely determined) structure of a Frobenius category so that
A0 is the full subcategory of projective-injective objects.
Definition 1.2.3. The pair (X ,X0) consisting of a cyclic poset X and subset X0 will be
called a Frobenius cyclic poset and X0 will be called approximation subset of X if, for any
choice of (R,u), addP(X ) admits the structure of a Frobenius category with X0 being the
set of indecomposable projective-injective objects. This Frobenius category will be denoted
F(X ,X0). (As a category it depends only on X , but its exact structure, depending only
on X0, is given by Proposition 1.1.2.) Let F(X0) = addP(X0) denote full subcategory of
projective-injective objects of F(X ,X0).
The particular cases that we are interested in are whenA = Fπ is the continuous Frobenius
category and also the full subcategories Fb for 0 < b ≤ π constructed in [10]. We will recall
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the definitions when we restrict to these special cases. First, we develop the theory more
generally using the easy case X = X0 = S1 as an example.
We take the objects of F(X ,X0) = addP(X ) to be ordered direct sum of elements of X .
Such sums form a full subcategory equivalent to the entire category, so there is no loss of
generality, only a simplification of the topology of the category. With this assumption, the
Frobenius category F(X ,X0) is completely determined by X with cocycle c, subset X0 and
(R,u).
Example 1.2.4. One easy but important example is the case X = S1 = R/2πZ with cocycle
c given by the cyclic ordering of S1, namely, c(X,Y,Z) = 0 if X,Y,Z ∈ S1 are represented by
real numbers x ≤ y ≤ z ≤ x+2π and c(X,Y,Z) = 1 otherwise. In that case we define F(S1)
to be the trivial Frobenius category F(S1, S1, R0) where R0 is a discrete valuation ring with
uniformizer t. (This is related to (R,u) by the equation t = u2. I.e., R ∼= R0[
√
t].) “Trivial”
means that a sequence in F(S1) is exact if and only if it is split exact. We use Px to denote
the unique indecomposable object of F(S1) corresponding to the point x+2πZ ∈ S1. (Thus
Px = Px+2πn for any integer n.)
1.3. Action of G. Suppose that (X ,X0) is a Frobenius cyclic poset with cocycle c.
Definition 1.3.1. By an action of G on (X ,X0, c) we mean an action of G on X which
preserves c, leaves X0 invariant. I.e.:
(1) c(X,Y,Z) = c(γX, γY, γZ) for all X,Y,Z ∈ X , γ ∈ G,
(2) γX0 = X0 for all γ ∈ G.
An action of G on X induces an R-linear action of G on the category F = F(X ,X0)
where each γ ∈ G acts by sending ⊕Xi to ⊕ γXi and sending basic morphisms to basic
morphisms: γfXY = fγX,γY and extending R-linearly.
Lemma 1.3.2. The action γ : F → F of any γ ∈ G is an exact functor.
Proof. This is an example of Corollary 1.1.4. 
Definition 1.3.3. Given a Frobenius category F = F(X ,X0) with an action of a finite group
G induced by an action of G on the Frobenius cyclic poset (X ,X0), let FG = FG(X ,X0) be
the exact category given as follows.
(1) The objects of FG are pairs (X, ξ) where X ∈ F and ξ is a family of isomorphisms
ξγ : γX
≈−→ X
for all γ ∈ G with the property that
ξαβ = ξα ◦ αξβ : αβX → αX → X
for all α, β ∈ G.
(2) A morphism f : (X, ξX) → (Y, ξY ) in FG is a morphism f : X → Y in F so that
f ◦ ξXγ = ξYγ ◦ γf for all γ ∈ G:
X
f // Y
γX
ξXγ
OO
γf // γY
ξYγ
OO
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(3) An exact sequence in FG is a sequence of morphisms in FG:
(X, ξX)
f−→ (Y, ξY ) g−→ (Z, ξZ)
so that X ֌f Y ։g Z is exact in F .
We will see that FG is the idempotent completion of the orbit category F(X ,X0)G which,
in our notation, is the full subcategory of FG with objects SX for all X ∈ F(X ,X0).
It is straightforward to show that FG is an exact category. For example, given an exact
sequence as in the definition above and a morphism f : (X, ξX )→ (W, ξW ), let W ֌ P ։ Z
be the pushout of X ֌ Y ։ Z in F . Then γW ֌ γP ։ γZ is the pushout of γX ֌ γY ։
γZ along γf : γX → γW and, therefore, there is a unique induced map ξγ : γP → P :
X // Y ⊕W // P
γX
ξXγ
OO
// γY ⊕ γW
ξYγ ⊕ξ
W
γ
OO
// γP
ξγ
OO✤
✤
✤
By uniqueness of induced maps on cokernels, we have ξPαβ = ξ
P
α ◦αξPβ since the corresponding
operations on X,Y,W satisfy this formula. So, we have the pushout: (W, ξW )֌ (P, ξP )։
(Z, ξZ) in FG and it is exact.
Proposition 1.3.4. The G-action on F extends to an exact G-action on FG given on objects
by γ(X, ξ) = (γX, ξγ) where (ξγ)β = (ξγ)
−1 ◦ ξβγ : βγX → X → γX and sending the
morphism f : (X, ξ)→ (Y, ξ) to the morphism γf : (γX, ξγ)→ (γY, ξγ).
Proof. This follows from the definitions. For example, the following diagram commutes for
any f : (X, ξ)→ (Y, ξ) showing that γf : (γX, ξγ)→ (γY, ξγ) is a morphism in FG.
γX
ξγ
""❉
❉❉
❉❉
❉❉
❉
γf // γY
ξγ
!!❉
❉❉
❉❉
❉❉
❉
X
f // Y
βγX
ξγ
β
OO
ξβγ
<<③③③③③③③③
βγf
// βγY
ξγ
β
OO
ξβγ
==③③③③③③③③

1.4. Adjoint functors. We use adjoint functors to show that FG has enough projective-
injective objects.
Definition 1.4.1. For any object X in F , let SX = (⊕ γX, ξ) where ξβ : βSX → SX is
the map which sends the summand β(γX) of βSX to the summand (βγ)X of SX by the
identity map. I.e., ξ is given by a permutation matrix.
Proposition 1.4.2. S : F → FG is an exact functor which is both left and right adjoint
to the forgetful functor F : FG → F . In other words, FG(SX, (Y, ξ)) ∼= F(X,Y ) and
FG((X, ξ), SY ) ∼= F(X,Y ).
Proof. S is an exact functor since F ◦S =⊕ γ∗ is exact, being a direct sum of exact functors
γ∗ which give the exact action of γ on FG. The adjunction is given by sending the morphism
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f : X → Y to ∑
γ∈G
γf ◦ ξ−1γ : (X, ξX)
∑
ξ−1γ−−−−→
⊕
γX
⊕
γf−−−→
⊕
γY = SY
and to
∑
ξγ ◦ γf : SX =
⊕
γX
⊕
γf−−−→⊕ γY ∑ ξγ−−−→ (Y, ξY ). 
Corollary 1.4.3. Let X be an object of F . Then the following are equivalent.
(1) SX is projective in Fψ.
(2) SX is injective in Fψ.
(3) X is projective-injective in F (i.e., X is a direct sum of elements of X0).
Proof. SX is projective in FG if FG(SX,−) is an exact functor on FG. But FG(SX,−) =
F(X,F (−)) and the forgetful functor F is exact by definition. So, (3) ⇒ (1). Con-
versely, assume (1). Then,
⊕F(X, γ(−)) = FG(SX,S(−)) is an exact functor implying
that F(X, γ(−)) is an exact functor on F for all γ ∈ G. So, X is projective in F showing
that (1)⇔ (3). The dual argument shows (2)⇔ (3). 
Corollary 1.4.4. Given an object X in F and an object (Y, ξ) in FG, a morphism X → Y
in F factors through a projective injective object P if and only if its adjoint SX → (Y, ξ)
factors through SP . Dually, a morphism Y → X in F factors through P if and only if its
adjoint (Y, ξ) → SX factors through SP . Consequently, in the stable categories F and FG
we have the adjunction:
FG(SX, (Y, ξ)) ∼= F(X,Y )
FG((Y, ξ), SX) ∼= F(Y,X).

Corollary 1.4.5. For any two indecomposable objects X,Y in F ,
FG(SX,SY ) ∼=
⊕
γ∈G
F(γX, Y ) ∼= RG
where (rγ : γ ∈ G) ∈ RG corresponds to(
rβ−1αfαX,βY
)
:
⊕
αX = SX → SY =
⊕
βY
where fAB : A → B denotes the basic map from A to B. Furthermore, the αX → γZ
component of the composition of (sγ) : SX → SY and (rγ) : SY → SZ is given by∑
β∈G
rγ−1βsβ−1αu
nfαX,γZ
where n = c(αX, βY, γZ). 
Theorem 1.4.6. Given an action of a finite group G on a Frobenius cyclic poset (X ,X0),
the construction above gives a Frobenius category FG = FG(X ,X0) whose projective-injective
objects are the components of SP for some P ∈ F0.
Proof. We have seen that FG is an exact category and that the objects SP are projective-
injective. It follows that all components of SP are also projective-injective. It remains
to show that there are enough projectives and that all projective and injective objects are
components of objects of the form SP for some P ∈ F0.
To show that there are enough projectives, let (X, ξ) ∈ FG. Let P → X be a projective
cover in F . Then the adjoint map SP → (X, ξ) is a proper epimorphism.
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To show that all projective objects are components of objects of the form SP , let (Q, ξ)
be any projective object of FG. Choose a projective cover P → Q for Q in F . Then, by
adjunction, we have a proper epimorphism SP → (Q, ξ). Since (Q, ξ) is projective, this
epimorphism splits and (Q, ξ) is a direct summand of SP as claimed. 
1.5. Krull-Schmidt Theorem. Suppose now that the effective stabilizer
HX := {β ∈ G |βX ∼= X}
of every X ∈ X is abelian. Then we will show that every object of FG is a direct sum of
indecomposable objects of the form SλX which we now define. (For completeness the case
of nonabelian HX is treated in the appendix. The extension to infinite groups G will be
explained in the next paper.)
Definition 1.5.1. Let X ∈ X and let λ : H → R× be any homomorphism from H = HX
to the group of units of R. Then we define the object SλX of FG as follows. First choose
representatives σi from the left cosets of H in G so that G =
∐
σiH. Then
SλX =
(⊕
σiX, ξ
λ
)
where, for each γ ∈ G, ξλγ : γ
⊕
σiX →
⊕
σjX is given on each component by
ξλγ = λ(ηj) : γσiX → σjX
which denotes λ(ηj) times the unique basic isomorphism γσiX → σjX where ηj ∈ H and
σj ∈ G are uniquely determined by the equation γσi = σjηj . Note that S1X = SX when X
is regular (so that HX is the trivial group).
We will verify that SλX is an object of FG using the notation ηj = ηj(γ). Let γ, β ∈ G.
Then
γβσi = γσjηj(β) = σkηk(γ)ηj(β) = σkηk(γβ)
and we conclude that ηk(γβ) = ηk(γ)ηj(β). So,
ξλγβ = λ(ηk(γβ)) : γβσiX → σkX
is equal to
ξλγ ◦ γξλβ = λ(ηk(γ))λ(ηj(β)) : γβσiX → γσjX → σkX
as required.
Example 1.5.2. Suppose that HX = G ∼= Z/n is a cyclic group of order n generated by γ.
Then λ(γ) = z ∈ R is an nth root of unity and SλX = (X, ξ) with ξγk : γkX → X equal to
zk times the unique basic morphism γkX → X which is an isomorphism. Since SλX depends
only on λ(γ) = z, we denote it by Zz(X).
Lemma 1.5.3. SλX is independent of the choice of representatives σi up to isomorphism in
FG.
Proof. Suppose that σ′i is another choice of representatives of the left cosets of H in G. Then
σ′i = σiαi for some αi ∈ H. Then an isomorphism (
⊕
σ′iX, ξ
′)→ (⊕σiX, ξ) is given on each
component σ′iX → σiX by λ(αi) times the unique basic isomorphism. 
Lemma 1.5.4. SX is isomorphic to the direct sum of SλjX for all homomorphisms λj :
HX → R×. In the special case when HX = G = Z/n we get SX =
⊕
zn=1 Zz(X).
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Proof. We recall that, by assumption, H = HX is abelian and there are m distinct represen-
tations λj : H → R× where m = |H|. Therefore, SX ∼=
⊕
SλjX as objects of F since both
contain m direct summands isomorphic to σiX for each coset σiH of H in G.
We note that the m×m matrix T with entries λj(ηi), ηi ∈ H,λj : H → R× is invertible
since it becomes the character table of H with inverse given by ( 1mλi(ηj)
−1) when its entries
are reduced modulo (u). This implies that the FG-morphism f : SX → ⊕SλX which is
adjoint to the diagonal morphism X → ⊕λX →֒
⊕
λ
⊕
σkX is an isomorphism since the
matrix of f is the block diagonal matrix T ⊕ T ⊕ · · · ⊕ T . (The (σkηi, λjσk)-entry of f is
λj(ηi) times the identity morphism σkX → σkX and the other entries are zero.) 
The proof of the above lemma can be modified to prove the following lemma which will
imply that the components SλX of SX are indecomposable and nonisomorphic.
Lemma 1.5.5. An FG morphism f : SX →⊕SλjX is an isomorphism if and only if the
m components rj ∈ EndF (X) = R of the adjoint map composed with the projection of each
SλjX to the factor σ1X = X:
X →
⊕
SλjX →
⊕
j
X
are all invertible.
Proof. To determine if f is an isomorphism, it suffices to examine, for each σk, the m ×m
block of f which represents the induced endomorphism of
⊕
m σkX. f is invertible if and
only if these blocks are invertible for all k. However, modulo (u) the m2 entries of the k-th
block are rjλj(ηi). This gives an invertible matrix if and only if rj is invertible. 
We say that an object of any additive category is strongly indecomposable if its endomor-
phism ring is a local ring (i.e., the complement of the group of units is a two-sided ideal). It
follows easily that such objects are indecomposable since the equation e(1 − e) = 0 implies
that e = 0 or 1.
Lemma 1.5.6. SλjX are strongly indecomposable nonisomorphic objects in FG.
Proof. If h ∈ EndF (X) = R, let h ∈ K = R/(u) be the reduction of h modulo the maximal
ideal (u). Consider the ring homomorphism π : E = EndFG(SλX) → K given by sending
the endomorphism f of SλX ∼=
⊕
σkX to f11, the reduction modulo (u) of the X = σ1X →
σ1X = X component f11 of f . The kernel of π is a 2-sided ideal in E. To show that
SλX is strongly indecomposable, it suffices to show that f ∈ E is invertible if and only if
π(f) 6= 0. This condition is clearly necessary. To show that it is sufficient, let f be an
endomorphism of SλX so that π(f) 6= 0. If we compose any isomorphism SX ∼=
⊕
SλjX
with the endomorphism of SλjX which is the endomorphism f on the component SλX and
the identity on all other components, then the result will be an isomorphism by the previous
lemma. Therefore f is an isomorphism.
To see that the SλjX are nonisomorphic, take any FG morphism g : SλX → Sλ′X. If
λ 6= λ′ then there must be an element η ∈ H so that λ(η) 6= λ′(η) and they remain nonequal
modulo (u). But this implies that g11 = 0 since λ(η)g11 = λ
′(η)g11 by the assumption that g
is a morphism in FG. But then, g is not an isomorphism in F . 
The strongly indecomposable objects SλX can be isomorphic.
Lemma 1.5.7. Suppose α, β ∈ G and h : αX ∼= βY . Then we must have αHXα−1 =
βHY β
−1. For any homomorphism λ : HX → R×, let λ′ : HY → R× be the homomorphism
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given by λ′(η) = λ(βα−1ηαβ−1). Then we have an isomorphism g : SλX ∼= Sλ′Y whose
αX, βY component is equal to h. Furthermore, any FG morphism f : SλX → Sλ′Y so that
f induces an isomorphism on the ij components: σiX ∼= τjY is an isomorphism.
Remark 1.5.8. When G is abelian we have HX = HY and γ = γ
′ : HX → R×.
Proof. If σi are representatives for the left cosets of αHXα
−1 = βHY β
−1, then SλX =⊕
σiαX and Sλ′Y =
⊕
σiβY and an isomorphism SλX =
⊕
σiαX ∼= Sλ′Y =
⊕
σiβY is
given by the direct sum of the isomorphisms σih : σiαX ∼= σiβY .
For the second statement we note that the composition g−1f : SλX → SλX must be an
automorphism since it is an automorphism on the F component σiX and SλX is indecom-
posable. 
Theorem 1.5.9. If the effective stabilizer of every X ∈ X is abelian then every object in FG
is isomorphic to a direct sum of strongly indecomposable objects of the form SλX.
Proof. Let Z be an object of FG of minimal length as an object of F so that Z is not a
direct sum of objects of the form SλX. Then Z must be indecomposable in FG. Consider
the FG morphism f : SZ → Z which is adjoint to the identity map Z → Z. Then f is a split
epimorphism as a morphism in F . Similarly, we have a FG morphism g : Z → SZ which is
a split monomorphism in F . The composition SZ → Z → SZ is an isomorphism on certain
components as a morphism in F . When we decompose SZ into indecomposable summands
of the form SλX, there must be some component of the composition: SλX → Z → Sλ′Y
which, when considered as a morphism in F , becomes an isomorphism on some component.
By Lemma 1.5.7 above, this must be an isomorphism SλX ∼= Sλ′Y showing that Z ∼= SλX ∼=
Sλ′Y as claimed. 
1.6. The G = Z/p case. Suppose that G = Z/p = 〈ψ|ψp〉 where p is a prime not equal to
the characteristic of the field R/m and R contains all p-th roots of unity. Then X ∈ X is
singular if and only if ψX ∼= X. Recall from Example 1.5.2 the notation Zz(X) := SλzX
where zp = 1 and λz : G→ R× is the character given by λz(ψn) = zn.
Corollary 1.6.1. When G = Z/p every object of FG is isomorphic to a direct sum of strongly
indecomposable elements of the form SX for regular X and Zz(Y ) with z
p = 1 for singular
Y . Furthermore,
(1) Zx(X) ∼= Zy(Y ) if and only if x = y and Y ∼= γX in F for some γ ∈ G.
(2) There is no nonzero morphism Zx(X)→ Zy(Y ) for any singular X,Y when x 6= y.
(3) FG(Zz(X), Zz(Y )) = F(X,Y ) ∼= R for any singular X,Y and any z with zp = 1.
(4) For singular X we have
SX ∼=
⊕
zp=1
Zz(X).
Proof. By the theorem, objects in FG have components SλX. Example 1.5.2 shows that the
singular objects have the form Zz(Y ). (1) follows from Lemma 1.5.7 and the remark that
follows it.
To prove (2) and (3), suppose that f : Zx(X)→ Zy(Y ) is a morphism in FG. Considered as
a morphism in F , f is a scalar, say r times the basic morphism X → Y . Then γf : γX → γY
is the same scalar r times the basic morphism γX → γY . For f to be a morphism in FG the
following diagram must commute:
γX
x

r // γY
y

X
r // Y
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I.e., we must have yr = rx ∈ R. Therefore, when x 6= y we must have r = 0. This proves
(2). When x = y, there is no restriction on r. So, all F morphisms f : X → Y are also FG
morphisms, proving (3). Finally, (4) is a special case of Lemma 1.5.4. 
1.7. The G = Z/2 case. We now restrict to the case G = Z/2. Then, the only restriction
on R is that K = R/m has characteristic different from 2. Then R will automatically contain
two distinct square roots of unity: ±1. When G has order 2, we will denote the nontrivial
element of G by ψ and write Fψ instead of FG. The general results of the last few sections,
when restricted to the case G = Z/2 give the following.
Theorem 1.7.1. Fψ is a Krull-Schmidt R category with indecomposable objects given by
(1) SX = (X ⊕ ψX, ξ) for every regular object X in F , i.e., X is indecomposable and
not isomorphic to ψX, where ξ =
[
0 1
1 0
]
: ψX ⊕X → X ⊕ ψX.
(2) Z+(Y ) = (Y, ζY ) and Z−(Y ) = (Y,−ζY ) for every singular object Y ∼= ψY in F where
ζY : ψY ∼= Y is the basic morphism.
Furthermore, Fψ is a Frobenius category with indecomposable projective-injective objects de-
fined to be those of the form SX,Z±(Y ) where X,Y are regular or singular projective-injective
objects of F .
Definition 1.7.2. Indecomposable objects of Fψ of the form SX will be called regular
objects. Z+(X) and Z−(X) will be called positive and negative singular objects. We call
Z+(X), Z−(X) a pair of singular objects or simply a singular pair because, as a special case
of Corollary 1.6.1, we have:
SX ∼= Z+(X)⊕ Z−(X)
for all singular X in F .
Remark 1.7.3. We note that if char K = 2 then SX is indecomposable in Fψ for all inde-
composable objects X of F . This is certainly true when X is regular. When X is singular
this holds because the matrix ξ =
[
0 1
1 0
]
, when reduced modulo m is conjugate to the matrix[
1 1
0 1
]
which is a Jordan block. This implies that there is a canonical nonsplit exact sequence
Z(X)֌ SX ։ Z(X)
where Z(X) = Z+(X) = Z−(X) for all singular X.
1.8. Trivial example. We need the trivial case of Theorem 1.7.1 when X0 = X , i.e., the
case when all exact sequence in F split. Assume also that ψX 6∼= X for all X ∈ X0 = X .
Then all objects of Fψ are regular. An important example of this is F(S1) = F(S1, S1, R0)
with involution given by rotation by π: ψ(Px) = Px+π where Px is the object of F(S1)
corresponding to [x] = x+ 2πZ ∈ S1 = R/2πZ. Then all indecomposable objects of Fψ(S1)
are regular and given by
SPx = (Px ⊕ Px+π, ξ), ξ =
[
0 1
1 0
]
: Px ⊕ Px+π
∼=−→ Px+π ⊕ Px
Lemma 1.8.1. The endomorphism ring of each regular object SPx of Fψ(S1) is equal to
R = R0[u] where u
2 = t. This is a discrete valuation ring with uniformizer u and the same
residue field as R0. Furthermore Fψ(S1)(SPx, SPy) is a free R-module with one generator.
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Proof. Using the adjunction formula we have
Fψ(S1)(SPx, SPx) = F(S1)(Px, Px ⊕ Px+π) = R20
where the two generators of R20 are the identity map on Px and the basic map Px → Px+π
which is “rotation by π”. Since rotation by 2π is multiplication by t, this ring is R =
R0[X]/(X
2 − t) = R0[
√
t]. We let u =
√
t be the operator which rotates every point by π.
This is a central operator, i.e., an element of the center of the category Fψ(S1) and therefore
Fψ(S1) is an R-category.
For any two regular SPx, SPy of Fψ(S1), we have Fψ(S1)(SPx, SPy) = R20 with one
generator equal to u times the other generator. Therefore, this is a free R module of rank 1
as claimed. 
Proposition 1.8.2. Fψ(S1) = Fψ(S1, S1, R0) is a trivial Frobenius category equivalent to the
Frobenius category F(S1π) = F(S1π, S1π, R) where S1π is the cyclically ordered set S1π = R/πZ
and R = R0[
√
u].
Proof. We first show that Fψ(S1) is a trivial Frobenius category, i.e., that every exact se-
quence A →f B →g C in Fψ(S1) splits. Since all objects are regular, we may assume that
A = SX and B = (Y, ξ) where ξ : ψY → Y is an isomorphism so that ψ(ξ) = ξ−1.
By definition of the exact structure of Fψ(S1), f : SX → Y is a split monomorphism
in F(S1). Since f is a morphism in Fψ(S1), we have f = (f0, f1) : X ⊕ ψX → Y with
f1 = ξ ◦ ψf0. By assumption there is a retraction g = (g0, g1) : Y → X ⊕ ψX so that
g1 ◦ f0 = 0 and g1 ◦ f1 = idψX . This implies that
idX = ψ(g1 ◦ f1) = ψg1 ◦ ψf1 = ψg1 ◦ ξ−1 ◦ f0
0 = ψ(g1 ◦ f0) = ψg1 ◦ ψf0 = ψg1 ◦ ξ−1 ◦ f1
Therefore, (ψg1 ◦ ξ−1, g1) : Y → X ⊕ ψX which is a morphism in Fψ(S1) is a retraction of
f = (f0, ψξ ◦ ψf0). So, every exact sequence in Fψ(S1) splits.
To show that Fψ(S1) ∼= F(S1π, S1π, R), we consider the generators fxy, fyz, fxz of
Fψ(S1)(SPx, SPy) ∼= Fψ(S1)(SPy, SPz) ∼= Fψ(S1)(SPx, SPz) ∼= R
Replacing SPy with the isomorphic SPy+π if necessary and doing the same for SPz , we may
assume that x ≤ y < x + π and y ≤ z < y + π. Then fxy(Px) ⊆ Py and fxy(Px+π) ⊆ Py+π
and similarly for fyz. If x ≤ z < x+ π then fyz ◦ fxy = fxz since it it the shortest morphism
Px → Pz. If z ≥ x + π than the composition Px → Py → Pz factors through Pz+π and we
get fyz ◦fxy = ufxz. Therefore, the morphism sets for Fψ(S1) and its composition rule agree
with that of F(S1π) up to isomorphism. (There are two object in each isomorphism class of
indecomposable objects in Fψ(S1) but only one in F(S1π).) Therefore, Fψ(S1) is equivalent
to F(S1π). 
2. Clusters of continuous type D
We now specialize to the case when the Frobenius category F is the continuous Frobenius
category Fπ. Recall [10] that the indecomposable objects are indexed by ordered pairs of
points on the circle: E(x, y) and that reversing the order gives an isomorphic but not equal
object: E(x, y) ∼= E(y, x+2π) We also use the notationM(x, y) = E(x, y+π) so thatM(x, x)
is a diameter of the circle. (See definition below.) The involution ψ is given by rotation by
π, or equivalently, reflection through the center. More generally, the generator of Z/p acts
by rotation by 2π/p. Singular objects are M(x, x) which are isomorphic to their reflections.
And there are no singular objects when p is an odd prime.
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As in the case of the continuous cluster category of type A, clusters in Fψπ are defined to
be discrete laminations of the punctured disk where a lamination of the punctured disk is
defined to be a maximal compatible subset of IndFψπ .
In keeping with the idea that continuous cluster categories are limits of cluster categories
of finite type, we define compatibility in terms of limits. Thus, two indecomposable objects
X,Y are compatible if there is a sequence of objects Yn converging to Y so that Ext
1(X,Yn) =
Ext1(Yn,X) = 0 for all n. For this to make complete sense we first need a topology on the
set of indecomposable objects of the category. However, we postpone the technicalities of
the topology for another paper. In this paper, we use only a heuristic description to derive
a sensible definition of compatibility in the limiting case and the expected homotopy type of
the space of objects of the stable category of Fψb .
2.1. Continuous Frobenius category. We recall the definition of the continuous Frobenius
category Fb for any positive b ≤ π. This is defined to be the category F(Xb, ∂Xb, R) where
Xb is the cyclic poset given below. (See [12] for the general theory. This particular example
is fully explained below.)
We start with what is called the covering poset X˜π. This is two copies of a closed strip:
X˜b = {(x, y, ǫ) ∈ R× R× {+,−} | |x− y| ≤ b}
We take the partial ordering (x, y, ǫ) ≤ (x′, y′, ǫ′) if and only if x ≤ x′ and y ≤ y′. In particular
(x, y,+) ≈ (x, y,−) are equivalent in the partial ordering. Define an automorphism σ of X˜b
by
σ(x, y, ǫ) = (y + π, x+ π,−ǫ)
This has the property that
(1) X ≤ σX for all X ∈ X˜b.
(2) For all X,Y ∈ X˜b there is an m so that X ≤ σmY .
Next, we define Xb to be the set of σ orbits of elements of X˜b. We denote the elements of Xb
by M(x, y) and M(x, y)′ for the orbits of (x, y,+) and (x, y,−) respectively. In particular,
M(x, y)′ =M(y + π, x+ π). In the E(x, y) notation we have:
M(x, y) = E(x, y + π)
M(x, y)′ = E(y + π, x+ 2π).
Let c : X 3b → N be the mapping which takes any triple of elements (X,Y,Z) in Xb to the
following number. Choose representatives X˜, Y˜ , Z˜ of X,Y,Z in X˜π. Then define
c(X,Y,Z) = i+ j − k
where i, j, k are minimal so that X˜ ≤ σiY˜ , Y˜ ≤ σjY˜ and X˜ ≤ σkZ˜. It is not too hard to see
that this is well-defined and that it is a reduced cocycle (Def. 1.2.1). Finally, we define ∂Xb
to be the subset of Xb consisting of all M(x, y) where |x− y| = b. (The notation comes from
the fact that Xb has a natural topology of a compact surface with boundary ∂Xb.)
Theorem 2.1.1. [10] For any 0 < b ≤ π, ∂Xb is an approximation subset of Xb, i.e., the
category F(Xb, ∂Xb, R) is a Frobenius category with uniquely determined exact structure given
by Proposition 1.1.2.
We will denote this Frobenius category as Fb. We need the following proposition proved
in [10]. Recall that R0 is a DVR with uniformizer t and R = R0[
√
t]. Thus R0 ⊂ R. We use
the notation E(x, y) :=M(x, y − π).
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Proposition 2.1.2. There is an exact R0-linear functor
F : Fb = F(Xb, ∂Xb, R)→ F(S1) = F(S1, S1, R0)
which sends E(x, y) to Px ⊕ Py and basic morphisms to direct sums of basic morphisms.
Furthermore, a sequence of morphisms A → B → C in Fb is exact if and only if its image
FA→ FB → FC is split exact in F(S1).
2.2. Triangulation and involution. We recall that the stable category of a Frobenius
category is triangulable and a specific triangulation is given by a choice of two-way approxi-
mation sequences for every object in the category. For the Frobenius category Fb, we choose
the two-way approximation sequences:
(2.1) M(x, y)
( 1
−1)−−−→M(y + b, y)⊕M(x, x+ b) (1,1)−−−→M(y + b, x+ b)
SinceM(y, x)′ =M(x+π, y+π), the consistent choice of two-way approximations forM(y, x)′
is given by switching coordinates and putting ′:
(2.2) M(y, x)′
( 1
−1)−−−→M(y, y + b)′ ⊕M(x+ b, x)′ (1,1)−−−→M(x+ b, y + b)′
Then we have M(x, y)[1] =M(y + b, x+ b) and M(x, y)′[1] =M(y + b, x+ b)′ =M(x, y)[1]′.
In the case b = π, M(x, y)[1] =M(x, y)′ is isomorphic but not equal to M(x, y).
The key point about the sequence (2.1) is that it is invariant under addition of a constant
to all coordinates in the sense that, if we add a to both x and y then we get another sequence
of the same kind (with x replaced by x+ a and y replaced by y + a). But, if we switch the
two coordinates, the two summands in the middle will switch roles and the sign of the first
map will change. This is a subtle point when x = y.
Given a morphism f : X =
⊕
Xi → Y in the stable category Fb of Fb represented by a
morphism f in Fb, the distinguished triangle X f−→ Y g−→ Z h−→ X[1] is given by taking the
pushout along f : X → Y of the direct sum of all approximation sequences (2.1) starting at
each Xi:
X =
⊕
M(xi, yi)
f

//
⊕
M(yi + b, yi)⊕M(xi, xi + b)

//
⊕
M(yi + b, xi + b)
=

Y
g // Z
h // X[1]
2.2.1. Involution. The involution ψ is defined on Xb by ψM(x, y) =M(x+π, y+π) =M(y, x)′
or, equivalently, ψE(x, y) = E(x+π, y+π). Then ψ2 is the identity sinceM(x+2π, y+2π) =
M(x, y). We extend to the tN category P(Xb) by letting ψ take the basic morphism fXY to
the basic morphism fψX,ψY and extending R-linearly to all morphisms in P(Xb). Then we
extend ψ additively to obtain an involution on all of Fb = addP(Xb).
We can take the two-way approximation sequence for SX = X⊕ψX to be the direct sum
of the two-way approximation sequences for X and ψX. For X = M(x, y), ψX = M(y, x)′,
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this is the direct sum of the sequences (2.1) and (2.2):
(2.3) M(x, x+ b)
++❲❲❲❲
❲❲❲❲
❲❲❲❲⊕
M(x, y)
−1 44✐✐✐✐✐✐✐✐✐✐✐
**❯❯❯
❯❯❯❯
❯❯❯❯
M(x+ b, x)′
++❲❲❲❲
❲❲❲❲
❲❲❲❲
M(y + b, x+ b)
⊕ ⊕ ⊕
M(y, x)′
−1 44✐✐✐✐✐✐✐✐✐✐✐
**❯❯❯
❯❯❯❯
❯❯❯❯
M(y + b, y)
33❣❣❣❣❣❣❣❣❣❣❣❣
M(x+ b, y + b)′
⊕
M(y, y + b)′
33❣❣❣❣❣❣❣❣❣❣❣❣
where the arrows represent basic morphisms except for the two labeled with −1 which are
negative basic morphisms. The involution ψ switches the two summands. We have the
standard isomorphism
ξ =
[
0 1
1 0
]
: ψ(X ⊕ ψX) = ψX ⊕X → X ⊕ ψX
and this isomorphism extends to a isomorphism of two-way approximation sequences. For
example, on the middle term, the isomorphism is
[
ξ 0
0 ξ
]
since it switches the first two
summands and it switches the last two summands.
When x 6= y we have X 6∼= ψX. Then SX = (X ⊕ ψX, ξ) is a regular indecomposable
object of Fb and (2.3) gives a two-way approximation sequence for SX which is compatible
with ξ. This implies the following where Cψb is the stable category of Fψb .
Proposition 2.2.1. In the triangulated category Cψb , the shift functor [1] applied to the object
SM(x, y) is
(SM(x, y))[1] = (M(y + b, x+ b)⊕ ψM(y + b, x+ b), ξ) = SM(y + b, x+ b)
In other words, (SX)[1] = S(X[1]). On morphisms, [1] takes a morphism f : SX → SY to
the morphism f [1] : SX[1]→ SY [1] which has the same matrix as f . (See below.)
Since Cψb (SX,SY ) ∼= Cb(X,Y ⊕ ψY ), morphisms f : SX → SY are given by a pair of
scalars r, s ∈ R so that f = rfXY + sfX,ψY where fXY is the basic morphism X → Y in Cb
(or fXY = 0 if there is no nonzero morphism X → Y . Then f is given by the 2× 2 matrix:
f =
[
r s
s r
]
: X ⊕ ψX → Y ⊕ ψY
Corollary 2.2.2. If X
f−→ Y g−→ Z h−→ X[1] is a distinguished triangle in Cb then SX Sf−−→
SY
Sg−→ SZ Sh−−→ SX[1] is a distinguished triangle in Cψb .
2.2.2. Singular objects. When x = y, X = M(x, x) ∼= M(x, x)′ and, by Corollary 1.6.1, SX
decomposes as a direct sum of two singular objects of Fψb , namely, SX ∼= (X, ζ)⊕ (X,−ζ).
Proposition 2.2.3. In Cψb , the shift of a singular object is another singular object with the
opposite sign, i.e., for ǫ = + or −, we have
(M(x, x), ǫζ)[1] ∼= (M(x+ b, x+ b),−ǫζ).
As a special case of Definition 1.7.2, we will use the notation
Zǫ(x) := (M(x, x), ǫζ)
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for ǫ = ±. Then the proposition says Zǫ(x)[1] ∼= Z−ǫ(x + b). By definition each singular
object Zǫ(x) is isomorphic but not equal to Zǫ(x)
′ = (M(x, x)′, ǫζ) = Zǫ(x+ π).
Proof. Let ǫ = + or −. Then we have the following commuting diagram in which each row is
a standard 2-way approximation sequence in Fb and the automorphism ψ takes the top row
to the bottom row.
M(x, x)
[
1
−1
]
// M(x+ b, x)⊕M(x, x+ b) [1,1] // M(x+ b, x+ b)
M(x, x)′
ǫ
OO
[
1
−1
]
// M(x, x+ b)′ ⊕M(x+ b, x)′
[
0 −ǫ
−ǫ 0
]
OO
[1,1]
// M(x+ b, x+ b)′
−ǫ
OO
X = M(x, x) together with the isomorphism from ψX with sign ǫ gives the singular ob-
ject (M(x, x), ǫζ). On the right we have X[1] = M(x + b, x + b) together with the verti-
cal isomorphism from ψX[1] with sign −ǫ giving the object (M(x + b, x + b),−ǫζ). Thus
(M(x, x), ǫζ)[1] = (M(x+ b, x+ b),−ǫζ) as claimed. 
We need one more observation relating the 2-way approximation sequences for SX and
for singular X.
Proposition 2.2.4. For X = M(x, x), the isomorphism SX ∼= (X, ζ) ⊕ (ψX,−ζ) is given
by the matrix [
1 ζ
−ζ 1
]
: X ⊕ ψX → X ⊕ ψX
sending the 2-way approximation sequence for SX = SM(x, x) isomorphically onto the direct
sum of the 2-way approximation sequences for (X, ζ) = Z+(x) and (ψX,−ζ) = Z−(x+ π) ∼=
Z−(x).
2.3. Compatibility. We will define clusters in the category Cψb to be maximal sets of inde-
composable objects satisfying certain conditions, the first of which is compatibility.
Definition 2.3.1. For 0 < b < π, two objects X,Y of Cψb are defined to be compatible if
Ext1(X,Y ) = 0 = Ext1(Y,X).
Proposition 2.3.2. Ext1(Z,SM(x, y)) 6= 0 in Cψb if and only if Ext1(Z,M(x, y)) 6= 0 in Cb.
This in turn occurs if and only if either
(1) Z ∼= SM(z, w) ∼= SM(w, z) where x < z ≤ y + b and y < w ≤ x+ b or
(2) Z ∼= Z±(z), with either sign, where max(x, y) < z ≤ min(x+ b, y + b).
Furthermore, Ext1(Z,Zǫ(x)) 6= 0 if and only if either
(3) Z ∼= SM(z, w) where x < z,w ≤ x+ b or
(4) Z ∼= Z−ǫ(z) where x < z ≤ x+ b.
Proof. (1) and (2) follow from the fact that, in Cb, M(x, y)[1] ∼= M(y + b, x + b) and
Cb(M(z, w),M(y + b, x+ b)) 6= 0 if and only x < z ≤ y + b and y < w ≤ x+ b.
When x = y, this condition is x < z,w ≤ x + b. For (4), we also use Proposition 2.2.3:
There are no morphisms from Zǫ(z) to Zǫ(x)[1] ∼= Z−ǫ(x+ b). 
For b = π, this is not the right definition of compatibility since, e.g., X ∼= X[1] for all
regular objects in Cψπ . Using the idea that Cψπ is a limit of cluster categories of type Dn as
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n goes to ∞, we define compatibility in Cψπ in terms of compatibility in Cψb for b arbitrarily
close to π.
First, note that any nonzero object SM(x, y) or Z±(x) in Cψπ is represented by an object
of Fψπ with the same name. And, for any b sufficiently close to π, there will also be another
nonzero object with the same name in Cψb .
Definition 2.3.3. Two indecomposable objects of Cψπ are defined to be compatible if the
objects in Cψb with the same name are compatible for all b sufficiently close to π.
To give a better description of the compatibility relation we need some notation.
Definition 2.3.4. For each indecomposable object Z of Cψπ , let
J(Z) ⊆ S1π = R/πZ
be the subset of S1π, the circle with circumference π, defined as follows.
(1) For a regular object Z = SM(x, y) = SE(x, y + π) with x < y + π < x + 2π (and
x 6= y since Z is regular), let J(Z) be the open interval in S1π given by
J(Z) =
{
(x, y + π) + πZ if y < x
(y − π, x) + πZ if y > x
In both cases, the length of the interval is π − |x − y| < π. Note that J(Z ′) = J(Z)
by symmetry since Z ′ = SE(y − π, x). In the SE-notation we have
J(SE(x, y)) =
{
(x, y) + πZ if y < x+ π
(y, x+ 2π) + πZ if y > x+ π
Thus the SE notation is more convenient if we choose x, y so that x < y < x+ π.
(2) For the singular object Zǫ(x) with either sign ǫ, let J(Zǫ(x)) be the point x+πZ ∈ S1π.
Note that J(Zǫ(x)
′) = J(Zǫ(x)) since x+ π + πZ = x+ πZ.
Proposition 2.3.5. Two regular objects X,Y are isomorphic if and only if J(X) = J(Y ).
Two singular objects Z,W are isomorphic if and only if J(Z) = J(W ) and Z,W have the
same sign.
Proof. If J(X) = (x, y) + πZ then, by definition, either X = SE(x, y) or X = SE(y− 2π, x).
But these are isomorphic. The singular case is clear. 
Proposition 2.3.6. Two indecomposable objects X,Y in Cψπ are compatible if and only if
they satisfy one of the following conditions.
(1) X,Y are regular objects and J(X), J(Y ) are either disjoint or one contains the other.
(2) X,Y are singular objects with the same sign.
(3) X,Y are singular objects with opposite sign and J(X) = J(Y ).
(4) One of the objects, say X, is regular and the other object Y is singular and J(X), J(Y )
are disjoint.
We say that two regular objects X,Y are noncrossing (orcrossing) if they satisfy (or don’t
satisfy) Condition (1), respectively.
Proof. Case (1). First, consider two regular objects X = SM(x, y) and Y = SM(z, w). If
X,Y are crossing then, by symmetry, we have either
(a) y < w < x+ π < z + π or
(b) x < y < z < w < x+ π
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However, (b) implies (a). And (a) implies that y < w ≤ x + b for all b sufficiently close to
π. We also have x < z < w < x+ π < y + π. So, x < z ≤ y + b for b sufficiently close to π.
Therefore, SM(x, y) and SM(z, w) are not compatible in Cψπ .
Conversely, suppose that Ext1(SM(z, w), SM(x, y)) 6= 0 in Cψb for b close to π. Then
either y < w ≤ x + b and x < z ≤ y + b which implies y < w < x + π and x + π < z + π
making X,Y crossing or y < z ≤ x + b and x < w ≤ y + b which also imply that X,Y are
crossing.
Case (2). Singular objects of the same sign are compatible in Cψb for all b by the previous
proposition. For two singular objects of opposite sign, such as X = Z+(x) and Y = Z−(y),
We have Ext1(X,Y ) 6= 0 in Cψb when y < x ≤ y+ b. This will hold for b arbitrarily close to π
whenever x 6= y. So, Z+(x), Z−(y) are not compatible if x 6= y. When x = y, Z+(x), Z−(x)
are compatible in any Cψb . This shows Case (3).
Case (4). Let X = SM(x, y) and Y = Z±(z). Then Ext
1(Y,X) 6= 0 in Cψb iff y < z ≤ x+b.
This holds for all b sufficiently close to π iff y < z < x+π, i.e., z ∈ J(X). And Ext1(X,Y ) 6= 0
in Cψb iff z < x, y ≤ z+b. This holds for all b close to π iff z < x, y < z+π which is equivalent
to saying z + π ∈ J(X). So, X,Y are incompatible iff J(Y ) is one point in J(X). They are
compatible iff J(X), J(Y ) are disjoint. 
This proposition justifies the standard visualization of these objects as the geodesic on
the orbifold given by modding out the action of Z/2 on the Poincare disk by a rotation of π
around the center. We draw a standard object X = SE(x, y) as the image in this orbifold
of the geodesic connecting the ideal points x, y on the circle at infinity. Drawn on the disk
of radius 12 in the plane, this becomes an embedded path connecting boundary points x and
y in the complement of the center point ∗ so that the path is homotopic to J(X) fixing the
endpoints and so that the homotopy avoids the center.
∗ • x
y •
X
J(X)
Y
J(Y )
Figure 1. If x < y < x+ π then X = SE(x, y) and Y = SE(y, x + π) have
complementary intervals J(X), J(Y ) in S1π.
2.4. Laminations. We can now give a complete description of all maximal pairwise com-
patible sets of indecomposable objects in Cψπ .
Definition 2.4.1. A maximal set of pairwise compatible nonisomorphic indecomposable
objects in Cψπ will be called a lamination in Cψπ . If L = {X} is any lamination in Cψπ , we
define S(L) ⊆ S1π to be the union of all J(X) where X ∈ L is singular and we define
R(L) ⊆ S1π to be the union of all J(X) where X ∈ L is regular.
19
Lemma 2.4.2. For any lamination L in Cψπ , the set R(L) is a proper open subset of S1π and
S(L) is a nonempty closed subset of the complement of R(L) in S1π. Furthermore, either
(1) R(L) ∪ S(L) = S1π or
(2) S1π\R(L) consists of exactly two point and S(L) is one of those two points.
Proof. It is clear that R(L) is an open set since J(X) ⊆ S1π is open for all regular X and any
union of open sets is open. We need to show that it is a proper open set in S1π.
For each point x ∈ R(L) consider the collection of all open neighborhoods of x in R(L)
of the form J(X) where X ∈ L. By Proposition 2.3.6, Case (1), the collection of these open
sets is totally ordered by inclusion. Since S1π is compact, the union of these neighborhoods
cannot be all of S1π: otherwise a finite subset of intervals would cover the circle and, being
totally ordered by inclusion, this would imply that S1π was equal to one of these intervals,
which is not possible. Therefore, the union of all J(X),X ∈ L containing x is a proper subset
of S1π. Being connected and open, this proper subset must be an interval, say Ix = (v,w),
where v < x < w ≤ v + π. Note that each point x ∈ R(L) is contained in such an interval
Ix. Furthermore, these intervals are either disjoint or equal: if z ∈ Ix ∩ Iy then we must have
Ix ⊆ Iz and Iy ⊆ Iz forcing Ix = Iy = Iz. Therefore, R(L) =
∐
Ixi is a disjoint union of such
maximal open intervals Ixi .
By Proposition 2.3.6, S(L) and R(L) are disjoint. Furthermore, L contains at least one
singular object because, if not, we can add the object Z+(z) for any point z ∈ S1π which is
not in the set R(L) contradicting the maximality of L. Therefore, S(L) is nonempty. We
consider two cases. Either L contains two singular objects of opposite sign or it does not.
Case 1. Suppose that L contains two singular objects X,Y of opposite sign. Then, by
Proposition 2.3.6, Case (3), J(X) = J(Y ) must consist of one point z ∈ S1π and there
are no other singular objects in L. In this case, either R(L) is the complement of z in
S1π or S
1\R(L) contains more than the point z. We are claiming that, in the second case,
S1\R(L) has exactly two elements. To see this suppose that S1\R(L) contains more than
two elements, say x < y < z < x+π ∈ S1\R(L). In that case, SE(x, z) would be compatible
with all elements of L and SE(x, z) /∈ L since y ∈ J(SE(x, z)) = (x, z). This contradicts the
maximality of L. Therefore, R(L) is missing at most two elements of S1.
Case 2. Suppose that all singular objects of L have the same sign, say positive. In that
case the singular object Z+(z) is compatible with all objects in L for all z ∈ S1π\R(L).
Therefore, S(L) ∪R(L) = S1π in Case 2.
We conclude that R(L) and S(L) are disjoint and the only case in which R(L) ∪ S(L) is
not equal to all of S1π is when L contains exactly two singular objects of opposite sign at the
same point z ∈ S1π and the complement of R(L) contains z and one more point. 
In the proof of the lemma above, we examined the connected components of the open set
R(L). We extract the conclusions together with some additional observations in a separate
lemma.
Lemma 2.4.3. For any lamination L of Cψπ , the open set R(L) is a (possibly empty) disjoint
union of open intervals R(L) =∐ Iα where each Iα is described as follows.
(1) Each interval Iα ⊂ S1π is represented by an interval (x, y) ⊂ R where x < y ≤ x+ π.
(2) If Iα = (x, y) has length y−x < π then the lamination L contains an object isomorphic
to SE(x, y).
(3) For any point z ∈ Iα, the set Iα is equal to Iz, the union of all J(X) for which
z ∈ J(X) and X is a regular object in L.
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Proof. We showed in the proof of the previous lemma that the intervals Iz described in (3)
are either disjoint or equal and that their union is equal to R(L). Therefore R(L) is a disjoint
union of intervals satisfying (3).
Statement (1) is obvious since this describes all possible connected proper open subsets of
S1π = R/πZ. Statement (2) is also clear since, if x+ π < y, then SE(x, y) is a regular object
of Cψπ which is compatible with every object in L and thus belongs to L by maximality. 
The next thing we need to show is that any interval I = (x, y) with x < y ≤ x + π can
occur as one of the components of R(L). We do this by constructing a “sublamination” for
each such interval.
Definition 2.4.4. An interval I ⊂ S1π is any connected open proper subset. (Equivalently,
I = (x, y) for some x < y ≤ x+π.) A sublamination supported by an interval I is a maximal
collection of pairwise compatible nonisomorphic indecomposable regular objects X in Cψπ so
that J(X) is contained in I.
Lemma 2.4.5. Any interval I ⊂ S1π supports a sublamination. Furthermore, this sublami-
nation contains an object X with J(X) = I if and only if I has length less than π.
Proof. If I = (x, y) with x < y < x + π then one example of a sublamination supported by
I is the set of all regular object SE(x, z) where x < z ≤ y. Since J(SE(x, z)) = (x, z) and
(x, z) ⊆ (x, z′) for all z ≤ z′, this is a compatible set of objects. It is clearly maximal since any
interval (a, b) contained in (x, y) will contain some point z and therefore, by compatibility,
must contain (x, z) making a ≡ x modulo πZ. Furthermore, any sublamination supported
by I will contain an object isomorphic to SE(x, y) since this object is compatible with all
objects with support in I.
In the case I = (x, x+ π), one example of a sublamination is given by taking all SE(x, z)
where x < z < x+ π. The extremal case z = x+ π must be excluded since SE(x, x + π) is
not a regular object. 
Theorem 2.4.6. All laminations L in Cψπ are described as follows. First, the set U = R(L)
can be any (possibly empty) proper open subset of S1π. Next, given U = R(L) =
∐
Iα, the
objects of L supported in each Iα is a sublamination which can be chosen arbitrarily and
independently for different Iα and the set of singular objects of L is as follows.
Case 1: Suppose the complement of U in S1π consists of a single point x. Then the
lamination contains two singular objects at x of opposite sign and no other singular objects.
We call this a singular pair at x.
Case 2: When the complement of U consists of exactly two points, say x, y, the lamination
L contains exactly two singular objects which are either (a) of the same sign at each of the
points x, y or (b) a singular pair at one of these two points.
Case 3: When the complement of U in S1 contains at least three points, L contains exactly
one singular object at each of these points and all of them have the same sign.
Proof. Suppose that U is any proper open subset of S1π. Then U is a disjoint union of
intervals U =
∐
Iα. By the previous lemma, each interval Iα supports a sublamination Lα.
By Proposition 2.3.6, the objects in different Lα are compatible.
Lemma 2.4.2, together with the fact that compatible singular objects supported at different
points must have the same sign, establishes the necessity of the conditions imposed on the
singular objects and listed in Cases 1,2,3. Conversely, they are also sufficient since singular
objects at all points in S1π\U will be compatible with all objects of all Lα and with each other
if they are given as described in Cases 1,2,3. Maximality of this compatible set is clear in
Cases 1 and 3 since S(L) ∪R(L) = S1π in both cases.
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In Case 2, U = R(L) is a union of two disjoint intervals U = Iα
∐
Iβ with endpoints x, y
and S(L) is one of these points, say x. In that case, maximality is established as follows.
Since we have singular objects at x with both signs, no singular objects supported at any
other point in S1π will be compatible with these. Also, by Lemma 2.4.5, Lα,Lβ will contain
objects Xα,Xβ with J(Xα) = Iα and J(Xβ) = Iβ, and any regular object compatible with
both Xα and Xβ must have support in either Iα or Iβ . So, Lα ∪Lβ together with a singular
pair at x or y is a lamination of Cψπ as claimed. 
2.5. Topology of laminations. Let H be the (nonHausdorff!) topological space defined as
a quotient space H = H˜/ ∼ with the quotient topology where
H˜ = {(x, y, ǫ) ∈ R2 × {+,−} |x < y ≤ x+ π}
modulo the following relations.
(1) (x, y,+) ∼ (x, y,−) if y < x+ π.
(2) (x, y, ǫ) ∼ (x+ π, y + π, ǫ) for any x, y, ǫ.
Let [x, y]ǫ ∈ H denote the equivalence class of (x, y, ǫ). Because of Relation (1) we usually
drop the ǫ when y < x+ π.
Definition 2.5.1. For any indecomposable object X in Cψπ let h(X) denote the element of
H given as follows.
(1) h(SE(x, y)) = [x, y] if y < x+ π.
(2) h(SE(x, y)) = [y, x+ 2π] if y > x+ π (so, x+ 2π < y + π).
(3) h(Zǫ(x)) = [x, x+ π]ǫ.
Thus h gives a 1-1 correspondence between elements of H and isomorphism classes of
indecomposable objects of Cψπ .
Lemma 2.5.2. For any indecomposable object X in Cψπ , the set C(X) of all points in H of
the form h(Y ) for some indecomposable object Y compatible with X is closed.
Proof. If X = SE(x, y) where x < y < x + π then the objects compatible with X are
isomorphic to objects in the following list. (See Figure 2.)
(a) Y = SE(a, b) where x ≤ a < b ≤ y (i.e. J(Y ) ⊆ J(X)),
(b) Y = SE(z, w) where z ≤ x < y ≤ w < z + π (i.e. J(X) ⊆ J(Y )),
(c) Y = SE(c, d) where y ≤ c < d ≤ x+ π (i.e. J(Y ) ∩ J(X) = ∅),
(d) Zǫ(z) for either sign ǫ where z ≤ x < y ≤ z + π (i.e. J(Zǫ(z)) = z /∈ J(X)).
Since (a), (c), (d) are closed conditions, the set of all h(Y ) with Y in (a),(c),(d) is a union of
three closed subsets of H. Condition (b) is not closed, but the point h(Y ) = [z, w] for Y in
(b) converge to the points h(Zǫ(z)) = [z, z + π]ǫ in (d). So, the union of these four sets is
closed in H.
The objects compatible with X = Zǫ(z) are:
(1) SE(x, y) where z ≤ x < y ≤ z + π but (x, y) 6= (z, z + π).
(2) Y = Zǫ(x) for any x ∈ S1π where Y has the same sign as X.
(3) Y = Z−ǫ(z) with sign opposite that of X.
The set of all h(Y ) with Y given in Cases (2) and (3) are closed sets and the points [x, y]
from Case (1) converge only to the two points [z, z+π]± which lie in Cases (2) and (3). Thus
their union C(X) is a closed subset of H. 
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Figure 2. Objects compatible with X = SE(x, y) ∼= X ′ lie in Regions
(a), (b), (c) ⊆ H and (d) which marks the hypotenuse of triangle (b). Ob-
jects compatible with Zǫ(z) lie in Region (1) or on the diagonal line (2).
Lemma 2.5.3. Given any interval I = (x, y) in S1π of length y−x < π and any sublamination
L0 of I, the set h(L0) of all h(X) for X ∈ L0 is a closed subset of H.
Proof. Let C =
⋂
X∈L0
C(X). This is a closed subset of H since it is an intersection of closed
subsets of H. Let D be the set of all [a, b] ∈ H so that x ≤ a < b ≤ y. Then D is also a
closed subset of H. We claim that h(L0) = C ∩D. The lemma follows.
Since the objects of L0 are pairwise compatible we have h(L0) ⊆ C. Since L0 is a sub-
lamination of I = (x, y), we have h(L0) ⊆ D. So, h(L0) ⊆ C ∩D. Conversely, suppose that
[a, b] ∈ C ∩ D. Then X ∼= SE(a, b) is compatible with all objects in L0. Being in D this
object has support in I. Therefore, X lies in L0 (up to isomorphism). So, h(L0) = C ∩D is
a closed subset of H. 
Theorem 2.5.4. For any lamination L in Cψπ , the set h(L) of all h(X) with X ∈ L is a
closed subset of H.
Proof. Let C =
⋂
X∈L C(X). This is a closed subset of H since it is an intersection of closed
subsets of H. Since the elements of L are pairwise compatible, h(L) ⊆ C. Also, C ⊆ h(L)
since any point in C is compatible with all X ∈ L and is therefore isomorphic to some object
of L. Therefore h(L) = C is closed. 
2.6. Clusters in Cψπ . We define a discrete lamination in Cψπ to be a lamination L for which the
set h(L) is a discrete subset of H (in the subspace topology). This is a necessary condition
for the mutation process since, by the theorem above, no limit point of a lamination can
be mutated. For any interval I in S1π, we define a discrete sublamination of I to be a
sublamination L0 of I with the property that h(L0) is a discrete subset of H. After proving
Theorem 2.6.5 below, we will refer to a discrete lamination in Cψπ as a cluster.
Let ℓ : H → (0, π] be the continuous function given by ℓ[x, y]ǫ = y − x for any ǫ. For
any indecomposable object X in Cψπ let ℓ(X) = ℓ(h(X)). Then ℓ(X) = π if and only if X is
singular and ℓ(X) is the length of the interval J(X) when X is regular.
Lemma 2.6.1. For any discrete lamination L and any δ > 0 there are only finitely many
elements X in L with ℓ(X) ≥ δ. In particular (when δ = π) L contains only finitely many
singular objects. The same holds for any discrete sublamination of any interval.
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Proof. The set of points [x, y] ∈ H with ℓ[x, y] = y − x ≥ δ is compact and therefore its
intersection with any closed discrete subset is finite. 
Lemma 2.6.2. Any interval I = (x, y) with length y−x < π admits a discrete sublamination.
However, intervals of length equal to π have no discrete sublaminations.
Proof. Suppose that I is an interval in S1π of length π. Then any lamination L0 of I will have
a sequence of points Xi with J(Xi) ⊂ I being intervals of length ℓ(Xi) < π converging to π.
By the above lemma, this is not possible if L0 is discrete. Therefore an interval of length π
cannot have a discrete sublamination.
If I = (x, y) with x < y < x + π then a discrete sublamination for I is given by L0 =
{Xk,n |n, k ∈ Z, n ≥ 0, 0 < k ≤ 2n} where Xk,n are regular objects with
J(Xk,n) =
(
x+
k − 1
2n
(y − x), x+ k
2n
(y − x)
)
These are the intervals given by taking the interval I = (x, y) and cutting it up into 2n
disjoint subintervals of equal length. Clearly all such subintervals are noncrossing and thus
the Xk,n are compatible for all n ≥ 0. And it is easy to see that it is maximal. 
Lemma 2.6.3. Given an interval I = (x, y) in S1π of length y−x < π, and a discrete sublam-
ination L0 of I, there exists a unique z ∈ I so that L0 is the union of discrete sublaminations
of I1 = (x, z) and I2 = (z, y) and an object isomorphic to SE(x, y). Conversely, for any
z ∈ I and any discrete sublaminations L1,L2 of (x, z) and (z, y), the union of L1,L2 and
SE(x, y) is a discrete sublamination of I = (x, y).
Proof. The discrete sublamination L0 of I must contain an object X0 ∼= SE(x, y) with
ℓ(X0) = y − x. By Lemma 2.6.1, there is an object X1 in L0 so that ℓ(X1) is maximal
among all objects of L0 not equal to X0. Equivalently, J(X1) is maximal.
Claim: J(X1) is equal to either (x, z) or (z, y) for some x < z < y.
Pf: Suppose not. Then J(X1) = (a, b) where x < a < b < y. Since J(X1) is maximal,
X0 is the only element of L0 with J(X0) containing J(X1) = (a, b). Thus, for any other
element Y in L0, J(Y ) is disjoint from (a, b) and therefore contained in either (x, a) or (b, y).
This implies that Z = SE(x, b) is compatible with all objects of L0. So, Z ∈ L0 with
J(Z) ⊃ J(X1) contradicting the maximality of J(X1).
Since X1 is either SE(x, z) or SE(z, y), we may assume by symmetry that X1 ∼= SE(x, z).
Then for all other Y in L0, either J(Y ) is contained in (x, z) or it is disjoint from (x, z) which
means J(Y ) ⊆ (z, y). Thus L0 minus X0 consists of discrete sublaminations of I1 = (x, z)
and I2 = (z, y). Uniqueness of z is clear.
Conversely, given such sublaminations L1,L2 of I1, I2, the elements of L1 and L2 are
compatible and the only other object compatible with both L1 and L2 with support in (x, y)
is SE(x, y) up to isomorphism. 
Theorem 2.6.4. Let L be a discrete lamination of Cψπ . Then there are k ≥ 2 points x1 <
x2 < · · · < xk < x1 + π in S1π so that
(1) R(L) = S1\{x1, x2, · · · , xk} is a disjoint union of k intervals.
(2) L has exactly k singular objects and these objects are either
(a) singular objects of the same sign, supported at the points x1, · · · , xk or
(b) a singular pair supported at either x1 or x2 (when k = 2).
Conversely, for any set S of k ≥ 2 points in S1π, the union of any set of singular objects
satisfying (2a) or (2b) and any choice of discrete sublaminations for the k intervals making
up S1π\S will give a discrete lamination for Cψπ .
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Proof. By Lemma 2.6.1, L has only finitely may singular objects. The rest follows from the
description of all laminations given in Theorem 2.4.6 with the observation that Case 1 in
Theorem 2.4.6 cannot occur for discrete laminations by Lemma 2.6.2. 
Theorem 2.6.5. Given any discrete lamination L of Cψπ and any object T in L, there is,
up to isomorphism, exactly one other object T ∗ with the property that L∗ = L\{T} ∪ {T ∗} is
also a discrete lamination.
Proof. T is either regular or singular.
Case 1. Suppose T is regular. There are three subcases.
(a) J(T ) is properly contained in one of the components I of R(L).
(b) J(T ) = I1 is one of the k ≥ 2 components of the open set R(L) and the k singular
objects of L have the same sign (L has no singular pairs).
(c) J(T ) = I1 is one of 2 components of the open set R(L) and the two singular objects
of L have opposite sign (forming a singular pair).
Case 1(a). Suppose J(T ) is properly contained in one of the components I of R(L). Let
X,Y be objects in L so that J(X) ⊂ J(T ) ⊂ J(Y ) ⊆ I and so that J(Y ) = (w, y) is minimal
and J(X) is maximal. Then J(T ) is maximal among subintervals of J(Y ). By the proof
of Lemma 2.6.3, either J(T ) = (w, x) or J(T ) = (x, y) for some x ∈ (w, y). Suppose, for
example, that J(T ) = (x, y). We also have either J(X) = (x, z) or J(X) = (z, y) for some
x < z < y. Then T ∗ ∼= SE(w, z).
Case 1(b,c). Suppose that J(T ) = I1 = (x, y) is one of the k ≥ 2 components of R(L)
and I2, · · · , Ik are the other components. Then L = L0
∐L1∐ · · ·∐Lk where Li is the set
of all Y in L so that J(Y ) ⊆ Ii for i = 1, · · · , k and L0 is the set of all singular objects in L.
Then Li is a discrete sublamination of the interval Ii for i ≥ 1. Therefore, by Lemma 2.6.3,
there is a unique z ∈ I1 so that L1 minus T is the union of discrete sublaminations Lα,Lβ of
Iα = (x, z) and Iβ = (z, y).
In Case 1(b), when the singular objects of L0 have the same sign ǫ then they include
Zǫ(x), Zǫ(y) and we must have T
∗ ∼= Zǫ(z).
If we are in Case 1(c), where k = 2, I2 = (y, x + π) and the 2 singular objects of L
have opposite sign then, by symmetry, we may assume that this pair of singular objects has
support at the point x. Then T ∗ will be isomorphic to SE(z, x + π).
Case 2. Suppose T = Zǫ(z) is singular. There are three subcases. The subcases when
k = 2 are easy to analyze since L\T has only one singular object. Since every cluster has at
least two singular objects, T ∗ must be a singular object and there are only two possibilities.
Case 2(a). k = 2 and the unique singular object of L\T is Z−ǫ(z). Then there is one other
point y in S1π\R(L). In this case T ∗ must be Z−ǫ(y).
Case 2(b). k = 2 and the other singular object of L is Zǫ(y). Then T ∗ = Z−ǫ(y).
Case 2(c). k ≥ 3. In this case let I1 = (x, z), I2 = (z, y) be the two components of R(L)
with z as endpoints. Then T ∗ must be isomorphic to SE(x, y) as described in Case 1(b). 
Remark 2.6.6. Although there are six cases, there are only four different mutation pairs:
1(a)↔ 1(a), 1(c)↔ 1(c), 1(b)↔ 2(c) and 2(a)↔ 2(b). The last case 2(a)↔ 2(b) is different
from the other three and we will refer to it as the exceptional case.
3. Cluster structure
We will show that cluster mutation follows the general pattern described in [2] using the
triangulated structure of the cluster category Cψπ , namely:
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Theorem 3.0.7. Suppose that T is any cluster in Cψπ and T is any object in T . Then the
mutation T ∗ of T fits into two distinguished triangles:
T → X → T ∗ → T [1] and T [−1]→ T ∗ → Y → T
where T → X is a minimal left add(T \T )-approximation of T and Y → T is a minimal right
add(T \T )-approximation of T . Furthermore, X,Y are indecomposable if and only if T has
exactly two singular objects and T is one of those objects.
We also show that, outside the exceptional mutation case 2(a)↔ 2(b) where T has exactly
two singular objects of which T , the object being mutated, is one, the Octahedral Axiom is
used, as in [11]. An examination of the statement of the Octahedral Axiom shows that cluster
mutation can be given by this axiom only in the case when T ∗ ∼= T ∗[1]. Indeed we have the
following familiar diagrams:
(3.1) X
f   
❆❆
❆❆
A
h′coo X
bf

A
c
}}④④
④
T
a
??⑦⑦⑦⑦
b
~~⑥⑥⑥
⑥
−→ T ∗
h′aa❈❈❈❈
g !!❈
❈❈
❈
B
gd // Y
h``❅❅❅❅
B
d
==④④④④
Y
ah
OO
where the arrows h, h′, ah, h′c are not morphisms but extensions. E.g., h and h′ are actually
morphisms h : Y → T [1] and h′ : T ∗ → X[1]. The 3-cycles are distinguished triangles. As
part of the Octahedral Axiom [15], we have distinguished triangles
(3.2) T → A⊕B → T ∗ → T [1] and T ∗
[
h′
−g
]
−−−→ X[1]⊕ Y [f [1],h]−−−−→ T [1]→ T ∗[1].
In order for these to be the approximation triangles described in Theorem 3.0.7 above, we
must have either T ∼= T [1] or T ∗ ∼= T ∗[1]. In the exceptional mutation case, both T and
T ∗ are singular and thus not isomorphism to their shifts. This is another reason why the
Octahedral Axiom does not directly induce cluster mutation in the exceptional case. However,
it is indirectly involved as we shall see.
Theorem 3.0.8. Suppose that T is a cluster in Fψπ and T is an object in T which is not
of the exceptional kind. Then the mutation T ∗ of T is given by the Octahedral Axiom (3.1).
Furthermore, the distinguished triangles (3.2) which come as part of the Octahedral Axiom
gives the approximation sequences described in Theorem 3.0.7 above. In keeping with this, we
also have that either T ∼= T [1] and X ∼= X[1] or T ∗ ∼= T ∗[1] and Y ∼= Y [1].
3.1. Morphisms between compatible objects. To find the approximation T → A ⊕ B,
we list all possible maps from T to a compatible object.
Lemma 3.1.1. Let T = SE(x, y) with x < y < x+ π. Then Cψπ (T, Y ) 6= 0 if and only if one
of the following holds.
(1) Y ∼= SE(z, w) where x ≤ z < y and y ≤ w < z + π,
(2) Y ∼= SE(z, w) where x ≤ w − π < z < x+ π ≤ w < y + π or
(3) Y ∼= Z±(z) where x ≤ z < y.
Furthermore, Cψπ (T, Y ) is two-dimensional if and only if Y lies in both (1) and (2).
Proof. This is because Cψπ (T, Y ) ∼= Cπ(E(x, y), Y ) = Cπ(E(x, y), E(z, w))⊕Cπ(E(x, y), E(w−
π, z + π)). The first summand is nonzero in Case (1) and the second summand is nonzero
in Case (2). Case (3) is “half” the intersection when w = z + π. This is also evident from
Figure 3. The union of Regions (f), (g) in Figure 3 corresponds to the union of Cases (1)
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and (3) in the Lemma and the union of Regions (g), (e) in Figure 3 correspond to the union
of Cases (2) and (3) in the Lemma. The key point is that morphisms go right and up in the
Figure, the objects on the bottom diagonal are all zero and the top diagonal is a “reflecting
wall”, so that T maps to the points in Region (d) by bouncing off of this wall. 
Lemma 3.1.2. Let T = SE(x, y) be a regular object with x < y < x+ π. Then the nonzero
morphisms from T to other compatible indecomposable objects in Cψπ are given as follows.
(a) T → Az := SE(z, y) where x < z < y
(b1) T → Bw := SE(x,w) where y < w < x+ π
(b2) T → B±x+π := Z±(x) (only two object in this case).
(b3) T → Bs+π := SE(s, x+ π) where y ≤ s < x+ π
Furthermore,
(1) Cψπ (T,X) is one dimensional for X = Az, B∗ in all the above cases.
(2) There are no nonzero morphisms Az → B∗ for any B∗ in the above cases.
(3) Cψπ (Az, Aw) 6= 0 if and only if z ≤ w.
(4) There is a nonzero morphism Bi → Bj under T if and only if i ≤ j.
(5) Composition of any two nonzero morphisms between indecomposable compatible ob-
jects under T is nonzero.
By a nonzero morphism under T we mean a morphism Bi → Bj which induces a nonzero
morphism of hom sets: Cψπ (T,Bi) → Cψπ (T,Bj). There are nonzero morphisms Bs+π → Bw
from objects in (b3) to objects in (b1) but any composition T → Bs+π → Bw is zero.
Proof. The objects compatible with T = SE(x, y) lie in the regions (a), (b), (c) of the set
H as shown in Figure 3. (See the proof of Lemma 2.5.2 for an explanation.) Cψπ (T,X) is
2-dimensional only for X in Region (g) but these are incompatible with T .
(a) These are the objects SE(z, w) where x ≤ z < w ≤ y. But T maps only to those
points where w = y since morphisms only go right and up in the figure.
(b) These are SE(z, w) and Z±(s) where y ≤ z < w ≤ x+ π and y ≤ s ≤ x+ π. But T
maps only to those points where z = x (and s = x) since morphisms cannot go left
in the figure.
(c) SE(s, t) where y ≤ s < t ≤ x+π. But T maps only to those where t = x+π because
the map from T to the other points maps through the zero object at point y in the
figure. The nonzero morphisms T → SE(s, x+ π) is “reflected” through Z±(x).
The other statements follow from the fact that morphisms go right and up in the diagram
and are reflected off of the upper diagonal line. (The lower diagonal line is an “absorbing”
wall.) 
Morphisms from compatible objects to T are described by dual formulas and are displayed
only in the figure. Lemma 3.1.2 allow us to determine the compatible objects under T which
are universal in a family of such objects as long as the family is a closed set (so that it
contains is limit points).
Proposition 3.1.3. Suppose that T = SE(x, y) is a regular object in a cluster T in Cψπ . Then
there exist compatible objects Az, Bw in T under T and the left addT \{T} approximation of T
is T → Az ⊕Bw where z > x and w > y are taken to be minimal. Dually, the right minimal
addT \{T} approximation of T has the form A′z ⊕ B′w → T where A′z, B′w are compatible
objects in T over T similar to Az, Bw.
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Figure 3. Regions (a), (b), (c) (with (d) marking the hypotenuse of triangule
(b)) hold objects compatible with T = SE(x, y). Regions (e), (f), (g) together
with bottom and left boundaries form the support of Cψπ (T,−). These intersect
on the blue lines. The support of Cψπ (T,−) is Regions (e), (f), (g) together with
top and right boundaries which meet the compatible region in the red lines.
Lemma 3.1.4. Nonzero morphisms from T = Zǫ(x) to other compatible indecomposable
objects are as follows.
(a) T → Aw := SE(w, x + π) for x < w < x+ π
(b) T → Bz := Zǫ(z) for x < z < x+ π (i.e., all other Zǫ(z)).
Furthermore:
(1) There are no nonzero morphisms Bz → Aw under T for any z, w.
(2) There is a nonzero morphism Az → Aw under T iff z ≤ w.
(3) There is a nonzero morphism Bz → Bw under T iff z ≤ w.
(4) There is a nonzero morphism Az → Bw under T iff z ≤ w.
Proof. The regular objects compatible with T are SE(w, z) where x ≤ w < z ≤ x + π.
(See the proof of Lemma 2.5.2.) But T maps to SE(w, z) when x ≤ w < x + π ≤ z. The
intersection is when z = x + π. Case (b) is easier since all Zǫ(z) with the same sign ǫ are
pairwise compatible and map nontrivially to each other. Statements (1)-(4) are easy. 
There is a dual statement which we suppress.
3.2. Basic distinguished triangles. There are three basic distinguished triangles that we
will use to show that the Octahedral Axiom is being used in the mutation process.
3.2.1. Triangle (a). Suppose that x < y < z < x+ π and consider the following sequence of
morphisms.
(3.3) SE(x, y)
Sf−−→ SE(x, z) Sg−→ SE(y, z) Sh−−→ SE(x, y)[1]
We note that each hom set is one dimensional, as pointed out in Lemma 3.1.2 (1), and thus
each morphism is in the image of the functor S as indicated.
Proposition 3.2.1. (3.3) is a distinguished triangle in Cψπ if and only if f, g, h are scalar
multiples of basic morphism so that the three scalars multiply to 1 ∈ R.
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Remark 3.2.2. If SE(x, y) is replaced by the isomorphic object SE(y, x + 2π) in (3.3), the
sequence is a distinguished triangle in Cψπ if the scalars multiply to −1. We draw the two
isomorphic objects as arcs in the punctured disk with orientation. Then the mnemonic rule
is that the scalars multiply to 1 if the first object in the triangle is oriented counterclockwise
and −1 otherwise. (See Figure 4.)
Proof. (Sufficiency) S takes distinguished triangles in Cπ to distinguished triangles in Cψπ and
the stated condition is sufficient by the description of basic positive triangles given in [11].
(Necessity) Since Cψπ (SE(y, z), SE(x, y)[1]) is one-dimensional, any morphism must have
the form Sh and the choice of h determines f, g up to multiplication of f by a scalar and of
g by the inverse of that scalar. The statement follows. 
∗ • x
z •
SZ
SY
•y
SX
Figure 4. Triangle (a): SX
Sf−−→ SY Sg−→ SZ Sh−−→ SX[1]. This is distin-
guished if Sf, Sg, Sh are scalar multiples of basic maps with scalars multiply-
ing to 1.
3.2.2. Triangle (b). In the limiting case where z = x + π, the middle term decomposes as
follows according to Proposition 2.2.4.
(3.4)
[
1 ζ
−ζ 1
]
: SE(x, x + π) = E(x, x+ π)⊕ E(x+ π, x+ 2π) ∼= Z+(x)⊕ Z−(x)
The inverse of this isomorphism is given by[
1 ζ
−ζ 1
]−1
=
1
2
[
1 −ζ
ζ 1
]
We use the first column of the first matrix and the second row of the second matrix to get
the following sequence.
(3.5) SE(x, y)
[
f1
−f1
]
// Z+(x)⊕ Z−(x)
[g1,g2] // SE(y, x+ π)
Sh // SE(x, y)[1]
Here g1f1 = g2f2 as elements of the one-dimensional hom set Cψπ (SE(x, y), SE(y, x+π)). The
basic nonzero morphism is not in the image of the functor S since Cπ(E(x, y), E(y, x+π)) = 0.
So, it is the counter-diagonal morphism which is given by the (1, 2) entry of the matrix. This
is why we take the first column of the matrix in (3.4) and the second row of its inverse. Note
that the negative sign in (3.5) is essential in order for the composition of the first two maps
to be zero.
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Proposition 3.2.3. (3.5) is a distinguished triangle in Cψπ if and only if g1f1 = g2f2 is a
scalar multiple, say a, times the basic counter-diagonal morphism from SE(x, y) to SE(y, x+
π) and h : E(y, x + π) → E(x, y)[1] is equal to b times the basic morphism and so that
ab = 12 ∈ R.
∗ • x
SZ
•y
SX
Figure 5. Triangle (b): SX
f−→ Z+(x) ⊕ Z−(x) g−→ SZ Sh−−→ SX[1]. This is
distinguished if corresponding scalars multiply to 12 . Z−(x) is indicated with
a bowtie.
3.2.3. Triangle (c). In order to assign scalars to morphisms, we need to choose one basic
morphism. For morphisms between compatible singular and regular objects we make the
following choices.
Suppose x < y < x+ π. Then
(1) The basic morphism Zǫ(y) = E(y, y+π)→ SE(x, y) is defined to be the one given by:[
1
ǫ
]
: E(y, y + π)→ E(y, x+ 2π)⊕ E(x+ π, y + π) ∼= E(x, y)⊕ E(x+ π, y + π) = SE(x, y)
(2) The basic morphism SE(x, y)→ Zǫ(x) is defined to be the one given by:
SE(x, y) = E(x, y)⊕ E(x+ π, y + π) ∼= E(x, y) ⊕ E(y − π, x+ π) [ǫ,1]−−→ E(x, x+ π) = Zǫ(x)
Proposition 3.2.4. Suppose that x < y < x + π and ǫ = + or −. Then the following is a
distinguished triangle in Cπ.
(3.6) E(x, x+ π)
1−→ E(y, y + π)
[
ǫ
1
]
−−→ E(x+ π, y + π)⊕E(y, x+ 2π) [ǫ,−1]−−−→ E(x+ π, x+ 2π)
Furthermore, these morphism are equivariant with respect to the automorphism ψ in the sense
that they give a distinguished triangle in Cψπ as follows.
(3.7) Zǫ(x)
f−→ Zǫ(y) g−→ SE(x, y) h−→ Zǫ(x)[1] ∼= Z−ǫ(x)
where f, g, h are scalar multiples of the basic morphisms (defined above) in such a way that
the scalars multiply to −1.
Proof. To see that (3.6) is a distinguished triangle in Cπ, we use the definition given by
Happel [7]. The construction is to take the pushout of the two-way approximation sequence
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for E(x, x + π) along the basic morphism E(x, x + π) → E(y, y + π) which we are denoting
by 1.
(3.8) E(x, x + π)
1

[
1
−1
]
// E(x+ π, x+ π)⊕ E(x, x+ 2π)[
ǫ 0
0 −1
]

[1,1] // E(x+ π, x+ 2π)
=

E(y, y + π)
[
ǫ
1
]
// E(x+ π, y + π)⊕ E(y, x+ 2π) [ǫ,−1] // E(x+ π, x+ 2π)
We claim that this same diagram (3.8) gives a distinguished triangle of the form (3.7) in Cψπ .
This comes from the fact that each morphism is ψ-equivariant, i.e., satisfies Definition 1.3.3
for a morphism in Cψπ . For example, the middle vertical arrow is ψ-equivariant since:[
ǫ 0
0 −1
] [
0 −ǫ
−ǫ 0
]
=
[
0 1
1 0
] [
ǫ 0
0 −1
]
where the matrix
[
0 −ǫ
−ǫ 0
]
comes from the proof of Proposition 2.2.3.
Finally, to see that the distinguished triangle (3.6) in Cπ gives the distinguished triangle
(3.7), with scalars multiplying to −1, note that the last morphism is −1 times a basic mor-
phism since Zǫ(x)[1] ∼= Z−ǫ(x) and the second to last morphism is basic since the summands
E(x + π, y + π) ⊕ E(y, x + 2π) are reversed. Therefore (3.7) is a distringuished triangle in
Cψπ . 
∗ • x
Z−(y)
✛
Z−(x)
•y
SX
Figure 6. Triangle (c): Z−(x)
f−→ Z−(y) g−→ SX h−→ Z−(x)[1] ∼= Z+(x). This
is distinguished if corresponding scalars multiply to −1 which we interpret to
mean that Z−(x) is oriented clockwise (inward).
3.3. Octahedral axiom.
3.3.1. Case 1(a)-1(a). The figure illustrates the mutation described in Case 1(a) of Theorem
2.6.5. The objects A = Az, B = Bw+π are as described in Lemma 3.1.2, Cases (a) and (b3).
We use the well-known description, first described to us in detain by Thomas Brustle, that
objects, when drawn as arcs on a surface will extend each other if and only if they cross
and morphisms between compatible objects are given by counterclockwise rotation about
one endpoint. That these descriptions hold on the continuous cluster category of type D is
proved in Proposition 2.3.6 and Lemma 3.1.2.
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Since T → A → Z, T → B → Y , T ∗ → Y → A, T ∗ → Z → B are examples of
distinguished Triangle (a) described above and all objects are regular (and thus isomorphic
to their shifts), the Octahedral Axiom applies to show that
T → A⊕B → T ∗ → T [1], T [−1]→ T ∗ → Y ⊕ Z → T
are distinguished triangles. Also, A⊕B is the addT \T -left approximation of T since can be
no other arcs in the cluster T which have endpoint at x, since such an arc would cross Y .
Similarly, Y ⊕ Z is the addT \T -right approximation of T . This proves Theorems 3.0.7 and
3.0.8 for Case 1(a)-1(a) mutation.
∗ • y
w •
•
x
•
z
Y
T
B
X
A ↔
∗ • y
w •
•
x
•
z
T ∗
Figure 7. Case 1(a)↔1(a) mutation. T maps to A, B by pivoting at y and
x respectively. And Y,X map to T .
3.3.2. Case 1(b)-2(c). We recall Cases 1(b,c) of Theorem 2.6.5. These are the cases when
T = SE(x, y) is a regular object in a discrete cluster L so that J(T ) is one of the regular
intervals Ij of L. There are two subcases as shown in Figures 8 and 9. In Case 1(b), all of
the singular objects in the cluster T have the same sign, say ǫ. Then T must contain the
singular objects Zǫ(x), Zǫ(y) which, together with the object T = SE(x, y), form a triangle
of type (a) as described above.
The objects A = Az = SE(z, y) and B = Zǫ(x) in Figure 8 are as described in Lemma
3.1.2 Cases (a) and (b2). The object T ∗ = Zǫ(z) is the only other object which is compatible
with all other objects in T , as is apparent from the figure.
Since X → T → A → X[1] is an example of Triangle (a), T → B → Y → T [1],
X → B → T → X[1] and A→ T ∗ → Y → A[1] are examples of Triangle (c). Therefore, the
Octahedral Axiom applies and, using the fact that X,T are isomorphic to their shifts,
T → A⊕B → T ∗ → T [1], T [−1]→ T ∗ → X ⊕ Y → T
are distinguished triangles. As in the previous case, this implies Theorems 3.0.7 and 3.0.8 for
Case 1(b)-2(c) mutation.
∗ • y
•
x
•
z
Y
TB
X
A ↔
∗ • y
•
x
•
z
T ∗
Figure 8. Case 1(b)↔2(c) mutation.
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3.3.3. Case 1(c)-1(c). Case 1(c) of Theorem 2.6.5 is shown in Figure 9. This is the case
when T is a regular object in a discrete cluster L so that J(T ) is one of the regular intervals
Ij of L and there are only two singular objects in the cluster of opposite signs at the same
point. By symmetry we assume that T = SE(x, y) and the singular objects in the cluster
are Z+(x), Z−(x). Then the objects A = Az = SE(z, y) and B = Zǫ(x) are as described
in Lemma 3.1.2 Cases (a) and (b2). The object T ∗ = SE(z, x + π) is the only other object
which is compatible with all other objects in T .
Since T → A → X → T [1], T ∗ → Y → A → T ∗[1] are examples of Triangle (a) and
T → Z+(x) ⊕ Z−(x) → Y → T [1], X → Z+(x) ⊕ Z−(x) → T ∗ → X[1] are examples of
Triangle (b), the Octahedral Axiom applies and, using the fact that X ∼= X[1], T ∼= T [1], we
have distinguished triangles
T → A⊕ Z+(x)⊕ Z−(x)→ T ∗ → T [1], T [−1]→ T ∗ → X ⊕ Y → T.
As in the previous case, this implies Theorems 3.0.7 and 3.0.8 for Case 1(c)-1(c) mutation.
∗ • x
TY
•
z
•
y
A
B
↔ ∗ • x
T ∗
•
z
X
•
y
Figure 9. Case 1(c)↔1(c) mutation. B = B+(x)⊕B−(x).
3.3.4. Exceptional Case 2(a)-2(b). Suppose now that T is a cluster in Cψπ with exactly two
singular objects and T is one of those objects. Then we are in Case 2(a) or 2(b) of Theorem
2.6.5. Figure 10 illustrates both of these cases. On the left is Case 2(a). Here T = Zǫ(z)
maps nontrivially to A = Ay and to B = By = Zǫ(y) as examples of Lemma 3.1.4 Cases (a)
and (b). By Lemma 3.1.4 (4), the morphism T → B factors through A. Therefore, T → A is
the left addT \T -approximation of T . Similarly, X → T is the right addT \T -approximation
of T . As examples of Triangle (c) we have the distinguished triangles:
T → A→ B[1]→ T [1] and T [−1]→ B[−1]→ X → T
showing that the mutation T ∗ = B[1] of T as given by Theorem 2.6.5 is given by addT \T -
approximations. This proves Theorem 3.0.7 for the exceptional Case 2(a)-2(b) mutation.
The Octahedral Axiom does in fact apply in the following trivial way. Using the fact that
B → T → A → B[1] is an example of Triangle (c) with A → B[1] → T [1] → A[1] being a
rotation of the same triangle, we have the following example of the Octahedral Axiom:
(3.9) B
❃
❃❃
❃ A
oo B

A
zz✈✈✈
✈✈
T
==③③③③③
✂✂
✂✂
✂
−→ B[1]
1bb❊❊❊❊
##●
●●
●
0 // T [1]
1
``❇❇❇❇
0
==④④④④④
T [1]
OO
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This gives the correct T ∗ = B[1] and the correct left addT \T -approximation sequence T →
A → B[1] → T [1]. However, it does not give the correct right addT \T -approximation since
X does not appear in the diagram.
∗ • y
A
•z
X
BT
↔ ∗ • y
A
•z
X
B
T ∗
Figure 10. Exceptional Case 2(a)↔2(b) mutation. T ∗ = B[1]
3.4. Embedding finite Dn. For any n ≥ 4, the cluster category of type Dn can be realized
as a subquotient category of the continuous cluster category Cψπ in two different ways. One
method is to “freeze” all regular objects SE(x, y) in Cψπ where |y − x| ≤ π/n. We can start
with any lamination L with singular set S(L) = {kπ/n | k ∈ Z}. The lamination will include
regular objects isomorphic to Xk = SE((k − 1)π/n, kπ/n) and have sublaminations of the n
open intervals J(Xk) = ((k − 1)π/n, kπ/n) which are “frozen”, i.e., fixed.
Now consider only laminations which include the objectsXk. The possible mutable objects
are:
(1) The 2n singular objects Z±(kπ/n) and
(2) The n2− 2n regular objects SE(jπ/n, kπ/n) where 1 ≤ j ≤ n and j+2 ≤ k < j +n.
Readers familiar with cluster categories can readily check that clusters of this form mutate
in the same way that clusters of type Dn mutate. A more formal approach is given below.
Another method of embedding the cluster category of type Dn into a quotient of Cψπ is
to take b = (n−1)πn , n ≥ 4 and consider Cψb . This is the stable category of the Frobenius
category Fψb which is the idempotent completed orbit category of Fb. It was shown in [11]
that the stable category of Fb contains the cluster category of type A2n−3. The inclusion
functor CA2n−3 →֒ Cb is equivariant with respect to the Z/2 action given by rotation by π and
therefore induces an inclusion functor on orbit cluster categories CDn →֒ Cψb .
3.5. Comments on Z/p actions. Assume that p is an odd prime. Then the group Z/p
acting by rotation by 2π/p acts freely on the set of unordered pairs of point on the circle.
Therefore, all of the objects in FZ/pπ are regular. However, as objects of the stable category
CZ/p = FZ/pπ , they are not all “rigid”. Since all objects are isomorphic to their shifts, the
identity map is a self-extension of any object in CZ/p. Therefore, we define an object X to
be rigid is its endomorphism ring is K. We define X to be almost rigid if X is the limit of a
sequence of rigid objects. One can also take the following lemma as the definition of “rigid”
and “almost rigid”.
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Lemma 3.5.1. An indecomposable object X in CZ/p is rigid if and only if X is isomorphic
to SE(x, y) where x < y < x + 2π/p. X is almost rigid if an only if X ∼= SE(x, y) where
x < y ≤ x+2π/p. If X is almost rigid but not rigid then its endomorphism ring is isomorphic
to K[ǫ], with ring of dual number, with ǫ2 = 0.
Proof. The second statement follows from the first since the set of objects described in the
second statement is the closure of the set described in the first statement. To prove the first
statement, we may assume by symmetry that X = SE(x, y) where x < y ≤ x+ π. Then we
use the adjunction formula to give
CZ/p(SE(x, y), SE(x, y)) =
⊕
k
C(E(x, y), E(x + kθ, y + kθ))
where θ = 2π/p. But C(E(x, y), E(x + kθ, y + kθ)) 6= 0 if and only if either x ≤ x + kθ < y
or x ≤ y + kθ < y. This holds iff x ≤ y − θ. The lemma follows. 
By this lemma, all almost rigid objects are given, up to isomorphism, by X = SE(x, y)
where x < y ≤ x+ 2π/p. Let J(X) be the open interval (x, y) in the circle S12π/p = R/2πp Z.
We represent the object SE(x, y) by a embedded arc in the disk D2p = D
2/(Z/p) connecting
the points x, y ∈ S12π/p, disjoint from the center point, and homotopic to J(X) fixing the
endpoints and avoiding the center. Then the two objects SE(x, y), SE(y, x + 2π/p) are
nonisomorphic but have the same endpoints. In the limiting case where y = x + 2π/p, this
embedded arc is a loop at the point x which encloses the center of the disk D2p. We use the
shorthand notation SE(x) = SE(x, x+ 2π/p).
Almost rigid objects X,Y are defined to be compatible if there is a sequence of objects Yn
converging to Y so that CZ/pπ (X,Yn) = 0.
Lemma 3.5.2. Two rigid objects X,Y are compatible if and only if the sets J(X), J(Y ) are
either disjoint or one contains the other. In particular, two almost rigid objects SE(x), SE(y)
are compatible if and only if they are isomorphic (equivalently, x − y is an integer multiple
of 2π/p).
As before, this is equivalent to the statement that the corresponding arcs in the punctured
disk do not cross (i.e., they intersect only at their endpoints). We define a cluster to be a
discrete maximal compatible sets of almost rigid objects. We will see that these form a cluster
structure in the triangulated category CZ/pπ . We also refer to them as discrete laminations of
the disk D2p.
Following the same arguments and using the same visualization as in the case p = 2, we
get the following theorem.
Theorem 3.5.3. Every discrete lamination L of the disk D2p is given by L = {SE(x)}
∐La∐Lb
where, for some pair of points x < y < x + 2π/p in S12π/p, La is a discrete sublamination
of (x, y) and Lb is a discrete sublamination of (y, x + 2π/p). In particular, every discrete
lamination of D2p has exactly one object which is not rigid.
Proof. First of all, the circle S12π/p cannot be covered with a collection of open intervals which
are either disjoint or one contains the other. Therefore, there is at least one point z which is
not in J(X) for any X ∈ L. Then SE(z) is compatible with every object in L. So, SE(z) ∈ L
(up to isomorphism).
Consider the set of all intervals J(X) = (x, y) for all rigid X ∈ L. This set is ordered
by inclusion and contains the supremum of any ascending tower. This follows from the fact
that, if (x, y) is the union of any increasing sequence of intervals, then SE(x, y) will be
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compatible with every object of L and therefore must lie in L by maximality of L. Also, the
case y = x+2π/p is not possible since L is discrete and therefore any converging sequence is
eventually stationary.
By Zorn’s lemma, the set of rigid objects of L contains an object X so that J(X) = (x, y)
is maximal. Then x < y < x+ 2π/p by the lemma. Then SE(x, y) will be compatible with
all objects of L. So, SE(x, y) ∈ L. Furthermore, z /∈ (x, y) since SE(z) is compatible with
SE(x, y). But then z must equal x or y since, otherwise Y = SE(x, z) will be a rigid object
compatible with all objects of L. So, Y ∈ L contradicting the maximality of the interval
(x, y). From this it follows that SE(y, x + 2π/p) is compatible with all objects in L. So, it
must be an object in L. Then, for any Z ∈ L, either Z = SE(z) or J(Z) is contained in one
of the intervals (x, y) or (y, x+ 2π/p). The objects of the first kind form a sublamination of
(x, y) and the objects of the second kind form a sublamination of (y, x + 2π/p) proving the
theorem. 
Corollary 3.5.4. Any two clusters L,L′ in CZ/pπ are equivalent in the sense that there is a
strictly triangulated automorphism of CZ/pπ induced by an homeomorphism of the circle which
takes L to L′.
Theorem 3.5.5. Given any object T in any cluster L, there is, up to isomorphism, exactly
one object T ∗ so that L\T ∪T ∗ is a cluster. Furthermore, the object T ∗ can be obtained from
T by forming distinguished triangles:
T → A→ T ∗ → T [1], T [−1]→ T ∗ → B → T
where T → A and B → T are left and right addL\T -approximations of T .
Proof. We works in the same way as before except in the case when T is the unique nonrigid
object of L. So, we examine only those cases.
Let T4 = SE(x) be the unique nonrigid object of L. Then L also contains two maximal
rigid objects T3 = SE(x, y) and T5 = SE(y, x + 2π/p). By the description of all discrete
sublaminations of an interval in Lemma 2.6.3, there exists a point x < z < y so that T1 =
SE(x, z), T2 = SE(z, y) are objects of L (up to isomorphism). When T = T4, it is easy to
see that T ∗ = SE(y) is the only possible mutation of T . Also, T ∗3 = SE(x, z) is the only
possible mutation of T3. T5 is similar to T3 and the other objects follow the same pattern as
the 1(a)↔1(a) case for Cψπ mutation. This proves the first part of the statement.
In the case T = T4, the left addL\T4 approximation of T4 is the direct sum of two copies
of T5 since (with notation θ = 2π/p),
CZ/pπ (T4, T5) =
⊕
Cπ(E(x, x + θ), E(y + kθ, x+ (k + 1)θ))
= Cπ(E(x, x+ θ), E(y, x+ θ))⊕ Cπ(E(x, x + θ), E(y − θ, x)) = K2
and we get the distinguished triangle:
T4 → T 25 → SE(y)→ T4[1] ∼= SE(x).
By symmetry the right addL\T4 approximation of T4 is T 23 and we get the approximation
triangle:
SE(y)→ T 23 → T4 → SE(y)[1] ∼= SE(y).
The other cases work as before. 
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The mutation of the quiver also follows the Fomin-Zelevinsky formula:
// T2
``❅❅❅
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
T4
(2,1)
  ❅
❅❅
❅❅
❅❅
❅
// T1
aa❈❈❈❈
// T3
``❅❅❅❅❅❅❅❅
(1,2)
>>⑦⑦⑦⑦⑦⑦⑦⑦
T5oo
==④④④④
oo
B =

0 −1 1 0 0
1 0 −1 0 0
−1 1 0 2 −1
0 0 −1 0 1
0 0 1 −2 0

The valuation T4
(2,1)−−−→ T5 comes from the fact that CZ/pπ (T4, T5) = K2 is free with one
generator as an End(T4)-module but free with 2 generators as an End(T5)-module. Similarly
for T3
(1,2)−−−→ T4. Mutation at T4 gives:
// T2
__❄❄❄❄
⑦⑦
⑦⑦
⑦⑦
⑦⑦
T ∗4
(1,2)
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
// T1
aa❈❈❈❈
// T3 //
__❅❅❅❅❅❅❅❅
T5
(2,1)
``❅❅❅❅❅❅❅❅
>>⑦⑦⑦
oo
B =

0 −1 1 0 0
1 0 −1 0 0
−1 1 0 −2 1
0 0 1 0 −1
0 0 −1 2 0

Subsequent mutation at T3 gives:
// T2
⑧⑧
⑧⑧
❅
❅❅
❅❅
❅❅
❅
T ∗4
(1,2)oo
// T1
__❄❄❄❄
77T
∗
3
oo
(1,2)
>>⑦⑦⑦⑦⑦⑦⑦⑦
T5oo //__❄❄❄❄
B =

0 0 −1 0 1
0 0 1 −2 0
1 −1 0 2 −1
0 1 −1 0 0
−1 0 1 0 0

∗ • x
T1
T3T2
•
z
•
y
T5
T4
Figure 11. Cluster in CZ/pπ .
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Remark 3.5.6. Note that the description of the clusters, their quivers and exchange matrices,
partially indicated above, is independent of p. And in fact it also applies to the case p = 2
whenK = R/m is a field of characteristic 2. In that case, the exceptional objects SE(x, x+π)
are indecomposable with endomorphism ring K[ǫ] with ǫ2 = 0 by Remark 1.7.3 and the
theorems and formulas for the Z/p case apply. In particular this implies that for any cluster
L in Cψπ in the case when K has characteristic 2, and any cluster L′ in CZ/pπ for any odd
prime p, there is a homeomorphism of the circle that takes L as a subset of the set of order
points on the circle to L′. This is not a functor since these categories are defined over fields
of different characteristic.
We also note that this particular example of orbifold cluster structure is given as just
one example: I˜V in a complete classification of such structures (triangulations of surface
orbifolds) in [5].
4. Appendix: nonabelian stablizers
In this appendix we assume that G is a finite group acting on a Frobenius cyclic poset
(X ,X0, c) but we allow effective stabilizers HX to be any (finite) group. We know by Theorem
1.4.6 that FG(X ,X0) is Frobenius whose projective-injective objects are components of SP
for P ∈ F(X0). We will show that FG is Krull-Schmidt and describe all of the indecomposable
objects. To make this easy, we will assume that R is the complete local ring R = C[[t]].
Let n = |G|. We fix an object X ∈ X and let H = HX with order |HX | = m and index
|G : HX | = ℓ = n/m. Let σi, i = 1, · · · , ℓ be representatives of the left cosets of H in G
so that G =
∐
σiH. For any β ∈ H, we have a basic isomorphism βX ∼= X and, since
F(βX,X) ∼= R, any unit a ∈ R also gives an isomorphism Ta : βX ∼= X. Similarly any
element of A ∈ GL(d,R) gives an isomorphism TA : βXd ∼= Xd. More generally, we will use
the notation [f ] to denote the matrix with entries [f ]ij ∈ R for any morphism f : ⊕Xj → ⊕Yi.
In particular T[f ] = f for any f : βX
d ∼= Xd.
Warning: Composition is not given by matrix multiplication! For f : Y → Z, g : X → Y ,
we have
[fg]ik = t
n[f ]ij[g]jk
where n = c(Zi, Yj,Xk).
Definition 4.0.7. Suppose that X ∈ X and ρ : H → GL(d,C) ⊂ GL(d,R) is a representa-
tion over C of the effective stabilizer H = HX of X. Then, for every β ∈ H, the d× d matrix
ρ(β) gives an isomorphism Tρ(β) : βX
d → Xd. Then let
SρX := (
∐
σiX
d, ξ)
where ξ is defined as follows.
For every γ ∈ G and every σi, we have γσi = σjηj(γ) where σj and ηj(γ) ∈ H are uniquely
determined by γ and σi. Let ξγ :
∐
γσiX
d →∐σjXd be the isomorphism whose matrix [ξγ ]
is monomial with (j, i) block the d× d matrix [ξγ ]ji = ρ(ηj(γ)) with entries in C so that
(ξϕ)ji = Tρ(ηj (γ)) : γσiX
d = σjηj(γ)X
d → σjXd
Since each ρ(ηj(γ)) is an invertible matrix, ξγ : γSρX → SρX is an isomorphism.
To check that this is an object of FG(X ,X0), take any β ∈ G. Then βσj = σkηk(β). So
βγσi = βσjηj(γ) = σkηk(β)ηj(γ) = σkηk(βγ) and we have:
ξβγ = Tρ(ηk(βγ))ki :
∐
βγσiX
d →
∐
σkX
d
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= ξβ ◦ βξγ = Tρ(ηk(β))kjTρ(ηj (γ))ji :
∐
βγσiX
d →
∐
βσjX
d →
∐
σkX
d.
We have the following basic properties of these objects.
Proposition 4.0.8. (1) Two representations ρ, ρ′ : H → GL(d,C) are equivalent, i.e.
give isomorphism CH-modules, if and only if SρX ∼= Sρ′X as objects of FG.
(2) If λ, µ are two representations of H then Sλ⊕µX ∼= SλX ⊕ SµX.
(3) SX ∼= SρX where ρ : H → GL(m,C) is the regular representation of H.
Lemma 4.0.9. If ρ is an irreducible representation of H = HX over C then SρX is strongly
indecomposable in FG, i.e., its endomorphism ring is local.
Proof. Let f ∈ End(SρX) with components fji ∈ F(σiXd, σjXd). By definition of a mor-
phism in FG we have the following commuting diagram (on the left) for any γ ∈ G. Since ξγ
is monomial, this restricts to the commutative diagram on the right if γ ∈ σjHσ−1i .
γSρX
γf //
ξγ

SρX
ξγ

γσiX
d
(ξγ)ji

γfii // γσiX
d
(ξγ)ji

γSρX
f // SρX σjX
d
fjj // σjX
d
By definition, the matrix of (ξγ)ji is ρ(β) where γ = ηj(γ)). Since γfii, fii have the same
matrix [γfii] = [fii], we get: [fjj]ρ(β) = ρ(β)[fii]. This holds for all β ∈ H and for all i, j.
(Take γ = σjβσ
−1
i .)
Take i = j. Then we conclude from Schur’s lemma that [fii] is a scalar, say ai ∈ R times
the identity matrix Id. So, fii is ai times the identity map on σiX
d. Take i 6= j. Then we
see that ai = aj . So, ai = a1 for all i. Let a1 be the image of a1 in C.
Claim 1 : The map ϕ : End(SρX)→ C which sends f to a1 is a ring homomorphism.
Proof: Clearly ϕ is C-linear. So, suppose h = f ◦ g where f, g ∈ End(SρX). Then for any
j 6= i, fijgji will have entries in tkR where k = c(σiX,σjX,σiX) > 0. Therefore, module (t),
hii = fiigii. So, ϕ(h) = ϕ(f)ϕ(g).
Claim 2 : f ∈ End(SρX) is invertible if and only if ϕ(f) 6= 0.
Proof: Certainly this condition is necessary. To show it is sufficient, it suffices to show
that any element of the form 1 + g where g is in the kernel of ϕ is invertible. This follows
from the fact that, given any g in the kernel of ϕ, we have that gℓ (where ℓ = |G : H|) has
all entries divisible by t and thus 1− g + g2 − g3 + · · · converges to the inverse of 1 + g. To
see this note that, in block form, any entry of gℓ is a sum of products of ℓ blocks:
gbℓbℓ−1 · · · gb2b1gb1b0
Since there are only ℓ possible subscripts, two of them must be equal, say bi = bj . In that
case the product gbi∗ · · · g∗bj is divisible by t by the proof of Claim 1. 
Theorem 4.0.10. Every object of the Frobenius category FG is isomorphic to a direct sum
of strongly indecomposable objects of the form SρX where ρ is an irreducible complex rep-
resentation of HX . Furthermore, two such objects SλX,SµY are isomorphic if and only if
there is some γ ∈ G so that
(1) Y ∼= γX. In particular, HY = γHXγ−1. And
(2) λ is conjugate to the composition of µ with the isomorphism HX → γHXγ−1 given
by conjugation with γ.
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Proof. Given any object (Y, ξ) in FG, the maps
(Y, ξ)→ SY → (Y, ξ)
which are adjoint to the identity on Y are equal to
∑
ξ−1γ and
∑
ξγ . Their composition is∑
ξγξ
−1
γ which is multiplication by n = |G|. Therefore, (Y, ξ) is a sum of components of SY
and these all have the form SρX for indecomposable X and irreducible ρ.
If f : SµY ∼= SλX is an isomorphism in FG then, by counting components in F , we
see that µ, λ have the same degree, say d. As an isomorphism in F , the composition fi1 :
Y d = σ1Y
d →֒ SµY → SλX ։ σiXd is an isomorphism for some i proving (1) for γ = σi.
Then HY = σiHXσ
−1
i . For any β ∈ HY , we have the following commuting diagram where
β′ = σ−1i βσi ∈ HX :
βY d
Tµ(β)

βfi1 // βσiX
d
Tλ(β′)

Y d
fi1 // σiX
d
This gives the matrix equation [fi1]µ(β) = λ(σ
−1
i βσi)[fi1]. In other words conjugation of µ by
the invertible matrix [fi1] is equal to the composition of λ with the isomorphism HY → HX
given by conjugation by σ−1i . This is equivalent to (2).
It is easy to see that, conversely, (1) and (2) imply that SµY ∼= SλX. 
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