A paraconcave entropy function, as defined in [2] , is represented by a pair of two real functions of a real variable satisfying certain natural conditions. The subject of this paper is the functional equation, L [ y\ /(pj)] = yV g (pj), that describes equivalence between two representations of a paraconcave entropy function with / and g satisfying the condition for unbounded entropy. We show that the above equation has a unique solution up to a multiplicative constant in the class of unbounded find complete paraconcave entropy functions. This is a generalization of the result [4] proven already for incomplete paraconcave entropy functions. This is done by invoking a special version of the Cauchy classical functional equation [1] . Additionally, we prove some theorems about ranges of the sums f(j>j) that occur in the investigated equation.
Introduction
Denote by AAT the set of components of a possibly incomplete probability distribution: ( In all of that follows we axe assuming that the entropy fuctions under consideration are nontrivial and that, consequently, their representations consist of nonzero functions. The terms entropy and entropy function will be interchanged. The subject of this paper is the equation 
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Given / € i?, and N ^ 1, denote by /3jv(/) and /?oo(/)> the following two numbers:
(1.12) (3N(f) = Nf(j r ) > and (1.13) Poo(f) = supAT/(^) (possibly extended).
N
The sequence {/5JV(/)}JV=i given by (1.12) is nondecreasing [2] . If its limit is oo, that is, if Poo(f) = °o, we will say that the entropy given by a representative (/, F) is unbounded. The sums Ylj fiPj) i n (1-10)
3X6 are nonnegative and bounded from above by fi 00 (f) [2] . 
The condition (1.14) means that / is a germ of a linear function at 0. 
The following two lemmas will be needed in the sequel. are points of (a, 6) with x <y <y' and x <y <y', then
Proof. It follows directly from Lemma 15 in [7] formulated there for convex functions.
•
The inequality (1.18) means that the chord over (x, y) has larger slope than the chord over (x',y')-, If the inequality (1.18) is strict for all possible choices, the function <p is strictly concave.
Given 
Concavity versus boundary conditions
Let (/, F) be a representative of a paraconcave entropy. Since / £ i?, it is concave and satisfies the boundary condition /(0) = /(1) -0. The goal of this section is to examine the implications of both concavity of / and boundary conditions imposed on it. Since the results are interesting in themselves, we present them in terms of concavity and the boundary conditions involved without references to the second member of the considered entropy function. Applying the conventions (1.5) and (1.19), we can can write (2.12) as (2.13) R s (f) = {f s (p) b € 4 and \p\ = 6}. The sums in (2.12) and (2.13) are taken with respect to all N -tuples in the set A, that is with respect to all An as well, for N -1,2,..., that satisfy the condition (2.10). (2.14)
Mf) = {0}. 
Rs(f) = [f(6)>6/300(f)).
Proof. It follows from Proposition 2.3 that (2-16)
Rs(f)C[f(6),oo).
We also have, from ( The sequence {Nf(jr)} is increasing (at least from certain N0) if / is not g-linear. Otherwise, it is equal to <5/?oo(/) as from certain Na. Thus inequality (2.18) must be strict since, by assumption, f is not g-linear. Therefore, (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) FLI(/)C[/(<5),<5/U/)). Now, we are going to prove the opposite inclusion, 
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Then we obtain the following 
Now, for every 0 < Ô < 1, consider the sets j4(<5) defined as follows: 
A(ô) = [f(6) + f(l-6),60 oo (f)).
Proof. It follows directly from from the definition and Theorem 2.1. •
Main result
The goal of this section is to prove the anticipated theorem about continuos solutions of the equation (1.10) for unbounded entropies. Namely, we have the following THEOREM 3.1. Let L G r, and f,g G Q be solutions of (1.10) with /M/) = °o.
Then, there is a positive constant c = c(L) such that
L(x) = cx for all x G [0, oo), and
Proof. Assume that L G J 1 , and f,g G Í2 are nonzero and rewrite the equation (1.10). Using (3.3) we will show that L is additive on [0, oo), and then apply the Cauchy classical theorem [1] . So, let 0 < x, y, x + y < oo, and let m be a positive integer, m> 2. There is a positive integer, say n 0 , such that The points that occur in (3.14-3.15) form sequences with respect to m. The numbers ii, ¿2, used in (3.12-3.15) also depend on m, and we use them to form the following sequences of real numbers: This ends the proof.
Conclusions
The method applied to prove Theorem 3.1 is quite different from those used to prove similar theorems for incomplete entropies [4] . However, it cannot be used to prove the analogous theorem for bounded entropies. We used extensively the fact that for unbounded entropies the set Rs(f) equals the interval [/(¿), oo). This identity does not hold for bounded entropies and another method of proof is called for.
