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Abstract
We present a PSPACE algorithm that decides satisfiability of the graded modal logic Gr(KR)—a
natural extension of propositional modal logic KR by counting expressions—which plays an important
role in the area of knowledge representation. The algorithm employs a tableaux approach and is the first
known algorithm which meets the lower bound for the complexity of the problem. Thus, we exactly fix
the complexity of the problem and refute a EXPTIME-hardness conjecture. We extend the results to the
logic Gr(K
R
−1
∩
), which augments Gr(KR) with inverse relations and intersection of accessibility
relations. This establishes a kind of “theoretical benchmark” that all algorithmic approaches can be
measured against.
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1 Introduction
Propositional modal logics have found applications in many areas of computer science. Es-
pecially in the area of knowledge representation, the description logic (DL) ALC, which is a
syntactical variant of the propositional (multi-)modal logic KR [Sch91], forms the basis of a
large number of formalisms used to represent and reason about conceptual and taxonomical
knowledge of the application domain. The graded modal logic Gr(KR) extends KR by
graded modalities [Fin72], i.e., counting expressions which allow one to express statements
of the form “there are at least (at most) n accessible worlds that satisfy . . . ”. This is espe-
cially useful in knowledge representation because (a) humans tend to describe objects by the
number of other objects they are related to (a stressed person is a person given at least three
assignments that are urgent), and (b) qualifying number restrictions (the DL’s analogue for
graded modalities [HB91]) are necessary for modeling semantic data models [CLN94].
KR is decidable in PSPACE and can be embedded into a decidable fragment of predicate
logic [AvBN98]. Hence, there are two general approaches for reasoning with KR: dedicated
decision procedures [Lad77, SSS91, GS96], and the translation into first order logic followed
by the application of an existing first order theorem prover [OS97, Sch97]. To compete with
the dedicated algorithms, the second approach has to yield a decision procedure and it has
∗This papers appeared in the Journal of Logic and Computation, Vol. 10 No. 99-47, pp. 1–22 2000.
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to be efficient, because the dedicated algorithms usually have optimal worst-case complexity.
For KR, the first issue is solved and, regarding the complexity, experimental results show that
the algorithm competes well with dedicated algorithms [HS97]. Since experimental result can
only be partially satisfactory, a theoretical complexity result would be desirable, but there are
no exact results on the complexity of the theorem prover approach.
The situation for Gr(KR) is more complicated: Gr(KR) is known to be decidable,
but this result is rather recent [HB91], and the known PSPACE upper complexity bound
for Gr(KR) is only valid if we assume unary coding of numbers in the input, which is
an unnatural restriction. For binary coding no upper bound is known and the problem has
been conjectured to be EXPTIME-hard [dHR95]. This coincides with the observation that
a straightforward adaptation of the translation technique leads to an exponential blow-up in
the size of the first order formula. This is because it is possible to store the number n in
logk n-bits if numbers are represented in k-ary coding. In [OSH96] a translation technique
that overcomes this problem is proposed, but a decision procedure for the target fragment of
first order logic yet has to be developed.
In this work we show that reasoning for Gr(KR) is not harder than reasoning for KR by
presenting an algorithm that decides satisfiability in PSPACE, even if the numbers in the input
are binary coded. It is based on the tableaux algorithms for KR and tries to prove the satisfi-
ability of a given formula by explicitly constructing a model for it. When trying to generalise
the tableaux algorithms for KR to deal with Gr(KR), there are some difficulties: (1) the
straightforward approach leads to an incorrect algorithm; (2) even if this pitfall is avoided,
special care has to be taken in order to obtain a space-efficient solution. As an example for
(1), we will show that the algorithm presented in [dHR95] to decide satisfiability of Gr(KR)
is incorrect. Nevertheless, this algorithm will be the basis of our further considerations. Prob-
lem (2) is due to the fact that tableaux algorithms try to prove the satisfiability of a formula
by explicitly building a model for it. If the tested formula requires the existence of n accessi-
ble worlds, a tableaux algorithm will include them in the model it constructs, which leads to
exponential space consumption, at least if the numbers in the input are not unarily coded or
memory is not re-used. An example for a correct algorithm which suffers from this problem
can be found in [HB91] and is briefly presented in this paper. Our algorithm overcomes this
problem by organising the search for a model in a way that allows for the re-use of space for
each successor, thus being capable of deciding satisfiability of Gr(KR) in PSPACE.
Using an extension of these techniques we obtain a PSPACE algorithm for the logic
Gr(KR−1
∩
), which extends Gr(KR) by inverse relations and intersection of relations. This
solves an open problem from [DLNN97].
This paper is an significantly extended and improved version of [Tob99].
2 Preliminaries
In this section we introduce the graded modal logic Gr(KR), the extension of the multi-
modal logic KR with graded modalities, first introduced in [Fin72].
DEFINITION 2.1 (SYNTAX AND SEMANTICS OF Gr(KR))
Let P = {p0, p1, . . . } be a set of propositional atoms and R a set of relation names. The set
of Gr(KR)-formulae is built according to the following rules:
1. every propositional atom is a Gr(KR)-formula, and
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2. if φ, ψ1, ψ2 are Gr(KR)-formulae, n ∈ N, andR is a relation name, then ¬φ, ψ1∧ψ2,
ψ1 ∨ ψ2, 〈R〉nφ, and [R]nφ are formulae.
The semantics of Gr(KR)-formulae is based on Kripke structures
M = (WM, {RM | R ∈ R}, VM),
whereWM is a non-empty set of worlds, each RM ⊆WM×WM is an accessibility relation
on worlds (for R ∈ R), and VM is a valuation assigning subsets of WM to the propositional
atoms in P . For a Kripke structure M, an element x ∈ WM, and a Gr(KR)-formula, the
model relation |= is defined inductively on the structure of formulae:
M, x |= p iff x ∈ VM(p) for p ∈ P
M, x |= ¬φ iff M, x 6|= φ
M, x |= ψ1 ∧ ψ2 iff M, x |= ψ1 and M, x |= ψ2
M, x |= ψ1 ∨ ψ2 iff M, x |= ψ1 or M, x |= ψ2
M, x |= 〈R〉nφ iff ♯RM(x, φ) > n
M, x |= [R]nφ iff ♯RM(x,¬φ) ≤ n
where ♯RM(x, φ) := |{y ∈ WM | (x, y) ∈ RM and M, y |= φ}|
The propositional modal logic KR is defined as the fragment of Gr(KR) in which for
all modal operators n = 0 holds.
A formula is called satisfiable iff there exists a structure M and a world x ∈ WM such
that M, x |= φ.
By SAT(KR)and SAT(Gr(KR))we denote the sets of satisfiable formulae of KR and
Gr(KR), respectively.
As usual, the modal operators 〈R〉n and [R]n are dual: ♯RM(x, φ) > n means that in M
more than n R-successors of x satisfy φ; ♯RM(x,¬φ) ≤ n means that in M all but at most
n R-successors satisfy φ.
In the following we will only consider formulae in negation normal form (NNF), a form
in which negations have been pushed inwards and occur in front of propositional atoms only.
We will denote the NNF of ¬φ by ∼φ. The NNF can always be generated in linear time and
space by successively applying the following equivalences from left to right:
¬(ψ1 ∧ ψ2) ≡ ¬ψ1 ∨ ¬ψ2 ¬〈R〉nψ ≡ [R]n¬ψ
¬(ψ1 ∨ ψ2) ≡ ¬ψ1 ∧ ¬ψ2 ¬[R]nψ ≡ 〈R〉n¬ψ
3 Reasoning for Gr(KR)
Before we present our algorithm for deciding satisfiability of Gr(KR), for historic and di-
dactic reasons, we present two other solutions: an incorrect one [dHR95], and a solution that
is less efficient [HB91].
From the fact that SAT(KR) is PSPACE-complete [Lad77, HM92], it immediately fol-
lows, that SAT(Gr(KR)) is PSPACE-hard. The algorithms we will consider decide the
satisfiability of a given formula φ by trying to construct a model for φ.
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3.1 An incorrect algorithm
In [dHR95], an algorithm for deciding SAT(Gr(KR)) is given, which, unfortunately, is
incorrect. Nevertheless, it will be the basis for our further considerations and thus it is pre-
sented here. It will be referred to as the incorrect algorithm. It is based on an algorithm given
in [DLNN97] to decide the satisfiability of the DL ALCNR, which basically is the restric-
tion of Gr(KR), where, in formulae of the form 〈R〉nφ or [R]nφ with n > 0, necessarily
φ = p ∨ ¬p holds.
The algorithm for Gr(KR) tries to build a model for a formula φ by manipulating sets
of constraints with the help of so-called completion rules. This is a well-known technique to
check the satisfiability of modal formulae, which has already been used to prove decidability
and complexity results for other DLs (e. g., [SSS91, HB91, BBH96]). These algorithms
can be understood as variants of tableaux algorithms which are used, for example, to decide
satisfiability of the modal logics KR, TR, or S4R in [HM92].
DEFINITION 3.1
Let V be a set of variables. A constraint system (c.s.) S is a finite set of expressions of the
form ‘x |= φ’ and ‘Rxy’, where φ is a formula, R ∈ R, and x, y ∈ V .
For a c.s. S, let ♯RS(x, φ) be the number of variables y for which {Rxy, y |= φ} ⊆ S.
The c.s. [z/y]S is obtained from S by replacing every occurrence of y by z; this replacement
is said to be safe iff, for every variable x, formula φ, and relation symbol R with {x |=
〈R〉nφ,Rxy,Rxz} ⊆ S we have ♯R[z/y]S(x, φ) > n.
A c.s. S is said to contain a clash, iff for a propositional atom p, a formula φ, and m ≤ n:
{x |= p, x |= ¬p} ⊆ S or {x |= 〈R〉mφ, x |= [R]n∼φ} ⊆ S.
Otherwise it is called clash-free. A c.s. S is called complete iff none of the rules given in
Fig. 1 is applicable to S.
To test the satisfiability of a formula φ, the incorrect algorithm works as follows: it starts
with the c.s. {x |= φ} and successively applies the rules given in Fig. 1, stopping if a clash
is occurs. Both the rule to apply and the formula to add (in the →∨-rule) or the variables
to identify (in the →≤-rule) are selected non-deterministically. The algorithm answers “φ
is satisfiable” iff the rules can be applied in a way that yields a complete and clash-free c.s.
The notion of safe replacement of variables is needed to ensure the termination of the rule
application [HB91].
Since we are interested in PSPACE algorithms, non-determinism imposes no problem due
to Savitch’s Theorem, which states that deterministic and non-deterministic polynomial space
coincide [Sav70].
To prove the correctness of a non-deterministic completion algorithm, it is sufficient to
prove three properties of the model generation process:
1. Termination: Any sequence of rule applications is finite.
2. Soundness: If the algorithm terminates with a complete and clash-free c.s. S, then the
tested formula is satisfiable.
3. Completeness: If the formula is satisfiable, then there is a sequence of rule applications
that yields a complete and clash-free c.s.
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→∧-rule: if 1. x |= ψ1 ∧ ψ2 ∈ S and
2. {x |= ψ1, x |= ψ2} 6⊆ S
then S →∧ S ∪ {x |= ψ1, x |= ψ2}
→∨-rule: if 1. (x |= ψ1 ∨ ψ2) ∈ S and
2. {x |= ψ1, x |= ψ2} ∩ S = ∅
then S →∨ S ∪ {x |= χ} where χ ∈ {ψ1, ψ2}
→>-rule: if 1. x |= 〈R〉nφ ∈ S and
2. ♯RS(x, φ) ≤ n
then S →> S ∪ {Rxy, y |= φ} where y is a fresh variable.
→≤0-rule: if 1. x |= [R]0φ,Rxy ∈ S and
2. y |= φ 6∈ S
then S →≤0 S ∪ {y |= φ}
→≤-rule: if 1. x |= [R]nφ, ♯RS(x, φ) > n > 0 and
2. Rxy,Rxz ∈ S and
3. replacing y by z is safe in S
then S →≤ [z/y]S
Figure 1: The incorrect completion rules for Gr(KR).
The error of the incorrect algorithm is, that is does not satisfy Property 2, even though the
converse is claimed:
CLAIM([dHR95]): Let φ be a Gr(KR)-formula in NNF. φ is satisfiable iff
{x0 |= φ} can be transformed into a clash-free complete c.s. using the rules
from Figure 1.
Unfortunately, the if -direction of this claim is not true, which we will prove by a simple
counterexample. Consider the formula
φ = 〈R〉2p1 ∧ [R]1p2 ∧ [R]1¬p2.
On the one hand, φ is not satisfiable. Assume M, x |= 〈R〉2p1. This implies the existence of
at least threeR-successors y1, y2, y3 of x. For each of the yi either M, yi |= p2 or M, yi 6|= p2
holds by the definition of |=. Without loss of generality, there are two worlds yi1 , yi2 such
that M, yij |= p2, which implies M, x 6|= [R]1¬p2 and hence M, x 6|= φ.
On the other hand, the c.s. S = {x |= φ} can be turned into a complete and clash-free
c.s. using the rules from Fig. 1, as is shown in Fig. 2. Clearly this invalidates the claim and
its proof.
3.2 An alternative syntax
At this stage the reader may have noticed the cumbersome semantics of the [R]n operator,
which origins from the wish that the duality ✷φ ≡ ¬✸¬φ of K carries over to [R]nφ ≡
¬〈R〉n¬φ in Gr(KR). This makes the semantics of [R]n and 〈R〉n un-intuitive. Not only
does the n in a diamond operator mean “more than n” while it means “less or equal than n”
for a box operator. The semantics also introduce a “hidden” negation.
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{x |= φ} →∧ · · · →∧ {x |= φ, x |= 〈R〉2p1, x |= [R]1p2, x |= [R]1¬p2}︸ ︷︷ ︸
=S1
→> · · · →> S1 ∪ {Rxyi, yi |= p1 | i = 1, 2, 3}︸ ︷︷ ︸
=S2
S2 is clash-free and complete, because ♯RS2(x, p1) = 3 and ♯RS2(x, p2) = 0.
Figure 2: A run of the incorrect algorithm.
To overcome these problems, we will replace these modal operators by a syntax inspired
by the counting quantifiers in predicate logic: the operators 〈R〉≤n and 〈R〉≥n with semantics
defined by :
M, x |= 〈R〉≤nφ iff ♯RM(x, φ) ≤ n,
M, x |= 〈R〉≥nφ iff ♯RM(x, φ) ≥ n.
This modification does not change the expressivity of the language, since M, x |= 〈R〉nφ
iff M, x |= 〈R〉≥n+1φ and M, x |= [R]nφ iff M, x |= 〈R〉≤n¬φ. We use the following
equivalences to transform formulae in the new syntax into NNF:
¬〈R〉≥0φ ≡ p ∧ ¬p
¬〈R〉≥nφ ≡ 〈R〉≤n−1φ iff n > 1
¬〈R〉≤nφ ≡ 〈R〉≥n+1φ
3.3 A correct but inefficient solution
To understand the mistake of the incorrect algorithm, it is useful to know how soundness
is usually established for the kind of algorithms we consider. The underlying idea is that a
complete and clash-free c.s. induces a model for the formula tested for satisfiability:
DEFINITION 3.2 (CANONICAL STRUCTURE)
Let S be a c.s. The canonical structure MS = (WMS , {RMS | R ∈ R}, VMS ) induced by
S is defined as follows:
WMS = {x ∈ V | x occurs in S},
RMS = {(x, y) ∈ V2 | Rxy ∈ S},
VMS (p) = {x ∈ V | x |= p ∈ S}.
Using this definition, it is then easy to prove that the canonical structure induced by a
complete and clash-free c.s. is a model for the tested formula.
The mistake of the incorrect algorithm is due to the fact that it did not take into account
that, in the canonical model induced by a complete and clash-free c.s., there are formulae
satisfied by the worlds even though these formulae do not appear as constraints in the c.s.
Already in [HB91], an algorithm very similar to the incorrect one is presented which decides
the satisfiability of ALCQ, a notational variant of Gr(KR).
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→∧-, →∨-rule: see Fig. 1
→choose-rule: if 1. x |= 〈R〉⊲⊳nφ,Rxy ∈ S and
2. {y |= φ, y |= ∼φ} ∩ S = ∅
then S →choose S ∪ {y |= χ} where χ ∈ {φ,∼φ}
→≥-rule: if 1. x |= 〈R〉≥nφ ∈ S and
2. ♯RS(x, φ) < n
then S →≥ S ∪ {Rxy, y |= φ} where y is a new variable.
→≤-rule: if 1. x |= 〈R〉≤nφ, ♯RS(x, φ) > n and
2. y 6= z,Rxy,Rxz, y |= φ, z |= φ ∈ S and
3. the replacement of y by z is safe in S
then S →≤ [y/z]S
Figure 3: The standard completion rules
The algorithm essentially uses the same definitions and rules. The only differences are the
introduction of the→choose-rule and an adaption of the→≥-rule to the alternative syntax. The
→choose-rule makes sure that all “relevant” formulae that are implicitly satisfied by a variable
are made explicit in the c.s. Here, relevant formulae for a variable y are those occuring in
modal formulae in constraints for variables x such that Rxy appears in the c.s. The complete
rule set for the modified syntax of Gr(KR) is given in Fig. 3. The definition of clash has to
be modified as well: A c.s. S contains a clash iff
• {x |= p, x |= ¬p} ⊆ S for some variable x and a propositional atom p, or
• x |= 〈R〉≤nφ ∈ S and ♯RS(x, φ) > n for some variable x, relation R, formula φ, and
n ∈ N.
Furthermore, the notion of safe replacement has to be adapted to the new syntax: the
replacement of y by z in S is called safe iff, for every variable x, formula φ, and relation
symbol R with {x |= 〈R〉≥nφ,Rxy,Rxz} ⊆ S we have ♯R[z/y]S(x, φ) ≥ n.
The algorithm, which works like the incorrect algorithm but uses the expansion rules from
Fig. 3—where ⊲⊳ is used as a placeholder for either ≤ or ≥—and the definition of clash from
above will be called the standard algorithm; it is a decision procedure for SAT(Gr(KR)):
THEOREM 3.3 ([HB91])
Let φ be a Gr(KR)-formula in NNF. φ is satisfiable iff {x0 |= φ} can be transformed into
a clash-free complete c.s. using the rules in Figure 3. Moreover, each sequence of these
rule-applications is finite.
While no complexity result is explicitly given in [HB91], it is easy to see that a PSPACE
result could be derived from the algorithm using the trace technique, employed in [SSS91] to
show that satisfiability of ALC, the notational variant for KR, is decidable in PSPACE.
Unfortunately this is only true if we assume the numbers in the input to be unary coded.
The reason for this lies in the →≥-rule, which generates n successors for a formula of the
form 〈R〉≥nφ. If n is unary coded, these successors consume at least polynomial space in
the size of the input formula. If we assume binary (or k-ary with k > 1) encoding, the space
consumption is exponential in the size of the input because a number n can be represented
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in logk n bits in k-ary coding. This blow-up can not be avoided because the completeness of
the standard algorithm relies on the generation and identification of these successors, which
makes it necessary to keep them in memory at one time.
4 An optimal solution
In the following, we will present the algorithm which will be used to prove the following
theorem; it contradicts the EXPTIME-hardness conjecture in [dHR95].
THEOREM 4.1
Satisfiability for Gr(KR) is PSPACE-complete if numbers in the input are represented using
binary coding.
When aiming for a PSPACE algorithm, it is impossible to generate all successors of a
variable in a c.s. at a given stage because this may consume space that is exponential in the
size of the input concept. We will give an optimised rule set for Gr(KR)-satisfiability that
does not rely on the identification of successors. Instead we will make stronger use of non-
determinism to guess the assignment of the relevant formulae to the successors by the time of
their generation. This will make it possible to generate the c.s. in a depth first manner, which
will facilitate the re-use of space.
The new set of rules is shown in Fig. 4. The algorithm that uses these rules is called the
optimised algorithm. The definition of clash is taken from the standard algorithm. We do not
need a →≤-rule.
At first glance, the →≥-rule may appear to be complicated and therefor is explained in
more detail: like the standard →≥-rule, it is applicable to a c.s. that contains the constraint
x |= 〈R〉≥nφ if there are less than n R-successors y of x with y |= φ ∈ S. The rule
then adds a new successor y to S. Unlike the standard algorithm, the optimised algorithm
also adds additional constraints of the form y |= (∼)ψ to S for each formula ψ appearing
in a constraint of the form x |= 〈R〉⊲⊳nψ. Since we have suspended the application of the
→≥-rule until no other rule applies to x, by this time S contains all constraints of the form
x |= 〈R〉⊲⊳nψ it will ever contain. This combines the effects of both the →choose- and the
→≤-rule of the standard algorithm.
→∧-, →∨-rule: see Fig. 1
→≥-rule: if 1. x |= 〈R〉≥nφ ∈ S, and
2. ♯RS(x, φ) < n, and
3. neither the →∧- nor the →∨-rule apply to a constraint for x
then S →≥ S ∪ {Rxy, y |= φ, y |= χ1, . . . , y |= χk} where
{ψ1, . . . , ψk} = {ψ | x |= 〈R〉⊲⊳mψ ∈ S}, χi ∈ {ψi,∼ψi}, and
y is a fresh variable.
Figure 4: The optimised completion rules.
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4.1 Correctness of the optimised algorithm
To establish the correctness of the optimised algorithm, we will show its termination, sound-
ness, and completeness.
To analyse the memory usage of the algorithm it is very helpful to view a c.s. as a graph:
A c.s. S induces a labeled graph G(S) = (N,E,L) with
• The set of nodes N is the set of variables appearing in S.
• The edges E are defined by E := {xy | Rxy ∈ S for some R ∈ R}.
• L labels nodes and edges in the following way:
– For a node x ∈ N : L(x) := {φ | x |= φ ∈ S}.
– For an edge xy ∈ E: L(xy) := {R | Rxy ∈ S}.
It is easy to show that the graph G(S) for a c.s. S generated by the optimised algorithm
from an initial c.s. {x0 |= φ} is a tree with root x0, and for each edge xy ∈ E, the label
L(xy) is a singleton. Moreover, for each x ∈ N it holds that L(x) ⊆ clos(φ) where clos(φ)
is the smallest set of formulae satisfying
• φ ∈ clos(φ),
• if ψ1 ∨ ψ2 or ψ1 ∧ ψ2 ∈ clos(φ), then also ψ1, ψ2 ∈ clos(φ),
• if 〈R〉⊲⊳nψ ∈ clos(φ), then also ψ ∈ clos(φ),
• if ψ ∈ clos(φ), then also ∼ψ ∈ clos(φ).
We will use the fact that the number of elements of clos(φ) is bounded by 2 × |φ| where
|φ| denotes the length of φ. This is easily shown by proving
clos(φ) = sub(φ) ∪ {∼ψ | ψ ∈ sub(φ)}
where sub(φ) denotes the set of all sub-formulae of φ. The size of sub(φ) is obviously
bounded by |φ|.
4.1.1 Termination
First, we will show that the optimised algorithm always terminates, i.e., each sequence of rule
applications starting from a c.s. of the form {x0 |= φ} is finite. The next lemma will also be
of use when we will consider the complexity of the algorithm.
LEMMA 4.2
Let φ be a formula in NNF and S a c.s. that is generated by the optimised algorithm starting
from {x0 |= φ}.
• The length of a path in G(S) is limited by |φ|.
• The out-degree of G(S) is bounded by |clos(φ)| × 2|φ|.
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PROOF. For a variable x ∈ N , we define ℓ(x) as the maximum depth of nested modal
operators in L(x). Obviously, ℓ(x0) ≤ |φ| holds. Also, if xy ∈ E then ℓ(x) > ℓ(y). Hence
each path x1, . . . , xk in G(S) induces a sequence ℓ(x1) > · · · > ℓ(xk) of natural numbers.
G(S) is a tree with root x0, hence the longest path in G(S) starts with x0 and its length is
bounded by |φ|.
Successors in G(S) are only generated by the →≥-rule. For a variable x this rule will
generate at most n successors for each 〈R〉≥nψ ∈ L(x). There are at most |clos(φ)| such
formulae in L(x). Hence the out-degree of x is bounded by |clos(φ)| × 2|φ|, where 2|φ| is a
limit for the biggest number that may appear in φ if binary coding is used.
COROLLARY 4.3 (TERMINATION)
Any sequence of rule applications starting from a c.s. S = {x0 |= φ} of the optimised
algorithm is finite.
PROOF. The sequence of rules induces a sequence of trees. The depth and the out-degree of
these trees is bounded in |φ| by Lemma 4.2. For each variable x the label L(x) is a subset of
the finite set clos(φ). Each application of a rule either
• adds a constraint of the form x |= ψ and hence adds an element to L(x), or
• adds fresh variables to S and hence adds additional nodes to the tree G(S).
Since constraints are never deleted and variables are never identified, an infinite sequence
of rule application must either lead to an arbitrary large number of nodes in the trees which
contradicts their boundedness, or it leads to an infinite label of one of the nodes x which
contradicts L(x) ⊆ clos(φ).
4.1.2 Soundness and Completeness
The following definition will be very helpful to establish soundness and completeness of the
optimised algorithm:
DEFINITION 4.4
A c.s. S is called satisfiable iff there exists a Kripke structure M = (WM, {RM | R ∈
R}, VM) and a mapping α : V →WM such that the following properties hold:
1. If y, z are distinct variables such that Rxy,Rxz ∈ S, then α(y) 6= α(z).
2. If x |= ψ ∈ S then M, α(x) |= ψ.
3. If Rxy ∈ S then (α(x), α(y)) ∈ RM.
In this case, M, α is called a model of S.
It easily follows from this definition, that a c.s. S that contains a clash can not be satisfi-
able and that the c.s. {x0 |= φ} is satisfiable if and only if φ is satisfiable.
LEMMA 4.5 (LOCAL CORRECTNESS)
Let S, S′ be c.s. generated by the optimised algorithm from a c.s. of the form {x0 |= φ}.
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1. If S′ is obtained from S by application of the (deterministic) →∧-rule, then S is satis-
fiable if and only if S′ is satisfiable.
2. If S′ is obtained from S by application of the (non-deterministic) →∨- or →≥-rule,
then S is satisfiable if S′ is satisfiable. Moreover, if S is satisfiable, then the rule can
always be applied in such a way that it yields a c.s. S′ that is satisfiable.
PROOF. S → S′ for any rule → implies S ⊆ S′, hence each model of S′ is also a model of
S. Consequently, we must show only the other direction.
1. Let M, α be a model of S and let x |= ψ1 ∧ ψ2 be the constraint that triggers the
application of the →∧-rule. The constraint x |= ψ1 ∧ ψ2 ∈ S implies M, α(x) |=
ψ1 ∧ ψ2. This implies M, α(x) |= ψi for i = 1, 2. Hence M, α is also a model of
S′ = S ∪ {x |= ψ1, x |= ψ2}.
2. Firstly, we consider the →∨-rule. Let M, α be a model of S and let x |= ψ1 ∨ ψ2 be
the constraint that triggers the application of the →∨-rule. x |= ψ1 ∨ ψ2 ∈ S implies
M, α(x) |= ψ1 ∨ ψ2. This implies M, α(x) |= ψ1 or M, α(x) |= ψ2. Without loss of
generality we may assume M, α(x) |= ψ1. The →∨-rule may choose χ = ψ1, which
implies S′ = S ∪ {x |= ψ1} and hence M, α is a model for S′.
Secondly, we consider the →≥-rule. Again let M, α be a model of S and let x |=
〈R〉≥nφ be the constraint that triggers the application of the →≥-rule. Since the →≥-
rule is applicable, we have ♯RS(x, φ) < n. We claim that there is a w ∈WM with
(α(x), w) ∈ RM,M, w |= φ, and w 6∈ {α(y) | Rxy ∈ S}. (∗)
Before we prove this claim, we show how it can be used to finish the proof. The
world w is used to “select” a choice of the →≥-rule that preserves satisfiability: Let
{ψ1, . . . , ψn} be an enumeration of the set {ψ | x |= 〈R〉⊲⊳nψ ∈ S}. We set
S′ = S ∪ {Rxy, y |= φ} ∪ {y |= ψi |M, w |= ψi} ∪ {y |= ∼ψi |M, w 6|= ψi}.
Obviously, M, α[y 7→ w] is a model for S′ (since y is a fresh variable and w satisfies
(∗)), and S′ is a possible result of the application of the →≥-rule to S.
We will now come back to the claim. It is obvious that there is a w with (α(x), w) ∈ RM
and M, w |= φ that is not contained in {α(y) | Rxy, y |= φ ∈ S}, because ♯RM(x, φ) ≥
n > ♯RS(x, φ). Yet w might appear as the image of an element y′ such that Rxy′ ∈ S but
y′ |= φ 6∈ S.
Now, Rxy′ ∈ S and y′ |= φ 6∈ S implies y′ |= ∼φ ∈ S. This is due to the fact that
the constraint Rxy′ must have been generated by an application of the →≥-rule because it
has not been an element of the initial c.s. The application of this rule was suspended until
neither the →∧- nor the →∨-rule are applicable to x. Hence, if x |= 〈R〉≥nφ is an element
of S now, then it has already been in S when the →≥-rule that generated y′ was applied. The
→≥-rule guarantees that either y′ |= φ or y′ |= ∼φ is added to S. Hence y′ |= ∼φ ∈ S. This
is a contradiction to α(y′) = w because under the assumption that M, α is a model of S this
would imply M, w |= ∼φ while we initially assumed M, w |= φ.
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From the local completeness of the algorithm we can immediately derive the global com-
pleteness of the algorithm:
LEMMA 4.6 (COMPLETENESS)
If φ ∈ SAT(Gr(KR)) in NNF, then there is a sequence of applications of the optimised rules
starting with S = {x0 |= φ} that results in a complete and clash-free c.s.
PROOF. The satisfiability of φ implies that also {x0 |= φ} is satisfiable. By Lemma 4.5
there is a sequence of applications of the optimised rules which preserves the satisfiability
of the c.s. By Lemma 4.3 any sequence of applications must be finite. No generated c.s.
(including the last one) may contain a clash because this would make it unsatisfiable.
Note that since we have made no assumption about the order in which the rules are ap-
plied (with the exception that is stated in the conditions of the →≥-rule), the selection of
the constraints to apply a rule to as well as the selection which rule to apply is “don’t-care”
non-deterministic, i.e., if a formula is satisfiable, then this can be proved by an arbitrary se-
quence of rule applications. Without this property, the resulting algorithm certainly would be
useless for practical applications, because any deterministic implementation would have to
use backtracking for the selection of constraints and rules.
LEMMA 4.7 (SOUNDNESS)
Let φ be a Gr(KR)-formula in NNF. If there is a sequence of applications of the optimised
rules starting with the c.s. {x0 |= φ} that results in a complete and clash-free c.s., then
φ ∈ SAT(Gr(KR)).
PROOF. Let S be a complete and clash-free c.s. generated by applications of the optimised
rules. We will show that the canonical model MS together with the identity function is a
model for S. Since S was generated from {x0 |= φ} and the rules do not remove constraints
from the c.s., x0 |= φ ∈ S. Thus MS is also a model for φ with MS , x0 |= φ.
By construction ofMS , Property 1 and 3 of Definition 4.4 are trivially satisfied. It remains
to show that x |= ψ ∈ S implies MS , x |= ψ, which we will show by induction on the norm
‖ · ‖ of a formula ψ. The norm ‖ψ‖ for formulae in NNF is inductively defined by:
‖p‖ := ‖¬p‖ := 0 for p ∈ P
‖ψ1 ∧ ψ2‖ := ‖ψ1 ∨ ψ2‖ := 1 + ‖ψ1‖+ ‖ψ2‖
‖〈R〉⊲⊳nψ‖ := 1 + ‖ψ‖
This definition is chosen such that it satisfies ‖ψ‖ = ‖∼ψ‖ for every formula ψ.
• The first base case is ψ = p for p ∈ P . x |= p ∈ S implies x ∈ VMS (p) and hence
MS , x |= p. The second base case is x |= ¬p ∈ S. Since S is clash-free, this implies
x |= p 6∈ S and hence x 6∈ VMS (p). This implies MS , x |= ¬p.
• x |= ψ1 ∧ ψ2 ∈ S implies x |= ψ1, x |= ψ2 ∈ S. By induction, we have MS , x |= ψ1
and MS , x |= ψ2 holds and hence MS , x |= ψ1 ∧ ψ2. The case x |= ψ1 ∨ ψ2 ∈ S can
be handled analogously.
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• x |= 〈R〉≥nψ ∈ S implies ♯RS(x, ψ) ≥ n because otherwise the →≥-rule would be
applicable and S would not be complete. By induction, we have MS , y |= ψ for each
y with y |= ψ ∈ S. Hence ♯RMS (x, ψ) ≥ n and thus MS , x |= 〈R〉≥nψ.
• x |= 〈R〉≤nψ ∈ S implies ♯RS(x, ψ) ≤ n because S is clash-free. Hence it is
sufficient to show that ♯RMS (x, ψ) ≤ ♯RS(x, ψ) holds. On the contrary, assume
♯RMS (x, ψ) > ♯RS(x, ψ) holds. Then there is a variable y such that Rxy ∈ S and
MS , y |= ψ while y |= ψ 6∈ S. For each variable y with Rxy ∈ S either y |= ψ ∈ S
or y |= ∼ψ ∈ S. This implies y |= ∼ψ ∈ S and, by the induction hypothesis,
MS , y |= ∼ψ holds which is a contradiction.
The following theorem is an immediate consequence of Lemma 4.3, 4.6, and 4.7:
COROLLARY 4.8
The optimised algorithm is a non-deterministic decision procedure for SAT(Gr(KR)).
4.2 Complexity of the optimised algorithm
The optimised algorithm will enable us to prove Theorem 4.1. We will give a proof by
sketching an implementation of this algorithm that runs in polynomial space.
LEMMA 4.9
The optimised algorithm can be implemented in PSPACE
PROOF. Let φ be the Gr(KR)-formula to be tested for satisfiability. We can assume φ to
be in NNF because the transformation of a formula to NNF can be performed in linear time
and space.
The key idea for the PSPACE implementation is the trace technique [SSS91], i.e., it is
sufficient to keep only a single path (a trace) of G(S) in memory at a given stage if the
c.s. is generated in a depth-first manner. This has already been the key to a PSPACE upper
bound for KR and ALC in [Lad77, SSS91, HM92]. To do this we need to store the values
for ♯RS(x, ψ) for each variable x in the path, each R which appears in clos(φ) and each
ψ ∈ clos(φ). By storing these values in binary form, we are able to keep information about
exponentially many successors in memory while storing only a single path at a given stage.
Consider the algorithm in Fig. 5, where Rφ denotes the set of relation names that appear
in clos(φ). It re-uses the space needed to check the satisfiability of a successor y of x once
the existence of a complete and clash-free “subtree” for the constraints on y has been estab-
lished. This is admissible since the optimised rules will never modify this subtree once is it
completed. Neither do constraints in this subtree have an influence on the completeness or
the existence of a clash in the rest of the tree, with the exception that constraints of the form
y |= ψ for R-successors y of x contribute to the value of ♯RS(x, ψ). These numbers play a
role both in the definition of a clash and for the applicability of the →≥-rule. Hence, in order
to re-use the space occupied by the subtree for y, it is necessary and sufficient to store these
numbers.
Let us examine the space usage of this algorithm. Let n = |φ|. The algorithm is designed
to keep only a single path of G(S) in memory at a given stage. For each variable x on a
path, constraints of the form x |= ψ have to be stored for formulae ψ ∈ clos(φ). The size
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Gr(KR)− SAT(φ) := sat(x0, {x0 |= φ})
sat(x, S):
allocate counters ♯RS(x, ψ) := 0 for all R ∈ Rφ and ψ ∈ clos(φ).
while (the →∧- or the →∨-rule can be applied) and (S is clash-free) do
apply the →∧- or the →∨-rule to S.
od
if S contains a clash then return “not satisfiable”.
while (the →≥-rule applies to x in S) do
Snew := {Rxy, y |= φ′, y |= χ1, . . . , y |= χk}
where
y is a fresh variable,
x |= 〈R〉≥nφ′ triggers an application of the →≥-rule,
{ψ1, . . . , ψk} = {ψ | x |= 〈R〉⊲⊳nψ ∈ S}, and
χi is chosen non-deterministically from {ψi,∼ψi}
for each y |= ψ ∈ Snew do increment ♯RS(x, ψ)
if x |= 〈R〉≤mψ ∈ S and ♯RS(x, ψ) > m then return “not satisfiable”.
if sat(y, Snew) = “not satisfiable” then return “not satisfiable”
od
remove the counters for x from memory.
return “satisfiable”
Figure 5: A non-deterministic PSPACE decision procedure for SAT(Gr(KR)).
of clos(φ) is bounded by 2n and hence the constraints for a single variable can be stored in
O(n) bits. For each variable, there are at most |Rφ| × |clos(φ)| = O(n2) counters to be
stored. The numbers to be stored in these counters do not exceed the out-degree of x, which,
by Lemma 4.2, is bounded by |clos(φ)|×2|φ|. Hence each counter can be stored usingO(n2)
bits when binary coding is used to represent the counters, and all counters for a single variable
require O(n4) bits. Due to Lemma 4.2, the length of a path is limited by n, which yields an
overall memory consumption of O(n5 + n2).
Theorem 4.1 now is a simple Corollary from the PSPACE-hardness of KR, Lemma 4.9,
and Savitch’s Theorem [Sav70].
5 Extensions of the Language
It is possible to extend the language Gr(KR) without loosing the PSPACE property of the
satisfiability problem. In this section we extend the techniques to obtain a PSPACE algorithm
for the logic Gr(KR−1
∩
), which extends Gr(KR) by intersection of accessibility relations
and inverse relations. These extension are mainly motivated from the world of Description
Logics, where they are commonly studied. In this context, the logic Gr(KR−1
∩
) can be
perceived as a notational variant of the Description Logic ALCQIR.
14
DEFINITION 5.1 (SYNTAX AND SEMANTICS OF Gr(KR−1
∩
))
Let P = {p0, p1, . . . } be a set of proposition letters and let R be a set of relation names. The
set R := R∪ {R−1|R ∈ R} is called the set of Gr(KR−1
∩
)-relations.
The set of Gr(KR−1
∩
)-formulae is the smallest set such that
1. every proposition letter is a Gr(KR−1
∩
)-formula and,
2. if φ, ψ1, ψ2 are formulae, n ∈ N, and R1, . . . , Rk are (possibly inverse) Gr(KR−1
∩
)-
relations, then ¬φ, ψ1 ∧ ψ2, ψ1 ∨ ψ2, 〈R1 ∩ · · · ∩ Rk〉≤nφ, and 〈R1 ∩ · · · ∩ Rk〉≥nφ
are Gr(KR−1
∩
)-formulae.
The semantics are extended accordingly:
M, x |= 〈R1 ∩ · · · ∩Rk〉≤nφ iff ♯(R1 ∩ · · · ∩Rk)M(x, φ) ≤ n
M, x |= 〈R1 ∩ · · · ∩Rk〉≥nφ iff ♯(R1 ∩ · · · ∩Rk)M(x, φ) ≥ n
where
♯(R1 ∩ · · · ∩Rk)
M(x, φ) = |{y ∈WM | (x, y) ∈ RM1 ∩ · · · ∩R
M
k and M, y |= φ}|,
and, for R ∈ R, we define
(R−1)M := {(y, x) | (x, y) ∈ RM}.
We will use the letters ω, σ to range over intersections of Gr(KR−1
∩
)-relations. By abuse
of notation we will sometimes identify an intersection of relations ω with the set of relations
occurring in it and write R ∈ ω iff ω = R1 ∩ · · · ∩ Rk and there is some 1 ≤ i ≤ k with
R = Ri. To avoid dealing with relations of the form (R−1)−1 we use the convention that
(R−1)−1 = R for any R ∈ R.
Obviously every Gr(KR) formula is also a Gr(KR−1
∩
) formula. Using standard bisim-
luation arguments one can show that Gr(KR−1
∩
) is strictly more expressive than Gr(KR).
5.1 Reasoning for Gr(K
R
−1
∩
)
We will use similar techniques as in the previous section to obtain a PSPACE-algorithm for
Gr(KR−1
∩
). The definition of a constraint system remains unchanged, but we additionally
require that, for anyR ∈ R, a c.s. S contains the constraint ‘Rxy’ iff it contains the constraint
‘R−1yx’. For a c.s. S, an intersection of Gr(KR−1
∩
)-relations ω = R1 ∩ · · · ∩ Rk, and a
formula φ, let ♯ωS(x, φ) be the number of variables y such that {R1xy, . . . , Rkxy, y |= φ} ⊆
S.
We modify the definition of clash to deal with intersection of relations as follows. A c.s.
S contains a clash iff
• {x |= p, x |= ¬p} ⊆ S for some variable x and a proposition letter p, or
• x |= 〈ω〉≤nφ ∈ S and ♯ωS(x, φ) > n for some variable x, intersection of Gr(KR−1
∩
)-
relations ω, formula φ and n ∈ N.
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→∧-, →∨-rule: see Fig. 1
→choose-rule: if 1. x |= 〈ω〉⊲⊳nφ ∈ S and
2. for some R ∈ ω there is a y with Rxy ∈ S, and
{y |= φ, y |= ∼φ} ∩ S = ∅
then S →choose S′ ∪ {y |= χ} where χ ∈ {φ,∼φ}
and S′ = S − {z | y ≺+S z}
→≥-rule: if 1. x |= 〈ω〉≥nφ ∈ S, and
2. ♯ωS(x, φ) < n, and
3. no non-generating rule can be applied to a constraint for x
then S →≥ S ∪ {y |= ψ} ∪ S′ ∪ S′′ and set x ≺S y where
S′ = {y |= χ1, . . . , y |= χk}, χi ∈ {ψi,∼ψi}, and
{ψ1, . . . , ψk} = {ψ | x |= 〈σ〉⊲⊳mψ ∈ S}
S′′ = {R1xy,R
−1
1 yx, . . . , Rmxy,R
−1
m yx} and
ω ⊆ {R1, . . . , Rm} ⊆ R
y is a fresh variable
Figure 6: The completion rules for Gr(KR−1
∩
).
The set of rules dealing with the extended logic is shown in Figure 6. We require the
algorithm to maintain a binary relation≺S between the variables in a c.s. S with x ≺S y iff y
was inserted by the →≥-rule to satisfy a constraint for x. When considering the graph G(S),
the relation ≺S corresponds to the successor relation between nodes. Hence, when x ≺S y
holds we will call y a successor of x and x a predecessor of y. We denote the transitive closure
of ≺S by ≺+S . For a set of variables X and a c.s. S, we denote the subset of S in which no
variable from X occurs in a constraint by S −X . The →∧-, →∨- and →choose-rule are called
“non-generating rules” while the →≥-rule is called a “generating rule”. The algorithm which
uses these rules will be called the Gr(KR−1
∩
)-algorithm.
The →≥-rule, while looking complicated, is a straightforward extension of the →≥-rule
for Gr(KR), which takes into account that we also need to guess additional relations be-
tween the old variable x and the freshly introduced variable y. The →choose-rule requires
more explanation.
For Gr(KR), the optimised algorithm generates a c.s. S in a way that, whenever x |=
〈R〉⊲⊳nψ ∈ S, then, for any y with Rxy ∈ S, either y |= ψ ∈ S of y |= ∼ψ ∈ S. This
was achieved by suspending the generation of any successors y of x until S contained all
constraints of the from x |= φ it would ever contain. In the presence of inverse relations, this
is no longer possible because y might be generated as a predecessor of x and hence before
it was possible to know which ψ might be relevant. There are at least two possible ways
to overcome this problem. One is, to guess, for every x and every ψ ∈ clos(φ), whether
x |= ψ or x |= ∼ψ. In this case, since the termination of the optimised algorithm as shown
in Lemma 4.3 relies on the fact that the modal depth strictly decreases along a path in the in-
duced graph G(S), termination would no longer be guaranteed. It would have to be enforced
by different means.
Here, we use another approach. We can distinguish two different situations where {x |=
〈ω〉⊲⊳nψ,Rxy} ⊆ S for some R ∈ ω, and {y |= ψ, y |= ∼ψ} ∩ S = ∅, namely, whether
y is a predecessor of x (y ≺S x) or a successor of x (x ≺S y). The second situation will
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{x |= φ} →∧ . . .
→∧ {x |= φ, x |= 〈R1〉≤0q, x |= 〈R1〉≥1(p ∨ q), x |= 〈R2〉≥1〈R
−1
2 〉≤0〈R1〉≥1p}︸ ︷︷ ︸
S1
→≥ S1 ∪ {R1xy,R
−1
1 yx, y |= (p ∨ q), y |= ¬q}︸ ︷︷ ︸
S2
→∨ S2 ∪ {y |= p}︸ ︷︷ ︸
S3
Figure 7: Inverse roles make tracing difficult.
never occur. This is due to the interplay of the →≥-rule, which is suspended until all known
relevant information has been added for x, and the →choose-rule, which deletes certain parts
of the c.s. whenever new constraints have to be added for predecessor variables.
The first situation is resolved by non-deterministically adding either y |= ψ or y |= ∼ψ
to S. The subsequent deletion of all constraints involving variables from {z | y ≺+S z},
which corresponds to all subtrees of G(S) rooted at successors of y, is necessary to make this
rule “compatible” with the trace-technique we want to employ in order to obtain a PSPACE-
algorithm. The correctness of the trace-approach relies on the property that, once we have
established the existence of a complete and clash-free “subtree” for a node x, we can remove
this tree from memory because it will not be modified by the algorithm. In the presence of
inverse relations this can be no longer taken for granted as can be shown by the formula
φ = 〈R1〉≤0q ∧ 〈R1〉≥1(p ∨ q) ∧ 〈R2〉≥1〈R
−1
2 〉≤0〈R1〉≥1p
Figure 7 shows the beginning of a run of the algorithm for Gr(KR−1
∩
). After a number of
steps, a successor y of x has been generated and the expansion of constraints has produced
a complete and clash-free subtree for y. Nevertheless, the formula φ is not satisfiable. The
expansion of 〈R2〉≥1〈R−12 〉≤0〈R1〉≥1pwill eventually lead to the generation of the constraint
x |= ∼〈R1〉≥1p = 〈R1〉≤0p, which clashes with y |= p. If the subtree for y would already
have been deleted from memory, this clash would go undetected. For this reason, the→choose-
rule deletes all successors of the modified node, which, while duplicating some work, makes
it possible to detect these clashes even when tracing through the c.s. A similar technique has
been used in [HST99] to obtain a PSPACE-result for a Description Logic with inverse roles.
5.2 Correctness of the Algorithm
As for Gr(KR), we have to show termination, soundness, and correctness of the algorithm
for Gr(KR−1
∩
).
5.2.1 Termination
Obviously, the deletion of constraints in S makes a new proof of termination necessary, since
the proof of Lemma 4.3 relied on this fact. Please note, that the Lemma 4.2 still holds for
Gr(KR−1
∩
).
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LEMMA 5.2 (TERMINATION)
Any sequence of rule applications starting from a c.s. S = {x0 |= φ} of the Gr(KR−1
∩
)
algorithm is finite.
PROOF. The sequence of rule applications induces a sequence of trees. As before, the depth
and out-degree of this tree is bounded in |φ| by Lemma 4.2. For each variable x, L(x) is a
subset of the finite set clos(φ). Each application of a rule either
• adds a constraint of the form x |= ψ and hence adds an element to L(x), or
• adds fresh variables to S and hence adds additional nodes to the tree G(S), or
• adds a constraint to a node y and deletes all subtrees rooted at successors of y.
Assume that algorithm does not terminate. Due to the mentioned facts this can only be
because of an infinite number of deletions of subtrees. Each node can of course only be
deleted once, but the successors of a single node may be deleted several times. The root of
the completion tree cannot be deleted because it has no predecessor. Hence there are nodes
which are never deleted. Choose one of these nodes y with maximum distance from the
root, i.e., which has a maximum number of ancestors in ≺S . Suppose that y’s successors are
deleted only finitely many times. This can not be the case because, after the last deletion of
y’s successors, the “new” successors were never deleted and thus y would not have maximum
distance from the root. Hence y triggers the deletion of its successors infinitely many times.
However, the→choose-rule is the only rule that leads to a deletion, and it simultaneously leads
to an increase of L(y), namely by the missing concept which caused the deletion of y’s
successors. This implies the existence of an infinitely increasing chain of subsets of clos(φ),
which is clearly impossible.
5.2.2 Soundness and Completeness
LEMMA 5.3 (SOUNDNESS)
Let φ be a Gr(KR−1
∩
)-formula in NNF. If the completion rules can be applied to {x0 |= φ}
such that they yield a complete and clash-free c.s., then φ ∈ SAT(Gr(KR−1
∩
)).
PROOF. Let S be a complete and clash-free c.s. obtained by a sequence of rule applications
from {x0 |= φ}. We show that the canonical structure MS is indeed a model of φ, where the
canonical structure for Gr(KR−1
∩
) is defined as in Definition 3.2. Please note, that we need
the condition “Rxy ∈ S iff R−1yx ∈ S” to make sure that all information from the c.s. is
reflected in the canonical structure.
By induction over the norm of formulae ‖ψ‖ as defined in the proof of Lemma 4.7, we
show that, for a complete and clash-free c.s. S, x |= ψ ∈ S implies MS , x |= ψ. The only
interesting cases are when ψ starts with a modal operator.
• x |= 〈ω〉≥nψ ∈ S implies ωS(x, ψ) ≥ n because S is complete. Hence, there are n
distinct variables y1, . . . , yn with yi |= ψ ∈ S and Rxyi ∈ S for each 1 ≤ i ≤ n
and R ∈ ω. By induction, we have MS , yi |= ψ and (x, yi) ∈ ωMS and hence
MS , x |= 〈ω〉≥nψ.
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• x |= 〈ω〉≤nψ ∈ S implies, for any R ∈ ω and any y with Rxy ∈ S, y |= ψ ∈ S or
y |= ∼ψ ∈ S. For any predecessor of x, this is guaranteed by the →choose-rule, for any
successor of x by the →≥-rule which is suspended until no non-generating rule rules
can applied to x or any predecessor of x together with the reset-restart mechanism that
is triggered by constraints “moving upwards” from a variable to its predecessor.
We show that ♯ωMS (x, ψ) 6 ♯ωS(x, ψ): assume ♯ωMS (x, ψ) > ♯ωS(x, ψ). This
implies the existence of some y with (x, y) ∈ RMS for each R ∈ ω and MS , y |= ψ
but y |= ψ 6∈ S. This implies y |= ∼ψ ∈ S, which, by induction yields MS , y |= ∼ψ
in contradiction to MS , y |= ψ.
Since constraints for the initial variable x0 are never deleted from S, we have that x0 |=
φ ∈ S and hence MS , x0 |= φ and φ ∈ SAT(Gr(KR−1
∩
)).
The following lemma combines the local and global completeness proof for theGr(KR−1
∩
)-
algorithm
LEMMA 5.4 (COMPLETENESS)
If φ ∈ SAT(Gr(KR−1
∩
)) in NNF, then there is a sequence of the Gr(KR−1
∩
)-rule starting
with S = {x0 |= φ} that results in a complete and clash-free c.s.
PROOF. Let M be a model for ψ and Rφ the set of relations that occur in φ together with
their inverse. We use M to guide the application of the non-deterministic completion rules by
incremently defining a function α mapping variables from the c.s. to elements of WM. The
function α will always satisfy the following conditions:
1. if x |= ψ ∈ S then M, α(x) |= ψ
2. if Rxy ∈ S then {R | Rxy ∈ S} = {R | (α(x), α(y)) ∈ RM} ∩Rφ
3. if y, z are distinct variables such that {R1xy,R2xz} ⊆ S, then α(y) 6= α(z)

 (∗)
CLAIM: Whenever (∗) holds for a c.s. S and a function α and a rule is applicable to S then
it can be applied in a way that maintains (∗).
• The →∧-rule: if x |= ψ1 ∧ ψ2 ∈ S, then M, α(x) |= (ψ1 ∧ ψ2). This implies
M, α(x) |= ψi for i = 1, 2, and hence the rule can be applied without violating (∗).
• The →∨-rule: if x |= ψ1 ∨ ψ2 ∈ S, then M, α(x) |= (ψ1 ∨ ψ2). This implies
M, α(x) |= ψ1 or M, α(x) |= ψ2. Hence the →∨-rule can add a constraint x |= χ
with χ ∈ {ψ1, ψ2} such that (∗) still holds.
• The →choose-rule: obviously, either M, α(y) |= ψ or M, α(y) |= ∼ψ for any variable
y in S. Hence, the rule can always be applied in a way that maintains (∗). Deletion of
nodes does not violate (∗).
• The →≥-rule: if x |= 〈ω〉≥nφ′ ∈ S, then M, α(x) |= 〈ω〉≥nφ′. This implies
♯ωM(α(x), φ′) > n. We claim that there is an element t ∈WM such that
(α(x), t) ∈ RM for each R ∈ ω, and M, t |= ψ, and
t 6∈ {α(y) | Rxy ∈ S}
}
(∗∗)
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We will come back to this claim later. Let ψ1, . . . , ψk be an enumeration of the set
{ψ | x |= 〈σ〉⊲⊳m ∈ S} The →≥-rule can add the constraints
S′ = {y |= ψi |M, t |= ψi} ∪ {y |= ∼ψi |M, t 6|= ψi}
S′′ = {Rxy | R ∈ Rφ, (α(x), t) ∈ R
M} ∪ {Ryx | R ∈ Rφ, (t, α(x)) ∈ R
M}
as well as {y |= φ′} to S. If we set α′ := α[y 7→ t], then the obtained c.s. together
with α′ satisfies (∗).
Why does there exists an element t that satisfies (∗∗)? Let s ∈ WM be an arbitrary
element with (α(x), s) ∈ ωM and M, s |= ψ that appears as an image of an arbitrary
element y with Rxy ∈ S for some R ∈ Rφ. Condition 2 of (∗) implies that Rxy ∈ S
for any R ∈ ω and also y |= ψ ∈ S must hold as follows:
Assume y |= ψ 6∈ S. This implies y |= ∼ψ ∈ S: either y ≺S x, then in order for
the →≥-rule to be applicable, no non-generating rules and especially the →choose-rule
is not applicable to x and its ancestor, which implies {y |= ψ, y |= ∼ψ} ∩ S 6= ∅. If
not y ≺S x then y must have been generated by an application of the →≥-rule to x. In
order for this rule to be applicable no non-generating rule may have been applicable to
x or any of its ancestors. This implies that at the time of the generation of y already
x |= 〈ω〉≥nψ ∈ S held and hence the →≥-rule ensures {y |= ψ, y |= ∼ψ} ∩ S 6= ∅.
In any case y |= ∼ψ ∈ S holds and together with Condition 1 of (∗) this implies
M, s 6|= ψ which contradicts M, s |= ψ.
Together this implies that, whenever an element s with (α(x), s) ∈ ωM and M, s |= ψ
is assigned to a variable y with Rxy ∈ S, then it must be assigned to a variable that
contributes to ♯ωS(x, ψ). Since the →≥-rule is applicable there are less than n such
variables and hence there must be an unassigned element t as required by (∗∗).
This concludes the proof of the claim. The claim yields the lemma as follows: obviously,
(∗) holds for the initial c.s. {x0 |= φ}, if we set α(x0) := s0 for an element s0 with M, s0 |=
φ (such an element must exist because M is a model for φ). The claim implies that, whenever
a rule is applicable, then it can be applied in a manner that maintains (∗). Lemma 5.2 yields
that each sequence of rule applications must terminate, and also each c.s. for which (∗) holds
is necessarily clash-free. It cannot contain a clash of the form {x |= p, x |= ¬p} ⊆ S because
this would imply M, α(x) |= p and M, α(x) 6|= p. It can neither contain a clash of the form
x |= 〈ω〉≤nψ ∈ S and ♯ωS(x, ψ) > n because α is an injective function on {y | Rxy ∈ S}
and preserves all relations in Rφ. Hence ♯ωS(x, ψ) > n implies ♯ωM(x, ψ) > n, which
cannot be the case since M, α(x) |= 〈ω〉≤nψ.
As a corollary of Lemma 5.2, 5.3, and 5.4 we get:
COROLLARY 5.5
The Gr(KR−1
∩
)-algorithm is a non-deterministic decision procedure for SAT(Gr(KR−1
∩
)).
5.3 Complexity of the Algorithm
As for the optimised algorithm for Gr(KR), we have to show that the Gr(KR−1
∩
)-algorithm
can be implemented in a way that consumes only polynomial space. This is done similarly
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to the Gr(KR)-case, but we have to deal with two additional problems: we have to find a
way to implement the “reset-restart” caused by the →choose-rule, and we have to store the
values of the relevant counters ωS(x, ψ). It is impossible to store the values for each possible
intersection of relations ω because the are exponentially many of these. Fortunately, storing
only the values for those ω which actually appear in φ is sufficient.
LEMMA 5.6
The Gr(KR−1
∩
)-algorithm can be implemented in PSPACE.
PROOF. Consider the algorithm in Figure 8, where Ωφ denotes all intersections of relations
that occur in φ. As the algorithm for Gr(KR), it re-uses the space used to check for the
existence of a complete and clash-free “subtree” for each successor y of a variable x. Counter
variables are used to keep track of the values ♯ωS(x, ψ) for all relevant ω and ψ. This can be
done in polynomial space. Resetting a node and restarting the generation of its successors is
achieved by resetting all successor counters. Please note, how the predecessor of a node is
taken into account when initialising the counter variables.
Since the length of paths in a c.s. is polynomial bounded in |φ| and all necessary book-
keeping information can be stored in polynomial space, this proves the lemma.
Obviously, SAT(Gr(KR−1
∩
)) is PSPACE-hard, hence Lemma 5.6 and Savitch’s Theo-
rem [Sav70] yield:
THEOREM 5.7
Satisfiability for Gr(KR−1
∩
) is PSPACE-complete if the numbers in the input are represented
using binary coding.
As a simple corollary, we get the solution of an open problem in [DLNN97]:
COROLLARY 5.8
Satisfiability for ALCNR is PSPACE-complete if the numbers in the input are represented
using binary coding.
PROOF. The DL ALCNR is a syntactic restriction of the DL ALCQIR, which, in turn, is
a syntactical variant of Gr(KR−1
∩
). Hence, the Gr(KR−1
∩
)-algorithm can immediately be
applied to ALCNR-concepts.
6 Conclusion
We have shown that by employing a space efficient tableaux algorithm satisfiability of the
logic Gr(KR) can be decided in PSPACE, which is an optimal result with respect to worst-
case complexity. Moreover, we have extended the technique to the logic Gr(KR−1
∩
), which
extends Gr(KR) both by inverse relations and intersection of relations. This logic is a no-
tational variant of the Description Logic ALCQIR, for which the complexity of concept
satisfiability has also been open. This settles the complexity of the DL ALCNR for which
the upper complexity bound with binary coding had also been an open problem [DLNN97].
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Gr(KR−1
∩
)− SAT(φ) := sat(x0, {x0 |= φ})
sat(x, S):
allocate counters ♯ωS(x, ψ) for all ω ∈ Ωφ and ψ ∈ clos(φ).
restart:
for each counter ♯ωS(x, ψ):
if x has a predecessor y ≺S x and ω ⊆ {R | Rxy ∈ S} and y |= ψ ∈ S
then ♯ωS(x, ψ) := 1 else ♯ωS(x, ψ) := 0
while (the →∧- or the →∨-rule can be applied at x) and (S is clash-free) do
apply the →∧- or the →∨-rule to S.
od
if S contains a clash then return “not satisfiable”.
if the →choose-rule is applicable to the constraint x |= 〈ω〉⊲⊳nψ ∈ S
then return “restart with ψ”
while (the →≥-rule applies to a constraint x |= 〈ω〉≥nφ′ ∈ S) do
Snew := {y |= φ′} ∪ S′ ∪ S′′
where
y is a fresh variable
{ψ1, . . . , ψk} = {ψ | x |= 〈σ〉⊲⊳mψ ∈ S}
S′ = {y |= χ1, . . . , y |= χk}, and
χi is chosen non-deterministically from {ψi,∼ψi}
S′′ = {R1xy,R
−1
1 yx, . . . , Rlxy,R
−1
l yx}
{R1, . . . , Rl} is chosen non-deterministically with ω ⊆ {R1, . . . , Rl} ⊆ Rφ
for each ψ with y |= ψ ∈ S′ and σ ∈ Ωφ with σ ⊆ {R | Rxy ∈ S′′} do
increment ♯σS(x, ψ)
if x |= 〈σ〉≤mψ ∈ S and ♯σS(x, ψ) > m
then return “not satisfiable”.
result := sat(y, S ∪ Snew)
if result = “not satisfiable” then return “not satisfiable”
if result = “restart with ψ” then
S := S ∪ {x |= χ}
where χ is chose non-deterministically from {ψ,∼ψ}
goto restart
od
remove the counters for x from memory.
return “satisfiable”
Figure 8: A non-deterministic PSPACE decision procedure for SAT(Gr(KR−1
∩
)).
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While the algorithms presented in this work certainly are only optimal from the viewpoint
of worst-case complexity, they are relatively simple and will serve as the starting-point for a
number of optimisations leading to more practical implementations. They also serve as tools
to establish the upper complexity bound of the problems and thus shows that tableaux based
reasoning for Gr(KR) and Gr(KR−1
∩
) can be done with optimum worst-case complexity.
This establishes a kind of “theoretical benchmark” that all algorithmic approaches can be
measured against.
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