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Abstract
Our concern is on existence, uniqueness and regularity of convex, negative, radially symmetric
classical solutions to
det
(
D2u
)= ψ(x,−u) in B, u = 0 on ∂B,
where (D2u) is the Hessian of u, B ⊂ RN , N  1, is the unit ball with boundary ∂B, ψ :B ×
(0,∞) → [0,∞) is continuous and ψ(x, t) = ψ(|x|, t), where |x| is the euclidean norm of x. The
main interest is in the case ψ is singular at |x| = 1 and/or u = 0, although several nonsingular cases
are covered by the main result. Our approach to show existence, exploits fixed point arguments and
the shooting method. Uniqueness and regularity are achieved through suitable estimates.
 2004 Elsevier Inc. All rights reserved.
Keywords: Singular Monge–Ampère equations; Radially symmetric solutions; Fixed points; Shooting method;
Existence of solutions
✩ Research partially supported by CNPq/CAPES/Brazil.
* Corresponding author.E-mail addresses: jv@mat.unb.br (J.V.A. Goncalves), csantos@unb.br (C.A.P. Santos).
0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2004.11.019
J.V.A. Goncalves. C.A.P. Santos / J. Math. Anal. Appl. 305 (2005) 240–252 2411. Introduction
Our concern is on existence, uniqueness and regularity of convex, negative, radially
symmetric classical solutions to the Dirichlet problem
det
(
D2u
)= ψ(x,−u) in B, u = 0 on ∂B, (1.1)
where (D2u) is the Hessian of u, B ⊂ RN , N  1, is the unit ball with boundary ∂B , the
function ψ :B × (0,∞) → [0,∞) is continuous and radially symmetric in the first vari-
able, that is, ψ(x, t) := ψ(|x|, t), where |x| is the euclidean norm of x. The main interest
in this paper is when ψ is singular at |x| = 1 and/or t = 0, although several nonsingular
cases are also covered by our main result.
According to Nirenberg [8], Loewner and Nirenberg [7] and Cheng and Yau [3], a mo-
tivation for the study of (1.1) is the problem of assigning to a given smooth bounded and
convex domain Ω ⊂ RN a Riemannian metrics which is invariant under projective trans-
formations between such domains. In this regard the search for convex negative solutions
of
det
(
D2u
)= (−u)−(N+2) in Ω, u = 0 on ∂Ω.
was addressed in [7] and [3].
In [6] Lazer and McKenna employed the method of lower- and upper-solutions to show
existence and uniqueness of negative convex solutions to the Dirichlet problem for the
more general equation
det
(
D2u
)= p(x)(−u)−γ in Ω,
where p ∈ C∞(Ω¯), p > 0 and γ > 1.
The main result of the present paper, namely Theorem 1.1, improves the above ones,
in the case Ω is a ball, in the sense that we allow much more general singular terms
ψ(x,−u). We employ fixed point arguments and the shooting method. A key role is played
by inequality (2.1) which was motivated by Díaz and Saa [4].
In addition to problems in Differential Geometry, Monge–Ampère equations are also
motivated by the calculus of variations, optimization and mass-transfer problems. We refer
the reader to Caffarelli, Nirenberg and Spruck [1], Gutierrez [5] and references therein.
Our main result establishes existence and uniqueness of convex, radially symmetric
classical solutions of (1.1). The following conditions will be required:
ψ(x, ·) is locally Lipschitz continuous in (0,∞),
uniformly with respect to x ∈ B, (1.2)
ψ(x, s)
sN
is nonincreasing in s for each x ∈ B, (1.3)
lim
s→∞
ψ(x, s)
sN
< 1 uniformly in x ∈ B, (1.4)
ψ(x, s)
lim
s→0 sN
= ∞ uniformly in x ∈ B, (1.5)
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∫
B(0,|x|)
ψ(y, s) dy  µs |x|N, x ∈ B, s ∈ (0,∞),
where µs is some positive constant. (1.6)
Set
Φ := {u ∈ C2(B\{0})∩C1(B) ∩ C(B¯) ∣∣ u is radially symmetric}.
The main result of this paper is
Theorem 1.1. Assume (1.2)–(1.6) hold. Then (1.1) admits a convex, negative solution
u ∈ Φ . Moreover, u is uniquely determined provided for some b > 0,
ωb(x, s) := ψ(x, s)
(s + b)N is nonincreasing in s > 0 (1.7)
and further on, u ∈ C2(B) provided ψ(0,−u(0)) is positive.
Remark 1. The result above applies to terms ψ(x, s) of the form,
ζ
(|x|)s−p and [2 + sin( 1
1 − |x|
)](
s−p + sq),
where ζ : [0,1] → (0,∞) is continuous, p > −N and 0 < q < N .
Remark 2. We point out that u˜ ∈ Φ with u˜ < 0 and u˜′  0 satisfies
det
(
D2u˜
)= ψ(x,−u˜) in B, u˜ = 0 on ∂B,
if and only if u˜ satisfies(|u˜′|N−1u˜′)′ = NrN−1ψ(r,−u˜) in (0,1), u˜(1) = u˜′(0) = 0,
and further on this holds if and only if the function u := −u˜ satisfies
−(|u′|N−1u′)′ = NrN−1ψ(r,u) in (0,1), u(1) = u′(0) = 0. (1.8)
The reader is referred to Appendix A.2 for further comments on Remark 2.
2. Auxiliary results
In a first result we state inequality (2.1) which will be used all over in the paper and was
motivated by Díaz and Saa [4] and Cirstea and Radulescu [2].
Lemma 2.1. Let T > 0. If u,v ∈ C1([0, T )) ∩C([0, T ]) are positive and satisfy both
−(|w′|N−1w′)′ = NrN−1ψ(r,w) in (0, T )
and (1.7) for some b 0, then[
u′(r) − v
′(r) ](
u(r) − v(r)) 0, r ∈ (0, T ). (2.1)u(r) + b v(r) + b
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−(|u′|N−1u′)′ = NrN−1ψ(r,u), r > 0,
u(0) = a, u′(0) = 0, u > 0, (2.2)
where a > 0 is a parameter.
The two lemmas below are about solving (2.2) and exploring properties of its solutions
regarding distinct values of a.
Lemma 2.2. Assume (1.2)–(1.3) hold. Then for each a > 0 there is some T (a) ∈ (0,1]
and a unique solution u(·, a) ∈ C2((0, T (a))) ∩ C1([0, T (a))) of (2.2). Moreover,
u(r, a) → 0 as r → T (a) provided T (a) < 1, (2.3)
u(·, a) < u(·, a˜) in [0, T (a)) if a < a˜ and further T (a) T (a˜), (2.4)
u ∈ C2([0, T (a))) if ψ is positive. (2.5)
Lemma 2.3. Assume (1.2)–(1.3) hold. Let {an} be a sequence in (0,∞) such that an ↗ a
or an ↘ a for some a > 0 and let u(·, an), u(·, a) be the solutions given by Eq. (2.3). If
K ∈ (0,min{T (a), supn T (an)}), then∥∥u(·, an) − u(·, a)∥∥
C([0,K])
n→∞−−−−→ 0 and∣∣u′(r, an) − u′(r, a)∣∣ n→∞−−−−→ 0, r ∈ [0,K].
3. Proofs of the auxiliary results
Proof of Lemma 2.1. Let T ,h > 0. Given r ∈ (0, T ] set
X := {w ∈ C1([0, r]) ∣∣w  h, w′(0) = 0}.
If w1,w2 ∈ X, let H : [0, r] → R be the continuous function defined by H(0) := 0 and
H(t) := [∣∣(w 1N+12 )′∣∣(N−1)(w 1N+12 )′w− NN+12 − ∣∣(w 1N+11 )′∣∣(N−1)(w 1N+11 )′w− NN+11 ]
× (w1 − w2)(t),
if t ∈ (0, r].
Consider the functional Jr :L1([0, r]) → R ∪ {∞},
Jr(w) :=
{
1
N+1
∫ r
0 |(w
1
N+1 )′|N+1 dt, w ∈ X,
∞, w /∈ X.
It is straightforward to check that X and Jr are both convex. Let w1,w2 ∈ X, η := w1 −w2,
remark that w2 + tη, w1 − tη ∈ X (0  t  1). Denoting by 〈J ′r (w), η〉 the directional
derivative of Jr at w in the direction η, we find,
〈
J ′r (w), η
〉= 1
r∫ ∣∣(w 1N+1 )′∣∣N−1(w 1N+1 )′(w −NN+1 η)′ dt,N + 1
0
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J ′r (w2), η
〉− 〈J ′r (w1), η〉
= 1
N + 1
[
H(r) −
r∫
0
(
(|(w
1
N+1
2 )
′|N−1(w
1
N+1
2 )
′)′
w
N
N+1
2
− (|(w
1
N+1
1 )
′|N−1(w
1
N+1
1 )
′)′
w
N
N+1
1
)
× (w1 −w2) dt
]
.
Since Jr is convex, 〈J ′r (w1) − J ′r (w2),w1 −w2〉 0, which gives
H(r)
r∫
0
[
(|(w
1
N+1
2 )
′|(N−1)(w
1
N+1
2 )
′)′
w
N
N+1
2
− (|(w
1
N+1
1 )
′|(N−1)(w
1
N+1
1 )
′)′
w
N
N+1
1
]
× (w1 −w2) dt. (3.1)
Let w1 := (u + b)N+1 and w2 := (v + b)N+1. By (3.1),[ |v′(r)|N−1v′(r)
(v(r) + b)N −
|u′(r)|N−1u′(r)
(u(r) + b)N
][(
u(r) + b)N+1 − (v(r) + b)N+1]

r∫
0
[
(|v′(s)|N−1v′(s))′
(v(s) + b)N −
(|u′(s)|N−1u′(s))′
(u(s) + b)N
]
× [(u(s) + b)N+1 − (v(s) + b)N+1]ds
= N
r∫
0
sN−1
[
ψ(s,u(s))
(u(s) + b)N −
ψ(s, v(s))
(v(s) + b)N
]
× [(u(s) + b)N+1 − (v(s) + b)N+1]ds  0.
Hence, the expression[ |u′|N−1u′
(u + b)N −
|v′|N−1v′
(v + b)N
]
(u − v)[(u + b)N + (v + b)(u + b)N−1 + · · ·
+ (u + b)(v + b)N−1 + (v + b)N ]
is nonnegative, so that[ |u′|N−1u′
(u + b)N −
|v′|N−1v′
(v + b)N
]
(u − v) 0 in (0, T ). (3.2)
By Simon’s inequality (cf. Simon [9]),[ |u′|N−1u′ |v′|N−1v′ ][ u′ v′ ]
(u + b)N − (v + b)N u + b − v + b  0 in (0, T ). (3.3)
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(u + b)N −
|v′|N−1v′
(v + b)N
]2[
u′
u + b −
v′
v + b
]
(u − v) 0 in (0, T )
from which (2.1) follows. 
Proof of Lemma 2.2. Consider the integral equation
u(r) = a −
r∫
0
[ s∫
0
tN−1Nψ
(
t, u(t)
)
dt
]1/N
ds. (3.4)
Letting
Ψ (u)(r) := a −
r∫
0
[ s∫
0
tN−1Nψ
(
t, u(t)
)
dt
]1/N
ds, (3.5)
it follows that an eventual solution of (3.4) is a fixed point of Ψ in a suitable function space,
which will be obtained through Banach’s Fixed Point Theorem.
Let a > 0. By (1.2) there is some κa > 1 such that ψ(r, ·) is Lipschitz continuous on
[a/κa, a] uniformly for r ∈ [0,1). Let ε > 0 small, set
Xa,ε :=
{
u ∈ C([0, ε]) ∣∣ u(0) = a, a/κa  u(r) a, r ∈ [0, ε]}
and notice that (Xa,ε,‖ · ‖∞) is a complete metric space. We claim that
(i) Ψ (Xa,ε) ⊂ Xa,ε,
(ii) ∥∥Ψ (u1) − Ψ (u2)∥∥∞  k‖u1 − u2‖∞ (3.6)
for all u1, u2 ∈ Xa,ε and for some k ∈ (0,1).
We leave the proof of (3.6) to Appendix A.1. Assuming it has been done, Ψ has an only
fixed point u ∈ Xa,ε and so (2.2) has a unique local solution. Setting
T (a) := sup{r ∈ (0,1) ∣∣ (2.2) has an only solution in [0, r]}
and letting u(·, a) : [0, T (a)) → R be a solution of (2.2), notice that by (3.4), u(·, a) ∈
C([0, T (a))) and, in fact,
u′(r, a) = −
[ r∫
0
tN−1Nψ
(
t, u(t, a)
)
dt
]1/N
, 0 < r < T (a), (3.7)
so that u(·, a) ∈ C1[0, T (a)). Assume T (a) < 1. Since, by (3.7), u(·, a) is nonincreasing
and bounded from below, u(T (a), a) is defined. If u(T (a), a) > 0, making T = T (a),
aˆ = u(T , a) and estimating in (3.7), using (1.3), we obtain
∣∣u′(r, a)∣∣N N(a)N
r∫
tN−1ψ(t, aˆ) dt, 0 < r < T, (3.8)aˆ
0
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−(|v′|N−1v′)′ = rN−1Nψ(r, v), r > T ,
v(T ) = aˆ, v′(T ) = ν, u > 0, (3.9)
whose solutions are the fixed points of
Ψˆ v(r) := aˆ −
r∫
T
[
|ν|N +
s∫
T
tN−1Nψ
(
t, v(t)
)
dt
]1/N
ds.
By standard fixed point arguments again, one infers the existence of a unique solution
of (3.9) on some interval [0, T + ε), contradicting the definition of T (a).
Since by the arguments above u(T (a), a) := limr→T (a) u(r, a), we have u(·, a) ∈
C([0, T (a)]) and further u(T (a), a) = 0 when T (a) < 1. This shows (2.3). Now,
from (3.7), we get
u′′(r, a) = −rN−1ψ(r, u(r, a))
[ r∫
0
tN−1Nψ
(
t, u(t, a)
)
dt
] 1
N
−1
 0 (3.10)
showing that u is concave and u(·, a) ∈ C2((0, T (a))). In addition, when ψ(0, a) > 0,
ψ
(
r, u(r, a)
) r→0−−−→ ψ(0, a) (3.11)
and using (1.3),
u(r, a)Nm(r, a)ψ
(
r, u(r, a)
)
 aNM
(
r, u(r, a)
)
, r > 0,
where
m(r, s) := min
0tr
ψ(t, s)
sN
and M(r, s) := max
0tr
ψ(t, s)
sN
.
Integrating in the above inequalities gives
[
aNM
(
r, u(r, a)
)] 1
N
−1  rN−1
( r∫
0
tN−1Nψ
(
t, u(t, a)
)
dt
) 1
N
−1

[
u(r, a)Nm(r, a)
] 1
N
−1
. (3.12)
From (3.10)–(3.12) it follows that limr→0 u′′(r, a) exists, showing that u(·, a) ∈
C2([0, T (a))). We will show (2.4) next.
Assume that u(r, a) < u(r, a˜) for r ∈ [0, T ) and u(T , a) = u(T , a˜) for some T < T (a).
By Lemma 2.1 with b = 0,
u′(r, a)
u(r, a)
− u
′(r, a˜)
u(r, a˜)
 0, r ∈ (0, T ).
Hence
u(r, a˜)u(r, a)
is nondecreasing for r ∈ [0, T ]
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1 <
u(0, a˜)
u(0, a˜)
 u(T , a˜)
u(T , a)
= 1,
impossible. Thus u(r, a) < u(r, a˜) for r ∈ [0, T (a)), which gives T (a) T (a˜). 
Proof of Lemma 2.3. Assume an ↗ a. By (2.4) of Lemma 2.2, take K ∈ (0, supn T (an))
and an integer nK  1 such that T (anK ) > K . Using (2.4) again and taking n nK ,
T (anK ) T (an) T (a) and u(·, anK ) u(·, an) u(·, a) a.
Hence {u(·, an)} is equibounded in C([0,K]). We claim that {u(·, an)} is equicontinuous
in C([0,K]). Indeed, estimating as in (3.8), we find
∣∣u′(r, an)∣∣N N
(
a
u(K,anK )
)N r∫
0
tN−1ψ
(
t, u(K,anK )
)
dt  Kˆ,
for some Kˆ > 0. Hence there is θn ∈ (0,K) such that∣∣u(r, an) − u(t, an)∣∣= ∣∣u′(θn, an)∣∣|r − t | Kˆ1/N |r − t |.
It follows that {u(·, an)} is equicontinuous. So by the Arzéla–Ascoli theorem, there is
v ∈ C([0,K]) such that, up to a subsequence, u(·, an) → v uniformly in [0,K]. Next we
remark that, using (1.3),
∣∣tN−1ψ(t, u(t, an))∣∣
[
a
u(K,anK )
]N
tN−1ψ
(
t, u(K,anK )
) ∈ L1([0,K]).
By Lebesgue’s theorem, we infer that
r∫
0
tN−1ψ
(
t, u(t, an)
)
dt →
r∫
0
tN−1ψ
(
t, v(t)
)
dt,
which gives
u′(r, an) → −
( r∫
0
tN−1Nψ
(
t, v(t)
)
dt
)1/N
.
Finally, passing to the limit in u(r, an), whose expression is given by (3.4), we find that
∣∣v′(r)∣∣N−1v′(r) = −
r∫
0
tN−1Nψ
(
t, v(t)
)
dt.
This shows that v is a solution of (2.2) and by uniqueness provided by Lemma 2.2 it follows
that v := u(·, a). We have shown that
u(·, an) → u(·, a) in C
([0,K]),
u′(·, an) → u′(·, a) pointwisely in [0,K].
The case an ↘ a follows by similar arguments. Lemma 2.3 is proved. 
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Existence. Setting A := {a > 0 | T (a) = 1}, we claim that A = ∅. Indeed, if A= ∅ then
by (2.3), u(r, a) r→T (a)−−−−−→ 0, and thus u(ra, a) = a/2 for some ra ∈ (0, T (a)). Using (3.4)
and estimating as in (3.8), we get
1
2

1∫
0
[ s∫
0
NtN−1
ψ(t, a2 )
( a2 )
N
dt
]1/N
ds, (4.1)
and thus, taking a large enough and using (1.4),
ψ(t, a2 )
( a2 )
N
< 1, uniformly in t ∈ [0,1).
A contradiction comes out by (4.1) and consequently A = ∅. Setting A := infA, we claim
that 0 < A < ∞. To show that A > 0, assume, on the contrary A = 0. By (2.4),A= (0,∞).
Consider
U(r) := U(r, a) = u(r, a) − a(1 − r), r ∈ [0,1].
We claim that U(r) 0. Indeed, by both the definitions of U and f  0, we have
(i) (|U ′|N−1U ′)′  0 and (ii) U ′(r) > 0, r ∈ (0, ε), (4.2)
for some ε > 0 small, showing that U(r) > 0 for r ∈ (0, ε). Now, assume U(r1) < 0 for
some r1 ∈ [ε,1]. Then U(r0) = 0 for some r0 ∈ (0, r1) and once U(1) 0 it follows that
U ′(r2) = 0 and U(r2) < 0 for some r2 ∈ (r0,1).
Integrating from r2 to r in (4.2)(i), we find U ′(r)  0 for r ∈ (r2,1) and as a conse-
quence 0U(1)U(r2) < 0, impossible, showing the claim. Hence
u(r, a) a(1 − r), r ∈ [0,1]
and using (3.4) and (1.3), we get
0−u(1, a) a
[ 1∫
0
[ s∫
0
tN−1 ψ(t, a)
aN
(1 − t)N dt
]1/N
ds − 1
]
.
But, by (1.5), the above expression is positive for a > 0 small enough, which is impossible.
Consequently A > 0.
In order to prove that u(·,A) is a solution of (1.1), it suffices to show that A ∈A and
u(1,A) = 0. If T (A) < 1, pick ε > 0 such that T (A) + ε < 1 and a sequence an ∈A with
an ↘ A. Consider the sequence u(T (A) + ε/2, an) which by Lemma 2.2 is decreasing
and set Tε,A := infn{u(T (A) + ε/2, an)}. We claim that Tε,A > 0. Otherwise, it follows
remarking that u(T (A) + ε, an) < u(T (A) + ε/2, an) and
( ) ( ε ) ′ εu T (A) + ε, an − u T (A) + 2 , an = u (θn, an)2
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T (A)∫
0
tN−1ψ
(
t, u(t, an)
)
dt
n−→ 0.
On the other hand, by Lemma 2.3,
K∫
0
tN−1ψ
(
t, u(t, an)
)
dt −→
K∫
0
tN−1ψ
(
t, u(t,A)
)
dt,
for each K ∈ (0, T (A)), that is f (t, u(t,A)) = 0 a.e. in (0, T (A)). Using (3.7), u(t,A) =
A > 0 for t ∈ [0, T (A)] which is impossible because u(T (A),A) = 0. Therefore Tε,A > 0.
Take δ0 > 0 such that u(r,A) < Tε,A/4 for r ∈ [T (A)− δ0, T (A)− δ0/4]. By Lemma 2.3,∥∥u(·, an) − u(·,A)∥∥C([0,T (A)−δ0/2]) n−→ 0
and so there is n0 > 1 such that∣∣u(r, an0) − u(r,A)∣∣< Tε,A4 for all r ∈
[
0, T (A) − δ0
2
]
.
Thus,
u(r, an0)
∣∣u(r, an0) − u(r,A)∣∣+ u(r,A) < Tε,A/2
for all r ∈
[
T (A) − δ0, T (A) − δ02
]
.
Since u(r, an) Tε,A for all n > 1 and r ∈ [0, T (A)], it follows that
u
(
T (A) − δ0, an0
)
<
Tε,A
2
< Tε,A  u
(
T (A), an0
)
,
impossible. Therefore A ∈A. Now assume that u(1,A) > 0, and pick a sequence an ↗ A.
Claim.
T (an)
n−→ 1. (4.3)
Indeed, notice that T (an)  T (an+1) < 1 and hence T (an) ↗ T . If T < 1, set TA :=
u(T ,A). For each n large enough (for instance, such that an > TA) take tn ∈ (0, T ) satis-
fying u(tn, an) = TA/4.
Since u(·, an) is nonincreasing, consider 0 < t˜n < tn < T such that u(t˜n, an) = TA/2.
We will show next that t˜n → T . Indeed, noticing that t˜n is monotone, t˜n → T˜  T .
If T˜ < T there is n0 > 1 such that T (an0) > T˜ . Hence u(r, an)  TA/2 for all n  n0
and r ∈ [T˜ , T (an0)] because otherwise, there would be some rn˜ ∈ [T˜ , T (an0)] with TA/2 <
u(rn˜, an˜) < u(t˜n˜, an˜) = TA/2, impossible.
We infer that |u(r, an) − u(r,A)|  TA/2 for r ∈ [T˜ , T˜ + ε) and for some ε > 0 with
T˜ + ε < T (an0). But this is impossible, because by Lemma 2.3,∥ ∥ n∥u(·, an) − u(·,A)∥C([0,T˜+ε]) −→ 0.
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u(tn, an) − u(t˜n, an) = u′(θn, an)(tn − t˜n), t˜n < θn < tn,
we get∣∣u′(θn, an)∣∣= TA4|tn − t˜n| n−→ ∞,
impossible, because estimating as in (3.8) it follows that u′(r, an) is uniformly bounded for
r ∈ [0, tn]. Claim (4.3) is proved. Now, set  = u(1,A). By (1.3) and (1.4), pick t1 ∈ (0,1)
such that
1∫
t1
[ s∫
0
tN−1Nψ(t, /4) dt
]1/N
ds <
2
16A
. (4.4)
Using Lemma 2.3 and (4.3), we have∥∥u(·, an) − u(·,A)∥∥C([0,t1]) n−→ 0
and as a consequence |u(t1, an) − u(t1,A)| n−→ 0. Since u(t1, an) > u(t1,A) − /2  /2
for large n, pick t2 ∈ (t1,1) such that u(t2, an) = /4. Using (3.4),
u(t2, an) = u(t1, an) −
t2∫
t1
[ s∫
0
tN−1Nψ
(
t, u(t, an)
)
dt
]1/N
ds.
Estimating the above integral as in (3.8) and using (4.4), we get
u(t2, an) >

2
− 4A

2
16A
,
contradicting /4 = u(t2, an). Therefore u(1,A) = 0 and the solution u := u(·,A) given
by Lemma 2.2 solves (1.8). By Remark 2, u(·,A) is a solution of (1.1).
Uniqueness. Let u,v be solutions of (1.1). By (2.4) we can assume u v. By Lemma 2.1,
u(r) + b
v(r) + b is nondecreasing for r ∈ [0,1).
By the assumptions on ωb ,
r∫
0
[ s∫
0
tN−1Nψ
(
t, u(t)
)
dt
]1/N
ds
 u(r) + b
v(r) + b
r∫
0
[ s∫
0
tN−1Nψ
(
t, v(t)
)
dt
]1/N
ds.
By (3.4), the above inequality and the fact that both u(r), v(r) r→1−−−→ 0, we find
1 u(0)
v(0)
= lim
r→1
∫ r
0 [
∫ s
0 t
N−1Nψ(r,u(t)) dt]1/N ds∫ r
0 [
∫ s
0 t
N−1Nψ(r, v(t)) dt]1/N ds  1,so that, by Lemma 2.2, u = v. This proves Theorem 1.1. 
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A.1. Verification of (3.6)(i)(ii)
Let ε > 0 which will be made small enough. We prove (3.6)(i) first. If u ∈ Xa,ε then,
clearly Ψ (u) ∈ C((0, ε]). On the other hand,
r∫
0
[ s∫
0
tN−1Nψ
(
t, u(t)
)
dt
]1/N
ds  κa
r∫
0
[ s∫
0
tN−1Nψ
(
t,
a
κa
)
dt
]1/N
ds.
As a consequence, Ψ (u) ∈ C([0, ε]) and moreover,
ε∫
0
[ s∫
0
tN−1Nψ
(
t, u(t)
)
dt
]1/N
ds <
κa − 1
κa
a,
so that a/κa  Ψ (u)(r)  a, 0  r  ε, showing (3.6)(i). Next we show (3.6)(ii). Let
ui ∈ C([0, ε]), i = 1,2. We have∣∣Ψ (u1)(r) −Ψ (u2)(r)∣∣

r∫
0
∣∣∣∣∣
[ s∫
0
tN−1Nψ
(
t, u1(t)
)
dt
]1/N
−
[ s∫
0
tN−1Nψ
(
t, u2(t)
)
dt
]1/N ∣∣∣∣∣ds.
Using the inequality∣∣|x|βx − |y|βy∣∣ cβ(|x|β + |y|β)|x − y|, x, y ∈ R,
for some cβ > 0 where β > −1, we have, by taking β = (1 − N)/N that
∣∣Ψ (u1)(r) −Ψ (u2)(r)∣∣ cN
r∫
0
(∣∣Xu1(s)∣∣ 1N −1 + ∣∣Xu2(s)∣∣ 1N −1)
× ∣∣Xu1(s) −Xu2(s)∣∣ds,
where Xui (s) :=
∫ s
0 t
N−1Nψ(t,ui(s)) dt . On the other hand, using (1.3),
∣∣Xui (s)∣∣ 1N −1  κN−1a
[ s∫
0
tN−1Nψ(t, a) dt
] 1
N
−1
,
and using (1.6),
∣∣Ψ (u1)(r) −Ψ (u2)(r)∣∣ CˆNµ 1N −1a ε2‖u1 − u2‖C([0,ε]),showing (3.6)(ii).
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Since u(x) = u(r) and x = (x1, x2, . . . , xN), then
uxi (x) = u′(r)
xi
r
and uxixj (x) = u′′(r)
xixj
r2
+ u′
(
r2δij − xixj
r3
)
,
where 1  i, j  N and δij stands for Kronecker’s delta. Consider the rotation map Ox
which takes x = (x1, x2, . . . , xN) into (r,0, . . . ,0). Denoting by OTx the transpose of Ox ,
we get by computing
OTx D
2u(x)Ox =


u′′ 0 0 · · · 0
0 u′
r
0 · · · 0
...
...
...
. . .
...
0 0 0 · · · u′
r

 .
Now, it follows by recalling that Ox is orthogonal, u′  0 that
det
(
D2u
)= u′′∣∣∣∣u′r
∣∣∣∣
N−1
,
and as a consequence
det
(
D2u
)= 1
NrN−1
(|u′|N−1u′)′m,
which shows that Remark 2 holds true.
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