to be larger for soil moisture in root-zone areas, showing that assimilating LAI can have an influence on soil moisture. Finally an independent evaluation of both assimilation approaches is conducted using satellite estimates of evapotranspiration and gross primary production (GPP) as well as measures of river discharges from gauging stations. The EnSRF shows a systematic albeit moderate improvement for evapotranspiration and GPP and a highly positive impact on river discharges, while the SEKF exhibits a more contrasting performance.
1 Introduction (Richards, 1931) Regarding vegetation dynamics and interactions between water and carbon cycles, we use the ISBA-A-gs configuration (Calvet et al., 1998 (Calvet et al., , 2004 Gibelin et al., 2006) . This CO2-responsive version represents the relationship between the leaf-level for every other type of vegetation) results from an enhanced photosynthesis and CO2 uptake. On the contrary, a deficit of photosynthesis leads to higher mortality rates and a decreased LAI. Leaf biomass is determined from LAI (and vice-versa) through dividing LAI by the specific leaf area (one of the ISBA parameters depending on the vegetation 130 type).
From a practical point of view, ISBA is run in this paper at a regular 0.25 o spatial resolution. Each ISBA grid cell is divided into 12 generic patches: 9 representing different types of vegetations (deciduous forests, coniferous forests, evergreen forests, C3 crops, C4 crops, C4 irrigated crops, grasslands, tropical herbaceous and wetlands), and three others depicting bare soils, bare rocks and permanent snow or ice surfaces. Each patch covers a varying percentage of grid cells. Denoted α [p] for patch 135 p of a given grid cell, this percentage is also known as the patch fraction. Vegetation and soil parameters for each patch and grid cell of ISBA are derived from the ECOCLIMAP II land cover database (Faroux et al., 2013) that is fully integrated in SURFEX.
CTRIP river routing model
The ISBA LSM is coupled with CTRIP to simulate hydrological variables at continental scale. Based originally on the work 140 of Oki and Sud (1998) , CTRIP aims to convert simulated runoff into river discharges. The model is fully described in the following papers: Decharme et al. (2010) , Decharme et al. (2012) , Vergnes and Decharme (2012) , Vergnes et al. (2014) and Decharme et al. (2019) .
CTRIP is available at a 0.5 o spatial resolution. Coupling between ISBA and CTRIP occurs on a daily basis through the OASIS3-MCT coupler (Voldoire et al., 2017) . ISBA provides updated runoff, drainage, groudwater and floodplain recharges 145 to CTRIP while the river routing model returns the water table depth or rise, floodplain fraction and flood potential infiltration to the LSM.
Data assimilation
LDAS-Monde is a sequential data assimilation system working on a 24h assimilation window. Each cycle is divided in two steps: forecast and analysis. Quantities produced during the forecast step (analysis step) are denoted with a superscript f 150 (superscript a ). The state of the studied system is described by x [p] the control vector that contains every prognostic variable of the ISBA LSM for a patch p and a given grid point. In this paper, we consider LAI and soil moisture from layer 2 (1-4 cm depth) to 7 (60-80 cm depth) in the control vector, soil moisture in layer 1 being driven mostly by atmospheric forcings (Draper et al., 2011; Barbu et al., 2014) . As in many LDASs, LDAS-Monde perform DA for each grid point independently (no spatial covariances considered).
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The forecast step consists of propagating the state of the system from a time t to 24h later. Since patches and grid cells do not interact between each other in ISBA, denoted by M [p] for patch p , the forecast step can be written as:
The analysis step then corrects forecast estimates by assimilating observations of LAI and SSM. 
(2)
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H denotes the linear operator selecting model equivalent from each patch (modelled LAI for observed LAI, modelled soil moisture in layer 2 for SSM).
The SEKF analysis step then follows the traditional Kalman update, replaces the forecast error covariance matrix by a fixed matrix B and uses as observation operator the product of the model state evolution over the 24h window and the conversion of the model state into observation equivalents. We further suppose that the fixed B matrix is diagonal. This implies that there is 170 no covariances between patches. In the end, for patch p it gives:
and
with R the observation error covariance matrix and M [p] the Jacobian matrix of M [p] . In practice, columns of M [p] are 175 calculated by finite differences using perturbed model runs. For each component x j of the control vector and its perturbation δx j , the j-th column of can be written as:
Ensemble Square Root Filter
We adapt the EnSRF from Whitaker and Hamill (2002) to the context of LDAS-Monde following the work of Fairbairn et al.
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(2015). The EnSRF is an EnKF-based approach in which the state of a system and associated uncertainties are described by an ensemble of N e control vectors x (i)
[p] , i = 1, . . . , N e for patch p of a given grid cell. The EnKF as a Monte Carlo approach approximates the classical Kalman Filter using the ensemble mean
to describe the state of the system and the ensemble covariance matrix
with
[p] − x [p] the ensemble perturbation matrix, to describe the uncertainties of the estimation. The forecast step is simple, we propagate as in Eq. (1) each ensemble member from a time to 24h later using the ISBA LSM. The analysis step then corrects the ensemble mean and the ensemble perturbation matrix by assimilating observations.
To that end, we first calculate the model equivalent of observations by aggregating the mean of the forecast ensemble over all 190 the patches
Then the EnSRF analysis creates an analysed ensemble whose mean and covariance matrix matches exactly the analysis of the Kalman Filter.
We choose to neglect here ensemble covariances between patches in the analysis step of the EnSRF. This asumption is in (2015) and Carrera et al. (2015) have shown that sampling errors from the finite ensemble size were not significant for ensembles greater than 20 members.
200
Following this asumption, for a given patch p the analysed mean and perturbation matrix are given by the following equations:
(10)
Such an approach, contrary to the SEKF, updates the state covariance matrix that will evolve in time. This ensures that statistics of the estimates keep information from past observations.
3 Experimental setup and data sets detailing the experimental setup.
Atmospheric forcing
The ISBA LSM is forced with the ERA-5 atmospheric reanalysis (Hersbach and Dee, 2016) 
Observations for assimilation
In this paper we assimilate observations from the SWI-001 and GEOV1 LAI data sets, both being distributed by the Coperni-
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cus Global Land Service . These satellite-derived products have been already successfully assimilated in LDAS-Monde (e.g. Leroux et al., 2018; .
The SWI-001 product consists of Soil Water Indices (SWI) obtained through a recursive exponential filter (Albergel et al., 2008 ) using backscatter observations from the ASCAT C-band radar (Wagner et al., 1999; Bartalis et al., 2007) . A one-day time scale is used in the recursive filter in order to measure the wetness of the first centimetres of the soil. This product is To be assimilated, the SWI-001 product needs to be rescaled to the model climatology to avoid introducing any bias in the LDAS system (Reichle and Koster, 2004; Drusch et al., 2005) . We apply a linear rescaling to SWI-001 to match the observation mean and variance to the mean and variance of the modelled soil moisture in the second layer of soil (1-4 cm). Introduced by Scipal et al. (2008) , this rescaling also known as CDF (cumulative distribution function) matching is performed on a seasonal and when at least half of observation grid points are available. As in previous LDAS-Monde studies, we use a 24h assimilation window and observations are assimilated at 9:00 UTC.
Validation data sets
We consider independent datasets of evapotranspiration, gross primary production and river discharges to assess the validity of . This SEKF configuration is the same as the successful one detailed in Albergel et al. (2017) .
About the EnSRF configuration, the initial ensemble is obtained by perturbing the initial state using Gaussian perturbations 275 with a zero-mean and using B for the covariance matrix. Ensemble Kalman Filters tend to underestimate variances and ensembles. This brings about an artificially shrunk spread leading ultimately to filter divergence if not counteracted. Hamill and Whitaker (2005) has shown that adding random perturbations to each ensemble member (additive inflation) at the start of each assimilation cycle can overcome this issue. It can also be used to represent model error. As in Fairbairn et al. (2015) we use time-correlated model errors using a first-order auto-regressive model. We prescribe an associated white noise with zero mean . We also fix the time correlation to 1 day for SM in the second layer and 3 days for SM in deeper layers. This is similar to Reichle et al. (2002) and Mahfouf (2007) .
For LAI, a rather small 1-day time correlation has to be used in order to avoid a collapse of the ensemble during the winter scaled to the dynamic range and LAI observational errors to 20% of the observed LAI values.
Evaluation strategy
As a sanity check, we first verify that EnSRF estimates of SSM and LAI are closer to observations than their model free 290 run counterparts. We also compare the impact of EnSRF and SEKF on those two LSVs. This is achieved using scores such as biases, correlation coefficients (R), root mean square differences (RMSD) and normalised root mean square differences (nRMSD, RMSD divided by the averaged value of the studied variable).
The impact of assimilation on unobserved control variables (SM in deeper layers) is then assessed using daily analysis increment. Moreover, we study the evolution of ensemble correlations between unobserved and observed variables in the
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EnSRF configuration. They drive (as Jacobian values in the SEKF configuration) the influence of observations on unobserved control variables. We focus on SM in layer 4 (10-20 cm depth, SM4) and layer 6 (40-60 cm depth, SM6) as SM in layer 3 (4-10 cm depth) exhibits the same behaviour as SM4 and soil moisture in layer 5 (20-40 cm depth) and layer 7 (60-80 cm depth)
have a similar response to SM6 (not shown).
Potential improvements on EnSRF and SEKF estimates for evapotranspiration and GPP are measured using the same metrics 300 as for SSM and LAI.
Finally the influence on river discharges for both DA approaches is measured by the Nash-Sutcliffe efficiency (NSE) score: Figure 3 (c) ).
3% of the total domain (in red in
The geographical patterns identified in Figure 3 can be explained in part by the type of vegetation covering grid cells.
We investigate the impact of DA for each of the four main vegetation types encountered in the Euro-Mediterranean region:
deciduous forests, coniferous forests, C3 crops and grasslands. To that end, we consider only grid cells (g.c.) in which at least 50% of their surface is covered by one of these vegetation types. Figure 4 displays the spatial distribution of those grid cells:
335 and 1725 g.c. for grasslands (6.2%).
We calculate the averaged seasonal RMSD for model outputs, SEKF and EnSRF analyses for the entire domain ( Figure 5 (a)) and for each dominant vegetation type ( Figure 5, (b)-(e) ). The biggest impact of assimilating LAI occurs in autumn for deciduous forests (Fig. 5 (e) ). For example, RMSD is reduced from 2.69 m for the EnSRF. For C3 crops (Fig. 5 (c) ) both assimilation approaches reduce RMSD in a similar manner, the largest decrease happening between August and October. The SEKF and the EnSRF offer contrasting performances in the case of grasslands (Fig. 5 (d) 
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The scale of reduction in RMSD for EnSRF analyses is directly connected to estimated variances and standard deviations from the ensemble. The bigger the ensemble variances are, the larger are the weight of observations in the DA system. Figure 6 displays the seasonal evolution of ensemble standard deviations averaged over the whole domain and for grid cells dominated .
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The maximum standard deviation is observed for deciduous forests and reaches 0.35 m
also in September.
Impact of assimilation on SSM
This section studies the impact of assimilating jointly LAI and SSM on estimated SSM. We firstly recall that observed SSM is derived from the SWI-001 satellite product and is matched to the model climatology of soil moisture in the second layer of soil (1-4 cm depth) using a seasonal CDF matching. This means that assimilating observed SSM mostly corrects the short- observations making its impact more straightforward. We also notice that the EnSRF tends to produce estimates that are closer to observations than SEKF estimates.
Assimilation also improves correlations with observed SSM from 0.544 for model outputs in average to 0.652 for the SEKF and 0.760 for the EnSRF. Figure 8 illustrates correlations for model outputs (a) and difference between correlations for the particular the main improvement occurs in Northern Africa for both approaches. Finally we observe negative correlations between model outputs and observed SSM in arid places such as deserts in Sahara and the Arabian Peninsula.
Correlations between observed and unobserved control variables
Examining Jacobians in the SEKF has provided interesting insights on the sensitivity of SSM and LAI on soil moisture in 
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The first two rows of Figure 9 show the seasonal evolution of correlations between SM2 and SM4 and SM6. SM4 is highly correlated to SM2 (in blue), R being above 0.5 for most places of the domain for each season and correlations with SM2.
SM6 is also highly correlated to SM2 but to a lesser extend meaning that correlations with SSM decrease in absolute value when we reach deeper soil layers. We also notice seasonal tendencies. For example, correlations with SM2 tend to be larger in Western Europe during Spring while they reach their maximum during Summer in Scandinavia. Negative correlations with 385 SM2 (between -0.35 and -0.20) tend to appear during Winter over Russia. It means that in those areas in winter, there is less liquid water in the surface when there is more liquid water in deeper layers. This is linked to snow and freezing as we only compare liquid soil moisture from the different layers of soil. We further notice that SM2 and SM6 are uncorrelated in Summer over Spain and Northern Africa. Finally we remark that in very arid places such as in Sahara SM2 is not correlated to soil moisture in deeper layers (either SM4 and SM6) . This implies that assimilating SSM in those areas will not modify soil 390 moisture in deeper layers as we will show in the next section.
The last three rows of Figure 9 show the seasonal evolution of correlations between LAI and soil moisture in layers 2, 4 and 6. Soil moisture tends to be less correlated on average to LAI than to SSM nevertheless the values reached are relatively large (between -0.5 and 0.5). It means that assimilating LAI has an impact on estimated soil moisture. In detail, correlations between LAI and SM6 are larger in absolute value than with SM4 and with SM2 meaning that LAI is more correlated to root-zone soil 395 moisture than with SSM. We also observe seasonal geographical patterns. Positive correlations tend to appear in Summer in Northern Europe where deciduous and coniferous forests are dominant meaning more water in the soil leads to a greater LAI.
On the contrary in Spring and Summer, negative correlations appear around the Mediterranean basin. with SEKF estimates (central panels) and EnSRF estimates (right). We observe that the SEKF has the same averaged SM4 as the model. Nevertheless we discern seasonal tendencies. Figure 11 shows analysis increments for SM4 and SM6 for SEKF . This disparity over arid zones in due solely to a wet bias introduced by model error as assimilating SSM in those places has no influence due to negligible correlations between SSM and SM4. We also identify greater EnSRF SM4 estimates over places such as Poland and Spain but the difference, being always below 0.01 m
Impact of assimilation on soil moisture in deeper layers
, comes from more positive increments during the summer period (as shown for July in Figure 11 ).
Except in arid areas, SM4 estimates and analysis increments for SEKF and EnSRF tend to be similar, thus, making our SM4
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estimates less dependant on the data assimilation method.
Regarding SM6 estimates, both SEKF and EnSRF produce a drier soil layer than the model for most of the domain as shown in Figure 10 . We identify these patterns for every month without any seasonality (not shown). For SEKF drier estimates are obtained through cycling as analysis increments are close to zero. For EnSRF, cycling is also responsible to this drying but analysis increments are not negligible (-0.01 m 
Evaluation using Evapotranspiration and Gross Primary Production
We now evaluate the performance of our data assimilation systems using independent satellite-based datasets of evapotranspiration (ET) and gross primary production (GPP).
The model tends to underestimate ET leading to an averaged negative bias of -0.328 kg.m Table 1 for averaged results). Again similar conclusions can be drawn from geographical patterns observed for RMSD and nRMSD (not shown, see Table 1 for averaged results).
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Overall the EnSRF exhibits moderate improvements for GPP and ET compared to SEKF, thus validating our approach.
Evaluation using river discharges
We limit our evaluation to 92 stations over Europe with a model NSE above -1. The NIC of EnSRF compared to the model is displayed for those stations in Figure 14 . Long-range spatial spurious covariances can be filtered out using localisation procedures either by artificially reducing distant spurious correlation (Hamill et al., 2001; Houtekamer and Mitchell, 2001) or by assimilating observations locally (Ott et al., 2004) , LDAS-Monde could be seen as an extreme application of the second approach. Localisation procedures are very efficient and are routinely used for a wide range of application.
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Unfortunately, the problem of potentially spurious covariances between patches remains as we would need to fix a criterion to determine which covariance has to be reduced. Recently Farchi and Bocquet (2019) has proposed a localisation procedure based on augmented ensembles. Such formulation allows a covariance localisation not based on spatial criteria and could be used to include covariances between patches in LDAS-Monde EnSRF.
Conclusions
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In this paper, we have adapted the Ensemble Square Root Filter used by Fairbairn et al. (2015) 
