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We present a systematic derivation of the dynamical polarizability and the ac Stark shift of
the ground and excited states of atoms interacting with a far-off-resonance light field of arbitrary
polarization. We calculate the scalar, vector, and tensor polarizabilities of atomic cesium using
resonance wavelengths and reduced matrix elements for a large number of transitions. We analyze
the properties of the fictitious magnetic field produced by the vector polarizability in conjunction
with the ellipticity of the polarization of the light field.
PACS numbers: 42.50.Hz, 32.10.Dk, 32.60.+i, 37.10.Gh, 31.15.ap
I. INTRODUCTION
One of the main motivations of current laser cooling
and trapping techniques is to use atoms for storing and
processing quantum information that is encoded in the
atomic states by means of resonant or near-resonant light.
Due to the weak coupling of neutral atoms to their envi-
ronment, coherent manipulation of atomic states can be
robust against external perturbations [1]. This makes
optically trapped neutral atoms prime candidates for,
e.g., the implementation of quantum memories and quan-
tum repeaters [2–4]. For atom trapping, far-off-resonance
laser fields are used because they ensure low scattering
rates, compatible with long coherence times. The pres-
ence of these intense far-detuned light fields shifts the
energy levels of the atom. In general, the light shift (ac
Stark shift) depends not only on the dynamical polariz-
ability of the atomic state and on the light intensity but
also on the polarization of the field. For this reason, var-
ious experimental situations require a systematic study
of the dynamical polarizability of the ground and ex-
cited states of atoms interacting with a far-off-resonance
light field of arbitrary polarization. In particular, this
becomes important for optical trapping using near-fields
or nonparaxial light beams. One example is nanofiber-
based atom traps, which have recently been realized [5, 6]
and in which the nanofiber-guided trapping light fields
are evanescent waves in the fiber transverse plane [7].
Another example is tightly focused optical dipole traps,
where the longitudinal polarization component of a non-
paraxial light beam can lead to significant internal-state
decoherence [8, 9]. Plasmonically enhanced optical fields
[10, 11] also have, in general, complex local polarizations.
Therefore, the calculation of the resulting optical poten-
tials in all these cases requires a suitable formalism to
take polarization effects into account.
Despite a large number of works on the polarizabili-
ties of atoms, most of the previous calculations were de-
∗ Also at Institute of Physics, Vietnamese Academy of Science and
Technology, Hanoi, Vietnam.
voted to the static limit [12–16]. Accurate polarizabil-
ities for a number of atoms of the periodic table have
been calculated by a variety of techniques [16]. These
include the sum-over-states method, which is based on
the use of available experimental and/or theoretical data,
and the direct methods, which are based on ab ini-
tio calculations of atomic wave functions. The ab ini-
tio calculations of atomic structures involve the refined
many-body perturbation theory, the relativistic coupled-
cluster calculations, or the random phase method [16].
High-precision ab initio calculations of atomic polariz-
ability have been performed using the relativistic all-
order method in which all single, double, and partial
triple excitations of the Dirac-Fock wave functions are
included to all orders of perturbation theory [14, 15].
Recently, in order to search for magic wavelengths [17]
for a far-off-resonance trap, the dynamical scalar and
tensor polarizabilities as well as the light shifts of the
ground and excited states of strontium [17, 18] and ce-
sium [19, 20] have been calculated for a wide range of
light wavelengths. The principal idea of magic wave-
lengths is based on a clever choice of the trapping light
wavelength for which the excited and ground states of
an atom experience shifts of equal sign and magnitude
[17]. Magic wavelengths have been found for atomic ce-
sium in red-detuned traps [17, 19] and in combined two-
color (red- and blue-detuned) traps [20]. Searches for
magic and tune-out wavelengths of a number of alkali-
metal atoms (from Na to Cs) have been conducted by
calculating dynamical polarizabilities using a relativistic
coupled-cluster method [21, 22]. All the three compo-
nents of the dynamical polarizability, that is, the scalar,
vector, and tensor polarizabilities [23], and the associ-
ated ac Stark shifts have been calculated for the cesium
clock states [24–26]. Calculations of the adiabatic po-
tentials for atomic cesium in far-off-resonance nanofiber-
based traps [5, 27–29] have been performed [5, 20, 28–30].
The vector polarizability was omitted in [20, 28], but was
included in the calculations for the ac Stark shifts in Ref.
[30]. The scalar, vector, and tensor polarizabilities of
atomic rubidium have recently been calculated [31].
Due to the complexity of the calculations for the dy-
2namical polarizability of a realistic multilevel atom, vari-
ous approximations have been used and different expres-
sions for the components of the dynamical polarizability
have been presented in different treatments. One exam-
ple is that the counter-rotating terms in the atom–field
interaction Hamiltonian was neglected in Refs. [25, 26]
but was taken into account in Refs. [20–24]. Another
example is that the definition for the reduced matrix
element used in Refs. [20–24] is different from that in
Refs. [25, 26, 30]. Furthermore, the coupling between
different hyperfine-structure (hfs) levels of the same fine-
structure state was taken into account in Refs. [20, 21]
but was neglected in Refs. [24–26]. In addition, the nu-
merical calculations require the use of resonance wave-
lengths and reduced matrix elements of a large number
of atomic transitions, which are not available in a single
source. Since the authors of previous works often did not
describe in detail the formalisms and the data they used,
it is not easy to see the connections between their results
and to employ them correctly.
The purpose of this article is to provide a systematic
treatment of the dynamical polarizability of the ground
and excited states of atoms interacting with a far-off-
resonance light field of arbitrary polarization. We specify
all theoretical definitions and tools necessary for com-
puting the light shifts of atomic levels. Based on the
approach of Rosenbusch et al. [24], we provide the de-
tails of the derivation of the expressions for the ac Stark
interaction operator and for the scalar, vector, and ten-
sor components of the dynamical polarizability. We also
discuss the light-induced fictitious magnetic field. We
supply a comprehensive set of experimental and theoret-
ical data for resonance wavelengths and reduced matrix
elements for a large number of atomic transitions that
allows one to perform the computation of the light shifts
of the levels associated with the D2-line transition of ce-
sium. Furthermore, we present the results of numerical
calculations for the corresponding components of the po-
larizability for a wide range of light wavelengths. Both,
the atomic data and the numerical results are provided
as electronic files which accompany this article [32].
II. AC STARK SHIFT AND ATOMIC
POLARIZABILITY
In this section, we present the basic expressions for the
ac Stark shift operator and the scalar, vector, and tensor
polarizabilities of a multilevel atom interacting with a
far-off-resonance light field of arbitrary polarization [23–
26]. We also provide the results of numerical calculations
for atomic cesium for a wide range of light wavelengths.
A. General theory
1. Hyperfine interaction
We consider a multilevel atom. We use an arbitrary
Cartesian coordinate frame {x, y, z}, with z being the
quantization axis. In this coordinate frame, we specify
bare basis states of the atom (see Fig. 1 for the levels
associated with the D2-line transition of cesium). Due to
the hfs interaction, the total electronic angular momen-
tum J is coupled to the nuclear spin I. The hfs interaction
is described by the operator [1]
V hfs = h¯Ahfs I · J+ h¯Bhfs 6(I · J)
2 + 3I · J− 2I2J2
2I(2I − 1)2J(2J − 1) . (1)
Here, Ahfs and Bhfs are the hfs constants. Note that Ahfs
and Bhfs depend on the fine-structure level |nJ〉. In the
case of atomic cesium, the values of these constants are
Ahfs/2π = 2298.1579425 MHz [33] and Bhfs/2π = 0 for
the ground state 6S1/2 and Ahfs/2π = 50.28827 MHz and
Bhfs/2π = −0.4934 MHz [34] for the excited state 6P3/2.
We also note that high-order hfs interaction effects, which
mix different fine-structure levels |nJ〉, have been omitted
in expression (1) for the hfs interaction operator V hfs.
Due to the hfs interaction, the projection Jz of the to-
tal electronic angular momentum J onto the quantization
axis z is not conserved. However, in the absence of the
external light field, the projection Fz of the total angu-
lar momentum of the atom, described by the operator
F = J+ I, onto the quantization axis z is conserved. We
use the notation |nJFM〉 for the atomic hfs basis (F ba-
sis) states, where F is the quantum number for the total
angular momentum F of the atom, M is the quantum
number for the projection Fz of F onto the quantization
axis z, J is the quantum number for the total angular
momentum J of the electron, and n is the set of the re-
maining quantum numbers {nLSI}, with L and S being
the quantum numbers for the total orbital angular mo-
mentum and the total spin of the electrons, respectively.
In the hfs basis {|nJFM〉}, the operator V hfs is diagonal.
The nonzero matrix elements of this operator are
〈nJFM |V hfs|nJFM〉 = 1
2
h¯AhfsG
+ h¯Bhfs
3
2G(G+ 1)− 2I(I + 1)J(J + 1)
2I(2I − 1)2J(2J − 1) , (2)
where G = F (F + 1)− I(I + 1)− J(J + 1).
2. ac Stark interaction
Consider the interaction of the atom with a classical
light field
E =
1
2
Ee−iωt + c.c. =
1
2
Eue−iωt + c.c., (3)
3M=5M= -5
M=4M= -4
M=4M= -4
M=3M= -3
M=3M= -3
M=2M= -2
6 2P3/2
F=5
F=4
F=3
F=2
F=4
F=3
6 2S1/2
FIG. 1. Energy levels associated with the D2 line of a cesium
atom.
where ω is the angular frequency and E = Eu is the
positive-frequency electric field envelope, with E and u
being the field amplitude and the polarization vector,
respectively. In general, E is a complex scalar and u is a
complex unit vector.
We assume that the light field is far from resonance
with the atom. In addition, we assume that J is a good
quantum number. This means that we treat only the
cases where the Stark interaction energy is small com-
pared to the fine structure splitting. In the dipole ap-
proximation, the interaction between the light field and
the atom can be described by the operator
V E = −E · d = −1
2
Eu · de−iωt − 1
2
E∗u∗ · deiωt, (4)
where d is the operator for the electric dipole of the atom.
When the light field is far from resonance with the atom,
the second-order ac Stark shift of a nondegenerate atomic
energy level |a〉 is, as shown in Appendix A, given by
[23, 24, 35]
δEa = −|E|
2
4h¯
∑
b
Re
( |〈b|u · d|a〉|2
ωb − ωa − ω − iγba/2
+
|〈a|u · d|b〉|2
ωb − ωa + ω + iγba/2
)
. (5)
Here, |a〉 and |b〉 are the atomic eigenstates with un-
perturbed energies h¯ωa and h¯ωb, respectively, and with
spontaneous decay rates γa and γb, respectively, while
γba = γa + γb is the transition linewidth. We can
consider the energy shift (5) as an expectation value
δEa = 〈a|V EE |a〉, where
V EE =
|E|2
4
[(u∗ · d)R+(u · d) + (u · d)R−(u∗ · d)], (6)
with
R+ = − 1
h¯
∑
b
Re
(
1
ωb − ωa − ω − iγba/2
)
|b〉〈b|,
R− = − 1
h¯
∑
b
Re
(
1
ωb − ωa + ω + iγba/2
)
|b〉〈b|. (7)
We assume that V EE is the operator for the ac Stark in-
teraction [23, 24], i.e., that it correctly describes not only
the level shift but also the level mixing of nondegenerate
as well as degenerate states. While this educated guess
has not been derived from first principles, it is consistent
with the results of the second-order perturbation theory
for the dc Stark shift [12, 13] and of the Floquet formal-
ism for the ac Stark shift [23, 24].
3. Atomic polarizability
Let us examine the energy shifts of levels of a single
fine-structure state |nJ〉. In general, due to the degener-
acy of atomic levels and the possibility of level mixing,
we must diagonalize the interaction Hamiltonian in order
to find the energy level shifts. Since the atomic energy
levels are perturbed by the Stark interaction and the hfs
interaction, the combined interaction Hamiltonian is
Hint = V
hfs + V EE . (8)
In terms of the hfs basis states |(nJ)FM〉 ≡ |nJFM〉, the
Stark operator V EE , given by Eq. (6), can be written as
V EE =
∑
FMF ′M ′
V EEFMF ′M ′ |(nJ)FM〉〈(nJ)F ′M ′|, (9)
where V EEFMF ′M ′ ≡ 〈(nJ)FM |V EE |(nJ)F ′M ′〉 are the
matrix elements and are given as [24]
V EEFMF ′M ′ =
1
4
|E|2
∑
K=0,1,2
q=−K,...,K
α
(K)
nJ {u∗ ⊗ u}Kq
× (−1)J+I+K+q−M
√
(2F + 1)(2F ′ + 1)
×
(
F K F ′
M q −M ′
){
F K F ′
J I J
}
. (10)
Here we have introduced the notations
α
(K)
nJ = (−1)K+J+1
√
2K + 1
×
∑
n′J′
(−1)J′
{
1 K 1
J J ′ J
}
|〈n′J ′‖d‖nJ〉|2
× 1
h¯
Re
(
1
ωn′J′nJ − ω − iγn′J′nJ/2
+
(−1)K
ωn′J′nJ + ω + iγn′J′nJ/2
)
, (11)
with K = 0, 1, 2, for the reduced dynamical scalar (K =
0), vector (K = 1), and tensor (K = 2) polarizabilities
4of the atom in the fine-structure level |nJ〉. In Eqs. (10)
and (11), we have employed the notations
(
j1 j2 j
m1 m2 m
)
and
{ j1 j2 j3
j4 j5 j6
}
for the Wigner 3-j and 6-j symbols, re-
spectively. The notations ωn′J′nJ = ωn′J′ − ωnJ and
γn′J′nJ = γn′J′ + γnJ stand for the angular frequency
and linewidth, respectively, of the transition between the
fine-structure levels |n′J ′〉 and |nJ〉. The details of the
derivation of Eqs. (10) and (11) are given in Appendix
B. Note that the above-defined polarizabilities are just
the real parts of the complex polarizabilities. The imag-
inary parts of the complex polarizabilities are related to
the scattering rate of the atom [36].
The compound tensor components {u∗ ⊗ u}Kq in Eq.
(10) are defined as
{u∗ ⊗ u}Kq =
∑
µ,µ′=0,±1
(−1)q+µ′uµu∗−µ′
×√2K + 1
(
1 K 1
µ −q µ′
)
. (12)
Here, u−1 = (ux − iuy)/
√
2, u0 = uz, and u1 = −(ux +
iuy)/
√
2 are the spherical tensor components of the po-
larization vector u in the Cartesian coordinate frame
{x, y, z}.
The reduced matrix elements 〈n′J ′‖d‖nJ〉 of the elec-
tric dipole in Eq. (11) can be obtained from the oscillator
strengths
fnJn′J′ =
2meωn′J′nJ
3h¯e2
1
2J + 1
|〈n′J ′‖d‖nJ〉|2, (13)
where me is the mass of the electron and e is the elemen-
tary charge, or from the transition probability coefficients
An′J′nJ =
ω3n′J′nJ
3πǫ0h¯c3
1
2J ′ + 1
|〈n′J ′‖d‖nJ〉|2. (14)
We note that the Stark interaction operator (9) with
the matrix elements (10) can be written in the form [23,
24]
V EE = −1
4
|E|2
{
αsnJ − iαvnJ
[u∗ × u] · J
2J
+ αTnJ
3[(u∗ · J)(u · J) + (u · J)(u∗ · J)]− 2J2
2J(2J − 1)
}
.(15)
Here, αsnJ , α
v
nJ , and α
T
nJ are the conventional dynamical
scalar, vector, and tensor polarizabilities, respectively, of
the atom in the fine-structure level |nJ〉. They are given
as [24]
αsnJ =
1√
3(2J + 1)
α
(0)
nJ ,
αvnJ = −
√
2J
(J + 1)(2J + 1)
α
(1)
nJ ,
αTnJ = −
√
2J(2J − 1)
3(J + 1)(2J + 1)(2J + 3)
α
(2)
nJ . (16)
Note that for J = 1/2 and K = 2, the Wigner 6-j
symbol in Eq. (11) is zero. Thus, the tensor polarizabil-
ity vanishes for J = 1/2 states (e.g., the ground states
of alkali-metal atoms). In the case of linearly polarized
light, the polarization vector u can be taken as a real
vector. In this case, the vector product [u∗×u] vanishes,
making the contribution of the vector polarizability to
the ac Stark shift to be zero. We also note that γn′J′nJ
can be omitted from the denominators in Eqs. (5), (7),
and (11) when the light field frequency ω is far from res-
onance with the atomic transition frequencies ωn′J′nJ .
In general, V EE is not diagonal neither in F and nor
inM . Therefore, in order to find the new eigenstates and
eigenvalues, one has to diagonalize the Hamiltonian (8),
which includes both the hfs splitting and the ac Stark
interaction. However, in the case where the Stark inter-
action energy is small compared to the hfs splitting, we
can neglect the mixing of atomic energy levels with differ-
ent quantum numbers F . In this case, the Stark operator
V EE for the atom in a particular hfs level |nJF 〉 can be
presented in the form [26]
V EE = −1
4
|E|2
{
αsnJF − iαvnJF
[u∗ × u] ·F
2F
+ αTnJF
3[(u∗ · F)(u ·F) + (u ·F)(u∗ ·F)]− 2F2
2F (2F − 1)
}
, (17)
where
αsnJF = α
s
nJ =
1√
3(2J + 1)
α
(0)
nJ ,
αvnJF = (−1)J+I+F
√
2F (2F + 1)
F + 1
{
F 1 F
J I J
}
α
(1)
nJ ,
αTnJF = −(−1)J+I+F
√
2F (2F − 1)(2F + 1)
3(F + 1)(2F + 3)
×
{
F 2 F
J I J
}
α
(2)
nJ . (18)
The coefficients αsnJF , α
v
nJF and α
T
nJF are the conven-
tional scalar, vector, and tensor polarizabilities of the
atom, respectively, in a particular hfs level. Note that
the scalar polarizability αsnJF does not depend on F .
This statement holds true only in the framework of our
formalism, where the hfs splitting is omitted in the ex-
pression for the atomic transition frequency ωn′J′F ′nJF
in the calculations for the atomic polarizability, that is,
where the approximation ωn′J′F ′nJF = ωn′J′nJ is used.
We also note that, if energies including hfs splittings are
used in the denominators in the perturbation expression
(5), then the wave functions of the states |a〉 and |b〉 in
the numerators should also incorporate hfs corrections to
all orders of perturbation theory [24, 37]. We emphasize
that Eq. (17) is valid only when the coupling between
different hfs levels |nJF 〉 is negligible. Thus, Eq. (17) is
less rigorous than Eq. (15).
Furthermore, we note that, when the off-diagonal cou-
pling is much smaller than the Zeeman splittings pro-
5duced by an external magnetic field B, the mixing of dif-
ferent Zeeman sublevels can be discarded. In this case,
the ac Stark shift of a Zeeman sublevel |FM〉 (specified
in the quantization coordinate frame {x, y, z} with the
axis z parallel to the direction zB of the magnetic field
B) is given by
∆Eac = V
EE
FMFM = −
1
4
|E|2
[
αsnJF + Cα
v
nJF
M
2F
−DαTnJF
3M2 − F (F + 1)
2F (2F − 1)
]
, (19)
where
C = |u−1|2 − |u1|2 = 2Im(u∗xuy),
D = 1− 3|u0|2 = 1− 3|uz|2. (20)
The coefficients C and D are determined by the polar-
ization vector u of the light field at the position of the
atom. Note that the parameter C, which characterizes
the vector Stark shifts, depends on the ellipticity of the
light field in the transverse plane (x, y). This parameter
achieves its maximal magnitude |C| = 1 when the lon-
gitudinal component of the field is absent and the light
field is circularly polarized in the plane (x, y). We also
note that the parameter D, which characterizes the ten-
sor Stark shifts, vanishes when |uz| = 1/
√
3.
4. Fictitious magnetic field
It is clear from Eqs. (15) and (17) that the effect of
the vector polarizability on the Stark shift is equivalent
to that of a magnetic field with the induction vector [38–
48]
Bfict =
αvnJ
8µBgnJJ
i[E∗×E] = α
v
nJF
8µBgnJFF
i[E∗×E]. (21)
Here, µB is the Bohr magneton and gnJ and gnJF are the
Lande´ factors for the fine-structure level |nJ〉 and the hfs
level |nJF 〉, respectively. The nonrelativistic value of the
Lande´ factor gnJ is given by [1]
gnJ = gL
J(J + 1) + L(L+ 1)− S(S + 1)
2J(J + 1)
+ gS
J(J + 1) + S(S + 1)− L(L+ 1)
2J(J + 1)
. (22)
Here, gL = 1 and gS ≃ 2.0023193 are the orbital and spin
g-factors for the electron, respectively. When the contri-
bution of the nuclear magnetic moment is neglected, the
Lande´ factor gnJF is
gnJF = gnJ
F (F + 1) + J(J + 1)− I(I + 1)
2F (F + 1)
. (23)
The direction of the light-induced fictitious magnetic
field Bfict is determined by the vector i[E∗×E], which is a
real vector. Similar to a real magnetic field, the fictitious
magnetic field Bfict is a pseudovector, that is, Bfict does
not flip under space reflection. Another similarity is that
both the real and fictitious magnetic fields flip under time
reversal. If the light field is linearly polarized, we have
i[E∗×E] = 0 and hence Bfict = 0. The middle expression
in Eq. (21) shows that Bfict is independent of F , that
is, Bfict is the same for all hfs levels |nJF 〉 of a fine-
structure level |nJ〉. Comparison between the middle
and last expressions in Eq. (21) shows that the factor
αvnJF /gnJFF does not depend on F . This conclusion is
consistent with the relation
αvnJF = −
F (F + 1) + J(J + 1)− I(I + 1)
(F + 1)
√
2J(J + 1)(2J + 1)
α
(1)
nJ , (24)
which can be obtained directly from the second expres-
sion in Eqs. (18) with the use of an explicit expression
for the Wigner 6-j symbol
{
F 1 F
J I J
}
.
In general, the vector Stark shift operator can be ex-
pressed in terms of the operator J as
V EEvec = µBgnJ(J ·Bfict). (25)
In the special case where the mixing of different hfs levels
is negligible, that is, when F is a good quantum number,
the vector Stark shift operator can be expressed in terms
of the operator F as
V EEvec = µBgnJF (F ·Bfict). (26)
The vector form of Eqs. (25) and (26) allows us to con-
clude that the fictitious magnetic field Bfict can be sim-
ply added to a real static magnetic field B if the latter
is present in the system [see Eqs. (C1) and (C3) in Ap-
pendix C].
Let us discuss the case of the ground state nS1/2 of an
alkali-metal atom. In this case, we have J = 1/2 and,
therefore, αTnJ = 0. We assume that the hfs splitting
of the ground state is very large compared to the Stark
interaction energy. Then, the mixing of two different hfs
levels F = I ± 1/2 of the ground state can be neglected,
that is, F can be considered as a good quantum number.
It is obvious thatM is also a good quantum number when
the quantization axis z coincides with the direction of the
fictitious magnetic field Bfict.
For the hfs levels F = I±1/2 of the ground state nS1/2,
we have gnJF |F=I+1/2 = −gnJF |F=I−1/2 = gnJ/(2I +
1). When the hfs splitting of the ground state is very
large compared to the light shift, the vector Stark shift
operator is given in terms of the operator F by Eq. (26).
Hence, when the direction of the fictitious magnetic field
Bfict is taken as the quantization axis z, the vector Stark
shifts of the sublevels M of the hfs levels F = I + 1/2
and F = I − 1/2 of the ground state are
V EEvec |F=I+1/2 =
µBgnJ
2I + 1
MBfict (27)
and
V EEvec |F=I−1/2 = −
µBgnJ
2I + 1
MBfict, (28)
6respectively. These shifts are integer multiples of the
quantity µBgnJB
fict/(2I + 1). In other words, as ex-
pected from analogy with the well-known Zeeman effect,
the shifts are equidistant with respect to the quantum
number M . It is clear that the sublevels M and −M of
the hfs levels F = I +1/2 and F = I − 1/2, respectively,
of the ground state have the same vector Stark shift. In
contrast, the sublevels with the same number M of two
different hfs levels F = I±1/2 have opposite vector Stark
shifts. Since the scalar Stark shift does not depend on F ,
the differential shift of the energies of the sublevels M ′
and M of the hfs levels F ′ = I + 1/2 and F = I − 1/2,
respectively, of the ground state is just the differential
vector Stark shift and is given by
∆WM ′M =
µBgnJ
2I + 1
(M ′ +M)Bfict
=
αvnJ
8J(2I + 1)
(M ′ +M)|i[E∗ × E]|. (29)
This differential shift vanishes when M ′ +M = 0. This
result is valid only in the framework of our formalism
where the hfs splitting is neglected in the calculations for
the atomic polarizability.
B. Numerical calculations
We now present the results of numerical calculations
for the dynamical scalar, vector, and tensor polarizabil-
ities of the ground and excited states associated with
the D2-line transition of atomic cesium. Before we pro-
ceed, we note that, in order to search for red- and blue-
detuned magic wavelengths for a far-off-resonance trap,
the scalar and tensor polarizabilities of the ground and
excited states of atomic cesium have been calculated [19–
21]. Relevant parameters were taken from a number of
sources [15, 49–51]. Very recently, the vector light shifts
of cesium atoms in a nanofiber-based trap have been
studied [30]. However, the results for the vector polariz-
ability have not been explicitly provided.
Our calculations for the polarizabilities of cesium are
based on Eqs. (16) in conjunction with Eqs. (11). The
calculations for the polarizability of the ground state
6S1/2 incorporate the couplings 6S1/2 ↔ (6–40)P1/2,3/2.
The calculations for the polarizability of the excited state
6P3/2 incorporate the couplings 6P3/2 ↔ (6–40)S1/2 and
6P3/2 ↔ (5–42)D3/2,5/2. The energies of the levels with
the principal quantum number n ≤ 25 are taken from
[52]. The energies of the levels with the principal quan-
tum number n ≥ 26 are provided by Arora and Sahoo
[53]. The reduced matrix elements for the transitions
6S1/2 ↔ (6–15)P1/2,3/2 are taken from [54]. The reduced
matrix elements for the transitions 6P3/2 ↔ (6–10)S1/2
and 6P3/2 ↔ (5–8)D3/2,5/2 are taken from [21]. The re-
duced matrix elements for transitions to highly excited
states are provided by Arora and Sahoo [53]. These data
were calculated by using the relativistic all-order method,
which includes single and double excitations [21, 54]. The
calculations for cesium were done in the same way as for
rubidium [31]. The full set of parameters we used in our
numerical calculations is given in Appendix D. The states
whose energy differences from the ground state are larger
than the cesium ionization energy of 31406 cm−1 provide
a discrete representation of the continuum, similar to the
calculations of Ref. [55] for lithium. We add the contri-
bution of the core, equal to 15.8 a.u., to the results for the
scalar polarizabilities [21]. The polarizabilities are given
in the atomic unit (a.u.) e2a20/Eh, where a0 is the Bohr
radius and Eh = mee
4/(4πǫ0h¯)
2 is the Hartree energy.
We plot in Fig. 2 the scalar and vector polarizabilities
αsnJ and α
v
nJ , respectively, of the ground state 6S1/2. As
can be seen, in the region of wavelengths from 400 nm to
1600 nm, the profiles of both αsnJ and α
v
nJ have two pairs
of closely positioned resonances. One pair corresponds to
the transitions between the ground state 6S1/2 and the
excited state 6P1/2 (D1 line, wavelength 894 nm) and
the excited state 6P3/2 (D2 line, wavelength 852 nm).
The other pair corresponds to the transitions between
the ground state 6S1/2 and the excited state 7P1/2 (wave-
length 459 nm) and the excited state 7P3/2 (wavelength
455 nm). The effects of the other transitions are not sub-
stantial in this wavelength region. We note that our nu-
merical calculations give the values αsnJ(6S1/2) ≃ 398.9
a.u. and αvnJ (6S1/2) = 0 for the scalar and vector po-
larizabilities, respectively, of the ground state 6S1/2 of
atomic cesium in the static limit (ω = 0). The static
value αsnJ(6S1/2) ≃ 398.9 a.u. is in agreement with the
high-precision ab initio theoretical values of 399.8 a.u.
[14] and 398.2 a.u. [15] and the experimental value of
401 a.u. [56].
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FIG. 2. Scalar (a) and vector (b) polarizabilities αsnJ and
α
v
nJ , respectively, of the ground state 6S1/2 of atomic cesium
as functions of the light wavelength λ. The data of this figure
is provided as electronic files in [32].
We plot in Fig. 3 the scalar, vector, and tensor polar-
izabilities αsnJ , α
v
nJ , and α
T
nJ , respectively, of the excited
state 6P3/2. The figure shows that all the three com-
ponents have multiple resonances. The most dominant
resonances are due to the transitions from 6P3/2 to (6–
78)S1/2 and (5–8)D3/2,5/2. We note that our numerical
calculations give the values αsnJ(6P3/2) ≃ 1639.6 a.u.,
αvnJ (6P3/2) = 0, and α
T
nJ (6P3/2) ≃ −260.4 a.u. for the
scalar, vector, and tensor polarizabilities, respectively,
of the excited state 6P3/2 of atomic cesium in the static
limit (ω = 0). The static values αsnJ(6P3/2) ≃ 1639.6 a.u.
and αTnJ (6P3/2) ≃ −260.4 a.u. are in agreement with the
high-precision ab initio theoretical values of 1650 a.u.
and −261 a.u. [21], respectively, and with the experi-
mental values of 1641 a.u. and −262 a.u., respectively
[57].
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FIG. 3. Scalar (a), vector (b), and tensor (c) polarizabilities
α
s
nJ , α
v
nJ , and α
T
nJ , respectively, of the excited state 6P3/2
of atomic cesium as functions of the light wavelength λ. The
data of this figure is provided as electronic files in [32].
In order to display certain details, we plot in Figs. 4
and 5 the polarizabilities αsnJ (solid lines), α
v
nJ (dashed
lines), and αTnJ (dotted lines) of the ground state 6S1/2
(red color) and the excited state 6P3/2 (blue color) in
two specific regions of wavelengths. Figures 4 and 5 show
that the crossings of the scalar polarizabilities αsnJ (6S1/2)
and αsnJ (6P3/2) of the ground and excited states, re-
spectively, occur at the blue-detuned magic wavelength
λB ≃ 686.3 nm [20] and the red-detuned magic wave-
length λR ≃ 935.2 nm [19]. Here, red and blue refer to
the detunings with respect to the D-line transitions. We
observe from Figs. 4 and 5 that the magnitude of the
vector polarizability αvnJ is, in general, substantial com-
pared to that of the scalar polarizability αsnJ . Due to this
fact, the vector polarizability can contribute significantly
to the Stark shift when the polarization of the field is not
linear.
Comparison between Figs. 2(a) and 2(b) shows that
at the wavelength λv ≃ 880.2 nm, which lies between the
D1 and D2 lines, the scalar polarizability α
s
nJ (6S1/2) of
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FIG. 4. Polarizabilities of the ground state 6S1/2 (red color)
and the excited state 6P3/2 (blue color) of atomic cesium in
the region of blue-detuned wavelengths from 680 nm to 690
nm. The scalar, vector, and tensor components αsnJ , α
v
nJ ,
and αTnJ are shown by the solid, dashed, and dotted curves,
respectively.
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FIG. 5. Same as Fig. 4 but in the region of red-detuned
wavelengths from 930 nm to 940 nm.
the ground state is vanishing while the vector polariz-
ability αvnJ(6S1/2) of this state is significant (see Fig. 6)
[38–48]. At this specific wavelength, the ac Stark shifts
of the sublevels of the atomic ground state are just the
Zeeman-like shifts caused by a fictitious magnetic field
Bfict. In other words, when specified in the quantization
coordinate frame {x, y, z} with the axis z parallel to the
direction of the vector product i[E∗ × E], the sublevels
|FM〉 of the ground state will be shifted by an amount
proportional to (−1)FMi[E∗ × E].
We note that the detunings ∆2 = ωv − ωD2 and
∆1 = ωv − ωD1 of the pure-vector-shift (scalar-shift-
cancellation) frequency ωv = 2πc/λv from the D2- and
D1-line transition frequencies ωD2 and ωD1 , respectively,
are such that ∆2/∆1 = −2.03 ≃ −2, in agreement with
the results of Refs. [39, 41, 42]. In order to understand
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FIG. 6. Scalar and vector polarizabilities αsnJ and α
v
nJ , re-
spectively, of the ground state 6S1/2 of atomic cesium for light
wavelengths in the region from 870 nm to 890 nm.
this feature, we make a few additional approximations for
the scalar polarizability αsnJ in the case where the level
|nJ〉 is the ground state nS1/2. We keep only the excited
levels |n′J ′〉 = nP3/2 and |n′J ′〉 = nP1/2 in the sum over
n′J ′ in Eq. (11). In the framework of the rotating-wave
approximation, we neglect the counter-rotating term con-
taining ωn′J′nJ + ω in Eq. (11). We also neglect γn′J′nJ
in the denominator of the co-rotating term containing
ωn′J′nJ − ω. When we insert the result into the first
expression in Eqs. (16), we obtain the following approx-
imate expression for the scalar shift of the ground state:
αsnJ = −
|〈nP3/2‖d‖nS1/2〉|2
6h¯∆2
− |〈nP1/2‖d‖nS1/2〉|
2
6h¯∆1
.
(30)
It is clear that αsnJ = 0 when
∆2
∆1
= −|〈nP3/2‖d‖nS1/2〉|
2
|〈nP1/2‖d‖nS1/2〉|2 . (31)
With the help of the formula [58]
〈nJ‖d‖n′J ′〉 = (−1)L+S+J′+1
√
(2J + 1)(2J ′ + 1)
×
{
J 1 J ′
L′ S L
}
〈nL‖d‖n′L′〉, (32)
we find
|〈nP3/2‖d‖nS1/2〉|2
|〈nP1/2‖d‖nS1/2〉|2 = 2. (33)
This explains why the relation ∆2 ≃ −2∆1 is observed
for the position of λv in the case of Fig. 6. The deviation
of the ratio ∆2/∆1 from the value of −2 is due to several
reasons. The first reason is that a large number of transi-
tions are included in our numerical calculations. The sec-
ond reason is that the counter-rotating terms are taken
into account in our calculations. The third reason is that
we used the experimental values |〈6P3/2‖d‖6S1/2〉| =
6.324 a.u. and |〈6P1/2‖d‖6S1/2〉| = 4.489 a.u., with
the ratio |〈6P3/2‖d‖6S1/2〉|2/|〈6P1/2‖d‖6S1/2〉|2 = 1.98.
The deviation of this ratio from the value of 2 is due to
relativistic effects [54].
III. SUMMARY
We provided a concise, yet comprehensive compilation
of the general theoretical framework required for calcu-
lating the polarizability of the states of multilevel atoms
in light fields with arbitrary polarization. Special em-
phasis is placed on the interpretation of the vector light
shift as the result of the action of a fictitious magnetic
field. We exemplarily applied the presented formalism
to atomic cesium and calculated the scalar, vector, and
tensor polarizabilities of the states associated with the
D2-line transition. Using these results, we highlighted
points of experimental interest such as the red- and blue-
detuned magic wavelengths and a wavelength at which
the scalar light shift of the ground state vanishes while
the vector light shift is substantial. The underlying set
of atomic data for the calculations of the polarizability of
cesium is explicitly given in tabular as well as electronic
forms. By providing all general tools and definitions in a
single source and by discussing their respective range of
validity, our work should facilitate the theoretical model-
ing of the light-induced potentials experienced by atoms
in complex far-off-resonance optical fields, encountered,
e.g., in nonparaxial or near-field optical dipole traps.
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Appendix A: ac Stark shift of a two-level atom
interacting with a far-off-resonance light field
We consider a two-level atom interacting with a far-off-
resonance light field. Let |a〉 and |b〉 be the bare eigen-
states of the atom, with unperturbed energies Ea = h¯ωa
and Eb = h¯ωb, respectively, and let ω, E , and u be the
frequency, the complex amplitude, and the complex po-
larization vector, respectively, of the light field. The elec-
tric component of the light field is given by Eq. (3). The
interaction between the atom and the field is given, in
the dipole approximation, by Eq. (4). The evolution of
the off-diagonal density-matrix element ρba of the atom
9is governed by the equation
ρ˙ba = −i(ωb − ωa − iγba/2)ρba − i
2h¯
(Eue−iωt
+ E∗u∗eiωt) · dba(ρbb − ρaa), (A1)
where dba = 〈b|d|a〉 is the matrix element of the electric
dipole operator d = dba|b〉〈a| + dab|a〉〈b| and γba is the
linewidth of the atomic transition |b〉 ↔ |a〉. In general,
we have γba = γb+γa, where γb and γa are the decay rates
of the populations of the levels |b〉 and |a〉, respectively.
We assume that the atom is initially in the level |a〉,
which can be, in general, higher or lower than the level
|b〉. When the magnitude of the detuning ω − |ωb − ωa|
is large compared to the atomic decay rate γba and to
the magnitude of the Rabi frequency Ω = dbaE/h¯, we
have ρbb ≃ 0 and ρaa ≃ 1. We use the ansatz ρba =
ρ+bae
−iωt+ρ−bae
iωt and assume that ρ+ba and ρ
−
ba vary slowly
in time. Then, we find
ρ+ba =
Eu · dba
2h¯
1
ωba − ω − iγba/2 ,
ρ−ba =
E∗u∗ · dba
2h¯
1
ωba + ω − iγba/2 . (A2)
The induced dipole is given by p ≡ 〈d〉 = dbaρab +
dabρba. It can be written in the form p = (℘e
−iωt +
℘
∗eiωt)/2, where ℘ = 2(dbaρ
−∗
ba +dabρ
+
ba) is the envelope
of the positive frequency component. We find
℘ = dab
Eu · dba
h¯
1
ωba − ω − iγba/2
+ dba
Eu · dab
h¯
1
ωba + ω + iγba/2
. (A3)
The ac Stark shift δEa of the energy level |a〉 is the
time-averaged potential of the induced dipole moment p
interacting with the driving electric field E and is given
by
δEa = −1
2
p(t) ·E(t) = −1
4
Re[℘ · E∗u∗]. (A4)
Here, the factor of 1/2 accounts for the fact that the
dipole moment is induced. Inserting Eq. (A3) into Eq.
(A4) yields
δEa = −|E|
2
4h¯
Re
( |u · dba|2
ωba − ω − iγba/2 +
|u · dab|2
ωba + ω + iγba/2
)
.
(A5)
We emphasize that Eq. (A5) is valid for an arbitrary po-
larization of the light field. When we generalize Eq. (A5)
to the case of a multilevel atom, we obtain Eq. (5).
Appendix B: ac Stark interaction operator and
components of the dynamical polarizability
In this Appendix, we present the details of the deriva-
tion of the expressions for the ac Stark interaction oper-
ator V EE and the dynamical scalar, vector, and tensor
polarizabilities [see Eqs. (9)–(11)]. For this purpose, we
follow closely Ref. [24].
We use the Cartesian coordinate frame {x, y, z}. We
introduce the notations
A−1 = (Ax − iAy)/
√
2,
A0 = Az ,
A1 = −(Ax + iAy)/
√
2 (B1)
for the spherical tensor components of an arbitrary com-
plex vector A = {Ax, Ay, Az}. In terms of the tensor
components Aq ≡ A1q, with q = −1, 0, 1, the vector
A ≡ A1 is an irreducible tensor of rank 1. We intro-
duce the notation {A ⊗ B}K for the irreducible tensor
products of rank K = 0, 1, 2 of two arbitrary vectors A
andB. The q component of the tensor product {A⊗B}K
is defined as
{A⊗B}Kq =
∑
q1q2
CKq1q11q2Aq1Bq2 , (B2)
where
Cjmj1m1j2m2 = (−1)j1−j2+m
√
2j + 1
(
j1 j2 j
m1 m2 −m
)
(B3)
is the notation for the Clebsch-Gordan coefficients. More
general, an irreducible tensor product of two irreducible
tensors UK1 and VK2 is defined as the irreducible ten-
sor {UK1 ⊗ VK2}K of rank K whose components can be
expressed in terms of UK1q1 and VK2q2 according to
{UK1 ⊗ VK2}Kq =
∑
q1q2
CKqK1q1K2q2UK1q1VK2q2 , (B4)
with K = |K1−K2|, |K1−K2|+1, . . . ,K1+K2−1,K1+
K2 and q = −K,−K + 1, . . . ,K − 1,K. Meanwhile, the
scalar product of two irreducible tensors UK and VK is
defined as
(UK · VK) =
∑
q
(−1)qUK,qVK,−q. (B5)
When we use the formula [58]
(A ·B)(A′ ·B′) =
∑
K=0,1,2
(−1)K{A⊗A′}K · {B⊗B′}K ,
(B6)
which is valid for commuting vectors, we can change the
order of coupling of the operators in Eq. (6) to obtain
V EE =
|E|2
4
∑
K=0,1,2
(−1)K{u∗ ⊗ u}K · [{d⊗R+d}K
+ (−1)K{d⊗R−d}K ]. (B7)
In deriving the above equation we have employed {u ⊗
u∗}K = (−1)K{u∗ ⊗ u}K . When we use the definition
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(B5) for the scalar product of tensors, we can rewrite Eq.
(B7) as
V EE =
|E|2
4
∑
K=0,1,2
(−1)K
∑
q
(−1)q{u∗ ⊗ u}Kq
× [{d⊗R+d}K,−q + (−1)K{d⊗R−d}K,−q]. (B8)
The explicit expressions for the compound tensor compo-
nents {u∗ ⊗ u}Kq, which appear in Eqs. (B7) and (B8),
are
{u∗ ⊗ u}0,0 = − 1√
3
, (B9)
{u∗ ⊗ u}1,0 = |u1|
2 − |u−1|2√
2
,
{u∗ ⊗ u}1,1 = −u0u
∗
−1 + u
∗
0u1√
2
,
{u∗ ⊗ u}1,−1 = u0u
∗
1 + u
∗
0u−1√
2
, (B10)
and
{u∗ ⊗ u}2,0 = 3|u0|
2 − 1√
6
,
{u∗ ⊗ u}2,1 = −u0u
∗
−1 − u∗0u1√
2
,
{u∗ ⊗ u}2,−1 = −u0u
∗
1 − u∗0u−1√
2
,
{u∗ ⊗ u}2,2 = −u1u∗−1,
{u∗ ⊗ u}2,−2 = −u−1u∗1. (B11)
The operators R+ and R− in Eqs. (B7) and (B8) are
given by Eqs. (7). In our treatment given below, the ba-
sis states |a〉 and |b〉 in Eqs. (7) are taken from the F ba-
sis states |nJFM〉, with unperturbed energies ωnJFM =
ωnJ and spontaneous decay rates γnJFM = γnJ .
Let V EEFMF ′M ′ ≡ 〈(nJ)FM |V EE |(nJ)F ′M ′〉 be the
matrix elements of the Stark interaction operator V EE
in the atomic hfs basis {|(nJ)FM〉} for a fixed set of
quantum numbers nJ . From Eq. (B8), we find
V EEFMF ′M ′ =
|E|2
4
∑
K=0,1,2
(−1)K
∑
q
(−1)q{u∗ ⊗ u}Kq
×OKqFMF ′M ′ , (B12)
where
OKqFMF ′M ′ =
∑
q1q2
CK,−q1q11q2
×
∑
n′′J′′F ′′M ′′
〈nJFM |dq1 |n′′J ′′F ′′M ′′〉
× 〈n′′J ′′F ′′M ′′|dq2 |nJF ′M ′〉R(K)n′′J′′nJ , (B13)
with
R(K)n′′J′′nJ = −
1
h¯
Re
(
1
ωn′′J′′ − ωnJ − ω − iγn′′J′′nJ/2
+
(−1)K
ωn′′J′′ − ωnJ + ω + iγn′′J′′nJ/2
)
. (B14)
According to the Wigner-Eckart theorem [58], the de-
pendence of the matrix elements 〈nJFM |TKq|n′J ′F ′M ′〉
of tensor component operators TKq on the quantum num-
bers M , M ′, and q is entirely included in the Wigner 3-j
symbol, namely,
〈nJFM |TKq|n′J ′F ′M ′〉 =
(−1)F−M
(
F K F ′
−M q M ′
)
〈nJF‖TK‖n′J ′F ′〉. (B15)
Here, the invariant factor
〈nJF‖TK‖n′J ′F ′〉 =
∑
MM ′q
(−1)F−M
(
F K F ′
−M q M ′
)
× 〈nJFM |TKq|n′J ′F ′M ′〉 (B16)
is the reduced matrix element for the set of tensor com-
ponent operators TKq, with the normalization convention
|〈nJF‖TK‖n′J ′F ′〉|2 =
∑
MM ′q
|〈nJFM |TKq|n′J ′F ′M ′〉|2
(B17)
and the complex conjugate relation
〈nJF‖TK‖n′J ′F ′〉∗ = (−1)F−F ′〈n′J ′F ′‖TK‖nJF 〉.
(B18)
Since the electric dipole d is a tensor of rank 1, the ap-
plication of the Wigner-Eckart theorem to the matrix
elements 〈nJFM |dq|n′J ′F ′M ′〉 of the spherical-tensor-
component operators dq of the electric dipole gives
〈nJFM |dq|n′J ′F ′M ′〉
= (−1)F−M
(
F 1 F ′
−M q M ′
)
〈nJF‖d‖n′J ′F ′〉. (B19)
The invariant factor 〈nJF‖d‖n′J ′F ′〉 is the reduced ma-
trix element for the electric dipole operator d. With the
help of Eq. (B19), we can rewrite Eq. (B13) as
OKqFMF ′M ′ =
∑
n′′J′′F ′′
〈nJF‖d‖n′′J ′′F ′′〉
× 〈n′′J ′′F ′′‖d‖nJF ′〉R(K)n′′J′′nJNKqF
′′
FMF ′M ′ , (B20)
where
NKqF ′′FMF ′M ′ =
√
2K + 1
∑
q1q2M ′′
(−1)F+F ′′−M−M ′′−q
×
(
1 1 K
q1 q2 q
)(
F 1 F ′′
−M q1 M ′′
)
×
(
F ′′ 1 F ′
−M ′′ q2 M ′
)
. (B21)
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When we use the symmetry properties of the 3-j symbol
and the sum rule [58]
∑
m4m5m6
(−1)j4+j5+j6−m4−m5−m6
(
j5 j1 j6
m5 −m1 −m6
)
×
(
j6 j2 j4
m6 −m2 −m4
)(
j4 j3 j5
m4 −m3 −m5
)
=
(
j1 j2 j3
m1 m2 m3
){
j1 j2 j3
j4 j5 j6
}
, (B22)
we find
NKqF ′′FMF ′M ′ = (−1)K+F
′+M
√
2K + 1
(
F K F ′
−M −q M ′
)
×
{
1 K 1
F F ′′ F ′
}
. (B23)
We now insert Eq. (B23) into Eq. (B20) and then insert
the result into Eq. (B12). Then, we obtain [24]
V EEFMF ′M ′ =
|E|2
4
∑
K=0,1,2
(−1)K
∑
q
(−1)q{u∗ ⊗ u}Kq
× (−1)F−M
(
F K F ′
−M −q M ′
)
α
(K)
nJFF ′ , (B24)
where
α
(K)
nJFF ′ = (−1)K+F+F
′
√
2K + 1
∑
n′′J′′F ′′
{
1 K 1
F F ′′ F ′
}
× 〈nJF‖d‖n′′J ′′F ′′〉〈n′′J ′′F ′′‖d‖nJF ′〉R(K)n′′J′′nJ
(B25)
are the reduced scalar (K = 0), vector (K = 1), and
tensor (K = 2) polarizability coefficients for the hfs levels
within a fine-structure manifold nJ .
For the tensor component operators TKq that
do not act on the nuclear spin degrees of free-
dom, the dependence of the reduced matrix element
〈nJIF‖TK‖n′J ′I ′F ′〉 on F , F ′, I, and I ′ may be fac-
tored out as [58]
〈nJIF‖TK‖n′J ′I ′F ′〉 = δII′(−1)J+I+F ′+K
×
√
(2F + 1)(2F ′ + 1)
{
F K F ′
J ′ I J
}
〈nJ‖TK‖n′J ′〉.
(B26)
Since the electric dipole d of the atom does not couple
to the nuclear degrees of freedom and is a tensor of rank
1, the use of Eq. (B26) for the case TK = d yields [58]
〈nJF‖d‖n′J ′F ′〉 ≡ 〈nJIF‖d‖n′J ′IF ′〉
= (−1)J+I+F ′+1
√
(2F + 1)(2F ′ + 1)
×
{
F 1 F ′
J ′ I J
}
〈nJ‖d‖n′J ′〉. (B27)
Substituting Eq. (B27) into Eq. (B25) yields
α
(K)
nJFF ′ = (−1)K+J+2I+F+2F
′
√
(2F + 1)(2F ′ + 1)
×
∑
n′′J′′
(−1)J′′〈nJ‖d‖n′′J ′′〉〈n′′J ′′‖d‖nJ〉R(K)n′′J′′nJ
×√2K + 1
∑
F ′′
(−1)F ′′(2F ′′ + 1)
{
1 F ′ F ′′
F 1 K
}
×
{
F 1 F ′′
J ′′ I J
}{
J ′′ I F ′′
F ′ 1 J
}
. (B28)
The summation over F ′′ in Eq. (B28) can be performed
using the formula [58]
∑
k
(−1)k(2k + 1)
{
j1 j2 k
j3 j4 j5
}{
j3 j4 k
j6 j7 j8
}
×
{
j6 j7 k
j2 j1 j9
}
= (−1)−j1−j2−j3−j4−j5−j6−j7−j8−j9
×
{
j5 j8 j9
j6 j1 j4
}{
j5 j8 j9
j7 j2 j3
}
. (B29)
The result is
α
(K)
nJFF ′ = (−1)I+F
′
−J
√
(2F + 1)(2F ′ + 1)
×
∑
n′′J′′
〈nJ‖d‖n′′J ′′〉〈n′′J ′′‖d‖nJ〉R(K)n′′J′′nJ
×√2K + 1
{
1 K 1
J J ′′ J
}{
F K F ′
J I J
}
. (B30)
When we insert the explicit expression (B14) into the
above equation, we get [24]
α
(K)
nJFF ′ =(−1)J+I+F
′+K
√
(2F + 1)(2F ′ + 1)
×
{
F K F ′
J I J
}
α
(K)
nJ ,
(B31)
where
α
(K)
nJ =(−1)2J+K+1
√
2K + 1
∑
n′J′
{
1 K 1
J J ′ J
}
× 〈nJ‖d‖n′J ′〉〈n′J ′‖d‖nJ〉
× 1
h¯
Re
(
1
ωn′J′ − ωnJ − ω − iγn′J′nJ/2
+
(−1)K
ωn′J′ − ωnJ + ω + iγn′J′nJ/2
)
(B32)
are the reduced scalar (K = 0), vector (K = 1), and
tensor (K = 2) polarizabilities for the Stark shift of
the fine-structure level |nJ〉. When we substitute Eq.
(B31) into Eq. (B24), we obtain Eq. (10). Since
〈nJ‖d‖n′J ′〉 = (−1)J−J′〈n′J ′‖d‖nJ〉, Eq. (B32) can be
rewritten as Eq. (11). The explicit expressions for the
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reduced polarizabilities α
(K)
nJ are
α
(0)
nJ =
2
h¯
√
3(2J + 1)
∑
n′J′
|〈n′J ′‖d‖nJ〉|2
× ωn′J′nJ(ω
2
n′J′nJ − ω2 + γ2n′J′nJ/4)
(ω2n′J′nJ − ω2 + γ2n′J′nJ/4)2 + γ2n′J′nJω2
,
α
(1)
nJ =
2
√
3
h¯
∑
n′J′
(−1)J+J′
{
1 1 1
J J ′ J
}
|〈n′J ′‖d‖nJ〉|2
× ω(ω
2
n′J′nJ − ω2 − γ2n′J′nJ/4)
(ω2n′J′nJ − ω2 + γ2n′J′nJ/4)2 + γ2n′J′nJω2
,
α
(2)
nJ = −
2
√
5
h¯
∑
n′J′
(−1)J+J′
{
1 2 1
J J ′ J
}
|〈n′J ′‖d‖nJ〉|2
× ωn′J′nJ(ω
2
n′J′nJ − ω2 + γ2n′J′nJ/4)
(ω2n′J′nJ − ω2 + γ2n′J′nJ/4)2 + γ2n′J′nJω2
.
(B33)
When we neglect the linewidths γn′J′nJ , Eqs. (B32) and
(B33) come to full agreement with the results of Ref. [24].
We emphasize that, in the above calculations for the
polarizabilities, we used the approximation ωnJFM =
ωnJ , that is, we neglected the effect of the hfs splitting
on the polarizabilities. This approximation is consistent
with the perturbation theory scheme used in our case
where the hfs splitting and the ac Stark shift are consid-
ered to be small perturbations of the same order. If the
hfs splitting is much larger than the ac Stark shift, we
can consider only the ac Stark shift as a perturbation. In
this case, the operator for the ac Stark shifts of sublevels
of a hfs level |nJF 〉 is given by expression [24]
V EE = −1
4
|E|2
{
αsF − iαvF
[u∗ × u] ·F
2F
+ αTF
3[(u∗ ·F)(u · F) + (u ·F)(u∗ · F)]− 2F2
2F (2F − 1)
}
,
(B34)
with the matrix elements
V EEMM ′ =
|E|2
4
∑
K=0,1,2
(−1)K
∑
q
(−1)q{u∗ ⊗ u}Kq
× (−1)F−M
(
F K F
−M −q M ′
)
α
(K)
F , (B35)
where
αsF =
1√
3(2F + 1)
α
(0)
F ,
αvF = −
√
2F
(F + 1)(2F + 1)
α
(1)
F ,
αTF = −
√
2F (2F − 1)
3(F + 1)(2F + 1)(2F + 3)
α
(2)
F , (B36)
and
α
(K)
F = (−1)K+F+1(2F+1)
√
2K + 1
∑
n′J′
|〈n′J ′‖d‖nJ〉|2
×
∑
F ′
(−1)F ′(2F ′ + 1)
{
1 K 1
F F ′ F
}{
F 1 F ′
J ′ I J
}2
× 1
h¯
Re
(
1
ωn′J′F ′ − ωnJF − ω − iγn′J′F ′nJF /2
+
(−1)K
ωn′J′F ′ − ωnJF + ω + iγn′J′F ′nJF /2
)
. (B37)
We note that, in the framework of the validity of Eqs.
(B34) and (B37), the different hfs levels F = I + 1/2
and F = I− 1/2 of the ground state have different scalar
polarizabilities. This means that, when the hfs splitting
is taken into account in the expression for the atomic
transition frequency ωn′J′F ′−ωnJF , a nonzero differential
scalar Stark shift between the hfs levels of the ground
state may occur.
Appendix C: Additional magnetic field
We consider the presence of a weak external real mag-
netic field B. The Hamiltonian for the interaction be-
tween the magnetic field and the atom is [1]
V B = µBgnJ(J ·B). (C1)
It can be shown that the matrix elements of the operator
V B in the basis {|FM〉} are given by the expression
V BFMF ′M ′ = µBgnJ(−1)J+I−M
√
J(J + 1)(2J + 1)
×
√
(2F + 1)(2F ′ + 1)
{
F 1 F ′
J I J
}
×
∑
q=0,±1
(−1)qBq
(
F 1 F ′
M q −M ′
)
. (C2)
Here, B−1 = (Bx − iBy)/
√
2, B0 = Bz, and B1 =
−(Bx + iBy)/
√
2 are the spherical tensor components of
the magnetic induction vector B = {Bx, By, Bz}. We
note that Eq. (C2) is valid for an arbitrary quantization
axis z.
When F is a good quantum number, the interaction
operator (C1) can be replaced by the operator
V B = µBgnJF (F ·B). (C3)
In the absence of the light field, the energies of the
Zeeman sublevels are h¯ωnJFM = h¯ωnJF + µBgnJFBM .
Here, h¯ωnJF is the energy of the hfs level |nJF 〉 in the
absence of the magnetic field and M = −F, . . . , F is the
magnetic quantum number. This integer number is an
eigenvalue corresponding to the eigenstate |FM〉B of the
projection FzB of F onto the zB axis. In general, the
quantization axis z may be different from the magnetic
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field axis zB and, consequently, |FM〉 may be different
from |FM〉B. In order to find the level energy shifts,
we must add the magnetic interaction operator V B to
the combined hfs-plus-Stark interaction operator (8) and
then diagonalize the resulting operator.
Appendix D: Atomic level energies and reduced
matrix elements
The full set of parameters used in our numerical calcu-
lations is shown in Tables I–V. The data is also provided
as electronic files in [32]. The reduced matrix elements
are given in the atomic unit ea0 of the electric dipole. The
energies of the levels with the principal quantum number
n ≤ 25 are taken from [52]. The energies of the levels
with the principal quantum number n ≥ 26 are provided
by Arora and Sahoo [53]. The reduced matrix elements
for the transitions 6S1/2 ↔ (6–15)P1/2,3/2 are taken from
[54]. The reduced matrix elements for the transitions
6P3/2 ↔ (6–10)S1/2 and 6P3/2 ↔ (5–8)D3/2,5/2 are taken
from [21]. The reduced matrix elements for transitions
to highly excited states are provided by Arora and Sahoo
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TABLE I. Energies of levels nP1/2 and reduced matrix ele-
ments for transitions between levels nP1/2 and 6S1/2 in atomic
cesium. The data of this table is provided as an electronic file
in [32].
nP1/2 level Energy |〈nP1/2‖d‖6S1/2〉|
(cm−1) (a.u.)
6P1/2 11178.27 4.489
7P1/2 21765.35 0.276
8P1/2 25708.84 0.081
9P1/2 27637.00 0.043
10P1/2 28726.81 0.047
11P1/2 29403.42 0.034
12P1/2 29852.43 0.026
13P1/2 30165.67 0.021
14P1/2 30392.87 0.017
15P1/2 30562.91 0.015
16P1/2 30693.47 0.022
17P1/2 30795.91 0.023
18P1/2 30877.75 0.019
19P1/2 30944.17 0.010
20P1/2 30998.79 0.035
21P1/2 31044.31 0.002
22P1/2 31082.60 0.027
23P1/2 31115.12 0.002
24P1/2 31142.97 0.000
25P1/2 31167.02 0.031
26P1/2 79752.85 0.045
27P1/2 123985.9 0.044
28P1/2 201030.4 0.040
29P1/2 334252.0 0.035
30P1/2 563660.5 0.029
31P1/2 958103.9 0.022
32P1/2 1636312 0.015
33P1/2 2804845 0.010
34P1/2 4827435 0.007
35P1/2 8334762 0.004
36P1/2 14384903 0.002
37P1/2 19069034 0.000
38P1/2 24735902 0.001
39P1/2 42263044 0.001
40P1/2 71483200 0.000
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TABLE II. Energies of levels nP3/2 and reduced matrix ele-
ments for transitions between levels nP3/2 and 6S1/2 in atomic
cesium. The data of this table is provided as an electronic file
in [32].
nP3/2 level Energy |〈nP3/2‖d‖6S1/2〉|
(cm−1) (a.u.)
6P3/2 11732.31 6.324
7P3/2 21946.40 0.586
8P3/2 25791.51 0.218
9P3/2 27681.68 0.127
10P3/2 28753.68 0.114
11P3/2 29420.82 0.085
12P3/2 29864.34 0.067
13P3/2 30174.18 0.055
14P3/2 30399.16 0.046
15P3/2 30567.69 0.039
16P3/2 30697.19 0.062
17P3/2 30798.85 0.065
18P3/2 30880.12 0.062
19P3/2 30946.11 0.039
20P3/2 31000.40 0.112
21P3/2 31045.66 0.014
22P3/2 31083.77 0.119
23P3/2 31116.09 0.081
24P3/2 31143.84 0.004
25P3/2 31167.74 0.032
26P3/2 82736.05 0.001
27P3/2 129247.4 0.017
28P3/2 210254.6 0.025
29P3/2 350320.8 0.029
30P3/2 591569.5 0.029
31P3/2 1006618 0.023
32P3/2 1720992 0.017
33P3/2 2953614 0.012
34P3/2 5089655 0.008
35P3/2 8794667 0.005
36P3/2 15185971 0.003
37P3/2 19069122 0.000
38P3/2 26120330 0.002
39P3/2 44625560 0.001
40P3/2 75454848 0.001
17
TABLE III. Energies of levels nS1/2 and reduced matrix ele-
ments for transitions between levels nS1/2 and 6P3/2 in atomic
cesium. The data of this table is provided as an electronic file
in [32].
nS1/2 level Energy |〈nS1/2‖d‖6P3/2〉|
(cm−1) (a.u.)
6S1/2 0 6.324
7S1/2 18535.53 6.470
8S1/2 24317.15 1.461
9S1/2 26910.66 0.770
10S1/2 28300.23 0.509
11S1/2 29131.73 0.381
12S1/2 29668.80 0.297
13S1/2 30035.79 0.241
14S1/2 30297.64 0.219
15S1/2 30491.02 0.234
16S1/2 30637.88 0.251
17S1/2 30752.03 0.259
18S1/2 30842.52 0.239
19S1/2 30915.45 0.376
20S1/2 30975.10 0.213
21S1/2 31024.50 0.349
22S1/2 31065.88 0.472
23S1/2 31100.88 0.578
24S1/2 31130.75 0.026
25S1/2 31156.44 0.464
26S1/2 74266.21 0.325
27S1/2 114033.8 0.211
28S1/2 184506.6 0.132
29S1/2 308495.8 0.081
30S1/2 525668.9 0.048
31S1/2 905144.4 0.027
32S1/2 1567994 0.015
33S1/2 2728852 0.008
34S1/2 4773681 0.004
35S1/2 8387611 0.002
36S1/2 14752595 0.001
37S1/2 19071256 0.000
38S1/2 25891848 0.001
39S1/2 45209868 0.000
40S1/2 78196928 0.000
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TABLE IV. Energies of levels nD3/2 and reduced matrix
elements for transitions between levels nD3/2 and 6P3/2 in
atomic cesium. The data of this table is provided as an elec-
tronic file in [32].
nD3/2 level Energy |〈nD3/2‖d‖6P3/2〉|
(cm−1) (a.u.)
5D3/2 14499.26 3.166
6D3/2 22588.82 2.100
7D3/2 26047.83 0.976
8D3/2 27811.24 0.607
9D3/2 28828.68 0.391
10D3/2 29468.29 0.304
11D3/2 29896.34 0.246
12D3/2 30196.80 0.211
13D3/2 30415.75 0.215
14D3/2 30580.23 0.234
15D3/2 30706.90 0.248
16D3/2 30806.53 0.256
17D3/2 30886.30 0.269
18D3/2 30951.15 0.204
19D3/2 31004.59 0.397
20D3/2 31049.14 0.012
21D3/2 31086.68 0.482
22D3/2 31118.60 0.021
23D3/2 31145.97 0.491
24D3/2 31169.61 0.438
25D3/2 31190.18 0.344
26D3/2 53740.33 0.028
27D3/2 67538.40 0.244
28D3/2 89286.16 0.158
29D3/2 122155.2 0.095
30D3/2 171666.2 0.053
31D3/2 246044.2 0.027
32D3/2 357540.4 0.011
33D3/2 524435.1 0.002
34D3/2 774031.9 0.002
35D3/2 1147062 0.004
36D3/2 1704131 0.004
37D3/2 2535326 0.004
38D3/2 3774912 0.003
39D3/2 5623814 0.002
40D3/2 8382140 0.002
41D3/2 12493172 0.001
42D3/2 18603884 0.001
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TABLE V. Energies of levels nD5/2 and reduced matrix el-
ements for transitions between levels nD5/2 and 6P3/2 in
atomic cesium. The data of this table is provided as an elec-
tronic file in [32].
nD5/2 level Energy |〈nD5/2‖d‖6P3/2〉|
(cm−1) (a.u.)
5D5/2 14596.84 9.590
6D5/2 22631.69 6.150
7D5/2 26068.77 2.890
8D5/2 27822.88 1.810
9D5/2 28835.79 1.169
10D5/2 29472.94 0.909
11D5/2 29899.55 0.735
12D5/2 30199.10 0.630
13D5/2 30417.46 0.642
14D5/2 30581.53 0.699
15D5/2 30707.91 0.741
16D5/2 30807.33 0.766
17D5/2 30886.94 0.798
18D5/2 30951.68 0.745
19D5/2 31005.03 0.903
20D5/2 31049.52 0.840
21D5/2 31087.00 1.438
22D5/2 31118.87 0.130
23D5/2 31146.20 1.456
24D5/2 31169.81 1.288
25D5/2 31190.35 0.149
26D5/2 54508.05 0.998
27D5/2 69450.32 0.713
28D5/2 92156.01 0.462
29D5/2 126462.2 0.280
30D5/2 178123.1 0.158
31D5/2 255714.2 0.081
32D5/2 372021.2 0.035
33D5/2 546142.6 0.008
34D5/2 806627.1 0.005
35D5/2 1196092 0.010
36D5/2 1778024 0.011
37D5/2 2646960 0.010
38D5/2 3944018 0.008
39D5/2 5880432 0.006
40D5/2 8771401 0.005
41D5/2 13082459 0.003
42D5/2 19494500 0.002
