Abstract: Let C be a nonempty closed convex subset of a Hilbert space H, A : C → C be a nonexpansive mapping, B : C → H be a τ -inverse strongly monotone mapping and M be a maximal monotone operator on H such that the domain of M is included in C. In this paper, we prove the iterative sequence with errors converges weakly to a common element of F (A) and (B + M ) −1 0 under the suitable conditions.
Introduction and Preliminaries
Many theorems of the existence of fixed points on nonlinear operators have found and improved since 1922, when Banach proved a theorem, which is called Banach's fixed point theorem [1] (or Banach's contraction principle); see [6, 8, 9, 18] . Recently, some authors have studied on the convergence for the sum of monotone operators in Hilbert spaces, for instance, see [3, 7, 14] .
Throughout this paper, we always assume that H is a Hilbert space with inner product ·, · and norm · and C is a nonempty closed convex subset of H to find a common element of a fixed point set of nonexpansive mappings and zeros of the sum of monotone operators under the suitable conditions. Now, we are ready to introduce some important mappings which are used in the paper.
A mapping A : C → C is called nonexpansive if
Ax − Ay ≤ x − y , ∀x, y ∈ C.
We denote by F (A) the set of fixed points of A. If C is nonempty bounded closed convex and A : C → C is nonexpansive, then F (A) is nonempty. This explains why we assume the common element set used in main results is nonempty; for instance, see [16] . Moreover, if C is closed and convex and A : C → C is nonexpansive, then it is well known that F (A) is closed and convex and I − A is demiclosed, that is, ω ∈ F (A) whenever x n − Ax n → 0 and x n ⇀ ω. There are many iterative methods for approximation of fixed points of a nonexpansive mapping in a Hilbert space; see, for instance, [6, 15, 16, 17, 18] . A mapping B of C into H is called inverse strongly monotone if there exists a positive real number τ such that
For such a case, B is also said to be τ -inverse strongly monotone. For a nonempty closed convex subset C of H, the nearest point projection of H onto C is denoted by P roj C , that is, x − P roj C x ≤ x − y , ∀x, y ∈ H. Such P roj C is called the metric projection of H onto C. We know that the metric projection P roj C is firmly nonexpansive, that is, P roj C x−P roj C y 2 ≤ P roj C x − P roj C y, x − y , ∀x, y ∈ H; see [15] . A multivalued operator M : H → 2 H with the domain D(M ) = {x ∈ H : M x = ∅} and the range R(M ) = {M x : x ∈ D(M )} is said to be monotone if for each x i ∈ D(M ) and y i ∈ M x i , i = 1, 2, we have x 1 − x 2 , y 1 − y 2 ≥ 0. A monotone operator M is said to be maximal if its graph G(M ) = {(x, y) : y ∈ M x} is not properly contained in the graph of any other monotone operator. Let I denote the identity operator on H and M : H → 2 H be a maximal monotone operator. Then we can define, for each λ > 0, a nonexpansive single valued mapping
for all λ > 0 and J M λ is firmly nonexpansive; for instance, see [2, 3, 4, 5, 12, 13] .
In 1953, Mann [8] considered the following iterative scheme for finding a fixed point of a nonexpansive mapping A of H into itself,
where x 0 = x ∈ H and {α n } is a sequence in [0, 1] . He proved that the sequence {x n } generated by (1.1) converges weakly to some z ∈ F (A).
Motivated by (1.1), Kamimura and Takahashi [7] introduced the following iterative scheme
where
H is a maximal monotone and J M λn = (I + λ n M ) −1 . They showed that the sequence {x n } generated by (1.2) converges weakly to some z ∈ M −1 0. Further, using this result, they investigated some algorithm in the case of M = ∂f, where f : H → (−∞, ∞] is a proper lower semicontinuous convex function. Define the subdifferential
for all x ∈ H. It is well known that ∂f is a maximal monotone operator of H into itself; see [12] .
Recently, Takahashi et al. [14] introduced the following iteration:
is the resolvent of M for any λ > 0 and A : C → C is a nonexpansive mapping. They proved that the sequence {x n } generated by (1.3) converges strongly to a point of
In this paper, motivated by Takahashi et al. [14] , we consider the convergence of an iterative sequence generated by a resolvent operator for a maximal monotone operator and nonlinear mappings in Hilbert spaces. With the help of the resolvent operator, we construct the iterative scheme to approximate the common element of a fixed point set for a nonexpansive mapping and a zeros of a mapping associated with a maximal monotone operator. Also, we obtain the weak convergence of the iteration with bounded errors.
Next, we collect several lemmas will be cited in the next section.
The property (a) means the resolvent J M λ is firmly nonexpensive and (b) does the fixed point set of resolvent is right zeros of maximal monotone operator. The property (c) is called resolvent identity.
Lemma 1.2. ([15])
Let C be a nonempty closed convex subset of a real Hilbert space H and B : C → H be τ -inverse strongly monotone with a coefficient τ > 0. Then we have
If 0 ≤ λ ≤ 2τ, then I − λB is nonexpansive.
Lemma 1.3. ([11])
Let {a n }, {b n } and {c n } be three nonnegative real number sequences satisfying the following condition:
where n 0 is some nonnegative integer, ∞ n=0 c n < ∞ and ∞ n=0 b n < ∞. Then lim n→∞ a n exists. Lemma 1.4. ( [19] ) Let H be a Hilbert space. Then for each x, y, z ∈ H,
where α + β + γ = 1.
Throughout this paper, we already assumed C is a nonempty closed convex subset of a real Hilbert space H. We know that H satisfies Opial's property [10] , that is, for any sequence {x n } ⊂ H with x n ⇀ x, the inequality lim inf n→∞ x n − x < lim inf n→∞ x n − y holds for every y ∈ H with y = x.
Main Results
Theorem 2.1. Let C be a nonempty closed convex subset of a real Hilbert space H, A : C → C be a nonexpansive mapping, B : C → H be a τ -inverse strongly monotone mapping and M be a maximal monotone operator on H such that the domain of M is included in C. Assume that F = F (A)∩(B +M ) −1 0 = ∅. Let J M λn = (I + λ n M ) −1 be the resolvent of M for any λ n > 0 and {e n } be a bounded error sequence in C. Let {x n } be a sequence in C generated by x 1 = x ∈ C and
for all n ∈ N, where {α n }, {β n }, {γ n } ∈ (0, 1) and α n + β n + γ n = 1.
Assume that {α n }, {β n }, {γ n }, {δ n } and {λ n } satisfy the following:
where a, b, c, d, e and f are positive real numbers. Then {x n } generated by (2.1) converges weakly to a point of F.
Proof. From Lemma 1.2, we know I − λ n B is nonexpansive. Actually, for any x, y ∈ C,
From (e), we get (I − λ n B)x − (I − λ n B)y 2 ≤ x − y 2 , that is, I − λ n B is nonexpansive. Take p ∈ F. Then p ∈ F (A) and p ∈ (B + M ) −1 0. From Lemma 1.1, we get
Put u n = J M λn (x n − λ n Bx n ). Since J M λn and I − λ n B are nonexpansive, we have
Let A n = δ n I + (1 − δ n )A. Then y n = A n x n and F (A) = F (A n ). It is easy to show that A n is nonexpansive. Hence we have
From (2.2) and (2.3), we have
From Lemma 1.3, we see that lim n→∞ x n − p exists and so {x n } is bounded. Hence {y n }, {u n } and {Bx n } are so. Using Lemma 1.4, we get
which yields
From the existence of lim n→∞ x n − p and the conditions (a) and (b), we obtain lim n→∞ y n − u n = 0.
(2.5)
By substituting (2.6), we have
which derives the inequality
From the conditions (b) and (e), we obtain
We know the resolvent J M λn of M is firmly nonexpansive and B is monotone. From this, we get the following
By substituting (2.8), we have
It follows that
From the conditions (b), (c) and (2.7), we obtain
We know x n − y n ≤ x n − u n + u n − y n .
From (2.5) and (2.9), we get
From this, we get
From (2.10) and the condition (d), we get lim n→∞ Ax n − x n = 0.
Since {x n } is bounded, there exists a subsequence {x n i } of {x n } such that
First, we show ω ∈ F (A). Since I −A demiclosed at 0, we can get ω ∈ F (A). Next, we show ω ∈ (B + M ) −1 0. Notice
Since M is monotone, we get for any (u, v) ∈ M,
Replacing n by n i and letting i → ∞, we obtain
This means −Bω ∈ M ω, that is, 0 ∈ (B + M )ω. Hence we get ω ∈ (B + M ) −1 0. Therefore, ω ∈ F. Suppose that there exists another subsequence {x n j } of {x n } such that x n j ⇀ ω * . Then we can show ω * ∈ F in exactly the same way. Assume that ω = ω * . Then we have
This is a contraction. Therefore ω = ω * and x n ⇀ ω ∈ F. This completes the proof.
Applications
In this section, we draw some results using a proper lower semicontinuous convex function. Let f : H → (−∞, ∞] be a proper lower semicontinuous convex function. Define the subdifferential ∂f (x) of f by
for all x ∈ H. Then ∂f is a maximal monotone operator of H into itself. It is well-known by Rockafellar [17] . Let C be a nonempty closed convex subset of H and i C be the indicator function of C, that is,
Furthermore, we define the normal cone N C (v) of C at v as follows:
is a proper lower semicontinuous convex function on H and ∂i C is a maximal monotone operator. Let J ∂i C λn x = (I + λ n ∂i C ) −1 x for any λ n > 0 and x ∈ H. From the facts ∂i C x = N C x and x ∈ C, we get
⇔ v = P roj C x, where P roj C is the metric projection from H into C. Similarly, we can get that x ∈ (B + ∂i C ) −1 0 ⇔ x ∈ V I(B, C) = {z : Bz, y − z ≥ 0, ∀y ∈ C}.
Put M = ∂i C in Theorem 2.1. Then we can see J M λn = P roj C and conclude the following theorem.
Theorem 3.1. Let C be a nonempty closed convex subset of a real Hilbert space H, A : C → C be a nonexpansive mapping and B : C → H be a τ -inverse strongly monotone mapping such that F = F (A) ∩ (B + ∂i C ) −1 0 = ∅. Let {e n } be a bounded error sequence in C. Let {x n } be a sequence in C generated by x 1 = x ∈ C and x n+1 = α n Ax n + β n (P roj C (x n − λ n Bx n )) + γ n e n (3.1) for all n ∈ N, where {α n }, {β n }, {γ n } ∈ (0, 1) and α n + β n + γ n = 1. Assume that {β n }, {γ n } and {λ n } satisfy the following:
∞ n=1 γ n < ∞, where a, b, c and d are positive real numbers.
Then the sequence {x n } generated by (3.1) converges weakly to a point of F.
