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OPTIMAL EXTENSION TO SOBOLEV ROUGH PATHS
CHONG LIU, DAVID J. PRO¨MEL, AND JOSEF TEICHMANN
Abstract. We show that every path of suitable Sobolev regularity can be lifted in a unique,
optimal and deterministic way to a Sobolev rough path in the sense of T. Lyons. In addition,
we prove that the solution map associated to differential equations driven by rough paths
is locally Lipschitz continuous w.r.t. the Sobolev topology on the rough path space for any
arbitrary low regularity. Generalizations of the results to Besov spaces are discussed.
Keywords: Itoˆ–Lyons map, Lyons–Victoir extension theorem, Sobolev space, reconstruction
theorem, regularity structures, rough differential equation, rough path.
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1. Introduction
The original motivation and central aim of rough path theory is the study of controlled
differential equation
(1.1) dYt = V (Yt) dXt, Y0 = y0, t ∈ [0, T ],
where (Xt)t∈[0,T ] is a continuous d-dimensional driving signal, y0 ∈ R
e is an initial value and V
is a smooth map from Rd to the space of endomorphisms of Re. Ordinary differential equations
of this type are classical objects as long as the driving signal is at least weakly differentiable
with p-integrable derivative, that is, X belongs to some Sobolev space W 1,p. However, it is
a delicate problem to extend the solution map X 7→ Y in a meaningful way to larger spaces
of driving signals containing, e.g., sample paths of frequently considered stochastic processes
like Brownian motion, see [Lyo91].
In order to set up a deterministic solution theory consistent with the classical one but
covering many interesting example of stochastic processes, T. Lyons [Lyo98] realized that
the driving signal X needs not only to take values in Rd but instead in the step-N free
nilpotent group GN (Rd) (see Subsection 2.1 for all necessary details), which equals by the
Chow–Rashevskii theorem (see, e.g., [Gro96]) to the values of N -step signature of paths with
bounded variation, i.e.,
GN (Rd) = {SN (Z)0,T : Z ∈ C
1-var([0, T ];Rd)}, N ∈ N,
where the N -step signature of a path of bounded variation Z is given by
SN (Z)s,t :=
(
1,
∫
s<u<t
dZu, . . . ,
∫
s<u1<···<uN<t
dZu1 ⊗ · · · ⊗ dZuN
)
.
This led to the notion of rough paths: X: [0, T ] → GN (Rd) is called a (weakly geometric)
rough path if X is α-Ho¨lder continuous or of finite 1/α-variation, for α > 1/N . Assuming
that the driving signal X of the differential equation (1.1) is a rough path, the theory of
rough paths initiated by T. Lyons establishes that (1.1) possess a unique solution Y and the
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solution map X 7→ Y is locally Lipschitz continuous. In the area of stochastic analysis this
solution map is then often called Itoˆ–Lyons map. For more details about rough path theory
we refer the interested reader to the introductory textbooks [LCL07, Lej09, FV10, FH14].
This immediately raises the question whether every Rd-valued path X can be lifted to a
weakly geometric rough path X in the sense that the projection of X onto the path-level is X.
Of course, for sufficiently regular path this can easily be achieved by, e.g., Young integration
[You36], but in general this question becomes rather challenging. The first affirmative answer
was given by Lyons and Victoir [LV07]. They show, in particular, that an Rd-valued Ho¨lder
continuous path can always be lifted to a Ho¨lder continuous rough path, which then immedi-
ately extends to p-variation by a re-parameterization argument. While this approach is based
on the axiom of choice, whence it is not constructive, an explicit approach based on so-called
Fourier normal ordering was developed by J. Unterberger [Unt10]. The later approach is in
a related spirit as the one relying on Hairer’s regularity structures [FH14, Section 13], see
also [Bra17]. Very recently, Tapia and Zambotti [TZ18] generalized Lyons–Victoir extension
theorem to the case of anisotropic Ho¨lder continuous paths, i.e., allowing each component to
have a different regularity. They provide a constructive version of Lyons–Victoir approach
by using an explicit form of the Baker–Campbell–Hausdorff formula. Applications of these
extension theorems for rough paths can be found in, e.g., [QT11, CL15].
In this article we shall consider weakly geometric rough paths with respect to a (fractional)
Sobolev topology with regularity α and integrability p. This seems to be a very natural choice
as Sobolev spaces provide a very successful framework to deal with (classical) ordinary and
partial differential equations. It turns out that the notion of so-called Sobolev rough paths
(Definition 2.1) is not only a feasible object in the context of rough path theory but it also
additionally comes with several advantages, as discussed below. Furthermore, let us recall
that Sololev spaces cover the Ho¨lder spaces as a special case (setting p =∞).
Our first contribution is to prove that every path of Sobolev regularity α and integrability p
can be lifted to a Sobolev rough path, provided 1/p < α < 1. For this purpose, we follow
the approach based on Hairer’s regularity structures [Hai14] for α ∈ (1/3, 1/2). While this
approach in the case of Ho¨lder continuous paths is actually a fairly simple application of the
reconstruction theorem, the case of Sobolev regular path requires some serious and novel work
since it lies outside the current framework of regularity structures. In particular, we need to
generalize the notion of a model within the framework of regularity structures. In order to
obtain the analogue assertion of the Lyons–Victoirs extension theorem for Sobolev paths with
arbitrary low regularity α, we crucially rely on a discrete characterization of Sobolev spaces as
recently provided by [LPT18a]. These two ways of constructing rough path lifts have different
advantages as discussed in Section 2.
Besides its originally non-constructive nature, a second concern with the Lyons–Victoir
extension theorem is the fact that it does of course not provide a canonical way to lift a path.
It is even well-known that the existence of one rough path lift ensures the existence of infinitely
many rough path lifts and thus one is left with the task to select in some way a canonical one.
The usual way to circumvent this issue is to keep (if possible) the probabilistic nature of the
driving signal X in mind. Then, it is possible to select a canonical rough path lift based on
some type of stochastic integration, see, e.g., for fractional Brownian motions [CQ02] or for
martingales [CL05]. One advantage of the present Sobolev stetting is that it allows to ensure
the existence of a unique rough path lift with respect to a deterministic selection criterion.
For example, there always exists a unique rough path lift of “minimal length” for every given
OPTIMAL EXTENSION TO SOBOLEV ROUGH PATHS 3
path X of Sobolev regular α ∈ (1/3, 1/2), in the sense that there exists a unique rough path
lift possessing the mimimal Sobolev norm among all rough path lifts of X.
The topological structure of Sobolev spaces (for p < +∞) offers many favourable prop-
erties which are not provided by the commonly used distances on the rough path spaces
such as Ho¨lder or p-variation. For instance, the real-valued Sobolev spaces are known to be
strictly convex, separable, reflexive, UMD Banach spaces of martingale type 2. Some of these
properties are essential to solve optimization problems or to set up stochastic integration.
Despite these valuable observations, the Sobolev distance is almost not used in the context
of rough path, which steams from the fact that it was unclear so far, in general, whether the
Itoˆ–Lyons map is locally Lipschitz continuous with respect to the (inhomogeneous) Sobolev
distance, without losing regularity1. Based on the novel discrete characterization of (non-
linear) Sobolev spaces (see [LPT18a]) in combination with classical estimates from rough
path theory, we manage to obtain the local Lipschitz continuity of the Itoˆ–Lyons map acting
on the space of Sobolev rough paths with arbitrary low regularity, see Section 4. This con-
firms that the solution theory for controlled differential equations using rough paths naturally
extends the classical solution theory of ordinary differential equation based on Sobolev spaces.
Additionally, this guarantees the access to the above mentioned favourable properties.
Organization of the paper: In Section 2 the rough path lift of a path with sufficient Sobolev
regularity is constructed. The existence of a unique optimal rough path lift is proven in
Section 3. The local Lipschitz continuity of the Itoˆ–Lyons map acting on the space of Sobolev
rough paths with arbitrary low regularity is provided in Section 4. The generalizations of the
presented results to Besov spaces are discussed in Section 5.
Acknowledgment: C. Liu and J. Teichmann gratefully acknowledge support by the ETH
foundation. D.J. Pro¨mel is grateful to Martin Huesmann for inspiring discussions about the
problem of lifting a path in a “optimal” manner.
1.1. Basic notation and function spaces. As usual, R and R+ are the real numbers
resp. the non-negative real numbers, N := {1, 2, . . . } are the natural numbers and we set
N0 := N ∪ {0}. The ball in R
d, around x ∈ Rd with radius R > 0 is denoted by B(x,R). For
two real functions a, b depending on variables x one writes a . b or a .z b if there exists a
constant C(z) > 0 such that a(x) ≤ C(z) · b(x) for all x, and a ∼ b if a . b and b . a hold
simultaneously. A partition π of an interval [0, T ] is a collection of finitely many essentially
disjoint interval covering [0, T ], i.e., π := {[tk−1, tk] : 0 = t0 < t1 < · · · < tn = T, n ∈ N}.
Let (E, d) be a metric space and p ∈ [1,+∞). The space of all continuous functions
f : [0, T ] → E is denoted by C([0, T ];E). We can define a metric thereon by d∞(f, g) :=
sup0≤t≤T d(f(t), g(t)). If E is normed vector space we set ‖f‖∞:= sup0≤t≤T ‖f(t)‖. The
space Cp-var([0, T ];E) consists of all continuous functions f : [0, T ] → E of finite p-variation,
i.e.,
‖f‖p-var;[0,T ]:= sup
π⊂[0,T ]
( ∑
[s,t]∈π
d(f(s), f(t))p
)1/p
< +∞,
where the supremum is taken over all partitions π of the interval [0, T ].
1i.e. mapping X with Sobolev regularity α to Y with Sobolev regularity β for β < α
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For α ∈ (0, 1) and p ∈ (1,+∞) the space Wαp ([0, T ];E) consists of all measurable functions
f : [0, T ]→ E such that ∫∫
[0,T ]2
d(f(s), f(t))p
|t− s|αp+1
ds dt < +∞.
The space Lp := Lp(Rd,dx), p ≥ 1, is the Lebesgue space, that is, the space of all func-
tions f such that
∫
Rd
|f(x)|p dx < +∞. We also set Lqλ := L
q((0, 1), λ−1dλ) for q ≥ 1 and
write Lp(Rd;B) for the Lp-space of functions f :Rd → B where B is a Banach space. The
notation 〈f, g〉 is used for the L2-inner product of f and g as well as the evaluation of the
distribution f against the test function g.
The space ℓp is the Banach space of all sequences (xn)n∈N of real numbers such that∑
n∈N|xn|
p< +∞ and the corresponding norm is denoted by ‖·‖ℓp . The space ℓ
p
n, for n ∈ N,
is the Banach space of all sequences u(x) ∈ R, x ∈ Λn := {2
−nk : k ∈ Z}, such that
‖u(x)‖ℓpn :=
( ∑
x∈Λn
2−nd|u(x)|p
)1/p
< +∞.
The space D′ = D′(Rd) is the space of Schwartz distributions, that is, the topological dual
of the space of compactly supported infinitely differentiable functions.
The space of linear operators from Rn to Rm is L(Rn;Rm). Lipα := Lipα(Rm;L(Rn;Rm))
is the space of all α-Lipschitz continuous functions V :Rm → L(Rn,Rm) in the sense of E.
Stein for α > 0, equipped with the usual norm |·|Lipα , see [FV10, Definition 10.2].
The space of Ho¨lder continuous functions ϕ:Rd → R of order r ≥ 0 is denoted by Cr, that
is, ϕ is bounded (not necessarily continuous) if r = 0, Ho¨lder continuous for 0 < r ≤ 1 (which
amounts precisely to Lipschitz continuous for r = 1, the derivative does not necessarily exist
everywhere). For r > 1 not an integer the function is ⌊r⌋-times continuously differentiable
and the derivatives of order ⌊r⌋ are Ho¨lder continuous of order r − ⌊r⌋. The space Cr is
equipped with the norm
‖f‖Cr :=
⌊r⌋∑
k=0
‖Dkf‖∞+1r>⌊r⌋‖D
⌊r⌋f‖r−⌊r⌋,
where ‖·‖β denotes the β-Ho¨lder norm for β ∈ (0, 1], and ‖·‖∞ denotes the supremum norm.
If a function ϕ ∈ Cr has compact support, we say ϕ ∈ Cr0 . Additionally, we use ϕ ∈ B
r if
φ ∈ Cr0 is such that ‖ϕ‖Cr≤ 1 and suppϕ ⊂ B(0, 1), and φ ∈ B
r
n for n ∈ N if ϕ ∈ B
r and ϕ
annihilates all polynomials of degree at most n. We set Br−1(R
d) := Br(Rd).
2. Lifting Sobolev paths to Sobolev rough paths
This section is devoted to show that every path of suitable Sobolev regularity can be lifted
to a weakly geometric rough path possessing exactly the same Sobolev regularity. To prove this
statement, we proceed via two different approaches which both come with different advantages
and thus, we believe, are both of independent interest.
The first one is based on Martin Hairer’s reconstruction theorem of his theory of regularity
structures [Hai14], see Subsection 2.4. We managed to generalize this approach to paths
of Sobolev regularity α ∈ (1/3, 1/2). Already in this case the approach becomes rather
challenging but comes with the benefit that the rough path lift is explicitly constructed and
the extension map from a path to its rough path lift is actually continuous.
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The second one generalizes the original ideas of Lyons and Victoir [LV07], see Subsec-
tion 2.5. While this approach directly gives the general Lyons–Victoir extension theorem for
Sobolev paths, it requires to use the axiom of choice and whence the rough path lift is not
explicit2. In particular, this extension map is by no means continuous with respect to the
Sobolev topologies.
We start by introducing the notion of Sobolev rough paths and some basic definitions in
Subsection 2.1. The necessary elements of Hairer’s theory of regularity structures are given
in Subsection 2.2.
2.1. Sobolev rough path. Let us start by fixing the basic definitions of rough path theory,
following the commonly used notation as, e.g., introduced in [FV10] or [LV07].
Let Rd be the Euclidean space with norm |·| for d ∈ N. The tensor algebra over Rd is
denoted by T (Rd) :=
⊕∞
n=0(R
d)⊗n where (Rd)⊗n stands for the n-tensor space of Rd and
where we use the convention (Rd)⊗0 := R. T (Rd) is equipped with the standard addition +,
tensor multiplication ⊗ and scalar product. We consider it as a representation of the free
algebra with d indeterminates.
We recall further some group theoretic prerequisities. For any N ∈ N0, T
N (Rd) denotes
the quotient algebra of T (Rd) by the ideal
⊕∞
m=N+1(R
d)⊗m with the corresponding algebraic
structures making it a free N -step nilpotent algebra with d indeterminates. On TN (Rd) such
as on T (Rd) one can define a Lie bracket by the commutator formula
[a, b] := a⊗ b− b⊗ a,
which makes TN (Rd) into a Lie algebra. Let GN (Rd) be the Lie subalgebra of TN (Rd)
generated by elements in Rd. Note that
GN (Rd) :=
n⊕
i=1
Vi,
where V1 := R
d and Vi+1 := [R
d, Vi]. G
N (Rd) is called the free nilpotent Lie algebra of step N .
The exponential, logarithm and inverse function are defined on T (N)(Rd) by means of their
power series. We denote by GN (Rd) := exp(GN (Rd)), which is a connected nilpotent Lie
group with the group operator ⊗. By construction, GN (Rd) is the Carnot group with Lie
algebra GN (Rd). On GN (Rd) usually two types of complete metrics are considered, which
generate the standard trace topology inherited from TN (Rd): the first metric is defined by
ρ(g, h) := max
i=1,...,N
|πi(g − h)| for g, h ∈ G
N (Rd),
where πi denotes the projection from
⊕N
i=0(R
d)⊗i onto the i-th level. We set |g|:= ρ(g, 1) for
g ∈ GN (Rd). The second one is the Carnot–Caratheodory metric dcc, which is given by
dcc(g, h) := ‖g
−1 ⊗ h‖ for g, h ∈ GN (Rd),
where ‖·‖ is the Carnot–Caratheodory norm defined via [FV10, Theorem 7.32], cf. [FV10,
Definition 7.41]. These two metrics are in general not equivalent (unless d = 1) in the
sense that there exist constants C1, C2 such that C1ρ(g, h) ≤ dcc(g, h) ≤ C2ρ(g, h) for all
g, h ∈ GN (Rd). Instead, it holds that
ρ(g, h) . dcc(g, h) and dcc(g, h) . ρ(g, h)
1/N
2In the recent work [TZ18], Tapia and Zambotti modify the Lyons–Victoir’s original approach, which allows
them to bypass the use of the axiom of choice.
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uniformly on bounded sets (w.r.t. the Carnot–Caratheodory norm), see [FV10, Proposi-
tion 7.49]. For more information regarding GN (Rd) we refer to [FV10, Chapter 7]. Notice
that we do not consider the Carnot-Caratheodory metric in the sense of sub-Riemannian
geometry in this article.
In the sequel, K stands always for a closed normal subgroup of GN (Rd) with the corre-
sponding Lie algebra K ⊂ GN (Rd). Again, by ‖·‖ we denote the Carnot–Caratheodory norm
on GN (Rd). The quotient Lie group GN (Rd)/K is equipped with the quotient homogeneous
norm
‖·‖GN (Rd)/K :G
N (Rd)/K → R,
gK 7→ inf
k∈K
‖g ⊗ k‖,
which defines a metric d on GN (Rd)/K. The canonical homomorphism from GN (Rd) onto
GN (Rd)/K is denoted by πGN (Rd),GN (Rd)/K . For more details about Carnot groups and free
nilpotent Lie group we refer the reader to [LV07, Section 3] and the references therein.
For N ∈ N and a path Z ∈ C1-var([0, T ];Rd), its N -step signature is given by
SN (Z)s,t :=
(
1,
∫
s<u<t
dZu, . . . ,
∫
s<u1<···<uN<t
dZu1 ⊗ · · · ⊗ dZuN
)
∈ TN (Rd) :=
N⊕
k=0
(Rd)⊗k ⊂ T (Rd),
cf. [FV10, Definition 7.2]. As we have mentioned in the introduction, the corresponding
space of endpoints at one fixed point in time T of all these lifted paths equals the step-N free
nilpotent group (w.r.t. ⊗) by the Chow–Rashevskii theorem:
GN (Rd) = {SN (Z)0,T : Z ∈ C
1-var([0, T ];Rd)} ⊂ TN (Rd).
If X defined on [0, T ] is a path taking values in GN (Rd), we set Xs,t := X
−1
s ⊗Xt for any
subinterval [s, t] ⊂ [0, T ]. For r ∈ R+, we define
[r] := sup{n ∈ Z : n ≤ r} and ⌊r⌋ := sup{n ∈ Z : n < r}.
In this article we shall always equip the free nilpotent Lie group GN (Rd) with the Carnot–
Caratheodory metric dcc, which gives then a metric space. This allows for defining the frac-
tional Sobolev (semi)-norm for a path X: [0, T ]→ GN (Rd) by
(2.1) ‖X‖Wαp :=
( ∫∫
[0,T ]2
dcc(Xs,Xt)
p
|t− s|αp+1
ds dt
)1
p
for α ∈ (0, 1) and p ∈ (1,+∞). Note that, for a continuous path X: [0, T ] → GN (Rd) and
T = 1, the fractional Sobolev (semi)-norm can be equivalently defined in a discrete way by
(2.2) ‖X‖Wαp ,(1) :=
(∑
j≥0
2j(αp−1)
2j−1∑
m=0
dcc(Xm
2j
,Xm+1
2j
)p
)1/p
< +∞,
see [LPT18a, Theorem 2.2]. The Sobolev topology leads naturally to the notion of (fractional)
Sobolev rough paths.
Definition 2.1 (Sobolev rough path). Let α ∈ (0, 1) and p ∈ (1,+∞) be such that α > 1/p.
The space Wαp ([0, T ];G
[ 1
α
](Rd)) consists of all paths X: [0, T ]→ G[
1
α
](Rd) such that ‖X‖Wαp <
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+∞, and is called weakly geometric Sobolev rough path space. Every element X in the space
Wαp ([0, T ];G
[ 1
α
](Rd)) is called a weakly geometric rough path of Sobolev regularity (α, p) or
short Sobolev rough path. We say that X ∈ Wαp ([0, T ];G
[ 1
α
](Rd)) is a (weakly geometric)
rough path lift of X if π1(X) = X for a R
d-valued continuous path X: [0, T ]→ Rd.
Remark 2.2. With the parameters α ∈ (0, 1) and p ∈ (1,+∞) such that α > 1/p every weakly
geometric rough path of Sobolev regularity (α, p) is continuous. Indeed, an application of the
Garcia–Rodemich–Rumsey inequality, see e.g. [FV10, Theorem A.1], implies the existence of
a constant C > 0 such that
dcc(Xs,Xt) ≤ C|t− s|
α− 1
p
for all s, t ∈ [0, T ] and all X ∈Wαp ([0, T ];G
[ 1
α
](Rd)).
We say that a path X: [0, T ] → GN (Rd)/K is of Sobolev regularity (α, p), in notation
X ∈Wαp ([0, T ];G
N (Rd)/K), if it satisfies that
‖X‖Wαp :=
(∫∫
[0,T ]2
d(Xs,Xt)
p
|t− s|αp+1
ds dt
) 1
p
<∞,
where d is the metric induced by the quotient norm ‖·‖GN (Rd)/K defined as above. The norm
‖X‖Wαp ,(1) is defined as in Formula (2.2) by replacing dcc through d. By [LPT18a, Theo-
rem 2.2] we know that ‖·‖Wαp and ‖·‖Wαp ,(1) are equivalent norms on W
α
p ([0, T ];G
N (Rd)/K).
2.2. Elements of regularity structures in a Sobolev stetting. In order to construct a
Sobolev rough path lift of a Sobolev path relying on Hairer’s theory of regularity structures,
we introduce the essential ingredients of the theory in the following. For more detailed
introductions we refer to [Hai15, CW17].
While the rough path lift of a Ho¨lder continuous path is a known and fairly simple ap-
plication of Hairer’s reconstruction theorem ([Hai14, Theorem 3.10]), see [FH14, Proposi-
tion 13.23], lifting a Sobolev path lies outside the current framework of regularity structures.
Indeed, as we will see in Subsection 2.4, we need not only to use a Sobolev topology on the
space of modelled distributions, as introduced in [HL17] and [LPT18b] (see also [HR17]),
but additionally to generalize the definition of models from the originally assumed Ho¨lder
bounds to more general Sobolev bounds. For a further discussion on this point we refer to
Subsection 2.3. Let us start by recalling the definition of a regularity structure as given in
[Hai14, Definition 2.1].
Definition 2.3. A triplet T = (A,T,G) is called regularity structure if it consists of the
following three objects:
• An index set A ⊂ R, which is locally finite and bounded from below, with 0 ∈ A.
• A model space T =
⊕
α∈A Tα, which is a graded vector space with each Tα a Banach
space and T0 ≈ R. Its unit vector is denoted by 1.
• A structure group G consisting of linear operators acting on T such that, for every
Γ ∈ G, every α ∈ A, and every a ∈ Tα it holds
Γa− a ∈
⊕
β∈A;β<α
Tβ.
Moreover, Γ1 = 1 for every Γ ∈ G.
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For any τ ∈ T and α ∈ A we denote by Qατ the projection of τ onto Tα and set |τ |α:= ‖Qατ‖.
Furthermore, we set T−γ :=
⊕
α∈Aγ
Tα where Aγ := {α ∈ A : α < γ}.
In view of the definition of (real-valued) Sobolev spaces (see e.g. [HL17, Definition 2.1])
and of models with global bounds (see [HL17, Definition 2.8]), we introduce a Sobolev version
of models with global bounds.
Definition 2.4 (Sobolev model). Let T = (A,T,G) be a regularity structure. For p ∈ [1,+∞]
a Sobolev model is a pair (Π,Γ) that satisfies the following conditions:
• Π = (Πx)x∈Rd is a collection of linear maps Πx:T<γ → D
′(Rd) such that
‖Π‖p:= sup
ζ∈Aγ
sup
τ∈Tζ
|τ |−1ζ
∥∥∥∥
∥∥∥∥ sup
η∈Br
[ζ]
(Rd)
|〈Πxτ, η
λ
x〉|
λζ
∥∥∥∥
Lp(dx)
∥∥∥∥
Lpλ
< +∞.
• Γ = (Γx,y)x,y∈Rd fulfills Γx,y ∈ G for all x, y ∈ R
d and
‖Γ‖p:= sup
β<ζ∈Aγ
sup
τ∈Tζ
|τ |−1ζ
∥∥∥∥
∥∥∥∥ |Γx,x+λτ |β‖λ‖ζ−β
∥∥∥∥
Lp(dx)
∥∥∥∥
Lpλ
< +∞.
Remark 2.5. The Sobolev model could also be defined locally in the sense that the Lp-norm
with respect to x is taken on compact subsets of Rd, which is closer to the original definition of
models given in [Hai14, Definition 2.17]. However, for our purpose the global bounds are the
more convenient ones. Moreover, a non-Euclidean scaling can be included in Definition 2.4
and the extension to more general Besov bounds can be achieved by replacing the Lpλ-norm by
an Lqλ-norm for q ∈ [1,+∞].
Remark 2.6. While the definition of Sobolev models seems to be the canonical one for our
later choice of a regularity structure, cf. Example 2.9 below, in general different regularity
structures might lead to other natural choices of models with Sobolev type bounds.
Following [HL17] and [LPT18b], we recall the Besov space of modelled distributions.
Definition 2.7. Let T = (A,T,G) be a regularity structure with a model (Π,Γ), γ ∈ R and
p, q ∈ [1,+∞). The Besov space Dγp,q consists of all measurable functions f :Rd → T−γ such
that
9f9γ,p,q :=
∑
α∈Aγ
‖|f(x)|α‖Lp(dx)
+
∑
α∈Aγ
(∫
h∈B(0,1)
∥∥∥∥ |f(x+ h)− Γx+h,xf(x)|α‖h‖γ−α
∥∥∥∥
q
Lp(dx)
dh
‖h‖d
) 1
q
< +∞.
We refer to Dγp,p as Sobolev space of modelled distributions.
The corresponding Sobolev and Besov spaces consisting of real-valued distributions are
introduced in the next definition following [HL17, Definition 2.1]. For a more comprehensive
treatment of these function spaces we refer to [Tri10].
Definition 2.8. Let α < 0, p, q ∈ [1,+∞) and r ∈ N such that r > |α|. The Besov
space Bαp,q := B
α
p,q(R
d) is the space of all distributions ξ on Rd such that∥∥∥∥∥∥∥ sup
η∈Br(Rd)
|〈ξ, ηλx〉|
λα
∥∥∥
Lp(dx)
∥∥∥∥
Lqλ
< +∞,
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where
ηλx(y) := λ
−dη(λ−1(y1 − x1), . . . , λ
−1(yd − xd))
for λ ∈ (0, 1], x = (x1, . . . , xd) ∈ R
d and y = (y1, . . . , yd) ∈ R
d. The Sobolev space Wαp is
defined as Wαp := B
α
p,p.
2.3. A regularity structure for lifting paths. The construction of a rough path lift for a
R
d-valued path with suitable Sobolev regularity is based on the following regularity structure.
Example 2.9. Let α ∈ (1/3, 1/2) and p ∈ (1,+∞) such that α > 1/p and suppose that
W ∈Wαp (R). The path W induces a regularity structure (A,T ,G) via
A = {α− 1, 0}, T = Tα−1 ⊕ T0 = 〈W˙〉 ⊕ 〈1〉, G = {IdT }
and an associated Sobolev model (Π,Γ) via
Πx(W˙) := W˙ , Πx(W˙) := 1 ∈ R and Γx,y := IdT , for all x, y ∈ R,
where W˙ stands for the distributional derivative of W . Indeed, for τ = τ01 ∈ T0 with τ0 ∈ R
we have ∥∥∥∥
∥∥∥∥ sup
η∈Br0(R
d)
|〈Πxτ, η
λ
x〉|
λ0
∥∥∥∥
Lp(dx)
∥∥∥∥
Lqλ
= 0,
since in this case any test function η ∈ Br0(R) annihilating constants has a vanishing first
moment. For τ = τα−1W˙ ∈ Tα−1 with τα−1 ∈ R we have∥∥∥∥
∥∥∥∥ sup
η∈Br(Rd)
|〈Πxτ, η
λ
x〉|
λα−1
∥∥∥∥
Lp(dx)
∥∥∥∥
Lqλ
= |τα−1|
∥∥∥∥
∥∥∥∥ sup
η∈Br(Rd)
|〈W˙ , ηλx〉|
λα−1
∥∥∥∥
Lp(dx)
∥∥∥∥
Lqλ
= |τα−1|‖W˙‖Wα−1p . |τα−1|,
since W˙ ∈ Wα−1p (R) for W ∈ W
α
p (R). This shows that ‖Π‖p= ‖W˙‖Wα−1p . The estimate for
‖Γ‖p holds since |Γx,yτ |β= |τ |β= 0 for any τ ∈ Tζ , β < ζ and x, y ∈ R.
Given a two-dimensional path (Y,W ) ∈Wαp (R;R
2), in order to construct a rough path lift
via Hairer’s theory of regularity structure, the key idea goes as follows, cf. [FH14, Proposi-
tion 13.23]: W induces a regularity (A,T ,G) and a model (Π,Γ) as defined in Example 2.9
and Y induces a modelled distribution with negative regularity in the sense of Definition 2.7.
Then, an application of Martin Hairer’s reconstruction operator from the reconstruction theo-
rem ([Hai14, Theorem 3.10]) lead (in the case of a Ho¨lder continuous path (Y,W )) to a rough
path lift with the same Ho¨lder regularity.
While the reconstruction theorem for modelled distributions with negative Sobolev regular-
ity (but for the original Ho¨lder type models) was recently established in [LPT18b, Theorem
2.11], it is not sufficient to lift a Sobolev path to a rough path with the same Sobolev regular-
ity. First, one loses already regularity when constructing a Ho¨lder type model starting with
a Sobolev path. Second, the classical bounds (relying on Ho¨lder type models) obtained for
the reconstruction operator, see [LPT18b, Theorem 2.11], are not sufficient and would lead
again to a loss of regularity.
As a consequence, we have to derive sharper bounds for the reconstruction operator in the
case of Sobolev models, see (2.3) and Remark 2.13 below.
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2.4. Sobolev rough path lift via the reconstruction operator. We start by constructing
Sobolev rough path lift of a Rd-valued Sobolev path with regularity α ∈ (1/3, 1/2). The
continuity of the associated lifting map is provided in Theorem 2.14.
Proposition 2.10. Let α ∈ (1/3, 1/2) and p ∈ (1,+∞] be such that α > 1/p. If X ∈
Wαp ([0, T ];R
d), then there exits a rough path lift X := (X,X) ∈Wαp ([0, T ];G
2(Rd)) of X.
Let us first observe that it is sufficient to prove Proposition 2.10 for a R2-valued path
X = (Y,W ) ∈ Wαp ([0, T ];R
2). The d-dimensional case immediately follows from successively
applying the 2-dimensional case.
Secondly, we extend X continuously from [0, T ] to R such that X = (Y,W ) ∈ Wαp (R;R
2)
for α ∈ (1/3, 1/2) and α > 1/p. By classical Besov embeddings (see e.g. [Tri10]), we note
that X ∈ B
α−1/p
∞,∞ and thus supx∈R|X(x)|< +∞. Now we follow the approach as outlined in
Subsection 2.3, following [FH14, Proposition 13.23], see also [Bra17].
Let (A,T ,G) be the regularity structure induced by the second component W with the
corresponding model (Π,Γ) as defined in Example 2.9. The first component Y induces a
modelled distribution Z˙:R → T by setting Z˙(x) := YxW˙ for x ∈ R. Then, we have Z˙ ∈ D
γ
p,p
with γ := 2α−1 in the sense of Definition 2.7. Indeed, note that with ζ = α−1 the translation
bound of Z˙ is equal to
( ∫
h∈[−1,1]
∥∥∥ |Z˙(x+ h)− Γx+h,xZ˙(x)|ζ
|h|γ−ζ
∥∥∥p
Lp(dx)
dh
|h|
) 1
p
=
( ∫
h∈[−1,1]
∥∥∥ |Y (x+ h)− Y (x)|
|h|α
∥∥∥p
Lp(dx)
dh
|h|
) 1
p
. ‖Y ‖Wαp < +∞,
where the inequality follows from the equivalence of Sobolev norms, see e.g. [Sim90].
Before coming to the actual proof of Proposition 2.10, we need to establish the analog of
the reconstruction theorem similar to [LPT18b, Theorem 3.1], that is, we need to show the
existence of the reconstruction operator R (Lemma 2.11) mapping modelled distributions into
a Sobolev space and the required bound (2.3) below (Lemma 2.12).
Namely, for the regularity structure (A,T ,G) and the Sobolev model (Π,Γ) as defined
Example 2.9, there exists a distribution RZ˙ ∈Wα−1p satisfying that
(2.3)
∥∥∥∥∥
∥∥∥ sup
η∈Br
|〈RZ˙ −ΠxZ˙(x), η
λ
x〉|
λγ
∥∥∥
L
p
2 (dx)
∥∥∥∥∥
L
p
2
λ
. ‖Π‖p(1 + ‖Γ‖p)|||f |||γ,p,p.
Note that Lp/2-norms are used in the Estimate (2.3) instead of Lp-norms, as usually obtained
for the reconstruction operator, see Remark 2.13 below.
In order to define RZ˙, let r ∈ N be such that r > |α − 1 − 1p | (we will see later why such
special r is needed). We fix ϕ:R → R and ψ:R → R both in Cr0 as the father wavelet and
mother wavelet, respectively, of a wavelet analysis on R which has the following properties:
(1) For every polynomial P of degree at most r there exists a polynomial Pˆ such that∑
y∈Z
Pˆ (y)ϕ(x− y) = P (x), x ∈ R.
(2) For every y ∈ Zd one has
∫
R
ϕ(x)ϕ(x − y) dx = δy,0.
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(3) There exist coefficients (ak)k∈Z with only finitely many non-zero values such that
ϕ(x) =
∑
k∈Z
akϕ(2x− k), x ∈ R.
(4) The function ψ annihilates all polynomials of degree at most r.
(5) For n ≥ 0, the set
{ϕnx : x ∈ Λn} ∪ {ψ
m
x : x ∈ Λm, m ≥ n}
constitutes an orthonormal basis of L2.
Here we used the notation
ϕnx(y) := 2
n
2 ϕ(2n(y − x)) and ψnx(y) := 2
n
2ψ(2n(y − x)),
for x, y ∈ R and Λn := {2
−nk : k ∈ Z}. For more details on wavelet analysis we refer the
reader to [Mey92] and [Dau88] or in our particular setting to [HL17, Section 2.1].
As in the proof of [LPT18b, Theorem 3.1], we define
(2.4) Rf :=
∑
n∈N
∑
x∈Λn
〈Πxf
n
(x), ψnx 〉ψ
n
x +
∑
x∈Λ0
〈Πxf
0
(x), ϕ0x〉ϕ
0
x,
where f := Z˙ and f¯n(x) :=
∫
B(x,2−n) 2
nΓx,yf(y) dy for x ∈ Λn, cf. [HL17, (2.8)].
Lemma 2.11. The distribution Rf defined in (2.4) is well-defined and belongs to Wα−1p .
Proof. We set for every n ≥ 0, x ∈ Λn a real number
an,ψx := 〈Rf, ψ
n
x 〉 = 〈Πxf
n
(x), ψnx 〉,
and for x ∈ Λ0, b
0
x := 〈Rf, ϕx〉 = 〈Πxf
n
(x), ϕx〉. Invoking [HL17, (2.2)], it suffices to show
that ∥∥∥∥∥
∥∥∥ an,ψx
2−
n
2
−n(α−1)
∥∥∥
ℓpn
∥∥∥∥∥
ℓp
< +∞ and
∥∥∥b0x∥∥∥
ℓp0
< +∞.
To this end, we remark that by the definition of f
n
and the fact that in our setting Γx,y =
IdT ,Πxf(y) = YyW˙ , it holds that
|an,ψx |≤
∫
B(x,2−n)
2n|〈ΠxΓx,yf(y), ψ
n
x 〉|dy =
∫
B(x,2−n)
2n|Yy||〈W˙ , ψ
n
x 〉|dy.
It follows that∥∥∥ an,ψx
2−
n
2
−n(α−1)
∥∥∥
ℓpn
≤
( ∑
x∈Λn
2−n
( ∫
B(x,2−n)
2n|Yy|
|〈W˙ , ψnx〉|
2−
n
2
−n(α−1)
dy
)p) 1
p
. |Y |∞
( ∑
x∈Λn
2−n
( |〈W˙ , ψnx 〉|
2−
n
2
−n(α−1)
)p) 1
p
and therefore ∥∥∥∥∥
∥∥∥ an,ψx
2−
n
2
−n(α−1)
∥∥∥
ℓpn
∥∥∥∥∥
ℓp
.
∥∥∥∥∥
∥∥∥ |〈W˙ , ψnx 〉|
2−
n
2
−n(α−1)
∥∥∥
ℓpn
∥∥∥∥∥
ℓp
< +∞,
sinceW ∈Wαp by assumption. The same argument gives us ‖b
0
x‖ℓp0< +∞. Hence, we conclude
that Rf ∈Wα−1p by using [HL17, Proposition 2.4]. 
As a next step we show Bound (2.3) for our Sobolev model.
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Lemma 2.12. The distribution Rf defined in (2.4) satisfies Bound (2.3).
Proof. For fixed x ∈ R, λ ∈ (0, 1] and η ∈ Br, we have
〈Rf −Πxf(x), η
λ
x〉 =
∑
n≥0
∑
y∈Λn
〈Rf −Πxf(x), ψ
n
y 〉〈ψ
n
y , η
λ
x〉+
∑
y∈Λ0
〈Rf −Πxf(x), ϕy〉〈ϕy, η
λ
x〉,
where in our case
〈Rf −Πxf(x), ψ
n
y 〉 = 〈Πyf
n
(y)−Πxf(x), ψ
n
y 〉
=
∫
B(y,2−n)
2n〈Πy(Γy,zf(z)− Γy,xf(x)), ψ
n
y 〉dz
=
∫
B(y,2−n)
2n〈(Yz − Yx)W˙ , ψ
n
y 〉dz
and the same expression holds for 〈Rf −Πxf(x), ϕy〉. It follows that
(2.5) |〈Rf −Πxf(x), ψ
n
y 〉|≤
∫
B(y,2−n)
2n|Yz − Yx||〈W˙ , ψ
n
y 〉|dz.
As in the proof of [LPT18b, Theorem 3.1] we use ‖·‖Lqn0 (dλ)
to denote the Lq-norm with
respect to the finite measure (with the total mass ln 2) λ−11(2−n0−1,2−n0 ] dλ, and we consider
two quantities
(2.6)
∥∥∥∥∥
∥∥∥ sup
η∈Br
|
∑
n≤n0
∑
y∈Λn
〈Rf −Πxf(x), ψ
n
y 〉〈ψ
n
y , η
λ
x〉|
λγ
∥∥∥
L
p
2 (dx)
∥∥∥∥∥
L
p
2
n0
(dλ)
and
(2.7)
∥∥∥∥∥
∥∥∥ sup
η∈Br
|
∑
n>n0
∑
y∈Λn
〈Rf −Πxf(x), ψ
n
y 〉〈ψ
n
y , η
λ
x〉|
λγ
∥∥∥
L
p
2 (dx)
∥∥∥∥∥
L
p
2
n0
(dλ)
.
Since
∥∥∥∥∥∥∥ supη∈Br |〈Rf−Πxf(x),ηλx 〉|λγ ∥∥∥L p2 (dx)
∥∥∥∥
L
p
2
λ
is bounded by the sum of the ℓ
p
2
n0-norms of (2.6)
and (2.7), it suffices to establish the Bound (2.3) for the ℓ
p
2
n0-norm of each term.
Step 1: We first give an estimate for the Term (2.6). As before, we note that for λ ∈
(2−n0−1, 2−n0 ] and n ≤ n0 one has |〈ψ
n
y , η
λ
x〉|. 2
n/2 uniformly over all y ∈ Λn, η ∈ B
r, x ∈ R
and n ≤ n0. Moreover, this inner product vanishes as soon as |x − y|> C2
−n for some
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constant C. Hence, inserting Inequality (2.5) we obtain that∥∥∥∥∥
∥∥∥ sup
η∈Br
|
∑
n≤n0
∑
y∈Λn
〈Rf −Πxf(x), ψ
n
y 〉〈ψ
n
y , η
λ
x〉|
λγ
∥∥∥
L
p
2 (dx)
∥∥∥∥∥
L
p
2
n0
(dλ)
.
∑
n≤n0
∥∥∥ ∑
y∈Λn,|y−x|≤C2−n
∫
B(y,2−n)
2n
|Yz − Yx||〈W˙ , ψ
n
y 〉|
2−n0γ−
n
2
dz
∥∥∥
L
p
2 (dx)
.
∑
n≤n0
2(n0−n)γ
∥∥∥∫
B(x,C′2−n)
2n
|Yz − Yx|
∑
y∈Λn,|y−x|≤C2−n
|〈W˙ , ψny 〉|
2−nγ−
n
2
dz
∥∥∥
L
p
2 (dx)
.
∑
n≤n0
2(n0−n)γ
∥∥∥∫
B(0,C′2−n)
2n
|Yx+h − Yx|
2−nα
dh
∑
y∈Λn,|y−x|≤C2−n
|〈W˙ , ψny 〉|
2−n(α−1)−
n
2
∥∥∥
L
p
2 (dx)
,
where we used γ = 2α− 1 = α+ (α− 1) in the last line.
For each n ≤ n0, by the above observation we can further deduce that
∥∥∥∫
B(0,C′2−n)
2n
|Yx+h − Yx|
2−nα
dh
∑
y∈Λn,|y−x|≤C2−n
|〈W˙ , ψny 〉|
2−n(α−1)−
n
2
∥∥∥
L
p
2 (dx)
.
(∫
R
∫
B(0,C′2−n)
2n
( |Yx+h − Yx|
2−nα
) p
2
( ∑
y∈Λn,|y−x|≤C2−n
|〈W˙ , ψny 〉|
2−n(α−1)−
n
2
) p
2
dhdx
) 2
p
.
∫
B(0,C′2−n)
2n
( ∫
R
( |Yx+h − Yx|
2−nα
) p
2
( ∑
y∈Λn,|y−x|≤C2−n
|〈W˙ , ψny 〉|
2−n(α−1)−
n
2
) p
2
dx
) 2
p
dh
=
∫
B(0,C′2−n)
2n
( ∫
R
( |Yx+h − Yx|
2−nα
)p
dx
) 1
p
( ∫
R
( ∑
y∈Λn,|y−x|≤C2−n
|〈W˙ , ψny 〉|
2−n(α−1)−
n
2
)p
dx
) 1
p
dh,
where we used Jensen’s inequality for the finite measure 2n dh on B(0, C ′2−n) and for the
convex function x 7→ xp/2 (note that in our setting p/2 > 1/2α > 1) in the third line, the
Minkowski’s integral inequality for the measures dx and 2n dh on B(0, C ′2−n) in the fourth
line, and the Ho¨lder inequality in the last inequality.
Now we look at the term
∫
R
(∑
y∈Λn,|y−x|≤C2−n
|〈W˙ ,ψny 〉|
2−n(α−1)−
n
2
)p
dx. It can be written as
∑
z∈Λn
∫
x∈B(z,2−n−1)
( ∑
y∈Λn,|y−x|≤C2−n
|〈W˙ , ψny 〉|
2−n(α−1)−
n
2
)p
dx,
which can be bounded by
∑
z∈Λn
∫
x∈B(z,2−n−1)
(∑
y∈Λn,|y−z|≤C′2−n
|〈W˙ ,ψny 〉|
2−n(α−1)−
n
2
)p
dx for some
suitable constant C ′ independent of z ∈ Λn. Therefore, we have
∫
R
( ∑
y∈Λn,|y−x|≤C2−n
|〈W˙ , ψny 〉|
2−n(α−1)−
n
2
)p
dx ≤
∑
z∈Λn
2−n
( ∑
y∈Λn,|y−z|≤C′2−n
|〈W˙ , ψny 〉|
2−n(α−1)−
n
2
)p
.
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Since the cardinality of {y ∈ Λn, |y − z|≤ C
′2−n} is controlled by C ′, it yields that
( ∑
y∈Λn,|y−z|≤C′2−n
|〈W˙ , ψny 〉|
2−n(α−1)−
n
2
)p
.
∑
y∈Λn,|y−z|≤C′2−n
( |〈W˙ , ψny 〉|
2−n(α−1)−
n
2
)p
and then a basic combinatoric argument gives that
∑
z∈Λn
2−n
∑
y∈Λn,|y−z|≤C′2−n
( |〈W˙ , ψny 〉|
2−n(α−1)−
n
2
)p
.
∑
y∈Λn
2−n
( |〈W˙ , ψny 〉|
2−n(α−1)−
n
2
)p
=
∥∥∥ |〈W˙ , ψny 〉|
2−n(α−1)−
n
2
∥∥∥p
ℓpn
.
Hence, what we finally obtained is∥∥∥∥∥
∥∥∥ sup
η∈Br
|
∑
n≤n0
∑
y∈Λn
〈Rf −Πxf(x), ψ
n
y 〉〈ψ
n
y , η
λ
x〉|
λγ
∥∥∥
L
p
2 (dx)
∥∥∥∥∥
L
p
2
n0
(dλ)
.
∑
n≤n0
2(n0−n)γ
∫
B(0,C′2−n)
2n
∥∥∥ |Yx+h − Yx|
|h|α
∥∥∥
Lp(dx)
∥∥∥ |〈W˙ , ψny 〉|
2−n(α−1)−
n
2
∥∥∥
ℓpn
dh.
As a consequence, the ℓ
p
2
n0-norm of (2.6) is bounded by
( ∑
n0≥0
( ∑
n≤n0
2(n0−n)γ
∫
B(0,C′2−n)
2n
∥∥∥ |Yx+h − Yx|
|h|α
∥∥∥
Lp(dx)
∥∥∥ |〈W˙ , ψny 〉|
2−n(α−1)−
n
2
∥∥∥
ℓpn
dh
) p
2
) 2
p
.
( ∑
n0≥0
∑
n≤n0
2(n0−n)γ
(∫
B(0,C′2−n)
2n
∥∥∥ |Yx+h − Yx|
|h|α
∥∥∥
Lp(dx)
∥∥∥ |〈W˙ , ψny 〉|
2−n(α−1)−
n
2
∥∥∥
ℓpn
dh
) p
2
) 2
p
.
(∑
n≥0
(∫
B(0,C′2−n)
2n
(∥∥∥ |Yx+h − Yx|
|h|α
∥∥∥
Lp(dx)
) p
2
dh
)(∥∥∥ |〈W˙ , ψny 〉|
2−n(α−1)−
n
2
∥∥∥
ℓpn
) p
2
) 2
p
.
((∑
n≥0
( ∫
B(0,C′2−n)
2n
(∥∥∥ |Yx+h − Yx|
|h|α
∥∥∥
Lp(dx)
) p
2
dh
)2) 1
2
(∑
n≥0
∥∥∥ |〈W˙ , ψny 〉|
2−n(α−1)−
n
2
∥∥∥p
ℓpn
) 1
2
) 2
p
.
(∑
n≥0
∫
B(0,C′2−n)
2n
∥∥∥ |Yx+h − Yx|
|h|α
∥∥∥p
Lp(dx)
dh
) 1
p
(∑
n≥0
∥∥∥ |〈W˙ , ψny 〉|
2−n(α−1)−
n
2
∥∥∥p
ℓpn
) 1
p
.
( ∫
B(0,C′)
∥∥∥ |Yx+h − Yx|
|h|α
∥∥∥p
Lp(dx)
dh
|h|
) 1
p
(∑
n≥0
∥∥∥ |〈W˙ , ψny 〉|
2−n(α−1)−
n
2
∥∥∥p
ℓpn
) 1
p
. |||f |||γ,p,p‖Π‖p,
where we used Jensen’s inequality for the finite discrete measure n ∈ {0, . . . , n0} 7→ 2
(n0−n)γ
(as γ = 2α − 1 < 0) in the second line, Jensen’s inequality for the finite measure 2n dh
on B(0, C ′2−n) in the third line, Ho¨lder’s inequality of the type
∑
|anbn|≤ (
∑
a2n)
1
2 (
∑
b2n)
1
2
in the fourth line and again Jensen’s inequality for 2n dh on B(0, C ′2−n) in the sixth line.
We also note that
( ∫
B(0,C′)‖
|Yx+h−Yx|
|h|α ‖
p
Lp(dx)
dh
|h|
)1/p
is the translation bound of the modelled
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distribution f (so that can be controlled by |||f |||γ,p,p) and by [HL17, Proposition 2.4] the term
(∑
n≥0
∥∥∥ |〈W˙ , ψny 〉|
2−n(α−1)−
n
2
∥∥∥p
ℓpn
) 1
p
is an equivalent Sobolev norm of W˙ ∈ Wα−1p which is also the norm of Π in the sense of
Definition 2.4.
Step 2: Now we turn to the Term (2.7):∥∥∥∥∥
∥∥∥ sup
η∈Br
|
∑
n>n0
∑
y∈Λn
〈Rf −Πxf(x), ψ
n
y 〉〈ψ
n
y , η
λ
x〉|
λγ
∥∥∥
L
p
2 (dx)
∥∥∥∥∥
L
p
2
n0
(dλ)
.
For λ ∈ (2−n0−1, 2−n0 ] and n > n0, we have
|〈ψny , η
λ
x〉|. 2
−n
2
−rn2n0(1+r)
uniformly over all y ∈ Λn, η ∈ B
r, x ∈ R and n > n0. Moreover, this inner product can make
contributions only when |y − x|≤ C2−n0 for some constant C. Hence, combining this with
Estimate (2.5) we get∥∥∥∥∥
∥∥∥ sup
η∈Br
|
∑
n>n0
∑
y∈Λn
〈Rf −Πxf(x), ψ
n
y 〉〈ψ
n
y , η
λ
x〉|
λγ
∥∥∥
L
p
2 (dx)
∥∥∥∥∥
L
p
2
n0
(dλ)
.
∑
n>n0
2(n0−n)(r+α−1)
∥∥∥ ∑
y∈Λn,|y−x|≤C2−n0
∫
B(y,2−n)
2n0
|Yz − Yx|
2−n0α
|〈W˙ , ψny 〉|
2−n(α−1)−
n
2
dz
∥∥∥
L
p
2 (dx)
.
Since
∑
y∈Λn,|y−x|≤C2−n0
∫
B(y,2−n)
2n0
|Yz − Yx|
2−n0α
|〈W˙ , ψny 〉|
2−n(α−1)−
n
2
dz
≤
∫
B(0,C′2−n0 )
2n0
|Yx+h − Yx|
2−n0α
dh
(
max
y∈Λn,|y−x|≤C2−n0
|〈W˙ , ψny 〉|
2−n(α−1)−
n
2
)
,
holds for each n > n0, we can deduce that
∥∥∥ ∑
y∈Λn,|y−x|≤C2−n0
∫
B(y,2−n)
2n0
|Yz − Yx|
2−n0α
|〈W˙ , ψny 〉|
2−n(α−1)−
n
2
dz
∥∥∥
L
p
2 (dx)
.
(∫
R
∫
B(0,C′2−n0 )
2n0
( |Yx+h − Yx|
2−n0α
) p
2
(
max
y∈Λn,|y−x|≤C2−n0
|〈W˙ , ψny 〉|
2−n(α−1)−
n
2
) p
2
dhdx
) 2
p
.
∫
B(0,C′2−n0 )
2n0
( ∫
R
( |Yx+h − Yx|
2−n0α
) p
2
(
max
y∈Λn,|y−x|≤C2−n0
|〈W˙ , ψny 〉|
2−n(α−1)−
n
2
) p
2
dx
) 2
p
dh,
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where we used Jensen’s inequality and the Minkowski’s integral inequality as in Step 1. Then
by Ho¨lder’s inequality, we find that
( ∫
R
( |Yx+h − Yx|
2−n0α
) p
2
(
max
y∈Λn,|y−x|≤C2−n0
|〈W˙ , ψny 〉|
2−n(α−1)−
n
2
) p
2
dx
) 2
p
.
( ∫
R
( |Yx+h − Yx|
2−n0α
)p
dx
) 1
p
( ∫
R
(
max
y∈Λn,|y−x|≤C2−n0
|〈W˙ , ψny 〉|
2−n(α−1)−
n
2
)p
dx
) 1
p
.
Next we consider the integral
∫
R
(
maxy∈Λn,|y−x|≤C2−n0
|〈W˙ ,ψny 〉|
2−n(α−1)−
n
2
)p
dx. As before, we rewrite
it as ∑
z∈Λn
∫
x∈B(z,2−n−1)
(
max
y∈Λn,|y−x|≤C2−n0
|〈W˙ , ψny 〉|
2−n(α−1)−
n
2
)p
dx,
and observe the estimate
∑
z∈Λn
∫
x∈B(z,2−n−1)
(
max
y∈Λn,|y−x|≤C2−n0
|〈W˙ , ψny 〉|
2−n(α−1)−
n
2
)p
dx
≤
∑
z∈Λn
2−n
∑
y∈Λn,|y−z|≤C′2−n0
( |〈W˙ , ψny 〉|
2−n(α−1)−
n
2
)p
for some constant C ′. Since the number of y ∈ Λn such that |y− z|≤ C
′2−n0 is of order 2n−n0
for n > n0 uniformly over all z ∈ Λn, we count every y ∈ Λn for (a multiple of) 2
n−n0 times.
This implies that
∑
z∈Λn
2−n
∑
y∈Λn,|y−z|≤C′2−n0
( |〈W˙ , ψny 〉|
2−n(α−1)−
n
2
)p
≤ 2n−n0
∑
y∈Λn
2−n
( |〈W˙ , ψny 〉|
2−n(α−1)−
n
2
)p
and hence
( ∫
R
(
max
y∈Λn,|y−x|≤C2−n0
|〈W˙ , ψny 〉|
2−n(α−1)−
n
2
)p
dx
) 1
p
. 2(n−n0)
1
p
∥∥∥ |〈W˙ , ψny 〉|
2−n(α−1)−
n
2
∥∥∥
ℓpn
.
So, finally we obtain that∥∥∥∥∥
∥∥∥ sup
η∈Br
|
∑
n>n0
∑
y∈Λn
〈Rf −Πxf(x), ψ
n
y 〉〈ψ
n
y , η
λ
x〉|
λγ
∥∥∥
L
p
2 (dx)
∥∥∥∥∥
L
p
2
n0
(dλ)
.
∑
n>n0
2
(n0−n)(r+α−1−
1
p
)
( ∫
h∈B(0,C′2−n0 )
2n0
∥∥∥Yx+h − Yx
|h|α
∥∥∥
Lp(dx)
dh
)(∥∥∥ |〈W˙ , ψny 〉|
2−n(α−1)−
n
2
∥∥∥
ℓpn
)
.
Thanks to our choice of r (that is r > |α− 1− 1p |), for θ := r+α− 1−
1
p the discrete measure
n ∈ {n0 + 1, . . . } 7→ 2
(n0−n)θ
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has finite total mass independent of n0, hence by Jensen’s inequality and we can get that( ∑
n0≥0
( ∑
n>n0
2(n0−n)θ
( ∫
h∈B(0,C′2−n0 )
2n0
∥∥∥Yx+h − Yx
|h|α
∥∥∥
Lp(dx)
dh
)(∥∥∥ |〈W˙ , ψny 〉|
2−n(α−1)−
n
2
∥∥∥
ℓpn
)) p
2
) 2
p
.
(∑
n≥0
(∥∥∥ |〈W˙ , ψny 〉|
2−n(α−1)−
n
2
∥∥∥
ℓpn
) p
2
n∑
n0=0
2(n0−n)θ
(∫
h∈B(0,C′2−n0 )
2n0
∥∥∥Yx+h − Yx
|h|α
∥∥∥ p2
Lp(dx)
dh
)) 2
p
.
(∑
n≥0
∥∥∥ |〈W˙ , ψny 〉|
2−n(α−1)−
n
2
∥∥∥p
ℓpn
) 1
p
(∑
n≥0
( n∑
n0=0
2(n0−n)θ
∫
h∈B(0,C′2−n0 )
2n0
∥∥∥Yx+h − Yx
|h|α
∥∥∥ p2
Lp(dx)
dh
)2) 1
p
.
(∑
n≥0
∥∥∥ |〈W˙ , ψny 〉|
2−n(α−1)−
n
2
∥∥∥p
ℓpn
) 1
p
(∑
n≥0
n∑
n0=0
2(n0−n)θ
∫
h∈B(0,C′2−n0 )
2n0
∥∥∥Yx+h − Yx
|h|α
∥∥∥p
Lp(dx)
dh
) 1
p
.
(∑
n≥0
∥∥∥ |〈W˙ , ψny 〉|
2−n(α−1)−
n
2
∥∥∥p
ℓpn
) 1
p
( ∫
h∈B(0,C′)
∥∥∥Yx+h − Yx
|h|α
∥∥∥p
Lp(dx)
dh
|h|
) 1
p
. |||f |||γ,p,p‖Π‖p,
where we used Jensen’s inequality and Ho¨lder’s inequality in the same way as in Step 1. Hence,
we showed that the ℓ
p
2
n0-norm of (2.7) is also bounded by |||f |||γ,p,p‖Π‖p, as claimed. 
With these two lemmas at hand, we are in a position to prove Proposition 2.10, which
ensures the existence of a Sobolev rough path lift above a Sobolev path.
Proof of Proposition 2.10. Without loss of generality we set T = 1 keeping in mind that there
is a smooth transformation between [0, T ] and [0, 1].
In view of Lemma 2.11 and Lemma 2.12, there exists a distribution Z˙ := RZ˙ ∈Wα−1p such
that ∥∥∥∥∥
∥∥∥ sup
η∈Br
|〈Z˙ −ΠxZ˙(x), η
λ
x〉|
λγ
∥∥∥
L
p
2 (dx)
∥∥∥∥∥
L
p
2
λ
. 1.
Since ΠxZ˙(x) = YxW˙ for all x ∈ R, it holds that∥∥∥∥∥
∥∥∥ sup
η∈Br
|〈Z˙ − YxW˙ , η
λ
x〉|
λγ
∥∥∥
L
p
2 (dx)
∥∥∥∥∥
L
p
2
λ
. 1.
Then by Fubini’s theorem we obtain that∥∥∥∥∥
∥∥∥ sup
η∈Br
|〈Z˙ − YxW˙ , η
λ
x〉|
λγ
∥∥∥
L
p
2 (dx)
∥∥∥∥∥
p
2
L
p
2
λ
=
∫ 1
0
∫
R
(
sup
η∈Br
|〈Z˙ − YxW˙ , η
λ
x〉|
λγ
) p
2
dx
dλ
λ
=
∫
R
∫ 1
0
sup
η∈Br
|〈Z˙ − YxW˙ , η
λ
x〉|
p
2
λγ
p
2
+1
dλdx
=
∫
R
∫ x+1
x
sup
η∈Br
|〈Z˙ − YxW˙ , η
(y−x)
x 〉|
p
2
(y − x)γ
p
2
+1
dy dx,
(2.8)
where in the last equality we used the change-of-variable λ = y − x for every x ∈ R. Now we
choose η := 1[0,1] such that η
(y−x)
x =
1
y−x1[x,y] for y ∈ (x, x+1]. Although η is not smooth, we
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can use a standard approximation argument (cf. [FH14, Section 13.3.2]) and Fatou’s lemma
to show that the Bound (2.8) remains valid for this indicator function and consequently∫
R
∫ x+1
x
|〈Z˙ − YxW˙ ,1[x,y]〉|
p
2
(y − x)(γ+1)
p
2
+1
dy dx .
∥∥∥∥∥
∥∥∥ sup
η∈Br
|〈Z˙ −ΠxZ˙(x), η
λ
x〉|
λγ
∥∥∥
L
p
2 (dx)
∥∥∥∥∥
p
2
L
p
2
λ
. 1.
Since Z˙ ∈ Wα−1p , the primitive Z of Z˙, which is a distribution in W
α
p , is continuous due to
the classical embedding theorem. Hence, we can immediately check that
〈Z˙ − YxW˙ ,1[x,y]〉 = Zx,y − YxWx,y
(by approximation, of course) and conclude
(2.9)
∫ 1
0
∫ 1
x
|Zx,y − YxWx,y|
p
2
(y − x)αp+1
dy dx . 1.
Now we define X1,2x,y := Zx,y − YxWx,y on ∆ := {(x, y) ∈ R
2 : 0 ≤ x ≤ y ≤ 1}, Estimate (2.9)
can be written as ∫∫
∆
|X1,2x,y|
p
2
(y − x)αp+1
dy dx . 1.
Similarly, we can obtain the same bound for X2,1x,y := Zx,y−WxYx,y, where now Z denotes the
primitive of RZ˙ obtained from Lemma 2.11 for the same regularity structure as before with
W˙ replaced by Y˙ such that ΠxY˙ = Y˙ and Z˙(x) := WxY˙. The notations X
1,1
x,y = Zx,y − YxYx,y
and X2,2x,y = Zx,y −WxWx,y are then self-explanatory (although we use Z to denote different
functions). Let Xx,y := X
i,j
x,y for x, y ∈ I and i, j = 1, 2, then Bound (2.9) guarantees that
(2.10)
∫ 1
0
∫ 1
0
|Xx,y|
p+|Xx,y|
p
2
|y − x|αp+1
dy dx . 1.
Moreover, we can immediately check that X satisfies Chen’s relation by construction. Now,
we define F = (F i,j)i,j=1,2, which is a continuous paths taking value in R
2 ⊗ R2 such that
F i,jx = F
j,i
x =
1
2(X
i
0,xX
j
0,x − X
i,j
0,x − X
j,i
0,x) for x ∈ I and i, j = 1, 2 with X
1 = Y and X2 = W .
Then it is easy to check that F i,jx,y =
1
2(X
i
x,yX
j
x,y − X
i,j
x,y − X
j,i
x,y) for any (x, y) ∈ ∆ and
Xx := (X0,x,X0,x + Fx) takes value in G
2(R2) and
(2.11)
∫ 1
0
∫ 1
x
dcc(Xx,Xy)
p
(y − x)αp+1
dy dx . 1,
which indeed means that X ∈Wαp ([0, T ];G
2(R2)). 
Remark 2.13. In the proof of Proposition 2.10 we have seen that the new Bound (2.3) was
essential to obtain the Sobolev regularity of the rough path lift, see (2.11). This would not have
been possible with the original bounds (cf. [HL17, Theorem 3.1] and [LPT18b, Theorem 2.11])
of the reconstruction operator, which read in our case as∥∥∥∥∥
∥∥∥ sup
η∈Br
|〈RZ˙ −ΠxZ˙(x), η
λ
x〉|
λγ
∥∥∥
Lp(dx)
∥∥∥∥∥
Lpλ
. ‖Π‖p(1 + ‖Γ‖p)|||f |||γ,p,p.
This bound leads only to the regularity estimate
(2.12)
∫ 1
0
∫ 1
0
|Xx,y|
p+|Xx,y|
p
|y − x|αp+1
dy dx . 1
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and not to the required Estimate (2.10). Note, while the Estimate (2.12) gives the “right”
regularity parameter of the second order term X, the integrability parameter is not the required
one (here: p instead of p/2).
Let us conclude this subsection by showing that the method used to construct rough paths
via Hairer’s reconstruction theorem actually provides a continuous way to lift Rd-valued
Sobolev paths to Sobolev rough paths of the same regularity.
For this purpose the distance between two elements X1 and X2 in Wαp ([0, T ];G
2(Rd)) will
be measured with respect to the inhomogeneous Sobolev metric. The inhomogeneous Sobolev
metric ρWαp is defined by
(2.13) ρWαp (X
1,X2) :=
∑
k=1,2
ρ
(k)
Wαp
(X1,X2)
and for each k,
ρ
(k)
Wαp
(X1,X2) :=
(∫ T
0
∫ T
0
|πk(X
1
s,t −X
2
s,t)|
p/k
|t− s|αp+1
ds dt
)k/p
.
Note that the inhomogeneous Sobolev norm induces the inhomogeneous Sobolev metric ρWαp ,
as introduced in (3.2). The inhomogeneous metrics play an important role in the theory of
rough differential equations as, for instance, the Itoˆ–Lyons map is continuous with respect to
inhomogeneous metrics. For a general discussion of inhomogeneous norms and distances in
the rough path theory we refer to [FV10, Chapter 8].
The next theorem is a generalization of [FH14, Proposition 13.23] (see also [Bra17, Theo-
rem 4.6]) from Ho¨lder spaces to Sobolev spaces.
Theorem 2.14. Let α ∈ (1/3, 1/2) and p ∈ (1,+∞] be such that α > 1/p. Then, there exists
a map
L:Wαp ([0, T ];R
d)→Wαp ([0, T ];G
2(Rd)), via X 7→ L(X) =: X,
such that X is Sobolev rough path lift of X and L is locally Lipschitz continuous with respect
to the inhomogeneous Sobolev metric ρWαp .
Proof. Without loss of generality we again assume that d = 2 and T = 1. Throughout the
whole proof, we fix a wavelet analysis with father wavelet ϕ and mother wavelet ψ in Cr0 with
r > |α− 1− 1p |, which satisfy the desired properties (1)-(5) for wavelet analysis introduced in
Subsection 2.4.
First, let us briefly summarize how to get a rough path lift by using Proposition 2.10: Let
X = (Y,W ) ∈Wαp ([0, T ];R
d) be given. As we have shown in the proof of Proposition 2.10, if
we apply the Sobolev model introduced in Example 2.9 and define f(t) := YtW˙, then it holds
that f ∈ Dγp,p with γ = 2α − 1, and the distribution Rf ∈ Wα−1p defined as in (2.4) satisfies
Bound (2.3). Furthermore, let Z ∈Wαp be the primitive of Rf , then X
1,2
s,t := Zs,t−YsWs,t for
s, t ∈ [0, 1] satisfies that ∫ 1
0
∫ 1
0
|X1,2s,t |
p/2
|t− s|αp+1
ds dt . 1.
Using the same way we can obtain other components X1,1, X2,1 and X2,2 such that Xt :=
(X0,t,X0,t + Ft) is a rough path in W
α
p (G
2(R2)) over X, where F i,jt = F
j,i
t =
1
2(X
i
0,tX
j
0,t −
X
i,j
0,t − X
j,i
0,t) for t ∈ [0, 1] and i, j = 1, 2 with X
1 = Y and X2 =W .
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Now we set L(X) := X and thus the map L:Wαp ([0, T ];R
d)→ Wαp ([0, T ];G
2(Rd)) is well-
defined. It only remains to show that L is locally Lipschitz continuous with respect to the
metric ρWαp .
Step 1: Fix an X = (Y,W ) in Wαp ([0, T ];R
2) and let X˜ = (Y˜ , W˜ ) be another element in
Wαp (R
2). Let ˙˜W be the derivative of W˜ . We define a Sobolev model (Π˜, Γ˜) for the regularity
structure (A,T ,G) given in Example 2.9 as following:
Π˜t(W˙) :=
˙˜W, Π˜t(1) := 1 ∈ R,
and Γ˜s,t = IdT for all s, t ∈ R. Note that (Π˜, Γ˜) is the model used for constructing rough
path lift over X˜. Hence, by defining g(t) := Y˜tW˙, we have g ∈ D˜
γ
p,p, where D˜
γ
p,p is the space
of modelled distributions associated to (Π˜, Γ˜). Then, as we stated above, if R˜g is defined as
in (2.4) by changing f to g, Π to Π˜ and using the same wavelet basis, its primitive Z˜ ∈ Wαp
satisfies that Z˜s,t − Y˜sW˜s,t = X˜
1,2
s,t , where X˜ = (X˜
i,j)i,j=1,2 is the second level component of
L(X˜) = X˜ up to an addition of the function F˜ which is the counterpart of the function F
defined as above with X˜ replacing X.
Step 2: Next we will show that
(2.14)
(∫ 1
0
∫ 1
0
|X1,2s,t − X˜
1,2
s,t |
p/2
|t− s|αp+1
ds dt
) 2
p
.X,X˜ ‖X − X˜‖Wαp .
To this end, first of all we note that in view of the definitions of Rf and R˜g (see (2.4)), for
every n ≥ 0, x ∈ R and y ∈ Λn, it holds that
〈Rf − R˜g −Πxf(x) + Π˜xg(x), ψ
n
y 〉
=
∫
z∈B(y,2−n)
2n〈Πy(f(z)− f(x)− g(z) + g(x)), ψ
n
y 〉dz
+
∫
z∈B(y,2−n)
2n〈(Πy − Π˜y)(g(z) − g(x)), ψ
n
y 〉dz.
Then, by the definitions of the models (Π,Γ) and (Π˜, Γ˜) as well as the constructions of the
modelled distributions f and g, we have
Πy(f(z)− f(x)− g(z) + g(x)) = (Yz − Yx − Y˜z + Y˜x)W˙
and
(Πy − Π˜y)(g(z) − g(x)) = (Y˜z − Y˜x)(W˙ −
˙˜W ).
Hence, we obtain that
〈Rf − R˜g −Πxf(x) + Π˜xg(x), ψ
n
y 〉 =
∫
z∈B(y,2−n)
2n〈(Yz − Yx − Y˜z + Y˜x)W˙ , ψ
n
y 〉dz
+
∫
z∈B(y,2−n)
2n〈(Y˜z − Y˜x)(W˙ −
˙˜W ), ψny 〉dz.
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Then, following the arguments used in the proof of Lemma 2.12 we can derive that∥∥∥∥∥
∥∥∥ sup
η∈Br
|〈Rf − R˜g −Πxf(x) + Π˜xg(x), η
λ
x〉|
λγ
∥∥∥
L
p
2 (dx)
∥∥∥∥∥
L
p
2
λ
. ‖Π‖p|||f − g|||γ,p,p + ‖Π− Π˜‖p|||g|||γ,p,p.
Since ‖Π‖p= ‖W˙‖Wα−1p , ‖Π − Π˜‖p= ‖W˙ −
˙˜W‖Wα−1p , |||g|||γ,p,p . ‖Y˜ ‖W
α
p
and |||f − g|||γ,p,p .
‖Y − Y˜ ‖Wαp , the above inequality can be written as∥∥∥∥∥
∥∥∥ sup
η∈Br
|〈Rf − R˜g −Πxf(x) + Π˜xg(x), η
λ
x〉|
λγ
∥∥∥
L
p
2 (dx)
∥∥∥∥∥
L
p
2
λ
. ‖W˙‖Wα−1p ‖Y − Y˜ ‖W
α
p
+‖W˙ − ˙˜W‖Wα−1p ‖Y˜ ‖W
α
p
.X,X˜ ‖X − X˜‖Wαp ,
(2.15)
where in the third line we used the canonical embedding Wαp ⊂W
α−1
p .
Now, invoking that Rf − R˜g −Πxf(x) + Π˜xg(x) = Z˙ − YxW˙ − (
˙˜Z − Y˜x
˙˜W ), we can apply
the same argument as for establishing (2.9) to the Estimate (2.15) to get that(∫ 1
0
∫ 1
0
|Zs,t − YsWs,t − (Z˜s,t − Y˜sW˜s,t)|
p
2
|t− s|αp+1
ds dt
)2
p
.X,X˜ ‖X − X˜‖Wαp .
Since Zs,t − YsWs,t = X
1,2
s,t and Z˜s,t − Y˜sW˜s,t = X˜s,t, Estimate (2.14) has been established.
Step 3: The estimate from Step 2 gives that( ∫ 1
0
∫ 1
0
|Xs,t − X˜s,t|
p/2
|t− s|αp+1
ds dt
)2
p
.X,X˜ ‖X − X˜‖Wαp ,
which in turn implies that the same bound also holds true for
( ∫ 1
0
∫ 1
0
|Fs,t−F˜s,t|p/2
|t−s|αp+1 ds dt
)2
p
by
invoking the definitions of F and F˜ . Hence, noting that
π2(Xs,t − X˜s,t) = Xs,t − X˜s,t + Fs,t − F˜s,t
we can deduce that
ρ
(2)
Wαp
(L(X), L(X˜)) =
(∫ 1
0
∫ 1
0
|Xs,t − X˜s,t − Fs,t + F˜s,t|
p/2
|t− s|αp+1
ds dt
) 2
p
.X,X˜ ‖X − X˜‖Wαp .
Since ρ
(1)
Wαp
(L(X), L(X˜)) = ‖X − X˜‖Wαp , we finally obtain that
ρWαp (L(X), L(X˜)) .X,X˜ ‖X − X˜‖Wαp .

Remark 2.15. While the proofs of Lemma 2.11 and 2.12 and Theorem 2.14 contain basi-
cally all the necessary ideas to prove the reconstruction theorem for modelled distributions
of negative Sobolev regularity and Sobolev models (cf. [Hai14, Theorem 3.10] and [LPT18b,
Theorem 2.11]), we decided not to set up the general theorem for two reasons: to prove Lyons–
Victoir extension theorem is currently its main application and other applications might re-
quire a different definition of Sobolev type models, cf. Remark 2.6.
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Remark 2.16. In general the rough path lift obtained in Theorem 2.14 does not coincide with
the rough path lift defined by Riemann–Stieltjes integration even in the case of sufficiently
regular Rd-valued paths. This is due to the continuity assertion in the Theorem: if the lift
coincided on piecewise affine curves (which do have Sobolev regularity) with the standard lift
defined by Riemann–Stieltjes integration, then – by continuity – it would conincide on limits of
such curves. This would yield in particular a rough path lift of Ho¨lder curves of order α < 1/2
continuous with respect to the Ho¨lder norm and extending classical lifts, which is known to be
impossible. However, there exists a class of rough differential equations where the solutions
depend only on the driving Rd-valued paths and not on their rough path lifts, see [LV07,
Section 6]. For these rough differential equations the associated Itoˆ–Lyons map depends, in
a meaningful way, continuously only on the Rd-valued driving paths due to continuous lifting
map L provided in Theorem 2.14, cf. Section 4 below.
2.5. Lyons–Victoir extension theorem for Sobolev path. In order to obtain the Lyons–
Victoir extension theorem for paths of arbitrary low Sobolev regularity, we follow the original
approach of [LV07]. In this paper, Lyons and Victoir show how to lift a Ho¨lder continuous
path to a rough path, which then extends to path of finite p-variation by a re-parameterization
argument. The key idea is to construct the rough path lift of the Ho¨lder continuous path
on the dyadic grid by an induction argument and then verify that this gives indeed rise to a
Ho¨lder continuous rough path. This last step is based on a simple discrete characterization
of Ho¨lder spaces, see [LV07, Lemma 2], which suprisingly generalizes to Sobolev spaces, see
[LPT18a, Theorem 2.2].
The next lemma can be viewed as a generalization of [LV07, Lemma 13] from Ho¨lder paths
to Sobolev paths, which relies on the axiom of choice.
Lemma 2.17. Let (G, ‖·‖G) be a normed Carnot group with graded Lie algebra
G =W1 ⊕W2 ⊕ . . .⊕Wn, Wi+1 := [Wi,W1], for i = 1, . . . , n− 1,
for a normed space W1. Let K be a closed subgroup of exp(Wn), which gives a normed Carnot
group (G/K, ‖·‖G/K ). Let 0 < α < 1 and 1 ≤ p ≤ +∞ be such that α > 1/p, and X be a
continuous path belonging to Wαp ([0, T ]; (G/K, ‖·‖G/K )). Then, if α < 1/n, there exists a
(G, ‖·‖G)-valued path X˜ such that X˜ ∈W
α
p ([0, T ]; (G, ‖·‖G)) and πG,G/K(X˜) = X.
While the construction of X˜ follows the same lines as in the proof of [LV07, Lemma 13],
to prove its Sobolev regularity, however, requires some substantial extra work.
Proof. W.l.o.g. we may assume that T = 1. In order to construct the lifted path X˜ , we will
first construct its increments X˜s,t, where s, t are two adjacent dyadic numbers in [0, 1]. Such
a collection of X˜s,t will satisfies that
(2.16)
∞∑
j=0
2j(αp−1)
2j−1∑
m=0
∥∥∥X˜m
2j
,m+1
2j
∥∥∥p
G
< +∞,
and
(2.17) πG,G/K(X˜s,t) = Xs,t.
Then, due to [LPT18a, Theorem 2.2], by multiplying these increments and then extending to
the whole interval [0, 1], we will get a continuous path X˜ such that X˜ ∈Wαp ([0, 1]; (G, ‖·‖G))
and πG,G/K(X˜) = X.
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Following the same construction procedure as in the proof of [LV07, Lemma 13], we define
recursively for m ∈ N0 some elements Y k
2m
, k+1
2m
∈ K, k = 0, . . . , 2m − 1, and the elements
X˜ k
2m
, k+1
2m
by the formula
X˜ k
2m
, k+1
2m
= iG/K,G(X k
2m
, k+1
2m
)⊗ Y k
2m
, k+1
2m
,
where iG/K,G is the injection of [LV07, Proposition 6]. This ensures that πG,G/K(X˜) = X.
Note that the proof of [LV07, Proposition 6] requires the axiom of choice.
Let Y0,1 := exp(0). Then, we assume that Y k
2m
, k+1
2m
and X˜ k
2m
, k+1
2m
have been constructed
for all 0 ≤ k ≤ 2m − 1 and a fixed m ∈ N0, and we define the two elements Y 2k
2m+1
, 2k+1
2m+1
and
Y 2k+1
2m+1
, 2k+2
2m+1
to be both equal, and equal to the inverse of
δ
2−
1
n
(
iG/K,G(X 2k
2m+1
, 2k+1
2m+1
)⊗ iG/K,G(X 2k+1
2m+1
, 2k+2
2m+1
)⊗ X˜−1k
2m
, k+1
2m
)
,
where δ· denotes the dilation operator on G as defined in [LV07, Definition 4]. Using the same
reasoning as in the proof of [LV07, Lemma 13], one can verify that Y 2k
2m+1
, 2k+1
2m+1
= Y 2k+1
2m+1
, 2k+2
2m+1
are elements in K, and X˜ k
2m
, k+1
2m
= X˜ 2k
2m+1
, 2k+1
2m+1
⊗ X˜ 2k+1
2m+1
, 2k+2
2m+1
.
Now, we set
am := 2
m(α− 1
p
)
( 2m−1∑
k=0
‖Y k
2m
, k+1
2m
‖pG
) 1
p
.
Since ‖·‖G is a sub-additive homogeneous norm, using the bounds given in [LV07, Proposi-
tion 6] for the injection iG/K,G and Minkowski’s inequality, we can check that (the constant C
may vary from line to line, but it only depends on n, α, p and q):
2
1
n 2
−(m+1)(α− 1
p
)
am+1 = 2
1
n
( 2m+1−1∑
k=0
‖Y k
2m+1
, k+1
2m+1
‖pG
) 1
p
= 2
1
n
( 2m−1∑
k=0
‖δ
2−
1
n
(
iG/K,G(X 2k
2m+1
, 2k+1
2m+1
)⊗ iG/K,G(X 2k+1
2m+1
, 2k+2
2m+1
)⊗ X˜−1k
2m
, k+1
2m
)
‖pG
) 1
p
≤
( 2m−1∑
k=0
(
‖iG/K,G(X 2k
2m+1
, 2k+1
2m+1
)‖G+‖iG/K,G(X 2k+1
2m+1
, 2k+2
2m+1
)‖G+‖X˜ k
2m
, k+1
2m
‖G
)p) 1
p
≤
( 2m−1∑
k=0
‖X˜ k
2m
, k+1
2m
‖pG
) 1
p
+ C
( 2m+1−1∑
k=0
‖X k
2m+1
, k+1
2m+1
‖pG/K
) 1
p
,
and
( 2m−1∑
k=0
‖X˜ k
2m
, k+1
2m
‖pG
) 1
p
≤ C
( 2m−1∑
k=0
‖X k
2m
, k+1
2m
‖pG/K
) 1
p
+
( 2m−1∑
k=0
‖Y k
2m
, k+1
2m
‖pG
) 1
p
= C
( 2m−1∑
k=0
‖X k
2m
, k+1
2m
‖pG/K
) 1
p
+ 2−m(α−
1
p
)am.
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Therefore, we obtain that
2
1
n 2−(m+1)(α−
1
p
)am+1
≤ 2
−m(α− 1
p
)
am + C
( 2m−1∑
k=0
‖X k
2m
, k+1
2m
‖pG/K
) 1
p
+ C
( 2m+1−1∑
k=0
‖X k
2m+1
, k+1
2m+1
‖pG/K
) 1
p
,
which in turn implies that
(2.18) am+1 ≤ 2
α− 1
n
− 1
pam + bm,
where
bm := C2
m(α− 1
p
)
( 2m−1∑
k=0
‖X k
2m
, k+1
2m
‖pG/K
) 1
p
+ C2
(m+1)(α− 1
p
)
( 2m+1−1∑
k=0
‖X k
2m+1
, k+1
2m+1
‖pG/K
) 1
p
.
Since α < 1n holds by assumption, r := α −
1
n −
1
p < 0. Moreover, since X is an element in
Wαp ([0, 1]; (G/K, ‖·‖G/K )), by [LPT18a, Theorem 2.2] we have
∑∞
m=0 b
p
m . ‖X‖Wαp ,(1)< +∞.
Iterating applications of inequality (2.18), we see that
am+1 ≤ 2
r(m+1)a0 +
m∑
k=0
2r(m−k)bk
holds for all m ∈ N0. Consequently, we can apply Minkowski’s and Jensen’s inequality to
deduce that ( ∞∑
m=0
apm
) 1
p
≤
( ∞∑
m=0
(2rma0)
p
) 1
p
+
( ∞∑
m=0
( m∑
k=0
2r(m−k)bk
)p) 1
p
≤ C + C
( ∞∑
m=0
m∑
k=0
2r(m−k)bpk
) 1
p
≤ C + C
( ∞∑
m=0
bpm
) 1
p
≤ C + C‖X‖Wαp ,(1)< +∞,
Combining all above estimates, we obtain that
( ∞∑
m=0
(
2
m(α− 1
p
)
( 2m−1∑
k=0
‖X˜ k
2m
, k+1
2m
‖pG
) 1
p
)p) 1
p
≤ C‖X‖Wαp ,(1)+
∞∑
m=0
(
2
mp(α− 1
p
)
2m−1∑
k=0
‖Y k
2m
, k+1
2m
‖pG
) 1
p
≤ C‖X‖Wαp ,(1)+
( ∞∑
m=0
apm
) 1
p
≤ C + C‖X‖Wαp ,(1)< +∞,
which gives the bound (2.16). Furthermore, this shows that X˜ can be extended from the
dyadic numbers to the whole interval [0, 1] and then the left-hand side of the above inequality
will be equal to ‖X˜‖Wαp ,(1). Now, using [LPT18a, Theorem 2.2] again for X˜ we can conclude
that X˜ belongs to Wαp ([0, 1]; (G, ‖·‖G)) and the condition πG,G/K(X˜) = X is guaranteed
by (2.17). 
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As an application of Lemma 2.17, we obtain the following two results, to which we refer to as
Lyons–Victoir extension theorem for Sobolev path. Note that Theorem 2.18 and Corollary 2.19
are the counterparts of [LV07, Theorem 14] and [LV07, Corollary 19], respectively, in the
Sobolev setting, and all arguments used for establishing these two results as given in [LV07]
remain valid in the current setting up to changing the Ho¨lder norms to Sobolev norms.
Theorem 2.18. Let 0 < α < 1 and 1 ≤ p ≤ +∞ be such that α > 1/p and 1α /∈ N \ {1}.
Let K be a closed normal subgroup of G[
1
α
](Rd). If X ∈ Wαp ([0, T ];G
[ 1
α
](Rd)/K), then there
exists a rough path X ∈Wαp ([0, T ];G
[ 1
α
](Rd)) such that
π
G[
1
α ](Rd),G[
1
α ](Rd)/K
(X) = X.
Corollary 2.19. Let 0 < α < 1 and 1 ≤ p ≤ +∞ be such that α > 1p and
1
α /∈ N \{1}. Then,
every Rd-valued path X ∈ Wαp ([0, T ];R
d) can be lifted to a weakly geometric Sobolev rough
path X ∈Wαp ([0, T ];G
[ 1
α
](Rd)).
Remark 2.20. As in the paper [LV07] of Lyons and Victoir, the results in this subsection
still hold if one replaces the Euclidean space Rd by a general normed space V (and then equip
the Carnot group Gn(V ) with a homogeneous norm which can induce a metric), since com-
pleteness is actually neither needed for the construction nor for the discrete characterizations.
Remark 2.21. It was shown in [Yan12] that the Lyons–Victoir extension does not hold true,
in general, in the case 1/s ∈ N.
3. Optimal rough path extension
Due to the extension theorems provided in the last section, we know that every path of
suitable Sobolev regularity can be lifted to a Sobolev rough path. This leads, in general,
to an infinite set of possible rough path lifts for one given Rd-valued path, see for example
[FH14, Chapter 2.1]. Therefore, in order to select a specific rough path lift usually stochastic
methods such as Itoˆ or Stratonovich integration are applied. The purpose of this section is
to investigate the possibility of using purely deterministic selection criteria, which will be
modelled by a given function acting on the set of possible rough path lifts.
To be more precise, we assume that α ∈ (0, 1) and p ∈ (1,+∞) such that α > 1/p
throughout the whole section. Let K be a closed normal subgroup of GN (Rd).
Given a path X ∈Wαp ([0, T ];G
[ 1
α
](Rd)/K) we define the set
A(X) :=
{
X ∈Wαp ([0, T ];G
[ 1
α
](Rd)) : π
G[
1
α ](Rd),G[
1
α ](Rd)/K
(X) = X
}
.
The set A(X) is called admissible set of rough path lifts above X. Thanks to Lyons–Victoir
extension theorem for Sobolev paths (Theorem 2.18), the admissible set A(X) is always non-
empty. In words, A(X) denotes the set of all rough path lifts X of X which have the same
Sobolev regularity as the given path X.
Optimal extension problem 3.1. Given a path X ∈ Wαp ([0, T ];G
[ 1
α
](Rd)/K) and a se-
lection criterion F :A(X) → R ∪ {+∞}, we are looking for an admissible rough path lift
X∗ ∈ A(X) such that
(3.1) F (X∗) = min
X∈A(X)
F (X).
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In the sequel, we will demonstrate that, for suitable convex functionals F and for certain
classes of closed subgroups K, the optimal extension problem 3.1 admits indeed a unique
solution X∗. One crucially ingredient will be that the space of Sobolev rough paths (and
thus the admissible set A(X)) can be embedded naturally into a Sobolev space, which is a
reflexive Banach space. This property does not hold true if the Sobolev topology is replaced
by, e.g., a Ho¨lder or p-variation topology, which makes optimization problems with respect
to Ho¨lder or p-variation topologies very cumbersome.
3.1. Existence and uniqueness. A classical approach to solve a minimizing problem like
the optimal extension problem 3.1 is to rely on convex analysis and convex optimization. To
proceed in our setting via such methods, some care is required. Indeed, since the Lie group
GN (Rd) is not a vector space, there is no canonical notion of convexity on GN (Rd).
Remark 3.2. For example, taking g, h ∈ GN (Rd) and λ ∈ (0, 1), both elements δ1−λg ⊗ δλh
and g ⊗ δλ(g
−1 ⊗ h) can be viewed as convex combination of g and h. However, unlike to the
vector space case, the relation δ1−λg ⊗ δλh = g ⊗ δλ(g
−1 ⊗ h) fails in general.
For our minimizing problem (3.1) over an admissible set A(X) of rough paths, we expect
the notion of convex on G[
1
α
](Rd) can be inherited by the admissible set A(X). More precisely,
any convex combination of two elements X and Y from A(X) ⊂Wαp ([0, T ];G
[ 1
α
](Rd)) should
be an element in A(X).
Based on this consideration, one possible choice is to apply the log mapping to transfer
elements g, h of GN (Rd) into its Lie algebra GN (Rd), then performing the classical convexity
combinations on the vector space GN (Rd) and finally using the exp mapping to obtain the
convex combinations of g and h in GN (Rd):
Cλ(g, h) := exp
(
(1− λ) log g + λ log h
)
, λ ∈ (0, 1).
Using this notion of convexity, we ensure that, for any closed normal subgroup K ⊂ G[
1
α
](Rd),
X ∈Wαp ([0, T ];G
[ 1
α
](Rd)/K), X,Y ∈ A(X) and λ ∈ (0, 1), the convex combination of X and
Y, which is denoted by Zλ := Cλ(X,Y), satisfies π
G[
1
α ](Rd),G[
1
α ](Rd)/K
(Zλ) = X. However,
in general we may not have Zλ ∈ Wαp ([0, T ];G
[ 1
α
](Rd)) because of the mixed Lie brackets
of logX and logY from the Campbell–Baker–Hausdorff formula. In order to annihilate the
effect caused by these mixed Lie brackets, we need the Lie algebra K of K to be a subspace
of “the highest layer” of the Lie algebra G[
1
α
](Rd).
Lemma 3.3. Let K be a closed subgroup of exp(W[ 1
α
]) and X ∈ W
α
p ([0, T ];G
[ 1
α
](Rd)/K). If
X,Y ∈ A(X), then Zλ = Cλ(X,Y) ∈ A(X) for every λ ∈ (0, 1).
Moreover, by viewing G[
1
α
](Rd) as a subset of the affine vector space
⊕[ 1
α
]
i=0(R
d)⊗i, it holds
that Zλs,t = Xs,t + λ(Ys,t −Xs,t) for every λ ∈ (0, 1) and s, t in [0, T ].
Proof. Fix a λ ∈ (0, 1), we write for simplicity Z instead of Zλ during the proof. From the
definition of Z it suffices to show that Z belongs to Wαp ([0, T ];G
[ 1
α
](Rd)).
Let gt := logXt and ht := logYt for t ∈ [0, T ]. We write gt = g
1
t + · · · + g
[ 1
α
]
t and
ht = h
1
t + · · · + h
[ 1
α
]
t with g
i
t and h
i
t belonging to Wi for i = 1, . . . , [
1
α ]. Since K ⊂ exp(W[ 1α ]
),
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X takes values in the quotient group G[
1
α
](Rd)/K and X,Y are elements in A(X), it holds
that git = h
i
t for i = 1, . . . , [
1
α ]− 1. By definition, we have
Zt = exp
(
(1− λ)gt + λht
)
= exp
(
g1t + · · ·+ g
[ 1
α
]−1
t + (1− λ)g
[ 1
α
]
t + λh
[ 1
α
]
t
)
.
As a consequence, by Campbell–Baker–Hausdorff formula, we obtain that for all s < t in
[0, T ],
Zs,t = Z
−1
s ⊗ Zt = exp
(
g1s,t + · · ·+ g
[ 1
α
]−1
s,t + (1− λ)g
[ 1
α
]
s,t + λh
[ 1
α
]
s,t +Ms,t
)
,
where Ms,t contains all Lie brackets involving g
i
s and g
i
t for i = 1, . . . , [
1
α ] − 1. On the other
hand, again by Campbell–Baker–Hausdorff formula we get
Xs,t = exp
(
g1s,t + · · ·+ g
[ 1
α
]−1
s,t + g
[ 1
α
]
s,t +Ms,t
)
and
Ys,t = exp
(
g1s,t + · · · + g
[ 1
α
]−1
s,t + h
[ 1
α
]
s,t +Ms,t
)
.
Hence, the above calculations reveal that logZs,t = (1 − λ) logXs,t + λ logYs,t. Now, using
the equivalence of homogeneous norms on G[
1
α
](Rd) (see [LV07, Proposition 7]) we observe
that
dcc(Zs,Zt) = ‖Zs,t‖ ∼ max
i=1,...,[ 1
α
]
|(logZs,t)
i|
1
i= max
i=1,...,[ 1
α
]
|(1 − λ)(logXs,t)
i + λ(logYs,t)
i|
1
i
≤ (1− λ)α max
i=1,...,[ 1
α
]
|(logXs,t)
i|
1
i+λα max
i=1,...,[ 1
α
]
|(logYs,t)
i|
1
i
. (1− λ)αdcc(Xs,Xt) + λ
αdcc(Ys,Yt),
where the proportional constant is independent of s and t. Since X and Y are elements in
Wαp ([0, T ];G
[ 1
α
](Rd)), the above estimates imply that Z ∈Wαp ([0, T ];G
[ 1
α
](Rd)).
The above observations show that
Zs,t = 1 +
[ 1
α
]−1∑
i=1
πi(Ys,t) + (1− λ)π[ 1
α
](Xs,t) + λπ[ 1
α
](Ys,t), s, t ∈ [0, T ],
which ensures that Zs,t = Xs,t + λ(Ys,t −Xs,t), and completes the proof. 
Thanks to Lemma 3.3, if K is a closed subgroup of exp(W[ 1
α
]), then for any Sobolev path
X ∈Wαp ([0, T ];G
[ 1
α
](Rd)/K), the admissible set A(X) is convex. In particular, the convexity
on the Lie group G[
1
α
](Rd) coincides with the classical convexity on vector spaces when we
embed G[
1
α
](Rd) into the affine vector space
⊕[ 1
α
]
i=0(R
d)⊗i. This will allow us to rely on convex
analysis on vector spaces to prove the existence of a (unique) solution to the optimal extension
problem 3.1.
Theorem 3.4. Let K be a closed subgroup of exp(W[ 1
α
]), X ∈ W
α
p ([0, T ];G
[ 1
α
](Rd)/K) and
F :A(X) → R ∪ {+∞} be a proper functional defined on A(X), that is, F (X) ∈ R holds for
at least one X ∈ A(X). If F can be extended to a coercive, convex and lower semi-continuous
functional F defined on the Banach space Wαp ([0, T ];
⊕[ 1
α
]
i=1(R
d)⊗i) such that F = +∞ outside
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A(X), then the optimal extension problem 3.1 admits a solution X∗ in A(X). If in addition
F is strictly convex on A(X), then the solution X∗ to (3.1) is unique.
Proof. With a slight abuse of notation, let |·|Wαp denote the Sobolev norm on the reflexive Ba-
nach space Wαp ([0, T ];
⊕[ 1
α
]
i=1(R
d)⊗i). By the ball-box estimate (cf. [FV10, Proposition 7.49]),
for any X ∈Wαp ([0, T ];G
[ 1
α
](Rd)) it holds that |X|Wαp . ‖X‖Wαp , where the proportional con-
stant only depends on supt∈[0,T ]‖Xt‖cc. Hence, by Lemma 3.3 we can embed A(X) as a
convex subset into the Banach space Wαp ([0, T ];
⊕[ 1
α
]
i=1(R
d)⊗i), where the convexity is induced
by the usual addition on
⊕[ 1
α
]
i=1(R
d)⊗i. Hence, for any F satisfies all properties of Theorem 3.4,
the assertion follows immediately from the standard results in convex analysis on reflexive
Banach spaces, see e.g. [Za˘l02, Theorem 2.5.1]. 
3.2. Example: minimal Sobolev extension. As an exemplary choice of the selection
criterion F , we shall take F to be the inhomogeneous Sobolev norm. In this case, the optimal
extension problem 3.1 asks to find the (unique) rough path lift X∗ of a given path X which
has the minimal inhomogeneous Sobolev norm or, in other words, is of “minimal length”
among all possible rough path lifts above X.
Recall that for X ∈Wαp ([0, T ];G
[ 1
α
](Rd)) the inhomogeneous Sobolev norm is defined by
(3.2) |||X|||Wαp :=
[ 1
α
]∑
i=1
( ∫∫
[0,T ]2
|πi(Xs,t)|
p
i
|t− s|αp+1
ds dt
) i
p
,
cf. (2.13).
In the following, we shall show that there exists indeed a unique minimizer X∗ to the
optimal extension problem 3.1 with respect to the inhomogeneous Sobolev norm F (·) :=
|||·|||Wαp . In order to rely on Theorem 3.4, we shall verify that its assumptions are fulfilled
by F (·) = |||·|||Wαp . As a first step, we prove that F is a strictly convex functional on the
admissible set.
Lemma 3.5. Let K be a closed subgroup of exp(W[ 1
α
]) and X ∈ W
α
p ([0, T ];G
[ 1
α
](Rd)/K).
The functional F (·) = |||·|||Wαp :A(X)→ R is strictly convex.
Proof. Fix a λ ∈ (0, 1) and X,Y ∈ A(X), we again write Z for Zλ = Cλ(X,Y). By
Lemma 3.3, we have Z ∈ A(X) and Zs,t = (1− λ)Xs,t + λYs,t for all s, t ∈ [0, T ]. Hence, we
obtain that for each i = 1, . . . , [ 1α ],(∫∫
[0,T ]2
|πi(Zs,t)|
p
i
|t− s|αp+1
ds dt
) i
p
=
(∫∫
[0,T ]2
|(1 − λ)πi(Xs,t) + λπi(Ys,t)|
p
i
|t− s|αp+1
ds dt
) i
p
.
By the uniform convexity of the L
p
i ([0, T ]2,ds dt)-norm (note that pi > 1 for all i = 1, . . . , [
1
α ])
we obtain that(∫∫
[0,T ]2
|πi(Zs,t)|
p
i
|t− s|αp+1
ds dt
) i
p
≤ (1− λ)
(∫∫
[0,T ]2
|πi(Xs,t)|
p
i
|t− s|αp+1
ds dt
) i
p
+ λ
(∫∫
[0,T ]2
|πi(Ys,t)|
p
i
|t− s|αp+1
ds dt
) i
p
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and the equality holds only when πi(Xs,t) = πi(Ys,t) for all s, t ∈ [0, T ] since X and Y are
continuous paths. Now in view of the definition of the inhomogeneous Sobolev norm (cf.
(3.2)) we can conclude that |||·|||Wαp is convex on A(X). Finally, if |||Z|||Wαp = (1−λ)|||X|||Wαp +
λ|||Y|||Wαp holds, then from the above observations we must have πi(Xs,t) = πi(Ys,t) for all
s, t ∈ [0, T ] and for all i = 1, . . . , [ 1α ], which ensures that X = Y. This gives the strict
convexity of |||·|||Wαp . 
As a next step, we extend the functional F (·) := |||·|||Wαp to a functional F , defined on the
whole Sobolev rough path space, in the following way:
(3.3) F :Wαp
(
[0, T ];
[ 1
α
]⊕
i=1
(Rd)⊗i
)
→ R ∪ {+∞} with F (X) :=
{
|||X|||Wαp , if X ∈ A(X),
+∞, otherwise.
As we establish in the next lemma, the functional F fulfills the assumptions of Theorem 3.4.
Lemma 3.6. Let K be a closed subgroup of exp(W[ 1
α
]) and X ∈ W
α
p ([0, T ];G
[ 1
α
](Rd)/K).
The functional F defined as in (3.3) is strictly convex, coercive and lower semi-continuous.
Proof. (1) F is strictly convex: By construction of F , it suffices to show that |||·|||Wαp is strictly
convex on A(X), which is the content of Lemma 3.5.
(2) F is coercive: We show that for any a ∈ R, the set {F ≤ a} ⊂Wαp ([0, T ];
⊕[ 1
α
]
i=1(R
d)⊗i)
is bounded. In view of the definition of F it is enough to check that
{X ∈ A(X) : |||X|||Wαp ≤ a}
is bounded w.r.t. the |·|Wαp -norm on W
α
p ([0, T ];
⊕[ 1
α
]
i=1(R
d)⊗i). By the equivalence of homoge-
neous norms (cf. [FV10, Theorem 7.44]), for any s, t in [0, T ] we have
dcc(Xs,Xt) ∼ max
i=1,...,[ 1
α
]
|πi(Xs,t)|
1
i ,
which implies that
(3.4) ‖X‖Wαp .a |||X|||
α
Wαp
.
Furthermore, by Sobolev embedding (see [FV06, Theorem 2]) we have ‖X‖ 1
α
-var. ‖X‖Wαp ,
and therefore supt∈[0,T ]‖X0,t‖cc≤ C for some constant C only depends on a. From the proof
of Theorem 3.4 we know that |X|Wαp .C ‖X‖Wαp , where |·|Wαp denotes again the Sobolev norm
Wαp ([0, T ];
⊕[ 1
α
]
i=1(R
d)⊗i). Hence, we can conclude that |X|Wαp ≤ f(a) for some continuous
increasing function f uniformly over all X satisfying |||X|||Wαp ≤ a.
(3) F is lower semi-continuous. Suppose that (Xn)n≥1 is a sequence converging to X in
Wαp ([0, T ];
⊕[ 1
α
]
i=1(R
d)⊗i), and without loss of generality we may assume that every Xn is in
A(X). Since α > 1p , Sobolev embedding (see [FV06, Theorem 2]) provides that X
n converges
to X also w.r.t. the ‖·‖ 1
α
-var-norm, which in turn implies that X
n
s,t converges to Xs,t for ev-
ery s, t ∈ [0, T ]. By Fatou’s lemma, we can deduce that |||X|||Wαp ≤ lim infn→∞ |||X
n|||Wαp .
If lim infn→∞ |||X
n|||Wαp = +∞, then we always have F (X) ≤ lim infn→∞ F (X
n) (notice
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that in this case we do not need X ∈ A(X)). If lim infn→∞ |||X
n|||Wαp < +∞, then X
has finite |||·|||Wαp -norm and the pointwise convergence ensures that Xt ∈ G
[ 1
α
](Rd) and
π
G[
1
α ](Rd),G[
1
α ](Rd)/K
(Xt) = Xt hold for all t ∈ [0, T ]. These arguments together with the
Bound (3.4) imply that X ∈ A(X). Hence, in this case we have F (X) ≤ lim infn→∞ F (X
n)
as well. 
Based on Lemma 3.5 and 3.6 and as an application of Theorem 3.4, we obtain the existence
of a unique rough path lift X∗ of a given path X, which is of “minimal length”.
Proposition 3.7. Let K be a closed subgroup of exp(W[ 1
α
]) and X ∈W
α
p ([0, T ];G
[ 1
α
](Rd)/K).
Then, there exists a unique rough path lift X∗ ∈ A(X) of minimal inhomogeneous Sobolev
norm |||·|||Wαp , i.e.,
|||X∗|||Wαp ≤ |||X|||Wαp for all X ∈ A(X).
Corollary 3.8. Given a path X ∈ Wαp ([0, T ];R
d) for α ∈ (1/3, 1/2), there exists a unique
rough path lift X∗ ∈ A(X) such that
|||X∗|||Wαp ≤ |||X|||Wαp for all X ∈ A(X).
In Section 2.1 we introduced an equivalent Sobolev norm ‖·‖Wαp ,(1) on the Sobolev space
Wαp ([0, T ];G
[ 1
α
](Rd)), see formula (2.2). Correspondingly, we can define its inhomogeneous
counterpart on Wαp ([0, T ];G
[ 1
α
](Rd)), which will be denoted by |||·|||Wαp ,(1) such that
(3.5) |||X|||Wαp ,(1) :=
[ 1
α
]∑
k=1
|||X|||Wαp ,(1);k, for X ∈W
α
p ([0, T ];G
[ 1
α
](Rd)),
where
|||X|||Wαp ,(1);k :=
(∑
j≥0
2j(αp−1)
2j∑
i=1
|πk(X i−1
2j
T, i
2k
T )|
p
k
)k
p
.
Let F (·) := |||·|||Wαp ,(1), we will show that such F is a strictly convex functional on the admis-
sible set as the classical inhomogeneous Sobolev norm |||·|||Wαp introduced before.
Lemma 3.9. Let K be a closed subgroup of exp(W[ 1
α
]) and X ∈ W
α
p ([0, T ];G
[ 1
α
](Rd)/K).
The functional F (·) = |||·|||Wαp ,(1):A(X)→ R is strictly convex.
Proof. For simplicity let us assume T = 1. First let us introduce some notations. For σ ∈ R,
q ∈ (0,∞] and U a Banach space, the weighted ℓq-space ℓσq (U) is defined by
ℓσq (U) :=
{
ξ = (ξj)j≥0 : ξj ∈ U, ‖ξ‖ℓσp (U):=
(∑
j≥0
(2σj‖ξj‖)
q
) 1
q
<∞
}
.
Fix a k ∈ {1, . . . , [ 1α ]} and an X ∈W
α
p ([0, T ];G
[ 1
α
](Rd)), we define σk := k(α−1/p), qk := p/k
and Uk := L
qk(D,µ; (Rd)⊗k), where D are the dyadic numbers on [0, 1] and µ is the counting
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measure on D. Furthermore, let ξ(X)k := (ξ(X)kj )j≥0 such that for a ∈ D, j ≥ 1,
ξ(X)kj (a) :=
{
πk(X i−1
2j
, i
2k
), if a = i
2j
for i = 0, . . . , 2j − 1,
0, otherwise,
and for j = 0,
ξ(X)0(a) :=
{
πk(X0,1), for a = 1,
0, otherwise.
One can verify that ξ(X)k belongs to the space ℓσkqk (Uk) and ‖ξ(X)
k‖ℓσk
qk
(Uk)
= |||X|||Wαp ,(1);k.
Since ℓqk and Lqk -spaces are all uniformly convex when qk ∈ (1,∞), we obtain the strict
convexity of the norm ‖·‖ℓσkqk (Uk)
for each k. As a consequence, our claim follows by noting
that for any λ ∈ (0, 1), X,Y ∈ A(X), its convex combination Z := (1−λ)X+λY is again an
element in A(X) and for each k it holds that ξ(Z)k = (1 − λ)ξ(X)k + λξ(Y)k, see the proof
of Lemma 3.5. 
Now we extend F (·) = |||·|||Wαp ,(1) to a functional F defined on the whole Sobolev space
by following the same manner as in (3.3). We will denote by |·|Wαp ,(1) the counterpart of the
Sobolev norm (2.2) on the Banach spaceWαp ([0, T ];
⊕[ 1
α
]
i=1(R
d)⊗i) (i.e., by replacing the metric
dcc through the Euclidean distance on
⊕[ 1
α
]
i=1(R
d)⊗i). By [LPT18a, Theorem 2.2] we know
that |·|Wαp ,(1) is equivalent to the Sobolev norm |·|Wαp . Hence, all arguments for establishing
Lemma 3.6 remain valid for the current functional F and we can deduce that F induced by
|||·|||Wαp ,(1) is coercive and lower semi-continuous. So, together with Lemma 3.9 we recover
all results obtained for the previously defined inhomogeneous Sobolev norm, which will be
summarized in the corollary below:
Corollary 3.10. Proposition 3.7 and Corollary 3.8 are true if we replace |||·|||Wαp by |||·|||Wαp ,(1)
Remark 3.11. The inhomogeneous Sobolev norm |||·|||Wαp ,(1) of discrete type will play a crucial
role in establishing the continuity of Itoˆ–Lyons map, see Section 4.
Remark 3.12. An explicit characterization of the optimal rough path lift X∗ given the in-
homogeneous Sobolev norm as selection criterion (or another suitable selection criterion F )
would certainly be very interesting. However, this seems to be a possibly very hard question
outside the scope of the current article. Therefore, we leave it at this point for future research.
3.3. Optimal extension of lower dimensional rough paths. A related extension prob-
lem of interest is whether there exists a optimal joint rough path lift given two lower di-
mensional weakly geometric rough paths. For instance, this task appears in the context of
rough differential equations with mean field interaction, see [CL15], or in the context of robust
non-linear filtering, see [DOR15].
More precisely, for k, l ∈ N and for two Sobolev rough paths
X ∈Wαp ([0, T ];G
[ 1
α
](Rk)) and Y ∈Wαp ([0, T ];G
[ 1
α
](Rl)),
with d := k + l, define the admissible set
A(X,Y) :=
{
Z ∈Wαp ([0, T ];G
[ 1
α
](Rd)) : πd,k(Z) = X and πd,l(Z) = Y
}
,
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where πd,k:G
[ 1
α
](Rd) → G[
1
α
](Rk) is the extension of the canonical projection pd,k:R
d → Rk
and πd,l is analogously defined. For more details we refer to [FV10, Section 7.5.6] and, in
particular, [FV10, Example 7.54].
Optimal extension problem 3.13. Given two lower-dimensional Sobolev rough paths X ∈
Wαp ([0, T ];G
[ 1
α
](Rk)) and Y ∈ Wαp ([0, T ];G
[ 1
α
](Rl)) and a selection criterion F :A(X,Y) →
R ∪ {+∞}, we are looking for an admissible rough path lift Z∗ ∈ A(X,Y) such that
F (Z∗) = min
Z∈A(X,Y)
F (Z).
Indeed, we will show that if α ∈ (1/3, 1/2) (that is, if [ 1α ] = 2) and if the functional
F satisfies all assumptions required in Theorem 3.4, the optimal extension problem looking
for joint rough path lifts of two lower dimensional rough paths described as in the optimal
extension problem 3.13 admits a (unique) solution.
Proposition 3.14. Let X ∈ Wαp ([0, T ];G
2(Rk)) and Y ∈ Wαp ([0, T ];G
2(Rl)) be given for
α ∈ (13 ,
1
2). Then, the admissible set A(X,Y) is non-empty. Moreover, let F be a proper
functional defined on A(X,Y) such that F admits an extension F defined on the Banach
Wαp ([0, T ];R
d ⊕ (Rd)⊗2) which is coercive, convex, lower semi-continuous and equals to +∞
outside A(X,Y). Then, the optimal extension problem 3.13 admits at least one solution Z∗.
If in addition F is strictly convex, then the solution Z∗ is unique.
Proof. First let us prove that A(X,Y) is always non-empty. Let Zt := exp ( logXt + logYt)
for t ∈ [0, T ]. Here one needs to interpret logXt as a vector in the bigger Lie algebra G
2(Rd)
by identifying G2(Rk) as a subspace of G2(Rd) in the natural way, and the same interpretation
also holds for logYt. Then the path Z takes values in the quotient group G
2(Rd)/L, where
L = expL and L is the Lie ideal generated by
[Rk,Rl] = span{ei ⊗ ek+j − ek+j ⊗ ei : i = 1, . . . , k, j = 1, . . . , l}
where em, m = 1, . . . , d, is the canonical basis of R
d = Rk ⊕ Rl. Using the Campbell–Baker–
Hausdorff formula one can verify that for s, t ∈ [0, T ],
Zs,t = Z
−1
s ⊗ Zt = Xs,t ⊗Ys,t ⊗ expMs,t,
where Ms,t belongs to L, and we interpret Xs,t and Ys,t as elements in G
2(Rd) by identifying
G2(Rk) and G2(Rl) as Lie subgroups of G2(Rd) in the natural way. Hence, we have
‖Zs,t‖G2(Rd)/L= inf
l∈L
‖Zs,t ⊗ l‖≤ ‖Zs,t ⊗ exp(−Ms,t)‖= ‖Xs,t ⊗Ys,t‖.
Since X and Y have finite Sobolev norms, the sub-additivity of Carnot–Caratheodory norm
‖·‖ provides that Z ∈Wαp ([0, T ];G
2(Rd)/L). Then, by Lyons–Victoir extension theorem (see
Theorem 2.18) we can lift Z to a Z˜ ∈ Wαp ([0, T ];G
2(Rd)) such that πG2(Rd),G2(Rd)/L(Z˜) = Z.
Thanks to the definition of Z we have πd,k(Z˜) = X and πd,l(Z˜) = Y, and thus we obtain that
Z˜ ∈ A(X,Y).
Now the existence and uniqueness of a solution Z∗ to the optimal extension problem 3.13
follows immediately from Theorem 3.4 because in this case one can check that A(X,Y) is a
convex subset of A(X) ⊂Wαp ([0, T ];R
d ⊕ (Rd)⊗2), where X := π1(X)⊕ π1(Y) is an element
of the quotient group G2(Rd)/exp(W2) ∼= R
d and the convexity is the usual one defined on
the Banach space Wαp ([0, T ];R
d ⊕ (Rd)⊗2). 
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Remark 3.15. Analogously to the proof of Proposition 3.14, one can actually show that
A(X,Y) is non-empty for all α ∈ (0, 1) and p ∈ (1,+∞) with α > 1p , using Lyons–Victoir
extension theorem (see Theorem 2.18).
4. Continuity of the Itoˆ–Lyons map on Sobolev spaces
We consider the controlled differential equation
(4.1) dYt = V (Yt) dXt, Y0 = y0, t ∈ [0, T ],
for a driven signal X ∈ Cr-var([0, T ];Rd), an initial value y0 ∈ R
e and a vector field V =
(V1, . . . , Vd):R
e → L(Rd;Re). As discussed in the Introduction, if r > 2, it is not sufficient to
take “only” a Rd-valued path X as input to the system (4.1) in order to develop a pathwise
solution theory. Therefore, we require in the following the driven signal to be a rough path
as introduced by Lyons [Lyo98].
For a given weakly geometric rough path X ∈ Cr-var([0, T ];G[r](Rd)), Y ∈ C([0, T ];Re)
is said to be a solution to the controlled differential equation (also called rough differential
equation)
(4.2) dYt = V (Yt) dXt, Y0 = y0, t ∈ [0, T ],
if there exist a sequence (Xn) ⊂ C1-var([0, T ];Rd) such that
lim
n→∞
sup
0≤s≤t≤T
dcc(S[r](X
n)s,t,Xs,t) = 0, sup
n
‖S[r](X
n)‖r-var< +∞,
and the corresponding solutions Y n to equation (4.1) converge uniformly on [0, T ] to Y as
n → ∞, cf. [FV10, Definition 10.17]. By [FV10, Theorem 10.14 and Corollary 10.15], given
a rough path X ∈ Cr-var([0, T ];G[r](Rd)) and a vector field V ∈ Lipγ−1 with γ > r ≥ 1, there
exists a solution Y to the equation (4.2) such that for any [s, t] ⊂ [0, T ],
(4.3) |Yt − Ys − EV (Ys,Xs,t)|. (|V |Lipγ−1‖X‖r-var;[s,t])
γ ,
where EV (Ys,Xs,t) denotes the step-[r] Euler scheme (cf. [FV10, Definition 10.1]), namely,
(4.4) EV (Ys,Xs,t) :=
[r]∑
k=1
∑
i1,...,ik∈{1,...,d}
Vi1 . . . VikI(Ys)πk(Xs,t)
i1,...,ik ,
where I is the identity map on Re and πk(Xs,t)
i1,...,ik denotes the (i1, . . . , ik)-component of
πk(Xs,t) ∈ (R
d)⊗k.
Instead of using the classical notation of weakly geometric rough paths of finite r-variation,
we shall consider the driven signal X of the controlled differential equation (4.2) to be a
Sobolev rough path in Wαp ([0, T ];G
[ 1
α
](Rd)) with α ∈ (0, 1) and p ∈ [1,+∞] such that α > 1p ,
cf. Definition 2.1. From Sobolev embedding theorems, see e.g. [FV06, Theorem 2], we know
that X still belongs to Cr-var([0, T ];G[r](Rd)) with r := 1α . Hence, if the vector field V in (4.2)
belongs to Lipγ−1 with γ > r ≥ 1, then by classical results from rough path theory, as stated
above, there exists a solution Y ∈ Cr-var([0, T ];Re) to the rough differential equation (4.2).
The following proposition shows that in this case we even obtain the solution Y to be of
Sobolev regularity. Namely, Y has exactly the same Sobolev regularity as the driving signalX.
Proposition 4.1. Let α ∈ (0, 1) and p ∈ [1,+∞] be such that α > 1/p. Suppose that
X ∈Wαp ([0, T ];G
[ 1
α
](Rd)) and V ∈ Lipγ−1 for some γ > 1/α. Then, for any initial condition
y0 ∈ R
e there exists a solution Y to the rough differential equation (4.2) with Y0 = y0.
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Moreover, there exists a continuous increasing function f :R+ → R+ such that for all X ∈
Wαp ([0, T ];G
[ 1
α
](Rd)) with supt∈[0,T ]‖Xt‖cc≤M , one has
‖Y ‖Wαp . f(M)
(
|V |Lipγ−1‖X‖Wαp +(|V |Lipγ−1‖X‖Wαp )
γ
)
.
In this sequel we denote by ‖·‖Wαp ;[s,t] the Sobolev norm for functions restricted to the
interval [s, t].
Proof of Proposition 4.1. W.l.o.g. we may assume that T = 1. Since we have that X ∈
C
1
α
-var([0, 1];G[
1
α
](Rd)), see [FV06, Theorem 2], there exists a solution Y to the rough differ-
ential equation (4.2) with Y0 = y0 and (4.3) holds. As a consequence, for every j ∈ N, one
has
2j∑
k=1
|Yk2−j − Y(k−1)2−j |
p.
2j∑
k=1
|EV (Y(k−1)2−j ,X(k−1)2−j ,k2−j )|
p+
2j∑
k=1
‖X‖γp1
α
-var;[(k−1)2−j ,k2−j]
.
From the expression (4.4) we can deduce that
|EV (Y(k−1)2−j ,X(k−1)2−j ,k2−j)|. |V |Lipγ−1 |X(k−1)2−j ,k2−j |.
Furthermore, by [FV10, (7.22)] we have
|X(k−1)2−j ,k2−j |. max
(
1, sup
t∈[0,1]
‖Xt‖
[ 1
α
]
cc
)
ρ(Xk2−j ,X(k−1)2−j ).
Hence, by assumptions we obtain that
(4.5) |EV (Y(k−1)2−j ,X(k−1)2−j ,k2−j)|. ρ(Xk2−j ,X(k−1)2−j ).
On the other hand, by [FP16, Corollary 2.12] we get
(4.6) ‖X‖p1
α
-var;[(k−1)2−j ,k2−j ]
. ‖X‖p
Wαp ;[(k−1)2
−j ,k2−j ]
2−j(αp−1).
Inserting (4.5) and (4.6) into the above estimate, we arrive at
2j∑
k=1
|Yk2−j − Y(k−1)2−j |
p.
2j∑
k=1
ρ(Xk2−j ,X(k−1)2−j )
p +
2j∑
k=1
(
‖X‖p
Wαp ;[(k−1)2
−j ,k2−j ]
2−j(αp−1)
)γ
.
It follows that
∑
j≥0
2j(αp−1)
2j∑
k=1
|Yk2−j − Y(k−1)2−j |
p.
∑
j≥0
2j(αp−1)
2j∑
k=1
ρ(Xk2−j ,X(k−1)2−j )
p
+
∑
j≥0
2j(αp−1)
2j∑
k=1
(
‖X‖p
Wαp ;[(k−1)2
−j ,k2−j ]
2−j(αp−1)
)γ
.(4.7)
Applying [LPT18a, Theorem 2.2], for the Euclidean metric ρ, to the first term in the right-
hand side of inequality (4.7), we conclude that
∑
j≥0
2j(αp−1)
2j∑
k=1
ρ(Xk2−j ,X(k−1)2−j )
p .
∫∫
[0,1]2
ρ(Xu,Xv)
p
|v − u|αp+1
dudv.
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Invoking that ρ(g, h) . dcc(g, h) locally uniformly on G
[ 1
α
](Rd), we can further deduce that
∑
j≥0
2j(αp−1)
2j∑
k=1
ρ(Xk2−j ,X(k−1)2−j )
p .
∫∫
[0,T ]2
dcc(Xu,Xv)
p
|v − u|αp+1
dudv = ‖X‖pWαp
and thus
(4.8)
∑
j≥0
2j(αp−1)
2j∑
k=1
ρ(Xk2−j ,X(k−1)2−j )
p . ‖X‖pWαp
.
Let us now turn to the second term in the right-hand side of (4.7). Since γ > 1α > 1, the
elementary inequality
∑
(|ai|
γ)1/γ ≤
∑
|ai| implies that
∑
j≥0
2j(αp−1)
2j∑
k=1
(
‖X‖p
Wαp ;[(k−1)2
−j ,k2−j ]
2−j(αp−1)
)γ
.
(∑
j≥0
2j∑
k=1
2
−j(αp−1)(1− 1
γ
)
‖X‖p
Wαp ;[(k−1)2
−j ,k2−j ]
)γ
.
Since 1− 1γ > 0 and αp − 1 > 0, using the super-additivity of the control function ω(s, t) :=
‖X‖pWαp ;[s,t]
, we can immediately deduce that
(4.9)
∑
j≥0
2j(αp−1)
2j∑
k=1
(
‖X‖p
Wαp ;[(k−1)2
−j ,k2−j ]
2−j(αp−1)
)γ
. ‖X‖γpWαp
.
Inserting the bounds (4.8) and (4.9) into inequality (4.7) and noting that the left-hand side
of (4.7) is equivalent to the p-th power of the Wαp -norm of Y due to [LPT18a, Theorem 2.2],
we finally obtain that
‖Y ‖Wαp . ‖X‖Wαp +‖X‖
γ
Wαp
,
where the proportionality constant depends continuously on M and is increasing in M (in
fact, we may choose f(M) := max(1,M [
1
α
])). This completes the proof. 
If the vector field V belongs even to Lipγ rather than Lipγ−1 for γ > 1/α, then classical
results from rough path theory (see, e.g., [FV10, Theorem 10.26]) imply the uniqueness of
the solution Y to the rough differential equation (4.2). Recalling that the solution Y is an
element of Wαp ([0, T ];R
e) by Proposition 4.1, the Itoˆ–Lyons map Φ given by
(4.10) Φ:Re × Lipγ ×Wαp ([0, T ];G
[ 1
α
](Rd))→Wαp ([0, T ];R
e) via Φ(y0, V,X) := Y,
where Y denotes the unique solution to rough differential equation (4.2) given the input
(y0, V,X), is well-defined.
One of the central results of rough path theory is the local Lipschitz continuity of the
Itoˆ–Lyons map, which, of course, crucially depends on the chosen topology. Our aim is to
establish the local Lipschitz continuity of the Itoˆ–Lyons map acting on the space of Sobolev
rough paths, as defined in (4.10). Towards this end, let us introduce a second inhomogeneous
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Sobolev distance ρˆWαp on W
α
p ([0, T ];G
[ 1
α
](Rd)) defined by
ρˆWαp (X
1,X2) :=
[ 1
α
]∑
k=1
ρˆ
(k)
Wαp
(X1,X2), for X1,X2 ∈Wαp ([0, T ];G
[ 1
α
](Rd)),
where
ρˆ
(k)
Wαp
(X1,X2) :=
(∑
j≥0
2j(αp−1)
2j∑
i=1
|πk(X
1
(i−1)2−j ,i2−j −X
2
(i−1)2−j ,i2−j)|
p
k
)k
p
.
Note that the ρˆWαp corresponds to the inhomogeneous discrete Sobolev metric induced by (3.5)
and recall that ρˆWαp is the inhomogeneous counterpart of the discretely defined homogeneous
Sobolev norm (2.2), which is equivalent to the (classical) Sobolev metric as defined in (2.1),
see [LPT18b, Theorem 2.2]. Therefore, by using the equivalence of homogeneous norms on the
Carnot group G[
1
α
](Rd) (see [FV10, Theorem 7.44]), one can verify that ρˆ
(k)
Wαp
(X1,X2) < +∞
for X1,X2 in Wαp ([0, T ];G
[ 1
α
](Rd)). Moreover, let us recall the inhomogeneous mixed Ho¨lder-
variation distance as introduced in [FP16, Section 3.2], which is given by
ρV˜ α,p(X
1,X2) := max
k=1,...,N
ρ
(k)
V˜ α,p;[0,T ]
(X1,X2),
where
ρ
(k)
V˜ α,p;[s,t]
(X1,X2) := sup
P⊂[s,t]
( ∑
[u,v]∈P
ρ
(k)
1/α-var;[u,v](X
1,X2)
p
k
|u− v|αp−1
) k
p
, [s, t] ⊂ [0, T ].
By [FP16, Theorem 2.11 and Corollary 2.12] and the equivalence of homogeneous norms on
the Carnot group G[
1
α
](Rd), one immediately has that ρV˜ αp
(X1,X2) < +∞ for X1,X2 in
Wαp ([0, T ];G
[ 1
α
](Rd)).
Theorem 4.2. Let α ∈ (0, 1), γ > 1 and p ∈ (1,+∞) be such that α > 1/p and γ > 1/α.
Then, the Itoˆ–Lyons map Φ as defined in (4.10) is locally Lipschitz continuous with respect
to the initial value, vector field and the driving signal, that is, for yi0 ∈ R
e, V i ∈ Lipγ and
Xi ∈Wαp ([0, T ];G
[ 1
α
](Rd)) satisfying
‖Xi‖Wαp ≤ b and |V
i|Lipγ≤ l, i = 1, 2,
for some b, l > 0, with corresponding solution Y i = Φ(yi0, V
i,Xi), there exists a constant
C = C(b, l, γ, α, p, T ) ≥ 1 such that
‖Y 1 − Y 2‖Wαp ≤ C
(
|V 1 − V 2|Lipγ−1+|y
1
0 − y
2
0 |+ρˆWαp (X
1,X2) + ρV˜ αp
(X1,X2)
)
.
Proof. W.l.o.g. we again assume that T = 1 and let ∆1 := {(s, t) ∈ [0, 1]
2 : s < t}. A careful
inspection of the proof of [FV10, Theorem 10.26] reveals that if ω is a control function on ∆1
and ω′ is a non-negative function on ∆1 such that
‖Xi‖ 1
α
-ω:= sup
0≤s≤t≤1
‖Xis,t‖cc
ω(s, t)α
≤ 1 and ‖Xi‖ 1
α
-ω′ := sup
0≤s≤t≤1
‖Xis,t‖cc
ω′(s, t)α
≤ 1,
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for i = 1, 2, then for any s < t in [0, 1],
|Y 1s,t−Y
2
s,t|
.(l|y10 − y
2
0|+|V
1 − V 2|Lipγ−1+lρ 1
α
-ω′(X
1,X2))ω′(s, t)α exp(Clω′(s, t) + Cl
1
αω(0, 1))
+ (l|y10 − y
2
0|+|V
1 − V 2|Lipγ−1+lρ 1
α
-ω(X
1,X2))lγ−1ω(s, t)γα exp(Cl
1
αω(0, 1)),
(4.11)
where ρ 1
α
-ω(X
1,X2) :=
∑
k=1,...,[ 1
α
] sup0≤s≤t≤1
|πk(X
1
s,t−X
2
s,t)|
ω(s,t)αk
and the same expression holds
for ρ 1
α
-ω′(X
1,X2). Let us define
(4.12) ω(s, t) := ‖X1‖
1
α
1
α
-var;[s,t]
+‖X1‖
1
α
1
α
-var;[s,t]
+
[ 1
α
]∑
k=1
ω
(k)
X1,X2
(s, t),
where ω
(k)
X1,X2
(s, t) :=
(ρ(k)1
α -var;[s,t]
(X1,X2)
ρ
(k)
V˜ αp
(X1,X2)
) 1
αk
and ρ
(k)
1
α
-var
is the inhomogeneous variation metric
defined in [FV10, Definition 8.6]. Furthermore, we set
ω′(s, t) := ‖X1s,t‖
1
α
cc+‖X
2
s,t‖
1
α
cc+
[ 1
α
]∑
k=1
ω
′,(k)
X1,X2
(s, t)
with ω
′,(k)
X1,X2
(s, t) :=
(
|πk(X
1
s,t−X
2
s,t)|
ρˆ
(k)
Wαp
(X1,X2)
) 1
αk
. By definition, we see that for such ω and ω′ it holds
that ‖Xi‖ 1
α
-ω≤ 1 and ‖X
i‖ 1
α
-ω′≤ 1 for i = 1, 2. Moreover, since
|πk(X
1
s,t −X
2
s,t)|≤
ρ
(k)
1
α
-var;[s,t]
(X1,X2)
ρ
(k)
V˜ αp
(X1,X2)
ρ
(k)
V˜ αp
(X1,X2) ≤ ω(s, t)αkρ
(k)
V˜ αp
(X1,X2),
we indeed have ρ 1
α
-ω(X
1,X2) ≤ ρV˜ αp
(X1,X2). By the same reasoning we can also deduce that
ρ 1
α
-ω′(X
1,X2) ≤ ρˆWαp (X
1,X2). Although ω′ is not a control function, it holds that ω′(s, t) ≤
ω(s, t) for all s < t in [0, 1]. Hence, we can bound the ω′(s, t) appeared in the exponential
function in (4.11) by ω(0, 1). All above observations allow us to reduce estimate (4.11) to
|Y 1s,t − Y
2
s,t|.
(
l|y10 − y
2
0 |+|V
1 − V 2|Lipγ−1+lρˆWαp (X
1,X2) + lρV˜ αp
(X1,X2)
)
exp(Cl
1
αω(0, 1))
× (ω′(s, t)α + ω(s, t)γα).
For simplicity we denote
F :=
(
l|y10 − y
2
0|+|V
1 − V 2|Lipγ−1+lρˆWαp (X
1,X2) + lρV˜ αp
(X1,X2)
)
exp(Cl
1
αω(0, 1)),
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which is a constant independent of (s, t). Then we obtain that
∑
j≥0
2j(αp−1)
2j∑
i=1
|Y 1s,t − Y
2
s,t|
p.F p
(∑
j≥0
2j(αp−1)
2j∑
i=1
ω′((i − 1)2−j , i2−j)αp
+
∑
j≥0
2j(αp−1)
2j∑
i=1
ω((i− 1)2−j , i2−j)γαp
)
.
(4.13)
By definition, we have
ω′((i− 1)2−j , i2−j)αp . dcc(X
1
(i−1)2−j ,X
1
i2−j )
p + dcc(X
2
(i−1)2−j ,X
2
i2−j )
p
+
[ 1
α
]∑
k=1
|πk(X
1
(i−1)2−j ,i2−j −X
2
(i−1)2−j ,i2−j )|
p
k ρˆ
(k)
Wαp
(X1,X2)−
p
k .
In view of the definition of ρˆ
(k)
Wαp
we observe that
∑
j≥0
2j(αp−1)
2j∑
i=1
|πk(X
1
(i−1)2−j ,i2−j −X
2
(i−1)2−j ,i2−j)|
p
k= ρˆ
(k)
Wαp
(X1,X2)
p
k
and thus
∑
j≥0
2j(αp−1)
2j∑
i=1
ω′((i− 1)2−j , i2−j)αp
=
∑
j≥0
2j(αp−1)
2j∑
i=1
dcc(X
1
(i−1)2−j ,Xi2−j )
p +
∑
j≥0
2j(αp−1)
2j∑
i=1
dcc(X
2
(i−1)2−j ,Xi2−j )
p + [
1
α
].
By [LPT18a, Theorem 2.2] the right-hand side of the above inequality is bounded by the term
C(‖X1‖pWαp
+‖X2‖pWαp
) + [ 1α ] for some constant C only depending on α and p, therefore the
term ∑
j≥0
2j(αp−1)
2j∑
i=1
ω′((i− 1)2−j , i2−j)αp
is bounded by C(bp + 1) due to our hypothesis.
On the other hand, in view of the definition of ω (cf. (4.12)), one has
∑
j≥0
2j(αp−1)
2j∑
i=1
ω((i− 1)2−j , i2−j)γαp
.
∑
j≥0
2j(αp−1)
2j∑
i=1
‖X1‖γp1
α
-var;[(i−1)2−j ,i2−j ]
+
∑
j≥0
2j(αp−1)
2j∑
i=1
‖X2‖γp1
α
-var;[(i−1)2−j ,i2−j ]
+
[ 1
α
]∑
k=1
∑
j≥0
2j(αp−1)
2j∑
i=1
ρ
(k)
1
α
-var;[(i−1)2−j ,i2−j ]
(X1,X2)
p
k
γρ
(k)
V˜ αp
(X1,X2)−
p
k
γ .
From the proof of Proposition 4.1 we see that the right-hand side of the above inequality is
bounded by C(‖X1‖pWαp +‖X
2‖pWαp )
γ for some constant C only depending on α, p and γ.
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For the last term, note that in the proof of [FP16, Theorem 3.3] one has
ρ
(k)
1
α
-var;[(i−1)2−j ,i2−j ]
(X1,X2) ≤ ρ
(k)
V˜ αp ;[(i−1)2
−j ,i2−j ]
(X1,X2)2
−j(α− 1
p
)k
.
Since γ > 1/δ > 1 and ρ
(k)
V˜ αp ;[s,t]
(X1,X2)
p
k is super-additive as a function on ∆1, we can deduce
that
∑
j≥0
2j(αp−1)
2j∑
i=1
ρ
(k)
1
α
-var;[(i−1)2−j ,i2−j ]
(X1,X2)
p
k
γ
.
(∑
j≥0
2−j(αp−1)(1−
1
γ
)
2j∑
i=1
ρ
(k)
V˜ αp ;[(i−1)2
−j ,i2−j ]
(X1,X2)
p
k
)γ
. ρ
(k)
V˜ αp
(X1,X2)
p
k
γ ,
for every k = 1, . . . , [ 1α ]. Hence, we obtain that
∑
j≥0
2j(αp−1)
2j∑
i=1
ω((i− 1)2−j , i2−j)γαp . bpγ + 1.
Note that from the above estimate we also deduce that ω(0, 1) ≤ C(b
1
α+1) for some constant C
only depending on α, p and γ. Now inserting all above estimates into (4.13) and using [Ros09,
Theorem 1] or [LPT18a, Theorem 2.2], we find that
‖Y 1 − Y 2‖Wαp . C
(
|V 1 − V 2|Lipγ−1+|y
1
0 − y
2
0 |+ρˆWαp (X
1,X2) + ρV˜ αp
(X1,X2)
)
.

Remark 4.3. Note that there is a canonical way to introduce the inhomogeneous Sobolev dis-
tance analogously to the integral definition of the homogeneous Sobolev norm (2.1). However,
already in the case of homogeneous Sobolev norms, it was a challenging task to show the equiv-
alence of the Sobolev norm via integrals (2.1) and the discretely defined Sobolev norm (2.2),
see [LPT18a].
Furthermore, one would expect that the inhomogeneous mixed Ho¨lder-variation distance ρV˜ αp
is not needed for the continuity statement of Theorem 4.2 and that ρV˜ αp
is dominated by the
inhomogeneous Sobolev distance ρˆWαp as one can observe for the homogeneous Sobolev norms.
However, this would required an extensive study of the inhomogeneous distances, which seems
to be outside the scope of the present article.
Remark 4.4. Of course, it is known that the Itoˆ–Lyons map is locally Lipschitz continuous
with respect to many different distances, see e.g. [FP16] and the references therein. Loosely
speaking, the continuity results with respect to the commonly used distances rely on the fact
that they are closely related in some way to a control functions. This missing direct relation
between a control function and the Sobolev distance distinguishes the proof of Theorem 4.2
from the previous ones.
Moreover, in the regime of Young integration (i.e. α > 1/2), it is well-known that at
least the integration operator is continuous with to a Sobolev distance, see, e.g., [Kam94]
or [Za¨h98, Za¨h01]. In the case α ∈ (1/3, 1/2), the continuity of the Itoˆ–Lyons map was
established in [PT16] based on the notion of paracontrolled distributions (see [GIP15]) but not
directly on the classical rough path space.
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5. Discussion: generalization to Besov spaces
In principle, all results presented in the previous sections extend from Sobolev spaces to
the even more general class of Besov spaces. Since this would make the paper much longer
and technically more involved without (most likely) leading to additionally conceptional new
insights, we decided to write the paper in the Sobolev setting. However, some results extend
immediately to a Besov topology without extra effort. In this section we shall point out which
ones.
We start by recalling the definition of (non-linear) Besov spaces. Let (E, d) be a met-
ric space. For α ∈ (0, 1) and p, q ∈ [1,+∞] the Besov space Bαp,q([0, 1];E) consists of all
measurable functions f : [0, 1]→ E such that
‖f‖Bαp,q :=
(∫ 1
0
( ∫ 1−h
0
d(f(x), f(x+ h))p
hαp
dx
) q
p dh
h
)1/q
<∞.
Note that Bαp,p([0, 1];E) coincides with the Sobolev space W
α
p ([0, 1];E). This leads naturally
to the notion of Besov rough paths.
Definition 5.1. Let 0 < α < 1 and 1 ≤ p, q ≤ +∞ such that α > 1/p. Every X ∈
Bαp,q([0, 1];G
[ 1
α
](Rd)) is called Besov rough path with regularity (α, p, q).
The main ingredient for some results (pointed out below) was the equivalence of ‖f‖Bαp,q
and
‖f‖bαp,q ,(1) :=
(∑
j≥0
2jq(α−
1
p
)
( 2j−1∑
m=0
d(f(
m+ 1
2j
), f(
m
2j
))
p) q
p
)1/q
for continuous functions f : [0, 1] → E, see [LPT18a, Theorem 2.2], which we so far only use
in the Sobolev case. Based on this equivalence, one can easily modify the poof of Lemma 2.17
to obtain its Besov analogue and follow the lines of [LV07] to arrive at the Lyons-Victoir
theorem for Besov path, cf. Corollary 2.19. Let 0 < α < 1 and 1 ≤ p, q ≤ +∞ be such that
α > 1/p such that 1α /∈ N \ {1} for the rest of the section.
Proposition 5.2. Then, every Rd-valued path X ∈ Bαp,q([0, 1];R
d) can be lifted to a Besov
rough path in Bαp,q([0, 1];G
[ 1
α
](Rd)).
The optimal extension problem 3.1 can also be considered for Besov rough paths. For K a
closed subgroup of exp(W[ 1
α
]) and X ∈ B
α
p,q([0, 1];G
[ 1
α
](Rd)/K) we only need to replace the
admissible set A(X) by
AB(X) :=
{
X ∈ Bαp,q([0, 1];G
[ 1
α
](Rd)) : π
G[
1
α ](Rd),G[
1
α ](Rd)/K
(X) = X
}
.
Following the proof of Lemma 3.3 and Theorem 3.4, we deduce without difficulties:
Proposition 5.3. Let F :AB(X) → R ∪ {+∞} be a proper functional defined on AB(X),
that is, F (X) ∈ R holds for at least one X ∈ AB(X). If F can be extended to a coer-
cive, strictly convex and lower semi-continuous functional F defined on the Banach space
Bαp,q([0, 1];
⊕[ 1
α
]
i=1(R
d)⊗i) such that F = +∞ outside A(X), then the optimal extension prob-
lem 3.1 admits a unique solution X∗ in AB(X).
Furthermore, the rough differential equation (4.2) driven by a Besov rough path possess
a solution with the same Besov regularity. Indeed, again based on the above equivalence
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of Besov norms ([LPT18a, Theorem 2.2]) and applying the embedding of Besov spaces into
p-variation spaces (see [LPT18a, Proposition 4.1]) (distinguishing the cases q ≥ p and q ≤ p),
we can easily extend the Proposition 4.1 to Besov spaces.
Proposition 5.4. Suppose that X ∈ Bαp,q([0, 1];G
[ 1
α
](Rd)), p ≥ q and V ∈ Lipγ−1 for some
γ > 1/α. Then, for any initial condition y0 ∈ R
e there exists a solution Y to the rough dif-
ferential equation (4.2) with Y0 = y0. Moreover, there exists a continuous increasing function
f :R+ → R+ such that for all X ∈ B
α
p,q([0, 1];G
[ 1
α
](Rd)) with supt∈[0,1]‖Xt‖cc≤M , one has
‖Y ‖Bαp,q. f(M)
(
|V |Lipγ−1‖X‖Bαp,q+(|V |Lipγ−1‖X‖Bαp,q )
γ
)
.
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