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Abstract
Consider a system of N bosons on the three dimensional unit torus interacting via a pair
potential N2V (N(xi−xj)), where x = (x1, . . . , xN ) denotes the positions of the particles. Suppose
that the initial data ψN,0 satisfies the condition
〈ψN,0, H2NψN,0〉 ≤ CN2
where HN is the Hamiltonian of the Bose system. This condition is satisfied if ψN,0 = WNφN,0
where WN is an approximate ground state to HN and φN,0 is regular. Let ψN,t denote the
solution to the Schro¨dinger equation with Hamiltonian HN . Gross and Pitaevskii proposed to
model the dynamics of such system by a nonlinear Schro¨dinger equation, the Gross-Pitaevskii
(GP) equation. The GP hierarchy is an infinite BBGKY hierarchy of equations so that if ut
solves the GP equation, then the family of k-particle density matrices {⊗kut, k ≥ 1} solves the
GP hierarchy. We prove that as N → ∞ the limit points of the k-particle density matrices of
ψN,t are solutions of the GP hierarchy. The uniqueness of the solutions to this hierarchy remains
an open question. Our analysis requires that the N boson dynamics is described by a modified
Hamiltonian which cuts off the pair interactions whenever at least three particles come into a
region with diameter much smaller than the typical inter-particle distance. Our proof can be
extended to a modified Hamiltonian which only forbids at least n particles from coming close
together, for any fixed n.
1 Introduction
A very simple and useful way to understand Bose systems is to treat all bosons as independent
particles. In particular, to prove the Bose-Einstein condensation is a simple exercise in the case of
non-interacting bosons [12]. The true many-body problem with a pair interaction is a much harder
problem. Gross [9, 10] and Pitaevskii [26] proposed to model the many-body effect by a nonlinear
on-site self interaction of a complex order parameter (the “condensate wave function”). The strength
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of the nonlinear interaction in this model is given by the scattering length a0 of the pair potential.
The Gross-Pitaevskii (GP) equation is given by
i∂tut = −∆ut + σ|ut|2ut = δE(u, u¯)
δu¯
∣∣∣
ut
, E(u, u¯) =
∫
dx
[
|∇u|2 + σ
2
|u|4
]
, (1.1)
where E is the Gross-Pitaevskii energy functional and σ = 8πa0. The Gross-Pitaevskii equation was
considered as a mean-field model; some corrections were obtained in [14, 15] and more recently, e.g.,
in [28].
The many-body effects can be analyzed in much more details by the Bogoliubov transforma-
tion. The Bogoliubov’s theory, it should be emphasized, postulates that the ratio between the
non-condensate and the condensate is small. Apart from this assumption, the coupling constant σ
derived from the Bogoliubov’s theory is the semiclassical approximation to the scattering length.
One can perform some higher order diagrammatic re-summation to recover the scattering length.
In the case of hard core potential, the traditional theory relies on the non-rigorous pseudo-potential
model [13].
The first rigorous result concerning the many-body effects of the Bose gas was Dyson’s estimate
of the ground state energy. Dyson [3] proved the correct leading upper bound to the energy and a
lower bound off by a factor around 10. The matching lower bound was obtained by Lieb-Yngvason
[24, 25] forty years later. The last result has inspired many subsequent works, including a proof
[19, 24, 25] that the Gross-Pitaevskii energy functional correctly describes the ground state in a
scaling limit to be specified later.
The experiments on the Bose-Einstein condensation were conducted by observing the dynamics of
the condensate when the confining traps are switched off. It is remarkable that the Gross-Pitaevskii
equation, despite being a mean-field equation, has provided a very good description for the dynam-
ics of the condensate. The validity of the Gross-Pitaevskii equation asserts that the fundamental
assumption of the Gross-Pitaevskii theory (i.e., that the many-body effects can be modelled by a
nonlinear on-site self interaction of the order parameter) applies not only to the ground states, but
to certain excited states and their subsequent time evolution. This remarkable and fundamental
property of the Bose gas has mostly been taken for granted and has not been treated rigorously in
the literature. In order to explain the issues involved, we now introduce some notations and set up
the scaling for the Gross-Pitaevskii theory.
Let V ≥ 0 be a fixed nonnegative, spherically symmetric, smooth potential with compact support.
The zero energy scattering solution f satisfies the equation[
−∆+ 1
2
V (x)
]
f(x) = 0 . (1.2)
If we fix the normalization lim|x|→∞ f(x) = 1 and write f(r) = q(r)/r (where r = |x|), the scattering
length a0 of V is defined by
a0 = lim
r→∞ r − q(r) (1.3)
and thus for x large,
f(x) ∼ 1− a0/|x| . (1.4)
From the zero energy equation, we also have the identity∫
dxV (x)f(x) = 8πa0 . (1.5)
Let Λ be the three-dimensional torus of unit side-length. Denote the position of N bosons in Λ
by x = (x1, x2, . . . , xN ), xj ∈ Λ. Lieb, Seiringer and Yngvason [19] pointed out that, in order to
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obtain the GP functional, the length scale of the pair potential should be of order 1/N . Notice that
the density of the system is N and the typical inter-particle distance is N−1/3, which is much bigger
than the length scale of the potential. The system is really a dilute gas on the scale of the range of
the interaction, but it is scaled in such a way that the size of the total system is of order one.
The Hamiltonian of the Bose system on the torus Λ is given by
H = −
N∑
j=1
∆j +
N∑
j<k
N2V (N(xj − xk)) . (1.6)
By scaling, the scattering length of the potential N2V (Nx) is a := a0/N . We shall from now on use
the notation
Va(x) := N
2 V (Nx) , a = a0/N . (1.7)
Notice that the pair potential in (1.6) is an approximation to the mean field Dirac delta interaction:
b0
N
N∑
j<k
δ(xj − xk), b0 =
∫
dxV (x) .
The Schro¨dinger equation is given by
i∂tψt = Hψt, or i∂tγN = [H, γN ] , (1.8)
where γN is the N -particle density matrix. For a pure state, γψ := |ψ〉〈ψ| is the orthogonal projection
onto ψ.
Introduce the shorthand notation
x := (x1, x2, . . . , xN ), xk := (x1, . . . , xk), xN−k := (xk+1, . . . , xN )
and similarly for the primed variables, x′k := (x
′
1, . . . , x
′
k). The k−particle density matrix is given by
γ
(k)
N (xk;x
′
k) :=
∫
dxN−kγN
(
xk,xN−k;x′k,xN−k
)
. (1.9)
Our normalization implies that Tr γ
(k)
N = 1 for all k = 1, . . . , N .
The density matrix γ
(1)
N,t satisfies the following equation
i∂tγ
(1)
N,t(x1;x
′
1) = (−∆x1 +∆x′1)γ
(1)
N,t(x1;x
′
1)
+ (N − 1)
∫
dx2(Va(x1 − x2)− Va(x′1 − x2))γ(2)N,t(x1, x2;x′1, x2),
(1.10)
and similar equations hold for γ
(k)
N,t for k ≥ 1. To close this equation, one needs to assume some
relation between γ
(2)
N,t and γ
(1)
N,t. The simplest assumption would be the factorization property, i.e.,
γ
(2)
N,t(x1, x2;x
′
1, x
′
2) = γ
(1)
N,t(x1;x
′
1)γ
(1)
N,t(x2;x
′
2) . (1.11)
This does not hold for finite N , but it may hold for a limit point γ
(k)
t of γ
(k)
N,t as N →∞, i.e.,
γ
(2)
t (x1, x2;x
′
1, x
′
2) = γ
(1)
t (x1;x
′
1)γ
(1)
t (x2;x
′
2) . (1.12)
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Under this assumption, γ
(1)
t satisfies the limiting equation
i∂tγ
(1)
t (x1;x
′
1) = (−∆x1 +∆x′1)γ
(1)
t (x1;x
′
1) + (Qt(x1)−Qt(x′1))γ(1)t (x1;x′1) (1.13)
where
Qt(x) = lim
N→∞
N
∫
dyVa(x− y)ρt(y), ρt(x) = γ(1)t (x;x) . (1.14)
If, instead of Va(x), we use the unscaled mean field potential V (x)/N , then Qt is the convolution
of V with the density ρt(x). The equation (1.13) becomes the Hartree equation. For Bose systems
with mean field interaction and product initial wave function, the factorization assumption (1.12)
can be proved for a general class of potentials. See the work of Hepp [11] and Spohn [27] for bounded
potentials and [2, 6] for potentials with Coulomb type singularity. For certain quasi-free initial data,
Ginibre and Velo [8] can handle all integrable singularities. We note that in one dimension the
convergence to the GP hierarchy (1.24) for the delta potential was established by Adami, Bardos,
Golse and Teta in [1].
In our setting, Va(x) lives on scale 1/N and is much more singular than all the cases considered
previously. If ρt(x) is continuous, then Qt is given by
Qt(x) = b0ρt(x).
Thus (1.13) gives the GP equation with the incorrect coupling constant σ = b0 instead of σ = 8πa0.
It is known that b0/8π is the first Born approximation to the scattering length a0 and the following
inequality holds:
a0 ≤ b0
8π
=
1
4π
∫
R3
1
2
V (x) dx . (1.15)
To go beyond the Born approximation, we need to understand the short scale correlations of the
ground state which we now review.
The ground state of a dilute Bose system with interaction potential Va is believed to be very
close to the form
W (x) :=
∏
i<j
f(N(xi − xj)) (1.16)
where f is the zero-energy solution (1.2). We remark that Dyson [3] took a different function which
was not symmetric, but the short distance behavior was the same as in W . Since in the experiments
the initial states were prepared with a trapping potential, living on a scale of order one, the ground
state for such a trapped gas is of the form ψ(x) =W (x)φ(x) [19, 20] where φ(x) is close to a product
function. Thus we shall consider initial data of the form W (x)φ(x).
We assume for the moment that the ansatz, ψt(x) = W (x)φt(x) with φt a product function,
holds for all time. The reduced density matrices for ψt(x) satisfy
γ
(2)
t (x1, x2;x
′
1, x
′
2) ∼ f(N(x1 − x2))f(N(x′1 − x′2))γ(1)t (x1;x′1)γ(1)t (x2;x′2) . (1.17)
Together with (1.5) and the assumption that ρt is smooth, we have
lim
N→∞
N
∫
dx2Va(x1 − x2)γ(2)N,t(x1, x2;x′1, x2) = 8πa0γ(1)t (x1;x′1)ρt(x1) . (1.18)
We have used that lim|x|→∞ f(x) = 1 and the last equation is valid for |x1 − x′1| ≫ 1/N . This gives
the GP equation with the correct dependence on the scattering length.
Notice that the relations (1.17) and (1.18) are very subtle. The correlation in γ(2) occurs at the
scale 1/N . Testing the relation (1.17) in a weak limit, all correlations at the scale 1/N disappear and
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the product relation (1.12) will hold. However, this short distance correlation shows up in the GP
equation due to the singular potential NVa(x1 − x2). Therefore, a rigorous justification of the GP
equation requires a proof that the relation (1.17) holds with such a precision that (1.18) is valid—a
formidable task.
We would like to divide this task into two parts. The first question is whether the short scale
structure of γ
(2)
N,t is given by f(N(x1 − x2))f(N(x′1 − x′2)), i.e., whether, for large N ,
γ
(2)
N,t(x1, x2;x
′
1, x
′
2) ∼ f(N(x1 − x2))f(N(x′1 − x′2))γ(2)t (x1, x2;x′1, x′2) (1.19)
where γ
(2)
t is a weak limit of γ
(2)
N,t (the short distance correlations given by f(N(x1−x2))f(N(x′1−x′2))
vanish when the weak limit is taken) living on a scale of order one so that
lim
N→∞
∫
dx2Va(x1 − x2)γ(2)N,t(x1, x2;x′1, x2) = 8πa0γ(2)t (x1, x1;x′1, x1) . (1.20)
The second question is whether γ
(2)
t factorizes, i.e., whether
γ
(2)
t (x1, x2;x
′
1, x
′
2) = γ
(1)
t (x1;x
′
1)γ
(1)
t (x2;x
′
2). (1.21)
If we replace the Hamiltonian (1.6) by a modified Hamiltonian H˜, in which we remove the pair
interaction when three or more particles come close together in a very short distance, then we can
prove a certain version of (1.19) and (1.20). Let ℓ denote a distance much smaller than the typical
inter-particle distance, say, ℓ = N−1/3−δ for some δ > 0. The modified Hamiltonian is approximately
of the form
H˜ ∼ −
N∑
j=1
∆j +
N∑
j<k
[
N2V (N(xj − xk))
∏
i 6=j,k
1(|xi − xk| ≥ ℓ)
]
. (1.22)
The precise definition will be given in (2.9). This cutoff modification changes the Hamiltonian for
events that are rare with respect to the expected typical particle distribution, therefore it should have
little effect on the dynamics. Unfortunately we cannot control this effect rigorously. (In principle, the
original unmodified dynamics may introduce local clustering of particles, despite that it is unfavorable
for the local energy.) In the computation of the ground state energy by Lieb-Yngvason [24], no such
modification was needed since the positivity of the contribution from these rare events could be
exploited. Our method is based on the conservation of H˜2 along the dynamics and an inequality of
the form: ∑
i<j
∫
W 2|∇i∇jφt|2 ≤ C
∫
|(H˜ +N)ψt|2 = C
∫
|(H˜ +N)ψ0|2 ≤ CN2, (1.23)
with ψt =Wφt. The idea of using the conservation of higher power of the Hamiltonian was introduced
in [6]. Clearly, the computation of H˜2 involves derivatives of the pair potential which have no definite
sign. If we use the original Hamiltonian H instead of H˜, these terms cannot be controlled by the
kinetic energy operator in the rare situation when many particles come close together. The modified
Hamiltonian (1.22) removes this technical obstacle.
Using (1.23) we will prove that weak limit points γ
(k)
t of the k-particle density γ
(k)
N,t (whose
time evolution is generated by the modified Hamiltonian H˜) satisfy the following infinite BBGKY
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hierarchy, which will be called GP-hierarchy:
i∂tγ
(k)
t (xk;x
′
k) =
k∑
j=1
(−∆xj +∆x′j)γ
(k)
t (xk;x
′
k)
+ σ
k∑
j=1
∫
dxk+1(δ(xj − xk+1)− δ(x′j − xk+1))γ(k+1)t (xk, xk+1;x′k, xk+1) .
(1.24)
with the correct coupling constant σ = 8πa0. Notice that if u(t, x) is a solution of the GP equation
(1.1), then
γ
(k)
t (xk;x
′
k) =
k∏
j=1
u(t, xj)u¯(t, x
′
j) (1.25)
is a solution of the hierarchy (1.24). To conclude the factorization property (1.21), it remains to
answer the following three open questions. The first one is to rigorously justify the cutoff modification
of the Hamiltonian by controlling the clustering of particles. The second one is the uniqueness of
the solution of the hierarchy in a certain space. The third one is to prove a-priori bounds on the
density matrices of the Schro¨dinger equation so that their limits fall into the space needed in the
uniqueness theorem. Recently the uniqueness problem was solved in [5]. Furthermore, the required a-
priori estimates were established for certain mean field Hamiltonians without the cutoff modification
(see Section 3.1 for more details). However, the a-priori estimates and the removal of the cutoff
modification for the GP scaling remain interesting open problems.
2 Definition of the Model and the Main Result
We now define the modified Hamiltonian and state the main result. Throughout the paper we use
the notation that a ≪ b, if a/b = O(N−α) for some α > 0. The notation W k,p will stand for the
standard Sobolev spaces.
2.1 The Two-Body Problem
We consider the problem of a single particle in the field of the scaled potential
Va(x)/2 = (1/2)N
2V (Nx).
Here we assume V (x) to be a smooth, spherically symmetric, and compactly supported potential.
For 0 < κ≪ 1 let eκ and (1− wκ) be the lowest Neumann eigenvalue and eigenfunction on the ball
{y : |y| ≤ κ},
(−∆+ 12Va)(1− wκ) = eκ(1− wκ) (2.1)
with normalization wκ(|x| = κ) = 0. We can extend wκ to be identically zero for |x| ≥ κ so that wκ
satisfies
(−∆+ 12Va)(1− wκ) = eκ(1− wκ)χκ(x), (2.2)
where χκ(x) := χ(|x| ≤ κ) is the characteristic function of the ball of radius κ. We will prove in
Lemma A.1 that
eκ = 3aκ
−3(1 + o(1)),
as long as a≪ κ≪ 1.
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Let ℓ1 be a scale to be fixed later on with a ≪ ℓ1 ≪ 1. Let µ(dκ) := g(κ)dκ be a probability
measure supported on [ℓ1/2, 3ℓ1/2] with smooth density g. Define w by
1− w :=
∫
(1− wκ)µ(dκ) . (2.3)
One can check that w satisfies the equation
(−∆+ 12Va)(1 − w) = q(1− w) (2.4)
where
q(x) :=
∫
eκ1(|x| ≤ κ)(1 − wκ(x))µ(dκ)∫
(1− wκ(x))µ(dκ) . (2.5)
Some properties of the functions w(x) and q(x), which will be used in the rest of the paper, are
collected in Appendix A (see, in particular, Lemma A.2).
2.2 Removal of triples
We introduce a new length-scale ℓ with ℓ1 ≪ ℓ≪ 1. The following procedure excludes configurations
with more than three particles within a distance ℓ from each other.
Let h be the exponential cutoff at scale ℓ defined by
h(x) := e−
√
x2+ℓ2/ℓ , x ∈ Λ .
For a configuration x = (x1, . . . xN ) let Nij(x) be the number of particles other than i and j that
are within distance ℓ to either i or j:
Nij(x) :=
∑
k 6=i,j
[h(xk − xi) + h(xk − xj)] , i 6= j .
Let 0 < ε < 110 be fixed. Define
F (u) := e−u/ℓ
ε
, u ≥ 0
and
Fij(x) := F (Nij(x)) .
Thus Fij(x) is exponentially small if |xk − xi| . ℓ or |xk − xj| . ℓ for some k 6= i, j. The functions
Fkj, modulo an exponentially small error, forbid particle triples within a distance ℓ and provide a
strong non-overlap property. This fact and some other important properties of the functions Fij will
be presented in Appendix B.
Introduce the notations
χjk = χjk(x) := 1(|xj − xk| ≤ ℓ1) if k 6= j ,
χ˜jk = χ˜jk(x) := 1(|xj − xk| ≤ ℓ) if k 6= j ,
and χjk ≡ χ˜jk ≡ 0 if j = k. Analogously, we will freely use the shorthand notation
Vij = Va(xi − xj), wij = w(xi − xj), hij = h(xi − xj) , qij = q(xi − xj) ,
and similarly for their derivatives. In particular wii = 0, (∇w)ii = 0.
We also fix a smooth function θ ∈ C∞0 (R) with θ(s) = 1 for s ≤ 1 and θ(s) = 0 for s > 2. For
some K > 0 we introduce the notation
θkj := θ
( |xk − xj |
Kℓ| log ℓ|
)
. (2.6)
The constant K will be chosen sufficiently large but independent of N at the end of the proof. The
K-dependence will be omitted from the notation.
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2.3 The Modified Hamiltonian
Consider the function w defined in (2.3) for the length scale ℓ1. We define
Gi(x) := 1−
∑
j 6=i
w(xi − xj)Fij(x) , and W :=
N∏
i=1
√
Gi . (2.7)
The function W is our approximation to the wave function of the ground state. Due to the cutoffs it
differs slightly from the form
∏
i<j f(xi−xj) mentioned in Section 1. It is also slightly different from
Dyson’s construction [3] of the ground state, which is non-symmetric. By Lemma A.2, w ≤ d0 < 1 is
separated away from 1. We will prove, in Section 8 (see also Lemma 4.1), that there exists a constant
c1 > 0 such that c1 ≤ Gi ≤ 1.
Introduce the notation Mkj by
Mkj :=
Fkj
2
(G−1j +G
−1
k ) . (2.8)
The modified Hamiltonian H˜ is defined by
H˜ := H −
∑
k 6=j
(12Vkj − qkj)[1 − (1− wkj)Mkj] . (2.9)
Since V and q have compact support of size at most of order ℓ1 (Lemma A.2 in Appendix A), the
factor (1/2)Vkj−qkj vanishes for any k 6= j unless |xk−xj| ≤ O(ℓ1). Suppose now |xk−xj| ≤ O(ℓ1). If
there is no third particle at xm with m 6= k, j, such that |xk−xm| . ℓ/| log ℓ| then Gj ≈ Gk ≈ 1−wkj
and Fkj ≈ 1 with exponential precision. Thus [1− (1−wkj)Mkj] is exponentially small. This shows
that the difference between H and H˜ is exponential small unless three or more particles are closer
than ℓ to each other. Since we will choose ℓ = N−2/5−κ, for some κ > 0, the probability for this to
happen is, for large N , very small.
The reason for this modification will be clear in Section 6; without the subtraction of the three-
body terms in (2.9) we are not able to prove the a priori estimate for H2 (part ii) of Proposition
6.1.
Our methods can be easily generalized to remove only n-body collisions instead of removing
triples collisions, for any n ≥ 3. More precisely, let f ≥ 0 be a smooth function such that f(x) = 1
for x ≤ 0, f(x) ≃ e−x for x≫ 1. We define
F (n)(u) := f
(
u− (n − 3)
ℓε
)
and
F
(n)
ij (x) := F
(n)(Nij(x)).
Then, apart from exponentially small errors, F
(n)
ij (x) = 1, unless there are at least n − 2 other
particles in the ℓ-vicinity of xi and xj (and F
(n)
ij ≃ 0 if this is the case). The modified Hamiltonian
H˜(n) = H −
∑
k 6=j
(12Vkj − qkj)[1 − (1− wkj)M
(n)
kj ] (2.10)
with M
(n)
kj defined through (2.8), with Fij replaced by F
(n)
ij . Note that H˜
(n) now differs from H by
a term which is exponentially small unless there are n or more particles closer that ℓ = N−2/5−κ to
each other.
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Since we are dealing with bosons, the Hamiltonian (2.9) acts on the Hilbert space H⊗sN :=
L2(Λ,dx)⊗sN of functions of 3N variables which are symmetric with respect to any permutation of
the N particles, i.e., ψ ∈ H⊗sN if and only if ψ ∈ H⊗N and Rπψ = ψ for all permutation π ∈ SN ,
where
(Rπψ)(x1, . . . , xN ) := ψ(xπ1, . . . , xπN ) . (2.11)
The dynamics is given by the Schro¨dinger equation
i∂tψt = H˜ψt, or i∂tγN = [H˜, γN ] , (2.12)
for a density matrix γN .
2.4 Weak* Topology for the Kernel of Density Matrices
Let H := L2(Λ,dx) be the one particle Hilbert space, and let H⊗sn be the symmetric subspace of the
n-fold tensor product H⊗n. We denote by L1n := L1(H⊗n) the space of trace class operators on the
Hilbert space H⊗n. We will work with families of trace class operators Γ = {γ(n)}n≥1 with γ(n) ∈ L1n
for all n ≥ 1.
In this section we consider the operator kernels γ(n)(xn;x
′
n) as elements of L
2(Λn×Λn), with the
norm
‖γ(n)‖2 =
∫
dxndx
′
n |γ(n)(xn;x′n)|2 . (2.13)
For Γ = {γ(n)}n≥1 ∈
⊕
n≥1 L
2(Λn × Λn), and any fixed ν > 1 we define the norm
‖Γ‖
H
(ν)
−
:=
∞∑
n=1
ν−n‖γ(n)‖2 (2.14)
and we define the Banach space H
(ν)
− := {Γ ∈
⊕
n≥1 L
2(Λn × Λn) : ‖Γ‖
H
(ν)
−
< ∞}. We also define
H
(ν)
+ := {Γ ∈
⊕
n≥1 L
2(Λn × Λn) : limn→∞ νn‖γ(n)‖2 = 0}. We equip H(ν)+ with the norm
‖Γ‖
H
(ν)
+
= sup
n≥1
νn‖γ(n)‖2 .
Similarly to the standard proof of the duality ℓ1 = c∗0 between scalar valued summable sequences
and vanishing sequences, one readily checks the duality H
(ν)
− =
(
H
(ν)
+
)∗
. By the Banach-Alaoglu
Theorem, the unit ball B
(ν)
− in H
(ν)
− is compact with respect to the weak∗ topology.
We shall fix a time T > 0 for the rest of this paper. Denote by C([0, T ],H
(ν)
− ) the space of weak*
continuous functions from t ∈ [0, T ] to H(ν)− . Since the space H(ν)+ is separable, we can fix a dense
countable subset in the unit ball of H
(ν)
+ , denoted by {Ji}i≥1. Define the metric on H(ν)− by
ρ(Γ, Γ˜) :=
∞∑
i=1
2−i
∣∣∣ ∞∑
n=1
∫
dxndx
′
nJ
(n)
i (xn;x
′
k)
[
γ(n)(xn;x
′
n)− γ˜(n)(xn;x′n)
]∣∣∣ . (2.15)
Note that the topology induced by ρ(., .) and the weak* topology are equivalent on the unit ball
B
(ν)
− . We equip C([0, T ],H
(ν)
− ) with the metric
ρ̂(Γ, Γ˜) := sup
0≤t≤T
ρ (Γ(t), Γ˜(t)) . (2.16)
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2.5 The Main Result
Consider the rescaled potential Va(x) = (a0/a)
2V ((a0/a)x) (see (1.7)) whose scattering length a is
chosen such that Na = a0. Let ℓ, ℓ1 be two lengthscales satisfying
a≪ ℓ1 ≪ ℓ≪ 1, aℓ1 ≪ ℓ4, a≪ ℓ3/21 , ℓ1 ≪ ℓ3/2, ℓ31 ≪ aℓ9/4, ℓ5 ≪ a2 (2.17)
(for example ℓ1 = N
−2/3+κ and ℓ = N−2/5−κ for κ > 0 small enough).
Let H˜ be the modified Hamiltonian given in (2.9). Let ψN,t be a normalized solution of the
N -body Schro¨dinger equation
i∂tψN,t = H˜ψN,t . (2.18)
and let γ
(k)
N,t(xk;x
′
k) be its k-particle marginal densities defined in (1.9). These density matrices
satisfy the normalization
Tr γ
(k)
N,t = 1 (2.19)
for all N, k and time t. The main result of this paper is the following theorem.
Theorem 2.1. Assume the unscaled pair potential V is positive, spherically symmetric, smooth and
compactly supported and assume that ̺ = (8π)−1(‖V ‖1 + ‖V ‖∞) is sufficiently small (of order one).
Let T > 0 be fixed. Suppose that the normalized initial wave function ψN,0 satisfies the energy bounds
〈ψN,0, H˜ψN,0〉 ≤ C1N and 〈ψN,0, H˜2ψN,0〉 ≤ C2N2. (2.20)
Then the sequence γ
(k)
N,t has at least one non-trivial limit point and any limit point satisfies the infinite
Gross-Pitaevskii Hierarchy (1.24) in a weak sense with σ = 8πa0. More precisely:
i) For sufficiently large ν, the sequence ΓN,t = {γ(k)N,t}k≥1 ⊂ C([0, T ], B(ν)− ) is compact w.r.t. the
topology induced by the ρ̂ metric.
ii) Let Γ∞,t = {γ(k)∞,t}k≥1 ∈ C([0, T ], B(ν)− ) be any limit point of ΓN,t in the ρ̂ metric. Then Γ∞,t
satisfies
Tr (1−∆i)(1−∆j)γ(k)∞,t < Ck (2.21)
for all i 6= j, i, j = 1, . . . , k, for all t ∈ [0, T ], and all k ≥ 1.
iii) Any limit point Γ∞,t of the sequence ΓN,t is non-trivial. In particular
Tr γ
(1)
∞,t = 1 and Tr γ
(2)
∞,t = 1 . (2.22)
iv) Let Γ∞,t be a limit point of ΓN,t and assume hr(x) = (3/4π) r−3h(x/r) for any h ∈ C∞0 (Λ)
with
∫
Λ h = 1. Then, for any k ≥ 1 and t ∈ [0, T ], the limit
lim
r,r′→0
∫
dx′k+1dxk+1 hr(x
′
k+1 − xk+1)hr′(xk+1 − xj)γ(k)∞,t(xk, xk+1;x′k, x′k+1)
=: γ
(k)
∞,t(xk, xj ;x
′
k, xj)
(2.23)
exists in the weak W−1,1(Λk ×Λk)-sense and defines γ(k)(xk, xj ;x′k, xj) as a distribution of 2k
variables.
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v) For any k ≥ 1 and any regular test function J (k)(xk;x′k) in the Sobolev space W 2,∞(Λk × Λk),
we have, for any t ∈ [0, T ],∫
dxkdx
′
kJ
(k)(xk;x
′
k)γ
(k)
∞,t(xk;x
′
k) =
∫
dxkdx
′
kJ
(k)(xk;x
′
k)γ
(k)
∞,0(xk;x
′
k)
−i
k∑
j=1
∫ t
0
ds
∫
dxkdx
′
k J
(k)(xk;x
′
k) (−∆j +∆′j)γ(k)∞,s(xk;x′k)
−8πia0
k∑
j=1
∫ t
0
ds
∫
dxkdx
′
kdxk+1 J
(k)(xk;x
′
k)
× (δ(xj − xk+1)− δ(x′j − xk+1))γ(k+1)∞,s (xk, xk+1;x′k, xk+1) .
(2.24)
Remark 2.2. The main assumption (2.20) is satisfied for ψN,0 =WφN with φN sufficiently regular.
See Lemma D.1 in the Appendix for a proof.
For simplicity, we state the theorem for initial conditions that are pure states. The same result
holds for initial conditions γN,0 ∈ L1(H⊗sN ), Tr γN,0 = 1, with the bounds
Tr H˜γN,0 ≤ C1N and Tr H˜2γN,0 ≤ C2N2.
As pointed out in the introduction, the factorization of the limit point γ
(k)
∞,t depends on the
uniqueness of the solution to the infinite GP hierarchy (2.24), which is an open problem.
A similar proof holds if we replace the Hamiltonian H˜ (2.9) with H˜(n) (2.10) for any fixed n ≥ 3,
if ̺ is sufficiently small, depending on n.
The structure of the rest of the paper is the following. In Section 3 we explain some of the main
ideas behind the proof of the main theorem. In Section 4 we define an approximation UN,t of ΓN,t. In
Section 6 we prove energy estimates for H˜ and H˜2, which rely on some Hardy type and Sobolev type
inequalities, which are stated and proved in Section 5. The energy estimates are turned into a-priori
estimates for the approximation UN,t and for any limit point U∞,t of UN,t in Section 7. In Section 8
we show how these a-priori estimates can be used to regularize the delta-function appearing in the
limiting GP-Hierarchy. Finally, in Section 9, we prove Theorem 2.1. Some technical estimates are
collected in Section 10 and in the Appendices.
3 Idea of the Proof
We write the solution of the Schro¨dinger equation in the form ψN,t = WφN,t, where W , defined by
(2.7), is an approximation of the wave function of the ground state of the N boson system. We shall
implement a general idea that consists of two steps. A similar idea in a quite different context lies
behind the relative entropy method [29].
(i) Construct an approximate solution (in our case, W ) to the dynamics and factor out this
approximation from the full solution ψ.
(ii) Derive an effective inequality governing the remaining part φ. In general, one can prove a
stronger estimate on φ than on ψ. This estimate often involves Dirichlet form with respect to
the approximate solution.
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In our case, we obtain the following key estimate on φN,t (Corollary 6.2):∫
W 2|∇i∇jφN,t|2 ≤ C (3.1)
for any fixed i 6= j. We define U (k)N,t to be roughly the k-particle density matrix corresponding to
the wave function φN,t (the precise definition of U
(k)
N,t will be given in Section 4). We are going to
use U
(k)
N,t as an approximation of the k-particle density γ
(k)
N,t (they will coincide in the weak N →∞
limit). Then (3.1) implies that
Tr (1−∆i)(1−∆j)U (k)N,t ≤ Ck . (3.2)
Let now U
(k)
∞,t be a weak limit point of U
(k)
N,t which also satisfies (3.2). Then, using this bound,
we can show, by Proposition 8.1, that U
(k)
∞,t(xk, xj ;x
′
k, xj) is well-defined. Moreover we will show
(Lemma 9.5) that the limit points of γ
(k)
N,t and of U
(k)
N,t coincide, i.e. that γ
(k)
∞,t = U
(k)
∞,t. Therefore
(2.23) holds true, and the right hand side of (2.24) is well-defined. Note that (2.23) and (2.24) cannot
be proven directly, since we do not have estimates for Tr (1 −∆i)(1 −∆j)γ(k)N,t; this is why we need
to introduce the auxiliary densities U
(k)
N,t.
A more refined calculation is needed to obtain σ = 8πa0. The idea of this calculation was
explained in the introduction; it can be made rigorous (Section 9) via the key estimate (3.1) and
certain generalizations of the Hardy and Poincare´ inequalities (Section 5). To explain (3.1) in more
details, we first review the related mean field models.
3.1 The mean-field model
The mean field Hamiltonian is defined by
HN = −
N∑
j=1
∆j +N
−1
N∑
j<k
V (τ)(xj − xk) (3.3)
where we have introduced a scale parameter τ and V (τ)(x) = τ−3V (x/τ). If we fix τ and take the
limit N →∞ (the mean field limit), then with a product initial wave function Hepp [11] and Spohn
[27] proved that the one particle density matrix of the solution of the Schro¨dinger equation (1.8)
converges to the Hartree equation
i∂tut = −∆ut + (V (τ) ∗ |ut|2)ut . (3.4)
If we take τ → 0 in this equation, we recover the GP equation (1.1) but with the so-called mean-field
interaction constant σ = b0 =
∫
V instead of σ = 8πa0 involving a0, the scattering length of V . To
investigate the simultaneous limit τ → 0, N → ∞ in the many body problem, we set τ = N−β. If
0 < β < 1, then the scattering length of the interaction potential, N−1V (τ), is much smaller than
the range of the potential. So we are in the mean-field regime and the one particle density matrix
of the solution of the Schro¨dinger equation (1.8) is expected to converge to the GP equation with
σ = b0. If β = 1, then the Hamiltonian in (3.3) recovers the Hamiltonian in the GP scaling (1.6)
and the limit is expected to be the GP equation with σ = 8πa0.
In a joint work with A. Elgart we prove that, for product initial data and 0 < β < 2/3, the
density matrices of the Schro¨dinger equation (1.8) converge to a solution of the GP hierarchy (1.24)
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with σ = b0. In [5], we also prove that the GP hierarchy has a unique solution in an appropriate
Sobolev space. Moreover, we show in [5] that for 0 < β < 1/2 any limit of the solution to the
Schro¨dinger equation with product initial data satisfies the a-priori Sobolev bound. Hence, in this
case, we prove the uniqueness as well, and therefore we complete the derivation of the GP equation
with σ = b0 in a mean-field scaling. The same result is expected to hold also for 1/2 ≤ β < 1, but
the a-priori bound in this regime is open.
The outline of the proof in [4] is similar to this paper’s. The first step is to prove the estimate∑
i,j
∫
|∇i∇jψN,t|2 ≤ CN2 . (3.5)
The proof of the convergence to the hierarchy makes use of arguments similar to the ones used in
Section 8 and Section 9. Since the proof of the estimate (3.5) is instructive, we reproduce it here.
Proposition 3.1. Suppose ψ(x) is a smooth normalized function. Then the following inequality
holds
(ψ,H2Nψ) ≥ C1
(
1− 1
Nτ3/2
) N∑
j,ℓ=1
∫
dx|∇j∇ℓψ(x)|2
− C2N
Nτ3/2
N∑
j=1
∫
dx|∇jψ(x)|2 − C3N
2
Nτ3/2
∫
dx|ψ(x)|2.
(3.6)
In particular, for τ = N−β with 0 ≤ β < 2/3, we have
N∑
j,ℓ=1
∫
dx|∇j∇ℓψ(x)|2 ≤ C(ψ,H2Nψ) + CN2 . (3.7)
Proof. By expanding the square of the energy operator and dropping some positive diagonal terms,
we have
‖HNψ‖2 ≥
∑
j,ℓ
∫
dx∆jψ¯(x)∆ℓψ(x)
+
1
N
N∑
j=1
∑
ℓ 6=m
∫
dx(−∆jψ¯(x))V (τ)(xℓ − xm)ψ(x)
+
1
N
N∑
j=1
∑
ℓ 6=m
∫
dx(−∆jψ(x))V (τ)(xℓ − xm)ψ¯(x) .
(3.8)
From integration by parts, the second term on the right hand side of the previous equation equals
1
N
N∑
j=1
∑
ℓ 6=m
∫
dx(−∆jψ¯(x))V (τ)(xℓ − xm)ψ(x) = 1
N
N∑
j=1
∑
ℓ 6=m
∫
dx|∇jψ(x))|2V (τ)(xℓ − xm)
+
2
N
N∑
j 6=ℓ
∫
dx
(∇jψ¯)(x)ψ(x)∇jV (τ)(xj − xℓ) .
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From the Schwarz inequality, the last term is bounded by∫
dx∇jψ¯(x)ψ(x)∇jV (τ)(xj − xℓ) ≥ − 1
τ3/2
∫
dx |∇jψ(x)|2 1
τ2
∣∣∣∇V (xj−xℓτ ) ∣∣∣
− 1
τ3/2
∫
dx|ψ(x)|2 1
τ3
∣∣∣∇V (xj−xℓτ ) ∣∣∣ .
By Lemma 5.2, the last two terms are bounded below by
− C1
τ3/2
N∑
j,ℓ=1
∫
dx
(|∇ℓ∇jψ(x)|2 + |∇jψ(x)|2 + |ψ(x)|2) .
The last term in (3.8) can be bounded in a similar way. Combining these equations, we have proved
Proposition 3.1.
To understand the restriction τ ≫ N−2/3, consider a single particle in the potential N−1V (τ).
Define the operator h in R3 by
h := −∆x +N−1V (τ)(x) .
Clearly, 〈f, h2f〉 is given by
〈f, h2f〉 =
〈
f,
{
∆∆−∆N−1V (τ) −N−1V (τ)∆+N−2(V (τ))2
}
f
〉
. (3.9)
Notice that for a general smooth function f living on scale one, the last term 〈f,N−2(V (τ))2f〉 is
of order N−2τ−3. This term diverges in the large N limit if τ ≪ N−2/3. The middle terms, on the
other hand, are bounded by CN−1. Hence for smooth functions living on scale one, 〈f, h2f〉 typically
diverges. Therefore, functions with 〈f, h2f〉 finite (in particular, the eigenstates of h) should have
short scale structure. For such functions, the divergent parts of N−2(V (τ))2 (and that of ∆∆) are
cancelled by the middle terms ∆N−1V (τ) +N−1V (τ)∆. This cancellation can be understood using
the following idea of “resolution of singularities” with the help of an approximate solution W . We
explain the method in the setting of our modified Hamiltonian H˜.
3.2 Resolution of singularities
In this section we explain the idea behind the estimate (see (1.23))∑
i,j
∫
W 2|∇i∇jφ|2 ≤ C〈Wφ, (H˜2 +N2)Wφ〉 = C〈ψ, (H˜2 +N2)ψ〉 . (3.10)
Since the right side is a constant of motion, this implies the a-priori bound (3.1). Recall that H˜
contains the singular potential N2V (Nx). The difficulty of the singular potential was resolved in
the work of Lieb-Yngvason [24] for the ground state energy problem. The basic idea was to replace
the singular potential by some flattened out potential and to use the variational principle and the
positivity of the potential. Our aim, instead, is to estimate the Sobolev norm of φ in terms of H˜2.
Therefore, there is no variational principle and the usage of positivity of the potential is limited.
Our strategy is to factor out the approximate ground state W . The resulting effective Hamiltonian
contains a flattened interaction potential, similar to the one in [24]. In this way, we also maintain the
almost perfect cancellation between the potential and kinetic energy operators, a critical property
explained in the previous section.
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The action of the Hamiltonian H˜ on a product function ψ = Wφ can be written in a more
convenient form. Let B be the function
B := W−1H˜W . (3.11)
Define the operator
L :=
∑
k
(
−∆k − 2∇k(logW )∇k
)
. (3.12)
The operator L is self-adjoint with respect to W 2, since∫
W 2φ¯1(Lφ2) =
N∑
k=1
∫
W 2(∇kφ¯1)(∇kφ2) =
∫
W 2(Lφ¯1)φ2 .
Then we have
W−1H˜ (Wφ) = Lφ+Bφ,
∫
ψ¯H˜ψ =
∑
k
∫
W 2|∇kφ|2 +
∫
W 2B|φ|2 ,
and the following identity∫
|H˜Wφ|2 =
∫
W 2|Lφ|2 +
∫
W 2Bφ¯Lφ+
∫
W 2BφLφ¯+
∫
|φ|2(H˜W )2 .
Last equation can be rewritten in the following more convenient form:∫
|H˜Wφ|2 =
∑
i,j
∫
W 2|∇i∇jφ|2 − 2
∑
i,j
∫
W 2(∇i∇j logW )∇iφ¯∇jφ
+ 2
∑
m
∫
W 2B|∇mφ|2 +
∫
W 2(∇mB)
(
φ¯∇mφ+ φ∇mφ¯
)
+
∫
B2|φ|2W 2.
(3.13)
For more details see (6.15)-(6.17). If W is the true ground state of H˜, then B is a positive constant
and the middle term in the second line of the last equation vanishes. From the Schwarz inequality,
we have ∫
|H˜Wφ|2 ≥
∑
i,j
∫
W 2|∇i∇jφ|2 − 2
∑
i,j
∫
W 2|∇i∇j logW | |∇iφ|2. (3.14)
The singularities of the ground state wave function are of the form 1−Ca/|xi−xj| for some constant
C and for r ≤ |xi − xj| ≪ 1, where r is the radius of the support of Va (r is of order a). The second
derivative of the ground state wave function is bounded by Ca/|xi − xj |3 ≤ C̺/|xi − xj |2 in this
regime, since a ≤ C ∫ Va ≤ Ca−2‖V ‖∞r3 ≤ Cr̺. Recall that ̺ = (8π)−1(‖V ‖1 + ‖V ‖∞). The same
estimate also holds for |xi−xj| ≤ r (see Appendix A). Thus |∇i∇j logW | ≤ C̺/|xi−xj|2. Applying
the Hardy inequality, the last term can be bounded by∫
W 2|∇i∇j logW | |∇iφ|2 ≤ C̺
∑
i,j
∫
W 2|∇i∇jφ|2 .
Assuming that ̺ is small enough (of order one), together with (3.14) we get the key estimate (3.10).
In practice, we do not know the exact ground state function and its approximation will be used.
When xi is near xj, the approximate ground state behaves like the ground state of the Neumann
boundary problem given in (2.4). Thus the singularity of B for |xi − xj | ≪ 1 behaves like q(xi − xj)
where q, defined in (2.5), lives on scale ℓ1 ≫ 1/N . This procedure, roughly speaking, replaces the
singular potential Va by an effective potential living on a bigger scale ℓ1. The price to pay is the two
middle terms in (3.13). Since the singularities of W and q are milder than that of Va, this procedure
in a sense resolves the singularity of Va. This is the key idea behind the proof of the estimate (3.1).
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4 Construction of the approximate solution
Recall the definition of the functions Gi and W ,
Gi(x) := 1−
∑
j 6=i
w(xi − xj)Fij(x) , and W :=
N∏
i=1
√
Gi . (4.1)
In the next lemma we prove that Gi is separated away from zero.
Lemma 4.1. There is a positive constant c1 depending only on V such that for sufficiently large N
c1 ≤ Gi ≤ 1 . (4.2)
Proof. This can easily be seen because, for fixed i, the sum
∑
j 6=iwijFij equals zero, if |xi − xj | > ℓ
for all j 6= i, while, if |xi − xm| ≤ ℓ for some m 6= i, it is bounded by
χ(|xi − xm| ≤ ℓ)
∑
j 6=i
wijFij ≤ wimFim +Ne−cℓ−ε ≤ c1 +Ne−cℓ−ε
where we applied Lemma B.1. So if N is large enough we obtain (4.2) with some c1 ∈ (c0, 1).
We will also need versions of Gi andW which are independent of some of the variables x1, . . . xN .
We define, for i,m 6= k1, . . . , kα fixed, a version of Fim independent of xk1 , · · · , xkα :
F
(k1...kα)
im := F (N (k1...kα)im ), N (k1...kα)im :=
∑
u 6=i,m,k1,...,kα
[hiu + hmu] .
Moreover, for i 6= k1, . . . , kα, we define
G
(k1...kα)
i :=
1− ∑
m6=i,k1,...,kα
wimF
(k1...kα)
im

and
W (k1...kα) :=
∏
i 6=k1,...,kα
√
G
(k1...kα)
i . (4.3)
Thus W (k1...kα) is independent of xk1 , . . . , xkα . When α = 1, we shall drop the label α = 1 and
denote the function by W (k). Notice that we have
G
(k)
i = Gi + wikFik −
∑
m6=k,i
wim(F
(k)
im − Fim) .
We shall also use the notations W [k] := W (1...k), F
[k]
im := F
(1...k)
im for any i,m > k, and G
[k]
i :=
G
(1...k)
i , for i > k. In Appendix C we shall prove the existence of a constant C, such that, for any
choice of the indices k1, ..kα,
C−α ≤W (k1..kα)/W ≤ Cα .
Since W 6= 0 (by Lemma 4.1), we can write the solution of the Schro¨dinger equation (2.18) as
ψN,t =WφN,t. (4.4)
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We define a modified k-particle marginal distributions by
U
(k)
N,t(x1, . . . , xk;x
′
1, . . . , x
′
k) :=
∫
dxk+1 . . . dxN(W
[k](xk+1, . . . , xN ))
2
×φN,t(x1, , . . . , xk, xk+1, . . . , xN )φN,t(x′1, . . . , x′k, xk+1, . . . , xN ) .
(4.5)
These density matrices will satisfy the requirements of the Main Theorem 2.1.
Clearly U
(k)
N,t ≥ 0 as an operator on L2(Λ,dx)⊗sk. Furthermore, by (C.2), we have
Tr U
(k)
N,t =
∫
dx1 . . . dxN (W
[k](xk+1, . . . , xN ))
2|φN,t(x1, . . . xk, xk+1..xN )|2
≤ Ck0
∫
dx1 . . . dxN W (x)
2|φ(x)|2 ≤ Ck
∫
dx|ψN,t(x)|2 = Ck0 .
It is instructive to compare the approximate densities U
(k)
N,t with the true marginal densities γ
(k)
N,t,
which are given by
γ
(k)
N,t(x1, . . . , xk;x
′
1, . . . ,x
′
k) :=
∫
dxk+1 . . . dxN W (x1, . . . , xN )W (x
′
1, . . . , x
′
N )
× φN,t(x1, , . . . , xk, xk+1, . . . , xN )φN,t(x′1, . . . , x′k, xk+1, . . . , xN ) .
A simple computation shows that γ
(2)
N,t and U
(2)
N,t satisfy the relation (1.19).
5 Hardy type and Sobolev type inequalities
We need the following finite volume version of the usual Hardy inequality∫
R3
|f |2
|x|2 ≤ C
∫
R3
|∇f |2 . (5.1)
Lemma 5.1 (Hardy Type Inequality). Let 0 ≤ U(x) ≤ c|x|−2 on B := {|x| ≤ ℓ} ⊂ R3, and let
〈f〉 := |B|−1
∫
B
f
be the average of f on B (|B| = (4/3)πℓ3 is the volume of B). Then
〈U |f |2〉 ≤ C〈|∇f |2〉+ C〈U〉〈|f |2〉 . (5.2)
Proof. Let f¯ := 〈f〉, then
〈U |f |2〉 ≤ 2〈U |f − f¯ |2〉+ 2f¯2〈U〉 .
By the usual Hardy inequality
〈U |f − f¯ |2〉 ≤ C〈|∇f |2〉+ Cℓ−2〈|f − f¯ |2〉 .
By the Neumann spectral gap we have
ℓ−2〈|f − f¯ |2〉 ≤ C〈|∇f |2〉 .
The lemma now follows from
|f¯ |2 = |〈f〉|2 ≤ 〈|f |2〉.
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We also need some well-known inequalities, collected in the following lemma.
Lemma 5.2 (Sobolev Type Inequalities). The following two inequalities are standard.
i) Suppose U ∈ L3/2(Λ), U ≥ 0, and ψ ∈W 1,2(Λ). Then∫
Λ
|ψ|2U ≤ C‖U‖L3/2(Λ)
∫
Λ
[
|∇ψ|2 + |ψ|2
]
. (5.3)
ii) Suppose U ∈ L1(Λ). Then, considering U(x−y) as an operator on the Hilbert space L2(Λ,dx)⊗
L2(Λ,dy) we have the operator inequality
U(x− y) ≤ C‖U‖L1 (1−∆x)(1−∆y) . (5.4)
Proof. i) Applying the Ho¨lder inequality we find∫
U |ψ|2 ≤
(∫
Λ
U3/2
)2/3 (∫
Λ
|ψ|6
)1/3
.
By the Sobolev inequality we have(∫
Λ
|ψ|6
)1/3
≤ C
∫
Λ
[
|∇ψ|2 + |ψ|2
]
,
which implies part i). The proof of part ii) can be found in [6].
Let
λ(x) :=
χ{|x| ≤ 3ℓ1/2}
|x|2 and σ(x) :=
χ{|x| ≤ 3ℓ1/2}
|x|3 + a3 x ∈ Λ , (5.5)
and, as usual, λij := λ(xi − xj), σij := σ(xi − xj). We note the following inequalities, whose proof
is given in Appendix A
w ≤ χ˜, w ≤ Caℓ1λ, |∇w| ≤ Ca−1, |∇w| ≤ Caλ,
|∇2w| ≤ C̺λ, |∇2w| ≤ Caσ, |∇w|2 ≤ Caσ, w2 ≤ Ca2λ, (5.6)
where ̺ = (8π)−1(‖V ‖∞ + ‖V ‖1).
In the sequel we will use the convention that integrals without specified measure and domain will
always refer to Lebesgue integration on ΛN :∫ (
. . .
)
:=
∫
ΛN
(
. . .
)
dx .
We will use the Hardy-type and the Sobolev type inequalities in the following form:
Lemma 5.3. Let φ(x) ∈ L2(ΛN ). For any q > 0 and for fixed k, j indices and fixed x1, .., x̂k, .., xN
we have∫
dxkW
2F qkjλkj|φ|2 ≤ Cq
∫
dxkW
2F
q/4
kj χ˜kj|∇kφ|2 + Cqℓ1ℓ−3
∫
dxkW
2F
q/4
kj χ˜kj|φ|2 (5.7)
for sufficiently large N . In particular∑
kj
∫
W 2F qkjλkj|φ|2 ≤ Cq
∫
W 2
[∑
k
|∇kφ|2 +Nℓ1ℓ−3
∫
|φ|2
]
(5.8)
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by (B.2). Moreover we have
∑
kj
∫
W 2σkj|φ|2 ≤ C(logN)
∫
W 2
∑
jk
|∇j∇kφ|2 +N
∑
j
|∇jφ|2 +N2|φ|2
 . (5.9)
The same estimates hold if we set W ≡ 1 in all integrals.
Proof. We define
F
(k)
j := e
−ℓ−ε∑m6=k,j h(xj−xm).
Note that F
(k)
j is independent of the variable xk, and that, trivially, Fkj ≤ F (k)j . Moreover we have
χ˜kj F
q
kj = χ˜kj e
−qℓ−ε∑m6=k,j(h(xj−xm)+h(xk−xm))
≥ χ˜kj e−qℓ
−ε
∑
m6=k,j h(xj−xm)
(
1+e|xj−xk|/ℓ
)
≥ χ˜kj [F (k)j ]4q,
(5.10)
because 1 + e ≤ 4. Here we used that ((xk − xm)2 + ℓ2)1/2 ≤ ((xj − xm)2 + ℓ2)1/2 + |xj − xk|.
Using (C.1) to replace W 2 by [W (k)]2, which is independent of xk, applying (5.2) for xk, and finally
changing the measure back, we find:∫
W 2F qkjλkj |φ|2 ≤ C20
∫
[W (k)]2(F
(k)
j )
qλkj|φ|2
≤ C
∫
dx1 . . . d̂xk . . . dxN [W
(k)]2(F
(k)
j )
q
∫
dxk
[
|∇kφ|2 + ℓ1ℓ−3|φ|2
]
χ˜kj
≤ C
∫
W 2(F
(k)
j )
q χ˜kj
[
|∇kφ|2 + ℓ1ℓ−3|φ|2
]
.
The estimate (5.7) follows now from (5.10). Similarly the estimate (5.9) follows from (5.4), after
replacing W by W (k,j). It is clear that setting W ≡ 1 would not alter the validity of the proof.
6 Energy Estimate
We begin by computing the action of the Hamiltonian H defined in (1.6) on the wave function W ,
defined in Section 2.3. For any fixed index k we have
W−1(−∆k)W = −∆kGj
2Gj
− 1(i 6= j)1
4
∇kGi
Gi
∇kGj
Gj
+
1
4
(∇kGj
Gj
)2
.
Here, and in the rest of the paper, we use the summation convention: all unspecified indices are
summed up; in this case the j and i indices on the right hand side.
Direct computation shows that for any fixed k
−∆kGk = (∆w)kjFkj +Ωk ,
where
Ωk := 2(∇w)kj∇kFkj + wkj∆kFkj (6.1)
and, if k 6= j are fixed, then
−∆kGj = (∆w)kjFkj +Ωkj
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with
Ωkj := 2(∇w)kj∇kFkj + wij∆kFij .
From (2.4) it follows that
∆w = −(1/2)Va(1− w) + (1− w)q .
Then we have
W−1HW = ((1/2)Vkj − qkj)[1− (1− wkj)Mkj ] + qkj +Ω (6.2)
with
Ω :=
Ωk
2Gk
+
Ωkj
2Gj
− 1
4
∇kGi
Gi
∇kGj
Gj
1(i 6= j) + 1
4
(∇kGi
Gi
)2
(6.3)
and, for any k, j (see 2.8)
Mkj :=
Fkj
2
(G−1j +G
−1
k ) . (6.4)
The action of the modified Hamiltonian (2.9) on the wave function W is then simply given by
W−1H˜W = qkj +Ω .
It follows that the action of H˜ on the product Wφ is given by
W−1H˜Wφ = Lφ+Bφ (6.5)
where we defined the operator
L :=
∑
k
(
−∆k − 2∇k(logW )∇k
)
, (6.6)
and the function
B :=W−1H˜W = qkj +Ω . (6.7)
Note that the operator L has the self-adjointness property that (with the summation convention)∫
W 2ψ¯(Lφ) =
∫
W 2(∇kψ¯)(∇kφ) =
∫
W 2(Lψ¯)φ . (6.8)
Next we compute the last two terms in Ω (see (6.3)). For fixed i, k we have
∇kGi = (∇w)ikFik − (∇w)kℓFkℓδki − wiℓ∇kFiℓ .
Hence we obtain
(∇kGi)2 = (∇w)2ikF 2ik + (∇w)kℓ(∇w)ksFkℓFksδki − 2(∇w)ikwiℓFik∇kFiℓ
+ 2(∇w)kℓwksFkℓ∇kFksδki + wiℓwis∇kFiℓ∇kFis .
Using Lemma B.1 we note that the second term on the r.h.s. is exponentially small unless ℓ = s.
Analogously the third term is exponentially small unless k = ℓ, while the fourth and fifth terms
are exponentially small unless ℓ = s. Thus summing over i, k on the left and the right side of the
equation, we obtain (changing the name of the indices in the second and fourth term)
(∇kGi)2
4G2i
=
(∇w)2ikF 2ik
2(1 − wikFik)2 −
(∇w)ikwikFik(∇kFik −∇iFik)
2G2i
+
w2iℓ(∇kFiℓ)2
4G2i
+O
(
e−cℓ
−ε
)
. (6.9)
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Here we also used that, on the support of (∇w)ik, we have Gi = 1−wikFik+O(e−c/ℓε). Analogously,
for i 6= j we have
∇kGi∇kGj
4GiGj
=
(∇w)2ikF 2ik
2(1− wikFik)2 −
(∇w)ikwjℓFik(∇kFjℓ −∇iFjℓ)
2GiGj
+
wiℓwjs∇kFiℓ∇kFjs
4GiGj
+O
(
e−cℓ
−ε
)
(6.10)
where we are summing over all k and all i 6= j on the left and the right side of the equation. We see
that there are some cancellations between (6.9) and (6.10). It follows that
Ω = Ω˜ +O
(
e−cℓ
−ε
)
, (6.11)
where
Ω˜ =
Ωk
2Gk
+
Ωkj
2Gj
+ Γ (6.12)
and
Γ = sij
(
(∇w)ikwjℓFik(∇kFjℓ −∇iFjℓ)
2GiGj
− wiℓwjs∇kFiℓ∇kFjs
4GiGj
)
.
Here sij = −1 if i = j and sij = 1 if i 6= j (and sum over all indices is understood). A more careful
analysis also shows that, analogously to (6.11), for any fixed m,
∇mΩ = ∇mΩ˜ +O
(
e−cℓ
−ε
)
. (6.13)
This fact will be used in the proof of the next proposition, which is the key energy estimate.
Proposition 6.1. Assume a = a0N
−1, a≪ ℓ1 ≪ ℓ≪ 1, aℓ1 ≪ ℓ4, a≪ ℓ3/21 and a≪ ℓ2 (for example
ℓ1 = N
−2/3+κ and ℓ = N−2/5−κ, for κ > 0 sufficiently small). Put ̺ = (8π)−1(‖V ‖∞ + ‖V ‖1).
i) Then we have
(Wφ, H˜Wφ) =
∫
Wφ¯(H˜Wφ) ≥ (1− o(1))
∫
W 2
∑
k
|∇kφ|2 − o(N)
∫
W 2|φ|2 ,
for N →∞.
ii) Moreover, if ̺ is sufficiently small, there is C > 0 such that∫
|H˜Wφ|2 ≥ (C − o(1))
∫
W 2
∑
ij
|∇i∇jφ|2 − o(1)
(
N
∫
W 2
∑
i
|∇iφ|2 +N2
∫
W 2|φ|2
)
as N →∞.
This Proposition and the conservation of H˜ and H˜2 along the solution of the Schro¨dinger equation
(2.18) immediately implies the following
Corollary 6.2. Let ψN,t(x) = W (x)φN,t(x) be a symmetric (with respect to permutations of the
particles) wave function solving the Schro¨dinger equation (2.18), with initial data ψN,0 satisfying the
bounds
(ψN,0, H˜ψN,0) ≤ C1N , and (ψN,0, H˜2ψN,0) ≤ C2N2 .
Suppose moreover that the assumptions of Proposition 6.1 are satisfied. Then for any time t and for
any fixed indices i 6= j, we have∫
W 2|∇iφN,t|2 ≤ C,
∫
W 2|∇i∇jφN,t|2 ≤ C (6.14)
for some constant C, independent of t and of the indices i, j.
21
Proof of Proposition 6.1. From (6.5), (6.8) we have (recall the summation convention)∫
Wφ¯(H˜Wφ) =
∫
W 2|∇kφ|2 +
∫
W 2B|φ|2 ≥
∫
W 2|∇kφ|2 −
∫
W 2|Ω||φ|2 .
Here we used that B = qkj +Ω ≥ Ω, because qkj ≥ 0. Part i) thus follows immediately from (6.11)
and Lemma 6.3 below.
As for part ii) we note that, from (6.5),∫
|H˜Wφ|2 =
∫
W 2|Lφ|2 +
∫
W 2Bφ¯Lφ+
∫
W 2BφLφ¯+
∫
|φ|2(H˜W )2 . (6.15)
Using (6.8), we can rewrite the second and third term in the last equation as∫
W 2Bφ¯Lφ+
∫
W 2BφLφ¯ = 2
∫
W 2B|∇mφ|2 +
∫
W 2(∇mB)
(
φ¯∇mφ+ φ∇mφ¯
)
≥ 2
∫
W 2Ω|∇mφ|2 − 2
∫
W 2|∇mB||φ||∇mφ|.
(6.16)
Here we used again the positivity of q. From Eqs. (6.11) and (6.13), we find∫
W 2Bφ¯Lφ+
∫
W 2BφLφ¯
≥ − 2
∫
W 2|Ω˜||∇mφ|2 − 2
∫
W 2|∇mqkj||φ||∇mφ|
− 2
∫
W 2|∇mΩ˜||φ||∇mφ|+O
(
e−cℓ
−ε
)(∫
W 2|∇mφ|2 +N
∫
W 2|φ|2
)
.
Analogously, the first term on the r.h.s. of (6.15) can be written as∫
W 2|Lφ|2 =
∫
W 2∇j(Lφ¯)∇jφ
=
∫
W 2(L∇j φ¯)∇jφ+
∫
W 2
(
[∇j , L]φ¯
)
∇jφ
=
∫
W 2∇i∇jφ¯∇i∇jφ− 2
∫
W 2∇j
(∇iW
W
)
∇iφ¯∇jφ
=
∫
W 2|∇i∇jφ|2 − 2
∫
W 2(∇i∇j logW )∇iφ¯∇jφ .
(6.17)
Next we note that, for any fixed i.j,
∇i∇j logW = 1
2
∑
ℓ
∇i∇j logGℓ = 1
2
∑
ℓ
∇i∇jGℓ
Gℓ
− ∇iGℓ∇jGℓ
G2ℓ
.
The second term gives a positive contribution. Hence we have∫
W 2|Lφ|2 ≥
∫
W 2|∇i∇jφ|2 −
∫
W 2
∇i∇jGℓ
Gℓ
∇iφ¯∇jφ.
Thus, using Gℓ ≥ c1 > 0, we obtain∫
|H˜Wφ|2 ≥
∫
W 2|∇i∇jφ|2 − (1/c1)
∫
W 2|∇i∇jGℓ| |∇iφ||∇jφ|
− 2
∫
W 2|Ω˜||∇mφ|2 − 2
∫
W 2|∇mqkj||φ||∇mφ|
− 2
∫
W 2|∇mΩ˜||φ||∇mφ|+O
(
e−cℓ
−ε
)(∫
W 2|∇mφ|2 +N
∫
W 2|φ|2
)
.
(6.18)
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The first term on the r.h.s. is the positive contribution we are interested in, all the other terms are
errors terms which we estimate separately in Lemmas 6.3 (note the remark after Lemma 6.3), 6.4, 6.5
and 6.6. The proposition follows then from last equation and from the results of these lemmas.
In the rest of this section we use the following notations for brevity
E(φ) :=
∫
W 2
∑
k
|∇kφ|2 +N
∫
W 2|φ|2
F(φ) :=
∫
W 2
∑
kj
|∇k∇jφ|2 +N
∫
W 2
∑
k
|∇kφ|2 +N2
∫
W 2|φ|2 ,
where the dependence on N is omitted.
Lemma 6.3. Assume a≪ ℓ1 ≪ ℓ≪ 1 and aℓ1 ≪ ℓ4. Then∫
W 2|Ω˜||φ|2 ≤ o(1)E(φ)
as N →∞.
Remark. Replacing φ by ∇mφ, and summing over m, it also follows from Lemma 6.3 that∫
W 2|Ω˜|
∑
m
|∇mφ|2 ≤ o(1)F(φ) .
Proof. Using Gj ≥ c1 > 0, we have from (6.12) (using the summation convention)∫
W 2|Ω˜||φ|2 ≤ C
∫
W 2
[
|(∇w)kj ||∇kFkj|+ wij|∆kFij |
]
|φ|2
+ C
∫
W 2
[
|(∇w)ik|wjrFik|∇kFjr|+ wimwjr|∇kFim||∇kFjr|
]
|φ|2
≤ C
∫
W 2(aℓ−1 + aℓ1ℓ−2)λkjF
1/2
kj |φ|2 ,
where we used the estimates wjr ≤ χ˜jr, wij ≤ Caℓ1λij and |∇wij | ≤ Caλij from (5.6), and we also
used the formulas (B.3), (B.6) to sum up indices. Using ℓ1 ≤ ℓ and (5.8), we obtain∫
W 2|Ω˜||φ|2 ≤ Caℓ−1
∫
W 2
[
|∇kφ|2 +Nℓ1ℓ−3|φ|2
]
= o(1)E(φ) .
Lemma 6.4. Assume a≪ ℓ1 ≪ ℓ and aℓ1 ≪ ℓ4. Then there is a constant C such that∫
W 2
∑
i,j,m
|∇i∇jGm||∇iφ||∇jφ| ≤ C̺
∫
W 2
∑
i,j
|∇i∇jφ|2 + o(1)E(φ)
for N →∞. Recall that ̺ = (8π)−1(‖V ‖∞ + ‖V ‖1).
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Proof. A direct computation of ∇i∇jGm and an application of Schwarz inequality (to separate |∇jφ|
and |∇iφ|) show that (with the summation convention)∫
W 2|∇i∇jGm||∇iφ||∇jφ|
≤ 4
∫
W 2|(∇2w)ij |Fij |∇iφ|2 +C
∫
W 2|(∇w)kj ||∇iFkj||∇iφ|2
+ C
∫
W 2|(∇w)kj ||∇iFkj ||∇jφ|2 +
∫
W 2wkm|∇i∇jFkm||∇iφ|2 .
(6.19)
Applying |∇w| ≤ Caλ (see (5.6)), (B.3), and (5.8), the second term is bounded by∫
W 2|(∇w)kj ||∇iFkj||∇iφ|2 ≤ Caℓ−1
∫
W 2λkjF
1/2
kj |∇iφ|2 ≤ o(1)F(φ) (6.20)
if aℓ1 ≪ ℓ4, and a ≪ ℓ. The third term on the r.h.s. of (6.19) can be bounded analogously. As for
the fourth term in (6.19), we note that, using (B.3) and w ≤ Caℓ1λ (by (5.6)), it is bounded by∫
W 2wkm|∇i∇jFkm||∇iφ|2 ≤ Caℓ1ℓ−2
∫
W 2λkmF
1/2
km |∇iφ|2
and the same estimate holds as in (6.20) since aℓ1ℓ
−2 ≤ aℓ−1.
Finally we consider the first term on the r.h.s. of (6.19). Using |∇2ω| ≤ C̺λ from (5.6) and the
estimate (5.7) we obtain∫
W 2|(∇2w)ij |Fij |∇iφ|2 ≤ C̺
∫
W 2λijFij |∇iφ|2
≤ C̺
∫
W 2χ˜ijF
1/4
ij |∇i∇jφ|2 + C̺ℓ1ℓ−3
∫
W 2χ˜ijF
1/4
ij |∇iφ|2
≤ C̺
∫
W 2|∇i∇jφ|2 + C ℓ1
Nℓ3
N
∫
W 2|∇iφ|2 ,
where we also used (B.2). This completes the proof because ℓ1ℓ
−3N−1 = o(1), as N →∞.
Lemma 6.5. Assume a≪ ℓ1 ≪ ℓ and a≪ ℓ3/21 . Then∫
W 2
∑
m,k,j
|∇mqkj||φ||∇mφ| ≤ o(1)F(φ) ,
for N →∞.
Proof. By part iii) of Lemma A.2 we have (with the summation convention)∫
W 2|∇mqkj||φ||∇mφ| ≤ Caℓ−31
∫
W 2
χ(|xm − xj| ≤ 32ℓ1)
|xm − xj | |φ||∇mφ| .
Next we apply a weighted Schwarz inequality:
Caℓ−31
∫
W 2
χ(|xm − xj| ≤ 32ℓ1)
|xm − xj | |φ||∇mφ|
≤ Cαaℓ−31
∫
W 2
χ(|xm − xj | ≤ 32ℓ1)
|xm − xj| |φ|
2
+ Cα−1aℓ−31
∫
W 2
χ(|xm − xj| ≤ 32ℓ1)
|xm − xj | |∇mφ|
2 .
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In the first term we use (5.4) from Lemma 5.2, in the second one we estimate χ(|xm − xj | ≤ 32ℓ1) ≤
Cℓ1|xm − xj |−1 and apply the usual Hardy inequality (5.1). In both cases we first have to change
W to W (j) by (C.1) then back again to W to make the weight function W independent of the xj
variable. The result is
Caℓ−31
∫
W 2χ(|xm − xj| ≤ 32ℓ1)|φ||∇mφ| ≤ C
(
αaℓ21
ℓ31
+
aℓ1
ℓ31α
)
F(φ) .
We choose α = ℓ
−1/2
1 . Then
Caℓ−41
∫
W 2χ(|xm − xj| ≤ 32ℓ1)|φ||∇mφ| ≤ o(1)F(φ)
provided a≪ ℓ3/21 .
Lemma 6.6. Assume a≪ ℓ1 ≪ ℓ≪ 1, a≪ ℓ2 and aℓ1 ≪ ℓ4. Then∫
W 2
∑
m
|∇mΩ˜||φ||∇mφ| ≤ o(1)F(φ)
as N →∞.
In order to prove this lemma we need the following estimates (we recall the definition of θkm from
(2.6)).
Lemma 6.7. Let a≪ ℓ1 ≪ ℓ≪ 1 and a≪ ℓ2, then for any q > 0∑
m,k
∫
W 2σkm F
q
km|φ||∇mφ| ≤ o(Nℓ)F(φ) , (6.21)
∑
m,k,j
∫
W 2λkjF
q
kjθkm|φ||∇mφ| ≤ o(1)F(φ) . (6.22)
Proof. With a Schwarz inequality we obtain (using the summation convention)∫
W 2σkmF
q
km|φ||∇mφ| ≤
∫
W 2σkmF
q
km
(
α|φ|2 + α−1|∇mφ|2
)
≤ α
∫
W 2σkm|φ|2 + α−1a−1
∫
W 2λkmF
q
km|∇mφ|2
where we used that σkm ≤ a−1λkm. Now we apply (5.9) and (5.7) from Lemma 5.3 to the r.h.s. of
the last equation. We find∫
W 2σkmF
q
km|φ||∇mφ| ≤ Cq
(
α logN + α−1a−1 + α−1ℓ1ℓ−3
)F(φ) .
Eq. (6.21) follows choosing α = ℓ−1−δ for sufficiently small δ > 0.
As for (6.22) we have, from (5.7),∫
W 2λkjF
q
kjθkm|φ||∇mφ| ≤
∫
W 2λkjF
q
kjθkm(α
−1|∇mφ|2 + α|φ|2)
≤
∫
W 2χ˜kjF
q/4
kj θkm
× (α−1|∇j∇mφ|2 + α−1ℓ1ℓ−3|∇mφ|2 + α|∇jφ|2 + αℓ1ℓ−3|φ|2) .
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Applying (5.3) for the second and third terms, and (5.4) for the last term, we get∫
W 2λkjF
q
kjθkm|φ||∇mφ|
≤ C (α−1 + α−1ℓ1ℓ−3ℓ2| log ℓ|2 + αℓ2| log ℓ|2 + αℓ1ℓ−3ℓ3| log ℓ|3)F(φ) .
Choosing for example α = ℓ−1 we find (6.22).
Proof of Lemma 6.6. By the definition of Ω˜ we find (using the summation convention)∫
W 2|∇mΩ˜||φ||∇mφ| ≤
∫
W 2
∣∣∣∇m Ωk
2Gk
∣∣∣|φ||∇mφ|
+
∫
W 2
∣∣∣∇m Ωjk
2Gj
∣∣∣|φ||∇mφ|+ ∫ W 2∣∣∣∇mΓ∣∣∣|φ||∇mφ| . (6.23)
We begin considering the first term on the r.h.s. of (6.23).∫
W 2
∣∣∣∇m Ωk
2Gk
∣∣∣|φ||∇mφ| ≤ C ∫ W 2 (|∇mΩk|+ |Ωk||∇mGk|) |φ||∇mφ| . (6.24)
From the definition of Ωk (see (6.1)), using Lemma B.2 to bound the derivatives of Fmj , we find∫
W 2|∇mΩk||φ||∇mφ| ≤ Cℓ−1
∫
W 2|(∇2w)mj |F 1/2mj |φ||∇mφ|
+ Cℓ−2
∫
W 2|(∇w)kj |F 1/2kj (θmk + θmj)|φ||∇mφ|
+ Cℓ−3
∫
W 2wkjF
1/2
kj (θmk + θmj)|φ||∇mφ|+O(ℓK−1−ε)F(φ) .
(6.25)
We use that |(∇2w)mj | ≤ Caσmj , |(∇w)kj | ≤ Caλkj and wkj ≤ Caℓ1λkj (see (5.6)), and applying
Lemma 6.7 we obtain ∫
W 2|∇mΩk||φ||∇mφ| = o(1)F(φ) . (6.26)
For the other term in (6.24), using the definition of Gk (2.7), we have∫
W 2|Ωk| |∇mGk| |φ| |∇mφ|
≤ C
∫
W 2
(
|(∇w)mj | |(∇w)mn| Fmn |∇mFmj |+ |(∇w)kj | |(∇w)km| Fkm |∇kFkj |
+ |(∇w)mj | wmjFmn |∆mFmj |+ |(∇w)km| wkjFkm |∆kFkj|
+ |(∇w)kj | wkn |∇mFkn| |∇kFkj|+wkjwkn |∆kFkj | |∇mFkn |
)
|φ||∇mφ| .
Taking as example the first term on the r.h.s. of the last equation, we note that, unless j = n,
the term is actually exponentially small because, by Lemma B.1, ‖χ˜mjχ˜mnFmn‖∞ ≤ exp(−cℓ−ε) if
j 6= n. Applying similar arguments to all other terms as well, and applying Lemma B.2 to bound
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the derivatives of F , we obtain∫
W 2|Ωk||∇mGk||φ||∇mφ|
≤C
∫
W 2|φ||∇mφ|
(
ℓ−1 |(∇w)mn|2Fmn +
(
ℓ−2 |(∇w)kj |Fkj + ℓ−3w2kjFkj
)
(θmk + θmj)
)
+
(
O
(
e−cℓ
−ε
)
+O(ℓK−2−ε)
)
F(φ)
= o(1)F(φ)
following the estimate of the term (6.25) and using the bounds (∇w)2 ≤ Caσ and w2 ≤ w from (5.6).
So, together with (6.26) we find the following estimate for the first term of (6.23)∫
W 2
∣∣∣∇m Ωk
2Gk
∣∣∣|φ||∇mφ| ≤ o(1)F(φ) . (6.27)
We consider next the second term on the r.h.s. of (6.23). Clearly we have∫
W 2
∣∣∣∇m Ωjk
2Gj
∣∣∣|φ||∇mφ| ≤ C ∫ W 2 (|∇mΩkj|+ |Ωkj||∇mGj |) |φ||∇mφ| .
Comparing Ωkj with Ωk, it is clear that it only remains to control the two terms∫
W 2wij|∆kFij ||∇mGj ||φ||∇mφ| (6.28)
and ∫
W 2|∇m(wij∆kFij)||φ||∇mφ| . (6.29)
We begin with (6.28). The summation over k is performed by (B.3). We have∫
W 2wij |∆kFij ||∇mGj ||φ||∇mφ| ≤ Cℓ−2
∫
W 2
(
wijF
1/2
ij |(∇w)jm|Fjm
+ wimF
1/2
im |(∇w)mn|Fmn + wijF 1/2ij wjn|∇mFjn|
)
|φ||∇mφ| .
By Lemma B.1 we know that, for example the first term is exponentially small unless i = m.
Similarly, apart from exponentially small contributions, in the other two terms we can consider only
the case i = n. Hence we find∫
W 2wij |∆kFij ||∇mGj ||φ||∇mφ| ≤ Cℓ−2
∫
W 2wmjF
1/2
mj |(∇w)mj | Fmj |φ| |∇mφ|
+Cℓ−2
∫
W 2w2jnF
1/2
jn |∇mFjn| |φ| |∇mφ|
+O
(
exp(−cℓ−ε)) E(φ) .
(6.30)
On the right hand side we estimate |∇w| ≤ Caλ by (5.6). In the first term, using F ≤ 1, we have
Cℓ−2
∫
W 2wmjF
1/2
mj |(∇w)mj | Fmj |φ| |∇mφ| ≤ Caℓ−2
∫
W 2λmj Fmj |φ| |∇mφ| (6.31)
that can be easily estimated by o(1)F(φ), using the assumption a≪ ℓ2 and a≪ ℓ1 ≪ ℓ.
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In the second term of (6.30) we estimate w2 ≤ Ca2λ. By Lemma B.2 we find
Cℓ−2
∫
W 2w2jnF
1/2
jn |∇mFjn| |φ| |∇mφ| ≤ Ca2ℓ−2
∫
W 2λjnF
1/2
jn (θmj + θmn)|φ| |∇mφ| = o(1)F(φ) ,
where we also applied Lemma 6.7.
We consider next (6.29). We have∫
W 2|∇m(wij∆kFij)||φ||∇mφ| ≤
∫
W 2|(∇w)mj ||∆kFmj ||φ||∇mφ|
+
∫
W 2wij |∇m∆kFij ||φ||∇mφ| .
(6.32)
After summation over k using (B.3), the first term can be treated as in (6.31).
As for the second term in (6.32), we use that w ≤ Caℓ1λ and Lemma B.2. We find∫
W 2wij |∇m∆kFij ||φ||∇mφ| ≤ aℓ1ℓ−3
∫
W 2λijF
1/2
ij (θmi + θmj)|φ||∇mφ|
which can be estimated by o(1)F(φ) by Lemma 6.7.
Finally we control the third term on the r.h.s. of (6.23). After applying Lemma B.1 we find, for
any fixed m,
∣∣∣∇mΓ∣∣∣ ≤ C[|(∇2w)mk| wjnFmk(∇kFjn +∇mFjn) + |(∇w)ik| |(∇w)jm| Fik |∇kFjm|
+ |(∇w)ik| wjn |∇mFik| |∇kFjn|+ |(∇w)ik| wjn |∇m∇kFjn| Fik
+ |(∇w)2im| wjnF 2im |∇mFjn|+ |(∇w)2km| wjnF 2km |∇kFjn|
+ |(∇w)ik| wikwjnFik |∇kFjn| |∇mFik|+ |(∇w)ik| w2jnFik |∇kFjn| |∇mFjn|
+ |(∇w)ik| |(∇w)jm| wjmFikFjm |∇kFjm|+ |(∇w)mi| wjn |∇kFmi| |∇kFjn|
+ |(∇w)mi| wmiwjnFmi |∇kFmi||∇kFjn|+winwjs|∇k∇mFin| |∇kFjs|
+ w2inwjs|∇kFin| |∇mFin| |∇kFjs|
]
+O
(
e−cℓ
−ε
)
.
(6.33)
Using the estimates (B.3), (B.6) and (B.7) from Lemma B.2 and the bounds (5.6), we obtain
∣∣∣∇mΓ∣∣∣ ≤ C
[
aℓ−1σmkF
1/2
mk + (aℓ
−2 + aℓ1ℓ−3 + a2ℓ−3)λikF
1/2
ik (θim + θkm)
+ |(∇w)ik| |(∇w)jm| Fik |∇kFjm|+ |(∇w)ik| w2jnFik |∇mFjn| |∇kFjn|
]
.
(6.34)
The terms on the first line of the last equation can be bounded using directly Lemma 6.7. Consider
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next the first term on the second line. Its contribution, after two Schwarz inequalities is given by∫
W 2|(∇w)ik||(∇w)jm|Fik|∇kFjm||φ||∇mφ|
≤
∫
W 2α|(∇w)ik |2
[
β|φ|2 + β−1|∇mφ|2
]
χikFikχjm|∇kFjm|
+
∫
W 2α−1|(∇w)jm|2
[
γ|φ|2 + γ−1|∇mφ|2
]
χikFikχjm|∇kFjm|
≤ Cαβaℓ−1
∫
W 2σikFik|φ|2 + Cαβ−1ℓ−1
∫
W 2λikFik|∇mφ|2
+Cα−1γaℓ−1
∫
W 2σjmF
1/2
jm |φ|2 +Cα−1γ−1ℓ−1
∫
W 2λjmF
1/2
jm |∇mφ|2
≤ C
(
αβaℓ−1 logN + αβ−1ℓ−1(1 + ℓ1ℓ−3) + α−1γaℓ−1 logN
+ α−1γ−1(1 + aℓ1ℓ−3)
)
F(φ) .
Optimizing the choice of α, β and γ, we find that this term is of order o(1)F(ϕ) (using that a≪ ℓ2
and aℓ1 ≪ ℓ4).
As for the last term on the r.h.s. of (6.34) we use that w2jn ≤ χjn. By Lemma B.2 and Lemma
5.3 we get ∫
W 2|(∇w)ik| w2jnFik |∇mFjn| |∇kFjn| |φ| |∇mφ|
≤ Caℓ−2
∫
W 2λikFik(α|φ|2 + α−1|∇mφ|2)
≤ C (αN−1(aℓ−2 + aℓ1ℓ−5) + α−1(aℓ−2 + aℓ1ℓ−5))F(φ)
≤ C(a3/2ℓ−2 + a3/2ℓ1ℓ−)F(φ) = o(1)F(φ).
From (6.34), we find ∫
W 2
∣∣∣∇mΓ∣∣∣ |φ| |∇mφ| = o(1)F(φ) .
This completes the proof of Lemma 6.6.
7 A-priori Estimates on UN,t
Recall that H = L2(Λ,dx) is the one particle Hilbert space, and that H⊗n denotes the n-fold tensor
product H⊗n. We denote by L1n := L1(H⊗n) and by Kn := K(H⊗n) the space of trace class operators
and the space of compact operators on the Hilbert space H⊗n respectively. We equip these spaces
with the trace norm, ‖·‖1 := Tr| · |, and with the operator norm, ‖·‖, respectively. It is a well-known
fact that K∗n = L1n, that is L1n is the dual Banach space of Kn.
We define Sobolev-type norms on trace class operators. For γ(n) ∈ L1(H⊗n), we define the norm
‖γ(n)‖Wn :=
{
Tr|S1γ(1)S1| if n = 1
Tr|S1S2γ(n)S1S2| if n ≥ 2
where Sj = (1−∆j)1/2, and the space Wn = {γ(n) ∈ L1(H⊗n) : ‖γ(n)‖Wn <∞}.
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Note that Wn is the dual of the space
An :=
{ {S1K(1)S1 : K(1) ∈ K1} if n = 1
{S1S2K(n)S2S1 : K(n) ∈ Kn} if n ≥ 2
equipped with the norms
‖T (1)‖A1 = ‖S−11 T (1)S−11 ‖ and ‖T (n)‖An := ‖S−11 S−12 T (n)S−12 S−11 ‖ if n ≥ 2.
Lemma 7.1. Suppose UN,t = {U (k)N,t}Nk=1 is defined as in (4.5), and that the assumptions of Theo-
rem 2.1 are satisfied. Then there is ν > 1 large enough such that ‖UN,t‖H(ν)− ≤ 1. Moreover there
exists a constant C > 0 such that
‖U (k)N,t‖Wk ≤ Ck (7.1)
for any t ∈ [0, T ] and k ≤ N .
Let U∞,t be a limit point of UN,t in C([0, T ],H
(ν)
− ) with respect to the metric ρ̂ (defined in (2.16)).
Then we also have ‖U∞,t‖H(ν)− ≤ 1 and there is a version of U∞,t such that
Tr (1−∆1)U (1)∞,t ≤ C and Tr (1−∆i)(1−∆j)U (k)∞,t ≤ Ck if k ≥ 2 (7.2)
for every k, every t ∈ [0, T ], and every i, j = 1, . . . , k with i 6= j.
Remark 7.2. This lemma does not yet prove the compactness of the sequence UN,t ∈ C([0, T ],H(ν)− ):
to this end we still need the equicontinuity of UN,t, which will be proven in Section 9.2. Here we prove
that, if a limit U∞,t ∈ C([0, T ],H(ν)− ) exists, then it satisfies (7.2).
Proof. We have
‖U (k)N,t‖2 =
∫
dxkdx
′
k|U (k)N,t(xk;x′k)|2 ≤ Ck0 TrU (k)N,t ≤ C2k0 .
Here we used that U
(k)
N,t is the kernel of a positive operator with trace bounded by C
k
0 : this implies
that also the operator norm of U
(k)
N,t is bounded by C
k
0 . Choosing ν > 2C0 we immediately see that
‖UN,t‖H(ν)− ≤ 1. The bound ‖U∞,t‖H(ν)− ≤ 1 follows because the norm can only drop when a weak
limit is taken.
From Corollary 6.2 and (C.2) we have
Tr|S1U (1)N,tS1| =
∫
|W (1)|2 (|∇1φN,t|2 + |φN,t|2) ≤ C ∫ W 2 (|∇1φN,t|2 + |φN,t|2) ≤ C
and, for any k ≥ 2,
Tr |S1S2U (k)N,tS1S2| =
∫
|W [k]|2
[
|∇1∇2φN,t|2 + |∇1φN,t|2 + |∇2φN,t|2 + |φN,t|2
]
≤ Ck0
∫
|W |2
[
|∇1∇2φN,t|2 + |∇1φN,t|2 + |∇2φN,t|2 + |φN,t|2
]
≤ Ck
(7.3)
for some constant C independent of k. This proves (7.1).
For each fixed t, we can assume that UN,t converges to U∞,t in the weak∗ topology of H(ν)−
(otherwise we choose an appropriate subsequence). This follows because UN,t ∈ B(ν)− (the unit ball
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of H
(ν)
− ) and because, on B
(ν)
− , the topology induced by the metric ρ is equivalent to the weak∗
topology. This in particular implies that, for every fixed k, U
(k)
N,t converges to U
(k)
∞,t in the weak
topology of L2(Λk × Λk). Note that U (k)∞,t is symmetric w.r.t. permutations of the k particles,
because U
(k)
N,t is symmetric, and because the symmetry is clearly preserved in the limiting process.
By passing to a subsequence and using the Alaoglu-Banach Theorem, we can assume that U
(k)
N,t also
converges in the weak∗ topology of Wk, and let U˜∞,t be the limit. Testing these two limits against
operators with smooth kernels, one easily sees that U˜
(k)
∞,t = U
(k)
∞,t as elements of L
2(Λk × Λk), hence
U
(k)
N,t converges to U
(k)
∞,t in both topologies. Then the estimate in (7.2) for the version of U
(k)
∞,t given
by U˜
(k)
∞,t follow from (7.1), from the permutation symmetry of U
(k)
∞,t, and from the fact that the norm
does not increase under weak∗ limit.
The next lemma will be used in Section 9 to prove part iii) of Theorem 2.1.
Lemma 7.3. Assume that a≪ ℓ1 ≪ ℓ≪ 1. Then, for any fixed k and t,
i) We have
Tr
(
U
(k)
N,t − γ(k)N,t
)
→ 0
as N →∞.
ii) Assume that U∞,t = {U (k)∞,t}k≥1 ∈ C([0, T ],H(ν)− ) is a limit point of UN,t = {U (k)N,t}Nk=1 with
respect to the metric ρ̂. Then
TrU
(1)
∞,t = 1 and TrU
(2)
∞,t = 1 . (7.4)
Proof. i) We have (with φ = φN,t(x)),
Tr
(
U
(k)
N,t − γ(k)N,t
)
=
∫
(W 2 − (W [k])2)|φ|2
=
∫
(1−
k∏
j=1
Gj)
N∏
j=k+1
Gj |φ|2 +
N∑
m=k+1
∫ m−1∏
j=k+1
G
[k]
j (G
[k]
m −Gm)
N∏
j=m+1
Gj |φ|2
and hence, using (C.6),
∣∣∣Tr(U (k)N,t − γ(k)N,t) ∣∣∣ ≤ Ck ∫ (1− k∏
j=1
Gj)W
2|φ|2 + Ck
N∑
m=k+1
∫
|G[k]m −Gm|W 2|φ|2
≤ Ck
∑
j≤k
N∑
m=1
∫
W 2wjmFjm|φ|2
+ Ck
∑
m,j>k
∑
r≤k
∫
W 2wmjF
[k]
mjθmr|φ|2 +O(ℓK−ε).
So applying Lemma 5.3 for the first term and part (ii) of Lemma 5.2 for the second term (with
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U = θmr), we find
∣∣∣Tr(U (k)N,t − γ(k)N,t)∣∣∣ ≤ Ck
aℓ1∑
j≤k
∫
W 2|∇jφ|2 + aℓ1ℓ−3k
∫
W 2|φ|2
+O(ℓK−ε)
+ Ck
aℓ1(ℓ| log ℓ|)2∑
j>k
∑
r<k
∫
W 2|∇r∇jφ|2
+aℓ21ℓ
−3(ℓ| log ℓ|)3
∑
m>k
∑
r≤k
∫
W 2(|∇r∇mφ|2 + |∇rφ|2 + |∇mφ|2 + |φ|2)

≤ Ck(aℓ1 + aℓ21ℓ−3 + ℓ1ℓ2| log ℓ|2 + ℓ21| log ℓ|3) +O(ℓK−ε) = o(1)
for N →∞ using (6.14).
ii) From part i) we have, for any fixed k and t, Tr U
(k)
N,t → 1 as N →∞ using the normalization
(2.19). By Lemma 7.1, the sequence U
(1)
N,t in W1 is compact w.r.t. the weak∗ topology of W1. By
passing to a subsequence we can assume U
(1)
N,t converges to U
(1)
∞,t in the weak∗ topology of W1. In
particular,
Tr U
(1)
∞,t = Tr S
−2
1 S1U
(1)
∞,tS1 = lim
N→∞
Tr S−21 S1U
(1)
N,tS1 = limN→∞
Tr U
(1)
N,t = 1
since the operator S−21 = (1−∆1)−1 is compact on the finite periodic box Λ. The proof of (7.4) for
U
(2)
∞,t is similar.
8 Approximation of the Delta Function
We consider the sequence of density matrices UN,t = {U (k)N,t}k≥1. By viewing their kernels as distri-
butions, we will prove in Section 9.2 that UN,t is compact in C([0, T ],H
(ν)
− ). Assuming this property
for the moment, we denote a limit point by U∞,t. Since for each fixed t the kernel U∞,t is defined
only as a distribution, the restriction of U
(k+1)
∞,t on the diagonal xk+1 = x
′
k+1, i.e.,
U
(k+1)
∞,t (xk, xk+1;x
′
k, xk+1) (8.1)
has no a-priori meaning. On the other hand, based upon Lemma 7.1 we can view UN,t and U∞,t (or,
more precisely, the families of operators with kernels given by U
(k)
N,t and U
(k)
∞,t) as elements of W(ν),
for every t ∈ [0, T ].
We shall show in the next proposition that since U∞,t ∈ W(ν), the diagonal element (8.1) is well-
defined. For the rest of this section, we shall assume that U (k+1) is the kernel of a density matrix
with Tr U (k+1) <∞.
Proposition 8.1. Suppose δβ(x) is a radially symmetric function, with 0 ≤ δβ(x) ≤ Cβ−3χ(|x| ≤ β)
and
∫
δβ(x)dx = 1 (for example δβ(x) = β
−3h(x/β), for a radially symmetric probability density
h(x) supported in {x : |x| ≤ 1}). Then, for any J (k) ∈ W 1,∞(Λk × Λk) and for any smooth function
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U (k+1)(xk+1;x
′
k+1) corresponding to a (k+1)-particle density matrix, we have, for any fixed j ≤ k,∣∣∣ ∫ dxkdx′kdxk+1dx′k+1 J (k)(xk;x′k)U (k+1)(xk, xk+1;x′k, x′k+1)
× (δβ1(x′k+1 − xk+1)δβ2(xj − xk+1)− δ(x′k+1 − xk+1)δ(xj − xk+1)) ∣∣∣
≤ C[ ‖J‖∞ + ‖∇jJ‖∞
]
(β1 +
√
β2)Tr |SjSk+1U (k+1)SjSk+1| .
(8.2)
Remark 8.2. From (8.2), using a standard approximation argument, it also follows that∣∣∣ ∫ dxkdx′kdxk+1dx′k+1 J (k)(xk;x′k)U (k+1)(xk, xk+1;x′k, x′k+1)
×(δβ1(x′k+1 − xk+1)δβ2(xj − xk+1)− δβ′1(x′k+1 − xk+1)δβ′2(xj − xk+1))∣∣∣
≤ C[ ‖J‖∞ + ‖∇jJ‖∞
] (
β1 + β
′
1 +
√
β2 +
√
β′2
)
Tr |SjSk+1U (k+1)SjSk+1|
for any U (k+1) for which the r.h.s. is finite.
Proof. It is enough to prove (8.2) for U (k+1) of the form U (k+1)(xk+1,x
′
k+1) = f(xk+1)f(x
′
k+1) (in
this section we use the notation xk+1 = (x1, . . . xk+1) and x
′
k+1 = (x
′
1, . . . , x
′
k+1)). Then, for a general
density matrix U (k+1), the proposition follows by considering the spectral decomposition:
U (k+1)(xk+1;x
′
k+1) =
∑
n
cnfn(xk+1)fn(x
′
k+1)
with cn > 0 for all n and ‖fn‖L2 = 1, and using the fact that Tr U (k+1) =
∑
cn < ∞. If
U (k+1)(xk+1;x
′
k+1) = f(xk+1)f(x
′
k+1) we can bound the l.h.s. of (8.2) by the sum∣∣∣ ∫ dxk+1dx′k+1 J (k)(xk;x′k) (δβ1(x′k+1 − xk+1)− δ(x′k+1 − xk+1)) δβ2(xj − xk+1) f(xk+1)f(x′k+1)∣∣∣
+
∣∣∣ ∫ dxk+1dx′k+1 J (k)(xk;x′k) (δβ2(xj − xk+1)− δ(xj − xk+1)) δ(x′k+1 − xk+1)f(xk+1)f(x′k+1)∣∣∣ .
(8.3)
We next bound the first term by∣∣∣ ∫ dxk+1dx′k+1 J (k)(xk;x′k)δβ2(xj − xk+1)(δβ1(x′k+1 − xk+1)− δ(x′k+1 − xk+1)) f(xk+1)f(x′k+1)∣∣∣
≤ ‖J (k)‖∞
∫
dxk+1dx
′
k δβ2(xj − xk+1) |f(xk+1)|
×
∣∣∣f(x′k, xk+1)− ∫ dx′k+1 δβ1(xk+1 − x′k+1)f(x′k, x′k+1)∣∣∣ .
(8.4)
A slight generalization of a standard Poincare´-type inequality (see, e.g. Lemma 7.16 in [7]) yields
that∣∣∣f(x′k, xk+1)− ∫ dx′k+1 δβ(xk+1 − x′k+1) f(x′k, x′k+1)∣∣∣ ≤ C ∫
|y|≤β1
|∇k+1f(x′k, xk+1 + y)|
|y|2 dy (8.5)
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holds for any x′k and xk+1. Inserting this inequality on the r.h.s. of (8.4) and applying a Schwarz
inequality we get∣∣∣ ∫ dxk+1dx′k+1 J (k)(xk;x′k) (δβ1(x′k+1 − xk+1)− δ(x′k+1 − xk+1)) δβ2(xj − xk+1) f(xk+1)f(x′k+1)∣∣∣
≤ ‖J (k)‖∞
∫
dxk+1dx
′
kdy
χ(|y| ≤ β1)
|y|2 δβ2(xj − xk+1)
(|f(xk, xk+1)|2 + |∇k+1f(x′k, xk+1 + y)|2)
≤ C‖J (k)‖∞β1
∫
dxk+1 δβ2(xj − xk+1)|f(xk, xk+1)|2
+ ‖J (k)‖∞
∫
dx′kdxk+1dy
χ(|y| ≤ β1)
|y|2 |∇k+1f(x
′
k, xk+1 + y)|2
where in the first term we integrated over dx′k and over dy (the integration over dy gives the factor
β1), while in the second term we integrated over dxk (in particular over dxj). To control the first
term on the r.h.s. of the last equation we apply (5.4). In the second term we shift the xk+1 variable
and then we integrate over dy. We find, using that U (k+1)(xk+1,x
′
k+1) = f(xk+1)f(x
′
k+1),∣∣∣ ∫ dxk+1dx′k+1 J (k)(xk;x′k) (δβ1(x′k+1 − xk+1)− δ(x′k+1 − xk+1)) δβ2(xj − xk+1) f(xk+1)f(x′k+1)∣∣∣
≤ C‖J (k)‖∞ β1 Tr (1−∆k+1)(1 −∆j)U (k+1)
(8.6)
uniformly in β2. In order to control the second term on the r.h.s. of (8.3), we use that∫
dxk+1dx
′
k+1 J
(k)(xk;x
′
k)δ(x
′
k+1 − xk+1) (δβ2(xj − xk+1)− δ(xj − xk+1)) f(xk+1)f(x′k+1)
=
∫
dxkdx
′
kdxk+1 J
(k)(xk;x
′
k) (δβ2(xj − xk+1)− δ(xj − xk+1)) f(xk, xk+1)f(x′k, xk+1)
and then we apply Lemma 8.3 below, keeping all variables fixed, apart from xj and xk+1. This
completes the proof of the proposition.
Lemma 8.3. Assume δβ is defined as in Proposition 8.1. Then we have∣∣∣ ∫ dxdzdx′ J(x, x′)(δβ(x− z)− δ(x− z))f(x, z)f (x′, z)∣∣∣
≤ C
√
β
[ ‖J‖∞ + ‖∇xJ‖∞ ] ∣∣∣ ∫ dxdzf(x, z)(1 −∆x)(1−∆z)f(x, z)∣∣∣ . (8.7)
Proof. From the version (8.5) of the Poincare´ inequality, we can bound the left side of (8.7) by
C
∫
dz dx′
∫
dx 1(|x− z| ≤ 2β) |∇x[J(x, x
′)f(x, z)]|
|x− z|2 |f(x
′, z)|
≤ C
∫
dz dx′
∫
dx 1(|x− z| ≤ 2β)
[
κ
|∇x[J(x, x′)f(x, z)]|2
|x− z|2 + κ
−1 |f(x′, z)|2
|x− z|2
]
.
(8.8)
In the first term we drop the restriction 1(|x − z| ≤ 2β) and apply the Hardy-type inequality (5.2)
to the z variable on the domain Λ. In the second term we perform the dx integration. Therefore the
l.h.s. of (8.7) is controlled by
C
∫
dz dx′
∫
dx
[
κ|∇x[J(x, x′)∇zf(x, z)]|2 + κ|∇x[J(x, x′)f(x, z)]|2 + κ−1β|f(x′, z)|2
]
. (8.9)
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The first two terms of the last expression are bounded by
Cκ
[‖J‖∞ + ‖∇xJ‖∞]2∣∣∣ ∫ f(x, z)(1 −∆x)(1−∆z)f(x, z)dxdz∣∣∣ ,
while the last term is bounded by Cβκ−1‖f‖22. Optimizing the choice of κ, we obtain (8.7).
As a corollary of the proof of this lemma, we can prove that for all 0 < β < 1,∫
dxdz δβ(x− z)|f(x, z)|2 ≤ C
∫
dxdz f(x, z)(1 −∆x)(1 −∆z)f(x, z)
with the constant C independent of β. This reproves the second part of Lemma 5.2 (originally
proven in Lemma 5.3 of [6]) for the case of radially symmetric potential U and integration over a
finite volume Λ.
9 Proof of the Main Theorem
The strategy for the proof of Theorem 2.1 is as follows. First, in Section 9.1, we derive a hierarchy
of equation for the time evolution of the densities U
(k)
N,t, for large, but finite N .
Using this Hierarchy we prove in Section 9.2 that the sequence UN,t = {U (k)N,t}Nk=1 is equicontinuous
in t with respect to the weak∗ topology of H(ν)− . This result will be used to prove that UN,t is compact
in the space C([0, T ],H
(ν)
− ) with respect to the topology induced by the metric ρ̂ (defined in (2.16)).
In Section 9.3 we prove then that any limit point of UN,t in C([0, T ],H
(ν)
− ) (w.r.t. the metric ρ̂ )
is also a limit point of the sequence ΓN,t = {γ(k)N,t}Nk=1 (and that any limit point of ΓN,t is also a limit
point of UN,t). This result implies the compactness of ΓN,t. Also part ii) and iii) follow immediately
from the fact that the limit points of UN,t and ΓN,t coincide, and from the results of Lemma 7.1 (in
particular, the bound (7.2)) and Lemma 7.3. Having part ii), part iv) of Theorem 2.1 follows easily
from Proposition 8.1.
Finally, in Section 9.4, we complete the proof of Theorem 2.1, by proving part v): here we will
start from the hierarchy we are going to derive in Section 9.1, and we will take the limit N → ∞,
using again Proposition 8.1.
9.1 Convergence to a Regularized Gross-Pitaevskii Hierarchy
In this section we begin our analysis of the hierarchy of equations governing the time evolution of
the densities U
(k)
N,t, for large N . Here and henceforth we use the pairing
〈J (k), U (k)〉 =
∫
dxkdx
′
k J
(k)(xk;x
′
k)U
(k)(xk;x
′
k).
The following lemma will be used in Sections 9.2 and 9.4, in order to prove the equicontinuity of
U
(k)
N,t with respect to the weak∗ topology of H(ν)− and to prove that any limit point of ΓN,t satisfies
the Gross-Pitaevskii Hierarchy (2.24).
Proposition 9.1. Suppose J (k) ∈ W 1,∞(Λk × Λk). For 0 < β ≤ 1 we choose a radially symmetric
function δβ ∈ C∞0 (R3) such that 0 ≤ δβ(y) ≤ Cβ−3χ(|y| ≤ β) and
∫
dy δβ(y) = 1. Then, for any
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t > 0,
〈J (k), U (k)N,t〉 = 〈J (k), U (k)N,0〉 − i
k∑
j=1
∫ t
0
ds
∫
dxkdx
′
k J
(k)(xk;x
′
k) (−∆j +∆′j)U (k)N,s(xk;x′k)
− 8πia0
k∑
j=1
∫ t
0
ds
∫
dxkdx
′
kJ
(k)(xk;x
′
k)
×
∫
dxk+1(δβ(xj − xk+1)− δβ(x′j − xk+1))U (k+1)N,s (xk, xk+1;x′k, xk+1)
+ tO(β1/2) + t o(1)
(9.1)
as N →∞.
Proof. Put φt = φN,t(x). From
i∂tφt = Lφt +Bφt
(see (6.6) and (6.7)) it follows that
i∂tU
(k)
N,t(xk;x
′
k) =
∫
dxN−k(W [k])2
[(
(Lφt)φ′t − (L′φ′t)φt
)
+ (B −B′)φtφ′t
]
, (9.2)
where the superscript ′ means that the coordinates x1, .., xk are replaced by x′1, .., x
′
k. Similarly, we
will use ∇′m := ∇x′m. In most cases we will not write out the arguments of all functions fully, but
it is understood that functions φt, B, Ω, etc. with unspecified arguments depend on the variables
x1, x2, . . . , xN and their primed versions, φ
′
t, B
′, Ω′, etc. depend on x′1, x
′
2, . . . , x
′
k, xk+1, . . . , xN .
Next we note that for any fixed k
L = −
N∑
m=1
(
∆m + 2∇m(logW )∇m
)
= −
k∑
m=1
∆m − 2
N∑
m=1
(
∇m log W
W [k]
)
∇m −
N∑
m=k+1
(
∆m + 2∇m(logW [k])∇m
)
since W [k] is independent of the first k variables. The contribution of the last term
∑
m∆m +
2∇m(logW [k])∇m cancels the analogous contribution from L′ in (9.2) by self adjointness on the
space of the last N − k variables. Moreover we use the estimate (see (6.11))
B −B′ = (qjm − q′jm) + (Ω˜− Ω˜′) +O(exp(−cℓ−ε))
(with the summation convention). Thus, from (9.2) we get
i∂tU
(k)
N,t(xk;x
′
k)
=
k∑
j=1
(−∆j +∆′j)U (k)N,t(xk;x′k) +
N∑
m,j=1
∫
dxN−k(W [k])2(qjm − q′jm)φtφ′t
− 2
N∑
m=1
∫
dxN−k(W [k])2
[(
∇m log W
W [k]
)
(∇mφt)φ′t −
(
∇′m log
W ′
W [k]
)
(∇′mφ′t)φt
]
+
∫
dxN−k(W [k])2(Ω˜− Ω˜′)φtφ′t +O(exp(−cℓ−ε)) .
(9.3)
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We can rewrite this equation in integral form
U
(k)
N,t(xk;x
′
k) =U
(k)
N,0(xk;x
′
k)− i
k∑
j=1
∫ t
0
ds (−∆j +∆′j)U (k)N,s(xk;x′k)
− i
N∑
m,j=1
∫ t
0
ds
∫
dxN−k(W [k])2(qjm − q′jm)φsφ′s
+ 2i
N∑
m=1
∫ t
0
ds
∫
dxN−k(W [k])2
×
[(
∇m log W
W [k]
)
(∇mφs)φ′s −
(
∇′m log
W ′
W [k]
)
(∇′mφ′s)φs
]
− i
∫ t
0
ds
∫
dxN−k(W [k])2(Ω˜ − Ω˜′)φsφ′s +O(t exp(−cℓ−ε)) .
(9.4)
Only the terms in the first three lines of last equation survive in the limit N →∞. The other terms
vanish as N → ∞, after they are tested against a function J (k)(xk;x′k) ∈ W 1,∞(Λk × Λk): this is
proven in Lemma 10.1 and Lemma 10.2 in Section 10. Thus we are left with
〈J (k), U (k)N,t〉 = 〈J (k), U (k)N,0〉 − i
k∑
j=1
∫ t
0
ds
∫
dxkdx
′
k J
(k)(−∆j +∆′j)U (k)N,s
− i
N∑
j,m=1
∫ t
0
ds
∫
dxkdx
′
kdxN−k J
(k)(W [k])2(qjm − q′jm)φsφs′ + t o(1)
(9.5)
as N →∞.
Next we note that qjm − q′jm = 0 if j,m > k. On the other hand if j,m ≤ k, then we first use a
Schwarz inequality to separate φ and φ′, then we use (5.3) with U = χ(|xm − xj| ≤ 2ℓ1) and we get∑
j,m≤k
∫
dxkdx
′
kdxN−k|J (k)|(W [k])2qmj |φs| |φ
′
s|
≤ aℓ−31 ‖J (k)‖∞
∑
j,m≤k
∫
dxkdx
′
kdxN−k(W
[k])2χ(|xm − xj | ≤ 2ℓ1)
(
|φs|2 + |φ′s|2
)
≤ Ckaℓ−31 ℓ21‖J (k)‖∞
k∑
j=1
∫
dxkdx
′
kdxN−k(W
[k])2
(
|∇jφs|2 + |φs|2 + |φ′s|2
)
≤ Ckkaℓ−11 ‖J (k)‖∞
k∑
j=1
[∫
dxW 2(|∇jφs|2 + |φs|2) +
∫
dx′ (W ′)2|φ′s|2
]
.
(9.6)
In the last line we used that the volume is finite and that W [k] ≤ CkW ′ (by (C.1)). Since a≪ ℓ1 by
assumption, the r.h.s. of (9.6) vanishes in the limit N →∞.
The argument above implies that the factor qjm − q′jm only gives an important contribution to
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(9.5) if j ≤ k < m or m ≤ k < j. Using the permutation symmetry of the wave function we get
〈J (k), U (k)N,t〉 = 〈J (k), U (k)N,0〉 − i
k∑
j=1
∫ t
0
ds
∫
dxkdx
′
k J
(k)(−∆j +∆′j)U (k)N,s
− 2i(N − k)
k∑
j=1
∫ t
0
ds
∫
dxkdx
′
kdxN−k J
(k)(W [k])2
× (q(xj − xk+1)− q(x′j − xk+1))φs(xk,xN−k)φs(x′k,xN−k) + t o(1)
(9.7)
for N →∞.
In the next step we replace W [k] by W [k+1]. To this end we use that
(W [k])2 − (W [k+1])2 = (G[k]k+1 − 1)
N∏
m=k+2
G[k]m
+
N∑
i=k+2
(G
[k]
i −G[k+1]i )
i−1∏
m=k+2
G[k+1]m
N∏
m=i+1
G[k]m
(9.8)
and estimate the effect of this difference in (9.7). For the first term in (9.8) we use
G
[k]
k+1 = 1−
∑
r>k+1
wk+1,rF
[k]
k+1,r
and its contribution to (9.7) for any fixed j ≤ k can be bounded by
(N − k)‖J (k)‖∞
∑
r>k+1
∫
dxkdx
′
kdxN−k wk+1,rF
[k]
k+1,r
(
N∏
m=k+2
G[k]m
)
|qj,k+1||φs| |φ′s|
≤ Caℓ−31 (N − k)‖J (k)‖∞
∑
r>k+1
∫
dxkdx
′
kdxN−k wk+1,rF
[k]
k+1,r
(
N∏
m=k+2
G[k]m
)
× χ(|xj − xk+1| ≤ 2ℓ1)
(
|φs|2 + |φ′s|2
)
≤ Caℓ−11 (N − k)‖J (k)‖∞
∑
r>k+1
∫
dxkdx
′
kdxN−kwk+1,rF
[k]
k+1,r
(
N∏
m=k+2
G[k]m
)
×
(
|∇jφs|2 + |φs|2 + |φ′s|2
)
,
where we used χj,k+1 ≤ Cℓ21λj,k+1 and we applied the usual Hardy inequality (5.1) for the variable
xj. Next we use w ≤ Caℓ1λ, F [k]k+1,r ≤ CFk+1,r and we estimate
∏
mG
[k]
m ≤ Ck+1W 2 (following from
Lemma C.1), so that we can use (5.7) from Lemma 5.3 with respect to the variable xk+1. We find,
for any fixed j,
(N − k)
∑
r>k+1
∫
dxkdxN−k wk+1,rF
[k]
k+1,r
(
N∏
m=k+2
G[k]m
)
|qj,k+1||φs| |φ′s|
≤ Caℓ−11 (N − k)
{
aℓ1
∫
dxdx′kdW
2
[
|∇k+1∇jφs|2 + |∇k+1φs|2 + |∇k+1φ′s|2
]
+aℓ21ℓ
−3
∫
dxdx′k W
2
[
|∇jφs|2 + |φs|2 + |φ′s|2
]}
.
(9.9)
38
Finally we apply the estimate W ≤ CkW ′ for the terms with φ′ to obtain the energy norm. Using
Corollary 6.2 and the finiteness of the volume we find (with aℓ1 ≪ ℓ3)
(N − k)
∑
j<k
∑
r>k+1
∫
dxkdx
′
kdxN−k wk+1,rF
[k]
k+1,r
(
N∏
m=k+2
G[k]m
)
|qj,k+1||φs| |φ′s|
≤ Ck(a+ aℓ1ℓ−3)→ 0 as N →∞ .
The other contributions coming from the second term of (9.8) can be bounded analogously. From
(9.7), and since∫
dxk+2 . . . dxN (W
[k+1])2φs(xk,xN−k)φs(x′k,xN−k) = U
(k+1)
N,s (xk, xk+1;x
′
k, xk+1)
it follows that
〈J (k), U (k)N,t〉 = 〈J (k), U (k)N,0〉 − i
k∑
j=1
∫ t
0
ds
∫
dxkdx
′
k J
(k)(xk;x
′
k) (−∆j +∆′j)U (k)N,s(xk;x′k)
− 2i(N − k)
k∑
j=1
∫ t
0
ds
∫
dxkdx
′
kdxk+1 J
(k)(xk;x
′
k)
× (q(xj − xk+1)− q(x′j − xk+1))U (k+1)N,s (xk, xk+1;x′k, xk+1)
+ t o(1) .
(9.10)
Note that the function q depends on N , and that Nq(x) approaches 4πa0 times a Dirac delta function
as N →∞ (Lemma A.2). Using Proposition 8.1 (with β1 = 0, that is δβ1(x) = δ(x), and β2 = 3/2ℓ1)
we can replace Nq(x) by 4πa0 times a δ-function. We can also replace Nq(x) by 4πa0 times a
smoothed version of the δ-function at some fixed length scale β. More precisely, we choose a radially
symmetric function δβ ∈ C∞0 (R3) such that 0 ≤ δβ(x) ≤ Cβ−3χ(|x| ≤ β) and
∫
dx δβ(x) = 1. By
the assumption J (k) ∈W 1,∞(Λk × Λk) and the a-priori bound from Lemma 7.1, we have∣∣∣ ∫ t
0
ds
∫
dxkdx
′
kdxk+1 J
(k)(xk;x
′
k) [(N − k)q(xj − xk+1)− 4πa0δβ(xj − xk+1)]
× U (k+1)N,s (xk, xk+1;x′k, xk+1)
∣∣∣ ≤ Ct(ℓ1/21 + β1/2) ,
for some constant C depending on k and J (k), but independent of N and β. Here we used Lemma
8.3 twice, once for the function q with lengthscale ℓ1 (Lemma A.2) and once for the function δβ .
From (9.10) we find
〈J (k), U (k)N,t〉 = 〈J (k), U (k)N,0〉 − i
k∑
j=1
∫ t
0
ds
∫
dxkdx
′
k J
(k)(xk;x
′
k) (−∆j +∆′j)U (k)N,s(xk;x′k)
− 8πia0
k∑
j=1
∫ t
0
ds
∫
dxkdx
′
kJ
(k)(xk;x
′
k)
×
∫
dxk+1(δβ(xj − xk+1)− δβ(x′j − xk+1))U (k+1)N,s (xk, xk+1;x′k, xk+1)
+ tO(β1/2) + t o(1)
as N →∞.
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9.2 Compactness of UN,t
Using Proposition 9.1 we can now prove the equicontinuity of U
(k)
N,t in t with respect to the metric ρ̂
on C([0, T ],H
(ν)
− ), and thus the compactness of UN,t.
We recall the bound
‖UN‖C([0,T ],H(ν)− ) = supt∈[0,T ]
∑
k≥1
ν−k‖U (k)N,t‖2 ≤ 1 (9.11)
for some sufficiently large ν > 1 (Lemma 7.1) and we recall the definition of the metric ρ̂ from
(2.16). In order to prove the compactness of the sequence UN,t with respect to the topology in-
duced on C([0, T ],H
(ν)
− ) by the metric ρ̂, it is enough, by the Arzela-Ascoli Theorem, to prove the
equicontinuity of the sequence UN,t.
Lemma 9.2. The sequence of families of density matrices UN,t = {U (k)N,t}Nk=1, N = 1, 2, . . . satisfying
(9.11) is equicontinuous on H
(ν)
− with respect to the metric ρ if and only if for every fixed k ≥ 1, for
arbitrary J (k) ∈W 1,∞(Λk × Λk) and for every ε > 0 there exists a δ > 0 such that∣∣∣〈J (k), U (k)N,t − U (k)N,s〉∣∣∣ ≤ ε (9.12)
whenever |t− s| ≤ δ.
Proof. Equicontinuity in the metric ρ means that, for any ε > 0 there exists δ > 0 (independent of
N), such that
ρ(UN,t, UN,s) =
∞∑
j=1
2−j
∣∣∣∑
k≥1
〈J (k)j , U (k)N,t − U (k)N,s〉
∣∣∣ ≤ ε (9.13)
whenever |t − s| ≤ δ. Recall that Jj = {J (k)j }k≥1, for j ≥ 1 was chosen as a dense countable
subset of the unit ball of H
(ν)
+ . Using the uniform bound (9.11), one can approximate any given
J = (J (1), J (2), . . .) ∈ H(ν)+ by an appropriate finite linear combinations of Jj and one can easily
prove that (9.13) implies (9.12).
On the other hand it is clear, by a standard approximation argument (and becauseW 1,∞(Λk×Λk)
is dense in L2(Λk × Λk)), that (9.12) for all J (k) ∈ W 1,∞(Λk × Λk) implies the same bound for all
J (k) ∈ L2(Λk × Λk). To prove that (9.12) for all J (k) ∈ L2(Λk × Λk) implies (9.13) one can proceed
as follow. Given ε > 0, we note that∑
j>m
2−j
∣∣∣∑
k≥1
〈J (k)j , U (k)N,t − U (k)N,s〉
∣∣∣ ≤ ∑
j>m
2−j‖Jj‖H(ν)+
(
‖UN,t‖H(ν)− + ‖UN,s‖H(ν)−
)
≤ 2
∑
j>m
2−j ≤ ε/3
if we choose m sufficiently large. Hence∑
j≥1
2−j
∣∣∣∑
k≥1
〈J (k)j , U (k)N,t − U (k)N,s〉
∣∣∣ ≤ ε/3 +∑
j≤m
2−j
∣∣∣∑
k≥1
〈J (k)j , U (k)N,t − U (k)N,s〉
∣∣∣. (9.14)
Moreover we note that∑
j≤m
2−j
∣∣∣∑
k>p
〈J (k)j , U (k)N,t − U (k)N,s〉
∣∣∣ ≤ 2 sup
t∈[0,T ]
‖UN (t)‖H(ν)−
∑
j≤m
2−j
(
sup
k>p
νk‖J (k)j ‖k,+
)
≤ ε/3
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if we choose p large enough, depending on m, because limk→∞ νk‖J (k)j ‖k,+ = 0 for every j. From
(9.14) we therefore have∑
j≥1
2−j
∣∣∣∑
k≥1
〈J (k)j , U (k)N,t − U (k)N,s〉
∣∣∣ ≤ 2ε/3 +∑
j≤m
2−j
∣∣∣∑
k≤p
〈J (k)j , U (k)N,t − U (k)N,s〉
∣∣∣. (9.15)
Now, for every j ≤ m and k ≤ p, we can find δjk > 0 such that∣∣∣〈J (k)j , U (k)N,t − U (k)N,s〉∣∣∣ ≤ 2−kε/3
if |t− s| ≤ δjk. Thus, for |t− s| ≤ δ := min{δjk : j ≤ m, k ≤ p}, we have∑
j≥1
2−j
∣∣∣∑
k≥1
〈J (k)j , U (k)N,t − U (k)N,s〉
∣∣∣ ≤ ε.
This proves that (9.12) implies (9.13).
Lemma 9.3. The sequence UN,t = {U (k)N,t}Nk=1 ∈ C([0, T ],H(ν)− ) is equicontinuous in t with respect to
the metric ρ (defined in (2.15)). In particular, by the Arzela-Ascoli Theorem, the sequence UN,t is
compact in C([0, T ],H
(ν)
− ) with respect to ρ̂.
Proof. We prove (9.12) for all J (k) ∈ W 1,∞(Λk × Λk). For such J (k) we can apply Proposition 9.1
and we find∣∣∣〈J (k), U (k)N,t1〉 − 〈J (k), U (k)N,t2〉∣∣∣
≤
k∑
j=1
∫ t2
t1
ds
∣∣∣〈J (k), (−∆j +∆′j)U (k)N,s〉∣∣∣
+ 2a0
k∑
j=1
∫ t2
t1
ds
∣∣∣ ∫ dxkdx′kJ (k)(xk;x′k)
×
∫
dxk+1(δβ(xj − xk+1)− δβ(x′j − xk+1))U (k+1)N,s (xk, xk+1;x′k, xk+1)
∣∣∣
+ |t1 − t2|O(β1/2) + o(|t1 − t2|) .
(9.16)
Next we bound ∣∣∣〈J (k), (−∆j +∆′j)U (k)N,s〉∣∣∣ ≤ ∣∣∣TrJ (k)∆jU (k)N,s∣∣∣+ ∣∣∣Tr J (k)U (k)N,s∆j∣∣∣,
and use ∣∣∣Tr J (k)∆jU (k)N,s∣∣∣ ≤ ‖S−1j J (k)Sj‖‖S−1j ∆jS−1j ‖Tr ∣∣∣SjU (k)N,sSj∣∣∣ . (9.17)
Using that J (k) ∈W 1,∞(Λk × Λk) and the finiteness of the volume of Λ we obtain∫
dxkdx
′
k |∇jJ(xk;x′k)|2 <∞.
It follows that SjJ
(k) is a Hilbert-Schmidt operator, and thus compact. This implies in particular
that S−1j J
(k)Sj is a bounded operator, and thus, by Lemma 7.1, the r.h.s. of (9.17) is bounded.
Analogously, it also follows that |Tr J (k)U (k)N,s∆j | is bounded, uniformly in N and s.
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As for the second term on the r.h.s. of (9.16), we use that for fixed β, δβ is bounded, J
(k)(xk;x
′
k)
is bounded and Tr U
(k+1)
N,s ≤ 1: we obtain∣∣∣ ∫ dxkdx′kdxk+1 J (k)(xk;x′k)(δβ(xj − xk+1) − δβ(x′j − xk+1))U (k+1)N,s (xk, xk+1;x′k, xk+1)∣∣∣ ≤ C
(9.18)
for a constant C, independent of N and of s. It follows from (9.16) that, for any fixed J (k) ∈
W 1,∞(Λk × Λk), ∣∣∣〈J (k), U (k)N,t1〉 − 〈J (k), U (k)N,t2〉∣∣∣ ≤ C|t1 − t2|
for a constant C which depends on k and on J (k), but is independent of N and of t1 and t2. This
implies, by Lemma 9.2, that UN (t) is compact w.r.t. the topology induced by the metric ρ̂ on
C([0, T ],H
(ν)
− ).
9.3 Compactness of ΓN,t
The aim of this section is to prove part i) of Theorem 2.1, stating the compactness of the sequence
ΓN,t = {γ(k)N,t}Nk=1 in C([0, T ], B(ν)− ) with respect to the metric ρ̂.
First of all, we note that, for any ν > 2,
‖ΓN,t‖H(ν)− =
∑
k≥1
ν−k‖γ(k)N,t‖2 ≤ 1
because ‖γ(k)N,t‖2 ≤ 1 for every k. Thus ΓN,t ∈ B(ν)− .
In order to prove the compactness of ΓN,t we use that, by Lemma 9.3, the sequence UN,t is
compact. It only remains to prove that limit points of UN,t are also limit points of ΓN,t. This is the
aim of the next two lemmas.
Recall that
γ
(k)
N,t(xk;x
′
k) =
∫
dxN−kW (xk,xN−k)W (x′k,xN−k)φN,t(xk,xN−k)φN,t(x
′
k,xN−k)
are the marginal densities corresponding to ψN,t(x) =W (x)φN,t(x), while
U
(k)
N,t(xk;x
′
k) =
∫
dxN−kW [k](xN−k)2φN,t(xk,xN−k)φN,t(x
′
k,xN−k).
Recall that W [k] = W (1...k) denotes the wave function W after removing its dependence on xk =
(x1, . . . , xk) (see (4.3)).
Lemma 9.4. Assume that ΓN,t = {γ(k)N,t}Nk=1 and UN,t = {U (k)N,t}Nk=1 are defined as above and that the
assumptions of Theorem 2.1 are satisfied. Then we have, for every fixed k ≥ 1 and t ∈ [0, T ],∫
dxkdx
′
k
∣∣∣γ(k)N,t(xk;x′k)− U (k)N,t(xk;x′k)∣∣∣→ 0 as N →∞.
Proof. In this proof k is considered fixed and all constants may depend on it. We have∫
dxkdx
′
k
∣∣∣γ(k)N,t(xk;x′k)− U (k)N,t(xk;x′k)∣∣∣ ≤ ∫ dxkdx′kdxN−k |φN,t(xk,xN−k)||φN,t(x′k,xN−k)|
×
∣∣∣W (xk,xN−k)W (x′k,xN−k)−W [k](xN−k)2∣∣∣ .
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Using the shorthand notation φ = φN,t(xk,xN−k), φ′ = φN,t(x′k,xN−k), and W = W (xk,xN−k),
W ′ =W (x′k,xN−k), and W
[k] =W [k](xN−k), we need to bound∫
|WW ′ − (W [k])2||φ||φ′| ≤
∫
|W −W [k]|W ′|φ||φ′|+
∫
|W ′ −W [k]|W [k]|φ||φ′| . (9.19)
Using W =
∏N
j=1G
1/2
j and W
[k] =
∏N
j=k+1(G
[k]
j )
1/2, we get
|W −W [k]| ≤
∣∣∣1− k∏
j=1
G
1/2
j
∣∣∣ N∏
j=k+1
G
1/2
j
+
N∑
m=k+1
 m−1∏
j=k+1
G
1/2
j
 ∣∣∣G1/2m − (G[k]m )1/2∣∣∣
 N∏
j=m+1
(G
[k]
j )
1/2
 .
Thus, the first term on the r.h.s. of (9.19) can be bounded by
∫
|W −W [k]|W ′|φ||φ′| ≤
∫ ∣∣∣1− k∏
j=1
G
1/2
j
∣∣∣
 N∏
j=k+1
G
1/2
j
W ′|φ||φ′|
+
N∑
m=k+1
∫  m−1∏
j=k+1
G
1/2
j
∣∣∣G1/2m − (G[k]m )1/2∣∣∣
 N∏
j=m+1
(G
[k]
j )
1/2
W ′|φ||φ′| .
Applying Schwarz inequality, with some α > 0 which will be specified later on, we find
∫ ∣∣W −W [k]∣∣W ′|φ||φ′| ≤ α∫ ∣∣∣1− k∏
j=1
G
1/2
j
∣∣∣2
 N∏
j=k+1
Gj
 |φ|2
+ α
N∑
m=k+1
∫  m−1∏
j=k+1
Gj
∣∣∣G1/2m − (G[k]m )1/2∣∣∣2
 N∏
j=m+1
G
[k]
j
 |φ|2
+ CNα−1
∫
(W ′)2|φ′|2
≤ Cα
∫ ∣∣∣1− k∏
j=1
G
1/2
j
∣∣∣2W 2|φ|2
+ Cα
N∑
m=k+1
∫ ∣∣∣G1/2m − (G[k]m )1/2∣∣∣2W 2|φ|2 + CNα−1 ∫ (W ′)2|φ′|2 .
(9.20)
Next we note that, since 0 < Gj ≤ 1, we have
∣∣∣1− k∏
j=1
G
1/2
j
∣∣∣ ≤∑
j≤k
∑
m
wjmFjm .
Using (5.7) summed up for all 1 ≤ j ≤ k with the help of (B.2), the first term on the r.h.s. of (9.20)
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can be bounded by∫ ∣∣∣1− k∏
j=1
G
1/2
j
∣∣∣2W 2|φ|2 ≤∑
j≤k
∑
m
∫
wjmFjmW
2|φ|2
≤ aℓ1
∑
j≤k
∫
W 2|∇jφ|2 + aℓ21ℓ−3k
∫
W 2|φ|2
≤ Ck(aℓ1 + aℓ21ℓ−3) = o(N−1ℓδ)
for N → ∞ and for some δ > 0 (because ℓ1 ≪ ℓ3/2). As for the second term on the r.h.s. of (9.20)
we note that, since Gj ≥ c1 > 0 (pointwise, for N large enough), we have for each fixed m
|G1/2m − (G[k]m )1/2| ≤ C|Gm −G[k]m | ≤
∑
n≤k
wmnFmn +
∑
n>k
wmn|Fmn − F [k]mn|
≤
∑
n≤k
wmnFmn + ℓ
−ε∑
n>k
∑
r≤k
wmnθmrF
[k]
mn +O(ℓ
K−ε)
using (C.4). Thus, using Lemma B.1 and the fact that w ≤ χ˜, we find,∑
m>k
∫
W 2
∣∣∣G1/2m − (G[k]m )1/2∣∣∣2|φ|2 ≤ C ∑
m>k
∑
n1,n2≤k
∫
W 2wmn1wmn2Fmn1Fmn2 |φ|2 +O(ℓK−ε)
+ Cℓ−2ε
∑
m,n1,n2>k
∑
r1,r2≤k
∫
W 2wmn1wmn2F
[k]
mn1F
[k]
mn2θmr1θmr2 |φ|2
≤ C
∑
m>k
∑
n≤k
∫
W 2w2mnFmn|φ|2
+ Cℓ−2ε
∑
m,n>k
∑
r≤k
∫
W 2w2mnF
[k]
mnθmr|φ|2 +O(ℓK−ε) .
Using the estimates (5.6), Lemma 5.3 and (5.3) with U = θmr, we obtain
N∑
m=k+1
∫
W 2
∣∣∣G1/2m − (G[k]m )1/2∣∣∣2|φ|2
≤ Ca2
∑
n≤k
∫
W 2|∇nφ|2 + Ca2ℓ1ℓ−3k
∫
W 2|φ|2
+ Cℓ−2ε(ℓ| log ℓ|)2a2
∑
m>k
∑
r≤k
∫
W 2(|∇m∇rφ|2 + k|∇mφ|2)
+ Cℓ−2ε(ℓ| log ℓ|)2a2ℓ1ℓ−3N
∑
r≤k
∫
W 2(|∇rφ|2 + |φ|2) +O(ℓK−ε)
≤ C
(
a2 + a2ℓ1ℓ
−3 + aℓ−2ε(ℓ| log ℓ|)2 + aℓ1ℓ−1−2ε| log ℓ|2
)
+O(ℓK−ε)
= o(N−1ℓδ)
as N →∞, for some sufficiently small δ > 0 (here we use (6.14), that ℓ1 ≪ ℓ3/2, aℓ1 ≪ ℓ4 and that
ε < 1/10). So choosing α = Nℓ−δ (for some δ small enough), we get, from (9.20),∫
|W −W [k]|W ′|φ||φ′| ≤ o(1)
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for N →∞. Analogously we can bound the second term on the r.h.s. of (9.19).
Lemma 9.5. For any increasing subsequence Nj , the subsequence UNj ,t converges if and only if ΓNj ,t
converges (the convergence is in C([0, T ],H
(ν)
− ) with respect to the metric ρ̂). Moreover the limits
coincide.
Proof. Suppose that, for a given subsequence Nj , UNj ,t → U∞,t = {U (k)∞,t}k≥1 as j →∞, with respect
to the metric ρ̂. Then we prove that ΓNj ,t → U∞,t w.r.t. ρ̂ for j →∞. Since ΓNj ,t ∈ B(ν)− (the unit
ball of H
(ν)
− ) it is enough to prove that for every fixed k ≥ 1 and t ∈ [0, T ], and for all J (k) from any
dense subset of L2(Λk × Λk),∫
dxkdx
′
k J
(k)(xk;x
′
k)
(
γ
(k)
Nj ,t
(xk;x
′
k)− U (k)∞,t(xk;x′k)
)
→ 0
as j →∞. Assume now that J (k) ∈W 0,∞(Λk ×Λk) (which is a dense subset of L2(Λk ×Λk)). Then
we have ∣∣∣ ∫ dxkdx′k J (k)(xk;x′k)(γ(k)Nj ,t(xk;x′k)− U (k)∞,t(xk;x′k))∣∣∣
≤
∫
dxkdx
′
k
∣∣∣γ(k)Nj ,t(xk;x′k)− U (k)Nj ,t(xk;x′k)∣∣∣
+
∫
dxkdx
′
k J
(k)(xk;x
′
k)
(
U
(k)
Nj ,t
(xk;x
′
k)− U (k)∞,t(xk;x′k)
)
.
The second term converges to zero, as j → ∞, because we assumed that UNj ,t → U∞,t w.r.t. the
metric ρ̂ as j → ∞ (and because UNj ,t ∈ B(ν)− ). The first term converges to zero as j → ∞, by
Lemma 9.4. This proves that ΓNj ,t → U∞,t w.r.t. ρ̂ as j → ∞. Analogously one can prove that, if
ΓNj ,t → Γ∞,t, then also UNj ,t → Γ∞,t.
The last lemma, together with Lemma 9.3, implies that the sequence ΓN,t is compact, and
completes the proof of part i) of Theorem 2.1.
Part ii) of Theorem 2.1 follows from Lemma 9.5 and from (7.2).
Part iii) of Theorem 2.1 follows on the other hand by Lemmas 9.5 and 7.3.
Part iv) follows by the remark after Proposition 8.1, using that Γ∞,t satisfies the bound from
part ii) of Theorem 2.1, Tr (1−∆i)(1 −∆j)γ(k)∞,t ≤ Ck, for all i 6= j.
9.4 Convergence to the Gross-Pitaevskii Hierarchy
In this section we prove that the limit point U∞,t satisfies the Gross-Pitaevskii Hierarchy, in the
sense of (2.24).
Proof of part v) of Theorem 2.1. Using the assumption J (k) ∈W 2,∞(Λk × Λk) we can apply Propo-
sition 9.1. We find
〈J (k), U (k)N,t〉 = 〈J (k), U (k)N,0〉 − i
k∑
j=1
∫ t
0
ds
∫
dxkdx
′
k J
(k)(xk;x
′
k) (−∆j +∆′j)U (k)N,s(xk;x′k)
− 8πia0
k∑
j=1
∫ t
0
ds
∫
dxkdx
′
kJ
(k)(xk;x
′
k)
×
∫
dxk+1(δβ(xj − xk+1)− δβ(x′j − xk+1))U (k+1)N,s (xk, xk+1;x′k, xk+1)
+ tO(β1/2) + to(1)
(9.21)
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as N →∞.
By passing to a subsequence and by Lemma 9.5, we can assume here that UN,t → Γ∞,t =
{γ(k)∞,t}k≥1 with respect to the topology induced by the metric ρ̂ on C([0, T ],H(ν)− ). This in particular
implies that U
(k)
N,t → γ(k)∞,t for every k ≥ 1 and for every t ∈ [0, T ] w.r.t. the weak topology of
L2(Λk × Λk). Since J (k) ∈ W 2,∞(Λk × Λk) and |Λ| < ∞, we have J (k)(xk;x′k) ∈ L2(Λk × Λk). This
means that
〈J (k), U (k)N,t − γ(k)∞,t〉 → 0 and 〈J (k), U (k)N,0 − γ(k)∞,0〉 → 0
as N →∞.
Moreover, since J (k) ∈ W 2,∞(Λk × Λk), it also follows that ∆xjJ (k)(xk;x′k) and ∆x′jJ (k)(xk;x′k)
are elements of L2(Λk ×Λk). This and the fact that UN,t → Γ∞,t w.r.t. the topology induced by the
metric ρ̂, imply that
sup
s∈[0,T ]
k∑
j=1
∫
dxkdx
′
k∆jJ
(k)(xk;x
′
k)
(
U
(k)
N,s(xk;x
′
k)− γ(k)∞,s(xk;x′k)
)
→ 0
as N →∞.
Finally we consider the limit N →∞ of the last term on the r.h.s. of (9.21). From the proof of
Proposition 8.1 (see in particular (8.6)), we have∣∣∣ ∫ dxkdx′kdxk+1dx′k+1J (k)(xk;x′k)δβ(xj − xk+1)
× (δη(xk+1 − x′k+1)− δ(xk+1 − x′k+1))U (k+1)N,s (xk, xk+1;x′k, x′k+1) ∣∣∣
≤ C η ‖J (k)‖∞Tr Sk+1SjU (k+1)N,s SjSk+1
for some finite constant C independent of s ∈ [0, T ], of N , and of β. In particular,∫
dxkdx
′
kdxk+1 J
(k)(xk;x
′
k)
(
δβ(xj − xk+1)− δβ(x′j − xk+1)
)
U
(k+1)
N,s (xk, xk+1;x
′
k, xk+1)
=
∫
dxkdx
′
kdxk+1dx
′
k+1 J
(k)(xk;x
′
k)
(
δβ(xj − xk+1)− δβ(x′j − xk+1)
)
× δη(xk+1 − x′k+1)U (k+1)N,s (xk, xk+1;x′k, x′k+1) +O(η) .
On the r.h.s. of the last equation we can now let N →∞ keeping β and η fixed. By the assumptions
on J (k) and by the choice of the functions δβ and δη, it is easy to see that J
(k)(xk;x
′
k)δβ(xj −
xk+1)δη(xk+1 − x′k+1) is an element of L2(Λk+1 × Λk+1) for any fixed β and η. Hence∫
dxkdx
′
kdxk+1dx
′
k+1 J
(k)(xk;x
′
k)
(
δβ(xj − xk+1)− δβ(x′j − xk+1)
)
δη(xk+1 − x′k+1)
×
(
U
(k+1)
N,s (xk, xk+1;x
′
k, x
′
k+1)− γ(k+1)∞,s (xk, xk+1;x′k, x′k+1)
)
→ 0
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for N →∞, uniformly in s. So, after taking the limit N →∞, (9.21) becomes
〈J (k), γ(k)∞,t〉 = 〈J (k), γ(k)∞,0〉 − i
k∑
j=1
∫ t
0
ds
∫
dxkdx
′
k J
(k)(xk;x
′
k) (−∆j +∆′j)γ(k)∞,s(xk;x′k)
− 8πia0
k∑
j=1
∫ t
0
ds
∫
dxkdx
′
kdxk+1dx
′
k+1 J
(k)(xk;x
′
k)δη(xk+1 − x′k+1)
× (δβ(xj − xk+1)− δβ(x′j − xk+1))γ(k+1)∞,s (xk, xk+1;x′k, x′k+1)
+O(β1/2) +O(η)
for any fixed t and k. Next we apply Proposition 8.1 to replace δη(xk+1 − x′k+1) by δ(xk+1 − x′k+1)
and δβ(xj − xk+1) (respectively, δβ(x′j − xk+1)) by δ(xj − xk+1) (respectively, by δ(x′j − xk+1)). The
error here is of order β1/2 + η. Hence, letting η → 0 and β → 0 we find
〈J (k), γ(k)∞,t〉 = 〈J (k), γ(k)∞,0〉 − i
k∑
j=1
∫ t
0
ds
∫
dxkdx
′
k J
(k)(xk;x
′
k) (−∆j +∆′j)γ(k)∞,s(xk;x′k)
− 8πia0
k∑
j=1
∫ t
0
ds
∫
dxkdx
′
kdxk+1 J
(k)(xk;x
′
k)
× (δ(xj − xk+1)− δ(x′j − xk+1))γ(k+1)∞,s (x1, . . . , xk+1;x′1, . . . , x′k, xk+1) .
10 Control of Some Error Terms
In this section we use the notation
D(φ) =
∫
dxW 2
(|∇1∇2φ|2 +N−1|∇21φ|2 + |∇1φ|2 + |φ|2) .
By Corollary 6.2, D(φ) ≤ C if (Wφ, H˜Wφ) ≤ C1N and (Wφ, H˜2Wφ) ≤ C2N2.
Lemma 10.1. Assume a ≪ ℓ1 ≪ ℓ ≪ 1, aℓ1 ≪ ℓ4, ℓ1 ≪ ℓ3/2. Then for any fixed k and any
J (k) ∈W 0,∞(Λk × Λk), and for every wave function φ symmetric w.r.t. permutation, we have∣∣∣ ∫ dxkdx′kdxN−k J (k)(xk,x′k)(W [k])2(Ω˜ − Ω˜′)φ(xk,xN−k)φ(x′k,xN−k)∣∣∣ ≤ o(1)D(φ) (10.1)
as N →∞
Proof. We recall that
Ω˜ =
Ωp
2Gp
+
Ωpj
2Gj
+ Γ.
Using the definitions of Ωp, Ωpj and Γ from the beginning of Section 6 and the estimates from the
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end of Appendix C, we find
|Ω˜− Ω˜′| ≤ Cℓ−1
∑
i
∑
j≤k
(
|(∇w)ij |F 1/2ij + |(∇w′)ij |(F ′)1/2ij
)
+ Cℓ−2
∑
i
∑
j≤k
(
wijF
1/2
ij + w
′
ij(F
′
ij)
1/2
)
+ Cℓ−1−ε
∑
i,j>k
k∑
r,r′=1
|(∇w)ij |(F [k]ij )1/2(θri + θr′i)
+ Cℓ−2−ε
∑
i,j>k
k∑
r,r′=1
wij(θri + θr′i)(F
[k]
ij )
1/2
+O(N4ℓK−3−ε) .
(10.2)
This inequality relies on the fact that if both indices i, j > k then there is a cancellation between Fij
and F ′ij .
Using |w| ≤ Caℓ1λ ≪ Caℓλ and |∇w| ≤ Caλ, it is sufficient to control the first and the third
terms on the r.h.s of (10.2) with |(∇w)ij | replaced with Caλij.
Inserting the first term on the r.h.s. of the last equation into (10.1), taking the absolute value,
and estimating J (k) by its sup-norm, we find that this contribution is bounded by
Caℓ−1
∑
i
∑
j≤k
∫
dxkdx
′
kdxN−k(W
[k])2λijF
1/2
ij |φ(x′k,xN−k)| |φ(xk,xN−k)|
≤ Caℓ−1
∑
i
∑
j≤k
∫
dxkdx
′
kdxN−k(W
[k])2λijF
1/2
ij
(|φ|2 + |φ′|2)
≤ C
∑
i
∑
j≤k
[
aℓ−1
∫
dxkdxN−k(W [k])2χ˜ijF
1/8
ij |∇jφ|2
+ aℓ1ℓ
−4
∫
dxkdx
′
k dxN−k (W
[k])2χ˜ijF
1/8
ij
(|φ|2 + |φ′|2)]
≤ Ck
∑
j≤k
aℓ−1
∫
dxW 2 |∇jφ|2
+ Ckkaℓ1ℓ
−4
(∫
dxW 2 |φ|2 +
∫
dx′ (W ′)2 |φ′|2
)
≤ Ck(aℓ−1 + aℓ1ℓ−4)D(φ)
= o(1)D(φ)
because aℓ1ℓ
−4 ≪ 1. Here x′ = (x′k,xN−k).
The contribution from the third term on the r.h.s. of (10.2) can be bounded as follows. Also here
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we estimate J (k) by its sup-norm.
Caℓ−1−ε
∑
i,j>k
∑
r≤k
∫
dxkdx
′
kdxN−k(W
[k])2λijF
[k]
ij θri |φ′| |φ|
≤ Caℓ−1−ε
∑
i,j>k
∑
r≤k
∫
dxkdx
′
kdxN−k (W
[k])2λijF
[k]
ij θri
(|φ|2 + |φ′|2)
≤ Caℓ−1−ε
∑
i,j>k
∑
r≤k
∫
dxkdx
′
kdxN−k(W
[k])2χ˜ij(F
[k]
ij )
1/4θir
(|∇jφ|2 + |∇jφ′|2)
+ Caℓ1ℓ
−4−ε ∑
i,j>k
∑
r≤k
∫
dxkdx
′
kdxN−k (W
[k])2χ˜ij(F
[k]
ij )
1/4θir
(|φ|2 + |φ′|2) .
Next we apply Lemma 5.2. We find
Cℓ−1−ε
∑
i,j>k
∑
r≤k
∫
dxkdxN−k(W [k])2λijF
[k]
ij θri|φ′||φ|
≤ C
∑
i,j>k
∑
r≤k
{
aℓ−1−εℓ2| log ℓ|2
∫
dx(W [k])2χ˜ij (F
[k]
ij )
1/4
(|∇r∇jφ|2 + |∇jφ|2)
+ aℓ−4−εℓ1(ℓ| log ℓ|)3
×
∫
dx (W [k])2 χ˜ij (F
[k]
ij )
1/4
(|∇i∇rφ|2 + |∇rφ|2 + |∇iφ|2 + |φ|2)}
+ Ck
∑
i,j>k
{
aℓ−1−εℓ2| log ℓ|2
∫
dx′(W [k])2χ˜ij (F
[k]
ij )
1/4 |∇jφ′|2
+aℓ−4−εℓ1(ℓ| log ℓ|)3
∫
dx′ (W [k])2 χ˜ij (F
[k]
ij )
1/4
(|∇iφ′|2 + |φ′|2)}
≤ Ck(ℓ1−ε| log ℓ|2 + ℓ1ℓ−1−ε| log ℓ|3)D(φ) = o(1)D(φ) .
We used the assumption ℓ1 ≪ ℓ3/2 (and 0 < ε < 1/4).
Lemma 10.2. Assume a ≪ ℓ1 ≪ ℓ, ℓ1 ≪ ℓ3/2, Nℓ31 ≪ ℓ9/4, and N2ℓ5 ≪ 1. Then for any fixed k,
any J (k) ∈W 0,∞(Λk × Λk), and any wave function φ symmetric w.r.t. permutations, we have∣∣∣ N∑
m=1
∫
dxkdx
′
kdxN−kJ
(k)(xk,x
′
k) (W
[k])2
(
∇m log W
W [k]
)
(∇mφ)φ′
∣∣∣ ≤ o(1)D(φ) (10.3)
as N →∞.
Proof. We have
∇m log W
W [k]
=
1
2
∑
j≤k
∇mGj
Gj
+
1
2
∑
j>k
(
∇mGj
Gj
− ∇mG
[k]
j
G
[k]
j
)
.
Using that for each fixed j
Gj = 1− wjnFjn and G[k]j = 1− wjnF [k]jn χ(n > k) for j > k
we have, for each fixed j > k and m,
|Gj −G[k]j | ≤
∑
n≤k
wjnFjn +
∑
n>k
wjn|Fjn − F [k]jn |
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and
|∇m(Gj −G[k]j )| ≤ |(∇w)jm| |Fjm − F [k]jm|+ wjn|∇m(Fjn − F [k]jn )|
+ |(∇w)jm|Fjmχ(m ≤ k) .
We also use that wjn is supported on |xj − xn| ≤ 2ℓ1, and
χ(|xj − xn| ≤ 2ℓ1)FjnGj = χ(|xj − xn| ≤ 2ℓ1)Fjn (1 −wjnFjn) +O(exp(−cℓ−ε)).
Estimating J (k) by its sup-norm, we find∑
m
∣∣∣ ∫ dxkdx′kdxN−kJ (k)(xk,x′k) (W [k])2(∇m log WW [k]
)
(∇mφ)φ′
∣∣∣
≤
∑
m
∑
j≤k
∫
dxkdx
′
kdxN−k (W
[k])2 (|(∇w)jm|Fjm + wjn|∇mFjn|) |∇mφ| |φ′|
+
∑
m
∑
n,j>k
∫
dxkdx
′
kdxN−k (W
[k])2wjn|∇m(Fjn − F [k]jn )||∇mφ| |φ′|
+
∑
m
∑
j>k
∫
dxkdx
′
kdxN−k (W
[k])2|(∇w)jm||(Fjm − F [k]jm)||∇mφ| |φ′|
+O(exp(−cℓ−ε))D(φ) .
(10.4)
Applying a Schwarz inequality we can bound the first term on the r.h.s of the last equation by (using
the summation convention for m)∑
j≤k
∫
dxkdx
′
kdxN−k (W
[k])2 |(∇w)jm|Fjm|∇mφ||φ′|
≤ aα
∑
j≤k
∫
dxkdx
′
kdxN−k (W
[k])2 λjmFjm|∇mφ|2
+ aα−1
∑
j≤k
∫
dxkdx
′
kdxN−k (W
[k])2 λjmFjm|φ′|2.
To bound the first term on the r.h.s. of the last equation we use Lemma 5.3; to bound the second
one, we estimate Fjm ≤ 1, and, for each fixed m, we integrate over the variable xj using that φ′
doesn’t depend on it. We get∑
j≤k
∫
dxkdx
′
kdxN−k (W
[k])2 |(∇w)jm|Fjm|∇mφ||φ′|
≤ Caα
∑
j≤k
∫
dxkdx
′
kdxN−k (W
[k])2χ˜jmF
1/4
jm |∇j∇mφ|2
+ Caαℓ1ℓ
−3∑
j≤k
∫
dxkdx
′
kdxN−k(W
[k])2χ˜jmF
1/4
jm |∇mφ|2
+ Caα−1ℓ1N
∫
dx′ (W [k])2|φ′|2
≤ Ck
(
αaN + αaℓ1ℓ
−3N + α−1aℓ1N
)D(φ) = o(1)D(φ)
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where we used α = ℓ3/2 and that ℓ1 ≪ ℓ3/2. Next we consider the second term on the r.h.s. of (10.4).
We have, applying first Lemma 5.3, and then Eq. (5.3) from Lemma 5.2, (using the summation
convention for the indices m,n)∑
j≤k
∫
dxkdx
′
kdxN−k (W
[k])2wjn|∇mFjn| |∇mφ||φ′|
≤ Caℓ1
∑
j≤k
∫
dxkdx
′
kdxN−k(W
[k])2λjn|∇mFjn|
(|∇mφ|2 + |φ′|2)
≤ Caℓ1ℓ−1
∑
j≤k
∫
dx(W [k])2F
1/2
jn χ˜jn|∇j∇mφ|2
+ Caℓ21ℓ
−4∑
j≤k
∫
dxkdx
′
kdxN−k(W
[k])2θjmF
1/2
jn χ˜jn
(|∇mφ|2 + |φ′|2)
≤ Ck(ℓ1ℓ−1 + ℓ21ℓ−4ℓ2| log ℓ|2)D(φ) = o(1)D(φ)
for N →∞, because ℓ1 ≪ ℓ.
We consider now the second term on the r.h.s. of (10.4). The bound (C.5) implies that (here we
are summing over n, j > k and r ≤ k)∫
dxkx
′
kdxN−k (W
[k])2wjn|∇m(Fjn − F [k]jn )||∇mφ||φ′|
≤ Cℓ−1−ε
∫
dxkdx
′
kdxN−k (W
[k])2wjnF
1/2
jn θjr
(
α|∇mφ|2 + α−1|φ′|2
)
+O(ℓK−1−ε)
≤ Ckαaℓ1ℓ−1−ε
∫
dx (W [k])2χ˜jnF
1/8
jn |∇j∇mφ|2
+ Cαaℓ21ℓ
−4−ε
∫
dx (W [k])2χ˜jnF
1/8
jn θjr|∇mφ|2
+ Cα−1aℓ1ℓ−1−ε
∫
dx′dxk (W [k])2χ˜jnF
1/8
jn θjr|∇jφ′|2
+ Cα−1aℓ21ℓ
−4−ε
∫
dx′dxk (W [k])2χ˜jnF
1/8
jn θjr|φ′
∣∣∣2 +O(ℓK−1−ε)D(φ) .
Applying Lemma 5.2, we find∫
dxkdxN−k (W [k])2wjn|∇m(Fjn − F [k]jn )||∇mφ||φ′|
≤ Cαaℓ1ℓ−1−εk
∫
dx (W [k])2|∇j∇mφ|2
+ Cαaℓ21ℓ
−4−εℓ2| log ℓ|2k
∫
dx (W [k])2
(|∇j∇mφ|2 +N |∇mφ|2)
+ Ckα−1aℓ1ℓ−1−εℓ3| log ℓ|3
∫
dx′(W [k])2|∇jφ′|2
+ Ckα−1aℓ21ℓ
−4−εℓ3| log ℓ|3
∫
dx (W [k])2
(|∇jφ′|2 +N |φ′|2)+O(ℓK−1−ε)
≤ Ck| log ℓ|3(αaℓ1ℓ−1−εN2 + αaℓ21ℓ−2−εN2 + α−1aℓ1ℓ2−εN
+ α−1aℓ21ℓ
−1−εN + ℓK−1−ε)D(φ)
≤ Ck(αNℓ1ℓ−1−ε + α−1ℓ21ℓ−1−ε)D(φ) ≤ Ckℓ3/21 N1/2ℓ−1−εD(φ) = o(1)D(φ)
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for N →∞. Here we first used that ℓ1ℓ2 ≪ ℓ21ℓ−1 (as follows from N2ℓ5 ≪ 1 and a≪ ℓ1 ≪ ℓ≪ 1),
then we optimized the choice of α and we used that Nℓ31 ≪ ℓ 9/4 (and that ε < 1/8).
Finally we consider the third term on the r.h.s. of (10.4). Using (C.4) we find (using the
summation convention for m)∑
j>k
∫
dxkdx
′
kdxN−k (W
[k])2|(∇w)jm||(Fjm − F [k]jm)||∇mφ| |φ′|
≤ a
∑
j>k
∑
r≤k
∫
dxkdx
′
kdxN−k (W
[k])2λjmθmr(F
[k]
jm)
1/2|∇mφ| |φ′|.
Next we apply a weighted Schwarz inequality. We find∑
j>k
∫
dxkdx
′
kdxN−k (W
[k])2|(∇w)jm||(Fjm − F [k]jm)||∇mφ| |φ′|
≤ α
∑
j>k
∑
r≤k
∫
dxkdx
′
kdxN−k (W
[k])2 θmrχ˜jm(F
[k]
jm)
1/2|∇mφ|2
+ α−1a
∑
j>k
∑
r≤k
∫
dxkdx
′
kdxN−k (W
[k])2σmjθmr(F
[k]
jm)
1/2|φ′|2
where we used that aλ
1/2
jm ≤ χ˜jm and that λ3/2jm ≤ σmj (recall the definition of σjm from (5.5)). In
the first term on the r.h.s. of the last equation we can sum over the index j (using Lemma B.1) and
then we can apply Lemma 5.2 for the integration over the variable xr. As for the second term on the
r.h.s. of the last equation we can first integrate over the variable xr (using that φ
′ is independent of
xr) and then we can apply (5.9). We find (using the summation convention for the index m),∑
j>k
∫
dxkdx
′
kdxN−k (W
[k])2|(∇w)jm||(Fjm − F [k]jm)||∇mφ| |φ′|
≤ Cαℓ2| log ℓ|2
∑
r≤k
∫
dx (W [k])2|∇m∇rφ|2
+ Cα−1aℓ3(logN)
∑
j>k
∫
dx′ (W [k])2|∇j∇mφ′|2
≤ Ck(logN)(αNℓ2 + α−1ℓ3N)D(φ) = o(1)D(φ)
where we chose α = ℓ1/2 and we used that N2ℓ5 ≪ 1. This completes the proof of the lemma.
A Properties of the Two Body Problem
We set r = |x| for x ∈ R3 and for a radial function g(x) on R3 we use the notation g(r) for the
function r 7→ g(x)||x|=r. Let g′(r) := ∂rg(r) be the derivative of this radial function g w.r.t. r.
Consider the (unique) solution to the zero energy problem
hω = 0, h := −∆+ (1/2)V ,
on R3, where ω is radially symmetric and satisfies the condition limr→∞ ω(r) = 1. It is known that ω
is always non-negative and by Harnack inequality actually ω > 0 since V is regular. By the maximum
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principle, the C2 norm of ω is also bounded. By writing ω(r) = f(r)/r, the scattering length, a, of
a potential V is defined by
a := lim
r→∞ r − f(r) . (A.1)
When V has a compact support, that is, V (x) = 0 for |x| ≥ R, then f(r) = r − a for r ≥ R. It is
known that a is bounded by
a ≤ 1
8π
∫
V dx (A.2)
and also a < R since f > 0.
Lemma A.1. Let V be a smooth, positive, spherical symmetric function such that suppV ⊂ {x ∈
R
3 : |x| ≤ R}, for some R > 0. Let ̺ := (8π)−1(‖V ‖∞ + ‖V ‖L1) and denote the scattering length of
V by a. Let ϕ be the ground state of the Neumann problem
(−∆+ 12V )ϕ = Eϕ (A.3)
on the sphere of radius L, with the boundary condition
ϕ(L) = 1, ∂rϕ(L) = 0 .
Then, if L is sufficiently large, we have
i)
E = 3aL−3(1 +O(1/L)) as L→∞ . (A.4)
ii) There is a constant 0 < c0 < 1 such that for all |x| ≤ L we have
c0 ≤ ϕ(x) ≤ 1, 1− ϕ(x) ≤ C|x| (A.5)
where C is a constant, depending only on the potential.
iii) For all |x| ≤ L we also have the following bounds:
|∇ϕ(x)| ≤ C̺|x|2 +R2 , and |∇
2ϕ(x)| ≤ C̺|x|3 +R3 . (A.6)
Note that, in ii) and iii), the constant C is independent of L, if L is large enough.
Proof. i) We first prove an upper bound for the energy E. We write the zero energy state ω(r) as
ω(r) = f(r)/r and let
ψ(r) := sin(kf(r))/r. (A.7)
Note that
∂rψ(r) =
kf ′(r)r cos(kf(r))− sin(kf(r))
r2
.
Therefore, assuming L ≥ R, ψ satisfies Neumann boundary conditions at r = L if and only if
kL = tan(k(L− a)) (A.8)
where a is the scattering length defined in (A.1). We define k to be the smallest positive real number
satisfying equation (A.8), in particular ψ > 0. It is easy to check that there are constants C1 and C2
such that
3a
L3
(
1− C1R
L
)
≤ k2 ≤ 3a
L3
(
1 +
C1R
L
)
. (A.9)
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Let h˜ = −∂2r + (1/2)V , then h˜f = rhω = 0, i.e.
−f ′′(r) + 1
2
V (r)f(r) = 0 . (A.10)
In particular, f is linear for r > R and by the normalization limr→∞ ω(r) = 1, we have f ′(r) = 1 for
r > R. Moreover, f satisfies uniform bounds f(r) ≤ C(1+r), ‖f ′‖∞, ‖f ′′‖∞ ≤ C by the boundedness
of ω and f does not vanish.
With the help of the identity
−[ sin(kf(r))]′′ = k2f ′(r)2 sin(kf(r))− kf ′′(r) cos(kf(r)) , (A.11)
we compute
ψhψ = k2ψ2 + k2(f ′ − 1)
(sin kf
r
)2
+
1
r2
[
− kf ′′(sin kf)(cos kf) + 1
2
V (sin kf)2
]
.
The last two terms are supported on |x| ≤ R. Using the equation (A.10) and the boundedness
properties of f , we see that the O(k2) terms cancel in the square bracket:
ψhψ = k2ψ2 + r−2χ(r ≤ R)O(k3) (A.12)
and therefore
〈ψ, hψ〉 = k2〈ψ,ψ〉 +O(k3) ,
where 〈·, ·〉 denotes the scalar product on L2(|x| ≤ L).
Using the estimate
sin kf(r) ≥ Ckf(r) ≥ Ckr (A.13)
r ≥ 2R, we also get the lower bound
〈ψ,ψ〉 ≥ 4π
∫ L
0
(sin kf(r))2dr ≥ C
∫ L
2R
k2r2dr = Ck2L3 .
So we can use ψ as a trial function for the upper bound on the energy
E ≤ 〈ψ, hψ〉〈ψ,ψ〉 ≤ k
2 +O(kL−3) =
3a
L3
(1 +O(L−1)) .
This proves the upper bound in (A.4). Before proving the lower bound in (A.4), we prove parts ii)
and iii) of the lemma.
ii), iii) We now prove (A.5) and (A.6). We set m(r) := rϕ(r) and we rewrite the eigenfunction
equation (A.3) as
h˜m = (−∂2r + 12V )m = Em . (A.14)
Since V has compact support, we can explicitly write m(r) for r ∈ (R,L]. Let λ := √E. From the
boundary conditions on ϕ, we have
m(r) = λ−1 sin(λ(r − L)) + L cos(λ(r − L)), R < r ≤ L . (A.15)
From i) we have λ ≤ CL−3/2. This allows us to expand m(r) up to O(λ4), we find
m(r) = r − a+O(1/L) (A.16)
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uniformly in r, for r ∈ (R,L]. Using that a < R, this proves that ϕ(r) = m(r)/r satisfies the
inequalities in (A.5) for r ∈ [R,L], if L is large enough. The properties (A.6) on the interval [R,L]
can be easily proved using the explicit formula (A.15) (and using that a < R).
We now consider the region r ≤ R. From the Harnack inequality, the ratio between the supremum
and the infimum of ϕ in a given ball is bounded. Since ϕ satisfies (A.5) for r ≤ R, it follows that
ϕ(r) is bounded away from zero for r ≤ R. This proves the lower bound of ϕ(r) in (A.5).
To prove the bound ϕ(x) ≤ 1 for r ≤ R, consider the ball BR of radius R about the origin. On
the boundary of this domain ϕ(x) ≤ 1 − δ with some δ > 0, uniformly for all sufficiently large L
from (A.16). Inside this ball,
−∆ϕ ≤ −∆ϕ+ 1
2
V ϕ = Eϕ ≤ CL−3
since ϕ is bounded by Harnack principle, i.e. −∆(ϕ + CL−3x2) ≤ 0 . By maximum principle,
ϕ(x) ≤ 1− δ + CL−3R2 < 1 for large enough L for all x ∈ BR.
Finally we have to prove (A.6) for r < R. Since ϕ(0) is bounded, we have m(0) = 0. From
the equation of m inside r ≤ R, |m′′(r)| ≤ C̺. By integrating m′ from 0 to r we obtain m′(r) =
m′(0) +O(̺r). Integrating once more yields
m(r) = m′(0)r +O(̺r2) ,
hence the bound |ϕ′| = O(̺) follows. Differentiating the equation (A.3), we obtain |m′′′| ≤ C̺ for
r ∈ [0, R] and integrating three times we obtain
m′′(r) = m′′(0) +O(̺r), m′(r) = m′(0) +m′′(0)r +O(̺r2),
m(r) = m′(0)r +
m′′(0)r2
2
+O(̺r3) ,
and the bound on ϕ′′ follows.
Next we prove the lower bound in (A.4). Given any wave function φ satisfying the Neumann
boundary condition at |x| = L, we can write it as φ(x) = g(x)ψ(x), where ψ is given in (A.7),
and g > 0 satisfies Neumann boundary condition at |x| = L as well. From the identity hφ =
(hψ)g − (∆g)ψ − 2∇g∇ψ, we have∫
|x|≤L
dxφhφ =
∫
|x|≤L
dx|∇g|2ψ2 +
∫
|x|≤L
dx |g|2ψhψ
and from (A.12)∫
|x|≤L
dxφhφ ≥ k2‖φ‖2 +
∫
|x|≤L
dx|∇g|2ψ2 − Ck3
∫
|x|≤R
dx
|g(x)|2
|x|2 .
Using (A.13) and that f does not vanish, we have ψ(r) ≥ ck with some positive constant c, thus∫
|x|≤L
dxφhφ ≥ k2‖φ‖2 + ck2
∫
|x|≤L
dx|∇g|2 − Ck3
∫
|x|≤R
dx
g2(x)
|x|2 .
Using Hardy’s inequality (Lemma 5.1)
k3
∫
|x|≤R
g2(x)
|x|2 dx ≤ k
3
∫
|x|≤L
dx |∇g|2 + k
3R
L3
∫
|x|≤L
dx |g|2
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and by ψ(r) ≥ ck the last term can be controlled by
k3R
L3
∫
|x|≤L
dx |g|2 ≤ kR
c2L3
∫
|x|≤L
dx |g|2ψ2 ≤ Ck2L−3/2‖φ‖2 .
This implies the lower bound∫
|y|≤L
dy φhφ ≥ k2(1 +O(L−3/2))‖φ‖2 ≥ 3a
L3
(1 +O(L−1))‖φ‖2
in (A.4).
Next we apply last lemma to prove some important properties of the function w(y) and q(y),
defined in Section 2.1.
Lemma A.2. Assume Va(x) = (a0/a)
2V ((a0/a)x) = N
2V (Nx) (because a = a0/N), where V ≥ 0
is a smooth, spherical symmetric potential with scattering length a0 and with suppV ⊂ {x ∈ R3 :
|x| ≤ R0}. Let ̺ = (8π)−1 (‖V ‖1 + ‖V ‖∞). Suppose that the functions w(x) and q(x) are defined as
in (2.3) and (2.5), with a≪ ℓ1 ≪ 1.
i) There is a constant c0 > 0 such that
c0 ≤ 1−w(x) ≤ 1 (A.17)
for all x ∈ R3. Moreover
w(x) ≤ Caχ(|x| ≤ 3ℓ1/2)|x| , (A.18)
for some constant C independent of N .
ii) For x ∈ R3 we have the following bounds on the derivatives of w(x):
|∇w(x)| ≤ Caχ(|x| ≤ 3ℓ1/2)|x|2 + a2 ,
|∇2w(x)| ≤ C̺aχ(|x| ≤ 3ℓ1/2)|x|3 + a3 ≤ C̺
χ(|x| ≤ 3ℓ1/2)
|x|2 .
(A.19)
iii) We have supp q ⊂ {x ∈ R3 : |x| ≤ 3ℓ1/2}. Moreover
0 ≤ q(x) ≤ Caℓ−31 χ(|x| ≤ 3ℓ1/2)
and
|∇q(x)| ≤ C a|x|ℓ31
χ(|x| ≤ 3ℓ1/2)
for all x ∈ R3.
iv) The L1 norm of q(x) is given by∫
R3
q(x)dx = 4πa(1 + o(1)) , a→ 0 .
The constant C in i),ii) and iii) is independent of N , if N is large enough.
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Remark A.3. Using the functions λ(x) and σ(x) introduced in (5.5), this lemma in particular proves
all the bounds in (5.6). The bound |∇w|2 ≤ Caσ follows because a(|x|2 + a2)2 ≤ C(|x|3 + a3)−1, for
all x ∈ R3.
Proof. Let eκ and ψκ(x) = 1 − wκ(x) be the lowest Neumann eigenvalue and eigenfunction on the
ball {|x| ≤ κ}, that is
(−∆+ 1
2
Va(x))ψκ(x) = eκψκ(x)
with the condition that ψκ(x) = 1 if |x| = κ. ψκ(x) is then extended to be one, for |x| ≥ κ. We
define φκ(x) := ψκ((a/a0)x). Then we have
(−∆+ 1
2
V (y))φκ(y) = (a/a0)
2eκφκ(y)
for |y| ≤ (a0/a)κ =: L, and with φκ(L) = 1. By Lemma A.1, part i), we have
(a/a0)
2eκ = 3a0L
−3(1 + o(1))
and thus
eκ = 3aκ
−3(1 + o(1)). (A.20)
From Lemma A.1, part ii) we get immediately
c0 ≤ ψκ(x) ≤ 1 and wκ(x) ≤ Caχ(|x| ≤ κ)|x| (A.21)
where the constants c0 and C are independent of κ and a (they depend only on the properties of the
unscaled potential V (x)). Moreover from Lemma A.1, part iii) we find
|∇wκ(x)| ≤ C̺aχ(|x| ≤ κ)|x|2 + a2 and |∇
2wκ(x)| ≤ C̺aχ(|x| ≤ κ)|x|3 + a3 (A.22)
where C is independent of κ and a.
From (A.21), taking the average over κ w.r.t. the probability measure µ, part i) follows trivially.
As for part ii), from (A.22) we have
|∇w(x)| ≤
∫
|∇wκ(x)|µ(dκ) ≤ C̺a|x|2 + a2
∫
χ(|x| ≤ κ)µ(dκ)
≤ C̺aχ(|x| ≤ 3ℓ1/2)|x|2 + a2
(A.23)
because the measure µ is supported on [ℓ1/2, 3ℓ1/2]. The bound for |∇2w(x)| in (A.19) can be proven
analogously, using (A.22).
In order to prove iii) and iv) recall that q(x) was defined by
q(x) =
∫
eκχ(|x| ≤ κ)ψκ(x)µ(dκ)∫
ψκ(x)µ(dκ)
=
∫
eκχ(|x| ≤ κ)ψκ(x)µ(dκ)
1− w(x) .
From (A.20) and since the measure µ is supported on [ℓ1/2, 3ℓ1/2], we get q(x) ≤ Caℓ−31 . The
gradient of q can be estimated by
|∇q(x)| ≤
∫
eκκ
−1δ(|x| − κ)µ(dκ)
1− w(x) +
∫
eκχ(|x| ≤ κ)|∇xwκ(x)|µ(dκ)
1− w(x)
+
|∇w(x)|
1− w(x)q(x) .
(A.24)
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The first term on the r.h.s. of the last equation (where we already used the condition ψκ(x) = 1 if
|x| = κ) is different from zero only if |x| ∈ [ℓ1/2, 3ℓ1/2]. Since the delta function forces κ = |x| we
find, because of (A.20) and because 1− w(x) ≥ c0,∫
eκδ(|x| − κ)µ(dκ)
1− w(x) ≤ C
a
ℓ31
χ(|x| ≤ 3ℓ1/2) .
The second term on the r.h.s. of (A.24) can be controlled using (A.20) and (A.22). The third term
on the r.h.s. of (A.24) can be estimated using the bounds (A.23) and q(x) ≤ Caℓ−31 . This completes
the proof of iii).
Finally, to prove the estimate for the L1 norm of q(x), we note that∫
dx q(x) =
∫
dx
∫
eκχ(|x| ≤ κ)ψκ(x)µ(dκ)∫
ψκ(x)µ(dκ)
=
∫
dx
∫
eκχ(|x| ≤ κ)µ(dκ)∫
ψκ(x)µ(dκ)
+ a o(1) (A.25)
for a→ 0, because ψκ(x) = 1−wκ(x) and∣∣∣ ∫ dx∫ eκχ(|x| ≤ κ)wκ(x)µ(dκ)∣∣∣ ≤ Ca∫ eκ(∫ dxχ(|x| ≤ κ)|x|
)
µ(dκ)
≤ Ca2
∫
κ−1µ(dκ) ≤ Ca2ℓ−11 = aO(a/ℓ1) .
Analogously we can estimate the contribution of wκ(x) in the denominator on the r.h.s. of (A.25).
We get∫
dx q(x) =
∫
dx
∫
eκχ(|x| ≤ κ)µ(dκ) + a o(1) =
∫
eκ
(∫
dxχ(|x| ≤ κ)
)
µ(dκ) + a o(1)
=
4π
3
∫
eκκ
3µ(dκ) + a o(1)
and thus, with (A.20), ∫
dx q(x) = 4πa(1 + o(1))
for a→ 0, which proves iv).
B Properties of the Triple Cutoff Function Fij
In this appendix we collect some properties of the function Fij , defined in Section 2.2.
Lemma B.1 (No overlap). For any exponent q > 0 and any fixed i and j 6= j′
‖χ˜ijχ˜ij′F qij‖∞ ≤ e−cq/ℓ
ε
. (B.1)
Moreover, for any fixed i, ∑
j
χ˜ijF
q
ij ≤ cq . (B.2)
Proof. Clearly |F | ≤ 1. Suppose there is an overlap between two functions χ˜ij, χ˜ij′ , i.e. for some
j 6= j′ we have χ˜ij 6= 0 and χ˜ij′ 6= 0. Then |xi − xj|, |xi − xj′ | ≤ ℓ, so
Fij ≤ e−ℓ−εh(xi−xj′) ≤ e−cℓ−ε
so any overlap forces Fij to be exponentially small. This proves (B.1) and also (B.2).
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We have analogous controls on the derivatives of Fij as well. We define the sum norm of a vector
x = (x1, . . . xN ) ∈ R3N as
|| x || :=
N∑
k=1
|xk|
where |x| is the Euclidean length in R3. Similarly, if A = (A1, . . . , AN ), where Aj is an n-tensor on
R
3 for each j, then
|| A || :=
N∑
k=1
|Ak|(R3)⊗n ,
where |Ak| = |Ak|(R3)⊗n denotes the tensor norm on (R3)⊗n derived from the Euclidean norm. In
particular, if ∇ = (∇1, . . . ,∇N ) denotes the 3N dimensional derivative, and α ∈ N, we have
||∇αf || :=
∑
k1
∑
k2
. . .
∑
kα
|∇k1 . . .∇kαf |(R3)⊗α
where
|∇k1 . . .∇kαf |(R3)⊗α = sup
{∣∣∣(∇k1 . . .∇kαf)(v1 ⊗ v2 ⊗ . . . ⊗ vα)∣∣∣ : vj ∈ R3 , |vj| = 1}
with
(∇k1 . . .∇kαf)(v1 ⊗ v2 ⊗ . . .⊗ vα) =
3∑
β1,...βα=1
( α∏
j=1
vjβj
)( α∏
j=1
∂
∂xjβj
)
f
with vj = (vj1, vj2, vj3).
Lemma B.2 (Control of the derivatives of Fij). Let ℓ≪ 1, i.e. ℓ ≤ N−κ for some κ > 0. For
sufficiently large N the following pointwise bounds hold:
i) Let α ∈ N and q > 0. Then for any fixed i, j
||∇αF qij || ≤ cαℓ−αF q/2ij . (B.3)
ii) Let K > 0 and recall the definition of θkj from (2.6). For any α ∈ N and for k 6= i, j, and
arbitrary m
|∇αkF qij | ≤ cℓ−α(θik + θjk)F q/2ij +O(ℓK−α−ε), (B.4)
|∇k∇mF qij | ≤ cℓ−2(θik + θjk)F q/2ij +O(ℓK−2−ε) . (B.5)
iii) For any fixed α ∈ N and index k ∑
ij
|∇αkF qij |χ˜ij ≤ cq,αℓ−α . (B.6)
iv) For any fixed α, β ∈ N and index k∑
ijm
|∇αk∇βmF qij |χ˜ij ≤ cq,α,βℓ−α−β . (B.7)
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Proof. For i) note that
|∇αh(x)| ≤ cαℓ−αh(x)
for α ∈ N. Then
||∇F qij || = |∇iF qij |+ |∇jF qij |+
∑
k 6=i,j
|∇kF qij | ≤ cqℓ−1ℓ−ε
∑
k 6=i,j
[hki + hkj ]F
q
ij ≤ cℓ−1F q/2ij
using that ze−z ≤ ce−z/2 with z = cqNℓ−ε. For higher derivatives the proof is similar:
||∇αF qij || ≤ cℓ−α
[
ℓ−ε
∑
k 6=i,j
[hki + hkj]
]α
F qij ≤ cαℓ−αF q/2ij
using that zαe−z ≤ cαe−z/2 with z = N ℓ−ε.
For the proof of ii) we note that for k 6= i, j the derivative ∇kFij is smaller than ℓK−ε unless
|xi − xk| or |xj − xk| is smaller than Kℓ| log ℓ|, therefore
|∇kF qij | ≤ cℓ−1−ε
[
θki + θkj
]
(hkj + hki)F
q
ij + ℓ
K−1−ε
≤ cℓ−1
[
θki + θkj
]
F
q/2
ij + ℓ
K−1−ε k 6= i, j .
The proof for higher derivatives is similar.
As for iii), we use the previous estimate when i, j 6= k∑
i,j 6=k
|∇αkF qij |χ˜ij ≤ cℓ−α
∑
i,j 6=k
θkjF
q/2
ij χ˜ij +O(N
2ℓK−α−ε) .
We consider the set Sk = {j : |xj − xk| ≤ Kℓ| log ℓ|}. If j, j′ ∈ Sk, and |xj − xj′ | ≤ ε2ℓ| log ℓ|,
then Fij ≤ exp(−ℓ−ε/2). Therefore, apart from exponentially small error, the cardinality of Sk is
(2K/ε)3, since if there are more j’s in the set Sk, then |xj − xj′| ≤ (ε/2)ℓ| log ℓ|, at least for two
indices j, j′ ∈ Sk. The same argument holds for the i indices, showing that the i summation is only
over a finite set. This implies that∑
i,j 6=k
θkjF
q/2
ij χ˜ij ≤
∑
j∈Sk,j 6=k
∑
i∈Ski 6=k
F
q/2
ij χ˜ij ≤ cq(K/ε)6 .
Choosing K sufficiently large we obtain the bound (B.6) for i, j 6= k. For the terms with k = i or
k = j we use
|∇αkF qkj| ≤ |∇αF qkj| ≤ cℓ−αF q/2kj (B.8)
and the j summation is finite by (B.2).
Finally, the proof of iv) is similar. If k = i, then we have∑
jm
|∇αk∇βmF qkj |χ˜kj ≤ cα,βℓ−α−β
∑
j
F
q/2
kj χ˜kj = cq,α,βℓ
−α−β
using (B.3) and (B.2) and the same estimate holds if k = j. If i, j 6= k, then again the cardinality of
the index set Sk for i and j is bounded, apart from an exponentially small error. Therefore∑
ijm
i,j 6=k
|∇αk∇βmF qij |χ˜ij ≤
∑
i,j∈Sk
i,j 6=k
∑
m
|∇αk∇βmF qij | ≤ cα,βℓ−α−β(K/ε)6 +O(N3ℓK−α−β−2ε)
using (B.3).
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C Local Structure after Particle Removal
Lemma C.1. There exists a constant C0 > 0 such that for any k
C−10 ≤
W (k)
W
≤ C0 (C.1)
pointwise for sufficiently large N . Moreover, for any α ∈ N and sufficiently large N we have the
pointwise estimate
C−α0 ≤
W (k1...kα)
W
≤ Cα0 (C.2)
uniformly for any family of indices k1, . . . , kα.
Proof. Similarly to the proof of (4.2), we see that for any fixed k and sufficiently big N ≥ N(k),
all G
(k)
i are separated away from zero uniformly in i. Therefore it is sufficient to show that∑
i 6=k
|G(k)i −Gi| ≤
∑
i 6=k
[
wikFik +
∑
m6=i,k
wim|F (k)im − Fim|
]
(C.3)
is uniformly bounded for any fixed k. The boundedness of the first term follows from (B.2). As for
the second term, note that
|F (k)im − Fim| ≤
∣∣∣1− e−ℓ−ε[hik+hmk]∣∣∣F (k)im ≤ ℓ−ε[hik + hmk]F (k)im ,
so ∑
i 6=k
∑
m6=i,k
wim|F (k)im − Fim| ≤ 2ℓ−ε
∑
i,m6=k
χimhikF
(k)
im
since wim ≤ χim by the support of w. If |xi − xk| ≥ Kℓ| log ℓ| for some i, then hik ≤ ℓK and and if
K is a large constant, then ℓK−εN2 → 0, so this term is negligible even after the summation. Now
we look at the set
Sk := {i : i 6= k, |xk − xi| ≤ Kℓ| log ℓ|} .
If i, i′ ∈ Sk, i 6= i′ and |xi − xi′ | ≤ ε2ℓ| log ℓ| then F
(k)
im ≤ exp(−ℓ−εhii′) ≤ exp(−ℓ−ε/2) that is expo-
nentially small. Therefore, modulo exponentially small errors, |Sk| ≤ (K/(ε/2))3 , which guarantees
that the summation over i in (C.3) is finite. For each fixed i the summation over m is finite by (B.2).
The second bound (C.2) follows easily by induction. 
The same proof immediately gives the following two bounds that are used in the proof. Here k
is fixed and the constants may depend on k.
|F [k]im − Fim| ≤ Cℓ−ε
∑
r≤k
(θir + θmr)F
[k]
im +O(ℓ
K−ε) (C.4)
and ∑
j
|∇αj (F [k]im − Fim)| ≤ Cℓ−α−ε
∑
r≤k
(θir + θmr)(F
[k]
im)
1/2 +O(ℓK−α−ε) . (C.5)
We will often multiply these inequalities by wim, then on the support of wim we can use that θir and
θmr are comparable. In particular, we also obtain for each m
|G[k]m −Gm| ≤ Cℓ−ε
∑
j>k
∑
r≤k
wmjF
[k]
mjθmr +O(ℓ
K−ε) . (C.6)
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D Upper bound for H˜2
The aim of this appendix is to prove that the assumptions of Theorem 2.1 about the energy distri-
bution of the initial data ψN,0 = WφN,0 are satisfied for a large class of φN,0. In particular, in the
next lemma we prove that (WφN,0, H˜
2WφN,0) ≤ CN2 is satisfied, if the function φN,0 is sufficiently
smooth. The proof of the inequality (WφN,0, H˜WφN,0) ≤ CN for sufficiently smooth φN,0 is similar
(but much easier) and therefore omitted.
Lemma D.1. Assume a≪ ℓ1 ≪ ℓ≪ 1, aℓ1 ≪ ℓ4 and ℓ31 ≪ aℓ5/2. Suppose moreover that φ satisfies∑
i,j,k,m
∫
φ(1−∆i)(1−∆j)(1 −∆k)(1−∆m)φ ≤ DN4 (D.1)
for some D > 0. Then there is a constant C > 0 such that
(Wφ, H˜2Wφ) ≤ CN2 .
Proof. Following the steps from (6.15) to (6.18) (but this time without neglecting the positive con-
tributions), we find (using the summation convention)
(Wφ, H˜2Wφ) =
∫
|H˜Wφ|2
≤
∫
W 2|∇i∇jφ|2 +C
∫
W 2 (|∇i∇jGℓ|+ |∇iGℓ||∇jGℓ|) |∇iφ||∇jφ|
+ 2
∫
W 2|B||∇mφ|2 + 2
∫
W 2|∇mB||φ||∇mφ|+
∫
W 2B2|φ|2,
with B = qkj +Ω = qkj + Ω˜ +O
(
e−Cℓ−ε
)
. Using Lemmas 6.3 - 6.6, we get∫
|H˜Wφ|2 ≤ C
∫
W 2
(|∇i∇jφ|2 +N |∇iφ|2 +N2|φ|2)+C ∫ W 2qij|∇mφ|2
+ C
∫
W 2|∇iGℓ||∇jGℓ||∇iφ||∇jφ|+
∫
W 2B2|φ|2 .
Since W ≤ 1, and by (D.1), we find∫
|H˜Wφ|2 ≤ CN2 + C
∫
|∇iGℓ||∇jGℓ||∇iφ|2 + C
∫
qij |∇mφ|2
+ C
∫
qijqkm|φ|2 + C
∫
Ω˜2|φ|2 .
(D.2)
We start by considering the second term on the r.h.s. of the last equation. Using Lemma B.1, we
find ∫
|∇iGℓ||∇jGℓ||∇iφ|2 ≤ C
∫ (
|(∇w)mi|2Fmi + |(∇w)im|wimFim|∇jFim|
+ |(∇w)jm|wjmFjm|∇iFjm|+ w2jm|∇iFjm||∇nFjm|
)
|∇iφ|2
+O(e−cℓ
−ε
) .
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Using |∇w|2 ≤ Cλ, |∇w| ≤ Caλ, Lemma B.2, Lemma 5.3 (with W ≡ 1) and (5.6) we find∫
|∇iGℓ||∇jGℓ||∇iφ|2 ≤ C
∫
λmiF
1/2
mi |∇iφ|2 + Caℓ−1
∫
λmjFmj |∇iφ|2
+ Cℓ−2
∫
|∇iφ|2 +O(e−cℓ−ε)
≤ C
∫
χ˜miF
1/2
mi |∇m∇iφ|2 + ℓ1ℓ−3
∫
χ˜miF
1/2
mi |∇iφ|2
+ Caℓ−1
∫
χ˜mjF
1/2
mj |∇j∇iφ|2
+ Caℓ1ℓ
−4
∫
χ˜mjF
1/2
mj |∇iφ|2 +O(e−cℓ
−ε
)
≤ C(1 + aℓ−1)
∫
|∇m∇iφ|2 + ℓ1ℓ−4
∫
|∇iφ|2
+O(e−cℓ
−ε
) ,
which is bounded by CN2, because aℓ1ℓ
−4 ≪ 1, and because of (D.1).
Next we consider the third term in (D.2); we obtain∫
qij|∇mφ|2 ≤ Caℓ−31
∫
χij|∇mφ|2
≤ Ca
∫ (|∇i∇j∇mφ|2 +N |∇i∇mφ|2 +N2|∇mφ|2)
≤ CN2
using (5.4) and (D.1). As for the fourth term on the r.h.s. of (D.2), we have∫
qijqkm|φ|2 ≤ Ca2ℓ−61
( ∑
(i,j)6=(k,m)
∫
χijχkm|φ|2 +
∑
i,j
∫
χij|φ|2
)
≤ Ca2
∑
(i,j)6=(k,m)
∫
φ(1−∆i)(1 −∆j)(1−∆k)(1 −∆m)φ
+ Ca2ℓ−31
∫
φ(1−∆i)(1 −∆j)φ
≤ Ca2N4 + a2ℓ−31 N2 ≤ CN2
because of a≪ ℓ3/21 and of (D.1).
Finally we consider the last term on the r.h.s. of (D.2). We use that, by (6.12), Ω˜2 ≤ CΩkjΩim+
CΓ2. By Lemma B.2 and by the estimate w ≤ aℓλ, |∇w| ≤ aλ, we obtain∫
ΩkjΩim|φ|2 ≤ C
∫ (
wsjwrm|∆kFsj ||∆iFrm|
+ |(∇w)kj ||(∇w)im||∇kFkj||∇iFim|
)
|φ|2
≤ Ca2ℓ−2
∫
λkjλimF
1/2
kj F
1/2
im |φ|2 .
(D.3)
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We note that, if, for example k = i, then j is forced to be equal to m, up to exponentially small
errors, due to the strong non-overlapping properties of the functions Fkj. Hence, up to errors which
are exponentially small in N and using Lemma 5.3, we can estimate the second term on the r.h.s of
(D.3) by∫
ΩkjΩim|φ|2 ≤ Ca2ℓ−2
∑
kj
∫
λ2kjFkj|φ|2 + Ca2ℓ−2
∑
(k,j)6=(i,m)
∫
λkjλimF
1/2
kj F
1/2
im |φ|2
≤ Cℓ−2a
∫
σkj|φ|2 + Cℓ−2a2
∑
(k,j)6=(i,m)
∫
λkjλimF
1/2
kj F
1/2
im |φ|2
≤ Caℓ−2(logN)
∫
φ(1−∆k)(1−∆j)φ
+ Ca2ℓ−2
∑
(k,j)6=(i,m)
(∫
λimF
1/2
im |∇jφ|2 + ℓ1ℓ−3N
∫
λimF
1/2
im |φ|2
)
≤ o(N2) + Ca2ℓ−2
∫
|∇i∇jφ|2 + Ca2ℓ−5ℓ1N
∫
|∇jφ|2
+ Ca2ℓ−8ℓ21N
2
∫
|φ|2 ,
which is o(N2) because aℓ1 ≪ ℓ4. We still have to control the contribution from Γ2. Using Lemma
B.2 we have ∫
Γ2|φ|2 ≤ C
∫ (
|(∇w)ik||(∇w)mr |wjpwnsFikFmr|∇kFjp||∇rFns|
+ wikwmrwjpwns|∇qFik||∇qFmr||∇dFjp||∇dFns|
)
|φ|2
≤ C
∫ (
ℓ−2|(∇w)ik||(∇w)mr |FikFmr + ℓ−4wikwmrFikFmr
) |φ|2
≤ Ca2ℓ−2
∫
λikλmrFikFmr|φ|2
(D.4)
which can be bounded by CN2 in the same way we bounded the r.h.s. of (D.3). This completes the
proof of the lemma.
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