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Abstract Symmetry is a fundamental milestone of quantum physics and the
relation between entanglement is one of the central mysteries of quantum me-
chanics. In this paper, we consider a subclass of symmetric quantum states
in the bipartite system, namely, the completely symmetric states, which is in-
variant under the index permutation. We investigate the separability of these
states. After studying some examples, we conjecture that completely symmet-
ric state is separable if and only if it is S-separable, i.e., each term in this
decomposition is a symmetric pure product state |x, x〉〈x, x|. It was proved to
be true when the rank is less than or equal to 4 or N + 1. After studying the
properties of these state, we propose a numerical algorithm which is able to
detect S-separability. This algorithm is based on the best separable approxi-
mation, which furthermore turns out to be applicable to test the separability
of quantum states in bosonic system. Besides, we analysis the convergence
behaviour of this algorithm. Some numerical examples are tested to show the
effectiveness of the algorithm.
Keywords Quantum entanglement · Completely symmetric states ·
Symmetrically separable · Best separable approximation
1 Introduction
Quantum entanglement, first recognized by Eistein [1] and Schro¨dinger [2],
plays a crucial role in the field of quantum computation and quantum infor-
mation. It is the resources of many applications in quantum cryptography,
L. Qian
Department of Mathematics, National University of Singapore, Singapore
E-mail: qian.lilong@u.nus.edu
D. Chu
Department of Mathematics, National University of Singapore, Singapore
E-mail: matchudl@nus.edu.sg
ar
X
iv
:1
81
0.
03
12
5v
2 
 [q
ua
nt-
ph
]  
19
 Ja
n 2
01
9
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quantum teleportation, and quantum key distribution[3]. Therefore, the ques-
tion of whether a given quantum state is entangled or separable is both of
fundamental importance. For a given quantum state ρ acting on the finite-
dimensional Hilbert space H1 ⊗ H2, it is said to be separable if it can be
written as a convex linear combination of pure product quantum states, i.e.,
ρ =
∑
i
λiρ
(1)
i ⊗ ρ(2)i , (1)
where
∑
i λi = 1, λi > 0 and ρ
(1)
i and ρ
(2)
i are the pure states in the subspaces
H1 and H2, respectively.
Despite its wide importance, to find an efficient and effective method to
solve this question in general case is considered to be NP-hard [4,5]. After re-
markable efforts over recent years, many methods to test entanglement are pro-
posed for some subclasses of quantum states. For example, one of the most fa-
mous criteria is positive-partial-transpose (PPT) [6]. It tells that if a quantum
state is separable then its partial transposed state is necessarily positive, which
is called PPT state. Moreover, the PPT criterion is also sufficient for the case
dim(H1) · dim(H2) 6 6 [7,8]. A natural generalization of PPT criterion is the
permutation criterion [9], namely, whatever permutation of indices of a state
written in product basis leads to a separability criterion. Besides, a subclass of
PPT states, strong PPT states, are considered in Refs. [10,11,12]. The strong
PPT states are proved to be separable when dim(H1) = 2 and dim(H2) 6 4.
The low-rank quantum states are also investigated. In the the bipartite sys-
tem, it was proved that the state ρ is separable if rank(ρ) = dim(H2) [13,14].
See Ref [15,16] for generalized results in the multipartite system.
Some numerical methods to test the entanglement are also suggested. Do-
herty et al. [17] introduced an iterative algorithm which is based on symmetric
extension. That is, if a state ρ is separable on H1 ⊗H2, then it must have a
symmetric extension on H1 ⊗H2 ⊗H1. It gives a hierarchy condition for sep-
arability and can be applied recursively if the extension is found. During the
process, each test is at least as powerful as all the previous ones, where the
first one is equivalent to the PPT criterion. If the state is entangled, then this
algorithm will terminate after finite steps. But, if it is separable, this algo-
rithm will never stop. Another numerical algorithm, analytical cutting-plane
method, was proposed by Ioannou et al. [18], which is based on the entangle-
ment witness. It finds the entanglement witness by reducing the set of traceless
operators step by step. Dahl et al.[19] also proposed a feasible descent method
to find the closest separable state from the aspect of geometric structure. They
utilized the Frank-Wolfe method [20] to solve this problem.
Due to the close relation between symmetric and entanglement, it is of
great interest to study the entanglement of the symmetric states. In this pa-
per, we focus on a subclass of quantum states, completely symmetric states,
i.e., invariant under any index permutation. The conception of completely
symmetric is inspired by the supersymmetric tensor in the field of tensor de-
composition [21,22,23]. In fact, any multipartite state can be regarded as a
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4-th order symmetric. Then the state is separable if it admit a special kind of
decomposition. It is thus hopeful to borrow some powerful technologies in the
field of tensor analysis to tackle the entanglement problem. Here, we investi-
gate their properties on the bipartite system. It is expected to find more special
structure with respect to the completely symmetric property. Moreover, it is
believed that the completely symmetric state is separable iff it is S-separable,
which is a conjecture we made in this paper. In fact, we proved that this con-
jecture holds for the states whose ranks are at most 4 or N+1. In addition, we
propose a numerical method to test the S-separability, with the similar idea
form [19]. This algorithm can be used to find the closest S-separable states,
where the distance between them can be regarded as a measurement of the
entanglement. During the algorithm, we need to solve a sub-problem at each
iteration, i.e., finding the maximizer of the following optimization problem
max
x
〈x, x|ρ− ρk|x, x〉
s.t. ‖x‖ = 1, (2)
where ρk is the S-separable state at k-th step to approximate the closest S-
separable state of ρ. For this sub-problem, we suggest a sequential quadratic
programming (SQP) algorithm. Numerical experiments are tested to show the
efficiency of this method. It is hopeful that our study would shed new lights
on understanding the structure of the entangled states.
This paper is organized as follows. In the next section, we summarize the
necessary preliminaries. In Sec. 3, we investigate the properties of S-separable
states and study theoretically the problem that whether completely symmetric
states admit the S-decomposition. In Sec. 4, we propose a feasible descent
method to check S-separability. In Sec. 5, we suggest an SQP algorithm for
the subproblem, which is the key step in the feasible descent method. That
is to find maximizer of the optimization problem (2). In Sec. 6, we study
the convergence behavior of the algorithm proposed in the previous section.
In Sec. 7, the numerical examples are tested to show the effectiveness of the
proposed algorithm. Some suggestions for improving the numerical method
are discussed in Sec. 8. Finally, we give some concluding remarks in Sec. 9.
2 Preliminaries
In this paper, we consider the quantum states in the system H1 ⊗H2, where
H1 and H2 are two Hilbert spaces. Mathematically, any quantum states can
be represented by the Hermitian positive matrices with trace one, which are
called the density matrices. For pure state ρ, its density matrix is of rank one,
ρ = |φ〉〈φ|, (3)
where |φ〉 is the vector in the space H1 ⊗H2. In particular, ρ is said to be a
pure product state if
|φ〉 = |x〉|y〉, (4)
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where |x〉 and |y〉 are vectors in the spaces H1 and H2, respectively.
In this paper, we are interested in the quantum states which are invariant
under any index permutation. In this case, H1 = H2, denoted by H. Here the
definition of completely symmetric states is given formally as follows.
Suppose ρ is a quantum state in the bipartite system H⊗H and dim(H) =
N , then it can be written as
ρ =
N−1∑
i,j,k,l=0
ρijkl|i, k〉〈j, l|, (5)
where |0〉, |1〉, . . . , |N − 1〉 is a natural basis in the space H.
Definition 1 Let ρ be a quantum state as in Eq.(5). Then ρ is said to be
completely symmetric if
ρpi(ijkl) = ρijkl, (6)
for any index permutation pi.
On the other hand, ρ can be written as a block matrix:
ρ =
 ρ00 · · · ρ1,N−1... . . . ...
ρN−1,0 · · · ρN−1,N−1
 , (7)
where each block is an N ×N matrix:
ρij =
 ρij00 · · · ρij0,N−1... . . . ...
ρij,N−1,N−1 · · · ρij,N−1,N−1
 . (8)
Hence, we have ρijkl = (ρij)kl,∀i, j, k, l < N . The coefficients ρijkl thus corre-
spond to the density matrix ρ in an intuitive way. Note that, in this paper, we
index from 0 instead of 1 in order to be consistent with the standard notations
in quantum computation. Since any quantum state is a Hermitian matrix, we
have ρ = ρ†. By Eq. (6), we have ρ = ρT for the completely symmetric state,
where T is the partial transpose operator. It follows that ρ is a real matrix.
Therefore, hereafter in this paper, we consider in details only the real case,
i.e., H = RN .
Let us, for the moment, restrict ourselves to supported states, i.e., the
states are supported on H ⊗ H [13]. For completely symmetric states, it is
easy to check that their reduced states are identical, that is,
ρ1 = ρ2, (9)
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where
ρ1 = (1⊗ Tr)ρ
=
N−1∑
i,j=0
(
N−1∑
k=0
ρijkk
)
|i〉〈j|
=
 Tr ρij00 · · · Tr ρij0,N−1... . . . ...
Tr ρij,N−1,N−1 · · · Tr ρij,N−1,N−1
 ,
ρ2 = (Tr⊗1)ρ
=
N−1∑
k,l=0
(
N−1∑
i=0
ρiikl
)
|k〉〈l|
=
N−1∑
i=0
ρii.
Then ρ is said to be supported on H ⊗ H iff R(ρ1) = H. Note that for
completely symmetric state, ρT1 = (T⊗ 1) = ρ, ρ is then necessarily PPT.
A state is said to be separable if it can be written as the convex com-
bination of pure product states as in Eq. (1). Compared with this general
case, completely symmetric states may have some better properties. Now we
introduce a subclass of completely symmetric states:
Definition 2 Let ρ = |φ〉〈φ| be a pure state in H ⊗ H. ρ is said to be a
completely symmetric pure product state if
φ = α|x, x〉, α ∈ R, x ∈ H. (10)
For the mixed states, we have:
Definition 3 The quantum state ρ in the system H ⊗ H is said to be sym-
metrically separable (S-separable) if it can be written as a convex combination
of completely symmetric pure product state:
ρ =
L−1∑
i=0
pi|xi, xi〉〈xi, xi|, xi ∈ H. (11)
Here the decomposition of Eq. (11) is called S-decomposition and L is called
the length of the decomposition.
Let G denote the space of completely symmetric matrices (not necessarily
positive) and let S denote the convex set generated by the completely symmet-
ric pure product states. Then S is a compact convex subset of G. The space G
is equipped with the standard inner product
〈ρ, σ〉 = Tr(ρσ), ρ, σ ∈ G. (12)
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The associated matrix norm is the Frobenius norm
‖ρ‖F = 〈ρ, ρ〉
1
2 = (Tr(ρ2))
1
2 . (13)
For this norm, we have
‖ρ‖F 6
∥∥∥ρ 12 ∥∥∥
F
=
√
Tr ρ, (14)
which implies that any quantum state has norm less than or equal to 1. Besides,
the spectral norm ‖ρ‖2 are also used for matrices in this paper, which is the
largest singular value of ρ. In this paper, for vectors, we use l2 norm, denoted
by ‖x‖.
3 Properties of completely symmetric states
In this section, consider the completely symmetric state ρ in the systemH⊗H,
where H = RN . We investigate the properties of the completely symmetric
states and S-separable states. We prove that any rank 1, 2, and 3 completely
symmetric states are S-separable. Moreover, any rank N completely symmetric
state supported on the H ⊗H space is S-separable. Forward, stronger results
will be obtained for separable completely symmetric states. Therefore, a nat-
ural question arises, during the analysis, whether the completely symmetric
states are S-separable.
To begin with, we show that the completely symmetric and S-separable
properties are invariant under the invertible local operator A⊗A,A ∈ RN×N .
Lemma 1 Suppose ρ is a quantum state in the system H ⊗ H and A is an
invertible operator on H. Then
1. ρ is completely symmetric if and only if (A ⊗ A)ρ(A × A)T is completely
symmetric.
2. ρ is S-separable if and only if (A⊗A)ρ(A⊗A)T is S-separable.
Proof It suffice to prove only one side for the two conclusions. Otherwise,
we can consider the state which is applied by the invertible local operator
(A−1 ⊗A−1).
1. Suppose ρ is a completely symmetric states as in Eq.(5). Let σ = (A ⊗
A)ρ(A⊗A)T, which can be written as
σ =
N−1∑
i′,j′,k′,l′=0
σi′j′k′l′ |i′, k′〉〈j′, l′|. (15)
Let
A =
 a00 · · · a0,N−1... . . . ...
aN−1,0 · · · aN−1,N−1
 . (16)
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Hence,
A|i〉 =
N−1∑
i′=0
ai′i|i′〉. (17)
Therefore,
σ =
N−1∑
i,j,k,l=0
i′,j′,k′,l′=0
ρijklai′iaj′jak′kal′l|i′, k′〉〈j′, l′|. (18)
In order to prove σ is completely symmetric, we only need to prove σi′j′k′l′ =
σpi(i′j′k′l′) where pi is an arbitrary index permutation.
Note that
σi′j′k′l′ =
∑
i,j,k,l
ρijklai′iaj′jak′kal′l. (19)
Then
σj′i′k′l′ =
∑
i,j,k,l
ρijklaj′iai′jak′kal′l
=
∑
i,j,k,l
ρjiklaj′iai′jak′kal′l.
(20)
Therefore, σj′i′k′l′ = σi′j′k′l′ . Similarly,
σi′j′k′l′ = σpi(i′j′k′l′),
for any index permutation pi.
2. If ρ is S-separable, then it can be written as
ρ =
∑
i
pi|xi, xi〉〈xi, xi|. (21)
Let σ = (A⊗A)ρ(A⊗A)T, then we have
σ =
∑
i
pi|Axi, Axi〉〈Axi, Axi|. (22)
Hence, σ is also S-separable.
In this paper, the states we considered are, in fact, real states. According to
Proposition 13 in Ref. [24], we have the following lemma, which enable us to
consider the separability in real case.
Lemma 2 Suppose ρ is separable over the C and
ρ = (T⊗ 1)ρ. (23)
then ρ is separable over R, that is, ρ can be written as a sum of real pure
product states.
The states which satisfy Eq. (23) are said to be G-invariant.
We begin with the simplest case where ρ is a pure state.
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Lemma 3 Any completely symmetric pure states are S-separable.
Proof Note that any quantum states are assumed to be positive. Suppose that
ρ is a completely symmetric pure state in the N ⊗N system. Hence, it can be
written as
ρ = |x, y〉〈x, y|, (24)
where x, y are unit vectors in H. Therefore, there exists a unitary operator A
such that |Ax〉 = |0〉. We can thus assume that
ρ = |0〉〈0| ⊗ |y〉〈y|
=
yy
T · · · 0
...
. . .
...
0 · · · 0

=
 ρ00 · · · ρ0,N−1... . . . ...
ρN−1,0 · · · ρN−1,N−1
 ,
(25)
where
ρ00 = yy
T, ρij = 0,∀i, j 6= 0.
By the symmetry of ρ and Eq. (8), we have
ρ00kl = ρkl00 = 0, ∀k, l 6= 0. (26)
Let y = (y0, y1, · · · , yN−1)T, then
ρ00kk = y
2
k = 0, ∀k 6= 0. (27)
It follows that |y〉 = ±|0〉, which implies that ρ = |0, 0〉〈0, 0|. Hence, ρ is
S-separable.
We can also prove that rank N states supported in the N ⊗ N space are
S-separable. Before proving this result, we need a lemma to prove that ρ can
be written as a sum of N real pure product states.
Lemma 4 Suppose ρ is supported on H⊗H, where H = RN . If rank(ρ) = N ,
then ρ is a sum of N real pure product states.
Proof By the result in Ref.[14], ρ is a sum of N pure product states:
ρ =
N−1∑
i=0
|xi, yi〉〈xi, yi|. (28)
Since ρ is supported on H ⊗ H, then |xi〉(|yi〉), i = 0, 1, . . . , N − 1 are
linearly independent, which implies that any vector
v =
N−1∑
i=0
λi|xi, yi〉, v 6= λi|xi, yi〉 (29)
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is entangled. That isR(ρ) only containsN product vectors: |xi, yi〉, i = 0, 1, . . . ,
N − 1.
On the other hand, by Lemma 2, ρ is separable over R. Hence, there exists a
real product vector |x, y〉 in the range of ρ. Therefore, |x, y〉 = αi|xi, yi〉, αi ∈ C
for some i. Apply the same discussion recursively on the state ρ−|xi, yi〉〈xi, yi| =
ρ−|αi|2 |x, y〉〈x, y|, which is supported on (N−1)⊗(N−1) space, we conclude
that ρ can be written as a sum of N real pure product states.
Lemma 5 Suppose ρ is a completely symmetric state supported in N ⊗ N
space. If rank(ρ) = N , then it is S-separable.
Proof According to Lemma 4, ρ can be written as a sum of N real pure product
states:
ρ =
N−1∑
i=0
pi|xi〉〈xi| ⊗ |yi〉〈yi|, pi > 0, xi, yi ∈ H. (30)
And {xi}N−1i=0 is set of basis vectors in H. Hence, there exists an invertible
operator A such that A|xi〉 = |i〉. Apply the invertible local operator A⊗A to
ρ, we can assume that
ρ =
N−1∑
i=0
pi|i〉〈i| ⊗ |yi〉〈yi|
=

p0y0y
T
0 0 · · · 0
0 p1y1y
T
1 · · · 0
...
...
. . .
...
0 0 · · · pN−1yN−1yTN−1
 ,
(31)
Therefore, we have
ρijkl = 0, if i 6= j. (32)
Let
yi =
(
yi0 yi1 · · · yi,N−1
)T
. (33)
By the super symmetry of ρ , we have
ρkkjj = pkykjykj = ρkjkj = 0, if k 6= j. (34)
It follows that
|yi〉 = αi|i〉, αi ∈ R, ∀i = 0, 1, . . . , N − 1. (35)
Hence, ρ =
∑N−1
i=0 piα
2
i |i, i〉〈i, i|, which completes our proof.
Note that for the completely symmetric state ρ, the two reduced states ρ1 =
(1⊗Tr)ρ and ρ2 = (Tr⊗1)ρ are identical. It follows that ρ has identical local
ranges. Hence, any rank 2 completely symmetric states must be supported on
2⊗ 2 subspace. Utilizing the above lemma, we have the following corollary.
Corollary 1 Any rank 2 completely symmetric states are S-separable.
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Before considering the rank 3 states, we introduce a useful lemma.
Lemma 6 Let ρ be a G-invariant quantum state in the 2⊗ 2 system. Then ρ
can be written as a sum of rank(ρ) pure product states.
Proof Note that ρ is PPT if ρ = (T ⊗ 1)ρ. And it was proved that any PPT
state in the 2⊗2 system is separable [6]. By Lemma 2, ρ can be written as a sum
of real pure product states. Then there exists a product vector |x, y〉 ∈ H⊗H
and a real number λ such that
ρ− λ|x, y〉〈x, y| > 0 (36)
and
rank(ρ− λ|x, y〉〈x, y|) = rank(ρ)− 1. (37)
Note that ρ− λ|x, y〉〈x, y| is still G-invariant for real vectors |x〉, |y〉, hence it
remains separable. Repeat the step above, ρ thus can be written as a sum of
rank(ρ) real pure product states.
With the above lemma, we are ready to prove that any 2 ⊗ 2 completely
symmetric states are S-separable.
Lemma 7 Suppose ρ is a completely symmetric state in the 2⊗2 system, then
there exists a vector |x〉 ∈ H such that
|x, x〉 ∈ R(ρ). (38)
Proof We discuss this question with respect to the rank of ρ.
If rank(ρ) 6 2, by Lemma 3 and Corollary 1, ρ is S-separable. Then each
term in the S-decomposition of ρ will satisfy Eq. (38).
If rank(ρ) = 3, then by Lemma 6, we have
ρ =
2∑
i=0
|xi〉〈xi| ⊗ |yi〉〈yi|, (39)
where xi, yi are vectors in H, which may not be unit.
Consider the case where |xi〉, i = 0, 1, 2 are affinely dependent. That is,
there exist i0 6= j0, such that
|xi0〉 = α|xj0〉, α ∈ R, α 6= 0. (40)
Assume i0 = 0, j0 = 1 for simplicity. Since rank(ρ) = 3, |xi, yi〉, i = 0, 1, 2 are
linearly independent. Furthermore, |y0〉, |y1〉 should be also linearly indepen-
dent. Hence, there exists β, γ ∈ R such that
|x0〉 = β|y0〉+ γ|y1〉. (41)
Forward,
|x0, x0〉 = β|x0, y0〉+ γ
α
|x1, y1〉
= β|x0, y0〉+ γ
α
α|x0, y1〉
= |x0〉(β|y0〉+ γ|y1〉).
(42)
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This implies that R(ρ) contains the completely symmetric product vector
|x0, x0〉.
Next, we consider the case where |xi〉(|yi〉), i = 0, 1, 2 are affinely indepen-
dent. Then there exist an invertible operator A such that
A|xi〉 = |i〉, i = 0, 1, (43)
and
Ax2 =
(
x20
x21
)
. (44)
Since A|xi〉, i = 0, 1, 2 are also affinely independent, x2j 6= 0, j = 0, 1. Absorb
the coefficient x20 in |y2〉, we can assume that |xi〉 = |i〉, i = 0, 1, and |x2〉 =
(1, d)T, d 6= 0. Apply another local invertible operator B ⊗B in ρ, where
B =
(
1 0
0 1d
)
. (45)
We can further assume that
ρ = |0, y0〉〈0, y0|+ |1, y1〉〈1, y1|+ |x2, y2〉〈x2, y2|, (46)
where
|x2〉 =
(
1 1
)T
.
Suppose y0 = (a0, a1)
T, y1 = (b0, b1)
T, and y2 = (c0, c1)
T. If a1 = 0, then |0, 0〉
is in the range of ρ. Hence, we assume that a1 6= 0. Since 1a1 ρ is also completely
symmetric, we further assume that a1 = 1. According to Eq. (8) and by the
symmetry of ρ, we have 
c20 =a0a1 + c0c1,
c21 =b0b1 + c0c1,
c0c1 =1 + c
2
1 = b
2
0 + c
2
0.
(47)
We can further assume that c1 > 0 otherwise we can replace |y2〉 with −|y2〉.
Hence, by solving Eq. (47), we have
a0 = 1 +
1
c21
,
b0 =
√
1 +
1
c21
,
b1 =
1√
1 + 1
c21
,
c0 = c1 +
1
c1
.
(48)
Here we assume that c1 6= 0. Otherwise b0 = 0 by Eq. (47), it follows that
|1, 1〉 ∈ R(ρ).
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In order to find |x〉 ∈ H such that |x, x〉 ∈ R(ρ), we consider the following
equation:
d0

a0
1
0
0
+ d1

0
0
b0
b1
+ d2

c0
c1
c0
c1
 = |z, z〉 =

z20
z0z1
z0z1
z21
 , (49)
where
z =
(
z0
z1
)
.
There is a solution for Eq.(49) when
d0 = 1,
d1 =
c1 − d2√
1 + c21
,
z0 =
√
(1 + c21)(1 + c1d2)
c1
,
z1 = c1
√
1 + c1d2
1 + c21
.
(50)
It follows that the range of ρ contains a symmetric product vector |z, z〉.
It remains to prove the case rank(ρ) = 4, which is obvious since its range
spans the whole space.
Above all, our proof completes.
Note that for a 2⊗ 2 completely symmetric state, we can always find a com-
pletely symmetric product vector in its range, which implies the following
corollary.
Corollary 2 Any completely symmetric states in 2⊗ 2 are S-separable.
Furthermore, we consider the case where rank(ρ) = 3.
Lemma 8 Any rank 3 completely symmetric states are S-separable.
Proof It suffices to consider the supported states. Note that rank(ρ1) 6 rank(ρ),
the supported space for rank 3 symmetric states must be either the 3 ⊗ 3 or
2⊗ 2 space.
For the former case, ρ is S-separable by Lemma 5.
For the latter one, ρ is a 2 ⊗ 2 completely symmetric state with rank 3,
which is S-separable by Corollary 2.
To sum up, we have the following theorem.
Theorem 9 Let ρ be a completely symmetric state supported in the N ⊗ N
space, then it is S-separable if either
1. N 6 2;
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2. rank(ρ) 6 N .
In addition, we suggest the following conjecture.
Conjecture 1 Any separable completely symmetric states are S-separable.
If the conjecture is true, then the separability of completely symmetric states
will be equivalent to the S-separability, which will simplify the study the en-
tanglement on these states on either theoretical or numerical aspects.
It should be expected we can obtain more results compared with Theorem 9
with the separability condition. First, we introduce a useful lemma.
Lemma 10 Suppose ρ is a completely symmetric state. If ρ is reducible, then
ρ is a sum of two completely symmetric states. Moreover, ρ is S-separable if
and only if these two states are both S-separable.
Before proving this lemma, we first recall the definition of reducible states
in Ref. [25].
Definition 4 Suppose ρ = σ+ δ, where ρ, σ, and δ are the quantum states in
the bipartite system. Denote by ρ1 the reduced state (I ⊗ Tr)(ρ), similarly for
σ1 and δ1. Then ρ is said to be reducible if R(ρ1) is a direct sum of R(σ1) and
R(δ1). Otherwise, ρ is said to be irreducible.
Now we are ready to prove Lemma 10 with the definition described above.
Proof (Proof for Lemma 10) Suppose ρ is a reducible state in the N ⊗ N
system. Let ρ be the sum of two quantum states ρ = σ + δ, where R(σ1)
and R(δ1) are linearly independent. Forward, there exists an invertible op-
erator A, such that R(Aσ1) and R(Aδ1) are orthogonal. Hence, we can as-
sume that R(σ1) and R(δ1) are orthogonal without loss of generality. Suppose
ei, i = 0, 1, 2, . . . , N−1 is an orthonormal basis which spans the space RN and
R(σ1) = span{e0, e1, . . . , er−1}, r < N .
The first part of our proof completes if we can prove that σ and δ are
both completely symmetric. Furthermore, it suffices to prove σ is completely
symmetric. In fact, this holds when σ2 = (Tr⊗1)σ is also supported on the
subspace span{e0, e1, . . . , er−1}.
Since R(σ1) and R(δ1) are orthogonal, then according to the block repre-
sentation Eq. (7),
ρ =
(
σ 0
0 δ
)
, (51)
which implies that
ρijkl = 0,∀i < r, j > r. (52)
Moreover ρijkl = σijkl,∀i, j < r. By the super symmetry of ρ, for i, j < r
and k > r we have
σijkl = ρijkl = ρikjl = 0. (53)
Similarly, σijkl = 0 for i, j < k and l > r. This follows that σ2 is supported on
span{e0, e1, . . . , er−1, r < N}, which implies that σ is completely symmetric.
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Consider the second part of Lemma 10. It is obvious that ρ is S-separable
when σ and δ are S-separable. Next, we prove the other direction.
Suppose ρ = σ + δ is a reducible and S-separable state. After applying a
suitable invertible local operator (A⊗A), ρ can be transformed into the form
of Eq. (51). Suppose ρ =
∑
i|xi, xi〉〈xi, xi|. Let
xi =
(
xi0 xi1 · · · xi,N−1
)T
.
By calculating the coefficient ρklkl and combining Eq. (52), we hvae
ρklkl =
∑
i
x2ikx
2
il = 0, ∀k < r, l > r.
Hence, for any given i, we have xik = 0,∀k < r or xil = 0,∀l > r. It follows
that
σ =
∑
xik=0,∀k<r
|xi, xi〉〈xi, xi|,
δ =
∑
xil=0,∀l>r
|xi, xi〉〈xi, xi|.
(54)
Therefore, σ and δ are both S-separable.
With this lemma, for reducible states, the problem could become simpler by
considering each irreducible items respectively.
Theorem 11 Conjecture 1 holds for the completely symmetric states whose
ranks do not exceed 4.
Proof Suppose ρ is a completely symmetric state. If rank(ρ) 6 3, then ρ is
S-separable by Theorem 9. Hence, we assume that that rank(ρ) = 4. Further-
more, if ρ is supported in the 2 ⊗ 2 or 4 ⊗ 4 space, then ρ is S-separable by
Corollary 2 and Lemma 5. We assume further that ρ is supported on the 3⊗3
space.
By Lemma 2, ρ is separable over real. We claim that ρ can be written as a
sum of 4 real pure product states:
ρ =
3∑
i=0
|xi, yi〉〈xi, yi|. (55)
Since ρ is separable over real, there exists a real product vector |x1, y1〉 ∈
H ⊗ H such that ρ − |x1, y1〉〈x1, y1| is positive, G-invariant, and has rank 3,
which remains separable over R. By reducing the rank, Eq. (55) holds.
If |xi〉, i = 0, 1, 2, 3 are not affinely independent, then ρ is reducible. By
Lemma 10 and Theorem 9, it is S-separable. Here we assume that |xi〉, i =
0, 1, 2, 3 are affinely independent. Then there exists an invertible local operator
such that
(A⊗A)ρ(A⊗A)T =
2∑
i=0
|i〉〈i| ⊗ |y˜i〉〈y˜i|+ |x˜3〉〈x˜3| ⊗ |y˜3〉〈y˜3|, (56)
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where
x˜3 = (1, 1, 1)
T. (57)
Let
y˜0 =
a0a1
a2
 , y˜1 =
b0b1
b2
 , y˜2 =
c0c1
c2
 , y˜3 =
d0d1
d2
 . (58)
Let σ = (A⊗A)ρ(A⊗A)T. By the super symmetry of σ, we have
σ0102 = σ0201 = σ1200,
σ0211 = σ1201,
σ0122 = σ1202.
(59)
Specifically,
d0d2 = d0d1 = d
2
0,
d21 = d0d1,
d23 = d0d2.
(60)
If d0 = 0, by Eq. (60), we have d0 = d1 = d2, which contradicts with our
assumption that ρ has rank 4. If d0 6= 0, then by Eq. (60), we have d0 =
d1 = d2. Hence, |x3, y3〉〈x3, y3| is a completely symmetric state. Forward, ρ−
|x3, y3〉〈x3, y3| is a completely symmetric state of rank 3, which is S-separable
by Lemma 8. Therefor, ρ is S-separable.
Then a natural question arises whether ρ is separable for the rank 4 completely
symmetric state. By the Chen’s result in Ref.[25], ρ is separable if and only
if ρ contains a product vector in its range. We can answer this question if
we can check whether the range of a completely symmetric state contains a
completely symmetric product vector.
Suggested by Lemma 11, we now investigate the S-separability of rank
N + 1 completely symmetric states.
Theorem 12 Suppose ρ is a rank N+1 completely symmetric state supported
in the N⊗N(N > 3) space. If ρ is irreducible, then ρ is S-separable. Otherwise
ρ = σ+|x, x〉〈x, x|, where σ is a rank N state supported in the (N−1)⊗(N−1)
space.
Proof First, we discuss the case where ρ is irreducible. By Proposition 39 in
Ref. [26], ρ is a sum of N + 1 pure product states. By Lemma 2, there exists a
product vector |x1, y1〉 ∈ RN ⊗RN such that σ = ρ−|x1, y1〉〈x1, y1| is positive
and has rank N . If σ is supported in the N ⊗N space, then by Lemma 4, σ
is a sum of N real pure product states. Otherwise, σ must be supported in
the (N − 1)⊗ (N − 1) space. Applying Lemma 2 and Lemma 4 recursively, we
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conclude that ρ can be written as a sum of N + 1 real pure product states.
Suppose
ρ =
N∑
i=0
|xi〉〈xi| ⊗ |yi〉〈yi|, |xi〉, |yi〉 ∈ RN . (61)
Since ρ is irreducible, {|xi〉, i = 0, 1, . . . , N} is affinely independent. Forward,
there exists an invertible operator A such that A|xi〉 = |ei〉, i = 0, 1, . . . , N ,
where |ei〉 = |i〉, i = 0, 1, . . . , N − 1 and |eN 〉 is the vector whose entries are all
1’s. Hence, we assume that |xi〉 = |ei〉 and let
|yi〉 =
(
yi0 yi1 · · · yi,N−1
)T
, i = 0, 1, , . . . , N. (62)
By the super symmetry of ρ, we have
ρ0i0j = ρij00, i 6= j, i, j > 0. (63)
i.e.,
yN0yNj = y
2
N0,∀j > 0. (64)
If yN0 = 0, note that ρ0jii = ρij0i, we have y
2
Ni = yN0yNi for all i 6= j, i, j > 0.
Therefore, yNi = 0 for all i, which, however, contradicts with the assumption
that ρ has rank N + 1. If yN0 6= 0, by Eq. (64), yNi = yN0 for all i¿0. Hence,
|eN , yN 〉〈eN , yN | is completely symmetric. And
∑N
i=0|ei, yi〉〈ei, yi| is reducible,
by Lemma 10, |ei, yi〉〈ei, yi| is completely symmetric. Hence, ρ is S-separable
and is a sum of N + 1 supper symmetric pure product states.
If ρ is reducible, then ρ = σ+ |z, y〉〈z, y|, where R((1⊗Tr)σ) and {|z〉} are
linearly independent. Hence by Lemma 10, |z, y〉〈z, y| is completely symmetric.
Moreover, σ is supported in the (N − 1)⊗ (N − 1) space with rank N .
Note that in the above proof, for σ, the theorem can be applied recursively
when (N − 1) > 3. Therefore, we have the following corollary.
Corollary 3 Let ρ be a rank N + 1 completely symmetric state which is
supported on N ⊗ N(N > 3) space. Then ρ is either a sum of N + 1 sup-
per symmetric pure product states or ρ = σ +
∑N−4
i=0 |xi, xi〉〈xi, xi|, where
σ is a rank 4 completely symmetric state supported on the 3 ⊗ 3 space and
R(σ)⊥|xi〉, i = 0, 1, . . . , N − 4.
Specifically, ρ in the above corollary will be S-separable if ρ is separable ac-
cording to Theorem 9. We finish this section by summarizing the results on
Conjecture 1.
Theorem 13 Suppose ρ is a separable completely symmetric state supported
in the N ⊗N space. Then Conjecture 1 holds if either
1. N 6 2;
2. rank(ρ) 6 N + 1.
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We finish this section by proposing another interesting question: which kind
of quantum states can be transformed into the completely symmetric states
or even the S-separable states by the local invertible operator. We call these
states local-equivalently S-separable. Here we have some examples.
Example 1 Any rank N states supported in the N ⊗ N space can be trans-
formed into S-separable states by the local invertible operator.
Proof It was proved in Ref. [14] the state can be written as a sum of N pure
product states. Denoted by
ρ =
N−1∑
i=0
|xi, yi〉〈xi, yi|. (65)
Since ρ is supported in the N⊗N space, |xi〉 and |yi〉 are linearly independent,
respectively. Therefore, we can find invertible operators A,B ∈ CN such that
A|xi〉 = |i〉, i = 0, 1, . . . N − 1,
B|yi〉 = |i〉, i = 0, 1, . . . N − 1.
(66)
Therefore, (A⊗B)ρ(A⊗B)† is S-separable.
Example 2 Let ρ be a separable state in the N ⊗N system. And
ρ =
N∑
i=0
|xi, yi〉〈xi, yi|, (67)
where |xi〉 and |yi〉 are in general position, then ρ is local-equivalently S-
separable.
Proof Since |xi〉 are in general position, then |xi〉, i = 0, . . . , N − 1 are a basis
for CN . Moreover, there exists a local invertible operator A ∈ CN×N such that
(A⊗ 1)ρ(A⊗ 1)† =
N−1∑
i=0
|i, yi〉〈i, yi|+ |xN , yN 〉〈xN , yN |, (68)
where xN is the vector whose entries are all 1’s. Note that yi, i = 0, . . . , N −
1 are linearly independent, there exists an invertible operator B such that
B|yi〉 = |i〉, i = 0, 1, . . . , N − 1 and B|yN 〉 is the vector whose entries are all
non-zero, denoted by
|yN 〉 =
(
a0 a1 · · · aN−1
)T
. (69)
Let
C =

1
a0
0 · · · 0
0 1a2 · · · 0
...
...
. . .
...
0 0 · · · 1aN−1
 . (70)
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Then
C|yN 〉 = |xN 〉,
C|i〉 = 1
ai
|i〉, i = 0, 1, . . . , N − 1. (71)
Hence,
(A⊗ CB)ρ(A⊗ CB)†
=
N−1∑
i=0
1
|ai|2
|i, i〉〈i, i|+ |xN , xN 〉〈xN , xN |.
(72)
Therefore, ρ is local-equivalently S-separable.
4 Best completely symmetric approximation
In this section, we consider the problem whether a given completely symmetric
state is S-separable. We propose a numerical method to solve this problem.
Let G be the set of completely symmetric states with trace one. Let
S = conv{xxT ⊗ xxT, x ∈ H, ‖x‖ = 1}. (73)
If ρ is S-separable, then it must be contained in the set S.
Given any ρ ∈ G, we consider the following optimization problem:
min
σ
1
2
‖ρ− σ‖2
s.t. σ ∈ S.
(74)
Note that ρ ∈ S if and only if the optimal value of the above optimization
problem equals zero. Otherwise, we can find its closest S-separable state.
Since S is a compact convex set and the objective function of (74) is
a strictly convex quandratic function of σ, the optimization problem has a
unique minimizer ρ∗, which is essentially the projection of ρ to S.
Denoted by
ρ∗ = ProjS(ρ). (75)
We have the following properties [27]:
Lemma 14 Suppose ρ is completely symmetric and ρ∗ ∈ S. Then the follow-
ing statements are equivalent:
1. ρ∗ = ProjS(ρ);
2. 〈ρ− ρ∗, σ − ρ∗〉 6 0, ∀σ ∈ S;
3. The following inequality holds:
〈ρ− ρ∗, xxT ⊗ xxT − ρ∗〉 6 0, (76)
for all x ∈ RN , ‖x‖ = 1.
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Proof First we prove (1)⇒ (2).
Let δ(λ) = (1− λ)ρ∗ + λσ for σ ∈ S and λ ∈ [0, 1]. Then δ(λ) ∈ S.
Define m(λ) = ‖ρ− δ(λ)‖2F , then
g(λ) = ‖(1− λ)(ρ− ρ∗) + λ(ρ− σ)‖2F
= (1− λ)2 ‖ρ− ρ∗‖2F + λ2 ‖ρ− σ‖2F
+ 2λ(1− λ)〈ρ− ρ∗, ρ− σ〉,
(77)
which is quadratic and
m′+(0) = −2〈ρ− ρ∗, σ − ρ∗〉. (78)
Since ρ∗ is the global minimizer of ‖ρ− σ‖, m′+(0) must be positive, i.e,
〈ρ− ρ∗, σ − ρ∗〉 6 0, ∀σ ∈ S. (79)
Next, we prove (2)⇒(1).
Assume (2) holds, then
‖ρ− σ‖2F = ‖ρ− ρ∗ + (ρ∗ − σ)‖2F
= ‖ρ− ρ∗‖2F + ‖ρ∗ − σ‖2F
− 2〈ρ− ρ∗, σ − ρ∗〉
> ‖ρ− ρ∗‖2F + ‖ρ∗ − σ‖2F
> ‖ρ− ρ∗‖2F ,
(80)
which implies that ρ∗ = ProjS(ρ).
Since any σ ∈ S can be represented as a convex combination of xxT ⊗
xxT, x ∈ RN , denoted by σ = ∑i λixixTi ⊗ xixTi , we have
〈ρ− ρ∗, σ − ρ∗〉 =
∑
i
λi〈ρ− ρ∗, xixTi ⊗ xixTi − ρ∗〉. (81)
Therefore, (2) and (3) are equivalent as well.
Recall the density approximation algorithm in Ref. [19]. The algorithm is
an adaption of a general algorithm in convex programming called the Frank-
Wolfe method. By the similar idea, we propose an algorithm that can be used
to find the closest S-separable states.
Let ρ0 be a candidate for approximating ρ∗. If Eq. (76) satisfies, then ρ0
is the closest S-separable state of ρ, i.e., the solution of optimization prob-
lem (74). Otherwise, σ − ρ0 forms a feasible descent direction provided σ
violates Eq. (76). Hence, the key point is to check whether 〈ρ − ρ∗, σ − ρ∗〉
is greater than 0. This can be solved by finding the solution of the following
optimization problem
max
σ
〈ρ− ρ0, σ − ρ0〉
s.t. σ ∈ S,
(82)
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which is equivalent to
max
x
〈x, x|η|x, x〉
s.t. ‖x‖ = 1, x ∈ RN ,
(83)
where η = ρ− ρ0.
In the next section, we propose an algorithm to solve this sub-optimization
problem (83).
Let
f(x) =
1
4
〈x, x|η|x, x〉. (84)
Denote by x0 the global maximizer of (83). If 4f(x0) > 〈η, ρ0〉, then
σ(x0) − ρ0 is a decent direction. We can replace the candidate ρ0 with ρ0 +
α(σ(x0) − ρ0). Here α is chosen such that the objective function in (74) has
the minimum value, which is
α =
〈ρ− ρ0, σ(x0)− ρ0〉
‖σ(x0)− ρ0‖F
. (85)
If 4f(x0) 6 〈η, ρ0〉, then we can conclude that ρ0 is the solution of the opti-
mization problem (74).
The algorithm for solving the optimization problem (74) is described as
follows [20]:
ALGORITHM 1: Frank-Wolfe method for solving (74)
Input: ρ: completely symmetric state, ε1: tolerance for terminating algorithm.
Output: ρ∗: Closest S-separable state of ρ.
1: Choosing initial candidate ρ0
2: err ← +∞
3: k = 0
4: while err > ε1 do
5: k ← k + 1
6: η ← ρ− ρk
7: Obtain xk+1 by solving optimization problem (83)
8: err ← ‖ρk − ρk−1‖
9: if 4f(xk+1) 6 〈η, ρk〉 then
10: return ρk
11: else
12: αk+1 ← 〈ρ− ρk, σ(xk+1)− ρk〉/‖σ(xk+1)− ρk‖F
13: ρk+1 ← ρk + αk+1(σ(xk)− ρk)
//σ(x) = xxT ⊗ xxT
14: end if
15: end while
16: ρ∗ ← ρk
According to the convergence theorem in Ref. [28], the sequence of iterative
points generated by Algorithm 1 converges to ProjS(ρ) globally. We have the
following theorem.
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Theorem 15 The sequence ρk generated by Algorithm 1 converges to the op-
timal solution ρ∗ of (74).
Among the above algorithm, the most important subroutine per iteration
is to find a global optimizer of the optimization problem (83). In the following
section, we suggest a numerical method to solve this problem.
5 algorithm for solving optimization problem (83)
Before proposing our algorithm, we give the KKT conditions for the optimiza-
tion problem (83). We begin this section with computing the gradient and
Hessian matrix of f(x), where f(x) = 14 〈x, x|η|x, x〉 is given in Eq. (84).
Let ∇f(x) denote the gradient vector and ∇2f(x) the Hessian matrix at
the point x.
We have
∇f(x) = Bxx,
∇2f(x) = 3Bx,
(86)
where
Bx =
 x
Tη00x · · · xTη0,N−1x
...
. . .
...
xTηN−1,0x · · · xTηN−1,N−1x
 , (87)
according to the block representation of η as in Eq. (7) and (8). By the sym-
metry of η,
yT∇2f(x)y = xT∇2f(y)x. (88)
Let
L(x, λ) = f(x)− λx
Tx− 1
2
(89)
be the Lagrange function. We have
∇xL(x, λ) = ∇f(x)− λx = Bxx− λx,
∇2xxL(x, λ) = ∇2f(x)− λ1 = 3Bx − λ1.
(90)
Furthermore, we have the following KKT conditions.
Lemma 16 (First-Order KKT condition [29]) If x∗ is a local optimizer
of Eq. 83, then there exists a λ∗ ∈ R such that the following KKT conditions
hold
∇f (x∗)− λ∗x∗ = 0,
x∗Tx∗ − 1 = 0.
(91)
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Note that Eq. (91) can be written explicitly as
Bx∗x∗ = λ∗x∗,
xT∗x∗ = 1.
(92)
It follows from Eq. (92) that
λ∗ = xT∗Bx∗x∗ = 4f(x∗), (93)
which guarantees the uniqueness of the associated Lagrange multiplier.
Lemma 17 (Second-Order Necessary Conditions[29]) If x∗ is a local
optimizer of Eq. (83) and λ∗ is the associated Lagrange multiplier, then the
second order optimality condition holds
dT∇2xxL(x∗, λ∗)d 6 0, ∀dTx∗ = 0. (94)
That is
dT∇2f(x∗)d 6 λ∗,∀dTx∗ = 0, ‖d‖ = 1. (95)
Sufficient condition is the condition on f(x) that ensures x∗ is a local
maximum to the problem Eq. (83). It differs in that the inequality in Eq. (95)
is replaced by a strict inequality.
Lemma 18 (Second-Order Sufficient Condition [29]) Suppose (x∗, λ∗) sat-
isfy the first order KKT condition Eq. (92). Suppose also that
dT∇2f(x∗)d < λ∗,∀dTx∗ = 0, ‖d‖ = 1. (96)
Then x∗ is a local maximizer of the optimization problem.
Followed by the second-order sufficient condition, we have the following
inequality.
Lemma 19 Suppose x∗ is a local maximum of Eq. (83), which satisfies the
second-order sufficient KKT condition. Then there exists a positive constant
a1 such that ∣∣(x− x∗)T(λ1−∇2f(x∗))(x− x∗)∣∣ > a1 ‖x− x∗‖2 , (97)
for all x 6= ±x∗, ‖x‖ = 1.
Proof Let
F = {d : 〈d, x∗〉 = 0, ‖d‖ = 1}. (98)
Then F is a compact set, which implies that dT∇2f(x∗)d can obtain its max-
imum over F , namely p. By Eq. (96), we have
λ∗ − dT∇2f(x∗)d > λ∗ − p > 0,∀d ∈ F . (99)
Let a = λ∗ − p, then
λ∗ − dT∇2f(x∗)d > a, ∀d ∈ F . (100)
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On the other hand, by Eq. (93) we have,
λ∗ − xT∗∇2f(x∗)x∗ = λ∗ − 3λ∗
= −2λ∗
= −8f(x∗).
(101)
Since x∗ is an eigenvector of ∇2f(x∗), therefore,
|λ∗ − dT∇2f(x∗)d| > min{a, 2f(x∗)},∀ ‖d‖ = 1. (102)
Our proof completes by replacing d with (x−x∗)/ ‖x− x∗‖ for the case f(x∗) 6=
0.
If f(x∗) = 0, let
x = cos(θ)x∗ + sin(θ)x⊥, x⊥ ∈ F , θ ∈ [0, 2pi]. (103)
By calculation, we have
|sin(θ)| =
√
‖x− x∗‖2 − ‖x− x∗‖
4
4
. (104)
For simplicity, we place the proof of the above equality to the Appendix A.
Note that xT∗∇2f(x∗)x⊥ = 0 and λ∗ = 0, hence
|x− x∗T(λ∗1−∇2f(x∗))(x− x∗)| = sin(θ)2|xT⊥∇2f(x∗)x⊥|
>a ‖x− x∗‖2 (1− ‖x− x∗‖
2
4
).
(105)
And ‖x− x∗‖ < 2, hence we can choose an a1 > 0 such that Eq. (97) satisfied.
The above lemma are used in the analysis of the convergence for the Al-
gorithm 3. Furthermore, we investigate the properties of the Hessian matrix
∇2f(x). We show that this Hessian matrix of f(x) is bounded.
Lemma 20 Let ∇2f(x) be the Hessian matrix of f at point x, then for any
unit vector x, ∥∥∇2f(x)∥∥
2
6 3 ‖η‖2 . (106)
Proof By the definition of l2-norm, we have∥∥∇2f(x)∥∥
2
= max
‖y‖=1
yT(∇2f(x))y. (107)
And
yT∇2f(x)y = 3yTBxy
= 3(x⊗ y)TA(x⊗ y)
6 3 ‖η‖2 ‖x‖2 ‖y‖2 .
(108)
Therefore, Eq. (106) holds.
24 Qian Lilong, Chu Delin
Moreover, the Hessian matrix ∇2f(x) is proved to be Lipschitz in the following
lemma.
Lemma 21 The Hessian matrix ∇2f(x) is Lipschitz continuous.
Proof Let x, y be any two unit vectors, then∥∥∇2f(x)−∇2f(y)∥∥
2
= max
‖z‖=1
(zT∇2f(x)z − zT∇2f(y)z). (109)
By the symmetry of η as in Eq. (88),∥∥∇2f(x)−∇2f(y)∥∥
2
= max
‖z‖=1
(xT∇2f(z)x− yT∇2f(z)y)
= (x− y)T∇2f(z)(x+ y)
6
∥∥∇2f(z)∥∥
2
‖x− y‖ ‖x+ y‖
6 2
∥∥∇2f(z)∥∥
2
‖x− y‖ .
(110)
Therefore, by Eq. (106),∥∥∇2f(x)−∇2f(y)∥∥
2
6 6 ‖η‖2 ‖x− y‖ . (111)
Lemma 22 Suppose x∗ is a local maximizer of Eq. (83). Then for any unit
vector x, there exists a positive constant a2 such that |f(x∗)−f(x)| 6 a2 ‖x− x∗‖2.
Proof Let λ∗ be the associated Lagrange multiplier which satisfies Eq. (92).
By the Taylor expansion of L(x, λ) at point (x∗, λ∗), we have
f(x) = f(x∗) +
1
2
(x− x∗)T(∇2f(ξ)− λ∗1)(x− x∗), (112)
where ξ = tx+ (1− t)x∗, 0 < t < 1. Hence,
|f(x∗)− f(x)| 6 1
2
∥∥∇2f(ξ)− λ∗1∥∥2 ‖x− x∗‖2
6 1
2
(
∥∥∇2f(ξ)∥∥
2
+ |λ∗|) ‖x− x∗‖2 .
(113)
Since |λ∗| 6 ‖η‖2, we have
|f(x∗)− f(x)| 6 a2 ‖x− x∗‖2 , (114)
where a2 6 12 (3 ‖η‖2 + λ∗) 6 2 ‖η‖2.
In the following subsections, we suggest the method for solving the opti-
mization problem Eq. (83). We begin with the simplest case where N = 2,
where the exact solution can be deduced by finding the roots of a fourth order
polynomial [30].
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5.1 Direct method for N = 2
Suppose we have two vector x, y, let
v(t1, t2) =
t1x+ t2y
‖t1x+ t2y‖ , t1, t2 ∈ R, (115)
We want to find the maximal value of f(v(t1, t2)).
For simplicity, assume x, y are unit vectors.
If t1 6= 0, we can assume that t1 = 1, and t2 = t, let
g(t) = f(v(1, t)),
=
1
4(1 + 2bt+ t2)2
(x+ ty)
T
B(x+ty) · (x+ ty),
=
1
(1 + 2bt+ t2)2
(
p4t
4 + p3t
3 + p2t
2 + p1t+ p0
)
,
=
P (t)
(1 + 2bt+ t2)2
,
(116)
where
p0 = f(x),
p1 = x
TBx y,
p2 =
3
2
xTBy x,
p3 = x
TBy y,
p4 = f(y),
P (t) = p4t
4 + p3t
3 + p2t
2 + p1t+ p0.
Note that g(0) = f(x) and g(∞) = f(y). The maximal value exists where
g′(t) = 0:
P ′(t)(1 + 2bt+ t2)− 4P (t)(b+ t)
(1 + 2bt+ t2)3
= 0. (117)
which is equivalent to
p1 − 4p0b+ (2p1 − 2p1b− 4p0)t
+ (3p3 + 4p1b− 3p1 − 4p2b)t2
+ (2p1 − 4p2 + 2p3b+ 4p4)t3 + (4p4b− p3)t4
= 0
or t =∞.
(118)
Compare the values of g(t) at these real solutions ti of Eq. (118). Suppose g(t∗)
has the maximal value and v∗ = v(1, t∗), then v∗‖v∗‖ is the maximal solution
over the subspace {x, y}.
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5.2 Power Method
In this subsection, we will introduce the power method utilized for solving the
optimization problem (83). In order to make the algorithm converge, we make
a translation to the objective function.
Let
h(x) = f(x) +
α
2
((xTx)− 1), (119)
where α0 is an undetermined positive constant.
Then
∇h(x) = ∇f(x) + αx,
∇2h(x) = ∇2f(x) + α1. (120)
Since
∥∥∇2h(x)∥∥
2
is bounded, ∇2h(x) is positive for any x when α is large
enough. If ∇2h(x) is positive, then the iterations generated by the following
algorithm will be monotonically increasing
ALGORITHM 2: Power Method for optimization problem (83)
Input: η: completely symmetric matrix, ρ − ρk in k-th step in Algorithm 1; ε2: tolerance
for terminate algorithm
Output: (x∗, f(x∗)): maximizer and maximal value of f over unit sphere
1: Choosing initial candidate x0
2: Choosing α such that 3Bx + α1 > 0 for all x //One possible choice is 3 ‖η‖2, See
Eq. (87) for Bx
3: err ← +∞
4: k = 0
5: while err > ε2 do
6: k ← k + 1
7: d ← Bxkxk + αxk
8: xk+1 ← d/ ‖d‖2
9: err ← ‖xk − xk+1‖
10: end while
11: x∗ ← xk
12: f(x∗)← 〈xk, xk|η|xk, xk〉/4
5.3 SQP algorithm
In this subsection, we introduce a locally quadratically convergent algorithm
for solving the optimization problem (83).
Consider the Lagrangian function
L(x, λ) = f(x)− λx
Tx− 1
2
. (121)
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At a current iteration xk, a basic sequential quadratic programming algorithm
defines an appropriate search direction pk as a solution to the quadratic pro-
gramming subproblem:
max
p
f(xk) +∇f(xk)Tp+ 1
2
pT∇2xxL(xk, λk)p
s.t. xTkp = 0.
(122)
The first order KKT condition of the equality-constrained problem Eq. (83)
can be written as a system of N + 1 equations:
F (x, λ) =
(∇f(x)− λx
xTx− 1
)
= 0. (123)
The SQP step (122) is equivalent to Newton’s method applied to the above
nonlinear system.
If xk is the current iteration, which we assume that x
Tx = 1, and λk is the
current approximation to the multiplier associated with the xk.
The Newton step from the recent iteration is expressed by(
xNT
λNT
)
=
(
xk
λk
)
+
(
pk
∆λk
)
, (124)
where pk and pλ are obtained by solving the linear system
F ′(xk, λk)
(
pk
∆λk
)
= −
(∇f(xk)− λkxk
0
)
. (125)
Here F ′(xk, λk) is the Hessian matrix of L(x, λ) at point (xk, λk):
F ′(xk, λk) =
(∇2xxL(xk, λk) −xk
−xTk 0
)
=
(∇2f(xk)− λk1 −xk
−xTk 0
)
.
(126)
Let
xSQP =
xNT
‖xNT‖ . (127)
To obtain an estimate for the multiplier, instead of using Eq. (124) directly,
we minimize the norm of the residual of ∇f(xSQP)− λxSQP, this gives
λk+1 = ∇f(xSQP)TxSQP. (128)
However, this SQP method may not converge when x0 is far away from
the local maximizer x∗.
To enforce the global convergence, at each step we can add a line search
over the space spanned by xPM and xSQP, where xPM is the new step generated
by the power method introduced in the above subsection. Here we show the
our algorithm.
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ALGORITHM 3: SQP method for optimization problem (83)
Input: η: completely symmetric matrix, ρ − ρk in k-th step in Algorithm 1; ε3: tolerance
for terminate algorithm.
Output: (x∗, f(x∗)): maximizer and maximal value of f over unit sphere.
1: Choosing initial candidate x0
2: err ← +∞
3: k = 0
4: while err > ε3 do
5: k ← k + 1
6: ∇2f(xk)← 3Bxk
7: ∇f(xk)← ∇2f(xk)xk/3
8: λk ← ∇f(xk)Txk
9: Compute xNT by Eq. (125)
10: xSQP ← xNT/ ‖xNT‖ //The SQP step
11: xPM ← (∇f(xk) + αxk)/ ‖∇f(xk) + αxk‖
//Power method step, see Algorithm 2 for choosing α
12: xk+1 ← maximizer of f(x) over the two dimensional subspace {x : x ∈
span{xSQP, xPM}, ‖x‖ = 1} //See Sec. 5.1 for detail
13: err ← ‖xk − xk+1‖
14: end while
15: x∗ ← xk
16: f(x∗)← 〈xk, xk|η|xk, xk〉/4
6 Convergence Analysis
In this section, we investigate the convergence behaviour of Algorithm 3. We
prove that this algorithm converges globally and locally quadratically. It is
convenient to assume that f(x) is not a constant during our analysis.
Lemma 23 If x is a maximizer of f over the unit sphere, then ∇h(x) 6= 0
and x = ∇h(x)/ ‖∇h(x)‖.
Proof If x is a maximizer of f , then by the convexity of f on the unit ball, we
have
f(w)− f(x) = h(w)− h(x)
> ∇h(x)T(w − x), ∀ ‖w‖ = 1. (129)
If ∇h(x) = 0, x is a minimizer of f over unit sphere. Hence, f must be a
constant over unit sphere, which contradicts with our assumption. Therefore,
∇h(x) 6= 0.
If we choose w = ∇h(x)/ ‖∇h(x)‖ in Eq. (129), then
f(w)− f(x) > ‖∇h(x)‖ (1− wTx). (130)
If x 6= ∇h(x)/ ‖∇h(x)‖, then
1− wTx > 0. (131)
Therefore, we have f(w) > f(x), which contradicts to that x is a maximizer.
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Note that h(x) can be replaced by f(x) if f(x) 6= 0 in the above lemma.
Lemma 24 Let xk+1 = ∇h(xk)/ ‖∇h(xk)‖, then f(xk+1) > f(xk). Moreover
if xk is not a KKT point, i.e. xk ∝ ∇f(xk), then f(xk+1) > f(xk).
Proof By Taylor expansion,
f(x) =f(xk) +∇h(xk)T(x− xk) + 1
2
(x− xk)T∇2h(ξ)(x− xk), (132)
where ξ = tx+ (1− t)xk, 0 6 t 6 1. By the positivity of ∇2h, we have
f(xk+1) > f(xk) +∇h(xk)T(xk+1 − xk)
= f(xk) + ‖∇h(xk)‖ (1− xTk+1xk)
> f(xk) +
1
2
‖∇h(xk)‖ ‖xk − xk+1‖2
> f(xk).
(133)
Note that if xk is not proportional to xk+1, then ‖∇f(xk)‖ and ‖xk − xk+1‖
are both positive, which follows f(xk+1) > f(xk).
This lemma shows that the gradient direction ∇h(x) always increase the value
of function f unless it is a local maximizer. Note that in Algorithm 3, we add
a line search at each step, the new iteration will have larger function value
compared with the power method.
Lemma 25 The iterations {f(xk)} generated by Algorithm 3 is monotone
increasing.
Consider the case where the algorithm terminates after finite steps. At that
moment, ∇f(xk) = ±‖∇f(xk)‖xk. This is a KKT point for the optimization
problem (83). This only implies xk is a critical point which could be either
a local maximizer or minimizer. However, due to the round error during the
numerical computation, xk+1 = ±xk can almost never be obtained after finite
steps. Hence, hereafter in this paper, this special case is not considered.
Note that f(x) is bounded over the unit sphere, f(xk) will converge to a
real value λ∗. The following theorem shows that f(xk) converges to a local
maximal value and xk approximates a KKT point.
Theorem 26 Suppose {xk} is generated by Algorithm 3. Then the sequence
{f(xk)} converges. Moreover, {xk, λk} will approximates a KKT point of op-
timization problem (83), where λk = x
T
k∇f(xk).
Proof By Lamma 25, f(xk) is monotone increasing. Since f(x) is bounded
over the unit sphere, 4f(xk) converges to a limit point, namely λ∗. It follows
that
lim
k→∞
f(xk+1)− f(xk) = 0. (134)
By Eq. 133,
f(xk+1) > f(xk) +
1
2
‖∇h(xk)‖ ‖xk+1 − xk‖ . (135)
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Therefore,
lim
k→∞
‖∇h(xk)‖ ‖xk+1 − xk‖ = 0. (136)
We claim that
lim
k→∞
‖∇h(xk)‖ > 0. (137)
Suppose otherwise lim
k→∞
‖h(xk)‖ = 0, then there exists a subsequence {xkl}
such that
lim
l→∞
‖∇h(xkl)‖ = 0. (138)
Now that {xkl} is a bounded sequence, it again contains a convergent subse-
quence {xklp} such that
lim
p→∞xklp = x∗. (139)
Hence,
lim
p→∞
∥∥∥∇h(xklp )∥∥∥ = ‖∇h(x∗)‖ = 0. (140)
Since f(x∗) is a maximizer among {xk}, Eq. 140 contradicts with Eq. (23).
Therefore, Eq. (137) holds. By Eq. 135, we have
lim
k→∞
xk+1 − xk = 0. (141)
Let pk+1 = ∇h(xk)/ ‖∇h(xk)‖. Similarly, by Eq. (133), we have
lim
k→∞
pk+1 − xk = 0. (142)
Let k = pk+1 − xk, we have
‖∇h(xk)‖ = ∇h(xk)T(xk + k)
= ∇h(xk)Txk +∇h(xk)Tk.
(143)
Therefore,
lim
k→∞
‖∇h(xk)‖ = lim
k→∞
∇h(xk)Txk
= lim
k→∞
(4f(xk) + α)
= λ∗ + α.
(144)
Let λk = ∇f(xk)Txk, then
lim
k→∞
∇f(xk)− λkxk = lim
k→∞
‖∇h(xk)‖xk − (∇f(xk)Txk + α)xk
= lim
k→∞
‖∇h(xk)‖ (xk + k)− (4f(xk) + α)xk
= lim
k→∞
(‖∇h(xk)‖ − λ∗ − α)xk
= 0.
(145)
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Note that Theorem 26 shows that the sequence {λk} produced by Algo-
rithm 3 converges to a local maximum of f , but {xk, λk} only approximates a
KKT point of the optimization problem, which means {xk} may be not con-
vergent. Furthermore, we show it converges if there are only finite many KKT
points.
Theorem 27 Let {xk} be the sequence produced by Algorithm 3. If there are
only finite many KKT points for the optimization problem (83), then {xk}
converges.
Proof By Theorem 26, any accumulation point {xk} must be a KKT point for
the problem (83). Suppose there exist only finite many accumulates of {xk},
namely x¯t, t = 1, 2, . . . , T .
Let
d =
1
3
min
16t1<t26T
‖x¯t1 − x¯t2‖ ,
and
Bt = {x : ‖x− x¯t‖ < d, t = 1, 2, . . . , T}.
Then
‖x− y‖ > d, if x ∈ Bt1 , y ∈ Bt2 , t1 6= t2. (146)
Note that there are only finite many xk such that xk 6∈ ∪Tt=1Bt, which means
there exists a number K1 > 0 such that
xk ∈
T⋃
t=1
Bt, ∀k > K1. (147)
Since {xk} is bounded, there exist a subsequence xkl such that it converges to
an accumulation point, namely x¯1. Hence, there exists a number K2 > 0 such
that
xkl ∈ B1, ∀l > K2. (148)
By Eq. (141), there exists a number K3 > 0 such that
‖xk+1 − xk‖ < d, ∀k > K3. (149)
Let K = max{K1, kK2 ,K3}. For any k > K, by Eq. (148), there exists a
kl > K such that xkl ∈ B1. We claim that xkl−n ∈ B1 for any kl − n > K.
By Eqs. (146), (147), and (149), we have xkl−1 ∈ if kl − 1 > K. Further,
by the mathematical induction, xkl−n ∈ B1 for any kl − n > K. If choose
n = kl − k, then we have
xk ∈ B1, ∀k > K. (150)
It follows that x¯1 is the only one accumulation point of {xk} and thus it
converges.
Note that any KKT point x¯ is also an eigenvector of Bx¯. Therefore, the fol-
lowing condition can guarantee that there are only finite many accumulation
points of {xk}.
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Corollary 4 If the eigenvalues of Bx are simple for any x, then {xk} gener-
ated by Algorithm 3 converges.
We have proved the global convergence of {xk} produced by Algorithm 3.
Next, we finish this section by proving the locally quadratic convergence.
Theorem 28 Let x∗ be a local maximizer of the optimization problem (83)
at which the second order sufficient conditions are satisfied. Then Algorithm 3
converges quadratically near x∗.
Proof By the standard convergence theorem for Newton’s method applied to
a smooth system of equations, there exists an ε > 0, and a q > 0 such that for
‖xk − x∗‖+ |λk − λ∗| 6 ε,
‖xNT − x∗‖+ |λNT − λ∗| 6 q(‖xk − x∗‖2 + |λk − λ∗|2). (151)
On the other hand by Lemma 22,
|f(x∗)− f(x)| < a2 ‖x− x∗‖2 . (152)
Note that λk = ∇f (xk)Txk, then
|λk − λ∗| = |xTkB(xk)xk − xT∗B(x∗)x∗|
= 4|f(x∗)− f(xk)|
6 4a2 ‖x∗ − xk‖2
(153)
Hence, Eq. (151) holds if
‖xk − x∗‖+ 4a2 ‖x− x∗‖2 6 ε. (154)
Assume ε < 1, then ‖xk − x∗‖ < 1. Forward, Eq. 151 satisfies if
‖xk − x∗‖ 6 ε
1 + 4a2
.
Moreover, by Eq. (151) can be reformulated as
‖xNT − x∗‖ 6(q + a
2
2
(1 + 4a2)
2 ε) ‖xk − x∗‖2
6r ‖xk − x∗‖2 ,
(155)
where r = q +
a22
(1+4a2)2
ε.
We thus can get rid of λk in our analysis. Consider the Lagrange function
L(x, λ) = f(x)− λ2 (xTx− 1), we have
f(x) = f(x∗) +
1
2
(x− x∗)T(∇2f(ξ)− λ∗1)(x− x∗), (156)
where ξ = tx+ (1− t)x∗, 0 < t < 1.
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By Lemma 19, we have
|f(x∗)− f(x)| = 1
2
∣∣(x− x∗)T(∇2f(ξ)− λ∗1)(x− x∗)∣∣
> a1
2
‖x− x∗‖2 − 1
2
∣∣(x− x∗)T(∇2f(x∗)−∇2f(ξ))(x− x∗)∣∣
> 1
2
‖x− x∗‖2 (a1 −
∥∥∇2f(x∗)−∇2f(ξ)∥∥2).
(157)
By the Lipschitz condition (111),
|f(x∗)− f(x)| > 1
2
(a1 − 6 ‖η‖2 ‖x− ξ‖) ‖x− x∗‖2
=
1
2
(a1 − 6(1− t) ‖η‖2 ‖x− x∗‖) ‖x− x∗‖2
> 1
2
(a1 − 6 ‖η‖2 ‖x− x∗‖) ‖x− x∗‖2 .
(158)
When x is close to x∗, say ‖x− x∗‖ < 112‖η‖2 ,
|f(x∗)− f(x)| > a1
4
‖x− x∗‖2 . (159)
We can further assume that f(x∗) > f(x) when x is close to x∗. Hence,
f(x∗)− f(x) > a1
4
‖x− x∗‖2 . (160)
By Eq. 127
xSQP =
xNT
‖xNT‖ . (161)
Note that in Eq. 122, pTkxk = 0, then ‖xNT‖ = ‖xk + pk‖ > 1. Therefore,
‖xSQP − x∗‖ 6 ‖xNT − x∗‖ . (162)
For simplicity, the inequality Eq. (162) is illustrated in appendix B.
Note that f(xk+1) > f(xSQP), by Eq. 160 we have
a1
4
‖xk+1 − x∗‖2 6 f(x∗)− f(xk+1)
6 f(x∗)− f(xSQP)
6 a2 ‖xSQP − x∗‖2
6 a2r2 ‖xk − x∗‖2 .
(163)
Forward,, we have
‖xk+1 − x∗‖ 6 2r
√
a2
a1
‖xk − x∗‖2 . (164)
Therefore, xk converges quadratically near x∗.
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7 Numerical examples
In this section, we implement some numerical experiments. We use Algo-
rithm 3 to solve the sub-problem (83) per iteration in Algorithm 1 and compare
the convergence behaviour on the following examples:
Example 3 The completely symmetric state η generated by
η =
L−1∑
i=0
pi|xi, xi〉〈xi, xi|, (165)
where L > N , pi > 0, and xi ∈ RN , ‖xi‖ = 1, i = 0, 1, . . . , L. And L is chosen
to be 4N in the numerical experiments.
Example 4 The completely symmetric matrix, which may not be positive, de-
fined by
η =
L−1∑
i=0
pi|xi, xi〉〈xi, xi|, (166)
where L > N , pi ∈ [−1, 1], and xi ∈ RN , ‖xi‖ = 1, i = 0, 1, . . . L. And L is
chosen to be 4N in the numerical experiments.
Example 5 The completely symmetric matrix η defined by
η =
N−1∑
i,j,k,l=0
ηijkl|i, k〉〈j, l|, (167)
where
ηijkl =
1
4N3
(i+ j + k + l), 0 6 i, j, k, l 6 N − 1. (168)
Example 6 The completely symmetric matrix η defined by
η =
N−1∑
i,j,k,l=0
ηijkl|i, k〉〈j, l|, (169)
where
ηijkl =
1
N2
sin(
i+ j + k + l
4N
), 0 6 i, j, k, l 6 N − 1. (170)
We test these examples for N = 4, 8, . . . , 512, where N is the dimension of
x. The examples are tested on the computer with 12-core CPU 2.40GHz and
they are implemented on the MATLAB version 9.4.0.813654 (R2018a).
Some parameters of Algorithm 3 are set as follows:
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Variables Value Meaning
3 10−12 Tolerance for termina-
tion
Nmax 500 Maximal iteration num-
ber
x0 rand(N,1) Initial vector
Table 1: Parameters in algorithms 3
The following figures show the global and local convergence of Algorithm 3.
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iteration(k)
10-15
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10-5
100
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N=8
N=16
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N=64
N=128
N=256
N=512
(a) Convergence of xk (b) Monotone increasing of 〈xk, xk|η|xk, xk〉
Fig. 1: Convergence behaviour of Alg. 3 for Example 3
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Fig. 2: Convergence behaviour of Alg. 3 for Example 4
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Fig. 3: Convergence behaviour of Alg. 3 for Example 5
1 2 3 4 5 6 7
iteration(k)
10-15
10-10
10-5
100
N=4
N=8
N=16
N=32
N=64
N=128
N=256
N=512
(a) Convergence of xk
1 2 3 4 5 6 7
iteration(k)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
N=4
N=8
N=16
N=32
N=64
N=128
N=256
N=512
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Fig. 4: Convergence behaviour of Alg. 3 for Example 6
From these figures, we can see that the Algorithm 3 converges globally
and locally quadratically. And the iteration number of Algorithm 3 will not
increase with the dimension of matrix η. Besides, 〈xk, xk|η|xk, xk〉 is mono-
tonically increasing, which converges to a local maximum of the optimization
problem (83). In practice, in order to save the memory when the matrix size
is very large, we don not generate η. For Example 3 and 4, only λi, xi is saved.
Then the gradient vector and Hessian matrix can be calculated directly by
these gradients. For Example 5 and 6, we have explicit formula to calculate
the gradient vector and Hessian matrix. One problem in this algorithm is that
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we cannot guarantee that the local maximum found is the global maximum.
It requires further research to propose a global optimization algorithm.
We also test Algorithm 1 by choosing ρ as η as in Example 3,4,5, and
6. Note that, in Example 3, the closest S-separable state of ρ is ρ itself, the
distance ‖ρ− ProjS(ρ)‖F is thus 0. For Example 4,5, abd 6, the distance
‖ρ− ProjS(ρ)‖F is not 0, which implies that these states are not S-separable.
We compare the different results for N = 4, 8, 16, . . . , 512.
Some parameters for Algorithm 1 are set as follows:
Variables Value Meaning
1 10−12 Tolerance in Alg. 1
3 10−12 Tolerance in Alg. 3.
Nmax 1000 Maximal iteration num-
ber in Alg. 1
N˜max 500 Maximal iteration num-
ber in Alg. 3
x0 rand(N,1) Initial vector in Alg. 3
ρ0 zeros(N*N) Initial candidate in
Alg. 1
Table 2: Parameters in Algorithm 1
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Fig. 5: ‖ρ− ρk‖F in Example 3
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Fig. 6: ‖ρ− ρk‖F in Example 4
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Fig. 7: ‖ρ− ρk‖F in Example 5
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Fig. 8: ‖ρ− ρk‖F in Example 6
8 Improvement of the Algorithm 1
In fact, we can accelerate the convergence by solving the following quadratic
programming
max
λi
∥∥∥∥ρ− k−1∑
i=0
λi|xi, xi〉〈xi, xi|
∥∥∥∥
F
s.t. λi > 0, i = 0, 1, . . . , k − 1,
(171)
at k-th step to update the coefficient of ρk, which is closer to ρ.
Note that the Algorithm 1 may not continue if a small local maximum of
〈x, x|ρ− ρk|x, x〉 on the unit sphere is found such that
〈ρ− ρk, |x, x〉〈x, x| − ρk〉 < 0. (172)
Therefore, global optimization algorithm is need to guarantee the convergence
of Algorithm 1. For example, the multi-start strategy can be used to have
better results then just using Algorithm 3.
In order to be specific, we consider in this paper mostly the real matrices,
however, our algorithm can be easily generalized to real case. It turns out that
the states in complex case is the bosonic states, that is the states in the system
of indistinguishable particles [31]. For a bosonic state ρ, it is separable if and
only it can be written as
ρ =
∑
i
λi|xi, xi〉〈xi, xi| (173)
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where |xi〉 ∈ CN . Algorithm 1 can be generalized to the complex case only
if we modify the transposition of real operators to Hermitian conjugation of
complex operators. Algorithm 3 can also be generalized to the complex case,
that it find the maximum value of
〈xi, xi|σ|xi, xi〉, (174)
with σ being a matrices in the indistinguishable system. We can utilize the
Wirtinger calculus [32] to compute the gradient vectors and Hessian matrices.
The Algorithm 3 thus can be modified accordingly.
It should also be noted that our algorithm can be extended easily to mul-
tipartite case, where we need only calculate the gradient vector and Hessian
maxtrix and modify the Algorithm 3 and 1 respectively. In order to be concise,
we omit describing the implementation details here.
9 Conclusion
In this paper, we consider a subclass of quantum states in the N ⊗N space,
namely, the completely symmetric states, which is a similar conception of
supersymmetric tensor originally in the filed of tensor decomposition. Inspired
by the special structure, we conjecture that the completely symmetric state
is separable if and only if it is S-separable, which is proved to be true when
the rank is less than 4 or N + 1. However, it need further research to check
whether the validness of this conjecture.
Besides, we propose a numerical algorithm which is able to detect such
property with the convergence behavior analyzed. The numerical results show
our algorithm is efficient. Furthermore, our algorithm is suitable to check the
separability of the Bosonic states. Our algorithm is hopeful to be a aided tool
to the study of entanglement in the symmetric system.
In the future work, Conjecture 1 should be investigated in more complicate
cases, for example, the states are supported in the higher dimensional space or
of higher ranks. It is also of interest to consider this problem in the multipartite
system. Another interesting problem is the consider which kind of states can
be transformed to the completely symmetric states by the invertible local
operator. The Example 1 and 2 are two kind states which satisfy this condition.
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A Proof of Eq. (104)
In this appendix, we prove Eq. (104). Let us describe this question formally with a lemma.
Lemma 29 Let x∗ and x⊥ are two orthogonal unit vectors in the RN space and
x = cos(θ)x∗ + sin(θ)x⊥, θ ∈ [0, 2pi]. (175)
Then we have
|sin(θ)| =
√
‖x− x∗‖2 − ‖x− x∗‖
4
4
. (176)
Proof The following graph shows the relations of x,x∗, and x⊥ when 〈x, x∗〉 > 0 (left one)
and 〈x, x∗〉 < 0 (right one):
x⊥
x(A)
x∗(B)O C
θ
x⊥
x(A)
x∗(B)OC
θ
Fig. 9: x = cos(θ)x∗ + sin(θ)x⊥
From the above graphs, we have
‖x− x∗‖ = |AB| . (177)
And
|OC| = |cos(θ)| ,
|BC| = 1− cos(θ),
|AC| = sin(θ).
(178)
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Moreover,
|AB| =
√
|AC|2 + |BC|2
=
√
(1− cos(θ))2 + sin2(θ)
=
√
2− 2 cos(θ).
(179)
Therefore,
cos(θ) = 1− |AB|
2
2
. (180)
Forward,
|sin(θ)| =
√
1− cos2(θ)
=
√
1− (1− |AB|
2
2
)2
=
√
|AB|2 − |AB|
2
4
=
√
‖x− x∗‖2 − ‖x− x∗‖
4
4
.
(181)
B Proof of Eq. (162)
In this appendix, we prove Figure 162, that is to prove
‖xSQP − x∗‖ 6 ‖xNT − x∗‖ , (182)
where ‖xSQP‖ 6 ‖xNT‖ and x∗, xSQP are unit vectors. The following Figure 10 shows the
relationship of xSQP and xNT.
xSQP(A)
xNT(B)
x∗(C)
O
Fig. 10: Relation between xSQP and xNT
Note that
∠OAC = 1
2
(pi − ∠AOC). (183)
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Hence,
∠BAC = pi − ∠OAC
= pi − 1
2
(pi − ∠AOC)
=
pi
2
+
1
2
∠AOC
>
pi
2
.
(184)
Moreover,
sin(∠ABC) 6 sin(pi − ∠BAC) = sin(∠BAC). (185)
Forward,
‖xSQP − x∗‖
‖xNT − x∗‖
=
sin(∠ABC)
sin(∠BAC)
. (186)
By Eq. 185, we have
‖xSQP − x∗‖
‖xNT − x∗‖
6 1, (187)
which completes our proof.
