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THE EFFECTIVE IMPEDANCES OF INFINITE LADDER NETWORKS
AND DIRICHLET PROBLEM ON GRAPHS
ANNA MURANOVA
ABSTRACT. We calculate effective impedances of infinite LC- and CL- ladder
networks as limits of effective impedances of finite network approximations, us-
ing a new method, which involves precise mathematical concepts. These con-
cepts are related to the classical differential operators on weighted graphs. As an
auxiliary result, we solve a discrete boundary value Dirichlet problem on a finite
ladder network.
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1. INTRODUCTION
In his Lectures on Physics Richard Feynman firstly states the effective impedance
of an infinite LC-network ([8]). Unfortunately, the result was not carefully ex-
plained. The first attempt to explain it is given in [6]. Then in [11], [16], [17] there
are more investigations on this topic. Moreover, in [19] the effective impedance is
calculated as the limit of effective impedances of finite network approximations,
assuming that each edge has an infinitely small resistance. In the same paper the
effective impedance of an infinite CL-network is calculated.
In the present paper we consider impedances as functions on λ ∈ C \{0}. Al-
though initially λ = iω (where ω is a frequency of alternating current, i is the imag-
inary unit), we extend a function of impedance from imaginary axis to the whole
complex plane (see [3]).Then a network is considered as a complex-weighted graph
(as in previous papers by the author [13], [14]), whose weights depend on a com-
plex parameter λ . We consider discrete boundary value Dirichlet problems (see
[14]) on finite approximations of an infinite ladder. Afterwards, we investigate a
convergence of the sequences of effective impedances of the finite approximations
for LC- and CL- ladders in different domains of the complex plane λ . We prove
that the limits exist everywhere, except some segments on the imaginary axis.
Therefore, we calculate the known effective impedances of ladder networks us-
ing a newmathematical method, involving precise mathematical definitions. More-
over, we extend the result for λ = iω , ω > 0, to the whole complex plane λ .
2. DEFINITION OF A NETWORK
Let us remind mathematical definitions of electrical network and effective impedance
for finite and infinite networks (see [13]).
Let (V,E) be a locally finite connected graph, whereV is a set of vertices, |V | ≥
2, and E is a set of (unoriented) edges.
This research was supported by IRTG 2235 Bielefeld-Seoul “Searching for the regular in the
irregular: Analysis of singular and random systems”.
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Assume that each edge xy, where x,y ∈ V , is equipped with a resistance Rxy,
inductance Lxy, and capacitance Cxy, where Rxy,Lxy ∈ [0,+∞) and Cxy ∈ (0,+∞],
which correspond to the physical resistor, inductor (coil), and capacitor (see e.g.
[7], [10] ). It will be convenient to use the inverse capacity
Dxy =
1
Cxy
∈ [0,+∞).
We always assume that for any edge xy ∈ E
Rxy+Lxy+Dxy > 0.
The impedance of the edge xy is defined as the following function of a complex
parameter λ :
z
(λ)
xy = Rxy+Lxyλ +
Dxy
λ
.
Although the impedance has a physical meaning only for λ = iω , where ω is the
frequency of the alternating current (that is, ω is a positive real number), we will
allow λ to take arbitrary values in C\{0} (cf. [3], [13], [14]).
In fact, it will be more convenient to work with the admittance ρ
(λ)
xy :
(1) ρ
(λ)
xy :=
1
z
(λ)
xy
=
λ
Lxyλ 2+Rxyλ +Dxy
.
Define the physical Laplacian ∆ρ as an operator on functions f : V → C as
follows
(2) ∆ρ f (x) = ∑
y∈V :y∼x
( f (y)− f (x))ρ (λ)xy ,
where x ∼ y means that xy ∈ E . For convenience let us extend ρ (λ)xy to all pairs
x,y ∈V by setting ρ (λ)xy ≡ 0 if x 6∼ y. Then the summation in (2) can be extended to
all y ∈V.
Let us fix a vertex a0 ∈ V and a non-empty subset B ∈V such that a0 6∈ B. Set
B0 = B∪{a0}. The physical meaning of a0 and B is as follows: at the point a0 we
keep a potential 1, while the set B represents a ground. We refer to the structure
Γ = (V,ρ ,a0,B) as an (electrical) network.
On any finite network we can consider the following discrete boundary value
Dirichlet problem
(3)


∆ρv
(λ)(x) = 0 for x ∈V \B0,
v(λ)(x) = 0 for x ∈ B,
v(λ)(a0) = 1,
where v(λ) : V → C is an unknown function of voltage. This system follows from
Ohm’s and Kirchhoff’s complex laws. The physical voltage at a vertex x at time
t is then Rev(iω)(x)eiωt for λ = iω , where ω > 0 is a frequency of an alternating
voltage (see e.g. [7], [10]).
Let us define for any network Γ the set
Λ = {λ ∈ C\{0} such that z(λ)xy 6= 0 for any edge of Γ}.
Further we will consider the Dirichlet problem (3) on a given network exclu-
sively for λ ∈ Λ.
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If v(λ) (x) is a solution of (3) then the total current through a0 is equal to
∑
x∈V
(1− v(λ)(x))ρ (λ)xa0 ,
which motivates the following definition (cf. [13]).
Definition 1. For any λ ∈ Λ, the effective admittance of the network Γ is defined
by
(4) P(λ ) = ∑
x∈V
(1− v(λ)(x))ρ (λ)xa0 ,
where v is a solution of the Dirichlet problem (3). The effective impedance of Γ is
defined by
Z(λ ) =
1
P (λ )
=
1
∑x∈V (1− v(λ)(x))ρ (λ)xa0
.
If the Dirichlet problem (3) has no solution for some λ , then we set P(λ ) = ∞ and
Z(λ ) = 0.
Note that Z(λ ) and P(λ ) take values in C = C∪ {∞}. In [13] it is shown
that in the case when (3) has multiple solution, the values of Z(λ ) and P(λ ) are
independent of the choice of the solution v.
The defined effective impedance is a natural generalization of effective resis-
tance for weighted graphs (see e.g. [5], [12], [15]).
The approach to an effective impedance for infinite networks, used in the follow-
ing, is described in [13]. Moreover, it is a generalization of the classical approach
to infinite weighted graphs (see e.g. [2], [9], [15], [18]). The idea is to consider
finite network approximations.
Let Γ = (V,ρ ,a0,B) be an infinite network. Let us consider the sequence of
finite complex-weighted graphs (Vn, ρ |Vn), where Vn = {x ∈ V | dist(a0,x) ≤ n},
n ∈N. We denote by
∂Vn = {x ∈V | dist(a0,x) = n}
the boundary of the graph (Vn, ρ |Vn). Note that Vn+1 = ∂Vn+1 ∪Vn. Let us denote
Bn = B∩Vn.
Then
Γn = (Vn, ρ |Vn ,a0,Bn∪∂Vn),n ∈ N
is a sequence of finite networks exhausted the infinite network Γ.
Let Pn(λ ) be the effective impedance of Γn.
Definition 2. Define the effective admittance of Γ as
P(λ ) = lim
n→∞Pn(λ )
for those λ ∈C\{0} where the limit exists.
It is reasonable to define the effective impedance of infinite network as Z(λ ) =
1/P(λ ). It takes values in C.
Let us point out that in this model is assumed that any network has potential zero
at the infinity. Therefore an approach to the ladder network here is not completely
the same as in [19], but it will give the same result. In [19] the ladder network is
considered more like a fractal (compare to [1], [4]).
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3. FINITE LADDER NETWORK
In this section we calculate the effective admittance of any finite ladder network.
The calculation follows the same outline as in [13], but we present them here for
completeness.
Consider the finite graph (V,E), where
V = {0,1,2,3,4, . . . (2n−3),(2n−2)}∪{2n}
and E is given by (2k−2) ∼ 2k, k = 1,n and (2k−1)∼ 2k for k = 1,(n−1) . Let
us consider a network as on Figure 1.
0 α 2 α 4 2k (2n−2) α 2n
β
1
β
3
β
(2k−1)
β
(2n−3)
FIGURE 1. Finite ladder network
That is, let admittances of the edges (2k−2)∼ 2k be α = α(λ) and admittances
of the edges 2k−1∼ 2k be β (λ). Set also a0 = 0, while
B= {1,3, . . . ,2n−3}∪{2n}.
We will refer to such a network as a finite αβ -network and denote it by Γ
αβ
n . The
Dirichlet problem (3) for this network is as follows:
(5)


v(2k−2)+µv(2k−1)+ v(2k+2)− (2+µ)v(2k) = 0, k = 1,n−1,
v(0) = 1,
v(2k−1) = 0, k = 1,n−1,
v(2n) = 0,
where µ =
β
α
.
Substituting the equations from the third line of (5) to the first line and denoting
vk = v(2k), we obtain the following recurrence relation for vk:
(6) vk+1− (2+µ)vk+ vk−1 = 0.
The characteristic polynomial of (6) is
(7) ψ2− (2+µ)ψ +1= 0.
By the definition of a network µ 6= 0 (i.e. µ(λ) 6= 0 for λ ∈ Λ). If µ 6=−4, then the
equation (17) has two different complex roots ψ1,ψ2 and its solution is
(8) vk = c1ψ
k
1 + c2ψ
k
2 ,
where c1,c2 ∈C are arbitrary constants.
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We use the second and fourth equations of (5) as boundary conditions for this
recurrence equation. Substituting (8) in the boundary conditions we obtain the
following equations for the constants:{
c1+ c2 = 1,
c1ψ
n
1 + c2ψ
n
2 = 0.
Therefore, 

c1 =
1
1−ψ2n1
=
−ψ2n2
1−ψ2n2
,
c2 =
1
1−ψ2n2
=
−ψ2n1
1−ψ2n1
,
since ψ1ψ2 = 1 by (17).
Now we can calculate the effective admittance of Γ
αβ
n in the case µ 6=−4:
P
αβ
n =α (1− v(2)) = α (1− v1) = α (1− c1ψ1− c2ψ2)
=
α
(
ψ2n−11 +1
)
(ψ1−1)(
ψ2n1 −1
) = α
(
ψ2n−12 +1
)
(ψ2−1)(
ψ2n2 −1
) .(9)
By definition, an effective admittance P
αβ
n is a rational function of α and β .
Indeed, using binomial expansion, it can be written as a rational function of α and
β , without usage of ψ1, ψ2:
P
αβ
n =α (1− c1ψ1− c2ψ2) = α
(
1− ψ1
1−ψ2n1
− ψ2
1−ψ2n2
)
=α
(
1− ψ1
(
1−ψ2n2
)
+ψ2
(
1−ψ2n1
)(
1−ψ2n1
)(
1−ψ2n2
)
)
=α
(
1− ψ1+ψ2−
(
ψ2n−12 +ψ
2n−1
1
)
2− (ψ2n1 +ψ2n2 )
)
=α

1−
2+
β
α
−2
n−1
∑
k=0
(
2n−1
2k
)(
1+
β
2α
)2n−2k−1(β
α
+
(
β
2α
)2)k
2−2
n
∑
k=0
(
2n
2k
)(
1+
β
2α
)2n−2k(β
α
+
(
β
2α
)2)k

 ,
since ψ1+ψ2 = 2+µ = 2+
β
α
by (17).
Let us now consider the case µ = −4. Then the solution of the recurrence
relation (6) is
vk = c1(−1)k+ c2k(−1)k,
where c1,c2 ∈ C are arbitrary constants. And using boundary conditions for the
recurrence relation, we obtain 

c1 = 1
c2 =−1
n
.
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Then the effective admittance is
Pn = α (1− v(2)) = α (1− v1) = α
(
1−
(
−1+ 1
n
))
=
α(2n−1)
n
.
Therefore, for a finite αβ -network we have for any λ ∈ Λ
(10) Pn =


α(2n−1)
n
, if
β
α
=−4,
P
αβ
n ,otherwise.
4. FEYNMAN’S LADDER (LC-NETWORK) WITH ZERO AT INFINITY
In this section we calculate the effective admittance of an infinite LC−network,
using its finite approximations and their admittances, calculated in the previous
section. Consider the infinite ladder network (V,E), where
V = {0,1,2,3,4, . . . }
and E is given by (2k−2)∼ 2k and (2k−1) ∼ 2k for k = 1,∞ (see Figure 2)
0
1
Lλ
2
1
Lλ
4
Cλ
1
Cλ
3
(2n−2)
1
Lλ
2n
Cλ
(2n−3)
Cλ
(2n−1)
FIGURE 2. Feynman’s ladder with zero at infinity
Let the admittance of the edges (2k−2)∼ 2k be 1
Lλ
and admittance of the edges
2k−1∼ 2k beCλ , where L> 0 and C > 0. Set also a0 = 0, while B= {1,3, . . .}.
This network is the Feynman’s ladder network (see [8]) and we assume that it
has a ground at infinity.
In this section we analyse the behaviour of the sequence of the effective admit-
tances for the exhausted networks in the whole complex plane λ , and compare our
calculations with the result stated by Richard Feynman in [8] and Sung Hyun Yoon
in [19] for λ = iω , ω > 0.
This network can be exhausted by finite αβ -networks (with α =
1
Lλ
, β =Cλ ),
whose effective admittances by (9) and (10) are
Pn(λ ) =


2n−1
Lλn
, if µ =−4,
not defined, if λ = 0,
P
αβ
n (λ ) =
(
ψ2n−11 +1
)
(ψ1−1)
Lλ
(
ψ2n1 −1
) ,otherwise,
where µ = LCλ 2 and ψ1 is any root of the equation
(11) ψ2− (2+LCλ 2)ψ +1= 0.
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Let us analyse the sequence {Pαβn (λ )}, n→ ∞.
Since ψ1 is any root of the quadratic equation (11), we can assume, without
loss of generality, that |ψ1| ≤ 1≤ |ψ2|. Note that then {Pαβn (λ )} has limit if and
only if |ψ1| < 1. This limit is equal to (1−ψ1)/(Lλ ). Now we will reformulate
the condition on existence of the limit in terms of λ . Firstly, we will prove the
following claim.
Claim 3. Let λ ∈ C\{0}, λ 2 6=− 4
LC
. Then the condition |ψ1|= |ψ2|= 1 occurs
if and only if λ 2 ∈
(
− 4
LC
,0
)
.
Proof. “⇒” Let |ψ1|= 1. Then |ψ2|= 1, since ψ1ψ2 = 1 (see (11)). Further, since
LCλ 2 6= 0 and LCλ 2 6=−4, it follows from (11) and |ψ1|= |ψ2|= 1 that ψ1,ψ2 6∈R
(since ψ1,ψ2 6= ±1). And, using ψ1ψ1 = |ψ1|2 = 1, we have ψ2 = ψ1. Moreover,
by (11) we conclude that 2+LCλ 2 = ψ1+ψ2 = 2Reψ1 ∈R, i.e. LCλ 2 ∈R. Then
ψ1,ψ2 6∈ R means that the determinant of (11)(
2+LCλ 2
)2−4= 4LCλ 2+(LCλ 2)2
is negative, i.e. LCλ 2 ∈ (−4,0). Therefore,
λ 2 ∈
(
− 4
LC
,0
)
which was to be proved.
“⇐” Let λ 2 ∈
(
− 4
LC
,0
)
. Then the determinant of (11) is negative and
|ψ1,2|2 =
∣∣∣∣∣∣1+
LCλ 2
2
± i
√
−LCλ 2−
(
LCλ 2
2
)2∣∣∣∣∣∣
2
=
(
1+
LCλ 2
2
)2
−LCλ 2−
(
LCλ 2
2
)2
= 1.

Therefore, for any λ ∈ C\
[
−i
√
4
LC
, i
√
4
LC
]
we can write
(12) ψ1(λ ) = 1+
LCλ 2
2
+λξ (λ ),
where ξ (λ ) is the square root of LC+
L2C2λ 2
4
, such that |ψ1(λ )|< 1.
Let us denote γ = LC+
L2C2λ 2
4
. Let us consider γ ∈ C \ (−i∞,0), i.e. γ =
reiφ , φ ∈
(
−pi
2
,
3pi
2
)
in polar coordinates. Then there are exactly two continuous
functions ξ1,ξ2, which give square roots of γ :
ξ1(γ) =
√
re
i
φ
2 ,ξ2(γ) =−ξ1(γ)
(see Figure 3).
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Re
Im
ξ1
Re
Im
ξ2
FIGURE 3. The images of ξ1 and ξ2
Since
γ =LC+
L2C2λ 2
4
= LC+
L2C2 (Reλ + i Imλ )2
4
=LC+
L2C2 (Reλ )2−L2C2 (Imλ )2
4
+ i
L2C2(Reλ )(Imλ )
2
,
ξ1(γ(λ )) and ξ2(γ(λ )) are defined for all λ ∈ C\Λ, where
Λ =
{
1+
LC (Reλ )2−LC (Imλ )2
4
= 0 and (Reλ ) (Imλ )< 0
}
,
see Figure 4.
Reλ
Imλ
i
√
4
LC
−i
√
4
LC
FIGURE 4. The domain of ξ1,2(γ(λ ))
Since the functions∣∣∣∣1+ LCλ 22 +λξ1(γ(λ ))
∣∣∣∣ and
∣∣∣∣1+ LCλ 22 +λξ2(γ(λ ))
∣∣∣∣
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are continuous on λ , the choice of the function ξ1(λ ) or ξ2(λ ) in (12), can not
change inside the domains
Ω1=
{
Re2 λ − Im2λ >−
√
4
LC
,Reλ > 0
}
∪
{
Re2λ − Im2 λ <−
√
4
LC
, Imλ > 0
}
and
Ω2=
{
Re2 λ − Im2λ >−
√
4
LC
,Reλ < 0
}
∪
{
Re2λ − Im2 λ <−
√
4
LC
, Imλ < 0
}
(see Figure 5).
Reλ
Imλ
i
√
4
LC
−i
√
4
LC
Ω1
Ω2
FIGURE 5. The domains Ω1 and Ω2
Taking λ = 2 ∈Ω1 we have∣∣∣∣1+ LCλ 22 +λξ1(γ(λ ))
∣∣∣∣= ∣∣1+2LC+2ξ1(LC+L2C2)∣∣= ∣∣∣1+2LC+2√LC+L2C2∣∣∣> 1.
Therefore,
ψ1(λ ) = 1+
LCλ 2
2
+λξ2(γ(λ )),λ ∈Ω1.
In the same way, taking λ =−2 ∈Ω2 we obtain∣∣∣∣1+ LCλ 22 +λξ1(γ(λ ))
∣∣∣∣= ∣∣1+2LC−2ξ1(LC+L2C2)∣∣= ∣∣∣1+2LC−2√LC+L2C2∣∣∣< 1.
Therefore,
ψ1(λ ) = 1+
LCλ 2
2
+λξ1(γ(λ )),λ ∈Ω2.
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Therefore, we can calculate the effective admittance of the infinite network for
any λ ∈ C\
(
Λ∪
[
−i
√
4
LC
, i
√
4
LC
])
as
P(λ ) =
1−ψ1
Lλ
=


−Cλ
2
− ξ2(γ(λ ))
L
,λ ∈Ω1,
−Cλ
2
− ξ1(γ(λ ))
L
,λ ∈Ω2.
The effective admittance for the λ ∈ Λ we can calculate, considering another
cut of the plane γ . Moreover, since the cut (−i∞,0) has been chosen arbitrary, the
limits of the effective admittances from the both sides of the curves Λ will coincide
and give the required quantity.
Therefore, we can calculate the effective admittance of the infinite network for
any λ ∈ C\
[
−i
√
4
LC
, i
√
4
LC
]
.
A natural question is whether the right and left limits of the effective admittance
(or of the ξ1(λ ), ξ2(λ )) at the segment
[
−i
√
4
LC
, i
√
4
LC
]
coincide (see Figure 6).
The answer is negative.
Reλ
Imλ
i
√
4
LC
−i
√
4
LC
FIGURE 6. The limits of ξ1(λ ) and ξ2(λ )
Indeed, let λ = ε + iω , 1≫ ε > 0, ω ∈
(
−
√
4
LC
,
√
4
LC
)
, λ ∈Ω1. Then
γ(ε + iω) = LC+
L2C2
4
(
ε2−ω2)+ iL2C2
2
εω
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and
lim
λ→+iω
P(λ ) = lim
ε→0
(
−C(ε + iω)
2
− ξ2(γ(ε + iω))
L
)
=−Ciω
2
+
√
C
L
−C
2ω2
4
,
(13)
since Reγ > 0, | Im γ | ≪ 1 provides Reξ2 < 0.
Let λ =−ε + iω , 1≫ ε > 0, ω ∈
(
−
√
4
LC
,
√
4
LC
)
, λ ∈Ω2. Then
γ(−ε + iω) = LC+ L
2C2
4
(
ε2−ω2)− iL2C2
2
εω
and
lim
λ→−iω
P(λ ) = lim
ε→0
(
−C(−ε + iω)
2
− ξ1(γ(−ε + iω))
L
)
=−Ciω
2
−
√
C
L
−C
2ω2
4
,
since Reγ > 0, | Im γ | ≪ 1 provides Reξ1 > 0.
The limit (13) coincides with the one, stated by R. Feynman in [8] and S.H.
Yoon in [19] . Indeed, by [8, p. 22-13] we have the effective admittance
P =
1
Z
=
1
iωL/2+
√
(L/C)− (ω2L2/4) =
iωL/2−
√
(L/C)− (ω2L2/4)
(iωL/2)2− ((L/C)− (ω2L2/4))
=− C
L
(
iωL
2
−
√
(L/C)− (ω2L2/4)
)
=−Ciω
2
+
√
C
L
−C
2ω2
4
.
This corresponds to the ideas in [1] and in [19] to calculate the effective impedance
as right half-plane limit. Physically it makes sense, since the real resistance in any
part of a physical network is always greater than zero. Note that we have made a
rescaling in a different way than in the above-mentioned papers, although it leads
to the same result. Namely, we add a positive real component to iω , but not to the
whole edge.
5. CL-NETWORK WITH ZERO AT INFINITY
In this section we calculate the effective impedance of infinite CL− network,
using finite network approximation, described in Section (3). Consider the infinite
ladder network (V,E), where
V = {0,1,2,3,4, . . . }
and E is given by (2k−2)∼ 2k and (2k−1) ∼ 2k for k = 1,∞ (see Figure 7)
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0
Cλ
2
Cλ
4
1
Lλ
1
1
Lλ
3
(2n−2) Cλ 2n
1
Lλ
(2n−3)
1
Lλ
(2n−1)
FIGURE 7. CL-ladder with zero at infinity
Let the admittance of the edges (2k−2)∼ 2k beCλ and admittance of the edges
2k−1∼ 2k be 1
Lλ
, whereC,L > 0. Set also a0 = 0, while B= {1,3, . . .}.
This network is a CL-ladder network (see [19]). Note that we assume it has a
ground at infinity.
We will calculate an effective admittance of the CL-ladder in the same way, as
we did for Feynman’s ladder in Section 4, and compare our calculations to the
result stated by Sung Hyun Yoon in [19] for λ = iω , ω > 0.
The CL-network can be exhausted by finite αβ -networks (with α = Cλ , β =
1
Lλ
), whose effective admittances by (9) and (10) are
Pn(λ ) =


Cλ (2n−1)
n
, if λ =± i
2
√
CL
,
not defined, if λ = 0,
P
αβ
n (λ ) =
Cλ
(
ψ2n−11 +1
)
(ψ1−1)(
ψ2n1 −1
) ,otherwise,
where ψ1 is any root of the equation
(14) ψ2−
(
2+
1
CLλ 2
)
ψ +1= 0.
Firstly, let us point out that
lim
n→∞Pn
(
± i
2
√
CL
)
= lim
n→∞±
Ci
2
√
CL
(2n−1)
n
=±i
√
C
L
.
Let us analyse the sequence {Pαβn (λ )}, n→ ∞.
Since ψ1 is any root of the quadratic equation (14), we can assume, without loss
of generality, that |ψ1| ≤ 1≤ |ψ2|. Note that then {Pαβn (λ )} has limit if and only
if |ψ1|< 1. This limit is equal toCλ (1−ψ1).
Claim 4. Let λ ∈C\{0}, λ 2 6=− 1
4CL
. Then the condition |ψ1|= |ψ2|= 1 occurs
if and only if λ 2 ∈
(
−∞,− 1
4CL
)
.
Proof. The proof follows the same outline as the proof of Claim 3. 
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Therefore, for any λ ∈C\
((
−i∞,− i
2
√
CL
]⋃[ i
2
√
CL
,+i∞
)⋃{0}) we can
write
(15) ψ1(λ ) = 1+
1
2CLλ 2
+
1
2CLλ 2
ξ (γ(λ )),
where ξ (λ ) is the square root of 4λ 2CL+1, such that |ψ1(λ )|< 1.
Let us denote γ = 4CLλ 2+ 1. Let us consider γ ∈ C \ (−i∞,0), i.e. γ = reiφ ,
φ ∈
(
−pi
2
,
3pi
2
)
in polar coordinates (the same cut of the complex plane as in
Section 4). Then there are two continuous functions ξ1,ξ2, which give square roots
of γ :
ξ1(γ) =
√
re
i
φ
2 ,ξ2(γ) =−ξ1(γ)
(see Figure 3).
Since
γ = 4λ 2CL+1= 4CL(Reλ )2−4CL(Imλ )2+1+ i8CL(Reλ )(Imλ )
ξ1(γ(λ )) and ξ2(γ(λ )) are defined for all λ ∈ C\Λ, where
Λ =
{
4CL(Reλ )2−4CL(Imλ )2+1= 0 and (Reλ )(Imλ )< 0
}
,
see Figure 8.
Reλ
Imλ
i
2
√
CL
− i
2
√
CL
FIGURE 8. The domain of ξ1,2(γ(λ ))
Since the functions∣∣∣∣1+ 12CLλ 2 + 12CLλ 2 ξ1(γ(λ ))
∣∣∣∣ and
∣∣∣∣1+ 12CLλ 2 + 12CLλ 2 ξ2(γ(λ ))
∣∣∣∣
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are continuous on λ , the choice of the function ξ1(γ(λ )) or ξ2(γ(λ )) in (15), can
not change inside the domains
Ω1=
{
Re2 λ − Im2λ >− 1
4CL
}⋃{
Re2λ − Im2λ <− 1
4CL
,(Imλ )(Reλ )> 0
}
,
Ω2 =
{
Re2λ − Im2 λ <− 1
4CL
, Imλ > 0,Reλ < 0
}
and
Ω3 =
{
Re2λ − Im2 λ <− 1
4CL
, Imλ < 0,Reλ > 0
}
(see Figure 9).
Reλ
Imλ
i
2
√
CL
− i
2
√
CL
Ω1Ω2
Ω3
FIGURE 9. The domains Ω1, Ω2 and Ω3 for aCL-network.
Taking λ = 2 ∈Ω1 we have∣∣∣∣1+ 12CLλ 2 + 12CLλ 2 ξ1(γ(λ ))
∣∣∣∣ =
∣∣∣∣1+ 18CL + 18CL
√
16CL+1
∣∣∣∣> 1.
Therefore,
ψ1(λ ) = 1+
1
2CLλ 2
+
ξ2(γ(λ ))
2CLλ 2
,λ ∈Ω1.
For the domain Ω2 in this case we should use a small trick, since taking square
root from arbitrary complex number is not easy. This is also a reason, why a
practical application of our method for arbitrary ladder network (i.e. with arbitrary
α(λ) and β (λ)) can be complicated.
Let us take γ =−3−4i. Then
λ 2 =
γ−1
4CL
=− 1
CL
− i
CL
.
From the other hand, λ 2 = (Reλ )2−(Imλ )2+2(Reλ )(Imλ ). Therefore, we have
(Reλ )2− (Imλ )2 =− 1
CL
<− 1
4CL
and (Reλ )(Imλ ) =− 1
CL
< 0,
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i.e. λ ∈Ω2 or λ ∈Ω3. Indeed, there exist exactly two complex numbers λ1,λ2 such
that γ(λ1,2) = −3− 4i. Without loss of generality we can assume, that λ1 ∈ Ω2.
Then λ2 ∈ Ω3 and, due to the symmetry ξ1(λ ) = ξ1(−λ ) and a representation of
ψ1(λ ), we have ψ1(λ1) = ψ1(λ2). Let us calculate ψ1(λ1). Using λ
2
1 = −
1
CL
−
i
CL
, we obtain
∣∣∣∣1− 14 + i4 +
(
−1
4
+
i
4
)
ξ1(−3−4i)
∣∣∣∣
=
∣∣∣∣1− 14 + i4 +
(
−1
4
+
i
4
)
(−1+2i)
∣∣∣∣
=
∣∣∣∣12 − i12
∣∣∣∣< 1.
Therefore,
ψ1(λ ) = 1+
1
2CLλ 2
+
ξ1(γ(λ ))
2CLλ 2
,λ ∈Ω2∪Ω3.
Therefore, we can calculate the effective admittance of an infinite CL-ladder for
any λ ∈ C\
(
Λ
⋃(−i∞,− i
2
√
CL
)⋃( i
2
√
CL
,+i∞
)⋃{0}) as
P(λ ) =Cλ (1−ψ1) =


− 1
2Lλ
− ξ2(γ(λ ))
2Lλ
,λ ∈Ω1,
− 1
2Lλ
− ξ1(γ(λ ))
2Lλ
,λ ∈Ω2∪Ω3,
±i
√
C
L
,λ =± i
2
√
CL
since at the point λ = 0 the admittances of some edges are not defined.
The effective admittance for the λ ∈ Λ we can calculate, considering another
cut of the plane γ . Moreover, since the cut (−i∞,0) has been chosen arbitrary, the
limits of the effective admittances from the both sides of the curves Λ will coincide
and give the required quantity.
Therefore, we can calculate the effective admittance of the infinite network for
any λ ∈ C\
((
−i∞,− i
2
√
CL
)⋃( i
2
√
CL
,+i∞
)⋃{0}).
A natural question is whether the right and left limits of the effective admittance
(or of the ξ1(λ ), ξ2(λ )) at the open intervals
(
−∞,−i 1
2
√
CL
)
and
(
i
1
2
√
CL
,+∞
)
coincide (see Figure 10). The answer is negative.
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Reλ
Imλ
i
2
√
CL
− i
2
√
CL
FIGURE 10. The limits of ξ1(λ ) and ξ2(λ ) for aCL-network
We will consider upper half case
(
i
1
2
√
CL
,+i∞
)
. The other case can be calcu-
lated similarly.
Let λ = ε + iω , 1≫ ε > 0, ω ∈
(
1
2
√
CL
,+∞
)
, i.e. λ ∈Ω1. Then
γ(ε + iω) = 4CL(ε2−ω2)+1+ i8CLεω
and
lim
λ→+iω
P(λ ) = lim
ε→0
(
− 1
2L(ε + iω)
− ξ2(γ(ε + iω))
2L(ε + iω)
)
=− 1
2Liω
+
i
2Liω
√
4CLω2−1= i
2Lω
+
√
C
L
− 1
4L2ω2
,
(16)
since Reγ < 0, | Im γ | ≪ 1 provides Imξ2 < 0.
Let λ =−ε + iω , 1≫ ε > 0, ω ∈
(
1
2
√
CL
,+∞
)
, i.e. λ ∈Ω2. Then
γ(−ε + iω) = 4CL(ε2−ω2)+1− i8CLεω
and
lim
λ→−iω
P(λ ) = lim
ε→0
(
− 1
2L(−ε + iω) −
ξ1(γ(−ε + iω))
2L(−ε + iω)
)
=− 1
2Liω
− i
2Liω
√
4CLω2−1= i
2Lω
−
√
C
L
− 1
4L2ω2
,
since Reγ < 0, | Im γ | ≪ 1 provides Imξ1 > 0.
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The limit (16) coincides with the one, stated by S.H. Yoon in [19] . Indeed, by
[19, p. 286] we have the effective admittance
P =
1
Z
=
1
−i/(2ωC)+
√
L/C−1/(2ωC)2 =
−i/(2ωC)−
√
L/C−1/(2ωC)2
(−i/(2ωC))2− (L/C−1/(2ωC)2)
=−C
L
(
−i
2ωC
−
√
L
C
− 1
(2ωC)2
)
=
i
2Lω
+
√
C
L
− 1
4L2ω2
.
Note, that the above described method for calculation of the effective admit-
tances for LC− and CL− networks can be used for any infinite ladder network
with the admittances α(λ),β (λ ), although the choice of the one of two solutions of
the quadratic equation
(17) ψ2− (2+µ)ψ +1= 0.
in different domains of the complex plane λ can be quite complicated to do prac-
tically for a given infinite ladder network. Therefore, we have presented a general
method for calculation of the effective impedance of infinite ladder network and
illustrated it with two physically important infinite ladder networks.
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