remained unexplained. This paper is the first of three (the others will appear in subsequent issues of these Proceedings) that address the origin and organization of feature-analyzing (spatial-opponent and orientation-selective) cells in simple systems governed by biologically plausible development rules. I analyze the progressive maturation of a system composed of a few layers of cells, with connections that develop according to a simple set of rules (including Hebb-type modification). To understand the prenatal origin of orientation-selective cells in certain primates, I consider the case in which there is no external input, with the first layer exhibiting random spontaneous electrical activity. No orientation preference is specified to the system at any stage, and none of the basic developmental rules is specific to visual processing. Here I introduce the theory of "modular self-adaptive networks," of which this system is an example, and explicitly demonstrate the emergence of a layer of spatial-opponent cells. This sets the stage for the emergence, in succeeding layers, of an orientation-selective cell population.
A complex functional architecture for mammalian primary visual cortex (and precortical structures) has been experimentally elucidated over the past 20-25 years, spearheaded by the work of Hubel and Wiesel (1, 2) . How complex do the rules that specify the development of this architecture need to be, and what are the organizing principles for this specification?
I have found that a surprisingly simple set of physiologically and anatomically plausible rules suffices to generate many of the salient features of this functional architecture. The starting point is a network comprising several twodimensional layers of cells, with connections of unspecified strength to each cell ofone layer from a neighborhood ofcells of the preceding layer, and with a given rule for updating connection strength. The synaptic connection strengths reach their mature values under the influence of this rule, which in the present work is of Hebb type (3). This is a particular example of the class of systems that we shall call "modular self-adaptive networks." This means that the network arrangement is specified at the module (in this case, layer) level (e.g., "layer A provides input to layer B") and that a small amount of statistical information about the cell-to-cell connections is provided (e.g., the initial ratio of the numbers of excitatory and inhibitory synapses) but that the detailed connections and their strengths are unspecified and allowed to emerge during the development of the system. We characterize the signaling behavior of each cell, at any given time, by a number that we will call its "activity." (This can be thought ofas corresponding to a spike frequency in the case of action potential-producing cells in biological systems.) A "presentation" Xr is defined as the set of activities {FL'x} at each location x in layer L at a given time.
We consider here the case in which there is no environmental input. We assume that the cells in layer A provide random spontaneous uncorrelated activity as input to layer B. For definiteness, think of A as divided into small boxes, each having sides of length 6, with activity FArx being uniform within each box, uncorrelated between different boxes, and with no more than one or a few connections to a given B cell from any one box. For NB synapses (from layer A to a given B cell) scattered over an area of order rm2, this regime of interest is described by NBO2/114 S 1. [The results are independent of whether the maximum number of connections from any A box to a given B cell is one (i.e., strict lack of any microcorrelation) or a few.]
We assume that, for each presentation, the output of a postsynaptic cell in layer M is a linear function of its inputs from layer L, with the input at thejth synapse being weighted by a "synaptic connection strength" cj. That is, FMff = Ra + RbjcjFjtL, [1] where FjL is the input activity seen by the jth synapse, and is equal to the layer-L activity FLff(xj) at the position xj of that synapse. Ra and Rb are taken to be constants (Rb > 0). In this notation the postsynaptic M cell is given no index. This should cause no confusion, since we shall be using Eqs. 1 and 2 to calculate the development of the connections from layer L to a single cell of layer M.
We take the view that the values of Ra, Rb, and the other constants we shall introduce are specified to be substantially the same for all cells of the same population-in this case, for all cells of the same layer M. In a biological system, these values would be specified either genetically or by earlier developmental processes that we are not considering here.
We use a Hebb-type rule for modifying connection strengths during development. We want (Ac,)1r, the change in ci due to presentation ir, to be greater when the input activity FiLJ at the ith synapse is correlated with the output activity FMlr of the postsynaptic cell and less when these activities are uncorrelated or anticorrelated. We choose a particularly simple form in which the change in ci as a result of a presentation Xr is (Ac.)Yr = ka + kb(FMff -Fom)(FLr -FO), [2] where ka, kb, Fom, and F& are constants (kb > 0). We assume that the connection strength changes very little with each presentation.
Hebb-type rules typically lead to connection strengths that increase or decrease without limit, unless some saturation condition is imposed. We will assume that each connection strength is bounded by two values: 0 and +1 for excitatory synapses and -1 and 0 for inhibitory synapses. All the features of interest also emerge if one makes the simpler, but biologically less reasonable, assumption that each connection strength has the same pair of limiting values (one negative, the other positive). Eq. 3, the ensemble-averaged form of Eq. 2, will accordingly be used except when c would thereby range beyond its allowed limits, in which case c will be held at its limiting value for that time step.
We assume that first the A-to-B connections, and then the B-to-C connections, develop to their mature values. In the next section we shall see that just four parameters per layer (which are functions of the constants introduced above) completely define the layer structure and the development process, apart from random variations (in synaptic position and initial c values).
METHODS
The Ensemble-Averaged Development Equation. Since we have assumed that the c values change very little with each presentation, we can average Eq. 2 over an ensemble of presentations, using Eq. 1 to express FM" in terms of the {F)-"} values. This gives ci, the rate of change of ci, averaged over a time long compared to each presentation, but short compared to the time required for layer maturation:
Here "ijL = f 2((Filr-FL) x (FLr -)),W; [4] angle brackets denote the ensemble average; ki [ I exp(-a BxI2) x exp(-aBIX -S12)d2x X exp(-aBIsl2/2).
As an example, two nearby cells having NEB = 1000, 8 4 ,um, and rB = 400 ,um (hence p = 10) will have an average of I2/27r = 16 (+ 4) synaptic input locations (A boxes) in common, out of a total of 2000 inputs. The number of such common inputs (proportional to QB ) is the only spatial information (concerning the distance between n and m) available to the development Eq. 3.
How many presentations (in an ensemble) are needed to ensure that two cells n and m with no common inputs do not have-by chance-an ensemble-averaged activity correlation (see right-hand side of Eq. 4) that is comparable to that for nearby pairs of cells? (The strict rule that QU = 0 unless i and j share an A box, which we use in our simulations, is only true for a sufficiently large ensemble.) The order-ofmagnitude condition for the required ensemble size M is NEB (2/M)1/2 << p2/2T or M >> 8000 for the numbers used above. If, say, ten presentations are generated per second, this means that the infinite-ensemble limit is a good approximation provided that c values do not change much over a 15-min interval.
From Layer B to C: The Emergence of Spatial-Opponent Cells. First we discuss a simulation with the random QBm variations included and show that opponent cells, whose morphology is insensitive to the random choices of initial c values and synaptic positions, emerge in layer C. Then we systematically study the parameter space for C-cell development, focusing on the large-pB regime in which QBm can be approximated by 7(s).
For QBm (n #im), choose values from the binomial distribution appropriate to p = 10 (a large-variation case). (This distribution is essentially independent of whether NEB = 100, 600, or 6000, as long as p is fixed.) To fix a value for nn -2rNEB/, we choose NEB = 600 (so 5/rB = 1/60).
We simulate the development of C cells each having Nc = 600 synaptic inputs (a practical computational value), with parameter values, k1 = 0.45, k2 = -3, aB/ac = 3 (i.e., rc/rB = 31/2). Each c value is limited to the interval -0.5 to +0.5, corresponding to nEC = 0.5. (Using c limits of nEC -1 and nEC for all synapses leads to the same cell morphology, apart from random variations, as is obtained using a fraction nEC of excitatory synapses and a fraction 1 -nEC of inhibitory given Nc, in the latter case than in the former. In the large-NC limit, density fluctuations are small and this distinction vanishes.) We start with c values drawn either from the uniform distribution on the interval -0.5 to +0.5 (used for Fig. 2 ), or (to study biased initial conditions) uniform on the interval -0.5,+0.1 or -0.1,+0.5, or normal with mean = -0.2, SD = 0.05. Fig. 2 does not dominate the Q sum (for NC oforder NEB, this is also assured when ,8 is large). In these runs, IklI and/or Ik2! > 0.04, -kl/k2 ranges from < -0.5 to >0.5, and rc/rB ranges from 3-1/2 to 101/2. We use NC = 300 synapses for most of the runs (NC = 600 for confirmatory runs) and set the limits for each c at nEC -1 and nEC, where nEC is typically 0.5 but ranges from 0.35 to 0.65.
The all-excitatory and all-inhibitory cell types (corresponding to g lying at its extreme values nEC and nEC -1, respectively) emerge as they did in the development of the previous (B) layer. Now the Q term is no longer of order 1/NM, since for each synaptic input from a B cell n, many other inputs to the same C cell from B cells m (not just one or a few inputs, as in the A-to-B case) have Qnm 7 0 Therefore, the difference between g and -k1/k2 will not be as small as of order 1/NM, as it was for B-cell development.
Nonetheless, when Ik1,21 exceed several tenths, -kl/k2 predicts the mature g value to a good approximation (cf. g = 0.167 for -kl/k2 = 0.15 in the example of Fig. 2 ). (iii) As we continue to lower k, (so that g lies approximately in the range -0.1 to +0.1, for nEC = 0.5), the mature core becomes eccentric and then "breaks through" to the periphery, so that the excitatory/inhibitory boundary is an arc or a straight line passing through the cell's center (when g = 0).
For the case (Nc = 300, nEC = 0.5, k, = 0, k2 = -3, aB/aC = 3), 10 runs yielded 3 cells with essentially straight boundaries (through the center), 6 with arced boundaries, and 1 with an eccentric enclosed excitatory region. The orientation of these mature, rotationally asymmetric cells varies randomly from cell to cell.
As k, is made more negative, we reach (iv) an "OFFcenter" (centrally inhibitory, peripherally excitatory) circularly symmetric opponent-cell regime, and finally (v) an all-inhibitory regime. Note that Eq. 3 is unchanged when the sign of k, and the role of excitatory and inhibitory c values are both reversed. DISCUSSION For a multilayer network with local feedforward connections that develops, one layer at a time, under the influence of a Hebb-type synaptic modification rule, I have found (0) that the developmental options for each of the first two stages of connections (A-to-B and B-to-C) are relatively constrained; (it) that (over a wide range of parameter values) the mature cell morphology depends only upon the values of a few parameters that are specified for the entire layer, is independent of random cell-to-cell variations in synaptic position and initial c values, and hence is uniform over the newly matured layer; and (iii) that spatial opponency appears as a morphologic option, for the first time, in the third layer C. Opponent cells emerge in the absence of environmental input if spontaneous random electrical activity is assumed in the first layer. None of these assumptions is specific to visual processing. Although a Hebb-type rule has been used here, I do not suggest that a rule of this type is required for the emergence of the demonstrated cell types. In this system, random input is progressively structured by each layer of connections (as it matures in its turn). The development of all-excitatory (or all-inhibitory) cells in layer B induces spatial correlation of layer-B activity (on the scale of the arborization breadth), which was not present in layer A. This enables the center-surround opponent-cell morphology to develop in layer C. In contrast, no segregation into excitatory and inhibitory regions is possible during layer-B maturation, even though the identical development rule applies to both layers.
Depending upon the parameter regime, layer C can develop as a uniform layer of circularly symmetric opponent cells or of all-excitatory or all-inhibitory cells. There is an additional regime in which the mature C cells are rotationally asymmetric and hence display orientation selectivity. For cells with 300-600 synapses, I have found the cell-to-cell variability (of mature morphology) in this regime to be substantially greater than in the circularly symmetric opponent-cell regime. The detailed study of the variability of this orientationselective layer-C morphology as a function of synaptic number (and other factors such as random Q1m variations) is beyond the scope of this paper.
Some interesting, though very approximate, signal-tonoise relationships between neuronal "device properties" (NM and 8/rn), the size of the presentation ensemble, and system development have arisen during this work. These relationships appear well satisfied for biologically plausible choices of these values.
Maturation Process for a Layer-C Opponent Cell. To understand how an "ON-center" opponent cell forms, rather than just studying the final state, let us consider the maturation sequence for a cell in this regime, having positive k1, (it) Now, since synaptic density is greater centrally than peripherally, the sum over synapses causes the contribution of the QB term in Eq. 3 to be greater when the synapse being modified is central than when it is peripheral. This causes the central region to saturate first and become excitatory. (iii) The negative k2 then causes the peripheral c values to decrease (since negative k2 favors Icj to be near zero) and eventually saturate at the inhibitory limit. (If k2 were less negative, or were positive, the periphery would become excitatory as well, leading to an all-excitatory solution.)
For this and more general Hebb-type rules, the following heuristic argument explains why the opponent-cell morphology emerges. Let P0 be the likelihood that the input activity Ii at the ith synapse of a given M cell is "high." Let PC,j be the conditional likelihood that Ii is "high" given that the postsynaptic output 0 is "high." Assume each input makes only a small contribution to O. For a peripheral synapse, PCj will be close to P0 in value-the output hardly "cares" whether the ith input is low or high. But for a central synapse, Ii is correlated with the input activities at many neighboring synapses (because the synapses are centrally more dense.) Therefore, central Pa,j will be significantly greater (or less) than P0 if the locally-averaged c value is positive (resp., negative). A Hebb-type rule will therefore increase the central more than the peripheral c values (if the locally averaged c is positive), since there is a greater correlation between synaptic input and postsynaptic cell response for the central synapses. What is crucial here is the difference between central and peripheral Pcj. The results are similar whether this difference is caused by a synaptic density gradient, as here, or by some other factor (e.g., dendritic cable properties).
Context of This Work. The developmental stages described in this paper do not represent an attempt to model the retina. For example, horizontal and amacrine cells are not included, and nonspiking retinal cells and spiking (action potentialproducing) cells are not treated differently. Rather, the purpose of this paper and the two to appear later is to see whether a simple modular self-adaptive network generates structures that are found in real biological systems, as a guide to exploring how ubiquitous these features of neural architecture may be, and how a few basic network-modification rules can induce system-level structures and behaviors of biological importance.
