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Abstract
Supervised classiﬁcation is a spot/task of data mining which consist on building a classiﬁer from a set of instances labeled with
their class (learning step) and then predicting the class of new instances with a classiﬁer (classiﬁcation step). In supervised
classiﬁcation, several approaches were proposed such as: Induction of Decision Tree and Formal Concept Analysis. The learning
of formal concepts is generally based on the mathematical structure of Galois lattice (or concept lattice). The complexity of Galois
lattice generation limits the application ﬁelds of these systems. In this paper, we discuss about supervised classiﬁcation based on
Formal Concept Analysis and we present methods based on concept lattice or sub lattice. We propose a new approach that builds
only a part of the lattice, including the best concepts (i.e pertinent concepts). These concepts are used as classiﬁers in parallel
combination using voting rule. The proposed method is based on Dagging of Nominal Classiﬁer. Experimental results are given
to prove the interest of the proposed method.
c© 2014 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction
Formal Concept Analysis is a formalization of the philosophical notion of concept deﬁned as a couple of exten-
sion and comprehension. The comprehension (called also intention) makes reference to the necessary and suﬃcient
attributes which characterizes this concept. The extension is a set of instances which made it possible to ﬁnd out the
concept1.
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The classiﬁcation approach based on Formal Concept Analysis is a symbolic approach allowing the extraction of
correlations, reasons and rules according to the concepts discovered from data. Supervised classiﬁcation is a process
made up of two steps. In the learning step, we organize the information extracted from a group of objects in the
form of a lattice. In the classiﬁcation step, we determine the class of new objects, based on the extracted concepts.
Many learning methods based on Formal Concept Analysis were proposed, such as: GRAND2, CLNN&CLNB3, IPR4,
NAVIGALA5, CITREC6 and more recent BFC7 and BNC8. Unfortunately, systems based on Formal Concept Analysis
encountered some problems such as exponential complexity (in the worth case), high error rate and over-ﬁtting8,9.
In this last decade, a great number of researches in machine learning have been concerned with the ensemble
methods of classiﬁers that allow the improvement of a single learner performance (generally a weak learner) by the
voting techniques10. In the area of supervised learning, several ensemble methods have been appeared11 such as
Boosting and Bagging which improve the performance of combined classiﬁers sets. The two principal reasons for this
success are probably the simplicity of implementation and the recent theorems relative to the boundaries, the margins,
or to the convergence10,12,13. Generally, the ensemble methods are based on sequential or parallel learning (Bagging).
The diﬀerence between them derives from how to select data for learning.
In sequential learning such as Boosting, all the data are considered in each learning step and the weights are
assigned to learning instances. However, it was proved that this method is not interesting and no suﬃcient for a more
eﬃcient classiﬁer as Decision Tree8. In parallel learning, such as Bagging, the training data are drawn randomly
with replacement from the original data set, such a training set is called a Bootstrap. The well known method which
is based on parallel learning is Dagging (Disjoint samples aggregating), it creates a number of disjoint groups and
stratiﬁed data from the original learning data set, each one is considered as a subset of learning. The weak learner is
built on this learning sets. The predictions are then obtained by combining the classiﬁer outputs by majority voting14.
Dagging has shown its importance in recent work. Then, we propose to use this technique, in this work, to study the
classiﬁer ensembles based on formal concepts, since, no study has focused on the formal concepts in the context of
parallel learning.
In section 2, we present a state of the art on Formal Concept Analysis and several methods used which are based
on lattice concept and sub-lattice of concepts. In section 3, we propose a new method exploiting the advantages of
the Dagging to generate and combine in parallel way weak concept learners15 16. From the section 4, a comparative
experimental study is presented to evaluate the performance of parallel classiﬁer ensembles according to certain
criteria such as the number, variety and the type of classiﬁers. A comparative experiment is also presented to show
the importance of parallel learning using stratiﬁed sampling, compared to sequential learning using random sampling.
2. Formal concept analysis and classiﬁcation
2.1. Deﬁnition
A formal context is a triplet < O,P,R >, where O = {o1, o2, ..., on} is a ﬁnite set of n instances, P = {p1, p2, ..., pm}
a ﬁnite set of m properties (binary attributes) and R is a binary relation deﬁned between O and P. The notation
(oi, p j) ∈ R or R(oi, pj) = 1 means that the instance oi veriﬁes the property p j in relation R 1. The context (see Table
1 and 2)1 is often represented by a cross-table or a binary-table.
Let A ⊆ O and B ⊆ P be two ﬁnite sets. For both sets A and B, operators ϕ(A) and δ(B) are deﬁned as1:
• ϕ(A) = {p | ∀o, o ∈ A and (o, p) ∈ R}.
• δ(B) = {o | ∀p, p ∈ B and (o, p) ∈ R}.
Operator ϕ deﬁnes the properties shared by all elements of A. Operator δ deﬁnes instances which share the same
properties included in set B. Operators ϕ and δ deﬁne a Galois connexion between sets O and P1. The closure
operators are A” = ϕ ◦ δ(A) and B ” = δ ◦ ϕ(B). Finally, the closed sets A and B are deﬁned by A = ϕ ◦ δ(A) and
B = δ ◦ ϕ(B).
1 The data sets is selected from UCI Machine Learning Repository 17
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Table 1. Illustration of the formal context (data Weather under binary format).
O-P p1 p2 p3 p4 p5 p6 p7 p8 CLASS
o1 1 0 0 1 0 0 0 1 2
o2 1 0 0 1 0 0 0 0 2
o3 0 1 0 1 0 0 0 1 1
o4 0 0 1 0 1 0 0 1 1
o5 0 0 1 0 0 1 1 1 1
o6 0 0 1 0 0 1 1 0 2
o7 0 1 0 0 0 1 1 0 1
o8 1 0 0 0 1 0 0 1 2
o9 1 0 0 0 0 1 1 1 1
o10 0 0 1 0 1 0 1 1 1
o11 1 0 0 0 1 0 1 0 1
o12 0 1 0 0 1 0 0 0 1
o13 0 1 0 1 0 0 1 1 1
o14 0 0 1 0 1 0 0 0 2
Table 2. Speciﬁcation of attributes
Attributes Signiﬁcation
p1 Outlook=Sunny
p2 Outlook=Overcast
p3 Outlook=Rainy
p4 Temperature=Hot
p5 Temperature=Mild
p6 Temperature=Cool
p7 Humidity
p8 Windy
A formal concept of the context < O,P,R > is a pair (A, B), where A ⊆ O, B ⊆ P, ϕ(A) = B and δ(B) = A. Sets A
and B are called, respectively, the extent (domain) and the intent (co-domain).
From a formal context < O,P,R >, we can extract all possible concepts. The set of all concepts may be organized
as a complete lattice (called Galois lattice1), when the following partial order relation ’’ is deﬁned between two
concepts (A1, B1)  (A2, B2) if and only if (A1 ⊆ A2) and (B2 ⊆ B1). The concepts (A1, B1) and (A2, B2) are called
nodes in the lattice.
2.2. Classiﬁcation
The classiﬁcation has to determine the class of new objects. The Galois lattice can be seen as a space of search in
which we evolve level to another, by validating the characteristics associated to the concepts9. In the literature, many
existing classiﬁcation systems are based on complete lattice or sub lattice of concepts.
Complete lattice based methods: They use lattice concept such as GRAND2 and NAVIGALA5. There are three com-
mon limits for systems based on concept lattice. First, the complexity of the lattice generation (temporally and
spatially) is exponential. Then, the navigation in huge search space is hard18. In addition, the data used is
binary. For these reasons, many researchers are focused on the sub-lattice based classiﬁcation.
Sub-lattice based methods: There are methods which have the characteristic to build sub-lattice which reduces their
theoretical complexity and their execution times. A sub-lattice is a reﬂexive and transitive reduction of Galois
lattice. Classiﬁcation based on sub-lattice is similar to that started from a lattice. The major diﬀerence between
lattice based classiﬁcation and sub-lattice based classiﬁcation is the number of concepts generated. Systems
like CLNN&CLNB3, IPR4, BFC7 and BNC8, have the characteristic of building a part of the concept lattice and
inducing classiﬁcation rules. Except IPR, BFC and BNC, the other systems extract the classiﬁcation rules from
the sub higher lattice. The methods based on sub-lattice of concepts generate less classiﬁcation rules than one
based on a complete lattice of concepts. However, their limit is the possible loss of information in a condensed
data representation or in a partial reproduction of the complete lattice. We remark that with the methods based
on sub-lattice classiﬁcation, the constructed concepts are chosen based on inappropriate criteria (i.e. the depth
of the lattice, the covering of the context, etc.)9.
Now, if we take all the supervised learning methods based on Formal Concept Analysis, we can report their following
common limits: absence of the adaptive aspect, handling only binary data and a high complexity. Also, the construc-
tion of the concepts is exhaustive or non-contextual. That is why recently, some researches in machine learning have
converted to the integration and the use of ensemble learning for Formal Concept Analysis that allow to improve the
single learner performance by voting techniques10.
In7 and8, the authors presented the BFC (Boosting of Formal Concepts) method based on Formal Concept Anal-
ysis and exploiting the advantages of Boosting algorithm. This method handles with binary data only and uses Ad-
aBoost.M2 which is the basic algorithm of multi class Boosting19. Initially, the algorithm attributes equal weights
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to the learning instances. It selects a part of the learning data and extracts the pertinent concept within the binary
data sets. It uses the discovered formal concept to classify the learning data and updates the weights of the learning
instances by decreasing those of the well classiﬁed ones and increasing the weights of the others (the bad instances).
After that, it repeats the resampling based on the new weights, in order to discard the well classiﬁed instances and to
consider only the bad ones. The BFC method builds adaptively a part of the concept lattice made up only by pertinent
formal concepts. The method of BFC has the particularity to decide the number of iterations. So that, it can control
the time of execution and gives the best decision in all iterations. BNC (Boosting of Nominal Concepts) is an extension
of BFC that handles with nominal data and builds adaptively pertinent nominal concepts8.
According to13, the adaptive update of learning data in sequential learning (Boosting) increases the misclassiﬁed
weight by the previous classiﬁer and improves the performance of any learning algorithm (weak learner). However,
the capacity of sequential learning have been challenged when highly noisy data are used. In the case of parallel
learning, the noisy data is ignored and possibly will spread equiprobably between Bootstraps or other re-sampled
subsets of training data. That is why techniques such as Bootstrapping10 and Disjoints Stratiﬁed 20 have been proposed
ignoring these noisy data or to distribute on diﬀerent sets of learning21. In the next section, we propose to take
advantage of parallel learning and to generate nominal classiﬁers from disjoints stratiﬁed data.
3. Dagging of nominal concepts
In parallel approach, the generation of classiﬁers is based on Bootstraps (in Bagging) or from other resampled
data sets. The peculiarity of these training sets is to reduce the impact of hard to learn instances (called outliers and
misleaders)21. In Bootstrapping, n′ instances are selected and drawed randomly with replacement from the original
training set of n training instances with n′ <= n. Each classiﬁer is then trained on this set, such a training set is called
a Bootstrap replicate of the original set. Each Bootstrap replicate contains, on average, 63.2% of the original training
set, with many instances appearing multiple times. Predictions on new instances are made by taking the majority vote
of the ensemble.
In the literature, stratiﬁed sampling has proved to be eﬃcient14. Learning from stratiﬁed data samples allows
to generate more eﬃcient classiﬁer than those generated from the weighted data in the case of sequential learning
classiﬁers. Dagging has the particularity to learn classiﬁers in parallel way from stratiﬁed data sets. We propose to
exploit this varient of parallel learning method to generate classiﬁers based on Nominal Concepts.
3.1. Classiﬁer based on nominal concepts (CNC)
Input: Sequence of n instances O = {(o1, y1), ..., (on, yn)} with labels yi ∈ Y = {1, ..., Y}.
Output: The classiﬁer rule hCNC.
begin
From O, ﬁnd the attribute having the best Informational Gain value AN∗ ;
From AN∗, ﬁnd the nominal value having the important eﬃcient v ;
Calculate the closure associated to v ({δ(AN∗ = v)}, δ ◦ ϕ({AN∗ = v})) ;
Determine the majority class y∗ associated to δ(AN∗ = v) ;
Induce the classiﬁcation rule hCNC ;
Return hCNC;
end
Algorithm 1: Algorithm of Classifier Nominal Concept (CNC)
The learning algorithm CNC (Algorithm 1) consider the whole of nominal training instances O described by L
nominal attributes AN (which are not necessary binary).
AN = {ANl | l = {1, .., L}, ∃oi ∈ O, ∃p ∈ P, ANl(oi) = p}. (1)
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The pertinent nominal concept is extracted within the data set by selecting the nominal attribute which minimises the
measure of Informational Gain (IG). CNC calculates the IG of each attribute from the learning context of n instances
with:
IG(AN,O) = E(O) −
Val.Att∑
j=1
S (v j)
n
E(v j) (2)
IG of the nominal attribut AN (represented by Val.Att diﬀerent values) is calculated from the Entropy function (E()).
S() calculates the relevance of a value v j of the attribut AN on the whole O. The variation of IG depends on S (v j) if
we neglect the variation E(O). The data set that contains redundant instances (as simple random samples) maximizes
the value of S (v j) (if an instance containing v j is redundant) and minimizes the IG of the corresponding attribute.
This paralyzed eﬀect does not bring a lot of diversity in the values of IG for the same attribute. In a diverse set
of data (such as stratiﬁed samples), value of S (v j) is minimized and the IG of the corresponding attribute is more
important. This phenomenon helps to better enhance the attributes of a diverse set. The stratiﬁed random sampling
ensures the proportional presence of all the various sub-groups within the data set. Clearly, ﬁnding the best attribute
that maximizes the IG in a stratiﬁed set is more interesting than in other set. So, we recommend to learn CNC from
stratiﬁed sets and based on the calculation of IG.
Once the nominal attribute is selected (AN∗), we extract the associated instances for each value v j from the selected
attribute according to the proposition 1.
Proposition 1: From a nominal context (multi-valued), the δ operator is set by (3):
δ(AN∗ = v j) = {o ∈ O | AN∗(o) = v j}. (3)
Then, we look for the other attributes describing all the extracted instances (using the closure operator δ ◦ϕ(AN∗ =
v j)). For this, we give the following proposition.
Proposition 2: From a nominal context (multi-valued), the ϕ operator is set by (4):
ϕ(B) = {v j | ∀ o, o ∈ B and ∃ ANl ∈ AN | ANl(o) = v j}. (4)
So, we construct the pertinent concept associated to each value v j of the best attribute AN∗ (δ(AN∗ = v j), δ ◦
ϕ(AN∗ = v j)). A weak classiﬁer is obtained by seeking the majority class associated to the extent of the pertinent
concept (δ(AN∗ = v j)). It induces a classiﬁcation rule. The condition part of the rule is made up by the conjunction
of the attributes included in the intent: δ ◦ ϕ(AN∗ = v j). The conclusion part of the rule is made up by the majority
class. After that, we use the discovered rule to classify the learning data set O and so our proposed learning algorithm
of pertinent concept stops at this iteration.
We study the standard deviations of the error rate of CNC on 15 samples of diﬀerent data2. The performance of CNC
is obtained according to the 10 cross-validation method. We report the standard deviations of the error rate for each
data set (Table 3). These standard deviations are more or less important, showing that CNC is an unstable classiﬁer.
3.2. Learning concept based classiﬁers
The proposed approach is essentially based on Dagging described with more details in Algorithm 215,16. To
generate T classiﬁers, we execute T times the learning algorithm on various disjoint and stratiﬁed sets of learning
instances. Each set of learning instances is satisﬁed to have a similar distribution to the initial set. The samples are
obtained by drawing n
′
instances randomly without replacement in the training sample O, with n′ < n. These samples
respect the distribution of learning instances as classes.
The principle of DNC (Dagging Nominal Classiﬁer) is then to take several disjoint and stratiﬁed samples {OΘ1 , ...,OΘT }.
On each of which, the CNC is built to get a collection of classiﬁers {h1, ..., hT } and to combine them by majority voting
rule14.
2 Presented with more details in section 4
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Table 3. Performance of individual CNC.
Data Sets Error Rates Standard Deviations
Car 7.47% 8.01%
Kr-vs-kp 33.95% 1.80%
Waveform 13.18% 1.30%
Optdigits 28.36% 1.55%
Nursery 12.67% 4.47%
Pendigits 9.68% 0.84%
German credit 4.60% 1.51%
Japanese vowels 18.45% 1.56%
Splice 33.10% 2.24%
Segment 7.01% 1.10%
Spambase 6.56% 0.69%
Cmc 34.49% 2.58%
Solar-ﬂare 0.19% 0.39%
Page-blocks 1.17% 0.45%
Yeast 40.84% 3.08%
Input:
1. T: number of classiﬁers to generate.
2. Learning data O of n instances with O = {(o1, y1), ..., (on, yn)} labeled yi ∈ Y = {1, ..., Y}.
Output: The ﬁnal classiﬁer hvote.
begin
Divide the population into S strates;
Establish the most complete list of each S constituting strates;
for t from 1 to T do
Calculate the percentage Pt instances of each strate with respect to O ;
Choose simply and randomly instances from each strate to form OΘt respecting Pt;
Learn CNC on OΘt to generate ht;
end
hvote = arg maxy∈Y
∑T
t=1 ht(o, y);
end
Algorithm 2: Algorithm of Dagging Nominal Classifier (DNC)
4. Experimental study
In this section, we study the behaviour of proposed method called DNC to see in which conditions it can improve
the performance of individual weak CNC. In particular, we will try to provide answers to the following questions: Does
the number of classiﬁers have an eﬀect on the performance of Dagging of CNC? Is Dagging of CNC more interesting
than other classiﬁers? What is the best adaptive learning for CNC: sequentially or parallel? What are the conditions
under which CNC behaves better than other classiﬁers?
We compare the DNC method with existing classiﬁers in the literature as Bayes Net, Id3, J48, Decision Stumps
and CITREC6 (based on Formal Concept Analysis) on some well data sets extracted from ”UCI Machine Learning
Repository”17.
The performance of generated classiﬁers is evaluated in terms of error rate. To calculate these rates, the 10 cross-
validation method is used in WEKA whose principle is to divide each base on 10 subsets. In turn, each subset is used
for testing and the other subsets for learning.
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Table 4. Characteristics of data sets used.
Data Sets Instances Attributes Classes Data
Numeric Nominal Diversity
Car 1728 6 6 4 100%
Kr vs kp 3196 36 36 2 100%
Waveform 5000 40 40 3 100%
Optdigits 5620 64 64 10 100%
Nursery 12960 8 8 5 100%
Pendigits 10992 16 16 10 99.18%
Credit German 1000 20 20 2 98.59%
Japanese Vowels 5687 12 14 9 97.06%
Splice 3190 61 60 3 94.42%
Segment 2310 19 19 7 84.97%
Spambase 4601 57 57 2 78.26%
CMC 1473 9 9 3 64.96%
Solar ﬂare 1066 10 12 6 34.30%
Page-blocks 5473 10 10 5 23.14%
Yeast 1484 8 8 10 22.34%
The chosen data sets were discretized with 2 discretional ﬁlters under WEKA3. The ﬁrst ﬁlter4 is an instance ﬁlter that
converts a range of numeric attributes into nominal attributes (to evaluate Bayes net, Id3, J48, Decision Stumps
and CNC). The second ﬁlter5 is an instance ﬁlter that converts a range of nominal attributes into binary attributes (to
evaluate methods based on Formal Concept Analysis). These data sets are presented in Table 4. For each data sample,
we present respectively the number of instances, the number of numeric attributes (before discretization), the number
of nominal attributes (after discretization) and the number of classes. The last column presents the level of diversity
of data to see if it aﬀects the performance of the Dagging. This diversity of data is the ratio between the number of
diﬀerent vectors of instances (attributes) and the total number of vectors in each database22.
4.1. Inﬂuence of the classiﬁer numbers
Table 5. Dagging performance when increasing the classiﬁer numbers.
Data Sets 2 3 4 5 6 7 8 9 10 11 12 13
Car 9,04% 7,41% 14,35% 8,9% 12,67% 10,3% 8,1% 6,3% 11,11% 6,31% 11,34% 7,69%
Kr-vs-kp 33,95% 33,95% 33,95% 33,95% 33,85% 33,85% 33,92% 33,92% 33,95% 33,95% 32,89% 32,88%
Waveform 13,18% 12,7% 12,58% 12,56% 12,74% 12,3% 12,14% 12,86% 13,32% 11,44% 12,02% 11,52%
Optdigits 28,35% 28,29% 28,26% 28,31% 28,35% 28,22% 33,08% 28,42% 28,86% 27,38% 28,26% 28,47%
Nursery 13,06% 14,35% 14,46% 12,89% 14,73% 14,41% 14,58% 14,21% 14,79% 11,85% 14,47% 14,77%
Pendigits 9,66% 9,68% 9,86% 11,33% 11,69% 11,71% 9,55% 11,57% 16,74% 9,66% 13,18% 11,83%
German credit 4,6% 6,4% 7,3% 7,4% 8,3% 8,8% 7,3% 9,7% 11% 10,4% 8,7% 9,2%
Japanese vowels 18,45% 16,72% 17,55% 16,6% 15,4% 15,53% 14,24% 13,84% 17,71% 17,44% 17,5% 12,76%
Splice 33,1% 33,1% 32,82% 32,13% 33,1% 31,32% 28,4% 31,57% 29,5% 33,1% 29,97% 28,53%
Segment 7,01% 6,97% 7,01% 6,36% 6,23% 6,32% 5,93% 5,5% 4,37% 6,54% 7,1% 5,58%
Spambase 7,35% 7,3% 7,28% 8,26% 8,46% 11,13% 8,22% 8,85% 7,28% 9,37% 6,52% 11,13%
Cmc 34,02% 33,34% 32,65% 29,53% 31,44% 30,62% 32,12% 30,01% 29,33% 29,6% 31,44% 31,77%
Solar-ﬂare 0,37% 0,09% 0,09% 0,09% 0,19% 0,19% 0% 0,09% 0% 0,09% 0% 0%
Page-blocks 1,17% 1,17% 1,17% 1,17% 1,17% 1,3% 1,13% 1,17% 1,13% 1,17% 1,15% 1,13%
Yeast 40,84% 40,84% 40,84% 40,77% 40,97% 40,64% 40,44% 40,57% 40,37% 39,69% 40,84% 41,38%
To study the performance of Dagging using CNC, we generated sets by varying the classiﬁer number from 2 to 13
and we reported their error rates in Table 5. From this table, we can ﬁrst report that the performance of odd sets of
classiﬁers is better than the performance of pair sets. This is due to the combination rule that works better with an
odd number of classiﬁers23. With more than 8 classiﬁers, Dagging behaves better. These ensembles are not correlated
3 Available at http://www.cs.waikato.ac.nz/ml/Weka
4 weka.filters.supervised.attribute.Discretize
5 weka.filters.supervised.attribute.NominalToBinary
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with the training data diversity. We note also that with 11 classiﬁers, Dagging produces the best performance. The
average errors (for all the bases) occurred with 11 classiﬁers (16.53%) is lower than those obtained with 13 classiﬁers
(16.58%). That is why in the next experiments, we will retain this number (T=11) in the generation of classiﬁer
ensembles.
4.2. Inﬂuence of the classiﬁer type
Table 6. Dagging performance using diﬀerent classiﬁcation methods.
Data Sets Bayes Net CNC Id3 J48 Decision Stumps CITREC
Car 17,13% (1.95) 6,31% (8.21) 11,51% (2.67) 18,69% (3.13) 29,98% (0.17) 23,79% (2.34)
Kr-vs-kp 12,52% (1.89) 33,95% (1.8) 1,91% (0.67) 3,1% (1.02) 33,95% (1.8) 47,78% (0.1)
Waveform 19,32% (1.43) 11,44% (2.57) 19,9% (2.11) 22,12% (1.89) 48,5% (2.36) 41,42% (6.89)
Optdigits 7,92% (1.01) 27,38% (3.9) 21,12% (0.96) 17,62% (1.63) 56,44% (4.76) - (-)
Nursery 9,82% (0.85) 11,85% (6.31) 4,88% (0.52) 8,56% (0.57) 33,75% (0.04) - (-)
Pendigits 12,85% (1.03) 9,66% (0.87) 12,43% (0.95) 16,48% (1.25) 74,75% (3.47) - (-)
German credit 23,6% (3.92) 10,4% (7.5) 27,9% (4.25) 28,6% (2.63) 30% (0.94) 30% (0)
Japanese vowels 48,51% (1.65) 17,44% (7.22) 44,59% (1.72) 45,44% (2.1) 59,13% (0.11) 67,49% (2.14)
Splice 5,11% (1.33) 33,1% (2.24) 8,31% (1.69) 11,5% (2.47) 27,21% (8.89) - (-)
Segment 10,48% (1.47) 6,54% (2.71) 8,14% (2.25) 9,35% (1.45) 70,22% (3.83) - (-)
Spambase 9,87% (0.95) 9,37% (4.75) 8,93% (1.3) 10,3% (1.57) 15,54% (3.8) - (-)
Cmc 47,66% (5.29) 29,6% (4.99) 45,56% (4.54) 46,23% (3.11) 54,79% (1.94) 55,33% (2.05)
Solar-ﬂare 1,88% (1.17) 0,09% (0.3) 0,47% (0.49) 0,47% (0.49) 0,47% (0.49) - (-)
Page-blocks 6,47% (0.89) 1,17% (0.45) 3,51% (0.65) 5,32% (0.57) 6,8% (0.43) - (-)
Yeast 41,18% (5.22) 39,69% (3.39) 42,46% (3.07) 42,32% (4.66) 59,3% (1.18) - (-)
In8, we found that the sequential learning is beneﬁcial for classiﬁers such as J48 and Id3. However, the CNC is
among the worst classiﬁers. Our objective here is to study the behavior of these classiﬁers in the case of parallel
learning and to see whether the CNC ﬁts better with this technique. To do that, for each type (ID3, Bayes Net,
CNC, J48 and CITREC), ensembles of 11 classiﬁers are generated in Dagging. The error rates of these sets and the
Standard Deviations are reported in Table 6. Signs ’-’ indicates that the method can not process the sample data, due
to excessive consumption of memory resources. From these results, Dagging of CNC based on the Formal Concept
Analysis holds the best performance for 10 data sets from 15. Id3 and Bayes Net are better than J48. Decision
Stumps produced the higher error rates compared with the rest of the classiﬁers.
For sets of correlated data such as Pages blocks and Solar Flare having diversity values of 23.14% and 34.3%,
respectively, the error rates of nominal classiﬁers (CNC) are lower. For the Yeast data set having 22.34% as diversity
value, the error rates are quite higher. This shows that the data diversity is not correlated with the performance of
nominal classiﬁer ensembles.
Dagging of nominal classiﬁers (DNC) is sensitive to the number of attributes. It produces excellent results for data
sets with a reasonable number of attributes (not exceeding 40 attributes), whatever the size of the data sets. This
allows us to deduce that DNC will be very interesting for classiﬁcation problems whose bases are very large. From
these experiments, we can note that parallel learning is more interesting for our nominal classiﬁer CNC. The Other
classiﬁcation methods can be rather used in sequential learning (as shown in8).
4.3. Comparison of ensemble methods
According to the literature, the relationship between the type of classiﬁer and the ensemble methods is not clear: for
example we do not know whether it is better to use Boosting, Bagging or Dagging for a given classiﬁcation problem.
In14, the authors have shown, theoretically and experimentally, the importance and reliability of Dagging.
In24, we noticed that CNC is not a good enough using sequential learning on diﬀerent sizes of data sets. To see
which is better for our CNC, the parallel or sequential learning, we generate sets of 11 nominal classiﬁers by Boosting,
Bagging and Dagging on 15 diﬀerent data sets (Table 4). Figures 1 and 2 presents the results of all these methods,
in terms of error rate and training time. These results show that Dagging is the best ensemble method producing low
error rates for all generated classiﬁer sets. All the errors rates of Boosting are higher than those of Dagging (Figure
366   Nida Meddouri et al. /  Procedia Computer Science  35 ( 2014 )  358 – 367 
Fig. 1. Error rates of Boosting, Bagging and Dagging using CNC
Fig. 2. Training time of Boosting, Bagging and Dagging using CNC
1). In addition, Boosting is 6 times slower than Dagging. We report also that Dagging is 2 times faster than Bagging
(Figure 2). All ensemble methods does not depend on the diversity of data, because the performance is diﬀerent
regardless the level of diversity (no correlation).
In our experiments, learning ensembles of 11 nominal classiﬁers by Dagging is more interesting than by Boosting.
It still similar to Bagging and more than a little for classiﬁcation problems with 2 class. The parallel learning for
classiﬁers based on Formal Concept Analysis is then better than the sequential learning especially for classiﬁcation
problems with several classes.
5. Conclusion
In this paper, we focused on the parallel learning of nominal concept classiﬁers. We proposed a new classiﬁer based
on nominal concepts that is better than the methods based on Formal Concept Analysis. We propose next to improve
its performance by using ensemble methods because on the one hand the recent works have encouraged their use for
linear classiﬁers and on the other, there is no study on parallel learning for formal concept classiﬁers. Particularly, we
propose a new variant of Dagging to generate and combine ensembles of proposed classiﬁer that seems to be a weak
classiﬁer.
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We recommend a parallel learning by Dagging for classiﬁers such formal concept and the sequential learning for
the other type of classiﬁers. In parallel learning, a few classiﬁers are suﬃcient for obtained better performance than
the use of individual one. More experiments are possible on larger data sets with other ensemble methods, such as
Random Forests, and for other classiﬁers as J48 and Id3.
Many improvements on the ensemble methods can be brought. BNC and DNC methods used majority vote, for
classiﬁer combination. A variety of voting rules already exists. A study of these rules can be beneﬁcial to improve
the performance of CNC ensembles. Concerning the CNC algorithm, other measures can be used to select the best
attribute because the concept of measures committee has shown its evidence in recent research25. We can study the
combination of measures to adopt an appropriate committee to our classiﬁer.
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