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Wie mit künstlicher Intelligenz umgehen?
Die Gesellschaft begegnet der Digitalisierung teilweise mit tiefem Misstrauen. Um die 
 Chancen der künstlichen Intelligenz für die Gesellschaft nutzbar zu machen, muss man  
diese Skepsis ernst nehmen.  Clemens Mader,  Johann Čas, Anne Scherer 
K ünstlicher Intelligenz (KI) begegnen wir täglich. Dazu, wie wir mit diesen 
Anwendungen umgehen, machen wir uns 
aber nur wenige Gedanken. Denn meist ist 
uns ihre Wirkungsweise nicht bekannt – 
und auch nicht, wie wir durch sie beein-
flusst werden. Ob es Empfehlungen zu Pro-
dukten in Onlineshops oder Stellenangebo-
te sind: Beides scheint auf den ersten Blick 
unverdächtig. Erst bei genauerem Hinse-
hen erkennen wir, dass hinter diesen schein-
bar praktischen Empfehlungen Algorithmen 
stecken, die vermutlich nicht nur unsere In-
teressen vertreten und auch Fehlern unter-
liegen können.
Grundprobleme von KI-Anwendungen 
sind evident (siehe Abbildung).1 Erste Schwie-
rigkeiten ergeben sich bereits durch die Ana-
lyse und die Daten selbst. Fehlerhafte Daten 
oder deren Verarbeitung können nämlich zu 
1 Siehe dazu Christen et. al. (2020) sowie Christen (2019).
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Diskriminierung führen. Deshalb spricht man 
auch von einem Bias-Problem. So können bei-
spielsweise einzelne Personengruppen in Be-
werbungsverfahren benachteiligt werden. 
Den Nutzern, in diesem Fall den Bewerbern, 
fällt dieser Bias nicht auf, weil sie die Funk-
tionsweise des Algorithmus nicht kennen.
Ein weiteres Problem kommt hinzu, wenn 
es sich um lernende Algorithmen handelt, 
die sich laufend verändern. So kann es sein, 
dass es – selbst für die Entwickler des Algo-
rithmus – nicht mehr nachvollziehbar ist, wie 
der Algorithmus genau zu seiner Entschei-
dung gekommen ist. Bei diesem sogenannten 
Blackbox-Problem entzieht sich uns durch die 
Komplexität der Abläufe ein klares Verständ-
nis des Algorithmus.
Zudem existiert ein sogenanntes 
Fairness- Problem. Denn bei der Entwicklung 
von Algorithmen können auch normative 
Annahmen der Entwickler einfliessen. Wer-
te und Interessen können gegenüber ande-
ren bevorzugt werden. Anders als beim Bias- 
Problem sind es hier Annahmen des Ent-
wicklers und nicht des Algorithmus, die zum 
Problem werden.
Diese Probleme zeigen die Grundproble-
matiken auf, denen KI-Systeme unterliegen. 
Dennoch kommt es vor, dass Menschen die-
sen Systemen mehr vertrauen als ihren Mit-
menschen. Oder umgekehrt: Menschen ver-
trauen anderen Menschen mehr, obschon Al-
gorithmen in bestimmten Fällen objektiver 
entscheiden würden. Darauf macht uns das 
Vertrauensproblem aufmerksam, das wir bei 
jeder Anwendung hinterfragen müssen.
Angst vor Arbeitsplatzverlust
In einer Studie im Auftrag der Schweizer Stif-
tung für Technologiefolgen-Abschätzung 
(TA-Swiss) haben wir gemeinsam in einem in-
terdisziplinären Team in den Bereichen Arbeit, 
Konsum, Bildung und Forschung, Medien und 
öffentliche Verwaltung untersucht, welche 
Chancen und Risiken mit der Anwendung von 
KI verknüpft sind und welche Grundprobleme 
dabei entstehen können. In diesem Artikel 
beschränken wir uns auf die Bereiche Arbeit 
und Konsum und betrachten insbesondere 
die wirtschaftspolitischen Aspekte, die sich 
daraus ergeben.
Mit dem technischen Fortschritt sind seit 
je Veränderungen der Arbeitswelt verbunden. 
Diesbezüglich bedeutet KI hier einen Quan-
tensprung. Denn sie kann den Menschen bei 
Tätigkeiten unterstützen oder ihn sogar bei 
Aufgaben ersetzen, die bislang menschlicher 
Intelligenz vorbehalten waren. Es ist daher 
nicht verwunderlich, dass dies grosse Sorgen 
um die Zukunft der Arbeit entfacht.
2013 hat eine Studie der Oxford-Wissen-
schaftler Frey und Osborne geschätzt, dass 
rund 47 Prozent aller Berufe durch die Com-
puterisierung gefährdet sind, und hat so alte 
Debatten wiederbelebt.2 Viele Nachfolgestu-
dien haben versucht, diese Rationalisierungs-
potenziale zu bestätigen oder zu widerlegen. 
Einerseits wurde auf historische Entwick-
lungen verwiesen, denen zufolge Automati-
2 Siehe Frey und Osborne (2013).
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sierungswellen langfristig zu steigender Be-
schäftigung führten.3 Andererseits wurde an-
gezweifelt, ob dieser Vergleich legitim sei, 
denn der heutige Fortschritt zeichne sich 
durch eine ganz neue Qualität aus.4
Damit die Angst vor Arbeitsplatzverlusten 
nicht zum Innovationshemmnis wird, muss 
die Gesellschaft über den Einsatz von KI be-
stimmen und dabei eine faire Verteilung der 
Vorteile im Auge behalten. Das betrifft ins-
besondere die Möglichkeiten, Arbeit zu fin-
den und Einkommen zu erzielen. Verantwor-
tungsvolle Unternehmen und die Politik müs-
sen dafür sorgen, dass die Substituierung 
menschlicher Arbeit durch KI-Systeme nicht 
zu Arbeitslosigkeit und damit verbunde-
nen Einkommensverlusten führt. Die durch 
Covid-19 hervorgerufene Wirtschaftskri-
se macht ein entsprechendes Handeln drin-
gender denn je. Entwicklungen, die mit dem 
KI-Einsatz über Jahre zu erwarten gewesen 
wären – massive Arbeitsplatzverluste und ein 
Einbruch einzelner Sektoren –, sind innerhalb 
weniger Wochen Realität geworden. Welche 
konkreten Massnahmen getroffen werden, 
um das sowohl für eine wirtschaftliche Erho-
lung als auch für eine friktionslose Nutzung 
von KI-Technologien so notwendige Ver-
trauen wiederherzustellen, ist auf politischer 
Ebene zu entscheiden.
Die möglichen makroökonomischen Aus-
wirkungen der digitalen Transformation im 
Allgemeinen und von KI im Speziellen – ins-
besondere die immer zahlreicheren Möglich-
keiten, menschliche Arbeit zu ersetzen – soll-
3 Siehe Autor (2015).
4 Siehe Lovergine und Pellero (2018).
ten deshalb zum Anlass genommen werden, 
gesellschaftliche Debatten über Anpassungs-
prozesse anzustossen: Soll beispielsweise 
bei lang anhaltenden hohen Arbeitslosen-
raten die Regelarbeitszeit entsprechend re-
duziert werden? Wie können arbeitsrechtli-
che und soziale Standards bei immer flexible-
ren Arbeitsbedingungen in Zukunft gewahrt 
bleiben? Wie kann ein Auseinanderklaffen der 
Lohnschere verhindert werden? Und welche 
Weiterbildungsmöglichkeiten müssen ge-
schaffen werden, um sowohl die individuellen 
Chancen zu erhöhen als auch die Entwicklung 
und Nutzung von KI zu fördern?
Kaum Kritik bei Konsum und KI
Während ein Einsatz von KI in der Arbeits-
welt oft mit Vorbehalten verbunden ist, ist 
er im Konsumbereich bereits weit vorange-
schritten. Schon seit Langem werden durch 
den Einsatz von KI beispielsweise attrakti-
ve Kundensegmente identifiziert, detaillier-
te Kundenprofile erstellt und Angebote per-
sonalisiert. Um Kosten einzusparen und die 
Effizienz zu steigern, werden gerade durch 
Tech-Giganten wie Google, Amazon, Face-
book und Apple stetig bessere KI-Systeme an 
der Schnittstelle zum Kunden entwickelt und 
zum Einsatz gebracht. Konsumenten begeg-
nen KI damit heute tagtäglich – mehr oder 
weniger bewusst. Sei es, wenn Google Maps 
den kürzesten Weg nach Hause anzeigt, Ama-
zons Empfehlungssystem weitere Produkte 
zum Kauf empfiehlt, Facebooks Newsfeed In-
halte sortiert oder Apples Sprach assistent Siri 
fliessend mit einem interagiert.
Die Vorteile derartiger KI-Systeme lie-
gen auf der Hand: Unternehmen profitie-
ren einerseits von Prozessautomatisierun-
gen, z. B. in der Werbeplanung und -platzie-
rung, und Kosteneinsparungen, indem z. B. 
immer natürlicher wirkende KI-Assistenten 
und Chatbots eingesetzt werden, um häufi-
ge Kundenanfragen zu beantworten. Auf der 
anderen Seite können sie ihre Effizienz stei-
gern, indem Konsumenten gezielt angespro-
chen und Angebote kundenindividuell zuge-
schnitten werden.
Auch Konsumenten profitieren von solch 
personalisierten Informationen: Vermeint-
lich weniger interessante Inhalte und Ange-
bote werden ausgeblendet und Konsum- so-
wie Kaufentscheidungen durch diese Vor-
auswahl weitgehend unterstützt, aber auch 
beeinflusst. Gerade in Zeiten der Informa-
tionsüberflutung begrüssen viele Kunden 
diese Personalisierung. Konsumenten soll-
ten sich dabei aber auch möglicher Bias- und 
Fairness- Probleme bewusst sein (siehe oben) 
und KI-Systemen daher nicht blind vertrauen.
Durch die wachsende Anzahl digitaler 
Fussabdrücke findet eine dynamische Perso-
nalisierung von Kundenprofilen heute meist 
statt, ohne die Konsumenten nach ihren Vor-
lieben zu befragen. Einige Hundert Likes auf 
Facebook sind so schon ausreichend, um sen-
sible Persönlichkeitseigenschaften mit hoher 
Genauigkeit zu schätzen.5 Gerade weil die-
5 Youyou, Kosinski und Stillwell (2015).
Viele Konsumenten sind sich nicht bewusst, welche 
digitalen Fussabdrücke sie hinterlassen – und was 
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se Systeme ohne aktives Zutun der Konsu-
menten funktionieren, bleiben KI-Systeme 
eine intransparente Blackbox. Für Konsumen-
ten wird es daher immer schwieriger, einzu-
schätzen, welche Schlüsse KI anhand ihrer 
Daten ziehen kann (inferred data) und wo sie 
KI überhaupt begegnen. So wussten 2015 in 
einer US-Studie beispielsweise 62 Prozent der 
Facebook-Nutzer nicht, dass der Newsfeed 
durch KI personalisiert wird.6
Unternehmen, welche KI-Systeme im 
Konsumbereich nutzen, empfehlen wir des-
halb, den KI-Einsatz transparent zu machen 
und einfach zu vermitteln, welche Personen-
daten in das System einfliessen und welche 
Aussagen damit gemacht werden.
The winner takes it all
Aktuell unterstützen die meisten KI- Systeme 
die Konsumenten noch in eng definierten 
Bereichen. Experten erwarten jedoch, dass 
sich einige wenige KI-Assistenten wie Goo-
gles Assistant, Apples Siri oder Amazons Ale-
xa durchsetzen werden, welche die Kon-
sumenten über ganze Lebensbereiche hin-
weg unterstützen. Anstatt spezialisierter 
 Assistenten für Gesundheitsfragen oder zur 
Terminkoordination könnte so in Zukunft ein 
Assistent Konsumenten in einer Vielzahl von 
Aufgaben unterstützen. Dies scheint auf den 
ersten Blick vorteilhaft. Da diese Systeme je-
doch umso genauer werden, je mehr Daten 
eines Nutzers verfügbar sind, können lang-
fristig für Konsumenten hohe Kosten ent-
stehen, wenn sie den Anbieter wechseln. Das 
bedeutet, dass sich im Gegenzug auch für die 
Unternehmen steigende Markteintrittsbar-
rieren ergeben, sollten für sie keine Nutzer-
daten verfügbar sein, um eigene KI-Systeme 
entsprechend zu trainieren. Die Nutzerdaten 
werden damit zunehmend zum neuen Treib-
stoff des digitalen Zeitalters. Um einem der-
artigen Datenkapitalismus zu entgehen, müs-
sen nachhaltige Lösungen gefunden werden.
Deshalb soll gemäss unseren Empfehlun-
gen geprüft werden, wie bei KI- Systemen 
die sogenannte Datenportabilität umge-
6 Eslami et al. (2015).
setzt werden kann. Dabei kann ein Kunde bei 
einem Wechsel des Anbieters seine Kunden-
daten mitnehmen. Das würde den Anbieter-
wechsel erleichtern. Dabei ist zu prüfen, in-
wieweit neben den Rohdaten auch Daten 
bzw. Aussagen portabel sein sollen, welche 
durch ein KI-System erarbeitet wurden (infer-
red data).
Bewusstsein schaffen
Die gesellschaftliche Debatte über Arbeits-
platzverlust sowie die Forderung nach Trans-
parenz und Datenportabilität verdeutlichen, 
wie relevant es ist, dass die Öffentlichkeit 
informiert ist und aktiv in Entscheidungen 
zu Einsatz und Umgang mit KI eingebunden 
wird.
Damit die Bürger mehr Kontrolle über ihre 
Daten bekommen, braucht es umfangreiche 
Bildungs- und Forschungsmassnahmen. So 
muss etwa das Bildungssystem alle Altersstu-
fen auf den Umgang mit KI vorbereiten. Dazu 
soll untersucht werden, welche spezifischen 
Kompetenzen vermittelt werden müssen, 
damit die Lernenden ein allgemeines Ver-
ständnis der Fähigkeiten und Grenzen von KI- 
Systemen erhalten. Entsprechende Erkennt-
nisse sollen in Lehrmittel einfliessen und auf 
bestehenden Plattformen für Lehrkräfte und 
Lernende zur Verfügung stehen.
Ein Beispiel dafür, wie der Umgang mit KI 
an Schulen vermittelt werden kann, ist das 
sogenannte Computational Thinking. Die-
se Fähigkeit macht komplexe Problemstel-
lungen und die Grundfunktionsweise von KI- 
Anwendungen bewusst und ermöglicht den 
Lernenden einen verantwortungsvollen Um-
gang mit KI. Solche Fähigkeiten schaffen zu-
dem die Voraussetzung, um in der heutigen 
Arbeitswelt bestehen und als Arbeitnehmer 
vom KI-Einsatz profitieren zu können.
Neben dem Bildungswesen steht auch die 
Forschung in der Pflicht. Sie muss an Lösun-
gen für vertrauenswürdige KI-Anwendun-
gen arbeiten. An Hochschulen, insbesonde-
re in technischen Disziplinen, die sich mit der 
Entwicklung neuer KI-Systeme beschäftigen, 
sollen auch nicht technische Kompetenzen 
wie Nachhaltigkeit und Ethik gefördert wer-
den. Dies soll sicherstellen, dass auch nor-
mative Zugänge, die in die Entwicklung von 
KI-Anwendungen einfliessen, sich an ver-
antwortungsvollen und ethischen Prinzipien 
orientieren.
Damit die Vorteile von KI überwiegen, 
muss man sich also der Grundprobleme an-
nehmen. Ein wichtiger Schritt dazu ist ein ge-
meinschaftlicher und informierter Diskurs 
über die Chancen und Risiken von KI, der un-
bedingt zu fördern ist.
