





Teoremi di Rappresentazione di Reticoli
5.1. I Teorema di Rappresentazione di Stone
PROPOSIZIONE 5.1.1. Sia (L, <) un ,·eticolo e siano:
(Idl(L), < ) l'insieme degli ideali in L ordinato rispetto all'inclusione
I<J ç} ICI
(Flt(L), < ) l'insieme dei filtri in L con la relazione
F<G ç} GCF.
Allora (Idl(L), < ) e (Flt(L), < ) sono reticoli completi.
DIMOSTRAZIONE. Se S C Idl(L), allora nS C L è un ideale. Infatti,
ovviamente, valgono le proprietà (i) e (ii) degli ideali. Tale ideale si indica
anche con I\S = nS. Qnindi Idl(L) è un I\-sottosemireticolo completo di
P(L); di conseguenza (Idl(L), < ) è un reticolo completo.
L'asserzione per i filtri (Flt(L), < ) si prova dualmente. Si noti, però
che se F C Flt(L) si ha VF = nF. D
Osserviamo che per S C Idl(L) si ha VS = (US) e se F C Flt(L) si
ha I\F =< UF >.
Inoltre per ogni I E Idl(L) si ha I = V { 1ala E I}.
PROPOSIZIONE 5.1.2. Se (L, <) è un reticolo distributivo allora il ,·eti-
colo (Idl(L), < ) è un frame, (Flt(L), <) è un coframe.
DIMOSTRAZIONE. Per la proposizione 5.1.1 basta verificare la (ILDoo)
per (Idl(L), < ) e la (IILDoo) per (Flt(L), <).
Siano I E Idl(L) ed S C Idl(L). E' evidente che
V{I /\ JIJ E S} = (U {I n JIJ E s} )
=(In(U S ))
< I /\ (V S)
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Viceversa, Va # 1- si ha a E II\ (V S) ç} a E I e 3X = {Xl,'" ,Xn } C
US tale che a < VX. Sia Xi E J;, con Ji E S, Vi = 1,'" ,n; allora
a 1\ Xi E I 1\ Ji , Vi = 1, ... ,n e a = a 1\ (V X) = (a 1\ Xi) V ... V (a 1\ x n ) E
V{I 1\ Jili = 1,'" ,n} C V{I I\JIJ ES}.
Dualmente si prova la (IILDoo) per (Flt(L), <).
D
LEMMA 5.1.3. Se L è un reticolo completo ed a E L, allora sono
equivalenti le seguenti affermazioni:
(i) VS C L, con a <V S, esiste F C S, F finito, tale che a <V F.
(ii) VS C L, S sottoinsieme diretto, con a < VS, esiste sE S tale che
a < s.
(iii) VI C L, I ideale, con a < V I, risulta a E I.
DIMOSTRAZIONE. "(i) '* (ii)" Sia S C L un sottoinsieme diretto con
a < VS. Allora per (i) 3F C S, F finito, tale che a < VF. Poiché S è
diretto esiste s E S, maggiorante per F, quindi a < VF < s.
"(ii) '* (iii)" Sia I un ideale con a < V I. Poiché I è diretto, esiste, per
(ii), S E I tale che a < s, quindi a E I.
"(iii) '* (i)" Sia S C L con a < VS e sia I =< S >. Chiaramente
a < VS < V Il quindi, per (iii), a E I da cui si deduce, ricordando come si
costruisce < S >, che 3F C S, F finito tale che a < VF. D
DEFINIZIONE 5.1.4. Se L è un reticolo completo, un elemento a E L si
dice finito (in L) se soddisfa una delle condizioni equivalenti del Lemma
5.1.3.
Poniamo
K(L) = {a E Lla finito}.
COROLLARIO 5.1.5. Se L è un frame ed a E L, allora
a è finito ç} VS C L, tale che VS = a 3F C S F finito tale che VF = a.
DIMOSTRAZIONE. ",*" Se S C L è tale che VS = a, allora poiché a è
finito, 3F C S, F finito, tale che a < VF < VS = a, ovvero VF = a.
"ç=" Se S C L è tale che a < VS, sia
A = {a 1\ sls ES},
allora A C S e
VA = V{a 1\ sis ES} = a 1\ (V S) = a.
Dall'ipotesi segue che 3F = {a 1\ SI, ... ,a 1\ Sn} C A tale che VF = a
e quindi considerato F' = {SI,'" ,Sn} C S si ha a = VF < VF'. D
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ESEMPIO 5.1.6. Siano X E ISetl, V E IVecl, T E ITopi e consideriamo
i reticoli (P(X), C ), (r(T), C ) e (S(V), C ) costituiti dai sottoinsiemi di
X, dagli aperti di T e dai sottospazi di V, rispettivamente.
Gli elementi finiti in P(X) sono gli insiemi di cardinalità finita, in r(T)
sono gli aperti compatti, in S(V) sono i sottospazi di dimensione finita.
Le verifiche sono banali nei primi due casi. Nel terzo caso consideriamo
un sottospazio V di dimensione finita e sia V < V U, con U C S(V),
dove chiaramente V U = L( U U) è il sottospazio generato da U U. Con-
sideriamo la. funzione (3 : U ----f P(V) che ad ogni U' E U associa una
base (3(V') di V'. Chiaramente V U = L (U (3- (U)). Sia, ora, (3(V) =
{Xl, ... , Xn} una bè.1Se di U. V'l < i < n, sia Fi C U, Fi finito, tale che
Xi E L(U{(3(V')IV' E .ri}), allora.r = .rl U··· U.rn C U è finito e,
chiaramente, V = L({XI, ... ,xn}) C L (U.r) = V 1'.
Viceversa sia V E S(V) finito in S(V) e sia B C V una sua base. Poni-
amo, per ogni b E B, Vb = L({b}). Chiaramente V = L(B) = V {Vblb E B}
quindi, per ipotesi, :l{Ub1,'" ,Ub",} con bi E B, V'l < i <1n, tale che
V < V {Vb,,· .. ,Vb",} per cui dimV < m.
LEMMA 5.1.7. Se L è un reticolo completo allora K(L) è un V-sottose-
mireticolo.
DIMOSTRAZIONE. Poiché ~ = V 0, allora da 5.1.3 (i) segue che ~ E
K(L). Se a, bE K(L) ed S C L tale che a V b < V S, allora a < V Se
b < V S, quindi 3F,G C S, F,G finiti, tali che a <V F e b < VG, da cui
segue che a V b < V(F U G) ovvero a V bE K(L). D
DEFINIZIONE 5.1.8. Vn locale S si dice coerente se
(l) Gli elementi finiti di S formano un sottoreticolo K (S).
(2) K(S) genera tramite V tutto S, C"ioè Va E S 3A C K(S) tale che
0= VA.
Osserviamo che per verificare la condizione 1. basta provare che 1((8)
è chiuso per 1\ grazie al Lemma 5.1.7.
LEMMA 5.1.9. Se L è un reticolo distributivo, gl-i elementi finiti del
locale Idl(L) sono gli ideali principali in L. In simboli
K(Idl(L)) = { 1 ala E L}.
DIMOSTRAZIONE. Se B E Idl(L) e B =1 b < V S, con b E L e
S C Idl(L), allora b E V S =< US >, quindi 311,'" ,In E S ed 301 E
Il) ... , an E In tali che b < al V ... Van . Ne segue che b E lt V ... V In
quindi B < l, V··· V In è finito in Idl(L).
Viceversa, sia I E Idl(L) un elemento finito in Idl(L). Poiché I = VU
ala E I} ed I è finito, 301,' .. ,an E I tale che I =1 al V ... V 1 ano
Chiaramente V{al,'" ,an } = V(l al V ... V 1 an ) = V I E I è un
massimo per I e quindi I è un ideale principale. O
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PROPOSIZlONE 5.1.10. Sia S E [Loc[.
S è coerente <* 3L E [DLat[ ed 3'P: S --; Idl(L) isomorfismo di frame.
DIMOSTRAZIONE. li:}" Sia S un locale coerente. Poiché S è coerente
K(S) è un sottoreticolo di S ed essendo S un locale, K(S) è distributivo.
Per la Proposizione 5.1.2 Idl(K(S)) è un locale.
Sia
'P: S --; Idl(K(S))
a c--> 'P(a) = {k E K(S)lk < a}.
Evidentemente cp(a) è un lower set €, per il Lemma 5.1. 7, è chiuso per
V, quindi è un ideale di K(S).
Se I E Idi (K (S)), allora I è un sottoinsieme diretto di S e quindi posto
a=Vlsiha
k E K(S) e k < a <* 3b E I tale che k < b <* k E I.
Pertanto cp(a) = I, ovvero rp è suriettiva.
Considerata l'applicazione
'P' : Idl(K(S)) --; S
I c--> 'P'(I) = VI
dalla condizione (2) della Definizione 5.1.8 segue che 'P'('P(a)) = V 'P(a) =
V {k E K(S)[k < a} = a, Va E A, ovvero l'applicazione 'P' è inversa a
sinistra di c.p, la quale pertanto è iniettiva, quindi bigettiva.
Inoltre, <p è chiaramente isotona, quindi è un isomorfismo di frame.
"{=" Sia L un reticolo distributivo.
Poiché per ogni ideale I in L si ha I = V { l ala E I}, dal Lemma 5.1.9
segue che K(Idl(L)) genera Idl(L) tramite V.
Inoltre, K(Idl(L)) è chiuso per Il, infatti l'ideale L =1 T è chiaramente
finito e dati I e J finiti, I =1 a, J =1 b, si ha evidentemente IIIJ =1 (allb) E
K(Idl(L)).
Quindi Idl(L) è coerente ed essendo 'P un isomorfismo, anche S è
coerente. D
DEFINIZIONE 5.1.11. Indichiamo con CohLoc la categoria avente come
oggetti i locali coerenti e come morfismi f E CohLoc(S, T) i morfismi in
Loc(S, T), tali che jOP : T --; S porta elementi finiti di T in elementi finiti
di S, ovvero
Tali morfismi si dicono coerenti.
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ESEMPIO 5.1.12. E' evidente che non tutti i morfismi di frame determi-
nano morfismi coerenti. Infatti, notiamo che per ogni X E ISetl, (P(X), C)
è un locale coerente e per ogni funzione f :X ---lo Y l'operatore powerset in-
verso j~ : P(Y) --+ P(X) è un morfismo di frame (anzi, di reticoli completi)
ma non è necessariamente coerente. Se infatti X è un insieme infinito ed J è
una funzione di valore costante y E Y l allora ogni sottoinsieme finito F C Y,
elemento finito di P(Y), contenente y ha come immagine j-(F) = X che
non è finito.
Se però 'P E Loc(5, T) è un isomorfismo, allora gli elementi finiti di 5
sono tutte e sole le immagini tramite fOP degli elementi finiti di T,
come si verifica facilmente. Si ha quindi in tal caso che S è coerente se e
solo se lo è T.
PROPOSIZIONE 5.1.13. DLat è duale di CohLoc.
DIMOSTRAZIONE. Un'equivalenza ì!' tra DLat e CohLocoP si ottiene
nel modo seguente. Associamo ad ogni locale coerente S il reticolo distribu-
tivo ì!'(5) = K(5). Come si è visto nella dimostrazione della Proposizione
5.1.10,5 è isomorfo a Idl(K(5)).
Per ogni morfismo j E CohLoc(T,5) la restrizione
ì!'(J"P) : K(5) --+ K(T)
è un morfismo di reticoli distributivi.
E' evidente che
ì!' : CohLocop --+ DLat
è un funtore. Inoltre, si prova che è fedele, pieno e denso.
ì!' è fedele, infatti siano j, 9 E CohLoc(T, 5) tali che ì!'(J0P) = ì!'(gOP).
Va E 5 :lA C K(5) tale che a = VA e poiché j"P è un morfismo di
frame J"P(a) = j"P (V A) = V {j0P(x)lx E A} = V {gOP(x)lx E A} =
gOP (V A) = gOP(a).
ì!' è pieno, infatti ogni morfismo di reticoli h : K(5) --+ K(T) si estende
a un morfismo di fraIue h : S ---lo T che determina un morfh:ìffiO di CohLoc
e la cui rest.rizione ì!'(h) = h. Basta infatti porre V'c E 5, x = VA con
A C K(5), h(x) = V h~(A).
Infine, ì!' è denso, infatti VL E DLat sia Idl(L) illoca!e coerente dei
suoi ideali. Per il Lemma 5.1.9 K(Idl(L)) = { l ala E L} che è chiaramente
isomorfo ad L.
Per il Teorema 1.8.7 W è un'equivalenza. D
DEFINIZIONE 5.1.14. Uno spazio topolagico (X, T(X)) si dice coerente
se è sobrio e se la sua topologia r(X) è un locale coerente.
106 AllIm Fra.o;;cella - Cosimo Guido
Una funzione continua fra due spazi coerenti f : X ~ Y si dice coer-
ente se la restrizione del suo operatore powerset inverso
r :T(Y) ~ T(X)
è un morfismo coerente.
Indichiamo con CohTop la categoria concreta i cui oggetti sono gli
spazi coerenti ed i cui morfismi sono le funzioni coerenti.
OSSERVAZIONE 5.1.15. E' evidente che, per ogni spazio topologico X,
T(X) è un locale coerente 8se la famiglia dei sottoinsiemi compatti aperti
di X, KO(X) è chiusa per intersezioni (oltre che, ovviamente, per unioni)
finit.e e forma una base per la topologia T(X). In particolare (X, T(X)) deve
essere compatto.
Una funzione continua è coerente 8se l'immagine reciproca di ogni com-
patto è un compatto.
PROPOSIZIONE 5.1.16. Sia L un qualsiasi reticolo. Gli elementi primi
del locale I dl(L) sono esattamente gli ideali primi in L.
DIMOSTRAZIONE. Se I è un element.o primo di Idl(L), allora I cF L,
quindi T ~ I. Si ha inoltre a f\ b E I =? 1 a C I e 1 b C I =? 1 a/\ 1 b < I
=? 1a < I o 1b < I =? a E I o b E I.
Viceversa, se I è un ideale primo, allora T ~ I =? L cF I.
Siano J, K E Idl(L), tali che JnK < I. Se J et I, allora esiste b E J\I;
si ha allora Vc E K, b f\ c E J n K C I e poiché I è un ideale primo e b ~ I,
allora c E I, ovvero K C I. Pert.anto, I è un elemento primo di Idl(L).
D
TEOREMA 5.1.17. Ogn'; locale coerente è spaziale.
DIMOSTRAZIONE. Se S E ICohLocl, per la Proposizione 5.1.10 3L E
IDLatl tale che S ~ Idl(L). Proviamo quindi che Idl(L) è spaziale.
Siano I i J due ideali di L e sia a E 1\ J. Evident.emente Jn i a = 0.
Se J' è l'ideale massimale t.ra quelli che non int81'secano il filt.ro i a (si veda
la Proposizione 4.2.19) allora J' è primo per la Proposizione 4.2.20 quindi
è un elemento primo in Idl(L) per la Proposizione 5.1.16 e determina un
punto p E pt(Idl(L)) che vale 1- sugli ideali inclusi in l', T sugli altri. Ora,
è evidente che J < J' mentre da a ~ J' segue che I i J', cioè p( J) = 1-,
p(I) = T. La tesi segue dalla Proposizione 4.5.5. D
PROPOSIZIONE 5.1.18. Le categorie CohLoc e CohTop sono equiv-
alenti.
DIMOSTRAZIONE. Le equivalenze fra SpatLoc e Sob considerat.e nella
Proposizione 4.5.10 si restringono alle sottocategorie ora considerate; infatti,
è chiaro che per ogni spazio coerente Xl T(X) è un locale coerente.
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Viceversa, per ogni locale coerente S, si ha che (pt(S),T(pt(S))) è so-
brio; inoltre, osservato che S è spaziale l si ha che <p : S ---l' T(pt(S)) è un
isolllorfismo di frame quindi anche T(pt(S)) è coerente.
El chiaro poi che tali restrizioni dei funtori T e pt sono delle equivalenze
poiché già lo sono tra le categorie SpatLoc e Sob.
D
TEOREMA 5.1.19 (1 Teorema di Rappresentazione di Stone). La cate-
goria DLat è duale della categoria CohTop.
DIMOSTRAZIONE. E' ovvia conseguenza di 5.1.13 e 5.1.18.
D
5.2. II Teorema di Rappresentazione di Stone
La dualità, descritta nel l Teorema di Rappresentazione di Stone, tra
DLat e CohTop, può essere ristretta alla sottocategoria piena Bool di
DLat e ad un'opportuna sot.tocategoria piena di CohTop costituita da
particolari spazi topologici che vengono comunemente chiamati spazi di
Stone.
Prima di descrivere tali spazi e stabilirne il collegamento con le alge-
bre di Boole è utile riconsiderare e descrivere esplicitamente l'equivalenza l
implicitamente ricavata, tra DLatOP e CohTop; in particolare sarà utile
tenere presente la corrispondenza fra le classi degli oggetti di tali categorie.
A uno spazio coerente (X, T(X)) la dualità di Stone associa il retico-
lo distributivo K(T(X)) e ad j E CohTop(X, Y), associa il morfismo di
reticoli j- E DLat(K(T(Y)), K(T(X))) ottenuto tramite restrizione del
morfismo di locali coerenti j- : T(Y) ~ T(X).
Viceversa l ad un reticolo distributivo L si a..'isocia lo spazio coerente
(pt(Idl(L)) , T(pt(Idl(L))))
e ad un morfismo h E DLatOP(M, L) si associa pt(hOP ).
DEFINIZIONE 5.2.1. Lo spazio coerente
spec(L) = pt(Idl(L))
si dice spettro di L.
I punti di tale spazio sono determinati dagli ideali principali primi di
Idl(L) quindi dagli elementi primi di Idl(L) che, come si è visto, sono
esattamente gli ideali primi di L. Più esplicitamente: i punti dello spettro
sono i morfismi di frame
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PI : Idl(L) ~ 2
{
1. seJ<I
J >----. pr(J) = T se J io I.
L'insieme degli aperti è
T(spec(L)) = {'l'(J)IJ E Idl(L)}
'l'(J) = {PI E pt(Idl(L)) II ideale primo e J io I}
In termini equivalenti lo spettro di L può essere descritto con riferimento
,
ai filtri coprimi di L che, per la Proposizione 4.2.10, S0l10 esattamente i
complementari in L dei filtri primi di L.
In effetti si ha che
spec(L) = {qPlF filtro coprimo di L}
con
qF : Idl(L) ~ 2
{
1. seJnF=0
J>----. qF(J) = T se J n F '" 0
e
T(spec(L)) = {AJIJ E Idl(L)}
con
AJ = {qF E pt(Idl(L)) IF filtro coprimo e F n J '" 0}.
Utilizziamo queste ultime notazioni per dimostrare i seguenti risultati.
LEMMA 5.2.2. Sia L un reticolo distributivo. Allora
KHspec(L))) ~ L.
DIMOSTRAZIONE. Intanto osserviamo che Idl(L) ~ T(spec(L)) poiché
la corrispondenza J f---lo AJ è un isomorfismo in quanto è chiaramente
bigettivae conserva V; infatti, \;/S C Idl(L) si ha Avs = U{A./IJ ES}.
Una inclusione è banale e per l'altra abbiamo
qF E AV s, con F filtro coprimo =;. F n (Vs) '" 0
=;. jb E F,ja, E II E S,· .. ,ja" E J" E S tali che b < al V ... Van
=;. bE F e b = b Il (al V ... Va,,) = (b Il ar) V ... V (b Il a,,) E F
"* b E F e OlI < i < n tale che b Il ai E F "* b Il ai E F n Ji
"* qF E AJ, C U{AJIJ ES}.
Tenendo anche conto del Lemma 5.1.9 si ha
K(T(spec(L))) ~K(Idl(L)) ~ L.
D
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PROPOSIZIONE 5.2.3. Sia L un reticolo distributivo. Si ha allora l'e-
quivalenza
spec(L) è T2 ç} L è algebra di Boole.
DIMOSTRAZIONE. "=}" spec(L), essendo coerente, è compatto. Se esso
è anche T2 si ha
K(r(spec(L))) = {A C spec(L)lA aperto e compatto}
= {A C spec(L)lA aperto e chiuso}
e tale insieme, ordinato per inclusione, è chiaramente un'algebra di Boole
quindi, per il Lemma 5.2.2, L è nn'algebra di Boole.
Viceversa, sia L un'algebra di Boole e siano qF # qc due punti di
spec(L). Allora F e G sono filtri coprimi distinti in L.
Se a E F \ G, allora per la Proposizione 4.2.26 ,a E G \ F. Considerati
gli aperti U = A Cla ) e U' = A(j(~a)) si ha
a E Fn 1 a "" Fn 1 a # 0 "" qF E U
,a E Gn 1 (,a) "" Gn 1 (,a) # 0 =? qC E U'
ed inoltre V n V' = 0, altrirnenti si avrebbe
3H filtro coprimo con qH E Un u' '* Hn 1 a # 0 # Hn 1 (,a)
"" 3h, k E H, h <a, k < ,a
=? hl\k<al\'a=.l-ehl\kEH
"" .l- E H
e questo è assurdo essendo H coprimo. D
Richiamiamo ora alcune nozioni di top61ogia generale, utili per intro-
durre e caratterizzare gli spazi di Stone.
PROPOSIZIONE 5.2.4. Sia (X, r) uno spazio top%gico .
(1) (X, r) T, e K C X compatto"" K chiuso.
(2) (X, r) compatto e H C X chiu80 '* H compatto.
DIMOSTRAZIONE. (1) Sia y E X \ K. 'Ix E K siano V, E r(y),
Vr E r(x) aperti disgiunti Ux n Vx = 0. {V,Ix E K} è chiaramente un
ricoprimento aperto di K e quindi ammette un sottoricoprimento finito
{Vx " ... , Vx ,.}' Evidentemente si ha U = Ux , n· .. n UXn E r(y) e Un K C
un(Vx, n···nV;'n) = (UnV,,)U···U(UnVrn) C (Ux, nv;,)u",u
(Ux" n Vx ,,) = 0. X \ K è quindi intorno di y e, per l'arbitrarietà di y, è un
aperto.
(2) Sia A = {Adi E I} un qualsiasi ricoprimento aperto di H. Allora
A U {X \ H} è un ricoprimento aperto di X. Sia A' un sottoricoprimento
finito e sia A' n A = {A"", , A",}. Chiaramente A, U··· U A m = ((X \
H)nH)U(A,u·· ·UAm ) = ((X\H)UA,u· .. UAm)n(HUA,U .. ·UAm ) =
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Hu (A, U· . ·UA",) =? H C A, U· . ·uAm cioè A'nA è un sottoricoprimento
finito di A e pertanto H è compatto. D
COROLLARIO 5.2.5. Sia (X, T) uno spazio compatto e T2. '1P C X si
•ha
P chiuso {:} P compatto.
DIMOSTRAZIONE. Segue banalmente dalla proposizione precedente. D
DEFINIZIONE 5.2.6. Sia X uno spazio topologico.
X si dice totalmente sconnesso se gli unici connessi sono i singoletti.
X si dice totalmente separato se 'Ix # y '3U ex, U clopen, tale che
x E U e y I/c U.
X si dice zero dimensionale se i clopen formano una base di T(X).
PROPOSIZIONE 5.2.7.
(1) Uno spazio totalmente sconnesso è T,.
(2) Uno spazio totalmente separato è T2 e totalmente sconnesso.
(3) Uno spazio zero dimensionale e Tu è 1'egolare e totalmente separato.
DIMOSTRAZIONE. (l) Poiché ogni componente connessa è un chiuso, i
singoletti, ovvero le componenti connesse di uno spazio topologico total-
mente sconnesso, sono chi usi.
(2) Siano a # b due punti distinti dello spazio X e sia A C X un clopen tale
che a E A e b I/c A. Sia B = X \ A. B è intorno aperto di b e A n B = 0,
quindi X è T2 . Inoltre, se Y C X ha almeno due punti x # y e se U è un
clopen che eontiene x e non y e V = X \ U, allora Y n U e Y n V formano
una partizione aperta non banale di Y che, quindi, è sconnesso.
(3) Sia F un chiuso nou vuoto e x I/c F. X \ F è aperto e quindi unione di
clopen: sia U un clopen tale che x E U C X \ F e V = X \ U. Allora U e
V sono intorni aperti disgiunti di x ed F, rispettivamente.
Se x # y e se A è aperto, x E A, y I/c A, allora A è unione di clopen,
quindi '3 clopen U tale ché x E U C A, quindi y I/c U. D
PROPOSIZIONE 5.2.8. Sono equivalenti le seguenti affermazioni
(i) X è compatto, T2 e totalmente sconnesso.
(ii) X è compatto e totalmente separato.
(iii) X è compatto, To e zero dimensionale.
(iv) X è T2 e coerente.
DIMOSTRAZIONE. "(i) =? (ii)" Sia x E X e sia C(x) l'insieme dei punti
che non possono essere separati da x con un clopen.
C(x) è un chiuso, infatti, se y E X \ C(x), y può essere separato da x
con un clopen, cioè 3U clopen, con y E U e x rJ. U e tutti i punti di Usano
separabili da x con il clopen U, quindi U C X \ C(x).
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Se IC(x)1 > 2, allora, per l'ipotesi, C(x) è sconnesso, quindi C(x) =
F, UF2 , con F
"
F2 chiusi disgiunti, non vuoti nel sottospazio C(x) (chiuso),
quindi in X. Poiché X è compatto e T2 , esso è anche normale, quindi :lA E T 1
A ::> F}, la cui chiusura è disgiunta da F2 .
Allora la frontiera di A, Ir(A) = d(A) n (X \ A), non interseca C(x),
perchè d(A)nF2 = 0 e (X\A)nF1 = 0; quindi ogni punto della frontiera di
A è separabile da x con un clopen, cioè 'Iy E Ir(A) 3By clopen che contiene
y ma non x. {Byly E Ir(A)} è un ricoprimento aperto di clopen di Ir(A)
che è chiuso e quindi (poiché X è compatto) è compatto, per cui esiste un
sottoricoprimento finito di clopen l''(A) C By, U By, U· .. U By".
Sia B = By, U By, U· .. U By", allora B è clopen, B :J Ir(A) e x (j. B,
quindi tutti i punti di B sono separabili da x col clopen B, cioè BnC(x) = 0.
L'insieme W = A \ B = ellA) \ B è clopen non vuoto e
wnC(x) = An(X\B)nC(x) = AnC(x):J F1 #0
e inoltre
(X \ W) n C(x) = (X \ W) n (F1 U F2 )
:J (X \ W) n F2
= (B U (X \ ellA))) n F2
:::J (X \ ellA)) n F2
=F2 # 0
e questa è una contraddizione. Infatti, uno dei due clopen W o X \ W non
contiene x e quindi tutti i suoi punti sono separabili con clopen da x, cioè
esso deve essere disgiunto da C(x).
"(ii) ::::} (i'ii)" Per ottenere la tesi bisogna solo provare che ogni aperto U è
unione di clopen, cioè che 'IU E T, 'Ix E U 3A clopen tale che x E A C U.
Sia y E X \ U, quindi y # x; esiste By clopen, V E By e x (j. By. Allora
{Bylv E X \ U} ricopre X \ U che è chiuso, quindi compatto.
Considerato un sottoricoprimento finito BYI U BY2 U ... U By", posto
B = By, U By, U ... U By", allora B è clopen, x (j. B, B :::J X \ U. Posto
A = X \ B, A è clopen, x E A e A C U.
"(iii) ::::} (iv)" Uno spazio To e zero dimensionale è regolare, quindi T2 e
pertanto anche sobrio. Inoltre, poiché lo spazio è compatto e T2 , i compatti
coincidono con i chiusi e poiché i clopen formano una base, anche i compatti
aperti formano una base. Infine, UIla qualsiasi intersezione finita di compatti
aperti è intersezione finita di clopen, quindi è un clopen e quindi è compatto-
aperto. Pertanto segue che lo spazio è coerente.
"(iv) ::::} (iii)" Poiché lo spazio è T2 esso è To e i compatti SOllO chiusi.
Poiché, per ipotesi, ogni aperto è unione di compatti-aperti, esso è anche
unione di clopen, cioè lo spazio è zero dimensionale. Inoltre lo spazio è
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compatto perchè è coerente.
"(iii) =;. (ii)" Segue dalla Proposizione 5.2.7.
"(ii) =;. (i)" Segue dalla Proposizione 5.2.7. D
DEFINIZIONE 5.2.9. Uno spazio di Stone è uno spazto che verifica
una delle proprietà equivalenti della Proposizione 5.2.8.
Indichiamo con Stone la categoria che ha come oggetti gli spazi di Stone
e come morfismi le funzioni continue.
Osservato che ogni spazio di Stane è chiaramente uno spazio coerente
si prova il seguente risultato.
PROPOSIZIONE 5.2.10. Ogni funzione continua fra due spazi di Stone è
coerente.
DIMOSTRAZIONE. La tesi segue dal fatto che in uno spazio di Stone i
compatti aperti sono i chiusi aperti e se f è continua, j- li conserva. D
OSSERVAZIONE 5.2.11. Stone è sottocategoria piena sia di CohTop
che di Top, sebbene Pinclusione fra queste ultime due non sia piena.
TEOREMA 5.2.12 (II Teorema di Rappresentazione di Stone). La cate-
goria Bool è duale della categoria Stone.
DIMOSTRAZIONE. Come si è già osservato all'inizio del paragrafo, la
dualità del I Teorema di Stone associa ad ogni spazio coerente X il reti-
colo distributivo K (r(X)); è chiaro che se X è uno spazio di Stone allora
K(T(X)) è un'algebra di Boole perchè è costituita dai clopen di X.
Viceversa, la stessa dualità associava a ogni reticolo distributivo L lo
spazio coerente che abbiamo chiamato spec(L) il quale, se L è un'algebra
di Boole è anche T, (si veda la Proposizione 5.2.3) quindi è uno spazio di
Stone.
Essendo inoltre Stone e Bool sottocategorie piene di CohTop e DLat,
rispettivamente, è chiaro che tale dualità si restringe alle sottocategorie
dell'enunciato. D
Concludiamo questo paragrafo enunciando due caratterizzazioni degli
oggetti delle categorie correlate dalla dualità del II Teorema di Stone. La
dimostrazione di tali risultati si può vedere su [8) nel Capitolo 2 paragrafi
4.5-4.9.
PROPOSIZIONE 5.2.13. Uno spazio topalogico (X, T(X)) è uno spazio di
Stone sse è TI e coerente.
PROPOSIZIONE 5.2.14. Un reticolo distributivo è un'algebra di Boole sse
i suoi ideali primi sono massimali.
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Ricordiamo a proposito di quest'ultima proposizione, che in ogni reticolo
distributivo gli ideali massimali sono primi.
5.3. Rappresentazione di Reticoli Completamente Distributivi
Se (L, <) è un insieme pre-ordinato, indichiamo con R(L) la classe dei
lower set (detti anche semiideali) di L.
LEMMA 5.3.1. Se f E CLat(L, S), f è suriettiva ed L è completamente
distributivo, allora S è completamente distributivo.
DIMOSTRAZIONE. Basta verificare
(CDI) /\ V aij = V /\ ai/Ci)
iE! jEJ; fEn iEI li iE!
dove per ogni i E I e per ogni j E Ji, ai, E S. Dalla suriettività di f segue
che 'taij E S esiste Xij E L tale che f(Xij) = aij e poiché L è completamente
distributivo ed f è un morfismo in CLat si ha
/\ Vaij = /\ V f(Xij)
iE! JEJi iE! jE);
= f /\ V Xij
iE! jEJ.





gETI iEI ,]i iEl
D
LEMMA 5.3.2. Se (L, <) è un insieme pre-ordinato, allora (R(L), C) è
un sottoreticolo completo di zL.
DIMOSTRAZIONE. Sia A C R(L). Se a E UA allora 3A E A tale che
a E A; poiché A è un semiideale di L allora l a C A e quindi l a C UA.
Pertanto UA è un semiideale di L, ovvero UA E R(L).
Analogamente si dimostra che nA E R(L).
Da ciò segue la tesi. D
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LEMMA 5.3.3. Se (L, <) è un reticolo completo e <I> = {<I>ala E A} C
R(L), allora
n<I> = {/\ s~(A)lsES(<I»} ,
dove
S(<I» = {s: A --> LI Va E A: s(a) E <I>a} ~ II <I>a·
aEA
DIMOSTRAZIONE. Se x E n <I> , allora Va E A risulta x E <I>a. Sia
So : A --> L l'applicazione che ad ogni a E A associa sora) = x, allora
so(A) = {x}, quindi !\so(A) = x, da cui segue che x E {!\s~(A)ls E
S(<I> )}
Viceversa, se x E {!\ s~(A)ls E S(<I>)}, allora esiste un'applicazione
s,: A --> L tale che 81 E S(<I» ed x = !\s,(A); pertanto, per ogni a E A:
x < SI (a) E <I>a quindi x E<I>a, ovvero x En<I>.
o
PROPOSIZIONE 5.3.4 (G. N. Rane)' [11), 1952): Se (L, <) è un reticolo
completo, allora sono equivalenti le seguenti affermazioni:
(i) L è completamente distributivo.
(ii) 3X E ISetl, tale che L è immagine tramite un morfi,mo di reticoli
completi di un sottoreticalo completo di :r.
DIMOSTRAZIONE. "(i) => (ii)" Dai Lemma 5.3.2 segue che R(L) è
un sottoreticoio completo di 2 L e qliindi R(L) è un reticolo completo
completamente distributivo.
Sia
f : R(L) --> L
l'applicazione, chiaramente suriettiva, che ad ogni M E R(L) associa
f(M) = VM.
f è un morfismo di reticoli completi: infatti se <I> C R(L) e <I> = {<I>ala E
A} l risulta
f (V<I» = V (U{<I>alaE A})
= V ({V<I>alaE A})
= V({f(<I>a)la E A})
= Vr(<I»
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quindi f conserva V. Inoltre, grazie al Lemma 5.3.3 e alla completa dis-
tributività di L si ha
f (/\ <p) = V(n <p)
= V{/\ s-(A)ls E S(<P)}
V /\ s(a)
sEnaEA <1>" aEA
= /\ {V<palaE A}
=/\ {f(<p a )la E A}
= /\r(<p)
e quindi f è un morfismo di reticoli completi.
"(ii) =;. (i)" Segue dal Lemma 5.3.1. D
E' implicito nella proposizione precedente che la classe dei sottoreti-
coli completi di 2 x , al variare di X E ISetl, non rappresenta tutti i
reticoli completamente distributivi; tuttavia rappresenta tutti e soli quel-
li che verificano una ulteriore proprietà, come mostra il seguente teore-
ma. Per la dimostrazione di tale teorema è utile osservare che se un el-
emento x di un reticolo completo X è sup di elementi coprimi, allora
x = V {a E XI" coprimo, a < x}.
TEOREMA 5.3.5 (I Teorema di Rappresentazione di Raney): Se (L, <)
è un reticolo completo allora 3X E ISetl tale che (L, <) è isomorfo ad un
sottoreticolo completo di 2x se e solo se ogni elemento di (L, <) è il sup di
un insieme di elementi completamente coprimi.
DIMOSTRAZIONE. Sia X E ISetl. Se R è un sottoreticolo completo di
2 x , sia Ap = n{B C Rlp E B}, IIp E X; allora Ap è completamente
capriOlO infatti se (F')iEl C R, tale che A p C UiEI F, allora p E UiEl Fi e
quindi esiste :; E I tale che p E Fi pertanto Fi E {B C Rlp E B} da cui
segue che Ap C Fi .
Sia, ora, P ex, P E R. Chiaramente, Ap C P, IIp E P e quindi
p = U {Aplp E P}; dall'arbitrarietà di P E R segue la tesi.
Viceversa, se X è l'insieme degli elementi di L completamente coprimi,
sIa
f: L --> P(X)
l'applicazione definita Ila E L da
fra) = {x E Xix < a}.
Per ottenere la tesi basta verificare che f è un morfismo di reticoli
completi iniettivo. Siano a, b E L, tali che a :I b; se a i b, allora esiste
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Xo E X tale che Xo < a e Xo i b. Pertanto Xo E fra) e Xo 'le f(b) e quindi
fra) f= f(b), ovvero f è iniettiva.
Sia S C L. Se x E f (V S), allora x < V S; essendo x completamente
coprimo esiste s E S tale che x < s e quindi x E Uf~ (S). Viceversa, se
x E Uf~(S) = U{J(a)la E S} allora esiste a E S tale che x E fra) = {YE
Xly <a} quindi x <a <VS, ovvero x E f (V Si. Pertanto per doppia
inclusione si ha che f (V S) = Uf~(S), ovvero f conserva V·
Sia, ora, x E f(/\S) = {x E Xix < /\S}, allora x < a, Va E S,
da cui segue che x E fra), Va E S, ovvero x E nf~(S). Viceversa, se
x E n f- (S) allora x < s, Vs E S, quindi x < /\ S, ovvero x E f (/\ Si·
Pertanto per doppia inclusione segue che f (/\ S) = nf~ (S), ovvero f
conserva f\.
D
ESEMPIO 5.3.6. Nel reticolo completamente distributivo, ([0,11, <) non
esiste alcun elemento completamente coprimo. Infatti ogni x E (O, lJ è sup
dell'insieme {y E [O,llly < x, y f= x} senza essere minore o uguale di
alcun elemento di tale insieme. Dal Teorema 5.3.5 segue che ([O, l], <) non
è isomorfo ad alcun sottoreticolo completo di 2 x , con X E ISetl.
LEMMA 5.3.7. Se L è un reticolo completo, posto
K(x)=n{MIME R(L): x <V M}, VxE L,
allora valgono le seguenti proprietà:
(l) Vx E L: VK(x) < x.
(2) Vx,y E L con x <y: K(x) C K(y).
(3) VACL:U{K(a)laEA}=K(VA).
DIMOSTRAZIONE. (l) Sia x E L. L'insieme l x E R(L), allora K(x) Cl
x da cui segue che VK(x) < VU x) = x.
(2) Se x,y E L e x <y, allora
{MI M E R(L): y <VM} C {MIM E R(L): x <V M}
da cui segue che K(x) C K(y).
(3) Sia A C L. Se t 'le U {K(a)la E A}, allora Va E A: t'le K(a).
Scegliamo Va E A, Ma E R(L) tale che t 'le Ma e a < VMa. Allora
posto M = U{Mala E A} si ha M E R(L), VA < VM e t'le M. Quindi
t'le K(VA).
Viceversa, se t E U {K(a)la E A}, allora t E K(a), per qualche a E A,
e quindi, poiché a < VA, t E K (V A). Pertanto U{K(a)la E A} =
K(VA). D
OSSERVAZIONE 5.3.8. Dal Lemma 5.3.7 segue che Vy E K(x), con x E L,
si ha y < x, infatti
y < VK(x) < x.
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PROPOSIZIONE 5.3.9. Se L è un reticolo completo, allora
L è completamente distributivo ç} V K(x) = x, Vx E L.
DIMOSTRAZIONE. ":::}" Se x E L, allora essendo L completamente
distributivo ed applicando il Lemma 5.3.3 si ha, indicando con M = {M C
LIM E R(L), x <V M}
x < /\ {V MIM E M}
= V{/\ s~(M)ls: M --> L: s(M) E M, VM E M}
<Vn{MIM E R(L): x <V M} = VK(x).
Inoltre, per il Lemma 5.3.7 (l) si ha che VK(x) < x, da cui per doppia
disuguaglianza segue la tesi.
"{=" Poiché per ipotesi K(a) E R(L) e VK(a) = a, Va E L, allora la
funzione
f: R(L) --> L, M >---+ VM
già definita nella dimostrazione della Proposizione 5.3.4 è suriettiva, e, come
già visto, è un morfismo di reticoli completi. Pertanto, poiché per il Lemma
5.3.2, R(L) è un sottoreticolo completo di 2 L , per la Proposizione 5.3.4 si
ha che L è un reticolo completamente distributivo. D
Se L è un reticolo completo, consideriamo la relazione binaria p definita
da
xpy ç} x E K(y), Vx, Y E L.
Allora p E Rel(L, L).
Dall'Osservazione 5.3.8 segue, evidentemente, che xpy :::} x < y, Vx, Y E
L.
PROPOSIZIONE 5.3.10. Se L è un reticolo completo completamente dis-
tributivo, allora p E Rel(L, L) è idempotente e quindi è transitiva.
DIMOSTRAZIONE. Per la Proposizione 5.3.9 e per il Lemma 5.3.7 (3),
Vx E L si ha
K(x) = K (V K(X)) = U{K(a)la E K(x)}.
Poiché risulta
xpy ç} x E K(y) = U {K(a)la E K(y)}
'* ~a E L : x E K(a) e a E K(y)
ç} ~a E L : xpa e apy
ç} x(p o p)y
allora risulta p = p o p, ovvero p è idempotente.
Inoltre, da xpy e ypz segue x(p o p)z da cui xpz. o
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Una catena che sia un reticolo completo si dirà catena completa.
TEOREMA 5.3.11 (II Teorema di Rappresentazione di Raney). Se L è
un reticolo completo allora sono equivalenti le seguenti affermazioni
(i) L è completamente distributivo.
(ii) L è isomorfo ad un sottoreticolo completo del prodotto di una
famiglia di catene complete.
DIMOSTRAZIONE. "(i) => (ii)" Sia L un reticolo completo, completa-
mente distributivo. Indichiamo con r la famiglia delle catene massimali
rispetto a p. Notiamo che ogni catena si estende ad almeno una catena
massimale, per il Lemma di Zarn. Se C E r e a E L, poniamo
f(C,a) = {t E CI3x E C: tpx e xpa}
e
Fc = {f(C,a)la E L}.
Proviamo che 'la E L, U {f(C, a)IC E r} = K(a): infatti, se t E K(a),
cioè tpa, allora, poiché per 5.3.10 p è idempotente, esiste x E L tale che
tpx e xpa quindi {t, X, a} è una catena. Se C ::l {t, X, a} è una catena
massimale, allora, ovviamente, t E f(C, a) C U{f(C,a)ICE n.
Viceversa, se t E f(C, a) per qualche C E r, allora 3x E C, tale che
t E K(x) e x E K(a) quindi x <a e t E K(x) C K(a).
Se, ora, a,b E L e f(C,a) et f(C, b) allora esiste t E f(C,a) tale che
t 'le f(C, b). Pertanto 3x E C tale che tpx e xpa ma '1y E C: .(tpy) o
.(ypb). Considerato un qualsiasi sE f(C, b) esiste allora y E C tale che spy
e ypb deve essere quindi .(tpy). Poiché C è una catena si ha allora spy, ypt,
tpx, xpa da cui, per la transitività di p segue spy e ypa, cioè s E f(C, a).
Quindi f( C, b) C f( C, a). Così per ogni C E r, Fc è una catena rispetto
alla relazione di inclusione in 2 c .
Inoltre, se C E r ed A C L, allora U{f(C, alla E A} = f(C, VA):
infatti,
t E f( C, VA) <* t E C ed 3x E C : tpx e xp VA
e dal Lemma 5.3.7 (3) segue che
xp VA <* 3a E A : xpa.
Quindi t E f(C,VA) <* 3a E A: t E f(C, a). Pertanto Fc è chiuso
rispetto all'unione per ogni C E r. Segue che, \:le E r l Fc è una catena
completa in cui se F C Fa, VF = UF ma l'inf non è l'intersezione, infatti,
/l,F = U {f(C,b)lb E L, f(C,b) C nF} è il più grande elemento di Fc
contenuto in tutti gli elementi di F.
Inoltre osserviamo che se C E r ed A C L, allora /I, {f(C,a)la E A} =
f(C,/I,A). Infatti, se t E /I, {f(C,a)la E A}, allora esiste b E L tale
che t E f(C,b) ed f(C, b) C n {f(C,a)la E A}. Quindi t E C ed esiste
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s E C tale che tps ed spb. Poiché p è idempotente e poiché C è una catena
massimale rispetto a p, esistono u, y E C tale che tpu, upy, yps ed spb.
Pertanto y E f(C, b) e Va E A si ha che y E f(C,a), quindi y < a, Va E A,
da cui segue che y < 1\ A. Dal Lemma 5.3.7 (2) si ha che tpu up 1\ A ovvero
che t E f(C, 1\ A) e quindi 1\ {f(C,a)la E A} C f(C, 1\ A).
Viceversa, dal Lemma 5.3.7 (2) segue che Va < a' si ha f(C,a) C
f(C,a' ) quindi f(C, 1\ A) C n{f(C,a)la E A} da cui si ha f(C, 1\ A) C
1\ {f(C, a)la E A}
Sia D il prodotto della famiglia {FC IC E r}, cioè
D = {O: r-->U{FcICE r}1 VC E r:O(C) E Fc}.
D è un reticolo completo in cui se D, CD, allora VC E r
(V D,)(C) = V{O(C)IO E Dd, (I\D,)(C) = 1\ {O(C)IO E Dd
Inoltre, poiché ognuna delle catene complete FC è completamente dis-
tributiva anche il prodotto lo è, per la Proposizione 3.4.9.
Indichiamo con Oa, Va E L, tutte le funzioni di D tali che Oo.(C)
f(C,a). Poniamo L' = {Oala E L} e sia
cP : L ----l> L*, a t-----+ Ba.
Si verifica facilmente che L* è un sottoreticolo completo di D. Inoltre, <P è
chiaramente suriettiva ed è anche iniettiva: infatti se Ba = Bb, allora 'VC E r
si ha f(C, a) = f(C, b), quindi
a = VK(a)
= V(U {f(C, a)IC Er})
= V(U{f(C,b)ICE r})
= VK(b) = b.
Se A C L, allora V4>-(A) = V {Oala E A} = 0v A = 4> (V A): infatti,
se C E r allora
(V {Oala E A}) (C) = V{Oa(C)la E A}
= V{f(C,a)la E A}
= U{f(C,a)la E A}
= f(C, VA)
= 0v A(C).
Ciò basta per dire che 4> è un isomorfismo di reticoli completi da L in
L', per il Corollario 3.3.9.
"(ii) '9 (i)" Dalla Proposizione 3.4.7 segue che ogni catena completa è un
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reticolo completamente distributivo. Il prodotto di una famiglia di reti-
coli completamente distributivi è completamente distributivo. Inoltre, per
la Proposizione 3.4.8 si ba cbe L, in quanto sottoreticolo completo di un
reticolo completamente distributivo è anch'esso completamente distributivo.
D
Il seguente risultato riconduce il precedente teorema ad una situazione
particolare, quella cioè in cui tutte le catene complete di cui si fa il prodotto
sono isomorfe all'intervallo unitario [0,11.
PROPOSIZIONE 5.3.12. Se (L, <) è un reticolo completo allora sono
equivalenti le seguenti affermazioni
(i) L è un reticolo completamente distributivo.
(ii) Esiste X E ISetl, tale che L è isomorfo ad un sottoreticolo com-
pleto di IX, dove I = [O, lJ.
DIMOSTRAZIONE. Si veda [5J Esercizio 2.30. D
Da tale proposizione si evince quindi come !'insieme dei sottoreticoli
completi di IX, 'IX E fSetl, rappresenta l'intera classe dei reticoli completi
completamente distributivi.
5.4. Elementi Generatori nei Locali Spaziali
L'equivalenza tra le categorie Sob e SpatLoc descritta nel paragrafo 4.5
comporta, oltre alle conseguenze già considerate in precedenza, il seguente
risultato.
PROPOSIZIONE 5.4.1. Ogni frame spaziale è isomorfo alla topologia di
qualche spazio (sobrio). Dualmente ogni coframe spaziale è isomorfo al
coframe dei chiusi di qualche spazio (sobrio).
DIMOSTRAZIONE. Le equivalenze T e pi portano chiaramente un locale
spaziaie S in pt(S) che è sobrio ed al quale si associa
T o pt(S) ~ iSpatLoc(S) = S.
Dualmente, per ogni coframe L gli isomorfismi
L ~ (LOP)OP ~ (70 pt(LOP))"P ~ ~(T o pt(LOP))
dove ~: P(pt(LOP)) -> P(pt(LOP)) è la usuale complementazione. D
PROPOSIZIONE 5.4.2. Se (X, T(X)) è uno spazio topologico, ogni chiuso
è sup dì chiusi coprimi.
Strutture Topologiche: Categorie, Reticoli e Topologia generale 121
DIMOSTRAZIONE. Abbiamo già osservato che la chiusura di un punto è





c C U cl(x).
xEC
Ma da x E C segue cl(x) C cliC) = C, quindi
C = ucl(x)
xEC
e poiché C è chiuso si ha
C = cl (u cl(X)) = V cl(x).
xEC xEC
D
Da questi risultati segue che i caframe spaziali sono generati tramit.e V
dai loro elementi coprimi. Un risultato duale vale per i frame spaziali. Più
precisamente si ha quanto segue.
COROLLARIO 5.4.3. Siano S un frame spaziale e T un coframe spaziale.
Allora Vx E S e Vy E T si ha
x = 1\ {a E Sia primo, x < a}
y = V{b E Tlb coprimo, b < y}.
DIMOSTRAZIONE. Segue facilmente dalle proposizioni 5.4.1 e 5.4.2. D
OSSERVAZIONE 5.4.4. Dal precedente corollario segue che condizione
necessaria perchè un frame spaziale abbia una involuzione che inverte ror-
dine è che ogni suo elemento si possa ottenere come sup di elementi coprimi.
PROPOSIZIONE 5.4.5. Ogni catena completa (C, <) è un frame spaziale.
DIMOSTRAZIONE. Dalla Proposizione 3.4.7 segue che (C, <) è un frame.
Verifichiamo che (C, <) è spaziale: siano a, a' E C tali che a i a'. Sia
p : C --> {.L, T}
una funzione definita Vt E C da
p(t) = .L se t < a' e p(t) = T se a' < t, a' i' t.
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p è un morfismo di frame: infatti, se X, y E C
p(xAy) = -l <* xAy < a'
<=> x < a' o y < a'





<* p(s) = -l, Vs E S
<* V {p(s)ls E S} = -l.
Inoltre, ovviamente, p(a) = T e p(a') = -l. Da ciò segue la tesi. D
PROPOSIZIONE 5.4.6. Per ognì insieme non vuoto X e per ogni frame
spaziale L si ha che LX è un frame spaziale.
DIMOSTRAZIONE. Come caso particolare della Proposizione 3.4.9 si ver-
ifica che LX è un frame. Per provare che è spaziale consideriamo f, 9 E LX
con fig. Sia x' E X tale che f(x') i g(x') e consideriamo un morfismo
di frame
p:L-->2
tale che p(J(x')) = T e p(g(x')) = -l e poniamo
p: LX --> 2, h I-> p(h) = p(h(x')).
Allora si ha
p(h A h') = p(h(x') A h'(x'))
= p(h(x')) Ap(h'(x'))
= p(h) A p(h')
e
p V hj =p(V {hj(x')lj E J})
jE)
= V{p(h j (x'))1j E J}
= V{p(hj)lj E J}.
Quindi p è un morfismo di frame e chiaramente p(J) = T, p(g) = -l. D
PROPOSIZIONE 5.4.7. Se (L, <) è un sottoreticolo completo di un frame
spaziale (X, <l, allora (L, <) è un frame spaziale.
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DIMOSTRAZIONE. Poiché (L, <) è un sottoreticolo completo di (X, <l,
allora infx A E L e supx A E L, \lA C L. Pertanto, \lA C L esiste infL A =
infx A ed esiste sUPL A = sUPx A, ovvero (L, <) è un reticolo completo ed
inoltre, poiché (X, <) è un frame, allora anche (L, <) è un frame.
Siano, ora, a, a' E L, tali che a "t a'. Poiché (X, <) è spaziale, esiste
morfismo di frame tale che
p(a) = T e p(a') = 1-
allora esiste
p = PIL : L -> {1-, T}
morfismo di frame tale che
p(a) = p(a) = T e p(a') = p(a') = 1-,
ovvero (L, <) è un frame spaziale. D
Dalla Proposizione 5.3.12, considerando anche le proposIzIOni 5.4.5,
5.4.6 e 5.4.7 segue che ogni reticolo completo completamente distributivo
è un frame spaziale e, poiché in un reticolo completamente distributivo val-
gono entrambe le leggi di distributività infinita, è anehe un eofrarne spaziale.
Pertanto segue la seguente proprietà.
PROPOSIZIONE 5.4.8. Se (L, <) è un reticolo completo completamente
distributivo, allora ogni a E X si può esprimere come sup di elementi
coprimi e si può anche esprimere come inf di elementi primi.
D
5.5. Famiglie Fini e Grossolane nei Reticoli Completi
DEFINIZIONE 5.5.1. Se (L, <) è un reticolo completo, a E L e B C L,
allora B si dice famiglia fine di a in L se B 'f 0 e risulta
(1) VB = a.
(2) A C L, a < VA '* \Ix E B 3y E A : x < y.
PROPOSIZIONE 5.5.2. Se L è un reticolo completo ed a E L, allora
l'unione di famiglie fini di a è ancora una famiglia fine di a.
DIMOSTRAZIONE. Banale. D
L'unione di tutte le famiglie fini di a, se esiste, si indica con 13(a) ed è
ovviamente la più grande famiglia fine di a in L.
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ESEMPlO 5.5.3. (a) In (P(X), C l, con X E ISetl. VE E P(X), E i' 0,
(3(E) = {{e}le E E} U {0} e (3(0) = {0}.
(b) In (1,<), 'la E (0,1], (3(a) = [O, a) e (3(O) = {O}. Ogni successione
{anln E N} C [O, a) crescente costituisce una famiglia fine di a in I.
(c) In (1x,<), X E ISetl, '1hE IX: (3(h) = {J E IXlf< h, Isupp(f) I < I}
è la famiglia fine massimale di h.
OSSERVAZlONE 5.5.4. Se B è una famiglia fine di a e B' = un blb E B}
allora B' è una famiglia fine di a. Ne segue che la più grande famiglia fine
di un qualsiasi elemento di L è un lower set.
PROPOSIZIONE 5.5.5. Se L è un reticolo completo, x E L e K(x)
n{MIM E R(L) : x < VM}, allora 'Ix E L :
K(x) è una famiglia fine di x in L ç; VK(x) = x.
DIMOSTRAZIONE. "::::}" E' ovvio1 pel'chè se K(x) è una famiglia fine
deve soddisfare 5.5.1 (1)
"{=" Per ipotesi K(x) verifica la proprietà 5.5.1 (1). Sia, ora, A C L, tale
che x < VA. Allora per il Lemma 5.3.7 (2) si ha K(x) C K (V A). Pertanto
se k E K(x) allora per il Lemma 5.3.7 (3), k E K (V A) = U{K(a)la E A},
allora esiste a E A tale che k E K(a) e per l'osservazione 5.3.8 risulta k < a.
Quindi '1k E K(x) 3D: E A tale che k < a, ovvero K(x) è una famiglia
fine di x. D
PROPOSIZlONE 5.5.6. Siano L un reticolo completo ed x E L. VK(x) =
x se e solo se K(x) è la più grande famiglia fine di x, cioè (3(x) = K(x).
DIMOSTRAZIONE. La condizione è necessaria, infatti sia x E L. Per
la Proposizione 5.5.5 K(x) è una famiglia fine di x, quindi K(x) C (3(x).
Supponiamo per assurdo che esista A C L una famiglia fine di x tale che
A't K(x); allora 3a E A \ K(x) e poiché K(x) è un lower set risulta a i k,
'1k E K(x). Pertanto K(x) C L, VK(x) = x, ma preso a E A, non esiste
alcun k E K(x) per cui a < k, ovvero non è verificata per A la proprietà (2)
di 5.5.1, e quindi A non è una famiglia fine di X, che è un assurdo. Pertanto
A C K(x), VA C (3(x), ovvero (3(x) = K(x).
La sufficienza segue banalmente da 5.5.5. D
TEOREMA 5.5.7. Se (L, <) è un reticolo completo, allora
L è completamente distributivo ç; 'Ix E L 3{3(x).
DIMOSTRAZIONE. La dimostrazione é conseguenza delle proposizioni
5.5.2,5.5.5, 5.5.6 e 5.3.9. D
COROLLARlO 5.5.8. Se (L, <) è un reticolo completo, allora
L è completamente distributivo ç; K(x) è una famiglia fine, 'Ix E L.
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DIMOSTRAZIONE. Segue da 5.3.9 e 5.5.6. D
DEFINIZIONE 5.5.9. Se (L, <) è un reticolo completo, a E L e B C L,
allora B si dice famiglia fine standard di a se B è una famiglia fine di
a e b è coprimo, Vb E B.
OSSERVAZIONE 5.5.10. Siano (L, <) un reticolo completo completa-
mente distributivo ed a E L tale che 3J3(a). Se Vx E J3(a) poniamo
[x] = {Y E Lly coprimo e y < x} dalla Proposizione 5.4.8 segue che x = V[xl
e ciò consente di verificare che
J3*(a) = U{[xlix E J3(a)}
è una famiglia fine standard di a.
Dalla Osservazione 5.5.4 segue chiaramente che se indichiamo con M(L)
l'insieme degli elementi coprimi di L allora
J3*(a) = J3(a) n M(L).
TEOREMA 5.5.11. Se (L, <) è un reticolo completo, allora
L è completamente distributivo ç;. Va E L 3A C L, A famiglia fine
standard di a.
DIMOSTRAZIONE. Segue dal Teorema 5.5.7 e dalla Definizione 5.5.9. D
ESEMPIO 5.5.12. (a) VA E P(X), con X E ISetl, si ha
J3*(A) = {{x}lx E A}
infatti M(L) = {{x}lx E X}.
(b) E' facile vedere che, per I = [0, l], M(I) = {a E Ila i o} e M(IX) =
{J : X --> Il Isupp(J) I = l}. Quindi tenendo conto anche degli esempi (b) e
(c) di 5.5.3 si ha
13* (a) = (O, a), Va E I
13* (h) = {J E IXlf < h, Isupp(J) [ = l}, Vh E IX
DEFINIZIONE 5.5.13. Se (L, <) è un reticolo completo, a E L e A C L,
allora A si dice famiglia grossolana di a in L se A i 0 e risulta
(l) I\A = a.
(2) B C L, 1\ B < a =;. Vx E A 3y E B : y < x.
PROPOSIZIONE 5.5.14. Se L è un reticolo completo ed a E L, allora
l'unione di famiglie grossolane di a è ancora una famiglia grossolana di a.
DIMOSTRAZIONE. Banale. D
L'unione di tutte le famiglie grossolane di a, se esiste, si indica con o:(a).
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ESEMPIO 5.5.15. (a) In (P(X), C), con X E ISetl, VE E P(X), E i= X,
atE) = {X\ {e}le fc E} U{X} è la più grande famiglia grossolana di E e
a(X) = {X} è l'unica famiglia grossolana di X.
(b) In (I, <l, Va E (0,11, ala) = (a, lJ è la più grande famiglia grossolana
di a e a(l) = {l} è l'unica famiglia grossolana di l.
(c) In (Ix, <l, con X E ISetl, Vh E IX, a(h) = {J E IXlh < f < l e
I{x E Xlf(x) i= 1}1 < l} è la più grande famiglia grossolana di h.
TEOREMA 5.5.16. Se (L, <) è un reticolo completo allora
L è un reticolo completamente distributivo '* Va E L 'lA C L famiglia
grossolana di a.
DIMOSTRAZIONE. "::::}1l Siano L un reticolo completamente distributivo
ed a E L.
Posto
A= {A C LI!\A < a}
poiché {a} E A allora risulta A i= 0.
Consideriamo A come una famiglia di sottoinsiemi di L
A = {Aili E H} e Ai = {aijli E J;}, Vi E H.
Allora
A = {V ai/(i)lf E II Ji}
iEH iEH
è una famiglia grossolana di a: infatti dalla definizione di Ai e per la
completa distributività segue che







Inoltre, se B C L è tale che 1\ B < a, allora per definizione di A, 3io E H
tale che B = Aio. Ora, fissato x E A, 3f E Il Ji tale che x = ViEH ai/ti).
Quindi, posto y = aiol(io) , risulta y E B e ovviamente y < x. Pertanto A è
una famiglia grossolana di a.
"{:::" Per dimostrare che L è un reticolo completamete distributivo proviamo
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la-condizione (CDII), ovvero, posto a = V;EH (AjEJ. a;j) si deve provare
che
a= 1\ (V aij(;)) -
fEO Ji iEH
Vi E H e Vf E Il Ji risulta Ajo< a;j < a;j(;) e quindi a < V;EH a;j(;),
da cui segue che
a < 1\ (V a;f(;)) .
fEO J, iEH
Consideriamo, ora, a(a), la più grande famiglia grossolana di a. "'ti E H,
sia B; = {a;j Ij E J;} C L, allora ABi = AjE }< a; < a.
Dalla definizione di famiglia grossolana segue che Vi E H e Vx E a(a)
3j; E J; : a;j, < x. Considerata f E Il;EH J; definita Vi E H da f(i) = j;
allora a;f(;) < x, Vi E H.
Pertanto Vx E a(a) 3f E Il;EH J; tale che V;EH a;j(;) < x da cui segue
che
D
DEFINIZIONE 5.5.17. Sia L un reticolo completo.
A C L si dice famiglia grossolana standard di a E L se è una
famiglia grossolana di a formata da elementi primi.
Osserviamo che se esiste a(a), famiglia grossolana massimale di a, al-
lora la più grande famiglia grossolana standard è a*(a) = {x E Llx E
a(a),x primo}.
COROLLARIO 5.5.18. Se L è un reticolo completo allora
L completamente distributivo '* Va E L 3a*(a).
