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Abstract
This work investigates the existence of globally Lipschitz continuous solutions to a class of initial–
boundary value problem of quasilinear wave equations. Applying the Lax’s method and generalized
Glimm’s method, we construct the approximate solutions of initial–boundary Riemann problem near the
boundary layer and perturbed Riemann problem away from the boundary layer. By showing the weak con-
vergence of residuals for the approximate solutions, we establish the global existence for the derivatives of
solutions and obtain the existence of global Lipschitz continuous solutions of the problem.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The purpose of this work is to study the existence of globally Lipschitz continuous solutions
of the following initial–boundary problem of quasilinear wave equations:
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⎧⎨
⎩
utt −
(
P(ρ(x),ux)
)
x
= ρ(x)h(ρ(x),u,ux),
u(x,0) = u0(x), ut (x,0) = w0(x),
ux(0, t) = vB(t),
(1.1)
where (x, t) ∈ [0,∞) × [0,∞), u = u(x, t), u0(x),w0(x) ∈ R, ρ(·) :R → R is a given continu-
ous function with compact support, P(·) :R × R → R+ and h(·) :R3 → R are bounded smooth
functions. One typical example of (1.1) arises from the application of finite elastic theory to the
deformation of rubbery materials (cf. [2]) described by
Rtt −
(
p(Rr)
)
r
= g(r,R,Rr),
where r := |(x, y, z)| denotes the variable of distance from 0 to point (x, y, z) ∈ R3 and R =
R(r, t) is the deformation of material, also p(Rr) = −(Rr)−3/d for some constant d > 0 and
g(r,R,Rr) = k(r)(g1(R)+ g2(k(r),Rr)) for some smooth functions k, g1 and g2.
To study the problem, we rewrite Eqs. (1.1) by
{
vt −wx = 0,
wt −
(
P
(
ρ(x), v
))
x
= ρ(x)h(ρ(x),u, v),
w(x,0) = w0(x), v(0, t) = vB(t), u(x,0) = u0(x),
(1.2)
where v = ux and w = ut . Since u(x, t) = u0(x) +
∫ t
0 w(x, s) ds, the above system is a
differential–integral system and the problem for the existence of solutions becomes more dif-
ficult. In order to solve system (1.2) by using the methods of hyperbolic system, we give the
following assumptions:
(A1) ∂P∂v (ρ, v) > 0 and ∂
2P
∂v2
(ρ, v) < 0 for all ρ, v ∈ R;
(A2) there exist a continuously differentiable function a(x) and a smooth function q of a such
that ρ(x) = a′(x) = q(a(x)) for all x belong to the interior of support of ρ;
(A3) u′0(x), w0(x) and vB(t) belong to L∞([0,∞))∩ B.V.([0,∞)).
According to the assumption (A2) and following the ideas of LeFloch [26] and Isaacson and
Temple [18], we augment Eqs. (1.2) by adding the equation at = 0 and consider the following
equivalent system of balance laws:
⎧⎨
⎩
at = 0, a(x,0) = a0(x),
vt −wx = 0, v(0, t) = vB(t), v(x,0) = u′0(x),
wt − f (a, v)x = g(a,u, v), w(x,0) = w0(x), u(x,0) = u0(x),
(1.3)
where f (a, v) = P(q(a), v), g(a,u, v) = q(a)h(q(a),u, v), or vector form
Ut + F(U)x = G(u,U), (1.4)
with U = (a, v,w)T , F(U) = (0,−w,−f (a, v))T and G(u,U) = (0,0, g(a,u, v))T .
First, we mention some of the earlier results on the subject for the homogeneous case, that
is G(u,U) ≡ 0. The existence of weak solutions for Riemann problem was first studied by Lax
[23,24,29,36]. For Cauchy problem, the existence of weak solutions was first established by
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mation of singularities of solutions was studied by Lax [22], Klainerman and Majda [21], and
John [19] to the equations in higher dimensions. In 1977, Nishida and Smoller [32,33] consid-
ered the mixed problems for piston problem and proved the existence of global weak solutions
by using the Glimm’s method. Later in 1982, Goodman [10] studied the problem of (1.3) in
homogeneous case with more general boundary condition and a ≡ const. When the boundary
conditions satisfy so-called non-degeneracy conditions, he obtained the existence of global weak
solutions by Glimm’s scheme. Recently, Bressan and Zheng [3] established the existence of
a conservative weak solution to the Cauchy problem for the nonlinear variational wave equa-
tion utt − c(u)(c(u)ux)x = 0, for initial data of finite energy. Here c(·) is any smooth function
with uniformly positive bounded values. For more results of the existence/nonexistence of time-
periodic solutions, we refer the readers to [11,12,16,20,35].
For inhomogeneous cases of hyperbolic system of balance laws
Ut + F(x,U)x = G(x,U), (1.5)
the Cauchy problem was first studied by Liu [30]. In [30], if the L1 norm of G(x,U), ∂G/∂U
and the total variation of the initial data are small, then the global weak solution exists and tends
pointwise to a steady solution. The application of front-tracking method to the existence and
uniqueness of solutions for quasilinear hyperbolic systems was studied by Amadori, Gosse and
Guerra [1]. In addition, for the strictly hyperbolic system with the following source term
Ut + F
(
a(x),U
)
x
= a′G(a(x),U), (1.6)
the Cauchy problem was studied by Hong [13]. In [13], the existence of global weak solutions
to the Cauchy problem of (1.6) was established by showing that a weak solution of the Cauchy
problem is the limit of a sequence of approximate solutions that are based on “weaker than weak”
solutions of the Riemann problem. For the 2 × 2 non-strictly hyperbolic (resonant) systems, the
Cauchy problem was studied by Temple [37], Isaacson and Temple [18] and Hong and Temple
[14]. Note that system (1.6) can also be regarded as a system with non-conservative form, and the
existence of solutions for non-conservative systems was studied by LeFloch [25,26], LeFloch and
Liu [28] and Dal Maso, LeFloch and Murat [7]. For the general quasilinear hyperbolic system
Ut + F(t, x,U)x = G(t, x,U),
the local existence of solutions was first established by Dafermos and Hsiao [6]. Furthermore, the
global existence result was also obtained in [6] under some dissipative assumptions on the source
term. We refer the readers to [3,5,15,17,27,31,38,39] for more results of the general quasilinear
hyperbolic systems and nonlinear variational wave equations.
Next, we mention the difficulties why the results in [6,15,30,31] cannot be applied to our
problem. First, let us write system (1.3) by
U˜t + F˜ (U˜ )x = G˜(U˜), (1.7)
where U˜ = (a,u, v,w), F˜ (U˜ ) = (0,0,−w,−f ) and G˜(U˜) = (0,w,0, g). It is easy to see that
two of the eigenvalues of ∂F˜ /∂U˜ coincide (both are equal to 0). Then (1.7) becomes a resonant
system which is more difficult to study and unsolved up to now. Secondly, if we remove the
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face the difficulty that the term ∂G/∂U of (1.5) does not satisfy the conditions described in [6,8,
15,30].
To overcome the above difficulties, we recently considered the Cauchy problem of (1.1) with
more general flux, and proved the existence of globally Lipschitz continuous solution by apply-
ing the Lax’s method and generalized Glimm’s method, see [4]. More precisely, we modify the
original Riemann problem into a perturbed Riemann problem. Following the ideas in [13,18],
we re-formulate the source term by smoothing out the terms a and initial data so that a rescal-
ing argument can be used. Then we construct the local approximate solutions of the perturbed
Riemann problem with particular time-independent source term in a short time interval which
approximates the original (perturbed) source term. Applying Lax’s method to this kind of local
approximate solutions, we obtain the weak solutions of Riemann problem through the limiting
process of the perturbed Riemann solutions. Therefore, by showing the weak convergence of
residuals of the approximate solutions, we proved the existence of global Lipschitz continuous
solutions.
Motivated by the work [4], we consider the initial–boundary value problem (1.1) in this article.
Unfortunately, due to the boundary condition, the method of [4] for the construction of approxi-
mate solutions near the boundary layer cannot be applied directly. To overcome such a difficulty,
in Section 3, we consider the initial–boundary Riemann problem of (1.3) near the boundary layer
and construct the approximate solutions by using the contraction mapping principle. This gives
a new aspect of this paper than our previous work [4]. Based on the construction of approximate
solutions, we establish the global existence for the derivatives of solutions. Then the existence
of global Lipschitz continuous solutions can be carried out by showing the weak convergence of
residuals of the approximate solutions.
Now, we give the definition for the weak solutions of the initial–boundary value problem (1.3)
and state the main theorem of the paper.
Definition 1.1. Let E := [0,∞) × [0,∞) and U˜ = (u,U) be a vector function over E with
U = (a, v,w). For functions φ ∈ C10((0,∞)× [0,∞)) and ψ ∈ C10(E), we define
(1) the residuals Ri(u,U, ·,E), i = 1,2,3, of U˜ on E by
R1(u,U,φ,E) :=
∫ ∫
E
(uφt +wφ)dx dt +
∞∫
0
u0(x)φ(x,0) dx,
R2(u,U,φ,E) :=
∫ ∫
E
(vφt −wφx)dx dt +
∞∫
0
v0(x)φ(x,0) dx,
R3(u,U,ψ,E) :=
∫ ∫
E
(
wψt − f (a, v)ψx + g(a,u, v)ψ
)
dx dt
+
∞∫
0
w0(x)ψ(x,0) dx −
∞∫
0
f
(
a0(0), vB(t)
)
ψ(0, t) dt;
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if Ri(u,U, ·,E) = 0, for all i = 1,2,3.
Theorem 1.2. Assume (A1)–(A3) and
(i) the first and second partial derivatives of h(a,u, v) have uniform bounds when v is uniformly
bounded;
(ii) h+ ∂f/∂a + k∂h/∂u 
= 0 for all u, v and sufficiently small k.
If the total variations of a(x), vB(t), u′0(x) and w0(x) are sufficiently small, then there exist
globally Lipschitz continuous solutions of (1.1).
We remark that the second derivative assumption in (i) of Theorem 1.2 can be ignored if h is
independent of u or u is uniformly bounded.
This paper is organized as follows. In Section 2, we recall some results of [4] for the existence
of approximate solutions to the Riemann and perturbed Riemann problem of (1.3). The cited
results can help us to construct the approximate solution of (1.3) away from the boundary layer.
In Section 3, we show the existence of solution of the initial–boundary Riemann problem of
(1.3) near the boundary layer by using the contraction mapping theorem. Based on the existence
of solutions of perturbed and initial–boundary Riemann problems, in Section 4, we illustrate the
generalized Glimm’s scheme to construct approximate solutions of the initial–boundary value
problem (1.3) and obtain the stability results. Finally, we prove the existence of global Lipschitz
continuous solutions by establishing the global existence for the derivatives of solutions and
showing the weak convergence of residuals of the approximate solutions.
2. Perturbed Riemann problem
In this section, we recall some results of [4] for the existence of approximate solutions of the
Riemann and perturbed Riemann problems of (1.3) or (1.4). These results will help us to con-
struct the approximate solutions of the initial–boundary problem of (1.4) away from the boundary
layer.
Let us consider the Riemann problem of (1.4), i.e. the Cauchy data satisfy
U(x,0) = U0(x) =
{
UL, x < 0,
UR, x > 0,
u(x,0) =
{
u0(0)+ vLx, x < 0,
u0(0)+ vRx, x > 0, (2.1)
where UL = (aL, vL,wL), UR = (aR, vR,wR) are two nearby constant states. It is easy to see
that the source term is not defined in the sense of distributions for the Riemann problem. To
overcome the difficulty, we consider the following perturbed Riemann problem:
Uεt + F
(
Uε
)
x
= G(uε,Uε), Uε(x,0) =
{
UL, x < −ε,
Ψ ε(x), |x| ε,
UR, x > ε,
(2.2)
where 0 < ε  1, Uε := (aε, vε,wε); aε(x) is a smooth monotone function connecting con-
stant states aL, aR at x = −ε, x = ε, respectively; Ψ ε(x) = (aε(x), vε(x),wε(x)) is a smooth0 0
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spectively. Furthermore, uε = uε(x, t) (defined by uεx = vε and uεt = wε) satisfies
(
uε(x,0), uεt (x,0)
)=
⎧⎨
⎩
(u0(−ε)+ vL(x + ε),wL), x < −ε,
(u0(−ε)+
∫ x
−ε v
ε
0(s) ds,w
ε
0(x)), |x| ε,
(u0(ε)+ vR(x − ε),wR), x > ε.
(2.3)
Let us choose vε(x,0) = vε0(x) satisfying
u0(ε) = u0(−ε)+
ε∫
−ε
vε0(s) ds, (2.4)
then uε(x,0) connects the state u0(ε) at x = ε. Therefore the source term in (2.2) is well defined
in the sense of distributions. If the solution Uε of (2.2) can be found for any 0 < ε  1 and
belongs to L∞ ∩ B.V., by Helly’s theorem, the weak solution of (1.4) can be constructed as the
limit of some subsequence of Uε . However, there are infinitely many ways to choose aε(x) and
Ψ ε(x), the solution of (2.2) is dependent on the choice of aε(x) and Ψ ε(x). We observe that the
solution of (2.2) will not depend on aε(x), Ψ ε(x) as ε approaches to zero. This implies that the
solutions of the Riemann problem of (1.4) are independent of the choice of aε(x) and Ψ ε(x).
Since system (2.2) generates a time-independent field, we expect the exact solution of (2.2)
consists of a standing wave so that the results of [13] can be applied to our case. To see this, let
t∗ > 0 be sufficiently small and regions are:
ΩL(ε, t
∗) := {(x, t) ∣∣ x < −ε, 0 < t < t∗},
ΩR(ε, t
∗) := {(x, t) ∣∣ x > ε, 0 < t < t∗},
Ωε(ε, t
∗) := {(x, t) ∣∣ |x| < ε, 0 < t < t∗},
ΓL(ε, t
∗) := {(x, t) ∣∣ x = −ε, 0 < t < t∗},
ΓR(ε, t
∗) := {(x, t) ∣∣ x = ε, 0 < t < t∗}. (2.5)
First, we plan to construct the exact solution in regions ΩL(ε, t∗) and ΩR(ε, t∗). Due to the
vanishing of daε/dx and the fact that aε(x) = aL in ΓL(ε, t∗) and aε(x) = aR in ΓR(ε, t∗), the
solution of (2.2) satisfies the following systems:
vt −wx = 0, wt − f (aL, v)x = 0, in ΩL(ε, t∗),
vt −wx = 0, wt − f (aR, v)x = 0, in ΩR(ε, t∗).
Therefore, we are able to construct the solution in these regions by elementary waves, rarefaction
waves or shock waves. By [23], it is easy to see that the solution in ΩL(ε, t∗) (or ΩR(ε, t∗))
consists of at most two constant states UL, U1 = (aL, v1,w1) (or U2 = (aR, v2,w2), UR), here
U1 (or U2) is determined by the Lax’s method. Moreover, these constant states are separated by
an elementary wave issued from (−ε,0) (or (ε,0)). The elementary wave of the first (or second)
characteristic field connecting UL, U1 (or U2, UR) can be parameterized as the smooth integral
curve of eigenvector field R1(U) (or R2(U)) in phase space. In fact, we have
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2
1
2
R1 · ∇R1(UL)+O
(
σ 31
)
,
U2(σ2) = U2 + σ2R2(U2)+ σ
2
2
2
R2 · ∇R2(U2)+O
(
σ 32
)
,
U˙1(0) = R1(UL), U˙2(0) = R2(U2), (2.6)
where Ui(σi), i = 1,2, are the elementary wave curves of ith characteristic field. More pre-
cisely, curve Ui(σi) represents an i-rarefaction wave when σi > 0, and an i-shock satisfying
the Rankine–Hugoniot condition and Lax entropy condition when σi < 0. If the constant states
UL,UR,U1,U2 and waves U1(σ ), U2(σ ) are determined, then uε(x, t) can be obtained in
ΩL(ε, t
∗) (or ΩR(ε, t∗)). Let us set U(x, t) = U1 on ΓL(ε, t∗) and U(x, t) = U2 on ΓR(ε, t∗) in
advance, then we obtain
uε(x, t)
∣∣
ΓL(ε,t
∗) = u0(−ε)+w1t, uε(x, t)
∣∣
ΓR(ε,t
∗) = u0(ε)+w2t, (2.7)
and this means that the value of uε(x, t) depends on t on ΓL(ε, t∗), ΓR(ε, t∗).
Next, we claim that there is no exact smooth time-independent (standing wave) solution
of (2.2) in region Ωε(ε, t∗). Suppose that there exists a time-independent solution Uεs (x) :=
(aε(x), vεs (x),w
ε
s (x)) of (2.2) in region Ωε(ε, t∗), then Uεs (x) satisfies the following system of
ordinary differential equations:
dwεs
dx
= 0, df
dx
(
aε(x), vεs (x)
)= −daε
dx
h
(
q
(
aε
)
, uε, vεs (x)
)
. (2.8)
It is easy to obtain that
wεs (x) = w1 = w2, uε(x, t) = w1t + ζ ε(x), (2.9)
for some smooth function ζ ε(x). By (2.7) we know that ζ ε(x) connects state u0(−ε) at x = −ε
to state u0(ε) at x = ε. Moreover, (2.9) implies that uε(x, t) is function of t since w1 may
not be zero. Thus, the right-hand side of the second equation in (2.8) involves t , which means
that Eq. (2.8) cannot be balanced in region Ωε(ε, t∗). This contradicts our assumption for the
existence of standing wave.
To overcome the difficulty, we construct a time-independent approximate solution of (2.8)
in Ωε(ε, t∗). First, for a small fixed number t∗, we approximate uε in (2.9) by the function
ζ ε(x)+w1t∗. Then h(q(aε), uε(x, t), vεs (x)) can be approximated by a smooth time-independent
function, namely,
h
(
q
(
aε
)
, uε(x, t), vεs (x)
)
= h(q(aε),w1t + ζ ε(x), vεs (x))
≈ h(q(aε), ζ ε(x), vεs (x))+w1t∗ ∂h(q(aε), ζ ε(x), vεs (x)), (2.10)∂u
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(daε/dx 
= 0) in Ωε(ε, t∗), we obtain
dvεs
daε
= −
(
∂f
∂v
)−1(
h+ ∂f
∂a
+w1t∗ ∂h
∂u
)
. (2.11)
By assumption (ii) of the main theorem, we know that vεs is monotonic and will not blow up
at the finite time. Note that the term on the right-hand side of (2.11) depends not only on aε ,
vεs but also on ζ ε(x). Therefore, it is necessary to find the relation between vεs and ζ ε(x) so
that the phase plane analysis can be done. By rescaling x = εξ , ξ ∈ [−1,1], aˆ(ξ) := aε(x),
vˆ(ξ) := vεs (x), ζˆ (ξ ) := ζ ε(x) and assuming that there exists a nonzero continuous function qˆ
such that aˆ′ = qˆ(aˆ), we have
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
dvˆ
daˆ
= −
(
∂f
∂v
)−1(
h+ ∂f
∂a
+w1t∗ ∂h
∂u
)
,
dζˆ
dξ
= εvεs or
dζˆ
daˆ
= εvεs
(
qˆ(aˆ)
)−1
.
(2.12)
Since aˆ is monotonic, then the initial data of (2.12) satisfy
vˆ(aL) = vL + σ1R1,2(UL)+ σ12O(1), ζˆ (aL) = u0(−ε) (2.13)
by considering vˆ and ζˆ as functions of aˆ. Therefore, applying the existence and uniqueness
theorem of ordinary differential equations, there exist a unique C1 functions χˆ or χ , such that
the solution ζˆ or ζ ε can be expressed as
ζˆ (η) = χˆ(aˆ, vεs , σ1) or ζ ε(x) = χ(aε(x), vεs (x), σ1). (2.14)
Then the function uε(x, t) in Ωε(ε, t∗) can be constructed by (2.9).
Next, we apply Lax’s method to construct the approximate solution of (2.2). First, we define
the vector
R˜0
(
ζ ε,Uεs
) := (1,−(∂f
∂v
)−1(
h+ ∂f
∂a
+w1t∗ ∂h
∂u
)(
ζ ε,Uεs
)
,0
)T
. (2.15)
By (2.14), R˜0(ζ ε,Uεs ) is a vector depending on Uεs and σ1. We also denote R˜0(Uεs , σ1):=
R˜0(ζ ε,Uεs ). It is easy to see that {R˜0(Us, σ1),R1(U),R2(U)} are linear independent for all U
and σ1. We claim that the approximate solution Uεs (x) := (aε(x), vεs (x),wεs (x)) in Ωε(ε, t∗) can
be expressed as an integral curve of R˜0(Uεs , σ1) starting at some constant state U1 (here σ1 de-
pends on U1). To show this, we recall that Uεs (x) can be expressed as a smooth function of aε .
Thus, by the monotonicity of aε , we can choose aε as the parameter to construct the standing
wave curve in phase space. By (2.8), (2.11), and (2.15), we have
dUεs
ε
=
(
daε
ε
,
dvεs
ε
,
dwεs
ε
)
= R˜0
(
ζ ε,Uεs
)= R˜0(Uεs , σ1). (2.16)da da da da
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Thus, when U1 (so as well σ1) is determined, function Uεs (x) can be expressed as the integral
curve of R˜0(Uεs , σ1) issued from U1 in phase space. The integral curve can be parameterized by
Uεs (σ0) = U1 + σ0R˜0(U1, σ1)+O
(
σ 20
)
, (2.17)
where σ0 is the parameter depending on aε . Therefore, the locally approximate solutions to the
problem (2.2) are constructed, and which consist of some constant states separated by rarefaction
waves, shocks and an approximate standing wave. To complete the construction of approximate
solutions, it is necessary to find the constant states. The constant states can be found in the
following theorem by generalizing the Lax’s method to problem (2.2).
Theorem 2.1. (Cf. [4].) Assume (A1)–(A3), f and h satisfy the same assumptions of Theo-
rem 1.2, and there exists a domain Ω ⊂ R3 such that UL,UR ∈ Ω and |UL − UR| is sufficiently
small. Then there is a subset N ⊂ Ω such that if UL,UR ∈ N then Eqs. (2.2) have a unique
approximate solution in {(x, t); 0 < t < t∗} for any small t∗. The approximate solution consists
of at most four constant states separated by either shocks, rarefaction waves issued from (−ε,0),
(ε,0), and a smooth standing wave (see Fig. 1).
Now we construct the approximate weak solution of (1.3) and (2.1). Let Uε(x, t) be the
approximate solution of (2.2) consisting of smooth standing wave. By taking the limit to the se-
quence of approximate solutions {Uε(x, t); 0 < ε  1}, the function U(x, t) := limε→0 Uε(x, t)
is called the approximate weak solution of (1.4) and (2.1). We obtain the following results.
Theorem 2.2. (Cf. [4].) The Riemann problem of (1.3) and (2.1) has a unique approximate weak
solution. The approximate weak solution is a self-similar function consisting of at most four
constant states separated by either shocks, rarefaction waves and a standing wave discontinuity
(see Fig. 2).
According to above theorem, it is easy to see that the limit function u(x, t) := limε→0 uε(x, t)
is a Lipschitz continuous function of (x, t) in {(x, t) | 0 < t < t∗}.
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Next, we illustrate some estimations related to the residuals of the approximate solutions
U˜ ε = (uε,Uε). Let φ ∈ C10(R×[0,∞)) and D := {(x, t); −x  x x, 0 t t}, where
x > 0, t > 0 satisfying the following generalized Courant–Friedrichs–Levy condition:
x/t > (1 − ε)−1 sup
D
{∣∣λi(U)∣∣; i = 1,2}, 0 < ε  1. (2.18)
Define
R1
(
U˜ ε,D,φ
) := ∫ ∫
D
{
uεφt +wεφ
}
dx dt, (2.19)
R2
(
U˜ ε,D,φ
) := ∫ ∫
D
{
Uεφt + F
(
Uε
)
φx +G
(
uε,Uε
)
φ
}
dx dt. (2.20)
The estimations of R1 and R2 are illustrated in the following.
Proposition 2.3. (Cf. [4].) Assume φ :R × [0,∞) → R is a C1 function with compact support
and U˜ ε is the approximate solution of (2.2). Then
R1
(
U˜ ε,D,φ
)=
x∫
−x
uε(x,t)φ(x,t) dx −
x∫
−x
uε(x,0)φ(x,0) dx
+ ε2(x)2‖φ‖∞ osc
[
vεs (x)
∣∣
Ωε(ε,t)
]O(1), (2.21)
R2
(
U˜ ε,D,φ
)=
x∫
−x
Uε(x,t)φ(x,t) dx +
t∫
0
F
(
Uε(x, t)
)
φ(x, t) dt
−
x∫
Uε(x,0)φ(x,0) dx −
t∫
F
(
Uε(−x, t))φ(−x, t) dt−x 0
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∥∥∥∥∂G∂u
(
uε,Uε
)∥∥∥∥
L∞(D)
· osc[aε∣∣
Ωε(ε,t)
]O(1)
+ ε2(x)2‖φ‖∞ · osc
[
Uεs (x)
∣∣
Ωε(ε,t)
]O(1). (2.22)
Here Ωε(ε,t) := {(x, t) | |x| < ε, 0 < t < t} and Uεs (x) = (aε(x), vεs (x),wεs (x)) is a time-
independent approximate solution of (2.2) in region Ωε(ε,t).
Note that, by the Lebesgue bounded convergence theorem together with the fact that uε and
Uε converge pointwise to u and U , respectively, in L1(D), we can calculate Ri(U˜ ,D,φ) for the
solution U˜ := (u,U) by taking the limit to Ri(U˜ ε,D,φ), i = 1,2. We obtain
R1(U˜ ,D,φ) =
x∫
−x
u(x,t)φ(x,t) dx −
x∫
−x
u(x,0)φ(x,0) dx, (2.23)
R2(U˜ ,D,φ) =
x∫
−x
U(x,t)φ(x,t) dx +
t∫
0
F
(
U(x, t)
)
φ(x, t) dt
−
x∫
−x
U(x,0)φ(x,0) dx −
t∫
0
F
(
U(−x, t))φ(−x, t) dt
+ (t)2‖φ‖∞
∥∥∥∥∂G∂u (u,U)
∥∥∥∥
L∞(D)
· osc[a(x)|D]O(1). (2.24)
3. Initial and boundary Riemann problem
In this section, we study the initial and boundary Riemann problem of (1.3) near the boundary
layer when a is a constant function, and prove the existence of approximate solutions by using
the contraction mapping theorem.
Assume δ > 0 and small enough, we consider the following system:
{
vt −wx = 0, wt − f (aL, v)x = g(aL,u, v),
v(x,0) = vR, w(x,0) = wR,
v(0, t) = vB(t),
(3.1)
where t  0, 0 x  δ, vR,wR,aL = a0(0) are real constants, vR = vB(0).
According to the results of Goodman [10], it is easy to check that the boundary condition
of our problem satisfies the non-degeneracy condition of [10], and there exists a global weak
solution (v˜, w˜) satisfying the following homogeneous system:
{
v˜t − w˜x = 0, w˜t − f (aL, v˜)x = 0,
v˜(x,0) = v˜0(x), w˜(x,0) = w˜0(x),
v˜(0, t) = vB(t),
(3.2)
where x  0, t  0, v˜0(x), w˜0(x) and vB(t) are bounded functions which have bounded total
variations.
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Γ =⋃i∈Z+∪{0} Γi with Γi := {(x, t) | 0 x  δ, it  t < (i + 1)t} for any t > 0. In each
region Γi , we consider the following initial–boundary value problem:
⎧⎨
⎩
vit −wix = 0, wit −
(
f
(
aL, v
i
))
x
= g(aL,ui, vi),
vi(x, it) = viR, w(x, it) = wiR,
vi(0, t) = viB,
(3.3)
for (x, t) ∈ Γi , where viR , wiR are constant states, viB = vB((i + 1/2)t), δ > 0 and t > 0
satisfy the following Courant–Friedrichs–Levy condition:
δ/t > (1 − ε)−1 sup
Γ
{∣∣λi(U)∣∣; i = 1,2}, (3.4)
where ε > 0, δ > 0 are small enough such that the perturbed Riemann problem (2.2) has solu-
tions. Moreover, the function ui(x, t) satisfies uit = wi and uix = vi for some initial data. Our
purpose is to construct the approximate solution of Eqs. (3.3).
First, let (v˜, w˜) be the solution of the following homogeneous system:
{
v˜t − w˜x = 0, w˜t −
(
f (aL, v˜)
)
x
= 0,
v˜(x,0) = vR, w˜(x,0) = wR, v˜(0, t) = vB(t),
(3.5)
for (x, t) ∈ Γ . Denote v˜i (x, t) := v˜(x, t)|Γi , w˜i(x, t) := w˜(x, t)|Γi and u˜i (x, t) be the function
satisfying
u˜ix = v˜i , u˜it = w˜i, u˜i(x, it) = u˜i−1(x, it−), (3.6)
inductively with u˜0(x,0) = u0(x). Then the linearized equations of (3.3) about (v˜i , w˜i , u˜i ) in
region Γi yield to
⎧⎨
⎩
v¯it − w¯ix = 0,
w¯it −
(
fv
(
aL, v˜
i
)
v¯i
)
x
= g(aL, u˜i , v˜i)+ gv(aL, u˜i , v˜i)v¯i + gu(aL, u˜i , v˜i)u¯i ,
v¯i (x, it) = w¯i(x, it) = 0, v¯i(0, t) = w¯i(δ, t) = v¯i (δ, t) = 0,
(3.7)
here u¯i satisfies u¯ix = v¯i and u¯it = w¯i . However, due to the appearance of u¯i , it is difficult to
solve the linear problem (3.7). Thus we look for the existence of time-independent approximate
solutions of (3.7). For time-independent solution of (3.7), it is obvious that w¯i(x) = 0. Instead of
solving v¯i (x) directly, we consider the average system of (3.7) by
⎧⎨
⎩
wˆix = 0,
−(Ai(x)vˆi)
x
= Bi(x)+Ci(x)vˆi +Di(x)uˆi ,
vˆi (δ) = wˆi(δ) = 0,
(3.8)
where
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t
(i+1)t−∫
it
fv
(
aL, v˜
i
)
dt, Bi(x) := 1
t
(i+1)t−∫
it
g
(
aL, u˜
i , v˜i
)
dt,
Ci(x) := 1
t
(i+1)t−∫
it
gv
(
aL, u˜
i , v˜i
)
dt, Di(x) := 1
t
(i+1)t−∫
it
gu
(
aL, u˜
i , v˜i
)
dt.
It is easy to see that Ai,Bi,Ci,Di are continuous functions of x and wˆi(x) = 0 for all i.
Proposition 3.1. Assume {Ci}, {Di} are uniform bounded for all i. Then there exists δ > 0 such
that (3.8) has a unique solution for all i with 0 < δ  δ and x ∈ [0, δ].
Proof. To solve Eqs. (3.8), let us define ζ i(x) := Ai(x)vˆi(x), then ζ i satisfies
{
−ζ˙ i (x) = Bi(x)+ Cˆi(x)ζ i(x)+Di(x)uˆi(x),
ζ i(δ) = 0, (3.9)
where Cˆi(x) = Ci(x)/Ai(x) and uˆi satisfies
uˆi (x) =
x∫
δ
vˆi (s) ds =
x∫
δ
ζ i(s)/Ai(s) ds. (3.10)
Rewriting Eqs. (3.9) as
ζ˙ i (x)+ Cˆi(x)ζ i(x) = −Bi(x)−Di(x)
x∫
δ
ζ i(s)/Ai(s) ds, (3.11)
ζ i(δ) = 0 implies then that
ζ i(x) = − 1
μi(x)
( x∫
δ
μi(η)
(
Bi(η)+Di(η)
η∫
δ
ζ i(s)/Ai(s) ds
)
dη
)
,
where μi(t) := e
∫ t
δ Cˆ
i (s) ds
.
Thus, in the following we show the existence and uniqueness of solution of (3.11) for all i by
using the contraction mapping principle.
First, define operators T i :C([0, δ]) → C([0, δ]), i = 1,2, . . . , by
T i
[
ζ i
]
(x) := − 1
μi(x)
( x∫
δ
μi(η)
(
Bi(η)+Di(η)
η∫
δ
ζ i(s)/Ai(s) ds
)
dη
)
.
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i
2 ∈ C([0, δ]), we have
∣∣T i[ζ i1](x)− T i[ζ i2](x)∣∣ 1μi(x)
∣∣∣∣∣
x∫
δ
μi(η)Di(η)
η∫
δ
ζ i1(s)− ζ i2(s)
Ai(s)
ds dη
∣∣∣∣∣. (3.12)
It is obvious that
δ∫
x
∣∣∣∣∣μi(η)Di(η)
η∫
δ
1
Ai(s)
ds
∣∣∣∣∣dη δ2γ−10 ∥∥μi∥∥∞∥∥Di∥∥∞, (3.13)
where Ai > γ0 > 0 for all i. Since e−δγ
−1
0 ‖Ci‖∞  μi(x)  eδγ−10 ‖Ci‖∞ , combining (3.12)
and (3.13), we have
∣∣T i[ζ i1](x)− T i[ζ i2](x)∣∣ δ2γ−10 e2δγ−10 ‖Ci‖∞∥∥Di∥∥∞∥∥ζ i1 − ζ i2∥∥∞.
Therefore, there exists δ > 0 such that if 0 < δ  δ then T i is a contraction operator on
C([0, δ]) for all i. By the fixed point theorem, for each ith time step there exists a unique solution
ζ i(x) ∈ C([0, δ]) of (3.11). Hence, vˆi (x) = ζ i(x)/Ai(x) is the uniqueness solution of (3.9). The
proof is complete. 
Based on the above results, we define the function vˆ(x) on Γ by
vˆ(x, t) :=
∑
χΓi vˆ
i(x), (3.14)
where χΓi means the characteristic function of Γi with 0 < δ  δ. It is obvious that vˆ(x, t) is
uniformly bounded since {vˆi (x)} have uniform bounds. Next, we show that the total variation
of vˆ, denoted by T.V.[vˆ], have a global bound.
Proposition 3.2. Under the same assumptions of Proposition 3.1, vˆ(x, t) has a bounded total
variation on Γ .
Proof. First, we show that ζ(x, t) :=∑χΓi ζ i(x) has a bounded total variation, where ζ i satis-
fies (3.9) on Γi . For any fixed t , it is easy to see that T.V.[ζ ] is uniformly bounded since {ζ i(x)}
are uniformly bounded. Therefore, we only need to estimate the total variation of ζ(x, t) for any
fixed x ∈ [0, δ].
For any fixed x ∈ [0, δ], the jump of ζ(x, t) at t = (i + 1)t satisfies
∣∣ζ i+1(x)− ζ i(x)∣∣ I1(x)+ I2(x)+ I3(x),
where
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δ∫
x
∣∣Bi+1(s)−Bi(s)∣∣ds,
I2(x) :=
δ∫
x
∣∣Cˆi+1(s)ζ i+1(s)− Cˆi(s)ζ i(s)∣∣ds,
I3(x) :=
δ∫
x
∣∣∣∣∣Di+1(s)
s∫
δ
ζ i+1(ξ)
Ai+1(ξ)
dξ −Di(s)
s∫
δ
ζ i(ξ)
Ai(ξ)
dξ
∣∣∣∣∣ds.
Our purpose is to estimate Ik(x), k = 1,2,3. By the assumptions, we have
I1(x) = 1
t
δ∫
x
∣∣∣∣∣
(i+2)t−∫
(i+1)t
g
(
u˜i+1, v˜i+1
)
dt −
(i+1)t−∫
it
g
(
u˜i , v˜i
)
dt
∣∣∣∣∣ds
O(1)δ(osc[v˜i]+ osc[v˜i+1]+t), (3.15)
I2(x)
δ∫
x
∣∣Cˆi+1(s)∣∣∣∣ζ i+1(s)− ζ i(s)∣∣ds +O(1)δ, (3.16)
I3(x)
δ∫
x
δ∫
s
∣∣∣∣Di+1(s)Ai+1(ξ)
∣∣∣∣∣∣ζ i+1(ξ)− ζ i(ξ)∣∣dξ ds +O(1)δ2, (3.17)
here osc[f ] means the oscillation of f . Let us denote
ρc := sup
i,s∈[0,δ]
∣∣Cˆi(s)∣∣, ρd := sup
i,0sξδ
∣∣∣∣Di(s)Ai(ξ)
∣∣∣∣,
Ψ (x) :=
∑
i
∣∣ζ i+1(x)− ζ i(x)∣∣ and Φ(x) := Ψ (δ − x) for x ∈ [0, δ].
Then (3.15)–(3.17) imply that
Φ(x)O(1)(T.V.[v˜] +t + 1)+
x∫
0
ρcΦ(s) ds +
x∫
0
s∫
0
ρdΦ(ξ) dξ ds. (3.18)
Applying the generalized Gronwall inequality (cf. [34]), we obtain
Φ(x)Λ+ ρcΛx +Λ
(
ρ2c + ρd
) x∫
0
se−(ρc+ρ−1c ρd )(x+s) ds
Λ
(
1 + δρc + δ2
(
ρ2c + ρd
))
, (3.19)
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bounded. Since {Ai} have uniform bounds in total variation, then vˆ also has a bounded total
variation. The proof is complete. 
Corollary 3.3. According to Proposition 3.2, uˆ(x, t) =∑χ |Γi uˆi also has a bounded total vari-
ation on Γ .
Proof. By (3.10), we know that
∑
i
∣∣uˆi+1(x)− uˆi (x)∣∣∑
i
δ∫
x
∣∣vˆi+1(s)− vˆi (s)∣∣ds

∑
i
δ
(
osc
[
vˆi
]+ osc[vˆi+1]). (3.20)
Therefore, T.V.[uˆ]O(1)T.V.[vˆ] and the proof is complete. 
4. Generalized Glimm’s scheme to the initial–boundary value problem
In this section, we illustrate the generalized Glimm’s scheme for the construction of approxi-
mate solutions to the initial–boundary value problem (1.3).
Let us consider the following problem:
⎧⎪⎨
⎪⎩
Ut + F(U)x = G(u,U), x > 0, t > 0,
U(x,0) = U0(x), x  0,
u(x,0) = u0(x), x  0,
v(0, t) = vB(t), t  0,
(4.1)
where U0(x), vB(t) ∈ B.V. ∩ L∞. To start with the generalized Glimm’s scheme, we assume
0 < ε  1, x = δ > 0, t > 0 satisfying (3.4) on E.
We also define xk = kx, ti = it , ˜x = (1 + ε)−1x and
Ti =
{
(x, t)
∣∣ x ∈ [0,∞), ti  t < ti+1}, i, k = 0,1,2, . . . .
For the 0th time step T0, the initial data U0(x) is approximated as follows.
(I)0 Assume x x and k > 0 is even. Let
U0ε (x,0) =
⎧⎪⎪⎨
⎪⎪⎩
U0k−1 := U0(xk−1), xk−1  x  xk − ε˜x,
Ψ 0k (x), |x − xk| ε˜x,
U0k+1 := U0(xk+1), xk + ε˜x  x  xk+1,
where Ψ 0k (x) is a smooth monotone function connecting U
0
k−1 and U
0
k+1;
u0ε(x) =
⎧⎪⎨
⎪⎩
u0(xk − ε˜x)+ v0k−1(x − xk + ε˜x), xk−1  x  xk − ε˜x,
ξ0k (x), |x − xk| ε˜x,
u (x + ε˜x)+ v0 (x − x − ε˜x), x + ε˜x  x  x ,0 k k+1 k k k+1
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cording to our previous results [4], we see that u0ε(x) has jumps at each x = xk−1, and the total
amount of jump is bounded by O(1)(x)2 in each time step.
(II)0 If 0  x  x, then we take v0ε (x) = v01 , w0ε (x) = w01, a0ε (x) = a0(0) and u0ε(x) =
u0(0) + v01x. Then we solve a set of perturbed Riemann problem (cf. Section 2) and an initial–
boundary Riemann problem (cf. Section 3) based on the functions U0ε , u0ε and v0B(t) = vB(t/2).
Next for the 1st time step T1, let u0(x, t), U0(x, t) be the approximate solution obtained in
the 0th time step.
(I)1 For x x, the initial data U1ε (x,t), u1ε(x,t) are chosen by
U1ε (x,t) =
⎧⎪⎨
⎪⎩
U1k−1 := U0(xk−1 + θε1 ˜x,t−), xk−1  x  xk − ε˜x,
Ψ 1k (x), |x − xk| ε˜x,
U1k+1 := U0(xk+1 + θε1 ˜x,t−), xk + ε˜x  x  xk+1,
u1ε(x,t) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
u0(xk − ε˜x,t−)
+ v0(xk−1 + θε1 ˜x,t−)(x − xk + ε˜x), xk−1  x  xk − ε˜x,
ξ1k (x), |x − xk| ε˜x,
u0(xk + ε˜x,t−)
+ v0(xk+1 + θε1 ˜x,t−)(x − xk − ε˜x), xk + ε˜x  x  xk+1,
where k > 0 is even, Ψ 1k (x) is a smooth monotone function connecting U
1
k−1 and U1k+1, ξ1k (x) is
a smooth monotone function connecting u0(xk − ε˜x,t−) and u0(xk + ε˜x,t−), and θε1 is
a random number in I ε := [−1 − ε,−ε)∪ (ε,1 + ε] given by
θε1 := θ1 + ε sgn(θ1),
where θ1 is a random number in [−1,1] \ {0} and sgn(θ) is the sign function of θ .
(II)1 If 0 x x, then we take u1ε(x,t) = u˜0(x,t−),
U1ε (x,t) =
(
a0(0), v˜0
(
x + θε1 ˜x,t−
)
, w˜0
(
x + θε1 ˜x,t−
))
,
where v˜0 and w˜0 are solutions of (3.5) on Γ0 with v0B(t) = vB(t/2), and u˜0(x, t) is the solution
of the following equations:
⎧⎨
⎩
u˜0t = w˜0, u˜0x = v˜0, for 0 x x, 0 t < t,
u˜0(x,0) = u0ε(x), u˜0t (x,0) = w0ε (x), for 0 x x,
u˜0x(0, t) = vB(t/2).
Continue the same process, let Ui−1(x, t), ui−1(x, t) be the approximate solution in (i − 1)th
time step Ti−1. We then construct the initial data Uiε(x, it) and uiε(x, it) as follows:
(I)i For x x, the initial data Uiε(x, it), uiε(x, it) are chosen by
Uiε(x, it) =
⎧⎪⎨
⎪⎩
Uik−1 := Ui−1(xk−1 + θεi ˜x, it−), xk−1  x  xk − ε˜x,
Ψ ik (x), |x − xk| ε˜x,
Ui := Ui−1(x + θε˜x, it−), x + ε˜x  x  x ,k+1 k+1 i k k+1
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uiε(x, it) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ui−1(xk − ε˜x, it−)
+ vi−1(xk−1 + θεi ˜x, it−
)
(x − xk + ε˜x), xk−1  x  xk − ε˜x,
ξ ik(x), |x − xk| ε˜x,
ui−1(xk + ε˜x, it−)
+ vi−1(xk+1 + θεi ˜x, it−)(x − xk − ε˜x), xk + ε˜x  x  xk+1,
where k > 0 is even, Ψ ik (x) is a smooth monotone function connecting U
i
k−1 and U
i
k+1, ξ
i
k(x) is
a smooth monotone function connecting ui−1(xk − ε˜x, it−) and ui−1(xk + ε˜x, it−), and
{θεi = θi + ε sgn(θi): i = 1,2, . . .} ∈ I ε where θi is a random number in [−1,1] \ {0}.
(II)i If 0 x x, then we take uiε(x, it) = u˜i−1(x, it−),
Uiε(x, it) =
(
a0(0), v˜i−1
(
x + θεi ˜x, it−
)
, w˜i−1
(
x + θεi ˜x, it−
))
,
where v˜i−1 and w˜i−1 are solutions of (3.5) on Γi−1 with vi−1B (t) = vB((i− 12 )t), and u˜i−1(x, t)
is the solution of the following equations:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
u˜i−1t = w˜i−1, u˜i−1x = v˜i−1, for 0 x x, ti−1  t < ti,
u˜i−1(x, ti−1) = ui−1ε (x, ti−1), u˜i−1t (x) = wi−1ε (x), for 0 x x,
u˜i−1x (0, t) = vB
((
i − 1
2
)
t
)
.
According to the above iterated process, we construct the approximate solution uεθε,x , U
ε
θε,x
to the initial–boundary value problem (1.3), cf. Fig. 3.
Now we define
Uεθε,x(x, t) := Uεθε,x − χΓ
(
0, vˆεθε,x,0
)T
, (4.2)
uεε (x, t) := uεε − χΓ uˆεε . (4.3)θ ,x θ ,x θ ,x
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∣∣vεθε,x(0, t)− vB(t)∣∣ ∣∣vεθε,x(0, t)− viB(t)∣∣+ ∣∣viB(t)− vB(t)∣∣
= ∣∣vˆi (0)∣∣+ ∣∣viB(t)− vB(t)∣∣
O(1)x,
for any t > 0, i ∈ Z+. This implies that vεθε,x will match the boundary data vB(t) as x tends
to 0.
According to our previous analysis to the Cauchy problem of (1.3) (cf. [4]) and the results of
Goodman [10], we obtain the following results.
Theorem 4.1. (Cf. [10].) Assume the total variations of U0(x) and vB(t) are small.
(1) T.V.[Uεθε,x(x, t)]  C1(T.V.[U0(x)] + T.V.[vB(t)]), here C1 is a constant independent
of θε , x and ε.
(2) T.V.[Uεθε,x(x, jt)] + supx Uεθε,x(x, jt) < C2(T.V.[U0(x)] + T.V.[vB(t)]), here C2 is
a constant independent of j , θε , x, t and ε.
(3) ∫
R+ |Uεθε,x(x, t1) − Uεθε,x(x, t2)|dx  C3(|t1 − t2| + t), here C3 is a constant indepen-
dent of θε , x and ε.
By Proposition 3.2, we know that vˆεθε,x and T.V.[vˆεθε,x] are uniformly bounded when vB(t)
has a uniform bound. Therefore, Uεθε,x also satisfies (1) and (2) of Theorem 4.1. In addition, we
have ∫
R+
∣∣Uεθε,x(x, t1)−Uεθε,x(x, t2)∣∣dx

∫
R+
∣∣Uεθε,x(x, t1)−Uεθε,x(x, t2)∣∣dx +
x∫
0
∣∣vˆεθε,x(x, t1)− vˆεθε,x(x, t2)∣∣dx
 C3
(|t1 − t2| +t)+C4x  C5(|t1 − t2| +t), (4.4)
where C5 is a constant independent of θε , x and ε. Therefore, Uεθε,x also satisfies (3) of The-
orem 4.1. By the same analysis of [4], the results for the convergence of approximate solutions
Uεθε,x and Uθ,x of Cauchy problem are illustrated in the following theorem.
Theorem 4.2. (Cf. [4].) Let {Uεθε,x} be the sequences of approximate solutions obtained by the
generalized Glimm’s scheme. We have
(1) there exists a subsequence of {Uεθε,x} (still denote by {Uεθε,x}) which converges to some
measurable function Uε(x, t) := (aε(x), vε(x, t),wε(x, t)) in L1loc sense and F(Uεθε,x) →
F(Uε(x, t)) in L1loc for every continuous function F ;
(2) there exists a subsequence of {Uθ,x} (still denote by {Uθ,x}) which converges to U(x, t) :=
(a(x), v(x, t),w(x, t)). Furthermore, U(x, t) ∈ L1, Uε(x, t) → U(x, t) in L1loc as ε → 0
and F(Uε(x, t)) → F(U(x, t)) in L1loc for every continuous function F as ε → 0.
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The purpose of this section is to compute the residuals of approximate solutions of (1.4) over
the domain E and prove Theorem 1.2 by showing the convergence of the residuals.
First, let (uˆ, vˆ, wˆ) be the approximate solution of (3.8) over Γ (constructed in Section 3), and
U = (aL, v,w) on Γ by v = v˜ + vˆ and w = w˜ + wˆ or
v|Γi = v˜i + vˆi , w|Γi = w˜i + wˆi = w˜i, u|Γi = ui := u˜i + uˆi ,
where v˜i , w˜i satisfy (3.6). The residuals of the approximate solutions (u,U) over region Γi can
be estimated as follows. We define
R
Γi
1 (u,U,φ) :=
∫ ∫
Γi
(
uiφt +wiφ
)
dx dt,
R
Γi
2 (u,U,φ) :=
∫ ∫
Γi
(
viφt −wiφx
)
dx dt,
R
Γi
3 (u,U,ψ) :=
∫ ∫
Γi
(
wiψt − f
(
aL, v
i
)
ψx + g
(
aL,u
i, vi
)
ψ
)
dx dt,
where φ(x, t) ∈ C10((0,∞)× [0,∞)) and ψ(x, t) ∈ C10(E). For RΓi1 (u,U,φ), we have
R
Γi
1 (u,U,φ) =
δ∫
0
(
uiφ
∣∣t=(i+1)t−
t=it −
(i+1)t−∫
it
uitφ dt +
(i+1)t−∫
it
wiφ dt
)
dx
=
δ∫
0
ui
(
x, (i + 1)t−)φ(x, (i + 1)t)dx
−
δ∫
0
ui(x, it)φ(x, it) dx. (5.1)
As for RΓi2 (u,U,φ), since vˆ
i has a uniform bound and φ(0, t) = 0, then
R
Γi
2 (u,U,φ) =
(i+1)t−∫
it
δ∫
0
vˆiφt dx dt +
(i+1)t−∫
it
δ∫
0
(
v˜iφt − w˜iφx
)
dx dt
O(1)δt‖φt‖∞ +
δ∫
v˜i
(
x, (i + 1)t−)φ(x, (i + 1)t)dx0
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δ∫
0
v˜i (x, it)φ(x, it) dx −
(i+1)t−∫
it
w˜i(δ, t)φ(δ, t) dt. (5.2)
To estimate RΓi3 (u,U,ψ), we rewrite R
Γi
3 (u,U,ψ) = Q1 +Q2 where
Q1 :=
(i+1)t−∫
it
δ∫
0
(
w˜iψt − f
(
aL, v˜
i
)
ψx
)
dx dt,
Q2 :=
(i+1)t−∫
it
δ∫
0
(
f
(
aL, v˜
i
)− f (aL, vi))ψx + g(aL,ui, vi)ψ dx dt.
It is obvious that
Q1 =
δ∫
0
w˜i
(
x, (i + 1)t−)ψ(x, (i + 1)t)dx −
δ∫
0
w˜i(x, it)ψ(x, it) dx
−
(i+1)t−∫
it
f
(
aL, v˜
i(δ, t)
)
ψ(δ, t) dt +
(i+1)t−∫
it
f
(
aL, v
i
B + vˆi (0)
)
ψ(0, t) dt. (5.3)
For Q2, by Taylor’s expansion of f and g, we have Q2 = Q21 +Q22 with
Q21 =
(i+1)t−∫
it
δ∫
0
(−fv(aL, v˜i)vˆiψx + gv(aL, u˜i , v˜i)vˆiψ
+ gu(aL, u˜i , v˜i )uˆiψ + g(aL, u˜i , v˜i )ψ
)
dx dt,
Q22 =
(i+1)t−∫
it
δ∫
0
(
−1
2
fvv
(
aL, v˜
i
0
)(
vˆi
)2
ψx + 12gvv
(
aL, u˜
i
1, v˜
i
1
)(
vˆi
)2
ψ
+ 1
2
guu
(
aL, u˜
i
2, v˜
i
2
)(
uˆi
)2
ψ + guv
(
aL, u˜
i
3, v˜
i
3
)
uˆi vˆiψ
)
dx dt,
for some u˜ij , v˜
i
j , j = 0,1,2,3. Furthermore, we represent Q21 =
∑5
k=1 Qk21 by
Q121 =
(i+1)t−∫
it
δ∫
0
(−Ai(x)vˆiψx +Bi(x)ψ +Ci(x)vˆiψ +Di(x)uˆiψ)dx dt,
Q221 =
(i+1)t−∫ δ∫ (
Ai(x)− fv
(
aL, v˜
i
))
vˆiψx dx dt,it 0
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(i+1)t−∫
it
δ∫
0
(
g
(
aL,u
i, vi
)−Bi(x))ψ dx dt,
Q421 =
(i+1)t−∫
it
δ∫
0
(
gv
(
aL, u˜
i , v˜i
)−Ci(x))vˆiψ dx dt,
Q521 =
(i+1)t−∫
it
δ∫
0
(
gu
(
aL, u˜
i , v˜i
)−Di(x))uˆiψ dx dt.
It is easy to see that
Q121 O(1)δt‖ψ‖∞ and
∣∣Ai(x)− fv(aL, v˜i)∣∣O(1)osc[v˜i].
Therefore,
∣∣Q221∣∣O(1)δt‖ψx‖∞ osc[v˜i]. (5.4)
Similar to estimate of Q221, we have∣∣Q321∣∣, ∣∣Q421∣∣, ∣∣Q521∣∣O(1)δt‖ψ‖∞(osc[v˜i]+ osc[u˜i]). (5.5)
Since u˜i is Lipschitz continuous in Γi , then osc[u˜i]O(1)t and
∣∣Q321∣∣, ∣∣Q421∣∣, ∣∣Q521∣∣O(1)δt‖ψ‖∞ osc[v˜i]+O(1)δ(t)2‖ψ‖∞. (5.6)
By (5.4) and (5.6), we derive the following estimate of Q21:
|Q21|O(1)
(
δt
(‖ψx‖∞ + ‖ψ‖∞)osc[v˜i]+ δt‖ψ‖∞). (5.7)
Next, we estimate Q22. Since v˜ij has uniform bound and |uˆi |O(1)δ, we have
|Q22|O(1)
(‖ψ‖∞ + ‖ψx‖∞)
(i+1)t−∫
it
δ∫
0
(
vˆi
)2
dx dt
+O(1)‖ψ‖∞
(i+1)t−∫
it
δ∫
0
((
uˆi
)2 + ∣∣uˆi∣∣∣∣vˆi∣∣)dx dt
O(1)δt(1 + δ + δ2)(‖ψ‖∞ + ‖ψx‖∞). (5.8)
Hence, by (5.3), (5.7) and (5.8) we derive
R
Γi (u,U,ψ) = Q1 +O(1)δt
(
1 + δ + δ2 + osc[v˜i])(‖ψ‖ + ‖ψx‖). (5.9)3
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RΓ1 (u,U,φ) = −
∑
i
δ∫
0
⌊
ui
⌋
(x)φ(x, it) dx −
δ∫
0
u(x,0)φ(x,0) dx
=O(1)δ‖φ‖∞ −
∑
i
δ∫
0
⌊
u˜i
⌋
φ(x, it) dx −
δ∫
0
u(x,0)φ(x,0) dx, (5.10)
where ui(x) := u(x, it)− u(x, it−),
RΓ2 (u,U,φ) =O(1)δ‖φt‖∞ −
∑
i
δ∫
0
⌊
v˜i
⌋
(x)φ(x, it) dx
−
δ∫
0
v(x,0)φ(x,0) dx −
∞∫
0
w˜(δ, t)φ(δ, t) dt, (5.11)
RΓ3 (u,U,ψ) = −
∑
i
δ∫
0
⌊
w˜i
⌋
ψ(x, it) dx −
∞∫
0
f
(
aL, v˜(δ, t)
)
ψ(δ, t) dt
−
δ∫
0
w˜(x,0)ψ(x,0) dx +
∑
i
(i+1)t−∫
it
f
(
aL, v
i
B + vˆi (0)
)
ψ(0, t) dt
+O(1)δ(1 + δ + δ2 + T.V.[v˜])(‖ψ‖∞ + ‖ψx‖∞). (5.12)
Finally, we estimate the residuals of the approximate solutions for (x, t) ∈ E. First, denote
x = δ > 0, Γ i = {(x, t) | x > δ, ti  t < ti+1} and Γ = ⋃i Γ i . Then E = Γ ∪ Γ . Let
uεθε,x,U
ε
θε,x be the approximate solutions of the initial–boundary value problem (1.3) obtained
by the generalized Glimm’s scheme. For simplicity, we write uεθε,x,U
ε
θε,x by uθ,x,Uθ,x
hereinafter and define
uθ,x := uθ,x · χΓ + u˜θ,x · χΓ and Uθ,x := Uθ,x · χΓ + U˜θ,x · χΓ ,
where u˜θ,x, U˜θ,x are the solution of (3.2). Note that
uθ,x = uθ,x, Uθ,x = Uθ,x, if (x, t) ∈ Γ ,
uθ,x = uθ,x + uˆθ,x, Uθ,x = Uθ,x + Uˆθ,x, if (x, t) ∈ Γ.
By Proposition 2.3, the residual R1(uθ,x,Uθ,x,φ,E) is equal to
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= RΓ1 (uθ,x,Uθ,x,φ)+RΓ1 (uθ,x,Uθ,x,φ)+
∞∫
0
u0(x)φ(x,0) dx
=O(1)x‖φ‖∞ +O(1)xε2‖φ‖∞ −
∑
i
∞∫
0
⌊
uiθ,x
⌋
φ(x, it) dx
+
∞∫
0
(
u0(x)− uθ,x(x,0)
)
φ(x,0) dx.
It is easy to see that
∣∣∣∣∣
∞∫
0
(
u0(x)− uθ,x(x,0)
)
φ(x,0) dx
∣∣∣∣∣O(1)x‖φ‖∞, (5.13)
R1(uθ,x,Uθ,x,φ,E) =O(1)x‖φ‖∞ −
∑
i
∞∫
0
⌊
uiθ,x
⌋
φ(x, it) dx. (5.14)
Similarly, the residual R2(uθ,x,Uθ,x,φ,E) for (uθ,x,Uθ,x) is equal to
R2(uθ,x,Uθ,x,φ,E)
= RΓ2 (uθ,x,Uθ,x,φ)+RΓ2 (uθ,x,Uθ,x,φ)+
∞∫
0
v0(x)φ(x,0) dx
=O(1)x‖φt‖∞ +O(1)xε2‖φ‖∞ −
∑
i
∞∫
0
⌊
viθ,x
⌋
φ(x, it) dx
+O(1)x‖φ‖∞‖gu‖∞ +
∞∫
0
(
v0(x)− vθ,x(x,0)
)
φ(x,0) dx
=O(1)x‖φ‖∞
(
1 + ‖gu‖∞ + T.V.
[
v0(x)
])−∑
i
∞∫
0
⌊
viθ,x
⌋
φ(x, it) dx. (5.15)
For residual R3(uθ,x,Uθ,x,ψ,E), we have
R3(uθ,x,Uθ,x,ψ,E)
= RΓ (uθ,x,Uθ,x,ψ)+RΓ (uθ,x,Uθ,x,ψ)3 3
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∞∫
0
w0(x)ψ(x,0) dx −
∞∫
0
f
(
a0(0), vB(t)
)
ψ(0, t) dt
=O(1)x(‖ψ‖∞ + ‖ψt‖∞)+O(1)x‖ψ‖∞(ε2 + ‖gu‖∞)
+
∞∫
0
(
w0(x)−wθ,x(x,0)
)
ψ(x,0) dx −
∑
i
∞∫
0
⌊
wiθ,x
⌋
ψ(x, it) dx
−
∞∫
0
(
f
(
a0(0), vB(t)
)− f (a0(0),vB(t)))ψ(0, t) dt.
Hence
R3(uθ,x,Uθ,x,ψ,E) =O(1)x‖ψ‖∞ +O(1)t‖ψ‖∞
(
T.V.[vB ] + T.V.[vˆ]
)
−
∑
i
∞∫
0
⌊
wiθ,x
⌋
ψ(x, it) dx, (5.16)
where vB(t) = viB + vˆi (0) = vB((i+1/2)t)+ vˆi (0) for ti  t < ti+1. According to our previous
results [4], we had shown that the last terms appear in (5.14)–(5.16) are of order O(ε1/2) as
x → 0. Therefore, Rk(uθ,x,Uθ,x, ·,E) converges to 0 for k = 1,2,3, as ε,x tend to 0.
Thus we obtain the existence of global Lipschitz continuous solutions to the problem.
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