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1 Johdanto
Ta¨ssa¨ tyo¨ssa¨ tarkastellaan pienten partikkelien muodon mallintamista hyo¨-
dynta¨ma¨lla¨ informaatiota niiden 2D-satunnaisprojektioista. Pieniksi partik-
keleiksi kutsutaan la¨pimitaltaan muutamasta kymmenesta¨ nanometrista¨ ai-
na noin sataan mikrometriin vaihtelevia hiukkasia. Na¨ita¨ hiukkasia esiintyy
joka puolella, muun muassa maapallon ilmakeha¨ssa¨, ta¨htienva¨lisessa¨ po¨lyssa¨,
teollisuuden pigmentteina¨ paperin pa¨a¨llysteessa¨ tai maalissa jne.
Lumme ym. (1995) on ehdottanut, etta¨ partikkelimuodot voitaisiin luoki-
tella kolmeen pa¨a¨luokkaan: satunnaisiin monitahokkaisiin, satunnaisesti de-
formoituihin palloihin ja satunnaisaggregaatteihin. Monitahokkaat ovat ta-
somaisista tahkoista koostuvia kappaleita, joissa tahkojen va¨lilla¨ on tera¨va¨
kulma. Pallomaisten kappaleiden pinta taas vaihtelee silea¨sti, ka¨ytto¨kelpoi-
simpana mallina voisi pita¨a¨ ns. Gaussin palloa, jossa pallon sa¨de on log-
normaalisti jakautunut satunnaisprosessi, jonka ma¨a¨ritteleva¨t sa¨teen odo-
tusarvo, hajonta ja autokorrelaatiofunktio. Satunnaisaggregaatit koostuvat
useasta yhteen liittyneesta¨ partikkelista, vaikkapa samankokoisista palloista.
Partikkeleista saatava kuvamateriaali on useimmiten 2D-projektioita par-
tikkelin aidosta kolmiulotteisesta muodosta. Fotogrammetria ja stereosko-
pia ovat aloja, joissa tutkitaan kolmiulotteisen informaation rakentamis-
ta projektioista. La¨a¨ketieteessa¨kin ta¨rkea¨ Radon-muunnos tarjoaa ta¨ha¨n
mahdollisuudet, jos kappaleesta on saatavilla kuvamateriaalia useista suun-
nista (katso esim. Deans 1983). Pienia¨ partikkeleita kuvataan usein TEM
(transmission electron microscope) ja SEM (scanning electron microscope)
-laitteistoilla, joilla ei valitettavasti ta¨lla¨ hetkella¨ ole mahdollista saada ku-
via useista suunnista. Kuitenkin mallipohjaista la¨hestymistapaa ka¨ytta¨en
voidaan myo¨s yhdesta¨ suunnasta otettuja projektioita hyo¨dynta¨a¨ tilastolli-
sessa mielessa¨, jos kuvattuja, samaa muotomallia noudattavia partikkeleita
on useita.
Koska ta¨ma¨ tyo¨ sivuaa vahvasti myo¨s valonsirontaa, ka¨yda¨a¨n sen ymma¨rta¨-
miseksi tarvittavat ka¨sitteet ensin la¨pi johdannossa, jonka ja¨lkeen johdan-
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nossa kuvaillaan lyhyesti tyo¨n tilastotieteellisen osan rakennetta.
1.1 Valonsironta ja tyo¨n tarkoitus
Pienten partikkelien muodon mallintaminen on tarpeellinen apuva¨line laa-
jemmalle fysiikan tutkimusalueelle, valonsironnalle. Valonsironnalla tarkoi-
tetaan valon reagoimista va¨liaineeseen, ja itse asiassa kaikki visuaaliset ha-
vainnot ovat valonsironnan tulosta. Kuitenkin varsinaisesta valonsirontatut-
kimuksesta puhutaan silloin, kun tutkittava kohde, joka reagoi valon kans-
sa, on joko niin pieni tai niin kaukana, ettei sen muotoa varsinaisesti na¨hda¨.
Havaitsijan ja kohteen va¨linen avaruuskulma on siis hyvin pieni. Kohteesta
sironnutta valoa voidaan kuitenkin havaita ja tutkia.
Valonsirontatutkimus on sovellutusalueiltaan hyvin laaja. Ta¨htitieteessa¨ tut-
kimus liittyy niin kosmisen po¨lyn ja komeettojen pyrsto¨jen tutkimiseen kuin
planeettojen ja asteroidien tutkimiseen. Geofysiikassa, meteorologiassa ja
kaukokartoituksessa tutkitaan valonsirontaa ilmakeha¨n hiukkasista, pilvista¨
ja maan pinnalla olevista kappaleista, vaikkapa metsa¨sta¨. Esimerkiksi maa-
pallon ilmaston la¨mpenemisen kannalta on ta¨rkea¨ tieta¨a¨ ilmakeha¨n partik-
keleiden kyky heijastaa la¨mpo¨sa¨teilya¨ takaisin maapallolle. Tutkatekniikas-
sa ja sotilassovelluksissa tarvitaan myo¨s tietoa sa¨teilyn sironnasta, vaikka
sa¨teily voi olla myo¨s a¨a¨niaaltoja kuten sukellusveneen tunnistamiseen tar-
koitetuissa tutkissa. Paperi- ja pigmenttiteollisuudessa pa¨a¨llysteen valonsi-
rontaominaisuudet ma¨a¨ra¨a¨va¨t pitka¨lle tuotteen laadun, esimerkiksi paperin
valkoisuuden.
Valonsironnassa seka¨ kohteeseen tulevan etta¨ siita¨ la¨hteva¨n valon ominai-
suuksia kuvaa Stokesin vektori, jossa on nelja¨ komponenttia. Komponentit
liittyva¨t valon intensiteettiin, lineaariseen polarisaatioon (kaksi komponent-
tia) ja ympyra¨polarisaatioon. Sirottavan kappaleen ominaisuudet voidaan
kuvata ta¨ydellisesti 4 x 4 -sirontamatriisilla eli Muellerin matriisilla, jolla
kerrotaan tulevan valon Stokesin vektori. Matriisin elementit riippuvat si-
rottavan kappaleen koosta, muodosta ja materiaalista (katso esim. Bohren
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ym. 1983, luku 3).
Kappaleen absoluuttinen koko ei ole ta¨rkea¨ valonsirontaongelmissa vaan
koon suhde siihen tulevan valon aallonpituuteen. Koko ilmoitetaankin mie-
lummin ns. kokoparametrina, 2pi<r>λ , jossa<r> on kappaleen keskima¨a¨ra¨inen
sa¨de ja λ on valon aallonpituus. Eritta¨in epa¨sa¨a¨nno¨llisten kappaleiden ta-
pauksessa keskima¨a¨ra¨inen sa¨de ei va¨ltta¨ma¨tta¨ ole hyva¨ indikaattori koolle.
Sen sijaan ka¨yteta¨a¨n joskus sellaisen pallon sa¨detta¨, jonka tilavuus on sa-
ma kuin tarkasteltavan kappaleen tilavuus. Materiaalin valonsirontaominai-
suuksia taas kuvaa sen taitekerroin eli refraktioindeksi m = n + in′, jossa
reaaliosa n on valon taittumiseen ja imaginaariosa n′ valon absorptioon vai-
kuttava osa (Muinonen 1986, luku 1). Kappaleen muoto vaikuttaa sen va-
lonsirontaominaisuuksiin, etenkin polarisaatio on sille herkka¨ (Lumme ym.
1998). Siksi muodon mallintaminen on ta¨rkea¨ osa valonsirontatutkimusta.
Valonsirontaongelmia ei pystyta¨ ratkaisemaan yleisesti analyyttisessa¨ muo-
dossa, ja sopivan numeerisen menetelma¨n valinta riippuu vahvasti seka¨ kap-
paleen kokoparametrista etta¨ muodosta. Pallon tapauksessa on analyytti-
nen ratkaisu olemassa (Mie-teoria), ja viime aikoina on myo¨s huomatta-
vasti monimutkaisempi palloklusterin tapaus saatu ratkaistua (Mackows-
ki ym. 1996). Hyvin pienille kappaleille (kokoparametri paljon alle yhden)
pa¨tee Rayleigh’n sironta, johon mm. taivaan sininen va¨ri perustuu. Jos ko-
koparametri on noin sata tai suurempi, voidaan valonsirontaa approksimoi-
da lukion fysiikasta tutulla geometrisella optiikalla, jossa valonsa¨teet hei-
jastuvat peilima¨isesti kappaleen pinnoilta. Kun kokoparametri on pienempi
kuin sata, puhutaan pienista¨ partikkeleista, ja na¨iden valonsirontaan on vas-
ta viime aikoina kehitetty numeerisia ratkaisuohjelmia. Pienten partikkelei-
den sironta on kuitenkin hyvin laskentaintensiivinen ongelma. Kirjallisuutta
valonsironta-algoritmeista tarjoavat esim. Mishchenko ym. (2000), Lumme
ym. (1995) ja Muinonen (1986).
Valonsirontaongelmaa halutaan usein tutkia myo¨s inversio-ongelmana, jol-
loin sironneen valon ominaisuuksista pyrita¨a¨n pa¨a¨ttelema¨a¨n jotain sirotta-
vasta kappaleesta. Kun sirontaan kuitenkin vaikuttavat kaikki kolme tekija¨a¨,
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muoto, koko ja refraktioindeksi, on inversio ka¨yta¨nno¨ssa¨ vaikeaa. Aineiden
refraktioindekseja¨ ei useinkaan tunneta tarkasti, etenkin indeksin imaginaa-
riosaa on vaikea ma¨a¨ritta¨a¨. Kokojakaumalle on usein joitain arvioita, mut-
ta erityisesti muodon mallintaminen on usein hyvin paljon vain arvauksi-
en varassa. Jos useampi kuin yksi na¨ista¨ kolmesta tekija¨sta¨ on epa¨varma,
on inversio-ongelma eritta¨in huonosti ka¨ytta¨ytyva¨. Kuitenkin ta¨llaista in-
versiota tehda¨a¨n, esimerkiksi la¨hteessa¨ Electromagnetic Scattering by Non-
spherical Particles (1999) useat artikkelit ka¨sitteleva¨t cirrus-pilvien partik-
kelien (ja¨a¨kiteita¨) muodon ja koon johtamista niiden valonsironnasta. Sa-
massa la¨hteessa¨ kuitenkin osoitetaan, miten oletettu va¨a¨ra¨ muoto, koko tai
refraktioindeksi muuttavat tuloksia oleellisesti (Liu ym. 1999).
Yhtena¨ ratkaisuna ta¨ha¨n inversio-ongelmaan tarjotaan ta¨ssa¨ tyo¨ssa¨ muodon
mallintamista erikseen, ei valonsirontainversiona vaan suoraan partikkeleis-
ta otetuista valokuvista. Ta¨ma¨ la¨hestymistapa tuntuu intuitiivisesti paljon
suoremmalta ja perustellummalta kuin valonsironnan kautta la¨hestyminen.
Ongelmia aiheuttaa vain se, etta¨ valokuvissa na¨kyy kolmiulotteisten muo-
tojen projektioita, jotka eiva¨t aina ole edes samoin jakautuneita eri projek-
tiosuuntiin. Lisa¨ksi suora muodon mallintaminen ei onnistu partikkeleille,
joista on mahdoton saada hyva¨a¨ kuvamateriaalia, kuten kosmiselle po¨lylle.
1.2 Tyo¨n rakenne
Usein opinna¨ytetyo¨ssa¨ on tapana esitella¨ ensin teoreettiset menetelma¨t, jon-
ka ja¨lkeen niita¨ lopuksi sovelletaan aineistoon. Ta¨ssa¨ tyo¨ssa¨ on kuitenkin kat-
sottu perustelluksi ka¨ytta¨a¨ erilaista jaottelua useastakin syysta¨. Ensinna¨kin,
fysiikkaan ja ta¨htitieteeseen liittyva¨a¨ havaintoaineistoa ei tule usein vastaan
tilastotieteen laitoksella, joten monet aineistoon liittyva¨t termit voivat kai-
vata ensin pienen esittelyn. Toiseksi, seka¨ tyo¨ssa¨ ka¨ytetty aineisto etta¨ me-
netelma¨t jakaantuvat selva¨sti kolmeen osaan, joissa jokaisessa on omanlai-
sensa ongelma. Kolmanneksi, jotkut teoreettiset menetelma¨t ovat syva¨sti
sidoksissa juuri ta¨ssa¨ ka¨yto¨ssa¨ olevaan aineistoon, eika¨ niita¨ ole luontevaa
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ka¨yda¨ la¨pi, ennen kuin aineisto on esitelty. Siksi varsinainen tyo¨ on jaettu
kolmeen pa¨a¨lukuun, jossa kussakin esitella¨a¨n ensin aineisto ja vasta sitten
teoreettiset menetelma¨t.
Luvussa 2 esitella¨a¨n mallinnettavat partikkelit seka¨ niiden teoreettinen mal-
li. Luvussa 3 esitella¨a¨n partikkeleista lasketut suureet seka¨ mallin estimoin-
ti. Luvussa 4 esitella¨a¨n partikkeleiden valonsirontamittaukset seka¨ mallin
verifiointi na¨iden pohjalta. Luvussa 5 keskustellaan tuloksista.
2 PROGRA2-ohjelman partikkelien mallinnus
2.1 PROGRA2-ohjelma
Johdannossa mainittiin partikkelien orientaatioon ja projektiosuuntiin liit-
tyva¨ keskeinen ongelma kuvien perusteella mallintamisessa. Jos partikke-
lit eiva¨t ole pallokoordinaatistossa tarkasteltuna tasaisesti orientoituneita
(ks. liite A), niin eri projektiosuuntiin otetuissa kuvissa olevat partikke-
lien satunnaisprojektiot eiva¨t ole samoin jakautuneita, vaan jakauma on
riippuvainen projektion suunnasta. Partikkelien orientaatioon vaikuttavat
seka¨ maan painovoima, veta¨en niita¨ na¨yteastian pohjalle makaamaan, etta¨
pienten partikkelien tapauksessa mahdollisesti na¨yteastian ja partikkelien
va¨liset muut vetovoimat. Partikkelien projektion muodostumista on mahdol-
lista mallintaa esimerkiksi simuloimalla niiden orientoitumista na¨yteastialle,
mutta ta¨llainen la¨hestymistapa tuo tietenkin ei-toivottua lisa¨tyo¨ta¨ ja epa¨-
varmuutta. Helpompi tilanne mallituksen ja havaintojen tulkinnan kannalta
on sellainen, jossa partikkelien voi olettaa olevan (tasaisesti) satunnaisorien-
toituneita. Ka¨yta¨nno¨ssa¨ ta¨ma¨ vaatii ainakin painovoiman vaikutuksen pois-
tamista mittaustilanteesta. Rakenteilla olevalla ISS-avaruusasemalla (Inter-
national Space Station) on mahdollista tutkia partikkeleita mikrogravitaa-
tiossa (painovoiman vaikutus olematon). Ta¨ha¨n projektiin osallistuu myo¨s
Helsingin yliopiston ta¨htitieteen laitoksen planeettaryhma¨.
Era¨s vaihtoehtoinen toteutustapa mikrogravitaatiolle on lentokoneella teh-
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ta¨va¨ ns. parabolinen lento. Parabolisessa lennossa lentokone ensin nousee
noin 45 asteen kulmassa ylo¨spa¨in, jonka ja¨lkeen moottoreiden teho laske-
taan minimiin. Ta¨ma¨n ja¨lkeen kone ohjataan tykinammuksen rataa muis-
tuttavalle paraboliselle radalle, jonka aikana kone saavuttaa ensin radan
lakipisteen ja ka¨a¨ntyy ta¨ma¨n ja¨lkeen laskusuuntaan pa¨a¨tyen taas la¨hes 45
asteen laskevaan kulmaan, jolloin moottorien teho palautetaan taas normaa-
liksi. Parabolisen radan aikana koneen sisa¨lla¨ vallitsee ka¨yta¨nno¨ssa¨ paino-
ton olotila, joka kesta¨a¨ noin puoli minuuttia. Painottoman vaiheen aikana
voidaan tehda¨ mikrogravitaatiokokeita. Yhden lennon aikana kone voi tois-
taa painottomuuden muutamia kymmenia¨ kertoja. Novespace-yhtio¨lla¨1, jon-
ka pa¨a¨omistaja on Ranskan avaruusja¨rjesto¨, on ka¨yto¨ssa¨a¨n lentoihin sopiva
Airbus A300 Zero-G -lentokone.
Partikkelien valonsirontamittauksista mikrogravitaatiossa vastaa ranskalai-
nen tutkimusryhma¨2 PROGRA2 (Proprie´te´s Optiques des Grains Astrono-
miques et Atmosphe´riques). Ryhma¨lla¨ on lennoilla mukana polarimetri, jolla
kuvataan lasiastiassa olevaa partikkelina¨ytetta¨. Na¨ytetta¨ valaistaan laserilla
(joko punaista valoa, aallonpituus 632,8 nm, tai vihrea¨a¨ valoa, aallonpituus
543,5 nm) ja siroava valo rekistero¨ida¨a¨n CCD-kameralla. Na¨ytetta¨ kuvates-
sa na¨yteastiaa voidaan ensin hieman ravistaa mikrogravitaatiossa, jolloin
partikkelit irtoavat astian pohjalta eiva¨tka¨ niihin sen ja¨lkeen mainittavasti
vaikuta astian eika¨ maan vetovoimat. Tarkempaa tietoa mittauslaitteistosta
lo¨yta¨a¨ esimerkiksi la¨hteista¨ Worms ym. (1999, 2000).
PROGRA2-ohjelmassa on tutkittu useita eri partikkelityyppeja¨ aggregoi-
tuneista partikkeleista yksitta¨isiin partikkeleihin. Vaikka ryhma¨mme onkin
tehnyt malleja myo¨s aggregaateille, niin ta¨ssa¨ tyo¨ssa¨ keskityta¨a¨n yksitta¨isiin
partikkeleihin. Na¨ista¨ eniten kuvamateriaalia mallintamista varten oli saa-
tavilla boorikarbidista (B4C, eng. boron carbide). Na¨yte B4C-partikkeleista
on esitelty kuvassa 1. B4C-partikkeleita on ohjelmassa tutkittu kolmesta eri
kokoluokasta, la¨pimitaltaan 9, 13 ja 88 µm.
1 Yhtio¨n kotisivu http://www.novespace.fr.
2 Ryhma¨n kotisivu http://www.esf.org/jcw/progra2.htm.
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Kuva 1: Esimerkki mallinnettavista B4C-partikkeleista.
2.2 Teoreettinen malli PROGRA2-ohjelman partikkeleille
Mallinnettaessa PROGRA2-ohjelman B4C-partikkeleita kannattaa sopivaa
geometrista mallia etsia¨ la¨htien partikkeleiden kuvista, esimerkkina¨ kuvas-
sa 1 na¨kyva¨t partikkelit. Partikkeleista voi erottaa kulmapisteita¨, joita yh-
dista¨va¨t melko tasaiset pinnat. Siksi sopiva approksimaatio partikkeiden
muodolle voisi olla monitahokas, jonka ka¨rkipisteina¨ ovat partikkelin kul-
mat. Kuvissa na¨kyva¨t partikkelit eiva¨t ole ta¨ysin konvekseja, mutta poik-
keamat kappaleen konveksiin verhoon ovat pienia¨. Lisa¨ksi konvekseilla kap-
paleilla on monia etuja yleisiin kappaleisiin verrattuna. Konvekseilla kappa-
leilla on joitain hyo¨dyllisia¨ matemaattisia ominaisuuksia ja lisa¨ksi konveksien
kappaleiden ka¨sittelyyn on olemassa monia algoritmeja ja valmiita tietoko-
neohjelmia. Siksi B4C-parikkeliden mallintamiseen valittiin kolmiulotteisen
avaruuden konveksi monitahokas.
Annetun pistejoukon konveksin verhon muodostaminen seka¨ konveksin kap-
paleen reunapisteiden kolmiointi ovat ongelmia, jotka tulevat usein vastaan
sellaisilla tieteenaloilla kuten spatiaalinen tilastotiede, tilastollinen geomet-
ria, hahmontunnistus ja tietokonegrafiikka. Ta¨ssa¨ tyo¨ssa¨ on havaittu eri-
tyisen hyo¨dylliseksi hollantilainen va¨ito¨skirjatyo¨ (van de Weygaert 1991),
10
jossa ka¨sitella¨a¨n konveksien kappaleiden ominaisuuksia ja muodostamista,
seka¨ QHull3-tietokoneohjelma, jolla voidaan muodostaa pistejoukon konvek-
si verho ja sita¨ vastaava Delaunayn kolmiointi (Barber ym. 1996).
B4C-partikkelit, tai ainakin niiden projektiot kaksiulotteiseen avaruuteen
(valokuvat), na¨ytta¨va¨t olevan melko ympyra¨ma¨isia¨ siina¨ mielessa¨, etta¨ ne
eiva¨t ole erityisen venyneita¨ mihinka¨a¨n tiettyyn suuntaan. Jos ta¨ta¨ ajatusta
soveltaa teoreettisen mallin puolelle, niin voisi sanoa kappaleen ulkoreunaa
eli sa¨detta¨ kuvaavan satunnaisprosessin r(θ, φ) olevan kiertoinvariantti suh-
teessa pallokoordinaattisuuntiin (θ, φ). Seuraavaksi esitella¨a¨n yksityiskohtai-
sesti sellainen kiertoinvariantti satunnaisprosessi kolmiulotteisessa avaruu-
dessa, jolla saadaan aikaan konveksien monitahokkaiden realisaatioita.
2.2.1 Mallin konstruointi
Tarkastellaan satunnaista joukkoa, kooltaan n, joka koostuu reaaliavaruu-
den R3 sijaintinsa suhteen satunnaisista pisteista¨ p1, . . . , pn. Pisteiden koor-
dinaatit on annettu pallokoordinaateissa pi = (ri, θi, φi). Pisteiden koor-
dinaatit ovat realisaatioita reaaliarvoisista satunnaismuuttujista (R,Θ,Φ).
Pallokoordinaattien suunnat Θ,Φ muodostavat yhdessa¨ tasaisen jakauman
pallon pinnalle (ks. tarkemmin liitteesta¨ A).
Pisteen origosta mitattu eta¨isyys R, jota jatkossa kutsutaan pisteen sa¨teeksi,
noudattaa mallissa log-normaalijakaumaa. Mallissa on ka¨ytetty tavallisesta
poikkeavaa parametrisointia log-normaalijakaumasta. Yleensa¨ parametrei-
na ka¨yteta¨a¨n taustalla olevan normaalijakauman parametreja µ ja σ2, jol-
loin log-normaalijakauman odotusarvoksi saadaan exp (µ+ σ
2
2 ) ja varians-
siksi exp (2µ)(exp (2σ2)− exp (σ2)). Koska jakauman todellinen odotusarvo
ja hajonta ovat ta¨rkea¨ssa¨ asemassa nyt tarkasteltavassa mallissa, on ka¨teva¨a¨
ka¨yta¨a¨ niita¨ myo¨s jakauman parametreina. Merkita¨a¨n na¨ita¨ uusia paramet-
reja symboleilla µL (odotusarvo) ja σL (hajonta). Koska B4C-partikkelien
absoluuttinen koko ei ole kiinnostuksen kohteena ja koska erikokoisten par-
3 Ohjelmiston kotisivu http://www.geom.umn.edu/software/qhull.
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tikkelien oletetaan noudattavan muotonsa puolesta samaa mallia, asetetaan
lisa¨ksi pisteen sa¨teen odotusarvo µL arvoon yksi. Alkupera¨iset log-normaa-
lijakauman parametrit saadaan nyt siten, etta¨
µ = −1
2
log (1 + σ2L) (1)
σ2 = log (1 + σ2L) , (2)
jossa vaihtoehtoisesta parametroinnista tarvitaan ena¨a¨ sa¨teen hajontaa σL.
Kun satunnainen pistejoukko on arvottu, muodostetaan na¨ma¨ pisteet sisa¨l-
ta¨va¨ tilavuudeltaan pienin mahdollinen konveksi verho. Jotkut alkupera¨isista¨
pisteista¨ voivat ja¨a¨da¨ konveksin verhon sisa¨a¨n eiva¨tka¨ siten ena¨a¨ na¨y kulma-
pisteina¨ partikkelin ulkokuoressa. Konveksin verhon muodostava algoritmi
yhdista¨a¨ myo¨s verhon pintaan ja¨a¨va¨t pisteet toisiinsa tasomonitahokkail-
la, ka¨yta¨nno¨ssa¨ kolmioilla. Ta¨ma¨ verhon pinnalle ja¨a¨vien kulmapisteiden
joukko ja sen kolmiointi muodostavat lopullisen realisaation mallista B4C-
partikkeleille. Mallin parametreina ovat siis alkupera¨isten pisteiden ma¨a¨ra¨ n
seka¨ pisteiden sa¨teen hajonta σL. Koska tarkoituksena on muodostaa aidos-
ti kolmiulotteinen kappale, on syyta¨ asettaa parametrille n ma¨a¨rittelyalue
n = 4, . . . ,∞.
Na¨in muodostetun kappaleen sa¨detta¨ kuvaava satunnaisprosessi r(θ, φ) on
kiertoinvariantti, koska kappaleen muodostukseen ka¨ytetyn pistejoukon suun-
takoordinaatit Θ,Φ ovat tasaisesti jakautuneet, ja pisteen sa¨teen jakauma
on riippumaton suuntakoordinaateista. Na¨in ollen on selva¨a¨, etta¨ myo¨s kon-
veksin verhonkin muodostamisen ja¨lkeen r(θ1, φ1) ja r(θ2, φ2) ovat satun-
naismuuttujina samoin jakautuneita milla¨ tahansa valinnalla θ1, φ1, θ2, φ2.
Esimerkki mallin realisaatiosta on esitetty kuvassa 2.
Realisaatioiden arpominen mallista toteutettiin Mathematica-ohjelmalla. Re-
alisaationa ei tarvita varsinaista kolmiulotteista mallia, vaan sen kaksiu-
lotteinen projektio, koska myo¨s havaittu data koostuu na¨ista¨ projektioista.
Mallin toteutus on na¨hta¨va¨na¨ liitteessa¨ B. Mathematican edut ohjelmanke-
hityksessa¨ ovat sen monipuolisuus ja valmiit komponentit, jolloin ohjelman
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Kuva 2: Satunnainen konveksi monitahokas parametrien arvoilla n = 13 ja
σL = 0,4. Vasemmanpuoleisessa kuvassa on origosta arvotut 13 kulmapis-
tetta¨, joista kuitenkin kolme (yhtena¨inen viiva) on ja¨a¨nyt konveksin verhon
sisa¨puolelle, ja kymmenen (katkoviiva) pa¨a¨tynyt lopulliseen kappaleeseen.
Kappaleen pinta kuvassa oikealla.
saa valmiiksi eritta¨in nopeasti ja ohjelmakoodi pysyy lyhyena¨ seka¨ luettava-
na. Huonona puolena voisi pita¨a¨ hitautta raskaissa tehta¨vissa¨. Ta¨ssa¨ tyo¨ssa¨
projektioita arvottiin loppujen lopuksi 71 500 000 kappaletta, joiden arpo-
miseen kului arviolta yli 13 CPU-pa¨iva¨a¨ tehokkaalta PC-laitteistolta. Tar-
vittava aika olisi lyhentynyt murto-osaan, jos koodi olisi kirjoitettu jollain
varsinaisella ohjelmointikielella¨ kuten FORTRAN-kielella¨. Suurimpana on-
gelmana oli kuitenkin konveksin verhon muodostaminen, johon oli vaikeaa
lo¨yta¨a¨ sopivia algoritmeja valmiina, ja oman algoritmin kirjoittaminen olisi
ollut melko raskas tehta¨va¨. Onneksi aineistoa arvottiin lisa¨a¨ useassa era¨ssa¨
muun tyo¨n ohessa, joten 13 CPU-pa¨iva¨n kesto ei loppujen lopuksi muodos-
tanut ongelmaa.
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3 Mallin parametrien estimointi
3.1 B4C-partikkeleista saatu havaintoaineisto
B4C-partikkelien mallintamista varten kuvista on mitattava yksitta¨isten par-
tikkelien muotoa. Periaatteessa muodosta kertovan mittausaineiston muo-
dostaa kameran tarkkuudella saatu pikselimatriisi tai -tensori koko partik-
kelin va¨risa¨vyista¨ (kuvat alun perin va¨rillisia¨). Ka¨yta¨nno¨ssa¨ muotoanalyysia¨
on kuitenkin helpompi tehda¨, jos la¨hto¨kohtana on joitain ja¨rkeva¨lla¨ taval-
la tiivistettyja¨ partikkelin muotoa kuvaavia tunnuslukuja pikselimatriisin
sijaan. Yleensa¨ muotoa kuvatessa on mahdotonta lo¨yta¨a¨ mita¨a¨n tilastolli-
sen pa¨a¨ttelyn teorian mukaista tyhjenta¨va¨a¨ tunnuslukua, joka olisi samalla
tulkinnallisesti ja¨rkeva¨ ja tiivista¨isi muototietoa. Ka¨yta¨nno¨ssa¨ ta¨ytyy vain
tyytya¨ kadottamaan osa datan sisa¨lta¨ma¨sta¨ muodosta kertovasta informaa-
tiosta jotta saataisiin yksinkertainen ja helposti mitattava tunnusluku.
Partikkelit na¨ytta¨isiva¨t kuuluvan Lumpeen ym. (1995) ehdottamaan satun-
naisten monitahokkaiden luokkaan, joten partikkeleilla on selvia¨, tera¨via¨ kul-
mapisteita¨. Ensimma¨iseksi tunnusluvuksi on valittu partikkelin projektiossa
na¨kyvien kulmien ma¨a¨ra¨ (k). Kulmien ma¨a¨ra¨n lisa¨ksi kiinnostava muotoa
kuvaava suure on partikkelien koon vaihtelu. Muoto ja koko oletetaan usein
toisistaan riippumattomiksi, kuten ta¨ssa¨kin, mutta koon vaihtelu antaa silti
tietoa mallinnusta varten. Koon vaihtelua kuvaavaksi tunnusluvuksi on va-
littu partikkelin maksimila¨vista¨ja¨ (d), kuitenkin niin, etta¨ maksimila¨vista¨ja¨n
keskiarvo yli kaikkien mitattujen partikkelien skaalataan arvoon yksi.
Tutkimuksessa oli ka¨yto¨ssa¨ kuusi esimerkkikuvan 1 tapaista kuvaa, joista
voitiin erottaa yhteensa¨ 125 projektiota B4C-partikkelista. Jokaisesta pro-
jektiosta mitattiin kulmien ma¨a¨ra¨ ja maksimila¨vista¨ja¨ kuten kuvassa 3. Kul-
mien ma¨a¨ra¨ hieman epa¨tasaisesta kappaleesta on jokseenkin subjektiivinen
luku, mutta kulmapisteita¨ ma¨a¨ritetta¨essa¨ yritettiin saada partikkelin ensisi-
jainen muoto vangittua va¨litta¨ma¨tta¨ niinka¨a¨n pinnan pienista¨ epa¨tasaisuuk-
sista. Koska muodon mallinnuksessa ka¨ytettiin partikkelin mallina konvek-
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dKuva 3: Esimerkki partikkelista mitatuista tunnusluvuista: kulmien ma¨a¨ra¨
(ta¨ssa¨ kuusi) ja maksimila¨vista¨ja¨ (d).
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Kuva 4: B4C-partikkeleista mitattujen tunnuslukujen jakaumat aineistos-
sa. Vasemmalla kulmapisteiden (k) jakauma, oikealla maksimila¨vista¨ja¨n (d)
jakauma, johon on sovitettu log-normaalijakauma.
sia muotoa, myo¨s kulmapisteista¨ otettiin mukaan vain kappaleen konveksiin
verhoon kuuluvat pisteet. Kuvassa 4 na¨kyy na¨iden kahden tunnusluvun ja-
kaumat ka¨yto¨ssa¨ olleessa aineistossa.
3.2 Parametrien estimointi havaintoaineistosta
Seuraavassa ka¨yda¨a¨n ensin la¨pi parametrien estimoinnissa tarvittavat me-
netelma¨t, jonka ja¨lkeen menetelmia¨ sovelletaan havaittuun aineistoon.
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3.2.1 Suurimman uskottavuuden menetelma¨
Suurimman uskottavuuden menetelma¨ on yksi tilastotieteen perusmenetel-
mista¨, kun on tarkoitus estimoida todenna¨ko¨isyysmallin X ∼ f(x;θ) tun-
tematonta parametrivektoria θ havainnon x perusteella. Pa¨a¨ttely suurim-
man uskottavuuden menetelma¨ssa¨ perustuu mallin uskottavuusfunktioon
L(θ;x), jonka tulee olla suoraan verrannollinen havainnon x todenna¨ko¨i-
syystiheyteen, kun parametrivektorin arvo on kiinnitetty. Uskottavuusfunk-
tio on siis muotoa L(θ;x) ∝ f(x;θ).
Suurimman uskottavuuden estimaatti θ̂ on sellainen piste parametriavaruu-
dessa Θ, jolle
L(θ̂;x) ≥ L(θ;x) ∀θ ∈ Θ . (3)
Kun uskottavuusfunktio on suoraan verrannollinen havainnon todenna¨ko¨i-
syystiheyteen, voi suurimman uskottavuuden estimaatin tulkita sellaiseksi
parametrin arvoksi, joka antaa suurimman todenna¨ko¨isyydentiheyden ha-
vainnolle.
Yleensa¨ maksimointi tehda¨a¨n kuitenkin log-uskottavuusfunktioon perustuen,
joka on nimensa¨ mukaisesti uskottavuusfunktion logaritmi. Laskennallisesti
maksimointi johtaa yha¨ samaan tulokseen, koska log on aidosti monotoni-
nen funktio. Log-uskottavuusfunktiolla on joitain etuja, kun havaittu data
x koostuu useammasta toisistaan riippumattomasta samoin jakautuneesta
havainnosta (x1, . . . , xn) tai havaintovektorista. Riippumattomuuden nojal-
la aineiston yhteistiheysfunktio on yksitta¨isten tiheysfunktioiden tulo, ja sita¨
kautta myo¨s uskottavuusfunktio on tulomuotoa
L(θ;x) ∝
n∏
i=1
f(xi;θ) , (4)
jolloin log-uskottavuusfunktio sen logaritmina on summa
l(θ;x) = c(x) +
n∑
i=1
log
(
f(xi;θ)
)
, (5)
jossa c(x) on joku pelka¨sta¨a¨n havainnoista riippuva funktio. Kun log-uskot-
tavuusfunktio on n:n satunnaismuuttujan log
(
f(Xi;θ)
)
summa, voidaan
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siihen ja suurimman uskottavuuden estimaattiin soveltaa keskeisen raja-
arvolauseen ja suurten lukujen lain tuloksia. Keskeisen raja-arvolauseen no-
jalla suurimman uskottavuuden estimaattori on asymptoottisesti normaali-
jakautunut.
Suurimman uskottavuuden estimaattorin muodostaminen tehda¨a¨n normaa-
leilla funktion maksimoinnin menetelmilla¨. Analyyttisesti ratkaistuna esti-
maattori on juuri uskottavuusyhta¨lo¨ille, eli yhta¨lo¨ryhma¨lle, jossa log-uskot-
tavuusfunktion osittaisderivaatat θ:n suhteen asetetaan nolliksi.
3.2.2 Simuloitu suurimman uskottavuuden menetelma¨
Uskottavuusyhta¨lo¨iden juurta ei va¨ltta¨ma¨tta¨ saada analyyttisesti ratkaistua,
vaan joudutaan tyytyma¨a¨n numeeriseen ratkaisuun. Ta¨ma¨ ei ole mitenka¨a¨n
poikkeuksellinen tilanne. Hankalampi tilanne saadaan, jos edes havaintojen
todenna¨ko¨isyysjakauma ei ole esitetta¨vissa¨ suljetussa muodossa. Ta¨llainen
tilanne voi syntya¨, jos todenna¨ko¨isyysmalli ei ole suoraan mika¨a¨n tunnettu
parametrinen jakauma, vaan havainnot synnyteta¨a¨n jonkin satunnaisuut-
ta sisa¨lta¨va¨n sa¨a¨nno¨n tai proseduurin avulla (ka¨yteta¨a¨n jatkossa nimitysta¨
malliproseduuri). Ta¨sta¨ huolimatta voidaan sanoa, etta¨ havainnoilla on to-
denna¨ko¨isyysjakauma f(x;θ), vaikka sita¨ ei voidakaan esita¨a¨ suljettuna pa-
rametrisena jakaumana.
Simuloitu suurimman uskottavuuden menetelma¨ sopii edella¨ mainitun kal-
taisiin tapauksiin. Vaikka todenna¨ko¨isyysjakaumaa havaintoja edustaval-
le satunnaismuuttujalle X ei tiedeta¨, havaitaan jakauman ominaisuuksia
epa¨suorasti sen tuottamien realisaatioiden xi kautta. Koska malliproseduuri
on tiedossa, voidaan satunnaismuuttujan realisaatioita tuottaa simuloimalla.
Kiinteilla¨ parametrivektorin arvoilla satunnaismuuttujan simuloidut reali-
saatiot noudattavat (tuntematonta) jakaumaa f(X;θ), mutta jakaumaa voi-
daan approksimoida jollain sopivalla tiheysfunktioestimaattorilla. Yleisessa¨
tapauksessa tiheysfunktioestimaattoriksi kannattaa valita epa¨parametrinen
estimaattori, koska parametrisesta jakaumasta ei ole tietoa. Luvussa 3.2.3
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tarkastellaan ydinestimaatin ka¨ytto¨a¨ tiheysfunktioestimaattorina.
Satunnaismuuttujan tiheysfunktion estimaatti antaa samalla myo¨s estimaa-
tin parametrien uskottavuusfunktiolle, joka on suoraan verrannollinen ti-
heysfunktioon vapaasti valittavalla vakiokertoimella. Tapauksessa, jossa ti-
heysfunktioestimaatti fˆ on oikean tiheysfunktion tarkentuva estimaattori,
on myo¨s na¨in estimoidun uskottavuusfunktion maksimoinnin tulos estimaat-
tori oikealle suurimman uskottavuuden estimaatille.
Edella¨ esitetyn kaltaisia la¨hestymistapoja estimointiin lo¨ytyy kirjallisuudes-
ta jonkin verran. Penttinen (1984) on va¨ito¨skirjassaan tarkastellut simu-
loidun uskottavuuden ka¨ytto¨a¨ spatiaalisten pisteprosessien estimoinnissa.
Ekonometrian puolelta lo¨ytyy simuloidun suurimman uskottavuuden mene-
telma¨n ka¨ytto¨a¨ osakekursseihin sovellettuna artikkelista Brandt ym. (2002).
Artikkelissa mainitaan vastaavaa la¨hestymistapaa ka¨ytetyn ensi kertaa siina¨
ongelmakehyksessa¨ vuonna 1995 artikkelin toisen tekija¨n va¨ito¨skirjassa (San-
ta-Clara 1995). Kirjassa Monte Carlo Statistical Methods (Robert ym. 1999)
ka¨sitella¨a¨n laajemmin simulointimenetelmia¨, sivuten myo¨s suurimman us-
kottavuuden estimointia.
3.2.3 Tiheysfunktion ydinestimointi
Suosituimpia menetelmia¨ tiheysfunktion epa¨parametriseen estimointiin on
nykyisin ns. ydinestimointi, jonka on ensi kerran esitellyt Parzen 1962. Ydin-
estimoinnissa korvataan jokainen havaintopiste xi ydinfunktiolla K(x;xi, h),
jonka tulee olla symmetrinen seka¨ ei-negatiivinen ja jonka tilavuus on yksi.
Tiheysfunktion estimaatin fˆ(x) muodostaa ytimien summa
fˆ(x) =
1
n
n∑
i=1
K(x;xi, h) . (6)
Ydinfunktion valintaa voidaan tarkastella eri virhekriteereilla¨, mutta ka¨y-
ta¨nno¨ssa¨ paljon ka¨ytetty on Gaussin ydin, eli normaalijakauman tiheysfunk-
tio odotusarvolla xi ja varianssilla h2. Moniulotteisessa tapauksessa on kova-
rianssimatriisi muotoa h2Σ, jossa Σ on joko identiteettimatriisi, tai otoksen
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Kuva 5: Kolme havaintoa normaalijakaumasta (harmaat nelio¨t) ja niihin
liitetyt ytimet (katkoviiva), seka¨ tiheysfunktion ydinestimaatti (yhtena¨inen
viiva).
perusteella estimoitu korrelaatiomatriisi. Ka¨yta¨nno¨ssa¨ paljon ytimen muo-
toa ta¨rkea¨mpi kysymys on siloitusparametrin h valinta.
Silotusparametri voidaan valita monella eri tavalla. Yksinkertaisimpia sa¨a¨n-
to¨ja¨ on Silvermanin (1986) ehdottama
h = σ
( 4
p+ 2
) 1
p+4
n
− 1
p+4 , (7)
jossa p on tiheysfunktion dimensio, ja σ2 voidaan estimoida aineiston kova-
rianssimatriisin diagonaalielementeista¨ si siten, etta¨
σ2 =
1
p
p∑
i=1
si . (8)
Silvermanin ehdotus siloitusparametrille on oikean tiheysfunktion ja ydines-
timaatin va¨lisen L2-normin mielessa¨ optimaalinen, kun aineisto on pera¨isin
normaalijakaumasta ja ytimena¨ ka¨yteta¨a¨n Gaussin ydinta¨ (esimerkki kuvas-
sa 5). Muihin tilanteisiin sopivampia mutta monimutkaisempia menetelmia¨
on esitelty runsaasti esimerkiksi la¨hteessa¨ Holmstro¨m (2002).
Rosenblatt (1956) on osoittanut, etta¨ kaikki ei-negatiiviset tiheysfunktioes-
timaatit ovat harhaisia a¨a¨rellisilla¨ otoksilla, kun otoksen tiheysfunktioper-
hetta¨ ei olla rajoitettu (Webb 1999, luku 3.5; Holmstro¨m 2002, luku 3.1).
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Kuitenkin, jos seuraavat ehdot ovat voimassa ytimelle ja sen siloitusparamet-
rille (otoskoon funktiona, h := h(n)), niin ydinestimaatti on tiheysfunktion
asymptoottisesti harhaton seka¨ asymptoottisesti tarkentuva estimaatti:∫ ∞
−∞
K(x)dx = 1 (9a)
sup
x
K(x) < ∞ (9b)
lim
x→∞xK(x) = 0 (9c)
lim
n→∞h(n) = 0 (9d)
lim
n→∞nh(n) = ∞ . (9e)
Na¨ma¨ pa¨teva¨t Gaussin ytimelle ja kaavan (7) mukaiselle silotusparametrille.
Tuloksen todistus on liitteessa¨ C.
3.2.4 Malliparametrien estimointi B4C-partikkeleille
Johdattelua
Luvussa 3.2 edella¨ esiteltyja¨ menetelmia¨ on nyt tarkoitus soveltaa B4C-
partikkeleille ja niita¨ kuvaavalle monitahokasmallille. Mallin realisaatioiden
muotoon vaikuttavat vapaat parametrit olivat n ja σL (luku 2.2.1). Havaittu
aineisto taas puolestaan koostuu projektioissa na¨kyvien kulmien ma¨a¨ra¨sta¨
k, seka¨ projektiokappaleen maksimila¨vista¨ja¨sta¨ d (luku 3.1).
Kiinnitetyilla¨ parametrien arvoilla mallin tuottamat realisaatiot havaitta-
vista muuttujista k ja d noudattavat todenna¨ko¨isyysjakaumaa, jonka ana-
lyyttinen ma¨a¨ritta¨minen on kuitenkin vaikea, jollei mahdoton tehta¨va¨. En-
sinna¨kin, sa¨teista¨ ja suunnista muodostuvat satunnaispisteet eiva¨t muodosta
kappaletta sellaisenaan, vaan vain konveksin verhon ulkoreunalle pa¨a¨tyva¨t
pisteet vaikuttavat kappaleen ulkomuotoon. Verhoon pa¨a¨tyva¨t pisteet nou-
dattavat nyt alkupera¨isen jakauman ehdollista muotoa ehtona sijoittuminen
konveksin verhon reunalle. Toiseksi, na¨ista¨ pisteista¨ muodostetaan viela¨ sa-
tunnaisprojektio alempaan ulottuvuuteen, jolloin jakauma muuntuu lisa¨a¨.
Kolmanneksi, ta¨sta¨ jakaumasta lasketaan viela¨ muunnoksena tunnusluvut k
ja d, joista eteenkin d maksimina olisi vaikea johtaa, vaikka edelliset vaiheet
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selvitetta¨isiinkin. Johtopa¨a¨to¨ksena¨ on, ettei tunnuslukujen jakauman sel-
vitta¨minen analyyttisesti ole realistinen tavoite. Koska malliproseduuri on
kuitenkin tiedossa, voidaan ta¨sta¨ jakaumasta saada teoriassa rajattomas-
ti na¨ytteita¨ simuloimalla, joten luvussa 3.2.2 esitetty simuloitu suurimman
uskottavuuden menetelma¨ sopii mallin parametrien estimointiin.
Ydinestimointi
Ei ole syyta¨ olettaa etta¨ havaitut muuttujat k ja d olisivat toisistaan riip-
pumattomia, joten muuttujien jakauman muodostaminen kiinteilla¨ para-
metriarvoilla edellytta¨a¨ ta¨yden kaksidimensionaalisen jakauman estimoin-
tia. Koska muuttuja k on kuitenkin diskreetti, voidaan jakauman estimoin-
tia yksinkertaistaa jakamalla estimointi k:n arvojen todenna¨ko¨isyyksien es-
timointiin, ja d:n jatkuvan (yksiulotteisen) jakauman estimointiin kiintea¨lla¨
k:n arvolla. Ta¨llo¨in jakauman dekompositio on
f(k, d;n, σL) = P(K = k;n, σL) f(d|K = k;n, σL) . (10)
Koska mahdollisia k:n arvoja on va¨ha¨n (k = 3, . . . , n), voidaan todenna¨-
ko¨isyydet P(K = k;n, σL) estimoida simuloidusta aineistosta suoraan k:n
frekvensseista¨. Jos P(K = k;n, σL) = 0 jollain k, niin ta¨ta¨ vastaava yh-
teisjakauma f(k, d;n, σL) = 0 kaikilla d. Siksi kutakin parametriparia n, σL
vastaavaan jakaumaan tarvitsee k:n todenna¨ko¨isyyksien lisa¨ksi estimoida
ehdolliset yksiulotteiset jakaumat f(d|K = k;n, σL) vain niilla¨ k:n arvoil-
la, joilla P(K = k;n, σL) > 0. Kiinnitettya¨ parametriparia kohden tarvitsee
siis estimoida yksiulotteisia ehdollisia d:n jakaumia noin 5-20. Lukuma¨a¨ra¨
riippuen enimma¨kseen parametrin n arvosta. Na¨ma¨ jakaumaestimaatit muo-
dostetaan ydinestimoinnilla.
Itse asiassa k:n frekvensseja¨ka¨a¨n ei tarvitse laskea erikseen, koska yhteisti-
heysfunktion ydinestimaatti fˆ , kun havaintoja, joilla K = k, on nk kappa-
letta, on
fˆ(k, d;n, σL) = P̂(K = k;n, σL) fˆ(d|K = k;n, σL)
=
nk
n
1
nk
nk∑
i
K(d; di, h) =
1
n
nk∑
i
K(d; di, h) . (11)
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Tarkennusta vaille ja¨a¨ nyt ainoastaan silotusparametrin h := h(nk) kaavas-
sa (7) oleva hajonta σ. Sen arvioimiseen on kaksi vaihtoehtoa: joko siita¨ ha-
vaintojoukosta di joilla K = k, tai yli kaikkien kaksiulotteiseen jakaumaan
kuuluvien havaintojen di. Ta¨ssa¨ pa¨a¨dyttiin valitsemaan ja¨lkimma¨inen vaih-
toehto, koska joillain arvoilla k voi havaintoja di olla melko va¨ha¨n, jolloin
hajontaestimaattori ei va¨ltta¨ma¨tta¨ olisi luotettava siina¨ joukossa. Lisa¨ksi
on syyta¨ olettaa, etta¨ hajonta on suurinpiirtein vakio kaikilla k. Ta¨lla¨ ta-
valla menetellen voi olla pieni mahdollisuus saada yliestimoitu hajonta ja
sita¨ kautta liian voimakas silotus, mutta kun havaintoja yhteensa¨ on hyvin
runsaasti, niin silotusparametrinkaan vaikutus ei todenna¨ko¨isesti ole suuri.
Muuttuja d, jonka ehdollisia jakaumia on tarkoitus estimoida, on projektio-
partikkelin kulmien maksimila¨vista¨ja¨, ja na¨in ollen ei-negatiivinen muuttu-
ja. Muuttujan ehdolliset jakaumat muistuttavat muodoltaan log-normaalija-
kaumaa; jakaumat ovat kutakuinkin yksihuippuisia, ja nollaa la¨hestytta¨essa¨
todenna¨ko¨isyystiheys la¨hestyy myo¨s nollaa (kuva 4). Ydinestimointi ei pe-
rusmuodossaan anna hyvia¨ estimaatteja rajoitettujen (ma¨a¨rittelyjoukko ei
ole koko Rn) muuttujien jakaumille, vaan ma¨a¨rittelyjoukon reunoilla ta¨ytyy
ka¨ytta¨a¨ joitain erityismenettelyja¨. Joissain tapauksissa erityismenettelyt voi-
daan kierta¨a¨ muuntamalla alkupera¨ista¨ muuttujaa sopivasti, jolloin saadaan
koko Rn:ssa¨ ma¨a¨ritelty muuttuja. Ta¨ssa¨ tapauksessa logaritmimuunnos sopii
hyvin, koska se muuntaa muuttujan d jakauman rajoittamattomaksi ja myo¨s
likimain normaaliseksi (kuva 6). Termia¨ ’likimain normaalinen’ ka¨yteta¨a¨n
ta¨ssa¨ melko vapaasti, koska jakaumaa ei tarvitse olettaa normaaliksi, vaan
jakauman likimaista muotoa ka¨yteta¨a¨n hyva¨ksi ainoastaan ei-parametrisen
tiheysfunktioestimaatin tyypin valintaan. Uuden muuttujan dl = log (d) ti-
heysfunktiolle saadaan hyva¨ ydinestimaatti ka¨ytta¨ma¨lla¨ luvussa 3.2.3 esitel-
tya¨ Gaussin ydinta¨, ja valitsemalla silotusparametriksi Silvermanin ehdotta-
ma normaalijakaumalle optimaalinen h kaavalla (7). Kun aineistoa voi ja on
syyta¨ simuloida riitta¨va¨sti, ei silotusparametrin valinta muodostu ena¨a¨ kriit-
tiseksi hyva¨n estimaatin muodostamisen kannalta. Kuvassa 7 on esimerkki
tiheysfunktioestimaatista havaituille muuttujille k, d era¨a¨lla¨ parametriparin
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Kuva 6: Logaritmimuunnetun muuttujan dl jakauma havaitussa aineistossa
seka¨ jakaumaan sovitettu normaalijakauma.
arvolla.
Tietokonetoteutus
Simuloitu suurimman uskottavuuden estimointi toteutettiin itse kirjoitetul-
la FORTRAN 90 -kielisella¨ ohjelmalla, jonka la¨hdekoodi on na¨hta¨vissa¨ liit-
teessa¨ D. Estimointia varten simuloitiin lisa¨a¨ aineistoa asteittain liitta¨en
uutta aineistoa vanhaan alkaen 5 000 havainnosta yhta¨ parametriparia n, σL
kohti, pa¨a¨tyen 100 000 havaintoon parametriparia kohti. Aidossa havaitussa
datassa oli 125 kappaletta havaintoja.
Yksi pa¨a¨ma¨a¨ra¨ha¨n on optimoida uskottavuusfunktiota, eli lo¨yta¨a¨ pinnan
maksimikohta. Ta¨ssa¨ tyo¨ssa¨ ei ole kuitenkaan ka¨ytetty mita¨a¨n varsinais-
ta optimointialgoritmia suurimman uskottavuuden estimaatin lo¨yta¨misek-
si. Ta¨ha¨n oli useita syita¨. Ensinna¨kin, simuloinnin tuloksena saatu piste
suurimman uskottavuuden pinnalla parametrien funktiona on satunnais-
muuttuja, jonka arvo muuttuu sita¨ mukaa kun uutta aineistoa arvotaan.
Vaikka estimaatti onkin tarkentuva, voi heilahtelua olla kuitenkin paljon
viela¨ suurillakin simulointima¨a¨rilla¨. Toisaalta kaikki nopeat optimointialgo-
ritmit tarvitsevat va¨hinta¨a¨nkin arvion kaksiulotteisen pinnan ensimma¨isista¨
tai jopa toisista osittaisderivaatoista tietyissa¨ pisteissa¨. Derivaatat pita¨isi
approksimoida numeerisesti, mika¨ on tunnetusti epa¨varma tehta¨va¨ jopa ei-
satunnaiselle funktiolle, saati sitten sellaiselle, jossa voi olla reilustikin satun-
naisvirhetta¨. Jos taas ka¨yteta¨a¨n jotain optimointialgoritmia jossa ei vaadita
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Kuva 7: Kaksiulotteisen tiheysfunktion ydinestimaatti havaituille muuttu-
jille k, d, kun mallin parametrit ovat n = 13, σL = 0,4. Varsinainen ydin-
estimointi on tehty muunnetulle muuttujalle dl, mutta kuvassa on palattu
alkupera¨isiin muuttuja-arvoihin.
derivaattojen muodostamista, kuten simuloitua ja¨a¨hdytysta¨ tai geneettisia¨
algoritmeja¨, tulee funktion arvo laskettua helposti hyvin monessa pisteessa¨,
mika¨ on raskasta. Lisa¨ksi on vaikea etuka¨teen tieta¨a¨ milla¨ simuloitujen ha-
vaintojen ma¨a¨ra¨lla¨ uskottavuus ei ena¨a¨ heilahtele liikaa.
Toiseksikin, suurimman uskottavuuden estimaattihan ei piste-estimaattina
ole ainoa kiinnostuksen kohde, vaan ja¨rkeva¨ estimointi antaa myo¨s jonkin-
laisen arvion estimoinnin luotettavuudelle. Luottamusva¨liestimointiin tarvi-
taan aina myo¨s uskottavuuspinnan arvoja suurimman uskottavuuden pis-
teen ulkopuolelta. Siksi ka¨yta¨nno¨llinen ja viela¨pa¨ toteutukseltaan yksinker-
tainen la¨hestymistapa onkin laskea uskottavuuspinnan arvot jossain ja¨rke-
va¨ssa¨ parametrien arvojen kaksiulotteisessa hilassa, jolloin va¨lipisteet inter-
poloimalla saadaan kuva koko uskottavuuspinnasta, kuten kuvassa 8. Hi-
lassa ka¨ytettiin parametrille n arvoja 8, 9, . . . , 20 ja parametrille σL kahta
eri tarkkuutta: yleisesti arvot olivat 0,025 va¨lein la¨htien arvosta 0,025 ja
pa¨a¨tyen arvoon 1, mutta kiinnostavampi va¨li (0,25; 0,5) ka¨ytiin la¨pi 0,01:n
suuruisin askelein.
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Kuva 8: Parametrien n ja σL simuloitu uskottavuuspinta. Kutakin pinnan
laskettua pistetta¨ varten on simuloitu 100 000 havaintoa monitahokasmallis-
ta ja laskettujen pisteiden va¨liset pisteet on arvioitu lineaarisella interpoloin-
nilla. Kuvasta na¨kyy, etta¨ parametrit eiva¨t ole toisistaan riippumattomia ja
etta¨ parametrin σL vaikutus na¨kyy log-uskottavuudessa paljon herkemmin.
Luottamusva¨leista¨
Tapoja muodostaa uskottavuusfunktioon perustuvia luottamusva¨leja¨ on kol-
mea tyyppia¨, Waldin testisuureeseen, uskottavuusosama¨a¨ra¨a¨n seka¨ piste-
ma¨a¨ra¨a¨n perustuva. Na¨ista¨ vaihtoehdoista seka¨ Waldin testisuure etta¨ pis-
tema¨a¨ra¨testi tarvitsevat periaatteessa Fisherin informaatiomatriisin i ar-
voa pisteessa¨ θ̂, joka ka¨yta¨nno¨ssa¨ korvataan havaitulla informaatiolla j(θ̂).
Kuten edella¨ on jo todettu, derivaatat arvioituvat ta¨llaisessa tapauksessa
epa¨luotettavasti, erityisesti havaitun informaation vaatima Hessen matrii-
si. Ainoa ka¨ytto¨kelpoinen luottamusva¨liestimaattori on siten uskottavuus-
osama¨a¨ra¨a¨n eli Neyman-Pearsonin testisuureeseen perustuva. Uskottavuus-
osama¨a¨ra¨n testisuure t vektoriparametrille on muotoa
t = 2
(
l(θ̂;x)− l(θ0;x)
) ∼→ χ2d , (12)
ja testisuureen seka¨ luottamusva¨lin va¨lisen suhteen vuoksi α suuruiseen luot-
tamusalueeseen kuuluu ta¨llo¨in ne parametriavaruuden Θ pisteet, joilla
{θ | 2(l(θ̂;x)− l(θ;x)) ≤ χ2d(α)} . (13)
Usein tarkastellaan log-uskottavuusfunktion sijaan sen skaalattua versiota
l(θ;x)− l(θ̂;x), jonka maksimiarvo 0 saavutetaan suurimman uskottavuu-
den estimaatilla. Jos asymptoottinen χ2d-jakaumatulos pa¨tee, saadaan 95%
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luottamusva¨liksi skaalatulle log-uskottavuusfunktiolle yhta¨lo¨n (13) nojalla
se alue, jossa l(n, σL;x) ≤ −2,996, kun parametrivektorin dimensio d on kak-
si (2,996 = χ22(0,95) / 2). Periaatteessa pita¨isi tarkastaa toteutuuko asymp-
toottisuus riitta¨va¨lla¨ tarkkuudella, jotta luottamusva¨lin voisi tulkita 95%
va¨liksi (Ekholm 1997). Log-uskottavuusfunktiota pita¨isi tarkastella tuolla
95% alueella verraten sita¨ vastaavaan normaali- eli kvadraattiseen approk-
simaatioon 12 l
′′(θˆ;x) (θ− θˆ)2 (yksiulotteiselle parametrille). Ta¨ssa¨ tarvitaan
kuitenkin taas sellaista mita¨ ei voi saada, eli log-uskottavuusfunktion toista
derivaattaa. Approksimaatio antaa kuitenkin ainakin suuntaa-antavan luot-
tamusva¨lin.
Tulkinnaltaan uskottavuusosama¨a¨ra¨n luottamusva¨li vastaa Bayes-pa¨a¨ttelyn
puolelta luottova¨lia¨, kun parametrivektorin prioritiheysfunktio on epa¨infor-
matiivinen eli tasainen (esimerkiksi Tanner 1993). Itse asiassa koko (simuloi-
tu) suurimman uskottavuuden estimointi vastaa ta¨llaista Bayes-pa¨a¨ttelya¨.
Luottova¨lin muodostamisessa suosittu metodi on ns. suurimman posteriori-
tiheyden alue. Suurimman posterioritiheyden alue on sellainen parametria-
varuuden va¨li [θ1, θ2], jossa parametrin posterioritiheysfunktio ta¨ytta¨a¨ ehdot∫ θ2
θ1
fΘ|X(θ|x)dθ = α (14a)
fΘ|X(θ|x) ≥ fΘ|X(θ∗|x) , kun θ ∈ [θ1, θ2] ja θ∗ /∈ [θ1, θ2] . (14b)
Koska epa¨informatiivisella prioritiheysfunktiolla parametrivektorin posterio-
ritiheys on suoraan verrannollinen havaintojen todenna¨ko¨isyyteen ehdolla
parametrivektori, on se myo¨s suoraan verrannollinen parametrivektorin us-
kottavuusfunktioon. Todenna¨ko¨isyys α on pinta-alan osuus kokonaispinta-
alasta, joka tiheysfunktiolle on yksi mutta uskottavuusfunktiolle jotain muu-
ta. Siksi suurimman posterioritiheyden alue (n, σL) ∈ Θ saadaan ta¨ssa¨ esti-
moinnissa muotoon
(14a)⇒
∫∫
Θ L(n, σL;x) dσL dn∫∞
4
∫∞
0 L(n, σL;x) dσL dn
= α , (15)
ja ehto (14b) uuteen muotoon suoraan merkinto¨ja¨ muuttamalla. Huomaa,
etta¨ muuttujaa n tarkastellaan ta¨ssa¨ poikkeuksellisesti jatkuvana ka¨ytta¨ma¨l-
la¨ lineaarisella interpolaatiolla saatua jatkuvaa uskottavuuspintaa (kuten
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kuvassa 8). Na¨in saadut luottamusrajat muuttujalle ovat ei-kokonaislukuina
hieman oudot, mutta toisaalta luottamusalue on ta¨llo¨in kooltaan tasan 95%,
jolloin eri menetelmilla¨ johdettujen luottamusalueiden vertaileminen on hel-
pompaa. Myo¨s alueen numeerinen ma¨a¨ritta¨minen on helpompaa. Huomaa
myo¨s, etta¨ kaavan (15) nimitta¨ja¨ssa¨ olevan skaalaustekija¨n parametria n
koskeva integrointi alkaa arvosta 4, kuten mallin ma¨a¨rittelyssa¨ on sovittu.
Suurimman posteritiheyden alue voidaan ratkaista numeerisesti. Kaavan
(15) nimitta¨ja¨na¨ oleva integraali on skaalaustekija¨, joka kertoo koko uskot-
tavuuspinnan rajaaman tilavuden. Kuten aikaisemmin on todettu, on meilla¨
ka¨yto¨ssa¨ pinnan arvoja vain tietyn hilan alueelta, mutta uskottavuusfunk-
tion arvo tippuu nollaan hyvissa¨ ajoin ennen hilan rajoja, joten tilavuus
saadaan arvioitua tarkasti laskemalla se vain ta¨ssa¨ hilassa. Osoittajan in-
tegraalissa oleva luottamusalue Θ saadaan haettua muuntamalla integraali
muotoon∫∫
Θ
L(n, σL;x) dσL dn =
∫ ∞
4
∫ ∞
0
I{(n,σL) |L(n,σL;x)≥ c} L(n, σL;x) dσL dn ,
(16)
ja etsima¨lla¨ numeerisesti vakio c jolla ehto (15) toteutuu. Ta¨llo¨in Θ =
{(n, σL) | L(n, σL;x) ≥ c}. Na¨in laskettuna saatiin rajaksi c arvo 0,005087,
joka logaritmoituna tarkoittaa rajaa -5,281 log-uskottavuusfunktiolle. Ar-
vo on aika paljon uskottavuusosama¨a¨ra¨n rajaa -2,996 alempi. Ta¨ma¨ johtu-
nee siita¨, etta¨ uskottavuusfunktio eli parametrien jakauma ei vastaa kovin
hyvin normaaliapproksimaatiota vaan on hieman vino, ja lisa¨ksi jakauman
ha¨nna¨t ovat painavammat. Bayesin suurimman posteritiheyden alue vaikut-
taa ta¨ssa¨ estimoinnissa na¨ista¨ kahdesta menetelma¨sta¨ realistisemmalta ja
luotettavammalta.
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Kuva 9: Parametrin σL profiili-log-uskottavuus, kun simuloitua aineistoa on
ollut ka¨yto¨ssa¨ ensin 5000, sitten 25 000, ja viimein 100 000 havaintoa.
Estimoinnin tulokset
Jos tarkastellaan parametrien profiiliuskottavuusfunktioita4, niin paramet-
ri σL na¨ytta¨a¨ tarvitsevan enemma¨n simuloitua aineistoa kuin n, jotta log-
uskottavuus saavuttaisi edes summittaisesti oikean muodon. Kuvassa 9 na¨-
kyy funktion heilahtelun tasoittuminen, kun simuloitua aineistoa, jonka pe-
rusteella tiheysfunktioestimaatti muodostetaan, lisa¨ta¨a¨n. Lopullisessa tiheys-
funktioestimaatissa ka¨ytettiin 100 000 havaintoa. Vaikka uskottavuusfunk-
tio viela¨ heilahteleekin jonkin verran, on havaintojen simulointiin ja uskot-
tavuuspinnan muodostamiseen tarvittava tehta¨va¨ jo tarpeeksi raskas, joten
100 000 havaintoa riitta¨a¨.
Uskottavuuspinnan maksimi pysyy tasaisesti samassa kohdassa jo 15 000
simuloidusta havainnosta la¨htien, joten piste-estimaatti on varsin luotet-
tava. Suurimman uskottavuuden estimaatiksi saadaan parametrille n arvo
13, ja parametrille σL arvo 0,4. Luottamusva¨li sen sijaan heilahtelee hiu-
kan enemma¨n, mutta on kuitenkin jo riitta¨va¨n tarkasti saatavilla. Kuvas-
sa 10 na¨kyy parametrien yksiulotteisten 95% luottamusva¨lien rajat profiili-
log-uskottavuusfunktiosta: parametrille n va¨lit ovat [10,8; 15,1] (uskotta-
vuusosama¨a¨ra¨) ja [10,2; 18,0] (suur. post.tiheys). Parametrille σL va¨lit ovat
[0,31; 0,46] (uskottavuusosama¨a¨ra¨) ja [0,30; 0,52] (suur. post.tiheys). Kuvas-
sa 11 na¨kyy parametrien yhteisvaikutus kolmiulotteisen log-uskottavuus-
funktion tasa-arvoka¨yra¨kuvassa.
4 Toisen muuttujan suhteen maksimoitua log-uskottavuusfunkiota, esim. parametrille
σL se on lprof = maxn l(n, σL;x).
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Kuva 10: Parametrien n (vasemmalla) ja σL (oikealla) profiili-log-
uskottavuusfunktiot ja luottamusva¨lit ma¨a¨ra¨a¨va¨t rajat, joista ylempi katko-
viiva merkitsee uskottavuusosama¨a¨ra¨n luottamusva¨lia¨ ja alempi suurimman
posterioritiheyden aluetta, kun havaintoja on simuloitu 100 000 kappaletta.
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Kuva 11: Log-uskottavuusfunktion tasa-arvoka¨yria¨. Sisin ka¨yra¨ rajaa uskot-
tavuusosama¨a¨ra¨n luottamusalueen, seuraava suurimman posterioritiheyden
alueen. Ta¨ma¨n ja¨lkeen ka¨yra¨t ovat korkeudella -7.5, -10, -20, -50, -100, -1000
ja -2500.
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Kuva 12: Tunnuslukujen k (vasemmalla) ja d (oikealla) to-
denna¨ko¨isyysjakaumat seka¨ aidossa aineistossa (pylva¨a¨t) etta¨ suurim-
man uskottavuuden estimaatin mukaisilla parametreilla simuloidussa
aineistossa (viivat).
Suurimman uskottavuuden estimaatilla n = 13, σL = 0,4 pita¨isi saada ai-
kaan monitahokasmallista partikkeleita, joilla on ainakin mitattujen tunnus-
lukujen puolesta samat ominaisuudet kuin B4C-partikkeleilla. Yksi esimerk-
ki na¨illa¨ parametrien arvoilla luodusta partikkelista esitettiin jo kuvassa 2.
Edella¨ mainituilla parametrien arvoilla voidaan tarkastella seka¨ tunnuslu-
kujen havaittua jakaumaa etta¨ ta¨ma¨n jakauman ydinestimaattia simuloidun
aineiston kautta, ja na¨in varmentaa mallin oikeellisuus. Kuvassa 5 oli jakau-
man ydinestimaatti, mutta kuvassa 12 esiteta¨a¨n lisa¨ksi tunnuslukujen yk-
siulotteiset reunajakaumat seka¨ havaitulle etta¨ simuloidulle aineistolle. Yh-
teensopivuus on silma¨ma¨a¨ra¨isesti aivan tyydytta¨va¨, joten malli on ja¨rkeva¨,
ja parametrien estimointi on sujunut hyvin.
4 Mallin verifiointi polarisaatiomittausten avulla
Johdannossa todettiin, etta¨ erityisesti valon polarisaatio on herkka¨ sirotta-
van kappaleen muodolle. Tehta¨essa¨ valonsirontainversiota ka¨yteta¨a¨n usein
juuri havaittua polarisaatiota, johon sitten sovitetaan valonsirontasimulaa-
tioden tuottamaa polarisaatiota, optimoiden na¨in kappaleen kokoa, muo-
toa ja refraktioindeksia¨. Ta¨ssa¨ muodon mallintamista on la¨hestytty suorem-
min, mutta polarisaatiomittauksia kannattaa silti ka¨ytta¨a¨ hyva¨ksi. Vaikka
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partikkelien muoto on saatu mallinnettua, ei B4C-partikkelien refraktioin-
deksia¨ ole pystytty ma¨a¨ritta¨ma¨a¨n laboratoriomittauksissa. Refraktioindek-
sin ma¨a¨ritta¨minen voidaan tehda¨ nyt paljon luotettavammin valonsirontain-
versiona kun muoto ja koko on kiinnitetty, ja na¨in ollen inversiossa on ena¨a¨
yksi tuntematon tekija¨.
Toinen hyva¨ puoli polarisaation tutkimisessa on, etta¨ se antaa mallin sovi-
tusproseduurista riippumattoman menetelma¨n tarkastella mallin ja¨rkevyyt-
ta¨ verrattuna mitattuihin havaintoihin oikeista partikkeleista. Jos malli on
hyva¨, saadaan valonsirontainversiosta refraktioindeksille joku ja¨rkeva¨n ko-
koluokan luku, ja lisa¨ksi mallin tuottama polarisaatio vastaisi suurin piirtein
mitattua.
4.1 Polarisaatiomittaukset
Kuten luvussa 2.1 mainittiinkin, on PROGRA2-ryhma¨ mitannut B4C-partik-
kelien valonsirontaa painottomilla lennoilla. Mittauksissa ka¨ytettya¨ laseria
voidaan liikuttaa kaaressa na¨ytteen ympa¨rilla¨, jolloin valonsirontaominai-
suudet saadaan mitattua vaihekulman α funktiona. Vaihekulma α tarkoit-
taa valonla¨hteen, na¨ytteen ja havaitsijan va¨lista¨ kulmaa. Valon polarisaa-
tiota mitattaessa on tieto vaihekulmasta va¨ltta¨ma¨to¨n, koska polarisaatiolla
on yleisesti useita vaihekulmasta riippuvia ominaisuuksia. Yksi kiinnostava
ominaisuus on la¨hella¨ takaisinsirontakulmaa (α → 0◦) usein tapahtuva po-
larisaation ka¨a¨ntyminen positiivisesta negatiiviseksi. Ta¨ma¨ ominaisuus on
la¨hes universaali ilmeten monilla erikokoisilla ja -tyyppisilla¨ kappaleilla joi-
den pintaa peitta¨a¨ po¨lykerros.
Lennoilla ka¨ytetyssa¨ laitteistossa on B4C-partikkeleita kuvattaessa ka¨ytetty
punaista laseria, aallonpituudeltaan 632,8 nm. Vaihekulman α arvolla 180◦
polarisaatio la¨hestyy nollaa, samoin takaisinsirontakulmalla α = 0◦, ja ta-
kaisinsirontasuunnassa siroavan valon havaintolaitteisto tulee laserin tiel-
le, joten aivan na¨illa¨ vaihekulman a¨a¨ripa¨illa¨ ei ole havaintoja. Mittauksissa
ka¨ytetyt vaihekulmat eiva¨t ole ta¨sma¨lleen samoja eri kokoluokkien (9, 13
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ja 88 µm) na¨ytteille. Seka¨ pienin etta¨ suurin mitattu vaihekulma lo¨ytyy 88
µm na¨ytteelle: 15◦ ja 160◦. Muut mitatut kulmat ovat tuolla va¨lilla¨ noin 5 -
20 asteen va¨lein. Mitattu polarisaatio eri kokoluokissa esitella¨a¨n tarkemmin
vasta myo¨hemmin kuvassa 16 yhdessa¨ valonsirontasimulaatioista saadun po-
larisaatioka¨yra¨n kanssa.
4.2 Valonsirontasimulaatiot
4.2.1 Simuloinnin toteutus
Mallinnettavien partikkelien kokoparametrit ovat noin 45 (9 µm), 65 (13
µm) ja 440 (88 µm). Ta¨ma¨n kokoluokan partikkelien valonsirontaa voidaan
approksimoida geometrisella optiikalla eli sa¨teenseurantakoodeilla (eng. ray
tracing, RT) (pienimma¨n kokoluokan tapauksessa aletaan jo la¨hestya¨ ra-
jaa, jossa RT ei ole ena¨a¨ sopiva approksimaatio). RT-koodeissa tutkittavaa
kappaletta kohti la¨heteta¨a¨n ’valonsa¨teita¨’, jotka sitten kohtaavat kappaleen
pintaelementin. Pintaelementissa¨ osa sa¨teen intensiteetista¨ heijastuu pei-
lima¨isesti poispa¨in pintaelementista¨, kun taas osa taittuu kappaleen sisa¨lle.
Konveksin kappaleen tapauksessa ulos heijastunut osa ei ena¨a¨ kohtaa kappa-
letta, kun sen sijaan sisa¨a¨n taittunut kohtaa taas jossain vaiheessa kappaleen
pintaelementin sisa¨lta¨pa¨in. Kappaleen sisa¨lle taittuvan sa¨teen intensiteetti
va¨henee refraktioindeksin imaginaariosan ma¨a¨ra¨a¨ma¨a¨ vauhtia sisa¨lla¨ kulje-
tun matkan funktiona, joten sisa¨lla¨ kulkevaa sa¨detta¨ tarvitsee seurata vain
tiettyyn rajaan saakka. Kaikkien ulos heijastuvien sa¨teiden Stokesin vekto-
rin komponentit otetaan talteen heijastuskulman funktiona, ja na¨in saadaan
simuloitua kappaleen valonsirontaominaisuudet.
Ta¨ssa¨ tyo¨ssa¨ ka¨ytettiin RT-koodia5 joka on esitelty tarkemmin artikkelissa
Macke ym. (1996). Ohjelma ajettiin yksitta¨iselle partikkelille siten, etta¨ sille
arvottiin 100 satunnaisorientaatiota, joiden suhteen tulos keskiarvoistettiin.
Jokaisella orientaatiolla partikkelia kohti ammuttiin 1 000 sa¨detta¨, joiden
5 Saatavilla osoitteesta http://www.ifm.uni-kiel.de/fb/fb1/me/research/Projekte/
RemSens/SourceCodes/source.html.
32
heijastumiset kera¨ttiin talteen siten, etta¨ vaihekulman vaihteluva¨li 0 - 180
astetta oli jaettu nelja¨n asteen mittaisiin alueisiin.
4.2.2 Refraktioindeksin ma¨a¨ritta¨minen
RT-koodi tarvitsee kappaleen polarisaatioka¨yra¨n muodostamiseen viela¨ tie-
don kappaleen refraktioindeksista¨. Koska indeksia¨ ei tiedeta¨, optimoidaan
polarisaatiota refraktioindeksin funktiona niin, etta¨ tulos on mahdollisim-
man la¨hella¨ mitattua polarisaatiota kaikissa kolmessa kokoluokassa. Kuten
simuloidun uskottavuudenkin toteutuksessa, niin myo¨s ta¨ssa¨ optimoinnis-
sa on ehka¨ ja¨rkevinta¨ ja¨tta¨a¨ varsinaiset optimointialgoritmit rauhaan, ja
toteuttaa optimointi raa’alla laskentavoimalla ka¨yma¨lla¨ la¨pi polarisaatioita
refraktioindeksin reaali- ja imaginaariosan muodostamassa kaksiulotteisessa
hilassa.
Optimointia varten ta¨ytyy ensin miettia¨ sopiva eta¨isyysmitta havaitun ja si-
muloidun polarisaation va¨lilla¨. Yleisesti ka¨ytettyna¨ menetelma¨na¨ pienimma¨n
nelio¨summan eta¨isyys on hyva¨ valinta. Havaittu polarisaatio on mitattu vain
tietyilla¨ diskreeteilla¨ kulmilla, joten nelio¨lliset eta¨isydet on syyta¨ laskea juuri
na¨iden kulmien kohdalla. Myo¨s RT-koodi antaa nelja¨n asteen va¨lein diskre-
toitua aineistoa. Olisi periaatteessa mahdollista saada RT-simulaatiosta ulos
polarisaatio juuri samoille vaihekulman arvoille kuin havaitussa aineistossa,
mutta houkuttelevampi ajatus on sovittaa diskreetin simuloidun aineiston
tilalle jatkuva polarisaatioka¨yra¨, jolloin sovitteesta saadaan laskettua polari-
saatio mille tahansa kulmalle. Koska simulaation tuloksena saadut diskreetit
pisteet polarisaatioka¨yra¨lla¨ na¨ytta¨va¨t sisa¨lta¨va¨n vain va¨ha¨n satunnaisvaih-
telua, saadaan sopivalla ka¨yra¨nsovituksella ka¨ytettya¨ hyva¨ksi koko nelja¨n
asteen va¨lein laskettu simulaatioaineisto. Sovitetulla ka¨yra¨lla¨ on yksitta¨isia¨
pisteita¨ pienempi satunnaisvaihtelu.
Sopivaa soviteka¨yra¨a¨ mietitta¨essa¨ on syyta¨ kiinnitta¨a¨ huomiota polarisaa-
tion tunnettuihin ominaisuuksiin: se la¨hestyy nollaa kun vaihekulma α→ 0
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Kuva 13: RT-simulaation tulokset (pisteet) ja niihin pienimma¨n ne-
lio¨summan menetelma¨lla¨ sovitettu kahdeksan termin sinisarja vaihekulman
α funktiona. Kaikki ka¨yra¨t ovat 9 µm kokoisille partikkeleille, mutta kol-
mella eri refraktioindeksilla¨. Kuvasta na¨kyy, etta¨ sinisarja tasoittaa sopivas-
ti satunnaisvaihtelua vasemmanpuoleisimmalla refraktioindeksilla¨, eika¨ hei-
lahtele liikaa tasaisillakaan aineistoilla kuten oikeanpuoleisimmassa kuvassa.
tai α → 180◦. Na¨ma¨ ominaisuudet toteuttaa esimerkiksi sinisarja s(α) =∑∞
k=1 βk sin(kα), jonka voi katkaista johonkin sopivaan kohtaan K. Koska
sarjan funktiot muodostavat ortogonaalisen kannan va¨lilla¨ [0, pi], voi sarjan
kertoimet βk helposti sovittaa simulaatioaineistoon pienimma¨n nelio¨summan
menetelma¨lla¨. Kuvassa 13 na¨kyy muutama esimerkki RT-simulaation tulok-
sista ja niihin sovitetusta sinisarjasta, kun sarja on katkaistu kohtaanK = 8.
Nelio¨lliset erotukset havaintojen ja RT-simulaation tulosten va¨lilla¨ on las-
kettu ka¨ytta¨en erilaisia refraktioindekseja¨: indeksin reaaliosa on vaihdel-
lut va¨lilla¨ [1,5; 3] 0,1:n suuruisilla askeleilla, kun taas imaginaariosaan on
ka¨ytetty ensin arvoa 0,0001, sen ja¨lkeen va¨li [0,005; 0,1] on ka¨yty tasava¨lisin
0,005:n mittaisin askelein, ja viimeiseksi on ka¨ytetty arvoa 0,12. Na¨iden
pisteiden muodostamassa hilassa on siis 352 refraktioindeksia¨, joilla pola-
risaatioka¨yra¨ ta¨ytyy laskea. Ta¨ta¨ varten arvottiin 500 kappaletta monita-
hokasmallin partikkeleita ka¨ytta¨en estimoinnin antamia arvoja mallin pa-
rametreille. Kullakin refraktioindeksilla¨ valittiin na¨ista¨ 500 partikkelista 30
suuruinen joukko ilman takaisinpanoa, joille RT-koodi ajettiin. Varsinai-
nen tulos yhdelle refraktioindeksille on na¨iden 30 partikkelin polarisaatiois-
ta keskiarvoistettu polarisaatio. Kun jokaisella refraktioindeksilla¨ ka¨yteta¨a¨n
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Kuva 14: Rmse-erot havaittun aineiston polarisaatioon refraktioindeksin re-
aali (re) ja imaginaariosan (im) funktiona kaikille kolmelle kokoluokalle.
Tasa-arvoka¨yra¨t on piirretty tasava¨lisesti suhteessa kunkin kokoluokan rms-
arvojen minimiin, ensimma¨inen ka¨yra¨ on 10 prosenttia rmse-minimia¨ kor-
keammalla, seuraavat siita¨ 20 prosenttiyksiko¨n korotuksin aina 190 prosent-
tiin rmse-minimista¨.
eri partikkelikokoelmaa, saadaan tulokseen mukaan myo¨s partikkelien muo-
don satunnaisvaihtelun aiheuttama vaikutus mika¨ on la¨sna¨ myo¨s aidoissa
mittauksissa. Na¨ma¨ 352 kappaletta kolmenkymmenen partikkelin RT-ajoa
laskettiin jokaiselle kolmesta kokoluokasta. Kuvassa 14 on na¨iden laskujen
tulokset: havaitun ja simuloidun aineiston va¨lisista¨ nelio¨summista lasketut
rmse-arvot (root mean square error) kaikille kokoluokille erikseen.
Kuvasta 14 na¨hda¨a¨n koon vaikutus polarisaation herkkyyteen refraktioin-
deksin imaginaariosan suhteen. Isommilla 13 ja 88 µm partikkeleilla sisa¨a¨n
taittunut sa¨de ehtii joka tapauksessa kulkea partikkelin sisa¨lla¨ sen verran
pitka¨n matkan, etta¨ jo suhteellisen pienilla¨ imaginaariosan arvoilla sen in-
tensiteetti heikkenee olemattomiin ennenkuin se pa¨a¨see ulos partikkelista.
Siten polarisaatio ei ena¨a¨ juurikaan muutu kun imaginaariosaa nostetaan.
Sen sijaan pienin 9 µm:n kokoluokka on viela¨ herkka¨ myo¨s imaginaariosan
muutoksille. Refraktioindeksin reaaliosasta eri kokoluokat antavat kuitenkin
melko yhteneva¨a¨ informaatiota.
Koska on syyta¨ olettaa, etta¨ B4C-materiaalin refraktioindeksi on vakio kai-
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kissa kokoluokissa, pita¨a¨ kolmen kokoluokan tulokset yhdista¨a¨, ja etsia¨ kai-
kille luokille sopiva yhteisen minimin antava refraktioindeksi. Eri kokoluokil-
le on eri ma¨a¨ra¨ havaintoja eiva¨tka¨ havaintovaihekulmatkaan ole samoja, jo-
ten yhdista¨miseen on ainakin kaksi kilpailevaa vaihtoehtoa. Kaikki nelio¨lliset
erotukset voitaisiin laskea yhteen ja jakaa kaikkien havaintojen ma¨a¨ra¨lla¨ ja
ottaa nelio¨juuri, jolloin jokainen havainto vaikuttaisi yhta¨ suurella painol-
la, mutta suuremmat kokoluokat (13 µm, 14 havaintoa ja 88 µm, 13 ha-
vaintoa) saisivat suuremman painon kuin pienin kokoluokka (9 µm, 10 ha-
vaintoa). Toinen vaihtoehto on jakaa ensin jokaisen kokoluokan nelio¨summat
havaintojen ma¨a¨ra¨lla¨ ja laske vasta na¨ma¨ kolme summaa yhteen ja ottaa ne-
lio¨juuri, jolloin jokainen kokoluokka saa yhta¨ suuren painon. Ta¨ssa¨ tyo¨ssa¨ on
pa¨a¨dytty kannattamaan ja¨lkimma¨ista¨ la¨hestymistapaa, koska pienin koko-
luokka on myo¨s herkin refraktion imaginaariosalle, ja ta¨ta¨ herkkyytta¨ mene-
tetta¨isiin hieman jos jokaiselle havainnolle annettaisiin yhta¨ suuri paino, kun
pienimma¨n kokoluokan havaintoja sattuu olemaan va¨hiten. Minimi lo¨ytyy
onneksi kummallakin tavalla samasta kohtaa, refraktioindeksilla¨ 1,9+0,04i.
Kuvassa 15 na¨kyy havaintojen ja mallin yhteensopivuus yhta¨aikaisesti kai-
killa kokoluokilla. Mita¨a¨n varsinaista luottamusva¨lia¨ minimille on vaikea an-
taa, mutta kuvasta kannattaa seurata vaikkapa ensimma¨isen tasa-arvoka¨ra¨n
rajaamaa aluetta jossa yhteensopivuus on viela¨ melko hyva¨. Ta¨ma¨ alue
kattaa reaaliosan puolesta noin va¨lin [1,8; 2,05] ja imaginaariosan puolesta
va¨lin [0,035; 0,08]. Kuvassa 16 na¨kyy B4C-partikkeleille sovitetulla refrak-
tioindeksilla¨ ja monitahokasmallilla saatu polarisaatioka¨yra¨ yhdessa¨ havain-
tojen kanssa, ja yhteensopivuus on varsin tyydytta¨va¨. Malli on siis saatu
ka¨ytta¨ytyma¨a¨n seka¨ muotonsa etta¨ valonsirontaominaisuuksiensa puolesta
kuten aidot B4C-partikkelit.
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Kuva 15: Kaikkien kolmen kokoluokan yhdistetty yhteensopivuus havait-
tuun aineistoon refraktioindeksin reaali- ja imaginaariosan funktiona. Mi-
nimi lo¨ytyy refraktioindeksilla¨ 1,9 + 0,04i. Ensimma¨inen ka¨yra¨ on taas 10
prosentin korotus yhdistettyyn rmse-minimiin, ja seuraavat siita¨ 20 prosent-
tiyksiko¨n va¨lein aina 190 prosenttiin.
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Kuva 16: Sovitetulle mallille refraktioindeksilla¨ 1,9 + 0,04i simuloitu pola-
risaatioka¨yra¨ eri kokoluokissa yhdessa¨ PROGRA2-projektin oikeista B4C-
partikkeleista mittaaman polarisaation (pisteet) kanssa.
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5 Pa¨a¨telma¨t
Simuloitu suurimman uskottavuuden menetelma¨ on selva¨sti eritta¨in lupaava
ja ka¨ytto¨kelpoinen mita¨ erilaisimpiin parametrien estimointitehta¨viin. Sen
ka¨ytto¨ ei ole mitenka¨a¨n rajoittautunut juuri ta¨ssa¨ tyo¨ssa¨ esiteltyyn ongel-
maan, vaan sita¨ voi pita¨a¨ laajennuksena tavalliseen suurimman uskottavuu-
den menetelma¨a¨n. Kaikki normaalit suurimman uskottavuuden estimoinnit
voidaan suorittaa simuloimalla ja saada approksimatiivisia tuloksia, mutta
myo¨s monet tavallisen uskottavuuspa¨a¨ttelyn ulottumattomissa olevat ongel-
mat ratkeavat simuloimalla.
Simuloitu uskottavuuspa¨a¨ttely tarjoaa myo¨s joitain mahdollisuuksia verra-
ta eri estimaattorien suorituskykya¨ ja ylipa¨a¨ta¨nsa¨ mallin identifioituvuut-
ta. Kahta kilpailevaa harhatonta estimaattoria vertaillaan yleensa¨ varians-
sien avulla. Varianssit na¨kyva¨t kuitenkin myo¨s log-uskottavuusfunktion kaa-
revuudessa suurimman uskottavuuden arvion kohdalla. Simuloidusta log-
uskottavuusfunktioista voidaan siten helposti todeta, kummalla kahdesta
(tai useammasta) kilpailevasta estimaattorista on pienin varianssi eli suurin
kaarevuus. Estimaattorin asemassa ta¨ssa¨ voi olla esimerkiksi kaksi vaihtoeh-
toista, hieman eri tavalla mitattavaa tunnuslukua.
Myo¨s tunnusluvun eli mitattavan suureen ja¨rkevyys na¨kyy log-uskottavuus-
funktiossa. Jos malli ei ole identifioituva eli tunnusluku ei kerro mita¨a¨n
mallin parametreista, on funktio silloin vakioarvoinen. Ta¨ssa¨ tapauksessa
myo¨s simuloitu uskottavus olisi hyvin la¨hella¨ vakiofunktiota, eika¨ maksi-
moinnissa lo¨ydetta¨isi luotettavaa maksimia. Ta¨ma¨n tyo¨n tapauksessa log-
uskottavuudesta voidaan na¨hda¨, etta¨ valitut tunnusluvut ovat ja¨rkevia¨ ja
antavat informaatiota mallin parametreista, koska uskottavuudella on sel-
kea¨ yksi globaali maksimi.
Ta¨ssa¨ tyo¨ssa¨ esitellylla¨ menetelma¨lla¨ on hyvia¨ sovelluskohteita pienten par-
tikkelien valonsirontatutkimuksessa. Tyo¨n pohjalta on jo yhteistyo¨ssa¨ rans-
kalaisen PROGRA2-ryhma¨n kanssa valmisteltu artikkeli, joka on hyva¨ksytty
julkaistavaksi arvovaltaiseen alan lehteen (JQSRT, Journal of Quantitative
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Spectroscopy and Radiative Transfer). Eteenkin refraktioindeksin arvioin-
nissa ta¨lla¨ menetelma¨lla¨ voi olla paljon sovelluskohteita.
Juuri B4C-partikkelien mallinnus on jo nyt antanut hyo¨dyllisia¨ tuloksia myo¨s
ka¨yta¨nno¨ssa¨. Alunperin polarisaatioka¨yra¨ 13 µm kokoluokassa PROGRA2-
ryhma¨n mittauksissa oli hieman epa¨johdonmukainen verrattuna kokoluok-
kiin 9 ja 88 µm. Kun ta¨ssa¨ esitelty teoreettinen malli antoi polarisaatiosta
hyvin erilaiset tulokset, ranskalaiset lenna¨ttiva¨t 13 µm:n kokoluokan uu-
delleen. Uudet tulokset olivat jo paremmin ymma¨rretta¨via¨, mutta viela¨kin
teoreettinen malli na¨ytti, etta¨ 9 ja 88 µm:n kokoluokat sopivat hyvin yh-
teen, kun taas 13 µm:n kokoluokka ka¨ytta¨yi omalaatuisesti. Uusi tarkem-
pi tarkastelu osoitti, etta¨ ranskalaisten ka¨ytta¨ma¨ssa¨ na¨ytteessa¨ oli mukana
muutamia paljon 13 µm:n kokoluokkaa suurempia partikkeleita, jotka ai-
heuttivat va¨a¨ristyma¨a¨ polarisaatioon. Kun ta¨ma¨ korjattiin, saatiin vihdoin
hyva¨ yhteensopivuus seka¨ teoreettisen mallin etta¨ havaintojen kanssa. Vaik-
ka havainnoissa oli jo etuka¨teen havaittu ongelmia, ei luultavasti ainakaan
toista korjauskierrosta olisi osattu tehda¨ ilman teoreettisen mallin tukea.
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A Tasainen jakauma pallokoordinaateissa
Tasainen jakauma pallokoordinaateissa tarkoittaa sita¨, etta¨ origosta la¨hteva¨t
pallokoordinaattisuunnat (θ, φ) ovat jakautuneet tasaisesti pallon pinnalle.
Tasaisessa kaksiulotteisessa jakaumassa tietyn alueen todenna¨ko¨isyys on ai-
na suoraan verrannollinen alueen pinta-alaan, mutta pallokoordinaateissa
ta¨ma¨ pinta-ala lasketaan pallon pinnalta. La¨hestyta¨a¨n satunnaismuuttujien
(Θ,Φ) yhteisjakaumaa fΘ,Φ kertyma¨funktion ja pallon pinnalla olevan alu-
een alasta la¨htien.
La¨hdeta¨a¨n riippumattomuudesta. Jos ja vain jos muuttujat Θ ja Φ ovat kes-
kena¨a¨n riippumattomia, niin yhteiskertyma¨funktio separoituu, eli FΘ,Φ(θ, φ)
= FΘ(θ)FΦ(φ). Toisaalta taas tasainen jakauma merkitsi sita¨, etta¨ kerty-
ma¨funktio on suoraan verrannollinen kertyneen alueen pinta-alaan. Navalta
la¨hteva¨n pallosegmentin osan Θ ∈ (0, θ), Φ ∈ (0, φ) ala ω pallon pinnalla on
ω = 2 sin2
(θ
2
)
φ , (17)
joten kertyma¨funktio separoituu halutulla tavalla:
FΘ,Φ(θ, φ) ∝ ω ⇒ FΘ(θ) ∝ sin2
(θ
2
)
ja FΦ(φ) ∝ φ . (18)
Samalla na¨hda¨a¨n, etta¨ muuttujan Φ jakauma on tasainen jakauma, ja muut-
tujan Θ jakauma saadaan derivoimalla kertyma¨funktio
FΘ(θ) ∝ sin2
(θ
2
)
⇒ fΘ(θ) ∝ sin θ2 . (19)
Satunnaissuuntien arpominen tasaisesta jakaumasta pallokoordinaateissa on
nyt helppoa. Riippumattomuuden ansiosta voidaan φ arpoa suoraan tasai-
sesta jakaumasta va¨lilta¨ [0, 2pi]. Kulman θ arpomiseen tarvitaan ensin ja-
kaumamuunnos Y = 12
(
1 − cos(Θ)), jotta pa¨a¨sta¨a¨n tasaiseen jakaumaan.
Todistetaan seuraavaksi muunnos. Muunnos on ma¨a¨rittelyalueellaan [0, pi]
monotonisesti kasvava funktio, joten uuden muuttujan Y jakaumaksi saa-
daan
fY (y) = fΘ
(
θ(y)
) dθ(y)
dy
∝ sin
(
arccos(2y − 1))
2
1√
(1− y)y = 1 . (20)
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Kun uuden muuttujan Y ma¨a¨rittelyalue on va¨li [0, 1], on Y siis tasajakautu-
nut. Ka¨a¨nteismuunnoksella θ := θ(y) = arccos (2y − 1) saadaan tasajakau-
masta oikeaa jakaumaa noudattava kulma θ arvottua.
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B La¨hdekoodi monitahokasmallin realisaatioiden
arpomiseen
Seuraava la¨hdekoodi toimii Mathematica-ohjelman versiossa 4.
Needs[ "Statistics‘ContinuousDistributions‘"];
Needs[ "Calculus‘VectorAnalysis‘"];
Needs[ "DiscreteMath‘Combinatorica‘"];
Needs[ "DiscreteMath‘ComputationalGeometry‘"];
(* Johdetaan thetan kertyma¨funktion ka¨a¨nteisfunktio
satunnaislukujen arvontaa varten. *)
f[theta_] := Sin[theta]/2;
F[theta_] = Integrate[ f[x], {x, 0, theta}];
ans = Solve[ x == F[y], y];
Finv[x_] = (y /. ans[[2, 1]]);
(* Reparametroitu log-normaalijakauma odotusarvolla 1 *)
nMu[sigma_] := -1/2 Log[sigma^2 + 1];
nSigma[sigma_] := Sqrt[ Log[sigma^2 + 1]];
rf[sigma_] := LogNormalDistribution[nMu[sigma], nSigma[sigma]]
(* Yhden monitahokkaan luova ohjelma, argumenttina
parametrit n ja sigma, tuloksena tunnusluvut k ja d,
eli projektion kulmien ma¨a¨ra¨ ja maksimila¨vista¨ja¨ *)
proj[ n_, sigma_] :=
Module[ {sa¨teet, suunnat, data, p, k, d},
(* arvotaa sa¨teet ja suunnat *)
sa¨teet = RandomArray[ rf[ sigma]], n];
suunnat =
Table[ {Finv[ Random[]], Random[Real, {0, 2 Pi}]}, {n}];
(* koordinaattimuunnos *)
data =
Table[ CoordinatesToCartesian[ {sa¨teet[[i]], suunnat[[i, 1]],
suunnat[[i, 2]]}, Spherical], {i, n}];
(* projektio ja konveksi verho *)
p = data[[All, {1, 2}]];
p = Part[ p, ConvexHull[ p]];
(* tunnusluvut *)
k = Length[ p];
p = Map[ Function[ x, Apply[ Subtract, x]], KSubsets[ p, 2]]^2;
d = Sqrt[ Max[ Map[ Function[ x, Apply[ Plus, x]], p]]];
{n, sigma, k, d}
]
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C Rosenblatin ehtojen todistus ydinestimaatille
Todistetaan va¨ite Gaussin ytimen ja kaavan (7) mukaisen silotusparametrin
muodostaman ydinestimaatin asymptoottinen harhattomuus ja konsistenssi
Rosenblatin ehdoilla.
Va¨ite (9a): ∫ ∞
−∞
K(x)dx = 1 (21)
Todistus:
Ydin on normaalijakauman tiheysfunktio, ja siten pinta-alaltaan
yksi.
Va¨ite (9b):
sup
x
K(x) <∞ (22)
Todistus:
Normaalijakauman tiheysfunktio on a¨a¨rellinen, kunhan varianssi
σ2 > 0. Havaintoja ta¨ytyy siis olla useampi kuin yksi, jotta va-
rianssi ei olisi nolla. Todenna¨ko¨isyys etta¨ varianssi on nolla, kun
havaintoja on kaksi tai enemma¨n on nolla, ja tapauksena muu-
tenkin patologinen. Va¨ite on siis voimassa todenna¨ko¨isyydella¨
yksi kun otos on kooltaan kaksi tai enemma¨n, kuten tiheysfunk-
tion estimoinnissa kuuluukin.
Va¨ite (9c):
lim
x→∞xK(x) = 0 (23)
Todistus:
Ka¨yteta¨a¨n l’Hospitalin sa¨a¨nto¨a¨ limx→∞
f(x)
g(x) = limx→∞
f ′(x)
g′(x) , ja
valitaan f(x) = x ja g(x) = K(x)−1. Nyt f ′(x) = 1 ja
g′(x) = (x− µ)
√
2pi
h
e
1
2
(x−µ
h
)2 , (24)
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mika¨ la¨hestyy a¨a¨reto¨nta¨, kun x kasvaa rajatta. Siten derivaatto-
jen suhde la¨hestyy nollaa, kun x kasvaa rajatta.
Va¨ite (9d):
lim
n→∞h(n) = 0 (25)
Todistus:
Silotusparametrin kaavassa h(n) = σ
(
4
p+2
) 1
p+4
n
− 1
p+4 hajonta
σ on a¨a¨rellinen ja n−
1
p+4 la¨hestyy nollaa, joten h(n) la¨hestyy
nollaa.
Va¨ite (9e):
lim
n→∞nh(n) =∞ (26)
Todistus:
Samassa silotusparametrin kaavassa hajonta on taas a¨a¨rellinen,
mutta n:sta¨ riippuva osa n
p+3
p+4 la¨hestyy a¨a¨reto¨nta¨, joten nh(n)
la¨hestyy a¨a¨reto¨nta¨.
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D Simuloidun suurimman uskotavuuden estimoin-
nin toteutus
Ohjelman la¨hdekoodi noudattaa FORTRAN 90 -standardia.
PROGRAM likelihood
! Maximum likelihood - ohjelma, keva¨t 2002, Antti Penttila¨
! Laskee ML-pinnan, kun annetaan otosdata ja simuloitu mallidata.
IMPLICIT NONE
INTEGER, PARAMETER :: statN = 2, fprec = SELECTED_REAL_KIND(12)
INTEGER, DIMENSION(:,:,:), ALLOCATABLE :: histo
INTEGER, DIMENSION(:), ALLOCATABLE :: nVal, kVal
INTEGER :: simuN, sampleN, nN, sN, kN, i, j, k, stat, ti1, ti2, ti3, ii, &
& jj, kk
REAL (KIND=fprec), PARAMETER :: M_PI = 3.141592653589793_fprec
REAL (KIND=fprec), DIMENSION(:,:,:), ALLOCATABLE :: pSample
REAL (KIND=fprec), DIMENSION(:,:), ALLOCATABLE :: sampleD, MLD, sigmaD, &
& meanD, simuD
REAL (KIND=fprec), DIMENSION(:), ALLOCATABLE :: sVal
REAL (KIND=fprec) :: tf, h, globmax
CHARACTER (LEN=60), PARAMETER :: outfileP = ’pSample.dat’, &
& outfileML = ’ML.dat’
CHARACTER (LEN=200) :: simufile, samplefile
LOGICAL :: status
! Tiedostojen nimet komentorivilta¨
CALL GETARG (1, simufile)
CALL GETARG (2, samplefile)
! Luetaan taulukot ja varataan muistia
OPEN (8, FILE=simufile, ACTION=’READ’, STATUS=’OLD’)
INQUIRE(8, OPENED=status)
IF (.NOT. status) THEN
WRITE (*,*) ’Tiedostoa ’, simufile, ’ ei saada avatuksi’
STOP
END IF
READ (8, *) simuN, nN, sN, kN
ALLOCATE (simuD(simuN,2), nVal(nN), sVal(sN), kVal(kN), STAT=stat)
IF (stat /= 0) THEN
WRITE (*,*) ’Muistin varaus epa¨onnistui, taulukko’
WRITE (*,*) simufile
STOP
END IF
READ (8,*) nVal(:)
READ (8,*) sVal(:)
READ (8,*) kVal(:)
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OPEN (7, FILE=samplefile, ACTION=’READ’, STATUS=’OLD’)
INQUIRE(7, OPENED=status)
IF (.NOT. status) THEN
WRITE (*,*) ’Tiedostoa ’, samplefile, ’ ei saada avatuksi’
STOP
END IF
READ (7, *) sampleN
ALLOCATE (sampleD(sampleN,statN), STAT=stat)
IF (stat /= 0) THEN
WRITE (*,*) ’Muistin varaus epa¨onnistui, taulukko’
WRITE (*,*) samplefile
STOP
END IF
! Logaritmimuunnos muuttujalle d
DO i=1,sampleN
READ(7, *) sampleD(i,:)
sampleD(i,2) = LOG (sampleD(i,2))
END DO
CLOSE (7)
! Lukuma¨a¨ra¨t kulmien ma¨a¨ra¨lle k, seka¨ keskiarvot ja hajonnat
ALLOCATE (histo(nN,sN,kN), meanD(nN,sN), sigmaD(nN,sN), STAT=stat)
IF (stat /= 0) THEN
WRITE (*,*) ’Muistin varaus epa¨onnistui, taulukko’
WRITE (*,*) ’histo ja sigmaD’
STOP
END IF
histo(:,:,:) = 0
sigmaD(:,:) = 0.0_fprec
meanD(:,:) = 0.0_fprec
! Jokaisen otospisteen todenna¨ko¨isyys
ALLOCATE (pSample(nN,sN,sampleN), STAT=stat)
IF (stat /= 0) THEN
WRITE (*,*) ’Muistin varaus epa¨onnistui, taulukko’
WRITE (*,*) ’pSample’
STOP
END IF
pSample(:,:,:) = 0.0_fprec
! ML-pinta
ALLOCATE (MLD(nN,sN), STAT=stat)
IF (stat /= 0) THEN
WRITE (*,*) ’Muistin varaus epa¨onnistui, taulukko’
WRITE (*,*) ’MLD’
STOP
END IF
globmax = 0.0_fprec
globmax = -1/globmax ! pienin mahdollinen luku
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! Pa¨a¨looppi yli parametrien n ja sigma_L arvojen
DO i=1,nN
DO j=1,sN
! Luetaan pala simuloitua aineistoa
DO k=1,simuN
READ(8, *) ti1, tf, simuD(k,:)
IF (ti1 /= nVal(i) .OR. tf < sVal(j)-0.00001_fprec .OR. &
& tf > sVal(j)+0.00001_fprec) THEN
WRITE (*,*) ’Problem on line’, i*j*k
WRITE (*,*) ’should be’, nVal(i), sVal(j)
WRITE (*,*) ’is’, ti1, tf
CLOSE (8)
STOP
END IF
END DO
! Skaalataan la¨vista¨ja¨ arvoon 1 ja logaritmoidaan
simuD(:,2) = simuD(:,2) * simuN / SUM (simuD(:,2))
simuD(:,2) = LOG (simuD(:,2))
! k:n arvojen todenna¨ko¨isyydet, d_l:n keskiarvo ja hajonta
DO k=1, simuN
ti1 = MINLOC (ABS (kVal-simuD(k,1)),1)
histo(i,j,ti1) = histo(i,j,ti1) + 1
meanD(i,j) = meanD(i,j) + simuD(k,2)
sigmaD(i,j) = sigmaD(i,j) + simuD(k,2)**2
END DO
meanD(i,j) = meanD(i,j) / simuN
sigmaD(i,j) = SQRT (sigmaD(i,j) / simuN - meanD(i,j)**2)
! Kernel-estimaatti
DO k=1, sampleN
DO ii=1, simuN
IF (simuD(ii,1) == sampleD(k,1)) THEN
ti1 = MINLOC (ABS (kVal-sampleD(k,1)),1)
h = sigmaD(i,j) * (4.0_fprec/3.0_fprec)**(1.0_fprec/5.0_fprec) &
& * histo(i,j,ti1)**(-1.0_fprec/5.0_fprec)
tf = EXP (-0.5_fprec * ((sampleD(k,2) - simuD(ii,2)) / h)**2) / &
& (sqrt(2*M_PI) * h * simuN)
pSample(i,j,k) = pSample(i,j,k) + tf
END IF
END DO
END DO
! ML-pinta
MLD(i,j) = SUM (LOG (pSample(i,j,:)))
IF (MLD(i,j) > globmax) THEN
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globmax = MLD(i,j)
END IF
END DO
END DO
CLOSE (8)
MLD(:,:) = MLD(:,:) - globmax ! Skaalataan ML-pinta
! Tulokset tiedostoon
OPEN (7, FILE=outfileP, ACTION=’WRITE’, STATUS=’REPLACE’)
INQUIRE (7, OPENED=status)
IF (.NOT. status) THEN
WRITE (*,*) ’Tiedostoa ’, outfileP, ’ ei saada avatuksi’
STOP
END IF
WRITE (7, ’(3I5)’) nN, sN, sampleN
DO i=1, nN
WRITE (7, ’(I5)’, ADVANCE=’NO’) nVal(i)
END DO
WRITE (7, *) ’’
DO i=1, sN
WRITE (7, ’(F6.3,X)’, ADVANCE=’NO’) sVal(i)
END DO
WRITE (7, *) ’’
DO i=1, sampleN
WRITE (7, ’(F5.1,F6.3)’) sampleD(i,:)
END DO
DO i=1, nN
DO j=1, sN
DO k=1, sampleN
WRITE (7, ’(E30.16E3)’, ADVANCE=’NO’) pSample(i,j,k)
END DO
WRITE (7, *) ’’
END DO
END DO
CLOSE (7)
OPEN (7, FILE=outfileML, ACTION=’WRITE’, STATUS=’REPLACE’)
INQUIRE (7, OPENED=status)
IF (.NOT. status) THEN
WRITE (*,*) ’Tiedostoa ’, outfileML, ’ ei saada avatuksi’
STOP
END IF
WRITE (7, ’(3I5)’) nN, sN, sampleN
DO i=1, nN
WRITE (7, ’(I5)’, ADVANCE=’NO’) nVal(i)
END DO
WRITE (7, *) ’’
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DO i=1, sN
WRITE (7, ’(F6.3,X)’, ADVANCE=’NO’) sVal(i)
END DO
WRITE (7, *) ’’
DO i=1, sampleN
WRITE (7, ’(F5.1,F6.3)’) sampleD(i,:)
END DO
DO i=1, nN
DO j=1, sN
WRITE (7, ’(ES24.15)’) MLD(i,j)
END DO
END DO
CLOSE (7)
END PROGRAM likelihood
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