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In this study an automatically controlled plane-strain bulge test system is used to character-
ized the mechanical behavior of nanocrystalline thin film samples. The free-standing thin
film of copper with average grain size of 35nm is fabricated with thermal evaporation or
sputtering. The tests are performed to measure Young’s modulus, determine the strain rate
for creep and monitor plastic strain recovery at room temperature and at 100oC. Based on
the experimental strain rate during the creep, The value for diffusion coefficient of copper is
obtained. This value is in agreement with the diffusion coefficient resulted from numerical
simulation for nanocrystalline copper film in another work and is about 4 orders of mag-
nitude more than the value for conventional coarse grain one. By monitoring the plastic
strain recovery, it is observed that it occurs in two rates, a fast temporary one follow by a
slower rate. This phenomena can be explained due to grain boundary based deformation
mechanisms for this grain size.
We also develop a continuum model to prescribe grain boundary diffusion as the dominant
deformation mechanism for nanocrystalline thin film with a preexisting void. The model is
implemented using FEA software Abaqus. The numerical result indicates that plastic strain
recovery occurs and it has two rates. A parametric study on different factors which can
affect the recovery is performed and the strain recovery rates obtained from each parameter
are compared with the experimental one.
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1.1 background and motivation
Recently, the rapid development of micro-electro-mechanical-system (MEMS) technology
has offered the capability to manufacture and characterize small scale specimen of the order
of micro-meter and nano-meter. These tools have given us the insight into the deformation
mechanisms and failure mechanisms of many classes of the material.
Nanocrystalline metals are defined as metals with an average grain size of smaller than
100nm and have been the subject of widespread research in recent years. The main rea-
son for this considerable interest is in their different material properties compared to the
coarse-grain ones. These properties are generally appealed such as high strength, increased
resistance to environmentally-assisted damage, increasing strength and/or ductility with in-
creasing strain rate[80, 42]. Although the limited tensile elongation in the grain size can be
considered as undesirable one. The dominant deformation mechanism in microcrystalline
materials, which causes plastic deformation, is based on creation, motion and multiplication
of large number of dislocations and therefore the strength of such materials can be enhanced
when dislocation activities are inhibited. In conventional microcrystalline materials, when
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the resolved shear stress along slip planes in the grains reach a critical value, dislocations
are generated with common sources such as Frank-read sources, then move along the slip
directions. However grain boundaries act as obstacles to the dislocation motion. When the
dislocations move along the slip planes in each grain, they ultimately stop and pile up at the
grain boundary since they must change their direction of motion in order to penetrate in an-
other grain due to their different orientations of the slip system in the neighboring grains. As
the grain size is decreased into the order of nanometer, the activity for dislocation becomes
difficult and consequently the plastic deformation due to dislocation nucleation and motion
get limited and the number of dislocation piled up at the grain boundaries decreases for a
given resolved shear stress. In other word, to generate the same number of dislocations, a
higher stress is required. It should be mentioned that since Frank-Read source cannot oper-
ate at this order of the grain size, grain boundaries acts as the sink and source of dislocation.
Dislocations emit form stress concentrations at the grain boundary and after intragranular
slip are absorbed by the other side of the grain boundary. Based on Molecular Dynamic sim-
ulations the possibility of existence of partial or perfect dislocation is related to the Staking
Fault Energy of the crystal [68].Therefore, limited ductility become an intrinsic property of
the nanocrystalline structure[68]. This explains the Hall-Petch effect which predicts strength
hardening with decreasing the grain size[27].
σy = σ0 +
Ky√
d
where σy is the yield stress, σ0 is a materials constant for the starting stress for dislocation
movement (or the resistance of the lattice to dislocation motion), Ky is the strengthening
coefficient and d is the average grain size. As the grain size decreases, At the same time, the
volume fraction of grain boundaries increases such that the grain boundaries begin to play
crucial role in the plastic deformation of materials [48]. It has been observed that further
2
decreasing the grain size beyond a specific size, sometimes cause the material to becomes
softer, a situation known as the inverse Hall-Petch effect[59, 48, 42] (figure (1.1) ).
Figure 1.1: Schematic representation of the variation of yield stress as a function of grain
size in micro-crystalline, ultra-fine-crystalline and nano-crystalline metals and alloys[42]
Based on limiting the traditional plasticity, higher fraction of grain boundary, observing ef-
fects such as inverse Hall-Petch effect and strain rate sensitivity in nanocrystalline materials
compare to their bulk counterpart, a diffusion base mechanism should be responsible for the
deformation in this kind of materials which is affected by grain boundary. Yamakov et al.
showed the deformation-mechanism map for nanocrystalline metals by the help of molecular
dynamic simulation[94]. The result of this simulation elucidates the transition from disloca-
tion based to grain boundary deformation mechanism as grain size is decreased (figure (1.2)).
Diffusional accommodation occurs by transport of material either along the grain boundaries
or through the lattices of grains.
3
Figure 1.2: Deformation mechanism map for nanocrystalline material[94]
Recent experiments on the face-centered cubic (FCC) and hexagonal close packed (HCP)
nanocrystalline metals show an increase of more than 10-fold in strain-rate sensitivity in
contrast to their conventional coarse-grained counterparts[82, 9]. This observation again is
provident to the change of deformation mechanism to the diffusion base mechanisms in here
known as grain boundary sliding and diffusion. The relation between strain rate and grain
size during coble creep which is a form of diffusion creep, as a grain boundary diffusion








In this equation d is the grain size, Ω is the atomic volume, δ is the thickness of the layer in
which grain boundary diffusion takes place, D is the grain boundary diffusion, k is boltzman
constant, T is temperature and α is a constant[11].
It has also been observed that the inelastic deformation in nanocrystalline material can be
partially to fully be recoverable[80, 57]. This recoverable plastic deformation, suggests the
role of diffusion based mechanisms in deformation[83, 80].
In this work, we report experimental observations of plastic strain recovery in free-standing
thin films of face-centered cubic nanocrystalline metals. The experiments are performed
using a thin film bulge test to induce a load to the nanocrystalline metal films. After inducing
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plastic deformation to the thin film, the load is removed. Since the free-standing film has
developed plastic deformation, therefore after unloading the wrinkled pattern is observed on
the film .By monitoring the curvature of sample with time, the film shortens and eventually
recovers a flat profile. By continuously measuring the length of the buckled film, we obtained
the rate at which the plastic strain recovers, and find both a characteristic transient rate of
plastic strain recovery as well as a steady-state rate of plastic strain recovery. Many potential
deformation mechanisms may be activated in a load-recovery cycle, including dislocation-
mediated plastic deformation either from sources within a grain or from grain boundaries;
electromigration[89, 36]; grain growth[25, 46];grain boundary sliding [63]; and diffusive
mechanisms[93] . In this work, we postulate that the observed plastic strain recovery occurs
as a consequence, predominantly, of grain boundary diffusion. We also develop a finite
element model that accounts for diffusive flow over grain boundary and void surface base of
the gradient of chemical potential. The model shows both the transient and the steady-state
plastic strain recovery rates, which demonstrates the plausibility of the assumption that the
plastic strain recovery is driven predominantly by grain boundary diffusion.
1.2 thesis overview
The overall goal of the current thesis is to understand material properties and deformation
mechanism for nanocrystalline thin films, specially during plastic recovery.
Chapter 2 reviews different techniques for testing thin films and justifies the reason for using
a plane strain bulge test. Then we explained the detail about bulge test set up and characteri-
zation of the mechanical response of the thin film and provide full details of the preparation
process for free-standing nanocrystalline thin film. The experiments on the specimen is pre-
sented and the results are discussed. The experiments are performed for measuring elastic
modulus, strain rate during creep and monitoring plastic strain recovery.
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Chapter 3 reviews the theory behind the deformation mechanisms in nanocrystalline material
which cause strain recovery. We explore the constitutive equation behind the grain bound-
ary diffusion theory and also demonstrate the potential function used for the cohesive zone
modeling which is embed in the grain boundary to capture the behavior at the void tip.
In chapter 4 we offer a continuum simulation for plastic strain recovery based on the constitu-
tive equations obtained in chapter 3. We use Abaqus to implement a user element subroutine
for modeling the experimental phenomena.
Finally, concluding remarks and suggestions for future research work are given in chapter 5.
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Chapter 2
Experimental study of Nanocrystalline
thin film
2.1 Introduction
2.1.1 Experimental methods for Nanocrystalline thin films
The mechanical properties of micro-scale metal specimens can vary considerably from those
measured on bulk samples of materials at the macro-scale[2]. Some of the important me-
chanical properties which need characterization are elastic properties, room and elevated
temperature strength, fracture toughness and fatigue behavior. In macro-scale studies of me-
chanical behavior of materials, it is common to create test samples of the materials, subject
them to forces and displacements, and measure the corresponding response. Usually, simple
stress states, such as tension, compression, torsion and bending, are used to permit the cal-
culations of stress and strain from the measured forces and displacements[37]. Such an ap-
proach cannot be used to study the mechanical behavior of materials used in MEMS because
of the difficulties associated with specimen fabrication and handling as well as the extremely
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small loads and displacements involved in such cases[14, 91, 90]. In the past decade, sev-
eral specialized techniques have been developed to characterize the mechanical behavior of
thin films. Current methods include depth-sensing nanoindentation, microbeam bending, mi-
crotensile testing, bulge testing, x-ray diffraction, and substrate curvature measurement[16].
Elastic, plastic, creep, fatigue, fracture toughness, interfacial toughness as well tribological
properties can be determined utilizing these techniques, but each of these method has weak-
nesses in determining some of the material properties mentioned before. Some of the critical
issues and advantages for each technique are mentioned in the following.
Nanoindentation Depth sensing:
Nanoindentation is by far the most commonly used technique for characterization of mechan-
ical behavior of materials used in MEMS. This is because of its relative simplicity and no
additional requirement of specimen fabrication and preparation. However its main weakness
is that the stress state beneath the indentation is complex. Nanoindentation has been used
to determine elastic properties, hardness, plastic properties, fracture toughness, interfacial
toughness, fatigue, creep, friction coefficient as well as residual stresses in films patterned to
make MEMS structures such as cantilevers and beams. The experiment should be performed
prior to the material’s release from the substrate[7, 53]. The main information that one gets
from a nanoindentation test is the load versus depth of penetration during the indentation
process and it is not suitable for unambiguously measuring the work-hardening behavior or
the residual stress in the film[10, 74].
Microbeam bending:
Microbeam deflection experiments using a nanoindenter are well established for determining
yield stress and elastic stiffness of materials used in MEMS at the same length scale[32, 4]. In
this technique, very small cantilever beam specimens are used which are produced by surface
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or bulk micromachining techniques. Here again the nanoindenter is used as a loading tool
and not an indenting tool. The elastic modulus and the yield strength of the material can be
determined from the load deflection curve using beam theory or FEM[32, 4]. This technique
can also be extended for measuring the fracture toughness by introducing a crack in the
cantilever or the fatigue response of the films by superimposing an oscillating signal along
with the monotonic force signal and using the continuous stiffness
Substrate curvature:
In this test method a film-on a substrate is subjected to thermal stress. This method involves
using thermal expansion and substrate curvature methods for certain film substrate com-
binations. When the temperature of the bilayer beam is changed, the difference in thermal
expansion between the film and the substrate sets up internal biaxial stresses in the composite
which vary with the temperature such that dσ = E∆αdT (1−ν)where, T is the temperature
and α is the difference between the thermal expansion coefficients of the film and the sub-
strate, σ is stress, E is Young’s modulus and ν is Poisson ratio. The radius of curvature, R,
is related to the stress[62, 4]. The drawback of this method is that, the film strain can only
be changed by changing the temperature, thus making it difficult to interpret the results[3].
The methods above are used for the samples with substrates not frees-standing films. Among
techniques developed to measure the mechanical behavior of freestanding thin films, the
micro- tensile test and the bulge test techniques are widely used. These techniques require
some sample preparation, but they can be readily applied to measure intrinsic film properties




The equivalent of a tensile test performed on a bulk sample is desirable for thin films used
in MEMS devices because the stress and strains in a tensile test are uniform and they can
be measured directly and independently. Also, no mathematical assumptions are needed
to calculate the elastic and plastic properties from the experimental data. However, there
are three significant issues to be considered in tensile testing: specimen preparation, force
application, and strain measurement[28]. The most very difficult is to accurately measure
the strain so that the Young’s modulus can be determined. The most common approach is
to measure the overall deflection of a straight gage section, but deformation of the grip ends
can enter the calculation and add some errors[20].
The bulge test:
In the bulge test, freestanding thin films are obtained by opening a window from the backside
in the substrate. The freestanding film is deflected by applying a uniform pressure to the film.
The mechanical properties of the film are determined from its pressure-deflection behavior.
Compared with microtensile testing, the bulge test technique has the unique advantage of
precise sample fabrication and minimal sample handling. With some care, freestanding films
as thin as 20 nm film thickness can be prepared and tested. This method has the advantage
of applicability at the wafer level and allows measurement of the residual stress in the ma-
terial. Two major advantages associated with bulge test are the ease of specimen handling
and the capability of imposing loading conditions. These advantages are unparalleled by
other thin film testing methods such as nanoindentation, substrate-curvature technique, and
microtensile testing. It is therefore not surprising that bulge test found many applications in
the field of materials testing, where dynamic mechanical tests, creep and viscoelastic tests,
and high-temperature testing[98, 75, 26, 33, 77, 96, 90, 78, 81, 95, 97]. This method also
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is capable of applying load with precise control on the loading rate. This is important to to
investigate material properties in a very wide range for strain-rate, especially rates as low
as 10−6− 10−7/s . Also the test can be controlled to be performed under constant strain
rate to avoid the effect of strain rate sensitivity. It is especially important when we work on
nanocrystalline thin films which have higher strain rate sensitivity[91, 90].
2.1.2 Introduction on plane-strain bulge test technique
Bulge testing of thin films was first reported by Beam in 1959, as a technique for measuring
in-plane mechanical properties of thin films[6]. The test was used to study the tensile strength
of thin silver and gold films. Initially, the technique suffered from a number of problems
related to sample processing, handling, and data analysis. The rapid development of silicon
micromachining technology due to interest on semiconductor on 80’s has made it possible to
manufacture bulge test samples with precisely controlled dimensions and has reduced sample
handling issues[78, 71]. These improvements have made accurate bulge testing possible.
To explain the experimental data and relate them to the mechanical properties of the tested
films, both theoretical and numerical analyses have been conducted to understand the pres-
sure–deflection relation for membranes with various shapes. Hencky was the first to publish
an analytical solution for the elastic deflection of a pressurized circular membrane with fixed
edges[30]. Vlassak generalized Hencky’s solution to include the influence of residual stress
on the deflection of a membrane[76]. The problem becomes more complex for noncircu-
lar geometries such as square or rectangular membranes. An exact elastic solution for the
problem of a pressurized square membrane was given by Levy but is too complex to be
practically useful[44]. A number of researchers have developed approximate solutions us-
ing energy minimization methods[78, 71, 45, 73]. Vlassak and Nix[78] derived an accurate
expression for the elastic load–deflection behavior of square and rectangular membranes fol-
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lowing an approach originally developed by Timoshenko[73]. The effect of residual stress on
the membrane deflection was also taken into account. These researchers further found that
once the aspect ratio of a rectangular membrane exceeds 4, the deflection at the center of the
membrane is nearly independent of the aspect ratio and can be approximated with the exact
solution for an infinitely long rectangular membrane, which can be readily derived[78, 73].
The accuracy and reliability of the bulge test has been analyzed by a number of researchers.
Itozaki showed that failure to include the initial height of the membrane in the analysis leads
to an apparent nonlinear elastic behavior of the film[35]. Small et al. analyzed the influence
of initial film conditions such as film wrinkling, residual stress, and initial height of the mem-
brane using finite element analysis[65, 64]. Vlassak[76] investigated the contribution of the
film bending stiffness to the deflection of a membrane. He showed that for typical bulge test
geometries, the bending moment is only significant very close to the edge of the membrane
and is negligible everywhere else. These analyses, together with new sample preparation
techniques based on Si micromachining, revolutionized the bulge test to be a useful tech-
nique to accurately measure the elastic properties of both freestanding films and multilayers
across a wide range of materials, including ceramics, metals, polymers, etc.[78, 47, 95]. Be-
cause the bulge test technique measures isothermal stress-strain curves of freestanding films,
it is also ideal for studying plasticity in thin films. Mathematical analyses of the bulge test,
however, are based on linear elasticity and may not be applied to the plastic regime. In cir-
cular, square, or rectangular membranes with small aspect ratios, the stress and strain in the
film are not uniform[76]. As a result, plastic flow does not initiate uniformly in the mem-
brane. Even after the entire membrane has yielded, different parts of the membrane undergo
different amounts of plastic deformation, and the resulting stress state in the film can be quite




In this study the goal is to characterize mechanical properties, creep and plastic strain re-
covery of free-standing thin film of copper. Preparing free-standing films requires various
fabrication steps. To avoid thermal and chemical effects on the sample during different steps
of deposition, we deposit thin film of copper in the final step. For the substrate wafer, a
525 µm thick silicon wafer (<100> surface orientation) is used. The wafer is sandwiched
between two layers of low stress, low pressure chemical vapor deposition (LPCVD) sili-
con nitride on the both sides and with the thickness of 100nm on each side. To open a
window on one side of the sample a layer of positive photo-resist S1813 (Shipley) is spin
coated on the surface. The speed of coating is 2500rpm for a duration of about 40 second.
The wafer is pre-baked for 60s at 90oC to make the resist photosensitive. It is followed
by a standard photo-lithography with an intensity of 8mW/cm2 (Karl Suss MJB3 Aligner).
The lithography mask is chosen to expose only a rectangular window with dimension of
2mm×10mm with ultraviolet light for 15s which is followed by post-baking the sample for
60s and 90Co. To remove the photoresist from the exposed area, we put the sample into AZ
300MIF (CLARIANT) developer for about 30 seconds. Therefore, every where in the sam-
ple except the window is covered with the resist, so by employing a 60 second reactive ion
etching (RIE, 250mTorr, 250W in CF4/O2 atmosphere, TECHNICS Series 800), the silicon
nitride layer is etched from the rectangular window region.
Next, the silicon wafer is anisotropically wet etched in 30wt.% potassium hydroxide (KOH)
solution at 85oC. This process take about 7 hours until the silicon is etched all the way
through the cross section. The wafer at this step has a freestanding rectangular silicon nitride
membrane on the top of silicon substrate. Before depositing the thin film of copper over
the silicon nitride, a very thin layer of chromium is needed in order to increase adhesion
between silicon nitride and copper and avoid film decohesion. It should be noted that the
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chromium layer should be removed from beneath of the final specimen, but should remain
between the film and substrate. In order to do so, a standard lift up process is performed.
First, a layer of negative photo-resist NR9-8000P (CLARIANT) is spin coated onto the free-
standing silicon-nitride surface at the rate of 2000 rpm for 40 seconds. Then the sample is
pre-baked at 150oC for 120 seconds and after that lithography is employed on the backside
of the sample with an intensity of 8 mW/cm2 for 30 seconds. In doing so, no mask is
necessary since the wafer itself works as a mask and only the photoresist in the free-standing
area is exposed. After exposure the sample is post-baked for about 120s and at 70oC and
then developed in the developer, RD6(CLARIANT). The photoresist is removed everywhere
except the window region. The adhesion layer of chromium with the thickness of about 5nm
is then deposited on the surface. This layer lifts up from the window in the next step when
the sample is washed with acetone thus removing the chromium from the region where the
final specimen will be. Finally the nanocrystalline Copper film is deposited on the wafer.
We use both thermal evaporator and sputtering method for deposition of the copper and
deposit to a thickness in the range of 150− 300nm. For both of the deposition methods,
the deposition rate of about 1A/s is used. The copper source is chosen to be high purity
99.999(Alfa Aesar). There is still a thin layer of silicon nitride beneath the copper film under
the free-standing region after deposition. The layer is removed using reactive ion etching,
but this time with lower pressure and power ( 150mTorr and 100W ). Because the copper
film is exposed to the plasma inside RIE only for a short time and the power and pressure is
very low, so it is not expected to change material properties of copper. All the processes after
depositing the nano-crystalline copper are done at room temperature, in order to maintain the
stability of the grain size. In Figure (2.1) a schematic of the bulge test sample preparation is
shown.
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Figure 2.1: Bulge test sample preparation process
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2.3 Sample Characterization
For both deposition methods, thermal evaporation and sputtering, used in this work, the
deposited thickness is below 1 µm and the deposition time is less than 2 hours. So we can
assume that the substrate temperature (Ts) compare to the melting temperature(Tm) for copper
is small enough to put the microstructure into so-called Zone 1 behavior[39, 40]. In this zone
due to a very slow surface diffusion and lack of bulk self-diffusion, the film consists of small
tapered crystals with domed tops separated by void boundaries and the internal grains usually
have a high dislocation density.
To measure the thickness of the thin film we use DekTak 3 Stylus Profilometer. This instru-
ment acquires data by slowly moving the sample beneath the diamond-tipped stylus. The
instrument has the accuracy of a few Angstroms and nominal repeatability of 10 Angstroms.
In this study to characterize the grain size of the thin film, X-ray diffraction method is per-
formed (Inel XRD 3000 module, CuKα at operating parameters of kV and mA). After ex-
posing the thin film with the x-ray, we can obtain the x-ray diffraction pattern for the film.
This pattern is a plot which shows intensity versus 2 times diffraction Bragg angle(2× θ)
(Figure (2.3)). Scherrer showed that the x-ray diffraction peaks can be broadened because
of reducing the average grain size of the specimen[58]. He derived a formula to express the
relation between the grain size and full width at half maximum (FWHM). FWHM represents
the difference of the minimum and maximum of the Bragg angle at half of the peak (Figure






Figure 2.2: Full width at Half maximum of the peak
where K is a unit cell geometry dependent constant whose value is typically between 0.85
and 0.99, λ is the X-ray wavelength, D is the average dimension of the crystallites, β is
the FWHM and θ is the Bragg peak angle. Williamson and Hall [87] used Scherrer’s the-
ory to make it an standard tool for investigation the particle size. In this work we use the
Williamson-Hall approach to measure the average grain size of the copper films.
Figure 2.3: X-ray diffraction pattern for 200nm thin film of Copper
According to this method, experimental x-ray diffraction profiles has contributions from
instrument resolution and materials structural imperfection. Separating the different contri-
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bution on line broadening, requires use of multiple diffraction peaks and analysis of the peak
shape. The profile of each peak was fitted with pseudo-Voigt function:
pV (2θ) = Io[ηL(2θ)+(1−η)G(2θ)] (2.2)
where L(2θ) is the Cauchy function, L(2θ) = [1+(2θ−2θo)2/β 2] , and G(2θ) is the Gauss
function, G(2θ) = exp(−ln(2)(2θ − 2θ2)2/β 2), and η is the mixing parameter. By fitting
the profiles with Eq. (2.2), we can obtain the FWHM (β ) for each peak. In general, the
equation for peak contribution can be expressed as:
β = βsize +βstrain +βinstrument (2.3)
where βsize is FWHM due to the grain size, βstrain is FWHM due to the microstrain and
βinstrument is due to instrumental error. Correction for the instrumental width can be obtained
by recording a diffraction which is patterned under identical condition of the same substrate,
but in the well annealed, large grained condition. According to Williamson-Hall for the
case that both strain and small particle size broadening occurs simultaneously, therefore β is
given approximately as[87, 12, 79]:
β = 4εtanθ +Kλ/Dcosθ (2.4)
where ε is the distributed strain in the sample. Thus Eq. (2.3) can be rewritten in the form
of:
βcos(θ) = 4εsin(θ)+Kλ/D (2.5)
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Based on Eq. (2.5), the slope of the plot of FWHM×cos(θ) versus sin(θ) shows information
regarding the ε and D respectively. The intercept gives information regarding the inverse of
the averaged grain size.
The x-ray diffraction pattern for 200 nm thick cu film deposited by thermal evaporation is
shown in Figure (2.3) . This pattern contains four Bragg peaks of (111), (200), (220) and
(311) plane orientations. To find the FWHM at each peak we used Pseudo-Voigt function.
By plotting each peak into the Williamson-Hall line with βcos(θ) as y axis and sin(θ) as x
axis (Figure (2.4)).
Figure 2.4: Williamson-Hall plot from X-ray diffraction pattern of the film
The intercept in the plot is K/D = 0.0048 where λ = 1.57A. This gives the grain size to be
around 35nm.
Also, we analyzed the image of the samples under Scanning Electron Microscope (SEM)
using mean linear intercept method. Figure (2.5) is a SEM image which shows the grain
structure on the surface of the thin film for both deposition methods. The grain size on the
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surface of SEM image is characterized by drawing four lines across the image center and
defining the intercepts of grains divided by length of lines as grain size. Using this method
the grain size for the samples deposited by thermal evaporation and sputtering is obtained as
35nm and 36 nm respectively.
Figure 2.5: SEM image of the thin film with thickness of 200 nm a)Thermal evaporation,
b)sputtering.
2.4 Plane strain bulge test setup
The bulge test method is a technique by which a uniform pressure is applied on the thin film
sample to induce stress. As a result the thin film membrane deflects and causes a distributed
strain to develop inside it. Figure (2.8) shows the schematic of the deflected film while
the bulge test is performed. The sample is flipped and clamped inside a chamber. The
air pressure is applied from backside and is controlled by an electrical pressure regulator
(Bellofram Inc) with accuracy of 0.2 KPa. The applied pressure is measured with pressure
transducer (Kulite XTEL-190(M) series) . The pressure regulator and pressure transducer
data are collected with a data acquisition card (DAQ PCI-6024E) with and through data
acquisition modules. A LabView Program (National Instrument) is designed to automatically
control the pressure inside the chamber to define loading and unloading loops with desired
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pressure rate. A scanning laser confocal profilometer (LT-9100, Keyence Inc.) is use to
measure the out of plane deformation at a cross section of the thin film. The minimum lateral
resolution of the profilometer is 2 µm and the vertical resolution is 10nm. The maximum
scan width of the profilometer is 1.1mm, therefore, we need to keep the open window in the
sample below this limit. The out of plane deflection data are simultaneously collected with
the pressure data. The experimental setup is showing Figure (2.6).
Figure 2.6: Thin film bulge test experimental setup
To find an approximate relation between stress and strain in the sample based on two mea-
sured data (pressure and out of plane deformation in the cross-section), we use the approach
and assumptions done by Vlassak and Nix[76, 77], as follows:
• The contribution of bending to the strain energy has been neglected (EI = 0 where E
is the elastic modulus and I is the moment of Inertia) and the edge of freestanding film
can be treated as plastic hinges. This is valid because of the deflection h is much larger
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than the thickness of the film tin figure (2.7).
Figure 2.7: Cross-section of the membrane during deformation
• For the rectangular membrane with the aspect ratio of length to the width of film more
than 4, the plane-strain condition holds for relation between stress and strain and the
cross-section of the film deform in the cylindrical shape[90].
Figure 2.8: Schematic of plane-strain bulge test setup
The stress and strain in the membrane are then uniform across the width of the membrane





















where P is the pressure applied on the film, R is the radius of the curvature of the deformed
film, t is the film thickness and a is one half of the film width and h is the deflection at the
center of the film. R and h are related through R = a
2+h2
2h .
Deflection of the center of the film is very small compared with film width 2a. Therefore,







In this work, base on Eqs.(2.6) and (2.7) , a program is designed in LabView. This program
calculate stress and strain at each moment based on the measured pressure and out of plane
deflection to characterize the material properties of the film.
2.5 Results and discussion
2.5.1 Young’s Modulus
To measure the Young’s modulus (E) of the thin film of copper with bulge test, the membrane
is pressurized gradually (loading). As a result, the film deflects in to a cylindrical shape with
radius R. By increasing the pressure the value for radius R is decreased and the out of plane
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deformation is increased. In figure (2.9) blue lines show the membrane curvature at each
time and red lines shows the circular arc fitted to that.
Figure 2.9: cross-section of the membrane profile with time
After reaching to the desired stress, the pressure on the film is reduced to reach to zero
pressure (unloading). From the unloading slope on the stress-strain curve , the plane-strain
modulus, M, can be obtained; subsequently, Young’s modulus of the material, E, is deter-
mined as M = E1−ν2 , where ν is the Poisson’s ratio; taken to be 0.35 as the value for bulk
material copper[1]. The loading-unloading cycle usually is done more than once and the
modulus is calculated as an average of the plane-stain modulus on the multiple unloading
cycles (Figure (2.10)). The loading and unloading strain rate is controllable by controlling
the pressure to be of the order of 10−6/s. The experiment is done on samples with average
thickness of about 200nm. The experimental results are shown in Table (2.1) for samples
deposited with thermal evaporation and Table (2.2) for samples deposited with sputtering.
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Figure 2.10: a)Pressure-time, b)Stress-Strain
Film thickness Number of samples AverageYoung’s Modulus
195nm 7 132 GPa
200nm 5 130GPa
215nm 4 157GPa
220 µm 7 122GPa
240µm 4 100.1GPa
260 µm 7 100.7GPa
270nm 4 111.2GPa
Table 2.1: Young’s modulus for samples deposited with thermal evaporation
film thickness number of samples AverageYoung’s Modulus
185nm 11 63.81 GPa
Table 2.2: Young’s Modulus for samples deposited with sputtering
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The Young’s modulus for 38 samples with thicknesses in the range of 195nm to 270nm
is measured to be in the range of 100− 157 GPa(2.1) . All these samples are deposited
by thermal evaporation method. This is in good agreement with published values for bulk
materials which is in the range between 109GPa to 144Gpa [1]. However for nanocrys-
talline thin films deposited with sputtering, this value is below the number reported for
microcrystallines(2.2). It can be explained due to increasing porosity and having less dense
material relative to the microcrystalline one. Comparing the SEM image of sputtering and
thermal evaporated samples also admits this hypothesis, since the porosity between grains is
more noticeable in sputtering SEM images[19].
2.5.2 Plastic Strain Recovery
In this study, we perform experiments to explore plastic strain recovery on nanocrystalline
thin film. For conventional plastic materials with grain size of the order of microns, the
plastic deformation is typically irreversible. When a material yields, plastic strain stays in
the material permanently if no external work done on the material. Plasticity in bulk metals
is known to be due to dislocation activities. Dislocations in the materials are very stable so
that to remove dislocations requires a large external energy, such as annealing materials at
high temperature.
However, plastic deformation in these experiments is found to be recoverable at room tem-
perature under the application of no external tractions. This can be explained due to the de-
formation mechanisms involve. Two research groups observed this phenomena in nanocrys-
talline thin film. First, Rajagapolan et al. [57] reported that free-standing nanocrystalline Al
and Au thin films exhibited plastic strain recovery after unloading. They performed uni-axial
tensile tests on 200nm thick Al and Au films with average grain sizes of 65nm and 50nm, re-
spectively, at strain rate of 1×10−4/s. They observed partial plastic strain recovery at room
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temperature and sometimes total plastic strain recovery when annealed at high temperature.
Moreover, after the film finished the recovery process, no strain hardening was observed in
the followed reloading cycles and no grain growth was found under transmission electron
microscopy. The authors pointed out that there are two periods in the recovery process, a
quick recovery happened in the first 400 s followed by a slow recovery in the time scale
of about 105 seconds. In addition, the authors emphasized that the plastic strain recovery
phenomenon was not found for the same material with a larger grain size of about 180 nm
even when annealed at high temperature. In the explanation they offered, they attribute this
phenomena to the dislocation activity being driven back to their nucleation sites by resid-
ual internal stresses. The stored strain energy associated with the residual internal stresses
enable the dislocation to overcome the obstacles and move back.
This phenomena was also observed with Wei et al [80]. They performed plane strain bulge
test on nanocrystalline thin films of copper with average grain size of about 40nm and
thickness of about 190nm. The thin film during loading was deformed with the rate of
about 5× 10−5/s, which is the rate at which grain boundary diffusion and sliding can
operate[84, 82]. In his work, the strain fully recovered, not only once, but for several loading-
unloading cycles.The pressure on the film is removed before failure, and the film buckles into
the shape that minimized its potential energy.
In the current work, I explore the plastic strain recovery rates for different deposition methods
and loading rates and the result are compared in Table (2.3). The profile of the film in its
buckled state is measured by laser scanning profilometer. The length of the film is then
determined by elementary numerical differentiation and integration of the measured profile.
So the residual strain is obtained and is continuously monitored over time. One such profile
of the buckled film immediately after unloading is shown in Figure (2.11). It should be
emphasized that in this state the film is not under influence of any external tractions, other
than the negligible stress due to the film bending.
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Thermal evaporation 10−6/s 6 1∼ 3×10−7/s 2000s 2∼
4×10−9/s
Thermal evaporation 10−7/s 2 3×10−8/s 2500 s 3×10−9/s




Table 2.3: Plastic Strain Recovery rate
Figure 2.11: The cross-section immediately after unloading for a sample deposited by ther-
mal evaporation - loading rate 5×10−6/s
The film begins to physically shorten immediately after unloading. This is referred to as
plastic strain recovery. In all the specimens tested herein the plastic strain is fully recovered.
An example of the evolving the cross-section during recovery is shown in Figure (2.12). This
is for a film with thickness of 200nm deposited by thermal evaporation and tested at room
temperate and strain rate of 3×10−6/s.
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Figure 2.12: the curvature of the cross-section of the sample after complete unloading for 30
hours for a sample deposited by thermal evaporation - loading rate 5×10−6/s
In this work, the recovery process for each load cycle regardless of the loading rate and
deposition method has a transient stage, follows with the steady-state stage. According to
Figure (2.13)which shows recovery rate for two deposition methods and loading rate, it can
be concluded that the steady-state rate is in the order of 10−9/s. However the transient stage
is in the order of 10−7/s for the sample deposited with thermal evaporation and loaded with
strain rate of about 10−6/s . When the loading and unloading rate decrease with one order
of magnitude, so most of the transient strain recovery occur during the unloading and the
transient rate after complete unloading is in the order of 10−8/s . For the sample deposited
with sputtering and loaded with train rate of 10−6/s, the transient recovery rate starts to be
10−6/s for about 300s second follow with transient rate in the order of 10−7/s. The summary
of residual strain recovery rates and timings are shown in Table (2.3).
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Figure 2.13: Strain recovery a) loading rate 5×10−6/s b) loading rate 5×10−7/s
Since no external traction is applied to the material during plastic strain recovery, it is likely
that the phenomenon is due to diffusion, which is driven by gradients in chemical poten-
tial. In addition, the higher volume of grain boundary area in nano-crystalline material as
compared to a microcrystalline one, causes the diffusion paths to be along grain bound-
aries. Based on the experimental results we suggest that there are two diffusion mechanisms
which are dominant in strain recovery. In the beginning, diffusion due to highly localized
heterogeneous residual stress along the grain boundary causes the high recovery rate, while
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diffusion between grain boundaries and void free-surfaces are dominant in the steady state
recovery. According to this it can be concluded that the sample deposited with sputtering has
more localized voids and porosity which causes heterogeneous high stresses in that region.
This stress, causes a higher rate at the beginning to smooth out the localized stress. These
mechanisms analyzed numerically in detail in the next following chapters .
2.5.3 Creep
In order to observe the thin film behavior under creep loading with bulge test, the sample is
pressurized up to the point that the stress reach to around 400Mpa in the thin film. Then
we control the pressure rate to have constant stress in the membrane while considering the
relation between stress (σ ), pressure (P) and curvature radius (R ) as : σ = PRt . In order to do
so, we monitor the radius of the curvature continuously and change the pressure accordingly
to maintain a constant PR . Figure (2.14) shows creep strain during constant stress and also
strain versus time for nanocrystalline thin film sample with thickness of 200nm deposited
with thermal evaporation.
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Figure 2.14: Stress-strain and strain-time plot for creep test
Figure (2.15) shows the strain rate during the creep for the same sample.
Figure 2.15: Creep-strain vs time
Table (2.4), shows the average value of strain rate obtained by doing bulge test on different
32
samples. The strain rate for both deposition method and in the temperature range that the
experiment is performed stays in the same order of magnitudes. The rate is higher at the
beginning and is gradually decreased by time. Therefore the experimental value for the






























In 1963, Coble [11] studied the relation between macroscopic creep strain ε̇ , applied tensile
stress and the grain size of the materials by assuming the macroscopic shape a change of
crystals is due to diffusional transport of atoms along grain boundaries. Coble offered the
following equation for Coble creep behavior that relates strain rate (ε̇) during the creep to







where α is proportionality constant and depends on the grain shape, k is boltzman constant,
T is temperature ,Ω is atomic volume, d is the grain size and finally δgbDgb is grain bound-
ary diffusively multiplied by grain boundary thickness . This equation predicts a nonlinear
stress-strain relation during the creep and also emphasizes that Coble diffusional creep be-
comes an important role in the inelastic deformation in microcrystalline when the grain size
decreases (ε̇ ∝ 1d3 ) . Although the typical homologous temperature for activating the coble
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diffusion is in the order of 0.3Tm for bulk materials, which Tm is the melting temperature,
but for nanocrystalline materials which the average grain size is less than 100nm, coble-type
grain boundary diffusion is considered as dominant deformation mechanism even at room
temperature [93, 38]. So Coble creep can be considered to be dominant deformation mech-
anisms in our experiments. Therefore Eq. (2.8) is valid for this case and by putting the
parameters which found experimentally in the Eq. (2.8) the value for δgbDgb is obtained.
The value for α is assumed to be 1 [83]. This is three orders of magnitude smaller than the
number offered for microcrystalline materials which is about δgbDgb = 2.99× 10−33m3/s
[83]. There are two reasons for the discrepancy: first, Coble’s result is based on a three-
dimensional analysis of spherical grains and second, the result assumes free GB sliding. For
a regular array of freely sliding two-dimensional hexagonal grains, α = 34 (Spingarn and
Nix, 1978). Adding viscosity on the grain boundary, substantially reduce the rate of the






⇒ δgbDgb = 8.36×10−30m3/s
where atomic volume Ω = 1.8× 10−29 m3 and room temperature T = 275K and Boltzman
constant is k = 1.38×10−23m2kgs−2K−1 The value obtained for grain boundary diffusion is
in very good agreement with [82] for nanocrystalline materials . We will use this value for
grain boundary diffusion value in the simulation in next chapter.
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Chapter 3
Theory and Numerical modeling of the
problem
3.1 Problem description and scheme
3.1.1 Description of the problem
According to the hypothesis offered based on the experimental observations in the previous
chapter, plastic strain recovery phenomena in nanocrystalline thin films can be explained
due to the deformation mechanisms involved. It has been shown that in this order of the
grain sizes, dislocation activities are limited and the conventional sources for dislocations
inside the grains such as Frank-Read sources ceases to be activated. It is explained in the
sense that there is a critical length scale below which these sources can no longer operate
because the stress to bow out a dislocation approaches the theoretical shear strength. At
this size the potential source for dislocation is considered to be grain boundaries. In other
words, grain boundaries work as both source and sink for dislocations[42, 66, 68]. Also,
by decreasing the grain size to the order of tens of nanometers, the volumetric fraction of
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grain boundaries increase compared to the micro-grains ones. this causes the grain boundary
mediated deformation mechanisms to play a more significant role in inelastic deformation.
It is suggested that the dominant mechanisms for inelastic deformation of nanocrystalline
copper thin films are grain boundary sliding and diffusion at low strain rate[84, 82]. In
this work, considering the grain size to be about 40 nm and the strain rate to be in the
order of 10−6/s, the nanocrystalline grains are assumed to deform due to two mechanisms:
1) elasticity inside the grains with a modest amount of plastic deformation close to triple
junctions 2) and grain boundary deformation accommodated by grain boundary diffusion
inside the grain boundaries.
3.1.2 Schematic of the model and boundary conditions
In the experimental procedure the nanocrystalline thin film is gradually pressurized from the
backside of the specimen. The pressure is uniform over the sample at each moment and the
film is assumed to deform in the cylindrical shape, at least near the specimen center. The
deformation is considered to be plane strain at each cross section and base of the calculation
on the previous chapter it has shown that it is a reasonable assumption.In the previous chap-
ter, it has been shown that because of the aspect ratio and the ratio of the thickness to the
width of the sample, these assumptions are reasonable. In order to model the experimental
sample under the pressure, we select a 2D cross-section of the real sample in figure (3.1) .
The deformation in direction normal to the cross-section is considered to be zero to maintain
the plane strain condition.
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Figure 3.1: Schematic of the sample getting from experimental specimen
For simplicity, all the grains are considered to have similar shape and dimensions. We also
neglect any effect of the grain growth in the thin film. Therefore to avoid modeling the whole
cross-section, we use symmetric boundary condition (SBC). By symmetric conditions, we
mean that the modeled system is placed in the unit cell and considered to have infinite repli-
cation of that to form an infinite 2D image. To impose SBC in the model (Figure (3.2)) the
displacement is constrained to be zero in x-dir at edge 1 and in y-dir at edge 4. The displace-
ments in x-dir and y-dir are also prescribed to be uniform on edge 3 and 2 respectively. In
the model we used for the simulation, there are two grains which are separated by a grain
boundary. The simulation is performed on grain size of 4µm and 13 µm. The material prop-
erties within the both grains are the same and assumed to be isotropic and elastic-plastic. To
account for grain boundary diffusion, we incorporate a diffusion zone (DZ) to be in coinci-
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dent with the grain boundary. The initial thickness of the diffusion zone is 1nm. We consider
pre-excists void to exist along the grain boundary. The creation of the small size voids during
fabrication of the nanocrystalline films is argued in different works[41, 55]. Since the depo-
sition is not performed under complete vacuum, it is possible that contaminations enter the
target and cause nucleation of voids at grain boundary and triple junction during deposition.
There are other mechanism responsible for void initiation such as dislocation emission from
grain boundaries and grain-boundary sliding which leaves wedges at triple junction[48] .
The void surface is approximated by two arcs with constant and equal radius R truncated by
the grain-boundary. The arcs evolve by changing the radius and the intersection angle they
make with the grain-boundary as diffusion occurs on the void surface.
Figure 3.2: Schematic of the model with symmetric boundary conditions
The material is considered to be in mechanical equilibrium at the beginning, therefore by
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having force balance at the void tip , the diffusive force balance should be held at the tip of
the void as
γb = 2γscosψ (3.1)
where γb and γs denote grain boundary and surface energy respectively. The value for surface
energy for copper is reported to be between 1 J/m2 to 1.7J/m2 [22, 80, 8, 21] and for grain
boundary energy it is between 0.5J/m2 to 0.7J/m2[29, 50]. In this work for simplicity we
prescribe grain boundary and surface energy as γs = γgb = 1J/m2 and the angle is named







) = 600 (3.2)
According to the calculations based on Griffith model that will be discussed further, the
length of the void (2a) is defined in the way to keep the void length less enough compared to
the grain length(3.11). The length of void in this model is 1.2 µm , therefore the ratio of the
void length to the grain length is 3 and 10 in the two models in this work.
Figure 3.3: dihedral angel
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3.2 Computational method
Various numerical methods have been used in previous studies to numerically simulate the
experimental observation in nanocrystalline materials. Molecular Dynamic (MD) and Finite
Element modeling are the two most common numerical analyses methods. In some basic
cases, analytical simulation has been used, but it is not suitable for complicated cases. Each
of these methods has its own strength and weakness.
These atomistic simulations provide the descriptions of nanocrystalline deformation [59, 94,
67, 88, 70, 69], which are characterized in terms of (1) grain boundary-mediated and (2)
dislocation-mediated processes. For grain boundary-mediated modes, grain boundary slid-
ing is usually accompanied by atomic shuffling and stress-assisted free-volume migration
[59, 67]. Dislocation activity can be prevalent in the nanocrystalline regime [88, 66, 68, 69]
but unlike coarse grain metals, dislocations are controlled by interaction with grain bound-
aries instead of other dislocations. A widely accepted picture is that dislocations nucleate at
grain boundaries, propagate across the entire grain, and are absorbed into grain boundaries
[69]. Continuum approaches to capture the mechanical response of nanocrystalline metals
can be categorized into (a) two-phase, (b) dislocation slip, and (c) grain-boundary types of
deformation. Two-phase models are base on an assumption that the volume fraction of grain
boundaries increases as grain size decreases and the ratio of deformation due to dislocation
or grain boundary-mediated processes are depends on grain size. Fu et al. propose a ‘core
and mantle model’ to investigate how yield stress depends on grain size in the nanocrys-
talline regime[23]. Wei and Anand [85] describe a model to study inelastic deformation and
failure in FCC nanocrystalline metals. Cohesive elements along the grain boundaries sim-
ulate grain boundaries. The grain boundary elements obey evolution equations for normal
and tangential tractions across grain boundaries, and the grain interior obeys a single-crystal
plasticity relation. The simulation results for nanocrystalline nickel suggest a transition from
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‘grain interior’ to ‘grain boundary shearing’ deformation as grain size decreases from 50 to
10 nm. Wei and Gao describe a grain boundary-mediated model with heterogeneous grain
boundary diffusion and sliding. This model is able to reproduce the extraordinary plastic
recovery observed in nanocrystalline Al thin films [83]. The grain interior is assumed to
deform only by anisotropic elasticity and each grain boundary is assigned either high or low
values of diffusivity and sliding viscosity. They explain that heterogeneous grain boundary
diffusion can cause plastic strain recovery.
The advantage of MD is that it directly models the atoms and therefore directly uses the
atomic length scales of the crystal into the computation. Individual atoms interact through
forces defined by potential functions. These potential functions are phenomenological ap-
proximations and the parameters are derived from quantum mechanical simulations. The
primary weakness of MD is the time scales used in simulation. In practice, the time step
size is a few percent of the period of atomic vibration. All current molecular dynamics
calculations therefore occur at extremely high strain rates that are generally inaccessible ex-
perimentally. Another limitation with MD is the length scale. The largest sample that may
be simulated is of the order of few nanometers. And finally, to use MD for simulation the
initial sample should be without any imperfection such as void to find initial equilibrium in
the sample, otherwise finding the equilibrium configuration for the perturbations due to im-
perfection is costly[48]. On the other hand, finite element method is a continuum simulation
method and therefore has no intrinsic length scale. Length scale effects must be introduced
through the material model in the finite element calculation. But the big challenge is to in-
clude the phenomenologies that exist only at atomic scale length scales, and obtaining the
material parameters of the model independently from the systems being investigated[48]. In
this study, we need to model atomic diffusion flux inside the grain boundary and over the
void surface. Considering the fact that diffusion is a time dependent phenomena, it is crucial
that we treat the time scale properly, so we decide that the finite element suits our need better
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than MD.
In this work we examine deformation mechanisms inside the grain boundary and over the
void surface with finite element analysis. A UEL ( User Element ) subroutine is written in
FORTRAN and compiled in ABAQUS. By formulating the driving diffusion over the grain
boundary and void surface as a mechanism for deformation, we determine the direction and
magnitude of flux on the void surface as well as in the the grain boundary . The diffusion
mechanism continues after unloading . The direction of flux leads to deformation recovery
after unloading.
Figure 3.4: Cohesive and diffusion regions
3.3 Grain Boundary constitutive model and formulation
3.3.1 Cohesive zone modeling (CZM)
The cohesive zone modeling approach has emerged as a popular tool for investigating frac-
ture processes and decohesion at the tip of the crack and at voids in materials and structures.
It is widely used for this purpose, because it avoids the singularity at the crack tip. It also can
be easily implemented in a numerical method of analysis as in finite element or boundary
element method[61]. As early as 1933, Prandtl[56] employed a cohesive traction relation,
motivated by atomistic considerations, to analyze debonding between two slender beams.
Later, the concept of cohesive zone modeling that accounted for finite strength in the inter-
action forces between atoms near a crack tip proposed by Barenblatt[5] and Dugdale [15].
Needleman for the first time used cohesive surface models to numerically simulate fracture
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initiation and growth by the finite-element method[51, 52], later Xu and Needleman pro-
posed a cohesive zone model which can be used for both normal and tangential fracture
mode[92].
Typically, a set of cohesive surfaces are introduced in the finite element discretization by
the use of special interface elements. These elements obey a non-linear interface trac-
tion–separation law. The law constitutes the relationship between the cohesive zone tractions
in equilibrium with the stress fields of the surrounding body and the cohesive zone separa-
tions compatible with the deformation fields of the surrounding body(figure ((3.5)-a)). The
relation between traction and separation is obtained from the derivative of the potential func-
tion. The potential represent the fracture energy distribution at the fractured surface[86]. The
constitutive equation for the interface is such that, with increasing interfacial separation, the
traction across the interface reaches a maximum Tmax, decreases, and eventually vanishes so
that complete decohesion(δmax) occurs[51]. The maximum of the traction-separation repre-
sents the material strength (figure((3.5)-b)), and initial slope is related to the elastic properties
of the surrounding material.
Figure 3.5: general cohesive zone behavior
In this work, cohesive zone elements are applied over the grain boundary region to define
a relation between traction and opening at the grain boundary and also to capture the de-
43
bounding at the void tip. To find the constitutive equation for the cohesive zone, PPR poten-
tial function is used[54]. The actual potential is named PPR (Park–Paulino–Roesler), after
the first initials of the authors’ last names. This potential function is able to characterizes
different fracture energies, considers the different cohesive strengths, and describes various
material softening behaviors in order to represent a wide range of failure responses. It access
sufficient flexibility to capture the phenomenological potential function in case of maximum
stress, critical and maximum opening at atomic grain boundary level while having the realis-
tic fracture energy and also get the same material stiffness for grain boundary as the material
inside the grain .
In this model the potential function is defined as[54]


























where < . >is the Macaulay bracket, i.e.
< x >=

0 (x < 0).
x (x > 0).
The parameters are defined based on the expected behavior in the region of grain boundary
and void tip of the material. Table (3.1) represents the definition for each parameter in
Eq.(3.3).
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Table 3.1: Characteristic parameters in the potential function based on PPR model
φn,φt Mode I and Mode II fracture energy
Γn ,Γt Energy constants
m ,n Non-dimensional exponents
δn ,δt final crack length in potential function
δnc ,δtc Initial crack length in potential function
α ,β Shape Parameter
Using the gradient with respect to displacement of the potential function in Eq.(3.3) , the



















































































The parameters defined in table (3.1) are calculated according to copper’s atomic and macro-
scopic properties and presented in table (3.2)
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Table 3.2: The value for Parameters in PPR Potential function
α ,β 5,5
















Using Eq. (3.7) the value for δn and δt is found.
Figure (3.6) shows the normal traction-separation in the cohesive zone model for the given
parameters. The deformation inside cohesive zone is considered to be reversible and traction-




The concepts of the chemical potential was introduced by Gibbs[24]. He defined the chem-
ical potential as the increase in free energy when an individual atom is added into a system




0is change in Gibbs free energy and N is number of atoms. By adding
an atom over a stress free spherical surface, the atom incorporated in the surface, so we in-
crease the overall surface area. By adding a complete layer of atoms all around the surface,
the change in chemical potential obtained as
∆G0 = γs[4π(R+dR)2−4πR2]≈ 8πRγsdR (3.8)
where R is the radius of the surface and dR is the change in radius due to adding the layer of











where µ0 is a reference potential in the stress-free state. The sign for R on a convex curvature
is positive and on a concave is negative. But when an atom adds to a flat stress free surface








where σn denotes the normal traction and E is the Young’s Modulus and the chemical
potential of an atom on a stressed flat surface is obtained as




The Chemical potential along the grain boundary is denoted as µb and is calculated by two




2E Ω) and the other for point load displacement in direction of the force
(−Ωσn) . However, 12
σ
E is negligible compare to other terms and the chemical potential is
given as below[31]
µb = µ0−Ωσn (3.12)
where σn denotes the normal traction at position s on the grain boundary .
Grain boundary diffusion is driven by a non-uniform chemical potential along the grain
















where Db denotes the grain boundary diffusivity, δb is thickness, k is the Boltzmann constant,
T is Temperature, and s is a coordinate along the grain boundary and Db is a temperature
dependent constant defined as Db =
Db
kT .
Applying conservation of mass at the grain boundary, the rate of material accumulation at

















where ∆hb is the normal displacement along the grain boundary and obtained as ∆hb =
−∆tΩ∂ jb
∂ s . The local divergence of the atomic flux along the grain boundaries contributes to
the evolution of the normal stress field surrounding the grain boundaries.
Figure 3.7: Atomic diffusion flux in grain boundary and change in grain boundary thick-
ness. where h is initial thickness of the grain boundary, ∆hb is change in in grain boundary
thickness and j is diffusion flux.
3.4 Void Surface constitutive model and formulation
3.4.1 Diffusion
The void changes its shape because atoms diffuse over its surface. Surface diffusion is also
driven by a variation in chemical potential, which causes atoms to migrate from regions of
high chemical potential to regions of low chemical potential. There are two contributions to
the chemical potential (µs) of an atom on free surface. The first is associated with the surface
free energy γs, while the second is due to the elastic strain energy stored in the volume of
material associated with an atom[89]. Thus
µs = µ0 +Ω(φ − γsκ) (3.15)
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where φ = 12σi jεi j is the elastic strain energy density, γs is the surface energy and κ is the
curvature of the surface. The sign convention for κ is such that a concave surface has a
positive curvature and a convex surface has negative curvature. We assume that the rate of
mass transport is proportional to the gradient in potential. Thus, the total flux on a void





where s denotes the arc length measured from some convenient point on the void surface; js
is the volume of the material which crosses a line of unit length perpendicular to the (x,y)
plane per unit time. The quantity ∂ µs
∂ s denotes the gradient in chemical potential along the








In Eq.(3.17), Dsexp(−Qs/KT ) is the surface diffusion coefficient and δs is the thickness of
diffusion layer, which is calculated base on the cubic root of the volume of the diffusive
atom. Qs is the activation energy for surface diffusion.
The rate at which material is deposited or removed from an element is related to the diver-
gence of the surface flux by mass conservation. Thus, the normal velocity of the surface of




















The deformation induced by the mechanical loading can be described by the displacement
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field ui(x j) of the material points from the stress free configuration of the solid. Then, the




(ui, j +u j,i) (3.21)
where the comma denotes partial differentiation with respect to the spatial coordinate.
We assume that the solid deforms in the state of plane strain, which displacement components
u1 = u1(x1,x2), u2 = u2(x1,x2) and u3(x1,x2) = 0. In this case since the traction over the void
surface is zero, therefore, the elastic strain energy is neglected, φ = 0.
3.5 Finite Element implementation
Abaqus/Standard generally uses the Newton-Rapshon’s method as a numerical technique to
model the nonlinear equilibrium equations[Abaqus Documentation].The UEL is developed
by defining the stiffness and residual matrix for cohesive and diffusional elements. The
nonlinear relation between the variable of interest u and external force f is defined generally
as
K(u)×u = f (3.22)
where K(u) is the stiffness matrix. For a nonlinear equation, the residual vector r(u) is
defined as
r(u) = K(u)×u− f (3.23)
The basic formulation to find iterative correction for Newton’s method is obtained as follows[99]
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(1) uk+1 = uk
(2) rk = K(uk).uk− f
(3) T (uk).4uk =−rk→4uk = T−1(uk).(−rk) (3.24)
(4) uk+1 = uk +4uk
3.5.1 Weak form and discretization for cohesive zone element
A standard eight nodes bi-quadratic element from Abaqus element library is used to dis-
cretize 2D domain inside the grain (CPE8R) as shown in figure((3.8)-a). The cohesive ele-
ment between two grains is shown in figure((3.8)-b) and figure((3.9)) is defined as a 6 node
two-dimensional element with three Gaussian points in a Lagrangian framework. The shape
function is defined to be quadratic Lagrangian which preserve the continuity of the field vari-
able but not of its derivatives ( C0 ). According to Eq. (3.14), the second derivative of normal
stress in the grain boundary obtained from cohesive elements traction-separation relation is
directly related to time derivative change in diffusion zone thickness in the grain boundary.
Having the quadratic shape function in cohesive zone, the change in diffusion zone thick-
ness which represent the second derivative is constant over each element.The field variable
is defined as u1and u2 in −x and −y direction, respectively.:
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Figure 3.8: elements
The projection of the displacement components in normal and tangential direction to the











where ni is the cosine of the angle between normal (i=1) and tangential (i=2) direction with
−x and −y, coordinates and Uk is defined as field variable at element nodes. Also the matrix
of shape functions are defined as[18]
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Q =
 S1 0 S2 0 S3 0 −S1 0 −S2 0 −S3 0
0 S1 0 S2 0 S3 0 −S1 0 −S2 0 −S3
 (3.27)






S3 = 1−ξ 2
Figure 3.9: cohesive element
In order to find the stiffness and residual matrix , we need to investigate the effect of the “co-
hesive energy” on a surfaces considering the constitutive potential function. The following
term is added to the left hand side of the virtual work equation to account for the cohesive
surface energy. This term includes the effect of normal (T n) and and tangential (T t) traction
on the corresponding cohesive surface :
ˆ (
T nδun +T tδut
)
ds (3.28)
T n and T t are redefined by introducing an and at as
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T n = T n (∆n,∆t) = an (∆n,∆t)×∆n (3.29)
T t = T t (∆n,∆t) = at (∆n,∆t)×∆t (3.30)
where ∆n = (un− (h−ho)) and ∆t = (ut−us), h and h0 are the current and initial grain
boundary thickness respectively and us is the amount of grain boundary sliding. In the model
which we are presenting the grain boundary sliding assumed to be zero due to the symmetric









By substituting the discretized form of unand ut from Eq.(3.25) and Eq.(3.26) to the Eq.(3.31)above,
one obtains:
ˆ (






an(h−h0)(n jQ jK)δUk +at(t jQ jk)δUk
)
ds (3.32)
In the above expression, summation over the lower indices k and l is implied, and base on
that we can write the finite element equation on the form of





























By substituting Eq.(3.5) and Eq.(3.6) in Eq.(3.29) and Eq.(3.30), an and at can be expressed
as below
























































Based on Newton-Rapshon method for this problem and using Eq. (3.24), the tangential
stiffness matrix is defined as

































































































































































































































































































= tiQil . (3.48)
By substituting equations (3.44), (3.45), (3.46), (3.47) into Eq.(3.40) and Eq.(3.41) the stiff-
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The residual (RHS) is expressed as
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rk = KklUl− fk =
ˆ [








an(n jQ jk)(un− (h−ho))+at(t jQ jk)(ut−us)
]
3.5.2 Weak form and discretization for grain boundary diffusion ele-
ment








δ jbds = 0 (3.51)
where δ jb is a ’kinematically’ admissible atomic flux-field, and h represents the diffusion











By applying the divergence theorem to the Eq.(3.52)
ˆ
SΓ


























The relation for h between each two iterations is obtained as h(t + ∆t) = h(t) + ∆h and
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h = h(t)(1−α)+ h(t +∆t)α , where 0 ≤ α ≤ 1 is an adjustable parameter controlling the
integration scheme. Therefore
h = h(t)+∆hα (3.54)
where h(t) is h at time t and it will be denoted as h0 hereafter. Setting α = 0 reduces the
integration formula to the standard explicit forward-Euler scheme, while α = 1 represents
the iteration in a fully implicit integration scheme. We have set α = 0.5. By substituting
Eq.(3.54) to Eq.(3.53) and recalling ∆h = ∆t(−Ω∂Jb
























In this formulation for the UEL subroutine, Eq.(3.55) is used to find RHS (residual vector) .
The output of this equation is the value for diffusion flux at each node. Its first derivative
respect to position s is used to find the change in grain boundary thickness. Both of these
quantities need to be continuous across elements.
The continuity of the field variable would be preserved by using Lagrangian interpolation
shape function over adjacent elements, which is C0 continuity. If in addition to the field
variable, the first derivative of the shape function is needed to to be continuous (C1) on
the element boundaries, there is a need for a smoother approximation function and higher
accuracy rather than C0. In such a case it is required to use Hermite polynomial in which the
variable as well as its derivative at the node can be considered as “degree of freedom”[18,
60, 62]. We initially used Hermitian polynomial for the shape function. We realized that
although using this function preserves the continuity for the derivative of the field variable,
it can be at the price of unexpected behavior in the second derivative over the element and
61
at adjacent nodes. For this reason, for the current simulation the diffusion element between
two grains is defined as a 2-node one-dimensional element with two Gaussian points in a
Lagrangian framework(Figure (3.10) ; According to Eq. (3.13) which relates the diffusion to
the first derivative of traction obtained from cohesive zone , and considering that the shape
function is quadratic over the cohesive zone, therefore the diffusion flux behavior should be
linear over the diffusion zone. The shape function is defined to be linear Lagrangian which
preserve the continuity of the field variable but none of the derivatives ( C0 ). So the shape
functions are
S1 = 12(1−ξ )
S2 = 12(1+ξ )
This means that the diffusion flux J is linear and continuous over each element, however
the first derivative is constant over the element, and discontinuous between two adjacent ele-
ments. Consequently the change in grain boundary thickness due to diffusion( Eq.(3.14)) is
constant over each element which causes discontinuity over nodes shared between to neigh-
bor elements. To solve this issue, we assign the average amount for derivative of diffusion
between to elements to the shared node and linearly interpolate it over each element.
Figure 3.10: Diffusional flux element

























































= 0. By implementing the summation in Eq.(3.56), the finite element equation is
obtained as






























3.5.3 Weak form and discretization for void surface diffusion element




















ds− [Ds(φ − γsκ)(δ js)]+− (3.59)
which must hold for all admissible variations in flux δ js . The surface normal velocity υn is
then determined from Eq.(3.18).
To compute the change in the shape function of the void, Eq.(3.59) needs to be integrated
with respect to the time. It should be mentioned that the value of φ and its derivative is
negligible compared to the other parameters and can be neglected in the above equation.
This equation has a term involving the curvature of the void surface. We have integrated
these terms using a semi-implicit Euler scheme. Let ∆h(s) denote the normal displacement
of the void surface in the reference configuration during the time interval ∆t, so ∆h=∆tυn(t),
where the normal velocity of the surface is obtained by solving Eq.(3.18) at time t .
Let κ0 denote the curvature of the surface at time t . Then, the curvature at time t +∆t may
be estimated as





To compute υn or js from Eq.(3.59) we approximate the curvature using
κ = (1−α)κ0 +ακ(t +∆t) (3.61)
where 0 ≤ α ≤ 1, similar to grain boundary diffusion, is an adjustable parameter to control
the integration scheme, and κ(t +∆t) is estimated using Eq.(3.60).






















After obtaining surface diffusion at each node, we compute the normal displacement from
∆h =−∆tΩ∂ js/∂ s.
The shape function is defined similar to the diffusion for the grain boundary and after dis-






































































3.6 Length scale limitations
There are a number of length factor parameters in the model that can affect the simulation
result directly. We need to a find a threshold for each of them and make sure to optimize
these parameters in the desired range. The length of cohesive zone on the grain boundary
and the finest mesh length at the void tip are two of those challenging length.
In order to find an adequate mesh size in this work and also to check if the solution is mesh
dependent with respect to the dimensions of the the model, we consider the Griffith model.
In this model we try to validate far-field stress obtained from simulation with comparing to
the analytical one. We explore results for different ratios of mesh size(lm) to critical opening
at cohesive traction-separation relation(δcr) and also mesh size to the geometrical size of the
model shown in figure (3.11)















where σ∞ is denoted as the far-field stress and 2a and b are length of void and length of the
grain in the model respectively.
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In plane strain deformation, for a material with Young’s modulus, E, and Poisson ratio, ν ,






where the material properties are (copper)
G = 1 Jm2
E = 150 GPa and ν = 0.3.






The fairfield stress can be evaluated by Eq.(3.66) subsequently.
To verify the simulation with analytical solution, we also need to find out about other param-












where 2γ denotes the energy release rate and σmax is the maximum traction in the cohesive
zone. From the above equation it can be seen that lz ∝ 1σmax2
. Thus to have a smaller length
for cohesive zone, the maximum stress at the void tip should be increased.
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We performed several simulation on different range for these these crucial length parameters
and compared the resulted fairfield stress to the one obtained from Eq.(3.66)
Base on the results , there are three conditions that need to be satisfied for δcr, lm and lz :
• The critical opening should be smaller than the mesh size at the crack tip. Comparing
the analytical and simulation results shows that 1100 <
δcr
lm
< 11000 should be satisfied .
• The element length at the crack tip should be smaller than the cohesive zone length
(lm < lz) .
• The most important one is that the cohesive zone length should be smaller than the
specimen length( lz < b)
Putting all the these conditions together, we have:
δcr lm < lz < b =⇒
δcr
lm






In this model we tried to designate all the dimensional parameters to be in the range sug-
gested by Eq.(3.69). We also tried to satisfy the intrinsic length scale such as grain size to
be in the same order as experimental sample and critical opening of the cohesive potential to
be about the thickness of the diffusion zone of a grain boundary. Therefore, the δcr nee s to be
about 1 nm The value for b is desired to be about 15−20 nm which gives a grain size about 30−40 nm
.
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Figure 3.12: change in Tmax by changing δcr when the amount of potential is constant
The potential energy under traction-separation curve for cohesive zone is almost constant
at about 1J/m2, so increasing σmax causes traction-separation relationship to have smaller
critical opening in order to keep the potential area under the curve unchanged. On the other
hand, the lower value for the critical opening distance is physically limited by distance be-
tween the atoms. Considering all the limitations together and inserting the parameters in
Eq.(3.68) one finds











Referring back to Eq.(3.69), the amount of b is at least 20 times less than the calculated value
for lz. Therefore, we must compromise having nano-sized grain in order to satisfy Eq.(3.69).
In this work, the value for b = 2.5 µm. The minimum value for the mesh size is lm = 3nm.
This value is in agreement with Eq.(3.69).
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Chapter 4
Parametric study of the numerical model
4.1 Non-dimensionalizing the parameters
The parameters used in this study are set to non-dimentionalized groupings. Table (4.1)shows





Critical opening δcr = 8×10−7 mm
initial grain
boundary thickness hgb = 1×10























Tn = 0−700 Mpa T̄n = TnTcr = 0−1
time step ∆t(s)












flux for surface Js(
1
mm.s)













































Table 4.1: Non-dimentionalizing the Parameters
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4.2 Schematic of the model and elements
In this work, deformation in nanocrystalline copper thin film due to grain boundary diffusion
is modeled with finite element analysis in a two dimensional assembly of grains and grain
boundaries. The 2D nanocrystalline model consist of two rectangular grains with symmetric
boundary conditions as seen in figure (4.1), the grains are considered to be the same size and
are separated by a grain boundary. Diffusion with in the grain boundary is assumed to occur
within a "diffusion zone" of initial thickness of 1nm. A pre-existing void is assumed to be in
the middle of the grain boundary. The deformation mechanisms are assumed to be isotropic
linear elastic-plastic within the grains as well as grain boundary diffusion. The behavior of
the grain boundary at the void tip is captured by defining a cohesive zone over there. To
induce complete symmetry, symmetric boundary conditions (SBC) are applied on the edges
of the model. To impose PBC in the model (Figure (4.1)) the displacement in the x-direction
is constrained to be zero on edge 1 and in displacement in the y- direction is constrained to
be zero edge 4. The displacement in x-dir and y-dir are also defined to be uniform on edge 3
and 2 respectively.
Figure 4.1: The schematic of the model used in simulation
The 2D model is meshed inside the grains and over the grain boundary. The mesh size is
refined in the vicinity of the void tip for both grains and grain boundaries( figure . According
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to length scale arguments based upon the Griffith model in the previous chapter, the value
for smallest mesh length is defined to be at least on order of magnitude bigger than the
value for the critical-opening of grain boundary, δcr . The critical opening is determined
by defining the potential function for the cohesive zone. The elements within the grains are
8 nodes biquadratic plane strain elements (CPE8R) from the element library of ABAQUS.
The cohesive elements of grain boundary are defined by six-nodes in 1D elements. The
shape function is prescribed by a quadratic polynomial equation over each element. The
diffusional zone is meshed by defining two-node linear elements. The data regarding the
nodal coordinates, mesh topology and material properties of the model as well as boundary
conditions and applied load are written in an input file (.inp) via Fortran software.
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Figure 4.2: schematic of the mesh of the model. Purple lines represent the cohesive zone
region and blue lines show diffusion zone region
The constitutive equations to model the cohesive zone and diffusion inside the grain bound-
ary are implemented in the commercial finite element analysis (FEA) software ABAQUS®
using a user defined subroutine(UEL). The constitutive equations to define these elements
are developed and discussed in the previous chapter. The UEL subroutine performs all of
the calculations for the element and will be called for each element that is of a general
user-defined element type and each time element calculations are required[13]. There is a
coupling between subroutines for cohesive zone and diffusion zone. In the simulation for
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each iteration, the normal traction is found from traction-separation equation of each ele-
ment in the cohesive zone. The value for traction obtained from the cohesive element is
transferred to the diffusion element which have the same coordinate. Then the value for
diffusion flux and consequently the change in thickness of diffusion zone is calculated. The
change in thickness is transferred to the corresponding cohesive element to subtract from the
total opening in next iteration before calculating the normal traction.
4.3 Element properties
4.3.1 Material properties of the grain
To prescribe isotropic linear elastic behavior inside the grains in ABAQUS / Standard, we
need to define Young’s Modulus and Poisson ratio for the material of interest (copper in
this work). The Young’s Modulus, E, of bulk copper is 135GPa[81]and the Poisson ratio,
ν is 0.35[1]. For nanocrystalline material the conventional plastic deformation mechanisms
inside the grains is constrained compare to the coarse grain one. So, in the current model, the
yield stress for material inside the grain is considered to be around 550MPa which is higher
than the amount for microcrystalline copper (about 300 MPa[91]). Therefore the plasticity
is only limited to the regions close to the void tip where the stress has a local peak. To define
plasticity for ABAQUS we need to prescribe the amount of plastic strain at different stress
levels. Figure (4.3) shows two sets of elastic-plastic behavior we employ in this study.
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Figure 4.3: hardness
4.3.2 Cohesive zone in grain boundary
The potential function is used in this work is PPR potential function[54]. To prescribe the
parameters for the PPR cohesive zone, we need to define eight characteristic parameters
(Γn, Γt , m, n; δn, δt ; α , β ). These parameters are determined by satisfying the boundary
conditions and material properties of the macroscopic specimen and all other parameters
involved in cohesive zone can be related to them. The list of parameters and their value which
is used in this work are shown in Table(4.2). The value for fracture energy is φ = 1 J/m2 [43],
which is calculated as the area under traction-separation curve of the cohesive zone. The
critical opening is defined to be in the same order as grain boundary thickness taken to be
1nm and the value for maximums stress is usually determined to be the same as the yield
strength of the material[34, 86]. In this work the maximum strength is prescribed to be
slightly higher than the yield stress of the copper to keep the area under the curve and critical
opening in the desired range.
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Normal critical displacement δnc 0.85nm
Tangential critical displacement δtc 0.85nm
Initial Normal slope indicator λn 13
Initial Tangential slope indicator λt 13
Out of plane depth for Plane Strain 1cm
Initial grain boundary thickness h0 1nm
Mode I fracture energy φn 1 Jm2
Mode II fracture energy φt 1 Jm2
Shape parameter in the PPR model α 5
Shape parameter in the PPR model β 5
Normal characteristic length scale δn = λnδnc 2.25nm
Tangential characteristic length scale δt = λtδtc 2.25nm
Max Normal Stress Parameter σmax 835MPa
Max Shear Stress Parameter τmax 835MPa
Non-dimensional exponent in the PPR model m 4.7816
Non-dimensional exponent in the PPR model n 4.7816
Table 4.2: PPR cohesive zone parameters employed in this study
4.3.3 Diffusion in grain boundary
The parameters for diffusion zone (DZ) associated within the grain boundary are prescribed
in Table (4.3). The value for grain boundary diffusivity of copper for this simulation is ob-
tained from our creep test experimental results (δgbDgb = 8.36× 10−30m3/s, where δgb =
10−9m and is the thickness of the diffusion zone in grain boundary). The value is in good
agreement with the grain boundary diffusion for nanocrystalline materials offered in litera-
ture [82], which is about four orders of magnitude higher than the grain boundary diffusion
for microcrystalline copper[72]. The temperature is assume to be ambient temperature.
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Initial grain boundary thickness h0 1 nm
Grain boundary diffusivity D 8.36×10−21m2/s
Boltzman constant k 1.38×10−23 µm
2(Kg)
s2K
Temperature T 295 K
Atomic Volume Ω 1.18×10−29m3
Table 4.3: Diffusional zone parameters
4.4 External load
An external force is applied on the right side of the model as it is shown in Figure (4.3).
By applying the multipoint constraint over that side, a uniform displacement is imposed in
x- direction for all nodes at the edge. This means that the external force is distributed over
all nodes on the edge. The force increases gradually from zero at the beginning to reach
the maximum amount after a period of time t. The time step is adjusted so as to maintain
the desired strain-rate. The value for the maximum external load is determined to be large
enough to ensure plastic deformation grains near the void tip. Figure (4.4) shows the pattern
for applied load versus time in the experiment. to observe plastic strain recovery. The force is
increases from zero at the beginning and reaches to its maximum value at t1, then a dwelling
time occurs from t1 to t2 to allow more diffusion of atoms to occur at the void tip and grain
boundary . This lets the change in Diffusion zone thickness to become more significant. And
finally the external load is released to zero gradually from t2 to t3. At this step we monitor
the displacement in the sample versus time to record recovery of deformation in thin film.
We the continue to monitor the deformation in the thin film from t3 to t4.
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Figure 4.4: External load applied to the model system
4.5 Parameters to explore
We selected the following parameters to study their influence on the plane strain recovery
• Diffusion coefficient of grain boundary: Dgb
• Plasticity hardening inside the grains close to the void tip ( i.e. slope of the second
portion of plastic stress-strain in Figure (4.3))
• Volume fraction of preexisting void
• Strain rate during loading
• Diffusion coefficient between grain boundary and surface at the void tip: C in equation
Jvoid tip = −C(µs− µgb) where Jvoid tip is the atomic flux from grain boundary to the
surface at the void tip.
The values for parameters under exploration are shown in table (4.4).
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Table 4.4: Values for parameters
Base value New value
Diffusion Coefficient 10−14mm2/s 10−16mm2/s
Plasticity hardness h = 100GPa(Figure4.3) h = 50GPa
Void value fraction 0.27% 2.4%
Strain rate for loading 10−5/s 10−4/s
Diffusion constant at void tip 1 s103kgmm3 5
s
103kgmm3
4.6 Influence of different parameters on strain recovery
Simulation are performed for the parameters mentioned above. After complete unloading of
the external force from the model in Figure (4.1), the horizontal displacement is measured
at different time step. The strain after unloading is obtained by dividing the displacement to
the initial length of the model at t = 0. plot of strain recovery versus time, demonstrate that
plastic strain recovery is predicted by the model. Furthermore, the plastic strain recovery
occurs at two different rates, as seen in the experiments, an initial faster rate followed by a
slower one. Figure (4.5) shows the simulation result of strain recovery for the model with
higher ratio of the void.
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Figure 4.5: Plastic strain recovery, the zero time here correspond to t3
The result for strain recovery rate and its duration is presented in Table (4.5). In this table,
the diffusion coefficient for case(1) is chosen to be similar to the diffusion rate for nanocrys-
talline materials, however for case(2) this value is decreased by two orders of magnitudes
to be closer to the diffusion coefficient for coarse grain materials. The difference between
strain recovery rate in these two cases indicate that plastic strain recovery is negligible for
the coarse grain material (case (2)) and can only be seen in nanocrystalline one(case(1)).
This is in agreement our experimental observations as well as observation from other author
[80, 57]. Comparing the rates in case(1) and case(3) shows that changing the value for C at
the void tip doesn’t affect the overall recovery rate. The recovery rate for case(4) indicate
that increasing the degree of plastic hardening causes the recovery to be slightly faster at the
beginning, however according to the difference between second rate in case(4) and case(1), it
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slows down the sharply after that. We can also observe that decreasing the strain rate during
loading does not affect the recovery rate. The difference between case(1) and case(5) suggest
that increasing the void fraction plays an important role in increasing the recovery rate. The
recovery rate and duration for case (5) is in good agreement with experimental result. It may











1-Base 10−5 7×10−9/s 3000s 2×10−10/s
2-Diff_coefficient 9×10−6 9.5×10−11/s - 9.5×10−11/s
3-C-void tip 2 1.3×10−5 7×10−9/s 3000s 2.9×10−10/s
4-Hardness 2 1.3×10−5 1.1×10−8/s 2500s 1.9×10−11/s
5-Void fraction 2 11×10−5 6.8×10−8/s 4000s 2.5×10−9/s
6-Loading rate 2 1.1×10−5 4.8×10−9/s 4000s 2×10−10/s
Table 4.5: parametric result for strain recovery
The strain recovery behavior for all the cases is shown in figure (4.6).
Figure 4.6: plastic strain recovery rate for all parameters
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4.7 Behavior of grain boundary at the void tip
In the following the Normal Traction, diffusional flux, incremental and total change in grain
boundary are shown. These parameters are explored in the grain boundary region shown in
Figure (4.7). The diffusion flux, J, is defined to be positive in the direction shown in the
figure, where L is the length of grain boundary.
Figure 4.7: grain boundary region close to the void tip
4.7.1 Loading
Figure (4.8)-a shows the normal traction during loading for three time steps, one at the begin-
ning of loading(t = 0) , one at the middle(t = t1/2) and one at the end of loading(t = t1). It
is shown that the normal traction in grain boundary is increased when it get close to the void
tip, therefore the gradient of traction is positive over the boundary. However, at the final time
step (100 s), the critical point in potential function of the cohesive zone is passed for number
of nodes and consequently the spatial gradient of traction change sign. The diffusion flux is
directly related to the gradient of traction and as it observed in figure(4.8)-b, the direction
of diffusion for nodes close to void tip is changed. It means that before passing the critical
point the flux of atom is from grain boundary to void surface, but after that atoms diffuse
from the void surface to the grain boundary. According to figure (4.8)-b for the last element
close to the void tip, the diffusion trend has changed because at this point there is also a
flux from void surface to the grain boundary. This flux is caused by the difference between
chemical potential of void surface and grain boundary. However this flux is partially applied
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at the beginning and gradually increased to its full value at the end of loading step to avoid
singularity in flux at the void tip. The direct result of the flux is accumulating of atoms in
the grain boundary at the void tip and therefore increasing the thickness of diffusion zone
associate with the grain boundary. The incremental and total change in grain boundary it
shown in figure (4.8-c,d).
4.7.2 Dwelling
During dwelling from t1 to t2 the external force is kept constant and there is only a negligible
change occurs in normal traction and also diffusion flux as observed in Figure (4.9)-a,b. The
flux of atoms from the surface and also from other side of the grain boundary flow to the
grain boundary at void tip and accumulate. It causes the gain boundary to get thicker at that
region. Figure (4.9)-d shows that during this step the grain boundary thickness increases
about 3% of its original thickness.
4.7.3 Unloading
During unloading from t2 to t3 the external load is gradually decrease to zero. Figure (4.10)-
a shows the normal traction at beginning, middle and end of unloading. At the end of the
step (300s), the model is not under any external stress, but there is a negative residual stress
developed on the grain boundary at the void tip. The increased thickness of the diffusion
zone leads to a compressive normal stress on the grain boundary in the vicinity of the void
tip. The direction of the flux is from void surface to grain boundary at the beginning (200s)
but finally it changes to be from grain boundary to the void as it can be seen for t = 250 s


























































































































































































































































































































































thickness is negative. This is also evident in Figure (4.10)-d that the diffusion zone thickness
decreases as consequence.
4.7.4 Recovery
After completely removing the external load from t3 to t4 , the parameters are monitored on
the grain boundary at the void-tip and results are shown in Figure (4.11) and (4.12), for void
ratios of 0.27%, 2.4% respectively. For both ratios, atoms accumulated at the void tip of
grain boundary during previous steps, the diffuse back to both the void surface and also to
the other side of grain boundary at this steps.
The positive sign for diffusion flux at the void tip in figure (4.11)-b and(4.12)-b indicates the
flux from grain boundary to the void surface. Also by going further to the left in the same
figure the sign for flux become negative which shows that flux occurs to the opposite sign.
This causes the grain boundary to shrink at the void tip (figure (4.11)-d and(4.12)-d ) and
smooth out the compression stress developed during unloading.
The direction for the flux of atom and change in grain boundary thickness obtained from sim-
ulation is in agreement with our hypothesis for plastic strain recovery. These results explain
why there are two characteristic plastic strain recovery rates after unloading. Initially the
diffusion is driven by a combination of compressive normal stress and the jump in chemical
potential from the grain boundary to the void surface. This results in the "fast" strain recov-
ery rates. As time progresses, the compressive stress decreases which leads to a reduction in

































































































































































































































































































































































































































































































































































The goal of our work is to characterize the plastic strain recovery and creep in free-standing
nanocrystalline copper thin films with thickness of couple of hundreds of nanometers.
Samples were fabricated by employing various micro-machining techniques different stan-
dard fabrication techniques and then the film was characterized to measure the grain size
and thickness. We used williamson-Hall x-ray diffraction to measure the grain size and also
looked samples under SEM. The thickness is measured with indenting profilometer. The
plane-strain bulge test is performed to explore the material properties of thin film such as
Young’s Modulus and creep strain rate. The Young’s modulus obtained in here is in the
range suggested in literature for copper. Base on the strain rate during creep and using cob-
ble creep equation, the atomic diffusion flux obtained. It is very close to the value suggested
with other groups work through numerical simulation for nanocrystalline materials. The
strain recovery process is recorded with a scanning laser profilometer and the recovery strain
rate is calculated. The experimental results on nanocrystalline copper specimens shows that
plastic strain recovery occurs when the loading rate is in the order or less than 10−6/s. The
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recovery occurs in two rates for the test at room temperer as well as 100oC. the first rate is
faster and follow with the permanent slow rate. The second recovery rate is in the order of
10−9/s regardless of the deposition method, temperature and loading rate, and the first rate is
around 10−7/s and 10−8/s for loading rates of 10−6/s and 10−7/s respectively. These rates
do not depend on deposition method and temperature in this work. however the enhanced
temperature in our experiment is not comparable to Tm(melting point). The grain boundary
deformation mechanism are proposed to be responsible for plastic strain recovery.
A continuum numerical model was proposed and developed based on grain boundary diffu-
sion to explore the recovery process. The model is implemented using finite element simu-
lation. This is model is capable of connecting diffusion and cohesive zone simultaneously to
model deformation mechanism in nanocrystalline material without any assumption regarding
the diffusivity. A parametric study was performed to monitor the effect of different param-
eter such as grain boundary diffusion coefficient, void to model ratio, plasticity hardness at
the void tip and the gradient of flux between grain boundary and surface on strain recovery
rates. The result for simulation showed that recovery performs in two rates, a transient fast
rate follows with the steady state slow one . The agreement with experimental results admits
the explanation we offer regarding the recovery mechanisms in nanocrystalline material and
its two distinguished rates. The parametric study prescribe that direct relation between the
volume of void in specimen and the recovery rate.
5.2 Future work
Bulge test setup is a very well designed setup which is capable of doing experiments on thin
film with controlling the strain rate precisely and performing the test in very low rates. On
addition the laser profilometer is able to monitor the thin film deformation in both profile
mode and point mode simultaneously. All these factors make the set up very unique in per-
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forming experiments on freestanding thin films and specially exploring the strain recovery.
Therefore, it can be employed more test on nanocrystalline copper by changing the external
condition and also the thickness and grain size of the film. Also it should be very interest-
ing to use this equipment for characterization of further metallic and polymer material and
investigate any membrane of interest, specially it may find a versatile application in bio-
fields.
The numerical model which is developed in this work is capable of handling grain boundary
diffusion and sliding as well as surface diffusion. Therefore it is a good tool to be used to
analyze the deformation mechanism for more complicated models, different material and
also the behavior under the creep.
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Appendix I: Plane strain bulge test setup
standard operating procedure
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1. Installing the sample inside the holder:
• Put a little bit of vacuum grease on the backside of the sample (put a nail tip of
vacuum grease in each corner. It should also be enough to avoid sliding especially
during recovery test - The brand we already use is “Dow Corning”)
• Then put the backside of the sample on the holder plate and visually make sure
that it is in the center. Adjust it in the way that the center of the substrates window
aligns with center of slot of the holder. Slightly press corners of the specimen to
the substrate to make sure it sticks well to the holder.
• After putting back the holder on the setup, tighten all the 6 screws.
• To adjust the profilometer, use the level by putting that on the top of the holder
and rotate the profilometer in the way to locate droplet in the middle of the level.
Then visually make sure that the edge of profilometer is parallel to the edge of
setup. Locate the red laser light in the middle of sample. The laser light move in
x- and y- direction with the help of two screws
2. Setting the profilometer’s parameter :
• By sliding a bottom on the side of the Keyence controller’s you can switch from
program mode to run mode. Go to the program mode to set the parameters
• With the help of the bottom in the middle of controller it can be switched be-
tween different categories and by pressing enter the changes in the categories are
applied.
1- Optional :





- Width/Interval (for our sample: 1100/2) (It scan 1100 um with 2um intervals)
- Scan center (don’t change)
- Fine mode (If On, it can scan slowly and better)
- Dark (don’t change)
- Smoothing (choose a large number, say 16)
- Average (choose a small number, say 2)
- Mode(Profile)
Then go back to the run mode by sliding the switch on the side of the remote controller.
The approximate scanning width and height is shown in the profilometer’s monitor, the
range for both of them are adjustable. The stage is adjustable in xy plane. There are
two screws in the stage that can help you to move the sample to align its center to the
red laser light. To have an estimate if the sample is zoomed well, we should look for
a yellow line. When this line appears, it indicate that the sample is in good distance
with the laser.
3. Running the keyence_Profile LabView program. This program is used to align the
sample better. It also works to level the sample parallel to the profilometer and in the
center. After opening the program,
• make sure the width/Interval is adjusted similar to the profilometer setting
• press continuos run bottom
• from the plot of the cross-section calculate the margin(point) and enter the num-
ber. these margins are the difference between the real width of the sample and
the interval of the laser.
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• If the cross-section is not completely horizontal and has an slope, try to level it
with the help of two screws on the stage. Try to adjust only one of them.
• Stop the run by clicking on running continues again.
4. According the test you desire to do choose the appropriate LabView program to do
the run test to observe the plastic strain recovery, creep or just simply exploring the
Young’s Modulus. There are settings and parameters that needed to be adjust for all of
them:
• Adjust the scan Width/Intervals and margin points similar to the way you already
done for the Keyence_Profile program. It usually make sense to add couple of
points to the margin points in here in case the film slides in one direction
• The ’speed’ indicates the rate for increasing the pressure on the bulge test and
the unit is KPa/minute. The ’direction’ is forward when you apply pressure and
increase it and is reverse when you unloading. you can select stop if you want to
stop the pressure.
• ’Total loading cycles’ are the number of time that you increase the pressure (For-
ward) and decrease(reverse). ’1st Max Pressure’ is the maximum pressure you
reach to during loading in the first cycle. ’ deltaP’ is the amount of increase in
maximum pressure in each cycle compare to the previous one and unload ratio is
the ratio of the pressure which is unloaded in the cycle before going to the next
cycle. It should be mentioned that for the last cycle, it is completely unloaded
and the pressure go back to zero.
• The accurate ’film thickness’ and ’film width’ which are measure before should
enter here. This numbers are needed to calculate strain and stress base on the
pressure and deflection, so any mistake cause an error in calculating the thin film
properties.
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• Select ’circle Equation fitting’ to be used to find the radius of curvature of the
cross-section.
• After setting all the above parameters, press run to start the test.
– to do ’creep test’, after reaching to the maximum pressure, press constant
pressure to keep stress constant and monitor pressure and strain with time.
– to do ’recovery test’ lets the final cycle to be done and then monitor the
sample with laser profilometer to see how the sample deforms. we check
strain versus-time frequently.
– After finishing, stop and collect the data produced base on the experiment.
Figure 5.1: running options
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