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Chapter 2
CONOCHAIN: Numerical
method to predict
combustion-generated noise in
aero-engine
Abstract This chapter presents the hybrid numerical approach named CONOCHAIN
used to predict combustion noise levels emitted by an aero-engine. This method
relies on (Fig. 2.1):
• compressible, turbulent and reactive Large-Eddy simulations within the com-
bustion chamber to provide the accurate unsteady flow features at the exit
of the combustion chamber,
• an actuator disk theory to mimic the acoustic behaviour of turbine stages
within the turbine,
• a Helmholtz solver downstream of the exhaust nozzle to compute the acoustic
propagation within the far-field.
The actuator disk theory is a two-dimensional acoustic modelling of the turbine
proposed by Cumpsty and Marble [1977]. This approach allows computing both
stator and rotor stages with subsonic and supersonic flows. Note that for the pur-
pose of our application, this theory is complemented by a simple model to take into
account the scattering of the convective entropy waves induced by their convec-
tion across blade rows. Finally, the Helmholtz solver AVSP-f used to compute the
acoustic far-field is presented. The LES method is not presented in this chapter.
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Introduction
Adequate evaluation of combustion noise emitted by a turboshaft engine requires
methods able to capture the strong unsteadiness of the combustion chamber flow
as well as the acoustic propagation and generation processes through the turbine
stages and in the downstream jet flow. LES techniques have proven successful
in providing accurate compressible simulations of complex turbulent flows be-
cause they provide temporally and spatially evolving set of fields representative of
the spatially filtered governing system of Navier-Stokes equations [Leonard, 1974,
Ferziger, 1997, Mason, 1994, Meneveau and Katz, 2000, Sagaut, 2000] thereby
giving access to the most energetic flow motions of crucial importance in such con-
figurations. LES of turbulent combustion have been validated on academic burners
to retrieve mean statistical features but also unsteady flow characteristics [Menon
and Patel, 2006, El-Asrag and Menon, 2007, Roux et al., 2005, Patel and Menon,
2008, Galpin et al., 2008, Albouze et al., 2009, Moureau et al., 2011]. These nu-
merous academic works were followed by computations of turbulent and reactive
flows within real burners despite the lack of experimental databases [Staffelbach
et al., 2005, 2006, Boudier et al., 2008, Mahesh et al., 2006, Mare et al., 2004, Moin
and Apte, 2006, Fureby, 2010, Kuenne et al., 2011, Gicquel et al., 2012]. Using
LES compressible solvers, transient flows phenomena can be also addressed such
as extinction and ignition sequences [Stow et al., 2011, Jones and Prasad, 2011,
Boileau et al., 2008, Barre´ et al., 2014], thermo-acoustic instabilities [Staffelbach
et al., 2009, Wolf et al., 2009, Hermeth et al., 2014].
Combustion-generated noise can be also investigated in real-scale burners and
by use of LES. Direct combustion noise has been evaluated in free-space for tur-
bulent and laminar flames [Talei et al., 2011, Ihme et al., 2009b, Silva, 2010, Bui
et al., 2007, Flemming et al., 2007]. By construction, LES is able to capture vor-
ticity and hot spots generation induced by a turbulent flame and therefore indirect
combustion noise. For indirect noise to be produced, acceleration and deformation
of these flow inhomogeneities through the turbine stages is needed. For this, LES
of the combustor coupled with the complete turbine should be required but are
still out of reach today in terms of computational cost. Instead, a hybrid approach
is proposed in this work. Indirect combustion noise mechanisms within turbine
stages were addressed analytically in the literature [Cumpsty and Marble, 1977,
Pickett, 1975, Matta and Mani, 1979]. In the present work, LES of a realistic com-
bustion chamber are coupled with the actuator disk theory proposed by Cumpsty
and Marble [1977], validated by Moreau and co-workers [Duran et al., 2011, Duran
and Moreau, 2012, 2013, Duran et al., 2013, Leyko et al., 2013] and called CHO-
RUS. The LES of stabilized operating points of an engine will be used to provide
numerous unsteady fields at the exit of the combustion over several planes where
a wave decomposition is introduced. To separate acoustics, entropy and vorticity
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Figure 2.1: Description of the CONOCHAIN methodology
waves are estimated issued by the flow. These waves are then injected in CHO-
RUS to compute stage by stage propagation and generation of combustion noise.
Discrimination of direct and indirect combustion noise is made thanks to this wave
decomposition. Finally, using the Helmholtz solver AVSP-f, far-field propagation
of the computed acoustic power at the turbine exit is simulated. The complete
hybrid approach is summarized in the Figure 2.1.
This chapter presents the actuator disk theory of CHORUS used in CONOCHAIN
followed by the description of the post-processing applied to the unsteady fields at
the exit of the combustion chamber to extract the acoustic and convective waves.
Finally, the free-stream propagation obtained using the Helmholtz solver AVSP-f
is described.
2.1 The actuator disk theory : CHORUS
In real turbines, a fully analytic description of complex three-dimensional flows is
out of reach but the low-frequency nature of combustion noise allows some simpli-
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fications to deal with it theoretically. Similarly to one-dimensional cases addressed
by Marble and Candel [1977] where the wavelengths of the perturbations longer
than the axial blade chord, each blade row can be seen as a thin interface between
two uniform regions where simple jump relations can be written between the inlet
and outlet of a turbine row. In a real aeronautical turbine, the mean radius is
close to 0,15 cm and the inter-wall spacing is close to 0,02 cm so that the com-
pact assumption limits the studied frequency range of interest from 0 Hz to 2000
Hz approximately. Consequently, radial acoustic modes are not taken into account
because their cut-on frequency is above the frequency limit of the compact assump-
tion. As an example, the cut-off frequency computed with an analytical approach
(C) of the first radial mode is close to 15 kHz for the engine well above the cut-off
frequency of the first azimuthal mode (730Hz) and out of the compact frequency
limit. Thus, Cumpsty and Marble [1977] reduced the problem to two dimensions
by unwrapping the turbine stages (Fig. 2.2) and proposed an analytical method to
predict the generation and propagation of acoustic azimuthal waves through the
blade rows. Between turbine blade rows, the flow is considered inviscid, isentropic,
two-dimensional and uniform, characterized by the mean velocity vector ~w (with
modulus w and angle θ), the mean Mach number M , the mean pressure p and the
mean density ρ. Four dimensionless primitive fluctuations are considered:
• Entropy fluctuation s′/cp
• Velocity modulus fluctuation w′/c
• Velocity angle fluctuation θ′
• Pressure fluctuation p′/γp.
Assuming all these fluctuations are harmonic, it is more convenient to write the
set of primitive variables in terms of waves w in the general form:
w = wˆ exp
(
i
(
ωt− ~k.~x
))
,
or wˆ exp (i (ωt− kx.x− ky.y)) ,
or wˆ exp (i (ωt− k. (x cos(ν) + y sin(ν)))) , (2.1)
where each wave is characterized by a wave vector ~k (with modulus k and an-
gle ν). Thus, as detailed in this section, four waves (upstream-propagating and
downstream-propagating acoustic waves, entropy and vorticity waves) are related
to the fluctuating primitive variables.
This section presents the wave decomposition proposed for CHORUS followed
by the linearised jump relations for fixed and rotating blade rows. The matrix
formulation is also described to compute acoustic transfer functions of each turbine
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Figure 2.2: Sketch of unwrapped annular duct according to CHORUS modeling
stage of a real turbine. To assess the numerical implementation, CHORUS is
compared with the one-dimensional approach of Marble and Candel [1977], the
actuator disk theory of Cumpsty and Marble [1977] and results found by Kaji and
Okazaki [1970b] using a semi-infinite actuator disk theory.
2.1.1 Linearised Euler equations
As the flow within the turbine is considered isentropic, inviscid, homogeneous and
two-dimensional, Euler equations can be used to described the mean flow. The
axial and circumferential velocities u and v are respectively equal to w cos θ and
w sin θ respectively. The perturbations are supposed to be small enough to not
impact the mean flow which allows writing linearised Euler equations in terms of
primitive fluctuating variables following [Cumpsty and Marble, 1977] for a mean
steady homogeneous flow:
D
Dt
(
ρ′
ρ
)
+ ∂u
′
∂x
+ ∂v
′
∂y
= 0, (2.2)
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DDt
(u′) = −1
ρ
∂p′
∂x
, (2.3)
D
Dt
(v′) = −1
ρ
∂p′
∂y
, (2.4)
D
Dt
(
s′
cp
)
= 0, (2.5)
where the material derivative is
D
Dt
= ∂
∂t
+ ~w.∇ = ∂
∂t
+ u ∂
∂x
+ v ∂
∂y
, (2.6)
and the entropy s equals
s = cvln
p
ργ
. (2.7)
The log-differentiation of Eq. 2.7 gives the fluctuating entropy, namely
s′
cp
= p
′
γp
− ρ
′
ρ
. (2.8)
By considering that pressure fluctuations are only related to acoustic waves, sub-
tracting these fluctuations from the equation 2.8 removes the density fluctuations
associated to the acoustic pressure variations from the entropy field. The vorticity
fluctuation ξ′ is
ξ′ = ∂v
′
∂x
− ∂u
′
∂y
. (2.9)
Deriving the azimuthal and axial linearised momentum equations over y (2.3,2.4),
we obtain
∂
∂y
(
D
Dt
(u′)
)
= −1
ρ
∂2p′
∂y∂x
(2.10)
and
∂
∂x
(
D
Dt
(v′)
)
= −1
ρ
∂2p′
∂x∂y
. (2.11)
The Schwartz’s theorem allows removing pressure term by subtracting Eq. (2.10)
from Eq. (2.11). The propagation equation of the vorticity is
D
Dt
(ξ′) = 0. (2.12)
Furthermore, combining Eqs. 2.2, 2.3 and 2.4), a propagation equation for the pres-
sure fluctuations can be obtained by eliminating density and velocity fluctuations.
It reads
D
Dt
2 ( p′
γp
)
− c2
(
∂2
∂x2
+ ∂
2
∂y2
)(
p′
γp
)
= 0. (2.13)
59
2.1.2 Wave classification
As mentioned above, any fluctuating primitive variable can be related to acoustic
or convective waves. So, each wave w can be written as
wˆ exp (i (ωt− k. (x cos(ν) + y sin(ν)))) . (2.14)
The wave vector ~k is scaled using the mean sound speed c and the pulsation
ω to give ~K=~kc/ω. In CHORUS, a ”mode-matching” assumption is applied to
compute each dimensionless wave-number across the turbine stages. The azimuthal
component ky = k sin(ν) of the wave number ~k is equal to m/R (m is the azimuthal
mode number and R is the mean radius) and conserved across each blade row.
2.1.2.1 Vorticity wave
The vorticity fluctuation is a pure hydrodynamic perturbation and does not gen-
erate pressure or entropy fluctuations. Using a wave formulation as specified in
equation (2.1), a vorticity wave wv is
wv = ξ′ = wˆv exp (i (ωt− kv (x cos(νv) + y sin(νv)))) . (2.15)
With equation (2.15) in equation (2.12), the dispersion relation of the vorticity
reads
Kv.M cos(νv − θ) = 1. (2.16)
The dispersion relation is used to compute the axial component of the dimension-
less wave vector ~Kv knowing the azimuthal component. Combining the equations
(2.2,2.5) and (2.9), dimensionless velocity fluctuations u′/c and v′/c can be related
to the vorticity wave, namely
u′
c
= −iξ′ sin(νv)
ωKv
, (2.17)
v′
c
= iξ′ cos(νv)
ωKv
. (2.18)
In terms of velocity magnitude w′ and angle perturbations θ′, we have
w′
c
= −iξ′ sin(νv − θ)
ωKv
, (2.19)
θ′ = iξ′ cos(νv − θ)
ωMKv
, (2.20)
with
u′
u
= w
′
w
− θ′ tan θ, (2.21)
v′
v
= w
′
w
+ θ′ 1tan θ . (2.22)
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2.1.2.2 Entropy wave
Similarly to the vorticity wave, the entropy wave is defined as:
ws =
s′
cp
= wˆs exp (i (ωt− ks. (x cos(νs) + y sin(νs)))) (2.23)
for which the entropy fluctuations are not associated to any pressure or velocity
perturbations. Using the entropy conservation (2.5), the dispersion relation of the
propagating entropy wave is
KsM cos (νs − θ) = 1. (2.24)
2.1.2.3 Acoustic waves
In CHORUS, the fluctuating pressure is purely acoustic, namely
p′
γp
= w+ + w− (2.25)
where w+ and w− are the upstream and downstream propagating acoustic waves.
Extracting the acoustic wave amplitudes from the pressure fluctuations requires
to compute the wave vectors associated to each wave on the one hand and their
velocity components on the other hand. Considering harmonic acoustic pressure
fluctuations
p′
γp
=
̂( p′
γp
)
exp (i (ωt− k. (x cos(ν) + y sin(ν)))) (2.26)
which satisfies the D’Alembertian of Eq. 2.13, we obtain a dispersion relation
(1−KM cos(ν − θ))2 −K2 = 0 (2.27)
which is a second degree polynomial equation. Considering the axial component
Kx = K cos(ν) and the azimuthal component Ky = K sin(ν) of the dimensionless
wave vector ~K, the dispersion relation (2.27) is now
(1−KxM cos(θ)−KyM cos(θ))2 − (K2x +K2y ) = 0. (2.28)
The solutions of Eq. 2.28 can be either real or complex. The two roots of Eq. 2.28
are related to the upstream and downstream propagating acoustic waves w+ and
w−. Solving for (2.28) yields the axial acoustic wave numbers K+x and K−x when
1− 2KyM sin θ+K2y (M2 − 1) is positive. For the upstream-propagating acoustic
wave w+, we get
K+x =
M cos θ (1−MKy sin θ)
(M cos θ)2 − 1 −
√
1− 2KyM sin θ +K2y (M2 − 1)
(M cos θ)2 − 1 (2.29)
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and for the downstream-propagating acoustic wave w−,
K−x =
M cos θ (1−MKy sin θ)
(M cos θ)2 − 1 +
√
1− 2KyM sin θ +K2y (M2 − 1)
(M cos θ)2 − 1 . (2.30)
For azimuthal modes, the axial wave numbers defined in Eqs. 2.29 and 2.30 can
have an imaginary part when 1−2KyM sin θ+K2y (M2 − 1) is lower than 0. These
cases correspond to evanescent waves and the axial wave numbers K+x and K−x are
K+x =
M cos θ (1−MKy sin θ)
(M cos θ)2 − 1 + i
√
1− 2KyM sin θ +K2y (M2 − 1)
(M cos θ)2 − 1 (2.31)
and
K−x =
M cos θ (1−MKy sin θ)
(M cos θ)2 − 1 − i
√
1− 2KyM sin θ +K2y (M2 − 1)
(M cos θ)2 − 1 . (2.32)
Once the acoustic wave vectors K+ and K− are known, the associated velocity
components w′
c
and θ′ of the acoustic pressure fluctuations p′/γp can be computed
by combining Eqs. 2.3, 2.4 and 2.26. Noting that K±x = K(1)±x + iK(2)±x , veloc-
ity magnitude and angle fluctuations induced by the fluctuating pressure p′/γp
associated to the upstream-propagating wave w+ are
w′
c
= p
′
γp
K+ cos (θ − ν+) + iK(2)+x cos θ
1−K+M cos (ν+ − θ)− iK(2)+x M cos θ
, (2.33)
θ′ = p
′
γp
1
M
K+ sin (ν+ − θ) + iK(2)−x sin θ
1−K+M cos (ν+ − θ)− iK(2)−x M cos θ
, (2.34)
and
w′
c
= p
′
γp
K− cos (θ − ν−)− iK(2)−x cos θ
1−K−M cos (ν− − θ) + iK(2)−x M cos θ
, (2.35)
θ′ = p
′
γp
1
M
K− sin (ν− − θ)− iK(2)−x sin θ
1−K−M cos (ν− − θ) + iK(2)−x M cos θ
, (2.36)
for the fluctuating pressure p′/γp associated to the downstream-propagating wave
w−.
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2.1.2.4 Matrix formulation
Acoustic, entropy and vorticity waves can be expressed in terms of fluctuating
primitive variables through 
s′/cp
w′/c
p′/γp
θ′
 = [M]

ws
wv
w+
w−
 (2.37)
where the matrix [M] is
1 0 0 0
0 −i sin(νv−θ)
Kv
K+ cos(θ−ν+)+iK(2)+x cos θ
1−K+M cos(ν+−θ)−iK(2)x+M cos θ
K− cos(θ−ν−)−iK(2)−x cos θ
1−K−M cos(ν−−θ)+iK(2)−x M cos θ
0 0 1 1
0 i cos(νv−θ)
KvM
1
M
K+ sin(ν+−θ)+iK(2)+x sin θ
1−K+M cos(ν+−θ)−iK(2)+x M cos θ
1
M
K− sin(ν−−θ)−iK(2)−x sin θ
1−K−M cos(ν−−θ)+iK(2)−x M cos θ
 ,
(2.38)
the wave vector W is
W =

ws
wv
w+
w−
 , (2.39)
and the primitive vector P is
P =

s′/cp
w′/c
p′/γp
θ′
 . (2.40)
This wave formulation allows computing the convective and acoustic waves at the
interface between the homogeneous steady mean flow and the turbine blade. Jump
relations are however required to get the transfer functions between blade rows in
terms of primitive variables. In the following description, [M] will be used in two
states u and d corresponding to upstream and downstream conditions.
[
M(u)
]
and[
M(d)
]
are obtained using θ, ν and K for these two conditions.
2.1.3 Jump relations across a blade row
Using a similar approach as proposed by Marble and Candel [1977], conservation
laws are written across a blade row and linearised to link fluctuating primitive
upstream and downstream variables. The two-dimensional problem imposes to
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find in this case four jump relations that will differ depending on the blade row
type (stator or rotor) and the sonic state of the flow at the trailing edge of the
blade as specified in Table 2.1. In a stator, the flow expansion is isentropic and
– Stator Rotor
• Mass conservation • Mass conservation
Subsonic • Enthalpy conservation • Rothalpy conservation
flow • Entropy conservation • Entropy conservation
• Kutta condition • Kutta condition
• 1-D Mass conservation • Mass conservation
Supersonic • Enthalpy conservation • Rothalpy conservation
flow • Entropy conservation • Entropy conservation
• 1-D mass flow rate in • 1-D mass flow rate in
a choked nozzle a choked nozzle
Table 2.1: Relations used to build linearised jump conditions across a blade row.
leads to an enthalpy conservation contrary to the rotor in which the mean flow
provides mechanical work to the stage, so, rothalpy conservation is used. The
entropy conservation through a blade row is an assumption made by Cumpsty and
Marble [1977] but Leyko et al. [2010] and Duran and Moreau [2011] showed that
the distortion of the mean streamlines within the blade rows induced a scatter-
ing effect of the entropy waves. An attenuation model is hence proposed in this
work to take into account this phenomenon which is then validated on the two-
dimensional simulations [Leyko et al., 2010, Duran and Moreau, 2011]. Finally,
a Kutta condition is applied at the trailing edge of the blade for subsonic flows
in the moving reference frame. Similarly, for a supersonic flow at the exit of a
stage, a mass flow rate relation for choked flows in one-dimensional nozzle is used.
The following section details the linearisation of the relations summarized in the
Table 2.1.
2.1.3.1 Mass conservation
The conservation of the axial mass flow rate m˙ across a blade row gives:
m˙ = ρw cos θ. (2.41)
From a logarithmic differentiation of (2.41):
m˙′
m˙
= ρ
′
ρ
+ 1
M
w′
c
− θ′tan θ where M = w
c
. (2.42)
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Figure 2.3: Two-dimensional modeling of a rotor stage
Substitute (2.5) into (2.42):
m˙′
m˙
= p
′
γp
− s
′
cp
+ 1
M
w′
c
− θ′tan θ. (2.43)
2.1.3.2 Total enthalpy conservation
The total enthalpy conservation through a blade row is equivalent to the stagnation
temperature Tt conservation:
Tt = T
(
1 + γ − 12 M
2
)
. (2.44)
Linearising equation (2.44) yields:
T ′t
Tt
= 1
1 + γ−12 M2
(
(γ − 1) p
′
γp
+ s
′
cp
+ (γ − 1)Mw
′
c
)
. (2.45)
65
2.1.3.3 Rothalpy conservation
The total rothalpy I can be seen as an enthalpy conservation in the moving refer-
ence frame of the rotor. It is defined as:
I = ht − Uw sin θ (2.46)
and corresponds to the difference between the total enthalpy of the flow and the
work provided to the rotor (U is the azimuthal velocity of the row). The lineari-
sation of the equation (2.46) gives:
I ′
I
= h
′
t − Uv′
ht − Uv =
h′t
ht
− Uv
ht
v′
v
1− Uv
ht
, (2.47)
defining the parameter ψ as
ψ = Uv
ht
. (2.48)
Combining equations (2.45), (2.22) with (2.47), the linearised rothalpy equation
becomes
I ′
I
= 11− ψ
[
T ′t
Tt
− ψ
(
1
M
w′
c
+ θ
′
tan θ
)]
. (2.49)
As mentioned above, the rothalpy can be seen as a total enthalpy conservation
and for an azimuthal rotor velocity U equal to zero, the linearised equation (2.49)
tends to the linearised total temperature relation (2.45). In CHORUS, the total
enthalpy ht is written as:
ht =
w2
2 + cpT = c
2
(
M2
2 +
1
γ − 1
)
, (2.50)
where the parameter ψ equals
ψ = UMsinθ
c
(
M2
2 +
1
γ−1
) . (2.51)
2.1.3.4 Entropy conservation
Cumpsty and Marble [1977] supposed that the entropy fluctuation across a blade
row is conserved, namely
s′
cp
∣∣∣∣∣
(u)
= s
′
cp
∣∣∣∣∣
(d)
. (2.52)
Furthermore, the entropy is not necessarily conserved mode-by-mode across a blade
row according to two-dimensional numerical simulations of turbine stages [Leyko
et al., 2010, Duran and Moreau, 2012, Duran et al., 2013].
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Convection of an entropy wave through a blade row
Cumpsty and Marble [1977] assessed that the entropy fluctuation is not altered
by convection through the turbine stages. However, entropy-to-acoustic transfer
functions were found to depend on the scattering of the normal entropy wave to
higher-order modes through the turbine stages because of a non-uniform convec-
tive velocity through the blade rows [Leyko et al., 2010, Duran and Moreau, 2012,
Duran et al., 2013]. As the entropy wave is carried by the mean flow, the stream-
lines distortion through a blade vane leads to a time delay τd between the entropy
’particles’ and the entropy wave front. This delay can be evaluated using a very
Modeling of the axial
velocity profile across
a blade row
Parabolic axial velocity
profiles
Parabolic axial delays
of convective variable
τd
Axial velocity Computation of
the delay τd
Uaxialbulk
Perimeter r
1
0
y
Figure 2.4: Sketch of the computation of the delays using the axial velocity profiles
accross a blade row
crude model described below: assume that the axial velocity profile across a blade
vane is parabolic as shown in Fig. 2.4. The dimensionless pitch length y ranging
from 0 to 1 for each blade vane is build using the dimensionless perimeter r also
ranging from 0 to 1, namely
y = NV anes.r − (iV anes) (2.53)
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where NV anes is the number of blade vanes and iV anes is the ith considered blade
vane. The dimensionless axial velocity profile for the complete row is
Uaxialx (r)
Uaxialmax
= 4y(r)(1− y(r)). (2.54)
To ensure mass conservation across the row, the integration over the dimensionless
perimeter of the velocity profile (2.54) gives the maximum velocity Uaxialmax according
to the mean velocity Uaxialmean,
Uaxialmax =
Uaxialmean∫ 1
0 U
axial
x (r)dr
. (2.55)
The delay τd is computed by using a log-differentiation of the expression
Uaxialx (r) =
Lx
τ(r) (2.56)
where τ(r) is the convective time across the blade row, and leads to
dUaxialx (r)
Uaxialmean
= − τd
τmean
(2.57)
where τmean = Lx/Uaxialmean, and
τd(r) = − Lx
Uaxialmean
Uaxial(r)− Uaxialmean
Uaxialmean
. (2.58)
Using the delay τd, a entropy-to-entropy transfer function Dm(f) through a blade
row can be computed in the frequency domain for the convective azimuthal wave
where the mode-index is m, namely
s′/cp|d
s′/cp|u
= Dm(f) =
∫ 1
0
exp(i2pi (fτd(r) +mr))dr. (2.59)
This formulation corresponds to the phase-shift induced by the streamlines distor-
tion between the ’entropy particles’ and the entropy wave front for the frequency
f at the exit of the blade row.
This model is compared with the numerical results from Leyko et al. [2010],
Duran and Moreau [2012], Duran et al. [2013] for the stator as well as the complete
turbine stages in Fig. 2.5 for a planar entropy wave (ie m = 0). A very good
agreement is found between the analytical transfer functions and the numerical
one for stator and turbine stage cases indicating that the blade row acts like a
low-pass filter.
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(a) Stator case (b) Stator-Rotor case
Figure 2.5: Analytical entropy transfer functions ( ) and numerical results (•)
[Leyko et al., 2010, Duran et al., 2013].
The attenuation of the planar entropy wave through a blade row does not
correspond to a loss of entropy. Indeed, the entropy signal power is transferred into
the higher azimuthal modes for which the mode-index is a multiple of the number
of blade vanes. To assess this conservation of the entropy signal through a blade
row, the energy signal carried by the planar mode and the first higher azimuthal
modes are displayed in Fig. 2.6 where the sum of the modal power tends to 1. As
the index of these higher modes is a multiple of the number of blade vanes which
induces that the azimuthal modes for which their cut-on frequency are lower than
the frequency limit of the compact assumption are not fed by the entropy wave
scattering.
So, in CHORUS, there is no entropy transfer from the planar mode to the
higher modes. It is interesting to note that Sattelmayer [2003] and Morgans et al.
[2013] found similar attenuation functions of a convective scalar with analytical
approaches and a DNS of a turbulent flow in a pipe in which an entropy wave was
injected.
As the two-dimensional actuator disk theory is based on four primitive variables
to describe the fluctuating field, a additional equation is required to close the
problem. Contrary to the jump relations, the last equation uses a Kutta’s condition
for a subsonic stage and the linearised relation of mass flow rate within a one-
dimensional choked isentropic nozzle when the stage is choked.
69
Figure 2.6: Modal distribution of the normalized entropy wave through a blade
row carried by planar entropy mode (•), the Nblade azimuthal mode () the 2N thblade
(×) and the 3N thblade (+) and sum of the modal powers of these entropy transfer
functions (-).
Kutta’s condition for unchoked flow
For subsonic flows, Kutta’s condition imposes the flow deviation at the trailing edge
of the blade. Cumpsty and Marble [1977] proposed to set to zero the fluctuating
velocity angle at the trailing which yields
θ′1 = βθ′2, (2.60)
where β is a numerical parameter set to an infinitesimal quantity (not zero to avoid
singularity in matrix products). To extend the Kutta’s condition to the rotor case,
equation (2.60) has to be written in the relative frame. To do so, the angle flow
tangent function is log-derived and gives
(tan θr)′
(tan θr)
= v
′
v − U −
u′
u
, (2.61)
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w + w′
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Figure 2.7: Kutta’s condition applied at the trailing edge of a blade.
and using some algebra and the equations (2.21) and (2.22), we have
θ′r =
(
(wcos θ)2
w2 − 2wUsin θ + U2
)[
U
wcos θ
1
M
w′
c
+ θ′
(
1 + (tan θ)2 − U
w cos θ tan θ
)]
.
(2.62)
The fluctuating flow angle θ′r in the relative frame is equal to θ′ for U = 0.
Mass flow rate for choked vanes
For a supersonic stage often encountered in the first stator of high-pressurized
turbines, Kutta’s condition is replaced by the specific expression of the mass flow
rate through a choked nozzle. Indeed, the mass flow rate is proportional to
p√
T
(
1 + γ − 12
) γ+1
2(γ−1)
(2.63)
and the linearisation of Eq. 2.63, after some algebras, gives
p′
γp
γ − 1
2 +
1
2
s′
cp
− w
′
c
1
M
+ θ′
1 + γ−12 M
2
1−M2 tan θ = 0, (2.64)
which is considered in the upstream region of the blade. For the rotor case, Eq. 2.64
has to written in the relative frame especially for the relative Mach number Mr
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and yields
p′
γp
(
(γ − 1)
2
)
+ s
′
Cp
1
2
+ w
′
c
(
(γ + 1)
2
M2r
1−M2r
[
fU
1
M
(
1− U
w
sin θ
)]
− µ
M(1−M2r )
)
+ θ′
[
tan θ −
(
fU
U
w
cos θ
)((γ + 1)
2
M2r
µ
)]
µ
1−M2r
= 0
(2.65)
where
Mr =
√
(wsin θ − U)2 + (wcos θ)2
c
, (2.66)
fU =
1
1 +
(
U
w
)2 − 2U
w
sin θ
, (2.67)
and
M ′r
Mr
= w
′
c
[
fU
1
M
(
1− U
w
sin θ
)]
− θ′
(
fU
U
w
cos θ
)
− γ − 12
p′
γp
− 12
s′
Cp
. (2.68)
Similarly to the Kutta’s condition in the relative frame (2.62), the linearised ex-
pression of the mass flow rate in a supersonic vane (2.65) is equal to the relation
(2.64) when the rotor velocity U is equal to 0.
Matrix formulation of the acoustic transfer functions
The jump relations written across a blade row can be represented through a matrix
product between upstream and downstream fluctuating primitive variables:
[B](u)

s′/cp
w′/c
p′/γp
θ′

(u)
= [B](d)

s′/cp
w′/c
p′/γp
θ′

(u)
(2.69)
where the subscript u represents the upstream region of the blade row and d the
downstream region. As the jump relations written for the stator case are equivalent
with the rotor case when U is set to 0, the matrix [B] is specified for subsonic or
supersonic rotating blade rows.
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A subsonic rotor: the matrix [B] is
Dm(f) 0 0 0
−1 1
M
1 −tanθ
1
1−ξ
1
µ
1
1−ξ
(
(γ−1)M
µ
− ξ
M
)
1
1−ξ
(
(γ−1)
µ
)
1
1−ξ
(
− ξtan θ
)
0 fwU
Mw cos θ 0 fw
(
1 + (tan θ)2 − U tan θ
w cos θ
)
 (2.70)
where
fw =
(w cos θ)2
w2 − 2 w U sin θ + U2 (2.71)
for the upstream zone and
Dm(f) 0 0 0
−1 1
M
1 −tanθ
1
1−ξ
1
µ
1
1−ξ
(
(γ−1)M
µ
− ξ
M
)
1
1−ξ
(
(γ−1)
µ
)
1
1−ξ
(
− ξ
tanθ
)
0
(
fwU
Mw cos θ
)
β 0 fw
(
1 + (tan θ)2 − U tan θ
w cos θ
)
β
 (2.72)
for the downstream zone.
A supersonic rotor: similarly to the subsonic rotor, only the Kutta’s condition
is removed in the matrix B to be replaced with the linearized equation of the mass
flow rate within a one-dimensional isentropic nozzle, namely
Dm(f) 0 0 0
−1 1
M
1 −tanθ
1
1−ξ
1
µ
1
1−ξ
(
(γ−1)M
µ
− ξ
M
)
1
1−ξ
(
(γ−1)
µ
)
1
1−ξ
(
− ξ
tanθ
)
1
2 Cw
γ−1
2 Cθ
 (2.73)
where
Cw =
(
(γ + 1)
2
M2r
1−M2r
[
fU
1
M
(
1− U
w
sin θ
)]
− µ
M(1−M2r )
)
(2.74)
and
Cθ =
[
tanθ −
(
fU
U
w
cos θ
)((γ + 1)
2
M2r
µ
)]
µ
1−M2r
(2.75)
for the upstream region. For the downstream zone, the matrix [B] becomes
Dm(f) 0 0 0
−1 1
M
1 −tanθ
1
1−ξ
1
µ
1
1−ξ
(
(γ−1)M
µ
− ξ
M
)
1
1−ξ
(
(γ−1)
µ
)
1
1−ξ
(
− ξtan θ
)
β β β β
 . (2.76)
Combining these matrix with matrix equations (2.38), acoustic transfer func-
tions across turbine stages are available.
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2.1.4 Computation of a turbine stage
Combining the wave formulation defined in (2.1) and the jump relations matrix
(2.69), the transfer function of a single blade row is[
B(u)
] [
M(u)
]
︸ ︷︷ ︸
[A(u)]
W(u) =
[
M(d)
] [
B(d)
]
︸ ︷︷ ︸
[A(d)]
W(d), (2.77)
where W is the wave vector (2.39) and [M] is the matrix to convert primitive
variables into waves (2.37). The matrix [B] is detailed in section 2.1.3.4. This
matrix product allows calculating azimuthal mode by mode the transfer functions
which corresponds to a ”mode-matching” assumption. For a complete turbine
stage, it is necessary to take into account the phase-shift of the waves between
the leading edge of a first row and the leading edge of the next row. Using the
wave formulation defined in Eq. 2.1, the phase-shift becomes a function of the axial
blade chord of the row, the axial spacing blade spacing and the axial wave number.
Noting W(d)(i) the wave vector defined in Eq. 2.39 at the trailing of a ith row and
W(u)(i+1) the wave vector at the leading edge of the (i + 1)th row, the phase-shift
matrix product is:
W(u)(i+1) = [T] .W
(d)
(i) . (2.78)
where [T] is a diagonal matrix for which the diagonal components are equal to
exp
(
−ikx.(Lx + Lbladex )
)
for which Lx and Lbladex are the axial spacing between two
successive rows and the axial chord of a blade respectively. For a turbine stage
composed of Ns blade rows, the matrix product becomes[
Ns−1∏
i=1
([
A(u)(i+1)
] [
T(i)
] [
A(d)(i)
]−1)] [
Au(1)
]
.W1(u) =
[
A(d)(Ns)
]
W(d)(Ns). (2.79)
This system (2.79) has to be modified to solve the acoustic propagation through
the turbine. Indeed, the four unknowns are the three downstream propagating
waves at the exit of the turbine (ws,wv and w+) and the reflected acoustic wave
in the combustion chamber w−. The non-reflecting boundary condition at the exit
of the turbine imposes w− = 0 in the wave vector W(d). The three upstream-
propagating waves are provided by the LES. Contrarily, for the computation of
the wave vector between turbine stages, the matrix problem requires an additional
step. Once the upstream and downstream wave vectors of the complete turbine
solved, we use the matrix product (2.79) up to the considered turbine stage.
A last remark can be made about the matrix resolution. Although supersonic
flow can be considered at the exit of turbine stages, the matrix problem (2.79)
does not allow computing supersonic wave propagation in the steady mean flow.
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Indeed, the problem is only valid for subsonic axial Mach number and the mean
Mach number has to be limited to 1/ cos θ which is always true in real engines.
Using the acoustic waves computed anywhere in the turbine, the acoustic power
is finally obtained with a formulation to take into account the convective terms
[Bretherton and Garrett, 1968]. So, the acoustic intensity in the ith turbine stage
is equal to
I(i) =
[
[(M cos θ + cos ν+) (1 +M cos(θ − ν+))](i)
(
w
(i)
+
)2
+
[(M cos θ + cos ν−) (1 +M cos(θ − ν−))](i)
(
w
(i)
−
)2]
(γpc)(i).
(2.80)
2.1.5 Selection of higher azimuthal modes computed with
CHORUS
The theory presented in this chapter is valid below a frequency limit corresponding
to the compact assumption. Furthermore, considering azimuthal modes in noise
computation implies an additional condition. Indeed, the compact theory imposes
to ignore blading details where the blade pitch-chord ratio is assumed to be low.
Mishra and Bodony [2013] show that this theory failed to capture noise generation
for local entropy disturbances smaller than the pitch length convected through a
blade vane. More precisely, predicted acoustic powers are over-estimated at the
turbine stage outlet. The consequence is that azimuthal modes for which the
azimuthal wavelength is similar to the blade pitch Ly can not be properly dealt
with CHORUS. So, only the first azimuthal modes have to be considered in noise
computations.
To find the mode-index of the selected higher azimuthal mode, a simple crite-
rion must be derived. Similarly to the compact frequency limit in which the ratio
between the axial blade chord and the axial wavelength is used, this criterion is
based on the ratio between the pitch length Ly of a blade row and the azimuthal
wavelength λy. We will assume that CHORUS can be applied safely for azimuthal
modes as long as Ly
λy
does not exceed 0,1 (the mode wavelength must be larger
than 10 times the blade pitch length). So, considering a turbine row composed of
Nblades blades with a mean radius R, the azimuthal wavelength λy of the mode m
is
λy =
2piR
m
(2.81)
and the pitch length of the blade row Ly is
Ly =
2piR
Nblades − 1 . (2.82)
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This criterion leads to
Ly
λy
= m
Nblades − 1 . (2.83)
In the TEENI turbine stages, the number of blades is roughly 20 which imposes
to use only the first two azimuthal modes at the combustor exit to perform noise
computations presented in chapter 7.
2.1.6 Literature test cases
To validate the implementation, simple tests are presented on the basis of acoustic
transfer functions of a subsonic stator computed by Kaji and Okazaki [1970a] at
very low-frequency and using a semi-actuator disk theory. These test cases were
also computed by Cumpsty and Marble [1977]. To further validate the coding,
the two-dimensional approach is also compared with the one-dimensional compact
theory of Marble and Candel [1977] for a subsonic nozzle. Finally, entropy-to-
acoustic transfer functions computed by Cumpsty and Marble [1977] as a function
of the inverse of the azimuthal wave number Ky are compared with our results.
2.1.6.1 Purely acoustic Kaji’s test cases
The first test corresponds to a subsonic blade row with no flow deviation (Fig. 2.8).
Results of the acoustic transmission and reflection coefficients for an incident
θu
θd
−→wu
−→wd
Upstream Downstream
θu = 60o
θd = 60o
Mu = 0, 1
Md = 0, 1
Figure 2.8: Sketch of a subsonic blade row with no deviation (first test case).
upstream-propagating acoustic wave according to the wave angle ν are plotted
in Figure 2.9. In the second test case shown in Fig. 2.10, the Mach number is set
to 0.5 and the results are presented in Figure. 2.11. Although the Kaji’s theory
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(a) Reflexion (b) Transmission
Figure 2.9: Acoustic transmission and reflexion coefficients for an incident
upstream-propagating acoustic wave according to the wave angle ν computed with
CHORUS ( ) and compared with Kaji’s results (•) - M = 0.1 and θ = 60o
(Fig. 2.8).
θu
θd
−→wu
−→wd
Upstream Downstream
θu = 60o
θd = 60o
Mu = 0, 5
Md = 0, 5
Figure 2.10: Sketch of a subsonic blade row with no deviation (second test case).
is based on an actuator disk theory taking into account a finite chord length, we
found a very good agreement between the compact theory and these results. When
the angle of the incident acoustic wave is equal to the blade angle (Figs. 2.9(b)
and 2.11(b)), the acoustic transmission coefficient is unitary and there is no reflec-
tion (Figs. 2.9(a) and 2.11(a)). Kaji’s results taken in this comparison correspond
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(a) Reflexion (b) Transmission
Figure 2.11: Acoustic transmission and reflexion coefficients for an incident
upstream-propagating acoustic wave according to the wave angle ν computed with
CHORUS ( ) and compared with Kaji’s results (•) - M = 0.5 and θ = 60o
(Fig. 2.10).
to their most compact case where  Lbladex /λ = pi/16.
θu
θd
−→wu
−→wd
Upstream Downstream
θu = 0o
θd = 70, 4o
Mu = 0, 2
Md = 0, 95
Figure 2.12: Sketch of a subsonic blade row with deviation (third test case).
A more realistic stator was also computed by both Kaji and Okazaki [1970a]
and Cumpsty and Marble [1977] (Fig. 2.12). For the transmission coefficients
(Fig. 2.13(b) ), a very good agreement is found but some differences appear for
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the reflection case (Fig. 2.13(a)) where Chorus coefficient is very similar to the
Kaji’s result. The reflection coefficient found by Cumpsty is higher than our results
for small incidence angles (Fig. 2.13(a)) while Kaji has shown that the reflection
coefficient decreases with the compactness of the blade rows.
(a) Reflexion (b) Transmission
Figure 2.13: Acoustic transmission and reflexion coefficients for an incident
downstream-propagating acoustic wave according to the wave angle ν computed
with CHORUS ( ) and compared with Kaji’s results (•) and Cumspty’s results
() (Fig. 2.12).
2.1.6.2 Entropy-to-acoustic transfer function of a subsonic nozzle
The entropy-to-acoustic transfer functions computed with CHORUS are compared
with the analytical one-dimensional approach of Marble and Candel [1977] for
a subsonic nozzle (ie a stator vane without flow deviation) with an inlet Mach
number equal to 0.1 and exit Mach number varying from 0.1 to 0.9. As expected,
the transmission and reflection coefficients for an incident acoustic wave (Fig. 2.15)
and an entropy wave (Fig. 2.16) perfectly match with the coefficients computed
with CHORUS.
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(ws)0 (w+)0
(w−)0
(w+)1
Figure 2.14: Sketch of a subsonic nozzle.
(a) (w−)0 / (w+)0 (b) (w+)1 / (w+)0
Figure 2.15: Acoustic transmission and reflexion coefficients according to Mach
number computed with CHORUS ( ) and compared with one-dimensional theory
(•) for an incident acoustic wave through a subsonic nozzle (Fig. 2.14).
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(a) (w−)0 / (ws)0 (b) (w+)1 / (ws)0
Figure 2.16: Acoustic transmission and reflexion coefficients according to Mach
number computed with CHORUS ( ) and compared with one-dimensional theory
(•) for an incident entropy wave through a subsonic nozzle (Fig. 2.14).
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2.1.6.3 Entropy-to-acoustic transfer function within a subsonic blade
row
In this case, the entropy-to-acoustic transfer functions are computed through the
subsonic stator displayed in the Figure 2.12 used by Cumpsty and Marble [1977].
The deviation of the mean flow in the downstream requires to distinguish the
transfer functions between the azimuthal waves for which the mode index m are
positive or negative. The transfer functions are plotted according to the inverse of
the azimuthal wave number Ky and tend to the compact values for a planar entropy
wave when 1/Ky tends to +∞. The cut-off frequency of the evanescent azimuthal
waves corresponding to Ky = 0, 98 is well-computed and a good agreement is
found between CHORUS and Cumpsty’s results. Attention was drawn in the slight
frequency shift of the acoustic peak found for the right downstream-propagating
wave coefficient in Fig. 2.17(b). As mentioned by Cumpsty, their computation
should be inaccurate close to this wave number because of an analytical singularity.
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(a) Downstream transmitted azimuthal wave (m <
0)
0 1 2 3 4 5 6
K−1y  (−)
0.00
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0.35
(b) Downstream transmitted azimuthal wave (m >
0)
(c) Upstream reflected azimuthal wave
Figure 2.17: Entropy-to-acoustic transfer functions for an incident azimuthal en-
tropy wave according to the inverse azimuthal wave number Ky computed with
CHORUS ( ) and compared with Cumpsty’s results (•) for a subsonic blade row
(Fig. 2.12).
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2.2 Post-processing the waves at the end of a
combustion chamber simulation
This section presents the different steps required to convert a set of numerous in-
stantaneous LES fields into acoustic and convective waves. The analytical method
CHORUS computes the acoustic generation within turbine stages in terms of
acoustic downstream and upstream going acoustic waves, entropy and vorticity
waves in the frequency domain of longitudinal and azimuthal modes. To do so,
as seen in the Fig. 2.18, numerous instantaneous LES fields at the exit of the
combustion chamber are interpolated on a structured grid composed of successive
Cartesian planes where the interpolating time step has to be small enough to avoid
aliasing effects and set the maximum computed frequency (Fmax = 1/∆tinterp).
The duration of the numerical simulation sets the minimal frequency computed
LES domain of a combustion chamber Two-dimensional and structured
interpolating planes at the exit of
the combustion chamber
Figure 2.18: LES domain and two-dimensional interpolating planes at the exit of
the combustion chamber.
(fmin = 1/tLES). Note that here the plane normal vectors are collinear to the
motor-axis while the diagnostic planes are located at the leading edge of the high-
pressurized stator. The velocity magnitude w and angle θ, the pressure p and
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the entropy s are the primitive variables required to build the wave vector. The
methodology is described below.
Computation of the temporal 2-D primitive variable vector: Using the
LES fields interpolated on two-dimensional structured planes, the Cartesian ve-
locity vector (ux, uy, uz) is expressed in the polar coordinate system of the engine.
The four primitive CHORUS variables are the fluctuations of dimensionless pres-
sure p′/γp, the velocity magnitude w′/c, the velocity angle θ′ and the entropy s′/cp.
A radial averaging over the planes of the primitive variables is performed and it
is equivalent to a radial mode decomposition where only the fundamental mode is
kept. Each fluctuation is obtained by subtraction of temporal and spatial averag-
ing of the set of solutions from the instantaneous fields which gives the primitive
vector P(x, α, t) at each node of the planes or equivalently as a function of the
axial x, angular α positions and time, namely
P(x, α, t) =

s′/cp
w′/c
p′/γp
θ′
 . (2.84)
Temporal and angular Fourier Transforms: a temporal Fourier transform is
used to express the primitive vector P in the frequency domain. This FFT is based
on the Welsh method which splits the time signals into N segments with an overlap
to get smoothed averaged power spectral densities. A spatial Fourier transform is
then applied to get the primitive vector P(x, α, ω) in terms of azimuthal modes,
namely
P(x,m, ω) = 1
αmax − αmin
∫ αmax
αmin
P(x, α, ω)eimαdα (2.85)
where αmin and αmax are the minimum and the maximum azimuthal angles of the
computational domain and m is the azimuthal index indicating the mode number
(ie m = 0 corresponds to the planar mode).
From the primitive vector to the wave vector The wave vectors W(x,m, ω)
are provided by the wave decomposition described in the equation(2.37),
P(x,m, ω) = [M] W(x,m, ω). (2.86)
Although these wave vectors can be used in CHORUS, the proposed wave decom-
position does not distinguish the acoustic pressure from the hydrodynamic field.
A specific treatment is thus introduced as detailed hereafter.
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Hydrodynamic filtering First, presuming that acoustics at low-frequency is
essentially two-dimensional, a radial averaging allows removing a large part of hy-
drodynamic perturbations. Likewise, according to a filtering method proposed by
Polifke et al. [2003], the acoustic and convective waves can be combined using the
wave velocity and the planes axial spacing to improve the hydrodynamic filtering.
This specific property applied to a wave w is written as,
wˆ(m,ω) = 1
Nx
Nx∑
i=1
w(xi,m, ω) exp(−ikxxi) (2.87)
where Nx is the number of axial planes and kx the axial component of the corre-
sponding wave number.
The wave decomposition allows computing the acoustic power generated by
the combustion chamber with the tool CHORUS (Chapter 7) as well as a modal
description of the unsteady fields at the exit of the combustor (Chapters 5 and 6).
2.3 A Helmholtz solver : AVSP-f
The last step of the CONOCHAIN methodology is the computation of the acoustic
propagation through the exit jet of the engine as well as through the far-field. Ide-
ally to compare the numerical results with experimental measurements provided
by microphones located up to 20 meters away from the engine, the numerical
simulation of a spherical domain around the engine up to the sensors is needed.
For a turboshaft engine, the exit jet has some remarkable properties: a low-Mach
number (close to 0,15) which limits the effect of the shear layers on the acoustic
directivity and the absence of co-axial jet. These thermal shear layers generates
temperature gradients which can impact the acoustic propagation. These charac-
teristics justify the use of the no-Mach number non-isothermal Helmholtz solver
AVSP-f to compute the acoustic propagation in the TEENI’s context.
2.3.1 Solving the Phillips’ equation
AVSP-f is based on a formulation of the Phillips’ equation taking into account
non-homogeneous sound velocity. Similarly to the Lighthill’s analogy, the Phillips
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equation can be seen as a wave operator for reacting flows, namely
D2pi
Dt2
− ∂
∂xi
(
c2
∂pi
∂xi
)
=∂uj
∂xi
∂ui
∂xj
− ∂
∂xi
(
1
ρ
∂τij
∂xj
)
+ D
Dt
[
γ − 1
ρc2
(
ω˙T +
∑
k
hk
∂Jk
∂xi
− ∂qi
∂xi
+ τij :
∂ui
∂xj
+ Q˙
)]
+ D
2
Dt2
(ln r)
(2.88)
where pi = p′/γp. The equation (2.88), introduced by Chiu and Summerfield [1974]
and Kotake [1975], accounts for some acoustic-flow interactions, since gradients
of the sound velocity c are included in the acoustic operator. Contrary to the
Lighthill’s analogy, mean temperature, sound velocity and density are not assumed
homogeneous in space as is the case for turboshaft engine exit flows. The zero-
Mach number assumption leads to some simplifications in the equation (2.88).
Moreover, the species diffusion flux ∂Jk
∂xi
, the external energy source Q˙, the heat
fluxes ∂qi
∂xi
and the changes in the molecular weight of the mixture D
Dt
(ln r) are
neglected. Finally, the last source term is the monopolar source of noise γ−1
ρc2 ω˙T
induced by the combustion process and the simplified Philips’ equation (2.89) is
∂2pi
∂t2
− ∂
∂xi
(
c2
∂pi
∂xi
)
= ∂
∂t
(
γ − 1
ρc2
ω˙T
)
. (2.89)
For far-field computation, no combustion process is considered and ω˙T = 0. Con-
sidering harmonic fluctuations (ie pi = pˆieiωt), the equation (2.89) becomes
ω2pˆi + ∂
∂xi
(
c2
∂pˆi
∂xi
)
= 0. (2.90)
2.3.2 AVSP forced Helmholtz solver
AVSP forced version is devoted to the prediction of the acoustic field propagating
in non-homogeneous media and generated by source terms or injection of acous-
tic waves across boundary conditions. To take into account three-dimensional
geometries, unstructured meshes are used and this imposes some restrictions in
terms of numerical methods. A finite volume discretization technique is used. As
the finite volume methods have been conceived under the conservative philosophy,
conservation equations are accurately solved. However, developments of higher
order schemes are very complex under the finite volume approach which limits
to second-order the AVSP numerical schemes coupled with a cell-vertex method.
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After the discretization of the equation (2.90) over unstructured grids, a matrix
system is obtained and solved using a Generalized Minimal RESidual (GMRES)
method [Saad and Schultz, 1986]. An acoustic flux is injected across a boundary
condition to solve the acoustic field. Injecting acoustic waves from CHORUS in
the AVSP-f domain needs however some attention. Typically, AVSP-f solves the
acoustic field in terms of acoustic pressure and velocity which are provided by the
downstream-propagating wave computed by CHORUS at the exit of the engine.
2.3.3 Analytical description of a low-Mach number hot jet
A simple description of the temperature field at the exit of a turboshaft engine is
proposed in this section for low-Mach number jets. Although no velocity fields are
taken into account, a qualitative modelling of the temperature patterns is required
because of the major impact of temperature gradients in the refraction of sound
waves as analytically addressed in the appendix B. A low-Mach number jet flow
can be described into three main zones. As shown in Fig. 2.19, a potential core
composes the first zone of the jet where the mean velocity is constant up to the
X-coordinate xp. A transient zone is located between the end of the potential
core the fully developed region. A modelling of a low-Mach number jet flow is
proposed in this section where a strong assumption is made: the mean temperature
is proportional to the mean velocity. Using scaling velocity laws for the different
regions of the jet flow, the dimensionless temperature field is built. The mean
pressure everywhere in the jet is equal to the atmospheric pressure.
Axial velocity variation: In the potential core, the velocity is constant and
equal to the mean inlet value. In the fully-developed zone, the modified axial
Reynolds number is constant, namely
Rex = Uinlet.Rnozzle = r12(x).Ux (2.91)
where Uinlet is the mean inlet velocity, Rnozzle the nozzle radius, Ux the center-line
axial velocity and r12(x) is the full width at half maximum of the velocity Gaussian
profile. The axial velocity is given by
Ux(x) = Uinlet
2RnozzleB
x
where B = 6. (2.92)
In the transient zone, we assume that the axial velocity decreases linearly from
the end of the potential core to the full-developed region.
Radial velocity profile in the potential core: Zaman [1998] proposed an
expression of xp according to the mean jet flow density ρjet and pressure Pjet, the
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Atmosphere (Pa, ρa, Ta)Nozzle
Radius = Rnozzle
x = 0 x = xp x = xt
Potential core Transient
zone
Fully developed region
Pjet = Pa
Tjet = Tinlet Gaussian radial temperature profiles
Figure 2.19: Sketch of a low-Mach number jet flow
atmospheric density ρatmo, pressure Patmo and the mean velocity Uinlet, namely
xp
Dj
=
√
ρjU2j + Pj − Pa
KuUj
√
ρa
and Ku = 0, 16. (2.93)
To smooth the boundary between the potential core and the quiescent medium, a
Gaussian law is applied where the full width at half maximum increases linearly
from the nozzle lips to xp. So, the velocity profile is equal to
1 if R < Rcore
exp

(
R
2Rnozzle
)2
2σ2
 if R > Rcore (2.94)
where
σ = 1
2
√
2ln2
x
xp
. (2.95)
So, the radial velocity is a hat close to the nozzle and tends to a Gaussian profile
when x tends to xp as seen in Fig. 2.20.
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Figure 2.20: Dimensionless radial velocity profiles in the potential core of the jet
flow at different abscissae: x = 0 (-), x = 0, 5xp (•), x = xp ().
Radial velocity profile in the transient and fully-developed zones: In
these zones, the radial velocity profiles are Gaussian functions but the amplitudes
and the full width at half maximum differs. In the transient zone, the axial velocity
is continuous at the end of potential core and the beginning of the fully developed
region is defined by the equation (2.92) [Pope, 2000]. So, the radial velocity profile
is [
x− xp
xp − xp +
(
1
σ
√
2pi
)(
1− x− xp
xp − xp
)]
exp
(
−
(
r
2Rnozzle
)2 1
2σ2
)
(2.96)
where
σ = Re2RnozzleUinlet
1√
2ln2
. (2.97)
In the fully-developed region, the equation (2.92) provides the axial velocity.
Knowing consequently r12, the profile becomes
A exp
(
−
(
r
2Rnozzle
)2 1
2σ2
)
(2.98)
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with
A = 1
σ
√
2pi
. (2.99)
Temperature field Finally, the temperature field is plotted in Fig. 2.21 where
the three main zones described above are visible. Up to 4D, the potential core
0
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Figure 2.21: Dimensionless temperature profiles Tx according to dimensionless
radius R/D and axial coordinate x/D - D the nozzle diameter.
induces strong temperature gradients around the jet. The transient zone is located
from 4D to 7D and the fully-developed zone above 7D smooths the temperature
profiles to reach a maximum close to 0,35 at 15D.
2.4 Conclusion
This chapter presented the numerical methodology CONOCHAIN used in this
thesis to compute the direct and indirect combustion noise within a real aero-
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Part II
Large-Eddy simulations of the
TEENI combustion chamber
dedicated to the combustion noise
evaluation
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The part presents the Large-Eddy simulations of the TEENI annular combus-
tion chamber to provide unsteady fields at the exit of the combustor and apply
the CONOCHAIN methodology described in chapter 2. To do so, numerical sim-
ulations correspond to stabilized operating points performed during the TEENI
project in terms of mean features but also in terms of acoustics. This part is
composed of two main chapters:
• the first one presents the LES method and solver AVBP used to perform the
numerical simulations,
• the second chapter describes the simulated experimental operating points
and the numerical set-up of the LES,
• the third one presents the simulations of a single sector to apply CONOCHAIN
at two experimental operating points, 344kW and 904kW,
• the full-scale simulation of the TEENI combustion chamber at 904kW is
presented and compared with the single sector simulation in the last chapter.
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Chapter 3
Numerical tools for the
Large-Eddy Simulations
3.1 Large Eddy Simulation with AVBP
Large Eddy Simulation is dedicated to solve the turbulent compressible Navier-
Stokes equations and is an intermediate numerical concept between Direct Nu-
merical Simulations and the Reynold Averaged Navier-Stokes methodology. In
RANS concept, the governing equations are based on an ensemble average over
a set of realizations [Pope, 2000] which removes the temporal dependence of the
Navier-Stokes equations but yields unclosed terms. These terms are modelled to
be representative of the physics taking place over the entire range of frequencies
present in the ensemble of realizations. Contrarily, DNS consists of solving the
compressible Navier-Stokes equations without any approximation, where the large
scales of the turbulent flow are resolved as well as the small ones. Although this
approach allows capturing complex physics and flow interactions, the computa-
tional cost limits this technique to canonical cases when the Reynolds number
grows. Large Eddy simulation [Sagaut, 1998]is an original approach based on the
energy cascade in turbulent flows where the kinetic energy is convected by the
large turbulent scales and dissipated at the small ones. So, a low-pass spatial fil-
ter is applied on the Navier-Stokes equations to provide the governing equations
where the small scales are removed. However, the unclosed terms corresponds
to the interaction between the small structures with the turbulent flows and are
modelled with different approaches. LES are consequently able to capture the
unsteadiness within the turbulent flows in complex geometries with high-fidelity
and allows a dynamic representation of a single representation of the flow. Note
that this technique tends to DNS when the spatial filter size tends to zero. Using
compressible and reactive Navier-Stokes equations, the LES predictions are close
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to the physics such as turbulent combustion and acoustic waves [Poinsot and Vey-
nante, 2005] highlighting their potential in predicting turbulent flows in industrial
applications.
3.1.1 The governing equations
The set of conservation equations for reacting flows can be written:
∂w
∂t
+∇.F = s (3.1)
where w is the vector of the conservative variables:
w = (ρu, ρv, ρw, ρE, ρk)T (3.2)
with respectively ρ, u, v, w,E, ρk the density, the three cartesian components of
the velocity vector ~V = (u, v, w)T , the energy per unit mass and ρk = ρYk for
k = 1 to N (N is the total number of species). The source term s is decomposed
for convenience into a chemical source term and a radiative source term such that:
s = sC + sR. It is usual to decompose the flux tensor F = F(w)I + F(w,∇w)V
into an inviscid and a viscous component. The three spatial components of the
inviscid flux tensor F(w) are:

ρu2 + P ρuv ρuw
ρuv ρv2 + P ρvw
ρuw ρvw ρw2 + P
(ρE + P )u (ρE + P ) v (ρE + P )w
ρku ρkv ρkw
 (3.3)
for the inviscid terms where the hydrostatic pressure P is given by the equation of
state for a perfect gas, namely
P = ρrT. (3.4)
The components of the viscous flux tensor F(w,∇w)V are

−τxx −τxy −τxz
−τxy −τyy −τzy
−τxz −τyz −τzz
−(uτxx + vτxy + wτxz) + qx −(uτxy + vτyy + wτyz) + qy −(uτxz + vτyz + wτzz) + qz
Jx,k Jy,k Jz,k
 .
(3.5)
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Species diffusion flux Jk: The species diffusion flux is based on the Hirschfelder
Curtis approximation [Hirschfelder et al., 1969] where the diffusion velocity of
species are expressed in terms of species gradients and a correction diffusion veloc-
ity V c to take into account the convection velocity [Poinsot and Veynante, 2011]
to satisfy the total mass conservation, namely
Ji,k = −ρ
(
Dk
Wk
W
∂Xk
∂xi
− YkV ci
)
, i = 1, 2, 3 (3.6)
where Dk are the diffusion coefficients for each species k in the mixture, W and
Wk the molar mass of the mixture and the specie k respectively, and Xk and Yk
the molar and mass fraction of specie k respectively.
Viscous stress tensor τij: The stress tensor τ is given by the following relations:
τij = 2µ
(
Sij − 13δijSij
)
, i, j = 1, 3 (3.7)
and
Sij =
1
2
(
∂uj
∂xi
+ ∂ui
∂xj
)
, i, j = 1, 3 (3.8)
where µ is the shear viscosity modeled with a Sutherland’s law.
Heat flux vector qi: For multi-species flows, an additional heat flux term ap-
pears in the diffusive heat flux. This term is due to heat transport by species
diffusion. The total heat flux vector then writes:
qi = −λ ∂T
∂xi︸ ︷︷ ︸
Heat conduction
+
N∑
k=1
Ji,khs,k︸ ︷︷ ︸
Heat flux through species diffusion
(3.9)
where λ is the heat conduction coefficient of the mixture and hs,k the sensible mass
enthalpies of the specie k.
The source term on the right-hand side of equation (3.1) is equal to
Su
Sv
Sw
ω˙T
ω˙k
 (3.10)
where ω˙T is the rate of heat release and ω˙k the reaction rate of specie k. The source
terms Su, Sv, Sw are used to impose source terms on momentum components. For
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reacting flows, an Arrhenius law is often used to model the reaction rates ω˙k
[Poinsot and Veynante, 2011]. Furthermore, thermodynamic variables as sensible
mass enthalpy or entropy are computed with JANAF tables [Stull and Prophet,
1971] and interpolated between 0K and 5000K.
3.1.2 Equations for compressible Large Eddy Simulations
Applying the spatial filtering, the quantity f¯ is resolved whereas f ′ = f − f¯ is the
subgrid scale part due to the unresolved flow motion. The mass-weighted Favre
filtering is well-adapted to the conservative equations, namely
ρ¯f˜ = ρ¯f . (3.11)
So, the LES governing equations are obtained by filtering the equation (3.1):
∂w¯
∂t
+∇.F¯ = s¯ (3.12)
where F¯ is the flux tensor. The spatial filtering where the cut-off corresponds to
the mesh size divides the flux tensor F and the source term s into a resolved part
and a subgrid scale component. The decomposition of F presented in the previous
section is also valid but leads to unclosed quantities, which need to be modelled.
So, the inviscid terms of the flux tensor F are equal to
ρ¯u˜2 + P¯ ρ¯u˜v˜ ρ¯u˜w˜
ρ¯u˜v˜ ρ¯v˜2 + P¯ ρ¯v˜w˜
ρ¯u˜w˜ ρ¯v˜w˜ ρ¯w˜2 + P¯
ρ¯Eu˜+ P¯ u ρ¯Ev˜ + P¯ v ρ¯Ew˜ + P¯w
ρ¯u˜ ρ¯v˜ ρ¯tildew
 (3.13)
and the viscous terms take the form:
− ¯τxx − ¯τxy − ¯τxz
− ¯τxy − ¯τyy −τ¯zy
− ¯τxz −τ¯yz −τ¯zz
−( ¯uτxx + ¯vτxy + ¯wτxz) + q¯x −( ¯uτxy + ¯vτyy + ¯wτyz) + q¯y −( ¯uτxz + ¯vτyz + ¯wτzz) + q¯z
¯Jx,k ¯Jy,k ¯Jz,k
 .
(3.14)
Noting with the subscript t the subgrid scale turbulent terms of the flux tensor F,
the subgrid scale turbulent tensor is
− ¯τxxt − ¯τxyt − ¯τxzt
− ¯τxyt − ¯τyyt −τ¯zyt
− ¯τxzt −τ¯yzt −τ¯zzt
q¯x
t q¯y
t q¯z
t
¯Jx,k
t ¯Jy,k
t ¯Jz,k
t
 . (3.15)
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Modelling of these unclosed terms is required to resolve the set of LES equations.
The subgrid scale turbulent fluxes are modelled to be representative of the inter-
action between the large structures of the flows and the small ones, especially in
terms of turbulent energy dissipation. Based on homogeneous isotropic turbulent
flows, a historical model was proposed by Smagorinsky [1963] where the dissipative
effect of the small structures was modelled with a turbulent viscosity νt propor-
tional to the size of the spatial LES filter ∆, the resolved strain rate tensor S˜ij
and a constant value Cs, namely
νt = (Cs∆)2
√
2S˜ijS˜ij. (3.16)
Different approaches were proposed in the literature to reduce the dissipation
induced by this model, as a filtering version of the Smagorinsky’s model where the
resolved strain rate tensor is obtained by filtering with a high-pass filter the re-
solved velocity field [Ducros et al., 1998], or a better evaluation of the constant Cs
computing with a Germano’s inequality [Lilly, 1992]. However, some models are
dedicated to deal with the flow dynamics close to walls [Nicoud and Poinsot, 1999]
or for transient flows where the assumption of a homogeneous isotropic turbulence
is false. In the present work, the classical Smagorinsky’s model is used to perform
the numerical productive simulations of the chapters 5 and 6. Preliminary simu-
lations of the single sector are performed with the dynamic Smagorinsky’s model
and the filtering Smagorinsky’s model to validate this choice, presented in the ap-
pendix E. The subgrid diffusive species flux vector is modelled using a diffusion
coefficient based on a turbulent Schmidt number and a turbulent Prandtl number
gives the subgrid heat diffusion coefficient in the subgrid heat flux vector.
Similarly to the flux tensor F, the source terms are divided into a resolved
component and a subgrid scale component. For combustion process, the reaction
zone is generally thinner than the spatial filter size, ie the mesh size. As the
interaction between the flame and turbulent structure are known to be primordial
to solve flame dynamics, combustion models have been built to take into account
these effects and overcome this issue. Different approaches have been developed
in the literature:
• Algebraic models based on an infinite thin flame and infinite reaction rate
[Fureby and Løfstrøm, 1994].
• Geometrical approaches where the flame front is assumed to be thin com-
pared to integral length scales [Pitsch, 2006]. The flame is then described
as an interface between fuel and oxidizer (non-premixed) or between fresh
and burned gases (premixed). These approaches use flame front tracking
techniques (flame surface density assumption, G-equation or c-equation).
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• Statistical analysis whereby scalar fields may be collected and analysed for
any location within the flow. Filtered values and correlations are afterwards
extracted via knowledge of filtered probability density functions (FPDF)
to be determined either by a presumed assumption or by solving a FPDF-
transport equation (presumed PDF, CMC, LEM) [Meneveau and Poinsot,
1991, Cook and Riley, 1994, Pierce and Moin, 1998].
• Artificially thickening the flame front. In this approach a flame thicker than
the real one is considered, but that has the same laminar flame speed [Butler
and O’Rourke, 1977, Angelberger et al., 1998, Colin et al., 2000].
The last model is used in the numerical simulations presented in this work. The
main idea of the thickened flame model is the resolution of the flame front on a
mesh in which the mesh size is larger than the reacting zone always encountered
in LES. The thickening stiffens the flame and altered the interaction between the
vortices and the flame front. The eddies smaller than the thickened reaction zone
do not interact with the flame. Furthermore, the reaction rate is computed with an
efficiency function to take into account the underestimation of the flame surface.
So, the thickening is dynamically applied in the reaction zone [Le´gier et al., 2000].
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Chapter 4
Operating points and numerical
set-up
Abstract The aim of this chapter is to introduce the numerical set-up and the
operating points simulated in this work to apply the CONOCHAIN methodology.
Two stabilized operating points are computed, representative to the lowest engine
power performed in the TEENI experiment and the highest one which corresponds
to the full power of the engine during take-off. Once the geometry is introduced,
the numerical models and assumptions are presented.
101
4.1 Configuration and operating points
4.1.1 Description of the geometry
Gas generator of the TEENI engine is fitted with a reverse annular combustion
chamber composed of Nsectors sectors. A sketch of the LES domain of a single
sector is shown in Fig.4.1. The LES domain is composed of the casing where the
Multiperforated
plates
Casing
Air inletDilution holes
Swirler
(fuel
inlet)
Outlet
Choked
nozzle Full annular
combustion
chamber
Figure 4.1: LES domain of a 1/N thsectors of TEENI annular combustion chamber
air flow coming from the compressor is injected and the flame tube where the
combustion takes place. In the real engine, the liquid kerosene is injected through
two counter-rotating swirlers as shown in Fig. 4.2(a). In the simulations, no liq-
uid phase is considered which induces a slight modification of the injection zone.
To be representative of the fuel dispersion in the primary zone of the combustion
chamber, the gaseous fuel is injected where the liquid spray impacts the swirler
lips [Boudier et al., 2008] (Fig. 4.2(b)). Multi-perforated plates and dilution holes
ensure the cooling of the burnt gases and the thermal protection of the flame tube
in the primary zone. At the exit of the combustion chamber, the high-pressurized
stator is removed. Thus, the wave extraction performed to compute the combus-
tion noise with CHORUS is not impacted by potential effects generated by the
blades. So, to conserve the sonic state of the stator, an equivalent nozzle is in-
serted at the chamber outlet to be representative of the mean curvilinear evolution
of the Mach number through the blade vane. This methodology is described in
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(b) Gaseous fuel injection
Figure 4.2: Sketch of the swirlers for liquid and gaseous injections
the appendix D.
4.1.2 Operating points
The productive simulations correspond to stabilized experimental operating points
where the first high-pressurized stator is choked. The single-sector LES are rep-
resentative to an engine power equal to 344 kW and 904kW while the full-scale
simulation corresponds only to the higher engine power. As the outlet nozzle is
choked, the mass flow rate injected through the air inlet is set to reach the ex-
perimental mean pressure within the combustion chamber. The fuel mass flow
rate is computed with a given fuel-air-ratio. The complete main parameters of the
Dimensionless c.c parameters Operating pointsLow High
Engine power 344 kW 904 kW
Stagnation temperature 0,8 1
Stagnation pressure 7,5 bars 11,5 bars
Fuel-air ratio 0,78 1
Mass flow rate 2,20 kg/s 3,25 kg/s
Table 4.1: Dimensionless combustion parameters at low and high powers.
operating points are provided in the Table. 4.1.
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4.2 Numerical parameters
The set of numerical simulations presented in this PhD is performed with the LES
solver AVBP. This software is a fully unstructured compressible code including
species transport and variable heat capacities. Based on a cell-vertex formula-
tion, centred spatial schemes and explicit time-advancement are used to solve the
reactive Navier-Stokes equations presented in the previous section. These numeri-
cal techniques allow controlling the numerical dissipations and capturing acoustic
waves [Colin et al., 2000]. Productive simulations are performed using a TTG
third order accurate in space and time scheme with a time step controlled by the
speed of sound [Lamarque, 2007].
4.2.1 Boundary conditions
Since the objective of these simulations is to compute waves leaving the chamber
to enter the turbine, boundary conditions require specific treatments to handle
the unsteady flow features. In AVBP, the Navier-Stokes Characteristic Boundary
Conditions (NSCBC) method is implemented decomposing each variation of the
flow variables on the boundaries into ingoing and outgoing waves. In these com-
putations, the NSCBC treatment is only applied at the inlet where the air mass
flow rate and the flow temperature are known, while wall-law adiabatic conditions
are imposed at all walls of the chamber except in the outlet nozzle where a slip
condition is used. Since the throat of the nozzle is choked, no additional boundary
condition is need at the chamber outlet. Contrary to the dilution holes which are
resolved in the simulations, the multi-perforated plates are modelled with a homo-
geneous approach [Mendez and Nicoud, 2008] to take into account both the mass
flow rate injected through the plates and the acoustic behaviour of these devices.
This model is based on the computation of the instantaneous pressure gradients
across the plates to compute the suction and injection sides and the associated
flow velocities. Furthermore, the flow dynamic in the plate is described with the
unsteady Bernoulli equation which can be seen as an acoustic impedance depend-
ing on the geometry. Preliminary simulations shown that the acoustic activity
of the combustor are deeply impacted by the modelling of the multi-perforated
plates which justified to use this model. These simulations are presented in the
appendix E.
4.2.2 Chemistry and combustion model
Kerosene is a mixture of hydrocarbons mainly composed of alkanes ranging from
C10H22 to C14H30 with a high specific energy and and properties well-adapted
to aviation requirements. However, this complex composition leads to a rather
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complex chemical scheme of reactions involving a large amount of species to re-
produce properly the combustion process. Therefore, the composition as well as
the chemistry have to be modelled in the LES context.
First, Kerosene is replaced with a fuel surrogate equivalent to C10H20 which is
quite similar in terms of thermodynamic properties [Franzelli et al., 2010]. The
complex chemical scheme is replaced with a two-reaction scheme, namely
F + 10O2 → 10CO + 10H2O (4.1)
CO + 12O2 ↔ CO2, (4.2)
where F is the surrogate fuel. This scheme is known to well-computed the lami-
nar flame properties in lean conditions but can lead to an over estimation of the
adiabatic temperature when the mixture composition is rich. Consequently, both
reaction rates are fitted to retrieve a realistic adiabatic temperature. This re-
duced scheme was compared with a detailed chemical computation [Luche, 2003]
for which very good agreements were found in our thermodynamic conditions of
interest.
The Dynamic Thickening Flame LES model is based on the laminar flame
characteristics. As two operating points are computed in this work, two laminar
flame computations are performed to set the flame properties (Table 4.2) required
in the DTFLES model at the stoichiometric and corresponding to the combustion
chamber thermodynamic conditions.
Operating points 344 kW 904 kW
Flame speed (m/s) 0,652 0,745
Flame thickness (m) 5,92.10−5 5,25.10−5
Table 4.2: Laminar flame characteristics for the DTLES model
4.2.3 Modelling of multi-perforated plates in AVBP
Multi-perforated plates are cooling devices to ensure thermal wall protection in the
primary zone of the flame tube by generation of local effusion films. The holes are
characterized by the injection angle depending from the zone within the combustor
and a radius equal to 0, 2 mm. A proper resolution of the flow within these devices
requires mesh resolution and computational cost out of reach in the LES context.
Based on these observations, Mendez and Nicoud [2008] proposed a modelling
where the multi-perforated plates are considered equivalent to homogeneous in-
let boundary conditions to ensure mass conservation and conserved the tangential
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momentum. For a LES of single sector with the casing, the mass flow rate injected
through the plates is given by empirical laws and set in the computation. Conse-
quently, the mass flow rate injected from the compressor is modified to take into
account mass injection through the multi-perforated plates. This method is used
in the design stage in industry because is able to reproduce the main aerodynamic
characteristics of the plates whereas their acoustic behavior.
The impact of the perforated wall on acoustics is well-known: acoustic waves
impacting the plate induce locally a flow through the hole which generates vortices
and absorb partially the acoustic energy [Rienstra and Hirschberg, 2011]. Linear
sound absorption through a perforated plate was addressed by Howe [1979] for
which a model was proposed to evaluate the amount of energy transferred from the
acoustic to vortical energy. Introducing the harmonic mass flow rate fluctuation
qˆ and the pressure fluctuations pˆ+ and pˆ− for both sides of the apertures, the
Rayleigh conductivity KR can be seen as an admittance of the plate, namely
KR =
iρωqˆ
pˆ+ − pˆ− (4.3)
where ρ is the density through the aperture and ω the pulsation. Howe [1979]
proposed a complex expression for the Rayleigh conductivity in case of mean flow
through the aperture giving
KR = 2a(γ − iδ), (4.4)
where a is the hole radius, γ and δ depends on the Strouhal number and modified
Bessel functions. The frequency dependence of this formulation is a problem for
time-dependent solvers to reproduce accurately the acoustic response of the plates.
Instead, an other approach was developed in AVBP based on the linearisation of
the unsteady Bernoulli equation which provides the velocity fluctuation across the
aperture in terms of the geometrical parameters and the pressure gradient ∆P
[Mendez and Eldredge, 2009], namely
∆P = ρ
(
pia
2 +
h
sin(α)
)
∂Uj
∂t
+ (ρUj)
2
2ρC2D
(4.5)
where Uj is the bulk velocity in the aperture, a and α the radius and the angle of the
hole, ρ the density and CD a discharge coefficient across the plate. This acoustic
impedance was tested on a canonical test case where an incident acoustic wave was
injected through a circular aperture to capture the conversion of acoustic energy
into vortical energy and compared with the Howe model Mendez and Eldredge
[2009]. Very good agreements were found by comparisons between the analytical
approach and the numerical results in terms of acoustic impedances. Particularly,
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the equation 4.5 is equivalent with the Howe model for a discharge coefficient
equal to 0, 64. In this work, this model is used to perform the CONOCHAIN LES.
The impact of the multi-perforated plates on the acoustics within the combustion
chamber is addressed in appendix E.
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Chapter 5
Single-sector LES of the TEENI
combustion chamber
Abstract This chapter describes LES of a single sector of the TEENI annular
combustion chamber with AVBP. The lower and higher operating points are sim-
ulated at 344kW and 904kW respectively. The mean flow predictions are found
to be very similar between the two operating conditions. Entropy waves are cre-
ated within the combustion chamber and caused by the interaction between the
dilution jet flows and the burnt gases while the unsteady pressure fluctuations are
related to the unsteady heat release. The acoustic field within the LES domain
is investigated using the Helmholtz solver AVSP. The acoustic solver correctly
predicts the acoustic longitudinal modes in terms of cut-off frequency and spa-
tial structure contained in the LES. Moreover, using a modal decomposition at
the exit of the combustion chamber, the pressure field is mainly carried by longi-
tudinal components while the entropy field is disturbed and composed of higher
azimuthal modes. Finally, LES is able to retrieve the experimental fluctuating
pressure recorded during the TEENI project in terms of levels and patterns.
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5.1 Mesh description
Both simulations of the TEENI sector are based on a full tetrahedral mesh com-
posed of 12,8 millions of elements. As shown in Fig. 5.1, the primary zone of the
combustor is described with tetrahedral cells of sizes close to 0,5 mm. The mesh
dependency was investigated by Boudier et al. [2008] and Wolf [2011] where a
single sector composed of 6,2 millions elements was sufficient to reach a statistical
convergence. Our criteria to perform this mesh were a accurate description of the
Figure 5.1: Tetrahedral mesh of the LES domain.
primary zone and the computation of the dilution jet interactions with the burnt
gases as well as a proper description of the entropy waves convection through the
flame tube. Considering that an entropy wave is well-described with 5 cells at
least, the cut-off frequency above which the convective waves are altered is com-
puted for a average velocity equal to 30 m.s−1 corresponding to a Mach number
close to 0.05, namely
fc =
Uˆ
5.∆xcell
. (5.1)
In the scope of combustion noise, the frequency range can reach 2000 Hz and the
mesh is built to ensure a convective wave convection up to 5000 Hz which requires
a ∆xcell of the order of 1 mm according to Eq. (5.1).
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5.2 Mean flow description
The physical time simulated in these LES is of 82 ms with a time-step equal
to 2, 10−8s corresponding to a maximum CFL number of 0,7. The time-step is
strongly impacted by the smallest cells located to the swirler vanes. The air mass
flow rate is coming from the compressor and impacting the flame tube in the
casing. As the simulations are choked, there is a linear dependence between the
mean pressure in the combustor and the exit mass flow rate. If m˙ is the mass flow
rate, using the stagnation pressure P0 and temperature T0 within the combustion
chamber, we get
m˙ = AP0
√
γ
rT0
(
γ + 1
2
)− γ+12(γ−1)
(5.2)
where A is the nozzle section. Thus, the stagnation pressure within the combustor
can be plotted according to the exit mass flow rate for non-reactive and reactive
cases in Fig. 5.2. For a given operating point, the difference of stagnation pressure
variation with the mean mass flow rate is caused by the difference of gas compo-
sition at the exit and thus by the mean density. The black squares corresponds to
the stabilized operating points of the LES confirming the exit nozzle is choked in
both cases.
(a) 344 kW (b) 904 kW
Figure 5.2: Stagnation pressure within the combustion chamber according to the
exit mass flow rate for reactive ( ) and non-reactive cases ( )and stabilized
operating points ().
As the multi-perforated plates are modelled with a dynamic coupled approach
[Mendez and Nicoud, 2008] (see Eq. 4.5), the mass flow rates computed with the
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pressure gradient across the plates in the LES can be compared with the em-
pirical evaluation of flow splits using simple one-dimensional network approaches
which compute pressure losses and flow split according to experimental correla-
tions. Then, the COOLANT tool of Turbomeca was used to obtain these eval-
uations. The mean mass flow rates across the multi-perforated plates for both
simulations are given in Table 5.1. For both operating points, a very good agree-
ment is found between the empirical values and the computed ones. These results
depend on a correct estimation of the pressure losses within the combustion cham-
ber which are well-predicted in our simulations (close to 3%).
344 kW 904 kW
Prescribed Computed Prescribed Computed
Plate 1 6,22% 6,24% 6,22% 6,27%
Plate 2 5,84% 5,96% 5,84% 5,98%
Plate 3 9,27% 9,69% 9,27% 9,25%
Plate 4 11,06% 11,6% 11,06% 11,71%
Pressure losses 2,92% 3,19% 2,92% 2,80%
Table 5.1: Mean mass flow rate distribution within the flame tube (Fig. 5.3) and
pressure losses for the operating points.
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Figure 5.3: Sketch of the multiperforated plate locations.
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Plane ∆4
Plane ∆3
Plane ∆1
Plane ∆2
Figure 5.4: Sketch of the different planes locations.
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Figure 5.5: Sketch of the probes locations within the combustion chamber.
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(a) 344 kW (b) 904 kW
Figure 5.6: Streamlines of the mean projeted velocity in plane ∆1 (Fig. 5.4).
5.2.1 Mean velocity in the combustion chamber
The mean velocity fields presented in this section are scaled by the inlet mean
velocity Uinlet. The Uinlet values do not differ from 344kW to 904kW contrary to
the mean mass flow rate because the density is higher for the 904 kW case. The
mean dimensionless velocity amplitude slightly differs between the two operating
points as shown in Figs. 5.9 and 5.8. The dilution holes generate high velocity jet
flows within the flame tube where the upper flow is deviated by the interaction
with the low flow within the primary zone. Thus, a large recirculation zone is
generated around the swirler highlighted in Figs. 5.6 and 5.7 and leads to low-
velocity levels except in front of the lips of the swirler. The upper recirculation
zone is more important than the lower because of the deviation of the upper jet
flow in the primary zone. In the second zone of the flame tube, the mass flow
rate injected circumferentially by the multi-perforated plates induces the slight
azimuthal component of the mean velocity field. The high degree of similarity
between the two simulated powers is noticeable in terms of mean velocity amplitude
as well as streamlines of the mean flow.
5.2.2 Mean Temperature field
The dimensionless mean temperature field is equal to T−Tinlet
Tadiab−Tinlet where Tinlet is
the mean inlet temperature and Tadiab is the mean adiabatic temperature reached
in the simulations. The mean flame location is highlighted by the iso-lines of the
mean heat-release as shown in Figs. 5.9 and 5.8. The most reactive zones are
confined close the swirler as shown in Fig. 5.9 but the axial cut in Fig. 5.8 shows a
reacting zone up to the dilution holes for both power settings. A larger and more
spread-out heat release distribution as well as the stoichiometric mixture fraction
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(a) 344 kW (b) 904 kW
Figure 5.7: Streamlines of the mean projeted velocity in plane ∆2 (Fig. 5.4).
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(a) 344 kW (b) 904 kW
Figure 5.8: Mean dimensionless velocity magnitude w
Uinlet
with white isolines of
mean heat relase (W/m3) in plane ∆1 (Fig. 5.4).
isoline (Figs. 5.10 and 5.11) are observed for the high power condition. The
mean temperature fields are characterized by a primary zone in which combustion
takes place to reach the adiabatic temperature for both simulations. The air flow
coming from the dilution holes interacts with the burnt gases to reduce the mean
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(a) 344 kW (b) 904 kW
Figure 5.9: Mean dimensionless velocity magnitude w
Uinlet
with white isolines of
mean heat relase (W/m3) in unwrapped plane ∆2 (Fig. 5.4).
temperature in the center of the flame tube. As shown on the mean temperature
fields in plane ∆3 (Fig. 5.12), mixing is more important in the swirler axis which
leads to non-uniform mean temperature patterns.
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(a) 344 kW (b) 904 kW
Figure 5.10: Mean dimensionless temperature field T−Tinlet
Tadiab−Tinlet with an isoline of
stochiometric mixture fraction in plane ∆1 (Fig. 5.4).
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(a) 344 kW (b) 904 kW
Figure 5.11: Mean dimensionless temperature field T−Tinlet
Tadiab−Tinlet with an isoline of
stochiometric mixture fraction in unwrapped plane ∆2 (Fig. 5.4).
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(a) 344 kW (b) 904 kW
Figure 5.12: Mean dimensionless temperature field T−Tinlet
Tadiab−Tinlet in unwrapped plane
∆3 (Fig. 5.4).
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(a) 344 kW (b) 904 kW
Figure 5.13: Root-mean-squared pressure in plane ∆1 (Fig. 5.4).
5.3 Unsteady activity in the combustion cham-
ber
Tracking the combustion noise sources requires to investigate the acoustic activity
within the chamber as well as the generation of hot spots and vorticity waves
responsible for indirect combustion noise.
5.3.1 Unsteady pressure within the combustor
The root-mean-squared (RMS) pressure fields are plotted in Fig. 5.13. In both
cases, the main pressure fluctuations are located to the swirler and the jet inter-
action zones. In terms of fluctuating pressure levels, the low power simulation is
quieter than the higher operating point as expected. However, these pressure fields
do not provide information about the acoustic activity within the combustor. To
do so, averaged periodograms of fluctuating pressure are computed at different
locations (Fig. 5.5). Fig. 5.14 shows that these spectra exhibit two main narrow-
band components centered around 600 Hz and 3000Hz in the primary zone and at
the exit of the combustion chamber. The intermediate sensors located to the plane
4 in Fig. 5.5 fail to capture the second narrow-band hump which can correspond to
a pressure node of a longitudinal acoustic mode. Using coherence spectra between
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(a) 344 kW (b) 904 kW
Figure 5.14: Power spectral densities of pressure fluctuations within the flame tube
a the locations 1( ), 4 ( ) and 5 ( ) in Fig. 5.5.
unsteady heat release integrated over the LES domain and pressure sensors located
to the exit plotted in Fig. 5.15, the acoustic activity is strongly coupled with the
turbulent combustion process up to 4000Hz in both cases. At very low frequency,
the coherence spectra are altered by hydrodynamic fluctuating pressure which is
not correlated with the unsteady heat release.
To investigate the acoustic field within the combustor in terms of modal de-
composition, the Helmholtz solver AVSP is used on the computational domain of
the LES. The smallest dilution holes are filled and treated as walls to keep only
the swirler and the primary dilution holes. The mean sound velocity field comes
from the average of the LES. Previous work [Boudier, 2007, Silva, 2010, Gullaud,
2010] showed that the inlet and outlet boundary conditions can be treated as walls
(ie the normal acoustic velocity is set to zero). These computations are detailed
in appendix F. In the following, the computed acoustic fields obtained with AVSP
correspond to the high power case. Indeed, for the low power case, as only the
thermodynamic conditions differ, the cut-off frequencies are shifted but the modal
structures are not modified. A first acoustic longitudinal mode is found at 530
Hz for the high power case and 490 Hz for the low power case where the pressure
node is located in the casing just below the inlet injection as shown in Fig. 5.16.
In the flame tube, this frequency corresponds to the narrow-band humps found on
PSD of LES signals (Fig. 5.14). The second hump close to 3000 Hz found in LES
signals corresponds to a second acoustic longitudinal mode found at 2875 Hz and
3055 Hz by AVSP for the low and the high power cases respectively. This mode is
not recorded by the pressure probes located to plane 4 because this plane is close
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Figure 5.15: Coherence spectra between unsteady heat release integrated over the
LES domain and exit pressure signals (plane 5 in Fig. 5.5) - 344kW ( ) and 904kW
( ).
to a pressure node as seen in Fig. F.5(a). In terms of phase, the phase shift of
cross-spectra between pressure fluctuations in the primary zone (plane 1) and at
the exit of the flame tube (plane 5) is plotted in Fig. 5.18. For the first mode,
the phase shift is close to 0pi at 600 Hz which corresponds to the phase of the first
longitudinal mode found by AVSP (Fig. F.4(a)). The phase-shift found close to
3000 Hz is equal to pi similarly to the phase of the second acoustic mode computed
with AVSP (Fig. F.6(a)).
By considering only a single sector of the annular combustion chamber, the
acoustic field cannot exhibit azimuthal or radial components at low-frequency
which means that the longitudinal mode amplitudes captured by the LES should
not be as strong as in the experiment. Using the modal decomposition provided
by the extraction of the pressure field at the exit of the combustion chamber with
CONOCHAIN (plane ∆4 in Fig.5.4), the normalized modal energy carried by each
mode is computed in both cases and plotted in Fig. 5.19. These spectra prove that
the pressure field is mainly carried by the longitudinal modes up to 4000 Hz.
Finally, power spectral densities of the experimental pressure within the com-
bustion chamber are compared with numerical pressure signals recorded close the
the upper dilution holes which corresponds to the experimental pressure probe lo-
cation (Fig. 5.20): LES is able to capture the unsteady pressure in terms of levels
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(a) Normalised phase φpi (b) Modulus
Figure 5.16: Dimensionless modulus (right) and normalised phase φ
pi
(left) of the
first acoustic longitudinal mode computed with AVSP over the plane ∆1 in Fig. 5.4.
and patterns.
5.3.2 Generation of temperature fluctuations
The previous section suggests that LES performs a reasonable job in predicting
pressure fluctuations in plane ∆4 (Fig. 5.4). These pressure fluctuations control
direct noise. To capture indirect noise, the temperature fluctuations in plane 5
(Fig. 5.5) must also be predicted: these fluctuations at the exit of the combustion
chamber will create the indirect combustion noise within the turbine stages. The
mechanisms responsible for the generation of the ”hot spots” within the combustion
chamber are described in this section.
The root-mean-squared (RMS) temperature fields are plotted in Fig. 5.21 where
two main zones of fluctuating temperature are visible. First, in the primary zone,
temperature fluctuations correspond to the shape of the turbulent flame where
turbulent structures interact with the flame front which convects fresh gases across
the reacting zone. Second, the interaction of the dilution jet flows at the end of
the primary zone generates the strongest temperature fluctuations in both cases
as highlighted in Fig. 5.22. The dimensionless fluctuating temperature shows that
the largest hot spots are generated in the second half of the flame tube.
To quantify these phenomena, averaged periodograms are computed using the
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Figure 5.17: Dimensionless modulus (right) and normalised phase φ
pi
(left) of the
second acoustic longitudinal mode computed with AVSP over the plane ∆1 in
Fig. 5.4.
(a) 344 kW (b) 904 kW
Figure 5.18: Phase-shift of cross-spectra between pressure probes in plane 1 and
plane 5 (Fig. 5.5).
fluctuating temperature recorded on three planes described on the Fig. 5.5 with 90
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Figure 5.19: Normalized modal power distribution of the pressure signal at the
exit of the combustion chamber over the exit plane ∆4 (Fig. 5.4), (mode = 0 : H,
mode = -Nsectors : N, mode = Nsectors : •, higher modes : ).
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Figure 5.20: Power spectral densities of pressure fluctuations (position A in
Fig.5.5) - LES ( • ) Experiment ( ).
sensors. The PSD levels increase from the plane 2 to 4 showing that temperature
spots are mainly generated by the dilutions and cooling devices of the combustion
chamber (Fig. 5.23). For the low power case, the increase in fluctuation generation
is less important because the jet flows interact deeper than in the high power case
in the primary zone. Finally, similarly to the pressure field at the end of the
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Figure 5.21: RMS temperature in plane ∆1 (Fig. 5.4).
(a) 344 kW (b) 904 kW
Figure 5.22: Instantaneous fluctuating temperature in plane ∆2 (Fig. 5.4).
combustion chamber, a modal decomposition is performed on the temperature
field to evaluate the energy carried by each mode in both cases. Contrary to
the pressure field dominated by longitudinal component, the temperature field
highlights a more complex structure. The planar mode carries only roughly 20 %
of the total signal energy and the azimuthal components are required to describe
precisely the temperature fields. The energies carried by the first azimuthal modes
are not equal because the azimuthal velocity of the mean flow at the exit of the
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(a) Low power (b) High power
Figure 5.23: Power spectral densities of unsteady temperature in flame tube -
Plane 2 () Plane 3 (•) Plane 4 (+) in Fig. 5.5.
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Figure 5.24: Normalized modal power distribution of the entropy fluctuations
signal at the exit of the combustion chamber over the exit plane ∆4 (Fig. 5.4),
(mode = 0 : H, mode = -Nsectors : N, mode = Nsectors : •, higher modes : ).
combustor leads to a non-symmetric modal decomposition and highlight a slight
peak close to 500 Hz in both cases.
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5.4 Conclusions
LES of single-sector of the TEENI combustion chamber have been presented in
this chapter for two experimental operating points, 344kW and 904kW. The mean
flow predictions showed that the mean velocity field is only slightly modified when
the engine power changes. The prediction of pressure losses and flow split within
the combustion chamber was shown to be correct thanks to a dynamic modelling
of the multi-perforated plates [Mendez and Eldredge, 2009] able to predict the
injected mass flow rates as well as mimic the acoustic behaviour of these devices.
The computed sound pressure levels in the flame tube are found to be similar to
the experimental pressure fluctuations in both cases and exhibit a combination of
acoustic longitudinal modes. Furthermore, the generated acoustic waves at low-
frequency are highly-correlated with the unsteady heat release ie the turbulent
combustion. The generation of entropy waves was also addressed and it was found
that the mixing induced by the main dilution jet flows of the burnt gases is the first-
order mechanism responsible for the largest temperature fluctuations convected at
the exit of the combustion chamber. This is an interesting but not expected
conclusion suggesting that indirect ”noise” combustion in this burner is actually
not a ”combustion” noise but a ”mixing” noise between burnt gases (in the primary
zone) and cold dilution jets. The role of dilution jets in these combustors is again
highlighted as done already by Motheau [2013] who showed that these jets can
create unstable combustion modes (in a different engine).
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Chapter 6
Full-scale LES of the TEENI
combustion chamber
Abstract All combustion noise studies up to now had been limited to single sec-
tor LES either because the combustion itself was a single sector burner or because
the computation of a full-engine was simply too expensive. This was a major limi-
tation because the interaction between burners can (1) modify longitudinal modes
because of cancellation effects between sectors and (2) create azimuthal modes. In
this work the first full LES of a Nsectors sectors TEENI engine was performed to
make progress on these questions. This chapter presents this LES at the higher
operating point performed in the TEENI project. The mean flow predictions are
consistent with the single sector showing that the single-sector was sufficient to
predict the mean flow features. Nevertheless, the unsteady activity becomes more
complex. Azimuthal modes dominates the acoustic activity within the combustion
chamber as well as the entropy field at the chamber exit. Finally, the fluctuat-
ing entropy generation is addressed where similar mechanisms identified in the
chapter 5 are found. Contrary to the pressure field at the exit of the combustion
chamber, the absence of spatial coherence of the entropy field impacts the modal
decomposition used in the CONOCHAIN methodology (chapter 2). Particularly,
the modal amplitudes depend on the number of simulated sectors and a filtering
is proposed to remove this dependence for the planar mode.
130
6.1 Mesh description for full engine
The mesh used to build the full-annular LES domain is shown in Fig. 6.1 and is
composed of 7.3 millions tetrahedral cells which leads to a final mesh composed of
110 millions of cells. The mesh properties are very similar in the swirler and close
to the lips of injector to the single-sector mesh used in Chapter 5 to solve properly
the flow and the flame in the primary zone. To improve the time-step used in
(a) Full-scale LES domain (b) Mesh of a single-sector
Figure 6.1: LES domain and mesh of a single-sector.
this simulation, slight geometrical modifications are performed in the swirler to
limit the smallest cell volume. To assess the validity of this mesh, preliminary
simulations (not shown in this work) using this single-sector have been compared
with the simulations presented in the chapter 5 in terms of mean flow features and
unsteadiness: no difference has been found.
6.2 Mean flow features
The duration of the full-annular simulation is 43, 2 ms with a time-step equal to
3, 6.10−8s to get a maximum CFL number of the order of 0,7. The total CPU
required for this LES was 800 000 hours on a IBM x3750 equipped with Intel
Sandy Bridge 2,7GHz CPUs.
6.2.1 Mean flow description
The mean flow features within the full annular combustion chamber are found very
similar to the single sector simulations presented in Chapter 5. Figure 6.2(b) shows
131
0 0,25 0,5 0,75 1
(a) Mean dimensionless velocity (b) Mean dimensionless temperature
Figure 6.2: Vertical slices of mean dimensionless velocity magnitude w/Uinlet with
isolines of mean heat release (W/m3) (6.2(a)) and mean dimensionless temperature
field T−Tinlet
Tadiab−Tinlet (6.2(b)) with an isoline of the stochiometric mixture fraction over
plane ∆1 (Fig. 5.4) in the full annular combustion chamber to compare with single-
sector LES (Fig. 5.8(b) left and 5.10(b) right).
that the mean temperature field within the flame tube exhibits the same pattern
than in the single sector (Fig. 5.10(b)). The distribution of the stoichiometric
isoline of mixture fraction is also very close to the predicted one in the single
sector simulation. Over the meridian plane ∆2 (Fig. 5.4), the footprint of the
dilution holes is visible on the mean temperature field (Fig. 6.3) inducing lower
temperature levels in respect of the injector axis and lateral lobes of burnt gases.
The isoline of stoichiometric mixture fraction is found more compact than in the
single sector simulation but this difference is caused by the mesh resolution. The
mixture fraction computed in the burnt gases corresponds to low fresh gases mass
fraction levels (close to 1%) and is thus very sensitive.
The mean velocity magnitude levels predicted for the full annular combus-
tion chamber are also very close to the levels found in the single sector sim-
ulation (Figs. 5.9(b), 5.8(b)). The penetration depth of the dilution jet flows
are well-predicted (Fig. 6.2(a)) which leads to similar reacting zones locations
(Figs. 6.2(a),6.5(b)). In the second half of the flame, the mean velocity magni-
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(a) Full-annular chamber
(b) Seven-first sectors
Figure 6.3: Mean dimensionless temperature field T−Tinlet
Tadiab−Tinlet over the meridian
plane ∆2 (Fig. 5.4) with an isoline of the stochiometric mixture fraction.
tude pattern exhibits a slight azimuthal component cause by the multi-perforated
plates 3 and 4 (Fig. 5.3). The slight differences between the single sector LES of
section 5.2 and the full engine LES of the present section can be explained by the
establishment of a mean azimuthal flow as observed by Wolf [2011]. This mean az-
imuthal flow is mainly driven by the lateral flow injected through multi-perforated
plates in the flame tube. Fig. 6.4 shows the time evolution of the azimuthal ve-
locity over the exit plane ∆4 in Fig. 5.4 for both single sector and full LES. A
difference of 1,5 m/s between the mean values appears which is similar to the az-
imuthal velocity value found by Wolf [2011] in his computations. Since all swirlers
133
Figure 6.4: Time-evolution of the azimuthal velocity (m/s) extracted from the
single sector ( and mean value ) and the full-scale LES ( and mean value )
over the exit plane ∆4 (Fig. 5.4).
turn in the convective time, performing a full LES allows a mean azimuthal flow
to settle.
134
0 0,25 0,5 0,75 1
(a) Full-annular chamber
(b) Seven-first sectors
Figure 6.5: Mean dimensionless velocity magnitude w/Uinlet with isolines of mean
heat release (W/m3) over the meridian plane ∆2 (Fig. 5.4).
6.2.2 Outlet mean temperature
The mean temperature field at the exit of the combustion chamber is extracted
over the planes used to apply the CONOCHAIN methodology. These fields are
compared with the duplicated mean temperature field obtained in the single sector
simulation (Fig. 6.6). The temperature lobes generated by the main dilution holes
showed in Fig. 6.3 induce the temperature distribution at the exit. The central
high-temperature zone found in the full annular combustion chamber corresponds
to the predicted fields in the single sector computation. The last rows of dilution
holes emphasizes the temperature stratification in both cases. By considering the
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(a) First-half of the exit plane
(b) Second-half of the exit plane
(c) Duplicated exit planes of the single sector
Figure 6.6: Mean dimensionless temperature fields T
Tmean
over the exit plane ∆4
(Fig. 5.4).
full-annular combustion chamber as Nsectors sectors, the mean temperature profiles
at the exit are plotted over the radial direction for different azimuthal positions and
compared with the single sector predictions in Figs. 6.7 and 6.8. A weak variability
of the mean temperature prediction sector-by-sector is found and these profiles are
consistent with the single sector LES which means that a single sector is sufficient
to predict the mean temperature at the exit of the combustion chamber.
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Figure 6.7: Mean temperature profiles T/Tmean at the exit of the combustion
chamber over the exit plane ∆4 (Fig. 5.4) for different azimuthal positions for the
single sector computation () and the full combustion chamber ( ).
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Figure 6.8: Mean temperature profiles T/Tmean at the exit of the combustion
chamber ver the exit plane ∆4 (Fig. 5.4) for different azimuthal positions for the
single sector computation () and the full combustion chamber ( ).
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6.3 Unsteady field in the full annular chamber
Contrary to the single sector simulation, the full annular computation allows com-
puting the complete unsteady fields especially in terms of pressure and tempera-
ture. Computation of combustion noise using the CONOCHAIN methodology is
strongly dependent on the fluctuating primitive variable extraction at the outlet
of the combustor.
6.3.1 Unsteady pressure within the chamber
The unsteady pressure activity within the combustion chamber can be firstly ad-
dressed by plotting the RMS pressure field over the meridian plane ∆2 (Fig. 5.4).
In the flame tube, the structure of the pressure field corresponds to the first az-
imuthal mode which is not present in the casing as shown in Fig. 6.9. The full
360o LES is run at roughly 40 acoustic cycles for this first azimuthal mode. Using
the Helmholtz solver AVSP (Appendix F), the first azimuthal acoustic mode is
found at 655 Hz and exhibits identical structure compared with RMS pressure
field (Fig. 6.9). This frequency shift was also found by Wolf [2011]. At the exit of
the combustion chamber, this pattern is also visible as shown in Fig. 6.10 where
pressure nodes are located at 0o and 180o and pressure anti-nodes are located at
75o and 270o. Using a row of 45 probes circumferentially located in the flame
tube, the PSD of pressure fluctuations confirms the presence of a peak close to 780
Hz emphasized by the cross-spectrum amplitude between probes at 75o and 270o
(Fig. 6.10). The phase-shift of this cross-spectrum is constant in the frequency
range [400Hz, 1200Hz] which means that the pressure fluctuations do not exhibit
propagating components. The modal distribution of the power contained in the
pressure signal at the exit of the combustion chamber over the plane 5 (Fig. 5.4)
at 780 Hz shows that the power levels carried by the two propagating clockwise
and counter-clockwise first azimuthal modes are of the same order.(Fig. 6.12(a)).
Fig. 6.12(a) shows that two modes at 780 Hz contain most of the pressure fluc-
tuation energy suggesting that this mode dominates the acoustic waves entering
the turbine and are not dying during the simulation. This is a major problem
for the single sector LES which totally ignores these azimuthal modes. Chapter 7
however will show that most of the direct noise is actually damped in the tur-
bine so that the single sector LES may still be a valid approach. Finally, the
experimental PSD of the pressure fluctuations at 904kW obtained in the chap-
ter 1 is compared with the PSD of pressure fluctuations computed in the single
sector (chapter 5) and the successive PSD of the pressure fluctuations over the
Nsectors sectors (Fig. 6.12) in the full annular combustion chamber in the position
A (Fig. 5.4). As the azimuthal acoustic mode dominates the numerical spectra
in the full annular simulation, the numerical PSDs impacted by the peak at 780
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(a) RMS pressure field
(b) Dimensionless acoustic pressure from AVSP
Figure 6.9: Comparisons between the RMS pressure field extracted from the full-
scale LES and the dimensionless acoustic pressure computed with AVSP corre-
sponding to the first azimuthal mode (Appendix F) over the plane ∆2 (Fig. 5.4).
Hz are slightly different with the numerical PSD in the the single sector and the
experimental one (Fig. 6.13). Particularly, the broadband part of the experimental
spectrum below 2000 Hz is well-predicted in the full annular simulation while the
PSD levels dramatically drop above 2 kHz.
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Figure 6.10: Radial integration of the RMS pressure field over the exit plane ∆4
(Fig. 5.4).
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(a) PSDs over the Nsectors sectors
(b) Cross-spectrum amplitude (c) Cross-spectrum phase-shift
Figure 6.11: Power spectral densities of pressure fluctuations over the Nsectors
sectors (6.11(a)) and cross-spectrum between pressure probes within sectors 5 and
12.
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(a) Dimensionless modal PSD
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Figure 6.12: Modal power distribution of the pressure signal at the exit of the
combustion chamber over the exit plane ∆4 (Fig. 5.4), (mode = 0 : H, mode = -1
: N, mode = 1 : •, higher modes : )
780 Hz
600 Hz
1200 Hz
Figure 6.13: Power spectral densities of pressure fluctuations within the flame tube
at the location A (Fig.5.5) for single sector computation (), full scale simulation
( ) and experimental spectrum ( ). The gray errorbars on the full LES spectra
corresponds to the extrema of the Nsectors PSDs circumferentially extracted at the
location A.
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6.3.2 Unsteady temperature in the combustion chamber
The RMS temperature field over the meridian plane ∆2 (Fig. 5.4) shows two main
zones of fluctuating temperature generation close to the lips of the swirler where
turbulent combustion takes place and just after the main dilution holes in the sec-
ond half of the flame tube. As expected and shown in the single sector simulations
(chapter 5), the mixing of the burnt gases induced by the dilution jet flows seems
to be the main phenomenon responsible for hot spots generation (Fig. 6.14).
By dividing the full-annular domain into Nsectors ”single-sectors”, the averaged
PSD over planes 2, 3 and 4 are plotted in Figs. 6.16(a), 6.16(b) and 6.16(c) re-
spectively. The gray errorbars correspond to the variability of the Nsectors averaged
PSDs for which the total averaged is the black curve. These PSDs are compared
with the averaged PSDs obtained in the single sector simulation. In plane 2, the
PSDs levels are dramatically lower than the periodograms in the single sector case
while a good agreement is found between the averaged periodograms in planes 3
and 4.
The mixing process in the full annular combustion chamber leads to similar
fluctuating temperature levels in the first part of the flame tube but is located
more downstream than in the single sector case. The convection of the temperature
spots from plane 4 to the exit (plane 5) of the combustion chamber is illustrated
by the averaged periodograms in Fig. 6.16(d).
In the full annular simulation, the amplitudes of the fluctuating temperature
sector-by-sector are close to the amplitudes computed in the single sector computa-
tion. Nevertheless, a significant variability between the sectors is found. Further-
more, these averaged periodograms allow characterizing the consistency between
the simulations in terms of temperature fluctuations but do not correspond to the
entropy planar mode at the exit of the chamber because of the loss of the phase in
the averaged PSDs. The total power extracted from the entropy signal at the exit
of the combustion chamber (Fig. 6.15(b)) exhibits the same broadband component
centred around 600 Hz than in the averaged PSDs of the temperature fluctuation
(Fig. 6.16(d)). However, the modal decomposition of the entropy field at the exit
shows that the planar and the first azimuthal modes carried less than 5 % of the
total power contained in the entropy signal (Fig. 6.15). Similarly to the single sec-
tor case where the 8 first azimuthal modes were required to describe properly the
entropy field, the modal decomposition is performed over the 100 first azimuthal
modes which contained more than 95 % of the entropy signal. Particularly, the
entropy planar mode extracted from the full-annular simulation is lower than the
one extracted form the single sector simulation.
To first order, this shows that:
• the temperature fluctuation in each sector are only weakly affected by the
azimuthal acoustic mode identified in section 6.3.1. This differs from result
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Figure 6.14: RMS temperature fields over the meridian plane ∆2 (Fig. 5.4).
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Figure 6.15: Modal power distribution of the entropy signal at the exit of the
combustion chamber over the exit plane ∆4 (Fig. 5.4), (mode = 0 : H, mode = -1
: N, mode = 1 : •, the higher modes : )
obtained for pressure which were dominated by the azimuthal mode,
• the fact that the fluctuations in each sector are the same order does not
imply that the global fluctuations for the whole combustor are similar to the
single sector results because the phase of fluctuating temperature for each
sector is not the same: interference effects between sectors lead to smaller
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(a) Plane 2 (Fig.5.5) (b) Plane 3 (Fig.5.5)
(c) Plane 4 (Fig.5.5) (d) Plane 5 (Fig.5.5)
Figure 6.16: Averaged power spectral densities of temperature fluctuations for the
single sector computation () and the full scale simulation ( ).
average fluctuations entering the turbine.
Indeed, for the Nsectors sectors system to act like a single sector chamber, the en-
tropy signals extracted from the Nsectors sectors would have to be in-phase. This
phase can be examined in the LES by extracting these entropy signals from the
Nsectors ”single-sectors” at the chamber outlet (plane 5 in Fig. 5.5) and comput-
ing cross-spectra of these signals between adjacent pair of sectors. Consider the
entropy time signal (s′/cp)i of the planar mode related to the ith sector split into
N time samples and Si the Fourier transform of each sample, the averaged cross-
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Figure 6.17: Phase-shifts φi,i+1 of cross-spectra Ci,i+1 (Eq.6.1) between the entropy
planar modes extracted from adjacent sectors of the full-annular combustion cham-
ber (Sectors 1 to 3: N - • - , sectors 4 to 6 : N - • - , sectors 7 to 9 : N - • -
, sectors 10 to 12 : N - • - ).
spectrum Ci,i+1 between the sector i and the adjacent one i+ 1 is
Ci,i+1 =
N∑
k=1
Si|k S∗i+1
∣∣∣
k
(6.1)
where ∗ represents to the complex conjugate of a complex number. The phase-shift
φi,i+1 is the argument of the averaged cross-spectrum Ci,i+1. In case of entropy
planar waves in-phase sector-by-sector, the phases φi,i+1 of the cross-spectra have
to be identical between adjacent sectors. Yet, the phase-shifts are displayed in
Fig. 6.17 and are randomly spread in the frequency range [0,4000 Hz] which means
that sectors do not talk to each other in terms of entropy fluctuations: the en-
tropy planar mode extracted from the full-annular simulation is not equal to the
”single-sector” entropy planar mode magnitude. The geometrical dependence of
the entropy field will impact the prediction of indirect combustion noise gener-
ated by the entropy spots through the turbine stage in a single-sector simulation.
However, an appropriate filter can be built to remove the impact of the number
of simulated sectors on the entropy planar mode as proposed in the next section
which uses the fact that all sectors have random phases to build a statistically
meaningful average of the Nsectors sectors.
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6.3.3 Entropy planar mode filtering
The previous section has shown that the entropy fluctuations produced by the
full combustor were not the same as the fluctuations produced by a single sector
because the burners activities interfere and decrease the overall signal level. More-
over, the LES of the full combustor showed that there was no correlation between
sectors: this suggest a method to construct the entropy signal carried by the pla-
nar mode of the full combustor from the LES of a single sector as described in this
section. The random phase distribution of the entropy planar modes extracted
from the Nsectors sectors implies that their magnitudes wis can be related to the
amplitude of the planar mode ws of the full-annular LES by introducing a random
phase φ, namely
ws =
1
Nsectors
Nsectors∑
1
wis exp(iφi). (6.2)
Eq. 6.2 can be written in a more general form by considering an entropy planar
mode extracted from k sectors,
ws =
k
Nsectors
b k
Nsectors
c+1∑
1
wis exp(iφi)κi, (6.3)
where κi is unitary except for i = b kNsectors c + 1 for which κi is equal to kNsectors .
Consequently, by assuming that the modal amplitudes wis are identical, the filter
magnitude Fk is
Fk =
k
Nsectors
∣∣∣∣∣∣∣
b k
Nsectors
c+1∑
1
exp(iφi)κi
∣∣∣∣∣∣∣ . (6.4)
The accuracy of the filter depends on a sufficient number of realisations to get the
random-phase distribution. Actually, the equation 6.4 is averaged over 100 000
realizations to converge, namely
Fˆk =
1
Nrealizations
Nrealizations∑
1
k
Nsectors
∣∣∣∣∣∣∣
b k
Nsectors
c+1∑
1
exp(iφi)κi
∣∣∣∣∣∣∣
 . (6.5)
The filter magnitude tends to 1 when the number of considered sectors corresponds
to the full-annular combustion chamber (k = Nsectors) and is equal to 0,23 for a
single-sector simulation (k = 1).
To assess the validity of this technique, a first test case consists of splitting the
exit plane in the full-annular simulation to extract Nsectors ”single-sector” entropy
planar mode. Result are displayed in Fig. 6.18 where the ”single-sectors” modes
amplitudes are shifted by a constant value from the full-annular mode magnitude
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(a) No filtering (b) Filtering
Figure 6.18: Power spectral densities of the planar entropy modes extracted from
the ”single-sectors” ( ) and the full-annular combustion chamber ().
(Fig. 6.18(a)). By applying the filter defined in the equation 6.4, the ”single-
sector” modes levels are in agreement with the full-annular one. A second test
case is based on the splitting of the full geometry into several planes composed of
different number of sectors from 2 to Nsectors. Thus, the different filter amplitudes
which are functions of the number of considered sectors are used. Similarly to
the first test cases, the different entropy plane modes amplitudes are correctly
predicted by the filtering operation to reach the target spectrum as shown in
Fig. 6.19.
(a) No filtering (b) Filtering
Figure 6.19: Power spectral densities of the planar entropy modes extracted from
the different sum of sectors ( ) and the full-annular combustion chamber ().
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6.4 Conclusions
This chapter has described the first LES of a full 360 degree annular combustor
corresponding to the TEENI geometry presented in the previous chapter. This
360 LES was compared to the single sector LES of Chapter 5 in terms of mean
flow field, acoustic activity and entropy generation. Three types of conclusions
have been reached:
• Regarding the mean flow, limited differences are observed between single
sector and full 360 LES, probably due to the establishment of a weak global
swirling motion in the 360 LES.
• The acoustic field, on the other hand, is very different in both LES: the 360
LES is dominated by an azimuthal mode which can not be captured by the
single sector LES. This suggests that the direct noise produced by the real
engine differs from the single sector LES. We will see in the next chapters
that this may be only a marginal problem because direct noise is found to
be small in this configuration anyway.
• For indirect noise, the full 360 LES shows that all sectors create entropy
spots which are comparable to the single sector LES results but are uncorre-
lated so that important cancellation effects appear when averaged over the
whole machine. In other words, the overall entropy fluctuations of the 360
machine are smaller than the predictions of the single sector LES. However,
if the entropy fluctuation phases between sectors are fully uncorrelated, as
suggested by the 360 LES, a simple filtering model can be used to deduce
the full machine fluctuating entropy from a single sector LES.
To conclude, except for direct noise, a single sector LES seems to be a reason-
able way to predict the waves leaving the combustion chamber before entering the
turbine. This last phase is described in the next sections.
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Part III
Combustion noise computation in
the turbine stages and in the
far-field with CONOCHAIN tool
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Chapter 7
Combustion noise computation
within the turbine stages of
TEENI engine
Abstract The previous chapters have described LES of the combustion chamber
in which the waves leaving the combustion chamber were estimated. The next
point to compute combustion noise is to evaluate how these waves are transmitted
(direct noise) or transformed in the turbine stages (indirect noise). The aim of
this chapter is the computation of direct and indirect combustion noise levels from
the high-pressurized turbine to the turbine exit. Experimental data is available for
pressure signals from the TEENI test cases. A first part is dedicated to the acoustic
role of each component of the turbine stages. The high-pressurized turbine is
identified to be a strong generator of indirect combustion noise. Using the actuator
disk theory CHORUS and the unsteady fields provided by the LES presented in
chapters 5 and 6, the acoustic intensities are compared with the experimental wall-
pressure fluctuations shown in chapter 1. Reasonable agreement is found between
predicted acoustic levels through the turbine stages and experimental results for
single-sector LES while full-scale LES improves significantly noise predictions.
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Section 7.1 presents first only the transfer functions of the turbine: these results
are independent of the LES waves imposed at the turbine inlet. In section 7.2,
wave amplitudes at the combustion chamber exit are extracted from the LES of
chapters 5 and 6. Both single sector LES and full 360o LES are compared. Finally,
section 7.3 combines the transfer functions of section 7.1 with the inlet forcing data
of section 7.2 to compute the noise at the turbine outlet (position D) as well as
within the turbine stages (positions B and C in Fig. 7.1).
7.1 Acoustic characterisation of the turbine stages
Before computing combustion levels within the turbine stages, the actuator disk
theory CHORUS presented in the chapter 2 is used to determine the acoustic trans-
fer functions through the turbine stages at each experimental location (Fig.7.1):
• the high-pressurized turbine (position B),
• the power turbine (position C),
• the exhaust (position D).
Using the wave notation displayed in Fig. 7.2, the wave vector W = (ws, wv, w+,
w−) is computed using the inlet excitation Wcc = (1, 1, 1, w−) and Wp2 = (ws,
wv, w+, 0). The matrices [M](u), [M](d) (Eq. 2.38), [B](u), [B](d) (detailed in
section. 2.1.3.4) are obtained by using information on the mean flow in the three
turbine stages of Fig. 7.2. The input data required for this exercise is:
• the local upstream and downstream Mach number of each blade row,
• the local upstream and downstream flow angle,
• the local upstream and downstream sound velocity,.
• the rotation speed of the rotor stages,
• the local upstream and downstream heat capacity ratio γ.
These informations were obtained from TURBOMECA and are not given here for
confidentiality reasons.
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High pressure
turbine (B)
Power turbine (C) Exhaust (D)
Combustion chamber Turbine stages
Pressure probe
Thermocouple
2 and 3
1 2 3 4
Combustion
1 and 4
chamber (A)
Figure 7.1: Sketch of TEENI experimental set-up and location of internal pressure
and temperature sensors.
Figure 7.2: Sketch of TEENI turbine stages corresponding to Fig. 7.1 and wave
notation.
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7.1.1 Acoustic-to-acoustic transfer functions
The acoustic-to-acoustic transfer functions are the amplitudes of the downstream-
propagating acoustic waves w+ at different locations in Fig. 7.2 normalized by
the downstream-propagating acoustic wave (w+)cc at the combustor exit. These
transfer functions are computed here at low and high power cases for the planar
mode (ie the mode index is 0) with the matrix system defined in Eq. 2.79 and
displayed in Fig. 7.3. The frequency dependence of the acoustic coefficients is
due to the resonances between the blade rows. First, the blade rows act like an
acoustic masking which reduces the maximum levels of the transfer functions from
the high-pressurized turbine to the exhaust. Finally, no reflected acoustic wave is
computed after the second power turbine because of the non-reflecting boundary
condition (Figs. 7.3(e) and 7.3(f)).
7.1.2 Vorticity-to-acoustic transfer functions
The vorticity-to-acoustic transfer functions (w+) / (wv)cc computed with Eq. 2.79
and defined in Fig. 7.2 of the turbine are displayed in Fig. 7.4. In both cases,
their amplitudes are lower than 0.005. That means the vorticity waves extracted
from the LES are strongly damped through the turbine stages. However, additional
vorticity can be generated through the turbine blades by the convection of entropy
or acoustic waves because of the mean flow deviation and acceleration but this
generation does not take into account these transfer functions. Furthermore, the
actuator disk theory used in this work is not able to compute the noise generation
induced by the blade-vortex interaction which is known to be out of the frequency
range of interest.
7.1.3 Entropy-to-acoustic transfer functions
The entropy-to-acoustic transfer functions (w+) / (ws)cc defined in Fig. 7.2 and
computed with the matrix product of Eq. 2.79 are shown in Fig. 7.5. The attenua-
tion of the planar entropy wave is taken into account. In the high-pressurized tur-
bine, the first stator is choked in both cases which leads to similar transfer functions
amplitudes. (Figs. 7.5(a) and 7.5(b)). As displayed in Figs. 7.5(c), 7.5(d), 7.5(e)
and 7.5(f), the entropy-noise generation within the power section differs signifi-
cantly between the operating points because the mean flow acceleration through
the turbine stages is higher in the high power case. Thus, the increase in the engine
power leads to a potential increase in indirect entropy noise generation within the
power section.
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7.1.4 Entropy wave distortion through the turbine
In each stage, the entropy attenuation filter described in chapter 2 with the equa-
tion 2.59 is applied to build the entropy-to-acoustic transfer functions presented
in the previous section. These filter magnitudes are displayed in Fig. 7.6 in both
cases from the high-pressurized turbine to the exhaust (positions B, C and D in
Fig. 7.2). As expected, the convection of the planar entropy wave through suc-
cessive blade rows increases the attenuation of the wave amplitude. Furthermore,
the entropy attenuation is more important in the low power case. Indeed, the
mean temperature within the turbine stages drops from the high power case to
the low power case. So, the lower mean axial velocity leads to the increase in the
time-delay of the entropy particles through the blade rows and an increase in the
attenuation effect.
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Position B in Fig. 7.2
(w+)hp / (w+)cc: and (w−)hp / (w+)cc: 
(a) Low Power (b) High Power
Position C in Fig. 7.2
(w+)p1 / (w+)cc: and (w−)p1 / (w+)cc: 
(c) Low Power (d) High Power
Position D in Fig. 7.2
(w+)p2 / (w+)cc: and (w−)p2 / (w+)cc: 
(e) Low Power (f) High Power
Figure 7.3: Analytical acoustic-to-acoustic transfer functions at different locations
within the turbine stages (Fig. 7.2). 157
Position B in Fig. 7.2
(w+)hp / (wv)cc: and (w−)hp / (wv)cc: 
(a) Low Power (b) High Power
Position C in Fig. 7.2
(w+)p1 / (wv)cc: and (w−)p1 / (wv)cc: 
(c) Low Power (d) High Power
Position D in Fig. 7.2
(w+)p2 / (wv)cc: and (w−)p2 / (wv)cc: 
(e) Low Power (f) High Power
Figure 7.4: Analytical vorticity-to-acoustic transfer functions at different locations
within the turbine stages (Fig. 7.2).
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Position B in Fig. 7.2
(w+)hp / (ws)cc: and (w−)hp / (ws)cc: 
(a) Low Power (b) High Power
Position C in Fig. 7.2
(w+)p1 / (ws)cc: and (w−)p1 / (ws)cc: 
(c) Low Power (d) High Power
Position D in Fig. 7.2
(w+)p2 / (ws)cc: and (w−)p2 / (ws)cc: 
(e) Low Power (f) High Power
Figure 7.5: Analytical entropy-to-acoustic transfer functions at different locations
within the turbine stages (Fig. 7.2). 159
(a) Low power (b) High power
Figure 7.6: Entropy-to-entropy transfer functions (ws)hp / (ws)cc: ,
(ws)p1 / (ws)cc: • and (ws)p2 / (ws)cc:  (Fig. 7.2).
160
7.2 Extracted waves from the LES entering the
turbine stages
In this section, comparisons between the acoustic and convective wave amplitudes
extracted from the LES presented in chapters 5 and 6 at the exit of the combustion
chamber are performed. To do so, primitive variables (p′/γp, w′/c, s′/cp, θ′) are
used to compute the two acoustic and convective waves:
• upstream-propagating acoustic wave (w−)cc (Fig. 7.2),
• downstream-propagating acoustic wave (w+)cc (Fig. 7.2),
• entropy wave (ws)cc (Fig. 7.2),
• vorticity wave (wv)cc (Fig. 7.2),
with the matrix product defined in chapter 2 Eq. 2.37. In the single-sector LES,
the ”first” azimuthal modes extracted from the LES domain corresponds to the
azimuthal modes for which the mode index is equal to the sector number Nsectors
or −Nsectors. So, this mode is the N thsectors azimuthal mode.
7.2.1 Downstream-propagating acoustic waves
The downstream-propagating acoustic waves amplitudes are shown in Fig. 7.7
for the single-sector LES of the chapter 5 for the planar mode and the N thsectors
azimuthal modes. These amplitudes confirm that the longitudinal acoustic mode
is dominant in both cases with similar patterns and levels between the single-
sector simulations. The N thsectors mode carries very little energy. Moreover, the
engine power variation does not seem to impact significantly the acoustic activity
within the combustion chamber.
It is interesting to compare the wave amplitudes at the chamber outlet for
the single sector and 360 LES. For this regime (high power), a strong azimuthal
acoustic mode appears in the 360 LES (Fig. 7.8) which is obviously impossible to
capture in the single sector LES (Fig. 7.7(b)). This will modify the direct noise
evaluations because this mode dominates the acoustic waves (w+)cc.
7.2.2 Vorticity waves
The vorticity extracted from the combustor engine corresponds to the a vorticity
vector orthogonal to the meridian plane of the turbine stages. First, in both
cases, the planar waves extracted from single-sector LES have the same order
of magnitude of the N thsectors azimuthal modes as shown in Fig. 7.9 because the
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(a) Low power (b) High power
Figure 7.7: Power spectral densities of downstream-propagating acoustic wave
amplitude ((w+)cc in Fig. 7.2) extracted from single-sector LES of the chapter 5
(planar mode ( ), ±N thsectors azimuthal modes (•)).
Figure 7.8: Power spectral densities of downstream-propagating acoustic wave
amplitude ((w+)cc in Fig. 7.2) extracted from full-scale LES of the chapter 6 (planar
mode ( ), ±1th azimuthal modes (H), ±2th azimuthal modes (•) for the high power
case to compare with the single-sector results of Fig. 7.7(b).
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(a) Low power (b) High power
Figure 7.9: Power spectral densities of vorticity wave amplitude ((wv)cc in Fig. 7.2)
extracted from single-sector LES of the chapter 5 (planar mode ( ), ±N thsectors
azimuthal mode (•)).
vorticity, similarly to the entropy, is a convective variable for which the planar
mode is not sufficient to properly describe the signal. Moreover, the vorticity waves
amplitudes are not strongly impacted by the regime variations. In the full-scale
LES, the vorticity waves displayed in Fig. 7.10 are lower than in the single-sector
LES of Fig. 7.9. Furthermore, the first mode observed on the vorticity spectra of
Fig. 7.10 exhibits a peak at 780 Hz which corresponds to the cut-on frequency of
the first acoustic azimuthal mode. Even if the velocity field related to the vorticity
waves is supposed to be irrotational, the vorticity computation is affected by the
acoustic velocity field: the azimuthal mode at 780 Hz induces vortices in the flow
which are captured in the vorticity waves in Fig. 7.10.
7.2.2.1 Entropy Waves
Similarly to the vorticity waves, the entropy wave amplitudes are not significantly
altered by the regime variations and the N thsectors azimuthal modes carry significant
signal power as displayed in Fig. 7.11 for the single sector LES for low and high
power cases. In the full-scale LES of the high power case, the entropy waves mag-
nitudes of the first 2 azimuthal modes (Fig. 7.12) are identical and do not exhibit
a spatial dependence contrary to the vorticity waves (Fig. 7.10). Unlike vorticity,
the first acoustic azimuthal mode does not modify the azimuthal distribution of
the entropy field at the combustor engine.
This suggests that mixing in the azimuthal direction is strong and that the
entropy waves retain only an axial component while most transverse fluctuations
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Figure 7.10: Power spectral densities of vorticity wave amplitude ((wv)cc in
Fig. 7.2) extracted from the full-scale LES of chapter 6 (planar mode ( ), ±1th
azimuthal mode (H), ±2th azimuthal mode (•)).
(a) Low power (b) High power
Figure 7.11: Power spectral densities of entropy wave amplitude ((ws)cc in Fig. 7.2)
extracted from single-sector LES of the chapter 5 (planar mode ( ), ±N thsectors
azimuthal mode (•)).
are dissipated by mixing.
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Figure 7.12: Power spectral densities of entropy wave amplitude ((ws)cc in Fig. 7.2)
extracted from the full-scale LES of the high power case of the chapter 6 (planar
mode ( ), ±1th azimuthal mode (H), ±2th azimuthal mode (•)).
7.3 Noise predictions within the turbine stages
Experimental results are available in TEENI at different positions within the en-
gine (Figs. 7.1 and 7.2) at the outlet of:
• the high-pressurized turbine (position B)
• the power turbine 1 (position C)
• the power turbine 2 (position D) corresponding to the turbine exit.
At these locations, pressure sensors provide wall-pressure fluctuations containing
total noise signals. It is not possible to separate direct and indirect combustion
noises in these experimental signals. Therefore, the following strategy is used to
compare CHORUS results to the experiment:
• Section 7.3.1 evaluates the different components of combustion noise com-
puted with unsteady fields of single-sector LES at two operating points (chap-
ter 5) and compared with experimental results. Since CHORUS predicts only
combustion noise, it is expected to give values lower than the experiments
which measure all noise components. In these cases, only the longitudinal
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convective and acoustic waves are considered (ie the mode index is 0). In-
direct noise generation coming from entropy waves acceleration through the
turbine stages is scaled to take into account entropy wave scattering through
turbine stages described in section 2.1.3.4.
• The second section 7.3.2 shows predictions of combustion noise levels pro-
vided by the full-annular LES presented in chapter 6 by considering the first
azimuthal modes. As a 360o LES does not correspond to industrial prac-
tices, the ability of a single sector to provide noise predictions in agreement
with the full-scale results is discussed by taking into account the impact of
dependence of geometry on the entropy wave amplitudes at the combustor
exit (explained in section 6.3.3) in terms of combustion noise levels.
As a compact assumption is used in CONOCHAIN, the frequency limit of the
compactness is computed with the ratio Ω between the axial blade chord of the
first row of the turbine and the acoustic wavelength when Ω = 0, 1. Results shown
in the following sections are not valid above this frequency limit.
7.3.1 Noise predictions with a single-sector LES
7.3.1.1 High-pressurized turbine
In the high-pressurized turbine (position B in Fig. 7.1), direct noise related to
the downstream-propagating acoustic waves at the combustor exit (w+)cc is lower
than experimental pressure levels and the indirect noise predictions as shown in
Fig 7.13. Note that the peaks observed on the experimental signals at the two
pressure sensors of Fig. 7.13 (500, 1200, 1600, 2200 Hz) are assumed to be due
to tonal noise created by the turbine blades and not by combustion noise. Our
objective is not to match them but to capture the broadband activity below 1500
Hz.
Indirect noise computation uses both entropy and vorticity waves. Vorticity-
generated noise induced by the longitudinal vorticity waves in the single-sector
LES is negligible as shown in Fig. 7.14 where noise levels due to inlet vorticity
waves (wv)cc are much lower than experimental pressure fluctuations. Although
significant wave amplitudes are found for the planar vorticity wave (Fig. 7.9), the
vorticity-to-acoustic transfer functions (Fig. 7.4) are responsible for these low noise
levels suggesting that the contribution of vorticity to total noise can neglected.
Consequently, the total combustion noise at position B in Fig. 7.1 contains both
contributions of acoustic (w+)cc and entropy waves (ws)cc at the combustor exit.
In practice, below 2000 Hz, the contribution of direct noise (w+)cc is negligible so
that combustion noise is dominated by indirect combustion noise in both cases (low
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(a) Low power
Tonal peaks (not due to combustion)
(b) High power
Figure 7.13: Computed combustion noise corresponding to the planar mode coming
from single-sector LES in the high-pressurized turbine (position B in Fig. 7.1).
Total predicted noise: , indirect noise: •, direct noise: H and experimental PSD
of wall-pressure fluctuations ( ) from the pair of probes.
and high power). Moreover, the large experimental humps in PSD spectra at low-
frequency (below 1200 Hz) are correctly predicted both in terms of magnitude and
pattern and are related to indirect noise. The predicted indirect noise humps are
centred around 500 Hz where the entropy plane mode induced by the combustion
chamber topology contributes the most (Fig. 7.11) and the entropy-to-acoustic
transfer functions (Fig. 7.5) also exhibit large values.
7.3.1.2 Power turbine 1
In the first power turbine (position C in Fig. 7.1), total noise spectra exhibit a
broadband hump centred around 500 Hz which over-predict by 6 dB the experi-
mental pressure fluctuations as displayed in Fig. 7.15 in both cases. Peaks visible
on Fig. 7.15 at 400 and 700 Hz on experimental spectra are not created by combus-
tion but by the rotating devices of the engine (shafts and rotating blade rows). We
do not consider them in the present analysis. The broadband humps are related
to high values of the transfer functions at this location (Figs. 7.5(c) and 7.5(d)).
Similarly to the computed noise levels within the high-pressurized turbine, direct
noise is lower than the entropy noise. Fig. 7.15 reveals another limitation of the
single sector approach used in this section: from 100 to 700 Hz, indirect noise (
is Fig. 7.15) is larger than the measured total noise (solid lines for the two pressure
probes located at the position C in Fig. 7.1) suggesting that this indirect noise is
over-estimated. We will come back to this issue when we will consider the full 360
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(a) Low power (b) High power
Figure 7.14: Computed indirect noise corresponding to the planar vorticity mode
(•) and experimental PSD of wall-pressure fluctuations ( ) from the pair of
probes in the high-pressurized turbine (position B in Fig. 7.1).
LES.
(a) Low power (b) High power
Figure 7.15: Computed combustion noise corresponding to the planar mode in the
power turbine (position C in Fig. 7.1). Total predicted noise: , indirect noise:
•, direct noise: H and experimental PSD of wall-pressure fluctuations ( ) from
the pair of probes.
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7.3.1.3 Power turbine 2
In the turbine exhaust (position D in Fig. 7.1), direct noise levels are still lower
than indirect noise predictions below 2000 Hz for the low power case (Fig. 7.16(a))
and 2500 Hz for the high power case (Fig. 7.16(b)). The total predicted com-
bustion noise is very close to the experimental total noise for the low power case
(Fig. 7.16(a)) but it is higher than experimental PSDs for the high power case
as shown in Fig. 7.16(b). Longitudinal acoustic resonances also impact the total
noise spectra in both cases.
(a) Low power (b) High power
Figure 7.16: Computed combustion noise corresponding to the planar mode at the
turbine exit (position D in Fig. 7.1). Total predicted noise: , indirect noise: •,
direct noise: H and experimental PSD of wall-pressure fluctuations ( ) from a
pair of probes.
The CHORUS results using single-sector LES results as inlet waves show that
indirect noise is the main acoustic source at low-frequency while direct noise is
found to be low even if these simulations exhibit strong longitudinal acoustic modes
within the combustion chamber. Furthermore, indirect noise is only composed of
entropy noise because of low vorticity noise levels. However, as shown in chapter 6,
longitudinal entropy waves at the combustor exit are still over-estimated in a single-
sector suggesting that this may be the cause of the combustion noise overestimation
obtained at all points for the high power case. Thus, the following section presents
noise computation within the turbine stages in the high power case using waves
extracted from the full-scale LES of chapter 6 including the azimuthal modes.
Furthermore, a new formulation based on a filter applied to single-sector LES will
be used and shown to be representative of a 360o LES in the scope of combustion
noise.
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7.3.2 Noise predictions using a full-scale LES and compar-
isons with a single-sector LES for the high power
case
The noise computations of section 7.3.1 are repeated here but full 360 LES input
waves (w+)cc and (ws)cc are used instead of single sector results. Our objective
is to see if using the full-scale LES as inputs of CHORUS results avoid the over-
prediction of combustion noise observed in Fig. 7.15 and Fig. 7.16.
In this section, azimuthal and longitudinal waves extracted at the combustor
exit of the full 360o LES are used as inlet waves to perform noise computation
with CHORUS. The higher azimuthal modes used to compute acoustic levels are
selected with the azimuthal compact criterion described in section 2.1.5. Thus,
only azimuthal modes for which mode index is higher than -2 and lower than 2 are
considered in these noise computations (to respect Ly/λy < 0, 1 where Ly is the
pitch length of the blade rows and λy the azimuthal wavelength). Furthermore,
in this paragraph, indirect noise computations use azimuthal and longitudinal
entropy modes corrected to take into account the entropy wave distortion through
the blade rows with the filter built for the planar entropy wave (presented in
chapter 2). Even if this filter is not dedicated to the distortion of the azimuthal
convective waves through the blade vanes, the lack of numerical or experimental
results available to properly model this phenomenon imposes to use this approach.
Similarly to single-sector case (section 7.3.1), predicted acoustic powers are
compared with experimental pressure fluctuations from the high-pressurized tur-
bine to the exhaust (positions B to D in Fig. 7.1) in Fig. 7.17. Total noise levels
are lower than experimental spectra in the high-pressurized turbine (position B in
Fig. 7.1) as displayed in Fig. 7.17(a). Peaks visible on total noise spectra corre-
spond to the first and second azimuthal acoustic modes captured in the full 360o
LES and dominate direct noise predictions. In the power turbine (position C in
Fig. 7.1), predicted total noise matches the experimental spectra below 1000 Hz
and drops above this frequency where direct and indirect noise contributions have
the same order of magnitude (Fig. 7.17(b)). Noise predictions in the exhaust (po-
sition D in Fig. 7.1) are displayed in Fig. 7.17(c) and total noise levels are close to
experimental spectra below 2000 Hz in which indirect noise contribution is domi-
nant. As expected, direct noise amplitude reveals tonal peaks related to azimuthal
acoustic modes at their cut-on frequencies.
Fig. 7.18 compares total noise predictions obtained with the full 360o LES, the
single sector and the experimental spectra from the position B to D (Fig. 7.1)
and shows that the 360o LES is a better setup to evaluate waves produced by the
chamber than the single-sector setup waves used in Figs. 7.13 to 7.16.
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(a) High-pressurized turbine (position B in
Fig. 7.1)
(b) Power turbine (position C in Fig. 7.1)
(c) Exhaust (position D in Fig. 7.1)
Figure 7.17: Computed combustion noise using longitudinal and azimuthal modes
extracted from a full 360o LES (up to mode index = 2) in different locations within
the engine (Fig. 7.1). Total predicted noise: , indirect noise: •, direct noise: H
and experimental PSD of wall-pressure fluctuations ( ) from the pair of probes
in high power case.
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(a) High-pressurized turbine (position B in
Fig. 7.1)
(b) Power turbine (position C in Fig. 7.1)
(c) Exhaust (position D in Fig. 7.1)
Figure 7.18: Computed total combustion noise using full 360o LES (longitudinal
and azimuthal modes (up to mode index = 2), •) and single-sector LES (raw
longitudinal mode, ) in different locations within the engine (Fig. 7.1) in high-
power case.
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7.3.3 Comparisons between noise predictions using a full-
scale LES and a filtered single-sector LES
Section 7.3.2 has shown that the full 360o LES gives much better results to feed the
CHORUS chain than the single-sector LES. A 360o LES, however, is expensive.
This section shows that an intermediate model can be considered where only a
single-sector LES is used to measure waves but these waves are filtered to recon-
struct the essential features captured by the 360o LES as proposed in section 6.3.3.
The most essential property of the 360o LES is the phase scrambling of longitudi-
nal entropy waves revealed by the LES in section 6.3.2, a characteristic which can
be mimicked easily as shown here, using a single-sector LES and a entropy wave
filtering.
In the single-sector computation, acoustic powers are computed with longi-
tudinal waves in which entropy waves are corrected to take into account their
over-estimation at the combustor exit as explained in section 6.3.3. The aim of
this investigation is to evaluate the ability of a single-sector LES to provide noise
levels in agreement with full 360o LES results presented in section 7.3.2 by using
entropy wave filtering.
At different locations within the turbine stages (from position B to position D
in Fig. 7.1), total noise levels are shown in Fig. 7.19 for the filtered single-sector
and full 360o LES in high power case. Very good agreement is found between
single-sector and full 360o LES noise predictions below 2000 Hz while some dis-
crepancies appear above 2kHz related to the presence of first azimuthal modes in
the full-scale simulation. Applying the entropy wave filtering on single-sector noise
levels is crucial to remove over-estimation at low-frequency shown in total noise
spectra (Fig. 7.16(b)) at the turbine exit (position D in Fig. 7.1). It also opens a
simple path to predict the noise of the whole machine. Instead of measuring waves
produced in the 360o machine, a single-sector LES can be used and then filtered
to feed CHORUS.
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(a) High-pressurized turbine (position B in
Fig. 7.1)
(b) Power turbine (position C in Fig. 7.1)
(c) Exhaust (position D in Fig. 7.1)
Figure 7.19: Computed total combustion noise using full 360o LES (longitudinal
and azimuthal modes (up to mode index = 2), •) and filtered single-sector LES
(longitudinal mode, ) in different locations within the engine (Fig. 7.1) in high-
power case.
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7.4 Conclusions
This chapter was dedicated to comparisons of predicted combustion noise levels
by CONOCHAIN with experimental TEENI results using three methods:
• CHORUS fed by waves (w+)cc measured in a single-sector LES,
• CHORUS fed by waves measured in a full 360o LES,
• CHORUS fed by a filtering operation (Eq. 6.5) on the waves measured in a
single-sector LES.
Results confirm the dependence of the acoustic field everywhere in the turbine
to the LES domain where the longitudinal downstream-propagating acoustic wave
dominates in the single-sector while the full-scale LES simulation exhibits the first
azimuthal acoustic mode.
Using the CHORUS approach presented in chapter 2, the single-sector LES
of the chapter 5 were used to compute noise levels through the turbine stages in
section 7.3.1. The first conclusion is that indirect noise is the main contributor
to the overall radiated noise in which vorticity-generated noise is very-low. The
predicted total acoustic powers (containing both direct and indirect noises) were
compared with the experimental results shown in chapter 1 for which reasonable
agreement was found from the high-pressurized turbine to the exhaust. At low-
frequency, noise levels are however higher than the experimental spectra at the
engine exit because of the over-estimation of the longitudinal entropy wave in a
single-sector. The full-scale LES provides better results in CHORUS in terms of
noise predictions in which the contribution of the azimuthal modes is found to be
essential to correctly predict combustion noise.
Nevertheless, a single-sector LES can be sufficient to correctly predict combus-
tion noise levels generated by a turboshaft engine by filtering the entropy waves
produced by the single-sector LES, a simple solution which is attractive in terms
of computational cost.
175
Chapter 8
Propagation of
combustion-generated noise
within the far-field
Abstract The previous chapters have presented noise computation within the
chamber (chapters 5 and 6) and through the turbine stages (chapter 7). The
final missing element is a pure aeroacoustic tool for far-field noise evaluation. The
objective is to compute how noise at the turbine outlet (w+)p2 propagates to the
far-field since the far-field noise is actually the only relevant quantity for noise
in practice. In this chapter, the acoustic far-field propagation is computed with
AVSP-f, a Helmholtz solver in which the prediction of acoustic wave at the turbine
outlet (w+)p2 (Fig. 7.2) computed in the previous chapter is used. Using a modelled
jet flow to take into account the mean temperature field, the main characteristics
of the experimental acoustic far-field shown in chapter 1 are correctly predicted
even if important assumptions are made. These promising results confirm the
importance of combustion noise in the acoustic far-field of a turboshaft engine and
demonstrate the capacity of the present tool (CONOCHAIN) to offer a simulation
method based on first principles and not on correlations: all the tools used here
(LES, CHORUS, AVSP-f) operate only by solving conservative equations. No
experimental or ad hoc correlation is used at any point, contrarily to most previous
methods developed for combustion noise.
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In the previous chapter, combustion noise computations have provided acoustic
waves at the trailing edge of the last turbine row of the engine (position D in
Fig. 7.1). To propagate these acoustic waves from the exhaust to the far-field
at 19,2 meters where experimental far-field microphones are located, the acoustic
solver AVSP-f is used. This Helmholtz solver described in chapter 2 can compute
acoustic propagation of the turbine exhaust through the burnt gas jet to the far-
field. In this chapter, acoustic far-field of the two simulated operating points (low
and high power cases) are computed by considering total noise levels of single-
sector LES (chapter 7).
8.1 Computational methodology
8.1.1 Numerical domain
The TEENI engine is placed on a platform at three meters height as shown in
Fig. 8.1. The far-field microphones are placed circumferentially at 19,2 meters
0◦
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180◦
1 2 3
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1 : Compressors
2 : Combustor and Turbines
3 : Exhaust
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100◦ 110◦ 130◦ 140
◦
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170◦
Figure 8.1: Schematic view of the TEENI test-bench with far-field microphones
location (•).
away from the engine every 10 degrees. To limit the computational cost, the nu-
merical domain is composed of an eighth of the exhaust nozzle and a sphere of
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radius 5 meters in which the ground is not taken into account as shown in Figs. 8.2
and 8.4. Thus, predicted acoustic pressures are extracted from the AVSP-f domain
on shifted microphone locations (dotted lines in Fig. 8.3) and corrected with a
simple scaling law presented in section 8.1.4 to be comparable with experimental
results. Furthermore, acoustic reflections induced by the ground are taken into
account by removing 6 dB to experimental far-field acoustic spectra. Note how-
ever a specificity of this setup. The point θTEENI = 180o for example does not
correspond to the jet axis but is shifted by an angle ∆θ such that ∆θ = 8, 88o
(and θAV SPf = 171, 11o consequently) into the AVSP-f domain over the plane
(~xO~y) in Fig. 8.3. For clarity, we will refer to probe position using these two angles
θTEENI and θAV SPf .
h = 3 m
Engine
exhaust
180o
170o
90o
100o110o 120o 130o 140o 150
o 160o
5 m
AVSP-f
domain
Engine axis
19, 2 m19, 2 m
19, 2 m
GroundGround
~x
~y
~z
Figure 8.2: Schematic view of the TEENI test bench and the computational do-
main AVSP-f with the location of experimental microphones (Fig. 8.1) projected
over sphere around the engine (dotted lines).
The AVSP-f mesh contains 6,2 millions of tetrahedral cells where the mesh cell
size varies linearly with radius from 1 cm in the nozzle to 5 cm as displayed in
Fig. 8.5. This mesh criterion is used to ensure wave propagation through the far-
field up to 1500 Hz (corresponding to wavelength of 35 cm resolved on 6 points at
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Figure 8.3: Schematic view of the computational domain AVSP-f and location
of an experimental microphone (Fig. 8.1) and his projection in AVSP-f domain
(dotted line).
least). The quality of the AVSP-f setup for this far-field computation will be tested
in section 8.2.1. Non-reflecting boundary conditions are applied on the atmosphere
surfaces (surfaces 3 and 4 in Fig. 8.5) and the normal acoustic velocity is set to
0 on the periodic boundaries (surface 2 in Fig. 8.5) similarly to the nozzle walls
(surface 1 in Fig. 8.5).
8.1.2 Wave injection
The acoustic forcing is performed through the turbine exit in the nozzle as shown
in Fig. 8.4. Wave definition differs from CHORUS to AVSP-f. Indeed, for scal-
ing reasons in AVSP-f, the CHORUS downstream-propagating acoustic wave at
the turbine exit (w+)p2 in Fig. 7.2 is not identical to the forcing downstream-
propagating acoustic wave A+ used in AVSP-f but is equal to
A+ = 2
(
w+
)
p2
γp (8.1)
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• 1 : Exit nozzle
• 2 : Periodic
walls
• 3 : Atmosphere
• 4 : Atmosphere
Figure 8.4: Sketch of the AVSP-f domain and the boundaries.
Forcing
boundary
5 meters
Figure 8.5: Mesh of the AVSP-f domain with a zoom of the mesh refinement in
the nozzle.
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where γ is the heat capacity ratio (equal to 1,33 in the burnt gases) and p is the
mean pressure at the turbine exit. Thus, the acoustic waves computed in the pre-
vious chapter 7 with single-sector LES in the two operating points are considered.
The propagation is computed for a set of 20 discrete frequencies between 100 Hz
and 2000 Hz. For each forcing frequency, the amplitude of the wave (w+)p2 is
given by CHORUS and used as forcing signal for AVSP-f. Each frequency compu-
tation is independent. The truncation of the numerical domain limits the acoustic
computation to the far-field propagation of the planar acoustic waves. Indeed,
injecting azimuthal modes would require the full-scale computation of the exhaust
region.
8.1.3 Mean temperature field of the exhaust jet
The mean temperature field through the jet and atmosphere is built with the model
proposed in chapter 2 in which the jet flow is divided into three main zones: the
potential core, a transient zone and the fully-developed zone as displayed in Fig. 8.6
in both cases. The temperature variations are supposed to be proportional to the
0,33 0,50 0,66 0,83 1
From the turbine
(a) Low power
From the turbine
(b) High power
Figure 8.6: Mean temperature field through the jet flow scaled with the exit tem-
perature in the high power case.
mean velocity field computed with scaling in each region even if the mean velocity
is set to zero in the AVSP-f computations. Figure 8.7 shows the mean sound
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velocity field for the two power cases. As expected, the length of the potential
core is lower in the low power case than in the high power case.
0,5 0,625 0,75 0,875 1
From the turbine
(a) Low power
From the turbine
(b) High power
Figure 8.7: Mean sound velocity field through the jet flow scaled with the exit
sound velocity in the high power case.
8.1.4 Scaling of the acoustic pressure in the far-field
As mentioned in chapter 1, the acoustic far-field is measured over a sphere of radius
19,2 meters around the engine. However, we chose to limit the computational
domain to 5 meters in order to save CPU time but also because the propagation
between 5 and 19,2 m can be supposed to be fully radial. Comparisons of the
numerical noise levels and the experimental results requires to extrapolate the
predicted acoustic pressure from 5 to 19,2 meters. A important assumption is thus
made to perform these comparisons: the predicted pressure levels are extracted
from the computational domain at 5 meters in the azimuth of the far-field probe
location. Assuming a monopolar radiation of the acoustic waves up to 19,2 meters
and the conservation of the acoustic power, the predicted pressure levels are scaled
as follows:
p′r2 = p′r1
r1
r2
where r1 = 5m and r2 = 19, 2m (8.2)
where p′r2 is the quantity compared to the experimental results in the rest of the
chapter.
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8.2 Predictions of the acoustic far-field
The longitudinal acoustic waves injected at the engine exit correspond to the sum
of the direct and indirect (vorticity and entropy) combustion noises computed with
the single-sector LES and the filtered entropy waves (section 6.3.3).
8.2.1 Numerical verification of far-field noise tool
In a first step, the high power case was forced acoustically with arbitrary ampli-
tudes (w+)p2 to verify the numerical behavior of the AVSP-f solver used for acoustic
propagation. The acoustic pressure fields are plotted in Fig. 8.8 at different fre-
quencies (100 Hz, 500 Hz, 1000 Hz and 2000 Hz). As displayed in Fig. 8.8(a), for
the low-frequency acoustic forcing at 100 Hz, the temperature gradient through the
jet flow has a negligible impact. However, the directivity patterns of the acoustic
pressure fields at 500 Hz and 1000 Hz (Figs. 8.8(b) and 8.8(c) respectively) show
that the acoustic waves are mainly deflected by the hot jet close to 130o-140o with
respect to the engine axis (as described in chapter 1, Fig. 1.8). The acoustic forc-
ing at 2000 Hz corresponds to the upper limit which can be reached on this mesh
as shown in Fig. 8.8(d). Indeed, the acoustic wavelength corresponding to this
frequency forcing is close to 17 cm and is solved over 4 points in the AVSP mesh
which it probably not sufficient to properly propagate the acoustic waves.
8.2.2 Comparison with experimental far-field spectra
After the numerical verification of the AVSP-f set-up performed in section 8.2.1, the
configuration was forced using the downstream-propagating longitudinal acoustic
waves (w+)p2 predicted by CHORUS for the two operating points (low and high
powers). As described in chapter 7, the single-sector LES are used to evaluate
(w+)p2 for both operating points. Raw and filtered results (to take into account
over-prediction of indirect noise in a single-sector, see Eq. 6.5) are presented. Of
course, using a full 360 LES would probably yield better results but this full LES
was available only for the high power case. Moreover, the present set-up of AVSP-f
is axi-symmetric (Fig. 8.5) and does not allow including azimuthal modes which
are the first asset of 360o LES. Finally, the industrial practice today for LES is
based on single-sector runs so that is logical to focus on this type of tools for the
moment.
The comparisons between the predicted acoustic pressures related to com-
bustion in the far-field with the experimental results are displayed in Figs. 8.11
and 8.12 for the low power case and Figs. 8.9 and 8.10 for the high power case.
On the one hand, patterns of the experimental spectra in both cases from 100o
to 160o are correctly predicted by CONOCHAIN which corresponds to the main
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0,01 0,1 1
(a) 100 Hz (b) 500 Hz
(c) 1000 Hz (d) 2000 Hz
Figure 8.8: Acoustic pressure fields at different frequencies in the high power case
induced by an unitary acoustic forcing through the turbine exit.
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lobe of maximum acoustic pressure visible in Fig. 8.8. The wide hump up to 500
Hz is related to combustion noise as suggested in the experimental analysis of
the chapter 1 where the three-sensors technique revealed a significant broadband
noise component centred around 500 Hz generated in the high-pressurized turbine
(Fig. 1.21). Furthermore, region in the azimuth 90o can be considered as silent
zones where the accuracy of both simulations is low as noise levels are quite re-
duced. From 170o and 180o highlight important discrepancies above 1000 Hz where
temperature gradients induced by the hot jet strongly impact the acoustic refrac-
tion in these azimuthal directions. Consequently, these discrepancies are probably
caused by the temperature field modelling proposed in section 8.1.3.
In the high power case, predicted acoustic spectra match with experimen-
tal acoustic levels at 130o and 140o (Figs 8.9(f) and 8.10(b) respectively) when
the entropy filtering is used (section 6.3.3). Below 1000 Hz, a good agreement
between filtered numerical and experimental results is also found from 100o to
160o (Figs. 8.9(c) to 8.10(d)) while experimental spectra are bounded by noise
predictions computed with and without entropy filtering in the low power case
(Figs. 8.11(c) to 8.12(d)).
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exit
(a) Angles θTEENI of microphones (Fig. 8.2). (b) 90o/90o
(c) 100o/99,8o (d) 110o/109,6o
(e) 120o/119,4o (f) 130o/129,4o
Figure 8.9: Acoustic pressure from 90o/90o to 130o/129,4o (θTEENI/θAV SPf in
Fig. 8.3) in the far-field for the high power case computed with CONOCHAIN
(combustion noise with the entropy filtering (section 6.3.3):  , combustion noise
without the entropy filtering: •) and experimental acoustic pressure ( ).
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(a) Angles θTEENI of microphones (Fig. 8.2). (b) 140o/139,2o
(c) 150o/148,8o (d) 160o/158,9o
(e) 170o/166,6o (f) 180o/171,1o
Figure 8.10: Acoustic pressure from 140o/148,8o to 180o/171,1o (θTEENI/θAV SPf
in Fig. 8.3) in the far-field for the high power case computed with CONOCHAIN
(combustion noise with the entropy filtering (section 6.3.3):  , combustion noise
without the entropy filtering: •) and experimental acoustic pressure ( ).
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(a) Angles θTEENI of microphones (Fig. 8.2). (b) 90o/90o
(c) 100o/99,8o (d) 110o/109,6o
(e) 120o/119,4o (f) 130o/129,4o
Figure 8.11: Acoustic pressure from 90o/90o to 130o/129,4o (θTEENI/θAV SPf in
Fig. 8.3) in the far-field for the low power case computed with CONOCHAIN
(combustion noise with the entropy filtering (section 6.3.3):  , combustion noise
without the entropy filtering: •) and experimental acoustic pressure ( ).
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(a) Angles θTEENI of microphones (Fig. 8.2). (b) 140o/139,2o
(c) 150o/148,8o (d) 160o/158,9o
(e) 170o/166,6o (f) 180o/171,1o
Figure 8.12: Acoustic pressure from 140o/148,8o to 180o/171,1o (θTEENI/θAV SPf
in Fig. 8.3) in the far-field for the low power case computed with CONOCHAIN
(combustion noise with the entropy filtering (section 6.3.3):  , combustion noise
without the entropy filtering: •) and experimental acoustic pressure ( ).
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8.3 Conclusions
This chapter presented the computation of far-field combustion noise levels through
a modelled jet flow with AVSP-f and the comparisons of the predicted spectra with
experimental ones for the TEENI engine. The results for two regimes (low and high
powers) are promising but multiple discrepancies remain. They can be explained
by various approximations used up to now:
• the absence of mean velocity field,
• the modelling of mean temperature stratification induced by the jet flow,
• the absence of azimuthal modes,
• the scaling of acoustic pressure from a radius equal to 5 meters to reach the
far-field microphones (19,2 meters).
Despite these assumptions, the spectral characteristics of the experimental PSDs
are correctly computed with CONOCHAIN at low-frequency as well as broadband
levels below 1500 Hz. It is important to note that the present exercise is the first
attempt to build a predictive tool starting from high-fidelity LES in the chamber
and finishes in the far-field. This is obviously a complicated task, especially since
the experimental pressure measurements are not able to separate combustion noise
from other sources, making precise comparisons difficult. A second difficulty is the
addition of multiple models (LES, analytical tools for turbine propagation, for
far-field propagation). Despite these limitations, the present results show that the
whole tool works and capture noise correctly in the turbine as well as in the far-
field. Further improvement will of course be need but the methodology is clearly
the right path to follow.
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General conclusion
Evaluating combustion noise within a modern aero-engine faces challenges among
which the capture of the unsteadiness responsible for direct and indirect com-
bustion noise, the identification of acoustic role of each engine component from
the combustion chamber to the last turbine stage and an appropriate numerical
strategy able to provide noise levels from the combustor to the far-field. These
questions are addressed in this thesis.
This work is based on experimental results obtained during TEENI project in
which a turbo-shaft engine is instrumented from the combustor to the far-field to
identify low-frequency broadband noise sources. Using original signal processing
techniques on experimental database, it was shown that direct noise is charac-
terized by a narrow-band component centred around 200 Hz while a broadband
noise generation is identified just after the high-pressurized turbine which should
be attributed to indirect noise. In absence of relevant fluctuating temperature
measurements, the fact that entropy noise corresponds to this noise generation is
not established.
The TEENI database is also used to validate a numerical strategy called
CONOCHAIN dedicated to the computation of combustion noise levels from the
combustion chamber to the far-field. Tracking combustion noise generation re-
quires to get a proper description of the flow at the combustor exit, to model the
low-frequency acoustic behavior of the turbine and the far-field propagation. So,
CONOCHAIN uses LES of combustion chamber able to provide high-fidelity pre-
dictions of the unsteadiness of the flow to extract convective and acoustic waves
at the combustor exit. LES are then coupled with an actuator disk theory named
CHORUS to mimic combustion noise generation and propagation through turbine
stages and the acoustic solver AVSP-f used to propagate acoustic waves from the
turbine exit to the far-field.
Using LES of single-sector of TEENI annular combustion chamber correspond-
ing to two stabilized operating points, mechanisms responsible for combustion
noise generation are highlighted and noise levels through turbine stages up to
the engine exit are compared with experimental results. As expected, acoustic
activity within the combustor is mainly driven by the turbulent combustion in
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both cases which corresponds to direct noise generation. However, it was found
that entropy spots are not the direct result of flame-turbulence interactions but
rather the consequence of mixing between burnt and fresh gases through the flame
tube. These observations are confirmed with a full-scale LES representative of the
higher operating point. Contrary to single-sector LES in which acoustic activity is
mainly carried by longitudinal acoustic mode, the full-scale LES exhibits a strong
azimuthal acoustic mode. Furthermore, considering the full geometry does not
only impact the acoustics but also the entropy waves. Indeed, it was found that
evaluating entropy waves used to compute combustion noise at the combustor exit
depends on the number of simulated sectors which leads to a over-estimation of
entropy wave magnitude in single-sector by neglecting phase cancellation effects
sector-by-sector between longitudinal entropy waves. Nevertheless, a filter is built
to correct this effect and allow considering a single-sector to compute combustion
noise.
By injecting unsteady fields provided by LES into the actuator disk theory
CHORUS, direct and indirect combustion noise levels are evaluated through tur-
bine stages and compared with experimental pressure fluctuations. Entropy noise
is found to be the major contributor of combustion noise in both simulations and
is responsible for a broadband hump up to 1500 Hz while vorticity noise can be
neglected. Taking into account entropy waves scattering caused by their convec-
tion through turbine stages is a necessary assumption to compute indirect noise.
Furthermore, the direct noise narrowband component found in the experiment is
not captured by CONOCHAIN. Thanks to 360o LES, contributions of azimuthal
modes are also investigated which add significantly acoustic powers and lead to
a better estimation of combustion noise levels. Finally, far-field propagation is
also addressed in a prospective way with the acoustic solver AVSP-f in which
combustion-generated acoustic waves at the turbine exit are injected to be prop-
agated through the exhaust hot jet to the far-field for single-sector computations
where the main characteristics of acoustic far-field at low-frequency are reasonably
predicted.
This work shows the first full numerical evaluation of far-field combustion noise
based on blind LES coupled with CONOCHAIN tools for propagation through
both turbine stages and far-field. The results for the two regimes (low and high
powers) are promising but multiple discrepancies remain. They can be explained
by various approximations up to now:
• In the LES, both simulations are performed without the first stator row.
The presence of this device in the LES domain can modify the mean flow at
the combustor exit by potential effects where the extraction of the unsteady
fields to build waves entering the turbines is performed. Furthermore, consid-
ering only a single-sector has an impact on noise computation as previously
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discussed.
• The actuator disk theory is also based on important assumptions. First, the
turbine stages (and the flow consequently) are considered two-dimensional.
The compact assumption used to model blade rows as thin interfaces is
valid to propagate acoustic waves but can be discussed for convective waves.
Particularly, entropy wave scattering through blade vanes which is a non-
compact phenomenon has to be taken into account in the actuator disk theory
with a simple filter proposed in this work. This filter should be extended and
validated to be representative of different operating conditions encountered
within the turbines. Moreover, the non-reflecting boundary condition at the
turbine exit also impacts the acoustic transfer functions of the turbine.
• In the acoustic solver AVSP-f, the absence of mean velocity field is the ma-
jor assumption which can alter acoustic propagation even if the turboshaft
exit jet flow is low-Mach number. Moreover, the mean temperature field
should be extracted from numerical simulations to provide accurate mean
temperature gradients. Furthermore, scaling the acoustic pressure from the
acoustic domain boundaries to the far-field by considering monopolar acous-
tic sources impacts far-field noise levels. Finally, the absence of azimuthal
acoustic modes in the acoustic forcing at the turbine exit is also a significant
bias introduced in these noise computations.
Considering the complexity of the overall task, the levels of agreement for such
a blind test are reasonable. Moreover, the improvements required now on the
CONOCHAIN tool will need further work. The complete tool feasibility is demon-
strated even if certain elements should be developed.
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Appendix A
Analytical transfer function of
experimental pressure probe in
harsh conditions
An analytical model to mimic the acoustic response of the experimental pressure
probe used in the TEENI experiment is presented. It is based on one-dimensional
propagation in junction tubes [Rienstra and Hirschberg, 2011] and is similar to
what has been used for remote microphone probes by Perennes and Roger [1998],
Moreau and Roger [2005] and Chauvin et al. [2014].
A.1 Sketch of the sensor
The remote microphone is cooled by a controlled air flow injected from 3. The mass
flow rate is set to ensure an efficient cooling and avoid noise generation. Along
each pipe a x-coordinate with a positive direction outwards from 2 is defined.
A.2 Acoustic modeling
No mean flow is considered in the sensor because the outlet 3 is closed. Mean
temperature and mean pressure are assumed to be equal to the inlet combus-
tion chamber values. Acoustic perturbations are supposed one-dimensional and
harmonic. Thus, acoustic pressure fluctuation p′ is written as
p′(x, t) = p+ei(ωt−k+x) + p−ei(ωt+k−x) with k = ω
c0
(A.1)
195
Microphone
x1 x2
x3
(I) (II)
(III)
1
2 3
4
Combustion
chamber
Air injection
Figure A.1: Sketch of a pressure probe
and the associated acoustic velocity fluctuation u′ is
u′(x, t) = 1
ρ0c
(
p+ei(ωt−k+x) − p−ei(ωt+k−x)
)
(A.2)
The analytical transfer function is computed between the acoustic pressure in 4
and the acoustic pressure in 1. Closed ends are considered in 3 and 4 to set infinite
acoustic impedances. In 2, a compact T-junction gives pressure and velocity jump
conditions using mass and pressure conservation. These conditions provide a set
of six equations
p′I(0, t) = p′II (A.3)
p′I(0, t) = p′III (A.4)
u′I(0, t).SI + u′II(0, t).SII + u′III(0, t).SIII = 0 (A.5)
p′I(lI , t) = 1 (A.6)
p′II(lII , t) = Z3 u′II(lII , t) (A.7)
p′III(lIII , t) = Z4 u′III(lIII , t). (A.8)
Using the plane wave formulation in Eqs. A.1 and A.2, the set of Eqs.( A.3-A.8)
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is expressed only with downstream and upstream acoustic waves. So, the system
can be written in matrix form :
MX = B (A.9)
where
X =

p+I
p−I
p+II
p−II
p+III
p−III

and B =

1
0
0
0
0
0

(A.10)
and the matrix M is
1 1 0 0 0 0
0 0 0 0 ei(−kLIII)
(
1− Z4
ρ0c
)
ei(kLIII)
(
1 + Z4
ρ0c
)
0 0 ei(−kLII)
(
1− Z3
ρ0c
)
ei(kLII)
(
1 + Z3
ρ0c
)
0 0
1 1 −1 −1 0 0
1 1 0 0 −1 −1
SI −SI SII −SII SIII −SIII

(A.11)
Solving the system of equations gives directly the acoustic pressure fluctuation
recorded by the microphone. However, this modeling is not sufficient to explain
the acoustic resonance visible in the PSD of pressure fluctuations in Figs. A.2(a)
and A.2(b) because the effect of kinematic viscosity, responsible for the ability of
the probe to absorb standing waves within the sensor, is not taken into account.
To do this, a modified wave number km
km =
1
4(1− i)
Lp
A
√
2ν0
ω
k
(
1 + (γ − 1) 1√
Pr
)
+ k (A.12)
is used to introduce an imaginary part able to mimic damping effect of the kine-
matic viscosity, as proposed by [Rienstra and Hirschberg, 2011] to consider acoustic
damping within boundary layers. Note that the modified wave number defined in
(A.12) tends to k when the kinematic viscosity tends to zero.
Finally, several acoustic transfer functions are plotted in Fig. A.2 for pressure
probe mounted in the combustion chamber (position A in Fig. 1.7) and in the
power turbine (position C in Fig. 1.7). Note that the mean pressure is higher in the
combustion chamber for both power settings. Thus, damping effect in the sensors
decreases with increasing pressure. Finally, the multiple peaks correspond to the
maxima observed in the PSD of pressure in the combustion chamber (Fig. A.2(a)),
suggesting that the modulation observed on all experimental PSD is due to the
transfer function of the pressure probes.
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Figure A.2: PSD of pressure fluctuations in the combustion chamber and the
power turbine (positions A and C in Fig. 1.7 respectively) ( ) and analytical
transfer functions ( ).
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Appendix B
Acoustic propagation and
generation in a low-Mach number
jet
This appendix deals with the contribution of jet in the overall radiated noise and
presents a simple model showing that the directivity pattern can be qualitatively
explained by the difference between the jet and the ambient air temperature. Di-
rectivity pattern due to the exit mean flow is characterized by a zone of silence in
the jet axis. It was found that this effect is negligible for low-Mach number jet
[Goldstein, 1976]. Moreover, the hot jet exiting the engine is composed of several
successive zones where temperature decreases to mimic sound velocity gradients
induced by shear-layer mixing as shown in Fig. B.1. To deal with acoustic refrac-
tion due to temperature gradients, a dimensionless factor can be introduced, equal
to ∇c0
ω
where ∇c0 is the mean sound velocity gradient accross the shear layers
and ω the pulsation. When this factor is smaller than 1, a geometrical approxi-
mation can be made to consider acoustic waves as acoustic rays. Consequently,
acoustic refraction across the jet can be computed using a Snell’s law [Rienstra
and Hirschberg, 2011]. This straightforward modelling is not a proper description
of the aerodynamic field but its aim is to understand the impact of temperature
gradients on acoustic directivity.
Introducing subscripts u and d to describe the upstream and the downstream of
an interface i respectively between two regions gives the following angle relations.
tan θi =
xi
R0
, (B.1)
αiu = θi − γi, (B.2)
γi+1 = θi − αid. (B.3)
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Figure B.1: Sketch of jet flow modelling.
Snell’s law is
sinαid = sinαiu
cid
ciu
. (B.4)
Using iteratively this set of equations, acoustic ray deviation angle across the hot
jet is computed as well as propagation paths. It is also possible to consider only one
interface and use these equations to get the deviation. Considering the interface
i, the upstream incident ray path is equal to
y = tan γix+ y0. (B.5)
The equation of the interface segment between the upstream zone i − 1 and the
zone i is
y = −R0
xi
+R0 (B.6)
So, the intersection point coordinates of this interface and an acoustic ray are
(xi,yi) where
xi =
R0 − y0
tan γi−1 + R0xi
, (B.7)
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yi =
R0
xi
R0 − y0
tan γi−1 + R0xi
+R0. (B.8)
Considering incident acoustic rays collinear with respect to the engine axis, ray
paths layers are computed as shown in Fig. B.2. Sound velocity varies from 560 m/s
in the jet to 340 m/s in the far-field. By means of Snell’s law, the main computed
deviation angles θmin and θmax are close to 130o degrees which correspond to the
experimental deviation angle visible in Fig. 1.11. However, this modelling is not
frequency dependent while diffraction effect of the hot jet flow occurs above 500 Hz.
Indeed, at low-frequency, temperature stratification region induced by the shear
layers enclosing the hot jet is compact with regards to the acoustic wavelengths
which weakly impacts the acoustic ray transmission and directivity pattern.
0 2 4 6 8 10
0
0.5
0 5 10 15 20
θmax
θmin
0
5
10
15
20 Sound velocity (m/s)
300 500
Zoom of the exhaust
Radius (m)
Radius (m)
Figure B.2: Modelling of the exhaust jet and acoustic ray path diagram ( ).
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Appendix C
Acoustic wave propagation within
annular and cylindrical ducts
This appendix presents the analytical computation of the cut-off frequencies of
azimuthal and radial modes within cylindrical and annular ducts with an axial
mean flow. Once the geometry presented, the analytical solution of the cylindrical
D’Alembertian equation for the pressure fluctuation is written.
C.1 Geometry
A infinite annular duct is considered in this work which can be extended to a
cylindrical case if R1 tends to zero (Fig. C.1). A steady homogeneous axial mean
flow passes through the pipe.
C.2 Acoustic pressure field within the duct
The D’Alembertian operator for the fluctuating acoustic pressure in the presence
of mean flow but without source term is[
D2
Dt2
− c0∇2
]
(p) , (C.1)
where
∇2 = ∂
2
∂x2
+ 1
r
∂
∂r
(
r
∂
∂r
)
+ 1
r2
∂2
∂θ2
(C.2)
and
D2
Dt2
= ∂
2
∂2
+ 2u0
∂2
∂x∂t
+ u20
∂2
∂x2
. (C.3)
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Figure C.1: Sketch of the infinite annular duct
As the problem is not bounded in x-direction, the acoustic pressure p is expressed
in terms of time t and the three spatial coordinates (x, r, θ). In this problem, we
consider harmonic fluctuations and the acoustic pressure becomes
p(t, θ, r) = pˆ exp(iωt)R(r)Θ(θ)X(x). (C.4)
Separation of variables leads to a first equation for the function X which gives
X(x) = Xˆei(kx.x+φx), (C.5)
where kx is the complex axial number and φx is an unknown phase-shift. Com-
bining the pressure function (C.4) and the X-function (C.5) into the propagation
equation (C.1) gives
− ω2RΘ− 2kxωu0RΘ(u0kx)2RΘ− c20
(
Θ∂
2R
∂r2
+ Θ
r
∂R
∂r
+ R
r2
∂2Θ
∂θ2
)
= 0 (C.6)
and, after some algebras, we have
k2 + 2kxkM0 + (M0kx)2 +
(
−k2x
1
R
∂2R
∂r2
+ 1
Rr
∂R
∂r
+ 1Θr2
∂2Θ
∂θ2
)
= 0. (C.7)
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The last term of the left-hand side of the equation (C.7) is the single term de-
pending on θ, and can be solved easily. First, the Θ function is 2pi periodic and
Θ(θ) = Θ(θ + 2pi). Thus, the Θ is equal to
Θ(θ) = Θˆei(mθ+φθ) (C.8)
where m corresponds to the azimuthal mode number and φθ is a phase-shift. Col-
lect terms into the equation (C.7):
1
R
∂2R
∂r2
+ 1
Rr
∂R
∂r
− m
2
r2
+ k2 + 2kxkM0 + (M0kx)2 − k2x. (C.9)
Noting
K2 = k2 + 2kxkM0 + (M0kx)2 − k2x (C.10)
we have
∂2R
∂r2
+ 1
r
∂R
∂r
+R
(
K2 − m
2
r2
)
= 0 (C.11)
or
∂2R
∂η2
+ 1
η
∂R
∂η
+R
(
1− m
2
η2
)
= 0 where η = Kr. (C.12)
The generalized equation (C.12) is well-know and the solution R(η) is a linear
combination of first and second order Bessel’s functions [Abramowitz and Stegun,
1964, Watson, 1995]:
R(η) = αJn(η) + βYn(η), α, β ∈ R. (C.13)
The integer n is related to the ”mode index” of the radial mode. To describe the
acoustic field within the duct, inner and outer wall boundary conditions have to be
specified. The normal velocity fluctuations are equal to zero. In terms of pressure,
this condition yields:
∂p
∂r
∣∣∣∣∣
r2
= 0 and ∂p
∂r
∣∣∣∣∣
r2
= 0. (C.14)
For a cylindrical pipe, the second boundary condition is replaced with a symmetric
condition. In other words, the second term of the equation (C.13) is removed
because of the singularity of the Bessel function of the second kind Yn at r = 0.
Hereafter, only the annular duct is considered. Using the boundary conditions
defined in (C.14), the system is:0 = αJ ′n(η1) + βY ′n(η1)0 = αJ ′n(η2) + βY ′n(η2) where η1 = Kr1 and η2 = Kr2. (C.15)
204
Solving the system (C.15) is equivalent to find the Wronskian’s roots:
J ′n(Kr1)Y ′n(Kr2) + J ′n(Kr2)Y ′n((Kr1) = 0. (C.16)
Note that the equation (C.16) is equal to J ′n(Kr2) = 0 for the cylindrical case.
Using the roots Kmn of the Wronskian (C.16) in the equation (C.10), we can write
the axial wave number kx of an azimuthal and radial mode (m,n), namely
k±x =
kM0 ±
√
k2 − (1−M20 )K2mn
1−M20
(C.17)
The subscripts ± correspond to the upstream and downstream propagating modes
within the duct, respectively. The second term of the left-hand side in the equation
(C.17) allows computing the cut-off frequency fmn of the corresponding mode.
Indeed, the mode (m,n) is propagated through the duct for real axial wave number
kx. Finally, the cut-off frequency fmn is
c0Kmn
√
1−M20
2pi . (C.18)
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Appendix D
Geometrical method to build a
nozzle from a blade vane
To conserve the curvilinear section variation across the blade vane, a technique
is proposed to build an equivalent nozzle from the blade vane geometry. This
geometrical method does not allow computing a section perpendicular to the mean
streamlines of the flow. Without informations about mean flow in the stator, the
computed section does not match with the normal section of the streamlines. As
shown in Fig. D.1, a mediator cone is built between the outer and inner turbine
walls which can be considered as cones. The mean angle θm and the abcissae of
the edge xm are
θm = arctan
(
tan θixitanθoxo
xi + xo
)
and (D.1)
xm =
xi + xo
2 . (D.2)
A radial projection of a three-dimensional closed blade profile provides the ”foot-
print” of the blade on the mediator cone. Noting (x, y, z) the three coordinates of
a blade profile point and (xr, yr, zr) the projected point, the geometrical transfor-
mation leads to
xr = x,
yr = y
R
Rm
,
zr = z
R
Rm
, (D.3)
where
R =
√
y2 + z2,
Rm = |x− xm| tan θm. (D.4)
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Figure D.1: Geometrical definition of the cones associated with the turbine geom-
etry.
To compute the osculating circles, the projected blade profile is unwrapped to get
a two-dimensional footprint. The 2D-polar coordinates of the unwrapped blade
profile (r2D, α) are expressed in terms of the 3D polar coordinates (xr, r, β) and
the mediator cone parameter, namely
r2D =
√
x2r + r2,
α = sin θm β. (D.5)
The next step consists of the computation of the curvilinear line using the center
of the osculating circles which are tangential to the blade profiles as highlighted
in Fig. D.3. Once the circles are computed, segments corresponding to their di-
ameter perpendicular to the curvilinear locus of the circle centres are projected
over the three-dimensional median cone. The last step is a radial projection of
these segments over the inner and outer cones to compute a normal area giving
the equivalent nozzle shape. The LES geometry is thus modified just before the
leading edge of the high-pressurized stator to set the equivalent nozzle.
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Figure D.2: Sketch of the radial projection of a three-dimensional blade profile
over the mediator cone.
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Figure D.3: Osculating circles according to the curvilinear abscissae along their
center points
209
Appendix E
Preliminary results about LES of
a single sector of the TEENI
combustion chamber
The aim of this appendix is to present preliminary simulations of a single sector of
the TEENI combustion chamber at 904kW to investigate the effect of the modelling
of the multi-perforated plates as well as the subgrid-scale turbulent models. To do
so, a first simulation is performed where the mass flow rate injected through the
multi-perforated plates is set by semi-empirical laws. Contrary to the productive
simulations presented in chapter 5, there is no a dynamic coupling between the
both sides of the plates and thus the acoustic behavior of these devices is missed.
In the second section, two subgrid scale models (the dynamic Smagorinsky model
and the filtering Smagorinsky model) are compared with the classical Smagorinsky
model. The duration of the set of simulations is equal to 50 ms.
E.1 Impact of the multi-perforated plates on the
acoustic activity
The simulation is based on the same mesh used in the productive simulations
presented in chapter 5 and composed of 12,8 millions of tetrahedral cells. The
boundary conditions and the numerical parameters are identical except for the
multi-perforated plates.
E.1.1 Mean flow predictions
The mean dimensionless temperature and velocity magnitudes are plotted in Fig E.1
over the plane ∆1 (Fig. 5.4) and compared with the results of LES presented in
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the chapter 5. The mean temperature field does not differ significantly when the
0 0,25 0,5 0,75 1
(a) Suction/Injection (b) Coupled
Figure E.1: Mean dimensionless temperature field T−Tinlet
Tadiab−Tinlet with an isoline of
stochiometric mixture fraction in plane ∆1 (Fig. 5.4).
0 0,25 0,5 0,75 1
(a) Suction/Injection (b) Coupled
Figure E.2: Mean dimensionless velocity magnitude u
Uinlet
in plane ∆1 (Fig. 5.4).
multi-perforated plates modelling changes. The stoichiometric mixture fraction
presents the same shape while the mean dilution jet flows are slightly moved into
211
the primary zone as visible in Fig. E.2. To compare the flow topology within the
swirler, a modified swirl number is used in which the pressure gradient is not take
into account, namely
Smodified =
∫ Rout
Rin
ρuxuθ2pir2dr
Rout
∫ Rout
Rin
ρu2x2pirdr
, (E.1)
where ρ is the density, ux the mean axial velocity and uθ the mean azimuthal
velocity. The modified swirl number is computed in each vane of the swirler as
Inner swirler
vane
Outer swirler
vane
1
2
3
4
Figure E.3: Sketch of the velocity plane locations and the swirler vanes.
shown in Fig. E.3 and the results are plotted in Fig.E.4 where identical values
are found. The mean flow is not altered by the multi-perforated plates modelling
as confirmed by the mean axial velocity profiles shown in Fig. E.5 taken in the
primary zone (Fig.E.3).
In terms of mean flow features, the dynamic coupling of multi-perforated plates
does not seem to be crucial. Contrarily, it was found that the unsteady predictions
such as the acoustic waves are altered by taking into account the acoustic behavior
of these cooling devices.
E.1.2 Unsteady features within the combustion chamber
First, the RMS values are compared over the plane ∆1 (Fig. 5.4) between the
simulations (Fig. E.6) where no significant difference was found. By computing
the PSD of fluctuating pressure (Fig. E.7(a)) at the exit of the chamber (plane ∆4
in Fig. 5.4), the spectral pattern of the hard simulation exhibits a tonal acoustic
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(a) Outer vane (b) Inner vane
Figure E.4: Mean swirl numbers computed with the Eq. E.1 in the outer and the
inner vane of the swirler (Fig. E.3) - Coupled ( ) and Uncoupled multi-perforated
plates ( ).
activity at 580Hz which corresponds to the first acoustic longitudinal acoustic
mode. This mode dominates the acoustic activity within the flame tube and
leads to the absence of significant component at higher frequencies and especially
at 3000 Hz. The PSDs of fluctuating temperature at the exit of the combustor
(Fig. E.7(b)) are impacted by the acoustic activity where a peak is also found at
580Hz even if the broadband pattern is similar.
E.2 Impact of the sub-grid scale models
Similarly to the analysis performed in the previous section, the effects of subgrid
scale models are analysed in terms of mean flow predictions and unsteady-flow
analysis. The different simulations are denoted by A, B and C for the Smagorinsky
model, the dynamic model and the filtered model respectively.
E.2.1 Mean flow predictions
The mean temperature predictions do not show significant difference induced by
the SGS models (Fig. E.8). However, the isoline of stoichiometric mixture frac-
tion is thinner according to the swirler axis for the for the case C (Fig.E.8(c)).
Contrary to the simulations A and C, the mean velocity magnitude field in the
simulation C shows that the upper dilution jet flow does not penetrate within
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(a) Line 1 (b) Line 2
(c) Line 3 (d) Line 4
Figure E.5: Mean dimensionless axial velocity profiles ux/Uinlet over different lines
just after the lips of the swirler (Fig. E.3) according to the dimensionless radius -
Coupled ( ) and Uncoupled multi-perforated plates ( ).
the primary zone but impacts vertically the lower dilution jet flow as shown in
Fig. E.11. Using the modified swirl number defined in equation E.1, the swirl
number are computed in the inner and outer vanes of the swirler in Fig. E.10.
The swirl numbers computed close to the lips of the injector are identical while
slight differences appear at the back of the vanes. This zone corresponds to the
last part of the swirler between the back wall and the nose of the fuel injector
where compact recirculation zones exhibit complex flow features which can lead
to different swirl number estimation. The axial velocity profiles in the first plane
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(a) Suction/Injection (b) Coupled
Figure E.6: RMS pressure within the flame tube in plane ∆1 (Fig. 5.4).
(a) Pressure fluctuations (b) Temperature fluctuations
Figure E.7: Power spectral densities of pressure and temperature fluctuations
at the exit of the combustion chamber (plane 5 in Fig. 5.4) - Coupled ( ) and
Uncoupled multi-perforated plates ( ).
(Fig. E.11(a)) show very good agreement between the simulations for the central
part while the classical Smagorinsky model predicts the high velocity magnitude.
Contrarily, the azimuthal velocity profiles are not altered by a change of the SGS
model (Fig. E.12). The over-prediction of the axial velocity magnitude by the
classical Smagorinsky model is responsible for the outer swirl number differences
215
0 0,25 0,5 0,75 1
(a) Classical Smagorinsky
(b) Dynamic Smagorinsky (c) Filtering Smagorinsky
Figure E.8: Mean dimensionless temperature field T−Tinlet
Tadiab−Tinlet with an isoline of
stochiometric mixture fraction in plane ∆1 (Fig. 5.4).
found in Fig. E.10 close to the injector lips. For the next planes, the mean axial
velocity profiles are very similar (Fig. E.11).
E.2.2 Unsteady features within the combustion chamber
Contrary to the mean fields, the RMS pressure fields differ according to the SGS
model (Fig. E.13). The high RMS pressure levels are found when the dilution
jet flows interact after the primary zone. The footprint of RMS pressure fields
are related to the mean velocity fields within the dilution jet flows presented in
Fig. E.9. Furthermore, the simulation C presents the higher RMS pressure levels
within the flame tube and is very similar to the acoustic pressure field found
for the first longitudinal mode of the combustion chamber (Fig. 5.16). For the
simulations A and B, identical RMS pressure fields are found in terms of pattern
but stronger levels are computed in the simulation A. The PSDs of pressure
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(a) Classical Smagorinsky
(b) Dynamic Smagorinsky (c) Filtering Smagorinsky
Figure E.9: Mean dimensionless velocity magnitude u
Uinlet
in plane ∆1 (Fig. 5.4).
fluctuations (Fig. E.14(a)) confirm the presence of the first longitudinal acoustic
mode within the simulation B. Furthermore, the longitudinal mode close to 3000
Hz in the simulation A is not present in the simulations B and C. At the exit of
combustion chamber, the PSD of temperature fluctuations (Fig. E.14(b)) for the
simulation B exhibits two peaks below 1000 Hz while the simulation C predicts
the lowest PSD levels. Particularly, above 1000 Hz, the simulations B and C
under-estimate the temperature fluctuations contrary to the simulation A.
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(a) Outer vane (b) Inner vane
Figure E.10: Mean swirl numbers computed with the equation E.1 in the outer
and the inner vane of the swirler (Fig.E.3) - Classical Smagorinsky (×) - Dynamic
Smagorinsky () - Fitlering Smagorinsky (•).
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(a) Line 1 (b) Line 2
(c) Line 3 (d) Line 4
Figure E.11: Mean dimensionless axial velocity profiles ux/Uinlet over different lines
just after the lips of the swirler (Fig. E.3) according to the dimensionless radius
- Classical Smagorinsky (×) - Dynamic Smagorinsky () - Fitlering Smagorinsky
(•).
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Figure E.12: Mean dimensionless azimuthal velocity profiles uθ/Uinlet over the first
line just after the lips of the swirler (Fig. E.3) according to the dimensionless radius
- Classical Smagorinsky (×) - Dynamic Smagorinsky () - Fitlering Smagorinsky
(•).
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(a) Classical Smagorinsky
(b) Dynamic Smagorinsky (c) Filtering Smagorinsky
Figure E.13: RMS pressure within the flame tube in plane ∆1 (Fig. 5.4).
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(a) Pressure fluctuations (b) Temperature fluctuations
Figure E.14: Power spectral densities of pressure and temperature fluctuations at
the exit of the combustion chamber (plane 5 in Fig. 5.4) - Classical Smagorinsky
(×) - Dynamic Smagorinsky () - Fitlering Smagorinsky (•).
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E.3 Conclusion
These numerical simulations of the single sector of the TEENI combustion cham-
ber show that taking into account the acoustic behaviour of the multi-perforated
plates is required to exhibit more complex acoustic activity within the combustion
chamber. The classical Smagorinsky sub-grid scale model is found to be sufficient
to perform simulations used in this work in the scope of combustion noise.
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Appendix F
Acoustic analysis of the TEENI
combustion chamber with AVSP
Tracking of acoustic modes within the full-scale combustion chamber of the TEENI
experiment is performed in this appendix. Using the Helmholtz solver AVSP, the
sound velocity field is provided by the mean predictions of the single-sector LES
presented in the chapter 5 at 904kW. As the acoustic solver uses a no-Mach number
assumption, the nozzle is cut at the half length of the convergent part. A first
section deals with the computation of a single sector to highlight the impact of the
secondary dilution holes of the bend of flame tube. The second section presents
the full-scale simulation to list the acoustic modes which can be present in the
LES simulations.
F.1 Acoustic analysis of a single sector
F.1.1 Numerical parameters
F.1.1.1 Mesh
The meshes are composed of 345000 tetrahedral cells which is sufficient to compute
the acoustic modes in the frequency range of interest. As shown in Fig F.1, the
swirler is conserved as well as the main characteristics of the geometry. In the first
case, the dilution holes located to the bend of the flame tube are taken into account
while these holes are filled in the second mesh. Previous simulations not presented
here revealed that the presence or the absence of the swirler do not significantly
impact the computation of acoustic modes of the combustion chamber.
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Figure F.1: Mesh used in AVSP computation.
F.1.1.2 Boundary conditions
The boundary conditions applied on the walls and on the periodic boundaries
correspond to a acoustic normal velocity set to zero. It was found that the inlet
condition has a minor impact in the acoustic mode computation [Silva, 2010] and
this condition is treated as a wall. The outlet boundary condition is also considered
as a wall to highlight the impact of the dilution holes .
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F.1.1.3 Sound velocity field
The acoustic solver AVSP takes into account sound velocity gradients within the
combustor mainly induced by the combustion. To be consistent with the LES,
the sound velocity field is extracted from the mean LES fields of the high power
simulation (904kW). As shown in Fig F.2, the sound velocity exhibits consequently
a pattern identical to the mean temperature field.
F.1.2 Impact of secondary dilution holes
The computation of acoustic modes within a single sector is performed on similar
meshes where boundary conditions and mean sound velocity fields are identical.
The cut-off frequency of the longitudinal acoustic modes are summarized in the
Table F.1. The computed cut-off frequencies are strongly impacted by the presence
Dilution holes Yes No
1-L 897 523
2-L 1672 1119
3-L 1817 1542
4-L 2357 1983
5-L 2797 2284
6-L 2891 2683
7-L 3423 3247
Table F.1: Cut-on frequencies of the acoustic longitudinal modes (Hertz) according
to the presence of secondary dilution holes.
of secondary dilution holes which can be illustrated by the magnitude and phase
of the acoustic pressure of the first and seventh longitudinal mode in both cases
(Figs. F.3, F.4, F.6 and F.5). In the casing, the dilution holes induce a shift of
the pressure node to be in phase with the pressure node of the flame tube.
Filling these dilution holes breaks the coupling between the cavities and allows the
shifting of the pressure node and the cut-off frequency drop.
F.2 Acoustic analysis of the full-scale combustor
The acoustic computation of the full-scale LES is based on a single-sector in which
the secondary holes are considered and the injector is removed. The full-scale mesh
is construct by duplicating the single-sector mesh. Using the mean sound velocity
field used in the single-sector simulations, the cut-on frequencies of the acoustic
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0 0,25 0,5 0,75 1
Figure F.2: Mean dimensionless sound velocity field c−cmin
cmax−cmin over plane ∆1
(Fig. 5.4).
modes are computed for which A corresponds to the azimuthal modes, L is related
to longitudinal ones and R to the radial modes. As shown in Table F.2, the full-
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(a) Without hole (b) With holes
Figure F.3: Dimensionless modulus of acoustic pressure field for the first longitudi-
nal mode 1-L (Table F.1) in the combustion chamber with and without secondary
dilution holes.
1-L 523
1-A 655
1-L 1-A 1012
2-L 1119
1-L 2-A 1137
1-L 1-A 1-R 1349
3-A 1-R 1511
2-L 2-A 1-R 1541
3-L 7-A 1542
Table F.2: Cut-on frequencies of the acoustic modes (Hertz) within the full-scale
combustion chamber.
scale combustor exhibits longitudinal modes as well as azimuthal and radial modes
contrary to the single-sector in which only longitudinal modes are present at low-
frequencies. The acoustic modes computation is limited to the first 10 azimuthal
modes because the acoustic activity within the full-scale LES is dominated by the
first azimuthal mode. However, the cut-on frequency computed with AVSP for
228
0 0,25 0,5 0,75 1
(a) Without hole (b) With holes
Figure F.4: Normalised phase Φ
pi
of acoustic pressure field for the first longitudinal
mode 7-L (Table F.1) in the combustion chamber with and without secondary
dilution holes.
this mode (655 Hz) is lower than the frequency found in the LES. This frequency
shift was also found by Wolf [2011] for this burner at a different operating point.
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0 0,25 0,5 0,75 1
(a) Without hole (b) With holes
Figure F.5: Dimensionless modulus of acoustic pressure field for the seventh lon-
gitudinal mode 1-L (Table F.1) in the combustion chamber with and without
secondary dilution holes.
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(a) Without hole (b) With holes
Figure F.6: Normalised phase Φ
pi
of acoustic pressure field for the seventh longitudi-
nal mode 7-L (Table F.1) in the combustion chamber with and without secondary
dilution holes.
231
Bibliography
M. Abramowitz and I. Stegun. Handbook of mathematical functions with
formulas, graphs, and mathematical tables, volume 55. Dover publi-
cations, 1964. URL http://books.google.com/books?hl=en&amp;lr=
&amp;id=MtU8uP7XMvoC&amp;oi=fnd&amp;pg=PR5&amp;dq=Handbook+of+
Mathematical+Functions&amp;ots=-DQLSqO8Gf&amp;sig=C3rG1kPcL5pju_
C9eN-vtOF83Yk.
G. Albouze, T. Poinsot, and L. Y. M. Gicquel. Chemical kinetics modelisation
and les combustion model effects on a perfectly premixed burner. C. R. Acad.
Sci. Me´canique, 337(6-7):318–328, 2009.
C. Angelberger, D. Veynante, F. Egolfopoulos, and T. Poinsot. Large eddy simu-
lations of combustion instabilities in premixed flames. In Proc. of the Summer
Program , pages 61–82. Center for Turbulence Research, NASA Ames/Stanford
Univ., 1998.
H. Atassi, A. Ali, O. Atassi, and I. Vinogradov. Scattering of incident disturbances
by an annular cascade in a swirling flow. J. Fluid Mech. , 499:111–138, 2004.
C. Bailly, C. Bogey, and S. Candel. Modelling of sound generation by turbulent
reacting flows. International Journal of Aeroacoustics, 9(4):461–490, 2010.
F. Bake, N. Kings, A. Fischer, and R. I. Experimental investigation of the entropy
noise mechanism in aero-engines. International Journal of Aeroacoustics, 8(1-2):
125–142, 2008.
F. Bake, C. Richter, B. Muhlbauer, N. Kings, I. Rohle, F. Thiele, and B. Noll. The
entropy wave generator (EWG): a reference case on entropy noise. J. Sound
Vib. , pages 574–598, 2009.
232
D. Barre´, L. Esclapez, M. Cordier, E. Riber, B. Cuenot, G. Staffelbach, B. Renou,
A. Vandel, L. Y. Gicquel, and G. Cabot. Flame propagation in aeronautical
swirled multi-burners: Experimental and numerical investigation. Combust.
Flame , 161(9):2387–2405, 2014.
J. S. Bendat and A. G. Piersol. Random data; analysis and measurement proce-
dures. Wiley-Interscience, 1971.
A. W. Bloy. The pressure waves produced by the convection of temperature dis-
turbances in high subsonic nozzle flows. Journal of Fluid Mechanics, 94(03):
465–475, Oct. 1979. doi: 10.1017/S0022112079001130.
M. Boileau, G. Staffelbach, B. Cuenot, T. Poinsot, and C. Be´rat. LES of an
ignition sequence in a gas turbine engine. Combust. Flame , 154(1-2):2–22,
2008.
G. Boudier. Application de la methode LES a la combustion instationnaire dans
les foyers d’helicoptere. PhD thesis, 2007.
G. Boudier, L. Y. M. Gicquel, T. Poinsot, D. Bissie`res, and C. Be´rat. Effect of
mesh resolution on large eddy simulation of reacting flows in complex geometry
combustors. Combust. Flame , 155(1-2):196–214, 2008.
S. Bragg. Combustion noise. J. Inst. of Fuel, 36:12–16, 1963.
F. P. Bretherton and C. J. R. Garrett. Wavetrains in inhomogeneous moving
media. Proceedings of the Royal Society of London, 302(1471):529–554, 1968.
T. P. Bui, W. Schro¨der, and M. Meinke. Acoustic perturbation equations for react-
ing flows to compute combustion noise. International Journal of Aeroacoustics,
6:335–355, 2007.
T. D. Butler and P. J. O’Rourke. A numerical method for two-dimensional un-
steady reacting flows. Proc. Combust. Inst. , 16(1):1503 – 1515, 1977.
S. Candel. Acoustic transmission and reflection by a shear discontinuity separating
hot and cold regions. J. Sound Vib. , 24:87–91, 1972.
A. Chauvin, M. Sanjose, G. Lobel, S. Moreau, and M. Brouillette. Experimen-
tal and numerical investigation on noise induced by a butterfly valve. In 20th
AIAA/CEAS Aeroacoustics Conference, number June, 2014.
H. Chiu and M. Summerfield. Theory of combustion noise. Acta Astronautica ,
1:967–984, 1974.
233
J. Y. Chung. Rejection of flow noise using a coherence function method. Journal
of the Acoustical Society of America, 62(2):388–395, 1977.
P. Clavin and E. D. Siggia. Turbulent premixed flames and sound generation.
Combust. Sci. Tech. , 78:147–155, 1991.
O. Colin, F. Ducros, D. Veynante, and T. Poinsot. A thickened flame model for
large eddy simulations of turbulent premixed combustion. Phys. Fluids , 12(7):
1843–1863, 2000.
A. W. Cook and J. J. Riley. A subgrid model for equilibrium chemistry in turbulent
flows. Phys. Fluids A, 6(8):2868 – 2870, 1994.
J. W. Cooley and J. W. Tukey. An algorithm for the machine calculation of
complex fourier series. Mathematics of computation, 19(90):297–301, 1965.
D. G. Crighton, A. P. Dowling, J. E. F. Williams, M. Heckl, and F. Leppington.
Modern methods in analytical acoustics. Lecture Notes. Springer Verlag, New-
York, 1992.
N. A. Cumpsty and F. E. Marble. The interaction of entropy fluctuations with
turbine blade rows; a mechanism of turbojet engine noise. Proc. R. Soc. Lond.
A , 357:323–344, 1977.
F. Ducros, F. Nicoud, and T. Poinsot. Wall-adapating local eddy-viscosity models
for simulations in complex geometries. In ICFD, pages 293–300. Baines M. J.,
1998.
I. Duran and S. Moreau. Analytical and numerical study of the entropy wave gen-
erator experiment on indirect combustion noise. In 17th AIAA/CEAS Aeroa-
coustics Conference - AIAA-2011-2829, Portland, Oregon, 2011.
I. Duran and S. Moreau. Study of the attenuation of waves propagating through
fixed and rotating turbine blades. In 18th AIAA/CEAS Aeroacoustics Con-
ference (33rd AIAA Aeroacoustics Conference), number AIAA2012-2133 paper,
Colorado Springs, USA, June 4-6 2012.
I. Duran and S. Moreau. Numerical simulation of acoustic and entropy waves prop-
agating through turbine blades. In 19th AIAA/CEAS Aeroacoustics Conference
(34th AIAA Aeroacoustics Conference), number AIAA2013-2102 paper, Berlin,
Germany, May 27-29 2013.
I. Duran, M. Leyko, S. Moreau, F. Nicoud, and T. Poinsot. Computing com-
bustion noise by combining Large Eddy Simulations with analytical models for
234
the propagation of waves through turbine blades. In 3rd Colloquium INCA,
Toulouse (France), November 17-18 2011.
I. Duran, M. Leyko, S. Moreau, F. Nicoud, and T. Poinsot. Computing combus-
tion noise by combining Large Eddy Simulations with analytical models for the
propagation of waves through turbine blades. Comptes Rendus de l’Acade´mie
des Sciences - Me´canique, 341(1-2):131–140, January 2013.
H. El-Asrag and S. Menon. Large eddy simulation of bluff-body stabilized swirling
non-premixed flames. Proc. Combust. Inst. , 31:1747–1754, 2007.
enHealth Council. The health effects of environmental noise – other than hearing
loss. Technical report, Department of Health and Ageing - Australian govern-
ment, 2004. URL http://www.health.gov.au/internet/main/publishing.
nsf/Content/75B7080BFAA2A17FCA257BF0001B6041/$File/env_noise.pdf.
E. Envia. A high frequency model of cascade noise. Technical report, NASA, 1998.
EPA. U. s. climate action report - fifth national communication of the united
states of america. Technical report, U. S. Environmental Protection Agency,
2010. URL http://unfccc.int/resource/docs/natc/usa_nc5.pdf.
U. M. F. Bake and I. Roehle. Investigation of entropy noise in aero-engine com-
bustors. In Proceedings of the ASME Turbo Expo 2006, 2006.
J. Ferziger. Large eddy simulation: an introduction and perspective. In O. Me´tais
and J. Ferziger, editors, New tools in turbulence modelling, pages 29 – 47. Les
Editions de Physique - Springer Verlag, 1997.
F. Flemming, A. Sadiki, and J. Janicka. Investigation of combustion noise using a
les/caa hybrid approach. In Proc. Combust. Inst. , volume 31, pages 3189–3196,
2007.
B. Franzelli, E. Riber, M. Sanjose´, and T. Poinsot. A two-step chemical scheme
for Large-Eddy Simulation of kerosene-air flames. Combust. Flame , 157(7):
1364–1373, 2010.
C. Fureby. LES of a multi-burner annular gas turbine combustor. Flow, Turb.
and Combustion , 84:543–564, 2010.
C. Fureby and C. Løfstrøm. Large eddy simulations of bluff body stabilized flames.
In 25th Symp. (Int.) on Combustion, pages 1257 – 1264. The Combustion Insti-
tute, Pittsburgh, 1994.
235
J. Galpin, A. Naudin, L. Vervisch, C. Angelberger, O. Colin, and P. Domingo.
Large-eddy simulation of a fuel-lean premixed turbulent swirl-burner. Combust.
Flame , 155(1-2):247–266, 2008.
I. D. Garcia-Rama. Prediction of combustion noise in modern aero engines com-
bining LES simulations and analytical methods. Phd thesis, INP Toulouse, 2013.
A. Giauque, M. Huet, and F. Clero. Analytical analysis of indirect combustion
noise in subcritical nozzles. In Proceedings of ASME TURBO EXPO, number x,
pages 1–16, 2012a.
A. Giauque, M. Huet, and F. Clero. Analytical analysis of indirect combustion
noise in subcritical nozzles. J. Eng. Gas Turbines Power, 134(11):111202, 2012b.
L. Gicquel, G. Staffelbach, and T. Poinsot. Large Eddy Simulations of gaseous
flames in gas turbine combustion chambers. Progress in Energy and Com-
bustion Science, 38(6):782–817, 2012. ISSN 03601285. doi: 10.1016/j.
pecs.2012.04.004. URL http://linkinghub.elsevier.com/retrieve/pii/
S0360128512000366.
P. Gliebe, R. Mani, H. Shin, B. Mitchell, G. Ashford, S. Salamah, and S. Connell.
Aeroacoustic prediction codes. Technical report, NASA, 2000.
M. E. Goldstein. Aeroacoustics. McGraw-Hill, New York, 1976.
J. W. R. Griffiths. The spectrum of compressor noise of a jet engine. J. Sound
Vib. , 1:127, Apr. 1964.
E. Gullaud. Impact des plaques multiperforees sur l’acoustique des chambres de
combustions aeronautiques. PhD thesis, 2010.
D. H. Hanson. Broadband noise of fans—with unsteady coupling theory to account
for rotor and stator reflection/transmission effects. Technical report, NASA,
2001a.
D. H. Hanson. Theory for broadband noise of rotor and stator cascades with
inhomogeneous inflow turbulence including effects of lean and sweep. Technical
report, NASA, 2001b.
H. Harper-Bourne. The noise impact of low nox combustor technology and presic-
tion of combustion noise. Technical report, QinetiQ, 2001.
H. Hassan. Scaling of combustion generated noise. J. Fluid Mech. , 66:445–453,
1974.
236
S. Hermeth, G. Staffelbach, L. Y. Gicquel, V. Anisimov, C. Cirigliano, and
T. Poinsot. Bistable swirled flames and influence on flame transfer functions.
Combustion and Flame, 161(1):184–196, 2014.
J. O. Hirschfelder, C. F. Curtiss, and R. B. Bird. Molecular theory of gases and
liquids. John Wiley & Sons, New York, 1969.
M. S. Howe. On the theory of unsteady high reynolds number flow through a
circular aperture. Proc. R. Soc. Lond. A , Mathematical and Physical Sciences,
366(1725):205–223, 1979.
M. S. Howe. Indirect combustion noise. J. Fluid Mech. , 659:267–288, 2010.
I. R. Hurle, R. B. Price, T. M. Sugden, and A. Thomas. Sound emission from
open turbulent premixed flames. Proc. R. Soc. Lond. A , 303(409), 1968.
ICAO. Annex 16 to the convention on international civil aviation - environmental
protection - aircraft noise. Technical report, International Civil Aviation Or-
ganization, 2006. URL http://dcaa.trafikstyrelsen.dk:8000/icaodocs/
Annex%2016%20-%20Environmental%20Protection/ANNEX16volumeI.pdf.
M. Ihme, H. Pitsch, and D. Bodony. Radiation of noise in turbulent non-premixed
flames. Proc. Combust. Inst. , 32(1):1545–1553, 2009a.
M. Ihme, H. Pitsch, and H. Bodony. Radiation of noise in turbulent flames. Proc.
Combust. Inst. , 32:1545–1554, 2009b.
W. Jones and V. Prasad. Les-pdf simulation of a spark ignited turbulent methane
jet. Proc. Combust. Inst. , 33(1):1355–1363, 2011.
S. Kaji and T. Okazaki. Propagation of sound waves through a blade row: I.
analysis based on the semi-actuator disk theory. J. Sound Vib. , 11(3):339–353,
1970a.
S. Kaji and T. Okazaki. Propagation of sound waves through a blade row: II.
analysis based on acceleration potential method. J. Sound Vib. , 11(3):355–
375, 1970b.
S. Kazin and R. Matta. Turbine noise generation, reduction and prediction. AIAA
Paper, 449:1975, 1975.
S. Kotake. On combustion noise related to chemical reactions. J. Sound Vib. ,
42:399–410, 1975.
237
E. A. Krejsa. Combustion noise from gas turbine aircraft engines measurement of
far-field levels. Technical Report NASA Technical Report 88971, NASA, 1987.
E. A. Krejsa and M. F. Valerino. Interim prediction method for turbine noise.
Technical report, NASA, 1976.
G. Kuenne, A. Ketelheun, and J. Janicka. LES modeling of premixed combus-
tion using a thickened flame approach coupled with fgm tabulated chemistry.
Combust. Flame , 158(9):1750 – 1767, 2011.
N. Lamarque. Sche´mas nume´riques et conditions limites pour la simulation aux
grandes e´chelles de la combustion diphasique dans les foyers d’he´licopte`re. Phd
thesis, INP Toulouse, 2007.
J.-P. Le´gier, T. Poinsot, and D. Veynante. Dynamically thickened flame LES model
for premixed and non-premixed turbulent combustion. In Proc. of the Summer
Program , pages 157–168. Center for Turbulence Research, NASA Ames/Stan-
ford Univ., 2000.
M. Lemoult. Contribution a` l’e´tude et la mode´lisation du bruit a` large bande a`
l’e´jection des moteurs d’he´licopte`res. Phd thesis, Laboratoire de Mecanique des
Fluides et d’Acoustique, 2010.
A. Leonard. Energy cascade in large eddy simulations of turbulent fluid flows.
Adv. Geophys., 18(A):237–248, 1974.
M. Leyko. Mise en oeuvre et analyse de calculs ae´roacoustiques de type SGE pour
la pre´vision du bruit de chambres de combustion ae´ronautiques. Phd thesis, INP
Toulouse, 2010.
M. Leyko, F. Nicoud, S. Moreau, and T. Poinsot. Numerical and analytical investi-
gation of the indirect noise in a nozzle. In Proc. of the Summer Program , pages
343–354, Center for Turbulence Research, NASA AMES, Stanford University,
USA, 2008.
M. Leyko, F. Nicoud, S. Moreau, and T. Poinsot. Massively parallel les of az-
imuthal thermo-acoustic instabilities in annular gas turbines. C. R. Acad. Sci.
Me´canique, 337(6-7):415–425, 2009.
M. Leyko, S. Moreau, F. Nicoud, and T. Poinsot. Waves transmission and gener-
ation in turbine stages in a combustion-noise framework. In 16th AIAA/CEAS
AeroAcoustics Conference, 2010.
238
M. Leyko, I. Duran, S. Moreau, F. Nicoud, and T. Poinsot. Simulation and
modelling of the waves transmission and generation in a stator blade row in
a combustion-noise framework. JSV, submitted, 2013.
T. Lieuwen, S. Mohan, R. Rajaram, et al. Acoustic radiation from weakly wrinkled
premixed flames. Combust. Flame , 144(1):360–369, 2006.
M. J. Lighthill. On sound generated aerodynamically. i. general theory. Proc. R.
Soc. Lond. A , Mathematical and Physical Sciences, 211(1107):564–587, 1952.
D. K. Lilly. A proposed modification of the germano sub-grid closure method.
Phys. Fluids , 4(3):633–635, 1992. URL LES.
J. Luche. Elaboration of reduced kinetic models of combustion. Application to a
kerosene mechanism. PhD thesis, LCSR Orleans, 2003.
K. Mahesh, G. Constantinescu, S. Apte, G. Iaccarino, F. Ham, and P. Moin. Large
eddy simulation of reacting turbulent flows in complex geometries. In ASME
J. Appl. Mech. , volume 73, pages 374–381, 2006.
F. E. Marble and J. E. Broadwell. The coherent flame model for turbulent chemical
reactions. Technical Report Tech. Rep. TRW-9-PU, Project Squid, 1977.
F. E. Marble and S. Candel. Acoustic disturbances from gas nonuniformities con-
vected through a nozzle. J. Sound Vib. , 55:225–243, 1977.
F. D. Mare, W. P. Jones, and K. Menzies. Large eddy simulation of a model gas
turbine combustor. Combust. Flame , 137:278–295, 2004.
P. J. Mason. Large-eddy simulation: a critical review of the technique. Quarterly
Journal of the Royal Meteorology Society, 120 (A)(515):1–26, 1994.
R. K. Matta and R. Mani. Theory of low frequency noise transmission through
turbines. Technical Report CR-159457, NASA, 1979.
S. Mendez and J. Eldredge. Acoustic modeling of perforated plates with bias flow
for large-eddy simulations. J. Comput. Phys. , 228(13):4757–4772, 2009. URL
http://www.cerfacs.fr/˜cfdbib/repository/TR_CFD_09_8.pdf.
S. Mendez and F. Nicoud. Large-eddy simulation of a bi-periodic turbulent flow
with effusion. J. Fluid Mech. , 598:27–65, 2008. URL http://www.cerfacs.
fr/cfdbib/repository/TR_CFD_06_110.pdf.
C. Meneveau and J. Katz. Scale-invariance and turbulence models for large eddy
simulation. Ann. Rev. Fluid Mech. , 32:1–32, 2000.
239
C. Meneveau and T. Poinsot. Stretching and quenching of flamelets in premixed
turbulent combustion. Combust. Flame , 86:311–332, 1991.
S. Menon and N. Patel. Subgrid modeling for simulation of spray combustion in
large scale combustors. AIAA Journal , 44(4):709–723, 2006.
A. Mishra and D. J. Bodony. Evaluation of actuator disk theory for predicting
indirect combustion noise. /JSV, 332(4):821–838, February 2013.
W. Moase, M. Brear, and C. Manzie. The forced response of choked nozzles and
supersonic diffusers. Journal of Fluid Mechanics, 585:281–304, 2007. ISSN 0022-
1120. doi: 10.1017/S0022112007006647. URL http://journals.cambridge.
org/abstract_S0022112007006647.
P. Moin and S. V. Apte. Large-eddy simulation of realistic gas turbine combustors.
AIAA Journal , 44(4):698–708, 2006.
S. Moreau and M. Roger. Effect of Airfoil Aerodynamic Loading on Trailing Edge
Noise Sources. AIAA Journal, 43(7):41–52, July 2005. ISSN 0001-1452.
C. L. Morfey. Amplification of aerodynamic noise by convected flow inhomo-
geneities. J. Sound Vib. , 31:391–397, 1973.
A. S. Morgans, C. S. Goh, and J. A. Dahan. The dissipation and shear dispersion
of entropy waves in combustor thermoacoustics. J. Fluid Mech. , 733:R2, 2013.
E. Motheau. Accounting for mean flow effects in a zero-Mach number thermo-
acoustic solver: Application to entropy induced combustion instabilities. Phd
thesis, INP Toulouse, 2013.
V. Moureau, P. Domingo, and L. Vervisch. From large-eddy simulation to direct
numerical simulation of a lean premixed swirl flame: Filtered laminar flame-pdf
modeling. Combust. Flame , 158(7):1340–1357, 2011.
B. Muhlbauer, B. Noll, and M. Aigner. Numerical investigation of the fundamental
mechanism for entropy noise generation in aero-engines. Acta Acustica united
with Acustica 95, pages 470–478, 2009.
R. S. Muir. The application of a semi-actuator disk model to sound transmission
calculations in turbomachinery, part i: The single blade row. Journal of Sound
and Vibration, 54(3):393–408, October 1977a.
R. S. Muir. The application of a semi-actuator disk model to sound transmission
calculations in turbomachinery, part ii: Multiple blade rows. Journal of Sound
and Vibration, 55(3):335–349, Decembre 1977b.
240
F. Nicoud and T. Poinsot. Dns of a channel flow with variable properties. In Int.
Symp. On Turbulence and Shear Flow Phenomena., Santa Barbara, Sept 12-15.,
1999.
N. Patel and S. Menon. Simulation of spray–turbulence–flame interactions in a
lean direct injection combustor. Combust. Flame , 153(1-2):228–257, 2008.
S. Perennes and M. Roger. Aerodynamic noise of a two-dimensional wing with
high-lift devices. AIAA Journal, 1998.
O. M. Phillips. On the generation of sound by supersonic turbulent shear layers.
J. Fluid Mech. , 9:1–28, 1960.
G. F. Pickett. Core engine noise due to temperature fluctuations convecting
through turbine blade rows. In 2nd AIAA Aeroacoustics Conference - AIAA
1975-528, 1975.
C. D. Pierce and P. Moin. A dynamic model for subgrid scale variance and dissi-
pation rate of a conserved scalar. Phys. Fluids , 10(12):3041–3044, 1998.
H. Pitsch. Large eddy simulation of turbulent combustion. Ann. Rev. Fluid Mech.
, 38:453–482, 2006.
E. G. Plett, A. N. Abdelhamid, D. T. Harrje, and M. Summerfield. Combustion
contribution to noise in jet engines. Technical report, NASA, 1976.
T. Poinsot and D. Veynante. Theoretical and Numerical Combustion. R.T. Ed-
wards, 2nd edition, 2005.
T. Poinsot and D. Veynante. Theoretical and Numerical Combustion. Third Edi-
tion (www.cerfacs.fr/elearning), 2011.
W. Polifke, A. Fischer, and T. Sattelmayer. Instability of a premix burner with
nonmonotonic pressure drop characteristic. ASME journal of engineering for
gas turbines and power, 125:20–27, 2003.
S. B. Pope. Turbulent flows. Cambridge University Press, 2000.
H. Posson, M. Roger, and S. Moreau. On a uniformly valid analytical rec-
tilinear cascade response function. Journal of Fluid Mechanics, 663:22–52,
Sept. 2010. ISSN 0022-1120. doi: 10.1017/S0022112010003368. URL http:
//www.journals.cambridge.org/abstract_S0022112010003368.
R. Rajaram and T. Lieuwen. Acoustic radiation from turbulent premixed flames.
Journal of Fluid Mechanics, 637:357–385, 2009. ISSN 0022-1120. URL http:
//journals.cambridge.org/abstract_S0022112009990681.
241
S. W. Rienstra and A. Hirschberg. An Introduction to Acoustics. Number 2011.
Eindhoven University of Technology, 2011.
Rolls-Royce. The jet engine. Number 2005. St Ives Westerham Ltd, 2005.
S. Roux, G. Lartigue, T. Poinsot, U. Meier, and C. Be´rat. Studies of mean and
unsteady flow in a swirled combustor using experiments, acoustic analysis and
large eddy simulations. Combust. Flame , 141:40–54, 2005.
Y. Saad and M. H. Schultz. Gmres: a generalized minimal residual algorithm for
solving nonsymmetric linear systems. SIAM J. Sci. Comput. , 7(3):856–869,
1986.
P. Sagaut. Introduction a` la simulation des grandes e´chelles. Springer,
mathe´matiques & applications edition, 1998.
P. Sagaut. Large Eddy Simulation for incompressible flows. Scientific computation
series. Springer-Verlag, 2000.
T. Sattelmayer. Influence of the combustor aerodynamics on combustion instabil-
ities from equivalence ratio fluctuations. J. Eng. Gas Turb. and Power , 125:
11–19, 2003.
C. E. Shannon. Communication in the presence of noise. Proceedings of the IRE,
37(1):10–21, 1949.
B. N. Shivashankara. Gas turbine core noise source isolation by internal-to-far-field
correlations. J. Aircraft , 15(9):597–600, 1978.
C. Silva. Numerical study of combustion noise in gas turbines. PhD thesis, 2010.
J. Smagorinsky. General circulation experiments with the primitive equations: 1.
the basic experiment. Mon. Weather Rev. , 91:99–164, 1963.
G. Staffelbach, L. Y. M. Gicquel, and T. Poinsot. Highly parallel large eddy
simulation of multiburner configurations in industrial gas turbines. The Cyprus
International Symposium on Complex Effects in Large Eddy Simulation, 2005.
G. Staffelbach, L. Gicquel, and T. Poinsot. Highly parallel Large Eddy Simulations
of multiburner configurations in industrial gas turbines. In Springer, editor,
Lecture Notes in Computational Science and Engineering - Complex effects in
Large Eddy Simulation, volume 56, pages 326–336, 2006.
G. Staffelbach, L. Gicquel, G. Boudier, and T. Poinsot. Large eddy simulation of
self-excited azimuthal modes in annular combustors. Proc. Combust. Inst. , 32:
2909–2916, 2009.
242
S. Stow, A. Dowling, and T. Hynes. Reflection of circumferential modes in a
choked nozzle. Journal of Fluid Mechanics, 467:215–239, 2002. ISSN 0022-
1120. doi: 10.1017/S0022112002001428. URL http://journals.cambridge.
org/abstract_S0022112002001428.
S. R. Stow, M. Zedda, A. Triantafyllidis, A. Garmory, E. Mastorakos, and T. Mos-
bach. Conditional moment closure les modelling of an aero-engine combustor at
relight conditions. In ASME 2011 Turbo Expo: Turbine Technical Conference
and Exposition, pages 75–89. American Society of Mechanical Engineers, 2011.
W. Strahle. Combustion noise. Prog. Energy Comb. Sci. , 4:157–176, 1978.
W. C. Strahle. On combustion generated noise. J. Fluid Mech. , 49:399–414,
1971.
W. C. Strahle. Some results in combustion generated noise. J. Sound Vib. , 23
(1):113–125, 1972.
D. R. Stull and H. Prophet. JANAF thermochemical tables, 2nd Edition. Technical
Report NSRDS-NBS 37, US National Bureau of Standards, 1971.
M. Talei, M. J. Brear, and E. R. Hawkes. Sound generation by laminar pre-
mixed flame annihilation. Journal of Fluid Mechanics, 679:194–218, Apr. 2011.
ISSN 0022-1120. doi: 10.1017/jfm.2011.131. URL http://www.journals.
cambridge.org/abstract_S0022112011001315.
C. K. Tam, S. A. Parrish, J. Xu, and B. Schuster. Indirect Combustion Noise of
Auxiliary Power Units. In AIAA Conference, number June, Colorado Springs,
2012.
A. Thomas and G. T. Williams. Flame noise: sound emmission from spark-ignited
bubbles of combustible gas. Proc. R. Soc. Lond. A , 294:449–466, 1966.
H. S. Tsien. The transfer functions of rocket nozzles. J. American Rocket Society
, 22(3):139–143, 1952.
J. M. Tyler and T. G. Sofrin. Axial flow compressor noise studies. Technical
report, SAE, 1962.
UE. World energy technology outlook - 2050. Technical report, Community
reasearch of European Commission, 2006. URL ftp://ftp.cordis.europa.
eu/pub/fp7/energy/docs/weto-h2_en.pdf.
243
UE. Challenges of growth 2013 - task 7: European air traffic in
2050. Technical report, Community reasearch of European Com-
mission, 2013. URL http://www.eurocontrol.int/sites/default/
files/article/content/documents/official-documents/reports/
201306-challenges-of-growth-2013-task-7.pdf.
J. M. Verdon and D. L. Huff. Linearized unsteady aerodynamic analysis of the
acoustic response to wake/blade-row interaction. 2001.
X. Y. Wang, A. Himansu, P. C. Jorgenson, and S. C. Chang. Gust acoustic re-
sponse of a swept rectilinear cascade using the space-time ce/se method. Tech-
nical report, NASA, 2000.
G. N. Watson. A treatise on the theory of Bessel functions. Cambridge university
press, 1995.
P. D. Welch. The use of fast fourier transform for the estimation of power spectra:
a method based on time averaging over short, modified periodograms. IEEE
Transactions on audio and electroacoustics, 15(2):70–73, 1967.
P. H. Wirsching, T. L. Paez, and K. Ortiz. Random Vibrations : Theory and
Practice. Dover publications, 2006.
P. Wolf. Large Eddy Simulation of thermoacoustic instabilities in annular combus-
tion chambers. Phd thesis, INP Toulouse, 2011.
P. Wolf, G. Staffelbach, A. Roux, L. Gicquel, T. Poinsot, and V. Moureau. Mas-
sively parallel LES of azimuthal thermo-acoustic instabilities in annular gas
turbines. C. R. Acad. Sci. Me´canique, 337(6-7):385–394, 2009.
K. Zaman. Asymptotic spreading rate of initially compressible jets—experiment
and analysis. Phys. Fluids , 10(10):2652–2660, 1998.
244
Publications
• T. Livebardon, S. Moreau, L. Gicquel, T. Poinsot and E. Bouty. LES based
simulations of combustion noise in helicopter engines. Combustion and flame,
submitted, 2015.
• T. Livebardon, S. Moreau, E. Bouty and T. Poinsot. Numerical investiga-
tion of combustion noise in a full-annular combustor - 19th AIAA/CEAS
Aeroacoustics conference, Dallas, Texas, 2015 - accepted.
• I. Duran, S. Moreau, F. Nicoud, T. Livebardon, E. Bouty, and T. Poinsot.
Combustion noise in modern aero-engines. Journal of AerospaceLab, ac-
cepted, 2014.
245
