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I. INTRODUCTION 
Optimal control problems for linear systems with quadratic performance 
indices have been studied in various forms. The reason why this kind of 
performance indices is introduced exists in the mathematical nature of the 
quadratic form. But it has been understood that the quadratic type criterion 
functions make sense from an engineering point of view as well, because, by 
adopting a performance index of quadratic form, the deviation of the output 
of a plant from a desired function during the whole control interval can be 
kept small. 
On the other hand, the requirement that the output should coincide with a 
desired function during the time interval between a specified time and a final 
control time is of more practical interest than the one that the output be 
closer to a desired function throughout the whole control interval. 
This paper deals with a problem of finding the optimal input of systems 
described by integral operators from the viewpoint mentioned above. That is, 
input is to be chosen to make the output follow a desired function during the 
time interval between a certain fixed time, which is called the settling time, 
and a final control time with minimizing the total control energy. 
II. STATEMENT 0~ THE PRoBrxnr 
The system dealt in this paper is linear and the output is expressed by the 
following convolution integral: 
y(t) = j’ g(t, s) u(s) ds. 
-a 
365 
0 1972 by Academic Press, Inc. 
366 AOKI 
g(t, s) (g(t, 5) _ 0 f < s) is the weighting function of a plant, and u(t) (- CX), tf] 
is a scalar input which is in a class of measurable functions square integrable 
over [0, tf] and satisfies the following condition: 
” i g(t, s) u(s) ds < cc Vt E [O, $1. - --r 
y(t) is a scalar output function. 
As stated in Section I, u(t) (0 < t < tf) is to be chosen so that the value 
J(U) expressed by (3) is minimized subject to (2), given g(t, s) and u(t) (t < 0). 
J(u) = $ .I‘; u*(s) ds, 
where y&t) is a desired output function and t 1 , tf are settling time and final 
control time, respectively, which are specified in advance. 
III. FORMULATION IN HILBERT SPACE 
At the beginning of this section, the constraint given by (2) is transformed 
into a Volterra’s integral equation of the second kind, which facilitates the 
solution of the problem. The problem is formulated and solved using the 
function space method [l]. 
First, assume that g(ti + t, 
differentiable in t over (0, td), 
g(t, s) is assumed to satisfy 
(0 i = 0, l,..., 112 - 1 
dig(tl + ” “I,=, +t = inonzero dti Vt E [0, r,] i = nt. 1 
s) and ya(tl + t) are m + 1 times continuously 
where m is an integer and t, = tj - t, . Then, 
Differentiating both sides of (2) m + 1 times with respect to t, (4) is obtained: 
6(t) + It K(t, s) c(s) ds =.f(t) + Tt’ h(t, s) a(s) ds, (4) 
0 ‘0 
where 
G(t) 2 u(t) (0 < t < t1), 
c(t) 2 u(t, + t) (0 < t < 44, 
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(0 < s < t, , 0 < t < &), 
&n-t1 
f(t) A - dtm+l 
x [ Ydfl + t) - f, g(tl + t, 4 ~(4 ds] / [ -& s(tl + t, 4] . 
s= flf t 
It is easily seen that (4) is equivalent to (2) together with 
where 
.t1 
J o gi(t, , s) W) ds = zi , i = 1, 2 ,..., m + 1, (5) 
g,(t, s> A g&g@, 4, 
zi & [g [Y&l + t) - j”, s(tl + t, 4 4s) ds]] t=O - 
In what follows, the function space method is introduced. Let @O, tl) be a 
real Hilbert space of measurable functions square integrable over [0, tl). The 
inner product of two elements f, , 5, E 6[0, tl) is defined by 
F 
fl 
Gl , a,> 2 Z,(s) i,(s) ds. 
‘0 
A real Hilbert space of measurable functions square integrable over [0, td] is 
denoted by o[O, td] and the inner product is defined in the same manner as 
in o[O, tJ. i(t) d fi d e ne on [0, tr) and C(t) defined on [0, ta] are elements of 
8[0, tl) and o[O, td] respectively, denoted zi and zi. f(t) defined on [0, td] is 
an element of Ir[O, td], which is expressed by f. 
Then (3)-(5) are written as (6)-(S): 
J(u) = 4 II 6 II4 + 4 II u’ /12> (6) 
(If K)C =f+Lzi, (7) 
Qt’i = z, (8) 
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where I is an identity operator, K, L and Q are bounded linear transformations 
from @I, td] into C[O, fd], O[O, tl) into o[O, ta], and o[O, tl) into 
E,,!+l (m + 1 - dim. Euclidean space) respectively, which are defined as 
Kzi s 
I 
‘t K(t, s) C(s) ds, 
0 
(9) 
J 
.fl 
Lfj 2 h(t, s) G(s) ds, (10) 
0 
G(s) ds, (11) 
where z IS an element of En,+, g iven by 
- - COl(Z, ,..., &,+I). A.
It is well known [2] that (7) has a unique solution if f + Lti E o[O, td] and 
K(t, S) is measurable in 0 < s < t, 0 << t < t, and satisfies the following 
condition: 
.td .t 
J J 
IP(t, s) ds dt < cc. 
0 0 
The solution 1 is represented by 
ti = (I + IQ-lf + (I + K)-l Lti & r + Ti. (12) 
Using the above definition, the problem is rephrased as: Find the pair 
(a, C) which minimizes the value represented by (6) constraint to (8) and (12). 
Use is made of the well-known method of introducing the adjoint variable 
p E Ez,, (* denotes the conjugate), the problem is reduced to that of mini- 
mizing J(u) expressed by (13) with no constraint. 
j(u) = + II fi 11’ + 4 II r + RI II2 + <P, QG (13) 
where (., .jE denotes the inner product in Euclidean space. 
From the condition that the Gateaux differential of j(u) vanishes, (14) is 
obtained: 
tz = - (I + T*T)-l (Q*p + T*r). (14) 
p is determined by substituting (14) into (8): 
Q(I + T*T)-lQ*p = - [z + Q(I + T*T)-l T*r]. (15) 
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In practice, it is not easy to determine Q(I + T*T)-l Q* in an analytic 
form; we shall indicate an iterative method in Hilbert space and show how to 
find the increment at each iteration. 
Let the i-th approximation of (li, C) and the i-th increment be (zid , ziJ and 
(Sz& , Xi), respectively, i.e. 
sti, = z&+1 - zii ) (16) 
&ii = iii+1 - zii . (17) 
In order to derive the condition for the performance index to be improved at 
each iteration, the following quantity SJ(U,) is calculated: 
sj(“i) = 4 II h+l /I2 + i II zii+ll12 - 4 II ;i II* - 4 II 4 II2 
= (St& + T*Ti%i + 2iii + 2T”Ttii + 2T*r, ~2ii). 
(18) 
If 6tii is chosen to satisfy (19), J( u is improved at every iteration. J 
[(I + K) I + T*T] Szii = - 2(4 + T*TL!i + T*r), (19) 
where K is a positive number and 6J(uJ = - K /I S2ii iI2 < 0. 
The initial guess must be selected to satisfy (8). zi,, may not satisfy (8); so 
the orthogonal projection of Sti, on the space r defined by (20), null space of 
Q, is considered, i.e., instead of Mi , P62ii is used as the i-th increment, 
where P is the projection operator from 6[0, tl) onto r: 
I’ = {u 1 Qu = 0, u E o[O, t& (20) 
Now the problem is solved in the framework of the function space approach. 
Before proceeding to the next section, (4) and (12) are commented on. (4) has 
a unique continuous solution if K(t, s) and the right side of the equation are 
continuous in 0 < t ,< t, , 0 < s < t [3]. r and T in (12) are determined 
using Volterra’s reciprocal function G(t, s) of K(t, s) as 
Tij = jz /h(t, s) 4 j: G(t, 5) h(k,s) dt/ W) ds, 
r =f(t) + jt G(t, s)f(s) ds. 
0 
In the case of time-invariant plant, G(t, S) = G(t - S) may be determined by 
G(t) = 8--l - &Z,K(t) + 1 t 
where B and Y-1 denote the Laplace transform and the inverse Laplace 
transform, respectively. 
409/38/2-X 
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IV. EXAMPLES 
Examples are given to illustrate the proposed procedure. 
lkknm? 1. Let g(t, S) = 1 + (t - s), t, = 1, tf = 2, u(t) G 0 (t < 0) 
and yd(tl t t) E 1 (0 < t .< 1). Corresponding to (77, (8), and (13, the 
following equations are obtained: 
a(t) + j: u‘ls) ds == - j: G(S) ds, 
I’ I(2 - s)i(s)ds == 1, v u‘(t) = j’ - e-“~(~) ds. 0 
Determining T*T, Q, Q*, etc., by those equations, the following results are 
obtained from (I 5), (14) and (12): 
p = - 0.614, 
G(t) = 0.428(2 - t) (0 G t < l), 
C(t) =: - 0.642~’ (0 s t s 1). 
TABLE 1 
Numerical Solutions of Example 2 
t i;(t) qt - 1) Y(t) y,(t) 
0.0 1.680 - 0.000 - 
0.1 1.828 - 0.030 - 
0.2 1.967 - 0.107 
0.3 2.084 0.215 - 
0.4 2.161 - 0.344 
0.5 2.170 - 0.484 - 
0.6 2.071 0.626 - 
0.7 1.809 - 0.761 - 
0.8 1.304 - 0.880 
0.9 0.444 - 0.966 - 
J.0 -0.927” 1.032 1.000 1.ooo 
1.1 - 1.027 1.000 l.ooo 
1.2 - 1.023 1.000 1.ooo 
1.3 1.020 l.ooo l.ooo 
1.4 - 1.018 1 .ooo 1.000 
1.5 - 1.015 1 .OOo 1.ooo 
1.6 - 1.013 1 .oQo 1 .ooo 
1.7 1.011 l.ooo 1.000 
I .8 -~ 1.010 1 .ooo l.ooo 
1.9 - I .OOl 1 .ooo l.ooo 
2.0 - 1.001 J.ooo 1.000 
a The value at t =x 1.0. 
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EXAMPLE 2. Let 
g(f, s) = e-(t-s) + 2e-2(t-s) _ 3e-3' t-s), t, = 1, tr = 2, u(t) = 0, (t < 0) 
and 
Y&l + t) Ez 1 (O<tt,o. 
The numerical results are shown in Table 1. 
IV. CONCLUSION 
An approach to a kind of tracking problem is proposed, in which the input 
is to be chosen so as to make the output coincide with a desired output func- 
tion with minimizing the total control energy. This approach uses the func- 
tion space analysis to determine the optimal inputs for the given problem. 
Further, an iterative method to give optimal input is developed which 
provides a feasible solution at every iteration in the sense that the constraint 
is satisfied. 
The proposed method is possibly extended to apply to multi-input and 
multi-output systems. 
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