Introduction
In recent years, a variety of communication robots and systems have been developed to support embodied interaction by estimating human behaviors based on sensors Osaki et al., 2009; Sorbello et al., 2014) . For example, robots can be found acting as guides in public facilities such as museums (Hoshi et al., 2009; Pitsch et al., 2016) or they can recommend commodities based on the interest of users (Kidokoro et al., 2011) . The roles of robots have become more diverse. For these robots and systems that communicate with human, enhanced behaviors as well as enhanced navigation skills (Talebpour et al., 2016) are very important in engagement with users (Watanabe, 2007; Asada, 2014) .
In human face-to-face communication, not only verbal messages but also non-verbal behaviors such as facial expressions, body movements, and gazes are conveyed; these non-verbal behaviors express human affect such as enthusiasm (Riek and Robinson, 2009; Watanabe, 2011) . These expressions encourage to read the emotional cues and to cause the sharing of embodiment and empathy. In particular, as the saying goes, "The eyes say more than the mouth," the line-of-sight such as gaze, eye-contact and pupil response is essential to realize the smooth human interaction and communication (Argyle and Dean, 1965; Hess, 1975; Kendon, 1967) . In addition, the pupil response plays an important role in expressions of affect (Hess, 1965) . Focusing on the pupil response in human communication, we analyzed the pupil response during human face-to-face communication and non-face-to-face communication (Sejima et al., 2016) . The analysis demonstrated that the speaker's pupil was clearly dilated in both face-to-face and non-face-to-face communications. Based on the results, we developed an advanced embodied communication system in which an interactive CG character generates the pupil response as well as communicative actions and movements such as nodding and body movements by speech input (Sejima et al., 2016) . In addition, it was confirmed that the pupil response is effective for supporting affective conveyance between talkers using the developed system. Thus, the pupil response plays an important role in affective conveyance in embodied interaction and communication. However, it is difficult to confirm the effect of only pupil response, because not only the pupil response but also facial expressions and the body movements are conveyed in the expression with affect during embodied interaction. On the other hand, the previous research was reported that human eyes have a great effect on the interpersonal impression and affective conveyance (Inoue et al., 2000; Kendon, 1967) . Based on these findings, it is expected to examine the effect of only pupil response by extracting the pupil response of eyes and eliminating other factors. Specially, by using a curved display that can be recognized as an eyeball of a robot intuitively, talkers can easily perceive the pupil response (Sejima et al., 2015) .
In this paper, we developed a pupil response system using hemispherical displays for enhancing affective conveyance. This system looks like robot's eyeballs and expresses vivid pupil response by speech input. We carried out a sensory evaluation experiment under the condition that the developed system speaks. The results demonstrated that the system effectively enhances affective conveyance.
Pupil response system
A pupil response system was developed using hemispherical displays to enhance affective conveyance during the speech.
Concept
In human embodied interaction and communication, not only the speaker's gestures but also features of their lineof-sight, such as gaze and eye contact, play an important role in expressions of human affect (Argyle and Dean, 1965; Kendon, 1967) . Furthermore, it was reported that the line-of-sight is important for enhancing embodied interaction in human-robot communication (Kanda et al., 2003) . In order to develop an advanced communication robot that enhances affective conveyance with line-of-sight, it is effective to express the pupil response that enhances own affect as well as the gaze and eye-contact (Sejima et al., 2016) .
The concept of the pupil response system using hemispherical displays is shown in Fig 1. In this research, a hemispherical display is used to extract the effect of only pupil response. By using the hemispherical display, a listener can be easily recognized as an eyeball of a robot, even if it is not a media that expresses human beings such as face and body. In this system, the 3D CG model which simulates a pupil and an iris is projected onto the hemispherical display, and the pupil response is generated in the synchronization to the speech of speaker (Sejima et al., 2015) . In particular, the system can express exaggerated pupil response that human cannot express. That is, although the human pupil changes in the range of about 3 to 7 mm, this system can express a pupil larger or smaller than the human pupil. For example, when the system provides an user to some information with the huge pupil intentionally, the expression can be conveyed to the user strongly. This exaggerated expression encourages to read the emotional cues and the affective conveyance is enhanced. Thus, the system can convey delicate affect using only pupil response. This in turn leads to enhanced empathy between human and robot.
Development of the pupil response system
In this study, the pupil response system was developed using hemispherical displays. Figure 2 shows the setup of the developed system. This system consists of a Windows 7 workstation (CPU: Corei7 2.93GHz, Memory: 8GB, Graphics: NVIDIA Geforce GTS250), a general monitor, hemispherical displays (Gakken WORLDEYE), and an image distributor (SANWA SUPPLY VGA-HDSP2K). Figure 3 shows the hemispherical display. Table 1 shows the specifications of the hemispherical display. In order to represent a pupil response with the hemispherical display, the 3D CG model for the pupil response was introduced. This 3D CG model consists of a pupil and an iris (Fig. 4) . The color of the iris was chosen to be blue because it is an easily distinguishable color to recognize the pupil response such as the dilation and contraction. The sclera of eyeball was simulated by painting the background of 3D space in white. It was reported that the eyeball of human adult is almost spherical (longitudinal diameter 24.2 mm, lateral diameter 23.7 mm) (Bekermanet al., 2014) . In this research, it is assumed that the human eyeball is an eyeball with diameter of 25 mm. The diameter of the hemispherical display used in this research is 10 times as large as that of human. Therefore, when the 3D CG model was projected onto the hemispherical display, it was designed to be about 10 times the average value of human (Fig. 5) . Also, it was reported that the highlight of the human eyeball affects the impression (Shih et al., 2014) . Since the hemispherical display used in this research has a hemispherical shape, specular highlights are generated on the surface of the display (Fig. 6 ). This specular highlight realizes a biological feel close to the human eyeball. In addition, the optical axis and the pupillary axis are designed to coincide with each other by arranging the 3D CG model at the origin on the virtual space and the viewpoint on the extended line of the Z axis ( Fig. 7(a) ). By this method, even if the hemispherical display is set at an arbitrary angle θ, it is possible to constantly make eye contact with the talker (Fig. 7(b) ). The smooth pupil response was realized by generating the forward and back movement of the 3D CG model which plays the role of the pupil on the Z-axis at 5.2 mm/frame so that pupil response would not create a feeling of strangeness. The frame rate at which the 3D CG model was represented was 30 fps, using Microsoft DirectX 9.0 SDK (June 2010). The voice was sampled using 16 bits at 11 kHz. The pupil response in the system is generated as follows. When a subject's speech is fed into the system as an input, the absolute value of sound pressure in 30 Hz is calculated. If the value exceeds a threshold value, the speech signal is set as ON. When the speech signal is ON, the black 3D CG model as the role of pupil is moved with the above velocity in an anterior direction on the Z-axis. Here, the pupillary area enlarges to 1.2 times the normal size based on the previous research (Sejima et al., 2017) . In addition, if the utterance is continuing, the dilated state of the pupil is maintained. When the utterance is finished, the pupil contracts to the point of normal size. Thus, the pupil response is generated in synchronization with speech. An example of pupil response using the system is shown in Fig 8. A distinct pupil response is observed in comparison with the normal size.
Evaluation experiment
In order to evaluate the effectiveness of the developed system, an evaluation experiment was carried out under the condition that the developed system speaks. Figure 9 shows the experimental setup of the pupil response. In this experiment, the subjects evaluated their impressions of the developed system by comparing the two modes; the pupil does not exhibit any movement (static: mode (A)) and the pupil reacts to the utterance (response: mode (B)). For both modes, the utterance was a 2 minute opinion related to a sporting event, such as the Olympics, which had been previously recorded. The subjects were 30 Japanese students When the robot's pupil moved, I could understand the story.
Experimental method
I felt that the robot with pupil response conveyed a persuasive speech.
Comment:
I felt that the robot conveyed a sense of enthusiasm.
It was easy to listen by exaggerated expressions of pupil response.
In the case of no response, I did not feel familiarity with the robot.
I cloud not understand the story with static pupil.
(15 females and 15 males) who have never seen the developed system from 18 to 24 years old. The experimental procedure was as follows. The subjects watched the system in each mode to understand the differences between the modes. Next, they evaluated the system in each mode using a seven-point bipolar rating scale ranging from -3 (not at all) to 3 (extremely) (Fig. 10) . The subjects were presented with the two modes in a random order. Figure 11 shows the results of the sensory evaluation in each mode. In the figure, the markers are the mean value, and the vertical bars show the standard deviation. In accordance with the results of the Wilcoxon signed rank test, "(a) Interaction," "(b) Understanding," "(c) Unification," "(d) Familiarity," "(e) Vividness," "(f) Line-of-sight" and "(g) Enthusiasm" have a significance difference of 1% between the two modes. Additionally, the comments of the communication are shown in Table 2 . These results indicate the effectiveness of the system in supporting embodied interaction and communication. Sejima, Egawa, Sato and Watanabe, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.13, No.2 (2019) 
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Result of sensory evaluation
Discussion
According to the previous report in which pupil size was investigated, pupil dilation brought favorable impressions (Hess, 1965; Oosaka et al., 2002) . In addition, our previous study demonstrated that the enhanced pupil response of talker's avatar improves the impressions of vividness, enthusiasm, and interest level in avatar-mediated communication (Sejima et al., 2016) . In this experiment, the response mode (B) in which the pupil reacts to the speech was highly evaluated to be favorable to that of the static mode (A) in all items. This result demonstrated the effectiveness of vivid and distinct pupil response using the hemispherical displays. In particular, the item "Enthusiasm," which expresses affect, was evaluated favorably. This indicates that the pupil response conveys affect without other facial expressions or body movements. Therefore, the developed system with the pupil response is effective for supporting and enhancing humanrobot interaction and communication.
Effectiveness of exaggerated expressions in pupil response
In the previous research, it was reported that the conveyance of speaker's strong affect was enhanced by exaggerating expressions (Kimble et al., 1981) . It is considered that the exaggerated expression is easy to encourage reading the emotional cues. Therefore, it is expected that the affective conveyance is enhanced by using the exaggerated expressions of pupil response.
Experimental method
The purpose of the investigation is to select the preferable exaggerated expressions in the pupil response. Therefore, the experimental setup and the speech content were the same as in the section 3.1. In this experiment, the following three modes were compared (Fig. 12 ).
• Pupillary area dilates at 1.2 times (mode (B)).
• Pupillary area dilates at 1.5 times (mode (C)).
• Pupillary area dilates at 2.0 times (mode (D)).
The experimental procedure was as follows. First, the subjects watched the system in each mode to understand the difference of modes. Next, they were instructed to perform a paired comparison of modes. In the paired comparison experiment, based on their preferences, they selected the better mode. Finally, they watched the system in each mode, and evaluated each mode using a seven-point bipolar rating scale ranging from -3 (not at all) to 3 (extremely): 0 denotes the moderation. Subjects were presented with the three modes in a random order. Subjects were 30 Japanese students (12 females and 18 males) who did not participate in the previous experiment. 
Result of Sensory Evaluation
The results of the paired comparison are shown in Table 3 . Further, Figure 13 shows the calculated results of the evaluation provided in Table 3 and based on the Bradley-Terry model given in equations (1) and (2) (Luce, 1959; Takeuchi, 1978) .
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The consistency of the matching of the modes was confirmed by performing a test of goodness of fit (x 2 (1,0.05) = 3.84 > x 2 0 = 0.10) and likelihood ratio test (x 2 (1,0.05) = 3.84 > x 2 0 = 0.10). The mode (C) was evaluated the most affirmatively, with the mode (B) and the mode (D) following in that order.
The questionnaire result is shown in Fig. 14. In accordance with the results of the Friedman signed-rank test and the Wilcoxon signed rank test using the Bonferroni method, "(a) Interaction," "(b) Understanding," "(c) Unification," "(d) Familiarity," "(e) Vividness," "(g) Enthusiasm" and "(h) Emotion" were at the significant difference of 1% between modes (C) and (D). Also, "(b) Understanding," was at the significant difference of 1%, and "(c) Unification," "(d) Familiarity," "(e) Vividness," "(g) Enthusiasm" and "(h) Emotion" were at 5% between modes (B) and (D). In addition, "(f) Line-ofsight" and "(h) Emotion" were at the significant difference of 5% between modes (C) and (B).
In this experiment, the mode (C) which exaggerates the expression with 1.5 times was evaluated the best among the modes. These results indicate the exaggerated expression with 1.5 times is effective for enhancing affective conveyance in the system.
Discussion
In the previous researches, human's impressions were examined for facial images with different pupil size in stages (Oosaka et al., 2002; Nakamori et al., 2010; Takehara and Tanijiri, 2015) . The results demonstrated that the moderate exaggerated expressions of pupillary area were preferred to the normal size and gave a good impression such as attractiveness. However, it was reported that an oversized pupil, which was dilated at two times, was lower evaluated than the normal size, because the extremely dilated pupil provided a feeling of strangeness (Takehara and Tanijiri, 2015) . Our experiment also demonstrated that the mode (C) which was exaggerated at 1.5 times was higher evaluated than the mode Sejima, Egawa, Sato and Watanabe, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.13, No.2 (2019) (B) in which human can express. However, the mode (D) which was exaggerated at two times was lower evaluated excluding the item "Line-of-sight." From these results, even if the appearance was only eyeball, the evaluation tendency was similar to the previous researches of the impression evaluation without being overvalued. Therefore, the moderately exaggerated expressions in pupil response was effective for enhancing affective conveyance in human-robot interaction and communication.
The previous research was reported that the speaker's behavior with exaggerating expressions of affect had an influence on the listener's affect and the close relationship between talkers deepened (Noguchi and Yoshikawa, 2014) . In addition, it was reported that the speaker had a tendency to express own affect actively during the speech (Fujimoto and Daibo, 2007) . In this experiment, the item "Emotion," was highly evaluated by exaggerating expressions of pupil response which is related to the speech. It is considered that the developed system created a close relationship with the listener by amplifying the affective conveyance using exaggerated expressions of pupil which is related to the affect intuitively. In particular, even if the communication media to convey own affect was only pupil, the system could enhance affective conveyance with the embodiment. In addition, by using the system, the functions of pupil response in embodied interaction and communication could be analyzed by controlling each parameter in pupil response. Thus, the system is effective for enhancing affective conveyance and understanding the function of pupil response systematically.
Conclusion
In this paper, focusing on the pupil response during utterance, we developed the pupil response system using hemispherical displays for enhancing the robot's affect. The developed system generates the vivid pupil response based on speech input. In particular, the system can express exaggerated pupil response that human cannot express. The effectiveness of the system was demonstrated by using sensory evaluations.
We will investigate the effectiveness of the pupil response under various conditions, and design a pupil response model which enhances affective conveyance. And, we will develop a prototype robot which enables to express the pupil response with mechanical structure.
