We generalize Keith Ball's well-known result that central sections of the ndimensional cube perpendicular to the vector (1, 1, 0, . . . , 0) have maximal volume to certain product measures which include Gaussian type measures. Technically, the main difficulty is to generalize Ball's integral inequality for sin x x p to the more general setting.
Product measures and sections of the cube
Let h : [−1, 1] → R >0 be an even C 1 -function. We consider the product measure on the n-cube B 
For any given direction a ∈ S n−1 we study the (n − 1)-dimensional measure of the central section of the cube perpendicular to a , A(a, h) := µ h {x ∈ B n ∞ | x, a = 0} , which may be defined as the limit of the n-dimensional volume of slabs,
For k ∈ {1, . . . , n} let f k := 1 √ k
(1, 1, . . . , 1 k , 0, . . . , 0) ∈ S n−1 denote certain canonical directions.
In the case of the normalized Lebesgue-measure (h = 1) the directions of minimal and maximal cubic sections are well-known: by H. Hadwiger [Ha] and D. Hensley [He] the section parallel to a face is minimal, and by K. Ball [B] the section perpendicular to f 2 is maximal among all directions a ∈ S n−1 , A(f 1 , 1) ≤ A(a, 1) ≤ A(f 2 , 1) .
The result is also true for complex scalars, the upper estimate in that case is due to Oleszkiewicz and Pe lczyński [OP] . A. Zvavitch [Z] showed that for the Gaussian measure on large cubes, an analogue of Ball's result does not hold, namely that the diagonal direction f n yields bigger Gaussian measure than f 2 for large n ∈ N . Related estimates for the Gaussian measure of sections of large cubes were obtained in [BGMN] . Scaling the cubes, this means in terms of h λ (s) := exp(−λs 2 ) that A(f 2 , h λ ) < A(f n , h λ ) for large n ∈ N and sufficiently large λ > 0 . We determine precisely the value of λ 0 where the change from f 2 to f n occurs for n → ∞ . Our main result is the following generalization of Keith Ball's result to certain product measures. (2) is violated, we have for large n ∈ N that A(f n , h) > A(f 2 , h) .
Applying Theorem 1 to Gaussian type measures h λ , the critical condition (2) is satisfied if and only if λ ≤ λ 0 0.1962627 . The smoothness and concavity conditions are clearly satisfied for h λ with λ ≤ λ 0 . In this case we can also avoid the restriction on ||a|| ∞ .
Theorem 2. Let λ > 0 and h λ (r) := exp(−λr 2 ) . Then for any n ∈ N and any direction a ∈ S n−1 we have that A(a, h λ ) ≤ A(f 2 , h λ )
if and only if λ ≤ λ 0 0.1962627 .
Scaling yields that f 2 is the direction of sections of maximal standard Gaussian measure, h(r) = exp(−r 2 /2) , if the cubes have sidelength < 2 √ 2λ 0 1.253 , but not beyond this sidelength. Similar statements hold for h λ,p (r) := exp(−λ|r| p ) for 1 < p < 2 and suitable values λ 0 (p) 
Then for all p ≥ 2, H(p) ≤ H(2) . Actually which by (2) is ≤ 1 .
Remark. For the Lebesgue measure (h = 1), f (t) = sin t t cf. Ball [B] . Then lim We would like to thank F. L. Nazarov for some very useful discussions concerning the techniques we use in the Gaussian case if a 1 > 1/ √ 2. His ideas might work for more general measures.
Formulas for the measure of cube sections
We give a Fourier analytic formula for the measure of central sections of the cube and use it to prove Theorem 1 modulo the main technical inequality in Proposition 3. 
Then the measure µ h of the section of B n ∞ perpendicular to a ∈ S n−1 , a = (a j ) n j=1 , a = f 1 , is given by 
, and taking the inverse Fourier transform of this even function of s yields that
f (a j s) cos(ts)ds and, in particular,
f (a j s)ds .
Note that the Fourier transforms exist since
For a = f 1 , the formula is also true, but the integral then converges only conditionally. We do not verify this here, since Theorem 1 follows for f 1 as well by using that the measure of a section depends continuously on the direction vector. Assuming Proposition 3 to be true, this yields easily the proof of Theorem 1, modeled after Ball's [B] and Haagerup's [H] technique of using Hölder's inequality:
Proof of Theorem 1. Take any direction vector a = (a j ) n j=1 ∈ S n−1 with ||a|| ∞ ≤ 1/ √ 2 . We may assume that all a j are non-zero, otherwise the problem reduces to a lowerdimensional one. Let
and hence using Hölder's inequality and Proposition 4 and substituting r = a j s , we find that
Since the L 1 -norm of h is bounded by the L 2 -norm, the condition
will imply (2). We show at the end of the paper that A(f n , h) > A(f 2 , h) holds for large n ∈ N, if (2) is violated.
It is easy to express the maximal measure A(f 2 , h) in terms of h :
Proof. By Plancherel's theorem and the Fourier inversion formula
Remarks.
(a) For h = 1 and Lebesgue measure,
in our normalization. Scaling the cube B n ∞ by a factor of λ > 0 will multiply its n-dimensional volume by λ n but the (n − 1)-dimensional volume by a factor of λ n−1 . Hence normalizing Lebesgue measure on (λB n ∞ ) will give rise to a factor of λ −1 for the measure of (n − 1)-dimensional sections. In particular, for Ball's choice of
). We prefer to consider h on the unit interval [0, 1] instead of on [0, (b) For the direction f 1 , the definition of the measure µ h yields directly that
We remark that A(f 1 , h) ≤ A(f 2 , h) is equivalent to, using Lemma 5,
This is clearly satisfied since
The last inequality holds since the concavity of h and Lemma 12 below imply
Distribution functions of the Fourier transform
Nazarov and Podkorytov [NP] provided a different proof of Ball's integral inequality for the sin x x -function. We will use their method to prove Proposition 3. It is based on a simple but very effective Lemma on distribution functions which we state as Lemma 6. [NP] Let (X, λ) be a measure space and f, g : X → R be in L p (X, λ) for any p > 1 . Consider the distribution functions F, G of f and g ,
Assume that there is x 0 > 0 such that
is an increasing function of p . Therefore, if for some p 0 ∈ (1, ∞) ,
we have for all p > p 0 that
For the proof of this, let p ≥ q and write ϕ(p) − ϕ(q) in terms of the distribution functions F and G ,
both factors of the integrand changing their sign simultaneously, at x = x 0 .
We will apply Lemma 6 in the Proof of Proposition 3 to (R + , dt), the function f in (3) and g a suitable exponential function, g(t) = exp(−dt 2 ) , for which the integrals corresponding to (4),
are actually constant in p; d is chosen such that equality in (6) holds for p 0 = 2 .
Then f, g ∈ L 2 (0, ∞) and
Proof. By Lemma 5 and the definition of d in (7),
To estimate the distribution function of f , we have to verify that its graph resembles the one of
. A classical result of G. Pólya [P] , cf. also G. Pólya, S. Szegö [PS, part V] , gives information about the zeros and extrema of f :
, and nowhere convex. Let
Then ϕ has only real and simple zeros t n , and exactly one in each interval (nπ, (n+ 1)π) and (−(n+1)π, −nπ) for any n ∈ N with t −n = −t n . In [−π, π] , ϕ is positive.
Then ψ has only real and simple zeros s n , and exactly one in each interval (nπ, (n + 1)π) and (−(n + 1)π, −nπ) for any n ∈ N with s −n = −s n . In [−π, π] , ψ has exactly one zero, for t = 0 .
Therefore under the assumptions of Proposition 3, with h strictly decreasing and k(t) := t h(t) strictly increasing, the function f ,
has exactly one zero and one extremum in any of the intervals (nπ, (n + 1)π), (−(n + 1)π, −nπ) for all n ∈ N , no zero in [−π, π] and one maximum in t = 0 ∈ [−π, π], f (0) = 1 . Clearly, ||f || ∞ ≤ 1 = f (0) . In this sense, f (t) resembles sin t t .
Properties of the Fourier transform of h
In this section we prove various estimates on the size of the function f , its derivative f and on the extremal values of |f | . These technical Lemmata are needed to estimate the distribution function F of f and then to apply Lemma 6 to prove Proposition 3.
Let t 1 denote the smallest positive zero of f (t 1 > π). Then for all 0 ≤ t ≤ t 1
Affine functions h(r) = c(1 − αr) satisfy the assumptions of Lemma 9 if α > 0, c > 0 .
Proof. By Proposition 8, the positive zeros t n (n ∈ N) of f belong to (nπ, (n + 1)π) , one in each interval. The negative zeros are just −t n =: t −n . Therefore n∈N 1/t 2 n < ∞ , and since f is even, analytic in t and of order 1 with f (0) = 1, f (0) = 0 we may write f as the infinite product
The formula shows that γ is concave and that all derivatives of γ are negative for 0 ≤ s < t 2 1 . In particular, γ and γ are decreasing. Since
and f is continuous in 0 with f (0) = 1, we conclude that γ (s) ≤ γ (0) = −d with d as given in the statement of Lemma 9. The second derivative is
We have
Using lim u→0
− cos(u)+sin(u)/u u 2 = −1/3, we find that γ (s) ≤ γ (0) = −2c , c as given above, γ (s) ≤ γ (0) − 2c s = −d − 2c s , and since γ (t 2 ) = f (t)/(2tf (t)) , we get that
This implies
Corollary 10. With h and f and t 1 as before, for all 0
Proof. Use that
(nπ) 2 ) and t n ≥ nπ , and therefore
We also need estimates on the size of |f (t)| for t > t 1 . The assumptions of Proposition 8 are satisfied in the situation of Proposition 3, with k(r) = r h(r) . Therefore, for any n ∈ N , f has exactly one zero t n in (nπ, (n + 1)π) and one extremum t n ∈ (nπ, (n + 1)π) where the maximum of f in (t n , t n+1 ) is attained, t n < t n < t n+1 .
with h < 0 and h ≤ 0 in (0, 1] and h (0) = 0 .Let f be as in Lemma 9. Then: a) for any t > 0 :
b) for any n ∈ N we have that nπ < t n < (n + 1 2 )π and
Remark. The function h(s) := 1 − s/2 satisfies the conditions of Lemma 11. We have
Even though h (0) = −1/2 = 0 , h can be approximated uniformly by functions h n with h n (0) = 0 , which shows that a), in general, cannot be improved and that the lower and upper estimates in b) are nearly optimal, in general, the lower estimate if n is odd and the upper estimate of n is even. The lower estimate is close to be optimal also for n = 2 as the choice of h(s) = 1 for 0 ≤ s ≤ 2/5 and h(s) = 5/4 − 5/8 s for 2/5 ≤ s ≤ 1 shows, for which the value 1 in the numerator on the right of the previous formulas is replaced by cos(2/5 t) .
Proof. a) By assumption 0 ≤ (th(t)) = th (t) + h(t) . In particular, h (1) + h(1) ≥ 0 and, using that
Let c := 1 / 1 0 h(r)dr . Integrating by parts twice and using h (0) = 0 , we find
Since h ≤ 0 , we have the estimates
This and (10) yield
.
For the absolute value of f this means
)π)| . This and a) imply the left inequality in b). To derive the upper estimate, we use a) in the form
Calculating the derivative of ϕ(t) := |t sin t−cos t|+1 t 2
shows that for even n ∈ N the maximum of ϕ in (nπ, (n + 1)π) is attained at t n where cos t n = 2 2+t 2 n > 0 , i.e. for some t n < (n + 1 2 )π close to (n + 1 2 )π . For odd n ∈ N , this has to be replaced by cos t n = − 2 2+t 2 n < 0 , i.e. again for some t n < (n + 
. Therefore
It thus suffices to verify that B n ≤ A n for all n ≥ 2, since then |f (t n )| ≤ |f (t n−1 )| for all n ∈ N ≥2 ; B n ≤ A n essentially follows from 2 π < 1 up to terms O( 1 n 2 ) which are smaller than 1 − 2 π for all n ≥ 2 .
We also need estimates for the ratio h(1) / 1 0 h(s)ds appearing in Lemma 11.
Lemma 12. Under the assumptions of Lemma 11, we have
These inequalities are the best possible, in general, as h(t) = 1 − t/2 shows.
Proof. a) Taylor's formula together with h ≤ 0 shows for 0 < t ≤ 1 that
Adding 0 ≤ (t h(t)) = h(t)+th (t) , we find h(0) ≤ 2h(t) . In particular, h(0) ≤ 2h(1) . b) Since h is decreasing and concave with |h
where t 0 is chosen so that (2
c) By smooth approximation of h , we my assume that h is strictly decreasing and strictly concave, h < 0, h < 0 . By homogeneity, we may assume that
k(t)dt = 1 as well. This implies together with h < 0, h < 0 that there is exactly one point t 0 ∈ (0, 1) such that h(t 0 ) = k(t 0 ) =: x 0 . Further, h(0) < k(0) . In fact, for 0 ≤ t < t 0 , we have h(t) < k(t) and for t 0 < t < 1 that h(t) > k(t) .
The functions
Therefore the distribution functions H and K of h and k are given by
We may therefore apply Lemma 6 to h and k with p 0 = 1 . The conclusion is that for any p ≥ 1 ,
In particular,
Lemma 13. Under the assumptions of Lemma 11 we have for any t ≥ 0
Remark. Here the 1 in the denominator may be replaced by 1 3
(1 + 2sgn f (t) cos t) .
Proof. Let c := 1/ 1 0 h(r)dr . Integration by parts yields for any t > 0
Since h ≤ 0 ,
and
This yields the following inequalities for f (t)
Therefore, if f (t) ≥ 0 , using Lemma 12
If f (t) ≤ 0 , we use the left inequality in (12) to get
which implies similarly that
Clearly, (1 + 2(sgn f (t)) cos t)/3 may be replaced by 1 for a weaker lower estimate.
Recall that t 1 ∈ (t 1 , 3 2 π) denotes the maximum of |f (t)| in (t 1 , t 2 ) , cf. Lemma 11. Let T 1 ∈ (π, 2π) denote the maximum of sin t t in (π, 2π) , i.e. the case of h = 1 . We need precise information on the location of t 1 , T 1 .
π − .2190 4.4934 b) Let x 1 := |f (t 1 )| and 0 < x < x 1 . Then |f (t)| = x admits exactly two solutions t 1 , t 1 in (t 1 , t 2 ) , with t 1 < t 1 < t 1 < t 1 < t 2 . They satisfy
c) The equation |f (t)| = x with 0 < x < x 1 has another solution t 0 in (0, t 1 ) with t 0 ≥ 2.4552 .
we see that the maximum abszissa of |ϕ(t)| satisfies
ii) By Lemma 11, t 1 ∈ (π, 3 2 π) . Differentating f , we have with c :=
The integrands in both integrals have fixed sign and h is decreasing. Therefore
using the fact that cos is decreasing and positive in (0, π/2) . Therefore for any 0 ≤ s ≤ π/2
Since f is negative in (π, 2π) , this means that |f (t 1 + s)| ≥ |f (t 1 − s)| . Since f has only one zero t 1 in (t 1 , t 2 ) , |f | is increasing in (t 1 , t 1 ) and decreasing in (t 1 , t 2 ) .
Hence by the mean-value theorem, for any 0 < x < x 1 := |f (t 1 )| , the equation |f (t)| = x has exactly two solutions t 1 < t 1 in (t 1 , t 2 ) which satisfy π < t 1 < t 1 < t 1 < t 1 < t 2 , t 1 < 3 2 π . Let s := t 1 − t 1 . Then 0 < s < π/2 and hence
Therefore, t 1 with |f (t 1 )| = x and t 1 < t 1 has to satisfy t 1 ≥ t 1 + s , so that
|t sin t − cos t| + 1 t 2 , and the maximumx 1 on the right is attained att 1 with
π . The value oft 1 4.6268 yields that |f (t 1 )| ≤x 1 .2581 . There is exactly one value t 0 ∈ (0, π) for which ϕ(t 0 ) = sin t 0 t 0 =x 1 . One has that t 0 ≥ 2.4552 . By Corollary 10,x 1 = ϕ(t 0 ) ≤ f (t 0 ) . Hence for any x with 0 < x < x 1 = |f (t 1 )| and t 0 ∈ (0, π) with f (t 0 ) = x , we have 0 < f (t 0 ) = x < |f (t 1 )| ≤x 1 = ϕ(t 0 ) ≤ f (t 0 ) and thus t 0 ≥ t 0 ≥ 2.4552 .
Proof of the main integral inequality
We now use Lemma 6 due to Nazarov and Podgorytov to give the proof of Proposition 3, using the technical estimates of the previous section.
Proof of Proposition 3.
(i) Let h be as in Theorem 1 and f be given by (3). Let d and d be defined as in (7) and (8). Condition (1) is equivalent to d ≤ d . We will apply Lemma 6 to f and g , g being defined by g(t) := exp(−dt 2 ) . By Lemma 7,
so we may take p 0 = 2 in Lemma 6. In terms of the distribution functions F, G of f, g , the last equality means
Note that F (x) = G(x) = 0 for x > 1 since ||F || ∞ = ||G|| ∞ = 1 . Moreover, by Lemma 9, for all 0 ≤ t ≤ t 1 ,
and, in fact, f (t) < g(t) for 0 < t ≤ t 1 , with f (0) = g(0) = 1 .
Again, let t n ∈ (nπ, (n + 1)π) denote the positive zeros of f , and t n ∈ (t n , t n+1 ) denote the values where |f | attains its maximum in (t n , t n+1 ) , for any n ∈ N . We know by Lemma 11 that the sequence of maxima x n := |f (t n )| is decreasing in n ∈ N so that x 1 = max{|f (t)| | t ≥ t 1 } . For x 1 < x < 1 , |f (t)| = x has exactly one solution, which lies in (0, t 1 ) . Since f < g in (0, t 1 ) , F < G in (x 1 , 1) . On the other hand, (13) implies that F − G has at least one zero in (0, 1) . It will have exactly one zero -as required for the application of Lemma 6 -provided that F − G is strictly decreasing on (0, x 1 ) , i.e. F < G or |F | > |G | . Note that F < 0, G < 0 . Hence condition (5) of Lemma 6 will be satisfied provided that we prove
cf. [NP] for the case of Lebesgue measure and f (t) = sin(t)/t . Lemma 6 then yields that for all p ≥ p 0 = 2
i.e. H(p) ≤ H(2) for all p ≥ 2 as claimed in Proposition 3. For the last equality see the proof of Lemma 7.
Since (0, x 1 ] = n∈N (x n+1 , x n ] , we may prove (14) separately for x ∈ (x n+1 , x n ] for any n ∈ N . The case n = 1 requires the tightest estimates as we will see.
As for the derivative of F , one has, exactly as in [NP] ,
Therefore (14) is equivalent to
For any x ∈ (0, x 1 ] , there is exactly one m ∈ N with x ∈ (x m+1 , x m ] . The equation |f (t)| = x then has exactly (2m + 1) solutions t , one in (0, t 1 ) and two each in (t i , t i+1 ) for i ∈ {1, . . . , m} , cf. Lemma 11 and 14.
(ii) We first consider the case m = 1 when x ∈ (x 2 , x 1 ) . In this case |f (t)| = x has three solutions t 0 ∈ (0, t 1 ) and t 1 , t 1 ∈ (t 1 , t 2 ), t 1 < t 1 with t 0 ≥ 2.4552 and t 1 + t 1 ≥ 2t 1 ≥ 8.9868 , according to Lemma 14. For t 0 and t 1 we have sgn (f (t)f (t)) < 0 and for t 1 we know sgn (f (t)f (t)) > 0 ; note that f (t) < 0 for t = t 1 or t 1 . Lemma 13 gives
Using this and inserting x = |f (t)| and the value of d , the left side of (15) thus is greater or equal than
which we will show to be bigger than 1 for x ∈ (x 2 , x 1 ) . As a function of x , A(x) is increasing since x 1±x ln 1 x is increasing, for both choices of signs as long as 0 < x < 2/5; clearly 0 < x < x 1 < 0.26 < 2/5 . Therefore A(x) ≥ A(x 2 ) for x ∈ [x 2 , x 1 ] . By Lemma 11 and Lemma 12,
By Lemma 14, t 0 + t 1 + t 1 ≥ 11.44 . Moreover t 1 ≥ π . Combining terms in A(x) , we get that for all x ∈ (x 2 , x 1 )
x 2 ln 1 x 2 ≥ 1.0223 > 1 .
(iii) We now consider the case m ≥ 2 and x ∈ (x m+1 , x m ) . In (15) we then have 2m solutions t i , t i ∈ (t i , t i+1 ) of |f (t)| = x for i = 1, . . . , m in addition to t 0 , t 1 , t 1 where t i , t i ≥ iπ and, again, t 0 + t 1 + t 1 ≥ 11.44 hold. By Lemma 11 and Lemma 12 for m ≥ 2 , since 1 −
On the other side, x ≤ x m ≤ x 2 ≤ 4 25 also by Lemma 11, and therefore, in particular, for all x ∈ (x m+1 , x m )
. Therefore the left side of (15) is larger than (iv) By the power series of the cosine, we have for any t > 0 (8), with |f (t)| ≤ exp(−d t 2 ) for all 0 ≤ t ≤ t 1 . For p → ∞ we find for any fixed t > 0
We know from Lemma 7 that H(2) = , with d given by (7), so that
which gives the last formula in Proposition 3 and ends the proof.
It is now easy to prove the last statement in Theorem 1, that A(f n , h) > A(f 2 , h) for large n ∈ N if (2) is violated. If (2) does not hold, d > d and hence lim p→∞ H(p)/H(2) > 1 . But for even n ∈ N , by Proposition 4,
and hence
so that for large n ∈ N (also odd n), A(f n , h) > A(f 2 , h) .
Proof of Theorem 2.
Let h λ (r) = exp(−λr 2 ) and ) , as follows from the power series expansion
The error term is less than λ 4 /(1 − λ) ≤ 1/500 in λ ∈ [0, ] . We have ϕ(0.19) > 0 > ϕ(0.20) . A numerical calculation shows that ϕ changes sign at λ 0 .1962627 . The function ϕ is negative for all λ > λ 0 . The case ||a|| ∞ > 1/ √ 2 is treated in the Appendix.
The complex case
We briefly consider sections of the complex n-cube B n ∞ (C) := {x ∈ C n | ||x|| ∞ ≤ 1} under product measures
where D = {z ∈ C | |z| ≤ 1} is the circle and h : [0, 1] → R >0 is a C 1 -function. So the measure is given by products of radial function measures on D . For a ∈ S n−1 (C) , let
be the complex (n − 1)-dimensional or real 2(n − 1)-dimensional measure of the section of the n-cube perpendicular to a . The result corresponding to Proposition 4 in the complex case is as follows:
Proposition 15. With h and µ h as above, define f : R → R by
Then for a = (a j )
Proof. Since µ h is radially symmetric in each variable, A(a, h)) = A((|a j |) n j=1 , h) and we may assume that a j ≥ 0 , n j=1 a 2 j = 1 . For the measure
we have with c n := 1/( D h(|x|)dx) n and considering
with Fourier transform in the t ∈ R 2 -variablê
Here ·, · is the scalar product in R 2 . Introducing polar coordinates x j = (r cos ϕ, r sin ϕ) and using that f (a j |s|) .
Taking the inverse Fourier transform in R
2 , we get with u = |s|
In particular, for t = 0 ,
Corollary 16. For j, n ∈ N with j ≤ n and the standard directions
h(r) r dr 
For Lebesgue measure, h = 1 , the last limit is 1.
Proof. Since for small t > 0 , J 0 (t) 1 − t 2 /4 exp(−t 2 /4) , we have for the function f in (16) for small t > 0
Since f is -up to 1/ 1 0 h(r) r dr -the Hankel transform of h , Parseval's formula for the Hankel transform yields that
and therefore
h(r) r dr As shown by Oleskiewicz and Pe lczyński [OP] , the analogue of Ball's result is true in the complex case, that for all directions a ∈ S n−1 (C)
The complex situation is different from the real, however, in the sense that the limit in (18) replacing (2). However, (18) is violated for typical decreasing functions: for any λ > 0, h λ (r) = exp(−λr 2 ) does not satisfy (18). Hence for any λ > 0 and sufficiently large n ≥ n 0 (λ) , we have that
so no complex analogue of Theorem 1 exists for Gaussian type measures.
7 APPENDIX: The case a 1 > 1/ √ 2
In the Gaussian case, the assumption that a 1 = ||a|| ∞ ≤ 1/ √ 2 holds is not needed, as stated in Theorem 2. We now give the Proof of Theorem 2 in the case a 1 > 1/ √ 2 which is rather technical, so it is put as the Appendix. As in Ball's paper [B] , we map the hyperplane section perpendicular into a to the one orthogonal to e 1 without increasing the measure too much. Separating the first coordinate y 1 of a vector y ∈ R n from the remaining coordinates, we write in the following y = y 1 y , with y = t (y 2 , . . . , y n ) and
∞ . The normalized product measure on B n−1 ∞ will be denoted by
We start with a formula for the measure A(a, h) of a cube section, different from the one in Proposition 4, which expresses A(a, h) as the weighted measure of a slab in (n − 1) dimensions.
Proof. Let B := {y ∈ B n ∞ | < y, a >= 0} and consider the n-dimensional enlargement of B of small width 2t, t > 0 ,
Clearly B t ⊇B t := {y ∈ B ∞ | | y, a | ≤ t , ||y || ∞ ≤ 1 − t}, i.e. B t contains a full slab in a slightly smaller cube. We consider also a part of section perpendicular to e 1 ,
and its enlargement of width 2t ,
The following operator A : R n → R n is bijective and maps B t onto S t ,
Its inverse is easily calculated,
The formulas for A and A −1 quickly yield that A(B t ) = S t . Note that Aa = e 1 , Ay, e 1 = y, a . A simple calculation shows that a] ⊥ is the identity and the action of A −1 relative to the basis {e 1 , a} of Span(e 1 , a) is given by the matrix 0 −1/a 1 1 1 + a 1 of determinant 1/a 1 , the determinant of A −1 is 1/a 1 , det A −1 = 1/a 1 . Therefore the transformation formula yields for the n-dimensional product measure of
Since h is continuous, we can divide by the width 2t of S t (|x 1 | ≤ t) and take the limit as t → 0 ,
Note that, with
Remark. Since h is decreasing, (19) will be satisfied if among all functions h allowed, and
We also need that f is an average of sin(t)/t-functions.
Lemma 18. Let h : [0, 1] → R >0 be in C 1 and non-increasing and
a) Let λ be the probability measure on [0, 1] given by
b) There is a probability space (Ω, γ) and there are independent random variables X 1 , · · · , X n : Ω → R 3 with distribution γ such that for any t 1 , · · · , t n ∈ R and all s ∈ R ≥0
where | · | denotes the Euclidean norm on R 3 .
Proof. a) Integration by parts yields, with h (s) ≤ 0, h(s)ds, λ is a probability measure. b) Let (Σ, P ) be a probability space and Y 1 , · · · , Y n : Σ → S 2 ⊂ R 3 denote independent, equally distributed random variables on the sphere S 2 . Then by [KK] 
Let Ω = [0, 1] n × Ω be equipped with the probability measure γ = λ n × P . Then for all s ∈ R ≥0 and t j as before,
Proof Theorem 2:
We will show that in the Gaussian case, h λ (s) := exp(−λs 2 ) , (19) holds for all a 1 = ||a|| ∞ with a 1 > 1/ √ 2 and 0 ≤ λ ≤ λ 0 0.1962627. Throughout we use the following notation:
n−1 and a := a / 1 − a 2 1 ∈ R n−1 . Then ||b|| 2 = (1/a 2 1 − 1), and ||a || 2 = 1. Further b 2 = a 2 /a 1 . We distinguish four different cases i) a 1 ≥ 0.709415, ii) 1/ √ 2 < a 1 < 0.709415, with subcases ii a ) a 2 > 0.606, ii b ) 0 ≤ a 2 < 1/2 and ii c ) 1/2 ≤ a 2 ≤ 0.606. a) Starting with case i), we use that for r ∈ R, h λ (r) = exp(−λ r 2 ) ≤ 1−λ r 2 +λ 2 /2 r 4 =: k λ (r) and that k λ (r) ≥ 1/2 to estimate the left side of (19). Expanding the powers of x , b , odd terms yield zero after integration and the remaining ones are estimated by
Using the symmetry of h λ , we changed the integration boundaries here from [−1, 1] to [0, 1] . Omitting the last term in (21), (19) will be satisfied provided that
holds. Writing the exponentials h λ as power series and integrating term by term, one proves the following inequalities
To prove e. g. the second inequality, calculate the power series of
in λ and show that it yields positive values for all 0 ≤ λ ≤ 1. This power series starts with λ 2 /1890. In the first and third case multiply the right side with the denominator and subtract the numerator to find that these power series start with λ 3 /378 and 421/28350 λ 2 , yielding positive values in the ranges given. Therefore and we want ψ(a 1 , λ) ≤ √ 2 a 1 for all λ ≤ λ 0 0.1962627. For all 1/ √ 2 < a 1 < 1, ψ(a 1 , λ) is increasing in λ and so the worst case is λ = λ 0 . It is easy to see that √ 2 a 1 − ψ(a 1 , λ 0 ) is increasing in a 1 . One has ψ(0.709415, λ 0 ) > 0, and therefore (19) is satisfied for all 0 ≤ λ ≤ λ 0 and a 1 ≥ 0.709415. However, ψ(a 1 , λ 0 ) < 0 for 1/ √ 2 ≤ a 1 < 0.709415. This is because of the last term in λ 2 which for a 1 = 1/ √ 2 is λ 2 /15; it is at most λ 2 0 /15 1/390 . b) We now study the case ii), where 1/ √ 2 < a 1 < 0.709415. Let √ 2 a 1 =: 1+ . Therefore 0 < < 1/300. We first consider subcase ii) a where a 2 is large, a 2 > 0.606. Then 1.98 < a −2
|f (s)| p ds is decreasing, F (p) < 0 and more precisely, for p ∈ [1.98, 2.10] and 0 ≤ λ ≤ λ 0 ,
In fact, for h = 1 and f (s) = sin(s)/s, F (2) 2.221 and F (2) −0.384. The somewhat tedious estimate for F (p) follows from Lemma 9 and Corollary 10 for 0 ≤ s ≤ π,
and Lemma 11 to estimate the size of |f | ln
for s > π. We omit the details.
We know that a −2 j > 2 and, by Proposition 3, F (a −2 j ) ≤ F (2) for all j = 1. As in the case when a 1 ≤ 1/ √ 2, Hölder's inequality, applied to the formula of Theorem 4 yields
This will imply that A(a, h) ≤ 1 π F (2) = A(f 2 , h) provided that we show
Note that
However, this will be compensated by the effect of a 2 unless a 2 is very close to 1/ √ 2 : Since a 2 > 0.606, a −2 2 < 2.73. In the case that a −2 2 > 2.1, we have that F (a −2 2 ) ≤ F (2.1) since F is decreasing in [2, 2.73] . By the mean-value theorem there are a −2 1 < θ 1 < 2 < θ 2 < 2.1 such that
≤ 2.1, we find similarly a −2 1 < θ 1 < 2 < θ 2 < a −2 2 such that
(1 − 3 ); in particular, if a 2 ≤ 0.7 .
In the missing case when
(1 + ) , assume indirectly that (19) were false for such a, i.e.
(1 + )
We will show that I ≤ (1 + 8/15 )
2 ) exp(−2λb 2 x 2 x,ã ) .
Integrating over B
n−1 ∞ , in the last factor also the opposite sign occurs. Using that (exp(u) + exp(−u))/2 ≤ exp(u 2 /2), we find 
. This contradicts the assumption that (19) were false. c) We next consider the subcase ii) b , when 1/ √ 2 < a 1 < 0.749415 and a 2 is small,
. Then (19) will be satisfied, using (21) and (22), if L − 1/200 < √ 2 a 1 which, in fact, is true for any a 1 > 1/ √ 2. We will prove that the (n − 2)-dimensional measure of the (two) (n − 2)-dimensional sections of B n−1 ∞ perpendicular to b at distance t = ±1.1 satisfies
Since the sections at distance ±t with 1 ≤ t ≤ 1.1 are larger than for t = ±1.1, we get that ν ({x ∈ B n−1
. Therefore it suffices to prove (23). By the Proof of Proposition 4, applied in the (n − 1)-dimensional case, we have for the measure of the two sections perpendicular to b at distance t = ±1.1 from the origiñ
The last inequality is shown similarly to [KST] , Lemma 6. By Lemma 9, for 0 ≤ s ≤ π/b 2 and 0 ≤ λ ≤ λ 0 (with λ 0 being the worst case)
We now decompose the integralÃ(b) into four parts, noting that π/b 2 > √ 2π > 3π/2.2 ,
The term cos(1.1s) is positive in the first integral and negative in the second. In the third integral, the part n j=2 f (b j s) of the integrand is positive and decreasing and cos(1.1s) starts out positive at 3π/2.2; therefore the third integral is non-negative. We find
exp(−39/250s 2 − 1/220s 4 ) cos(1.1s) ds
By Lemma 18, . The minimum of g is attained for r = 11 10 − ub, and more precisely for u = 1, r = The function φ is decreasing, therefore For values of a 2 close to 0.6, this technique of estimatingÃ(b) does not seem to yield sufficiently good lower bounds. d) We now consider the last case to prove (19), namely ii) c : 1/ √ 2 < a 1 < 0.709415 and 1/2 < a 2 < 0.606. Let √ 2a 1 = 1 + . In this case, we use a perturbation argument, starting from (19) in the known case when the first coordinate is 1/ √ 2. Let
Hence by Theorem 1 and Lemma 17, (19) holds for a, i.e. for 0 ≤ λ ≤ λ 0 0.1962627
We have to show that J := h λ ( x , a /a 1 ) dν(x ) ≤ (1 + )
Notice that J > I since the integrand and the slab over which the integral extends are both slightly larger in J than in I. We will show that the difference J − I is bounded by B n−1 ∞ h(x 2 ) dν(x ) . We estimate the larger integrand similarly as in part a). The effect of the larger domain is estimated by a method similar to c); however, this time we prove that the sections at distance 1 from the origin are not too large (≤ 0.434) instead of being not too small (≥ 0.1) as was the case in c).
We have for h λ (s) = exp(−λs 2 ), 0 ≤ λ ≤ λ 0 and | x , a | ≤ 1 that h λ ( x , a /a 1 ) = h λ ( x , a ) exp(λ(2 − 1/a (28)), and for all 1/ √ 2 < α 2 < 0.86 and 0 ≤ λ ≤ λ 0 , we have that 0.5901 ≤ I 1 (α 2 , λ) ≤ 0.5925. For fixed λ, I 1 (α 2 , λ) changes by less than 0.0002 in α 2 , so the small variation of I 1 (α 2 , λ) is essentially one in λ. In the interval [π/2, γπ] where cos(s) ≤ 0 the functions f λ differ slightly more from the lower sin(s)/s -estimate and the upper exponential estimate, and I 2 (α 2 , λ) varies by larger amount than I 1 (α 2 , λ), namely between −0.19 and −0.22, being increasing in α 2 and decreasing in λ. The result is that also I(α 2 , λ) := I 1 (α 2 , λ) + I 2 (α 2 , λ) is increasing in α 2 and decreasing in λ. We use Lemma 18 a) to calculate these integrals containing f λ , yielding the estimates . Actually, for values of r between 1 and 2, the above formula for g(α 2 , r, u) has to be modified by including sgn (±1 ± r + ub)-terms; however, the maximum is not attained there. The maximum is attained at a point of differentiability of g(α 2 , ·, 1) . Note that M 2 (λ) ≤ M 2 (λ 0 ) 1.26 and hence using (29) 
