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Abstract
In this paper, we consider the existence of infinitely many solutions of noncooperative elliptic
systems perturbed from odd cases.
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1. Introduction
Let N  2 and Ω ⊂ RN be a bounded domain with a smooth boundary. We consider
the non-cooperative elliptic system of the form{−u = Gu(x,u, v) in Ω ,
v = Gv(x,u, v) in Ω ,
u = v = 0 on ∂Ω ,
(P)
where G ∈ C1(Ω × R2). Recently the existence and multiplicity of solutions for the non-
cooperative elliptic system of the form (P) have been studied by many authors. In [18],
Zou considered the multiple existence of solutions for non-cooperative elliptic system in
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other hand, in the case that the nonlinear term has superlinear growth, the existence and
multiplicity of solutions of problem (P) was considered in [10] (cf. also [12]). Recently
Bartsch and de Figueiredo [5] established the existence of infinitely many solutions for a
cooperative odd elliptic system by variational arguments (cf. also Bartsch and Clapp [4],
Clapp and Ding [7,9]). The critical point theorem which was used in [5] is applicable to the
non-cooperative elliptic system above and we can derive the existence of infinitely many
solutions for odd cases. It is natural to ask if the infinitely many solutions persist under
perturbations of the odd cases. In the case of semilinear elliptic equations, perturbed prob-
lems were first considered by Bahri and Berestycki [2], Rabinowitz [13] and Struwe [16].
In the present paper, we establish the existence of infinitely many solutions of problem (P)
which is perturbed from odd cases. Our method employed here is based on the calculation
of homology groups and homotopy groups of level sets of functionals related to prob-
lem (P). To state our main result, we need some notations. We denote by ‖ · ‖ the norm of
H 10 (Ω) generated by the inner product 〈u,v〉 =
∫
Ω
∇u ∇v dx for u,v ∈ H 10 (Ω). We put
H = H 10 (Ω)×H 10 (Ω). The inner product and the norm of H is given by
〈U,V 〉 = 〈u1, v1〉 + 〈u2, v2〉, ‖U‖2 = ‖u1‖2 + ‖u2‖2
for (u1, u2), (v1, v2) ∈ H. Let λ1 < λ2  λ3  · · · be the sequence of eigenvalues of the
laplacian on Ω with Dirichlet boundary condition. We put L = (−,). Then the se-
quence · · · − λ2 < −λ1 < 0 < λ1 < · · · is the sequence of eigenvalues of L on H. We put
2∗ = 2N/(N − 2) for N  3, and 2∗ = ∞ for N = 2. Throughout the rest of this paper,
we assume that p,q ∈ (0,∞) and F,G ∈ C2(Ω × R2). We now state our assumptions:
(F1) There exists c1, c2 > 0 and p∗ ∈ [2,min{p + 1, q + 1}) such that∣∣Fu(x,u, v)u∣∣ c1|u|p+1 + c2(|u|p∗ + |v|p∗), (1.1)∣∣Fv(x,u, v)v∣∣ c1|v|q+1 + c2(|u|p∗ + |v|p∗) (1.2)
and
Fu(x,u, v)u+ Fv(x,u, v)v  c1
(|u|p+1 + |v|q+1) (1.3)
for all (x,u, v) ∈ Ω × R × R.
(F2) There exists c3 > 0 such that
1
2
(
Fu(x,u, v)u+ Fv(x,u, v)v
)
 F(x,u, v)+ c3
(|u|p+1 + |v|q+1)
for all (x,u, v) ∈ Ω × R2.
(F3) λ = min{Fvv(x,u, v): (x,u, v) ∈ Ω × R2}−λ1.
(F4) F(x,−u,−v) = F(x,u, v) for all (x,u, v) ∈ Ω × R2.
We put
Λ = {F ∈ C2(Ω × R2): p ∈ (1,pN), q ∈ (1,2∗ − 1) and F satisfies (F1)–(F4)},
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2(pN + 1)
N(pN − 1) = 1 +
1
pN
when N  3, and pN = ∞ when N = 2 (cf. Remark 4).
We impose the following condition on G:
(G0) G ∈ C2(Ω × R2) and there exist a0, a1 ∈ L(p+1)/p(Ω) and F ∈ Λ such that∣∣(Fu −Gu)(x,u, v)u∣∣ a0(x)|u|,∣∣(Fv −Gv)(x,u, v)v∣∣ a1(x)(1 + |v|β)
for (x,u, v) ∈ Ω × R2, where 0 β max{1, (q + 1)/(p + 1)}.
For a functional G satisfying (G0), we define a functional J on H by
J (U) = J (u, v) = 1
2
(∫
Ω
|∇u|2 −
∫
Ω
|∇v|2
)
−
∫
Ω
G(x,u, v) dx
for each U = (u, v) ∈ H. Then each solution of (P) is a critical point of J. We can now
state our main result.
Theorem 1. Suppose that G satisfies (G0). Then there exists a sequence {Un} ⊂ H of
solutions of (P) with J (Un) → ∞, as n → ∞.
Remark 1. In (1.1), (1.2) and (1.3), we used the same constants c1 and c2 for simplicity.
The assertion of Theorem 1 is valid if the constants are different in each inequality.
We next consider the case that G is subquadratic with respect to v. For simplicity of
notations, we put h(q)(x) = |x|2+q/(x2 + 1) for each q ∈ (0,1) and x ∈ R. We impose the
following conditions:
(F1′) There exist c1, c2 > 0 and p∗ ∈ (0, q + 1) such that (1.1), (1.2) and the following
inequalities hold:
c1
(|u|p+1 − h(q+1)(v))− c2(h(p∗)(v)+ h(p∗)(v))
 Fu(x,u, v)u+ Fv(x,u, v)v  c1
(|u|p+1 − h(q+1)(v))
for all (x,u, v) ∈ Ω × R × R.
(F2′) There exists a positive number c′3 such that
1
2
(
Fu(x,u, v)u+ Fv(x,u, v)v
)
 F(x,u, v)+ c′3
(|u|p+1 + h(q+1)(v))
for all (x,u, v) ∈ Ω × R2.
We put
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and (F1′), (F2′), (F3), and (F4) holds}.
We impose the following condition on G:
(G0′) G ∈ C2(Ω × R2) such that there exist a′0, a′1 ∈ L(p+1)/p(Ω) and G ∈ Λ′ such that∣∣(Fu −Gu)(x,u, v)u∣∣ a′0(x)|u|,∣∣(Fv −Gv)(x,u, v)v∣∣ a′1(x)(1 + |v|β)
for (x,u, v) ∈ Ω × R2, where 0 β  (q + 1)/(p + 1).
Theorem 2. Suppose that G satisfies (G0′). Then there exists a sequence {Un} ⊂ H of
solutions of (P) with J (Un) → ∞, as n → ∞.
Remark 2. Let α,β, δ  0 and p ∈ (1,pN), q ∈ (1,2∗ − 1). We put
F(u, v) = αu2 + 2δuv + γ v2 + |u|p+1 + |v|q+1
for u,v ∈ R2. Assume that δ2 < αγ. Then noting that αu2 + 2δuv + γ v2  0 for all u,v,
we have that F satisfies conditions (F1)–(F4) with p∗ = 2. We now assume that N = 3 and
(q + 1)/(p + 1) > 2, and put
G(u,v) = F(u, v)+ h1(x)u+ h2(x)v + cosv2
for (u, v) ∈ R2 and x ∈ Ω, where h1, h2 ∈ L(p+1)/p(Ω). Then one can see that G satisfies
(G0) with β = 2. Then the nonhomogeneous problem
−u = αu+ δv + |u|p−1u+ h1(x),
v = δu+ βv + |v|q−1v − 2v sinv2 + h2(x),
has infinitely many solutions. For an example of a functional in Λ′, we give the following
function. Let p ∈ (1,pN) and q ∈ (0,1), and put
F(u, v) = − lg(1 + (u2 + v2)1/2)+ |u|p+1 − h(q+1)(v).
Then we have that F ∈ Λ′. One can see that G(u,v) = F(u, v) + h3(x)u satisfies the
condition (G0′), where h3 ∈ L(p+1)/p(Ω).
Remark 3. In (F1′) and (F2′), the gauge function h(q) is chosen as a function satisfying
lim|t |→∞ h(q+1)(t)/tq+1 and lim|t |→∞ h(q+1)(t)/t2 exist for q ∈ (0,1). We may replace
h(q) with a function having the same properties.
2. Preliminaries
Let A ⊂ X be a subset of topological space X and x ∈ A. We denote by Hn(X,A) the
n-homology group with coefficients in Z. We denote by πn(X,x) the n-homotopy group of
pointed set (X,x) for each n 1. If X is pathwise connected, we simply write πn(X). For
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each k  1, we denote by Dk and Sk−1 the unit disk and the unit sphere of k-dimensional
Euclidean space, respectively. We put Dk+ = {x = (x1, . . . , xn) ∈ Dk: xn  0} and Dk− =
−Dk+. We also put Dk,i = Dk × Di and Dk,i+ = Dk+ ×Di, Dk,i− = −Dk,i+ for k, i  1. We
denote by Br(x) the open ball of H centered at x ∈ H with radius r . For each functional
I :H → R and a ∈ R, Ia stands for the level set defined by Ia = {v ∈ H : I (v)  a}. We
denote by | · |r the norm of Lr(Ω) for each r ∈ (0,∞]. For simplicity of notation, we put
Φ(U) = Φ(u,v) = |u|p+1p+1 + |v|q+1q+1 and
Φh(U) = |u|p+1p+1 + h(q)(v) for U = (u, v) ∈ H.
We put S = {v ∈ H : ‖v‖ = 1}. Let H = Y ⊕ Z, where Y = H 10 (Ω) × {0} and Z = {0} ×
H 10 (Ω). For each n  1, we denote by Zn ⊂ Z the n-dimensional space spanned by the
eigenfunctions corresponding to the eigenvalues −λ1,−λ2, . . . ,−λn. Then we have Z1 ⊂
Z2 ⊂ · · · ⊂ Z and ⋃∞n=1 Zn = Z. We put Hn = Y ⊕ Zn. We denote by Pi :H → Hi the
metric projection for each i  1. Throughout the rest of this paper, we assume that F ∈
Λ∪Λ′ and G satisfies (G0) or (G0′), respectively. For simplicity of notations, we omit the
first variable of F and G. That is we write F(u, v) and G(u,v) instead of F(x,u, v) and
G(x,u, v), respectively. We also put (f, g) = (Fu,Fv). We define a functional I by
I (U) = I (u, v) = 1
2
(∫
Ω
|∇u|2 −
∫
Ω
|∇v|2
)
−
∫
Ω
F(u, v) dx
for each U = (u, v) ∈ H. We denote by I (i) and J (i) the restriction of I and J on Hi , re-
spectively. For each U ∈ S, we put l(U) = {tU : t ∈ R} and c1(U) = sup{I (U¯): U¯ ∈ l(U)}.
We denote by C,C1, . . . ,Cn various constants depend only on F and G. Our purpose in
the rest of this section is to construct subsets D and D′ of H such that each critical point
of J (or I ) with a large critical value is contained in D, and the mapping t → J (tU)
(t → I (tU)) is decreasing for t ∈ R and U ∈ H with tU ∈D′.
We first note that conditions (1.1) and (1.2) imply that there exists C0 > 0 such that∣∣〈f (u, v), u〉+ 〈g(u, v), v〉∣∣ C0(Φ(U)+ 1) (2.1)
and ∣∣∣∣
∫
Ω
F(U)
∣∣∣∣C0(Φ(U)+ 1) (2.2)
for each U = (u, v) ∈ H. Similarly, if F ∈ Λ, it follows from (1.3) that there exists c0 > 0
such that
∫
F(U)
∫ 1∫ (
f (tu, tv)u+ g(tu, tv)v)dt dx  c0Φ(U) (2.3)Ω Ω 0
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c5 and c6 > 0 such that∫
Ω
F(U) c4|u|p+1p+1 − c5|v|q+1q+1 − c6 for U = (u, v) ∈ H. (2.4)
Lemma 1. (1) For each U ∈ S, lim|t |→∞ I (tU) = −∞. (2) Suppose U ∈ H satisfies
〈∇I (U),U 〉 = 0 and 〈∇I (tU),U 〉 = 0 for t ∈ (0,1). Then I (U) > 0.
Proof. (1) Let F ∈ Λ. Then from (2.3), we have that
I (tU) = t
2
2
(‖u‖2 − ‖v‖2)− ∫
Ω
F(tu, tv)
 t
2
2
(‖u‖2 − ‖v‖2)− c0(|t |p+1|u|p+1p+1 + |t |q+1|v|q+1q+1) (2.5)
for U = (u, v) ∈ S and t ∈ R. Then we have lim|t |→∞ I (tU) = −∞. In case F ∈ Λ′, we
have by (2.4) that
I (tU) t
2
2
(‖u‖2 − ‖v‖2)− (tp+1c4|u|p+1p+1 − tq+1c5|v|q+1q+1 − c6) (2.6)
for U = (u, v) ∈ S and t ∈ R. Then noting q < 1,we have that (1) holds.
(2) Let F ∈ Λ and U ∈ S. Suppose there exists su > 0 such that U¯ = s0U = (w, z)
satisfies 〈∇I (U¯), U¯ 〉 = 0 and 〈∇I (tU¯ ), U¯ 〉 = 0 for t ∈ (0,1). Then since 〈∇I (suU),U 〉 =
〈LsuU − ∇F(suU),U 〉 = 0, we have
‖w‖2 − ‖z‖2 = 〈f (w, z),w〉+ 〈g(w, z), z〉. (2.7)
Then it follows from (F2) that
I (U¯) = 1
2
(‖w‖2 − ‖z‖2)− ∫
Ω
F(w, z) c3Φ(w,z) > 0. (2.8)
Since I (0) = 0, this implies I (tU¯ ) > 0 for t ∈ (0,1). We next assume that F ∈ Λ′. Then
by using (F2′), we have
I (U¯) c′3Φh(w, z) > 0. (2.9)
Then by the same argument above, we have the assertion holds. 
Lemma 2. There exist positive numbers m0,m1 and m2 such that for each U ∈ S there
exists tU > 0 satisfying
(1) I (tU) >m0Φ(tu, tv)−m2 for t ∈ (0, tU ];
(2) 〈∇I (tU), tU 〉 < −m1Φ(tu, tv)+m2 for t ∈ [tU ,∞).
Proof. The case F ∈ Λ. We first prove (1) and (2) for U ∈ S with c1(U) > 0.
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such that U¯ = (w, z) = (suu, suv) satisfies 〈∇I (U¯), U¯ 〉 = 0 and 〈∇I (tU¯ ), tU¯ 〉 > 0 for
t ∈ (0,1). Then we have
‖tw‖2 − ‖tz‖2  〈f (tw, tz), tw〉+ 〈g(tw, tz), tz〉 (2.10)
for t ∈ [0,1]. Then by (2.8) with w and z replaced by tw and tz, we have
I (tU¯ ) c3Φ(tw, tz) (2.11)
for each t ∈ [0,1]. On the other hand, we have by (F1) that there exists C > 0 such that∣∣〈f (sw, sz),w〉+ 〈g(sw, sz), z〉∣∣C(sp|w|p+1 + sq |z|q+1 + 1) (2.12)
for each s ∈ R+. Then
F(tw, tz)− F(w, z) =
t∫
1
〈
f (sw, sz),w
〉+ 〈g(sw, sz), z〉ds
 C(t − 1)(t−1Φ(tw, tz)+ 1)
for each t  1. Let t˜  1 such that
M = C(t˜ − 1)max{t˜p, t˜q} < c3.
Then we have by (F2) and the definition of Φ that for each t ∈ [1, t˜],
I (tU¯ ) = 1
2
(‖tw‖2 − ‖tz‖2)− ∫
Ω
F(tw, tz)
 t
2
2
(〈
f (w, z),w
〉+ 〈g(w, z), z〉)− ∫
Ω
F(w, z)
−C(t − 1)(t−1Φ(tw, tz)+ 1)
 (c3 −M)Φ(w,z)−Ct˜.
 (c3 −M)
(
max{t˜p, t˜q})−1Φ(tw, tz)−Ct˜. (2.13)
Then we find by (2.11) and (2.13) that
I (ts0U) = I (tU¯ )m0Φ(ts0u, ts0v)−Ct˜
for all t ∈ [0, t˜], where m0 = (c3 − M)(max{t˜p, t˜q})−1. Thus we have that (1) holds with
tU = s0 t˜ and m2 = Ct˜ .
(2) Let (w, z) be as above. Then we have by (F1) and (2.7) that there exists C > 0 such
that for each t  t˜ ,〈∇I (tU¯ ), tU¯ 〉
= ‖tw‖2 − ‖tz‖2 − 〈f (tw, tz), tw〉+ 〈g(tw, tz), tz〉
 t2
〈
f (w, z),w
〉+ 〈g(w, z), z〉− 〈f (tw, tz), tz〉+ 〈g(tw, tz), tz〉
< t2c1
((|w|p+1 + |z|q+1)+C(|w|p∗ + |z|p∗ ))− c1(|tw|p+1 + |tz|q+1)p+1 q+1 p+1 q+1 p+1 q+1
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+ t2c1C
(|w|p∗p+1 + |z|p∗q+1). (2.14)
From elementary calculation, we find that there exist C1 and C2 such that
(t2 − tp+1)ap+1 + t2Cap∗ −C1tp+1ap+1 +C2 (2.15)
for any a > 0 and t  1. Then we find
(t2 − tp+1)|w|p+1p+1 +Ct2|w|p
∗
p+1 −C1|tw|p+1p+1 +C2 (2.16)
for all t  t˜ . The same inequality holds for z. Then we find by (2.14) that (2) holds for
t ∈ [tU ,∞) with m1 = c1C1 and m2 = c1C2. Lastly we choose m2 = max{c1C1,Ct˜}, then
(1) and (2) hold. We next consider the case that U ∈ S with c1(U)  0. In this case, we
find by (2) of Lemma 1 that t → I (tU) is decreasing on (0,∞). That is
‖tu‖2 − ‖tv‖2  〈f (tu, tv), tu〉+ 〈g(tu, tv), tv〉
holds for all t  0. Then (2.14) holds for any (w, z) ∈ l(U). That is (2) holds for arbitrary
tU > 0. Let m0 and m2 be the constants fixed in the argument above. Then if we choose
tU > 0 sufficiently small, (1) holds for t ∈ [0, tU ]. Then we obtain that (1) and (2) holds
for tU sufficiently small.
The case F ∈ Λ′. We first note that from the definition of h(q), we have there exists
c7 > 0 such that
Φh(U)Φ(U)− c7 for all U ∈ H. (2.17)
(1) Let U ∈ S with c1(U) > 0. We choose t˜ > 0 satisfying
M = C(t˜ − 1)max{t˜p, t˜q} +C0(t˜ 2 − 1) < c′3.
From (2.12), (2.2) and (F2′), we have the following inequality instead of (2.13):
I (tU¯ ) = t
2
2
(〈
f (w, z),w
〉+ 〈g(w, z), z〉)− t2 ∫
Ω
F(w, z)
+ t2
∫
Ω
F(w, z)−
∫
Ω
F(tw, tz)
 c′3Φh(w, z)+ (t2 − 1)
∫
Ω
F(w, z)−C(t − 1)(t−1Φ(tw, tz)+ 1)
 (c′3 −M)Φ(w,z)− c′3c7 −C0 t˜ 2 −Ct˜
 (c′3 −M)
(
max
{
t˜
p
u , t˜
q
u
})−1
Φ(tw, tz)−C0 t˜ 2 −Ct˜ (2.18)
for t ∈ [1, t˜u]. Then by the same argument as above, (1) holds.
(2) By using (F1′), we have instead of (2.14) that for each t  t˜ ,〈∇I (tU¯ ), tU¯ 〉< c1(t2 − tp+1)|w|p+1p+1 − c1(t2h(q+1)(z)− h(q+1)(tz))
+ c2
(|tw|p∗ + h(p∗)(tz)).
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C1,C2 > 0 such that
−c1
(
t2a3+q
a2 + 1 −
t3+qa3+q
t2a2 + 1
)
+ c2 t
3+p∗a3+p∗
t2a2 + 1 −C1
t3+qa3+q
t2a2 + 1 +C2
for any a > 0 and t  1. Then
−c1
(
t2h(q+1)(z)− h(q+1)(tz))+ c2h(p∗)(tz)−C1h(q+1)(z)+C2
holds. We can also get an inequality similar to the inequality above for w. Then since there
exists C3 > 0 such that h(q+1)(z) 2|z|q+1 −C3 for all z ∈ R, the assertion follows. 
From Lemma 2 we can see that for each U ∈ S, the set Au of s ∈ R+ which satisfies
(1) and (2) of lemma with s = tU is a nonempty open interval. It then follows, from the
continuity of functions, U → I (U), U → Φ(U), we can define a function τ ∈ C∞(S;R+)
such that for each U ∈ S,{
I (tU) >m0Φ(tU)−m2 for t ∈ (0, τ (U)];
〈∇I (tU), tU 〉 < −m1Φ(tU)+m2 for t ∈ [τ(U),∞). (2.19)
It is easy to check that there exists t0 > 0 such that
I (tU) > (m0/2)Φ(tU)− 2m2 (2.20)
for U ∈ S and t ∈ (0, τ (U)+ t0]. Throughout the rest of this paper, we fix t0 and put
D = {tU : U ∈ S, t ∈ [0, τ (U)]},
D′ = {tU : U ∈ S, t ∈ [0, τ (U)+ t0]}.
Lemma 3. For each {Un} ⊂ Dc ∩ D′ with limn→∞ I (Un) = ∞, limn→∞ Φ(Un) = ∞
holds.
Proof. Suppose that {Un} = {(un, vn)} ⊂Dc ∩D′ satisfies the assumption. By (2.19), we
have
‖un‖2 − ‖vn‖2 <
〈
f (un, vn), un
〉+ 〈g(un, vn), vn〉−m1Φ(Un)+m2
 C0
(
Φ(Un)+ 1
)−m1Φ(Un)+m2.
Then by (2.2), we have that there exists C > 0 such that
I (Un)
1
2
{
C0
(
Φ(Un)+ 1
)−m1Φ(Un)+m2}−
∫
Ω
F(Un)
C
(
Φ(Un)+ 1
)
for n 1.
Then we find that limn→∞ Φ(Un) = ∞. 
One can see from the definition of J and τ that
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(1) |J (U)− I (U)| l1Φ(u,v)1/(p+1) + l2;
(2) J (tU) > (m0/4)Φ(tu, tv)−m3, t ∈ (0, τ (U)+ t0];
(3) 〈∇J (tU), tU〉−(m1/2)Φ(tu, tv)+m3, t ∈ (τ (U)+ t0,∞).
Proof. We suppose that G satisfies (G0). The proof for (G0′) is the same as that for (G0).
(1) Let U = (u, v) ∈ H. Then noting that β < (q + 1)/(p + 1), for some l1, l2 > 0 we
have ∫
Ω
∣∣〈(∇J − ∇I )(U),U 〉∣∣ ∫
Ω
(∣∣a0(x)∣∣|u| + a1(x)(1 + |v|β))dx
 |a0|(p+1)/p|u|p+1 + |a1|1 + |a1|r |v|βq+1
 l1
(|u|p+1p+1 + |v|q+1q+1)1/(p+1) + l2, (2.21)
where 1/r = 1 − β/(q + 1). Then
∣∣I (U)− J (U)∣∣ ∫
Ω
1∫
0
∣∣〈∇F(tU)− ∇G(tU),U 〉∣∣dt
 l1Φ(u,v)1/(p+1) + l2. (2.22)
(2) Follows from (1) and (2.20).
(3) Follows from (2.21) and (2.19). 
3. Reductions
In this section, we define reduced functionals I˜ and I˜ (i) of I and I (i) on Y, respectively,
and give some properties of them.
Lemma 5. There exists an odd mapping ϕ ∈ C1(Y ;Z) such that〈L(U + ϕ(U))− ∇F (U + ϕ(U)),V 〉= 0 for all V ∈ Z. (3.1)
Proof. The assertion can be proved by a standard argument. Then we just give a sketch of
the proof. Let U = U0 + V1 ∈ H and V = U0 + V2 ∈ H with U0 ∈ Y and V1,V2 ∈ Z. We
put V1 = (0, v1) and V2 = (0, v2) where v1, v2 ∈ H 10 (Ω). Then by (F3),〈∇I (U)− ∇I (V ),U − V 〉
= 〈L(U − V ),U − V 〉− 〈∇F(U)− ∇F(V ),U − V 〉
−‖V1 − V2‖2 −
〈
fv(U)− fv(V ), v1 − v2
〉
−‖v1 − v2‖2 − λ|v1 − v2|2 −
(
1 − λ
)
‖v1 − v2‖2 < 0.λ1
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a continuous function ϕ :Y → Z such that
I
(
U + ϕ(U))= max
V∈Z I (U + V ).
Then ϕ satisfies (3.1). Since I is an even functional, we can see that ϕ is odd. It also follows
by the same argument as in [1] that ϕ ∈ C1(Y ;Z). 
We now define a functional I˜ :Y → R by
I˜ (U) = I(U + ϕ(U)) for U ∈ Y.
From Lemma 5, we find that I˜ is an even functional in C1(Y ). It also follows from the
definition that each critical point of I˜ corresponds to a critical point of I.
Lemma 6. Let U ∈ Y ∩ S. Then lim sup|t |→∞ I˜ (tU) = −∞ holds.
Proof. Let U = (u,0) ∈ Y ∩ S. In the case F ∈ Λ, we have by (2.3) that
I˜ (tU) 1
2
(
t2‖u‖2 − ∥∥ϕ(tU)∥∥2)− c0(|t |p+1|u|p+1p+1 + ∣∣ϕ(tU)∣∣q+1q+1)
for each t ∈ R. Then we find that I˜ (tU) → −∞, as |t | → ∞. On the other hand, if F ∈ Λ′,
we have by (2.4) that
I˜ (tU) 1
2
(
t2‖u‖2 − ∥∥ϕ(tU)∥∥2)− c4|t |p+1|u|p+1p+1 + c5∣∣ϕ(tU)∣∣q+1q+1 + c6.
Then since there exists Cq > 0 such that |v|q+1  Cq‖v‖ for v ∈ H 10 (Ω) and q < 1, we
have I˜ (tU) → −∞, as |t | → ∞. 
Lemma 7.
(1) ϕ :Y → Z is weakly continuous and there exist m˜1, m˜2 > 0 such that∣∣ϕ(U)∣∣q+1
q+1 +
∥∥ϕ(U)∥∥2  m˜1|U |p+1p+1 + m˜2 for each U ∈ Y. (3.2)
(2) For each c > 0, there exists η(c) > 0 and mc > 0 such that〈∇ I˜ (U),U 〉−mc|U |p+1p+1 for U ∈ Y with |U |p+1  η(c).
(3) I˜ satisfies Palais–Smale condition on Y and Hk(I˜c) = 0 for c < 0 and k  1.
Proof. (1) We prove the case F ∈ Λ. Let U ∈ Y. From the definition of ϕ, we have〈Lϕ(U)− ∇F (U + ϕ(U)), ϕ(U)〉= 0.
By (F1) we have that
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(|u|p+1p+1 + ∣∣ϕ(U)∣∣q+1q+1)+ ∥∥ϕ(U)∥∥2  〈∇F (U + ϕ(U)),U 〉

∫
Ω
(
c1|u|p+1 + c2
(|u|p∗ + ∣∣ϕ(U)∣∣p∗))
 c1|u|p+1p+1 +C
(|u|p∗p+1 + ∣∣ϕ(U)∣∣p∗q+1)
for some C > 0. Since p∗ < min{p + 1, q + 1}, we can see that (3.2) holds for some m˜1
and m˜2 > 0. By the same argument as above, we find that (3.2) holds in the case F ∈ Λ′.
Now let {Ui} ⊂ Y be a sequence such that Ui → U ∈ Y weakly. Then from (3.2), we have
that {‖ϕ(Ui)‖} is bounded. Then we may assume that Ui → U strongly in Lp+1(Ω) and
ϕ(Ui) → V ∈ Z strongly in Lq+1(Ω). Then we have for each W ∈ Z,〈LV − ∇F(U + V ),W 〉= lim
i→∞
〈Lϕ(Ui)− ∇F (Ui + ϕ(Ui)),W 〉= 0.
This implies that V = ϕ(U). Therefore ϕ is weakly continuous.
(2) Suppose, by contradiction, that there exist sequences {Un} = {(un,0)} ⊂ I˜c and
{εn} ⊂ R+ such that
lim
n→∞ εn = 0, limn→∞|Un|p+1 = ∞ and〈∇ I˜ (Un),Un〉−εn|Un|p+1p+1 for all n 1.
Then since
‖un‖2 −
∥∥ϕ(un)∥∥2  〈f (un,ϕ(un)), un〉+ 〈g(un,ϕ(un)), ϕ(un)〉− εn|Un|p+1p+1,
we have by (2.9), (2.11) and (2.17) that
I˜ (Un)min{c3, c′3}Φ
(
Un,ϕ(Un)
)− c′3c7 − εn|Un|p+1p+1.
Since limn→∞ |Un|p+1p+1 = ∞, we find limn→∞ I˜ (Un) = ∞. This is a contradiction. Then
the assertion follows.
(3) One can easily verify that I˜ satisfies Palais–Smale condition for each c ∈ R by
a standard argument. On the other hand, noting that each nontrivial critical point U =
(u,ϕ(u)) satisfies (2.7) with (w, z) replaced by (u,ϕ(u)), we have by (2.8) and (2.9) that
I˜ (U) > 0 for each critical point of I˜ . That is there is no critical point in I˜c for c < 0. Then
since I˜ (tU) is decreasing for t sufficiently large, we find that H∗(I˜c) ∼= H∗(SY ), where SY
is the unit sphere of Y. Since SY is contractible, Hm(I˜c) = 0 for m> 0. 
For each c > 0, we put
D˜(c) = {U ∈ Y : |U |p+1  η(c)} and D˜′(c) = {U ∈ Y : |U |p+1  η(c)+ t0}.
In the same way as above, we can define a mapping ϕi ∈ C1(Y ;Zi) satisfying〈Lϕi(U)− ∇F (U + ϕi(U)),Z〉= 0 for all Z ∈ Zi.
We define a functional I˜ (i) ∈ C1(Y ) by
I˜ (i)(U) = I (i)(U + ϕi(U)) for all U ∈ Y.
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i  1. Then the assertion of Lemma 7 holds for ϕi. We also note that each critical point of
I˜ (i) corresponds to a critical point of I (i).
Lemma 8. For c > 0, ϕi → ϕ uniformly on I˜c ∩ D˜′(c).
Proof. Let c > 0 and {Un = (un,0)} ⊂ I˜c ∩ D˜′(c) be any sequence. By (1) of Lemma 7,
{‖ϕ(Un)‖} is bounded. Since
‖Un‖2 = 2I
(
Un + ϕ(Un)
)+ ∥∥ϕ(Un)∥∥2 +
∫
Ω
F(Un)
 2c + ∥∥ϕ(Un)∥∥2 +C0(Φ(Un,ϕ(Un))+ 1),
we also have that {‖Un‖} is bounded. Then we may assume that Un → U ∈ Y weakly
in H , and strongly in Lp+1(Ω). As we pointed out above, the assertion of Lemma 7 holds
for ϕn. Therefore we find by (1) of Lemma 7 that {‖ϕn(Un)‖} is bounded. Then we may
assume that ϕn(Un) → W weakly in H and strongly in Lq+1(Ω). Then we have for each
V ∈ Z,〈LW − ∇F(U +W),V 〉= lim
n→∞
〈Lϕn(Un)− ∇F (Un + ϕn(Un)),V 〉= 0.
From the definition of ϕn, we have that
lim
n→∞
∥∥ϕn(Un)−W∥∥2
= − lim
n→∞
〈L(ϕn(Un)−W ), ϕn(Un)−W 〉
= − lim
n→∞
〈∇F (Un + ϕn(Un))− ∇F(U +W),ϕn(Un)−W 〉. (3.3)
Since ∇F(Un + ϕn(Un)) → ∇F(U + W) strongly in Lp+1(Ω) × Lq+1(Ω), we find that
limn→∞ ‖ϕn(Un)−W‖2 = 0. Then we obtain that ϕi → ϕ uniformly on I˜c ∩ D˜′(c). 
4. Regular values of functionals
Let E be a Hilbert space and I, J ∈ C1(E). Let S ⊂ E be the unit sphere of E, τ ∈
C∞(S; R+) and t0 > 0. We put
D = {tu: u ∈ S, t ∈ [0, τ (u)]} and D′ = {tu: u ∈ S, t ∈ [0, τ (u)+ t0]}.
Let ζ ∈ C∞(R; [0,1]) be a mapping such that ζ(0) = 1 and ζ(t0) = 0. We put
µ(u) =


1 for ‖u‖ τ( u‖u‖),
ζ
(‖u‖ − τ( u‖u‖)) for τ( u‖u‖) ‖u‖ τ( u‖u‖)+ t0,
0 for ‖u‖ > τ( u‖u‖)+ t0.
We define a functional J {I,J } by
J {I,J }(u) = (1 −µ(u))I (u)+µ(u)J (u) for u ∈ E.
From the definition, J {I,J } = J on D and J {I,J }=I on (D′)c.
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c2 < c3 and
Ic1 ∩D′ ⊂ Jc2 ∩D′ ⊂ Ic3 ∩D′.
Then J = J {I,J } satisfies
Ic1 ⊂ Jc2 ⊂ Ic3 . (4.1)
Assume, in addition, that there exist functions θ, σ :E → R+ such that〈∇I (u),u〉−θ(u) on Ic3 ∩ I cc1 ∩Dc, (4.2)〈∇J (u),u〉−θ(u) on Ic3 ∩ I cc1 ∩Dc, (4.3)
and ∣∣I (u)− J (u)∣∣ σ(u) for u ∈ Ic3 ∩ I cc1 ∩D′. (4.4)
If θ(u)/σ (u) > |ζ ′|∞ on Ic3 ∩ I cc1 ∩ (Dc ∩D′), then Jc2 ∼= Jc2 .
Proof. Relations (4.1) follows directly from the definition. Let u ∈ S and t ∈ (0,∞). Then
by (4.2) and (4.3),
d
dt
J (tu) = (1 −µ(tu))〈∇I (tu), u〉+µ(tu)〈∇J (tu),u〉
−
(
d
dt
µ(tu)
)(
I (tu)− J (tu))
−θ(tu)+ |ζ ′|∞σ(tu). (4.5)
Then if θ(tu)/σ (tu) > |ζ ′|∞ for tu in (Ic3 ∩ I cc1) ∩ (Dc ∩ D′), we have by the definition
of J that
d
dt
J (tu) < 0 for u ∈ S and t ∈ [τ(u),∞) with tu ∈ Ic3 ∩ I cc1 . (4.6)
Put c = c2. Let u = t0u0 ∈ Ic3 with t0 > 0 and u0 ∈ S. Then J (u) = J (u) if t0 ∈ [0, τ (u)],
and J (su) and J (su) are strictly decreasing for s ∈ [1,∞) if t0 ∈ [τ(u),∞) and su ∈ I cc1 .
Then we can define a mapping ξ :Jc → Jc ∩ Jc by ξ(u) = tu, where t = 1 if u ∈ Jc and
t > 1 such that J (tu) = c if J (u) > c. We define a homotopy of mapping by
η(t, u) = (1 − t)u+ tξ(u) for u ∈ Jc and t ∈ [0,1].
Then one can see that η is a deformation retract from Jc onto Jc ∩ Jc. That is Jc ∩ Jc is
a deformation retraction of Jc. By the same way, we find that Jc ∩ Jc is a deformation
retraction of Jc. Therefore we obtain Jc ∼= Jc. This completes the proof. 
Lemma 10. Let ε1, ε2 and c be positive numbers such that the interval [c − ε1, c + ε2]
consists of regular values of I. Then there exists i0  1 such that the interval [c−ε1, c+ε2]
consists of regular values of I (i) for all i  i0.
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a sequence {Ui} ⊂ H such that Ui ∈ Hi, ∇I (i)(Ui) = 0 and I (i)(Ui) ∈ [c − ε1, c + ε2] for
each i  1. We put Ui = (ui, vi) for i  1. Fix i  1. Then we have〈LUi − ∇F(Ui),V 〉= 0 for V ∈ Hi. (4.7)
Putting Vi = (ui,−vi), we find by (F1) that
‖Ui‖2 = ‖ui‖2 + ‖vi‖2 
∫
Ω
∣∣∇F(Ui)∣∣|Vi |C(Φ(ui, vi)+ 1) (4.8)
for some C > 0. Since (2.7) holds with (w, z) replaced by (ui, vi), we find that (2.8) or
(2.9) holds with (w, z) replaced by (ui, vi). That is
I (i)(Ui)min{c3, c′3}Φ(ui, vi)− c′3c7. (4.9)
Therefore combining (4.8) and (4.9), we find that {‖Ui‖} is bounded. Then we may assume
that Ui → U = (u, v) strongly in Lp+1(Ω) × Lq+1(Ω). Since L(Ui) = Pi∇F(ui, vi) for
each i  1, we find that Ui → U strongly in H. Therefore, we have LU = ∇F(U) and that
I (U) ∈ [c − ε1, c + ε2]. This contradicts the assumption and the proof is completed. 
Lemma 11. The assertion of Lemma 10 holds with I replaced by J.
Proof. Let ε1, ε2 and c satisfy the assumption. Suppose, by contradiction, there exists
a sequence {Ui} ⊂ H such that ∇J (i)(Ui) = 0 and J (i)(Ui) ∈ [c − ε1, c + ε2]. We put
Ui = (ui, vi) for i  1. Let i  1. Then since (4.7) holds with F replaced by G, we have,
by the same calculation in (2.21) that
‖Ui‖2 
∫
Ω
∣∣∇F(Ui)∣∣|Vi | +
∫
Ω
∣∣〈∇G(Ui)− ∇F(Ui),Vi 〉∣∣
 C0
(
Φ(ui, vi)+ 1
)+C1(Φ(ui, vi)1/(p+1) + 1) (4.10)
for some C1 > 0. Similarly, we have by (1) of Lemma 4 and (4.9) that
J (i)(Ui) C2Φ(ui, vi)−C3 (4.11)
for some C2,C3. Then by using (4.10), (4.11) instead of (4.8) and (4.9), respectively, we
find by the same argument as in the proof of Lemma 10 that the assertion holds. 
Lemma 12. For each positive numbers c and ε such that the interval [c− ε, c+ ε] consists
of regular values of I, there exists i0  1 such that H∗(I˜ (i)c ) = H∗(I˜c) for all i  i0.
Proof. Let c and ε satisfy the assumption. Then by Lemma 10, we have that there exists
i′0  0 such that for each i  i′0, the interval [c − ε, c + ε] consists of the regular values
of I˜ (i). Since ϕi → ϕ uniformly on I˜c+ε ∩ D˜′(c+ ε), we have that I˜ (i) → I˜ , uniformly on
I˜c+ε ∩ D˜′(c + ε). Then by choosing i1  i′0 sufficiently large, we find that
I˜c−ε ∩ D˜′(c + ε) ⊂ I˜ (i) ∩ D˜′(c + ε) ⊂ I˜c ∩ D˜′(c + ε) ⊂ I˜ (i)c+ε ∩ D˜′(c + ε)c−ε/2
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I˜(i)c−ε ⊂ I˜ (i)c−ε/2 ⊂ I˜(i)c ⊂ I˜ (i)c+ε (⊂ I˜c+ε) for all i  i1.
Here we note that for i sufficiently large, I˜(i) has no critical value in [c − ε, c + ε].
Then I˜(i)c−ε is a strong deformation retraction of I˜(i)c . Since I˜ (i)c−ε/2 is a strong defor-
mation retraction of I˜ (i)c+ε, we obtain that I˜
(i)
c+ε ∼= I˜(i)c−ε. Then I˜ (i)c ∼= I˜(i)c . On the other
hand, since ∇ I˜ (i) → ∇ I˜ , as i → ∞ on D˜′(c + ε), we have by (2) of Lemma 7 that
〈∇ I˜ (i)(U),U 〉  −(mc+ε/2)|U |p+1p+1 for U ∈ I˜c+ε ∩ D˜(c + ε)c ∩ D˜′(c + ε) for large i.
Now we put σ(U) = |I˜ (U) − I˜ (i)(U)| and θ(U) = −(mc/2)|U |p+1p+1. Then we have
that (4.2)–(4.4) hold with J = I˜ , I = I˜ (i),D = D˜(c + ε) and D′ = D˜′(c + ε). Since
θ(U)/σ(U) → ∞ uniformly in D˜(c + ε)c ∩ D˜′(c + ε), as i → ∞. we have by Lemma 9
that I˜(i)c ∼= I˜c for i sufficiently large. Therefore we obtain that I˜ (i)c ∼= I˜c for i sufficiently
large. 
5. Proof of Theorems 1, 2
For each k  1, we denote by Yk ⊂ Y the space spanned by the eigenfunctions corre-
sponding to the eigenvalues {λ1, . . . , λk} of L. Then ⋃Yk = Y. By Lemma 6, we have that
for each k  1, there exists Rk > 0 such that
I˜ (i)(u) I˜ (u) < 0 for u ∈ Yk ∩ ∂BRk (0).
For each k  1, we can define an odd isomorphism j˜k :Rk → Yk such that j˜k = j˜k−1 on
R
k−1(⊂ Rk) and I˜ (j˜k(u)) < 0 for u ∈ ∂Dk. We now put
β˜k = min
g∈Γk
max
x∈Dk
I˜
(
g(x)
)
for each k  1,
where
Γk =
{
g ∈ C(Dk;Y): g is odd and g(x) = j˜k(x) on ∂Dk
}
.
Let QY :H → Y be the metric projection. For each i, k  1, we define an odd isomorphism
jk,i :R
k ×Ri → Yk ⊕Zi such that QYjk,i(x, y) = j˜k(x) for (x, y) ∈ Rk ×Ri , jk,i = jk,i−1
on Rk × Ri−1(⊂ Rk × Ri ), and I (jk,i(x)) < 0 for x ∈ ∂(Dk,i). We put
β
(i)
k = min
g∈Γk,i
max
x∈Dk,i
I (i)
(
g(x)
)
for each i, k  1,
where
Γk,i =
{
g ∈ C(Dk,i;Y): g is odd and g(x) = jk,i(x) on ∂(Dk,i)
}
.
Let k, i  1. From the definitions, we have β(i)k  β˜k. It is clear from the definition that
Γk,i ⊂ Γk,i−1. Then we find that β(i)k  β(i−1)k . Then noting that β(i)k  β˜k, we have that
βk = lim
i→∞β
(i)
k  β˜k < ∞ for each k  1.
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limn→∞ δn = ∞, limn→∞ βkn = ∞ and
βkn+1  βkn + δnβ1/(p+1)kn for n 1. (5.1)
Proof. The assertion follows by a slight modification of the argument in [2]. For com-
pleteness, we give a sketch of the proof. Fix k  1 and i  1. From (F1) and (F1′), we
have that c1|u|p+1 − c2|u|p∗+1  Fu(u,0)u c1|u|p+1 + c2|u|p∗+1 for each u ∈ R. Then
by [17, Theorem 6.6 ] (see also [17, Remark 6.7]), we find that there exists C > 0 and
c1(U)  Ck2(p+1)/(n(p−1))−1 for each U ∈ Y ∩ Y⊥k with k large. On the other hand, we
have that for each g ∈ Γk,i , g(Dk,i) ∩ (Y ∩ Y⊥k ) ∩ Sρ = {∅} for any ρ > 0. Therefore
we have by the definition that βk  β(i)k  Ck2(p+1)/(n(p−1))−1 for k sufficiently large.
From this inequality, we can choose a subsequence {βkn} of {βk} and {δn} ⊂ R+ satisfying
limn→∞ βkn = ∞ and inequalities (5.1) (cf. proof [2, Theorem 1.1]). 
Remark 4. The condition p < pN is needed in the proof of Lemma 13 for {βk} with βk 
Ck2(p+1)/(n(p−1))−1 to satisfy the assertion (cf. [2, Lemma 5.3] and [17, Remark 7.3]). In
the case of superlinear elliptic equations, the condition p < pN is also imposed (cf. Bahri
and Lions [3]). Since our proof needs the assertion of Lemma 13, it is not clear if we can
relax the condition p < pN as in [3].
Here we fix ε > 0. By Lemma 13, we may assume that βkn+1 − ε > βkn + ε for all
n 1. Let n 1. Then since βkn = limi→∞ β(i)kn , we can choose i(n) 1 such that∣∣βkn − β(i)kn ∣∣< ε2 and
∣∣βkn+1 − β(i)kn+1∣∣< ε2 for i  i(n). (5.2)
Lemma 14. For each n  1 and i  i(n), there exists [α] ∈ πkn+i (I (i)βkn+ε/2) such that
i∗[α] is a nontrivial element of πkn+i (I (i)βkn+1−ε/2), where i∗ is the mapping induced by the
inclusion mapping i : I (i)
β
(i)
kn
+ε/2 → I
(i)
β
(i)
kn+1−ε/2
.
Proof. Fix n 1 and i  i(n). Then we have from the definition of ε and (5.2) that β(i)kn+1−
ε/2 > β(i)kn + ε/2. Let g ∈ Γkn,i such that I (g(x))  β
(i)
kn
+ ε/2 on Dkn,i . Then we can
extend g to a continuous function g˜ :Dkn,i ∪ ∂Dkn+1,i+ → H by putting g˜(x) = jkn+1,i (x)
on ∂D
kn+1,i+ and g˜(x) = g on Dkn,i . If g˜(Dkn,i ∪ ∂Dkn+1,i+ ) is contractible in Iβ(i)kn+1−ε/2,
then there exists a continuous mapping
h :D
kn+1,i+ → I (i)
β
(i)
kn+1−ε/2
such that h(x) = g˜ on Dkn,i ∪ ∂Dkn+1,i+ . Then we define a continuous mapping
h˜ :Dkn+1,i → I (i)βkn+1−ε/2
562 N. Hirano / J. Math. Anal. Appl. 311 (2005) 545–566by h˜(x) = h(x) for x ∈ Dkn+1,i+ and h˜(x) = −h(−x) for x ∈ Dkn+1,i− . Then it is obvious
that h˜ ∈ Γkn+1,i . This contradicts the definition of β(i)kn+1 . That is g˜(Dkn,i ∪ ∂D
kn+1,i+ ) is not
contractible in I (i)βkn+1−ε/2. Then noting that D
kn,i ∪ ∂Dkn+1,i+ ∼= Skn+i , we find that [g˜] is a
nontrivial element of πkn+i (I
(i)
β
(i)
kn
+ε/2) and i∗[g˜] = [0] in πkn+i (I
(i)
β
(i)
kn+1−ε/2
). 
Throughout the rest of this section, we put J = J {I,J } with D = D and D′ = D′. We
denote by J (i) the restriction of J on Hi for each i  1.
Lemma 15. There exist sequences {γn} ⊂ R+ and {ρn,i}∞n,i=1 ⊂ N such that:
(1) βkn + ε < γn < βkn+1 − ε for each n 1;
(2) Hρn,i (J (i)γn ) = {0} for n 1 and i  i(n);
(3) there exists n0  1 such that Jγn ∼= Jγn and J (i)γn ∼= J (i)γn for each n n0 and i  i(n).
Proof. (1) Let n 1. Let U ∈ Iβkn+ε ∩D′. Then we have by (1) of Lemma 4 and (2.20)
that there exist C1,C2 > 0 such that for each U ∈ Iβkn+ε ∩D′,
J (U) I (U)+ ∣∣J (U)− I (U)∣∣
 I (U)+ l1Φ(U)1/(p+1) + l2
 βkn + ε +C1(βkn + ε)1/(p+1) +C2.
Then by putting γn = βkn + ε + C1(βkn + ε)1/(p+1) + C2, we find that Iβkn+ε ∩ D′ ⊂
Jγn ∩ D′. On the other hand, we have by part (2) of Lemma 4 that there exist positive
numbers C3 and C4 such that
I (U) J (U)+ l1
(
4
m0
J (U)+ 4m3
m0
)1/(p+1)
+ l2  γn +C3(γn)1/(p+1) +C4.
Thus we find from (5.1) that we can take n0  1 so large that γn + C3γ 1/(p+1)n + C4 <
βkn+1 − ε. Then (1) holds.
(2) By (1), we have Iβkn+ε ∩D′ ⊂ Jγn ∩D′ ⊂ Iβkn+1−ε ∩D′, and by Lemma 9, we find
Iβkn+ε ⊂ Jγn ⊂ Iβkn+1−ε for all n n0. (5.3)
Then
I
(i)
β
(i)
kn
+ε/2
i1⊂J (i)γn
i2⊂ I (i)
β
(i)
kn+1−ε/2
for all n n0 and i  i(n),
where i1 and i2 are inclusion mappings. Let n n0 and i  i(n). Since
πkn+i
(
I
(i)
β
(i)
kn
+ε/2
) i∗1−→ πkn+i(J (i)γn ) i
∗
2−→ πkn+i
(
I
(i)
β
(i)
kn+1−ε/2
)
and i∗2 i∗1 (πkn+i (I
(i)
β
(i)
kn
+ε)) = {0} by Lemma 14, we obtain that πkn+i (J
(i)
γn
) = {0}. Therefore
by Hurewicz’s theorem (cf. [15]), there exists ρn,i  1 such that Hρ (J (i)) = {0}.n,i γn
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m4 = max{2m2,m3}. Then by (2.19) and Lemma 4, we have that (4.2)–(4.4) hold with
D = D and D′ = D′. Moreover by Lemma 3, we have that inf{Φ(U): U ∈ (Iβkn+ε)c ∩Dc ∩D′} → ∞ as n → ∞. Then we have that there exists n1  n0 such that θ(U) > 0 and
θ(U)/σ(U) > |ζ ′|∞ on (Iβkn+ε)c ∩Dc ∩D′ for n n1. By Lemma 9 then Jγn ∼= Jγn for
n n1. We also have by Lemma 9 with I = I (i) and J = J (i) that J (i)γn ∼= J (i)γn for n n1
and i  i(n). 
Lemma 16. (1) For each regular value c > 0 of I˜ , H∗(I˜c) is finitely generated.
(2) Let c > 0 and i  2 such that Hk(I˜ (i)c ) = 0 for all k  i. Then Hk(I (i)c ) ∼= Hk−i (I˜ (i)c )
for k > i, Hk(I (i)c ) = 0 for 1 k  i.
Proof. (1) Let c > 0 be a regular value of I˜ . Then we may assume without any loss of
generality that each critical point of I˜c is nondegenerate. By (2) of Lemma 7, we have that
each critical point of I˜c is contained in D˜(c). Then from the definition of D˜(c) and (1) of
Lemma 7, we have that{|u|p+1 + |ϕ(u)|q+1: u ∈ I˜c is a critical point of I˜}
is bounded. Then from (F1), we have by the bootstrap argument for (P) that there exists
m∞ > 0 such that |(u,ϕ(u))|∞  m∞ for all critical point u ∈ I˜c. Since F ∈ C2(Ω ×
R
2), there exists m′ > 0 such that max{|fu(s, t)|, |fv(s, t)|}  m′ for all (s, t) ∈ R2 with
max{|s|, |t |} m∞. We note that for each critical point u ∈ Y of I˜ , the Hessian of I˜ has
the form
I˜ ′′(w) = Lw − (Fuu(u,ϕ(u))+ Fuv(u,ϕ(u))ϕ′(u))w, w ∈ Y.
Then since the dimension of the space on which I˜ ′′(w) is negative-definite is finite, it
follows that there exists an integer M  1 such that the Morse index of each critical point
u ∈ I˜c is less than M. Therefore it follows from the Morse theory that H∗(I˜c) is finitely
generated (cf. Schwartz [14] and Chang [6]).
(2) Let c ∈ R and i  1. Recall that for each u ∈ Y and v ∈ Zi, I (i)(u + ϕ(u) + tv)
is decreasing as |t | increases. From the definition of I˜ (i), we find that if u ∈ I˜ (i)c , then
u×Zi ⊂ I (i)c and if u /∈ I˜ (i)c , then (u×Zi)∩ I (i)c ∼= Si−1. Therefore we have that
I (i)c
∼= L = (Y × Si−1)∪ (I˜ (i)c ×Di).
Here we put A = L ∩ (Y × Di1/2) and B = L ∩ (Y × (Di\Di1/3)), where Dim =
{x ∈ Ri : |x|m} for each m 1. Then we find A ∼= I˜ (i)c , B ∼= Si−1, A∩B ∼= I˜ (i)c × Si−1
and A∪B ∼= I (i)c . Therefore by the Mayer–Vietoris sequence, we have
· · · → Hk(A∩B) i∗−→ Hk(A)⊕Hp(B) j∗−→ Hk(A∪B) → Hk−1(A∩B)
→ Hk−1(A)⊕Hk−1(B) → ·· ·
for each k ∈ Z, where i1 : A∩B → A, i2 : A∩B → B, j1 : A → A∪B, j2 : B → A∪B
are inclusion mappings, and i∗(a) = (i1∗(a),−i2∗(a)) and j∗(a1, a2) = j1∗(a1) + j2∗(a2)
for a ∈ Hk(A∩B), a1 ∈ Hk(A) and a2 ∈ Hk(B).
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Z and Hk(Si−1) = 0 for k  1 with k = i − 1, we have by Künneth formula
Hk−1(A∩B) ∼= Hk−1
(
I˜ (i)c × Si−1
)∼= Hk−i(I˜ (i)c ) for k > i.
We also have
Hk−1(A)⊕Hk−1(B) ∼= Hk−1
(
I˜ (i)c
)⊕Hk−1(Si−1) = 0 for k > i.
Then from the Mayer–Vietoris sequence, we have that
Hk
(
I (i)c
)∼= Hk−1(A∪B) ∼= Hk−1(I˜ (i)c × Si−1)∼= Hk−i (I˜ (i)c ) for k > i.
In case k = i, we have
Hk−1
(
I˜ (i)c × Si−1
)∼= Hi−1(I˜ (i)c )⊕ Z and
Hi−1
(
I˜ (i)c
)⊕Hi−1(Si−1) = Hi−1(I˜ (i)c )⊕ Z.
Moreover, from the definition of i∗, we have
i∗ :Hi−1
(
I˜ (i)c × Si−1
)→ Hi−1(I˜ (i)c )⊕Hi−1(Si−1)
is an isomorphism. Then again by the Mayer–Vietoris sequence, we find that Hi(I (i)c ) = 0.
For 2 k < i, we have
Hk−1
(
I˜ (i)c × Si−1
)∼= Hk−1(I˜ (i)c )⊕Hk−1(Si−1) ∼= Hk−1(I˜ (i)c )
and i∗ is an isomorphism. Then we have Hk(I (i)c ) = 0.
In case k = 1, noting that H0(I (i)c ) ∼= Z, we have H1(I (i)c ) = 0. This completes the
proof. 
Proof of theorems. We prove the theorems by contradiction. We assume that there exists
n n0 such that J has no critical point with critical level in [γn,∞). By (3) of Lemma 15,
we may assume that n is sufficiently large that for each c  γn, Jc ∼= Jc and J (i)c ∼= J (i)c
for i sufficiently large. For simplicity, we put c = γn. We next choose d1 > 0 such that
Jc ⊂ Ic+d1 . We may assume that c+d1 is a regular value of J and I. By (1) of Lemma 16,
we can choose a finite set {[αk]}mk=1 ⊂ H∗(I˜c+d1) which generates H∗(I˜c+d1). We fix l0  1
such that Hl(I˜c+d1) = 0 for all l  l0. By choosing d2 > 0 sufficiently large, we have that
i˜d∗[αk] = [0] in H∗(I˜c+d2) for all [αk] ∈ Hl(I˜c+k1) with l  1, where i˜d : I˜c+d1 → I˜c+d2 is
the inclusion mapping. We next choose d3 > 0 so large that Ic+d2 ⊂ Jc+d3 . By the assump-
tion Jc ∼= Jc+d3 . By Lemma 11, we can choose i0  1 sufficiently large that there exists
no critical value of J (i) in [c, c + d3] for all i  i0. That is J (i)c ∼= J (i)c+d3 for i  i0. Then
we have that J (i)c ∼= J (i)c+d3 for all i  i0. Let j (i)1 :J
(i)
c → I (i)c+d1 and j (i)3 : I
(i)
c+d1 → J
(i)
c+d3
be the inclusion mappings. By Lemma 15, we have that for each i  i(n), there exists a
nontrivial element [τi] of Hl(J (i)c ) for some l  1. Let i  max{i0, i(n), l0}. Then since
j
(i)∗ ◦ j (i)∗ :H∗(J (i)c ) → H∗(J (i) ) is an isomorphism, we find that j (i)∗ [τi] is a nontrivial3 1 c+d3 1
N. Hirano / J. Math. Anal. Appl. 311 (2005) 545–566 565element of Hl(I (i)c+d1) for some l  1. By (2) of Lemma 16, we have that l > i. On the other
hand, by Lemma 12 and (2) of Lemma 16 , we have the commutative diagram
Hl
(
I
(i)
c+d1
)
i
(i)
d∗
ζ1,i
∼= Hl−i
(
I˜
(i)
c+d1
) ξ1,i
∼= Hl−i (I˜c+d1)
i˜d∗
Hl
(
I
(i)
c+d2
) ξ2,i
∼= Hl−i
(
I˜
(i)
c+d2
) ξ2,i,
∼= Hl−i (I˜c+d2)
where
ζk = {ζk,i} :Hl
(
I
(i)
c+dk
)→ Hl−i(I˜ (i)c+dk ) and ξk = {ξk,i} : Hl(I˜ (i)c+dk )→ Hl(I˜c+dk )
are isomorphisms for k = 1,2, and i(i)d : I (i)c+d1 → I
(i)
c+d2 is the inclusion mapping. Then
since i˜d∗ ◦ ξ1,i ◦ ζ1,i (j (i)1∗ [τi]) = [0] in H∗(I˜c+d2), we have that i(i)d∗ (j (i)1∗ [τi]) = [0] in
Hl(I˜
(i)
c+d2). By the commutativity of the diagram
H∗
(J (i)c ) j (i)1∗ H∗(I (i)c+d1)
i
(i)
d∗
j
(i)
3∗
H∗
(J (i)c+d3)
H∗
(
I
(i)
c+d2
)
this is a contradiction. Therefore we have that there exists a critical point u of J with
J (u) > c. This completes the proof. 
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