Abstract. The weighted star-discrepancy has been introduced by Sloan and Woźniakowski to reflect the fact that in multidimensional integration problems some coordinates of a function may be more important than others. It provides upper bounds for the error of multidimensional numerical integration algorithms for functions belonging to weighted function spaces of Sobolev type. In the present paper, we prove several tractability results for the weighted stardiscrepancy. In particular, we obtain rather sharp sufficient conditions under which the weighted star-discrepancy is strongly tractable. The proofs are probabilistic, and use empirical process theory.
Introduction
Here [0, z) is an axis-parallel box that stretches from the origin to z, and λ denotes the (ddimensional) Lebesgue measure. The Koksma-Hlawka inequality states that for a function f on [0, 1] d the difference between the arithmetic mean of the function values f (x 1 ), . . . , f (x N ) and the integral of f over [0, 1] d is bounded by the star-discrepancy of x 1 , . . . , x N , multiplied with the (Hardy-Krause) variation of f over [0, 1] d . Consequently, point sets having small star-discrepancy can be used to approximate a multidimensional integral. This method for numerical integration is an example of the so-called quasi-Monte Carlo (QMC) method , which uses cleverly constructed deterministic point sets as sampling points (as opposed to the Monte Carlo method, where randomly sampled points are used).
There exist several constructions of point sets achieving a discrepancy of order ≪ (log N ) d−1 N −1 , for fixed d and for N → ∞. However, these bounds are only useful if the number of points N is very large (i.e., at least exponential) in comparison with d, which means that QMC integration using such points is not feasible on a computer if d is large. To describe the problem concerning the existence of low-discrepancy point sets of moderate cardinality for large values of d, the notion of the inverse of the star-discrepancy can be used. Let n * (d, ε) denote the smallest possible cardinality of a point set in [0, 1] d having discrepancy at most ε. By a result of Heinrich et al. [11] for any d and N there exist points
where we can choose c abs = 10, see [1] ), which implies that (c abs denotes positive absolute constants, not always the same). On the other hand, Hinrichs [14] proved the lower bound
Thus there exist high-dimensional low-discrepancy point sets which have moderate cardinality in comparison with the dimension d. Note, however, that constructing such point sets is a largely unsolved problem (cf. [7, 8] ), and that calculating (or estimating) the discrepancy of a given highdimensional point set is generally a very difficult problem (see [9] ).
A series of numerical investigations of Paskov and Traub in the mid-1990s showed that in practice QMC integration can still be successfully applied to high-dimensional problems, and often perform significantly better than what could be expected from theoretical upper bounds (see [22] ). One possible explanation is that often for a formally high-dimensional problem only a small number of coordinates is really important, while other (or most) coordinates are much less important. This idea led to the introduction of weighted function spaces and weighted discrepancies by Sloan and Woźniakowski [23] . These concepts are closely connected with the theory of (weighted) reproducing kernel Hilbert spaces of Sobolev type; in particular, the error of a QMC integration scheme for a function f from such a weighted space can be estimated in terms of the norm of f in this space and the corresponding weighted discrepancy of the set of sampling points, by means of a weighted Koksma-Hlawka inequality. For details, see [23] as well as [3, 6] .
By the expression weights we mean a set γ of non-negative real numbers γ u , indexed by the class of all non-empty subsets u of the set of coordinates {1, . . . , d} (or indexed by the class of all non-empty subsets of N). An important special case are product weights, which satisfy
where γ j is the weight of {j}, that is, the weight associated with the j-th coordinate.
Let |u| denote the cardinality of u. For a point x ∈ [0, 1] d and a non-empty subset u of {1, . . . , d}, we write x(u) for the |u|-dimensional point which consists only of those coordinates of x whose index belongs to u. Furthermore, we write (x(u); 1) for the d-dimensional vector which has the same coordinates as x, except that coordinates whose index is not in u are replaced by 1. Then the weighted star-discrepancy of the points
For simplicity of writing, in this definition and throughout the rest of this paper we assume that u ⊂ A denotes only the non-empty subsets of a given set A.
We also need the notions of tractability and strong tractability. Let n * γ (d, ε) denote the smallest possible cardinality of a set of points from [0, 1] d whose weighted star-discrepancy (with respect to the weights γ) is at most ε. Then the weighted star-discrepancy is called tractable if there exist non-negative constants C, α, β such that
for all d ≥ 1 and ε ∈ (0, 1). Furthermore, it is called strongly tractable if (2) holds for α = 0. In the case of strong tractability, the infimum of β in (2), for α = 0, is called the ε-exponent of strong tractability. For more details on definitions and properties of the tractability of multidimensional problems, see the monographs of Novak and Woźniakowski [19, 20, 21] .
Amongst others, the following tractability results for the weighted star-discrepancy are known:
There exists an (unknown) absolute constant c abs such that for any weights γ, any d ≥ 1 and any N ≥ 1 there exist points
• ([15, Theorem 3], based on [5, Corollary 8]) For product weights satisfying
the weighted star-discrepancy is strongly tractable with ε-exponent equal to 1.
• ([15, Theorem 4]) Let weights γ u be given which satisfy γ u ≥ c for some constant c whenever |u| = 2. Then for any points
provided that the inequality d ≥ 2 N +1 holds. Consequently, the logarithmic factor in (3) can in general not be removed.
• ([12, Main Theorem]) For product weights, assume that 
It should be noted that (in)tractability results for the weighted star-discrepancy also imply similar (in)tractability results for multidimensional numerical integration in the corresponding function space; this connection is presented in detail in [12] .
The purpose of the present paper is the following. Firstly, using a recent large deviations bound for star-discrepancies due to Aistleitner and Hofer [2] , to establish a numerically explicit and slightly improved version of (3). Secondly, to provide a sufficient condition for strong tractability for the weighted star-discrepancy for general weights γ (not necessarily product weights). And finally, to show that in the case of product weights condition (6) is not optimal as a sufficient condition for strong tractability of the weighted star-discrepancy, and can be replaced by a much weaker condition.
It should be remarked that all results in this paper are non-constructive existence results, which use probabilistic arguments and empirical process theory in the same spirit as the proofs in [11] . However, there also exist several constructive results, for example due to Dick, Leobacher and Pillichshammer [4] , Larcher, Pillichshammer and Scheicher [16] and Wang [25, 26] . Furthermore, the results in this paper should also be compared with tractability results for the weighted L pdiscrepancy, see for example Leobacher and Pillichshammer [17] and the references therein.
Results
The following result is a slightly improved and numerically explicit version of (3). The subsequent corollary is similar to a corresponding corollary ([15, Corollary 1]) which follows from (3). In the sequel, by e we denote Euler's number. Theorem 1. For any weights γ = (γ u ) u⊂{1,...,d} , any d ≥ 1 and any N ≥ 1 there exist points 
and
Consequently, in this case the weighted star-discrepancy is strongly tractable with ε-exponent at most 2.
Note that, contrary to (3), Theorem 1 allows us to regain (1) for the case of the classical stardiscrepancy (with a slightly worse value for the numerical constant). In fact, the classical stardiscrepancy is a special case of the weighted star-discrepancy where the only non-vanishing weight is γ {1,...,d} = 1, and all other weights are zero. Inserting these weights into Theorem 1 we get a point set
Thus any significant improvement of Theorem 1 would include an improvement of (1), which appears to be a very difficult problem. 
Consequently, the weighted star-discrepancy for such weights is strongly tractable with ε-exponent at most 2.
It turns out that Theorem 2 actually contains the second part of Corollary 1 (without the values for the numerical constants) as a special case; a proof of this fact will be given at the end of this paper.
For the case of product weights, the convergence condition of Theorem 2 can be significantly simplified. More precisely, we will obtain the following result. 
Consequently, the weighted star-discrepancy for such weights is strongly tractable, with ε-exponent at most 2.
Note that condition (9) is much weaker as a sufficient condition for strong tractability than (6) (and of course also much weaker than (4), though at the expense of a worse value for the ε-exponent). In fact, condition (6) resembles the conditions for strong tractability of the weighted L p -discrepancy, which are typically of the form
(see [13, 17, 18] ). In [12] , Hickernell, Sloan, and Wasilkowski speculated that condition (6) might be necessary for strong tractability of the weighted star-discrepancy; as Theorem 3 shows, this is not the case.
A typical sequence (γ j ) j≥1 satisfying condition (9) of Theorem 3 is γ j =ĉ √ log j for some constant c > 0. The following Theorem 4 shows that for having strong tractability for the weighted stardiscrepancy for product weights a growth condition for γ j of the order of a negative power of log j is necessary. More precisely, if γ j is not bounded above by a negative power of log j, then the weighted star-discrepancy is not strongly tractable.
Theorem 4.
For product weights γ, assume that the sequence (γ j ) j≥1 is non-increasing. If for every c > 0 and ε > 0 we have (10) γ j ≥ c (log j) ε for infinitely many j, then the weighted star-discrepancy is not strongly tractable.
Furthermore, for product weights γ for non-increasing (γ j ) j≥1 , if there exist c > 0 and ε > 0 such that we have γ j ≥ c (log j) 1/4−ε for infinitely many j, then the weighted star-discrepancy may be strongly tractable, but the ε-exponent of tractability must be greater than 2.
There remains a gap between Theorems 2 and 3 and Theorem 4, so the exact optimal condition for strong tractability of the weighted star-discrepancy remains an open problem.
Proofs
For the proof of Theorem 1 we will use the following result, which is [2, Theorem 1].
with probability at least q.
The following lemma, which we will use for the proof of Theorem 2 and 3, is a special case of [11, Theorem 2] , which is the central ingredient in the original proof of (1 
2 .
(Note: in the formulation of [11, Theorem 2] the additional assumption t ≥ K √ d can be found; however, as [24, Theorem 1.1] shows, this additional assumption is not necessary.)
As already pointed out in [11] , Talagrand's result is actually much more general than Lemma 2 above; as a consequence, it could be used to prove results similar to Theorem 2 and 3 in the present paper for more general weighted discrepancies, and not only for the weighted star-discrepancy.
Proof of Theorem 1. Let
d -uniformly distributed random points, and let u be a non-empty subset of {1, . . . , d}. Set P u = {z 1 (u), . . . , z N (u)} and
|u| -uniformly distributed points. Thus by Lemma 1, for q = 1 − e −2|u| log(ed/|u|) we have
Consequently,
For any r ≥ 1, the number of subsets u of {1, . . . , d} which have cardinality r is given by d r ≤ ed r r = e r log(ed/r) .
Thus, continuing from (11) and noting that log(ed/r) ≥ 1, we have
Thus there exist points x 1 , . . . , x N which avoid all sets A u for u ⊂ {1, . . . , d}. By the definition of the weighted star-discrepancy for these points x 1 , . . . , x N we have
γ u 4.9 + 2 log ed |u| |u|, which proves Theorem 1.
Proof of Theorem 2. Let weights γ = (γ u ) u⊂N satisfying the assumptions of Theorem 2 be given, and let P = {z 1 , . . . , z N } be a set of N i.i.d. [0, 1] d -uniformly distributed random points. Without loss of generality we can assume that (12) γ u ≤ 1, u ⊂ N. In fact, for weights γ satisfying (8) it is clear that (12) can always be achieved by changing at most finitely many elements of the original set (γ u ) u⊂N , and since the constant C γ in the conclusion of the theorem may depend on the weights γ we may just as well assume that (12) already holds for the original weights. Consequently by (8) there also exists a constantĉ such that
We can assume thatĉ is so large that
where c is the constant in the statement of Theorem 2 and where K is the absolute constant in Lemma 2.
For a non-empty subset u of {1, . . . , d} for which γ u = 0 we set P u = {z 1 (u), . . . , z N (u)} and
If γ u = 0 we simply set A u = ∅. We will use Lemma 2 for t :
u . Note that (12) and the first part of (14) imply that t ≥ 1, which means that we can omit the factor 1/t on the right-hand side of the inequality in Lemma 2. By Lemma 2 we have
Remember that by assumption we have γ u ≤ c|u| −1/2 . Combining this with the second part of (14) we get
Using the fact that log(Kx) ≤ x for x ≥ K, as a consequence of (17) 
Consequently there exists a realization x 1 , . . . , x N of the random points z 1 , . . . , z N which avoids all sets A u , and for which consequently
This proves Theorem 2.
Proof of Theorem 3. We will show that Theorem 3 can be reduced to Theorem 2. We assume in the sequel that (γ j ) j≥1 satisfies (9) . Similar as in the proof of Theorem 2, we can assume without loss of generality that the weights satisfy
Then we clearly have γ u ≤ 2 −|u| ≤ |u| −1/2 for all u ⊂ N. It remains to show that we also have
for some appropriate constantĉ > 0. For this we will use the following inequality, which can be seen as a generalized form of the Bernoulli inequality and can be easily proved using an induction argument. Let a 1 , . . . , a n be non-negative real numbers. Then
Using this inequality together with (18) we have Consequently (19) is satisfied, and Theorem 3 follows from Theorem 2.
Proof of Theorem 4. We will deduce Theorem 4 from (5). Let product weights γ satisfying assumption (10) be given. Assume that the weighted star-discrepancy is strongly tractable, that is that there exist constants C and β > 0 such that for any d and N there is a set
Note that under assumption (10) there exist infinitely many j for which
Since by assumption the sequence (γ j ) j≥1 is non-increasing, this means that there are infinitely many d such that However, it is clear that (22) cannot hold for infinitely many values of d. Consequently our assertion that the weighted star-discrepancy for the weights γ is strongly tractable must be false, which proves the first part of Theorem 4. The second part can be shown in the same way.
Proof that Theorem 2 contains the second part of Corollary 1 as a special case. Assume that the constant in (7) exists. Then for any u ⊂ N, writing max(u) for the largest element of u, we have γ u ≤Ĉ γ 4.9 + 2 log e max(u) |u| |u| .
In particular the first assumption of Theorem 2 is satisfied. Now let c be so large that cĈ 
