A symbolic computation scheme, based on the Lanczos -method, is proposed for obtaining exact polynomial solution to some perturbed di erential equations with suitable boundary conditions. The automated -method uses symbolic Faber polynomials as the perturbation terms for arbitrary circular section of the complex plane and has advantages of avoiding rounding error and easy manipulation over the numerical counterpart. The method is illustrated by applying it to the modi ed Bessel function of the rst kind I 0 (z) and the quality of the approximation is discussed.
Introduction
Numerical evaluation of solution of di erential equations is of great importance in scienti c computation. Among various numerical methods, the polynomial approximations are very attractive in engineering and mathematical physics applications. To take the advantages of accuracy and exibility, people usually choose a truncated Chebyshev series, in a suitably scaled variable, to approximate solution of linear ordinary di erential equations with polynomial coe cients on a nite real interval.
For approximating functions of complex argument, the choices are usually limited. In some cases, a truncated Taylor series may be used to evaluate a solution of interest. Employment of this approach may su er from the cancellation error and from the need for an increasingly large number of terms in the series as jzj increases or decreases.
To obtain polynomial approximations better than the truncated Taylor series, Coleman and Monaghan (1983) used a truncated Chebyshev series in terms of a variable which is real on the central ray of the relevant sector to approximate the Bessel functions of the rst kind J n (z). Since the Chebyshev polynomials do not provide an ideal basis for optimal approximation on circular sectors, a more satisfactory approach was proposed by Coleman (1987a) to approximate J (z) by the Lanczos -method, which makes use of the Faber polynomials for circular sectors computed by Coleman and Smith (1987) . Zhang (1995) , Zhang and Belward (1995) also used the -method for approximating Y 0 (z) and Y 1 (z), and essentially for Y n (z) of integer orders through recurrence formulas (Magnus, Oberhettinger, Soni, 1966) .
However, as Zhang and Belward (1995) pointed out, there are some limitations on the y This paper has been accepted for publication in Journal of Symbolic Computation. 0747{7171/90/000000 + 00 $03.00/0 c 1996 Academic Press Limited approach which they used. The rst limitation is the nite precision computation. Since the magnitude of the Faber coe cients becomes large as the degree of the polynomial increases, there might be loss of accuracy during the computation of the required approximating polynomial coe cients. The second limitation is the availability of the Faber polynomials. One may approximate a function to a higher accuracy on a smaller circular sector, but the Faber polynomials restricted to that circular sector may not be readily available. There were only limited Faber polynomials available on 6 selected sectors and up to degree 15. The third limitation is the tedious work of re-evaluation of coe cients of the approximating polynomials of di erent degrees. Furthermore, the Chebyshev series and the Taylor series are in nite series. Themethod proposed by Coleman does not compute exact solution. The Chebyshev and Taylor series must be truncated and the Faber coe cients in Coleman's -method must also be truncated for nite precision computation.
This paper is to overcome the above limitations of the -method and to obtain symbolic polynomial representation of the solution of interest, thanks to the explicit Faber polynomials provided by Gatermann, Ho mann and Opfer (1992) and the advent of the modern computer algebra packages. Our new approach makes it possible to represent approximate solution of a linear ordinary di erential equation with polynomial coe cients by a nite polynomial, which is an exact solution to the perturbed equation. The method can be fully automated to alleviate the third limitation mentioned above. The automated method can be easily manipulated to allow approximations on a circular sector of any size.
We brie y introduce the Faber polynomials and their symbolic representations in x 2. In x 3, we derive our symbolic computation scheme by applying it to the modi ed Bessel function I 0 (z). We brie y comment on the quality of the -method approximation in x 4. Some conclusions and remarks are given in x 5.
Faber Polynomials and Their Symbolic Representations

Introduction to the Faber Polynomials
Recently there have been considerable interests in using Faber polynomials as basis for polynomial and rational approximations in the complex plane because the Faber series provides a near-minimax polynomial approximation for an analytic function on the region to which it applies. Several methods for computing Faber polynomials for a region in the complex plane have been developed (Coleman and Smith, 1987; Ellacott, 1983; Gatermann, Ho mann and Opfer, 1992) and found useful applications (Coleman, 1987a,b; Zhang, 1995; Zhang and Belward, 1995) . We summarize some de ning statements about the Faber polynomials and their symbolic representations. More details about the Faber polynomials and the Faber series can be found in the listed references (Curtiss, 1971) . The Faber polynomial of degree n, ' n (z), n = 1; 2; : : :, which belongs to D, is the polynomial part of the Laurent series expansion at the in nity of the function '(z)] n . This is a polynomial of exact degree n with the leading term (z=r) n , which is usually normalized so that the leading term is z n .
There is a recursion formula for the Faber polynomials (Curtiss, 1971) ' 1 (z) = z r ? r 0 ; ' n+1 (z) = ' 1 (z) ' n (z) ? r 1 ' n?1 (z) ? r 2 ' n?2 (z) ? ? r n?1 ' 1 (z) ? (n + 1)r n ; for n = 1; 2; 3; :
Although extensive researches have been undertaken to understand the Faber polynomials and the Faber series, much more work needs to be done before we have a full grasp of these potentially useful polynomials. The general trend of existing ndings is that under suitable hypotheses, the behavior of the Faber series on a given region closely re ects the behavior of the Fourier series for f (exp(i ))] in properties such as pointwise convergence, uniform convergence, degree of convergence, etc. (Curtiss, 1971) . Ellacott (1983) exploited this property in using a Fast Fourier Transform to compute the coecients of the Faber series. This approach is similar to that used in evaluating Chebyshev coe cients, both require the ability to evaluate the function of interest at the points dictated by the algorithm (Coleman, 1987a) . Experience with the Chebyshev series indicates that the -method with a Faber polynomial perturbation may be used to approximate functions which satisfy the appropriate type of di erential equations.
The numerical applications of the Faber polynomials have been made possible following the work of Coleman and Smith (1987) . They computed the coe cients of the Faber polynomials up to degree 15 on six selected circular sectors S = fz : z 2 C : jzj 1; j arg zj g, here the half opening angle = = with = 2; 4; 6; 12; 18; 36; respectively. These coe cients have been used by Coleman (1987a,b) , Zhang (1995) , Zhang and Belward (1995) , to obtain good polynomial approximations for some special functions with complex arguments.
However, the applications were limited by the nite precision of the computation and by the possible rounding error resulted from large magnitude of the Faber coe cients as indicated by Zhang and Belward (1995) . Extensive accuracy comparison with the Chebyshev series approximations was not possible, as there were only Faber polynomials up to the 15th degree available. Furthermore, the attraction to use exact nite polynomials to represent solution of di erential equations is always strong. The exactness here means that it is the exact solution of the perturbed equations. To be useful in practice, the exact nite polynomial solution of low degree should give higher accuracy than the truncated Chebyshev series and the Taylor series of the same degree.
We may seek the exact solution, with the help of the modern computer algebra packages, following the work of Gatermann, Ho mann and Opfer (1992) . They published formulas and representations which allow people to calculate explicit Faber polynomials on any circular sector. The aim of this paper is to modify the -method and to use the symbolic Faber polynomial representations so that the solution process may be automated to give exact nite polynomial solution to some perturbed di erential equations with appropriate boundary conditions, exempli ed by the modi ed Bessel function of the rst kind I 0 (z). The choice of I 0 (z) is arbitrary and only for illustration, other functions may be represented in a similar way. So the method is rather general.
Symbolic Representations of the Faber polynomials
As stated above, the opening angle of a circular sector S in the complex plane is 2 . The trans nite diameter of S (Coleman and Smith, 1987 In practice, we frequently need to work on a disk of radius R, with R 6 = 1. In many cases, this disk is further divided into several circular sections, di erent symbolic representations are used for di erent circular sections. A general fan-shaped circular section of opening angle 2 , between the ray fz : z 2 C; arg z = 1 g and the ray fz : z 2 C; arg z = 2 g, with radius R, is de ned as S ( 1 ; 2 ; R) = fz : z 2 C; jzj R; 1 arg z 2 g; Unless otherwise indicated explicitly, we will work on a circular section S ( 1 ; 2 ; R) of the complex plane C and the functions of concern are analytic on it. The scaled Faber polynomials (2.7) and the scaled Faber coe cients (2.8) will be used and be referred to as the Faber polynomials and Faber coe cients for convenience.
Symbolic -Method Computations
There are various ways to construct perturbation expansions for the solution of the governing equations of a mathematical model involving a parameter. It is usual the case that the perturbation expansions are governed by simpler equations for which exact solution techniques may be available. Even if an exact solution cannot be obtained, the numerical methods employed to solve the perturbed equations are often easier to design than the numerical approximation for the original governing equations. Furthermore, analytic perturbation approximations often constitute a useful performance prediction and powerful validation of any numerical method which might be used.
The -method, introduced by Lanczos (1938) , is one of the successful perturbation methods, which constructs approximate polynomial solution for linear di erential equations with polynomial coe cients. For years, the method has been developed in di erent ways and found interesting applications in scienti c computation. We modify the differential equation by adding a polynomial perturbation term carefully chosen so that the resulting perturbed equation, with suitable boundary conditions, has a polynomial solution. The original equation usually has only an in nite series solution.
Since the -method itself is simple, the best way to illustrate it is probably to use an example. We apply it to the modi ed Bessel function of the rst kind of order zero, I 0 (z), which is one of the solutions of the modi ed Bessel's di erential equation where ' n (t) is the scaled Faber polynomial of degree n given by (2.7).
We shall look for a symbolic polynomial solution for (3.3) of the form y n (t) = n X k=0 a k t k :
We force y n (t) to satisfy the initial condition y n (0) = 1, and the nite polynomial form of (3.4) excludes the solutions which are in nite as t ! 0.
After substituting (2.7) and (3.4) into (3.3) and equating the coe cients of t k on both sides for k = 0; 1; : : :; n, together with the initial condition a 0 = 1, we have the following system of n + 2 linear equations with n + 2 unknowns, Ax = b is obviously nonzero and is in fact a large number, thus the linear system (3.5) has a unique solution. The set up of the system (3.5) and the matrix A is not necessary for this simple example, but it may help understand the algebraic structure of other more complicated systems.
It is not economic to solve (3.5) by direct inversion of A. Since A is sparse, it can be solved easily, say, by Gauss elimination, to obtain a representation for the perturbation parameter We shall call this the direct form of the -method representation for I 0 (z), which minimizes the perturbation of (3.3) on the unit interval.
However, our interest is to minimize the di erence between the true solution y(t) of (3.2) and the perturbed solution y n (t) of (3.3), not the di erence d dt t dy n (t) dt ? y n (t):
After re-examining (3.2), we may de ne a new representation y n?1 (t) = d dt 
Quality of the -Method Approximation
There is not su cient information about the norm of the Faber polynomials available to enable us to give analytic error bounds for the automated -method approximations discussed above. The only heuristic error bounds for the complex-valued -method approximations employing the Faber polynomials as the perturbation term, of which we are aware, were given by Coleman (1987b) under some assumptions on the norm of the Faber polynomials. A heuristic explanation of the good approximation properties of the -method with the Faber polynomials is that the properties of a Faber polynomial of degree n restricted to D (a closed, bounded, continuum of the complex plane) is similar to those of the Chebyshev polynomial of degree n for D which is de ned to be the monic polynomial of degree n minimizing max z2D jz n + a n?1 z n?1 + + a 1 z + a 0 j:
Good approximation may be obtained in the -method by minimizing the perturbation term in (3.3) among all polynomials of degree n on the region of interest. The minimization is obviously achieved by the above de nition of the Chebyshev polynomials, but the Faber polynomials provide near-minimax approximations on the same region (Coleman, 1987a) . In fact, Coleman (1987b) has shown that the performance of the -method with the Chebyshev polynomials as the perturbation term is similar to that of the -method with the Faber polynomials. Since the complex-valued Chebyshev polynomials for an arbitrary circular sector are not readily available (Grothkopf and Opfer, 1982) , the Faber polynomials are the natural choice as the perturbation term in the -method. Although lack of rigorous theoretical justi cation, numerical experiments have been conducted by Coleman (1987a,b) , Zhang (1995) , Zhang and Belward (1995) to show that the -method is a good approximation techniques for the special functions in the complex plane. Recent work of Zhang (1996a,b) has shown that the automated -method is superior to the numerical -method with respect to the accuracy of the approximation and other factors commented in x 1.
The approximating polynomials can be computed and expressed explicitly in rational numbers. The solution of the direct -method is the exact solution of the perturbation equation. The departure of solution of the perturbation equation to that of the underlying equation may be investigated symbolically. This may be of interest in perturbation theory. Of course, the accuracy of the -method computed symbolically will be better than that of the same method computed numerically. At least there is no concern about the rounding error for high order -method approximations.
The coe cients a k and a k are given in recursive form and the output is a polynomial of rational numbers. The approximating polynomials of (3.9) and (3.10) are rational numbers if the Faber polynomials are computed with the recurrence as discussed in x 3, there will be no accumulation of rounding error.
To obtain an accurate approximation, we need to choose a small half opening angle in the de nition of the Faber polynomials. The smaller the half opening angle we choose, the higher the overall approximation accuracy will be. The radius R of the disk will also in uence the accuracy of the approximations. The smaller the R, the better the approximations. The automated -method allows the choice of the parameters for speci c approximations to achieve high accuracy.
The integrated form of the -method may not be available if the equation can not be written in the self-adjoint form (3.2), see Zhang (1996b) . Furthermore, numerical experiments conducted by Zhang (1996a) showed that the integrated -method may not always yield better approximate solution than the direct -method if the order of the approximating polynomials is high and arg z is large.
Conclusions and Remarks
We have successfully implemented and automated the -method by using Mathematica y on a PC 486 and a Sun SPARCstation. It allows us to manipulate the approximation process and the applicable regions more easily and e ciently than ever before. The drawbacks we experienced with the numerical -method have been overcome or largely alleviated.
The automated -method illustrated above should not be interpreted as being limited to the representations of the modi ed Bessel function I 0 (z). It may be used to represent solution of many other di erential equations with suitable boundary conditions in any circular section of the complex plane, when the perturbation polynomials appropriate to the region are used. We have computed approximate polynomial solution of moderate degrees (up to 20) on arbitrary circular section S ( 1 ; 2 ; R) for some other di erential equations (Zhang, 1996; Zhang and Belward, 1996) . With the automated -method, the applicable region may be extended to other shapes. Other polynomials such as complex Chebyshev polynomials may also be chosen as the perturbation terms.
The advantages and disadvantages of the -method and the Chebyshev series approximations have been discussed by Zhang and Belward (1995) without the availability of the symbolic computation. One of the di culties of the -method is that it must re-evaluate all coe cients for approximating polynomials of di erent degrees. This is clumsy in comparison with the easy truncation of the Chebyshev series. The symbolic computation procedure given in this paper should ease this di culty considerably.
Furthermore, advanced utilization of symbolic computation may result in more e cient algorithms for the -method approximations. For example, the -method can be entirely automated with a symbolic algorithm. Finite di erence operators on the coe cients a k in the polynomial solution y n (t) can be obtained from the di erential operators of the linear equations with a general symbolic algorithm (using inverse Mellin transformations). This leads to the automatic construction of the matrix A (where the rst n + 1 columns are integers or rationales).
Another promising way to achieve easy manipulation of accuracy is to represent a function by the Faber series. This approach was investigated by Ellacott (1983) and Coleman (1987b) . Coleman showed that the Faber series and the -method give similar numerical results. Since the Faber series is di cult to evaluate numerically, he preferred the -method. However, with the availability of the symbolic computation approach, we may be able to represent the coe cients of the Faber series symbolically and evaluate them less painfully. For recent development in symbolic and numerical -method approximations for special functions of complex argument and large magnitude, readers are referred to Zhang (1996a,b) . It has been argued (Zhang, 1996b ) that in approximating Bessel functions of large magnitude it is advantageous to use di erent parameters y Mathematica is a registered trademark of Wolfram Research.
for di erent region of the complex plane. The automated -method with the symbolic manipulation power is very convenient in this respect.
