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ABSTRACT
Experimental Two-Phase Flow Characterization
of Subcooled Boiling in a Rectangular Channel. (May 2009)
Carlos Eduardo Estrada Perez, B.S., Universidad Autónoma Metropolitana
Chair of Advisory Committee: Dr. Yassin A. Hassan
On the eﬀorts to provide a reliable source of experimental information on turbu-
lent subcooled boiling ﬂow, time resolved Particle Tracking Velocimetry (PTV) exper-
iments were carried out using HFE-301 refrigerant ﬂow through a vertical rectangular
channel with one heated wall. Measurements were performed at liquid Reynolds num-
bers of 3309, 9929 and 16549 over a wall heat ﬂux range of 0.0 to 64.0 kW/m2. From
the PTV measurements, liquid two dimensional turbulence statistics are available,
such as: instantaneous 2-D velocity ﬁelds, time-averaged axial and normal velocities,
axial and normal turbulence intensities, and Reynolds stresses. The present results
agree with previous works and provide new information due to the 2-D nature of
the technique, for instance, this work shows that by increasing heat ﬂux, the boiling
bubbles inﬂuence on the liquid phase is portrayed as a persistent increase of axial
velocity on regions close to the heater wall. This persistent increase on the axial
velocity reaches a maximum value attributed to the terminal bubble velocity. These
new observed phenomena must be considered for the development and improvement
of two-phase ﬂow turbulence models. To this end, an extensive error analysis was also
performed with emphasis on the applicability of the PTV measurement technique on
optically inhomogeneous ﬂows. The error quantiﬁcation exhibited negligible optically
induced errors for the current conditions, making the data acquired in this work a
vast and reliable source.
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1CHAPTER I
INTRODUCTION
Turbulent subcooled boiling ﬂow has been used extensively in industry because it is
one of the most eﬃcient heat transfer modes. The continuous mixing and stirring of
liquid produced on the life cycle of the subcooled boiling bubbles (nucleation, growth,
wall detachment, coalescence and collapsing) are local enhancing mechanisms of heat
and momentum transfer. Therefore, liquid turbulence modiﬁcation produced by these
mechanisms, have to be accurately measured to be included on the empirical models
used to design the energy transfer systems that are common in industry. Multiple
experimental eﬀorts have been directed towards this goal, and the open literature
contains many examples of such works, but for brevity, we will refer to only a few.
A. Literature Review
1. Isothermal Two-Phase Flow
Isothermal air-water ﬂow experiments were performed by Lance and Bataille [1] to
understand the local void fraction (α) inﬂuence on the liquid phase turbulence. They
used Laser Doppler Anemometry (LDA) and Hot Film Anemometry (HFA) measure-
ments to study the turbulence of the liquid in a bubbly, grid-generated turbulent ﬂow
ﬁeld. They found that the turbulent kinetic energy greatly increases with the void
fraction. They described two regimes: the ﬁrst one corresponds to low values of α,
where hydrodynamic interactions between bubbles are negligible, and the second one
to higher values, for which the bubbles transfer a greater amount of kinetic energy to
The journal model is IEEE Transactions on Automatic Control.
2the liquid. The Reynolds stress tensor shows that the quasi-isotropy was not altered.
Furthermore, their one-dimensional spectra analysis showed a large range of high fre-
quencies associated with the wakes of the bubbles and the classical −1/5 power law is
progressively replaced by a −8/3 dependence.
2. Non-Isothermal Single-Phase Experiments
Non-isothermal single-phase ﬂow experiments were performed to elucidate the eﬀect
of density changes on the ﬂuid turbulence within circular and square channels. Bar-
row [2] performed single-phase ﬂow experiments in a rectangular channel with unequal
heat ﬂuxes in the channel walls. He analyzed the inﬂuence of uneven heating on fric-
tion and heat transfer coeﬃcients and measured liquid velocity ﬁelds, but only for
the unheated case. Roy et al. [3] pioneered on the research of turbulent liquid ﬂow of
refrigerant R-113 through heated and unheated annular channels. Using HFA they
obtained mean axial velocity proﬁles and turbulence intensities for various Reynolds
numbers and heat ﬂuxes. They concluded that accurate velocity ﬁeld measurements
in turbulent liquid ﬂow by constant temperature anemometry are diﬃcult since gen-
erally only low sensor overheats can be used. Hasan et al. [4] obtained velocity
and temperature ﬁelds of heated and unheated refrigerant R-113. Using HFA and
a chromel-constantan microthermocouple, they presented radial proﬁles of velocity,
turbulence intensities and Reynolds stresses, together with single-point correlations
between turbulent velocity and temperature ﬂuctuations. Wardana et al. [5] used
Laser Doppler Velocimetry (LDV) and a resistance thermometer to study air velocity
and temperature statistics in a strongly heated turbulent two-dimensional channel
ﬂow, with wall temperatures up to 700  and a ﬁxed Reynolds number of 14000.
They did not ﬁnd signiﬁcant changes by the wall heating in either temperature or
velocity ﬁelds. However, they found a suppression of the turbulence intensities of
3velocity ﬂuctuations far from the heated wall. Velidandla et al. [6] used a two-
component LDV and a micro-thermocouple to measure velocities and temperatures
of refrigerant R-113. They found buoyancy eﬀects on the time-mean velocity and tur-
bulence ﬁelds, even at very low values of Gr/Re2. Zarate et al. [7] developed velocity
and temperature wall laws in a vertical concentric annular channel from measure-
ments in turbulent liquid ﬂow of refrigerant R-113, noting that when buoyancy forces
inﬂuence becomes large, the velocity and temperature data do not follow the respec-
tive wall laws. Kang et al. [8] summarized experimental measurements on isothermal
and heated turbulent up-ﬂow of refrigerant R-113. They presented liquid turbulence
statistics, radial turbulent heat ﬂux distributions and Prandtl number estimations.
Zarate et al. [9] presented numerical simulations to predict turbulent isothermal and
heated up-ﬂow of refrigerant R-113, providing comparisons with experimental results.
3. Subcooled Boiling Experiments
The ﬁrsts attempts known by the author to measure local ﬁelds of subcooled boiling
parameters of the liquid phase was done by Roy et al. [10]. They measured turbulent
velocity and temperature ﬁelds in the all-liquid region adjacent to a subcooled ﬂow
boiling layer. Signiﬁcant changes in the turbulent structure of the all-liquid region
were observed due to boiling. Improving their measurement techniques, Roy et al. [11]
were able to measure liquid turbulence statistics of the liquid refrigerant R-113 even
inside the boiling layer region adjacent to the heated wall. They found that the near-
wall liquid velocity ﬁeld was signiﬁcantly diﬀerent from that in single-phase liquid ﬂow
at a similar Reynolds number. Lee et al. [12] performed measurements of subcooled
boiling ﬂow of water in a vertical concentric annulus. Using a two-conductivity probe
they measured the local void fraction and vapor velocity and using a Pitot tube they
measured the liquid velocity. Situ et al. [13] measured the ﬂow structure of subcooled
4boiling ﬂow in an annulus. They used a double-sensor conductivity probe method to
measure local void fraction, interfacial area concentration and interfacial velocities.
Using LDA Ramstorfer et al. [14] performed subcooled boiling ﬂow experiments in a
horizontal channel with one heated wall, to gain insight into the bubble laden near-
wall velocity ﬁeld. Contrary to the vertical channel experiments, they found that
the streamwise velocity component was considerably reduced compared to the single-
phase case, while the near-wall turbulence was increased due to the presence of the
bubbles.
4. Numerical Simulations
Using the experimental information from the previous works, diﬀerent two-phase ﬂow
models were developed and used to simulate convective subcooled boiling ﬂow [15, 16,
17, 14] with some success. These models share the characteristics of being based on
time-average analysis of information from point measurements probes. However, due
to the complex nature of the turbulence found in subcooled boiling, this approach
seems to be limited.
5. Visualization Techniques
Visualization techniques such as Particle Image Velocimetry (PIV) and Particle Tack-
ing Velocimetry (PTV) can be used to overcome some of the limitations associated
with point measurements techniques. PIV and PTV are non-intrusive and provides
full-ﬁeld quantitative and qualitative information of the ﬂow under study with high
spatial and temporal resolution. The common measuring principle behind these meth-
ods is that instantaneous ﬂuid velocities can be evaluated by recording the position of
images produced by small tracers suspended in the ﬂuid, at successive time instants.
The underlying assumption is that these tracers closely follow the ﬂuid motion with
5minimal lag. This assumption holds true for a wide variety of ﬂows of interest pro-
vided that the tracers are small enough and/or their density approaches that of the
ﬂuid. Besides their common goal, an important diﬀerence is that in PIV, the con-
centration of tracers is rather high and the measurement of the "local" ﬂuid velocity
results from an average over many tracers contained in a measurement volume. This
is in contrast with PTV, where the velocity is determined at random locations using
the images produced by a single tracer. Although both techniques can be applied on
the analysis of two phase ﬂows, PTV is preferred, due to its ability to diﬀerentiate
between the gas and liquid phases and subsequently deliver simultaneous velocity
ﬁelds associated with each phase.
6. Two-Phase Flow Experiments with Visualization Techniques
Using PTV adiabatic two-phase ﬂow experiments had been carried out [18, 19, 20]
to investigate the inﬂuence of void fraction on liquid turbulence parameters. These
experimental studies represent a rich description of phenomenological events impor-
tant for the modeling of two-phase ﬂows. However, there appears to be a scarcity
of subcooled boiling experimental studies that can capture instantaneous whole-ﬁeld
measurements with a fast time response.
7. This Work
In this work, time resolved PTV experiments are performed to obtain liquid ﬂow
measurements in turbulent subcooled boiling ﬂow of refrigerant HFE-301 (3M, Novec-
7000) [21] through a rectangular channel. This work is an attempt to enrich the
database already collected on turbulent subcooled boiling ﬂow and to provide a mean
for validation and improvement of two-phase ﬂow numerical models.
6CHAPTER II
EXPERIMENTAL APPROACH
A. Experimental Facility
The experimental facility was designed for the visualization of subcooled boiling ﬂow
of refrigerant HFE-301 at low system pressures. The facility consists of a hydraulic
loop and a visualization system. Requirements such as temperature, pressure and ﬂuid
compatibility were considered in the hydraulic loop design, and dynamic arrangement
to facilitate optical access was considered on the visualization system. More details
are given in the following sections.
1. Hydraulic Loop
The hydraulic loop facility consisted of an external loop and a test section. The
external loop and test section were designed to withstand temperatures in excess of
200  and pressures up to 100 psi. The external loop consisted of piping, ﬁttings,
valves, a reservoir tank, circulation heater, ﬁlters, a heat exchanger, and a pump. All
the component materials were chosen to be compatible with the Novec 3M 7000 ﬂuid.
Nylon tubing with brass compression ﬁttings were used in the loop to meet these
conditions. Although the Novec ﬂuids have a low toxicity, a closed loop was chosen
to reduce the exposure and evaporation of the ﬂuid. The loop was constructed in a
modular fashion with the test section isolated from the rest of the loop. This was
done to reduce vibrations in the test section from the pump and to allow for the test
section to easily be removed for assembly and repair. The ﬂow loop is attached to a
board that can be leveled for precise measurements of the test section.
7Fig. 1. External ﬂow loop schematic.
Fig. 1 shows the external loop that has been designed and constructed for the
experiment. Here, a two-phase separating tank is used to ﬁll the loop with the working
ﬂuid. A start-up and purging procedure is used to purge the loop of any air. First
purge valves #1 and #3 are closed while the tank cutoﬀ, tank isolation, tank bypass
and #2 purge valves are opened. The tank is ﬁlled with ﬂuid and the lines between
purge valve #1 and #3 are ﬁlled. Next the tank bypass valve is closed and purge valve
#3 is open. The pump is started and all remaining valves are opened and the ﬂuid is
pumped through the system. The remaining air is eliminated from the system when
it enters the two-phase separating tank. Once all the air has been removed, the #2
purge and tank isolation valves are shut and the tank bypass is opened and a closed
loop is achieved. The ﬂuid is then ﬁltered through for 10-30 minutes to eliminate any
8large seeds in the ﬂow or any contamination. The ﬁlter is then bypassed to reduce
the pressure drop in the system.
The temperature of the ﬂuid to the test section is controlled by means of a
Watlow circulation heater. This heater is managed by an internal PID temperature
controller, capable of a fast response to temperature changes. The mass ﬂow rate
to the test section was measured with a variable-area ﬂow meter and controlled by
adjusting the test section bypass and control valves.
The test section is a rectangular channel made of transparent polycarbonate,
with 530 mm length and a cross-sectional area of 8.7×7.6 mm2. Energy for boiling
is provided by a Kapton thin heater with a length and width of 175 mm and 7 mm,
respectively, and a maximum working temperature of 200. The heater is attached
to the lateral interior face of the channel (see Fig. 2). The electric current to the
heater is provided and adjusted by a DC power supply, from which a maximum wall
heat ﬂux of 64 kW/m2 was obtained. To reduce heat losses to the ambient, the
external face of the channel was insulated with 10 mm of balsa wood. With this
conﬁguration an unheated length of 320 mm is achieved. To measure the heater
wall temperature, six J-type thermocouples were attached to the external face of the
heater. The thermocouples were positioned in a vertical arrangement along the heater
wall with a space of 25.4 mm in between them. Test section ﬂuid inlet (Tin) and outlet
(Tout) temperatures were also measured by two J-Type thermocouples. Fig. 2 shows
the schematics and dimensions of the test section.
2. Visualization System
The visualization system consisted of particles ﬂow tracers, a high-speed high-resolution
camera, a high-speed high-power laser, a continuous halogen lamp, mirrors, transla-
tional stages, and lenses. The ﬂow tracers are highly reﬂective silver coated particles
9Fig. 2. Test section schematics and dimensions.
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Fig. 3. Visualization system schematics.
with a density range of 1.39 to 1.41 kg/m3, with an average particle diameter of 40
µm. The high-speed camera has a maximum frame rate of 7000 fps at a resolution of
800×600 pixels, with a maximum bit depth of 12 bits. The illumination was provided
by a Pegasus laser dual lamp with a maximum power of 27 mJ/pulse and a maximum
pulse rate of 20000 pulse/s. Two optical mirrors and two concave-convex lenses are
used to convert the small circular beam from the laser, into a thin sheet of light. The
laser light sheet is positioned on the measurement area region, parallel to the camera
focal area. The camera, mirrors and lenses are mounted on translational stages to
have the capability of changing the measuring region along the test section. Fig. 3
shows the schematics of the visualization system.
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CHAPTER III
PTV SYSTEM AND ACCURACY
A. PTV Algorithm Description
To measure the liquid velocity on the subcooled boiling ﬂow experiments, a home-
developed PTV algorithm is used. This algorithm has been applied successfully on
previous two-phase ﬂow works [18, 19, 20]. The original algorithm was developed
by Cannan and Hassan [22], and has been improved over the years. A simpliﬁed
description of the PTV algorithm follows: 1) particle detection, 2) particle centroid
location estimation and 3) particle matching in between consecutive frames (particle
tracking). In this section, the components of the PTV algorithm that are new or
relevant for the present study are described below. A more detailed description of
the PTV processing is given elsewhere by Estrada-Perez [23].
1. Particle Detection
The particle detection procedure is specially important in any multi-phase ﬂow experi-
ment, where accurate identiﬁcation and discrimination in between phases is required.
This procedure provides important particle parameters such as size, shape and in-
terface interactions. In this study particle mask correlation method [24] is used to
this end. This technique is an image template matching routine, where the selected
template is an ideal particle image generated from the following equation
I(x, y) = I0 exp
[
− 1
2r20
(
(x− x0)2
a2
+
(x− x0) (y − y0)
c2
+
(y − y0)2
b2
)] (3.1)
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This equation will generate a Gaussian representation of an ideal particle where
I(x,y) is the gray scale intensity on the (x, y) position, (xo, yo) is the particle centroid
location, Io is the maximum intensity, a, b, and c are shape modiﬁer parameters, and
ro is the particle radius. The image template selection will depend on the object of
interest, for example, selecting a small value for ro (particle size) will in turn provide
a means of discerning in between small and large objects.
2. Particle Centroid
Once a particle (or object) is identiﬁed, its centroid is estimated to sub-pixel accuracy.
In this study three diﬀerent centroid estimation techniques are available: three point
Gaussian interpolation (3PGI) [25], two dimensional Gaussian regression (2DGR) [26],
and center of mass technique (CMT). 3PGI and 2DGR performance and accuracy are
similar, both are well suited for small (radius < 10 pixels) Gaussian shaped objects.
The CMT is better suited for larger objects (radius > 10 pixels) with no shape
restriction. For example, in a two phase ﬂow PTV experiment, CMT will be ideal
for bubbles centroid location, and either 3PGI and 2DGR are well suited to estimate
the liquid tracer particles centroids. Although 3PGI technique is the most commonly
used among researchers due to its simplicity, in this work, 2DGR is preferred since
it relies on more information (9 points are used in the regression rather than 6) to
estimate the centroids.
3. Particle Tracking
The particle tracking algorithm used in this study, is based on direct spatial correla-
tion. This is a straightforward manner to compute the cross-correlation. It computes a
correlation coeﬃcient between two sub-images that are inside a pair of single-exposed
13
PTV pictures. The correlation coeﬃcient between the sub-images IA and IB with
a× b dimensions is computed using
CIAIB(xo, yo) =
∑a
i=1
∑b
j=1
[
IA(i, j)− I¯A
] [
IB(i, j)− I¯B
]
×
(∑a
i=1
∑b
j=1
[
IA(i, j)− I¯A
])−1/2
×
(∑a
i=1
∑b
j=1
[
IB(i, j)− I¯B
])−1/2 (3.2)
where I¯A and I¯B are the average intensities of sub-images A and B respectively. In this
study, the two sub-images are particle images in consecutive frames. Assuming two
experimental pictures, A and B acquired at two diﬀerent times t = to and t = to+∆t
respectively, the correlation coeﬃcient will determine which particle in picture B is
the best match of a particle on picture A. Since particles location is estimated to
sub-pixel accuracy, and the interval between pictures is known, an accurate particle
velocity estimation is available.
B. PTV Algorithm Accuracy
Using sets of artiﬁcial and experimental images, the PTV algorithm error sensitiv-
ity analysis was developed by Estrada-Perez [23]. Some of the relevant results are
summarized next.
1. Particle Detection and Centroid Estimation Errors
Fig. 4(a) shows the centroid estimation error as a function of particle size. For the ac-
tual boiling experiments, the average particle image radius was about 3 pixels, where
the algorithm RMS error for particle position is below 0.01. This particle image size
was obtained with a trade-oﬀ between camera magniﬁcation, resolution and particle
dimensions. Since particle dimensions and camera resolution are ﬁxed (30 to 40 µm
and 800×600), the required magniﬁcation provided a visualization area of 9.87×7.40
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mm2 with 81.03 pixels/mm. Fig. 4(b) (where optimal particle dimensions were con-
sidered) presents centroid estimation error as a function of particle image density.
As expected, increasing particle image density will increase the centroid estimation
error. In overcrowded pictures, particle images are closer or even overlapped, making
discerning individual particle detection more diﬃcult. In the boiling experiments,
an average of 3000 particles in a 800×600 image (equivalent to 1562 particle in a
500×500 image) was obtained, corresponding to an RMS value of 0.02. Fig. 4(c)
shows the eﬀectiveness of the particle detection algorithm (for optimal particle im-
age dimensions). Both 2DGR and 3PGI have acceptable performances even for high
particle image densities, these techniques accurately detect and estimate the centroid
of overlapped particle images. CGT lacks of this capability, therefore, strongly over-
lapped particles will be considered as a single particle, aﬀecting both eﬃciency and
accuracy. For the boiling experiments 2DGR was used with an experimental par-
ticle image density of 1562 particles. This provides an experimental particle image
detection eﬃciency of about 98%.
2. Velocity Estimation Accuracy
The velocity accuracy was tested with home-made artiﬁcial images and with the
international standard PIV challenge artiﬁcial images [27]. From this analysis, a
maximum velocity estimation error for the current experimental image conditions
was estimated to be less than 0.1 pixels (1.2 µm).
15
a)
b)
c)
Fig. 4. Centroid estimation error sensitivity analysis.
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CHAPTER IV
EXPERIMENTAL UNCERTAINTIES
In this section a summary of experimental uncertainties is presented, details of each
uncertainty calculation are given on Appendix A.
A variable area ﬂow-meter model F-450 from Blue-White industries, was used
to measure the volumetric ﬂow rate through the test section. The full-scale accuracy
accounts for ±5%. Additional corrections were needed since water was used for the
ﬂow-meter factory calibration. The correction formula for a working ﬂuid with density
of 1400 kg/m3 is Q˙C = Q˙M × 0.6842, where Q˙C and Q˙M are the corrected and the
measured volumetric ﬂow rates.
Temperature measurements were performed with J-type Omega thermocouples
with ±2.5  tolerance between -40  and 375 . To measure outside heater wall
temperature, six thermocouples were attached along the outside heater wall (see
Fig. 2). Direct measurements of inside wall temperature were not performed to avoid
liquid ﬂow disturbances in the near-wall region. To estimate inside wall tempera-
ture from the outside wall temperature, a calibration curve was obtained by means
of experiments. For the calibration experiments, two thermocouples were used, one
measuring the outside heater wall temperature (Tout) and the other measuring the
inside wall temperature (Tins), both thermocouples positioned at the same height.
Diﬀerent ﬂow rates and heat ﬂuxes were considered. For the range of experimental
conditions of interest, a maximum wall temperature ratio was found to be Tout/Tins
= 1.3.
The heater power was calculated as the product of the current and the voltage
diﬀerence across the heater. The D.C. power supply (Mastech D.C. HY3020MR)
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voltage and current reading accuracy accounted for ±1 % and ±2 % respectively,
from which a heater power measurement accuracy of ±2.23 % was calculated with
the error analysis suggested by Kline and McClintock [28].
Fig. 5. Percentage of heat loss as a function of liquid temperature diﬀerence (TH -
T∞).
The heat losses from the test section to the ambient were calculated with a
heat balance from experimental data obtained under no-liquid, no-ﬂow conditions,
with power ranges from 5.01 to 13.72 W. Fig. 5 shows the percentage of heat loss
(QLOSS%) as a function of temperature diﬀerence between wall heater temperature
(TH) and ambient temperature (T∞). The maximum temperature diﬀerence (TH−T∞)
in the boiling ﬂow experiments is about 65  giving an average heat loss of about
6%.
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Fig. 6. Wall temperature comparison for case a) reference , b) PTV particles , c)
halogen illumination , d) laser illumination 
A. Inﬂuence of Visualization Devices on Temperature Measurements
The ﬂuid turbulence modiﬁcation due to changes of wall heat ﬂux can not be cor-
rectly assessed if there is not an estimate of the additional energy provided by the
ﬂow visualization devices, therefore convective boiling experiments with Re = 9929.82
and heater power values (QH) of 0.0, 4.98, 15.13, 45.42, and 80.56 W were performed
considering four diﬀerent cases: a) reference (no visualization devices), b) ﬂuid with
particle tracers, c) ﬂuid with halogen light illumination and particle tracers, and d)
ﬂuid with laser light illumination and particle tracers. In these experiments three
hours were used as a steady state waiting time, after which, temperature measure-
ments were acquired for 10 seconds at a rate of 2000 Hz. The heater wall temperature
at diﬀerent heights, the channel inlet and outlet ﬂuid temperatures and the ambient
air temperature were measured for each case. Fig. 6 shows the heater average wall
temperature (T¯wall) for the diﬀerent cases. There are not noticeable diﬀerences on
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T¯wall within the cases, being the largest diﬀerence of 2.18  found between the ref-
erence case and the case with laser illumination.
Fig. 7 shows the eﬀects of illumination devices on the diﬀerence between inlet and
outlet liquid temperatures (∆Tf = Tout − Tin) for diﬀerent heater powers. The eﬀect
of the illumination devices on ∆Tf is also negligible, having a maximum absolute
diﬀerence value of 0.15  (lower than the temperature measurement uncertainty).
It can be concluded that the eﬀect of the illumination devices on the overall heat
transfer of the system is negligible small and within the values of the temperature
uncertainties. Further investigations are needed to determine the local eﬀects induced
by the illumination devices.
Fig. 7. Diﬀerences between channel outlet and inlet ﬂuid temperatures measured for
each diﬀerent illumination case for diﬀerent heater powers.
20
B. Other Uncertainties
On PTV measurements, a source of error is induced by gravitational forces if ﬂow
tracers density diﬀer largely from that of the liquid. An indication whether gravi-
tational forces becomes important, can be obtained from Stokes drag law [29], from
which the gravitational induced velocity Ug is given by
Ug = d
2
p
(ρp − ρ)
18µ
g (4.1)
where dp and ρp are diameter and density of the particles, ρ and µ are the density
and dynamic viscosity of the liquid, and g is the gravitational acceleration. In the
subcooled boiling experiments the liquid density gradient induced a maximum grav-
itational velocity of Ug = 2.4 µm/s, therefore the inﬂuence of liquid density changes
on velocity estimation can be neglected.
Further investigation of the PTV velocity measurement accuracy was performed
by comparing PTV measurements with the ﬂow meter readings. The average velocity
obtained with PTV was 10% larger than the measured by the ﬂow meter. The reason
of this discrepancy is attributed to the fact that PTV measurements were acquired in
the center plane of the channel, where the maximum velocity is located. If more planes
were considered for the PTV measurements, then this discrepancy should decrease.
Sampling number is another factor that inﬂuences the velocity measurement
accuracy. In this work, the sampling number corresponds to the number of PTV
velocity ﬁelds (or number of PTV image pairs) used to estimate the liquid average
velocities. The sampling number inﬂuence on the velocity measurement uncertainty
is determined experimentally as shown in Fig. 8, where ∆X¯(X¯ : U¯ , V¯ ): is deﬁned as
∆X¯ =
X¯ − X¯m
X¯m
(4.2)
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Fig. 8. Sampling number eﬀect on velocity measurements uncertainty.
in this case X¯ is the average value calculated using N velocity ﬁelds and X¯m is the
mean value of X¯. As shown in Fig. 8 the average normal velocity uncertainty is
less than 5% after a sampling number N = 3000, while the average axial velocity
uncertainty is less than 5% after a sampling number N = 250, therefore for the
boiling experiments, a sampling number of 5000 is used to yield reasonable statistical
estimations of the ﬂow average velocities.
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CHAPTER V
RESULTS
A. Flow Characterization Experiments
To characterize the ﬂow, liquid velocity measurements were performed using PTV
at diﬀerent positions along the channel. The visualization facility allowed changing
with minimum eﬀort the measurement region along the length of the channel (see
Fig. 3). Three diﬀerent measurement regions were selected, the distances from the
measurement region location to the channel inlet are shown in Table I.
Table I. Test section measurement names and positions
Name Distance from the inlet
P56 455 mm
P23 365 mm
N10 275 mm
For each measurement region, 3000 pictures were acquired using the high speed
camera. The camera was synchronized with the high energy laser that provided a 1
mm thick sheet of light for illumination. The camera frame rate was 2500 frames/s
with an exposure time of 2 µs; each image consisted of 504 × 800 pixels with a spatial
resolution of 20.1 µm/pixel, with this conﬁguration, the whole channel width was
visible inside the measurement region. A Reynolds number of Re = 9929 was consid-
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ered in this experiment, and a constant inlet temperature of 25.5  was maintained.
Fig. 9 shows the mean axial velocity U¯ and mean axial turbulence intensity u′ for the
diﬀerent measurement regions, both normalized by the mean centerline axial velocity
(U¯c). The distance from the wall is normalized by the channel half-height (h).
Fig. 9. Mean axial velocity U¯ and axial turbulence intensities u′ proﬁles at position
455 mm ×, 365 mm , 275 mm N, from the channel inlet
The turbulence intensity proﬁles showed small discrepancies between the mea-
surement regions, these diﬀerences may be the result of having a small ratio of chan-
nel width and height (w/H ≈ 1), which means that the ﬂow is not entirely two-
dimensional. This channel design was chosen to simulate the small ratios of w/H
24
typically found in the coolant ﬂow channels of boiling water nuclear reactors (BWR).
Ideally, the mean normal velocity V¯ should be zero, however in this experiments
nonzero values of this velocity were measured, but were only about 0.7% of the mean
axial velocity component in the ﬂow core region. The normal velocity proﬁles are
not shown for these experiments. Measurement region P56 (see Table I) was selected
as a suitable measurement area for the boiling experiments, because at this position
fully developed ﬂow statistical characteristics were found. Also because there are two
adjacent thermocouples at this location, that provide good local estimates of average
heater wall temperature. Flow development from lower measurement areas is known
and can be used as inlet boundary conditions for computer simulations.
B. PTV Subcooled Boiling Flow Experiments
(a) (b)
Fig. 10. PTV experimental images (a) unheated single-phase ﬂow (b) boiling ﬂow with
q′′ = 56.9 kW/m2.
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(a) (b)
Fig. 11. Velocity ﬁelds obtained from experimental images for (a) unheated sin-
gle-phase ﬂow, (b) boiling ﬂow with q′′ = 56.9 kW/m2.
The measurement area selected was located at 455 mm (position P56) from the
channel inlet. At this position PTV experiments to obtain liquid velocity measure-
ments were performed with a camera frame rate of 3500 frames/s, and an exposure
time of 2 µs. Each acquired image consisted of 600×800 pixel with a spatial resolu-
tion of 12.3 µm/pixel. Three diﬀerent Reynolds numbers were considered: 3309, 9929
and 16549, for each Reynolds about 13 diﬀerent heat ﬂuxes (q′′) were used, ranging
from 0.0 to 64.0 kW/m2. For all cases a constant inlet temperature of 25.5  was
maintained and the heater wall average temperature and ﬂuid outlet temperature
were also measured. Fig. 10 shows the PTV experimental images for a Re = 9929.
Fig. 10(a) presents the unheated single-phase ﬂow images, where the ﬂow seedings are
easily identiﬁed from the black background. The heated single-phase experimental
images are similar and are not shown for brevity. Fig. 10(b) presents the boiling ﬂow
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images at a heated condition of q′′ = 56.9 kW/m2. A bubble layer is shown on the
left side of the channel where boiling is occurring. From these images, bubbles can be
discriminated from the ﬂow seedings due to diﬀerences in size, gray scale value and
shape. Fig. 11 shows instantaneous velocity ﬁelds obtained from experimental images
at Re = 9929. Fig. 11(a) shows the instantaneous velocity ﬁeld from the unheated
single-phase ﬂow experiments. Similarly, Fig. 11(b) shows the instantaneous velocity
ﬁeld obtained from the boiling ﬂow experiment. Vector gaps are found at positions
fully occupied by bubbles, conﬁrming that only the liquid velocity is being obtained,
it is also noticeable that the vector magnitude diﬀerence in between the two cases is
larger in regions close to the heated wall (left part of the channel).
1. Heat Flux Inﬂuence on the Liquid Phase Turbulence
Wall heating brought signiﬁcant changes in the velocity distribution proﬁles. Some
of these changes are general trends observed also by other researchers [10, 30, 12],
and are summarized next: First, the mean liquid axial velocity in regions close to the
heated wall increased accompanied with a decrease in the axial velocity for regions
far from the heated wall. Second, there is a marked shift of the maximum liquid axial
velocity location toward the wall. These trends are observed on Fig. 12. Fig. 12 (a)
shows the proﬁles of mean liquid axial velocity U¯ for Re = 3309 with wall heat ﬂuxes
ranging from 0 to 64 kW/m2. It is observed that for wall heat ﬂuxes ranging from 3.9
to 9.0 kW/m2 the increase of velocity close to the wall shifted the maximum towards
a common position located at about y = 2.5 mm.
These heat ﬂuxes shared a common maximum velocity magnitude of about 0.2
m/s. Further increase in the heat ﬂux forced the maximum velocity magnitude to
increase and to shift closer to the wall (y ∼ 0.5mm). This behavior is observed up to
a heat ﬂux of 42.3 kW/m2. The velocity proﬁles for these heat ﬂuxes intersected at
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(a) (b)
(c)
Fig. 12. Mean axial liquid velocity proﬁle for (a) Re = 3309, (b) Re = 9926, (c) Re =
16549. with q′′ = 0.0 , 3.9 , 9.0 M, 12.2 N, 16.0 O, 18.3 H, 20.3 B, 22.3 I,
35.9 C, 42.3 J, 48.7 ♦, 56.6 , 64.0 © [kW/m2]
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a common position (y = 2.5 mm). The general trends previously mentioned changed
for the highest heat ﬂux cases (from 48.7 to 64.0 kW/m2). For these cases new
trends were found: First, the maximum liquid axial velocity reaches a "terminal"
maximum velocity of about 0.34 m/s, and second, the maximum liquid axial velocity
starts shifting away from the wall towards the center of the channel. Furthermore,
the common intersecting point found for the lower heat ﬂuxes (y = 2.5 mm) is not
longer present for the higher heat ﬂux cases. Instead a shifting of this point towards
the center of the channel is observed. The "new" trends were also observed for the
medium Reynolds number case (Re = 9929) shown in Fig. 12(b).
With this Reynolds number, the inﬂuence of wall heat ﬂux over the axial velocity
follows the same general trends as the observed for the lower Reynolds case (Re =
3309), however the increase of axial liquid velocity due to the increase of wall heat
ﬂux is dampened, and the velocity reduction eﬀect for regions far from the wall is
still present, but with less magnitude. The unheated single-phase proﬁle, together
with those of low heat ﬂux (0 to 16.0 kW/m2), showed no signiﬁcant diﬀerences in
the velocity proﬁles, only small discrepancies for points close to the heater wall are
noted. For medium heat ﬂuxes (18.3 to 35.9 kW/m2), there is an increase of the
axial velocity, persistent from y = 0 to about y = 3.5 mm. The "new" trends started
to be observed on the heat ﬂux range from 42.2 to 56.3 kW/m2, where the increase
in axial velocity follows the same behavior of the medium heat ﬂux cases; however,
the maximum velocity location is shifted away from the wall towards the center of
the channel. When reaching the heat ﬂux of 64.0 kW/m2, the maximum velocity
location is also shifted to the right followed by a reduction of velocity magnitude for
points close to the wall. This "new" trend is similar to the one found for the higher
heat ﬂux cases of the Re = 3309 experiment, with the diﬀerence that the "terminal"
maximum velocity is now about 0.54 m/s. Fig. 12(c) shows the proﬁles of mean liquid
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axial velocity U¯ for Re = 16549 with wall heat ﬂux ranging from 0 to 64 kW/m2.
It is clear that at this Reynolds, the heat ﬂux inﬂuence seemed to be minimal. The
increase of velocity for regions close to the wall as a function of wall heating is small
and velocity reduction for regions far from the wall is not noticeable. Small changes
start appearing only up to a wall heat ﬂux of 56.6 kW/m2, where a small increase of
velocity is observed for points in the region from y = 1.0 to about 2.5 mm.
2. Liquid Turbulence Statistics
Since most of the changes in the liquid behavior due to wall heating are observed
close to the heater wall, it is common to use wall coordinates. In the wall coordinate
system, a characteristic velocity is needed to obtain non-dimensional variables. This
characteristic velocity was chosen to be the friction velocity (u∗ = [τw/ρ]
1/2). The
friction velocity can be estimated by plotting the dimensional total stress proﬁle and
taking a best ﬁt of the near-wall total stress to determine τw. It should be noted here,
that the non-dimensionality is performed with single-phase unheated wall values.
i.e., using the friction velocity for the single-phase unheated case. Following the
previous procedure the friction velocities obtained for Re = 3309, 9929, and 16549
were respectively u∗ = 0.012, 0.027, and 0.040 m/s. The overall inﬂuence of wall
heating over the axial velocity was explained in the previous section, while some
remarks concerning the applicability of the wall law are discussed next. All results
presented in this section are normalized by the corresponding single-phase unheated
friction velocity for each Reynolds number. Fig. 13 shows the axial non-dimensional
velocity proﬁle versus the non-dimensional distance from the wall (y+ = yu∗/ν) at
various values of wall heating for Re = 3309, 9929, and 16549. From Fig. 13(a), it
is clear the signiﬁcant inﬂuence of heat ﬂux for the low Reynolds number case. Only
the unheated single-phase ﬂow case (q′′ = 0) has a fairly good approximation to the
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(a) (b)
(c)
Fig. 13. Mean axial liquid velocity proﬁle normalized with single-phase ﬂow friction
velocity for (a) Re = 3309, u∗ = 0.012 m/s, (b) Re = 9926, u∗ = 0.027 m/s,
(c) Re = 16549, u∗ = 0.040 m/s, with q′′ = 3.9 , 9.0 M, 12.2 N, 16.0 O, 18.3
H, 20.3 B, 22.3 I, 35.9 C, 42.3 J, 48.7 ♦, 56.6 , 64.0 © [kW/m2]
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law of the wall. Fig. 13(b) shows that the single-phase proﬁle, together with those of
low heat ﬂux (0 to 9 kW/m2), showed no signiﬁcant diﬀerences from the law of the
wall, and only small discrepancies for points close to the wall heater were noted. For
higher heat ﬂuxes these discrepancies increased. For the highest Reynolds number,
(Fig.13(c)) most of the heat ﬂux cases considered followed the law of the wall closely.
It is clear that the heat ﬂux inﬂuence is dampened in the whole proﬁle except for
points below y+ = 30.
Fig. 14 shows the axial turbulence intensity (u′) at various values of wall heating
for Re = 3309, 9929, and 16549. For the low Reynolds number (Fig.14(a)) the heat
ﬂux inﬂuence is large, even for low heat ﬂux cases. Two trends are observed: ﬁrst, from
q′′ = 3.95 to 9.02 kW/m2 there is a decrease in the axial turbulence intensities with
respect to the isothermal case, the second trend is observed for the higher heat ﬂuxes
where an increase of wall heat ﬂux increases signiﬁcantly the turbulence intensity.
The axial turbulence intensity proﬁles for the medium Reynolds number (Re = 9929)
are shown in Fig. 14(b). Two trends are observed here as well, but in this case the
ﬁrst trend persists for higher heat ﬂux cases, ranging from q′′ = 3.9 to 22.3 kW/m2
where the proﬁles are seen to be below or close to the isothermal case. The starting
point for the second trend is shown for wall heat ﬂuxes larger than 35.9 kW/m2, but a
signiﬁcant increase of the turbulence intensity proﬁle is observed after reaching a wall
heat ﬂux of 48.7 kW/m2. Fig. 14(c) shows the turbulence intensity proﬁles for the
high Reynolds case (Re = 16549). Here the wall heat ﬂux inﬂuence is dampened and
only a small increase of the turbulence intensity proﬁle was observed. No decrease
in the axial turbulent intensity was observed below the isothermal case as in the low
Reynolds case studied here.
Fig. 15 shows the normal turbulence intensity proﬁle (v′) at various values of wall
heating for Re = 3309, 9929, and 16549. These ﬁgures show similar trends than those
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(a) (b)
(c)
Fig. 14. Mean axial turbulence intensity proﬁle normalized with single-phase ﬂow fric-
tion velocity for (a) Re = 3309, u∗ = 0.012 m/s, (b) Re = 9926, u∗ = 0.027
m/s, (c) Re = 16549, u∗ = 0.040 m/s, with q′′ = 0.0 , 3.9 , 9.0 M, 12.2
N, 16.0 O, 18.3 H, 20.3 B, 22.3 I, 35.9 C, 42.3 J, 48.7 ♦, 56.6 , 64.0 ©
[kW/m2]
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found for the axial turbulence intensities (u′). The two trends discussed previously
are observed in Fig. 15(a). The ﬁrst heat ﬂux case q′′ = 3.95 showed a decrease
on the proﬁle compared to the isothermal case, while the rest of the heat ﬂux cases
presented a large increase on turbulence intensity due to the wall heating. Similar
behavior is found for the medium and high Reynolds number however, by increasing
the Reynolds number value, the wall heating inﬂuence is reduced.
The Reynolds stresses u′v′ proﬁles are shown in Fig. 16, for Re = 3309, 9929,
and 16549. The wall heat ﬂux brought signiﬁcant changes on the u′v′ proﬁle. In
general a proﬁle decrease tendency is found as a result of a wall heat ﬂux increment
as well as a marked shift of the zero location toward the heated wall can be observed.
For the low Reynolds number (Fig. 16(a)) these changes are large. At the beginning
of heating from q′′ = 3.95 to 12.23 kW/m2 a peak reduction and shift of the zero
Reynolds stress location toward the wall is found. Further increase of the heat ﬂux
reduced the proﬁle even more and an inverted peak is observed. The location of this
inverted peak (minimum value) will shift toward the center of the channel with wall
heat ﬂux increments. The same trends are found for the medium Reynolds number
(Fig. 16(b)), where the proﬁle reduction is more clear for points up to y+ = 380. For
positions larger than this value, a smaller decrease is seen. The zero shifting and peak
inversion is also present in this Reynolds number. For the highest Reynolds number
the eﬀect of the wall heat ﬂux starts to be noticeable only at high q′′ values. There
are not signiﬁcant diﬀerences in the proﬁles up to a heat ﬂux value of 48.7 kW/m2.
For this Reynolds number, the zero value shifting and peak inversion inﬂuence were
not noted.
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(a) (b)
(c)
Fig. 15. Mean normal turbulence intensity proﬁle normalized with single-phase ﬂow
friction velocity for (a) Re = 3309, u∗ = 0.012 m/s, (b) Re = 9926, u∗ = 0.027
m/s, (c) Re = 16549, u∗ = 0.040 m/s, with q′′ = 0.0 , 3.9 , 9.0 M, 12.2
N, 16.0 O, 18.3 H, 20.3 B, 22.3 I, 35.9 C, 42.3 J, 48.7 ♦, 56.6 , 64.0 ©
[kW/m2]
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(a) (b)
(c)
Fig. 16. Reynolds stresses proﬁle normalized with single-phase ﬂow friction velocity
for (a) Re = 3309, u∗ = 0.012 m/s, (b) Re = 9926, u∗ = 0.027 m/s, (c) Re =
16549, u∗ = 0.040 m/s, with q′′ = 0.0 , 3.9 , 9.0 M, 12.2 N, 16.0 O, 18.3
H, 20.3 B, 22.3 I, 35.9 C, 42.3 J, 48.7 ♦, 56.6 , 64.0 © [kW/m2]
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CHAPTER VI
DISCUSSION
Some of the mechanisms that govern the ﬂuid behavior are presented and discussed.
First, the heated single-phase behavior is explored to serve as a basis to explain the
further more complex mechanisms present when boiling appears. Previous works dis-
cussed the eﬀects of buoyancy forces on the single-phase heated velocity ﬁelds (no
boiling involved): According to Petuhkhov [31], buoyancy aﬀects the ﬂow ﬁeld in a
heated channel via two mechanisms. Firstly, the buoyancy force acts on the entire ﬂow
because of the non-homogeneous ﬂuid density distribution, or the so-called external
eﬀect. The second eﬀect arises from the ﬂuctuating liquid density in the gravity ﬁeld.
This direct eﬀect of buoyancy on turbulence was termed the structural eﬀect [31].
The transport of momentum and thermal energy are inﬂuenced by a complicated in-
teraction between the structural and external eﬀects of buoyancy. In turbulent mixed
convection in a vertical channel, the structural eﬀect appears ﬁrst, inﬂuencing the
axial velocity in points away from the heated wall. The external eﬀect would not
be signiﬁcant during phases of low Gr/Re2. This explains the essentially unchanged
mean axial velocity near the heated inner wall and a discernible eﬀect farther from
the wall (see Fig. 12(c)). By increasing the wall heat ﬂux, the external eﬀects are
expected to become more signiﬁcant leading to the well-known free convection eﬀect
of a fuller mean axial velocity proﬁle near the heated wall. The turbulent kinetic
energy in the proximity of the heated wall is not inﬂuenced by the structural eﬀects,
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at least for low Gr/Re21. For points far from the heated wall, the ﬂuctuating buoy-
ancy force contribution is expected to be negative, and the production term which is
positive, decreases in magnitude compared to the isothermal ﬂow. Thus, suppression
of turbulence is expected for regions far from the heated wall (see the low wall heat
ﬂux cases in Fig. 14(a) to 15(c)). In this work, the turbulence suppression in regions
farther from the wall, was found in all cases, except for the higher Reynolds number
case (Re = 16549). For this case a consistent increase with wall heat ﬂux was found.
We now brieﬂy discuss some of the physical implications of the subcooled boiling
measurements.
[1] suggested that two-phase ﬂow turbulence is the result of nonlinear interac-
tion between wall turbulence and bubble-induced pseudo-turbulence, the latter being
perturbations due to random stirring of the liquid by the bubbles and deformation
of their surface. It has been conjectured that these perturbations are proportional to
the local vapor fraction and the square of the vapor bubble velocity relative to the
liquid, and additionally that they contribute directly to the normal Reynolds stresses
only. Through dynamic interactions, they contribute to the Reynolds shear stresses.
In this work, the axial Reynolds shear stress magnitude increased sharply near the
inner wall, where the vapor fraction was high 2, as was the normal gradient of liquid
mean axial velocity. The high vapor fraction served to diminish the production rate,
whereas the high Reynolds shear stress and mean strain rate augmented the produc-
tion rate in the wall vicinity. It is important to note that one feature was found in this
work that was not measured or explained in previous studies. As observed by other
1The results of this work showed diﬀerently, even for low values of Gr/Re2, small
but signiﬁcant diﬀerences of the turbulence intensities were found close to the heated
wall.
2Void fraction measurements are provided in the next section.
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researchers, at high values of Gr/Re2, the maximum axial velocity was augmented
and shifted toward the heated wall. The consistency of this behavior stopped when
reaching a critical value of Gr/Re2. At this value, the maximum axial velocity shift-
ing toward the heated wall changed toward the center of the channel. The maximum
axial velocity increased no longer with increments of the heat ﬂux. This behavior
can be clearly seen in Fig. 12(a). For high heat ﬂuxes (high Gr/Re2), buoyancy and
bubble interaction inﬂuence over the axial velocity in the axial direction, reached a
maximum. Once this point is surpassed, buoyancy and bubble interaction inﬂuence
start extending in the normal direction toward the center of the channel.
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CHAPTER VII
CONCLUSIONS
Using PTV, liquid velocity ﬁelds of a turbulent subcooled boiling ﬂow in a rectangu-
lar channel were successfully obtained. The present results agree with similar studies
that used point measurement probes [5, 11, 9] . However, the present study provides
additional information; not only averaged proﬁles of the velocity components were
obtained, but also instantaneous 2D velocity ﬁelds were measured with high tempo-
ral and spatial resolution. New and detailed information was obtained; speciﬁcally
for the cases of low Reynolds number and high wall heat ﬂuxes. The inﬂuence of
buoyancy and bubble interaction on the axial direction reached a maximum. Further
increase on the heat ﬂux showed that the inﬂuence of buoyancy and bubble interaction
extended normally to the heated wall. Both dimensional and non-dimensional data
are presented with the hope that they will be useful in turbulence modeling eﬀorts.
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APPENDIX A
MEASUREMENTS UNCERTAINTIES
A. Flow Meter Correction
In this work, a variable area ﬂow-meter model F-450 from Blue-White industries, was
used. The full-scale accuracy accounts for +/−5%.
Since the ﬂow-meter calibration accounted only for water, a calibration correction
was needed because HFE-7000 3M Refrigerant was used on the PTV experiments.
The ﬂow meter calibration correction is given by
Q˙C = Q˙M × 0.6842
Where Q˙C and Q˙M are the corrected and the measured volumetric ﬂow rates.
Using the unheated single-phase PTV experimental results, the previous ﬂow-meter
correction was tested. The ﬂow-meter measurement was Q˙M = 3.79 × 10−5 m3/s,
then the corrected volumetric ﬂow rate is Q˙C = 2.59× 10−05 m3/s, with this value an
average axial velocity was estimated with
V FM =
Q˙C
Af
]
Where Af is the ﬂow area equal to 6.61 × 10−5 m 2. Substituting values the
average velocity obtained from the ﬂow-meter is V FM = 0.39 m/s.
The average velocity calculated from the PTV experimental data is deﬁned as
V PTV =
1
H
∫ H
0
u(y)dy (A.1)
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Where H is the channel height equal to 8.7 × 10−3m, and u(y) is the axial
velocity proﬁle obtained from the spatial-temporal average of 5000 velocity ﬁelds
from the PTV experiment. The experimental data points were ﬁtted with equation
(A.3) with a goodness of ﬁt of R2 = 0.987. Fig. 17 shows the experimental liquid
velocity proﬁle and the corresponding ﬁtted curve.
Fig. 17. Mean axial liquid velocity proﬁles and ﬁtted curves for single and two-phase
ﬂow (q
′′
=56.6 kW/m2) at a Re = 9929
Using equations (A.3) and (A.1) we obtain an average axial velocity of V PTV =
0.4402m/s. From this results, the relative error between V¯FM and V¯PTV accounts for
about 10%
The average axial velocity (V ) was estimated successfully with two diﬀerent tech-
niques, directly from the ﬂow meter (V¯FM) and indirectly form the PTVmeasurements
(V PTV ). PTV estimation was about 10% larger. The reason of this discrepancy is
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attributed to the fact that the PTV measurements were acquired in the center plane
of the channel where the maximum velocity is located, if PTV measurements on more
planes were available, this discrepancy should decrease.
B. Mass Conservation Validation
In this section the liquid mass conservation principle is used to validate the PTV
measurements of the axial velocity proﬁle for single and two-phase ﬂow cases. From
the PTV results the eﬀect of the heat ﬂux over the axial velocity proﬁle is clear,
for high heat ﬂuxes when boiling is present there is an increase on the velocity for
regions close to the heated wall, while for regions far from the heated wall the velocity
decreases (See Fig. 17). Assuming low void fractions and that the liquid mass ﬂow
rate entering the test section was maintained constant, the curve of the two-phase
liquid velocity proﬁle must be close to that of single-phase liquid velocity proﬁle, or
m˙lSP = ρlb
∫
VSP (y)dy ≈ m˙lTP = ρlb
∫
VTP (y)dy (A.2)
Where m˙lSP is the mass ﬂow rate in the single-phase condition, m˙lTP is the mass
ﬂow rate of the two-phase case, VSP (y) and VTP (y) represents the liquid velocity
proﬁles of the single-phase and two-phase cases respectively, and b is the channel
width. Fig. 17 shows the axial liquid velocity proﬁles obtained from the PTV results
for the non heated case (single-phase ﬂow) and the heated case (two-phase ﬂow) with
a wall heat ﬂux of q
′′
w = 66.6 kW/m
2, both at a Reynolds number of Re = 9929.82.
The data points were ﬁtted by polynomial curves, with goodness of ﬁt values of
R2 = 0.987 and 0.978 respectively. The ﬁtted curve equation for the single-phase
case is given by
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VSP (y) =
ab+ cby + eby2 + gby3
1 + bby + dby2 + fby3
(A.3)
with constants given by: ab=-0.029710, bb=2354.870, cb=1481.253, db=-5.393·105,
eb=-3.240·105, fb=2.948·107, gb=1.775·107. The ﬁtted curve equation for the two-
phase case is given by
VTP (y) =
aa+ cay + eay2 + gay3 + iay4 + kay5
1 + bay + day2 + fay3 + hay4 + jay5
(A.4)
with constants given by: aa=0.008211, ba=4319.088, ca=3133.339, da=-3.403·106,
ea=-2.271·106, fa=9.513·108, ga=6.212·108, ha=-1.045·1011, ia=-6.935·1010, ja=3.869·1012,
ka=2.673·1012. Using equations (A.2) and (A.3) and assuming the same liquid density
(ρ = 1400 kg/m3)1 and same liquid ﬂow area (A⊥ = b ·
∫
dy, with b = 7.6 mm and dy
from 0 to 8.7 mm), we obtain m˙lSP = 0.0437 kg/s. Similarly using equations (A.2)
and (A.4) we obtain m˙lTP = 0.0419 kg/s.
From the previous results a mass ﬂux relative diﬀerence of 3.9% is found. This
conﬁrms that the procedures of phase discrimination (identifying liquid from gas)
and liquid velocity estimation was successful. It is important to note that further
corrections are needed; for instance the density changes on the heated case was not
considered on the calculation, neither the eﬀect of the small void fraction close to the
wall.
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Fig. 18. Simpliﬁed test sections schematics to estimate heat losses (not on scale).
C. Heat Loss Estimation
To estimate the heat losses an energy balance is conducted using the system shown
in Fig. 18. For sake of simplicity this system is considered one dimensional with a
heat loss (QLoss) equal to the heat transferred through the left face of the heater
(QL). The heat loss conduction resistances are due to the insulation from the thin
polycarbonate wall (0.7 mm) and the thick layer of balsa wood (13mm), similarly
the heat transferred through the right heater wall (QR) faces a resistance from the
thin polycarbonate wall (0.7 mm) and by the thick layer of air (8.7 mm) inside the
channel. The test section inlet and outlet valves were closed to limit the inside air
movement therefore reducing convective heat transfer. Thermocouples were used to
measure: a) the heater outside wall temperature (left heater wall) at six diﬀerent
heights (TH,1, TH,2, ...TH,6), b) the ambient air temperature (T∞), and c) the outside
insulation wall temperature (Twood) (the left balsa wood wall).
1Strictly speaking, the density must be diﬀerent in both cases, but since we are
working on subcooled conditions and with the liquid phase only, this assumption can
be accepted.
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Energy was supplied to the heater (QH) by a DC power source from which
direct measurements of the current (I) and the voltage (V ) are available. The energy
transferred to the heater was calculated using
QH = A× V (A.5)
The heat transfer to the heater ranged from 2.01 to 13.72 W. No larger power
values were used to avoid heater damage. Table II shows the diﬀerent heater power
conditions for each experiment.
Table II. Experimental conditions
Experiment Current Voltage QH
[Amps] [V olts] [W ]
1 0.28 7.20 2.01
2 0.40 10.40 4.16
3 0.47 13.00 6.11
4 0.60 16.30 9.78
5 0.70 19.60 13.72
For each new condition three hours were used as a steady state waiting time,
after which, temperature measurements2 were acquired for 100 s at a rate of 100 Hz.
From the thermal circuit shown in Fig. 19, the heat loss can be expressed as:
2Thermocouple TH,6 measurements were neglected due to its large variation with
respect to the other thermocouples.
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Fig. 19. Thermal circuit of the system
QLoss = QL =
(TH − Tw)
Lp
kpAH
+
Lw
kwAH
(A.6)
Where TH is the average heater wall temperature, Tw is the balsa wood left
wall temperature, Lp and Lw are the polycarbonate and balsa wood wall thicknesses,
kp and kw are the thermal conductivities of the polycarbonate and the balsa wood
wall, AH is the heater area. Also assuming a value for the convective heat transfer
coeﬃcient for air outside the test section (h∞), the heat loss can be expressed in terms
of the air ambient temperature (T∞) as
QLoss = QL =
(TH − T∞)
Lp
kpAH
+
Lw
kwAH
+
1
h∞AH
(A.7)
Using the system dimensions, temperatures and the following properties h∞ =
16.7 W/m2K kp = 0.2 W/mK kw = 0.055 W/mK the estimation of QLoss calculated
with equations (A.6) and (A.7) have a maximum relative diﬀerence of about 3.6%
conﬁrming the goodness of the selected material properties values. Fig. 20 shows the
heat loss estimated by this two equations as a function of the heat transferred to the
heater.
From the previous analysis, a heat loss calibration plot is obtained, and is shown
in Fig. 21. The percentage of system heat loss is a function of the temperature
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Fig. 20. Heat loss QLoss as a function of the heat transferred to the heater QH calcu-
lated using: equation A.6 ◦, equation A.7 ×.
diﬀerence (TH −T∞). For example, for one temperature diﬀerence condition of 50 °C
between the heater surface and the ambient had a corresponding percentage of heat
loss of about 6.2%. The heat loss data is then used in calculating the actual heat
carried away by the refrigerant ﬂowing in the test section.
Fig. 21. Percentage of heat loss as a function of the temperature diﬀerence (TH −T∞)
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D. Inﬂuence of Visualization Devices on the Heat Transfer of the System
This section describes the experiments used to quantify the heat transfer modiﬁca-
tion inherent of the visualization techniques devices, namely: due to PIV particles
(Q˙Particles), halogen lamp light, (Q˙Halogen) and laser light (Q˙Laser). The ﬂuid turbu-
lence modiﬁcation due to changes on heater power can not be correctly assessed if
there is not an estimate of the additional heat provided by the ﬂow visualization de-
vices, therefore convective boiling experiments with Re = 9929.82 and heater power
values (QH) of 0.0, 4.98, 15.13, 45.42, and 80.56 W were performed considering four
diﬀerent cases: a) reference (with no visualization devices), b) ﬂuid with PIV parti-
cles, c) ﬂuid with halogen lamp illumination, and d) ﬂuid with laser illumination. In
these experiments three hours were used as a steady state waiting time, after which,
temperature measurements were acquired for 10 s at a rate of 2000 Hz. In these ex-
periments were measured the heater wall temperature at diﬀerent heights, the channel
inlet and outlet ﬂuid temperatures and the ambient air temperature. To quantify the
inﬂuence of the illumination devices on the heat transfer problem, the heater wall
temperatures and the heat gained by the ﬂuid in each case is analyzed and compared.
Fig. 22 shows a graphical comparison of the heater wall temperatures for the diﬀerent
cases. The maximum relative and absolute diﬀerences were computed for each case,
and are shown in Table III, it is clear that there are not noticeable diﬀerences on the
measured temperatures.
The heat gained by the ﬂuid in the test section is proportional to the diﬀerence
between the channel outlet and inlet ﬂuid temperatures (∆Tf ). This temperature
diﬀerences can help as an indicator of whether or not the illumination devices are
introducing signiﬁcant heat to the system. In Fig. 23 are shown the eﬀects of the
illumination devices over ∆Tf for diﬀerent heater powers. Comparing to the reference
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Fig. 22. Wall temperature comparison for diﬀerent cases. Temperature measured with
thermocouples TH,1 , TH,2 , TH,3 , TH,4 ,TH,5 , TH,6.
Table III. Maximum relative and absolute wall temperature diﬀerences with respect
to the reference case.
Device Relative Absolute
Diﬀerence % Diﬀerence []
PTV particles 2.23 1.56
Halogen lamp 4.11 1.09
PTV laser 6.53 2.18
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values (with no illumination devices), it is clear that the eﬀect of the illumination
devices over the energy gained by the ﬂuid is also negligible, having a maximum
absolute diﬀerence value of 0.15 .
Fig. 23. Diﬀerences between channel outlet and inlet ﬂuid temperatures measured for
each diﬀerent illumination case for diﬀerent heater powers.
Considering that the thermocouples errors accounts for 2.2 or 0.75% of the
measured temperature. It can be concluded that the eﬀect of the illumination devices
on the overall heat transfer of the system is negligibly small and within the values
of the thermocouple errors. Further investigations are needed to determine the local
eﬀects induced by these devices.
E. Aero-Optical Distortion Eﬀects in the PTV Measurements
Most of the following analysis is based on the work of Elsinga et. al. [32] on which
is explained that errors due to optical distortion eﬀects are expected when using
image visualization techniques such as PIV and PTV through in-homogeneous ﬂows.
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Distortion of the imaging process occurs if the illuminated particles are observed
through an optically inhomogeneous medium, as in the case of compressible ﬂows,
shear layers and thermal convection ﬂows. The resulting image of the particle image
pattern is subjected to deformation and individual particles may be perceived as
blurred [32]. In relation to PIV and PTV two forms of error can be identiﬁed: position
error and velocity error. The position and velocity error are a direct consequence of
the geometrical deformation of the image, which results in a systematic (bias) error
of the measured velocity. In synthesis one may say that the wrong velocity vector is
evaluated at the wrong position. Image blur aﬀects the tracking precision in terms
of cross-correlation accuracy due to the (anisotropic) increase of the particle image
size, thus broadening the correlation peak. In the following discussion, the emphasis
is given to the characterization of errors.
For this analysis, it is assumed steady state ﬂow, ideal imaging, ideal tracking,
negligible pixelization eﬀects, no particle lag, and, no magniﬁcation eﬀects. The
particle velocity ~Vp and the image distortion, which is related to the ﬂow density ﬁeld,
depend only on the spatial location in the imaging plane. After a light ray coming from
a particle in the PIV measurement plane has left the refractive index ﬁeld in the test
section, it propagates along a straight line. A linear backward extension of that line
to the plane of focus provides the position at which that particle is perceived by the
imaging system. Fig. 24(left) shows an undisturbed light ray propagating through a
homogeneous refractive index ﬁeld and the disturbed one (through an inhomogeneous
refractive index ﬁeld), coming from a single particle and initially propagating in the
same direction. A backward extension of the two light rays (dashed line) reveals that
for the disturbed light ray, the imaged position of the particle (open circle) is diﬀerent
from the actual position of the particle in the PIV plane (solid circle).
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This spatial displacement is referred to as the position error. Fig. 24(right) shows
a single particle (moving to the right) at two subsequent exposures separated by a
time interval ∆t. The position error at the two spatial locations may diﬀer returning
diﬀerent position errors for the two particle images. This results in an error in the
particle image displacement, hence measured particle velocity. This is referred to as
the direct velocity error.
1. Particle Position Error
The image distortion can be expressed in terms of an optical displacement vector
~ξ(~xp(t)), as:
~ξ(~xp(t)) = ~x
′
p(t)− ~xp(t) (A.8)
where ~xp(t) is the actual particle location (x, y) in the measurement plane and ~x
′
p(t)
is the location where that particle is perceived. The optical displacement vector is
directly equivalent to the position error of the measurement and is related to the
gradient of the refractive index ∇n. The optical displacement vector based on the
theory of light propagation in a refractive index ﬁeld is
~ξ(~x) = −ZD~(~x) = −ZD
∫
S
∇n(~x, z)dz (A.9)
where z is the coordinate direction normal to the PIV measurement plane,  is
the light beam deﬂection angle and ZD is the distance parallel to the optical axis
between the measurement plane and the intersection point of the disturbed (∇n 6= 0)
and undisturbed (∇n = 0) light rays coming from the same particles.
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Fig. 24. Optical distortion in PTV: position error (left) and direct velocity error
(right). Solid lines represent light ray trajectories coming from the particle
(solid circle). Dashed lines are the backward extension of those rays indicating
the position where the particle is perceived in the PIV plane (open circles)
2. Velocity Error
The velocity error is obtained following a Lagrangian approach to the tracking of a
particle (image), the particle velocity ~V ′p is related to the particle displacement in
time as:
~Vp(~xp(t)) =
d~xp
dt
(A.10)
The observed or measured particle velocity ~V ′p , obtained from the optically dis-
torted images is then given by
~V ′p(~x
′
p(t)) =
d~x′p
dt
(A.11)
The velocity error of the measurement is now deﬁned as the diﬀerence between
the measured velocity and the actual particle velocity at a given location ~x in the
image:
∆~V ′p(~xp) = ~V
′
p(~x
′
p)− ~Vp(~xp) (A.12)
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Using equations (A.10), (A.11) and substituting the optical displacement vector
(Eq. A.9) and further evaluation yields
∆~V ′p(~x) = (∇~ξ)~Vp − (∇~Vp)~ξ (A.13)
The ﬁrst term represents the direct velocity error (Fig. 24(right)), which is given
by the product of the actual particle velocity and the gradient of the optical displace-
ment vector. The latter represents a local change in optical magniﬁcation, which
stretches the imaged object with respect to the physical dimension in the measured
plane. The second term in Eq. A.13 is the product of the optical displacement vector
with the gradient of the actual particle velocity and represents the contribution of
the position error to the velocity error. Note that only the derivative of the optical
displacement vector taken in the direction of the velocity vector contributes to the
ﬁrst term of the velocity error. It was shown previously that the optical displacement
vector is related to the gradient of the refractive index (Eq. A.9).
3. Two Dimensional Flow Hypotheses
The 2D hypotheses allows simplifying the model equations for optical distortion sig-
niﬁcantly. In the assumption that the gradient of refractive index is independent of
z (2D ﬂow) the light ray trajectory is approximated by a parabola, in which case ZD
can be taken as W/2. The expression for the optical displacement vector (Eq. A.9)
then reduces to:
~ξ(~x) = −1
2
W 2∇n(~x) (A.14)
Using this result, the gradient of the optical displacement vector in Eq. A.13 is
given by:
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∇~ξ(~x) = −1
2
W 2∇2n(~x) (A.15)
4. Boiling Experiments Optical Distortion Error Analysis
Using the assumption of two dimensionality, and the fact that for the boiling ex-
periments the change of refractive index is normal to the heater wall (y direction),
equation A.14 simpliﬁes to
ξy = −1
2
W 2
dn
dy
(A.16)
also the ﬁrst term of the velocity error (direct velocity error, Eq. A.13) cancels
out and only the position error remains. The velocity error is then given by:
∆v(y) = −dv
dy
ξy (A.17)
Since dn/dy is not directly know for the refrigerant HFE-7000 a relationship
relating the refractive index and the temperature is used. It is assumed that the
change of refractive index as a function of temperature is given by:
dn
dT
= −0.00045 1
oC
(A.18)
This equation is a good approximation for most organic compounds, Therefore:
∂n
∂y
=
(
−0.00045 1
oC
)
dT
dy
≈
(
−0.00045 1
oC
)
∆T
∆y
(A.19)
Assuming the maximum value for ∆T = Tsat − Tbulk with Tsat = 34  and
Tbulk = Tin−Tout = 27.05 (obtained from experimental measurements) then ∆T =
6.95. Considering ∆y as half height of the channel = 4.3 mm, and considering W =
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3.8mm (distance from measurement area position to the channel wall), the maximum
optical displacement error is ξymax = 5.25µ m or 0.43 pixels.
The velocity error can be expressed as:
∆v(y) =
dv
dy
ξy ≈ ∆v
∆y
ξy (A.20)
Again, ∆y = half height of the channel = 4.3 mm and ∆v is obtained from
experimental values to be ∆v ≈ 0.01m/s. then a maximum velocity error value is
estimated to be ∆vmax = 12.2µm/s or 0.99 pixels/s. This error represents about
0.12% of the normal velocity, and about 0.006% of the axial velocity.
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