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Chains of compact cylinders for cusp-generic
nearly integrable convex systems on A3
Jean-Pierre Marco
˚
Abstract
This paper is the first of a series of three dedicated to a proof of the Arnold diffusion
conjecture for perturbations of convex integrable Hamiltonian systems on A3 “ T3 ˆ R3.
We consider systems of the form Hpθ, rq “ hprq` fpθ, rq, where h is a Cκ strictly convex
and superlinear function on R3 and f P CκpA3q, κ ě 2. Given e ą Min h and a finite family
of arbitrary open sets Oi in R
3 intersecting h´1peq, a diffusion orbit associated with these
data is an orbit of H which intersects each open set pOi “ T3 ˆOi Ă A3.
The first main result of this paper (Theorem I) states the existence (under cusp-generic
conditions on f in Mather’s terminology) of “chains of compact and normally hyperbolic
invariant 3-dimensional cylinders” intersecting each pOi. Diffusion orbits drifting along these
chains are then proved to exist in [GM, Mar]. The second main result (Theorem II) consists
in a precise description of the hyperbolic features of classical systems (sum of a quadratic
kinetic energy and a potential) on A2 “ T2ˆR2, which is a crucial step to prove Theorem I.
The cylinders are either diffeomorphic to T2ˆ r0, 1s or to the product of T with a sphere
with three holes. A chain at energy e for H is a finite family of such cylinders, which
are contained in H´1peq and admit heteroclinic connections between them. The cylinders
satisfy additional dynamical properties which ensure the existence, up to an arbitrarily small
perturbation, of orbits of H drifting along them (and so along the chain).
The content of Theorem I is the following. Assuming κ large enough, we prove that for
every f in an open dense subset of the unit sphere in CκpA3q, there is a lower semicontinuous
threshold εpfq ą 0 for which, when ε P s0, εpfqr, the system H “ h ` εf admits a chain at
energy e which intersects each pOi.
To prove this result we approximate the system H by local normal forms near resonances,
and we distinguish between “strong double resonance” points and “simple resonance” curves.
In both cases we first detect normally hyperbolic objects invariant under the normal forms
obtained by averaging with respect to two fast angles (in the simple resonance case) or a
single fast angle (in the double resonance case).
Along simple resonance curves, the approximate systems are one-parameter families of
pendulums on A, while the main role at strong double resonance points is played by classical
systems on A2, whose study in the generic case is the content of Theorem II. Given a generic
classical system on A2, for any integer homology class c we first prove the existence of an
associated “chain of heteroclinically connected 2-annuli realizing c,” which is asymptotic both
to the critical energy (maximal value of the potential) and to the infinite energy. We then
prove the existence of a singular annulus, and we finally prove that for any c, the associated
chain admits heteroclinic connections with that singular annulus.
Along simple resonance curves, the normalized cylinders are the product of the one-
parameter family of fixed points of the pendulums with the torus T2 of fast angles, while
near the double resonance points the cylinders are the product of the annuli (or the singular
annuli) in the classical system with the circle T of the fast angle. We get the corresponding
invariant objects for H by normally hyperbolic persistence and KAM type results to deal
with the invariance of the boundaries (2-dimensional tori). We finally prove the existence of
a rich homoclinic and heteroclinic structure for these objects, which gives rise to the chains.
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Introduction and main results
Given n ě 1, we denote by An “ Tn ˆ Rn the cotangent bundle of the torus Tn, endowed
with its natural angle-action coordinates pθ, rq and its usual symplectic structure. This paper
is the first of a series of three dedicated to a proof of the Arnold diffusion conjecture for nearly
integrable Hamiltonian systems on A3, in the “convex setting” which was introduced by Mather.
Two other approaches of the same problem are developped in [C, KZ].
In this paper we focus on the geometric part of our construction, that is, the existence of a
“hyperbolic skeleton” for diffusion, formed by chains of compact invariant normally hyperbolic
3-dimensional cylinders, whose existence is the content of Theorem I. The proof of the existence
of diffusion orbits drifting along chains is the object of [GM, Mar]. The proof of Theorem I
necessitates in particular a detailed analysis of the hyperbolic properties of generic classical
systems (sum of a quadratic energy and a potential function) on A2, which constitutes the
second main result of the present paper (Theorem II).
1 The general setting
1. In [Arn64], Arnold introduced the first example of an “unstable” family of Hamiltonian
systems on A3, namely:
Hεpθ, rq “ r1 ` 12 pr22 ` r23q ` εpcos θ3 ´ 1q ` µpεqpcos θ3 ´ 1qgpθq, (1)
where g is a suitably chosen trigonometric polynomial, ε ą 0 is small enough and µpεq ăă ε.
The main result of Arnold is the existence of ε0 ą 0 such that for 0 ă ε ă ε0, the system Hε
admits an “unstable solution” γεptq “
`
θptq, rptq˘ such that
r2p0q ă 0, r2pTεq ą 1, (2)
for some (large) Tε. In view of this result and the associated constructions, Arnold conjectured
(see [Arn94]) that for “typical” systems of the form Hεpθ, rq “ hprq ` εfpθ, r, εq on An, n ě 3,
the projection in action of some orbits should visit any element of a prescribed collection of
arbitrary open sets intersecting a connected component of a level set of h. Orbits experiencing
this behavior are said to be diffusion orbits.
This conjecture motivated a number of works, first in a sligthly different context. Namely,
setting ε “ 1 in (1) yields a simpler class of systems for which the unperturbed part no longer
depends on the actions only, but still remains completely integrable (with nondegenerate hyper-
bolicity). It became a challenging question to prove the existence of unstable solutions (2) for
the slightly more general class of systems
Gµpθ, rq “ r1 ` 12pr22 ` r23q ` pcos θ3 ´ 1q ` µgpθ, rq, (3)
where g belongs to a residual subset of a small enough ball in some appropriate function space
(finitely or infinitely differentiable, Gevrey, analytic). This setting (with its natural gener-
alizations) is now called the a priori unstable case of Arnold diffusion. In [GM] we set out
a geometric framework to deal with such systems, see [Ber08, BKZ, BT99, CY09, DdlLS00,
DdlLS06a, DdlLS06b, FM03, GT, GdlL06, GR13, GLS, Moe02, Tre04] amongst others for dif-
ferent approaches.
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2. In this paper we focus on the so-called a priori stable case, that is, we consider perturbations
of integrable systems on A3 which depend only on the actions. Our goal is to analyze the
hyperbolic structure of such systems (under nondegeneracy conditions) and prove the existence of
“many” 3 and 4 dimensional hyperbolic invariant submanifolds with a rich homoclinic structure,
which in addition form well-defined “chains” (in the spirit of the initial approach of Arnold in
[Arn64]). This geometric framework will in turn enable us in [Mar] to use in the a priori stable
setting the “a priori unstable techniques” introduced in [GM], and prove the existence of orbits
drifting along such chains.
3. Let us briefly describe our setting, beginning with the functional spaces. For 2 ď κ ă `8,
we equip CκpA3q :“ CκpA3,Rq with the uniform seminorm
}f}κ “
ÿ
kPN6, 0ď|k|ďκ
}Bkf}C0pA3q ď `8
and we set Cκb pA3q “
 
f P CκpA3q | }f}κ ă `8
(
, so that
`
Cκb pA3q, } }κ
˘
is a Banach algebra.
We consider systems on A3, of the form
Hpθ, rq “ hprq ` fpθ, rq, (4)
where h : R3 Ñ R is Cκ and the perturbation f P Cκb pA3q is small enough.
4. A first restriction imposed by Mather in [Mat03] in order to use variational methods is
that the unperturbed part h is strictly convex with superlinear growth at infinity (that is,
lim}r}Ñ`8 hprq{}r} Ñ `8). Such Hamiltonians are referred to as Tonelli Hamiltonians. We
will also limit ourselves to Tonelli Hamiltonians here, since convexity will be necessary in our
constructions in the neighborhood of double resonance points.
5. A usual way to deal with the smallness condition on f , as already illustrated by (1), is to
prove the occurrence of diffusion orbits for all systems in “segments” originating at h, of the
form  
Hεpθ, rq “ hprq ` εfpθ, rq | ε P s0, ε0s
(
(5)
where f is a fixed function. This makes it natural that the smallness threshold ε0 may explicitely
depend on f , however this would not be appropriate in our setting since it seems difficult to
prove the existence of diffusion over whole segments such as (5). To take this observation into
account, following Mather, we use a more global framework and introduce “anisotropic balls” in
which the diffusion phenomenon can be expected to occur generically. Let Sκ be the unit sphere
in Cκb pA3q. Given ε0 : Sκ Ñ r0,`8r (a “threshold function”), we define the associated ε0-ball:
Bκpε0q :“
 
εf | f P Sκ, ε P s0, ε0pfqr
(
. (6)
6. This yields the following version of the diffusion conjecture1, to be compared with [Arn94].
Diffusion conjecture in the convex setting. Consider a Cκ integrable Tonelli Hamil-
tonian h on A3. Fix an energy e larger than Min h and a finite family of arbitrary open sets
O1, . . . , Om which intersect h
´1peq. Then for κ ě κ0 large enough, there exists a lower semicon-
tinuous function
ε0 : S
κ Ñ r0,`8r (7)
1Mather’s formulation is indeed still more precise and involved
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with positive values on an open dense subset of Sκ such that for f in an open and dense subset
of Bκpε0q, the system
Hpθ, rq “ hprq ` fpθ, rq (8)
admits an orbit which intersects each T3 ˆOi.
7. The zeros of ε0 correspond to directions along which diffusion cannot occur. Simple examples
show that such directions exist in general: for instance if hprq “ 1
2
pr21 ` r22 ` r23q, each system
Hε “ h` εf with fpθq “ sin θi (i “ 1, 2, 3) is completely integrable and does not admit diffusion
orbits for ε small enough. Note also that since ε0 is assumed to be lower semicontinuous, the
associated ball is open in Cκb pA3q. In view of the shape of Bκpε0q, a residual subset in such a
ball is said to be cusp-residual and a property which holds on a cusp-residual subset is said to
be cusp-generic.
Sκ
Bκpε0q
Figure 1: A generalized ball
8. Our purpose in this paper is to set out a list of nondegeneracy conditions on the perturbation
f which yield the existence of “a small amount of hyperbolicity” in the system H “ h` f , from
which we can deduce the existence of chains of normally hyperbolic objects which intersect the
collection of open sets T3 ˆ Oi. We then prove that these conditions are satisfied for any2 f
in some generalized ball Bκpε0q, where the threshold function satisfies the conditions of the
previous conjecture. This is the content of Theorem I stated in Section 2 of this Introduction.
As in Nekhoroshev’s approach of exponential stability, our analysis necessitates to discriminate
between “strong double resonances” and “almost simple resonances” of the unperturbed Hamil-
tonian h. While the analysis along simple resonances is quite straightforward, the neighborhood
of strong double resonances needs a precise description of the hyperbolic behavior of generic
classical systems on the annulus A2. This is the second main result of this paper (Theorem II),
stated in Section 3 of this Introduction.
2 Cylinders, chains and Theorem I
1. Before stating Theorem I we briefly describe the various objects involved in our construction.
More precise definitions are given in Section 1 of Part I. Let X be a C1 complete vector field on
a smooth manifold M , with flow Φ. Let p be an integer ě 1.
‚ We say that C ĂM is a Cp invariant cylinder with boundary for X if C is a submanifold
of M , Cp–diffeomorphic to T2 ˆ r0, 1s, which is invariant under the flow of X: ΦtpC q “ C for
all t P R.
2an additional perturbation will be necessary in order to get the diffusion orbits drifting along the chains,
which explains the restriction to residual subsets of generalized balls in the previous conjecture
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‚ We denote by Y any realization of the two-sphere S2 minus three open discs with nonin-
tersecting closures, so that BY is the union of three circles. We say that C‚ ĂM is an invariant
singular cylinder for X if C‚ is a C1 submanifold of M , diffeomorphic to T ˆ Y and invariant
under Φ. The boundary of a singular cylinder is the disjoint union of three tori.
Throughout this paper we will consider vector fields generated by Hamiltonian functions
H P CκpA3q, κ ě 2. The cylinders or singular cylinders will be contained in regular levels of H.
Figure 2: 3-dimensional cylinder and singular cylinder
2. The notion of normal hyperbolicity for submanifolds with boundary requires some care. We
introduce in Section 1 of Part I and Appendix A a simple definition for the normal hyperbolicity
of cylinders and singular cylinders, which coincides with the usual one (see [Cha04, Cha08]) but
is better adapted to our subsequent constructions. In particular, normally hyperbolic cylinders
and singular cylinders admit well-defined 4-dimensional stable and unstable manifolds, contained
in their energy level.
3. In addition to the normal hyperbolicity, we will require our cylinders to admit global Poincare´
sections, diffeomorphic to T ˆ r0, 1s, whose associated Poincare´ maps satisfy a twist condition
(with a similar property for singular cylinders). This enables us to define a particular class of
2-dimensional invariant tori contained in these cylinders, which we call essential tori. Analogous
(but slightly more involved) notions will be defined for singular cylinders. Moreover, we will
require specific homoclinic conditions to be satisfied by the cylinders, which yields the notion of
admissible cylinders.
4. Finally, we will introduce various heteroclinic conditions which will have to be satisfied by
pairs of cylinders. This makes it possible to define admissible chains, that is, finite families
pCkq1ďkďk˚ of admissible cylinders or singular cylinders, in which two consecutive elements
satisfy these heteroclinic conditions.
5. The main result of Part I is the following.
Theorem I. (Cusp-generic existence of admissible chains.) Consider a Cκ integrable
Tonelli Hamiltonian h on A3. Fix e ą Min h and a finite family of open sets O1, . . . , Om which
intersect h´1peq. Fix δ ą 0. Then for κ ě κ0 large enough, there exists a lower semicontinous
function
ε0 : S
κ Ñ R`
with positive values on an open dense subset of S κ such that for f P Bκpε0q the system
Hpθ, rq “ hprq ` fpθ, rq (9)
admits an admissible chain of cylinders and singular cylinders, such that each open set T3ˆOk
contains the δ-neighborhood in A3 of some essential torus of the chain.
6. One can be more precise and localize the previous chain. Since h is a Tonelli Hamiltonian,
one readily checks that ω :“ ∇h is a diffeomorphism from R3 onto R3, and that the level set
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h´1peq is diffeomorphic to S2. Given an indivisible vector k P Z3zt0u, set
Γk “ ω´1pkKq X h´1peq,
where kK is the plane orthogonal to k for the Euclidean structure of R3. Then one checks that
Γk is diffeomorphic to a circle, and that if k ‰ k1 then Γk and Γk1 intersect at exactly two points
(such intersection points are said to be double resonance points). By projective density, it is
possible to choose a family k1, . . . , km´1 of indivisible and pairwise independent vectors of Z3
such that
‚ Γk1 intersects O1 and Γkm´1 intersects Om;
‚ for 2 ď i ď m´ 1, Γki´1 X Γki contains a point ai P Oi.
Fix a1 P Γk1 X O1 and am P Γkm´1 X Om. Fix an arbitrary orientation on each circle Γki and
let rai, ai`1sΓi be the segment of Γi bounded by ai and ai`1 according to this orientation. Set
finally
Γ “
ď
1ďiďm´1
rai, ai`1sΓi .
h´1peq
O1
O2
O3
O4
O5
O6
Figure 3: A “broken line” Γ of resonance arcs
We will prove that one can choose ε0 in Theorem I so that for f P Bpε0q the projection to
R
3 of the admissible chain is located in a ρpfq-tubular neighborhood of Γ, whose radius ρpfq
tends to 0 when f Ñ 0 in CκpA3q.
3 Generic hyperbolic properties of classical systems on A2
A classical system on A2 is a Hamiltonian of the form
Cpθ, rq “ 1
2
T prq ` Upθq, pθ, rq P A2 (10)
where T is a positive definite quadratic form of R2 and U a Cκ potential function on T2, where
κ ě 2. In the sequel we will require the potential U to admit a single maximum at some x0,
which is nondegenerate in the sense that the Hessian of U is negative definite. Consequently,
the lift of x0 to the zero section of A2 is a hyperbolic fixed point which we denote by O. We set
e “ Max U and we say that e is the critical energy for C. Such systems appear (generically),
up to a non symplectic rescaling r ´ r0 “ ?εr in the neighborhood of a double resonance point
r0 of the initial system (9), as the main part of normal forms (we did not change the notation
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of the variables here). The energy of C is not directly related to the initial energy e of (9), but
the difference e ´ e has rather to be though of as the distance to the double resonance point
(in projection to the action space) rescaled by the factor
?
ε. The aim of Part II is to depict
some hyperbolic properties of C, when T is fixed and U belongs to a residual subset of CκpT2q,
κ large enough.
1. The following definition will be used throughout the paper.
Definition 1. Let c P H1pT2,Zq. Let I Ă R be an interval. An annulus for XC realizing c and
defined over I is a 2-dimensional submanifold A, contained in C´1pIq Ă A2, such that for each
e P I, A X C´1peq is the orbit of a periodic solution γe of XC , which is hyperbolic in C´1peq
and such that the projection π ˝ γe on T2 realizes c. We also require the period of the orbits
to increase with the energy and that for each e P I, the periodic orbit γe admits a homoclinic
orbit along which W˘pγeq intersect transversely in C´1peq. Finally, we require the existence of
a finite partition I “ I1 Y ¨ ¨ ¨ Y In in consecutive intervals such that the previous homoclinic
orbit varies continuously for e P Ii, 1 ď i ď n.
When I is compact, the annulus A is clearly normally hyperbolic in the usual sense (the
boundary causes no trouble is this simple setting). The stable and unstable manifolds of A are
well-defined, as the unions of those of the periodic solutions γe. Moreover, A can be continued
to an annulus defined over a slightly larger interval I 1 Ą I.
In the aforementioned normalization process of (9) near a double resonance point r0, the
interval over which an annulus is defined will be crucial for its localization with respect to r0.
2. Note that, due to the reversibility of C, the solutions of the vector fieldXC occur in “opposite
pairs”, whose time parametrizations are exchanged by the symmetry t ÞÑ ´t.
Definition 2. Let c P H1pT2,Zqzt0u. A singular annulus for XC realizing ˘c is a C1 compact
invariant submanifold Y of A2, diffeomorphic to the sphere S2 minus three disjoint open discs
with disjoint closures (so that BY is the disjoint union of three circles), such that there exist
constants e˚ ă e ă e˚ which satisfy:
‚ Y X C´1peq is the union of the hyperbolic fixed point O and a pair of opposite homoclinic
orbits,
‚ Y X C´1pse, e˚sq admits two connected components Y` and Y´, which are annuli defined
over the interval se, e˚s and realizing c and ´c respectively,
‚ Y0 “ Y X C´1pre˚, erq is an annulus realizing the null class 0.
O
Y
`
Y
´ Y0
C´1pe¯q X Y
Figure 4: A singular 2-dimensional annulus
A singular annulus, endowed with its induced dynamics, is essentially the phase space of a
simple pendulum from which an open neighborhood of the elliptic fixed point has been removed.
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According to the remark on the interpretation of the energy of C, a singular annulus is to be
though of as located “at the center” of the double resonance for the initial system (9).
3. We will need the following notion of chains3 of annuli for C, from which we will deduce the
existence and properties of the chains of cylinders near the double resonance points.
Definition 3. Let c P H1pT2,Zq. We say that a family pIiq1ďiďi˚ of nontrivial intervals,
contained and closed in the energy interval se,`8r, is ordered when Max Ii “ Min Ii`1 for
1 ď i ď i˚ ´ 1. A chain of annuli realizing c is a family pAiq1ďiďi˚ of annuli realizing c, defined
over an ordered family pIiq1ďiďi˚ , with the additional property
W´pAiq XW`pAi`1q ‰ H, W`pAiq XW´pAi`1q ‰ H,
for 1 ď i ď i˚ ´ 1.
The last condition is equivalent to assuming that the boundary periodic orbits of Ai and
Ai`1 at energy e “ Max Ii “ Min Ii`1 admit heteroclinic orbits4.
4. We can now state the main result of Part II. We say that c P H1pT2,Zqzt0u is primitive
when the equality c “ mc1 with m P Z implies m “ ˘1. We denote by H1pT2,Zq the set of
primitive homology classes, by d be the Hausdorff distance for compact subsets of R2 and by
Π : A2 Ñ R2 the canonical projection.
Theorem II. (Generic hyperbolic properties of classical systems). Let T be a quadratic
form on R2 and for κ ě 2, let U κ0 Ă CκpT2q be the set of potentials with a single and nonde-
generate maximum. Then for κ ě κ0 large enough, there exists a residual subset
U pT q Ă U κ0 (11)
in CκpT2q such that for U P U , the associated classical system C “ 1
2
T`U satisfies the following
properties.
1. For each c P H1pT2,Zq there exists a chain Apcq “ pA0, . . . ,Amq of annuli realizing c,
defined over ordered intervals I0, . . . , Im, such that the first and last intervals are of the
form
I0 “sMax U, ems and Im “ reP ,`8r,
for suitable constants em and eP (which we call the Poincare´ energy).
2. Given two primitive classes c ‰ c1, there exists σ P t´1,`1u such that the two chains
Apcq “ pAiq0ďiďm and Apσc1q “ pA1iq0ďiďm1 satisfy
W´pA0q XW`pA10q ‰ H and W´pA10q XW`pA0q ‰ H,
both heteroclinic intersections being transverse in A2.
3. There exists a singular annulus Y which admits transverse heteroclinic connections with
the first annulus of the chain Apcq, for all c P H1pT2,Zq.
3we keep the same terminology as for the cylinders, with a slightly different sense here
4but the previous formulation is more appropriate when hyperbolic continuations of the annuli are involved
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4. Under the canonical identification of H1pT2,Zq with Z2 and for e ą 0, let us set, for a
given primitive class c „ pc1, c2q P Z2:
Ycpeq “
?
2e ca
c2
1
` c2
2
P R2
Let Apcq “ pA0, . . . ,Amq be the associated chain and set Γe “ AmXC´1peq for e P reP ,`8r.
Then
lim
eÑ`8d
`
ΠpΓeq, tYcpequ
˘ “ 0.
We say that a chain with I0 and Im as in the first item is biasymptotic to e :“ Max U and
to `8. We will not only consider chains formed by annuli only, but also “generalized ones” in
which we will allow one annulus to be singular. With this terminology, one can rephrase the
content of items 1 and 3 of previous theorem in the following concise way: for U P U and for
each pair of classes c, c1 P H1pT2,Zq, there exists a generalized chain:
Am Ø ¨ ¨ ¨ Ø A1 Ø Y Ø A11 Ø ¨ ¨ ¨ Ø A1m1
(where Ø stands for the heteroclinic connections) which is biasymptotic to `8, and realize c
and c1 respectively. This is indeed the main ingredient of our subsequent constructions, to get
the part of the chains of cylinders located in the neighborhood of the “double resonance points”.
Item 4 will serve us to precisely localize the extremal cylinders, while item 2, which we find
interesting in itself, will not be used in the construction of our chains.
In the r–plane, one therefore gets the following symbolic picture for the projection of 6
generalized chains of annuli, where the annuli are represented by fat segments, the singular
annulus by a fat segment with a circle and the various heteroclinic connections are represented
by Ø.
Singular annulus
Figure 5: Projections in action of chains of annuli
The projections of the annuli on the action space are in fact more complicated than lines,
they are rather 2–dimensional submanifolds with boundary, which tend to a line when the energy
grows to infinity.
4 Outline of the proofs
Part I essentially relies on the result of Part II, which will be described separately.
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4.1 Outline of the proof of Theorem I
‚ In this description we look at simplified model of the form Hε “ h ` εf , where we assume
hprq “ 1
2
pr21 ` r22 ` r23q. We fix an energy e ą 0 and consider the broken line Γ defined in
Section 2. Fix an arc Γ “ Γki from Γ and assume, again for simplicity, that ki “ p0, 0, 1q, so
that Γ is contained in the plane r3 “ 0, and r P Γ if and only if:
ωprq “ ∇hprq “ pr1, r2, 0q, hpr1, r2, 0q “ e.
One can assume without loss of generality that the endpoints of Γ are double resonance points,
that is, the frequency pωprq :“ pr1, r2q lies on a rational line of R2. To prove the existence of
cylinders whose projection in action lies along Γ, we will first average the perturbation as much
as possible in order to get simplified systems which admit cylinders. We then use normally
hyperbolic persistence to prove that these cylinders give rise to cylinders in the initial system,
provided that the averaged systems are close enough to the initial one.
‚ Given r0 P Γ, when pωpr0q is “sufficiently nonresonant”, one proves that the system Hε is
conjugated to the normal form
Nspθ, rq “ hprq ` εV pθ3, rq `Rspθ, r, εq (12)
in the neighborhood of T3 ˆ tr0u, with
V pθ3, rq :“
ż
T2
f
`ppθ, θ3q, r˘ dpθ, pθ “ pθ1, θ2q, (13)
and where Rs is small in some C
k topology.
‚ When r varies on a small closed segment S Ă Γ around r0, the truncated normal form
1
2
pr21 ` r22q `
“
1
2
r23 ` εV pθ3, rq
‰
(14)
appears as the skew-product of the unperturbed Hamiltonian 1
2
pr21 ` r22q with a family of “gen-
eralized pendulums”, functions of pθ3, r3q P A, parametrized by r P S (the fact that r3 itself
appears in the parameter is here innocuous). For each value of the parameter, the latter pen-
dulums are therefore completely integrable. Assume moreover that V p ¨ , rq admits a single and
nondegenerate maximum at some point θ˚
3
prq, and, for simplicity, that V `θ˚
3
prq, rq “ 0. Then
the point pθ˚
3
prq, r3 “ 0q is hyperbolic for the Hamiltonian 12r23 ` εV pθ3, rq and one immediately
gets the existence of a normally hyperbolic cylinder C at energy e for Ns by taking the the
product of the torus T2 of the angles pθ with the curve
r P S, θ3 “ θ˚3 prq.
Note that C is diffeomorphic to T2 ˆ r0, 1s, so that its boundary is the disjoint union of two
2-dimensional isotropic tori.
‚ When the remainder Rs is small enough in the C2 topology, the previous cylinder persists
by normal hyperbolicity provided that its boundary persists, which will comes from KAM-type
results. This necessitates both Rs to be small in the C
k topology for k large enough and some
frequency to be Diophantine, which in turns necessitates a careful choice of the endpoints of the
segment S. One main task in Part I is be to determine maximal subsegments S of Γ to which
the previous description applies.
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‚ We will treat the smallness condition of Rs and the KAM conditions separately. The first
remark (see [Ber10b]), is that under appropriate nondegeneracy conditions on f , the smallness
condition on Rs holds outside a finite set D Ă Γ of “strong double resonance points”. Conse-
quently, our first step will be to divide Γ into “s–segments” (where s stands for “purely simple”)
limited by a finite number of consecutive strong double resonance points (©‚ in the following
picture).
Figure 6: The arc Γ with the strong double resonance points
We prove that global normal forms exist along such segments, which enable us to detect “nor-
mally hyperbolic” cylinders (without boundary) which are everywhere tangent to the Hamilto-
nian vector field, but not necessarily invariant under its flow. Obviously the notion of normal
hyperbolicity has to be relaxed beyond its usual sense in this case, which will be done in Sec-
tion I of Part I. These pseudo invariant cylinders become genuine normally hyperbolic invariant
manifolds once the existence of 2 dimensional invariant tori close to their boundaries is proved.
We call them the s-cylinders.
‚ To prove this existence, and overcome the lack of precise estimates on the size of the remainder
Rs, we will begin by proving the existence of genuine invariant cylinders in the neighborhood of
the double resonance points. These cylinders will be called d-cylinders in the following. Thanks
to the existence of extremely precise normal forms in the neighborhood of double resonance
points5, their existence is easy to prove taking Theorem II for granted. In particular, we will be
able to prove the existence of many 2-dimensional persisting tori inside these cylinders. We will
then turn back to the determination of the maximal segments S, by “interpolating” between
two d-cylinders located near two consecutive double resonance points, by means of the previous
global normal form. This way, the boundaries of the s-cylinders will be proved to belong to the
previous family of 2-dimensional tori.
‚ Let us now describe the construction of the d-cylinders in the neighborhood of a double
resonance point. Given such a point r0, for instance r0 “ p1, 0, 0q for simplicity, the first task is
to prove the existence of a conjugacy between the initial system and the normal form
Ndpθ, rq “ 12r21 `
“
1
2
pr22 ` r23q ` εUpθ2, θ3q
‰`Rdpθ, r, εq,
Upθ2, θ3q :“
ż
T
f
´`
θ1, pθ2, θ3q
˘
, r0
¯
dθ1,
(15)
where now the remainder Rd can be proved to be extremely small (in the C
k topology with
large k) over a neighborhood of r0 of diameter εν , where ν can be arbitrarily chosen in s0, 1
2
s
provided that κ is large enough.
‚ After performing a ?ε dilatation in action, the main role in (15) will be played by the classical
system
Cpθ, rq “ 1
2
pr22 ` r23q ` Upθ2, θ3q
which we will assume to satisfy the genericity conditions of Theorem II. This will provide us with
a large family of invariant 2-dimensional annuli for C, realizing any primitive integer homology
class of T2, together with a singular annulus. They constitute chains and “generalized chains”
along lines of rational slope in projection to the action space (see Figure 5).
5in domains whose size tends to 0 when ε Ñ 0
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‚ In the truncated normal form
1
2
r21 `
“
1
2
pr22 ` r23q ` εUpθ2, θ3q
‰
each previous annulus A of C gives rise (up to a rescaling in action) to a cylinder, product of A
with the circle T of the angle θ1. Again, this cylinder is diffeomorphic to T
2 ˆ r0, 1s. Now we
can moreover take advantage to the smallness of Rd to prove the persistence of the boundaries
by KAM techniques (we will use here Herman’s version of the invariant curve theorem). This
way we prove the existence in the initial system of a d-cylinder attached to each annulus of C,
which lies along a simple resonance curve, whose equation is directly related to the homology
class which is relized by A.
The same method enables us to prove the existence of a singular cylinder attached to the
singular annulus of C, and which is located “at the center of the double resonance”. The length
of these cylinders is Op?εq, due to the rescaling.
One can also prove the existence of heteroclinic orbits between them, as soon as the annuli
of C from which they are deduced admit heteroclinic connections. Finally, one crucial remark
is then that the extremal cylinders (attached to the extremal annuli of C) can be continued
to a distance Opενq from the double resonance point. One therefore deduce from Figure 5 the
following symbolic picture, now in the initial system and near r0.
εν
?
ε
Figure 7: d-cylinders and singular cylinder near a double resonance point
We did not represent the heteroclinic connections since they are immediately deduced from
those of Figure 5. In particular, the four cylinders located close to the singular cylinder admit
heteroclinic connections with it. The chains of cylinders so obtained lie along the simple res-
onance curves getting to the double resonance point, and admit connections with the singular
cylinder. This enables us to “cross” the double resonance along a simple resonance curve, of to
“pass from” one resonance curve to another one.
‚ Once the existence the d-cylinders is proved for each double resonance point©‚ on the segment
Γ, we can “interpolate along Γ” between the extremal cylinders attached to two consecutive
such points. These extremal cylinders are those attached to the extremal annuli of the classical
systems realizing the homology corresponding to the resonance curve Γ. This yields the existence
of an s–cylinder, whose projection in action lies along the segment of Γ limited by the double
resonance points, and whose “ends” moreover “match” with both extremal cylinders at these
points.
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The situation is in fact slighly more complicated, due to the possible generic occurrence
of bifurcation points for the two-phase averaged systems (14). These are the points r P Γ
where the potential V p ¨ , rq admits two nondegenerate global maxima instead of a single one.
In the neighborhood of these points two cylinders coexist, for which we prove the existence of
heteroclinic connections. This yields the following final picture between two double resonance
points.
Figure 8: Interpolation between two extremal d-cylinders
‚ This way one obtains a chain of cylinders and singular cylinders along the segment Γ, by
concatenation of the previous chains between consecutive double resonance points. This con-
struction works for each segment Γki of the initial broken line. To get a chain along the full
broken line one only has to use the previous description at a double resonance point: the “incom-
ing chain” along Γki is connected to the “outgoing chain” along Γki`1 since the singular cylinder
at the point ai admits heteroclinic connections with the “initial cylinders” in both chains.
Figure 9: Transition between two arcs at a double resonance point
‚ The previous constructions are possible if f is subjected to a list of nondegeneracy conditions,
both along the simple resonance curves involved in the construction of the broken line Γ and
in the neighborhood of the strong double resonance points (or the intersection points of two
distinct curves in Γq. The last step is to prove that these conditions are cusp-residual.
4.2 Outline of the proof of Theorem II
In this part we consider a classical system Cpθ, rq “ 1
2
T prq ` Upθq on T ˚T2, under the generic
assumption that U admits a single and nondegenerate maximum at θ0. The lift O “ pθ0, 0q to
the zero section is therefore a hyperbolic fixed point for the vector field XC . We set e “ Max U .
‚ For e ą e, the so-called Jacobi metric induced by C at energy e is defined for v P TθT2 by
|v|e “
`
2pe´ Upθqq˘12 }v}, (16)
where } } stands for the norm on R2 associated with the dual of T . The Jacobi-Maupertuis
principle states that, up to reparametrization, the solutions of the Hamiltonian vector field XC
in C´1peq and those of the geodesic vector field Xe induced by | |e in the unit tangent bundle
are in one-to-one correspondence.
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‚ Fix a primitive class c P H1pT2,Zq. By a simple minimization argument, there exist length-
minimizing closed geodesics in the class c for the metric | ¨ |e. As a consequence, for each
e ą e, there exist periodic orbits of XC contained in C´1peq and realizing c, which we will call
minimizing too. It turns out that, generically on U , these orbits are hyperbolic. Moreover, still
generically, there is a discrete subset Bpcq Ă se,`8r such that for e P se,`8rzBpcq, the level
C´1peq contains a single minimizing periodic orbit realizing c, while C´1peq contains exactly
two such orbits when e P Bpcq. Finally, Hedlund’s theorem proves that when e P se,`8rzBpcq,
the corresponding minimizing periodic orbit admit homoclinic orbits, while the two minimizing
orbits at e P Bpcq are connected by heteroclinic orbits.
‚ Since the orbits are hyperbolic, varying the energy e in the previous description proves the
existence of a (possibly infinite) family of annuli pAjqjPJ , defined over the ordered family of
intervals pIjqjPI limited by consecutive points of Bpcq (the constraint of monotonicity of the
periods and the existence of continously varying homoclinic orbits in Definition 1 come from
more refined considerations). Moreover, each pair of annuli defined over consecutive intervals
admit heteroclinic connections by Hedlund’s theorem.
It therefore remains to prove that the chain “stabilizes” at both ends, that is, that one can
assume J to be finite, of the form t1, . . . ,mu, with I1 “se, emr and Im “seP ,`8r. We refer to
the latter as the “high energy annulus” and to the former as the “low energy annulus”.
‚ The high energy annuli. To see that the familly stabilizes at high energies, we use the
fact that a classical system of the form Cpx, pq “ 1
2
T ppq ` Upxq at high energy appears as a
perturbation of the completely integrable system 1
2
T . The scaling p “ ?εp reduces the study of
C at high energies e to that of
Cεpx, pq “ 12T ppq ` εUpxq
for small ε „ 1{e. We canonically identify H1pT2,Zq with Z2. Given c P Z2, we define the
c–averaged potential associated with U as the function
Ucpϕq “
ż
1
0
U
`
ϕ` s pc1, c2q
˘
ds (17)
where ϕ belongs to the circle T2{Tc „ T, where Tc “ tλpc1, c2q rZ2s | λ P Ru. Assume that Uc
admits a single nondegenerate maximum, which is nondegenerate. Then the classical Poincare´
theorem on the creation of hyperbolic periodic solutions by perturbation of periodic tori can
be applied at each point p with }p} ě µ0, for µ0 large enough, on the simple resonance line
T´1pRcq. As a result, going back to the system C by the inverse scaling, we get an annulus A
of class Cκ formed by the union of the rescaled periodic orbits, which is defined over an interval
of the form seP ,`8r and realizes c. One can moreover prove that these orbits are minimizing
in the previous sense.
‚ The low energy annuli. The proof of existence of a single low energy annulus realizing
a given class is more involved and requires the study of the symbolic dynamics created by
the hyperbolic fixed point O together with its homoclinic orbits (such orbits were proved to
exist in [Bol78] and we will give here a proof close to that of [Ber00], based on discrete weak
KAM theory, which enables us to localize them more precisely). This requires some additional
(generic) nondegeneracy assumptions on the eigenvalues of the fixed point. We obtain a family
(parametrized by the energies e slightly larger than e) of horseshoes for Poincare´ sections of the
Hamiltonian flow in C´1peq. This is reminiscent of the Shilnikov-Turaev study for hyperbolic
fixed points of Hamiltonian systems with homoclinic orbits which are transverse in their critical
14
energy level, with more precise estimates on the structure and localization of the horseshoes. The
result is the existence of a family of annuli realizing each primitive homology class and which
admit heteroclinic connections between them, provided that some compatibility condition is
satisfied. This will prove the stabilization property at low energy for each class, together that
the third item in Theorem II.
‚ The singular annulus. We get the existence of (at least) one singular annulus by gluing
together the annuli corresponding to the homology classes ˘c, where c is determined by a
minimization condition on the homoclinic orbits of the hyperbolic fixed points, together with
an annulus of periodic orbits realizing the zero homology class. This proves the existence of an
invariant manifold which contains the fixed point together with a pair of opposite homoclinic
orbits (satisfying special minimization properties), on which a one-parameter family of null
homology periodic orbits accumulates, together with two families of periodic orbits realizing
opposite homology classes. The main point is that the union of the periodic orbits and the
homoclinic orbits is a C1 normally hyperbolic manifold, which is due to the nondegeneracy
assumptions on the eigenvalues of the fixed point. The rich heteroclinic structure induced by
the family of horseshoes in turn yields the existence of the heteroclinic connections between the
first annuli in each chain and the singular annulus.
Structure of the paper. The paper is split into two parts and seven appendices. Part I
introduces the various notions related to chains of cylinders and contains the proof of Theorem I,
taking for granted the generic properties of classical systems. Part II is dedicated to the various
definitions and statements relative to classical systems and contains the proof of Theorem II. The
first four appendices present technical results related to Part I: Appendix A recalls basic results
on normally hyperbolic manifolds in our setting, Appendices B and C are devoted to normal
forms, and Appendix D states a finite differentiable version of the invariant curve theorem for
twist maps. The last two appendices are related to Part II: in Appendix E we prove the existence
of orbits homoclinic to the hyperbolic fixed points for generic classical systems on A2, Appendix
F is devoted to a proof of the Hamiltonian Birkhoff-Smale theorem, while Appendix G recalls
some elements of Moser’s construction of horseshoes.
Aknowledgements. I warmly thank Marc Chaperon, Alain Chenciner, Jacques Fe´joz
and Pierre Lochak for their constant support and encouragements. I am indebted to Laurent
Lazzarini for the proof of the invariant curve theorem and for lots of discussions at several stages
of the preparation of this work. Cle´mence Labrousse carefully read and corrected several parts
of this paper, my warmest thanks to her.
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Part I. Cusp-generic chains
This part is devoted to the proof of Theorem I.
• In Section 1 we introduce precise definitions for normally hyperbolic annuli and cylinders.
• In Section 2 we list the nondegeneracy conditions imposed to the perturbed systems we
consider.
• In Section 3 we introduce the definitions of d-cylinders and s-cylinders, which depend on
the resonance zones they are located in. We also introduce the twist property and the
twist sections attached to a cylinder.
• In Section 4 we prove the existence of d and s-cylinders with twist sections under the
nondegeracy conditions of Section 2.
• In Section 5 we describe the homoclinic and heteroclinic intersection conditions which are
satisfied by the cylinders and serve us to define the notion of admissible chains. We prove
their existence under the same nondegeracy conditions.
• Finally, Section 6 proves the cusp-genericity of our nondegeneracy conditions and ends the
proof of Theorem I.
1 Normally hyperbolic annuli and cylinders
In this section we first introduce particular definitions for the “normal hyperbolicity” of mani-
folds which are not necessarily invariant under a vector field, whose occurence is unavoidable in
the perturbed systems we will consider. We then obtain genuine normally hyperbolic manifolds
(with boundary) by considering codimension 1 invariant subsets contained in the previous ones.
We refer to [Cha04, Ber10a] for direct presentations of the normal hyperbolicity of manifolds
with boundary.
1. In this paper, a 2ℓ-dimensional Cp annulus will be a Cp manifold Cp diffeomorphic to
A
ℓ. A singular annulus will be a C1 manifold C1-diffeomorphic to Tˆs0, 1rˆY, where Y is
(any realization of) the sphere S2 minus three points. We will have to consider 2-dimensional
annuli embedded in A2 and 4-dimensional annuli or singular annuli embedded in A3, which we
abbreviate in 2-annuli, 4-annuli and singular 4-annuli.
2. We now define the main objects under concern in this part, which all are 3-dimensional
manifolds.
‚ A Cp cylinder without boundary is a Cp manifold Cp-diffeomorphic to T2 ˆ R.
‚ A Cp cylinder is a Cp manifold Cp-diffeomorphic to T2ˆr0, 1s, so that a cylinder is compact
and its boundary has two components diffeomorphic to T2.
‚ A Cp singular cylinder is a Cp manifold Cp-diffeomorphic to T ˆ Y, where Y is (any
realization of) the sphere S2 minus three open discs with nonintersecting closures. A singular
cylinder is compact and its boundary has three components, diffeomorphic to T2.
3. Let M be a C8 manifold and X a complete vector field on M with flow Φ. A submanifold
N ĂM (possibly with boundary) is said to be pseudo invariant for X when the vector field X
is tangent to N at each point of N . A submanifold N is said to be invariant when Φpt,Nq “ N
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for all t P R. Invariant manifolds are pseudo invariant. When N is invariant with BN ‰ H, BN
is invariant too.
4. We endow now A3 with its standard symplectic form Ω, and we assume that X “ XH is the
vector field generated by H P CκpA3q, κ ě 2. A pseudo invariant 4-annulus A Ă A3 for X is
said to be pseudo normally hyperbolic in A3 when there exist
‚ an open subset O of A3 containing A ,
‚ an embedding Ψ : O Ñ A2ˆR2 whose image has compact closure, such that Ψ˚Ω continues
to a symplectic form Ω on A2 ˆ R2 which satisfies (Appendix A (190)),
‚ a vector field V on A2ˆR2 satisfying the assumptions of the normally hyperbolic persistence
theorem, in particular (188), together with those of the symplectic normally hyperbolic theorem
(Appendix A) for the form Ω, such that, with the notation of this theorem:
ΨpA q Ă ApV q and Ψ˚Xpxq “ V pxq, @x P O. (18)
Such an annulus A is therefore of class Cp and symplectic. We define similarly pseudo normally
hyperbolic singular 4-annuli, with in this case p “ 1.
5. When the previous 4-annulus A is moreover invariant for XH , we say that it is normally hy-
perbolic. In this case the image ΨpA q Ă ApV q is invariant for V and admits well-defined invari-
ant manifolds W˘
`
ΨpA q˘, with center-stable and center-unstable foliations `W˘`Ψpxq˘˘
xPA .
In this case we define the local invariant manifolds W˘ℓ pA q for X, with respect to pO,Ψq, as the
subsets
Ψ´1
´
W˘ℓ
`
ΨpA q˘¯, (19)
where W˘ℓ
`
ΨpA q˘ stands for the connected component of ApV q in ΨpOq XW˘`ΨpA q˘. Simi-
larly, we define the local center stable and unstable manifolds of the points of A :
W˘ℓ pxq “ Ψ´1
´
W˘ℓ
`
Ψpxq˘¯, x P A . (20)
The global manifolds W˘pA q and W˘pxq for X are then defined in the usual way, by forward
or backward transport of the corresponding local ones by the flow of X.
By compactness of the image of Ψ, one immediately checks that the global manifoldsW˘pA q
andW˘pxq are independent of the choice of pO,Ψq. These manifolds are of class Cp, coisotropic,
and their characteristic foliations coincide with their center-stable and center-unstable foliations.
6. We define similarly the invariant manifolds of invariant (normally hyperbolic) 4-singular-
annuli, which are therefore symplectic and whose invariant manifolds satsify the same properties
as above. Observe moreover that, by definition, given an invariant normally hyperbolic singular
4-annulus A‚, there exists an open neighborhood O of A‚ in A3 and a Hamiltonian H˝ defined
on an open subset O containing O such that:
‚ H˝ coincides with H on O,
‚ H˝ admits a normally hyperbolic invariant 4-annulus which contains A‚.
7. We still assume that X “ XH is the vector field generated by H P CκpA3q, κ ě 2. Let e be
a regular value of H.
‚ A pseudo invariant cylinder without boundary C Ă H´1peq is pseudo normally hyperbolic
in H´1peq when there exists a pseudo invariant and pseudo normally hyperbolic 4-annulus A
for XH such that C Ă A XH´1peq.
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‚ An invariant cylinder (with boundary) C Ă H´1peq is normally hyperbolic in H´1peq when
there exists an invariant normally hyperbolic 4-annulus A for XH such that C Ă A XH´1peq.
Any such A is said to be associated with C .
‚ An invariant singular cylinder C‚ Ă H´1peq is normally hyperbolic in H´1peq when there
is an invariant normally hyperbolic 4-singular-annulus A‚ for XH such that C‚ Ă A‚XH´1peq.
Any such A‚ is said to be associated with C‚.
One immediately sees that normally hyperbolic invariant cylinders or singular cylinders, con-
tained in H´1peq, admit well-defined 4-dimensional stable and unstable manifolds with bound-
ary, also contained in H´1peq, together with their center-stable and center-unstable foliations.
8. From the remark on the singular 4-annuli, one deduces that given a singular cylinder C‚,
there exists an open neighborhood O of C‚ in A3 and a Hamiltonian H˝ defined on an open
subset O containing O such that:
‚ H˝ coincides with H on O,
‚ H˝ admits a normally hyperbolic cylinder.
This remark will enable us to deal with singular cylinders in the same way as with usual
cylinders in our subsequent constructions.
2 Averaged systems, δ-double resonances and conditions (S)
We first describe the geometry of simple and double resonances at fixed energy of a Tonelli
Hamiltonian h P CκpR3q and, given a perturbation f P Cκb pA3q, we define the averaged systems
associated with H “ h ` f . We then introduce the set of δ-strong double resonance points
on a resonance circle at fixed energy, where δ ą 0 will be the main control parameter of our
construction. This enables us to set out a list of nondegeneracy conditions (S) for the system
H along a resonance circle, which will be used throughout Part I and yield the “cusp-generic
part” of Theorem I.
2.1 Simple and double resonances
We identify the action space R3 with its dual, the frequency space, by Euclidean duality. We
fix a Cκ Tonelli Hamiltonian h on R3, κ ě 2, and set ω “ ∇h. Let us first state some direct
geometric consequences of the convexity and superlinearity of h.
1. The map ω is a Cκ´1 diffeomorphism from R3 onto R3. Being convex and coercive, h admits
a single absolute minimum at some point p, which satisfies ωppq “ 0. For e ą hppq, the level
surface h´1peq bounds a convex domain containing p, so h´1peq is diffeomorphic to S2, and its
image by ω contains 0 in its “interior6.” Moreover, the map ̟ ÞÑ ̟}̟}2 (where } }2 stands for
the Euclidean norm) defines a Cκ´1 diffeomorphism from the set ω
`
h´1peq˘ onto the sphere S2.
2. Let π : R3 Ñ T3 be the canonical projection. Fix ̟ P R3zt0u and consider the resonance
moduleM̟ “ ̟KXZ3 associated with ̟. Clearly πpMKq is a subtorus of T3, which is invariant
under the flow generated by the constant vector field ̟. This flow is dynamically minimal.
3. Given ̟ P R3zt0u, M̟ “ ̟K X Z3 is a submodule of Z3 whose rank is the multiplicity
of resonance of ̟. We say that ̟ is a simple resonance frequency when rankM̟ “ 1 and a
6the bounded connected component of its complementary
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double resonance frequency when rankM “ 2. A point r P R3 is a simple or double resonance
action when ωprq is a simple or double resonance frequency.
4. Given a submodule M of Z3 of rank m “ 1 or 2, the vector subspace MK is said to be
the resonance subspace associated with M (a resonance plane when m “ 1 and a resonance
line when m “ 2). In the action space, the corresponding resonance ̟´1pMKq, is said to be a
resonance surface when m “ 1 and a resonance curve when m “ 2. Note that any point on a
resonance curve is a double resonance action, while a point on a resonance surface can be either
a simple resonance action or a double resonance action.
5. Resonance curves and surfaces in the action space are transverse to the levels h´1peq
for e ą Min h. As a consequence, the resonance surfaces intersect the energy levels along
(topological) resonance circles, while the resonance curves intersect the levels at isolated double
resonance points. Moreover, two independent resonant circles at energy e ą Min h in the action
space intersect at exactly two double resonance points.
6. Recall that a submodule of Zn is primitive when it is not strictly contained in a submodule
with the same rank. Primitive rank 1 submodules are generated by indivisible vectors of Zn.
Note that the resonances can always be defined by primitive submodules, this will always be the
case in the following.
7. Given a rank m primitive submodule M of Z3, there exists a Z–basis of Z3 whose last m
vectors form a Z–basis of M (see for instance [Art91]). Let P be the matrix in GL3pZq whose
ith-column is formed by the components of the ith-vector of this basis. Let R “ ω´1pMKq. The
symplectic linear coordinate change in A3 defined by
θ “ tP´1rθ rmod Zns, r “ P r, (21)
transforms h into a new Hamiltonian rh such that, setting rω “ prω1, rω2, rω3q “ ∇rh, the transformed
resonance rR “ P´1 R admits the equation
rω3´m`1 “ ¨ ¨ ¨ “ rω3 “ 0
Such coordinates are said to be adapted to M.
Notation 1. According to the previous decomposition, the variables u in R3 or T3 will be split
into ppu, uq “ u, where u is m-dimensional and pu is p3´mq-dimensional.
2.2 Averaged systems
We consider a Cκ Tonelli Hamiltonian h on R3, κ ě 2, and set ω “ ∇h. Given f P CκpA3q, we
set H “ h` f .
1. Fix r0 P R3 with ̟ :“ ωpr0q ‰ 0 and let m “ 1, 2 be the rank of the resonance module
M̟ “ ̟K X Z3, so that the quotient T3{πpMKq is an m–dimensional torus. We denote by
Tx Ă T3 the fiber over x P T3{πpMKq, which is therefore a p3´mq–dimensional torus invariant
under the flow generated by h.
2. TheM–averaged system Avr0 at r
0 is defined on the cotangent bundle T ˚rT3{πpMKqs. The
cotangent space at x satisfies the natural identifications`
TxrT3{πpMKqs
˘˚ » pR3{MKq˚ » xMy,
where xMy Ă R3 is the vector subspace generated by M.
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The M–averaged perturbation is the function Ur0 : T
3{πpMKq Ñ R defined by
Ur0pxq “
ż
Tx
fpϕ, r0q dµxpϕq,
where µx is the induced Haar measure on Tx. We are thus led to set
Avr0px, yq “ 12 D2hpr0qry, ys ` Ur0pxq, px, yq P
`
T
3{πpMKq˘ˆ xMy.
Averaged systems are therefore classical systems on Am. We say that Avr0 is an s–averaged
system when m “ 1 and a d–averaged system when m “ 2.
3. Fix now an adapted coordinate system pθ, rq at r0. Following Notation 1, observe that θ andpθ define coordinates on the quotient T3{πpMK̟ q and on its fibers respectively, and that pθ, rq
are canonically conjugated coordinates on T ˚rT3{πpMKqs. In these coordinates, the averaged
system reads
Avr0pθ, rq “ 12Tr0prq ` Ur0pθq, (22)
where T is the restriction of the Hessian D2hpr0q to the r–space Rm and U : Tm Ñ R reads
Ur0pθq “
ż
Tm
f
`ppθ, θq, r0˘ dpθ. (23)
Clearly, averaged systems associated to different adapted coordinates are linearly symplectically
conjugated.
2.3 The control parameter for double resonance points on a resonance circle
We consider now a Cκ Tonelli Hamiltonian h on R3 and its frequency map ω “ ∇h, together
with f P Cκb pA3q, with
κ ě 6, }f}κ ď 1. (24)
We fix e ą Minh and an indivisible vector k P Z3, and we set Γ “ ω´1pkKq X h´1peq. We fix a
coordinate system pθ, rq adapted to M “ Zk. We still denote by f the expression of the initial
function f in the coordinates pθ, rq, so that now }f}κ ď M , where M depends only on k. The
aim of this section is to discriminate between strong and weak double resonance points on Γ for
the system H “ h` f .
1. The decay of Fourier coefficients of f . For k “ pkjq P Zd, we use the notation
}k} “ Max 1ďjďd |kj | , |k| “
ÿ
1ďjďd
|kj | . (25)
We adopt the usual convention for multiindices and partial derivatives. Let us denote by
rf skprq “
ż
T3
fpθ, rq´2iπ k¨θdθ
the Fourier coefficient of fp . , rq of index k P Z3 and set gkpθ, rq “ rf skprqe2iπk¨θ. Usual estimates
yield, for k ‰ 0 and any multiindices j, ℓ P Z3 such that |j| ` |ℓ| ă κ:ˇˇˇ
BjθBℓrgpθ, rq
ˇˇˇ
ď Mp2πqκ´p|j|`|ℓ|q}k}κ´p|j|`|ℓ|q . (26)
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and in particular the Fourier expansion fpθ, rq “ řkPZ3rf skprq e2iπ k¨θ is normally convergent
since κ ą 3. Hence
fpθ, rq “
ÿ
pkPZ2
φpkpθ3, rqe2iπ pk¨pθ, with φpkpθ3, rq “ ÿ
k3PZ
rf sppk,k3qprqe2iπ k3¨θ3 . (27)
Given K ě 1 we set
fąKpθ, rq “
ÿ
pkPZ2,}pk}ąK
φpkpθ3, rq e2iπ pk¨pθ (28)
Lemma 2.1. Fix an integer p P t2, . . . , κ ´ 4u and fix δ ą 0. Then there exists an integer
K :“ Kpδq such that the function fąK is in C2pA3q and satisfies
}fąK}CppA3q ď δ. (29)
Proof. Since }f}Cκ ďM with κ ě 6, by (26):ˇˇˇ
BjθBℓrgpθ, rq
ˇˇˇ
ď Mp2πq4}k}4 (30)
as soon as |j| ` |ℓ| ď p. Let Kpδq be the smallest integer such thatÿ
kPZ3,|k|ąKpδq
M
p2πq4}k}4 ď δ. (31)
Hence fąKpδq is Cp and satisfies (29) (we do not try to give optimal estimates).
2. The δ-strong double resonance points. Since the coordinates pθ, rq are M-adapted:
ωprq :“ ∇hprq “ ppωprq, 0q P R2 ˆ R. For K P N, we set
B˚pKq “  pk P Z2zt0u | }pk} ď K(. (32)
Definition 4. Given a control parameter δ ą 0, we introduce the set of δ-strong double reso-
nance points:
Dpδq “
!
r P Γ | Dpk P B˚`Kpδq˘, pk ¨ pωprq “ 0), (33)
where Kpδq was defined in Lemma 2.1.
Observe that Dpδq is finite. Indeed, if Γpk “ h´1peq Xω´1pppk, 0qKq is the simple resonance at
energy e associated with ppk, 0q, then
Dpδq “
ď
pkPB˚
Z
`
Kpδq
˘ΓX Γpk
and each ΓX Γpk contains exactly two points, which proves our claim. Note that Dpδq increases
when δ decreases.
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2.4 The nondegeneracy conditions (S)
We consider a Cκ Tonelli Hamiltonian h on R3, κ ě 2, and set ω “ ∇h. We fix e ą Min h.
Let k P Z3zt0u be an indivisible vector and set Γk “ ω´1pkKq X h´1peq. Given f P Cκb pA3q
satisfying (24), we now set out a list of nondegeneracy conditions involving the averaged systems
attached to H “ h` f at the points of Γk.
• (S1) There exists a finite subset B Ă Γk such that for r0 P ΓkzB the s-averaged potential
function Vr0 : T Ñ R admits a single global maximum, which is nondegenerate, and for
r0 P B the function Vr0 admits exactly two global maximums, which are nondegenerate.
The nondegeneracy condition on Vr0 is to be understood in the Morse sense, that is, the second
derivative of Vr0 at a nondegenerate point is nonzero. The elements of B will be called bifurcation
points. To state the next condition, note that each point r0 in B admits a neighborhood Ipr0q
in Γk such that when r P Ipr0q, the averaged potential Vr admits two (differentiably varying)
nondegenerate local maximumsm˚prq andm˚˚prq. The second condition is a transversal crossing
property at a bifurcation point.
• (S2) For any r
0 P B, the derivative d
dr
`
m˚prq ´m˚˚prq˘ does not vanish at r0.
The next condition focuses on the double resonance points contained in Γk. Given such an r
0,
let
Avr0pr, θq “ 12Tr0prq ` Ur0pθq, (34)
be the d–averaged system at r0 in an adapted coordinate system for the resonance module of
ωpr0q.
• (S3) For every double resonance point r
0 P Γk, the potential Ur0 belongs to the residual
set U pTr0q of Theorem II.
Condition (S3) is independent of the choice of the adapted system at r
0, by symplectic
conjugacy. We say that H satisfies conditions (S) on Γk when it satisfies the previous three
conditions.
3 The cylinders
This section contains definitions and statements only, the proofs are postponed to the next one.
We fix once and for all a Tonelli Hamiltonian h P CκpR3q, and an energy e ą Min h, together
with a resonance circle Γ Ă h´1peq. We denote by Π : A3 Ñ R3 the natural projection and by
d the Hausdorff distance between compact subsets of R3. The main result of this section is the
following.
Proposition 3.1. Fix f P Cκb pA3q and set Hε “ h ` εf . Assume that H :“ H1 satisfies (S)
along Γ. Then for κ ě κ0 large enough, there exists ε0 ą 0 such that for 0 ă ε ď ε0, there is a
finite sequence
`
Ckpεq
˘
0ďkďk˚ of normally hyperbolic invariant cylinders and singular cylinders
at energy e for Hε, whose projection by Π satisfies
d
´ ď
1ďkďk˚
Ckpεq,Γ
¯
“ Op?εq.
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The cylinders in fact enjoy more stringent “graph properties” which will enable us to prove
that they form chains in Section 5. In the rest of this section we describe the intermediate steps
to prove the previous proposition. We start with the “d-cylinders” in the neighborhood of the
points of the set Dpδq of δ-strong double resonance points introduced in Definition 4, where
δ has to be suitably chosen, and we “interpolate between them” with “s-cylinders” along the
complementary arcs of Γ, taking the bifurcation points into account.
3.1 The d-cylinders at a double resonance point
In this section we fix an arbitrary double resonance point r0 P Γ, with d-averaged system C, and
we set out precise definitions for the d-cylinders in the neighborhood of r0. We will introduce
three different families of such d-cylinders, according to the way they are constructed. Let pθ, rq
be adapted coordinates at r0, so that ωpr0q “ pω1, 0, 0q with ω1 ‰ 0.
‚ The notion of 2-dimensional annulus for a classical system was introduced in Definition 2.
Given a compact annulus A for C, the product of A with “the circle of θ1” is a normally hyperbolic
compact cylinder, which is invariant for a suitable truncation ofHε. We will prove that it remains
invariant for Hε, provided ε is small enough. The family of such normally hyperbolic cylinders,
attached with all compact annuli of C, constitutes our first family of d-cylinders.
‚ The construction of the second family is similar to the previous one, but the starting point
is a singular annulus (see Definition 2) rather than a compact annulus. The normally hyperbolic
objects obtained this way are singular cylinders.
‚ The third family is formed by suitable continuations of the cylinders attached to the annuli
of C which are defined over intervals of the form reP ,`8r, we call them extremal cylinders.
They will enable us to define the “s-cylinders” between to two consecutive distinct points of
Dpδq, as cylinders containing two suitable extremal cylinders, located in the neighborhood of
both points of Dpδq (see Section 3.2).
Three corresponding existence results are stated, which will be proved in the next section.
3.1.1 The cylinders attached to a compact 2-annulus of the d-averaged system
We consider the system Hε “ h ` εf and set H :“ H1. We perform a translation in action so
that r0 “ 0, without loss of generality.
1. We will have to use several coordinate transformations. To avoid confusion, we fix an
initial coordinate system px, yq adapted to the double resonance point 0. Hence, relatively to
these coordinates, ∇hp0q “ ppω, 0q P pRzt0uq ˆ R2, (where pω “ ω1). With the usual notational
convention, the d-averaged system associated with H at 0 reads
Cpx, yq “ 1
2
T pyq ` Upxq, px, yq P T2 ˆ R2, (35)
where T is the restriction of the Hessian D2hp0q to the y-plane and
Upxq “
ż
T
f
`ppx, xq, 0˘ dpx. (36)
We also introduce the complementary part of the Hessian D2hp0q:
Qpyq “ 1
2
`
D2hp0qy2 ´ B2yhp0qy2
˘
:“ y1Lpyq, (37)
so that L is a linear form on R3.
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2. The d-cylinders will be conveniently defined relatively to appropriate normalized coordinates,
that we now introduce. Let us set, for ε ą 0
σεpθ, rq “ pθ,
?
εrq, pθ, rq P A3.
Definition 5. Fix d˚ ą 0, σ P s1
2
, 1r and two integers p, ℓ ě 2. Given ε ą 0, a normalizing
diffeomorphism with parameters pd˚, σ, p, ℓq is an analytic embedding
Φε “ Ψε ˝ σε : T3 ˆB3p0, d˚q Ñ T3 ˆB3p0, 2d˚
?
εq (38)
where Ψε : T
3 ˆB3p0, d˚?εq Ñ T3 ˆB3p0, 2d˚?εq is symplectic and satisfies }Φε ´ Id}C0 ď εσ,
such that for pθ, rq P T3 ˆB3p0, d˚q:
Nεpθ, rq :“ 1
ε
´
Hε ˝Ψεpθ, rq ´ e
¯
“ pω?
ε
pr `Qprq ` Cpθ, rq ` R0εpθ, rq ` Rεpθ, rq. (39)
The functions C and Q are defined in (35) and (37), and R0ε and Rε are C
p functions on
T
2 ˆB3p0, d˚q and T3 ˆB3p0, d˚q respectively, which satisfy
}R0ε}Cp ď C
?
ε, }Rε}Cp ď εℓ. (40)
for a suitable C ą 0.
We will adopt the notation pθ, rq for the symplectic coordinates such that Ψεpθ, rq “ px, yq,
so that the nonsymplectic rescaling reads σεpθ, rq “ pθ, rq. The evolution time for the normal
form Nε has also to be rescaled, which will is here innocuous since we are interested only in
geometric objects.
3. We are now in a position to define the d-cylinder attached to a compact 2-annulus of C.
Fix such an annulus A, defined over a compact interval J . Since the periodic orbits in A are
hyperbolic in their energy level, A can be continued to a slightly larger family of hyperbolic
orbits, the union of which we denote by A˚, and one can moreover assume that their period
satisfy the same mononicity assumption as for A. Then, basic angle-action transformations
prove the existence of an open interval J˚ containing J and a symplectic embedding
j : Tˆ J˚ Ñ A2, jpTˆ Jq “ A, jpTˆ J˚q “ A˚, (41)
such that, if pϕ, ρq P Tˆ J˚ are the standard symplectic coordinates:
C ˝ jpϕ, ρq “ ρ. (42)
We say that pJ Ă J˚, jq is a normalizing system for A.
Definition 6. Fix an annulus A of C with normalizing system pJ Ă J˚, jq and contained in
T
2 ˆB2p0, d˚q for some d˚ ą 0
• A 4-annulus of class Cp attached to A for Hε is a C
p invariant normally hyperbolic 4-
annulus Aε Ă A3 for the vector field XHε, such that there exists a d-normalizing diffeo-
morphism Φε and a neighborhood J
1 Ă R of J in J˚ for which Φ´1ε pAεq contains a graph
over the domain
θ1 P T, r1 Ps ´ d˚
?
ε, d˚
?
εr, ϕ P T, ρ P J 1, (43)
of the form
u “ Uεpθ1, r1, ϕ, ρq, s “ Sεpθ1, r1, ϕ, ρq, (44)
where Uε and Sε are C
p functions which tend to 0 in the Cp-topology when εÑ 0.
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• A d-cylinder at energy e attached to A for Hε is a (compact and normally hyperbolic)
cylinder Cε invariant for the vector field XHε , such that there exists a 4-annulus attached
to A with Cε Ă Aε X H´1ε peq, and such that the projection Πρ
`
Φ´1ε pCεq
˘
on the ρ-axis
contains the interval J .
• A twist section for such a d-cylinder is a global 2-dimensional transverse section Σ Ă Cε,
image of a symplectic embedding jΣ : T ˆ ra, bs, such that the associated Poincare´ return
map is a twist map in the jΣ-induced coordinates on Tˆ ra, bs.
We refer to Section 1 for the definition of normally hyperbolic cylinders and associated 4-
annuli. Note that the constraint r1 Ps ´ d˚
?
ε, d˚
?
εr yields the localization r1 Ps ´ d˚ε, d˚εr,
which is very stringent.
4. Our first existence result is the following.
Lemma 3.1. Assume κ ě κ0 large enough. Then for each compact annulus A of C, there is an
ε0 ą 0 such that for 0 ă ε ď ε0 there exists a d-cylinder Cε at energy e attached to A for Hε,
which admits a twist section.
The proof of Lemma 3.1 is in Section 4.1.
3.1.2 The singular d-cylinders at a double resonance point
The definition and existence result for the singular cylinder is very similar to the previous ones.
Definition 7. Let A‚ be a singular annulus for C.
• A singular annulus attached to A‚ for Hε is a normally hyperbolic singular 4-annulus
A‚pεq Ă A3 for the vector field XHε, such that there exists a d-normalizing diffeomorphism
Φε for which Φ
´1
ε pA‚pεqq tends to the product
Aε :“
`
Tˆs ´ d˚?ε, d˚?εr˘ˆ A‚ (45)
in the C1 topology when εÑ 0. More precisely, there exists σ P s1
2
, 1s and a C1-embedding
χε defined on Aε, with image Φ
´1
ε pA‚pεqq, which satisfies
}χε ´ χ}C1 ď εσ (46)
where χ is the canonical embedding Aε ãÑ A3.
• A singular d-cylinder at energy e attached to A‚ for Hε is a singular cylinder C‚pεq for the
vector field XHε, such that there is a singular annulus A‚pεq with C‚pεq Ă A‚pεqXH´1ε peq.
• A generalized twist section for such a singular d-cylinder is a singular 2-annulus which
admits a continuation to a 2-annulus, on which the Poincare´ return map continues to a
twist map.
We refer to Section 1 for the definition of normally hyperbolic singular cylinders and asso-
ciated singular 4-annuli. Again, note that the definition of Aε and the convergence property
yields a very precise localization for the singular annuli.
Lemma 3.2. Assume κ ě κ0 large enough. Then given a singular 2-annulus A‚ of C, there is
an ε0 ą 0 such that for 0 ă ε ď ε0 there exists a singular d-cylinder Cε at energy e attached to
A‚ for Hε, which admits a generalized twist section.
The proof of Lemma 3.2 is in Section 4.2.
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3.2 The extremal d cylinders and the interpolating s-cylinders
In this section we come back to the initial assumptions of Proposition 3.1. We endow Γ with an
arbitrary orientation and, given δ ą 0, we fix two consecutive elements m0 and m1 of Dpδq on
Γ according to that orientation. Let rm0,m1s be the segment of Γ they delimit (also according
to that orientation).
1. We introduce adapted coordinate systems pxi, yiq at mi relatively to which ωpmiq “ pωi1, 0, 0q
with ωi1 ‰ 0, and which both satisfy
Γ “ tm P h´1peq | ωi3pmq “ 0u.
For m P sm0,m1r, set
σi “ ω
i
1pmqˇˇ
ωi
1
pmqˇˇ P t´1, 1u.
Let Ci “ 12Tmi ` Umi be the d-averaged systems at mi relatively to the previous coordinate
systems. Identify H1pT2,Zq with Z2 relatively to the same systems, and let
ci “ pσi, 0q P H1pT2,Zq.
2. We can now define the extremal d-cylinders at the point m P tm0,m1u relatively to the
resonance circle Γ. We fix the corresponding integer homology class c P tc0, c1u and consider a
compact 2-annulus A of C defined over the interval J “ reP , eℓs, where eP is the Poincare´ energy
for c (see Theorem II). We want to continue the d-cylinders attached to A (and the corresponding
annuli containing them) “away from the double resonance and along Γ”, to a distance Opενq
where ν P s0, 1
2
r can be arbitrarily chosen (provided that the regularity κ is large enough).
To state our result properly, we need to distinguish between the two components of the
boundary of the d-cylinders Cε attached to A, introduced in Definition 6. With the notation of
Lemma 3.1, let pJ Ă J˚, jq be a normalizing system for A and set J˚ “se˚P , e˚ℓ r, so that e˚P ă eP
and e˚ℓ ą eℓ. Since the projection Πρ
`
Φ´1ε pCεq
˘
on the ρ-axis contains the interval J , one can
define the inner component BinCε of BCε as the one whose corresponding projection intersects
se˚P , eP s, and the outer component BoutCε as the one whose corresponding projection intersects
reℓ, e˚ℓ r.
Cε
C extε
BinCε BoutCε
r0 Op
?
εq ě Cεν
Figure 10: An extremal cylinder
Let px, yq be the adapted coordinates at m. The resonance surface ω´1pkKq admits the graph
representation
y3 “ y3ppyq
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and we assume that the s-averaged potential
Up¨, yq “
ż
T2
f
`ppx, ¨q, rqdpx : TÑ R
admits in the neighborhood of ypmq a unique and nondegenerate maximum at x3˚pyq.
Lemma 3.3. Fix ν P s0, 1
2
r and constants b ą a ą 0, µ ą 0. Then for κ ě κ0 large enough,
there exist ε0 ą 0 such that for 0 ă ε0 ă ε, there exists a cylinder C extε which continues Cε in
the sense that:
‚ Cε Ă C extε ,
‚ one component of the boundary BC extε coincide with the inner component BinnCε points
‚ the other component of BC extε is also a component of the boundary of an invariant cylinder
contained in C extε and located in the domainpx P T2, aεν ď }py ´ py0} ď bεν , |x3 ´ x˚3pmq| ď µ, |y3 ´ y˚3 pmq| ď µ?ε. (47)
The proof of Lemma 3.3 is in Section 4.4.
3. We can now define in a simple way the s-cylinder which “interpolates” between the previous
extremal cylinders C extε pm0q and C extε pm1q. We say that a cylinder C is oriented when an order
on its boundary components has been fixed, we denote by B‚C the first one and by C ‚ the
second one. We say that two cylinders C0, C1 contained in a cylinder are consecutive when
B‚C0 “ B‚C 1.
Definition 8. An s-cylinder at energy e “connecting m0 and m1 along Γ” is a normally cylinder
Cε at energy e for Hε which contains both extremal cylinders C
ext
ε pm0q and C extε pm0q, and whose
projection in action is located in a tubular neighborhood of radius Op?εq of Γ.
A twist section for an invariant cylinder pC Ă Cε is a 2-dimensional global section Σ Ă pC ,
transverse to XH in C , which is the image of some exact-symplectic embedding jΣ : Tˆra, bs Ñ Σ,
such that the Poincare´ return map associated with Σ is a twist map in the jΣ-induced coordinates
on Tˆ ra, bs.
We say that Cε satifies the twist property when it admits a finite covering pC1, . . . , pCℓpεq by
consecutive subcylinders, each of which admits a twist section in the previous sense, and whose
boundaries are dynamically minimal.
C sεC
ext
ε pm0q C extε pm1q
m0 m1OpενqOpενq
Figure 11: An s-cylinder
4. The corresponding existence result is the following.
Lemma 3.4. Assume that κ ě κ0 large enough. Then there is an ε0 such that there exists a
family pCεq0ăεăε0 of s-cylinders at energy e connecting m0 and m1, which satsifies the twist
property.
The proof of Lemma 3.4 is in Section 4.3
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4 Proof of the results of Section 3
We successively prove Lemma 3.1, Lemma 3.2 which rely on the ε-dependent normal forms
of Appendix C. We then deduce Lemma 3.4 and Lemma 3.3 from the global normal form of
Appendix B, for the former, and from the previous ε-dependent normal forms for the latter.
4.1 Proof of Lemma 3.1
We first prove the existence of normalizing diffeomorphisms. We then prove the existence of
d–annuli by the persistence theorem of Appendix A, applied to the normal form Nε of equation
(39). The intersection of a d–annulus with N´1ε p0q is a pseudo invariant cylinder which admits
a “twist section” (which will be naturally defined even in this pseudo invariant context). The
invariant curve theorem (in the version by Herman) applied to the twist section proves the
existence of a large family of isotropic 2–dimensional invariant tori inside the pseudo invariant
cylinders. The zone limited by two of them is a compact invariant cylinder and one can choose
these tori close enough to the “ends” of the pseudo invariant cylinders to prove our statement.
4.1.1 Existence of the d–normalizing diffeomorphisms
In this section we prove the following lemma.
Lemma 4.1. Fix a set of parameters pd˚, σ, p, ℓq. Then there exists κ0 such then for κ ě κ0,
there exists a d–normalizing diffeomorphism with parameters pd˚, σ, p, ℓq.
Proof. We apply Proposition C.1 to our Hamiltonian Hε at 0, with ℓ ` 1 in place of ℓ. We
arbitrarily fix d ă 1
2
and σ ă 1 ´ d (we do not try to get optimal results here). Therefore one
can choose κ P N˚ large enough such that, given any d˚ ą 0, there is an ε0 ą 0 so that, for
0 ď ε ď ε0, there exists an analytic symplectic embedding
Φε : T
3 ˆB3p0, d˚?εq Ñ T3 ˆB3p0, 2d˚?εq
such that for pθ, rq P T3 ˆB3p0, d˚?εq,
Nεpθ, rq “ Hε ˝ Φεpθ, rq “ hprq ` gεpθ, rq `Rεpθ, rq,
where gε is analytic on T
2 ˆBp0, d˚?εq and Rε is Cκ on T3 ˆB3p0, d˚
?
εq, with
}gε ´ εrf s}
Cp
`
T2ˆB3p0,d˚?εq
˘ ď ε2´σ, }Rε}
Cp
`
T3ˆB3p0,d˚?εq
˘ ď εℓ`1. (48)
The rescaling r “ ?ε r, t “ 1?
ε
t yields the new Hamiltonian
Nεpθ, rq “ 1
ε
Nεpθ,
?
ε rq. (49)
Then, performing a Taylor expansion of h and rf s at r0 “ 0 in Nε, one gets the normal form:
Nεpθ, rq “ 1
ε
Nεpθ,
?
εrq “ pω?
ε
r1 ` 12D2hp0q r2 ` Upθq ` R0εpθ, rq ` Rεpθ, rq (50)
where Rεpθ, rq “ 1εRεpθ,
?
εrq is a Cκ function on T3 ˆB3p0, d˚q such that
}Rε}CppTnˆBp0,d˚qq ď εℓ.
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Moreover
R
0
εpθ, rq “
1
ε
`
gεpθ,
?
εrq ´ εUpθq˘` ε1{2
2
ż
1
0
p1´ sq2D3hps?εrqpr3q ds.
Note that
1
ε
´
gεpθ,
?
εrq ´ εUpθq˘ “ 1
ε
`
gεpθ,
?
εrq ´ εrf spθ,?εrq
¯
´
´
rf spθ,?εrq ´ rf spθ, 0q
¯
,
so that, for a suitable constant a ą 0:
}R0ε}CppT2ˆB3p0,d˚qq ď a
?
ε.
This concludes the proof.
4.1.2 Existence of the annuli
In this section we deal with the normal form Nε of (39). We fix a compact annulus A for
C, defined over J . By hyperbolic continuation of periodic orbits together with the torsion
assumptions, A can be continued to an annulus A˚ (satisfying the same torsion properties as
A), defined over a slightly larger open interval J˚. Using the Moser isotopy argument, one then
proves the existence of a neighborhood OA of A in A
2 and an α ą 0 such that, setting
OpJ˚, αq :“ Tˆ J˚ˆs ´ α,αr2 (51)
there exists a “straightening” symplectic diffeomorphismˇˇˇˇ
ˇˇˇ φ : OpJ
˚, αq ÝÑ OA,
φpϕ, ρ, 0, 0q “ jpϕ, ρq, @pϕ, ρq P Tˆ J˚,
φ´1
`
W slocpA˚q
˘ “ tu “ 0u, φ´1`W ulocpA˚q˘ “ ts “ 0u, pu, sq P s ´ α,αr2. (52)
so that, in particular, φ
`
T ˆ J˚ ˆ tp0, 0qu˘ “ A˚. We say that the symplectic embedding φ
and the coordinates pϕ, ρ, u, sq are adapted to A (or A˚). The main result of this section is the
following, where we set Tε :“ R{
?
εZ.
Lemma 4.2. Assume that Nε satisfies (39) and (40), and let q ě 1 be a fixed integer and a be
a positive constant. Then if ℓ is large enough, for any open interval J‚ such that J Ă J‚ Ă J˚,
there is an ε0 ą 0 such that for 0 ă ε ď ε0 there is a symplectic Cp embeddingˇˇˇˇ
ˇ Ψε : Tε ˆ r´1, 1s ˆ Tˆ J
‚ ÝÑ A3
Ψεpξ, η, ϕ, ρq “
´
1?
ε
ξ,
?
ε η, jε
`
ξ, η, ϕ, ρ
˘¯
, }jε ´ j}CppRˆr´1,1sˆTˆJq ď a
?
ε,
(53)
whose image is a pseudo invariant hyperbolic annulus for Nε. Here Tε ˆ r´1, 1s ˆ T ˆ J is
equipped with the symplectic form d η ^ dξ ` dρ ^ dϕ. The vector field Ψε˚XNε is generated by
the Hamiltonian
Mεpξ, η, ϕ, ρq “ pω η ` C0pρq ` Λ0εpη, ρq ` Λε´ 1?εξ, η, ϕ, ρ¯, (54)
where Λε is 1–periodic in its first variable and in ϕ, and
}Λ0ε}Cp ď a
?
ε, }Λε}Cp ď aεq. (55)
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Proof. We will proceed in three steps to take into account the partial integrability of the system
Nε up to the extremely small term Rε.
‚ First step. Using a suitable rescaling in ppθ,prq, we will first prove the existence of a hyperbolic
annulus for the truncated normal form N0ε “ Nε ´ Rε (see (39)).
1. From the definition of the adapted embedding and coordinates, it is easy to check that the
composed Hamiltonian C “ C ˝ φ takes the form
Cpϕ, ρ, u, sq “ C0pρq ` λpϕ, ρqus ` C3pϕ, ρ, u, sq (56)
with Bi`j
uisj
C3pϕ, ρ, 0, 0q “ 0 for 0 ď i` j ď 2 and λpϕ, ρq ě λ0 ą 0 by compactness of the closure
J˚. As a consequence, the vector field XC “ φ˚XC|O reads:ˇˇˇˇ
ˇˇˇˇ ϕ
1 “ ̟pρq `Kϕpϕ, ρ, u, sq
ρ1 “ Kρpϕ, ρ, u, sq
u1 “ λpϕ, ρqu `Kupϕ, ρ, u, sq
s1 “ ´λpϕ, ρq s `Kspϕ, ρ, u, sq,
(57)
where K :“ pKϕ,Kρ,Ku,Ksq satisfies Kpϕ, ρ, 0, 0q “ 0, BuKpϕ, ρ, 0, 0q “ BsKpϕ, ρ, 0, 0q “ 0 for
pϕ, ρq P Tˆ J˚.
2. We see all the functions and systems as defined over the universal cover of their domains, so
that in particular pθ P R and ϕ P R. We use the same notation O and O for the initial domains
and their covers. We introduce the symplectic transformationˇˇˇˇ
ˇˇ χ : Rˆs ´ 2, 2rˆO ÝÑ Rˆs ´ 2
?
ε, 2
?
εrˆO
χpξ, η, ϕ, ρ, u, sq “
´pθ “ 1?
ε
ξ, pr “ ?ε η, pθ, rq “ φ`ϕ, ρ, u, s˘¯. (58)
We consider the restriction of N0ε to the range Rˆs ´ 2
?
ε, 2
?
εrˆO and use bold letters to
denote the functions N0ε ˝ χ,Q ˝ χ,R0ε ˝ χ, so that:
N
0
εpz0q “ pω η `Qpz0q ` Cpζq `R0εpz0q, (59)
where ζ “ pϕ, ρ, u, sq and z0 “ pη, ϕ, ρ, u, sq. The symplectic character of χ yields the following
form for the Hamiltonian vector field XN
0
ε in the coordinate system pξ, η, ϕ, ρ, u, sqˇˇˇˇ
ˇˇˇˇ
ˇˇˇˇ
ξ1 “ pω ` BηQpz0q ` BηR0εpz0q
η1 “ 0
ϕ1 “ ̟pρq ` Kϕpζq ` BρQpz0q ` BρR0εpz0q
ρ1 “ 0 ` Kρpζq ´ BϕQpz0q ´ BϕR0εpz0q
u1 “ λpϕ, ρqu ` Kupζq ` BsQpz0q ` BsR0εpz0q
s1 “ ´λpϕ, ρq s ` Kspζq ´ BuQpz0q ´ BuR0εpz0q
(60)
Note that Qprq “ pr ¨ Lprq, where L : R3 Ñ R is a linear map. We set L “ L ˝ χ, so, by (58):
ByQpz0q “ 2
?
ε η ¨ ByLpz0q and BηQpz0q “ 2
?
εLpz0q ` 2?ε η ¨ BηLpz0q (61)
where y stands for any variable in the set tϕ, ρ, u, su, and where the derivatives ByL and BηL are
bounded in the Cp topology, by periodicity and compactness. Moreover, clearly }R0ε}Cp ď c0
?
ε,
for a suitable constant c0 ą 0.
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3. To get the assumptions of the persistence theorem, we fix an interval J strictly contained in
J˚ and we introduce the following rescaling, where γ0, γ1 P s0, 1r will be chosen below:ˇˇˇˇ
ˇˇ rχ : D ÝÑ Dεrχpξ, η, rϕ, rρ, ru, rsq “ ´ξ, η, ϕ “ rϕ{γ0, η “ rη, u “ ?ε ru{γ1, s “ ?ε rs{γ1¯. (62)
where Dε and D are the subddomains of Rˆs ´ 2, 2rˆO defined by }pu, sq} ď 2
?
ε{γ1 and
}pru, rsq} ď 2{γ1 respectively. We will restrict the system (60) to the domain Dε. On the domain
D, the vector field rχ˚XN0ε takes the following formˇˇˇˇ
ˇˇˇˇ
ˇˇˇˇ
ˇ
ξ1 “ pω ` F θε prz0q
η1 “ 0rϕ1 “ γ0̟prρq ` Fϕε prz0qrρ1 “ F ρε prz0qru1 “ rλprϕ, rρq ru` F uε prz0qrs1 “ ´rλprϕ, rρq rs ` F sε prz0q
(63)
with, by direct computation and assuming ε ă 1:
}Fε}Cp ď 3Max
´σ?ε
γ
p
0
γ2
1
,
σγ1
γ
p
0
¯
. (64)
4. Using a bump flat-top function, one can continue the function F to a function defined over
R
6, still denoted by F , which coincide with the initial one over the domain rD{2 defined by the
inequality }pru, rsq} ď 1, and which moreover vanish outside rD and have the same periodicity
properties (relatively to ξ and rϕ) as the initial one. We can also assume that its Cp norm over
R
6 satisfies (64) up to the choice of a larger constant σ. This continuation yields a new vector
field Yε on R
6. The persistence theorem applies to Yε: there is a constant ν ăă 1 such that, if
̟, γ0, γ1, ε0 satisfy
Max pγ0}̟}Cp , γ1{γp0 ,
?
ε0{γp0γ21q ă ν (65)
then for 0 ď ε ď ε0 the vector field Yε admits a normally hyperbolic invariant manifold, of the
form ru “ rUεpη, rϕ, rρq, rs “ rSεpη, rϕ, rρq, }prUε, rSεq}Cp ď a ă 1. (66)
where rUε and rSε are Cp functions and a is an arbitrary positive constant. Note that rUε and rSε are
independent of ξ. Clearly, this invariant manifold is contained in rD{2, so that the initial system
(63) also admits a normally hyperbolic invariant manifold, with the same equation. Moreover,
since the system (63) is γ0 periodic in rϕ, by hyperbolic uniqueness, the functions rUε and rSε are
γ0 periodic in rϕ too (and independent of ξ), see[Ber10b].
5. As a consequence, the initial system (60) admits a 4–dimensional pseudo invariant normally
hyperbolic annulus pA0ε with equation, in the coordinates pξ, η, ϕ, ρ, u, sq:
ξ P Tε, η P s ´ 1, 1r, ϕ P T, u “
?
εUεpη, ϕ, ρq, s “
?
εSεpη, ϕ, ρq, }pUε, Sεq}Cp ď a, (67)
where Tε :“ R{
?
εZ and Uεpη, ϕ, ρq :“ rUεpη, γ0ϕ, γ1ρq and an analogous definition for Sε. We
will see pA0ε as the image of the embeddingˇˇˇˇ
ˇ pΨ0ε : Tεˆs ´ 1, 1rˆT ˆ J ÝÑ A3pΨ0εpξ, η, ϕ, ρq “ `ξ, η, j0ε`η, ϕ, ρ˘˘, (68)
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with
j0ε pη, ϕ, ρq “ φ
`
ϕ, ρ,
?
εUεpη, ϕ, ρq,
?
εSεpη, ϕ, ρq
˘
. (69)
‚ Second step. We now take advantage of the integrable structure of XN0ε restricted to pA0ε,
stemming both from the fact that, relatively to the pξ, η, ϕ, ρq coordinates, it is independent of
ξ and that the “complementary part” is an η–family of one-degree-of-freedom systems in the
variables pϕ, ρq.
1. One immediately checks that the annulus pA0ε is controllable, so that it is a symplectic
submanifold of A3. The vector field ppΨ0εq˚XNε is generated by the Hamiltonian xM0ε “ N0ε ˝ pΨ0ε
relatively to the symplectic form
Ωε :“ ppΨ0εq˚Ω “ dη ^ dξ ` dρ^ dϕ` ε dUε ^ dSε. (70)
Clearly
xM0εpξ, η, ϕ, ρq “ pω η ` ?ε ηL`?ε η, ϕ, ρ,?εUεpη, ϕ, ρq,?εSεpη, ϕ, ρq˘
` C`ϕ, ρ,?εUεpη, ϕ, ρq,?ε Sεpη, ϕ, ρq˘
` R0ε
`?
ε η, ϕ, ρ,
?
εUεpη, ϕ, ρq,
?
εSεpη, ϕ, ρq
˘
.
(71)
Observe that xM0ε is independent of ξ. Moreover, one deduces from (63) that the function η is
a first integral for xM0ε relatively to Ωε. Each level set xM0ε “ e (for |e| small enough) is regular
since the Hamiltonian vector field does not vanish, and is moreover foliated by the invariant
subsets
T pη0, eq “ `Tˆ tη0u˘ˆ  pϕ, ρq P Tˆ J | xM0εpη0, ϕ, ρq “ e(, ˇˇη0ˇˇ ă 1. (72)
Thanks to (71), one immediately checks that
BρxM0εpη, ϕ, ρq “ C10pρq `Op?εq. (73)
Hence BρxM0εpη, ϕ, ρq ‰ 0 fo ε small enough, by our monotonicity assumption on the periods of
the periodic orbits of A (see Section 3 of the Introduction and Section 1 of Part II). Therefore
the functionsxM0ε and η are independent, and T pη0, eq Ă pxM0εq´1peq is a 2–dimensional Liouville
torus for xM0ε, Lagrangian for Ωε.
2. By the Liouville-Arnold theorem, there exist angle-action coordinates adapted to the La-
grangian foliation pT pη0, eqq, relatively to which the Hamiltonian is independent of the angles.
The actions are the periods Aj “
ş
νj
λε, j “ 1, 2, of the Liouville form
λε “ ppΨ0εq˚λ “ η dξ ` ρ dϕ` εSε dUε
(where λ “ η dξ ` ρ dϕ ` s du is the standard Liouville form of A3) over a basis pνjq of the
homology of the tori T pη0, eq. For ν1, one chooses the canonical cycle generated by the angle ξ,
which obviously yields A1 “ η. As for ν2, one chooses the cycle generated by the angle ϕ, that
is: tp0, η0qu ˆ tpϕ, ρq P T ˆ J | xM0εpη0, ϕ, ρq “ eu. Therefore by immediate computation taking
(71) into account to get ρ as an implicit function of η, ϕ:
A2 “
ż
T
ρpϕq dϕ ` ε
ż
ν2
Sε dUε “ ρ`
?
ε aρpη, ρ, εq,
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where aρ is a Cp function. The associated angles αi are computed using a generating function,
which easily yields
α1 “ ξ, α2 “ ϕ`
?
ε aϕpη, ρq,
where aϕ is a Cp function. Given J‚ such that J Ă J‚ Ă J˚ be a slightly smaller interval, the
angle-action embedding σεpα1, A1, α2, A2q “ pξ, η, ϕ, ρq is well defined over Tεˆs´1, 1rˆTˆJ‚
for ε small enough, with values in Tεˆs ´ 1, 1rˆT ˆ J˚ According to the previous product
decomposition, σε “ Id ˆ σp2qε , where σp2qε is
?
ε–close to the identity in the Cp topology.
Moreover, by construction
σ˚εΩε “ dA1 ^ dα1 ` dA2 ^ dα2,
and the transformed Hamiltonian M0ε “ xM0ε ˝ σε depends only on pA1, A2q. In the following we
set Ψ0ε “ pΨ0ε ˝ σε, so that M0ε “ N0ε ˝Ψ0ε. Clearly, using (71):
M0εpα1, A1, α2, A2q “ pω ¨ A1 ` C0pA2q ` Λ0εpA1, A2q, }Λ0ε}Cp ď a˚˚?ε (74)
where a˚˚ is a large enough constant.
‚ Third step. We finally use the straightening lemma again to get a normal form in the
neighborhood of A0ε, to which we only have to add the remainder Rε to get the final annulus
A and the corresponding estimates by the persistence theorem. The method is very similar to
that of the first step and we will skip the details.
1. By the symplectic normally hyperbolic persistence theorem (Appendix A), one can continue
the immersion Ψ0ε to a straightening symplectic embedding
Φ0ε :
R?
εZ
ˆs ´ 1, 1rˆT ˆ Jˆs ´ α,αr2Ñ U
where U is an open neighborhood of the annulus A0ε in A
3, such that
Φ0εpξ, η, ϕ, ρ, 0, 0q “ Ψ0εpξ, η, ϕ, ρq,
and such that the stable and unstable manifolds of the points of A0ε are straightened. We
introduce the composed Hamiltonian
N 0ε “ N0ε ˝ Φ0ε “ N0ε ˝ χ ˝ Φ0ε
where χ was defined in (58). One easily proves that N 0ε admits the following expansion with
respect to the hyperbolic variables pu, sq:
N 0ε px, u, sq “M0εpxq ` λpxqus` pN 0ε q3px, u, s, εq,
where x “ pξ, η, ϕ, ρq, λpxq ě λ0 ą 0 and
pN 0ε q3px, 0, 0q “ 0, DpN 0ε q3px, 0, 0q “ 0, D2pN 0ε q3px, 0, 0q “ 0. (75)
In the following we abbreviate pN 0ε q3 in N3.
2. We now go back to the initial Hamiltonian Nε in the new set of variables, and set
Nε “ Nε ˝ χ ˝Φ0ε “ N 0ε `Rε, Rε “ Rε ˝ χ ˝ Φ0ε.
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As above, we perform a cutoff and limit ourselves to the domain Dε
Dε : ξ P R, |η| ď 12 , ϕ P R, ρ P J‚, }pu, sq} ď 2εq,
where again J‚ Ă J is arbitrarily close to J and q ě 1 is an arbitrary integer. We introduce the
rescaled variables
ξ “
rξ
γ0
, η “ rη, ϕ “ rϕ
γ0
, ρ “ rρ, u “ εqru, s “ εqrs.
where γ0 is to be chosen below, and }pru, rsq} ď 2. We use again top-flat bump functions to
continue the functions to R6. The system associated with XNε on R6 then reads:ˇˇˇˇ
ˇˇˇˇ
ˇˇˇˇ
ˇˇˇˇ
ˇ
rξ1 “ γ0“BηM0ε ` ε2qĄBηλ rurs ` ĆBηN3 ` ĆBηRε‰rη1 “ 0 ´ ĆBξN3 ´ ĆBξRεrϕ1 “ γ0“BρM0ε ` ε2qĄBρλ rurs ` ĆBρN3 ` ĆBρRε‰rρ1 “ 0 ´ ČBϕN3 ´ ĆBϕRεru1 “ rλ ru ` ε´qĆBsN3 ` ε´qĆBsRεrs1 “ ´rλ rs ´ ε´qĆBuN3 ´ ε´qĆBuRε
(76)
where the r stands for the composition by the rescaled variables. Given v P tξ, η, ρ, ϕ, u, vu, the
following (not optimal) estimates are immediate:
}ĆBvN3}Cj ď σj ε2q
γ
p
0
, }BvRε}Cj ď σj
εℓ´j{2
γ
p
0
,
for suitable constants σj ą 0, independent of γ0, γ1 and ε. We will assume
ℓ ą q ` p{2,
a condition which holds as soon as κ is large enough. As for the first step of the proof, one
readily sees that it is possible to choose γ0 ą 0 and ε0 ą 0 small enough so that for 0 ă ε ă ε0,
the system (76) admits a normally hyperbolic invariant annulus with equationrξ P R, |rη| ă 1
2
, rϕ P R, rρ P J‚, ru “ rUεprxq, rs “ rSεprxq,
where rUε and rSε are Cp functions with }prUε, rSεq}Cp ď 1. As a consequence, the system XNε
possesses a pseudo invariant annulus Aε contained in the domain Dε, with equation
ξ P R, |η| ă 1
2
, ϕ P R, ρ P J‚, u “ εqUεpxq, s “ εqSεpxq,
where Uεpξ, η, ϕ, ρq “ rUεpγ0ξ, η, γ0ϕ, ρq and a similar definition for Sε. Going back to the initial
variables:
Aε “
!´ 1?
ε
ξ,
?
ε η, jε
`
ξ, η, ϕ, ρ
˘¯ | ξ P R?
εZ
, |η| ă 1
2
, ϕ P T, ρ P J‚
)
, (77)
with now
}jε ´ j0ε }Cp ď σεq
for a suitable constant σ ą 0. The annulus Aε is symplectic, so the Hamiltonian vector field
Ψε˚X
Nε is generated by Nε ˝Ψε relatively to the symplectic form
Ωε “ dη ^ dξ ` dρ^ dϕ` ε2qdUε ^ dSε.
This immediately yields the final Hamiltonian Mε.
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4.1.3 Twist sections
We now examine the intersection of the previous pseudo invariant annulus with constant energy
levels of the initial Hamiltonian Nε.
Lemma 4.3. We keep the notation and assumptions of Lemma 4.2. Then Cε “ Aε X N´1ε p0q
is a pseudo invariant hyperbolic cylinder for Nε, on which pξ, ϕ, ρq P Tε ˆ Tˆ J‚ form a chart.
The set Σε defined in this chart by the equation ξ “ 0 is a 2–dimensional transverse section for
the Hamiltonian vector field XMε on Cε, on which the coordinates pϕ, ρq P Tˆ J form an exact
symplectic chart. Relatively to these coordinates, given J‚ with J Ă J‚ Ă J‚, the Poincare´ map
induced by the Hamiltonian flow inside Cε is well-defined over T ˆ J‚, with values in T ˆ J‚,
and reads
Pεpϕ, ρq “
´
ϕ` ε̟pρq `∆ϕε pϕ, ρq, ρ`∆ρεpϕ, ρq
¯
, (78)
where ̟, ∆ϕε , ∆
ρ
ε are Cp functions such that:
̟1pρq ě σ, }∆ϕε }Cp ď εq, }∆ρε}Cp ď εq. (79)
for a suitable σ ą 0.
Proof. In the chart pξ, η, ϕ, ρq P Tεˆs ´ 1, 1rˆT ˆ J‚ of Aε associated with the embedding Ψε,
the intersection Cε admits the equation Mε “ 0, that is:
pω η ` C0pρq ` Λ0εpη, ρq ` Λε´ 1?εξ, η, ϕ, ρ¯ “ 0.
For ε small enough, from this latter equation one gets the variable η as an implicit function of
ξ, ϕ, ρ, so that Cε is a 3–dimensional submanifold of Aε, diffeomorphic to T
2ˆs0, 1r. Moreover
Cε is pseudo invariant since N
´1
ε p0q is invariant and Aε is pseudo invariant. Since Aε is normally
hyperbolic, Cε is normally hyperbolic too (see the introduction). Since 9ξ “ pω ` Op?εq, Σε is a
transverse section for XMε on Cε when ε is small enough. The statement on Pε is immediate
from the expression of Mε.
4.1.4 Invariant tori and the boundaries of d–cylinders
It only remains now to apply to Pε the invariant curve theorem deduced from Herman’s presen-
tation, stated in Proposition D.1, which is possible by chosing ℓ large enough. This yields the
existence of ε0 such that the map Pε admits an essential curve in each connected component
of T ˆ J‚zJ . As a consequence, the Hamiltonian flow in Cε admits an invariant torus in each
domain Tε ˆ T ˆ J‚zJ , which bound in Cε a compact normally hyperbolic invariant cylinder.
This concludes the proof of Lemma 3.1.
4.2 Proof of Lemma 3.2
Recall that given a singular 2-annulus A‚ of C, there exists a neighborhood O of A‚ in A2 and
a vector field X˝ on an open set of A2 such that X˝ ” XC in O and X˝ admits a C1 normally
hyperbolic 2-annulus (see Part II and Appendix A) A˝ which satisfies the properties:
‚ the components of the boundary of A‚ formed by the opposite periodic orbits coincide with
the components of the boundary of A˝,
‚ the time-one map of X˝ is a twist map relatively to adapted coordinates.
‚ X˝ is the Hamiltonian vector field generated by a C2 Hamiltonian H˝ on A2.
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As a consequence, the previous section applied to H˝ proves the existence of a cylinder
attached to A˝. Now the same argument as above proves the existence of three regular 2-
dimensional annuli of section at energy e on which the return map has the form (78) and so
admits invariant circles arbitrarily close to the boundaries. One deduces the existence of 3
invariant 2-dimensional tori which form the boundary of a singular cylinder, which moreover
admits a generalized twist section in the sense of Definition 7. This concludes the proof.
4.3 Proof of Lemma 3.4
We will first prove the existence of “the main part of” the s–cylinder using the global normal
form of Proposition B.1 and hyperbolic persistence. We then prove the existence of the extremal
cylinders at the double resonance points. Finally, we get the s–cylinders by gluing together the
extremal cylinders at each end of the previous main part.
4.3.1 Global normal form: the “main part” of the s–cylinders
Let Γ “ ω´1pkKq X h´1peq. We fix adapted coordinates pθ, rq and write r3 “ r3˚ pprq for the
equation of the resonance surface ω´1pkKq. We set
ℓpprq “ `pr, r˚3 pprq˘.
As in Appendix B, we fix two consecutive points r1 and r2 in Dpδq, fix ρ ăă dist Γpr1, r2q and
set
Γρ :“ rr˚, r˚˚sΓ Ă rr1, r2sΓ,
where r˚, r˚˚ are defined by the equalities
dist Γpr˚, r1q “ dist Γpr˚˚, r2q “ ρ.
We set pΓρ “ ΠpΓρq where Π is the projection r ÞÑ pr. For c ą 0, we then set
Uc,ρ “ tr P R3 | dist8pr,Γρq ă cρu, Dc,ρ “ Π
`
Uc,ρ
˘
, Wc,ρ “ T3 ˆUc,ρ. (80)
Our starting point is the following consequence of the global normal form in Proposition B.1.
Lemma 4.4. Consider the system
Npθ, rq “ hprq ` εV pθ3, rq ` εW0pθ, rq ` εW1pθ, rq ` ε2W2pθ, rq, (81)
where
V pθ3, rq “
ż
T2
fpθ, rq dθ1dθ2, (82)
and where the functions W0 P CppA3q, W1 P Cκ´1pWcρq, W2 P CκpWcρq satisfy
}W0}CppWcρq ď δ,
}W1}C2pWcρq ď c1 ρ´3
}W2}C2pWcρq ď c2 ρ´6,
(83)
for suitable constants c1, c2 ą 0. Assume that for pr P Dcρ the function
V
`¨, ℓpprq˘ : TÑ R (84)
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admits a single maximum at θ3˚ pprq, which is nondegenerate. Then for 0 ă ε ă ε0, the system
Nε admits a pseudo invariant cylinder Cε of the form
Cε “
!`pθ, pr, θ3 “ Θ3ppθ, prq, r3 “ R3ppθ, prq˘ | pθ P T2, pr P Dcρ)XN´1ε peq, (85)
where c ą 0 is small enough, and where
}pΘ3 ´ θ˚3 pprqq}C0 ď c?δ, }pR3 ´ r˚3 pprqq}C0 ď c?δ?ε, (86)
for a suitable C ą 0 independent of ρ. Moreover, there exists µ ą 0 such that any invariant set
which is contained in a domain of the form!
ppθ, pr, θ3, r3q | pθ P T2, pr P Dcρ, |θ3 ´ θ3pprq| , |r3 ´ r˚3 pprq|)XN´1ε p0q (87)
is contained in Cε.
Proof. We first work in the universal covering R3 ˆR3 of A3 and use the same notation for the
elements of A3 and their lifts.
‚ The differential system associated with XNε readsˇˇˇˇ
ˇˇˇˇ
ˇˇ
pθ1 “ pωprq ` εBprV pθ3, rq ` ε BprW0pθ, rq ` ε BprW1pθ, rq ` ε2 BprW2pθ, rqpr1 “ ´ ε BpθW0pθ, rq ´ ε BpθW1pθ, rq ´ ε2 BpθW2pθ, rq
θ13 “ ω3prq ` εBr3V pθ3, rq ` ε Br3W0pθ, rq ` ε Br3W1pθ, rq ` ε2 Br3W2pθ, rq
r1
3
“ ´ εBθ3V pθ3, rq ´ ε Bθ3W0pθ, rq ´ ε Bθ3W1pθ, rq ´ ε2 Bθ3W2pθ, rq.
(88)
‚ We will first estimate the various terms of the previous system in the domain Dε defined
by
Dε “
!
pθ, rq P R3 ˆ R3 | pθ P R2, pr P Dρ, ˇˇθ3 ´ θ˚3`ℓpprq˘ˇˇ ď ?δ, |r3 ´ r˚3 pprq| ď ?ε). (89)
We first set
θ3 “ θ3 ´ θ˚3
`
ℓpprq˘, r3 “ r3 ´ r˚3 pprq, (90)
so thatˇˇˇˇ
ˇ ω3prq “ apprq r3 ` χppr, r3q r23´Bθ3V pθ3, rq “ bpprqθ3 ` χppr,θ3, r3qθ23 ` χppr,θ3, r3qθ3 r3 ` χppr,θ3, r3q r23. (91)
Observe that apprq ě a ą 0 and bpprq ě b ą 0. To diagonalize the hyperbolic part, we set
ζpprq “ apprq 14 bpprq´ 14 (92)
and
u “ ζpprq r3 `?ε ζpprq´1 θ3, s “ ζpprq r3 ´?ε ζpprq´1 θ3, (93)
The inverse transformation reads
θ3
`
I, pu´ sq{?ε˘ :“ θ˚3 pIq ` ζpIqu´ s2?ε , r3`I, pu` sq˘ :“ r˚3 pIq ` u` s2ζpIq . (94)
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We finally complete the change of variables and time by setting
ϕ “ 1
γ
?
ε
pθ, I “ pr, 9u “ 1?
ε
u1. (95)
In the following we denote by M a universal constant, independent of ε and δ.
‚ Estimates for 9ϕ. Observe that
9ϕ “ γpθ1 “ γ ΩpI, u, sq ` εBprV ´θ3`I, pu´ sq{?ε˘, I, r3`I, pu` sq˘¯
` εBprW0´ϕ{pγ?εq, I, θ3`I, pu´ sq{?ε˘, r3`I, pu` sq˘¯
` εBprW1´ϕ{pγ?εq, I, θ3`I, pu´ sq{?ε˘, r3`I, pu` sq˘¯
` ε2BprW2´ϕ{pγ?εq, I, θ3`I, pu´ sq{?ε˘, r3`I, pu` sq˘¯
(96)
where
ΩpI, u, sq “ pω`I, r˚3 pIq ` 12 pu` sqpζpIqq´1˘, (97)
Forgetting about the variables to avoid cumbersome notations, and using the estimates on the
various fonctions, one gets:
}εBprV }C0 ďMε, }εBprV }C1 ďM?ε,
}εBprW0}C0 ď εδ, }εBprW0}C1 ď ?εδ,
}εBprW1}C0 ďMε3{2ρ´2, }εBprW1}C1 ďMερ´3,
}ε2BprW2}C0 ďMε2ρ´5, }ε2BprW2}C1 ďMε3{2ρ´6.
(98)
‚ Estimates for 9I. In the same way
9I “ ´ ?εBpθW0
´
ϕ{pγ?εq, I, θ3
`
I, pu´ sq{?ε˘, r3`I, pu` sq˘¯
´ ?εBpθW1
´
ϕ{pγ?εq, I, θ3
`
I, pu´ sq{?ε˘, r3`I, pu` sq˘¯
´ ε3{2BpθW2
´
ϕ{pγ?εq, I, θ3
`
I, pu ´ sq{?ε˘, r3`I, pu` sq˘¯,
(99)
which yields
}?εBprW0}C0 ď ?εδ, }?εBprW0}C1 ď δ,
}?εBprW1}C0 ďMερ´2, }?εBprW1}C1 ďM?ερ´3,
}ε3{2BprW2}C0 ďMε3{2ρ´5, }ε3{2BprW2}C1 ďMερ´6.
(100)
‚ Estimates for 9u and 9s. We will give the details for 9u only, the case of 9s being exactly
similar. First note that
9u “ 1?
ε
«
ζpIqr13 `
?
ε
ζpIqθ
1
3 ` I 1
´
ζ 1pIq`r3 ´ ?ε
ζpIq2 ζ
1pIqθ3
˘` ζpIqpr˚3 q1pIq ´ ?εζpIqpθ˚3 q1pIq¯
ff
(101)
(where 1 stands both for the initial time derivative and the usual derivative of functions). We
first focus on the part of
1?
ε
´
ζpIqr13 `
?
ε
ζpIqθ
1
3
¯
(102)
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involving the functions ω3, Bθ3V and Br3V only. A straightforward computation, using in par-
ticular (91) proves that
1?
ε
´
´ εζBθ3V `
?
ε
ζ
`
ω3 ` Br3V
˘¯ “ λpIqu` χpI, u, s, εq (103)
with
λpIq “
a
apIqbpIq, (104)
and, assuming ε ď δ:
}χ}C0 ďM
?
εδ, }χ}C1 ďMδ. (105)
As for the contribution of the functions W0,W1,W2, one gets
χ0 :“ ´ζ
?
εBθ3W0 `
ε
ζ
Br3W0,
χ1 :“ ´ζ
?
εBθ3W1 `
ε
ζ
Br3W1,
χ2 :“ ´ζε3{2Bθ3W2 `
ε2
ζ
Br3W2,
(106)
so that
}χ0}C0 ď δ
?
ε, }χ0}C1 ď δ,
}χ1}C0 ďM
´ε
ρ
` ε
3{2
ρ2
¯
, }χ1}C1 ďM
´?ε
ρ2
` ε
ρ3
¯
,
}χ2}C0 ď
ε3{2
ρ5
, }χ2}C1 ď
ε
ρ6
.
(107)
Finally, the estimates for the remaining term
1?
ε
I 1
´
ζ 1pIq`r3 ´ ?ε
ζpIq2 ζ
1pIqθ3
˘` ζpIqpr˚3 q1pIq ´ ?εζpIqpθ˚3 q1pIq¯ (108)
are the clearly same as those of 9I.
‚ Once this preliminary work is done in the domain (89) one easily extends the system to R6
by using bump functions. Let η : RÑ r0, 1s be a C8 function with support in r´2, 2s, which is
equal to 1 in r´1, 1s. Then the functions
µεpxq “ ηpx{
?
εq, νδpxq “ ηpx{
?
δq (109)
satisfy
}µε}C0 “ 1, }µε}C1 “ 1{
?
ε, }νδ}C0 “ 1, }νδ}C1 “ 1{
?
δ. (110)
The new system obtained by replacing the various factors in (88) with their product by
µεpr3qνδpθ3q (111)
admits the same estimates as the previous ones, to the cost of changing M to a larger constant.
‚ As a consequence, with respect to the new variables and time, the new system in R6 readsˇˇˇˇ
ˇˇˇˇ 9ϕ “ γ ΩpI, u, sq ` Fϕpϕ, I, u, s, εq9I “ 0 ` FIpϕ, I, u, s, εq
9u “ λpIqu ` Fupϕ, I, u, s, εq
9s “ ´λpIq s ` Fspϕ, I, u, s, εq,
(112)
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with, setting F “ pFϕ, FI , Fu, Fsq and assuming
ε “ ρ7, ε1{7 ă δ, (113)
}F }C0 ďM
?
δ
?
ε, }F }C1 ďM
?
δ. (114)
‚ Since λpIq is bounded from below by a positive constant λ. Therefore the persistence
theorem applies when the constant δ is small enough. This yields the existence of a normally
hyperbolic invariant manifold Aε˚ for (112), of the form!`
ϕ, I, Upϕ, Iq, Spϕ, Iq˘ | pϕ, Iq P R4),
where pU,Sq : R4 Ñ R2 is a Cp map which satisfies
}pU,Sq}C0pR4q ď
2M
λ
δ
?
ε, }pU,Sq}C1pR4q ď C δ. (115)
One immediately checks these estimates are consistent with the definition of the domain (43) so
that Aε˚ Ă Dε.
‚ To go back to the initial coordinates, one has to apply the inverse change (94) is contained
in the domain
|θ3| ď c
?
δ, |r3| ď c
?
δ
?
ε,
for a suitable c ą 0. One also gets the periodicity in the angular variables by the same uniqueness
argument as in [Ber10b]. The local maximality property (87) is also an immediate consequence
of the normally hyperbolic persistence theorem. This concludes the proof of Lemma 4.4.
It remains now to prove the existence of a section and the twist property. In this section we
will content ourselves with a non-connected section relatively to which the return map admits the
twist property, we will in fact prove the existence of a covering of Cε with consecutive cylinders
with connected twist sections in the next Section. We begin with a lemma which is a direct
consequence of the normal forms in Lemma 4.4 and describes the Hamiltonian vector field in
restriction to the annuli Aε.
Lemma 4.5. With the notation and assumptions of Lemma 4.4, the vector field on the invariant
compact s-annulus Aε admits the following normal form relatively to the coordinates ppθ, prq:ˇˇˇˇ
ˇˇ pθ1 “ pω
`pr, r3˚ pprq `R3pprq˘ ` χpθppθ, prqpr1 “ 0 ` χprppθ, prq (116)
where
}R3}C0 ďMδ
?
ε, }R3}C1 ďMδ
}χpθ}C0 ďM?δ?ε, }χpθ}C1 ďM?δ
}χpr}C0 ďM?δ ε, }χpr}C1 ďM?δ?ε.
(117)
One can cover the annulus Aε with a a finite number of (overlapping) open subsets over
which ω1
`
ℓpprq˘ ‰ 0 or ω2`ℓpprq˘ ‰ 0. To simplify the following, we will assume that ω1`ℓpprq˘ ‰ 0
in the neighborhood of Aε, the general case being easily deduced from the latter (since we allow
for non-connected sections).
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Lemma 4.6. With the notation and assumptions of Lemma 4.5, and assuming moreover that
ω1
`
ℓpprq˘ ě ̟0 ą 0 (118)
in the neighborhood of Aε, then the submanifold
Σ “
!
ppθ, prq P T2 ˆDcε1{7 | θ1 “ 0) (119)
is a transverse section for the vector field on Aε. The intersection Σ X Cε is a global section
for the flow on Cε which admits pθ2, r2q as a global exact-symplectic chart. Relatively to these
coordinates, the flow-induced return map attached to ΣX Cε is a twist map.
Proof. Recall that h is a Tonelli Hamiltonian on R3 and that pθ, rq are adapted coordinates,
relatively to which Γ “ tω3 “ 0u X h´1peq. Let Π : R3 Ñ R2 be the projection on the pr–plane.
The submanifold tω3 “ 0u is a graph over its projection πptω3 “ 0uq since Br3ω3 “ B2r3h ą 0.
Observe also that Γ is the “apparent contour” of the level h´1peq with respect to the direction
r3, so that ΠpΓq bounds the projection Ce :“ Π
`
h´1ps ´ 8, esq˘, which is strictly convex. By
the implicit function theorem, this proves also that Π
`tω3 “ 0u X h´1ps ´ 8, esq˘ “ Ce and
therefore that tω3 “ 0u is a graph over the whole pr–plane.
Fix θ˚
3
P T and set S :“ tθ3 “ θ˚3u ˆ tω3 “ 0u Ă T3 ˆ R3. Then clearly S is invariant under
the Hamiltonian flow generated by h, and is moreover symplectic. Taking ppθ, prq as a chart on
S, the induced Liouville form reads r2dθ2 ` r3dθ3. The restriction of the Hamiltonian flow to S
is generated by the restriction ph of h to S. The sublevels of this restriction are the sets Ce, so
that ph is quasi-convex. Given e ą Min h, relatively to the coordinates ppθ, prq:ph´1peq “ T2 ˆ pΓ.
Each torus T2 ˆ tpru on this level is invariant under the flow, with rotation vector ̟pprq P R2.
Since ph is quasi-convex, the map ΓÑ PR2 which associates to pr P pΓ the projective line generated
by ̟pprq is a local diffeomorphism.
The submanifold Σ is clearly a transverse section for the vector field on Aε. The previous
property shows that the unperturbed return map associated with the vector fieldˇˇˇˇ
ˇˇ pθ1 “ pω
`pr, r3˚ pprq `R3pprq˘pr1 “ 0 (120)
is a twist map relatively to the coordinates pθ2, r2q. Since the complete map is a
?
δ perturbation
in the C1 topology of the unperturbed one, it still admits the twist property when ε is small
enough.
We finally go back to the initial system by applying the inverse normalization introduced in
Appendix B, Proposition B.1.
Lemma 4.7. Given µ ą 0, there exists ε0 such that for 0 ă ε ă ε0 the Hamiltonian system
Hε admits a pseudo invariant and pseudo normally hyperbolic cylinder Cε at energy e, which
contains any invariant set contained in the domains
D0 “
!
ppθ, pr, θ3, r3q | pθ P T2, aε1{7 ď }pr ´ pr0} ď bε1{7, |θ3 ´ θ˚3 pprq| ď µ, |r3 ´ r˚3 pprq| ď µ?ε),
D1 “
!
ppθ, pr, θ3, r3q | pθ P T2, aε1{7 ď }pr ´ pr1} ď bε1{7, |θ3 ´ θ˚3 pprq| ď µ, |r3 ´ r˚3 pprq| ď µ?ε).
The cylinder Cε admits a (non-connected) twist section.
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Proof. Recall that, by Proposition B.1:
Hε “ Nε ˝ Φ´1ε ,
where, setting Φε “ pΦθε,Φrεq:
}Φθε ´ Id}C0pWcρq ď cΦ ε ρ´2 ď cΦε5{7, }Φrε ´ Id}C0pWcρq ď cΦ ε ρ´1 ď cΦε6{7. (121)
The inverse image Cε “ Φ´1ε pCεq is therefore a pseudo invariant and normally hyperbolic cylinder
for Hε, which contains any invariant set contained in D
0 Y D1 (up to the choice of suitable
constants). The inverse image Φ´1pΣq is a section for the Hamiltonian flow in Cε, which satisfies
the twist condition since its return map is a small C1 perturbation of that of Σ, which admits
a nondegenerate torsion.
4.4 Proof of Lemma 3.3
We assume without loss of generality that m0 “ 0 and e “ 0. We introduce adapted coordinates
px, yq at 0, in which the equation of the resonance Γ moreover reads ω3 “ 0. We set
rf spx, yq “
ż
T
f
`px1, xq, y˘dx1. (122)
1. Our starting point is the normal form of Proposition C.1. We set, for pθ, rq P T3 ˆBp0, εdq:
Nεpθ, rq :“ Hε ˝Φεpθ, rq “ hprq ` gεpθ, rq `Rεpθ, rq, (123)
where gε and Rε are C
p functions such that
}gε ´ εrf s}
Cp
`
T2ˆBp0,εdq
˘ ď ε1`σ, }Rε}
Cp
`
T3ˆBp0,εdq
˘ ď εℓ. (124)
and Φε is ε
σ–close to the identity in the Cp–topology. We set
Vεpθ3, rq “ 1
ε
ż
T
gε
`pθ2, θ3q, r˘ dθ2.
2. We assumed that for each point r of Γ in the neighborhood of 0, the s–averaged potential
ă f ą pθ3, rq “
ż
T
rf spθ, rqdθ2 (125)
admits a single and nondegenerate maximum at some point θ3˚ prq, which in turns yields the
following result.
Lemma 4.8. For each point r P Γ in the neighborhood of 0, the function Vεp¨, rq admits a unique
and nondegenerate maximum on T at some point θ˚˚
3
prq. Moreover, there is a constant c ą 0
such that
|θ˚˚3 prq ´ θ˚3 prq| ă c εσ{2. (126)
Proof. By (124):
}Vε´ ă f ą }
Cp
`
TˆBp0,εdq
˘ ď εσ
with p ě 2. The claim then immediately follows from the nondegeneracy of the maximum
θ3˚ prq.
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3. We introduce now the truncated normal form
N0ε pθ, rq :“ hprq ` gεpθ, rq.
The main observation now is that N0ε is independent of θ1, so that r1 is a first integral and the
system can be reduced to its level sets. The total system is then recovered by taking the product
with the circle T of θ1. So we fix r1 and set
hprq “ hpr1, rq, gεpθ, rq “ gε
`
θ, pr1, rq
˘
, N0εpθ, rq “ hprq ` gεpθ, rq.
Observe that the function h is convex and superlinear over R2. Therefore, setting ω “ ∇h, the
resonance Γ defined by ω3prq “ 0 is a graph over the r2–axis, with equation
Γ : r3 “ r˚˚3 pr2; r1q.
4. We set Vεpθ3, rq “ Vε
`
θ3, pr1, rq
˘
. Fix a point
r0 P ΓXBp0, εdq.
Let Sε : T
2 Ñ R be the solution of the homological equation
ωpr0qBθSεpθq “ gεpθ, rq ´ εVεpθ3, rq
that is, since ω3pr0q “ 0:
Sεpθq “ 1
ω2pr0q
ż θ2
0
`
gεpθ, rq ´ εVεpθ3, rq
˘
dθ2.
In particular, there is a µ ą 0 such that
}Sε}Cp ď µ}r0} .
We introduce the the symplectic change
φpθ, rq “ `θ, r0 ` r ´ εBθSεpθq˘
5. By immediate computation, one checks that
N
0
ε ˝ φpθ, rq “ hpr0 ` rq ` εVεpθ3, r0q `W0pθ, rq ` εW1pθ, rq ` ε2W1pθ, rq,
with
W0pθ, rq “
`
gεpθ, r0 ` rq ´ gεpθ, r0q
˘
,
W1pθ, rq “
`
ωpr0 ` rq ´ ωpr0q˘BθS ´ ż 1
0
Brgεpθ, r0 ` r ´ σεBθSqpBθSq dσ,
W2pθ, rq “
ż
1
0
p1´ σqD2hpθ, r0 ` r ´ σεBθSqpBθSq2 dσ.
Hence, there is an M ą 0 such that
}W0}C2 ďMε, }W0p¨, rq}C2 ďMε}r},
}εW1}C2 ďM
ε
}r0} ,
}ε2W2}C2 ďM
ε2
}r0}2 .
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6. The resulting Hamiltonian differential equations readˇˇˇˇ
ˇˇˇˇ
ˇˇ
θ1
2
“ ω2prq ` ` Br2W0 ` ε Br2W1 ` ε2 Br2W2
r12 “ ´ Bθ2W0 ´ ε Bθ2W1 ´ ε2 Bθ2W2
θ13 “ ω3prq ` ` Br3W0 ` ε Br3W1 ` ε2 Br3W2
r1
3
“ ´ ε V 1pθ3q ´ Bθ3W0 ´ ε Bθ3W1 ´ ε2 Bθ3W2.
(127)
7. We now follow exactly the same lines as in the proof of Lemma 4.4, in the much simpler
present framework. The previous estimates prove the existence in the system N0ε of a “local”
annulus of hyperbolic periodic orbits Apr0q “centered at r0”, which is a graph of the form
θ3 “ Θ3pθ2, r2q, r3 “ R3pθ2, r2q, pθ2, r2q P Tˆ
ı
r02 ´ c}r0}, r02 ` c}r0}
”
. (128)
provided that
}r0} ě C?ε
where C is large enough, with also c ă C smal enough.
8. Now, by immediate hyperbolic maximality for periodic orbits, the union of all these “local
annuli” is an annulus Aext, which is a graph of the previous form with
pθ2, r2q P Tˆsc2
?
ε, c3ενr
for suitable constants c2, c3 ą 0. Moreover, for any prescribed constant µ ą 0, one can choose
c2 large enough and c3 small enough so thatˇˇ
Θ3pθ2, r2q ´ θ˚˚3
`
r1, r2, r
˚˚
3 pr1, r2q
˘ˇˇ ď µ, |R3pθ2, r2q ´ r˚˚3 pr1, r2q| ď µ?ε, (129)
(recall that the value of r1 was fixed at the beginning of this part).
9. Going back to the total truncated normal form N0ε in (123) and varying the variable r1, the
previous family of annuli give rise to a 4–dimensional invariant hyperbolic annulus A0ε, which is
now a graph of the form
θ3 “ Θ3ppθ, prq, r3 “ R3ppθ, prq, pθ1, θ2q P T2, r1 P s ´ pcεν ,pcενr, r2 P spc?ε,pcενr,
for a suitable pc ą 0 and for 0 ă ε ă ε0 small enough. Note that the restriction to A0ε of the
Hamiltonian flow generated by N0ε is completely integrable, since A
0
ε is foliated by the invariant
2–tori obtained by taking the product of the circle of θ1 with the periodic orbits foliating the
annulus Aext.
10. We now follow the same process as for the d–cylinders (Lemma 4.2). The previous
integrability property yields symplectic angle-action coordinates on Aε. This enable us to use
the smallness of the complementary term R in (123) and get a perturbed 4–dimensional pseudo
invariant annulus Aε and 3–dimensional pseudo invariant cylinder Cε˚ “ Aε XN´1ε p0q at energy
0 equipped with a global section Σ with coordinates pθ1, r1q. Relatively to these coordinates, the
Poincare´ return maps takes the form described in Lemma 4.3, and we deduce as in Section 4.1.4
the existence of Birkhoff-Herman tori arbitrarily close to the boundary of the cylinder.
11. It remains now to prove that the pullback Cε˚ “ Φ´1ε pCε˚ q of the previous cylinder “con-
tinues” the cylinder Cε attached with the annulus Aℓ of the averaged system C. This will be
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done by proving that one (well-chosen) end of the cylinder Cε˚ is contained in Cε. Recall that
the cylinder Cε is maximal in some neighborhood of the form
U pCεq : |θ3 ´ θ˚3 | ď a, |r3 ´ r˚3 | ď a
?
ε,
where a is an arbitrary constant. It is therefore enough to prove that at least two Birkhoff-
Herman tori contained in the end of Cε˚ are contained in U pCεq. We will state the problem in
the variables of Nε. Just as in the proof of Lemma 4.1 the rescaling r “
?
ε r, t “ 1?
ε
t yields
the new Hamiltonian
Nεpθ, rq “ 1
ε
Nεpθ,
?
ε rq. (130)
Then, performing a Taylor expansion of h and rf s at r0 “ 0 in Nε, one gets the normal form:
Nεpθ, rq “ 1
ε
Nεpθ,
?
εrq “ pω?
ε
r1 ` 12D2hp0q r2 ` Upθq ` R0εpθ, rq ` Rεpθ, rq (131)
where
}R0ε}CppT2ˆB3p0,d˚qq ď a
?
ε, }Rε}CppTnˆBp0,d˚qq ď εℓ.
Our statement will be an immediate consequence of (126) and (129), taking into account the
following expansion:
1
ε
Npθ, rq “ 1
2
T prq ` Upθ, 0q ` “1
ε
gεpθ, rq ´ Upθ, 0q
‰ ` “Upθ, 0q ´ Upθ, 0q‰ `?εphprq
“ Cpθ, rq ` ?ε pCpθ, rq, (132)
where ph stands for the third order term in the Taylor expansion of h at 0.
12. Finally, as for the other boundary torus of C extε , one only has to apply the localization state-
ment on the periodic orbits of the extremal annulus A0ε together with the results of Lemma 4.3
and Section 4.1.4. This concludes the proof of Lemma 3.3.
4.4.1 Bifurcation points
In this part we examine the case where bifurcation points may exist between the resonant points
m0 and m1. Three types of intervals of Γ have to be considered: rm0, bs, rb0, b1s and rb,m1s. We
will limit ourselves to the first one, the other two being essentially equivalent (and simpler for
the second one).
Lemma 4.9. Assume that the interval rm0, bs contains no other bifurcation points than b. Then
for ε0 ą small enough there exists a family pCεq0ăεăε0 of (invariant and normally hyperbolic)
s-cylinders along rm0, bs, in the sense that:
• Cε contains the extremal cylinder C
ext
ε pm0q of Lemma 3.3,
• the projection in action of the other boundary of Cε is located in a ball Bpb`,
?
εq, where
b` is such that rm0, bs Ă rm0, b`r,
• the projection in action of Cε is located in an Op
?
εq tubular neighborhood of Γ.
Proof. The global normal form used in the proof of Lemma 4.4 is still valid here and results
in the existence of a pseudo invariant cylinder whose “left extremity” contains the extremal
cylinder C extε pm0q, and which moreover admits a twist section. It remains to study the behavior
of the cylinder in the neihborhood of the point b.
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We will use the ε-dependent normal form of Appendix C. For this, we fix two actions b0, b1
on the resonant circle Γ, very close to one another, such that the bifurcation point in the
small interval they delimit. We moreover assume that the frequency vectors ωpb1q, ωpb2q are
2-Diophantine and that the s-averaged potential staill admits a nondegenerate maximum in a
neighborhood of b1 and b2. We will prove the statement for the first cyllinder, the other one
being similar. We set
rf spθ3, rq “
ż
T2
f
`ppθ, θ3q, r˘ dpθ.
Given two integers p, ℓ ě 2 and two constants d ą 0 and δ ă 1 with 1 ´ δ ą d, then, if κ is
large enough, there is an ε0 ą 0 such that for 0 ă ε ă ε0, there exists an analytic symplectic
embedding
Φε : T
3 ˆBpb1, εdq Ñ T3 ˆBpb1, 2εdq
such that
Nεpθ, rq “ Hε ˝Φεpθ, rq “ hprq ` gεpθ3, rq `Rεpθ, rq,
where gε and Rε are C
p functions such that
}gε ´ εrf s}
Cp
`
TˆBpb1,εdq
˘ ď ε2´δ, }Rε}
Cp
`
TnˆBpb1εdq
˘ ď εℓ. (133)
Moreover, Φε is close to the identity, in the sense that
}Φε ´ Id}
Cp
`
T3ˆBpb1,εdq
˘ ď ε1´δ . (134)
One proves as in the previous section that the function gεp¨, rq : TÑ R admits for r close to b1
a unique and nondegenerate maximum at some θ3prq. Now the differential system generated by
the truncated system N0ε pθ, rq “ hprq ` gεpθ3, rq readsˇˇˇˇ
ˇˇˇˇ
ˇˇ
pθ1 “ pωprq ` εBprgεpθ3, rqpr1 “ 0
θ13 “ ω3prq ` εBr3gεpθ3, rq
r13 “ ´ εBθ3gεpθ3, rq.
One proves exactly as in the same way as in the previous sections the existence of a pseudo
invariant normally hyperbolic 4 annulus of the form
pθ P T2, }pr ´pb1} ď d?ε, |θ3 ´ θ3prq| ď δ, |θ3 ´ θ3prq| ď δ?ε.
Moreover, this annulus carries a completely integrable Hamiltonian flow and is foliated by the
invariant tori pr “ cte. Then we proceed as in the case of the d-cylinders to prove the existence
of a section Σ for this flow, whose attached return map admits nondegenerate torsion. Finally
the existence of invariant circles for this return map is proved by the Herman theorem.
5 Intersection conditions and chains
This section is devoted to the precise description of homoclinic and heteroclinic properties of
the cylinders we got in the previous one. These properties will be of crucial use in [Mar] in order
to prove the generic existence of orbits shadowing the chains of cylinders.
46
5.1 Intersection conditions, gluing condition, and admissible chains
Let H be a proper C2 Hamiltonian function on A3 and fix a regular value e.
1. Oriented cylinders. We say that a cylinder C is oriented when an order is prescribed on
the two components of its boundary. We denote the first one by B‚C and the second one by
B‚C .
2. The homoclinic condition (FS1). A compact invariant cylinder C Ă H´1peq with twist
section Σ and associated invariant symplectic 4-annulus A satisfies condition (FS1) when there
exists a 5-dimensional submanifold ∆ Ă A3, transverse to XH such that,
• there exist 4-dimensional submanifolds A ˘ Ă W˘pA q X ∆ such that the restrictions to
A ˘ of the characteristic projections Π˘ :W˘pA q Ñ A are diffeomorphisms on A , whose
inverses we denote by j˘ : A Ñ A ˘;
• there exists a continuation C˚ of C such that the 3-dimensional manifolds C ˘˚ “ j˘pC˚q
have a nonempty intersection, transverse in the 4-dimensional manifold ∆e :“ ∆XH´1peq,;
• the projections Π˘pI q Ă C are 2-dimensional transverse sections of the vector field XH
restricted to C , and the associated Poincare´ maps P˘ : Π˘pI q Ñ Σk are diffeomorphisms.
Note that C `˚XC ´˚ is a 2-dimensional submanifold of ∆e, whose role will be crucial in [Mar].
3. The heteroclinic condition (FS2). A pair pC0,C1q of compact invariant oriented cylin-
ders with twist sections Σ0, Σ1 and associated invariant symplectic 4-annuli pA0,A1q satisfies
condition (FS2) when there exists a 5-dimensional submanifold ∆ Ă A3, transverse to XH such
that:
• there exist 4-dimensional submanifolds ĂA ´
0
ĂW´pA0qX∆ and ĂA `1 ĂW`pA1qX∆ such
that Π´
0
| ĂA ´
0
and Π`
1
| ĂA `
1
are diffeomorphisms on their images ĂA0, ĂA1, which we require
to be neighbohoods of the boundaries B‚C0 and B‚C1 in A0 and A1 respectively, we denote
their inverses by j´
0
and j`
1
;
• there exist neighborhoods rC0 and rC1 of B‚C 0 and B‚C 1 in continuations of the initial
cylinders, such that rC´
0
“ j´
0
p rC0q and rC`1 “ j`1 p rC0q intersect transversely in the 4-
dimensional manifold ∆e :“ ∆XH´1peq,, let I˚ be this intersection;
• the projections Π´
0
pI˚q Ă C and Π`1 pI˚q Ă C are 2-dimensional transverse sections of
the vector field XH restricted to rC0 and rC1, and the Poincare´ maps P0 : Π´0 pI˚q Ñ Σ0
and P1 : Π
´
1
pI˚q Ñ Σ1 are diffeomorphisms (where ΣI stands for Poincare´ sections in the
neighborhoods rCi).
4. The homoclinic condition (PS1). Consider an invariant cylinder C Ă H´1peq with twist
section Σ and attached Poincare´ return map ϕ, so that Σ “ jΣpT ˆ ra, bsq, where jΣ is exact-
symplectic. Define TesspC q as the set of all invariant tori generated by the previous circles under
the action on the Hamiltonian flow (so each element of TesspC q is a Lispchitzian Lagrangian
torus contained in C ). The elements of TesspC q are said to be essential tori.
We say that an invariant cylinder C with associated invariant symplectic 4-annulus A sat-
isfies the partial section property (PS) when there exists a 5-dimensional submanifold ∆ Ă A3,
transverse to XH such that:
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• there exist 4-dimensional submanifolds A ˘ Ă W˘pA q X ∆ such that the restrictions
to A ˘ of the characteristic projections Π˘ : W˘pA q Ñ A are diffeomorphisms, whose
inverses we denote by j˘ : A Ñ A ˘;
• there exist conformal exact-symplectic diffeomorphisms
Ψann : Oann Ñ A , Ψsec : Osec Ñ ∆e :“ ∆XH´1peq (135)
where Oann and Osec are neighborhoods of the zero section in T ˚T2 endowed with the
conformal Liouville form aλ for a suitable a ą 0;
• each torus T P TesspC q is contained in some C and the image ΨannpT q is a Lipschitz
graph over the base T2;
• for each such torus T , setting T ˘ :“ j˘pT q Ă ∆e, the images ΨsecpT ˘q are Lipschitz
graphs over the base T2.
5. Bifurcation condition. For bifurcations points we just rephrase our nondegeneracy
condition (S2): for any r
0 P B, the derivative d
dr
`
m˚prq ´ m˚˚prq˘ does not vanish. This
will immediately yield transverse heteroclinic intersection properties for the intersections of the
corresponding cylinders.
6. The gluing condition (G). A pair pC0,C1q of compact invariant oriented cylinders satisfies
condition (G) when they are contained in a invariant cylinder and satisfy
• B‚C0 “ B‚C1 is a dynamically minimal invariant torus that we denote by T ,
• W´pT q and W`pT q intersect transversely in H´1peq.
7. Admissible chains. A finite family of compact invariant oriented cylinders pCkq1ďkďk˚ is
an admissible chain when each cylinder satisfies either pFS1q or pPS1q and, for k P t1, . . . , k˚´1u,
the pair pCk,Ck`1q satisfies either pFS2q or pGq, or correspond to a bifurcation point.
8. The main result of this section is the following. Recall that Π : A3 Ñ R3 is the second
projection and d the Hausdorff distance between compact subsets of R3.
Proposition 5.1. Fix a Cκ Tonelli Hamiltonian h, let f P Cκb pA3q and set Hε “ h`εf . Assume
that H satisfies (S) along Γ. Then there is an ε0 ą 0 such that for 0 ă ε ď ε0pδq, there exists
an admissible chain
`
Ckpεq
˘
0ďkďk˚ of cylinders and singular cylinders at energy e for Hε, whose
projection by Π satisfies
D
´ ď
1ďkďk˚
,Γ
¯
“ Op?εq.
Note that k˚ is independent of ε. The rest of this section is dedicated to the proof of the
previous proposition
5.2 Proof of Proposition 5.1
5.2.1 Conditions (FS1) and (FS2) for d-cylinders
In this section we prove the following lemma.
Lemma 5.1. Let r0 be a double resonance point of D, with d-averaged system C.
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• Fix a compact annulus A of C, defined over I, with continuation A˚ defined over I˚. We
assume that for each energy e P I˚, there exists a homoclinic solution ζe for γe, continuously
depending on e, such that the stable and unstable manifolds of γe transversely intersect in
C´1peq. Then there is an ε0 ą 0 such that for 0 ă ε ď ε0 the cylinder Cε satisfies the
homoclinic condition (FS1).
• Fix two annuli A and A1 of C defined over adjacent intervals I and I 1 and such that the
boundary orbits at e admit transverse heteroclinic connections. Then there is an ε0 ą
0 such that for 0 ă ε ď ε0 the associated cylinders Cε and C 1ε satisfies the hetroclinic
condition (FS2).
Proof. We begin with the case of a single annulus A, with continuation A˚.
1. Let π˘ : W˘pA˚q Ñ A˚ be the characteristic projections. Fix a Cκ arc w : I˚ Ñ A2
such that wpeq P ζezγe for e P I˚. Since the manifolds W`pγeq&W´pγeq in C´1peq and since
the vector field XC is transverse to the stable and unstable foliations of W˘pγeq inside these
manifolds, the tangent vectors to the stable and unstable leaves at wpeq together with XCpνpeqq
form a basis of TwpeqC´1peq. The Cκ´1 curves
σ˘ “ π˘`wpI˚q˘ Ă A˚. (136)
are clearly global sections of the Hamiltonian flow of XC on the annulus A. Finally, since wpI˚q
is contractible, one can find a 3–dimensional Cκ submanifold S Ă A2 containing wpI˚q and
transverse to XC .
2. Consider now the Hamiltonian Nε on A
3. To ged rid of the artificial singular term pωpr{?ε, we
perform the symplectic change χ “ χˆ Id : AεˆA2 Ñ A3, where χpξ, ηq “ ppθ “ ξ{?ε,pr “ ?εηq.
Hence Nε ˝χ is now defined on Tεˆs ´ 1, 1rˆT2 ˆB2p0, d˚q, with explicit expression
Nε ˝ χpξ, η, θ, rq “ pω η `Qp?εη,prq ` Cpθ, rq ` R0εp?εη, pθ,prq ` Rεp 1?εξ,?εη, pθ,prq. (137)
3. The system (137) is an Op?εq–perturbation in the Cp topology of the truncated form
Avpξ, η, θ, rq “ pω η ` Cpθ, rq,
which admits the product Σ :“ Tεˆs ´ 1, 1rˆA˚ as an invariant annulus, with stable and
unstable manifoldsW˘pΣq “ Tεˆs´1, 1rˆW˘pA˚q. The characteristic projections also inherits
the same product structure: for any pξ, η, θ, rq PW˘pΣq
Π˘pξ, η, θ, rq “ `ξ, η, π˘pθ, rq˘.
Moreover, W˘pΣq transversely intersect one another along Tεˆs´ 1, 1rˆ
`
W`pA˚q XW´pA˚q˘
in A3, and both manifolds transversely intersect the section S :“ Tεˆs ´ 1, 1rˆS in A3. Let
Λε :“ S XW`locpΣq XW´locpΣq,
then Π˘pΛq “ Tεˆs ´ 1, 1rˆσ˘ are global transverse sections for the unperturbed flow on Σ.
4. We proved in the previous section that the annulus Σ persists in the system Nε ˝χ and gives
rise to an annulus Aε which is Op
?
εq close to Σ in the Cp topology. By the nomally hyperbolic
persistence theorem, the local parts of the stable and unstable manifolds limited by Σ and S
also persist in the perturbed system. The corresponding parts W˘locpAεq are Op
?
εq close to the
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unperturbed ones in the Cp topology. As a consequence, for ε small enough, these manifolds
transversely intersect in A3 and they both transversely intersect S in A3. We set
Λε :“ S XW`locpAεq XW´locpAεq.
The characteristic foliations on W˘locpAεq are Op
?
εq–perturbations of those of W˘locpΣq in the
Cp´1 topology. As a consequence the characteristic projections Πε˘ are alsoOp
?
εq–perturbations
of Π˘ and their restriction to Λε are embeddings into Aε. Finally their images Σε˘ are clearly
transverse sections for the restriction to Aε of Hamiltonian vector field generated by Nε ˝χ for
ε small enough. This concludes the proof of the first part of the lemma.
We now fix two compact annuli A and A1 of C, defined over I, I 1 such that IXI 1 ‰ H and such
there exists e0 P IXI 1 withW´pγe0q&W`pγ1e0q inside C´1peq. We fix an interval I˝ Ă IXI 1 over
which the periodic solutions γe and γ
1
e admit a heteroclinic solution ζe continuously depending
on e. We let A˝ and A1˝ be the corresponding annuli for C We finally fix coherent families (C˝ε,
A˝ε), (C 1˝ε, A 1˝ε) attached to A˝ and A1˝ . The proof essentially follows the same lines as the
previous one.
1. Let π´ : W˘pAq Ñ A and pπ1q´ : W˘pA1q Ñ A1 be the characteristic projections. Fix a Cκ
arc w : I Ñ A2 such that wpeq P ζezγe X γ1e for e P I. The tangent vectors to the stable and
unstable leaves at wpeq together with XCpνpeqq form a basis of TwpeqC´1peq. The Cκ´1 curves
σ´ “ π˘`wpI˚q˘, pσ1q` “ pπ1q``wpI˚q˘. (138)
are global sections of the Hamiltonian flow of XC on the annulus A. Let S Ă A2 be a transverse
section containing wpI˚q. We keep the same convention as above for Nε and Nε ˝ χ.
2. The system
Avpξ, η, θ, rq “ pω η ` Cpθ, rq,
admits the products Σ :“ Tεˆs ´ 1, 1rˆA and Σ1 :“ Tεˆs ´ 1, 1rˆA1 as invariant annuli,
whose stable and unstable manifolds and characteristic projections have same product struc-
ture as in the previous section. Now, W˘pΣq transversely intersect one another along Tεˆs ´
1, 1rˆ`W´pAq X W`pA1q˘ in A3 and both manifolds transversely intersect the section S :“
Tεˆs ´ 1, 1rˆS in A3. We set
Λ :“ S XW´locpΣq XW`locpΣ1q,
then Π´pΛq and pΠ1q`pΛq are global transverse sections for the unperturbed flows on Σ and Σ1.
3. By the same perturbative argument as above,
Λε :“ S XW`locpAεq XW´locpA1εq.
satsifies the conditions of our claim. This concludes the proof of Lemma 5.1.
5.2.2 Condition (PS1) for s-cylinders
We end the proof of the existence of a covering of an s-cylinders with subcylinders which admits
a twist section, and by the same token we prove the graph properties of Condition (PS1).
1. The section ∆ and the transition diffeomorphisms. We want now to go back to the
normal forms of Lemma 4.4 which we localize over domains of diameter
?
ε in the r variable,
which will enable us to get a covering of a neighborhood of the annulus Aε with domains in which
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we can control the behavior of its center-stable and center-unstable foliations (when properly
defined). The main preliminary observation is the following well-known one, whose proof can
be easily deduced from [Po¨s93].
Lemma 5.2. With the assumptions of Lemma 4.4, there exists a constant a ą 0 such that the
annulus Aε admits a covering by invariant subannuli pAmε q1ďmďm˚pεq, with diameter ď a
?
ε.
The main result of this part is the following.
Lemma 5.3. With the assumptions of Lemma 4.4, assume moreover that |θ3˚ pprq| ď 1{4. Fix
δ ą 0. Then the section
∆ “
!
pθ, rq P A3 | θ3 “ 1
2
)
(139)
is transverse to the Hamiltonian vector field and intersects the manifolds W˘pAεq transversely
in A3. Moreover, there exist conformal exact-symplectic diffeomorphisms
Ψann : Oann Ñ A , Ψsec : Osec Ñ ∆e :“ ∆XH´1peq (140)
where Oann and Osec are neighborhoods of the zero section in T ˚T2 endowed with the conformal
structure
?
ε
ř
ridθi in suitable coordinates. Relatively to the induced coordinates, the charac-
teristic transition diffeomorphisms j˘ are δ-Lipschitz when ε is small enough.
Proof. The differential system associated with XNε readsˇˇˇˇ
ˇˇˇˇ
ˇˇ
pθ1 “ pωprq ` εBprV pθ3, rq ` ε BprW0pθ, rq ` ε BprW1pθ, rq ` ε2 BprW2pθ, rqpr1 “ ´ ε BpθW0pθ, rq ´ ε BpθW1pθ, rq ´ ε2 BpθW2pθ, rq
θ13 “ ω3prq ` εBr3V pθ3, rq ` ε Br3W0pθ, rq ` ε Br3W1pθ, rq ` ε2 Br3W2pθ, rq
r1
3
“ ´ εBθ3V pθ3, rq ´ ε Bθ3W0pθ, rq ´ ε Bθ3W1pθ, rq ´ ε2 Bθ3W2pθ, rq.
(141)
We fix r0 P Γ˚ and we localize the study to the domain
Dε “
!
pθ, rq P A3 | }r ´ r0} ď α?ε, ˇˇθ3 ´ θ˚3 ppr0qˇˇ ď ?δ) (142)
where α ą 0 is a fixed constant. We perform the conformally symplectic change of variables
ϕ “ γθ, r ´ r0 “ γ´1?εr, (143)
and we set
ϕ3 “ ϕ3 ´ ϕ˚3ppIq. (144)
This yields the new systemˇˇˇˇ
ˇˇˇˇ
ˇˇˇˇ
ˇ
9pϕ “ γ pωpr0q?
ε
` γDpωpr0qprq ` ?εGpθpϕ, rq
9pr “ 0 ` δ Gprpϕ, rq
9ϕ3 “ apprqr3 ` ?εGpθpϕ, rq
9r3 “ bpprqϕ3 ` δ Gprpϕ, rq.
(145)
with
apprq “ γBr3ω3`pr, r˚3 pprq˘, bpprq “ ´γ´1B2θ2
3
V pθ3, ℓpprqq. (146)
51
To diagonalize the hyperbolic part, we set
u “ ζpprqr3 ` ζpprq´1θ3, s “ ζpprqr3 ` ζpprq´1θ3, ζ “ apprq1{4bpprq1{4, (147)
This in turn yields the systemˇˇˇˇ
ˇˇˇˇ
ˇˇˇˇ
ˇ
9pϕ “ γ pωpr0q?
ε
` γDpωpr0qprq ` Fpϕpϕ, rq
9pr “ 0 ` Fprpϕ, rq
9u “ λprqu ` Fupϕ, rq
9s “ ´λprqs ` Fspϕ, rq.
(148)
where λprq “aaprqbprq and
}`Fpϕ, Fpr, Fu, Fs˘}C2 ď δ. (149)
The main interest of the previous change is that now the time-one map of the unperturbed flow
is C0 and C1 bounded by a constant which is independent of ε. By the persistence theorem
and the covering argument, this proves that the stable and unstable manifolds of the annulus
Aε XDε admit the equations
r3 “ R˘3 ppϕ,pr, pϕ3q, }R˘3 }C2 ďMδ. (150)
Their characteristic vector fields are therefore δ-small in the C1 topology, which proves the
existence of a small constant ℓ such that the section
∆ “ t|θ3 ´ θ˚3 pprq| “ ℓu (151)
which intersects W˘pAεq transversely, and such that the transition diffeomorphisms induced by
the characteristic flow are δ-close to the identity in the C1 topology.
Setting finally
∆ “ tθ3 “ 12u (152)
one immediately sees from the system (141) that the transition diffeomorphisms induced by the
characteristic flows on W˘pAεq between A and the section ∆ are also δ-close to the identity in
the C1 topology, relatively to the coordinates ppθ,prq, when ε is small enough.
This proves in particular that the image by the transition diffeomorphisms of an essential
torus contained in Aε, which is a graph in the coordinates ppθ,prq, remains a graph over the base
T
2 in the previous coordinates, provided that its Lipschitz constant is small enough. But one
can choose this constant arbitrarily small by assuming ε small enough, by usual theorems on
twist maps, since the return map on the section Σ is a perturbation of the integrable twist.
6 From nondegeneracy to cusp-genericity
1. We keep the assumptions and notation of Theorem I. We select a finite set of simple
resonance circles Γ1, . . . ,Γℓ at energy e, whose union contains a broken line of resonance arcs
Γ with intersections in the open sets Oi, as depicted in Section 2 of the Introduction. We first
prove that Conditions S hold for each resonance Γi for a residual set of functions f in S
κ.
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2. We introduce the averaging operator I along the resonance curve Γk. We arbitrarily choose
a C8 parametrization τ : TÑ Γk and we fix adapted coordinates pθ, rq to Γk. We define
Ik : C
κ
b pA3,Rq ÝÑ CκpTˆ T,Rq
f ÞÝÑ gpϕ, sq “
ż
T2
f
`ppθ, ϕq, τpsq˘ dpθ.
Then Ik is clearly linear, continuous and surjective, so it is an open mapping.
3. By classical Morse theory, the subset V Ă CκpT ˆ T,Rq of all functions V pϕ, sq such that
V p¨, sq admits a single and nondegenerate global maximum for ϕ P T Ă B, where B is a finite
subset of T, and exactly two nondegenerate global maximums with “transverse crossing” at the
points of B, is open dense in CκpTˆ T,Rq.
4. The inverse image of V by Ik is therefore open dense in C
κpA3q and so is its intersection
with the unit sphere S κ, by linearity. This is precisely the set of functions f P S κ which satisfy
the nondegeneracy assumptions pS1q and pS2q for Γk. One gets the opennes and density of the
same conditions for 1 ď k ď ℓ by finite intersection.
5. As for condition pS3q, we follow a similar method and introduce the averaging operator
attached to a given double resonance point r0 P Γk, that is, the function
J : CkpA3,Rq ÝÑ CkpT2,Rq
f ÞÝÑ gpθq “
ż
T
f
`pθ1, θq, r0˘ dθ1.
As above, this is a linear, surjective and open mapping. So, if T is the quadratic part of the
d–averaged system at r0, the set of functions f such that J pfq is in the open dense set U pTq of
Theorem II is residual in CκpA3,Rq, and so also in S κ. Since the set of double resonant points
in the broken line which have to be taken into account is finite, Condition pS3q for Γk, 1 ď k ď ℓ
is open and dense in S κ.
6. We denote by O the open dense subset of S κ for which Conditions pSq are satisfied for
Γk, 1 ď k ď ℓ. Given f P O, then there exists a largest ε0pfq which satisfies all the threshold
conditions involved in all the constructions of the proof of existence of admissible chains. For
0 ă ε ă ε0pfq, the system h`εf admits an admissible chain located in the Op
?
εq neighborhood
of T3 ˆ Γ. Given δ ą 0 small enough (independent of f), there exists a largest ε0pfq ă ε0pfq
such that for 0 ă ε ă ε0pfq each Oi contains the δ-neighborhood of some essential torus in the
chain.
7. Given f in the previous open dense subset of S κ, we define ε0pfq as the largest positive real
number which satisfies all the threshold conditions involved in all the constructions of the proof
of existence of admissible chains. Since all the threshold can be chosen lower semicontinuous by
construction, ε0 is itself lower-semicontinuous.
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B. Hyperbolic properties of classical systems on A2
The proof of Theorem II will necessitate the introduction of a set of explicit nondegeneracy
conditions (Conditions pDq), under which our result holds true. We will gather these conditions
in Section 1, together with some basic definitions and results. The rest of the paper is organized
as follows.
• In Section 2 we first recall basic facts on the Jacobi-Maupertuis correspondence between
classical systems and geodesic flows, and then very classical results on the dynamics of
the geodesic flows on the torus T2 (mainly those of Morse and Hedlund), as well as the
hyperbolicity theorem of Poincare´ on globally minimizing orbits on surfaces. Together
with Conditions pDq, this enables us to prove the existence of (possibly infinite) chains of
annuli, starting from the critical energy e “ e and asymptotic to e “ `8.
• In Section 3 we prove that under Conditions pDq the previous chains admit a single annulus
asymptotic to `8.
• In Section 4 we analyze the behavior of the system in the neighborhood of the critical
energy e, assuming the existence of suitable homoclinic orbits for the hyperbolic fixed
point at the critical energy. A Hamiltonian version of the Birkhoff-Smale theorem proves
that the previous chains are indeed finite, with a single annulus asymptotic to the critical
energy. Moreover, the same theorem proves the existence of (at least) one singular annulus,
together with the existence of the family of heteroclinic orbits between the various objects.
At this point, Theorem II will be proved except for the existence of homoclinic orbits for
the hyperbolic fixed point and the genericity of the constraints induced by Conditions pDq.
• Section 5 is devoted to the proof of the genericity of Conditions pDq and its consequences.
• In Appendix E we prove the existence of the homoclinic orbits for the hyperbolic fixed
point of (generic) classical systems.
• In Appendix F, we give an extensive proof of the Hamiltonian Birkhoff-Smale theorem.
• Finally we recall in Appendix G some results on horseshoes in the plane, in a simple and
well adapted form due to Moser.
We tried to make all proofs basic and self-contained, so we certainly do not give the shortest
possible (neither the most elegant) ones. Some results are rather well-known, in particular
the existence of homoclinic orbits, since the works of Bolotin [Bol78, Bol83, 1, BR02] (see also
[Ber00, Mat10] and the results of weak KAM theory). However we need here to make them more
precise and, in particular, to analyze the convergence of periodic orbits to the (poly)homoclinic
orbits. This is also the case for the Hamiltonian Birkhoff-Smale theorem, for which we need
a very accurate formulation. We could have more fully exploited the genericity results on the
boundary of the unit ball of the stable norms for classical systems (see [C]) but we chosed to
limit ourselves to what is strictly necessary in view of giving a complete geometrical description
of the diffusion mechanism.
1 Basic definitions and the nondegeneracy conditions
1.1 Basic definitions
In this section we fix a classical system C of the form (10).
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1. We denote by ρ : A2 Ñ A2 the involution defined by
ρpθ, rq “ pθ,´rq, (153)
which reverses the symplectic form Ω. Since C is invariant under ρ, its solutions arise in opposite
pairs γ˚ and γ˚˚, which satisfy γ˚ptq “ ρ ˝ γ˚˚p´tq.
2. We set e “ Max U and for e ą e we introduce the so-called Jacobi metric induced by C at
energy e, defined for v P TθA2 by
|v|e “
`
2pe´ Upθqq˘12 }v}, (154)
where } } stands for the norm on R2 associated with the dual of T .
3. Given a τ–periodic solution of a vector field X on a manifold, the associated characteristic
exponents are the eigenvalues of the derivative of the time-τ flow ΦτX at any point m of the
orbit. In the case where X is Hamiltonian and the periodic solution is nontrivial, DmΦ
τX always
admits 1 as an eigenvalue, with multiplicity at least 2 (due to the invariance by time shifts and
the preservation of energy). We will say that a nontrivial periodic solution of a Hamiltonian
system is nondegenerate when the multiplicity of the eigenvalue 1 is exactly 2. This amounts to
saying that the Poincare´ map associated with any section does not admit 1 as an eigenvalue. A
periodic solution of a Hamiltonian vector fieldX is said to be hyperbolic when it is nondegenerate
and when moreover the eigenvalues of DmΦ
τX which are different from 1 are not located on the
unit circle (which is equivalent to the usual hyperbolicity of the Poincare´ return map).
4. Let | | be a Riemannian metric on T2. The length of a piecewise C1 arc ζ : ra, bs Ñ T2 is
defined as the integral ℓpζq “ şb
a
|ζ 1ptqq| dt. If an arc ζ satisfies ζ 1ptq ‰ 0 for t P ra, bs, one defines
a new arc ξ (its arc-length parametrization), defined by ξ “ ζ ˝ σ´1, where σptq “ şt
a
|ζ 1pτq| dτ.
Consequently, the domain of ξ is r0, ℓpζqs, where ℓpζq is the Riemannian length of the curve ζ,
and |ξ1psq| “ 1 for s P r0, ℓpζqs.
5. Let us recall the so-called Jacobi-Maupertuis principle in the setting of our classical system
C. We denote by LC : TT
2 Ñ T ˚T2 the Legendre diffeomorphism associated with C. We say
that a trajectory has energy e when the corresponding orbit is contained in C´1peq.
Lemma (Jacobi-Maupertuis). Let e ą e be fixed. Fix a C1 curve ζ on T2 such that LCpζ, ζ 1q
takes its values in C´1peq. Then ζ is a trajectory with energy e of C if and only if the arc-length
parametrization of ζ relative to the Jacobi metric | |e is a geodesic of this metric.
So, up to reparametrization, the solutions of the vector field XC in C´1peq and those of the
geodesic vector field Xe induced by | |e in the unit tangent bundle are in one-to-one correspon-
dence. In particular, the reparametrization of a periodic solution of XC is a periodic solution
of Xe and the characteristic exponents of both solutions are related by the reparametrization.
In particular, both are simultaneously nondegenerate or hyperbolic.
6. Let | | be a Riemannian metric on T2. We say that a closed curve on T2 is length-minimizing
in some class c P H1pT2,Zq when it belongs to this class and when moreover its length is minimal
among the lengths of all closed piecewise C1 curves belonging to c. Turning back to our classical
system C, we say that a periodic solution of XC with energy e ą e is minimizing when its
projection on T2 is length-minimizing in its homology class for the Jacobi metric | |e. These
definitions can be related to the minimization of the Lagrangian action, see the next section and
[Car95, Mat10].
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7. We canonically identify H1pT2,Zq with Z2, so that a primary class c is an indivisible pair
of integers (that is, c “ pc1, c2q P Z2 with c1 ^ c2 “ 1). We define the c–averaged potential
associated with U as the function
Ucpϕq “
ż
1
0
U
`
ϕ` s pc1, c2q
˘
ds (155)
where ϕ belongs to the circle T2{Tc, where Tc “ tλpc1, c2q rZ2s | λ P Ru (note that Tc is also a
circle).
8. One checks that if θ0 is a nondegenerate maximum of U , then its lift O “ pθ0, 0q to the
zero section of A2 is a hyperbolic fixed point for XC , with real eigenvalues. We say that O
admits a proper conjugacy neighborhood when exists there exists a symplectic coordinate system
pu1, u2, s1, s2q in a neighbohood of O, relatively to which O “ p0, 0, 0, 0q and the Hamiltonian C
takes the normal form
λ1u1s1 ` λ2u2s2 `Rpu1s1, u2s2q, (156)
with λ1 ą λ2 ą 0, Rp0, 0q “ 0 and Dp0,0qR “ 0. We moreover require the coordinates to satisfy
the equivariance condition
ρpu, sq “ p´s, uq (157)
where ρ was defined in (153). We denote by W sℓ “ tu “ 0u and W uℓ “ ts “ 0u the local stable
and unstable manifolds of O. The strongly stable and unstable manifolds of O read, in the
previous coordinates W ss “ tu “ 0, s2 “ 0u, W uu “ ts “ 0, u2 “ 0u. We also introduce the
subsets W sc “ tu “ 0, s1 “ 0u, W uc “ ts “ 0, u1 “ 0u. We will see that these subsets may be
intrinsically defined. We define the exceptional set as the union
E “W ss YW sc YW uu YW uc. (158)
9. We introduce the amended Lagrangian rL associated with C:
rLpθ, vq “ 1
2
}v}2 ´ pU ´Max Uq, @pθ, vq P TT2. (159)
Given a solution ω of C homoclinic to the fixed point O, we define its amended action as the
integral ż `8
´8
rLpζptq, ζ 1ptqq dt (160)
where ζ “ π ˝ω. This integral is immediately proved to be convergent, due to vanishing of rL at
O and the exponential convergence rate in the neighborhood of O.
1.2 The nondegeneracy conditions
In this section we fix a positive definite quadratic form T and, for U P CκpT2q, we denote the
associated classical system by CU pθ, rq “ 12T prq ` Upθq. We now introduce our main nonde-
generacy conditions, which are to be understood as conditions on U only, even if the dynamical
behavior of the system CU is involved.
1. Conditions on the fixed point and its homoclinic orbits.
• pD1q The potential function U admits a single global maximum at some θ0 P T2, which is
nondegenerate.
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• pD2q The fixed point O “ pθ0, 0q of CU admits a proper conjugacy neighborood.
• pD3q No orbit homoclinic to O intersects the exceptional set E .
• pD4q There exists a pair of opposite solutions homoclinic to O whose amended action is
smaller than the amended action of the other homoclinic solutions.
2. Conditions on the periodic solutions. Here e fix c P H1pT2,Zq.
• pD5pcqq Each periodic solution of XCU with energy ą e is nondegenerate.
• pD6pcqq There exists a subset Bpcq of se¯,`8r such that
– for e P se¯,`8r zBpcq, there exists exactly one length-minimizing periodic trajectory in
the class c for the Jacobi metric | |e,
– for e0 P Bpcq, there exist exactly two length-minimizing periodic trajectories in c for
| |e0 .
• pD7pcqq Given e0 P Bpcq, the lengths ℓ˚peq and ℓ˚˚peq of the continuations of the two
length-minimizing periodic orbits at e0 satisfy pℓ˚ ´ ℓ˚˚q1pe0q ‰ 0.
• pD8pcqq The stable and unstable manifolds of two minimizing periodic solutions of XCU
with the same energy transversely intersect inside their energy level.
3. Conditions on the averaged potential.
• pD9pcqq The averaged potential Uc admits a single maximum, which is nondegenerate.
In the rest of the paper we say for short that U satisfies Conditions pD5q ´ pD9q when U
satisfies pD5pcqq ´ pD9pcqq for each c P H1pT2,Zq.
2 Conditions pD5q ´ pD8q and the chains of annuli
In this section we fix a classical system C of class C2 of the form (10), and we prove the existence
of possibly infinite chains of annuli realizing each primary homology class as soon as Conditions
pD5q ´ pD8q are satisfied. Only minimizing periodic orbits will be involved in our construction.
1. Given a discrete subset B of se,`8r, the subset se,`8rzB admits a finite or countable
familly of connected components pIkqkPZ , where Z is an interval of Z, which can be ordered so
that Sup Ik “ Inf Ik`1 when k, k` 1 P Z. Since Z is obviously unique up to translation, we call
pIkqkPZ the family of connected components of se,`8rzB.
Proposition 2.1. Let c P H1pT2,Zq be fixed and assume that U satisfies Conditions pD5pcqq ´
pD8pcqq. Then the set Bpcq is discrete and the system C possesses a chain A pcq of annuli real-
izing c, defined over the ordered family pIkqkPZ , where pIkqkPZ is the ordered family of connected
components of se,`8rzBpcq and where Bpcq was introduced in Condition pD6pcqq. Moreover,
each annulus satisfies the twist property and each periodic orbit in it admits homoclinic orbits.
The closure Ik is to be understood relatively to the space se,`8r.
2. The proof relies on some classical results that we now recall. Let | | be a Riemannian metric
on T2 and let us keep the same notation for its lift to R2. We say that a piecewise C1 curve
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ζ : ra, bs Ñ R2 is length-minimizing between a and b if its length is minimal among those of all
piecewise C1 curves defined on ra, bs and taking the same values as ζ at a and b. We then say that
a piecewise C1 curve ζ : RÑ R2 is fully length-minimizing when, for any compact interval ra, bs,
the restriction ζ|ra,bs is length-minimizing in the previous sense. Of course length-minimizing
curves are geodesics of the metric.
We say that ζ : R Ñ R2 is Z2–periodic with period T ą 0 when there exists m P Z2 such
that
ζpt` T q “ τm ˝ ζptq, @t P R,
where τm is the translation of the vector m in R
2. In this case we say that m is a rotation vector
for ζ. The period and rotation vector are not unique, but one obviously has “minimal” ones.
A classical theorem of Morse proves the existence of fully minimizing Z2–periodic geodesics
for any (minimal) rotation vector m ‰ 0. It is not difficult to prove that such a geodesic is a
graph over the line R.m (relatively to a suitable coordinate system). Moreover, one proves that
two fully minimizing Z2–periodic geodesics with the same rotation vector are either disjoint or
equal. Therefore, two such disjoint geodesics form the boundary of a well-defined strip in R2.
The following result will be crucial in our construction.
Theorem (Hedlund). Assume that the strip defined by two fully minimizing Z2–periodic
geodesics ζ1 and ζ2 with the same minimal rotation vector does not contain any other Z
2–periodic
fully minimizing geodesic. Then there exist a fully minimizing geodesic which is α–asymptotic
to ζ1 and ω–asymptotic to ζ2, and a fully minimizing geodesic which is α–asymptotic to ζ2 and
ω–asymptotic to ζ1.
See for instance [Ban88] for a complete proof. The following result for geodesic systems on
T
2 is also classical and easily deduced from [Ban88].
Lemma. Let ζ : RÑ R2 be a piecewise C1 Z2–periodic curve with period T and let π : R2 Ñ T2
be the canonical projection. Then the following three properties are equivalent.
• The restriction ζ|r0,T s is length-minimizing between 0 and T .
• The curve ζ is fully minimizing.
• The projection π ˝ ζ is length-minimizing in its homology class (see the previous section).
Let us finally state in our setting the hyperbolicity theorem of Poincare´, whose proof relies
on the previous statement (see [Poi87] (vol. 3) for the original one). Recall that we say that a
periodic solution of XC with energy e ą e is minimizing when its projection on T2 is length-
minimizing in its homology class.
Theorem (Poincare´). Let C be a classical system of the form (10). A minimizing periodic
solution with energy e ą e which is nondegenerate is hyperbolic.
3. Proof of Proposition 2.1. We first prove the existence of the chain, and we then study
the twist property of the annuli. The fact that Bpcq is discrete is an immediate consequence of
pD6pcqq and pD7pcqq. Let I “se0, e1r be a component of se,`8r zBpcq, so e0, e1 P Bpcq.
Assume first that e0 ą e. For each energy e P I, the Jacobi metric | |e admits a single
length-minimizing periodic geodesic ξe in the class c. The Jacobi-Maupertuis lemma associates
with this geodesic a unique reparametrized periodic solution γe of X
C , with energy e, which is
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minimizing by definition. Since it is nondegenerate by Condition pD5pcqq, it is hyperbolic by the
Poincare´ theorem. This and the uniqueness of ξe prove that pγeqePI is a differentiable family.
The Poincare´ theorem still applies to each of the two minimizing solutions which exist at the
limit point e1. The same is true for e0 since e0 ‰ e. By uniqueness and hyperbolicity, this proves
that the previous family pγeqePI can be differentiably continued over a slightly larger intervalpI Ą I “ re0, e1s. This proves the union A of the orbits of the solutions γe, e P I, is an annulus
defined over I and realizing c.
In the case where e0 “ e, the proof is even simpler since e0 no longer belongs to the interval
over which the annulus is defined. So the above reasoning proves that A is an annulus over
se, e1s.
This way one gets a family pAkqkPZ of annuli defined over the ordered intervals pIkqkPZ .
Consider two intervals Ik and Ik`1 of se,`8rzBpcq, with e0 “ Max Ik “ Min Ik`1, so e0 P Bpcq.
Let Γke0 and Γ
k`1
e0
be the minimizing periodic orbits at e0. By the Hedlund theorem applied to
the associated geodesic solutions as above, there exist in the level C´1pe0q a heteroclinic orbit
connecting Γke0 and Γ
k`1
e0
and another one connecting Γk`1e0 and Γ
k
e0
. By Condition pD8pcqq the
invariant manifolds of Γke0 and Γ
k`1
e0
transversely intersect along these solutions. This proves
that the family A pcq :“ pAkqkPZ is a chain of annuli.
Hedlund’s theorem applied at energies in the interior of Ik also proves that the corresponding
periodic solutions admit at least two homoclinic solutions.
It only remains to prove that each Ak satisfies the twist property, and for this we will use
some basic facts from Mather’s variational theory. By Mather’s graph property, one easily sees
that when e P I˝k , the unique minimizing periodic orbit Γpeq realizing c coincides with the Mather
set Mω, where ω P H1pT2q belongs to the subderivative of the Mather β function at ρ “ c{T peq,
where T peq is the period of Γpeq. Moreover, e “ αpωq, where α stands for the Mather α function
(see [Car95, Fa0, Mat10]).
For each T P tT peq | e P I˝ku, fix ωpT q in the subderivative of β at ρ “ c{T . Then
αpωpT peqq “ e,
which shows that e ÞÑ T peq is injective. Since we already know that T is continuous, this proves
that T is monotone, which concludes the proof. ˝
Note that the Hedlund theorem in fact provides us with more homoclinic or heteroclinic
connections than what is required in our definitions.
3 Condition pD9q and the high energy annuli
In this section we prove that, under the additional condition pD9pcqq, the set Bpcq of Condition
pD6pcqq is bounded above.
Proposition 3.1. Let C be a classical system of the form (1), with U P C2pT2q. Fix c P
H1pT2,Zq. Assume that Condition pD9pcqq is satisfied. Then there is epcq ě e such that for
e ą epcq, there exists a unique length-minimizing geodesic in the class c for the Jacobi metric
| |e. Moreover, the corresponding solution of XC is hyperbolic in C´1peq.
Note that we do not assume that Conditions pD4pcq ´ D8pcqq are satisfied in the previous
proposition. Our proof here is perturbative rather than based on minimizing arguments. Indeed,
we will crucially use the fact that when the energy e is large enough, the system C can be viewed
as a perturbation of the integrable system 1
2
T prq. We in fact essentially reprove the Poincare´
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theorem on the destruction of resonant tori and the birth of hyperbolic periodic orbits, paying
moreover attention to their minimizing properties.
Proof. We canonically identify H1pT2,Zq with Z2. Using a standard linear symplectic change
of variable, one can assume that c “ p1, 0q.
‚ Let M “ pmijq be the matrix of T , so that the frequency map associated with 12T prq is
̟prq “ Mr. We will examine the properties of C in the neighborhood of the resonance R of
equation ̟2prq “ 0, that is, the line
m12r1 `m22r2 “ 0
in the action space. Note that m22 ‰ 0, so that r1 is a natural parameter on R and
Cpθ, rq „|r1|Ñ8 αr21 , α ą 0, (161)
in a small enough neighborhood of R. The averaged potential at a point r0 P R is the function
Ucpθ2q “
ż
T
Upθ1, θ2q dθ1. (162)
Note that Uc is independent of r
0. By pD9pcqq, Uc admits a nondegenerate maximum at some
point θ2˚ P T.
‚ We fix r0 “ pr01, r02q P R and introduce the homological equation
̟pr0q BθSpθq “
`
Upθq ´ Ucpθ2q
˘
,
whose solution is immediate: up to constants
Spθq “ 1
̟1pr0q
ż θ1
0
`
Ups, θ2q ´ Ucpθ2q
˘
ds.
Therefore
}S}CκpT2q ď
2}U}CκpT2q
|̟1pr0q| ď
µ0ˇˇ
r0
1
ˇˇ ,
for a suitable constant µ0 ą 0.
‚ We perform the symplectic change
Φpθ, rq “ `θ, r0 ` r ´ BθSpθq˘,
so that:
C ˝Φpθ, rq “ e0 `̟1pr0q r1 ` 12T prq ` Ucpθ2q `Rpθ, rq,
with e0 “ 1
2
T pr0q and
Rpθ, rq “ 1
2
T
`BθSpθq˘´̟prqBθSpθq.
Given ρ ą 0 large enough, to be chosen below, one therefore gets
}R}C1pT2ˆBp0,ρqq ď
µ1ˇˇ
r0
1
ˇˇ , (163)
for a suitable µ1 ą 0 (which depends on ρ but not on r0).
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‚ The Hamiltonian vector field generated by C ˝ Φ readsˇˇˇˇ
ˇˇˇˇ
9θ1 “ ̟1pr0q ` rm11r1 `m12r2s ` Br1Rpθ, rq
9θ2 “ rm12r1 `m22r2s ` Br2Rpθ, rq
9r1 “ ´ Bθ1Rpθ, rq
9r2 “ ´U 1cpθ2q ´ Bθ2Rpθ, rq.
(164)
Let ℓ be the integer part of ̟1pr0q. To avoid the classical degeneracy problem when |r1| Ñ
8, we will consider this system as defined on the covering pA2 of A2 induced by the covering
R{pℓZq Ñ R{Z for the first factor, so that we consider the various functions as being ℓ-periodic
with respect to θ1. We denote by pT2 the coresponding covering of T2.
‚ Let Φ0 denote the flow of the unperturbed vector field obtained by setting R ” 0. Setting
r2˚ “ m12m22 r1 ` r2, the unperturbed vector field readsˇˇˇˇ
ˇˇˇˇ
9θ1 “ ̟1pr0q ` rm˚11r1 `m12r˚2 s
9r1 “ 0
9θ2 “ m22r˚2
9r˚
2
“ ´U 1cpθ2q,
(165)
with m1˚1 “ m11´ m
2
12
m22
. The last two equations are induced by the “pendulum-like” Hamiltonian
Hpθ2, r˚2 q “ 12m22pr˚2 q2 ` Ucpθ2q
for the usual symplectic structure, and therefore immediately integrated. The complete inte-
gration easily follows. In particular, the hyperbolic fixed point pθ2˚ , 0q for XH gives rise to an
family of periodic hyperbolic solution of (165), parametrized by the energy.
‚ On the compact set r0, 2s ˆ T2 ˆBp0, ρq, by (163), the flow Φ of the system (164) clearly
satisfies
}Φ´Φ0}C1 ď
µ2ˇˇ
r0
1
ˇˇ (166)
for a suitable µ2 ą 0. We assume that ρ is small enough so that the derivative 9θ1 in (164)
satisfies
ˇˇ
9θ1
ˇˇ ě 1
2
ˇˇ
̟1pr0q
ˇˇ ą 0 on the set pT2 ˆBp0, ρq. Therefore the 2-dimensional submanifold
Σ “ tθ1 “ 0u X pC ˝ Φq´1pte0uq
is a symplectic section for the flow of (164), on which the coordinates pθ2, r˚2 q define a chart. By
(166), it is easy to check that the associated return map to Σ takes the form
P pθ2, r˚2 q “ P0pθ2, r˚2 q ` P pθ2, r˚2 q
where P0 is the time–pℓ{
ˇˇ
̟1pr0q
ˇˇq flow of the system H, and where the remainder term P tends
to 0 in the C1 topology when
ˇˇ
r0
1
ˇˇÑ8. Now
1´ 1|̟1pr0q| ď
ℓ
|̟1pr0q| ď 1
so for r01 large enough P has a hyperbolic fixed point arbitrarily close to pθ2˚ , 0q. Moreover, this
point admits stable and unstable manifolds that are graphs over a subset of the form |θ2 ´ θ2˚ | ă 1
in the covering R2 of A.
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‚ Now, as a consequence of the Z2–periodicity of (164) and by local uniqueness of the
hyperbolic solutions, the periodic orbit pΓ of (164) on pA2 is an ℓ–covering of a unique periodic
orbit Γ for the system on A2, and this is also the case for the previous stable and unstable
manifolds. From their graph property, we deduce that suitable parts of them are graphs of weak
KAM solutions of the system C and, as a consequence, that Γ is the corresponding Mather set.
So the evenly distributed measure on Γ minimizes the Lagrangian action and by [Car95], its
time reparametrization minimizes the action of the Jacobi metric at energy e0. This proves that
the projection of Γ on T2 minimizes the | |e0 length. The definition of a Mather set also proves
the uniqueness of the minimizing solution.
‚ The previous results hold true as soon as ˇˇr0ˇˇ is large enough. Our claim then easily follows
from (161).
Corollary 3.1. With the same assumptions as in Proposition 3.1, suppose now that Conditions
pD4pcqq ´ pD8pcqq are satisfied. Then Bpcq is bounded above.
Proof. This is an immediate consequence of Proposition 3.1, since epcq is an upper bound for
Bpcq.
Note that in general epcq ą Sup Bpcq.
4 The low-energy annuli
In this section we admit two technical results on the existence of polyhomoclinic orbits and
horseshoes, to be proved in Appendix E and Appendix F. We fix a potential U satisfying
Conditions pDq.
Without loss of generality, we assume e “ Max U “ 0.
4.1 The horseshoes in the neighborhood of the critical energy
In this section we state two results to be proved in Appendix F, which constitute our version of
the Hamiltonian Birkhoff-Smale theorem. By Condition pD2q, there exists a symplectic coordi-
nate system pu1, u2, s1, s2q in a neighbohood of O, in which the Hamiltonian C takes the normal
form
λ1u1s1 ` λ2u2s2 `Rpu1s1, u2s2q, (167)
where the remainder R is flat at order 1 at 0. The coordinates moreover satisfy the equivariance
condition (243). We still denote by C the classical system in the normalizing coordinates.
1. We first have to introduce particular sections in the neighborhood of O. We refer to
Appendix F for more information on their definition and construction. We denote by Bpεq the
ball of R4 centered at 0 with radius ε for the Max norm. For ε ą 0 small enough and for
σ P t´1,`1u, we introduce the (pieces of) hyperplanes
Σuσrεs “ tpu, sq P Bpεq | u2 “ σεu, Σsσrεs “ tpu, sq P Bpεq | s2 “ σεu, (168)
which obviously are transverse sections for the flow, due to (167). We say that σ is the sign of
the section Σu,sσ rεs. Moreover, the subsets
Σuσrε, es “ Σuσrεs X C´1peq, Σsσrε, es “ Σsσrεs X C´1|B peq (169)
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are (for |e| small enough) two–dimensional submanifolds of C´1peq which are transverse to the
flow inside C´1peq.
2. A polyhomoclinic orbit for O is a finite ordered family Ω “ pΩ1, . . . ,Ωℓq of orbits Ωi of XC
which are homoclinic to O. Polyhomoclinic solutions are defined in the same way. The order of
a polyhomoclinic orbit is to be understood as a cyclic order, so we consider any shifted sequence
pΩk, . . . ,Ω1, . . . ,Ωk´1q as defining the same polyhomoclinic orbit asΩ, the context being always
clear in the following. Note finally that the energy of each homoclinic orbit is 0.
Given a polyhomoclinic orbit Ω “ pΩ1, . . . ,Ωℓq, we will see in Section F that the (first and
last) intersections ai and bi of each Ωi with the sections Σ
urεs and Σsrεs respectively are well
defined when ε is small enough. Consequently, with each Ωi are associated the entrance sign
σentpΩiq (that is, the sign σ such that ai P Σuσrεs) and the exit sign σexpΩiq (that is, the sign σ
such that bi P Σsσrεs). Such an ε will be said to be adapted to Ω. Let us now introduce a central
definition.
Definition 9. We say that a polyhomoclinic orbit Ω “ pΩ1, . . . ,Ωℓq is compatible when, for
1 ď i ď ℓ:
σentpΩiq “ σexpΩi`1q,
with the usual convention ℓ` 1 “ 1.
Given such a compatible Ω, the ordered associated sequence of signs pσexpΩiqq1ďiďℓ therefore
completely characterizes the entrance and exit data of the sequence pΩiq.
3. Given a polyhomoclinic orbit Ω “ pΩ1, . . . ,Ωℓq, the Birkhoff-Smale theorem states the
existence of a family of horseshoes for the Poincare´ map induced by the flow. The basic rectangles
of the horsehoes are contained in the sections Σuσrε, es (and so are two-dimensional) and the
family is therefore parametrized by the energy. The rectangles are located around the exit
points of the homoclinic orbits, so that each homoclinic orbit gives rise to such a rectangle. In
turns out that the behavior of the horseshoes crucially depends on the sign of the energy; we will
therefore state two different results, for which we refer to the Appendix for the basic notions.
Theorem 4.1. Fix a compatible polyhomoclinic orbit Ω “ pΩ1, . . . ,Ωℓq, a small enough adapted
ε ą 0, and denote by ai the exit point of Ωi relatively to the section Σurεs. Then, the following
properties hold true.
1. There exists e0 ą 0 and, for 1 ď i ď ℓ, there exist neighborhoods Ri in Σurεs of the exit
points ai, such that for |e| ď e0, the intersections
Ripeq “ Ri X C´1peq
are rectangles in the section Σurε, es (relatively to suitable coordinates).
2. For e P s0, e0r, the family
`
Ripeq
˘
1ďiďℓ is a horseshoe for the Poincare´ map Φ associated
with the section Σurε, es in C´1peq, whose transition matrix A “ `αpi, jq˘ satisfies
αpi, jq “ 1 when σentpΩiq “ σexpΩjq. (170)
In particular, since Ω is compatible:
αpi, i ` 1q “ 1 for 1 ď i ď ℓ. (171)
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3. As a consequence, for e P s0, e0r, the periodic coding sequence
¨ ¨ ¨ p1, 2, . . . , ℓq ¨ ¨ ¨
is admissible and yields a hyperbolic periodic point mpeq in R0peq for the Poincare´ return
map. Let Φout be the Poincare´ map between Σ
u and Σs along the homoclinic orbit Ω0
1
.
Then, when eÑ 0:
• the unstable manifold of mpeq converges to Σurε, 0s XW upOq,
• the stable manifold of mpeq converges to Φ´1out
`
Σsrε, 0s XW spOq˘,
in the C1 compact-open topology.
Again, we used the convention ℓ` 1 “ 1 in the previous statement on the transition matrix.
Our second result focuses on the case where the polyhomoclinic orbit is the concatenation of
two compatible homoclinic orbits with different exit signs, so that it is no longer compatible.
Theorem 4.2. Fix two compatible homoclinic orbits Ω0 and Ω1, fix a small enough adapted ε
and assume that
σexpΩ0q ‰ σexpΩ1q. (172)
Then, denoting by aν the exit point of the homoclinic orbit Ων there exists e0 ă 0 and two neigh-
borhoods R0,R1 in Σ
urεs of a0 and a1 respectively, such that for e0 ď e ă 0, the intersections
R0peq “ R0 X C´1peq and R1peq “ R1 X C´1peq
are rectangles in the section Σurε, es (relatively to suitable coordinates). Moreover, the pair`
R0peq, R1peq
˘
is a horseshoe for the Poincare´ map Φ associated with the section Σurε, es in
C´1peq, with transition matrix
A “
„
0 1
1 0

.
The periodic coding sequence
¨ ¨ ¨ p0, 1q ¨ ¨ ¨
defines a unique hyperbolic periodic point mpeq in the rectangle R0peq for e0 ă e ă 0. Let Φout be
the Poincare´ map induced by the flow between Σu and Σs along the homoclinic orbit Ω0. Then,
when eÑ 0:
• the unstable manifold of mpeq converges to Σurε, 0s XW upOq
• the stable manifold of mpeq converges to Φ´1out
`
Σsrε, 0s XW spOq˘
in the C1 topology.
The proofs of these theorems are postponed to Section F, to which we refer for the coordinates
on the sections Σu and Σs. The constraints on the size of ε will be made explicit in Section F.
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4.2 Convergence of periodic orbit to polyhomoclinic orbits
We now introduce a specific definition for the convergence of periodic orbits.
Definition 10. Let Ω “ pΩ1, . . . ,Ωpq be a polyhomoclinic orbit and we fix ε ą 0 as above. We
say that a sequence pΓnqnPN˚ of periodic orbits of XC converges to Ω when
• for n ě n0, Γn X Σurεs “ tan1 , . . . , anp u and Γn X Σsrεs “ tbn1 , . . . , bnpu, with the following
cyclic order
an1 ă bn1 ă an2 ă bn2 ă ¨ ¨ ¨ ă anp ă bnp ,
according to the orientation on Γn induced by the flow;
• limnÑ8 ani “ ai and limnÑ8 bni “ bi, where ai and bi are the exit and entrance points of
Ωi.
One easily sees that this definition makes sense since the convergence property is clearly
independent of the choice of ε (small enough).
Definition 11. We say that a polyhomoclinic orbit Ω “ pΩ1, . . . ,Ωℓq is positive when there exists
a sequence of minimizing periodic orbits with positive energy of the system C which converges
to Ω.
One of the main interest of the notion comes from the following result, which will be proved
in Section F.
Lemma 4.1. A positive polyhomoclinic orbit is compatible.
We will also need the following result for opposite polyhomoclinic orbits. Recall that given
a solution γ of C, the function pγ : t ÞÑ ρ ˝ γp´tq, where ρpθ, rq “ pθ,´rq, is another solution of
C, which we call opposite to γ. We adopt the same terminology an notation for the orbits.
Lemma 4.2. Let Ω “ pΩ1, . . . ,Ωℓq be a positive polyhomoclinic orbit of the system C. ThenpΩ “ ppΩ1, . . . , pΩℓq is also a positive polyhomoclinic orbit of C. Moreover, for 1 ď i ď ℓ
σexpΩiq “ ´σexppΩiq.
Proof. This is an immediate consequence of the definition of the sections, the invariance of C
and the equivariance property (157).
The whole construction of the initial annuli in the next section will be based on the previous
two theorems and the following results, which will be proved in Section E.
Proposition 4.1. Let c P H1pT2,Zq. Then there exists a positive polyhomoclinic solution
ω “ pω1, . . . , ωℓq such that the concatenation
pπ ˝ ωℓq ˚ ¨ ¨ ¨ ˚ pπ ˝ ω1q
realizes the class c, where π : A2 Ñ T2 is the canonical projection. For each primitive class c we
choose once and for all such a polyhomoclinic solution, which we denote by ωpcq, and we write
Ωpcq for the corresponding polyhomoclinic orbit.
We conclude this part with a last lemma, whose proof is postponed to Section E and which
will be crucial for proving the existence of singular cylinders.
Lemma 4.3. Assume that Condition pD4q is satisfied. Then there exists a simple homoclinic
orbit to O which is positive.
Of course, by simple homoclinic orbit we mean here a polyhomoclinic orbit containing a
single element.
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4.3 Existence of annuli asymptotic to polyhomoclinic orbits
In this part, we prove the existence of “Birkhoff-Smale” annuli, which are asymptotic to the
polyhomoclinic orbits Ωpcq.
Lemma 4.4. Fix a classical system of the form (10) and assume that Conditions pDq are
satisfied. Fix a primitive homology class c P H1pT2,Zq. Then there exists an annulus ABSpcq
defined over an interval of the form s0, e1pcqs (recall that e “ 0), which is “asymptotic” to the
polyhomoclinic orbit Ωpcq when e Ñ 0, in the sense that Ωpcq P ABSpcq. Moreover, ABSpcq
satisfies the transverse homoclinic property and the twist property, and the period of the orbit at
energy e on ABSpcq tend to `8 when eÑ 0.
Note that the periodic orbits in ABSpcq need not be minimizing.
Proof. We will of course apply Theorem 4.1 to Ωpcq :“ `Ω1pcq, . . . ,Ωℓ0pcq˘, but, in order to
prove that this annulus admits the transverse homoclinic property, we will need to introduce
another polyhomoclinic orbit Ωppc q :“ `Ω1ppc q, . . . ,Ωℓ1ppcq˘, with pc P H1pT2,Zq, pc ‰ c, and to
apply Theorem 4.1 to the concatenation Ωpcq ˚ Ωppc q. For this we need the sign condition
σexpΩ1pcqq “ σexpΩ1ppc qq (173)
to be satisfied. The existence of such an ωppc q is immediate by Proposition 4.1 and Lemma 4.2.
Note that pc ‰ ´c.
‚ We set Ωpcq :“ Ω0 “ pΩ0
1
, . . . ,Ω0
ℓ0
q and Ωppc q :“ Ω1 “ pΩ1
1
, . . . ,Ω1
ℓ1
q and we write
t10, 20, . . . , ℓ0, 11, 22, . . . , ℓ1u for the associated set of indices.
‚ Note that, by (173), the polyhomoclinic
Ω˚ “ `Ω01, . . . ,Ω0ℓ0 ,Ω11, . . . ,Ω1ℓ1˘
is compatible, so that one can apply Theorem 4.1. There exists an energy e1pcq ą 0 and, for
1ν ď iν ď ℓν , there exist neighborhoods Rνiν in Σurεs of the exit points aiν , such that for |e| ď e0,
the intersections Rνiν peq “ Rνiν XC´1peq are rectangles in the section Σurε, es. These rectangles
form a horseshoe for the Poincare´ map Φ associated with the section Σupeq in C´1peq, whose
transition matrix A “ `αpi, jq˘ satisfies (170).
‚ For e P s0, e1pcqs we denote by mpeq P R010peq the periodic point associated with the periodic
coding
¨ ¨ ¨ p10, 20, . . . , ℓ0q ¨ ¨ ¨ (174)
which is admissible relatively to A since Ω0 is compatible. Let Γe be the corresponding periodic
orbit for the Hamiltonian flow. We will prove that the union
ABSpcq “
ď
eP s0,e1pcqs
Γe
is an annulus defined over s0, e1pcqs.
‚ Note first that Γe is hyperbolic, as mpeq is. One then has to prove that the projection on T2
of the corresponding solution realizes c. For this, the crucial point is that R0
i0
is a neighborhood
of a0
i0
in Σu. By compatibility, there exists a sequence pΓpenqq of minimizing periodic orbits,
with Γpenq Ă C´1penq, which converge to the polyhomoclinic orbit Ω0 “ Ωpcq (so en Ñ 0 when
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n Ñ 8). So, for n large enough the orbits Γpenq intersect the section Σu at points mni P R0i0 ,
which are ordered in the following (cyclic) way
mn1 ă m
n
2 ¨ ¨ ¨ ă mnℓ .
By periodicity, the point mn1 is in the maximal invariant set defined by the horseshoe and admits
the coding (174). It therefore coincides with mpenq by uniqueness. As a consequence the orbits
Γen and Γpenq coincide. Now all the orbits in ABSpcq are homotopic in A2 and the orbits Γn
realize c, this proves in particular that the annulus ABSpcq realizes c. Note moreover that each
orbit Γpeq is homotopic in A2 to the concatenation Ω1 ˚ ¨ ¨ ¨ ˚Ωℓ.
‚ Let us prove the existence of transverse homoclinic orbits for each Γpeq. In fact, there
exists an infinite set of such orbits, which come from the application of Theorem 4.1 to the
polyhomoclinic orbit Ω˚. Given any finite sequence ra1, . . . , aps which is not a concatenation of
the sequence 10, 20, . . . , ℓ0 and which is admissible according to the transition matrix A, each
coding of the form
. . . , 10, 20, . . . , ℓ0, ra1, . . . , aps, 10, 20, . . . , ℓ0, . . .
gives rise to a nontrivial orbit homoclinic to the periodic point mpeq. Now sequences such as
ra1, . . . , aps exist due to the presence of symbols from the second polyhomoclinic orbit Ω1. The
resulting homoclinic orbits are obviously transverse inside their energy level by construction of
the horseshoe.
‚ It only remains to prove the twist property. For this first remark that the period of Γpeq
is equivalent to ℓ0τpeq, where τpeq is the transition time between the entrance and exit sections
near the fixed point introduced in Theorem 4.1. Now, by Lemma F.2 one immediately checks
that
τpeq “ ´ 1
λ2
Log peq ` τrpeq,
where τr is C
1 bounded. This proves that τ 1peq ă 0 and that moreover τpeq Ñ ´8 when eÑ 0.
Reducing e1pcq if necessary, this proves our claim for the restricted annulus.
4.4 The singular annulus
In this section we in fact prove the existence of a singular annulus attached to each pair of
opposite simple positive homoclinic orbits.
Lemma 4.5. Fix a classical system C of the form (10) and assume that Conditions pDq are
satisfied. Then there exists a singular annulus A‚ for C, which admits heteroclinic connections
with each initial annulus of the chains of Lemma 4.6, which are transverse in their energy levels.
Moreover, A‚ admits a neighborhood O in A2 such that there exists a Hamiltonian C˝, defined
on an open set O Ă A2 containing O, whose Hamiltonian vector field coincides with XC on O,
and which admits a normally hyperbolic 2-dimensional annulus on which the its time-one map
is a twist map in suitable symplectic coordinates.
Proof. We know by Lemma 4.3 that there exist a simple positive homoclinic orbit Ω, and, by
Lemma 4.2, its opposite orbit pΩ is also positive and satifies σexppΩ q “ ´σexpΩq. We denote by c
and ´c the (necessarily primitive) homology classes corresponding to Ω and pΩ respectively. We
will apply Theorem 4.1 (and, more precisely, Lemma 4.4) to each homoclinic orbit Ω and pΩ, and
Theorem 4.2 to the pair pΩ, pΩq, which obviously satisfies the sign condition of this theorem.
‚ By Lemma 4.4, there exists an interval I˚ “s0, e˚s and two annuli
A
˘ “ ABSp˘cq
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realizing ˘c and defined over I˚, such that Ω P A`, pΩ P A´. By Theorem 4.2, there exists
e0 ă 0 auch that for e P se0, 0r, the periodic sequence ¨ ¨ ¨ p0, 1q ¨ ¨ ¨ defines a hyperbolic periodic
pointm0peq for the Poincare´ map associated with Σrε, es. Let Γ0peq be the associated hyperbolic
periodic orbit for the flow, then, as in Lemma 4.4, the union
A
0 “
ď
eP se0,0r
Γ0peq
is an annulus, which, by construction, contains the union Ω Y pΩ in its closure. Now we define
our singular annulus as the union
A
‚ “ A` Y A´ Y A0 Y ΩY pΩY tOu.
‚ Let us now prove that A‚ is a C1 normally hyperbolic submanifold of A2. There exist
several ways for doing this, the most elegant one being to use the “block theory” of [Cha08].
We only need to exhibit a neighborhood of A‚ which satisfies the expansion and contraction
conditions of [Cha08]. For this we can use the (singular) foliation
A
‚ “
ď
ePre0,e˚s
A
‚ X C´1peq
and construct a suitable 3–dimensional block around each leaf of this foliation, contained in the
corresponding energy level and continuously varying with the energy. This amounts to finding
stable and unstable bundles for the C0 manifold A‚, fibered by the energy, and proving that
these bundles are C0.
This is obvious for the bundles over the union A` Y A´ Y A0, which is (regularly) foliated
by hyperbolic periodic orbits: the stable and unstable bundles are just the unions of the stable
and unstable bundles over each orbit, these latter ones being defined as those of the map ΦTC ,
where T is the period of the corresponding orbit.
Now, going back to Theorem 4.1 applied to the simple homoclinic orbit Ω, denote by m`peq
the periodic point corresponding to the coding sequence ¨ ¨ ¨ p0, 0q ¨ ¨ ¨ . Therefore
m`peq “ Σurε, es X A`.
On the other hand
m0peq “ Σurε, es X A0.
Now m`peq and m0peq lie at the intersection of their stable and unstable manifolds, and by
Theorem 4.1 and Theorem 4.2, when eÑ 0:
W upm`peqq Ñ Σrε, 0s XW ulocpOq, W upm0peqq Ñ Σrε, 0s XW ulocpOq
and, if Φout is the Poincare´ map along Ω between Σ
urεs and Σsrεs, then
W spm`peqq Ñ Φ´1out
`
Σrε, 0s XW slocpOq
˘
, W spm0peqq Ñ Φ´1out
`
Σrε, 0s XW slocpOq
˘
,
(the convergence being understood in the C1 compact open topology). This proves that one can
define the stable and unstable bundles along Ω by continuously continuating those of the orbits
in A` and A0. The same argument holds for pΩ.
As for O, of course the energy manifolds becomes singular. However, observe that, due to
the form of the flow on W upOq and W spOq (see Section F), the “transverse space” at O (in
C´1p0q) is necessarily the plane W of equation
u1 “ 0, s1 “ 0,
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that is, the plane generated by the weak directions. In this plane, the stable direction is of
course u1 “ 0, while the unstable one is s1 “ 0. Finally, the strong λ–lemma (see for instance
[Den89]) proves that the stable and unstable bundles are continuous at O.
Now, considering normalized generating vectors for the stable and unstable bundles, one can
construct a tubular neighborhood Ne (with small radius δ ą 0) of each leave in its energy level.
The union of these blocks satisfies the expansion and contraction condition of [Cha08] for a large
enough iterate ΦτC , which proves that A‚ is a Lipschitz manifold.
Finally, one sees from Section F that the ratio between the outer Lipschitz constants and the
inner ones is lower bounded by λ1{λ2 ´ ρ, where ρ can be made arbitrarily small by taking
ˇˇ
e0
ˇˇ
and e˚ small enough, which proves by [Cha08] that A‚ is in fact of class C1`δ for some suitable
δ ą 0.
The last assertion on the continuation of A‚ comes directly from the possibility of gluing
symplectically a disc whose boundary is a periodic orbit with zero homology, and continuing
the vector field XC to this disc in such a way that it is foliated by periodic orbits surrounding
an elliptic point. Using the relation energy/period in the neighborhood of the hyperbolic fixed
point on the annulus A‚, one can moreover control the continuation in such a way that the
time-one map of the flow satisfies a twist condition (as in the case of the standard pendulum
1
2
r2`a cos θ when a is small enough.) Finally the normal hyperbolicity is got by taking a trivial
product of the disc with a hyperbolic point and smoothing in the neighborhood of the gluing
zone.
4.5 Initial annuli and heteroclinic connections
In this section we show how to modify the chains A pcq obtained in Proposition 2.1 in order
for them to be finite, with initial annuli admitting heteroclinic connections with the singular
annulus. We also show how to continue them to obtain the third statement of Theorem II.
Lemma 4.6. Fix a classical system of the form (10) and assume that Conditions pDq are
satisfied. Then:
1. for each c P HpT2,Zq there exists a chain Apcq “ `A1pcq, . . . ,Aℓpcq˘, where A1pcq is defined
over s0, e1pcqs and Aℓpcq is defined over reℓ, . . . ,`8r;
2. given c, c1 P H1pT2,Zq, there exists σ P t0, 1u such that A1pcq and A1pσc1q satisfy
W upA1pcqq XW spA1pσc1qq ‰ H, W spA1pcqq XW upA1pσc1qqq ‰ H
both intersections being transverse in A2;
3. moreover, for each c P H1pT2,Zq, A1pcq admits transverse heteroclinic connections as
above with A‚.
Proof. Recall that, given a class c P H1pT2,Zq, we proved in Proposition 2.1 and Corollary 3.1
the existence of a chain A pcq “ pAkqkPZ of annuli realizing c and defined over a sequence of
consecutive intervals of the form pIkqkPZ , where Z is an upper bounded interval of Z.
‚ If Z is finite we choose Apcq “ A pcq. However, in order to prove our claim on the
heteroclinic connections, we have to make precise the relation between the first annulus A1 of
this chain and the “Birkhoff-Smale” annulus ABSpcq of Lemma 4.4. Let I1 and IBS be the
intervals associated with A1 and ABS respectively.
By construction and Condition pD6pcqq, there exists a unique minimizing periodic orbit in
the class c for each energy e in I1, which is precisely the intersection Γpeq “ A1 X C´1peq.
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Now, since the polyhomoclinic orbit Ωpcq is positive, there exists a sequence penq in I1, with
en Ñ 0 when n Ñ 8, such that the associated orbit Γpenq converges to Ωpcq. Therefore, for
n large enough, for the same reason as in Lemma 4.4 (hyperbolic maximality), the orbit Γpenq
necessarily coincides with the orbit Γpenq “ Apcq X C´1penq. As a consequence Apcq X A0 ‰ H.
But this intersection is closed in C´1pR˚`q and it is also open by uniqueness of the continuation
of hyperbolic periodic orbits. Therefore both annuli coincide over the intersection I1 X IBS .
‚ Assume now that Z is infinite. In this case, by the same arguments as above, there
exists a sequence nk Ñ ´8, such that each annulus Ank contains a minimizing orbit Γpenkq
and the sequence
`
Γpenkq
˘
converges to Ωpcq. Again, the same arguments as above prove that
Γpenkq Ă Apcq for k ě k0 large enough, and that Ank is contained in Apcq for k ě k0. In this
case, we set Apcq “ pA11, . . . ,A1ℓq, with
A
1
1 “ ABSpcq X C´1ps0,Max Ink0 sq,
and
A
1
2 :“ Ak0`1, . . . , A1ℓ :“ AMaxZ .
‚ It remains to prove the existence of heteroclinic connections. Note first that by Lemma
4.2, given two primitive classes c and c1, there exists σ P t0, 1u such that
σex
`
Ω01
˘ “ σex`Ω11˘,
where, as usual, Ωpcq “ pΩ01, . . . ,Ω0ℓ0q and Ωpσc1q “ pΩ01, . . . ,Ω0ℓ0q. We will prove that the initial
annuli of Apcq and Apσc1q admit heteroclinic connections. For this we will apply Theorem 4.1 to
the polyhomoclinic orbit Ωpcq ˚ Ωpσc1q, which is compatible by our choice of σ. For 0 ă e ă e0,
this yields the existence of orbits for the Poincare´ map with coding sequences of the form
. . . , p10, 20, . . . , ℓ0q, ra1, . . . , aps, p11, 21, . . . , ℓ1q, . . . (175)
where rℓ0, a1, . . . , ap, 11s is any finite sequence admissible relatively to the transition matrix.
Such sequences obviously exist (for instance rℓ0, 10, . . . , ℓ0, 11s, thanks to (171)). Now, for each
energy e P s0, e0s, the coding (175) induces a heteroclinic orbit for the Poincare´ map between
the periodic point mpeq with periodic coding p10, 20, . . . , ℓ0q and the periodic point m1peq with
periodic coding p11, 21, . . . , ℓ1q. Therefore the associated orbits Γpeq and Γ1peq admit heteroclinic
connections at energy e. These connections are transverse in their energy level, by construction
of the horseshoe. This immediately proves that the initial annuli of the chains Apcq and Apσcq
admit transverse heteroclinic connections, by our previous construction of these annuli.
‚ Our last statement is then obvious, by construction of the singular annulus A‚, since it
contains ABSp˘c‚q for the corresponding c‚.
5 The set U is residual
We fix as usual a positive definite quadratic form T on R2 and for each U P CκpT2q, κ ě 2, we
denote by CU the associated classical system on A
2. In this section we complete the proof of
Theorem II, that is, we show that the set U of potentials U P CκpT2q such that CU satisfies
the three items of this theorem is residual in CκpT2q. The main ingredient of our proof is the
parametrized genericity theorem of Abraham, which we recall here in an adapted form for the
convenience of the reader.
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Theorem ([AR67]). Fix 1 ď k ă `8. Let A be a Ck and second-countable Banach manifold.
Let X and Y be finite dimensional Ck manifolds. Let χ : A Ñ CkpX,Y q be a map such that
the associated evaluation
ev χ : A ˆX Ñ Y, ev χpA, xq “
`
χpAq˘pxq
is Ck for the natural structures. Fix a be a submanifold ∆ of Y such that
k ą dimX ´ codim∆
and assume that ev χ is transverse to ∆. Then the set A∆ of A P A such that χpAq is transverse
to ∆ is residual in A .
As always, the spaces CκpTmq are endowed with their usual Cκ norms for 1 ď κ ă 8, which
make them Banach spaces, and C8pTmq is equipped with its usual Fre´chet structure. We will
try to use everywhere abstract arguments; however direct proofs based on explicit constructions
would also often be possible.
5.1 Large energies
Let us first recall an easy result.
Lemma 5.1. Given m ě 1, the set M κpTmq of functions of CκpTmq which admit a unique
maximum, which is nondegenerate, is open and dense in CκpTmq for 2 ď κ ď `8.
Proof. This is a standard result in Morse theory. The fact that M κpTmq is open is obvious and
its density can easily be proved by adding a suitable small enough C8 bump function with a
unique nondegenerate maximum to any given function in CκpTmq.
Lemma 5.2. Fix 2 ď κ ď `8. Given c P H1pT2,Zq, the set U9pcq of potentials in CκpT2q such
that Condition pD9pcqq is satisfied is open and dense CκpT2q. As a consequence, the set U9 of
potentials in CκpT2q such that Condition pD9q is satisfied is residual in CκpT2q.
Proof. Up to the standard coordinate change, one can assume that c „ p1, 0q in Z2. The averaged
potential then reads
Ucpθ2q “
ż
T
Upθ1, θ2q dθ1.
Consider the (obviously well-defined) map Ic : C
κpT2q Ñ CκpTq such that
IcpUq “ Uc.
Clearly Ic is linear and continuous (}Ic} ď 1). It is also clearly surjective (a given function Uc
admits the function Upθ1, θ2q “ Ucpθ2q as a preimage). So by the usual Open Mapping Theorem
for Banach spaces the map Ic is open for 2 ď κ ă `8. This is still an open mapping for κ “ `8,
by the Fre´chet version of the previous theorem (see for instance [Rud91]). Now by Lemma 5.1
the subset M κpTq Ă CκpTq is open and dense, so its inverse image U9pcq “ I ´1c pM κpTqq
is open and dense in CκpT2q. The second claim is immediate by countable intersection, since
CκpTmq is complete for the usual norm.
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5.2 The neighborhood of the critical energy
In this part we prove that our conditions pD1q ´ pD4q are generic in C8pT2q and postpone the
study of the Cκ regularity to the last section, where the global structure of the systems will be
used explicitely.
1. One can even be more general for pD1q. By Lemma 5.1, the set U κ1 :“ M κpT2q of all
potentials U such that pD1q is satisfied is open and dense in CκpT2q, for 2 ď κ ď `8.
2. We will now have to use the Sternberg conjucacy theorem and we limit ourselves to C8
potentials. Given U P U 81 , we denote by OU the hyperbolic fixed point of CU associated with
the maximum θ0U of U .
Lemma 5.3. The set U2 of potentials U P U 81 such such that OU admits a proper conjugacy
neighborhood is residual in C8pT2q.
Proof. Following [Ber10b], recall that if A is the matrix of T , if BU “ ´B2Upθ0q and if
LU “
`
A´1{2pA1{2BUA1{2q1{2A´1{2
˘1{2
,
then the change of variables u “ 1?
2
pLx`L´1yq, s “ 1?
2
pLx´L´1yq, is symplectic and reduces
the quadratic part of the system CU to the form
1
2
xDpUqu, sy, with
DpUq “ LUALU P §. (176)
Here x , y stands for the Euclidean scalar product and where § ĂM2pRq is the cone of positive
definite symmetric matrices. This shows that the positive eigenvalues of OU are the eigenvalues
of DpUq. Finally, one easily checks that the map D : U 81 Ñ § defined by (176) is continuous
and open.
To apply the Sternberg theorem and get our conjugacy result, we need the system CU to be
formally conjugated to a normal form
Npu, sq “ λ1u1s1 ` λ2u2s2 `Rpu1s1, u2s2q,
where R is C1 flat at p0, 0q. For this, a sufficient condition is that the positive eigenvalues λi of
OU satisfy the nonresonance conditions
λ1k1 ` λ2k2 ‰ 0, @pk1, k2q P Z2ztp0, 0qu. (177)
The subset §˚ of positive symmetric matrices whose eigenvalues satisfy (177) is cleary residual
in §, so that the inverse image U2 :“ D´1p§˚q Ă U 81 is also residual in U 81 , by the previous
property.
Now, the equivariant symplectic Sternberg theorem (see [Cha86] for a general exposition and
[BK02] for a recent proof in our setting) applies in a neighborhood of OU for every U P U2, and
yields a proper conjugacy neighborhood. This proves our statement.
Note that the previous result does not hold in finitely differentiable classes, since the minimal
regularity of the system in order to get a conjugacy tends to `8 when the ratio λ1{λ2 tends to
1.
3. Recall that given U P U2, the exceptional set EU Ă W spOU q YW upOU q attached to OU is
intrinsically defined and continuously depend on U .
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Lemma 5.4. The set U3 of potentials in U2 such that condition pD3q is satisfied is residual in
C8pT2q.
Proof. We will prove that for each integer N , the set U3pNq of all U P B8p0, NqXU2 such that
pD3q is satisfied for CU is residual in B8p0, Nq XU2. Our claim easily follows, sinceč
NPN
´
U3pNq Y pU2zB8p0, Nq
¯
is residual in U2 and pD3q is satisfied for any U in this subset.
Observe first that given U P B8p0, Nq, there exists a Euclidean disk BδpNq Ă T2 centered
at θ0U with radius δpNq ą 0, such that the local stable and unstable manifolds W˘locpOU q of OU
are graphs over BδpNq. From now on we fix N and drop it from the notation.
We denote by W˘pU, δq the parts of W˘locpOU q located above Bδ. For n P N, we set
W´n pUq “ ΦCU pr0, ns,W upU, δqq.
We will first prove that the set of U P B8p0, Nq such that Wn´ pUq transversely intersects
W spU, δq and satisfies Wn´ X EU “ H is open and dense in B8p0, Nq. Since the proof of the
transversality property is classical, we will only give a sketch of proof, a more detailed version
can be found in [LM].
The following lemma can be easily proved following the lines of [CP]. Here Bp0, rq will be
the ball in R2 centered at 0 with radius r relatively to the Max norm.
Lemma 5.5. Let pM,ωq be a 4–dimensional symplectic manifold, let H P C2pM,Rq and let L
be a Lagrangian submanifold contained in some level H´1peq (not necessarily regular). Assume
that z P L satisfies XHpzq ‰ 0. Then one can find a neighborhood N of z in M and a symplectic
coordinate system px, yq P Bp0, 2q ˆBp0, εq on N such that
LXN “ ty “ 0u, z “ `p0, 1q, p0, 0q˘, XH|L “ BBx1 .
Assume that L1 is another Lagrangian manifold contained in H´1peq such that z P LX L1. Let
Σ “ tx1 “ 1u XH´1peq, so that Σ is a symplectic section for XH (assuming N small enough).
Then there exists a neighborhood rΣ of z in Σ such that given ζ P rΣXL1, there exists a Lagrangian
submanifold L of M such that
• L XN is the graph of some function y “ φpxq over Bp0, 2q;
• L X L1 X Σ “ tζu;
• L X Σ and L1 X Σ transversely intersect at ζ;
• the part of L over Bp0, 2qzBp0, 1q is contained in H´1peq;
• the part of L over t|x2| ě 1u Y tx1 ď ´1u coincides with L;
• for 1 ď k ď `8, given ε ą 0, one can choose rΣ small enough so that the previous
conditions are realized with dCkp0, φq ă ε.
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Let now BW spU, δq be the part of W slocpOU q located over the circle BBδ . By compactness
of W
u
n, for every z P BW spU, δq XW un , one easily proves the existence of an arbitrarily small
τpzq ą 0, continuously depending on z, such that, if z1 “ ΦCU pz, τpzqq,
p˚q π´1pz1q X ΦCU pR´, zq “ H
(that is, the projection of the semiorbit ΦCU pR´, zq has no selfintersection at z1). Moreover,
using the classical twist property for Lagrangian spaces along an orbit of CU , one can assume
that:
p˚˚q the restriction of π to W un is regular at z1.
Applying this process to each point of BW spU, δq XW un , one gets a continuous curve σU Ă
W spU, δq, surrounding OU , such that every point z P σU satisfies both properties p˚q and p˚˚q.
The previous lemma will be applied to the case where L “ Wn´ , L1 “ W spU, δq and where
z is a point of σ XWn´ . We fix ε ą 0. By compactness of the semiorbit ΦCU pR´, zq and the
previous assumption, one can assume the neighborhoodN of Lemma 5.5 small enough so that the
restriction of π to the subset ΦCU pR´,Wn´ XNq is injective and its restriction to LXN is regular.
With the previous notation, one immediately checks that one can find a point ζ P rΣXW spU, δq
not contained in the exceptional set EU such that the conclusions of the lemma hold true for
ζ and the new manifold L , and moreover such that L is the graph of some function ψ over
πpLXNq with dC8p0, ψq ă ε.
We now define a new potential function rU , which coincides with U outside the projection
πpBp0, 1q ˆ t0uq (with the notation of the lemma for the coordinates in N), and such that for
θ P πpBp0, 1q: rUpθq “ eU ´ 12T pψpxqq,
where eU “ Max U is the critical energy for CU (so that the associated level contains W˘pOU q).
By construction, L Ă C´1rU peU q, and one immediately checks that the fixed point OrU of new
system C rU coincides with OU and has the same energy. Moreover, the new manifolds ĂWn´ andĂW`locpOU q, defined in the same way as above for the new system C rU and OrU , now transversely
intersect at ζ in C´1rU prerU q.
Taking Lemma 5.5 into account, this yields a neighborhood Nz of z inside which the in-
tersection of ĂWn´ and ĂW`locpOU q is transverse. The main remark is that the size of Nz is by
construction independent of ε. Moreover, clearly rU Ñ U in the C8 topology when εÑ 0.
Observe now that the subset σ XWn´ is compact (this is an easy consequence of the fact
that σU is a transverse section for the flow of CU on W
s
loc). It is therefore possible to cover
σ XWn´ with a finite number of neighborhoods pNiq of the previous form. Using the fact that
transversality is an open property, one can then choose a (sufficiently decreasing) finite sequence
pεiq in such a way that such that the above process applied to each Ni with the perturbation
parameter εi yields a new potential rU for which ĂWn´ and ĂW`locpOrU q transversely intersect in their
energy level, and moreover such that the intersection points do not belong to the exceptional
set ErV .
As a consequence, the subset U3pn,Nq of all U P B8p0, Nq X U2 such that Wn´ pUq and
W spU, δq transversely intersect in their energy level outside the exceptional set is dense in
B8p0, Nq X U2. Since the exceptional set and the transverse intersections continuously vary
with U , this is also an open subset. Therefore the intersectionď
nPN
U3pn,Nq
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is residual in B8p0, Nq XU2, which concludes the proof, according to our first remark.
4. Recall now that OU admits a set of homoclinic orbits whose projection on T
2 generate
π1pT2, θ0U q. We defined the amended potential U˚ “ U ´Max T2U , together with the associated
amended Hamiltonian, Lagrangian and action. The amended action of a homoclinic orbit is by
definition the amended action of the two opposite solutions associated with it.
Lemma 5.6. The set U4 of potentials in U3 such that condition pD4q is satisfied is residual in
C8pT2q.
Proof. We fix a lift of T2 to R2 and given V P V pUq, we write xV for the corresponding lift of θ0V .
We will first prove that there is M ą 0, independent of V , such that any trajectory homoclinic
to θ0V with minimal amended action lifts to a trajectory contained in the ball BpxV ,Mq Ă R2.
Observe first that in the zero energy level of the amended Hamiltonian CV ˚ , the velocity } 9θ} is
bounded above by some constant µ1 ą 0 (independent of V P V ). Moreover,
Max
T2zB
V ˚ “ ´µ2 ă 0
and moreover, assuming δ small enough, for any m P Z2zt0u any curve from xV to xV ` m
intersects R2zΠ´1pBq along segments of curves of total length at least }m}{2. Hence if the
lift η of a homoclinic trajectory (starting from xV ) is not contained in B8pxV ,Mq, it lies in
R
2zΠ´1pBq during at least M{2µ and, taking the conservation of energy into account, its action
satisfies ż
L˚pη, 9ηq ě Mµ2
µ1
,
which proves our claim.
The previous remark proves that any minimizing homoclinic orbit lies in the intersection
W upOV ,Mq XW spOV ,Mq
where
W˘pOV ,Mq “ Π
”
W˘pXV q X pB8pxV ,Mq ˆ R2q
ı
.
One easily checks that W˘pOV ,Mq are compact. Therefore, using standard arguments of
transversality and the graph property of the stable and unstable manifolds over B (see for
instance [Oli08] and references therein), one proves that the subset rV of potentials V such that
W˘pOV ,Mq intersect transversely in C´1V ˚p0q is open and dense in V . In particular, for V P rV ,
the number of corresponding homoclinic orbits is finite.
Fix now V P rV and select arbitrarily one homoclinic orbit with minimal amended action.
Pick out some point θ on its trajectory and fix a bump function η : T2 Ñ R whose support
is centered at θ and do not intersect any other minimizing homoclinic trajectory. Then, by
transversality, for µ small enough the system CV`µη still admits a homoclinic orbit in the
neighborhood of the initial one, whose amended action is smaller that that of the initial one.
This proves that this orbit is strictly minimizing, and so the subset of potentials with this
property is dense. The openness easily follows from the finiteness of the number of initial
minimizing homoclinic orbits.
It only remains to prove that one can perturb the system so that the strictly minimizing
orbit does not intersect the exceptional orbits, which can be easily proved by using adapted
bump functions.
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5.3 Intermediate energies
We will now use the parametric transversality theorem after introducing adapted representations,
for which we need to work again in the Cκ topology with κ ă `8.
1. Let us begin with the nondegeneracy of periodic orbits and prove the following result.
Lemma 5.7. The set U5 of potentials U P U2 such such each periodic solution of CU contained
in C´1U psMax U,`8rq is nondegenerate is residual in CκpT2q.
A similar result is proved in [Oli08] for the restriction of classical systems to regular energy
levels. The proof here is slighly more difficult since we have to deal with one parameter families
of energy levels. Again, more general results with full details will appear in [LM].
Proof. Let us set M “ A2 for the sake of clarity. Let X “ M ˆ r0, T s, where T ą 0 is a fixed
parameter and let Y “M2 ˆ R. From now on we fix k ě 2. Given N P N˚, we set
BN “ U1 XBCkpT2qp0, Nq.
Fix E ą 0 (large). It is not difficult to prove that there exists τpN,Eq ą 0 such that for each
U P BN , any nontrivial periodic solution of CU with energy in rMax U,Es has a (minimal)
period larger than τpN,Eq. Obviously τpN,Eq tends to 0 when pN,Eq Ñ 8.
We introduce the map χ : BN Ñ Ck´1pX,Y q defined by
χUpz, tq “
´
z,ΦCUt pzq, CU pzq ´Max U
¯
(where χU stands for χpUq). Finally, we set
∆ “
!
pz, z, eq | z PM, e P sα, βr
)
where 0 ă α ă β are two fixed parameters. Therefore the preimage χUp∆q is the set of
pz, tq such that z is t–periodic (note that t need not be the minimal period of z) with energy
CU pzq ´Max U P sα, βr.
One easily checks that if χU&pz,tq∆, then z is nondegenerate t–periodic, in the sense that
the Poincare´ return map relatively to a transverse section inside the energy level of z does not
admit 1 as an eigenvalue.
Now one deduces from Takens perturbability theorem (see [Tak83]) that there exists an open
dense subset ON pα, βq Ă BN such that ev χ “ ON ˆX Ñ Y is transverse to ∆. Indeed, since
there exists a minimal period τ for all the periodic orbits contained in χ´1U p∆q, it is enough to
ensure that the Poincare´ maps of all periodic points do not admit any root of unity of order
ď Tτ as an eigenvalue, which is an immediate consequence of Takens results.
Finally Abraham’s transversality theorem applies in our setting and yields the existence of
a residual subset
RN pα, βq Ă ON pα, βq (178)
such that for U P R :“ RN pα, βq, any periodic solution of CU contained in
C´1U psα `Max U, β `Max U rq
is nondegenerate. Since this is clearly an open property, the set R is in fact open and dense,
which will be used in our subsequent constructions. Now our claim is easily obtained by consid-
ering sequences αn Ñ 0, βn Ñ `8 and the corresponding intersections of subsets, and finally
considering the intersections over N .
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2. Conditions pD6q and pD7q are to be examined simultaneously. Here again we assume that
2 ď κ ă `8 is fixed.
Lemma 5.8. The set U6,7 of potentials U P U κ1 such that conditions pD6q and pD7q hold true
is residual in CκpT2q.
Proof. We will first prove that the set of potentials for which two periodic orbits of the same
length and the same energy satisfy Condition pD7q is generic, and then that there generically
exist at most two orbits with the same length at the same energy, from which Condition pD6q
will follow.
‚ Here we use the same techniques as above as start with the open subset RN pα, βq defined
in (178). We fix a parameter τmax ą 0 and introduce the set
Dpτmq “
!
pz1, z2q PM2 | z2 R ΦCU
`r0, τms, z1˘).
So Dpτmq is clearly open and when z1 and z2 are periodic points with period ď τm, their orbits
are disjoint. Now we set
X “ Dpτmq ˆ r0, τms2 ˆ pR`q2, Y “M2 ˆM2 ˆ Rˆ R.
Given z P M such that CU pzq ą Max U and t P R`, we denote by LU pz, tq the length of the
projection
π
`
ΦCU pr0, ts, z˘
relatively to the Jacobi-Maupertuis metric at energy CU pzq. We also denote by ΨCU the gradient
flow of CU relatively to the Euclidean metric on M . We can now introduce the map
χ : RN pα, βq Ñ Ck´1pX,Y q
such that for pz1, z2, t1, t2, s1, s2q P X,
χU pz1, z2, t1, t2, s1, s2q “´
ΨCUs1 pz1q,ΦCUt1 pz1q,ΨCUs2 pz2q,ΦCUt2 pz2q, CU pz1q ´CU pz2q, LU pz1, t1q ´ LU pz2, t2q.
¯
We finally set
∆ “
!
pz1, z1, z2, z2, 0, 0, q | z1 PM, z2 PM
)
.
Using the fact that the gradient vector field does not vanish on CU ą Max U , one easily checks
that the preimage χ´1U p∆q is the set of points x “ pz1, z2, t1, t2, s1, s2q P X such that
• pz1, z2q P Dpτmq, z1 is t1–periodic and z2 is t2–periodic,
• s1 “ s2 “ 0,
• CU pz1q “ CU pz2q and LU pz1q “ LUpz2q.
Note that χ´1U p∆q is invariant under the diagonal action of ΦCU on the first two factors. As a
consequence,
dim
´
TxχU pXq X TχU pxq∆
¯
ě 2.
Now
dimX “ 2 dimM ` 4 “ codim∆` 2.
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Note also that by construction of RN pα, βq, the points zi are nondegenerate. Therefore they
can be continued in one-parameter families pzipeqq of periodic points when the energy varies (in
an essentially unique way) for e in a neighborhood of e0 “ CU pz1q “ CU pz2q. Assume that
dLU pz1peqq
de |e“e0
“ dLU pz2peqq
de |e“e0
,
then clearly
dim
´
TxχU pTxXq X TχU pxq∆
¯
ě 3
and χU cannot be transverse to ∆ at x. This proves that if χU&x∆, then the lengths of the
corresponding periodic orbits have a transverse crossing at the energy e0.
Therefore, to prove that Condition pD7q is generic, one only has to prove that χU is generically
transverse to ∆, for which we will use Abraham’s theorem. We are therefore reduced to prove
the transversality of the map χ with ∆. We will use the decomposition
TχU pzqY “ Tpz1,z1qM2 ˆ Tpz2,z2qM2 ˆ RˆR.
Since the points zi are nondegenerate, and for the same reason as above, for a fixed U P RN pα, βq
the projection of the image TxχU pTxXq on the factor Tpz1,z1qM2 ˆ Tpz2,z2qM2 is transverse to
the space Tpz1,z1q∆M ˆ Tpz2,z2q∆M , where ∆M “ tpz, zq | z PMu. It only remains to prove that
varying U enables one to control independently the last two terms in the decomposition.
Using standard straightening theorems, one sees that given a point w ‰ z1 on the orbit of
z1 under Φ
CU , one can add an arbitrarily small C8 bump function (with controlled support
around w) η, chosen so that z1 is still a tη–periodic for CU`η, with the same energy, and such
that LU`ηpz1, tηq ą LU pz1, t1q. This way one easily proves that the image TxχU pTxXq contains
vectors of the form p0, 0, 0, 0, 0, 1q, according to the previous decomposition.
Now the same ideas applied with bump functions η centered at the point z enables one to
vary the energy of the point z1 alone, so that the image TxχU pTxXq also contains vectors of the
form p0, 0, 0, 0, 1, uq. This proves that χ is transverse to ∆.
Applying Abraham’s theorem now proves that the set of potentials U P RN pα, βq such that
pD7q holds true is residual, which concludes the first part of the proof.
‚ As for Condition pD6q, we now introduce the open subset
Dpτm, Uq “
!
pz1, z2, z3q PM3 | zi R ΦCU pr0, τms, zjq, i ‰ j
)
and the manifolds
X “ Dpτmq ˆ r0, τms3 ˆ pR`q3, Y “M2 ˆM2 ˆM2 ˆR3 ˆ R3,
together with the map χ : RN pα, βq Ñ CκpX,Y q defined by
χU ppzi, ziq, ti, siq “
´`
ΨCU pziq,ΦCU pziq
˘
,
`
CU pziq
˘
,
`
LU pzi, tiq
˘¯
, i P t1, 2, 3u.
Exactly as above, one proves that χ is transverse to the submanifold
∆ “
!`pzi, ziq, pe, e, eq, pℓ, ℓ, ℓq˘ | i P t1, 2, 3u, e P R, ℓ P R).
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Again,
dimX “ 3 dimM ` 6 “ codim∆` 2
but now, if x P χ´1U p∆q
dim
´
TxχU pTxXq X TχU pxq∆
¯
ě 3.
Therefore if χU&x∆, then χU pxq R ∆. Therefore if χU&∆, then there exist at most two periodic
orbits with the same length on the same energy level. Since χ is transverse to ∆, this property
is residual for the potentials in RN pα, βq. Finally, the transverse crossing condition pD7q proves
that Condition pD6q holds over a residual subset in RN pα, βq, so also in CκpT2q by countable
intersection.
3. One cannot directly apply Oliveira’s work to get the Kupka-Smale theorem in the complete
phase space, due to the presence of homoclinic tangencies. Nevertheless it is enough to obtain
the transversality of heteroclinic intersections beetwen annuli at bifurcation points and suitable
coverings of the various annuli.
Lemma 5.9. The set U8 of U P U6,7 such that two distinct minimizing orbits in the same energy
level of CU admit transverse heteroclinic connections is residual in C
8pT2q. Morever, each
annulus admits a covering by subannuli for which there exist a continuous family of transverse
homoclinic orbits attached to each periodic orbit.
Proof. This is an immediate consequence of Oliveira’s work [Oli08] by slightly perturbing the
homoclinic tangencies in order to create new homoclinic orbits in a neighborhood, with transverse
homoclinic intersections.
5.4 End of proof of the Theorem II
We now have to glue the previous result together, taking into account that the required regularity
for the nearly critical energies is κ “ `8.
1. Existence of the singular annulus. Given a potential U in U4 Ă C8pT2q, one can apply
the results of Section 4 to the associated classical system CU . In particular, Proposition 5.4
proves the existence of a singular A‚ annulus defined over s ´ e0, e˚r, with e P s ´ e0, e˚r, which
realizes some suitable homology classes. This is a C1 normally hyperbolic manifold, to which
the usual persistence results under C1 perturbations apply. Therefore, given a small δ ą 0, for V
close enough to U in the Cκ topology with κ ě 2, the system CV also admits a singular annulus
A
‚
V defined over s ´ e0 ` δ, e˚ ´ δr and realizing the same homology classes as A‚. Moreover, for
each c P H1pT2,Zq, CV also admits an annulus ABCpcq, as constructed in Lemma 4.4.
2. Chains and heteroclinic connections with the singular annulus. Fix now c P
H1pT2,Zq. Consider a potential U0 P CκpT2q, with κ ě κ0, and fix c P H1pT2,Zq. Given ε ą 0,
there exists U P U4 with }U ´ U0}CκpT2q ă ε such that CU admits a singular annulus as above.
Moreover, given a small δ ą 0, there exists a small neighborhood O of U in the Cκ topology
such that for V P O, in addition to the singular annulus described above, the system CV admits
a chain A1, . . . ,Am of annuli, defined over I1 “se ` δ, e˚s, . . . , Im “ re8,`8r and realizing c,
such that A1 admits transverse heteroclinic connections with A
‚. The annuli moreover satisfy
the transverse homoclinic property as well as the twist property.
From this, one easily deduce that, given N ě N0 and c P H1pT2,Zq, the subset of CκpT2q
of all potentials for which there exists a chain A1, . . . ,Am of annuli, defined over I1 “se `
1{N, e˚s, . . . , Im “ re8,`8r, with a heteroclinic connection between A1pUq and A‚pUq, is dense
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in CκpT2q. Again, easy persistence results for hyperbolic orbits together with our construction
of the high-energy annulus prove that this set is open in CκpT2q. Therefore the set of potentials
for which exists a chain realizing c is residual in CκpT2q and our claim follows by countable
intersection over c.
The same type of arguments also prove the existence of connections between annuli A1pcq
and A1pσc1q.
The estimates of 4) in Theorem II are straightforward computations, using the fact that a
classical system at high energy is a perturbation of a flat metric on T2.
Finally, the existence of a chain being an open property, the set of U for which the conclusions
of Theorem II hold is open and dense.
A Normal hyperbolicity and symplectic geometry
We refer to [Ber10a, BB13, Cha04, Cha08, HPS77] for the references on normal hyperbolicity, see
also [Yan] for a setting close to ours, in the spirit of Fenichel’s approach. Here we limit ourselves
to a very simple class of systems which admit a normally hyperbolic invariant (non compact)
submanifold, which serves us as a model from which all other definitions and properties will be
deduced.
1. The following statement is a simple version of the persistence theorem for normally hyperbolic
manifolds well-adapted to our setting, whose germ can be found in [Ber10b] and whose proof
can be deduced from the previous references.
The normally hyperbolic persistence theorem. Fix m ě 1 and consider a vector field on
R
m`2 of the form V “ V0 `F , with V0 and F of class C1 and reads
9x “ Xpx, u, sq, 9u “ λupxqu, 9s “ ´λspxq s, (179)
for px, u, sq P Rm`2. Assume moreover that there exists λ ą 0 such that the inequalities
λupxq ě λ, and λspxq ě λ, x P Rm. (180)
hold. Fix a constant µ ą 0. Then there exists a constant δ˚ ą 0 such that if
}BxX}C0pRm`2q ď δ˚, }F }C1pRm`2q ď δ˚, (181)
the following assertions hold.
• The maximal invariant set for V contained in O “  px, u, sq P Rm`2 | }pu, sq} ď µ( is an
m-dimensional manifold ApV q which admits the graph representation:
ApV q “  `x, u “ Upxq, s “ Spxq˘ | x P Rm(,
where U and S are C1 maps Rm Ñ R such that
}pU,Sq}C0pRmq ď
2
λ
}F }C0 . (182)
• The maximal positively invariant set for V contained in O is an pm ` 1q-dimensional
manifold W`
`
ApV q˘ which admits the graph representation:
W`
`
ApV q˘ “  `x, u “ U`px, sq, s˘ | x P Rm s P r´µ, µs(,
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where U` is a C1 map Rm ˆ r´1, 1s Ñ R such that
}U`}C0pRmq ď c` }F }C0 . (183)
for a suitable c` ą 0. Moreover, there exists C ą 0 such that for w P W`
`
ApV q˘,
dist
`
Φtpwq,ApV q˘ ď C expp´λtq, t ě 0. (184)
• The maximal negatively invariant set for V contained in O is an pm ` 1q-dimensional
manifold W´
`
ApV q˘ which admits the graph representation:
W´
`
ApV q˘ “  `x, u, s “ S´px, uq˘ | x P Rm, u P r´µ, µs(,
where S´ is a C1 map Rm ˆ r´1, 1s Ñ R such that
}S´}C0pRmq ď c´ }F }C0 . (185)
for a suitable c´ ą 0. Moreover, there exists C ą 0 such that for w P W´
`
ApV q˘,
dist
`
Φtpwq,ApV q˘ ď C exppλtq, t ď 0. (186)
• The manifolds W˘
`
ApV q˘ admit C0 foliations `W˘pxq˘
xPApV q such that for w PW˘pxq
dist
`
Φtpwq,Φtpxq˘ ď C expp˘λtq, t ě 0. (187)
• If moreover V0 and F are of class C
p, p ě 1, and if in addition of the previous conditions
the domination inequality, the condition
p }BxX}C0pRmq ď λ (188)
holds, then the functions U , S, U`, S´ are of class Cp and
}pU,Sq}CppRmq ď Cp}F }CppRm`2q. (189)
for a suitable constant Cp ą 0.
• Assume moreover that the vector fields V0,V are R-periodic in x, where R is a lattice
in Rm. Then their flows and the manifolds ApV q and W˘`ApV q˘ pass to the quotient
pRm{Rq ˆ R2 Assume that the time-one map of V0 on Rm{R ˆ t0u is C0 bounded by a
constant M . Then, with the previous assumptions, the constant Cp depends only on p, λ
and M .
The last statement will be applied in the case where m “ 2ℓ and R “ cZℓ ˆ t0u, where c is
a positive constant, so that the quotient R2ℓ{R is diffeomorphic to the annulus Aℓ.
2. The following result describes the symplectic geometry of our system in the case where V
is a Hamiltonian vector field. We keep the notation of the previous theorem.
The symplectic normally hyperbolic persistence theorem. Endow R2m`2 with a sym-
plectic form Ω such that there exists a constant C ą 0 such that for all z P O
|Ωpv,wq| ď C}v}}w}, @v,w P TzM. (190)
Let H0 be a C
2 Hamiltonian on R2m`2 whose Hamiltonian vector field V0 satisfies (179) with
conditions (180), and consider a Hamiltonian H “ H0 ` P. Then there exists a constant
δ˚ ą 0 such that if
}BxX}C0pRm`2q ď δ˚, }P}C2pRm`2q ď δ˚, (191)
the following properties hold.
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• The manifold ApV q is Ω-symplectic.
• The manifolds W˘
`
ApV q˘ are coisotropic and the center-stable and center-unstable folia-
tions
`
W˘pxq˘
xPApV q coincide with the characteristic foliations of W
˘`ApV q˘.
• If H is Cp`1 and condition (188) is satisfied, then W˘
`
ApV q˘ are of class Cp and the
foliations
`
W˘pxq˘
xPApV q are of class C
p´1.
• There exists a neighborhood O of ApV q and a symplectic straightening symplectic diffeo-
morphism Ψ : O Ñ O such that
Ψ
`
ApV q˘ “ Aℓ ˆ tp0, 0qu;
Ψ
`
W´
`
ApV q˘˘ Ă Aℓ ˆ `Rˆ t0u˘, Ψ`W´`ApV q˘˘ Ă Aℓ ˆ `t0u ˆ R˘;
Ψ
`
W´pxq˘ Ă tΨpxqu ˆ `Rˆ t0u˘, Ψ`W`pxq˘ Ă tΨpxqu ˆ `t0u ˆ R˘. (192)
Proof. Let f be the time-one flow of V . By the domination condition, one can assume δ˚ small
enough so that there exist two positive constants χ and µ verifiying χµ ă 1, such that
@z PW``ApV q˘XO, @v P TzW``ApV q˘, }Tzfpvq} ď µ}v},
@v P TzW`pΠ`pzqq, }Tzfpvq} ď χ}v},
(193)
@z PW´`ApV q˘XO, @v P TzW´`ApV q˘, }Tzf´1pvq} ď µ}v},
@v P TzW´pΠ´pzqq, }Tzf´1pvq} ď χ}v}.
(194)
Fix z P W``ApV q˘ X O. Then if v P Tz`W``ApV q˘˘ and w P Tz`W`pΠ`pzqq˘, since f is
symplectic
|Ωpv,wq| “ ˇˇΩ`Tzfmpvq, Tzfmpwq˘ˇˇ ď C}Tzfmpvq} }Tzfmpwq} ď C pχµqm}v} }w}
for m P O, so passing to the limit shows that Ωpv,wq “ 0. Therefore
Tz
`
W`pΠ`pzq, fq˘ Ă `TzpW``ApV q˘q˘KΩ . (195)
This proves in particular that the manifolds W`pxq, x P V , are isotropic. One obviously gets a
similar result for W´pxq.
– Let n0 be the dimension of V , so that by normal hyperbolicity 2n “ n0 ` n` ` n´ and
dimW˘
`
ApV q˘ “ n0 ` n˘. Since Ω is nondegenerate:
dim
`
TzpW`
`
ApV q˘q˘KΩ “ 2n´ pn0 ` n`q “ n´,
and by (195) n` ď n´. By symmetry one gets the equality n` “ n´.
– Moreover, this equality proves that
Tz
`
W`pΠ`pzq, fq˘ Ă `TzpW``ApV q˘q˘KΩ ,
and W`
`
ApV q˘ is coisotropic. This also proves that its characteristic foliation is the family
pW`pxqqxPApV q. The analogous statements for the unstable manifolds are obvious.
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– The manifold ApV q is therefore the quotient of the manifolds W˘`ApV q˘ by its charac-
teristic foliation, this immediately implies that the projections Π˘ are symplectic sumbmersion,
that is
pΠ˘q˚Ω|ApV q “ Ω|W˘`ApV q˘.
– Finally, the manifold ApV q is the intersection of the two coisotropic manifoldsW˘`ApV q˘,
and at each point x P ApV q
pTxApV qqKΩ “
`
TxpW`
`
ApV q˘q˘KΩ ` `TxpW´`ApV q˘q˘KΩ “ E`x `E´x
so by definition pTxApV qqKΩ X TxApV q “ t0u and ApV q is symplectic.
– The last statement is a direct consequence of the symplectic tubular neighborhood theorem
and the Moser isotopy argument (see [LM] for more details).
B Global normal forms along arcs of simple resonances
We consider perturbed systems of the form Hεpθ, rq “ hprq ` εfpθ, rq, where h is a Cκ Tonelli
Hamiltonian on R3 and f an element of the unit ball Bκ of CκpA3q. We fix a simple resonance
Γ at energy e ą Min h for h and assume the coordinates pθ, rq to be adapted to Γ, that is,
Γ “ tr P h´1peq | ω3prq “ 0u. Relatively to these new coordinates, }f}Cκ ď M . We split the
variables x “ px1, x2, x3q into the fast part px “ px1, x2q and the slow part x “ x3.
B.1 The global normal form
Given a subset Γρ of Γ, for ρ ą 0, we introduce the tubular neighborhood
WρpΓρq “ T3 ˆ tr P R3 | dist pr,Γρq ă ρu. (196)
Recall that we say that a connected subset of Γ is an interval. Given a control parameter δ ą 0,
we denote by Dpδq the set of δ-strong double resonance points of Γ, introduced in Definition 4.
Proposition B.1. Fix an integer p P t2, . . . , κ ´ 4u and a control parameter δ ą 0. Fix two
consecutive points r1 and r2 in Dpδq, fix ρ ăă dist Γpr1, r2q and set
Γρ :“ rr˚, r˚˚sΓ Ă rr1, r2sΓ,
where r˚, r˚˚ are defined by the equalities
dist Γpr˚, r1q “ dist Γpr˚˚, r2q “ ρ.
Then there exists c P s0, 1r such that for 0 ă ε ă cρ4 there exists a symplectic analytic embedding
Φε : Wcρ Ñ Wρ which satisfies
Npθ, rq “ H ˝ Φεpθ, rq “ hprq ` εV pθ3, rq ` εW0pθ, rq ` εW1pθ, rq ` ε2W2pθ, rq, (197)
where
V pθ3, rq “
ż
T2
fpθ, rq dθ1dθ2, (198)
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and where the functions W0 P CppA3q, W1 P Cκ´1pWcρq, W2 P CκpWcρq satisfy
}W0}CppWcρq ď δ,
}W1}C2pWcρq ď c1 ρ´3
}W2}C2pWcρq ď c2 ρ´6,
(199)
for suitable constants c1, c2 ą 0. Moreover, there exists cΦ ą 0 such that, if Φε “ pΦθε,Φrεq,
}Φθε ´ Id}C0pWcρq ď cΦ ε ρ´2, }Φrε ´ Id}C0pWcρq ď cΦ ε ρ´1. (200)
The constants c, c1, c2, cΦ do not depend on ρ and ε.
B.2 Proof of Proposition B.1
Let p P t2, . . . , κ´ 4u and δ ą 0 be fixed, and let Kpδq be as in Lemma 2.1.
1. We begin with a geometric lemma which enables us to control the size of the small denomi-
nators which appear in the averaging process.
Lemma B.1. With the notation of Proposition B.1, given ρ ą 0, set
UρpΓ˚q “ tr P R3 | dist pr,Γρq ă ρu. (201)
Then there exist constants c0, C0 ą 0 such that for every r P Uc0ρpΓ˚q
MinpkPB˚`Kpδq˘
ˇˇˇpk ¨ pωprqˇˇˇ ě C0ρ, (202)
where B˚
`
Kpδq˘ “  pk P Z2zt0u | }k} ď Kpδq( and where Kpδq was defined in Lemma 2.1.
Proof. Choose pk1,pk2 P B˚
Z
`
Kpδq˘ with minimal norm such that pk1 ¨ pωpr1q “ 0 and pk2 ¨ pωpr2q “ 0.
As a consequence, if pk P Z2 satisfies pk ¨ pωpr1q “ 0 or pk ¨ pωpr2q “ 0, then pk P Z pk1 Y Z pk2.
The resonance surfaces ω´1
`ppk1, 0q˘ and ω´1`ppk2, 0q˘ are transverse to Γ at r1 and r2 respec-
tively (in R3). As a consequence, there exist constants c0, C0 ą 0 such that
@r P Uc0ρ,
ˇˇˇ
ωprq ¨ pk1 ˇˇˇ ě C0ρ, ˇˇˇωprq ¨ pk2 ˇˇˇ ě C0ρ. (203)
Hence the previous inequalities also hold for the vectors pk P Z pk1 Y Z pk2. Now ifpk P B˚`Kpδq˘zpZ pk1 Y Z pk2q,
pωprq ¨ pk ‰ 0 for r P rr1, r2sΓ. As a consequence, reducing c0 and C0 if necessary, (202) holds
true.
2. Averaging and proof of Proposition B.1. Recall that
fpθ, rq “
ÿ
pkPZ2
φpkpθ3, rqe2iπ pk¨pθ with φpkpθ3, rq “ ÿ
k3PZ
rf sppk,k3qprqe2iπ k3¨θ3 (204)
and
fąKpθ, rq “
ÿ
pkPZ2,}pk}ąK
φpkpθ3, rq e2iπ k3¨θ3 . (205)
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We use the classical Lie transform method to produce a diffeomorphism which cancels the
harmonics φpk for 1 ď }pk} ď K :“ Kpδq.
‚ We first solve the homological equation
pωprq ¨ BpθSpθ, rq “ fpθ, rq ´ φ0pθ3, rq ´ fąKpθ, rq. (206)
Up to constants, the solution of (206) reads
Spθ, rq “
ÿ
pkPZ2zt0u,}pk}ďK
φpkpθ3, rq
2iπ pk ¨ pωprqe2iπ pk¨pθ. (207)
By Lemma B.1, it is therefore well-defined an analytic in the domain Wc0ρ, provided that c0 ą 0
is small enough. Moreover, by direct computation for i, j in N3 and 0 ď |i| , |j| ď ℓ :
}BiθBjrS}C0pWcρq ď cpℓqρ´p1`|j|q (208)
for a constant cpℓq ą 0.
‚We now consider the time-one diffeomorphism Φε :“ ΦεS of the Hamiltonian flow generated
by the function εS, defined on the set Wcρ with c ă c0. The Taylor expansion at order 2 of the
transformed Hamiltonian Hε reads
Hε ˝ΦεSpθ, rq “ Hpθ, rq ` εtH,Supθ, rq ` ε2
ż
1
0
p1´ σq tH,Su, S(`Φσ εSpθ, rq˘ dσ, (209)
with Poisson bracket tu, vu “ BθuBrv ´ BruBθv. The new Hamiltonian reads
H ˝ ΦεSpθ, rq “ hprq ` εV pθ3, rq ` εW0pθ, rq ` εW1pθ, rq ` ε2W2pθ, rq,
where
V pθ3, rq “ φ0pθ3, rq “
ż
T2
fpθ, rq dθ1dθ2,
W0pθ, rq “ fąKpθ, rq,
W1pθ, rq “ ω3prqBθ3Spθ, rq,
W2pθ, rq “ tf, Supθ, rq `
ż
1
0
p1´ σq tH,Su, S(`Φσ εSpθ, rq˘ dσ,
(210)
which proves (197), together with the estimate on W0 in (199) by Lemma 2.1.
‚ It remains to estimate the size of the various functions. To prove (200), we use the same
method as in [Bou10], based on ([DH09], Lemma 3.15). We introduce the weighted norm on
R
3 ˆ R3 “ Tpθ,rqA3:
|puθ, urq| “ Max
`
ρ}uθ}, }ur}
˘
for which, by (208): ˇˇ
XεS
ˇˇ
C0pWc0ρq
ď cp1qε.
Therefore, provided that ερ´1 is small enough to ensure that ΦεSpWcρq Ă Wc0ρ, there exists
cΦ ą 0 such that
}Φθε ´ Id}C0pWcρq ď cΦ ε ρ´2, }Φrε ´ Id}C0pWcρq ď cΦ ε ρ´1,
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which proves (200). Finally, for the same reason and provided that ερ´4 is small enough
}Φσ εS}C2pWcρq ď }Id}C2pWcρq ` }Φσ εS ´ Id}C2pWcρq ď 2,
Note also that
}tf, Su}C2pWρq ď c˚ ρ´4, }
 tH,Su, S(}C2pWρq ď c˚˚ ρ´6.
for some c˚, c˚˚ ą 0. Therefore, using the Faa di Bruno formula as in [Bou10] to estimate the
second term of W2, one immediately gets the last estimate in (199).
C Normal forms over ε–dependent domains
As usual Tn “ Rn{Zn and An “ T ˚Tn. In this section we will exceptionally work with Hamil-
tonian systems on An, n ě 2, since our result is in fact easier to state in its full generality.
Moreover, we will no longer assume any convexity or superlinearity condition for the unper-
turbed part h. We will construct normal forms for perturbed Hamiltonians Hε “ h ` εf of
class Cκ on An, in ε–dependent neighborhoods of partially resonant and partially Diophantine
actions.
C.1 Setting and main result
For 2 ď p ď 8, the Lp norm on Rn or Cn will be denoted by } ¨ }p, while we will write | ¨ | when
p “ 1.
1. Given τ ą 0 and a submodule M of Zn of rank m ě 0, we say that a vector ω P Zn is
M–resonant and τ–Diophantine if ωK X Zn “M and for any submodule M1 of Zn such that
M‘M1 “ Zn, there exists a constant γ ą 0 (depending on M1) such that
@k PM1zt0u, |ω ¨ k| ě γ|k|τ . (211)
Clearly, (211) is satisfied for any complementary submodule M1 if and only if it is satisfied
for a single one. We say that ω is m–resonant and τ–Diophantine when there exists a rank m
submodule M such that ω is M–resonant and τ–Diophantine. The set of m–resonant and τ–
Diophantine vectors has full measure as soon as τ ą n´m´1 (and is residual when τ “ n´m´1).
Whenm “ 0 one recovers the usual Diophantine case, and we will assumem ě 1 in the following.
The case m “ n´1 is particular since (211) is trivially satisfied for any nonzero pn´1q–resonant
vector (for a suitable γ) as soon as τ ě 0. In the following we will not make an explicit distinction
between the case m “ n ´ 1 and the case 1 ď m ď n ´ 2, even thought the proofs are slightly
different.
2. Recall that given a submoduleM of Zn of rank m, there exists a Z–basis of Zn whose last
m vectors form a Z–basis of M. Given the matrix P in GlnpZq whose ith-column is formed by
the components of the ith-vector of this basis, one defines a symplectic linear coordinate change
in An by setting
θ “ tP´1rθ rmod Zns, r “ P r. (212)
3. Let h be an integrable Hamiltonian on Rn fix r0 such that
`p∇hqpr0q˘K X Zn “ M. The
change (212) transforms h into a new Hamiltonian rh such that the last m coordinates of the
frequency vector ∇rhpr0q vanish, while the first n ´m ones are nonresonant. Such coordinates
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prθ, rq will be said adapted to r0. We say that r0 is m–resonant and τ–Diophantine for h when its
associated frequency vector ∇hpr0q is. One easily checks that this is the case if and only if there
exists adapted coordinates of the form (212), relatively to which the frequency vector satisfies
ppω, 0q P Rn´m ˆ Rm
where the vector pω is τ–Diophantine in the usual sense. Once such adapted coordinates are
chosen, we accordingly split all variables x into ppx, xq, where px stands for the first n ´ m
components of x and x stands for the last m ones.
4. We can now state our result. We fix n ě 3 and 1 ď m ď n ´ 1. We define the Cp norm of
a function on a fixed domain as the upper bound of the partial derivatives of order ď k on the
domain.
Proposition C.1. Consider an unperturbed Hamiltonian h of class Cκ on Rn, fix a perturbation
f in the unit ball of CκpAnq and set as usual Hε “ h ` εf . Fix two integers p, ℓ ě 2 and two
constants d ą 0 and δ ă 1 with 1´ δ ą d. Fix an m–resonant and τ–Diophantine action r0 for
h and assume the coordinates pθ, rq to be adapted to r0. Set
rf spθ, rq “
ż
Tn´m
f
`ppθ, θq, r˘ dpθ.
Then, if κ is large enough, there is an ε0 ą 0 such that for 0 ă ε ă ε0, there exists an analytic
symplectic embedding
Φε : T
n ˆBpr0, εdq Ñ Tn ˆBpr0, 2εdq
such that
Hε ˝Φεpθ, rq “ hprq ` gεpθ, rq `Rεpθ, rq,
where gε and Rε are C
p functions such that
}gε ´ εrf s}
Cp
`
Tn´mˆBpr0,εdq
˘ ď ε2´δ, }Rε}
Cp
`
TnˆBpr0,εdq
˘ ď εℓ. (213)
Moreover, Φε is close to the identity, in the sense that
}Φε ´ Id}
Cp
`
TnˆBpr0,εdq
˘ ď ε1´δ. (214)
C.2 Proof of Proposition C.1
Proposition C.1 will be an easy consequence of the resonant normal forms for analytic systems
derived in [Po¨s93], together with classical analytic smoothing results for which we refer for
instance to [Zeh76]. Another and more direct technique was introduced in [Bou10] to prove
Nekoroshev-type results in the finitely differentiable case. For the sake of simplicity we adopt
here the convention of [Po¨s93] and set Tn “ Rn{p2πZnq, one immediately recovers our usual
setting by a linear change of variables which will not affect the estimates in Proposition C.1.
C.2.1 Po¨schel’s normal form
1. Given a subset D Ă Rn, for any function u : Tn ˆ D Ñ C such that up¨, rq P L1pTnq for
r P D, we write
ruskprq “
ż
Tn
upθ, rqeik¨θ dθ
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for the Fourier coefficient of order k P Zn.
2. Given σ ą 0, ρ ą 0, we set
UσT
n “ tθ P Cn | |Im θ| ă σu, VρD “ tr P Cn | dist pr,Dq ă ρu,
where dist is the metric associated with } ¨ }2. As in [Po¨s93], for u analytic in Uσ1TnˆVρD with
σ1 ą σ, with Fourier expansion
upθ, rq “
ÿ
kPZn
ruskprq eik¨θ
we set
}u}D,σ,ρ “ Sup
rPVρD
ÿ
kPZn
|ukprq| e|k|σ ă `8.
One easily gets the following inequalities
}u}C0pUσTnˆVρDq ď }u}D,σ,ρ ď pcothnaq}u}C0pUσ`aTnˆVρDq, (215)
for 0 ă a ă σ1 ´ σ.
3. In this section we consider a nearly integrable Hamiltonian of the form
Hεpθ, rq “ hprq ` fεpθ, rq
where h and fε are analytic on the complex domain Uσ0T
n ˆ Vρ0P , where σ0 ą 0, ρ0 ą 0 are
fixed and where P is some domain in Rn. We denote by ̟ the frequency map associated with
h.
4. Let α be a (small) constant and K be a (large) constant, which will eventually depend on
the parameter ε. Fix a submoduleM of rank m of Zn. Following [Neh79], we say that a domain
D˚ in the frequency space Rn is pα,Kq–nonresonant modulo M when for all ω P D˚,
|ω ¨ k| ě α for all k P ZnzM such that |k| ď K.
We then say that a domain D in the action space is pα,Kq–nonresonant modulo M for the
unperturbed Hamiltonian h when ̟pDq is.
5. We assume now thatM “ t0uˆZm and we use the corresponding decomposition x “ ppx, xq
for the variables. The main ingredient of our proof is the following result by Po¨schel.
Theorem [Po¨s93]. Let D Ă P be a domain which is pα,Kq–nonresonant modulo M for h. Let
µpεq :“ }fε}D,σ0,ρ0 .
Let
Z0pθ, rq “
ÿ
kPZm,}k}ďK
rfεsp0,kqprq e2iπk¨θ.
Then there are positive constants c, c1, c2 depending only on the C2 norm of h such that for any
triple pµ, σ, ρq which satisfies
0 ď µ ď c α
K
ρ, ρ ď Min `c1 α
K
, ρ0
˘
,
6
K
ď σ ď σ0, (216)
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then, when µpεq ď µ, there exists a symplectic embedding
Φε : Uρ˚T
n ˆ Vσ˚D Ñ UρTn ˆ VσD,
where ρ˚ “ ρ{2 and σ˚ “ σ{6 such that
Hε ˝Φεpθ, rq “ hprq ` Zεpθ, rq `Mεpθ, rq
where
}Zε ´ Z0}D,σ˚,ρ˚ ď c2
K
αρ
µ2, }Mε}D,σ˚,ρ˚ ď e´Kσ{6µ. (217)
Moreover, the θ–component Φθε and the r–component Φ
r
ε of Φε are close to the identity, in the
sense that
}Φθεpθ, rq ´ θ} ď c2
K
α
σ
ρ
µ, @pθ, rq P Uσ˚Tn ˆ Vρ˚D,
}Φrεpθ, rq ´ r} ď c2
K
α
µ, @pθ, rq P Uσ˚Tn ˆ Vρ˚D,
(218)
(here } ¨ } stands for an arbitrary norm over Cn and the first equality is to be understood on the
lift of Uσ˚T
n).
C.2.2 Proof of Proposition C.1
We keep the notation of Proposition C.1, in particular h is a Cκ Hamiltonian on Rn, and we
assume κ ě 2, so that the frequency map ω “ ∇h is at least C1.
6. The proof will rely on the following easy result.
Lemma C.1. Consider an m–resonant and τ–Diophantine action r0 for h and assume the
coordinates pθ, rq to be adapted to r0. Therefore ωpr0q “ ppω, 0q with pω P Rn´m such that
• pω ‰ 0 in the case m “ n´ 1,
•
ˇˇˇpk ¨ pω ˇˇˇ ě γˇˇˇpk ˇˇˇτ , @pk P Zn´mzt0u for some γ ą 0 when 1 ď m ď n´ 2.
Let M :“ t0u ˆ Zm. Then the following properties hold true.
• If m “ n ´ 1, let α “ |pω| {2. Then there is a constant λ ą 0 such that for K ą 0 large
enough, the ball Bpr0, λ{Kq is pα,Kq nonresonant modulo M.
• If 1 ď m ď n´ 2, let ν ą 1` τ . Then, for K large enough, the ball Bpr0,K´νq is pα,Kq
nonresonant modulo M, with
α “ γ
2
K´τ .
Proof. Assume first that m “ n ´ 1. Then there is a λ ą 0 such that for K large enough,
}ωprq ´ ωpr0q}8 ď α{K when }r ´ r0} ď λ{K and the result easily follows from the inequality
|ωprq ¨ k| “ ˇˇωpr0q ¨ k ` `ωprq ´ ωpr0q˘ ¨ kˇˇ ě ˇˇˇpω pk ˇˇˇ´K α
K
ě 2α´ α “ α,
if }r ´ r0} ď λ{K, k “ ppk, kq RM (and so ˇˇˇpk ˇˇˇ ě 1) and |k| ď K.
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Assume now that 1 ď m ď n ´ 2 and observe that for k “ ppk, kq R M with |k| ď K, thenpk ‰ 0 and ˇˇˇpk ˇˇˇ ď K, so that ˇˇ
ωpr0q ¨ kˇˇ “ ˇˇˇpω ¨ pk ˇˇˇ ě γ
Kτ
.
Moreover, there exists C ą 0 such that for K large enough, }ωprq ´ ωpr0q}8 ď CK´ν when
}r ´ r0} ď K´ν. Therefore, if k RM and }r ´ r0} ď K´ν
|ωprq ¨ k| “ ˇˇωpr0q ¨ k ` `ωprq ´ ωpr0q˘ ¨ kˇˇ ě γ
Kτ
´C K´νK
and the result easily follows since ν ´ 1 ą τ .
7. Let us now recall the following analytic smoothing result.
Theorem [Zeh76]. Let κ be a fixed nonnegative integer, let r0 P Rn and for R ą 0 set AR :“
T
nˆBnpr0, Rq. Fix R ą 0. Then there are constants s0 ą 0, c0 ą 0 such that for 0 ă s ă s0, for
any function f P CκpA2R,Rq, there exists a function ℓspfq, analytic in Bs “ UsTnˆVsBnpr0, Rq,
such that
`
ℓspfq
˘pARq Ă R and
}ℓspfq ´ f}CppARq ď c0 sκ´p}f}CκpARq, 0 ď p ď κ; (219)
|ℓspfq|C0pBsq ď c0 }f}CκpARq. (220)
Moreover, the map f ÞÑ ℓspfq is linear and ℓspfqpθ, rq is independent of θ when fpθ, rq is.
8. We are given an m–resonant and τ–Diophantine action r0 for h. We will apply Po¨schel’s
theorem to the analytic Hamiltonian
Hε “ ℓ2σpεqpHεq “ ℓ2σpεqphq ` εℓ2σpεqpfq “ hε ` fε,
where the smoothing operator ℓ is defined relatively to the domain A1 “ Tn ˆ Bnpr0, 1q, and
where σpεq Ñ 0 when ε Ñ 0 (see below the explicit form of σ). Note first that the setting
is slightly different from that of Po¨schel, since the unperturbed Hamiltonian hε depends on ε.
To control this dependence, we will chose κ so that by (219) the frequency vector ∇hε is close
enough to ∇h, which will allow us to use Lemma C.1 to obtain nonresonant domains for hε.
Moreover, which is crucial, the C2 norm of hε is bounded independently of ε thanks to (219), so
that Po¨schel’s theorem can be applied to Hε with uniform constants c, c
1, c2.
9. Our domain will have the following form:
U2σpεqTn ˆ V2σpεqBpr0, εdq
where the exponent d will be chosen below in order for Bpr0, εdq to be pαpεq,Kpεqq–nonresonant
modulo M for hε. The regularity κ will be chosen according to (219), in order to satisfy a
number of constraints.
10. The main point is that, by (215),
}fε}Bpr0,εdq,σpεq,σpεq ď ε pcothnσpεqq
ˇˇ
ℓ2σpεqpfq
ˇˇ
C0
`
U2σpεqT
nˆV2σpεqBpr0,εdq
˘ ,
so that, by (220), when ε is small enough
}fε}Bpr0,εdq,σpεq,σpεq ď 2c0 ε
`
σpεq˘´n (221)
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since }f}CκpA1q ď 1.
11. Forgetting first about the ε–dependence of the constants, let us describe our construction.
By Po¨schel’s theorem, there exists a symplectic embedding
Φε : Uρ˚T
n ˆ Vσ˚Bpr0, εdq Ñ UρTn ˆ VσBpr0, εdq,
such that
Hε ˝Φεpθ, rq “ hεprq ` Zεpθ, rq `Mεpθ, rq.
As a consequence, for pθ, rq P Tn ˆBpr0, εdq:
Hε ˝Φεpθ, rq “ Hε ˝Φεpθ, rq ` pHε ´Hεq ˝ Φεpθ, rq
“ hεprq ` Zεpθ, rq `
”
Mεpθ, rq ` pHε ´ Hεq ˝Φεpθ, rq
ı
“ hprq ` Zεpθ, rq `
”
Mεpθ, rq ` phε ´ hqprq ` pHε ´ Hεq ˝Φεpθ, rq
ı
.
To get our final result we will therefore set
gε “ Zε, Rεpθ, rq “Mεpθ, rq ` phε ´ hqprq ` pHε ´ Hεq ˝ Φεpθ, rq,
and estimate the Cp norms of these functions. This will be an easy consequence of the Cauchy
inequalities once the size of the domains are properly determined.
12. The case m “ n´ 1. To make explicit the dependence of the domains and constants with
respect to ε, let us fix three constants a, b, c which satisfy the following inequalities
0 ă a ă b ă c, b ă d 2na` b` pp` 1qc ă δ, (222)
and choose the regularity κ large enough so as to satisfy
κ ą Max
´
p` ℓ
a
, p` pn` pqb` 1
a
, 2p ` n` 2
b
¯
, (223)
where δ, d and p, ℓ were introduced in Proposition C.1.
‚ Let ωpr0q “ ppω, 0q. We first fix the width
σpεq “ εa
of the smoothing process. We will apply Po¨schel’s theorem to the Hamiltonian Hε “ hε ` fε on
the domain D :“ Bpr0, εdq, which is pα{2 “ |pω| {4,Kpεqq nonresonant modulo M for hε with
Kpεq “ ε´b,
for ε small enough. To see this, observe that by (219) applied to each component of ̟ε “ ∇hε
and ω “ ∇h:
}̟ε ´ ω}C0 ď c0
`
σpεq˘κ´1}h}CκpBpr0,1qq “ C0εpκ´1qa
for ε small enough. So, for r P Bpr0, εdq and |k| ď Kpεq, since b ă d, by Lemma C.1
|̟εprq ¨ k| ě |ωprq ¨ k| ´
ˇˇ`
̟εprq ´ ωprq
˘ ¨ kˇˇ ě α´ C0εpκ´1qa´b,
and the claim immediately follows for ε small enough, since pκ´ 1qa´ b ą 0 by (223).
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‚ With our choice of σpεq, equation (221) yields
µpεq :“ }fε}Bpr0,εdq,σpεq,σpεq ď 2c0 ε1´na
We finally set
ρpεq “ εc
so that we can apply Po¨schel’s theorem with ρ0 “ σpεq, σ0 “ σpεq and the triple
pµ, σ, ρq “ `µpεq, σpεq, ρpεq˘,
since the three constraints of equation (216) are satisfied for ε small enough, by equation (222).
‚ Then by (217) and the Cauchy inequalities, taking the inequality ρ ă σ into account, one
gets for a suitable C ą 0 and for ε small enough
}Zε ´ Z0}Cp ď c2 K
αρ
µ2
1
ρp
ď Cε2´2na´b´pp`1qc, (224)
}Mε}Cp ď e´Kσ{6 1
ρp
µ ď 1
2
εℓ, (225)
and
}Φθε ´ Id}Cp , }Φθε ´ Id}Cp ď c2
K
α
σ
ρ
1
ρp
µ ď Cε1´pn´1qa´b´pp`1qc. (226)
‚ The proof of (214) is now immediate from (226) and (222).
‚ To prove the second inequality of (213) note that on the one hand
}h´ hε}Cp ď c0 p2σqκ´p}h}Cκ , }Hε ´Hε}Cκ ď c0 p2σqκ´p}Hε}Cp ď c0 p2σqκ´p
`}h}Cκ ` 1˘
for ε small enough, which yields by the Faa-di-Bruno formula, for a suitable C ą 0
}ph´ hεq ` pHε ´ Hεq ˝Φε}Cp ď Cσκ´p ď εapκ´pq ď 1
2
εℓ,
by the first inequality of (223). The conclusion then readily follows from (225).
‚ Finally, to prove the first inequality of (213), note that
gε ´ εrf s “ pZε ´ Z0q ` pZ0 ´ εrf sq.
The first term is conveniently controlled by (224):
}Zε ´ Z0}Cp ď 1
2
ε2´δ , (227)
for ε small enough, thanks to (222). Moreover
Z0pθ, rq ´ εrf spθ, rq “ ∆1pθ, rq ´∆2pθ, rq
with
∆1pθ, rq “
ÿ
kPZm,|k|ďK
`rfεsp0,kqprq ´ εrf sp0,kqprq˘e2iπk¨θ
∆2pθ, rq
ÿ
kPZm,|k|ąK
εrf sp0,kqprqe2iπk¨θ.
92
Now,
}fε ´ εf}Cp ď c0 p2σqκ´p ε
since f has unit norm in CκpAnq. Therefore
}∆1}Cp ď CKn`p}fε ´ εf}Cp ď C 1ε1`pκ´pqa´pn`pqb.
Then, by usual integration by parts for Fourier coefficients, one gets:
}∆2}Cp ď CKp
ÿ
kPZn,|k|ąK
1
|k|κ´p ď
C 1
Kκ´2p´n
“ C 1 εbpκ´2p´nq.
From these two estimates one finally deduces the inequality
}Z0 ´ εrf s}Cp ď ε2´δ
from (227) and the last two inequalities of (223). Observe finally that Φε
`
T
n ˆ Bpr0, εdq˘ Ă
T
n ˆBpr0, 2εdq for ε small enough, thanks to (214) since d ă 1´ δ, which concludes the proof.
13. The case 1 ď m ď n ´ 2. The proof is very similar to the previous one, up to minor
changes for the definition of the nonresonant domain. With the notation of Lemma C.1, we now
require the following inequalities for our constants (chosing ν “ 1` 2τ):
0 ă a ă b ă c, p1` 2τbq ă d, 2na` p1` τqb` pp ` 1qc ă δ,
and we still assume that κ satisfies (223). The proof then exactly follows the same lines as
above.
D The invariant curve theorem
For the sake of completeness we reproduce here the statement and proofs from [LM]. Let J˚ be
an open interval of R. We consider a map Pε : Tˆ J˚ Ñ A of class C5, of the form
Pεpϕ, ρq “
`
ϕ` ε̟pρq `∆ϕε pϕ, ρq, ρ `∆ρεpϕ, ρq
˘
, (228)
with }̟}C5 ă `8, and we moreover assume
̟1pρq ě σ ą 0, }∆ϕε }C5 ď ε7, }∆ρε}C5 ď ε7. (229)
Proposition D.1. Let J Ă J˚ be a nonempty open interval. Then there exists ε0 ą 0, depending
only on the length of J , σ and }̟}C5 , such that for 0 ď ε ď ε0, the map Pε admits an essential
invariant circle contained in Tˆ J .
The proof will be based on the translated curve theorem of Herman (see VII.11.3 and
VII.11.11.A.1 in [Her83]), which we first recall in a form adapted to our setting. Given δ ą 0,
we set Aδ “ Tˆ r´δ, δs. A map F : Aδ Ñ A is said to satisfy the intersection property provided
that for each essential curve C Ă Aδ, F pC q X C ‰ ∅.
Theorem D.1 (Herman). Fix δ ą 0. Fix γ P R such that there exists Γ ą 0 satisfyingˇˇˇ
γ ´ m
n
ˇˇˇ
ą Γ
n2
, @n ě 1, @m P Z. (230)
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Assume moreover Γ ď 10 δ. Consider an embedding F : Aδ Ñ Tˆ R of the form
F pϕ, rq “ `ϕ` γ ` r, r ` ζpϕ, rq˘, (231)
with ζ P C4pAδq, which satisfies the intersection property and
Max
1ďi`jď4
}BirBjϕζ}C0pAδq ď Γ2.
Then there is a continuous map ψ : TÑ r´δ, δs and a diffeomorphism f P Diff1pTq with rotation
number γ such that F pϕ,ψpϕqq “ f`ϕ,ψpfpϕqq˘ and
}ψ}C0pTq ď Γ´1 Max
1ďi`jď4
}BirBjϕζ}C0pAδq.
A real number γ satisfying Condition (230) is said to be of constant type, with Markoff con-
stant Γ. Note that we do not require that Γ is the best possible constant. A more comprehensive
exposition of the previous theorem (with better constants) is presented in [LMS]. We will also
need the following result (see IV.3.5 in [Her83]).
Lemma D.1 (Herman). There exists a constant τ P s0, 1r such that for any 0 ă η ă 1{2, any
interval of R with length ě η contains infinitely many real numbers of constant type with Markoff
constant at least τη.
Proof of Proposition D.1. We will first conjugate Pε to a map of the form (231). We set
δεpϕ, ρq “ 1
ε
∆ρεpϕ, ρq, Φεpϕ, ρq “
`
ϕ,̟pρq ` δεpϕ, ρq
˘
, pϕ, ρq P Tˆ J.
Let α, ε ą 0 and ρ0 P J satisfy rρ0 ´ 2α, ρ0 ` 2αs Ă J and
ε6 ď σ{2. (232)
By (232), Φε properly embeds Tˆ J into A and, setting ̟0 “ ̟pρ0q:
Φ´1ε
`
Tˆ r̟0 ´ ασ{2,̟0 ` ασ{2s
˘ Ă Tˆ rρ0 ´ α, ρ0 ` αs. (233)
If moreover
ε7 ď α (234)
then the estimates on Pε and δε show that
Pε ˝Φ´1ε
`
Tˆ r̟0 ´ ασ{2,̟0 ` ασ{2s
˘ Ă Tˆ rρ0 ´ 2α, ρ0 ` 2αs Ă Tˆ J.
Therefore, assuming (232) and (234), the map ĂPε “ Φε ˝ Pε ˝ Φ´1ε is well defined over T ˆ
r̟0 ´ ασ{2,̟0 ` ασ{2s. We write
Rpϕ, ρq “ ̟pρq ` δεpϕ, ρq, pϕ, ρq P Tˆ J,
for the second component of Φε. By straightforward computation:ĂPε`ϕ,Rpϕ, ρq˘ “ `ϕ` εRpϕ, ρq, R1pϕ, ρq˘, (235)
where
R1pϕ, ρq “ ̟`ρ`∆ρεpϕ, ρq˘ ` δε`ϕ` εRpϕ, ρq, ρ `∆ρεpϕ, ρq˘. (236)
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Therefore, by (235) and (236), after expanding R1, the map ĂPε takes the form:ĂPεpϕ,Rq “ `ϕ` εR,R`∆Rε pϕ,Rq˘, pϕ,Rq P Tˆ r̟0 ´ ασ{2,̟0 ` ασ{2s, (237)
with
}∆Rε }C4 ď νε7 (238)
where the constant ν ą 0 depends only on σ and }̟}C5 . We finally fix
R0 P I :“ r̟0 ´ ασ{4,̟0 ` ασ{4s (239)
and set
γε “ εR0, φR0,εpϕ, rq “ pϕ,R0 ` 1εrq. (240)
The map
FR0,ε “ φ´1R0,ε ˝ ĂPε ˝ φR0,ε
is well defined over Aαεσ{4 and takes the required form
FR0,εpϕ, rq “
`
ϕ` γε ` r, r ` ζεpϕ, rq
˘
,
with ζεpϕ, rq “ ε∆Rε
`
ϕ,R0 ` 1εr
˘
. In particular
}ζε}C4 ď νε4.
We can now apply the translated curve theorem to FR0,ε restricted to a suitable subdomain
of Aαεσ{4. We assume that ε is small enough so that
εασ ă 1. (241)
Thus Lemma D.1 applied to the interval Iε “ εI (where I was introduced in (239)), with
η “ εασ{2, shows that there exists γε “ εR0 P Iε of constant type, with Markoff constant
Γε “ τεασ{2.
So R0 P I and the map Fε,R0 is well defined on Aαεσ{4. We will apply the translated curve
theorem to Fε,R0 on Aδε , with
δε “ τεασ{20 ă αεσ{4,
so that Γε “ 10 δε. Thus, assuming
νε4 ď 1
4
τ2α2σ2ε2, (242)
there exists a continuous map ψ : T Ñ r´δε, δεs whose graph C is an invariant essential circle
for Fε,R0 . Since C Ă Aαεσ{4
φR0,εpCq Ă Tˆ rR0 ´ ασ{4, R0 ` ασ{4s Ă Tˆ r̟0 ´ ασ{2,̟0 ` ασ{2s.
Therefore, by (233)
C “ Φ´1 ˝ φR0,εpCq Ă Tˆ rρ0 ´ α, ρ0 ` αs
is an essential invariant circle for Pε, contained in Tˆ J , which exists as soon as
0 ď ε ď ε0 :“ Min p 1ασ , τασ2?ν q.
This concludes the proof.
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E Proof of the existence of homoclinic orbits
For the sake of completeness, in this section we prove the following proposition.
Proposition E.1. Let C be of the form (10) and satisfy Conditions pDq. Let c P H1pT2,Zq.
Then there exists a sequence pγnqnPN˚ of minimizing periodic solutions of XC with positive
energies, whose projections on T2 belong to c and whose orbits converge to a polyhomoclinic
orbit for the hyperbolic fixed point.
Since we need to make precise the convergence process for periodic orbits to the polyhomo-
clinic orbits, we will give an extensive, though not original, proof. Here we will closely follow
the simple proofs in [BK87, Ber00] and use the discrete setting, which immediately yields finite
dimensional spaces and easy compactness results. Only at the very end we will have to adapt
this approach to recover the convergence notion in the continuous setting.
E.1 The discrete setting
Here we fix C as in (10) . We write x for points in R2 and θ for points in T2. We denote bypCpr, xq “ 1
2
T prq ` pUpxq the lift of C to T ˚R2 and by pLpx, vq “ 1
2
T‚pvq ´ pUpxq the associated
Lagragian. We denote by L : TR2 Ñ T ˚R2 the Legendre diffeomorphism associated with pL
and pC.
1. Thanks to the particular form of pC (a rescaling in action yields a perturbation of the convex
integrable Hamiltonian 1
2
T prq) one easily proves that there exists a constant τ0 ą 0 such that
for 0 ă τ ď τ0, Φτ pC admits a generating function pSτ on pR2q2. This function is characterized
by the following equivalence”
px1, r1q “ Φτ pCpx, rqıðñ ”r “ ´Bx pSτ px, x1q and r1 “ Bx1 pSτ px, x1qı. (243)
for any pairs of elements px, rq and px1, r1q of T ˚R2. The function pSτ is nothing but the action
integral pSτ px, x1q “ şτ0 pL`ηptq˘ dt, where η is the pullback by L of the solution of X pC with initial
condition px, rq. In particular, pSτ satisfies the following periodicity propertypSτ px`m,x1 `mq “ pSτ px, x1q, @m P Z2, @px, x1q P pR2q2. (244)
Moreover, one easily sees that
pSτ px, x1q „ 1
τ
T‚px´ x1q when }x´ x1}2 Ñ `8 (245)
uniformly with respect to }x ´ x1}2. Note finally that since the Hamiltonian flow is C1, by
transversality the action pSτ is C1 in the variables px, x1, τq.
2. There no longer exists a generating function in the usual sense on T2. However one can still
introduce a generalized one, defined for pθ, θ1q P pT2q2 by
Sτ pθ, θ1q “ Min
 pSτ px, x1q | πpxq “ θ, πpx1q “ θ1(
where π stands for the projection R2 Ñ T2. Note that, by (244) and (245), there exists ρ ą 0
such that for each pair pθ, θ1q P pT2q2, there exists a pair px, x1q P pR2q2 with }x} ď 1, }x1} ď ρ
and Sτ pθ, θ1q “ pSτ px, x1q. We say that px, x1q is a minimizing lift for pθ, θ1q.
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The function Sτ is not differentiable in general, but it is easy to see that it is Lipschitzian for
the natural product distance d on T2. Indeed, consider two pairs pθ1, θ11q, pθ2, θ12q on pT2q2, fix a
minimizing lift px1, x11q for pθ1, θ11q and choose the lifts x2, x12 of θ2, θ12 which are the closest ones
to the points x1, x
1
1 (so px2, x12q is not necessarily minimizing for pθ2, θ12q). Therefore, setting
K “ LipBp0,2qˆBp0,ρ`1q pSτ ,
Sτ pθ2, θ12q ´ Sτ pθ1, θ11q ď pSτ px2, x12q ´ pSτ px1, x11q
ď K}px2, x12q ´ px1, x11q} “ Kdppθ2, θ12q, pθ1, θ11qq.
Interverting the pairs pθ1, θ11q and pθ2, θ12q then yieldsˇˇ
Sτ pθ2, θ12q ´ Sτ pθ1, θ11q
ˇˇ ď Kdppθ2, θ12q, pθ1, θ11qq,
which proves our claim.
3. Given τ P s0, τ0s, a sequence of R2 is called a (discrete) trajectory of the system Φτ pC when
its points are the projection on R2 of those of an orbit of Φτ
pC in T ˚R2. So a sequence pxkqkPZ
is a trajectory if and only if
Bx1 pSτ pxk´1, xkq ` Bx pSτ pxk, xk`1q “ 0, @k P Z,
since it is then the projection of the orbit pxk, rkqkPZ with rk “ ´Bx pSτ pxk, xk`1q.
We finally define a (discrete) trajectory for ΦτC on T2 as the projection on T2 of a discrete
trajectory for pC on R2.
4. A finite sequence will be called a segment. The following lemma is immediate.
Lemma E.1. Let i ă j be fixed integers and let τ P s0, τ0s.
• Fix a segment pxi, . . . , xjq in pR2qj´i`1 and assume that there exists a sequence
pxni , . . . , xnj qnPN
of segments of trajectories for Φτ
pC such that limnÑ8 xnk “ xk for i ď k ď j. Then
pxi, . . . , xjq is a segment of trajectory for Φτ pC .
• Fix a segment pθi, . . . , θjq in pT2qj´i`1 and assume that there exists a sequence
pθni , . . . , θnj qnPN
of segments of trajectories for ΦτC , with energies bounded above, such that limnÑ8 θnk Ñ θk
for i ď k ď j. Then pθi, . . . , θjq is a segment of trajectory for ΦτC.
5. We will focus of periodic trajectories in T2 and their lifts to R2. Given a positive integer q
and an integer vector m P Z2, we introduce the space
tξ P pR2qZ | ξpi` qq “ ξpiq `m, @i P Zu
of all sequences in R2 whose projections on T2 are “q–periodic with rotation vector w{q”, together
with the space
X qm “
 px0, . . . , xqq P pR2qq`1 | xq “ x0 `m(.
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In the following we will identify an element of X qw with the corresponding “q–periodic” complete
sequence. Given τ P s0, τ0s, one easily sees that px0, . . . , xqq P X qm is a trajectory of Φτ pC if and
only if it is a critical point of the generalized action pSτ : X qw Ñ R defined by
pSτ px0, . . . , xqq “ q´1ÿ
k“0
pSτ pxk, xk`1q.
We also identify a q–periodic sequence on T2 with its restriction to t0, , . . . , qu and we therefore
introduce the space
E q “  pθ0, . . . , θqq P pT2qq`1 | θ0 “ θq(.
together with the generalized action Sτ : E
q Ñ R defined by
Sτ pθ0, . . . , θqq “
q´1ÿ
i“0
Sτ pθi, θi`1q.
6. We say that a segment pxj, . . . , xkq in pR2qk´j`1 is minimizing for pSτ when its actionpSτ pxj , . . . , xkq is smaller that the action of any other segment with the same length and the
same extremities, and we say that a sequence is minimizing when each of its subsegments is
minimizing. Finally, we say that a sequence ξ P X qm is pq,mq–minimizing for Sτ ifpSτ pξq “ Min
ξ1PX qm
pSτ pξ1q.
One easily checks that minimizing sequences and pq,mq–minimizing sequences are discrete tra-
jectories of the system ΦpτC .
E.2 The hyperbolic fixed point as an Aubry set
Here we assume that C satifies Conditions pDq. Without loss of generality, one can assume that
U reaches its maximum at 0 and that Up0q “ 0. We now examine the variational properties of
the fixed point O “ p0, 0q ofX pC in the discrete framework. In all this section we fix τ P s0, τ0s and
get rid of the corresponding index in the notation. Note first that the functions pS : R2ˆR2 Ñ R
and S : T2 ˆ T2 Ñ R clearly satisfy pSpx, x1q ě 0, Spθ, θ1q ě 0 and
Min
px,x1qPpR2q2
pSpx, x1q “ pSp0, 0q “ 0, Min
pθ,θ1qPpT2q2
Spθ, θ1q “ Sp0, 0q “ 0. (246)
We define the (projected) Aubry set A as the subset of T2 formed by the points θ such that
there exists a sequence
`
P i “ pθi
0
, . . . , θiqiq
˘
iPN of qi–periodic sequences, with qi Ñ `8 when
iÑ `8, such that
θi0 “ θ and lim
iÑ`8
SpP iq “ 0. (247)
One easily obtains the following well-known lemma (see [Sor, Fa0]).
Lemma E.2. The projected Aubry set A reduces to the maximum t0u of the potential function
U .
Proof. The proof is based on the following remark. Let θ P T2zt0u. Then
Min
θ1PT2
Spθ, θ1q ą 0.
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To see this, fix e˚ ą 0 “ Max U . Consider θ1 P T2 and fix two lifts x, x1 of θ, θ1. Let B Ă R2
be a compact ball, centered at x, on which MaxBppU q ă 0 (which is possible since x R Z2).
Consider the unique solution γptq “ pxptq, rptqq : r0, τ s Ñ T ˚R2 of the vector field X pC such that
xp0q “ x and xpτq “ x1. Let e be the value of pC on γ. We consider two cases.
– If e ě e˚, since 1
2
T prptqq “ e´ pUpxptqq then pL`xptq, 9xptq˘ “ e´ 2pU pxptqq ě e˚, soż τ
0
pL`xptq, 9xptq˘ dt ě τe˚. (248)
– If e ď e˚, since T‚p 9xptqq is bounded above by 2pe˚´Min Uq, there exists τ 1 ą 0 (independent
of e) such that xptq P B for t P r0, τ 1s. So in this caseż τ
0
pLpxptq, 9xptqq dt ě ż τ 1
0
pLpxptq, 9xptqq dt ě ´τ 1MaxBppUq. (249)
Since the lifts x, x1 are arbitrary, one finally gets
Min
θ1PT2
Spθ, θ1q ě Min “τe˚,´τ 1MaxBppUqs ą 0,
which proves our remark.
Let us now turn to the proof of our lemma. Clearly 0 P A by (246). Conversely, if θ ‰ 0
and if P “ pθ0, . . . , θqq is a q-periodic sequence with θi0 “ θ, then
SpP q ě Min
θ1PT2
Spθ, θ1q
and the limit of a sequence pP iq of such sequences is positive by the previous remark, which
proves that θ R A .
E.3 Proof of Proposition 4.1
Thoughout this section, we identify H1pT2,Zq with Z2 and fix c P H1pT2,Zqzt0u, so that c is
just an integer vector m P Z2zt0u. We assume that C satisfies Conditions pDq.
E.3.1 Minimizing sequences
Lemma E.3. The energy of any pq,mq-minimizing sequence for pS in X qm is nonnegative.
Proof. Here we will work both with continuous and discrete trajectories. Let us first prove that
a pq,mq-minimizing trajectory is fully minimizing, in the sense that it minimizes the action
between any pair of points. This is an easy consequence of the Morse Crossing Lemma ([Mat91]
Theorem 2 and [Sor] Lemma 5.31), which we recall here in a weak form. There exists ε ą 0
such that when two (continuous) trajectories ζi : r´ε, εs Ñ R2 of pL satisfy ζ1p0q “ ζ2p0q and
9ζ1p0q ‰ 9ζ2p0q, then there exist C1 curves αi : r´ε, εs Ñ R2 with endpoints α1p´εq “ ζ1p´εq,
α1pεq “ ζ2pεq, α2p´εq “ ζ2p´εq and α2pεq “ ζ1pεq such that
Apα1q `Apα2q ă Apζ1q `Apζ2q
(this result still holds true for higher dimensional systems). From this, one deduces that two
distinct pq,mq-minimizing trajectories do not intersect one another. This in turn easily yields the
fact that a pq,mq-minimizing trajectory is also a pnq,mq-minimizing trajectory, for any integer
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n ě 1 (see [Ban88], Theorem 3.3 for instance). Since a pnq,mq-minimizing trajectory minimizes
the action on each subinterval of r0, nqs, this easily proves our claim.
We now fix a pq,mq-minimizing trajectory and consider the probability measure µ evenly
distributed on its orbit in TT2. By ([Mat91], Proposition 2), there exists c P H1pT2q such that
Acpµq “ ´αpcq. We already noticed that the support of µ is located in C´1pαpcqq, and clearly
Acpµq ď 0 since the action Ac vanishes on the zero trajectory. So αpcq ě 0, which concludes the
proof since the support of µ coincides with the orbit.
We now note that there exists a trivial upper bound, uniform with respect to q, for the actions
of minimizing sequences in X qm.
Lemma E.4. Let m P Z2zt0u be fixed. Then, for any q ě 1 and any pq,mq–minimizing sequence
ξ P X qm, the action of ξ satisfies pSpξq ď pSp0,mq.
Proof. Since ξ is minimizing in X qm
pSpξq ď pSp0, . . . , 0,mq “ q´1ÿ
k“0
pSp0, 0q ` pSp0,mq “ pSp0,mq,
where of course the segments p0, . . . , 0,mq and p0, . . . , 0, 0q are in Rq`1.
One also deduces from the previous lemma the following useful result.
Corollary E.1. Let m P Z2zt0u be fixed. The energy of a pq,mq–minimizing sequence tends to
0 when q tends to `8.
Proof. Let ξ be a pq,mq–minimizing sequence with energy eq and let ζ be the corresponding
continuous trajectory. The Lagrangian satisfies
pL`ζptq, 9ζptq˘ “ eq ´ 2pU pζptqq ě eq,
so pL`ζptq, 9ζptq˘ ě eq ě 0 and, as a consequence
qτeq ď pSpξq ď pSp0,mq,
which proves that limqÑ8 eq “ 0.
E.3.2 Homoclinic behavior
The next lemma proves the existence of homoclinic trajectories.
Lemma E.5. Fix a sequence pξqqqPN˚ of elements of X qm, such that ξq is minimizing for pS.
Set Θq “ π ˝ ξq. Consider a limit point Θ “ pθkqkPZ of the sequence pΘqqqPN˚ , relatively to the
(compact) product toplogy of pT2qZ. Then Θ is a trajectory for Φτ pC and is homoclinic to 0, that
is:
lim
kÑ´8
θk “ lim
kÑ`8
θk “ 0. (250)
100
Proof. The fact that Θ is a trajectory is an immediate consequence of Lemma E.1 and Corollary
E.1, since each subsegment of Θ is the limit of segments of trajectories with energy bounded
above.
We will prove (250) for the ω–limit of Θ, the α–limit case being similar. More precisely, we
will show that 0 is the only limit point for the sequence pθkqkPZ when k Ñ `8, which proves our
claim by compactness of T2. Consider such a limit point θ. There exists an increasing sequence
pkiqiPN such that pθkiqiPN converges to θ for iÑ `8, and one can moreover assume that
dpθki , θq ď
1
2i
, @i P N.
Consider the pkpi`1q ´ ki ` 1q-periodic sequence P i “ pθ, θki , . . . , θkpi`1q , θq. Then obviously
0 ď SpP iq ď Spθki , θki`1, . . . , θkpi`1q´1, θkpi`1qq `
c
2i
,
where c “ 2LipS. Therefore, given a positive integer i1, adding these inequalities yields
0 ď
i1ÿ
i“0
SpP iq ď Spθk0 , . . . , θkpi1`1qq ` 2c. (251)
Consider now a subsequence pΘqℓqℓPN which converges to Θ, and set Θqℓ “ pθqℓk qkPZ. For ℓ ě ℓ0
large enough, the period qℓ is larger than pkpi1`1q ´ k0 ` 2q and therefore, by Lemma E.4, there
is M independent of i1 such that
Spθqℓk0 , . . . , θ
qℓ
kpi1`1q
q ďM, ℓ ě ℓ0.
Taking the limit when ℓÑ8 shows that
Spθk0 , . . . , θkpi1`1qq ďM
since S is continuous. Therefore by (251) the series
ř
SpP iq converge, hence SpP iq tends to 0.
This proves that θ is in the projected Aubry set, so θ “ 0 by Lemma E.2.
E.3.3 Shifts and nontrivial limit points
Now, nothing prevents the previous limit point Θ to be the trivial zero sequence. To detect non-
trivial limit points we will have to consider new sequences, deduced from pΘqqqPN˚ by translation
of the indices in order to “center the convergence process”.
We begin with two simple results for which we explicitely take advantage of the simple
features of the Hamiltonian flow in the neighborhood of the fixed point O.
Lemma E.6. Fix a sequence pξqqqPN˚ of elements of X qm, such that ξq is minimizing for pS.
Set Θq “ π ˝ ξq. There exists an infinite subsequence pΘqqqPN and a finite set tΛ1, . . . ,Λpu
of nonzero pairwise distinct trajectories Λi “ pλikqkPZ homoclinic to 0 in T2, such that for any
shift-sequence κ “ pkqqqPN and any limit point Θ “ pθkqkPZ of the sequence pΘq,κqqPN , there
exists i P t1, . . . , pu and ℓ P Z such that for any k P Z, θk “ λk`ℓ.
Proof. We write ξq “ pxqkqkPZ and Θq “ pθqkqkPZ. By the previous remark and Corollary E.1,
there exists q0 such that for q ě q0
}xqi`1 ´ xqi } ă 18 , @i P Z.
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We denote by BT2p0, 18q the ball of center 0 and radius 18 in T2. Therefore, for q ě q0, if some
points xqi and x
q
j , i ă j, belong to two different lifts of BT2p0, 18q in R2, then there is an index k
with i ă k ă j such that πpxqkq R BT2p0, 18q.
‚ Existence of one nontrivial trajectory homoclinic to 0. Given q ě q0 ě 3, by the previous
remark, there exists k P t0, . . . , q ´ 1u such that θqk R BT2p0, 18q.
Let kq :“ Min tj P t0, . . . , q ´ 1u | θqj R BT2p0, 18qu, so κ1 :“ pkqqqěq0 is a shift-sequence. By
compactness of pT2qZ there exists an infinite subsetN1 of N such that the subsequence pΘκ1,qqqPN1
converges. Let Λ1 “ pλ1kqkPZ be its limit. By Lemma E.5, Λ1 is a trajectory homoclinic to 0.
Now, since θqkq “ θ
κ,q
0
belongs to the compact set T2zBT2p0, 18q, then
λ10 “ lim
qÑ`8
qPN1
θ
κ1,q
0
P T2zBT2p0, 18q.
So the trajectory Λ1 is nontrivial.
‚ Search for other distinct homoclinic trajectories. For δ ą 0, we denote by Vδ Ă T2 the
δ–neighborhood of the set tλk | k P Zu. The following two cases only occur:
1. for all δ ą 0 there exists q1 such that for any q ě q1 the set tθκ,q0 , . . . , θκ,qq´1u Ă Vδ ,
2. there exists δ1 ą 0 such that the set tq P N1 | tθκ,q0 , . . . , θκ,qq´1u Ć Vδ1u is infinite.
In the first case, there is no other homoclinic trajectory, we set N :“ N1.
In the second case, setN 11 :“ tq P N1 | tθκ1,q0 , . . . , θκ1,qq´1u Ć Vδ1u. For q P N 11, let k2q :“ Min tj P
t0, . . . , q´ 1u | θqj R Vδ1u, so κ2 :“ pk2q qqPN2 is a shift-sequence. As before, there exists an infinite
set N2 Ă N 11 such that the subsequence pΘqqqPN2 converges to a limit Λ2 :“ pλ2kqkPZ whose image
is not contained in Vδ1 . As before, one cheks that Λ2 is a nontrivial trajectory homoclinic to 0
and by construction, Λ2 ‰ Λ1. We then examine the same alternative considering neighborhoods
of tλ2k | k P Zu and the sequence pΘq,κ1`κ2qqPN2 and continue the process until the first term of
the alternative holds true.
‚ The process stops after a finite number of steps. For j ě 1, we denote by Nj the index
set we get after j steps, by κj :“ pkjqqqPNj the associated shift-sequence and by Λj :“ pλjkqkPZ
the corresponding trajectory homoclinic to 0. Let κ¯j :“
řj
i“1 κi, that is, κ¯j “ pk¯jqqqPNj with
k¯
j
q :“
řj
i“1 k
i
q. In particular, for 1 ď j ď p, the following convergence hold true:
lim
qÑ`8
qPNj
θ
κ¯j ,q
0
“ λj
0
.
Assume there are p steps with p ě 1. By construction the points λj
0
with 1 ď j ď p are pairwise
distinct and contained in T2zBT2p0, 18 q, so for q P Np large enough, the set tθq0, . . . , θqq´1u contains
at least p points in the compact set T2zBT2p0, 18q. By the first remark in Lemma E.2, there exists
a ą 0 such that for any pθ, θ1q P pT2zBT2p0, 18 qq ˆ T2, Spθ, θ1q ě a. Therefore, by Lemma E.4,
for q P Np large enough,
pa ď SpΘqq ď pSp0,mq
and so p is bounded above.
‚ Conclusion. Let p be the number of steps. With the previous notation, we set N “ Np
and
K :“
pď
j“1
tλjk | k P Zu,
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so K is the union of the images of the trajectories Λj . Consider a shift-sequence κ and let Θ “
pθkqkPZ be a limit point of pΘκ,qqqPN . By construction, the image tθk | k P Zu of Θ is contained in
the intersection Xδą0Vδ, where Vδ is the δ-neigborhood of K, hence tθk | k P Zu Ă K. Moreover,
by Lemma E.5, Θ is a nontrivial trajectory homoclinic to 0. This proves that the image of Θ
coincides with the image of some Λi, which proves Lemma E.6, since two trajectories with the
same image are deduced from one another by a shift of indices.
E.3.4 The continuous setting
We now prove the geometric convergence to the polyhomoclinic orbits in the sense of Section 4.2.
We keep the notation of the proof of Lemma E.6.
‚ Let ωi be the continuous solution associated with the homoclinic trajectory Λi P H , with
initial condition ωip0q “ λi0. The limit polyhomoclinic orbit will be a concatenation of the orbits
Ωi of the solutions ωi, ordered in a suitable way that we will now make explicit. The notion of
convergence being independent of the choice of sections, we choose as exit and entrance sections
Σu and Σs for each homoclinic orbit suitable lifts to T ˚T2 of small arcs of the boundary circle
of the disc O (which can be assumed to be transverse to each homoclinic trajectory).
‚ Let γq be the continuous solution associated with Θq, such that γqp0q “ θq
0
. One easily
deduces from Lemma E.1 that the sequence of functions
`
γqpt`κ1qq
˘
pointwise converges to the
function ω1ptq.
‚ Let t1u ă t1s be the exit and entrance times for ω1, defined by ω1pt1uq P Σu and ω1pt1sq P Σs,
and ω1ps´8, tusq P π´1pOq, ω1prts,`8rq P π´1pOq. By transversality and the previous property,
there exist sequences pt1upqqqqPN and pt1spqqqqPN , with limits t1u and t1s respectively, such that for
q large enough
γqpt1upqqq P Σu, γqpt1spqqq P Σs.
Obviously rt1upqq, t1spqqs Ă r0, qs for q large enough. Moreover,
`
γqpt` κ1qq
˘
converges uniformly
to ω1ptq on rt1u ´ δ, t1s ` δs for δ small enough.
‚ By definition of O, there exists a minimal time t2upqq ą t1spqq such that γqpt2upqqq P Σu. Up
to extraction of a subsequence one can assume that γqpt2upqqq converges, and the limit necessarily
belongs to some homoclinic orbit Ωj, so that there exists tju such that
lim
qÑ8 γ
qpt2upqqq “ ωjptjuq.
‚ The previous process may be continued and provides us, for q large enough, with a finite
sequence of consecutive intervals
0 ď rt1upqq, t1spqqs ă rt2upqq, t2spqqs ă ¨ ¨ ¨ ă rtℓupqq, tℓspqqs ď q
such that the intersection of the orbit of γq with the lift of O to TT2 is the unionď
1ďjďℓ
γq
`rtjupqq, tjspqqs˘,
and such that (up to extraction) each sequence
`
γqptjupqqq
˘
and
`
γqptjspqqq
˘
is convergent. More-
over, for 1 ď j ď ℓ the limits
lim
qÑ`8 γ
qptj´1s pqqq and lim
qÑ`8 γ
qptjupqqq
belong to the same homoclinic orbit (with the cyclic convention 0 “ ℓ). Note that ℓ is larger or
equal to the number of homoclinic orbits (some of them may be shadowed more than once).
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E.3.5 The positive energies
To conclude the proof of Proposition 4.1 it only remains to show the existence of a convergent
sequence of minimizing periodic orbits with positive energy to the previous polyhomoclinic orbit.
By Conditions pDq, starting with a sequence pΓnq of periodic orbits with energy ě 0 converging
to the polyhomoclinic orbit Ω, one can slightly perturb each of them to get another sequence
pΓn` q of periodic orbits with positive energy 1{2n close to the initial ones in the C1 topology. This
new sequence obviouly converges to the same polyhomoclinic orbit in the sense of Definition 10,
which concludes the proof.
E.3.6 The simple homoclinic orbits
We are now in a position to prove Lemma 4.3. Assume that C satisfies Conditions pDq. Following
pD4q consider a homoclinic orbitΩ whose amended action is strictly minimal among the amended
actions of the homoclinic orbits. Let A be the lower bound of these latter actions. Let c „ m
be the homology class. Then for q large enough, by properly chosing an initial condition on Ω
close enough to O, one can produce a q–periodic sequence whose rotation vector is m and whose
action is smaller that A. As a consequence, a minimizing sequence in X qm also has an action
smaller that A. By semicontinuity and the previous section, this proves that the associated
periodic orbits converge to Ω, hence Ω is positive.
F The Hamiltonian Birhoff-Smale theorem
We give here a complete proof of Theorems 4.1 and 4.2, which follows the lines of [Mar98] with
more details. Since in the Hamiltonian setting the (Lagrangian) invariant manifolds cannot be
transverse in the ambient space, we have to restrict the system to energy levels and consider
Poincare´ sections for the flow. This process is not general and depends on the spectrum of the
equilibrium point as well as on the “disposition” of the homoclinic orbits. Our result is related
to the study of Shilnikov and Turaev [TS89], but our assumptions are different. We moreover
need to get a very precise localization of the horseshoes we will construct, which we were unable
to extract from [TS89]. To this aim we find very helpful the existence of a proper coordinate
system for the fixed point. Another approach may be found in [KZ].
F.1 The setting
1. We consider a C8 Hamiltonian system H on A2 “ T ˚T2 with a hyperbolic fixed point O.
We assume that there exists a neighborhood of O endowed with a C8 symplectic coordinate
system pu1, u2, s1, s2q, with values in some ball B centered at 0 in R4, in which H takes the
normal form
Hpu, sq “ λ1u1s1 ` λ2u2s2 `Rpu1s1, u2s2q, (252)
with λ1 ą λ2 ą 0, Rp0, 0q “ 0 and Dp0,0qR “ 0 (we do not assume any equivariance condition
at this point, see (157)). The products uisi are local first integrals of the system and in B the
vector field XH reads
XH
ˇˇˇˇ
9ui “ λipu1s1, u2s2qui
9si “ ´λipu1s1, u2s2q si (253)
with
λipu1s1, u2s2q “ λi ` BxiRpu1s1, u2s2q, i “ 1, 2. (254)
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We can assume that for pu, sq P B:
λipu1s1, u2s2q ě λi ą 0, i P t1, 2u, (255)
and pΛ ě λ1pu1s1, u2s2q
λ2pu1s1, u2s2q ě Λ ą 1, (256)
for some suitable constants Λ and pΛ, which moreover satisfy
pΛ´ Λ ă 2pΛ´ 1q. (257)
The local stable and unstable manifolds W sℓ and W
u
ℓ of O in B are straightened:
W uℓ “ ts “ 0u, W sℓ “ tu “ 0u
and the Hamiltonian vector field on these manifolds is purely linear. Some stable and unstable
orbits are depicted in Figure 1. As in Section 2, we introduce the subsets
W ssℓ “ ts2 “ 0u, W scℓ “ ts1 “ 0u, W uuℓ “ tu2 “ 0u, W ucℓ “ tu1 “ 0u.
Observe that their germs at O are independent of the normalization. Indeed, W ssℓ and W
uu
ℓ are
the strong (local) stable and unstable manifolds of O, whileW scℓ “ ts1 “ 0u andW ucℓ “ tu1 “ 0u
are the only C8 invariant lines through the fixed points which are contained in in W ssℓ andW
uu
ℓ
and transverse to W ssℓ and W
uu
ℓ . Note also that these objects depend continuously on the
Hamiltonian H: this comes from the usual (parametrized) Grobman-Hartman theorem.
W uℓ
u1
u2W sℓ
s1
s2
Figure 12: The flows on W sℓ and W
u
ℓ .
2. Given ε ą 0 small enough and σ P t´1,`1u, as in Section 5 we denote by Bpεq the ball of
R
4 centered at 0 with radius ε for the Max norm and we introduce the sections
Σuσrεs “ tpu, sq P Bpεq | u2 “ σεu, Σsσrεs “ tpu, sq P Bpεq | s2 “ σεu, (258)
and
Σuσrε, es “ Σuσrεs X pC|Bq´1peq, Σsσrε, es “ Σsσrεs X pC|Bq´1peq. (259)
To define suitable coordinates on these latter sets, we write xi “ uisi, i “ 1, 2 and we fix two
intervals X1 “s ´ px1, px1r, E “s ´ pe, pe r, together with a neighborhood X of 0 in R2 such that
the equation
Hpx1, x2q “ e, px1, x2q P X, e P E, (260)
is equivalent to
x2 “ χpx1, eq, px1, eq P X1 ˆ E, (261)
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where χ is a smooth function on X1 ˆ E. Therefore
χpx1, eq “ 1
λ2
pe´ λ1x1q ` χpx1, eq, χp0, 0q “ 0, Dp0,0qχ “ 0. (262)
As a consequence, there exists pε ą 0 such that for 0 ă ε ă pε, the equation of Σsσrε, es reads
u2 “ 1
σε
χpu1s1, eq :“ φε,σpu1s1, eq, }pu1, s1q}8 ď ε, (263)
while the equation of Σuσrε, es reads
s2 “ φε,σpu1s1, eq, }pu1, s1q}8 ď ε. (264)
We can now introduce our coordinates. Since we implicitely use the conservation of energy
through the choice of our sections, we can take advantage of only one of the first integrals uisi
and we will choose the product u1s1.
• On the subset Σsσ˚ rε, es “
 pu, sq P Σsσrε, es | s1 ‰ 0( we define pxs, ysq by
xs “ s1, ys “ u1s1. (265)
The full set of coordinates of the point m “ pxs, ysq P Σsσ˚ rε, es reads
m “
´
u1 “ ys
xs
, u2 “ φε,σpys, eq, s1 “ xs, s2 “ σε
¯
. (266)
• Similarly, on Σu˚σ rε, es “
 pu, sq P Σuσrε, es | u1 ‰ 0(, we set
xu “ u1, yu “ u1s1, (267)
so that the coordinates of m “ pxs, ysq P Σu˚σ rε, es read
m “
´
u1 “ xu, u2 “ σε, s1 “ yu
xu
, s2 “ φε,σpyu, eq
¯
. (268)
Note that the intersections of the local invariant manifolds W uℓ and W
s
ℓ with the sections
Σurε, 0s and Σsrε, 0s admit the simple equations yu “ 0 and ys “ 0 respectively.
3. The following lemma is a simple remark which will enable us to properly localize our
construction of the horseshoes. Note that, due to the form of the flow on W sℓ , for ε ą 0 small
enough (in particular ε ă pε defined above) Σsrεs is an entrance section for any orbit Γ in W sℓ , in
the sense that there exists a first intersection point in ΓX Σsrεs, according to the flow induced
orientation of Γ (see the proof below). We call this point the entrance point of Γ relatively to
Σsrεs. We define analogously the exit point of an orbit Γ ĂW u
Lemma F.1. Let Ω be an orbit in W szpW ssℓ YW scℓ q. Then, if εa ą 0 is small enough, for
0 ă ε ď εa the entrance point b of Ω relatively to Σsrεs belongs to a well-defined subset Σsσ˚ rεs.
Its coordinates (265) read b “ pη, 0q with
|η| ď 1
2
εΛ, 1 ď i ď i˚. (269)
One has a similar statement when orbits Ω Ă W uzpW usℓ Y W ucℓ q, in this case its exit point
a “ pξ, 0q P Σu˚σ rεs satisfies
|ξ| ď 1
2
εΛ, 1 ď i ď i˚. (270)
106
Proof. It is of course enough to prove the first claim. Since Ω Ă W szpW ssℓ YW scℓ q, Ω XW sℓ
admits an equation of the form
s1 “ c |s2|λ1{λ2 , u “ 0,
with c P R˚. One therefore sees that Σsrεs is an entrance section when ε is small enough.
Therefore the entrance point b is well-defined and belongs to a subset Σsσ˚ rεs since c ‰ 0.
Moreover η “ cελ1{λ2 , so our claims then easily follow from the condition Λ ă λ1{λ2.
Given a finite set pΩiq1ďiďℓ of orbits homoclinic to O, which do not intersect the exceptional
set W ssℓ YW scℓ YW usℓ YW ucℓ , we say that εa ą 0 is admissible for pΩiq when it satisfies both
conditions of Lemma F.1.
F.2 The Poincare´ return map
Throughout this section we fix two compatible polyhomoclinic orbits Ω0 “ pΩ01, . . . ,Ω0ℓ0q and
Ω1 “ pΩ1
1
, . . . ,Ω1
ℓ1
q and we fix an admissible εa ą 0. The Poincare´ map Φ will be the composition
of a flow-induced outer maps Φout along the homoclinic orbits with an inner map Φin, for which
we will use the normal form (252). Given a positive ε ă εa, we denote by aνi and bνi the exit and
entrance point of Ωνi relatively to the sections Σ
urεs and Σsrεs.
F.2.1 The outer map.
The outer map Φout will be defined over the union of small 3-dimensional neighborhoods R
ν
i of
the points aνi in Σ
urεs and will take its values in the union of 3-dimensional neighborhoods of
the points bνi in Σ
srεs.
1. In the pxu, yuq–coordinates, we set
aνi “ pξνi , 0q, (271)
so that in particular ξνi ‰ 0. To define the neighborhoods Rνi , we first need to introduce the
following notation for 2-dimensional rectangles in Σurε, es.
• For ξ P s ´ ε, εrzt0u and for 0 ă δ ă |ξ| and δ1 ą 0, we set
Rrξ, δ, δ1, es “ tpxu, yuq P Σurε, es | |xu ´ ξ| ď δ, |yu| ď δ1u. (272)
The neighborhoodRνi Ă Σurεs will be the union of a one-parameter family of such rectangles:
Rνi “
ď
|e|ďe0
Rrξνi , δ, δ1, es. (273)
where the parameters δ, δ1 will be chosen independently of e (and of i and νq. The determination
of e0, δ, δ
1 will necessitate several steps which will be made explicit in the following.
2. Let us introduce the first constraint on e0 and δ, δ
1. By the transversality condition of the
invariant manifolds along the homoclinic orbits, a small (one-dimensional) segment of Σurε, 0sX
W uℓ “ tyu “ 0u around aνi is sent by Φout on a small curve in Σsrε, 0s which is transverse to
Σsrε, 0s XW sℓ “ tys “ 0u at bνi . Now the image of Rrξνi , δ, δ1, es by Φout is the union of the
images of the horizontals tyu “ cteu of the rectangle. We require the following condition (see
Figure 13).
• The energy e0 ą 0 and the constants δ, δ1 are small enough so that for |e| ă e0, the images
of the horizontals of Rrξνi , δ, δ1, es by Φout transversely intersect the line tys “ 0u Ă Σsrε, 0s.
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xu
yu Σurε, 0s
aνi
Φout
xs
ys Σsrε, 0s
bνi
Figure 13: The image of a rectangle in Σurε, 0s under the map Φout.
F.2.2 The inner map
The inner map Φin sends a point m P ΣsrεszW spOq on the first intersection point of its orbit
with the section Σurεs, provided moreover that the segment of orbit defined by these two points
stays inside the coordinate ball B.
Lemma F.2. For 0 ă ε ă εa and |e| ă pe (see (260)), let us set
Xupxs, ysq “ εΛpys,eq ys
xs
|φε,σpys, eq|´Λpys,eq , Λpys, eq “ λ1pys, χpys, eqq
λ2pys, χpys, eqq , (274)
where χ was introduced in (261) and φεσ “ 1ε,σχ as in (263). Then
Drε, es “ tpxs, ysq P Σsrε, es | |Xupxs, ysq| ă εu. (275)
and for m “ pxs, ysq P Drε, es, Φinpmq P Σuσ1rε, es with
σ1 “ sgn `φε,σpys, eq˘, Φinpmq “ ´Xupxs, ysq, Yupxs, ysq “ ys¯. (276)
Proof. Let m “ pu01, u02, s01, s02q P B. Then if the orbit of m stays inside B, its associated solution
reads
uiptq “ u0i eλpu
0
1
s0
1
,u0
2
s0
2
qt, siptq “ s0i e´λpu
0
1
s0
1
,u0
2
s0
2
qt, i “ 1, 2. (277)
Assume moreover that m P Σsσrε, es, with coordinates pxs, ysq in this section, so that ys “ u01s01.
Assume that u0
2
“ φε,σpys, eq is nonzero. Then the transition time τpmq to reach the section
|u2| “ ε is well defined and reads
τpmq “ 1
Λ2pys, eqLn
ε
|φε,σpys, eq| ,
which immediately yields the equality
u1
`
τpmq˘ “ Xupxs, ysq
by (277) and (267), provided that the orbit stays inside }pu, sq}8 ď ε. Since the u-coordinates
increase while the s-coordinates decrease along the orbits contained in this domain, one easily
checks that the inequality |Xupxs, ysq| ď ε is a necessary and sufficient condition for m being in
Drε, es. This proves (275) and the expression of Φin directly follows from the previous remarks.
Finally, since the sign of the coordinates is preserved by the flow, one immediately sees that
σ1 “ sgn `φε,σpys, eq˘
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e
λ1
xs
ys Σsσrε, es
Φin
xu
yu Σuσrε, es
Figure 14: Case e ą 0.
e
λ1
xs
ys Σsσrε, es
Φin xu
yuΣu´σrε, es
Figure 15: Case e ă 0.
Figures F.2.2 and F.2.2 depict the image of a transverse segment under the map Φin. We
limited ourselves to the part of its image which will prove useful in the following constructions.
The “useful domain” in the section Σu is delimited by gray rectangles.
We will also need the following result for Φ´1in , whose proof is analogous to that of Lemma F.2.
Lemma F.3. For 0 ă ε ă εa and |e| ă pe, we set
Xspxu, yuq “ εΛpyu,eq yu
xu
|φε,σpyu, eq|´Λpyu,eq , Λpyu, eq “ λ1pyu, χpyu, eqq
λ2pyu, χpyu, eqq , (278)
Then the domain of Φ´1in reads
D´1rε, es “ tpxu, yuq P Σsrε, es | |Xupxu, yuq| ă εu Ă Σurε, es, (279)
and for m “ pxu, yuq P D´1rε, es, Φ´1in pmq P Σsσ1rε, es with σ1 “ sgn
`
φε,σpyu, eq
˘
. Finally
Φ´1in pmq “
´
Xspxu, yuq, Yspxu, yuq “ yu
¯
. (280)
The behavior of Φ´1in is therefore immediately deduced from the one of Φin, by a simple
inversion of the subscripts s and u.
F.2.3 A picture of the Poincare´ map Φ “ Φin ˝ Φout
Here we limit ourselves to the case of two simple homoclinic orbits Ω0 and Ω1, with exit points
in the same section Σuσrε, 0s and entrance points in the same section Σsσ, we moreover assume
e ą 0. With the notation of (273), we set Rν “ Rrξν , δ, δ1, es for ν “ 0, 1, where as usual pξν , 0q
stands for the coordinates of the exit point of Ων. Gathering the previous descriptions, one gets
the following picture for the images of rectangles Rν (we have limited the images ΦpRνq to their
“useful parts”).
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xu
yuΣurε, es ΦpR0q
ΦpR1q
R0 R1
Φout
Φin
xs
ysΣsrε, es
ΦoutpR0qΦoutpR1q
Figure 16: The Poincare´ return map.
F.3 Technical estimates for the inner map
1. We begin with an easy lemma on the behavior of the function φε,σ introduced in (263).
Lemma F.4. Fix ε P s0, pε s and |e| ă pe (see (263), (260)). Set φ :“ φε,σp., eq : r´ε2, ε2s Ñ R.
Then φ is monotone, with sgn pφ1q “ ´σ, and vanishes at a single point ys˚ such that
y˚s “
e
λ1
`O2peq. (281)
Proof. The function φε,σpys, eq is well defined on r´ε2, ε2s ˆ E. The following derivative is
immediately deduced from the implicit expression of χ in (261):
Bysφε,σpys, eq “ ´
λ1 ` B1Rpys, χpys, eqq
σε
`
λ2 ` B2Rpys, χpys, eqq
˘ ,
By (255) and (256), this shows that φ is monotone with sgn pφ1q “ ´σ on its domain. Finally,
(281) is immediate by (262).
2. We now restrict ourselves to suitable horizontal strips inside the sections, in order to get
asymptotic estimates on the various quantities involved in the construction of the horseshoes.
In the following we write φ instead of φε,σ when the context is clear.
Lemma F.5. For 0 ă ε ă pε fix ξpεq P s0, εr. Then there exist positive constants κ, Cε, C 1ε, e0,
with κ ă 1{2λ1 independent of ε, such that for |e| ă epεq and for pxs, ysq in the domain Drε, es
such that |ys| ď κ |e|, the function Xupxs, ysq introduced in (274) satisfies the following estimates:
|Xupxs, ysq| ě Cε |ys| |e|´Λ , (282)
C 1ε
1
|xs|2
|e|´pΛ`1 ě |BxsXupxs, ysq| ě Cε |ys| |e|´Λ , (283)
and if |xs| ě ξpεq:
|BysXupxs, ysq| ě Cε |e|´Λ . (284)
Proof. We can obviously assume that ε0 ă 1 and |φ| ă 1 so that (274) yields
ε
pΛ |ys|
|xs| |φpysq|
´Λ ď |Xupxs, ysq| ď εΛ |ys||xs| |φpysq|
´pΛ .
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We assume first that κ ă 1{2λ1, so with the upper bound (262) we easily get the inequalities
1
4λ2ε
|e| ď |φpysq| ď 2
λ2ε
|e| (285)
for |e| ď e0, and (282) follows easily with epεq “ Min pe0, λ2ε{2q. The derivatives of Xu read
BxsXupxs, ysq “ ´εΛpys,eq
ys
x2s
|φpysq|´Λpys,eq , (286)
BysXupxs, ysq “ ε
Λpys,eq
xs
“ |φpysq| ´ Λpys, eq ys |φ|1 pysq‰ |φpysq|´pΛpys,eq`1q
` BysΛpys, eq
`
Ln ε´ Ln |φpysq|
˘
Xupxs, ysq.
(287)
The estimates (283) are also immediate from (285). To prove (284) observe first that by Lemma
F.4:
|φ|1 pysq ď
pΛ
ε
.
Therefore, by (285), for κ ą 0 small enough, there exists a positive constant c ą 0 such thatˇˇ|φpysq| ´ Λpysq ys |φ|1 pysqˇˇ ě c |e| . (288)
The estimate (284) immediately follows from (287), (288) and (282).
3. The following lemma will enable us to make precise the localization of our horseshoes. We
keep the notation of Lemma F.2.
Lemma F.6. Fix a constant κ0 ą 0. Then there exists ε0 ą 0 and e0 ą 0 such that for
0 ă ε ă ε0 and |e| ď e0 the subset E rε, es of Σsrε, es defined by
E rε, es “
!
pxs, ysq P Σsrε, es | |xs| ď εΛ, |Xupxs, ysq| ď εΛ
)
is contained in the horizontal strip |ys| ď κ0e. Moreover, given 0 ă c ă 1, the set
E rε, e, cs “
!
pxs, ysq P Σsrε, es | cεΛ ă |xs| ď εΛ, |Xupxs, ysq| ď εΛ
)
is bounded above and below by two µpeq horizontal curves over cεΛ ă |xs| ď εΛ, with µpeq Ñ 0
when eÑ 0.
Proof. Assume that |ys| ą κ0 |e|. Then |λ1ys ´ e| ď pλ1 ` κ´1q |ys| and, with the notation of
(262), |χpys, eq| ď |ys| for e small enough. As a consequence
|φpys, eq| ď c
ε
|ys|
with c “ 1
λ2
pλ1 ` κ´1q ` 1. Hence, if |xs| ď εΛ,
|Xupys, eq| ě εpΛ |ys|
εΛ
´c
ε
|ys|
¯´Λ
“ c´ΛεpΛ |ys|1´Λ ě c´pΛεpΛ`2p1´Λq
since |ys| ď ε2. Now recall that we have assumed from the beginning that pΛ´Λ ă 2pΛ´ 1q (see
(257)). Therefore pΛ` 2p1 ´ Λq ă Λ and
c´pΛεpΛ`2p1´Λq ě εΛ
for ε small enough, which proves our first claim. The second one is an immediate consequence
of the Implicit Function Theorem and estimates (283) and (284).
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We can finally prove Lemma 4.1, which we recall here in an explicit form.
Lemma F.7. Let Ω “ pΩ1, . . . ,Ωℓq be a positive polyhomoclinic orbit. We fix an admissible
ε ą 0 such that the estimates (269) and (270) are satified for the exit points ai “ pξi, 0q and
bi “ pηi, 0q of Ωi relatively to Σurεs and Σsrεs. Then, with the usual cyclic order
σpbiq “ σpai`1q,
so that Ω is compatible.
Proof. There exists a sequence pΓnqně0 of orbits with energies en ą 0, which converges to Ω.
So, for n large enough, Γn X Σu “ tan1 , . . . , anpu and Γn X Σs “ tbn1 , . . . , bnpu with the following
cyclic order
an1 ă bn1 ă an2 ă bn2 ă ¨ ¨ ¨ ă anp ă bnp ,
according to the orientation on Γn induced by the flow, and moreover
lim
nÑ8 a
n
i “ ai, lim
nÑ8 b
n
i “ bi.
In particular, for n large enough, the signs σpani q and σpbni q are well-defined and equal to σpaiq
and σpbiq respectively. Let us set bni “ pηni , yni q in the coordinate system of (the appropriate
part of) Σsrε, ens. For n large enough, bni belongs to the domain of Φin, ani`1 “ Φinpbni q and
their coordinates satisfy
|ηni | ď εΛ,
ˇˇ
ξni`1
ˇˇ ď εΛ.
By Lemma F.6, these inequalities prove that |yni | ă κen and since κ ă 1{2λ1, this shows by
(281) and Lemma F.4 that
sgnφε,σpbni qpy
n
i , enq “ σpbni q.
Finally, by (276) and Lemma F.2, this proves that
σpani`1q “ σ
`
Φinpbni q
˘ “ σpbni q
which finally yields our result by taking the limit nÑ8.
F.4 Proof of Theorems 4.1 and 4.2
Here we first examine the combinatorics of horseshoes associated with two homoclinic orbits,
according to their exit data, from which the proof of Theorems 4.1 and 4.2 easily follows.
F.4.1 Construction of the parametrized horseshoes
Here we fix two homoclinic orbits Ω0 and Ω1 and we fix an admissible εa ą 0. For 0 ă ε ă εa,
Σurεs and Σsrεs are exit and entrance sections for Ωi, relatively to which the exit and entrance
points are well-defined. We denote them by ai “ pξi, 0q and bi “ pηi, 0q respectively (recall that
both depend on ε).
In the following we fix ε ą 0 small enough so that there exists e0 ą 0 for which Lemma F.5
and Lemma F.6 apply to each e P s ´ e0, e0r, with the choice
ξ :“ ξpεq “ 1
2
Min
i
|ξi| . (289)
in Lemma F.5, and the constant κ0 of Lemma F.6 chosen equal to the constant κ of Lemma F.5.
1. The images of verticals curves by the inner map. We begin with the behavior of the
inner map with respect to vertical curves in the entrance section. We refer to the appendix for
the definition of horizontal and vertical curves.
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Lemma F.8. Fix µ˚ ą 0 and consider a family pveq|e|ăe0 of µ˚–vertical curves over some fixed
interval I containing 0 in Σsσ˚ rε, es. Then there exists 0 ă e1 ă e0 such that for |e| ă e1, the
image Φin
`
ve X E rε, es
˘
is contained in the section Σuσ1rε, es, with σ1 “ sgn peqσ. Moreover, in
this section, the intersection
Φin
`
ve X E rε, es
˘ X !pxu, yuq | |xu| ď εΛ)
is a µpeq–horizontal curve over the interval |xu| ď εΛ, with µpeq Ñ 0 when eÑ 0.
Proof. As usual we use the same notation for a curve and its underlying function, so that
Le :“ Φin
`rve X E rε, es˘ “ !`Xu`veptq, t˘ | t P I, `veptq, t˘ P E rε, es).
This is a curve contained in Σuσ1rε, es by Lemma F.6. Moreover, the slope septq of Le at ℓeptq
satisfies
|septq| “ 1ˇˇBxXupζptq, tqζ 1hptq ` ByXupζptq, tqˇˇ ď 1|ByXupζptq, tq| ´ µ˚ |BxXupζptq, tq|
and since E rε, es is contained in the strip |ys| ď κ |e|, Lemma F.4 proves that |septq| converges
uniformly to 0 when eÑ 0. Observe finally that by the second claim of Lemma F.6, since ve is
a µ˚ vertical curve, then for |e| small enough it transversely intersects the horizontal curves of
the boundary of E rε, es and the set of t P I such that `veptq, t˘ P E rε, es is an interval containing
0. This proves that Le is connected and intersects the vertical segments |xu| “ εΛ. As a
consequence, by the previous estimate of the slope, Le is a µpeq horizontal curve in the rectangle
t|xu| ď εΛu, with µpeq Ñ 0 when eÑ 0.
2. Rectangles and intersection conditions. We will now apply the previous lemma to get
our horseshoe. To simplify the notation, given D Ă Σu, we write ΦpDq for the image by Φ of
the intersection of D with the domain of definition of Φ, with a similar convention for all the
maps involved in the construction.
Lemma F.9. Fix 0 ă δ ă |ξ| (where ξ was defined in (289)) and fix 0 ă δ1 ă ε2. Consider the
rectangles
Ripeq “ Rrξi, δ, δ1, es Ă Σu˚σpaiqrε, es, i “ 0, 1.
Then the pair pR0, R1q satisfies the intersection condition (see Definition 12) for the Poincare´
map Φ “ Φin ˝Φout. More precisely:
• if σpai1q “ sgn peqσpbiq, ΦpRipeqq XRi1peq is a µpeq horizontal strip in Ri1peq;
• if σpai1q “ ´sgn peqσpbiq, ΦpRipeqq XRi1peq “ H.
Proof. Observe first that for |e| small enough the image ΦoutpRipeqq is a “rectangle” contained
in Σs
σpbi rε, es. Moreover, the images of the horizontals of Ripeq are curves which transversely
intersect the axis tys “ 0u, whose intersection with the domain E rε, es are µ˚ vertical curves for
a suitable µ˚. Therefore, by Lemma F.2,
ΦpRipeqq Ă Σuσ1rε, es, σ1 “ psgn peqσpbiqq,
and, by Lemma F.8, ΦpRipeqq is a µpeq-horizontal strip in tpxu, yuq | |xu| ď εΛu, defined over
the whole interval |xu| ď εΛ, with µpeq Ñ 0 when e Ñ 0. This proves our claim for |e| small
enough.
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3. Sector and hyperbolicity. We will now prove that the sector conditions and hyperbolicity
constraints of Definition 12 hold true in the rectangles we considered above. We begin with a
lemma on the derivative of the Poincare´ map Φ. Let us write the matrix of the derivative of
Φout at the point ai relative to the coordinates pxu, yuq and pxs, ysq in the form
DaiΦout “
„
p0 q0
r0 s0

(290)
with p0s0 ´ q0r0 ‰ 0 and r0 ‰ 0 (since ΦoutpW uℓ pOqq is transverse to W sℓ pOq).
Lemma F.10. For δ and δ1 small enough, for m P Rrξ, δ, δ1; es, the map DmΦ admits two real
eigenvalues λ´pmq, λ`pmq with
λ´pm, eq „eÑ0 rpmq BysXupΦinpmqq
λ`pm, eq „eÑ0 pppmqrpmq ´ qpmqspmqqBxsXupΦinpmqq
rpmq BysXupΦinpmqq
,
uniformly with respect to m. In particular
λ´pm, eq Ñ `8 and λ`pm, eq Ñ 0 when eÑ 0,
uniformly with respect to m. The associated eigenlines are spanned by the vectors
w´pm, eq “
´ 1
rpmq
`
λhe ´ spmq
˘
, 1
¯
, w`pm, eq “
´ 1
rpmq
`
λve ´ spmq
˘
, 1
¯
.
The line Rw´pm, eq converges to the line tyu “ 0u Ă Σurε, es, while the line Rw`pm, eq con-
verges to Φoutptys “ 0uq Ă Σurε, es when eÑ 0, uniformly with respect to m.
Proof. For m “ pxu, yuq P Ri,
DmΦout “
„
ppmq qpmq
rpmq spmq

“
„
p0 q0
r0 s0

` opδ, δ1q. (291)
We can therefore assume that ps´ qr and r are bounded below by positive constants ∆ and ρ
over the rectangle Ri. Now the derivative of the Poincare´ map Φ reads
DmΦ “
„
ppmq BxsXu ` rpmq BysXu qpmq BxsXu ` spmq BysXu
rpmq spmq

(292)
where the derivatives of Xu are computed at Φinpmq. The trace of DmΦ satisfies
|Trepmq| “ |ppmq BxsXu ` rpmq BysXu ` spmq| ě C |e|´Λ (293)
for a suitable constant C ą 0, since rpmq ě ρ ą 0, by Lemma F.5. The determinant of DmΦ
satisfies
∆epmq “ ppr ´ qsqBxsXu “ opTrepmqq, (294)
By standard computation, one immediately gets the estimates
λhe pmq „eÑ0 Trepmq, λvepmq „eÑ0
∆epmq
Trepmq , (295)
which proves our first claim. The second one on the eigenvectors is immediate. Finally, the
convergence of the line Rw´pm, eq to the line tyu “ 0u is immediate, while the convergence of
the line Rw`pm, eq to Φoutptys “ 0uq is proved by a completely analogous reasoning on Φ´1,
using now Lemma F.3 (the uniformity with respect to m comes from the compactness of the
domain and range of the various maps).
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Observe that the line tyu “ 0u Ă Σrε, es converges to W uℓ X Σurε, 0s, while the curve
Φ´1outptys “ 0uq converges to Φ´1outpW sℓ X Σsrε, 0sq (where the sections are endowed with the ap-
propriate sign). Note also that Φ´1outpW sℓ X Σsrε, 0sq is nothing but (some connected component
of) the intersection W s X Σsrε, 0s.
Lemma F.11. For m P Ri, the sectors Shm and Svm in TmΣupeq defined by
Shz “ tpξ, ηq P R2 | |η| ď µe |ξ|u, Svz “ tpξ, ηq P R2 | |ξ| ď µe |η|u
satisfy the stability condition and the dilatation conditions of Definition 12 with
µe “ 1
2Max
mPRi
Trepmq .
Proof. This is an immediate consequence of the form of the eigenvectors.
F.4.2 Proof of Theorem 4.1
This will be an immediate consequence of Lemmas F.9, F.10, F.11. We fix a compatible polyho-
moclinic orbit Ω “ pΩ1, . . . ,Ωℓq and keep the previous assumptions and notation for the sections
and the entrance and exit points. In particular
σpbiq “ σpai`1q
for 1 ď i ď ℓ, with the cyclic order. By Lemma F.9, the transition matrix of the horseshoe
satisfies
αpi, i ` 1q “ 1 for 1 ď i ď ℓ.
The existence and hyperbolicity of the horseshoe come from Lemma F.10 and Lemma F.11. The
statement onmpeq is a direct consequence of Lemma F.10 applied to the iterate Φℓ. Theorem 4.1
is proved.
F.4.3 Proof of Theorem 4.2
Now Ω0 and Ω1 are compatible and satisfy the sign condition (172). We will work at negative
energies, therefore, by Lemma F.9
σpa0q “ σpb0q, σpa1q “ σpb1q, σpa0q “ ´σpa1q.
One immediately checks that the transition matrix of the horseshoe reads
A “
„
0 1
1 0

.
The statement on the existence and hyperbolicity of the horseshoe immediately comes from
Lemma F.10 and Lemma F.11, while the statement on the periodic point mpeq is a direct
consequence of Lemma F.10 applied to Φ2. Theorem 4.2 is proved.
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G A reminder on horseshoes
We will need some additional definitions concerning horseshoes and hyperbolic dynamics. We
will follow the approach of Moser in [Mos01], which is perfectly adapted to our two–dimensional
situation. See also [KH95] for a more general point of view.
1. Consider a rectangular subset R of R2 of the form R “ Ih ˆ Iv, where Ih and Iv are
two compact nontrivial intervals of R. Given µ ą 0, a µ–horizontal curve is the graph of a
µ–Lipschitzian map ch : Ih Ñ Iv, while a µ–vertical curve is the graph of a µ–Lipschitzian map
cv : Iv Ñ Ih. A µ–horizontal strip is a subset of R limited by two nonintersecting horizontal
curves, that is a set of the form
tpx, yq P R | chpxq ď y ď dhpxqu
where ch and dh are two µ–Lipschitzian maps satisfying chpxq ă dhpxq for x P Ih. One defines
similarly the µ–vertical strips.
Figure 17: Horizontal and vertical strips
2. The definition of a horseshoe we use here is from [Mos01]
Definition 12. Consider a finite family of rectangles Ri “ Ihi ˆ Ivi , i P t0, . . . ,mu, in R2 and
let Φ be a C1–diffeomorphism defined on a neighborhood of R “ R0 Y ¨ ¨ ¨ YRm. We say that R
is a horseshoe for Φ when there exists µ ą 0 such that
1. for pi, jq P t0, . . . ,mu2, ΦpRiqXRj is eitherH or a µ–horizontal strip Hij and Φ´1pRjqXRi
is either H or a µ–vertical strip Vij, so that ΦpVijq “ Hij;
2. for each z P I “ `Yij Hij˘X `Yij Vij˘, there exists a sector Shz Ă TzR2 „ R2, of the form
Shz “ tpξ, ηq P R2 | |η| ď µ |ξ|u,
which satisfies the stability condition DzΦpShz q Ă SΦpzq for all z P H together with the
dilatation condition
@pξ, ηq P Shz , setting DzΦpξ, ηq “ pξ1, η1q, then
ˇˇ
ξ1
ˇˇ ě µ´1 |ξ| ;
3. for each z P I, there exists a sector Svz Ă TzR2, of the form
Svz “ tpξ, ηq P R2 | |ξ| ď µ |η|u,
which satisfies the stability condition DzΦ
´1pSvz q Ă SvΦ´1pzq for all z P V together with the
dilatation condition
@pξ, ηq P Svz , setting DzΦ´1pξ, ηq “ pξ1, η1q, then
ˇˇ
η1
ˇˇ ě µ´1 |η| ;
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4. for all z P V , |detDzΦ| ď 12µ´2 and for all z P H,
ˇˇ
detDzΦ
´1ˇˇ ď 1
2
µ´2.
Given a horseshoe R “ pRkq1ďkďm for Φ, one defines its transition matrix as the matrix
A “ `αpi, jq˘ PMmpt0, 1uq whose coefficient αpi, jq is 0 when Hij “ H and is 1 when Hij ‰ H.
Given such a transition matrix A “ `αpi, jq˘, one defines as usual the A–admissible subset SA
of t0, . . . ,muZ by
pskqkPZ P SA ðñ αpsk, sk`1q “ 1, @k P Z.
3. We can now set out the main result on horseshoes.
Theorem [Mos01]. Let R “ pRkq1ďkďm be a horseshoe for the C1 diffeomorphism Φ, with
transition matrix A. Equip SA with the induced product topology and let
I “
č
kPZ
Φ´kpRq
be the the maximal invariant set for Φ contained in R. Then there exists a homeomorphism
C : SA Ñ I such that C ˝ σ “ Φ ˝ C , where σ stands for the right Bernoulli subshift on SA,
defined by
σ
`pskq˘kPZ “ ps¯kqkPZ, s¯k “ sk`1.
Morover, the invariant set I is hyperbolic in the sense that there exists two continuous line
bundles Lh and Lv defined over I and invariant under DΦ, such that for all z P I :
}DzΦpζq} ě µ´1}ζ}, @ζ P Lhz , }DzΦ´1pζq} ě µ´1}ζ}, @ζ P Lvz .
Finally, let us notice that one can be more explicit for the coding of points of I by sequences
induced by C . Namely, for m P I :
C pmq “ pskqkPZ ðñ Φkpmq P Rsk , @k P Z.
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