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Abstract
Crowd Simulation is an area of research that is present in several disciplines and
industries. Even though the visualization of crowds is an important subject, the
behavior behind it helps to make it believable. Behavioral modeling can be a te-
dious task because the agents have to mimic the complexity of human reactions to
situations. In this work, we propose an alternative model for crowd simulation of
pedestrian movements using Reinforcement Learning methods for low level deci-
sions. Taking the approach of microscopic models, we trained an agent to reach a
goal point while avoiding obstacles that might be on its way, and trying to follow a
coherent path during the walk. Once one agent has learned, its knowledge is passed
to the rest of the members of the crowd by sharing the resulting Q-Table, expecting
the individual behavior and interactions to lead to a crowd behavior. We presented
states sets, an action set and reward functions general enough to adapt to different
environments, allowing us to use the same knowledge in different scenario settings.
Contents
1 Introduction 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 State of the Art 5
2.1 Social Force Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Cellular Automata Models . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Rule-Based Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.4 Reinforcement Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4.1 Elements of Reinforcement Learning . . . . . . . . . . . . . . . . 9
2.4.2 The Agent-Environment Interface . . . . . . . . . . . . . . . . . 10
2.4.3 Setting goals and how to achieve them . . . . . . . . . . . . . . . 11
2.4.4 Markov Decision Processes (MDP) . . . . . . . . . . . . . . . . . 13
2.4.5 Value Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4.6 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3 Our Approach 20
3.1 Crowd Controller Module . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Reinforcement Learning Module . . . . . . . . . . . . . . . . . . . . . . 25
3.2.1 Reinforcement Learning Library . . . . . . . . . . . . . . . . . . 27
3.2.2 Learning Problem definition. . . . . . . . . . . . . . . . . . . . . 29
3.2.2.1 State definition . . . . . . . . . . . . . . . . . . . . . . . 30
3.2.2.2 Action definition . . . . . . . . . . . . . . . . . . . . . . 36
3.2.2.3 Reward function . . . . . . . . . . . . . . . . . . . . . . 37
3.3 Specifications of our experiment setup. . . . . . . . . . . . . . . . . . . . 41
CONTENTS
4 Results 42
4.1 Evaluation of the reward function. . . . . . . . . . . . . . . . . . . . . . 42
4.1.1 Training Process . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.1.2 Demo Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2 The second states set approach . . . . . . . . . . . . . . . . . . . . . . . 51
4.3 Visual results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5 Conclusions 64
5.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
List of Figures
2.1 The agent-environment interaction in reinforcement learning. . . . . . 10
2.2 Backup diagrams for (a) V piand (b) Qpi. . . . . . . . . . . . . . . . . . . . 16
3.1 Q-table example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2 Modules relationship . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3 Communications chart between modules . . . . . . . . . . . . . . . . . 26
3.4 Composition of States . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.5 Goal State Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.6 Obstacle State Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.7 Distance State Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.8 Change in Obstacle State definition . . . . . . . . . . . . . . . . . . . . 35
3.9 Occupancy Code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.10 Description of movements: (a) King’s movements (b) Action definition
by rotation of orientation vector . . . . . . . . . . . . . . . . . . . . . . . 37
3.11 Distance Gain: (a) Direction Vector to the goal in t-1 and t, (b) Cases
of distance gain. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.12 Reward by Cosine: (a) Direction Vector to the goal and Agent’s direc-
tion vector, (b) Some of the reward values for certain angles . . . . . . 40
4.1 Reward Function Evaluation: Tests Setting . . . . . . . . . . . . . . . . 43
4.2 Ratio of Distance Gained per step during training process. . . . . . . . 45
4.3 Ratio of Path followed for Distance Gained during training process. . 45
4.4 Rate of success during training process . . . . . . . . . . . . . . . . . . 46
4.5 Rate of collisions during training process . . . . . . . . . . . . . . . . . 46
4.6 Ratio of Distance Gained per step during demo simulation. . . . . . . . 47
4.7 Ratio of Path followed for Distance Gained during demo simulation. . 48
4.8 Rate of success during demo simulation. . . . . . . . . . . . . . . . . . . 48
LIST OF FIGURES
4.9 Rate of collisions during demo simulation. . . . . . . . . . . . . . . . . 49
4.10 Results of simulation on an environment without obstacle. . . . . . . . 50
4.11 Ratio of Distance Gained per step during simulation without an ob-
stacle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.12 Ratio of Path taken for Distance Gained during simulation without
an obstacle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.13 Same state definition for different situations . . . . . . . . . . . . . . . 52
4.14 Twins Test for first state set approach . . . . . . . . . . . . . . . . . . . 52
4.15 (a) First state set approach vs (b) Second state set approach . . . . . . 53
4.16 Second state set approach twins test: (a) Overlapping obstacles, (b)
Close obstacles, (c) Not enough space for the agent to walk through
and (d) Tight fit for the agent to walk through. . . . . . . . . . . . . . . 54
4.17 Single agent in field of dummies. . . . . . . . . . . . . . . . . . . . . . . 55
4.18 Six agents in circle crossing. . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.19 Six agents in circle crossing with an obstacle in the middle. . . . . . . . 57
4.20 Six agents in line crossing. . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.21 Six agents in line crossing with a moving obstacle. . . . . . . . . . . . . 59
4.22 Six agents reaching for the same goal. . . . . . . . . . . . . . . . . . . . 60
4.23 Six agents reaching for the same goal with a moving obstacle. . . . . . 61
4.24 Best case scenario for a simulation of 12 agents in circle. . . . . . . . . 62
4.25 Worst case scenario for a simulation of 12 agents in circle. . . . . . . . 63
Chapter 1
Introduction
1.1 Introduction
Crowd Simulation is an area that has experienced significant development in these
past few decades. The use of virtual crowds is not restrained to the scientific field,
they are so versatile that, they can be found in the entertainment industry an ad-
vertisement as well. Crowd simulation is a key component to research experiments
or products where the use of a large amount of “actors” is not feasible or safe. Pro-
vides a way to study the behavior of a collection of individuals under specific cir-
cumstances and an alternative to populate scenarios with control over them, still
portraying believable or coherent responses to the environment and themselves.
The task of producing a virtual crowd is not a simple one. There are two main
issues to take into account: the behavioral aspect and the visualization [1]. The
weight of importance given to these problems are defined by the type of application
the virtual crowd is going to be a part of. If the purpose of the application is to
study the reaction of crowds under certain circumstances (like evacuation under
hazard or navigation through crowded rooms) the visualization of the individuals
as characters might be discarded. Results can be appreciated with the use of dots
or simpler figures. In the other case, if the goal is to produce virtual crowds to fill or
populate scenarios (like movies, commercials and games) it is imperative to work in
a high quality visual representation of these characters. Either way, compromising
one aspect for the other leaves us with results that are not the most convincing.
Having a group of dots moving around doesn’t give us a sense of crowd nor does
a group of characters going through walls and each other. A virtual crowd should
1
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have the balance between looking good and behaving in a believable manner.
Modeling these individuals to look and behave coherently puts a huge workload
on the animator. Animating a crowd of n characters takes more than n times the
work of animating a single character doing that motion. The interaction between
characters in a crowd needs to be dealt with even at its most basic level like avoid-
ing going through each other. Behavioral animation eases the work of designers
by letting these “actors” perform autonomously or semiautonomously motions that
would be otherwise puppeteered by the animator. Leaving low level animation de-
tails to the behavioral model lets the animator concentrate on the big picture. For
interactive applications, behavioral animation allows characters to respond to user
initiated actions. In order to achieve this, not only the characters have to be mod-
eled but also the environment that surrounds them. Usually, when we talk about
modeling the environment, the focus is pointed to achieving a graphically pleasing
one. We are presented with a visually rich environment whose interaction with the
characters is minimal to non existent. Modeling the environment semantically al-
lows these interactions with the virtual crowd to broaden.
The basic requirement for most applications involving virtual crowds is to at
least model pedestrian movements. It is unlikely to need a crowd simulation of
static dummies. Although the idea of walking comes naturally to us, there are two
basic concepts behind it: perception and placement. The perception encloses all
knowledge the agent has about the environment, the situation of the other agents
and its own status, while placement defines the desired position for an agent given
the perception. Perception and placement could be defined too as “status” and “ac-
tion”, what is happening at a certain moment in time and what is my response to
that certain circumstance.
Pedestrian simulation models can be grouped into two main methodologies:
macroscopic and microscopic [2]. Macroscopic models look at the simulated crowd
as a whole, focus on the flow characteristics instead of the individual behaviors of
the pedestrians. Microscopic models are the opposite. They study the behavior of
the individual pedestrians and their interactions with other peers in the crowd.
These allow to animate virtual crowds of agents with realistic autonomous behav-
iors. Perception and placement are defined for every agent resulting in a richer and
more complex simulation.
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In the state of the art for microscopic methods such as Rule-Based models, Cel-
lular Automata models and Social Force models, the agent is instructed, in a way
or another, what to do when faced with certain circumstances. We do get an au-
tonomous agent but its intelligence comes from what it was taught to be good and
bad. Reinforcement Learning is a learning method that has been around for many
years now in the areas of Artificial Intelligence and Robotics. This method allows
the agent to learn from experience with the environment what it should be aiming
for and what should be avoided, all this by maximizing a reward signal given by the
environment itself on what repercussion his action choice brought.
In this work we would like to present Reinforcement Learning methods as a
valid alternative to known pedestrian microscopic models for low level decisions.
1.2 Objectives
Our main goal with this work is to present a coherently functional crowd sim-
ulation of autonomous agents using the Reinforcement Learning Model. To
achieve this, we have set a series of stepping stones to conquer:
• Model the perception of the environment in a general way.
• Define actions simple enough to work in several settings.
• Calibrate the reward function of the different perceptions of the environment.
In our final case scenario, the agents should be able to: avoid going through obsta-
cles, avoid collision with their peers and obstacles and reach their goal. All of these
by following a natural and logical route through the environment.
1.3 Motivation
Our motivation of working with Reinforcement Learning in Crowd Simulation comes
from the need to ease the workload inherent on it. Our premise is that once an agent
knows how to behave individually, the interaction with other agents with the same
knowledge will result in a coherent crowd behavior on a shared environment. The
Reinforcement Learning model can be adapted to portray the two basic elements
of pedestrian movements that are perception and placement, where the transition
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from a place to another comes from the valued experience the agent has for that
change. The RL model allows us to abstract from a prestablished environment by
modeling situations (states) that could be present in any configuration of this one.
The independence of a setting makes this approach appealing to us, because the
agent can adapt its knowledge to the new scenarios it is presented with and refine
it by experiencing with this new world.
1.4 Organization
After the introduction and definition of our objectives, we proceed to make a brief
summary on the main methodologies to model pedestrian movements and some of
the most recent approaches in the State of the Art. Then comes the theoretical
explanation of the methodology we used in the next chapter, continuing to the prac-
tical side of what we present as an alternative to the already known approaches
in Technical Development. Lastly we present the results of our different scenarios
and the conclusions we reached in the last two chapters.
Chapter 2
State of the Art
In this chapter we discuss the three most used microscopic approaches to model
pedestrian movements and the most recent works employing them. Then we intro-
duce the Reinforcement Learning method defining its most important concepts and
the overall process of how it works [2, 3] , ending that section with some related
works in the area of Crowd Simulation that have used this method.
2.1 Social Force Models
The social force model was first presented in [4], they establish that the motion of
pedestrians can be described as if they would be subjected to “social forces”. These
virtual forces are analogous to real forces like repulsive interaction, friction forces,
dissipation and fluctuations. Each force parameter has a natural interpretation,
is individual for each pedestrian, and is often chosen randomly within some em-
pirically found or otherwise plausible interval. Social forces model human crowd
behavior with a mixture of physical and sociopsychological factors. This model ap-
plies repulsion and tangential forces to simulate the interaction between people and
obstacles, allowing a realistic “pushing” behavior and variable flow rates.
In 2010, Moussaid et.al [5] used a social forces model to study the impact of the
walking behavior of groups in the crowd dynamics. Shukla [6] extended it to include
improved velocity-dependent interaction forces, this allows to consider interactions
of pedestrians with both static and dynamic obstacles.
In 2011, Dutra et.al [7] used a social forces model on their hybrid model for
5
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crowd simulation, to prevent collisions between agents and, between agents and
obstacles. Saboia and Goldenstein [8] , proposed the use of lattice-gas concepts on
the social force model to reduce artifacts when there is low density of pedestrians.
Zanlungo et al. [9] introduced a new specification of the social force model in which
pedestrians explicitly predict the place and time of the next collision in order to
avoid it. Similarly in 2013, Gao et al. [10] worked on a modified social force model
that considers relative velocity to enhance the realism of the simulation.
In 2012, Yan et al. [11] proposed a novel swarm optimization based on social
forces model (SFSO). Later in the year, Li and Jiang [12] presented a novel friction
based social force model that allowed to focus on the individual initiative.
Finally in 2013, an evacuation model is proposed by Jiahui et al. [13] to optimize
the social force model by taking into account the cohesion among passengers of a
subway an the nervousness factor in an emergency.
2.2 Cellular Automata Models
Cellular Automata is an artificial intelligence approach to simulation modeling de-
fined as mathematical idealizations of physical systems, in which space and time
are discrete, and physical quantities take a finite set of discrete values. The space is
represented as an uniform lattice of cells with local states subject to a uniform set
of rules, which drives the behavior of the system. These rules compute the state of a
particular cell as a function of its previous state and the states of the adjacent cells
[14]. CA models do not allow contact between agents, floor space is discrete and
individuals can only move to an adjacent free cell. This approach offers realistic re-
sults for lower density crowds, but unrealistic results when agents in high-density
situations are forced into discreet cells.
In 2010, Sarmady et al. [15] presented a new approach of finer grid cellular
automata, thought to alleviate the problem of the chess like movements witnessed
in traditional cellular automata models. Then in 2011, Zhang et al. [16] proposed
a simulation model of pedestrian flow based on geographical cellular automata.
Zhiqiang et al. [17] improved and optimized a traditional discrete cellular automata
for a crowd evacuation model of a supermarket. Long et al. [18] worked on a modifi-
cation to the traditional cellular automata, aiming to take into account abandoned
CHAPTER 2. STATE OF THE ART 7
possessions and luggage on an emergency evacuation of a passenger station.
In 2012, Zainuddin and Aik [19] presented a cellular automata model to simu-
late the circular movements of Muslim pilgrims performing the Tawaf ritual within
the Masjid Al-haram facility in Makkah. They tackled the issue of circular motions
in Cellular Automata, that so far, had not been too explored; and they took into
account the pedestrian’s ability to select the exit route.
In 2013, Carneiro et al. [20] proposed a model that uses 2d cellular automata
to simulate the crowd evacuation behavior in a soccer stadium. Ben at.al [21] pre-
sented an agent-based modeling approach in the cellular automata environment
for evacuation simulation. Chang worked twice with cellular automata this year
for personnel evacuation [22, 23], the first time modeling with stochastic cellular
automata located nearest to the exist; and the second time, he modified his model
to base it in a 2.5D cellular automata.
This year, Giitsidis and Sirakoulis [24] presented a simulation for emergency
evacuation of disembarking aircraft employing cellular automata.
2.3 Rule-Based Models
Rule-Based Models are considered by many the first approach in the field of be-
havioral animation. Derived from the Reynold’s work in [25], they are based on
the premise that the group behavior is just the result of the interaction between
the individual behavior of the group members. Therefore, it would be enough to
simulate simple actions on agents individually and the more complex behavior of
the crowd would emerge from the interaction between them. These models charac-
terize themselves by applying a set of rules over the agents, these rules establish
the response to the situations presented by the environment and what we want the
agents to achieve.
In 2010, Xiong et al. [26], worked on a multiagent-based simulation to study the
spatial and temporal transmission of HIV/AIDS among injection drug users. The
agents followed behavior rules for: movement, infection, social influence and for the
development of AIDS. Wulansari [27], proposed the same year an implementation
of a steering model to simulate a crowd during the tawaf ritual. It evaluates sev-
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eral pilgrim’s behaviors like walking on a certain direction, collision avoidance and
obstacle avoidance.
In 2011, Kumarage et al. [28], presented a simulation of a hornet attack where
they used OpenSteer [29] for the simple steering behaviors of their agents. Sun
and Qin [30], implemented a model that adopted the rule-based module to generate
appropriate behaviors according to event reactions. Yu and Duan [31], modeled an
evacuation simulation using rules that defined the movement of the agents during
the run. Then in 2012, Yuan et al. [32] worked on a method to populate virtual en-
vironments with crowd patches, these patches were pre-calculated and reused the
crowd simulation modeled using a rule-based method.
This year, Zhong et al. [33] proposed an evolutionary framework to automati-
cally extract decision rules for agent-based crowd models.
2.4 Reinforcement Learning
Reinforcement learning is the learning process where an agent needs to learn what
to do and how to map situation to actions so as to maximize a numerical reward
signal. The learner is not told which actions to take, but instead it must discover
which actions yield the most reward by trying them. These actions may affect not
only the immediate reward but also the next situation and through that, all subse-
quent rewards. This approach is defined by characterizing a learning problem and
not the learning method. The basic idea is to capture the most important aspects
of the real problem facing a learning agent, during its interaction with its environ-
ment to achieve a certain goal [46]. Such agent must be able to sense the state of
the environment to some extent and must be able to take actions that affect the
state. It must also have a goal or goals relative to the state of the environment. The
formulation can be summarized in these three aspects: perception, action and goal.
One characteristic that separates Reinforcement Learning from other learning
methods is that there exists an issue of balancing exploration and exploitation of the
knowledge. To maximize a reward, the agent must prefer actions that it has tried
in the past and found to be effective in producing a reward, but to discover said
actions, it has to try actions that it has not selected before. This trade-off between
exploration and exploitation is one of the challenges of Reinforcement Learning.
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The agent has to exploit what it knows already but it also has to explore in order
to make better action selections in the future. Favoring exploitation could leave us
with a solution that is not the best and the other way around could leave us with
an agent that is not goal oriented.
2.4.1 Elements of Reinforcement Learning
Besides the agent and environment, four main subelements can be identified on a
reinforcement learning system: a policy, a reward function, a value function , and
optionally, a model of the environment.
A policy defines the way the learning agent behaves at a given time. Could be
defined as the mapping from perceived states of the environment to actions to be
taken when in those states. In psychology, it would correspond to a set of stimulus-
response rules or associations. In some systems the policy can be a simple function
or a lookup table, although in others it may involve extensive computation such as
a search process. The policy alone is sufficient to determine behavior.
A reward function defines the goal in a reinforcement learning problem. It maps
each perceived state (or state-action pair) of the environment to a single number,
a reward, indicating the inherent desirability of that state. The whole purpose of
the agent is to maximize the total reward it receives in the long run, so the re-
ward function tells the agent what are the good and bad events in a state. The
reward function is a defining feature of the problem and it must be unalterable by
the agent, although it can serve as a basis for changing the policy.
A value function specifies what is good in the long run. The value of a state
is the total amount of reward an agent can expect to accumulate over the future
starting from that state. Values indicate the long term desirability of states after
taking into account the states that are likely to follow, and the rewards available
in those states. Without rewards there cannot be values, but the whole purpose of
estimating values is to achieve more reward. The action choices are made taking
into account the states with highest values and not highest rewards, because these
actions will yield us a better amount of reward in the future.
A model of the environment is something that allows us to mimic the behavior
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of the environment at any given time. For example, given a state and action, the
model might predict the resultant next state and the next reward, it allows us to
make decisions on a course of action before this has been experienced. Models are
used for planning, hence their use is optional depending on the type of application
the RL system is going to be used for.
2.4.2 The Agent-Environment Interface
The agent is the learner and the decision maker, the environment is the everything
that surrounds the agent and what it interacts with. They interact continually, the
agent selecting actions and the environment responding to these actions and pre-
senting new situations to the agent. The environment is also the responsible for
giving rewards, these numerical values that the agent tries to maximize over time.
The agent and the environment interact at each of a sequence of time steps.
At each time step t, the agent receives some representation of the environment’s
state, st ∈ S, where S is the set of possible states, and on that basis selects an ac-
tion, at ∈ A(st), where A(st) is the set of actions available in state st. One time
step later, in part as a consequence of its action, the agent receives a numerical
reward, rt+1 ∈ R, and finds itself in a new state, st+1. Figure 2.1 diagrams the
agent-environment interaction.
Figure 2.1: The agent-environment interaction in reinforcement learning.
At each time step, the agent implements a mapping from states to probabilities
of selecting each possible action. This mapping is the agent’s policy and is denoted
pit, where pit(s, a) is the probability that at = a if st = s. Reinforcement learning
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methods specify how the agent modifies its policy as a result of its experience.
The reinforcement learning framework is abstract and flexible. Time steps need
not to refer to fixed intervals of time but could refer to arbitrary successive stages of
decision-making and acting. Both actions and states can be low-level or high-level
depending on what the learning problem is to begin with. The states can depict
either physical properties or psychological, they could refer to locations on an envi-
ronment, sensorial signals in an agent and even moods perceived. The possibilities
are endless, as long as, the learning problem can be reduced to three signals pass-
ing back an forth between the agent and the environment: one signal to represent
the choices made by the agent (actions), one signal to represent the basis on which
the choices are made (states), and one signal to define the agent’s goal (rewards).
The boundary between what is considered part of the agent and what is consid-
ered part of the environment cannot be trivialized to a physical boundary of body vs
surroundings. The general rule to follow is that anything that cannot be changed
arbitrarily by the agent is considered to be outside of it and thus part of its environ-
ment. Also it is not assumed that everything in the environment in unknown to the
agent. The agent-environment boundary doesn’t limit the agent’s knowledge but its
absolute control. In practice, the agent-environment boundary is determined once
one has selected particular states, actions, and rewards, and thus has identified a
specific decision-making task of interest.
2.4.3 Setting goals and how to achieve them
In Reinforcement Learning, the goal of an agent is formalized in terms of a special
reward signal passing from the environment to the agent. At each time steps, the
reward is a simple number, rt ∈ R. Informally, the agent’s goal is to maximize the
total amount of rewards it receives. This mean maximizing not the immediate re-
ward but the cumulative reward over time. If we want the agent to do something
for us, we must provide rewards to it in such a way that maximizing these rewards
the agent will also achieve our goal. The reward signal is our way of communicating
to the agent what we want it to achieve.
The ultimate goal of the agent should be something over which it has imperfect
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control, it should not be able, for example, to simply decree that the reward has
been received in the same way that it might arbitrarily change its action[47].
We have said several times that the agent’s goal is to maximize the reward it
receives in the long run. Formally defined, we seek to maximize the expected return,
whereRt is defined as some specific function of the reward sequence rt+1, rt+2, rt+3,...,.
In the simplest case, the return is the sum of the rewards:
Rt = rt+1 + rt+2 + rt+3 + ...+ rT , (2.1)
where T is a final time step. This approach makes sense in systems where there
is a natural notion of final time step. When the agent-environment interaction
breaks naturally into subsequences, these are called episodes. Each episode ends
in a special state called the terminal state, followed by a reset to a standard start-
ing state or to a sample from a standard distribution of starting states. Tasks with
episodes of this kind are called episodic tasks. In some cases, the agent-environment
interaction does not break naturally into identifiable episodes, but goes on continu-
ally without limit. We call these continuing tasks. The return formulation in 2.1 is
problematic for continuing tasks because the final time step would be T = ∞, and
the return, which is what we are trying to maximize, could itself easily be infinite.
To address this, the concept of discounted return is introduced. The agent now
tries to select actions so that the sum of the discounted rewards it receives over the
future is maximized. The discounted return is defined as:
Rt = rt+1 + γrt+2 + γ
2rt+3 + ... =
∞∑
k=0
γkrt+k+1, (2.2)
where γ is a parameter, 0 ≤ γ ≤ 1, called the discount rate.
The discount rate determines the present value of future rewards: a reward re-
ceived k time steps in the future is worth only γk−1 times what it would be worth if
it were received immediately. If γ < 1, the infinite sum has a finite value as long as
the reward sequence {rk} is bounded. If γ = 0, the agent is “nearsighted” in being
concerned only with maximizing immediate rewards. As γ approaches 1, the objec-
tive takes future rewards into account more strongly: the agent becomes farsighted.
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2.4.4 Markov Decision Processes (MDP)
In the Reinforcement Learning framework the agent makes its decision as a func-
tion of the state. The state is the environment’s signal to the agent, it means what-
ever information is available to the agent to make a decision on. Ideally, a state sig-
nal should summarize past sensations compactly but in a way that still retains all
the relevant information. A state signal that succeeds in this is said to be Markov,
or to have the Markov property. Even if much of the information about the sequence
that led us to the present state were to be lost, a state remains Markov if it repre-
sents correctly the result of such sequence over the environment. This is sometimes
also referred as an “independence of path” property because all that matters is in
the current state signal, its meaning is independent of the “path” or history of sig-
nals that have led up to it.
To formally define the Markov property, we are going to assume that there are
a finite number of states and rewards values so this allows us to work in terms of
sums and probabilities. Consider how a general environment might respond at a
time t+1 to the action taken at time t. Int he most general causal case, this reponse
may depend on everything that has happened earlier. In this case, the dynamics
can be defines only by specifying the complete probability distribution:
Pr{st+1 = s′, rt+1 = r|st, at, rt, st−1, at−1, ..., r1, s0, a0}, (2.3)
for all s’, r, and all possible values of the past events: st, at, rt, ..., r1, s0, a0. If the
state signal has the Markov property, on the other hand, the environment’s response
at t+1 depends only on the state and action representations at t, in which case the
environment’s dynamics can be defines by specifying only
Pr{st+1 = s′, rt+1 = r′|st, at}, (2.4)
for all s’, r,st,and at. Meaning, a state signal has the Markov property, and is a
Markov state, if and only if 2.4 is equal to 2.3for all s’,r, and histories,st, at, rt, ..., r1, s0, a0
. In this case, the environment and task as a whole are also said to have the Markov
property. The Markov property is important in reinforcement learning because de-
cisions and values are assumed to be functions only of the current state. In order for
these to be effective and informative, the state representation must be informative.
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A reinforcement learning task that satisfies the Markov property is called a
Markov decision process, or MDP. If the state and action spaces are finite, then it is
called a finite Markov decision process (finite MDP). A particular finite MDP is de-
fined by its state and action sets and by the one-step dynamics of the environment.
Given any state and action, s and a, the probability of each possible next state, s’, is
Pass′ = Pr{st+1 = s′|st = s, at = a}. (2.5)
These quantities are called transition probabilities. Similarly, given any current
state and action, s and a , together with any next state ,s’, the expected value of the
next reward is
Rass′ = E{rt+1|st = s, at = a, st+1 = s′}. (2.6)
These quantities, Pass′and Rass′ , completely specify the most important aspects of
the dynamics of a finite MDP.
2.4.5 Value Functions
Most of the reinforcement learning algorithms are based on estimating value func-
tions, functions of states (or of state-action pairs) that estimate how good it is for
the agent to be in a given state, or how good it is to perform a given action in a given
state. This notion of “how good” is defined in terms of expected return. The rewards
the agent can expect to receive in the future depend on what actions it will take in
the present. In the same way, value functions are defines with respect to particular
policies.
A policy, pi, is a mapping from each state, s ∈ S, and actions, a ∈ A(s), to the
probability, pi(s, a) of taking action a when in state s. Informally, the value of a state
s under the policy pi, denoted V pi(s), is the expected return when starting in s and
following pi thereafter. For MDPs, V pi(s) can be defined formally as
V pi(s) = Epi{Rt|st = s} = Epi{
∞∑
k=0
γkrt+k+1|st = s}, (2.7)
where Epi{}denotes the expected value given that the agent follows policy pi. The
function V pi is called the state-value function for policy pi.
CHAPTER 2. STATE OF THE ART 15
Now, we define the value of taking action a in state s under policy pi, denoted
Qpi(s, a), as the expected return starting from s, taking actions a, and thereafter
following policy pi:
Qpi(s, a) = Epi{Rt|st = s, at = a} = Epi{
∞∑
k=0
γkrt+k+1|st = s, at = a}. (2.8)
The function Qpi the action-value function for policy pi.
The value function V piand Qpican be estimated from experience. If and agent
follows policy pi, and maintains an average for each state encountered of the actual
returns that have followed that state, then the average will converge to the state’s
value, V pi(s), as the number of times that state is encountered approaches infinity.
If the separate averages are kept for each action taken in a state, then these aver-
ages will similarly converge to the action values, Qpi(s, a).
A fundamental property of value functions used throughout reinforcement learn-
ing is that they satisfy particular recursive relationships. For any policy pi and any
state s, the following consistency condition holds between the value of s and the
value of its possible successor states:
V pi(s) = Epi{Rt|st = s}
= Epi{
∞∑
k=0
γkrt+k+1|st = s}
= Epi{rt+1 + γ
∞∑
k=0
γkrt+k+2|st = s}
=
∑
a
pi(s, a)
∑
s′
Pass′ [Rass′ + γEpi{
∞∑
k=0
γkrt+k+2|st+1 = s′}]
=
∑
a
pi(s, a)
∑
s′
Pass′ [Rass′ + γV pi(s′)], (2.9)
where it is implicit that the actions, a, are taken from the set A(s), and the next
states, s’, are taken from the set S. This equation is called the Bellman equation
for V pi. It expresses a relationship between the value of a state and the values of
its successor states. Looking at Figure 2.2a, each open circle represents a state and
each solid circle represents a state-action pair. Starting from the root node at the
top, state s, the agent could take any of some set of actions (three are shown in the
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figure). From each of these, the environment could respond with one of several next
states, s’, along with a reward, r. The Bellman equation 2.9 averages over all the
possibilities, weighting each by its probability of occurring. It states that the value
of the start state must equal the (discounted) value of the expected next state, plus
the reward expected along the way.
(a) (b)
Figure 2.2: Backup diagrams for (a) V piand (b) Qpi.
The value function V pi is the unique solution to its Bellman equation. Diagrams
like the ones shown in Figure 2.2 are called backup diagrams because they diagram
relationships that form the basis for the update or backup operations that are at the
heart of reinforcement learning methods. These operation transfer value informa-
tion back to a state (or a state-action pair) from its successor states (or state-action
pairs).
2.4.6 Related Work
Reinforcement Learning is slowly gaining some stance in the agent simulation field.
Its varied use in the area just shows its real versatility and this method can solve
many learning problems when modeled correctly. Not only is used to model the
pedestrian movements as low level decisions but it is implemented for the learning
of high level decisions too . In the following works we can see how reinforcement
learning is used to solve some learning problems but approaching them is different
ways. The beauty of RL is that its framework can adapt to whatever it is we desire
to model, as long as, its elements are defined for such purpose.
In 2010, Torrey [34] proposes reinforcement learning as a viable alternative
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method for crowd simulation. Presents a case study of a school domain where the
agent’s goal is to reach its designated classroom. She modeled a pretty simple state
set where the agent perceives the time it has left to reach its goal, its distance to it
and its distance to the closest other agent. The actions the agent can perform are
staying in the current segment, move one segment towards the goal or move one
segment towards the closest other agent. The agents have two motivations upon
which they build their rewards: to socialize with other agents and to reach their
goal classroom. With a small crowd, the results seemed to sustain the initial state-
ment but she makes a point of stating the importance of modeling the environment,
both state wise and reward wise.
Lee et.al [35] propose a method for inferring the behavior styles of character
controllers from a small set of examples. They demonstrate how a rich set of behav-
ior variations can be captured by determining the appropriate reward function in
the reinforcement learning framework, and how this can be applied to different en-
vironment an scenarios. This approach is based in apprenticeship learning where
an agent learns from an expert agent.
Cuayáhuitl et.al [36] presented an approach for inducing adaptive behavior of
route instructions. They proposed a two-stage approach to learn a hierarchy of
wayfinding strategies using hierarchical reinforcement learning.Their experiments
were based on an indoor navigation scenario for a building that is complex to navi-
gate. Their results showed adaptation to the type of user and structure of the spa-
tial environment, plus the learning speed was better than the baseline approaches
they used.
Gil et.al [37] proposed a Q-Learning based multiagent system oriented to pro-
vide navigation skills to simulation agents in virtual environments. They focused
on learning local navigation behaviors from the interactions with other agents and
the environment. They adopted and environment-independent state space repre-
sentation to provide scalability. Their results showed that RL techniques can be
useful to improve the scalability in the problem of controlling the navigation of
crowded-oriented agents.
In 2012, Kastanis and Slater [38] used Reinforcement Learning to train a vir-
tual character to move participants to a specified location. Based on proxemics
CHAPTER 2. STATE OF THE ART 18
theory, the states for the agent were the four distances from the avatar to the par-
ticipant (personal distance, social distance, public distance and not engaged). The
agent had 6 actions that involved walking forward, backwards, stay idle and wave.
The reward function was based on the response of the human. If the person moved
towards the target, the agent got a positive reward and in all other cases a negative
one. The results showed that the agent did learn the rule that, when it moves so
close to the participant that it breaks the convention of personal distance, the par-
ticipant will tend to move backwards.
Gil et.al [39] presented a calibration method for a framework based in Multi-
agent Reinforcement Learning. The agents learned to control individually its in-
stant velocity vector in scenarios with collisions and frictions forces. Each agent
gets a different learned motion controller. The results indicated similarities in the
learned dynamics of the agents with those of real pedestrians.
In [40], Lo et.al present a novel approach for motion controllers. The agent
learns how to move around evading static obstacles basing its decisions on vision
input. The character “sees” with depth perception skipping this way the manual
design phase of parametrization state space. They avoid the curse of dimensional-
ity by introducing a hierarchical model and a regression algorithm.
In 2013, Rothkopf and Ballard [41] developed a methodology to estimate the rel-
ative reward contributions of multiple basic visuomotor tasks to observed naviga-
tion behavior using inverse reinforcement learning. The simulations demonstrated
that the reward functions used by the agent that mimics human’s performance on
the task of traversing a walkway with multiple independent goals, can be well re-
covered with modest amounts of observation data.
Hao and Leung [42] proposed a social learning framework for a population of
agents to coordinate on socially optimal outcomes in the context of general-sum
games. They used reinforcement learning as a learning strategy instead of evolu-
tionary learning. The agents were able to achieve a much more stable coordination
on socially optimal outcomes compared with previous work ,and the framework can
be suitable for both the settings of symmetric and asymmetric games.
Martinez-Gil et al introduce in [43, 44] a multi-agent RL approach for pedestrian
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groups where the agents learn to control their velocity, avoid obstacles and other
pedestrians and to reach a goal. They propose a new methodology that uses differ-
ent iterative learning strategies, combining a vector quantization with Q-Learning
algorithm. They made comparisons with Helbing’s social force model, obtaining re-
sults that validated this approach given the emergence of collective behaviors.
The use Beheshti and Sukthankar [45] gave to reinforcement learning here is
different from what we’ve seen so far. They presented this year a reinforcement
learning model for constructing normative agents to model human social systems.
The case study was focused on using this architecture to predict trends in smok-
ing cessation resulting from a smoke-free campus initiative. The agents learn from
their interactions with other agents, their judgment is their reward and a socially
correct behavior is learned.
As we can see from these works, RL has been present in the area for some
years now. Its potential is yet to be fully explored, but so far it has been proved to
give satisfying results. Our work presents another way of using RL to model low
level pedestrian movements, where the agent’s perception is independent from the
environment overall layout.
Chapter 3
Our Approach
As we saw in the previous chapter, the crowd simulation problem can be approached
from different points of view. In the reinforcement learning case, not only we find a
broad selection of methods to use, but within these methods, we can still find new
ways to model the same learning problem (i.e: pedestrian moves), by the variation
of the perception of the environment, the actions available to the agent and, most
importantly, the reward function.
Our approach is based on Q-Learning . Q-learning is a form of model-free rein-
forcement learning [48]. Is a simple way for agents to learn how to act optimally in
controlled MDPs. It works by successively improving its evaluations of the quality
of particular actions at particular states. In its simplest form, one-step Q-learning
is defined by
Q(st, at)← Q(st, at) + α[rt+1 + γmaxaQ(st+1, a)−Q(st, at)]. (3.1)
In this case, the learned action-value function, Q, directly approximates Q*, the
optimal action-value function, independent of the policy being followed. In 3.1 we
can see the procedural algorithm for Q-Learning.
We will start the learning process of the crowd with just one agent. It will learn
how to walk logically and to reach its goal, while avoiding objects that might be on
the way to it. Once our single agent learns how to fulfill its goals, this knowledge
will be used for the rest of the agents to build knowledge from. Meaning, one will
learn alone the whole task, then this learning will be transferred to the other agents
who will improve it from their own experience. This is possible because, one of the
20
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Algorithm 3.1 Q-Learning Algorithm
Initialize Q(s,a) arbitrarily
Repeat (for each episode):
Initialize s
Repeat(for each step of episode):
Choose a from s using policy derived from Q(e.g.,-greedy)
Take action a, observe r, s’
Q(s, a)← Q(s, a) + α[r + γmaxa′Q(s′, a′)−Q(s− a)]
s← s′
until s is terminal
characteristics of Q-Learning is that it stores all the learning in a table of n states
by m actions, where each cell on it contains the value for each pair state-action,
as depicted by Figure 3.1. This table is called Q-table. As we mentioned before, it
works by successively improving its evaluations of the quality of these pairs, so if
we give the rest of the agents what the pioneer learned by giving them its Q-table,
they can start the simulation with knowledge of how to behave but still mold this
to their own experiences throughout the run.
Figure 3.1: Q-table example
The Q-table can be reused for other agents because they all perceive the envi-
ronment the same way and have the same set of actions to perform. The agent’s
states are defined by their perception of the environment at that step in time, they
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are not aware of the whole configuration of the scene but of a certain portion that
pertains to a radius of perception. States and actions are defined relative to the
position and orientation the agent has at that point, hence, the environment per se
does not define the states as much as the agents perception of it. For this reason,
we presume the experiences from a learned environment can be applied to other
configurations. The radius of perception is what we allow the agent to know at each
step. The agent always has the knowledge of the position of its goal but doesn’t
always know where all the other agents and/or obstacles are located at all times.
The detection of other agents and obstacles comes once they enter a radius of vision
that will include their avoidance as part of the agent’s goals.
Algorithm 3.2 Episodic Learning Algorithm
Repeat(For each agent on the simulation):
Get perception of the environment
Process information
Move accordingly
Evaluate decision
until agent reachs its goal or time runs out
The basic algorithm for our work is the one presented in Algorithm 3.2. Each
agent in the simulation gets information from the environment and processing this
information they proceed to take a decision based on what they have learned so far,
in our case, this decision is moving on a certain direction. After moving from its ini-
tial position to a new one, the decision is evaluated, and this will be repeated until
our agent reaches its goal or the time we set for the goal to be achieved runs out.
In the learning stage, the decisions made by the agent are ruled by a higher  value
(for the -greedy policy) than when the agent is in a “demo” mode. Higher  values
introduce more randomness in the decision making portion of the learning, makes
the agent more exploratory on the environment than exploitative of the information
it already has. For “demo” behavior, this value is set closer to zero (to keep learning
something) or equal to zero (to just follow what it knows) .
To properly function, our framework relies in two main modules that allows us to
make a separation between the agent and its surrounding environment. On the one
side, we have the Crowd Controller Module. This module is focused on all the du-
ties that belong to the crowd simulation and feeding the information to the agents.
On the other side we have the Reinforcement Learning Module, this one involves
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everything that comes with the learning of the tasks at hand. The interaction be-
tween these two is what allows us to simulate intelligent autonomous agents. The
relationship between the crowd controller and the reinforcement learning module
is from 1 to n as depicted by Figure 3.2, where n is the amount of characters that
compose the crowd. For a better understanding of these modules, we now proceed
to explain them in a more detailed way.
Figure 3.2: Modules relationship
3.1 Crowd Controller Module
The crowd controller module is the main module in our project. It handles both
the rendering and setup of the simulation among other responsibilities, such as
controlling the agents and giving them the pertinent information of their surround-
ings. The controller module handles the simulation as depicted by Algorithm 3.3.
Dividing the simulation by a prefixed amount of time intervals, the controller at
each time step will control every agent on the environment. Until the time interval
that defines an episode is done, the controller will check the status of the agent,
checking whether it has arrived to its goal point or not. In case it has not, it will
provide the information that affects that agent and then move it according to the
feedback it gets as a result.
This feedback comes from the interaction with the RL module that each agent
has assigned. The RL module decides the agent’s movements but the crowd con-
troller actually moves the agent. Since this controller is the one in charge of all the
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Algorithm 3.3 Crowd Simulation Algorithm
Repeat(for each episode):
Initialize agents
Repeat(for each time step in the episode):
Repeat(for each agent):
Check if agent reached its target
If not:
Feed information
Move agent
until time for episode runs out
until max amount of episodes is reached
simulation setup, here is where we create and define our agents and their goals.
The main responsibility of the crowd controller in the learning process is to com-
municate to the agent the information of the environment that has an effect over
the next decision that the agent has to take. In our case, the controller needs to
provide all the information of the obstacles that fall into the agent’s radius of vi-
sion, the position of its goal and the agent’s own position in the environment. With
this portion of the scenario setting, the agent will be able to define the situation
around him and how to act on it. In 3.4, we can see the amount of times the crowd
controller passes the information to the agent.
Algorithm 3.4 Feeding algorithm
Repeat( for each episode):
Repeat(for each time step in the episode):
Repeat(for each agent):
Check all the obstacles/agents that fall in the agent’s radius of vision,
Feed information to agent.
until time for episode runs out or agent reach its goal
until max amount of episodes is reached
The crowd controller has two modes of executing the simulation that depend on
whether or not the simulation is being witnessed, meaning if the simulation has a
graphical output or not. To accelerate the training process, the simulation is run
without rendering results and the function calls to the RL process and check process
are done on a timer function. If we want to have a graphical output, whether to
witness the training or going into actual demo mode, the function calls regarding
the RL process and check process are done per frame with the purpose of getting a
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graphical synchronized response.
3.2 Reinforcement Learning Module
The Reinforcement Learning module is the one we are really focused on this project.
It is the core of the individual behavior of the agents. By using a reinforcement
learning library, we can create a learning machine for each agent so each one is a
individual with their our “brain”. The RL Module receives the information provided
by the controller module and process it into states, the machine provides the agent
with an action to take following the -greedy policy, resulting in a movement that
is then evaluated by the RL Module, then fed to the machine that will process it to
improve the Q-table, from where it provides the “best” actions to take at each query.
Even though we are making a separation between the RL Module responsibili-
ties and the learning machine, the two of them are what really define the reinforce-
ment learning module as a whole. This separation is described to show what are
the elements of the RL framework that we can actually modify so we can establish
an agent/environment division of the elements. In Figure 3.3, we can see how the
communication flows from a module to another. The dashed line represents the ini-
tialization. The crowd controller module creates an agent, and for the first time, as-
signs it its goal, current position and information pertinent to the escenario setting.
The agent then proceeds to inform the RL Module to initialize its own RL Machine
and to process the information given by the Crowd Controller Module. The RL Mod-
ule informs the RL Machine the state the agent is in and asks for an action so the
agent can perform according to this. The RL Machine now starts a cycle where it
gives the RL Module an action for the agent to perform. The RL Module translates
this action into a direction vector so the agent can be moved, and the agent informs
the crowd controller module where it has to go now. The crowd controller module
calculates the pertinent information for that agent and at that moment and passes
it along. The RL Module receives the information from the agent and process it into
the state resulting from performing the previous action and calculates the produced
reward. The RL module communicates to the RL Machine the new state and the
reward yielded so the machine responds to it with an action and now we are back
at the starting point of the cycle.
This cycle will stop when the maximum amount of allowed decisions is reached
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or if the crowd controller module considers the agent to have reached its goal. The
color of the boxes state what kind of information is dealt with at this stage of the
algorithm. The crowd controller module and RL module handle environment in-
formation. The crowd controller feeds the raw information to the agent so the RL
Module can translate it into states the machine understands but it is still consid-
ered environment information. In the same way, the RL module calculates the
rewards given to the agent after performing an action, and this reward is defined
by the change in the perceived environment resulting from the agent performing
an action.
Figure 3.3: Communications chart between modules
On the other hand, the learning machine provides an action when queried and
maintains the Q-Table. This is therefore the part considered to be “the agent”. The
learning machine makes the decisions based on the state that it is informed to be in
by the RL Module following an -greedy policy, and modifies the Q-Table according
to the experiences gained and informed (via reward) from the RL Module through-
out the run of the simulation.
In the following subsections, we will discuss the definition of the learning ma-
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chine and the main elements of our reinforcement learning problem.
3.2.1 Reinforcement Learning Library
As the core for our reinforcement learning module we used BaReL, a reinforcement
learning library developed by Jason Kastanis in 2008. BaReL offers reinforcement
learning algorithms for direct application in a basic way. We are able to create an
RL application by using a minimum amount of functions. The main reason as to
why we used this library, besides its simplicity, is because it allows to both save and
reuse the Q-table of the agent. We are able to save the Q-table to a .txt file at any
time, allowing us to create a record of learning every amount of episodes, and then
this file can be loaded to the learning machine again to continue the learning, or in
our case, to spread it to the other agents.
We made use of 8 of its functions to create our RL application, 3 of which are
worth mentioning to help understanding the workflow of the RL process that in-
volve the creation of the learning machine and the action queries.
Machine Creation
The machine creation is the first thing that has to be done after creating an agent.
The machine will not only store the Q-table but it will also provide the actions when
queried, and improve the knowledge acquired by the several experiences that re-
ceives. As it was mentioned previously, the machine can be thought of as the brain
of our agent and it has to be created and initialized before expecting the agent to do
anything else.
To create and initialize the machine, BaReL offers among several options the
following:
• Function:
int createRLMachine(int nrStates, int nrActions, float alpha, float lambda,
gamma, float epsilonPolicy)
• Parameters:
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– int nrStates: The number of states defined
– int nrActions: The number of actions defined
– float alpha: Defines the step size of the learning, its value is bounded in
[0,1]. It controls the rate of learning. Big values will make the algorithm
learn faster, but this might not be the wanted behavior.
– float lambda: Defines the eligibility trace weight, its value is bounde in
[0,1]. Bigger values make the eligibility trace more Monte Carlo and
smaller will make it more Temporal Difference, going back up the trace
less, i.e older actions will not be affected by the current reward.
– float gamma: Defines the discount factor. Bigger values will make older
rewards more important.
– float epsilonPolicy: Defines the epsilon parameter for the -greedy policy.
This defines the randomness of the action selection in the RL. The bigger
it is, the more chances a random action will be chosen.
• Returns:
1 for success.
In our work, α = 0.1, λ = 0 and γ = 0.1. Since we want out agents to learn slowly,
our eligibility trace to go back just to t-1, and to make the newer rewards more
important.
Action Query
The action query is treated in two different ways depending on what are we aiming
to achieve with the simulation. If we are on a simulation in training mode , our
action query will communicate to the machine the state the agent is in and the last
reward received, this so the machine can integrate this experience to its knowledge
and improve the Q-Table. If we are running a simulation in demo mode, our action
query will only tell the machine the state the agent is in, because the agent is no
longer learning and improving the Q-Table. For this cases we use two of the func-
tions BaReL provides for action query:
• Function:
int getAction(float reward, int newState)
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• Parameters:
– int reward: value of the reward.
– int newState: the current state the agent is in.
• Returns:
If it is succesful it will return the next action to take, otherwise -1.
and,
• Function:
int getActionPureControl (int newState)
• Parameters:
– int newState: the current state that the agent is in.
• Returns:
If it is successful it will return the next action, otherwise -1.
These three functions are the crucial ones for the functioning of our RL Module.
The machines are created and initialized just once per simulation but the action
queries are at every step of the simulation until the agent either reaches its goal or
runs out of time. The other five functions are used for the file management of the Q-
Table (storing and uploading), changing the −value throughout the run, resetting
the eligibility trace and destroying the machine after the simulation is done.
3.2.2 Learning Problem definition.
Our learning problem or task to learn could be considered a simple one. We want
the agents to learn how to walk logically from their starting point to their goal point,
avoiding in the trajectory collisions with other agents and obstacles that might be
on the way. To express this in RL terms, we need to define a set of states that depict
the possible situations the agents can encounter during the run of an episode, the
actions available, and what are the rewards obtained after performing each possi-
ble action.
Defining the learning problem can be quite complicated. The RL framework
is flexible enough to handle different ways of defining the same problem. Given
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that we are aiming to use the same Q-table for different scenarios and on different
agents, our goal is to be as general as possible when defining our RL elements.
Keeping this in mind, we now proceed to introduce the solution adopted for each
element of our RL Problem.
3.2.2.1 State definition
For this project we defined two variations of states sets to prove. As we briefly men-
tioned before, the crowd controller feeds the agents a portion of information that
defines their state on the environment they are put into. We use the same informa-
tion in both sets but the interpretation of it varies a little. For every step of time
in an episode, the environment information we have is: the position of the agent’s
goal, the agent’s position in the environment and the positions (and radii) of the
obstacles/agents that are in its radius of vision. We process this information from
the agent’s point of view so we can have generalized states instead of environment
defined ones. Meaning that distances and positions become agent relative instead
of keeping it in environment coordinates. This is done by using the agent’s position
and orientation as guides.
For our first approach, we defined a set of states that took into account the
agent’s position to its goal and to its closest obstacle/agent. The states are defined
by three criteria: the angle existing between the agent’s direction and the goal,
the angle between the agent’s direction and the closest obstacle/agent, the distance
from the agent to the closest obstacle/agent; the last two only taken into account
if there is an obstacle/agent in the agent’s radius of vision. The composition of the
states is shown in Figure 3.4. The outer sliced circle depicts the Goal States, the in-
ner two sliced circles represent the Distance States (radii) and the Obstacle States
(slices).
The Goal State criterion, shown in Figure 3.5, consists in calculating the angle
existing between the agent’s direction vector and the direction vector to its goal,
this angle will then be sorted into the 8 angle intervals defined as possible states.
The Goal State is the defined by the number assigned to the angle interval that
corresponds to the angle obtained by the calculation.
The Obstacle State criterion, shown in Figure 3.6, consists in calculating the
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Figure 3.4: Composition of States
angle existing between the agent’s direction vector and the direction vector from
it to the nearest obstacle, this angle will then be sorted into the 8 angle intervals
defined as possible states. As we can see in the figure, the division of the angles into
intervals is not even as in the Goal State criterion. This is because we considered
more important to discretize the states regarding what is happening in front of the
agent and not at the back of it. We could have done as many partitions in the back
as in the front of the agent, but this would have lead to a much larger memory space
to store the Q-Table.
The Distance State criterion, shown in Figure 3.7 , consists in calculating the
distance existing between the agent and its nearest obstacle. This is done by mea-
suring the distance between the agent and the center of the obstacle and then sub-
tracting the radius of it. This result is then placed in the corresponding distance
interval that will define the distance state. A distance state of 0 means that there is
no obstacle in the radius of vision, a distance state of 1 establishes the presence of
the obstacle in the nearest radius to the agent, and from this, the numbering grows
until it reaches the radius of vision.
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Figure 3.5: Goal State Definition
Finally, there is the terminal state that marks the end of a successful episode.
This is a special case state, and because of that, it doesn’t follow the three criteria.
To check if the agent is in the terminal state, it needs to calculate its distance to
the goal, if its distance is lower than a threshold number then we can consider the
agent to have reached its goal.
To properly compute in what state the agent is in, we need to differentiate three
cases in this stage:
• Case 1: There is no obstacle in the agent’s radius of vision.
• Case 2: There is an obstacle in the agent’s radius of vision.
• Case 3: The agent is in the final state.
If the agent falls into Case 1, its state is only going to be defined by the angle
existing between its movement direction and the direction vector to its goal.
agentState = GoalState, (3.2)
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Figure 3.6: Obstacle State Definition
Figure 3.7: Distance State Definition
where GoalState is the state we are in, relative to the goal angle. If the agent
falls into Case 2, its state is defined by all the criteria as follows:
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agentState = (nrGoalStates− 1) +GoalState ∗ (nrObstStates ∗ nrdistances)
+StateAngle ∗ nrdistances+ stateDist, (3.3)
where nrGoalStates is the number of goal states the agent is working with,
nrObstStates is the number of obstacle states the agent is using, nrdistances are
the amount of distances the agent takes into account including the radius of vision,
StateAngle expresses the obstacle state calculated, and, stateDist refers to the dis-
tance state obtained. If the agent falls into Case 3, no computation needs to be done
but to assign as a state the last state.
agentState = (nrGoalStates ∗ nrObstStates ∗ nrdistances) + nrGoalStates (3.4)
The final state count for this approach is: (nrGoalStates ∗ nrObstStatesAngle ∗
nrdistances)+nrGoalStates+1, where the first term in the sum represents Case 2,
the second term represents Case 1 and the 1 represents the extra state we need to
represent the terminal state.
Our second approach comes from our suspicion that the first set of states is not
stable enough to represent all the situations that can occur during a crowd simu-
lation. Taking into account only the closest obstacle/agent causes the agent to be
sort of blindsided when there is more than one obstacle/agent near it. The second
states set approach presents a possible solution to this problem, now instead of only
checking the nearest obstacle we check all the other parties that fall into the agent’s
radius of vision
The Goal criterion and the Distance criterion remain the same but the Obstacle
criterion changes to the one shown in Figure 3.8 . Now, instead of using the angle
between the direction vector of the agent and the direction vector from the agent
to the nearest obstacle, the agent will “check the occupancy” of its Obstacle States
intervals and at what distance the obstacle appears in each of them. The Obstacle
State goes from being defined by just a number to a n-ary code where each number
states the level of occupancy of each interval and n is defined by the amount of Dis-
tance States. The concept is better understood if you look at Figure 3.9. The upper
CHAPTER 3. OUR APPROACH 35
Figure 3.8: Change in Obstacle State definition
row depicts the number of angle interval the agent has checked and the bottom row
shows the occupancy level of each interval. In this code in particular, the agent is
stating that there is no presence of any obstacle in regions: 0, 1, 2 and 7. There is
presence of an obstacle or obstacles at Distance State 2 in regions: 3 and 6. And,
there is presence of obstacles in Distance State 1 in regions 4 and 5.
Figure 3.9: Occupancy Code
The “occupancy” is calculated by checking every angle interval to see if it con-
tains at least a part of an obstacle and at what distance. This can be done in two
steps: Firstly calculating the segment joining the agent with the obstacle and de-
termining in which interval it falls and at what distance, and secondly checking if
the interval limiting vectors (with magnitudes equal to the distances used to define
the Distance States) intersect with the obstacle. With the first step, the agent can
determine if an obstacle is contained in the interval and at what distance. With
the second step, the agent can determine if an obstacle is partially occupying an
interval, because if one of its limiting vector intersects it, it means that part of the
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obstacle is in that interval.
So for every object in the obstacle list provided by the crowd controller, the agent
needs to check the intervals and fill its occupancy code. The list doesn’t need to be
sorted from nearest to farthest, because this approach doesn’t differentiate between
obstacles. Once an object is checked, the next one can modify the occupancy code,
if and only if, the interval being evaluated has a value less than the one stored but
bigger than 0 (0 means that there is nothing in that interval). This is possible be-
cause the checking process works incrementing the distance from closest radius to
farthest. So if another object in the list is even closer than another one it makes no
difference if they land on the same distance interval.
Translating the Occupancy Code to a single number is done by using the n-ary
conversion equation:
obstacleState =
nrOS−1∑
i=0
OccupancyCode[i] ∗ ((nrdistances+ 1)nrOS−1−i), (3.5)
where nrOS is the number of obstacle intervals the agent is using and Occu-
pancyCode[i] is the ith number on the Occupancy Code. Because the Distance
States are codified into the Obstacle States, it is not necessary to made a differ-
entiation between whether there are objects into the radius of vision or not. So
for this approach, we only got two cases: The agent is not in its final state when
agentState = ((((nrdistances+ 1)nrOS) ∗GoalState) + obstacleState). Or the agent is
in its final state when agentState = (((nrdistances+ 1)nrOS) ∗ nrGoalStates).
The final state count for this approach is: (nrGoalStates∗((nrdistances+1)nrOS))+
1, where the first term represents all the states except the terminal state the termi-
nal state. In our case, we are using 8 goal states, 2 distances and 8 obstacle states,
resulting in 52,489 states.
3.2.2.2 Action definition
The action set defines the movements the agents can make during their walk. We
want our agent to have the movement options as those of the king in a game of
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chess. Meaning that our agents can move in 8 different directions as depicted in
Figure 3.10a. Similar as with the states, the actions are defined using the agent’s
orientation as pivot or guide. For that reason, the actions are defined relatively to
this direction vector, being the set of actions a result of rotations in the Y axis of
the orientation vector. For consistency, each action is always defined by the same
angle (e.g. action 1 will always mean no rotation at all, action 2 will always mean
rotation of 180 degrees, etc) as can be seen in Figure 3.10b.
(a) (b)
Figure 3.10: Description of movements: (a) King’s movements (b) Action definition
by rotation of orientation vector
So every time an action is chosen, translating this action to a movement is per-
formed by taking the orientation vector at that moment and applying a rotation to
this vector. The resulting vector is the agent’s new direction hence will be taken
as a reference for the next action chosen. Allowing for a set of actions to remain
relative to the agent’s orientation helps to create a more human like path.
3.2.2.3 Reward function
The reward function defines what we want the agent to learn. Through this incen-
tive, the agent will reach its goal as long as we formulate it properly. There are
two things that the agents need to learn in order to reach its goal successfully: (1)
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Crashing into or going through objects needs to be severely punished while moving
towards its goal and walking coherently has to be rewarded positively.
The reward function can vary depending on the set of states we are using,
what we consider that “walking coherently” means and whether the agent reached
its goal or not. The general formula of the reward is very simple: r(st, at) =
rewardGoal+rewardObstacle. With the special case being that the agent has reached
its goal, in which case we just assign a reward of 100.
Consider rewardGoal the reward we assign for walking coherently towards its
goal. For us, this derived in two options: either we rewarded the agent the dis-
tance it gained by choosing said action in said state or we formulated the reward
by assigning it the cosine of the angle resulting from its chosen direction and the
direction vector to the goal. One is less straightforward than the other but both try
to establish the same principle, walking straight to the goal is the best option. In
the case of distance gained per step, the reward comes defined by:
rewardGoal = |−−→pd2g| − |−−→cd2g|, (3.6)
where
−−→
pd2g is the previous direction vector existing between the agent and the goal,
and
−−→
cd2g is the current direction vector existing from the agent to the goal. This re-
sults in positive rewards when the agent is getting nearer to the goal and negative
rewards if the breach between them grows. In Figure 3.11, we show graphically
what this difference means. In 3.11a, we can clearly see that
−−→
pd2g represents the
direction vector to the goal that existed in t− 1, hence its faded, −−→cd2g is represented
in a solid black color meaning that it is the direction vector to the goal in the current
time t. This reward function works because of the two simple cases that occur. In
case a , as showed in 3.11b, the magnitude of
−−→
pd2g is smaller than the magnitude of−−→
cd2g, meaning that the agent instead of approaching the goal is going in a direction
that is making the distance longer and the difference between these will give it a
negative reward, while in case b, the magnitude of
−−→
cd2g is smaller than the mag-
nitude of
−−→
pd2g, which means the agent is getting closer and the difference between
these will give it a positive reward.
Implicitly, we are teaching the agent that the best way to walk towards the goal
is in a straight line from its birthing point to its goal point, because the reward de-
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fines as distance gain gets greater at every step if it does not deviate from it. Side
steps, angular steps and backward steps will not yield such a high reward.
(a) (b)
Figure 3.11: Distance Gain: (a) Direction Vector to the goal in t-1 and t, (b) Cases
of distance gain.
Our second option for a rewardGoal takes another approach to inducing the
agent to learn to walk in a straight line to its goal. In this case, instead of taking
into account the distance gained at every step, we want to consider how much alike
is its direction of movement to the direction vector pointing towards the goal. This
reward function can be defined as:
rewardGoal = cos(angle(
−−→
cd2g,
−−−−−−−−→
currentDir))3, (3.7)
where
−−→
cd2g remains to be the current direction vector from the agent to its goal
and
−−−−−−−−→
currentDir is the current direction vector of the agent. Using the cosine of the
angle between these vectors results in a reward that is better when the agent’s di-
rection movement tends to the direction vector to the goal, and diminishes as the
difference between them increases. For a better understanding of the concept, we
can see this in Figure 3.12. We decided to use the cube value of the cosine to make
the function decrease faster the farther is the direction vector of the agent to coin-
cide with
−−→
cd2g as shown in Figure 3.12b. This favors more directions that are closer
to the desired one. In this manner, we are directly communicating to the agent that
keeping the direction of movement as close as possible to the direction vector point-
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ing towards the goal, is its best option reward wise, and this translates to walking
in a straight line.
(a)
(b)
Figure 3.12: Reward by Cosine: (a) Direction Vector to the goal and Agent’s direc-
tion vector, (b) Some of the reward values for certain angles
Now for the rewardObstacle definition we have to differentiate between the two
state sets we previously defined. In the first approach it is straight forward, if there
is an obstacle in the nearest radius of distance, this is considered a collision, and for
this reason it is severely punished by setting the rewardObstacle to -80. If there is
no obstacle, the reward will be set to 0 because it does not affect the agent’s decision.
And finally, if the obstacle is not crashing but it is perceived by the agent, depending
on the radius of distance it is detected we calculate the reward as follows:
rewardObstacle = −80/102i, (3.8)
where i is the ith closest distance to the agent’s nearest radius (e.g: if i = 1 it
means that it is the first distance after the nearest one to the agent, so the penalty
will be -0.8). This penalty is used as a warning that the decision that it made might
take him in the wrong direction and will help with stearing the agent before it
crashes with the obstacle. Notice that the penalties are bigger than the positive
rewards and this is because we need the agent to learn that even though walking
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straight to the goal is its best option, crashing or putting itself in a warning situa-
tion overrides the prize.
In the second approach of the states set, the rewardObstacle function is more
complex. Because the agent is now using occupancy of its intervals to define the
obstacle states, the rewardObstacle function needs to change to represent the de-
grees of occupancy. In the previous approach, if the agent has an obstacle in its
radius of vision, the penalty depended on the distance existing between the ob-
stacle and the agent. Now, the penalty takes into account several distances, one
for each obstacle interval state, and all the intervals are taken into account. Let
DOCi = occupandyCode[i], then the reward caused by the obstacle can be defined
as:
rewardObstacle = −
nrOS−1∑
i=0
10/10(DOCi−1)∗2, (3.9)
where nrOS is the number of Obstacle States. This equations allows us to com-
municate to the agent that the penalty of the occupation of its intervals. It is easy
to check that this reward function maintains the same penalty as the previous one.
If the occupancy code is filled with 1s, meaning it is crashing and going through
the obstacle, the penalty will be -80 as in the previous approach. So, worst case
scenario is going through the obstacle and best case is when the code is filled with
zeros, meaning that there are no occupancy in any of its intervals. Because the re-
ward is partitioned, it is easy to tell the agent that having just an interval occupied
is less bad than having two, and so on for the same distance; and that it gives less
penalty having the same amount of intervals occupied at a farther distance that at
the nearest (crashing).
3.3 Specifications of our experiment setup.
Our project was programmed under the XVR IDE, both the controller module and
RL module written using its scripting language. BaReL was included in the project
as a .dll and the rendering and animation of the agents in done using CaL3D .dll
for XVR. All the simulations were run in a laptop computer with an Intel Corei5
CPU M430 at 2.27GHz, 4.0GB RAM and with a 512 MB graphics card ATI Mobility
Radeon HD 5470.
Chapter 4
Results
In this chapter we will present the results of the tests we considered important to
apply to the different elements of our RL method. First, we will evaluate the two
proposed reward functions in our first states set approach using just one agent.
This will help us to decide which one of the proposed reward functions is better
for our purpose. Then, we proceed to explain why there was a need for a second
approach of states set and what were the weaknesses of our first approach. Lastly,
we will present a set of images that depict the results of some of the simulations we
ran using our proposed method.
4.1 Evaluation of the reward function.
To evaluate the reward functions, we decided to do some tests using both functions
paired with our first states set approach. Both simulations were run twice each.
Once for the training process, and another one for the demo simulation. Four mea-
surements were taken each time for each reward function, the agent learning and
using its knowledge on the same environment setting depicted by Figure 4.1. The
agent starts each episode near the center of the scenario, with an obstacle between
it and its goal. The agent moves in the direction provided by the RL Module with
a velocity of 0.03 units/step, it works with two radii inside its radius of vision, the
closer one (red circle) at 0.5 units from its center and the second one (gray surround-
ing area) at 1 unit from it.
As specified before, the agent will not know where the obstacle is at all times
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but it always knows where its goal is at. The detection of the obstacle starts when
at least a point of its perimeter comes into contact with the grey area, if it comes
into contact with the red area it is then considered a crash.
We thought of a set of measurements that could give us some useful information
to verify if the reward function being used is achieving our goals, that are the fol-
lowing: the agent reaching its goal, the agent avoiding the obstacle and the agent
walking coherently during the episode. To evade the agent learning to walk in a
static setting, the goal’s position varies from episode to episode, allowing the agent
to be exposed to different situations and have a richer Q-Table.
Figure 4.1: Reward Function Evaluation: Tests Setting
Each simulation is composed by 2000 episodes, and each episode lasts until the
agent reaches its goal ,or it reaches 2000 decisions made. In the four simulations
we will measure the same four values, two per episode and two as overall evalua-
tions of the simulation.
The episode evaluation consists of two measurements: the ratio of distance
gained towards the goal per step, and the ratio of the real path followed against the
distance gained towards the goal. The first measurement is pretty much straight
forward. This ratio defines the average distance gained for every step taken during
an episode. Our agent has a constant velocity throughout the simulation (0.03 units
per step), this is multiplied to the direction vector obtained from the RL module and
the result is added to its current position, resulting in the agent’s movement. If we
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take the accumulated distance gained and divide it by the number of steps that
the agent took during the episode, we can observe the average velocity the agent
had during the run of the episode. In subsection 3.2.2.3, we defined that walking
coherently means going in a straight line towards its goal. For this reason, if we
take the ratio of distance gained per step and we compare it to the agent’s velocity.
Depending on the similarity between this value and the real velocity we can deter-
mine how good the decisions made during this episode were.
Likewise, we can study the relationship between the path followed and the dis-
tance gained. Consider the path followed is the accumulation of all the distances
walked byt the agent during the episode. In the best case scenario, dividing the
path followed by the distance gained should be as close as possible to 1. This means
that the agent followed the most efficient path towards the goal. Since we are in a
setting where there is an obstacle on the way to the goal, this ratio will not be equal
to 1 but smaller values mean better results.
For the evaluation of the simulation we considered the rate of success and the
rate of collisions to be really important. To avoid absorbing states that can perpet-
uate the simulation, our episodes are capped at 2000 decisions if the agent doesn’t
reach its goal. If that is the case, then the episode is counted as a failed episode.
Ultimately, it could be considered that the agent’s primary objective is to reach its
goal. Knowing the rate of success can help us weight the options.
Finally, the rate of collisions informs us about the percentage of episodes the
agent where collisioned with the obstacle. The agent should avoid obstacles and
never go through them for the simulation to be realistic. As the agent gains experi-
ence the number of collisions should decrease. A collision occurs when an obstacle
or another agent enters the closest radius of the agent’s radius of vision.
4.1.1 Training Process
During the training process we obtained the following measurements of the perfor-
mance of each reward function. These results are partial because, during training,
the learning machine follows the -greey policy inserting randomness in the deci-
sion making (action selection).
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(a) Reward: Distance Gained (b) Reward: cos3
Figure 4.2: Ratio of Distance Gained per step during training process.
The ratio of distance gained per step can be compared in Figure 4.2. As we can
see from the charts, the ratio for the reward function using distance gain is more
scattered than with the reward function using the cosine. Not only is the cosine
more compact but it is grouping closer to the agent’s real velocity than the distance
gain function. This means that the cosine function makes the agent gain more dis-
tance per step than the distance gain function.
(a) Reward: Distance Gained (b) Reward: cos3
Figure 4.3: Ratio of Path followed for Distance Gained during training process.
In the charts of Figure 4.3 we can observe the ratio of path followed per distance
gained. Again, the cosine function shows a more compacted graph than the dis-
tance gain function and its peek values are also lower. This means that the cosine
function is making the agent use a more efficient way of walking towards the goal
than the distance gain function.
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(a) Reward: Distance Gained (b) Reward: cos3
Figure 4.4: Rate of success during training process
The rate of success during training proves to be better for the cosine function
than the distance gain function, as it is shown in Figure 4.4. The 0.40% failure in
the cosine chart means that only 8 out of the 2000 episodes did not finish positively.
With the distance gain reward function the number goes up to 155 episodes out of
2000.
(a) Reward: Distance Gained (b) Reward: cos3
Figure 4.5: Rate of collisions during training process
Now the collision rate in Figure 4.5 shows us a very interesting behavior. The
distance gain reward function worked better at avoiding collisions than the cosine
reward function. The percentages show that the agent can achieve almost total
avoidance by using the distance gain reward function, while the cosine reward func-
tion presented a higher incidence of episodes with collisions.
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We can infer from these partial results, that there is a tendency of the distance
gain reward function to induce the agent to follow longer paths, and approach the
goal slowly in order to avoid obstacles.
4.1.2 Demo Simulation
The next set of charts are a depiction of the results obtained from running the simu-
lation in demo mode (choosing the actions without randomness), using the Q-Tables
resulting from the previous training processes. With this information, we can un-
derstand what the agent learned in each training process and we can weight our
options regarding the reward function to use for our crowd simulation.
(a) Reward: Distance Gained (b) Reward: cos3
Figure 4.6: Ratio of Distance Gained per step during demo simulation.
In Figure 4.6, we can see a separation present in both charts. This could mean
that the amount of episodes used for the training process were insufficient and the
agent still makes poor decisions when it comes to moving towards the goal. How-
ever, the ratio seems to converge closer to the real velocity in the simulation made
with the cosine reward function than the simulation made with the distance gain
reward function.
The ratios of path taken for distance gained in Figure 4.7 shows us how both re-
ward functions are converging below 5, but the cosine reward function looks more
compact than the distance gain reward function. Still there are too many scattered
values to tell which option is best in this case.
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(a) Reward: Distance Gained (b) Reward: cos3
Figure 4.7: Ratio of Path followed for Distance Gained during demo simulation.
(a) Reward: Distance Gained (b) Reward: cos3
Figure 4.8: Rate of success during demo simulation.
The success rate presented in Figure 4.8, is inconclusive too. The distance gain
reward function yielded a 26.20% of episodes ended without the agent achieving its
goal, while the cosine reward function was slightly better with a 20.90%. Compar-
ing these results to our partial results during training makes clear that both train-
ing processes needed more episodes to improve the Q-Tables, or that the amount of
decisions made for episode should be bigger.
The collision rate charts in Figure 4.9, shows us that the distance gain reward
function was effective in teaching the agent to avoid collisions. But when the agent
got its rewards from the cosine function, avoiding obstacles does not seem to be a
strict priority.
After analizing these measurement, we now can conclude that the distance gain
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(a) Reward: Distance Gained (b) Reward: cos3
Figure 4.9: Rate of collisions during demo simulation.
reward function creates a more conservative approach. In this case, the agent is
more focused on avoiding obstacles rather than walking directly towards the goal.
In the other case, the cosine reward function makes the agent committed to follow
the shortest path available to the goal, making it collide with the obstacle and cre-
ating an stubborn agent. At this point, we need to consider what is the lesser of
two evils. Either we sacrifice the goal of a coherent path with the promise of no
collisions in the future, or we bet on the cosine reward function to improve with
more training episodes, assuming that it will converge to a believable solution.
In order to decide which reward function we should use, given that they both
have similar success rate, we decided to study their behavior in an unpracticed
environment. During its training, the agent was exposed to an environment where
there was always an obstacle between it and its goal. It was assumed that the agent
would learn how to walk into a straight line if there was not an obstacle in its way.
This assumption was made based in the fact that there are states that represent
the environment with absence of obstacles, and that these are filled with informa-
tion while the agent doesn’t get an obstacle inside its radius of vision.
We ran two demo simulations with the new environment without an obstacle
during 100 episodes, and we measured the ratio of distance gained per step and the
ratio of path taken for distance gained. Although in Figure 4.10 we can see that
both results are coherent and believable, the distance gain reward function seems
to render a softer curved path. This can be considered both good and bad. Good
because it is a path without sharp changes of direction and seems more natural,
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(a) Reward: Distance Gained (b) Reward: cos3
Figure 4.10: Results of simulation on an environment without obstacle.
but bad because there is no reason for the agent to deviate from the straight line
given that there is no obstacle in the way.
(a) Reward: Distance Gained (b) Reward: cos3
Figure 4.11: Ratio of Distance Gained per step during simulation without an obsta-
cle.
The visual results induce us to think that with the distance gain reward func-
tion, the agent isn’t learning to walk in a straight line to the goal, but we cannot
make decisions only basing this assumption in the visual results. In relation to the
ratio of distance gained per step, as shown in Figure 4.11, we can witness that the
velocity during the simulation with the distance gain reward function is lower than
the velocity reached with the cosine reward function, stating that the agent might
be doing a better looking path with the distance gain reward function, but this is
achieved only by using more steps and gaining less distance with each of them. The
cosine reward function shows a more consistent velocity between episodes, even
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thought its visual path is not as refined as the one produced by the other reward
function.
(a) Reward: Distance Gained (b) Reward: cos3
Figure 4.12: Ratio of Path taken for Distance Gained during simulation without an
obstacle.
As was expected after the first chart, the ratios of path followed per distance
gained, showed in Figure 4.12 , corroborates our suspicions. The distance gain re-
ward function yields paths that are longer than the ones produced by the cosine
reward function, even though it cannot be seen in the pictures.
Taking into consideration that during the simulations the agent sampled more
states without obstacles than states with obstacles, we can conclude that the dis-
tance gain reward function is not the best fit for our purposes. It is not explicit
enough to teach the agent that walking straight into the goal yields better reward
than taking detours. For this reason, we are choosing to use the cosine reward
function for the rest of our simulations.
4.2 The second states set approach
Even though the first states set approach seemed to fulfill all of our goals, we discov-
ered along the way the insufficiency of this states model to depict certain situations
that present themselves during a crowd simulation, and even in the single agent
case. As mentioned before, the first states set only takes into account one obstacle
an one angle interval. Using the first states set approach, the agent is unable to
perceive 4.13a, 4.13b and 4.13c as different situations. Resulting into incoherent
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decisions when these situations occur (the agent could end up inside an obstacle or
walking farther from it than needed)
(a) (b) (c)
Figure 4.13: Same state definition for different situations
Another similar issue of this states set is the inability to deal with tricky situa-
tions. Imagine an environment where two obstacles are too close to each other for
the agent to walk between them. We would expect the agent to avoid taking that
path because the negative reward yielded for going through an obstacle is consider-
ably big. As we can see in Figure 4.14, if the agent is oblivious to the existence of
the other obstacle (4.14a) , it will behave as expected. Confusion comes from having
two obstacles inside its radius of vision (4.14b, 4.14c). Since it can only choose one
obstacle and assign it to just one of its angle intervals, the agent does not have grasp
of the complete situation, ending up taking decisions under wrongful assumptions
resulting in artifacts.
(a) (b) (c)
Figure 4.14: Twins Test for first state set approach
These poor decisions could be blamed on an incomplete training process, but
there is no way for the agent to learn to avoid these situations if the experiences
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cannot be stored properly in its Q-Table. For this reason, we decided to expand
our states set to a more complex one, where the agent can perceive more than one
obstacle per decision, and place the obstacles in several angle intervals resulting in
a wider perception of the real situation as depicted by Figure 4.15. This approach
not only solves the issues of ambiguity of the previous approach, but allows the
agent to have a better understanding of its current situation in the environment.
(a) (b)
Figure 4.15: (a) First state set approach vs (b) Second state set approach .
After training the agent with the new states set approach, we applied the same
test that was used for the first approach to compare the results. In Figure 4.16, we
can see 4 different cases that the new states set approach handles correctly.
First case depicts in Figure 4.16a, two obstacles that are overlapping each other.
The agent walks as directly to the goal as it can, until it detects both obstacles in
its radius of vision. As we can see by the red path that represents the history of its
steps, the agent doubts a little but escapes the situation in a satisfactory way.
The Figure 4.16b shows us a second case, where the obstacles are close to each
other but not overlapping. The agent reach the problematic point and hesitates for
a while until it decides to take the right path around the cyan obstacle.
The third case , Figure 4.16c, shows us a gap between the obstacle that is not big
enough for the agent to traverse without going through at least one of the obstacles.
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The agent successfully avoids going into that absorbing state and continues its way
to the goal.
Finally in our fourth case shown in Figure 4.16d, there is a gap just big enough
for the agent to squeeze in. So far, this has been the case that takes the agent
longer to evaluate. After a higher amount of steps than before, as it can be seen on
the red path, the agent manages to fit through the gap and walk straight to the goal.
(a) (b)
(c) (d)
Figure 4.16: Second state set approach twins test: (a) Overlapping obstacles, (b)
Close obstacles, (c) Not enough space for the agent to walk through and (d) Tight fit
for the agent to walk through.
These results indicate that the change from state set approach was effective to
handle the issues brought by the inclusion of more obstacles in the simulation. This
was an imperative problem because, in our learning problem, other agents are con-
sidered as obstacles as well.
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4.3 Visual results.
To demonstrate the versatility of our reinforcement learning model, we thought of
different scenarios where it would be interesting to prove the knowledge acquire by
the agent during training. We improved the Q-Table from the previous results by
subjecting it to a more thorough training process. It was necessary to fill the states
where several objects can be detected before subjecting the Q-Table to a trial in a
crowd simulation.
(a) (b)
(c) (d)
Figure 4.17: Single agent in field of dummies.
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In Figure 4.17, we can see four demo simulation episodes where the magenta
circles represent agent dummies. The obstacles do not move and are always situ-
ated between the agent and its goal. As it is shown by the red path, the agent it
reached successfully its goal while describing a believable path and avoiding the
dummies on its way.
(a) (b)
(c) (d)
Figure 4.18: Six agents in circle crossing.
Figure 4.18 is our first demo with more than one agent. The scenario setting is
simple, the agents and goals are situated in circular position, and the agents have
to reach the point opposite to their position where their goals are. Even thought we
can see a little bit of confusion between the agents, they manage to pull through
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without incidents and reach their goals.
(a) (b)
(c) (d)
Figure 4.19: Six agents in circle crossing with an obstacle in the middle.
The scenario depicted by Figure 4.19 is an extension of the previous demo. We
added an static obstacle in the center of the scene, to see what would happen when
the agents have to deviate a higher degree for their desired path while taking into
account the other agents.
Figure 4.20 shows a line of agents whose goals are aligned in a way that cross-
ings between agents are assured. We can see how an agent is totally deviated from
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(a) (b)
(c) (d)
Figure 4.20: Six agents in line crossing.
its original course, but still manages to find a coherent way to its goal after it is free
from possible collision conflicts.
The next simulation, shown in Figure 4.21, is an extension from the previous
one. We introduced a moving obstacle to check that the agents were able to avoid it
even while trying to maintain an efficient path to their respective goals.
Another setting tried was assigning the same goal for each agent in the simula-
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(a) (b)
(c) (d)
Figure 4.21: Six agents in line crossing with a moving obstacle.
tion. Figure 4.22, shows a line of agents walking towards the same goal spot still
managing to avoid each other but remaining closer than it was shown before. This
is an interesting simulation because it shows that agents under this reinforcement
learning method can achieve a grouping behavior.
Finally, we introduced a moving obstacle in the previous simulation and ob-
tained the results shown in Figure 4.23. The moving obstacle manages the breach
the cohesion between the agents pursuing a common goal, but as time went by the
agents grouped again.
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(a) (b)
(c) (d)
Figure 4.22: Six agents reaching for the same goal.
So far, we can affirm that our reinforcement learning model is versatile enough
to deal with a set of different scenarios where there are many dynamics to take into
account. When we doubled our number of agents and tried the circle simulation
setting, we encountered two different results.
The best result, shown in Figure 4.24, demonstrates how the agents fulfill their
goals in a logical way even though it took time for them to converge to a solution.
This simulation can be compared against the simulation containing 6 agents being
its performance similar. But, when we changed the velocity of the agents to vary
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(a) (b)
(c) (d)
Figure 4.23: Six agents reaching for the same goal with a moving obstacle.
around the same value, the synchronicity was broken and the agents started to ar-
rive at the problematic area at different times. This caused some situations we had
not taken into account, like an agent that is suddenly surrounded by other agents.
The situation experienced by the orange agent in Figure 4.25 cannot be success-
fully avoided since our agent is always moving. The agent is in a state where the
occupancy code is marked almost in every single angle interval, which in our model
represents that the agent is either inside an obstacle or soon to be in it. Since our
action state does not contemplate the agent not moving, any decision taken in this
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(a) (b)
(c) (d)
Figure 4.24: Best case scenario for a simulation of 12 agents in circle.
state will result in an artifact on our simulation (either it chooses to go through the
obstacle or it will go through one of the agents). In this case, the agent continues to
venture inside the obstacle where it is yielding big negative rewards but it does not
know better.
This last scenario proved that our approach still has some things to improve
when it comes to modeling the learning problem.
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(a) (b)
(c) (d)
Figure 4.25: Worst case scenario for a simulation of 12 agents in circle.
Chapter 5
Conclusions
We will now present the conclusions reached during our work both regarding our
model and the reinforcement learning requirements. To close this chapter, we pro-
pose some improvements needed over our current approach to solve some issues
inherent to it.
5.1 Conclusions
The reward function evaluation showed us the importance of a unambiguous re-
ward function. If we want the agent to achieve our goals, these have to be clearly
expressed in terms of positive rewards and penalties so the agent cannot make in-
correct assumptions of what we are asking it to perform. Another important thing
observed during the evaluation, is how the preliminary results during training do
not necessarily depict the final results, but are just a guide to measure what the
agent is learning. During training, the agent follows an -greedy policy that intro-
duce randomness in its action selection. These partial results could be considered
as projections of what the agent could achieve. The visual results during training
should improve over time, otherwise there are problems with the definition of the
RL elements and no amount of training can correct that.
Regarding the training process, it has to be taken into account that the agent
will learn only from the situations it experiences. The training process has to be
thorough enough to allow the agent to experience several times different settings.
This group of scenarios need to comprise all the states set the agent is using, so the
agent is able to improve its decisions over time. An incomplete Q-Table can provide
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believable results for states that have been visited several times but for those who
were not lucky enough could present poor action selection.
Our model proved to fulfill our goals to a certain degree, but failed to represent
in certain situations resulting in artifacts in our simulation. Despite its weak-
nesses, this work proves once again that Reinforcement Learning methods are a
valid option for modeling crowd simulations, given its flexibility and adaptive char-
acteristics. Once the learning problem is properly defined, the work of the animator
is done and the training process can begin, resulting in a compilation of experiences
that can be used for any amount of characters desired in a simulation.
5.2 Future Work
As future work, there are a few subjects we think would be reasonable to explore.
For instance, the introduction of an action that means to stay put and not move
in any direction. Our work does not contemplate the agents choosing not to move,
hence we obtained some artifacts when everyone around it is moving and the agent
is trapped (the agent will go through another agent or obstacle). This is a tricky
decision because it introduces a new problem into the reward function. It has to be
defined some sort of time penalization or a way to express that staying in the same
state for too long is not always good or this action could be valuated as the go-to
action, just because it has no penalization and that could be considered as a good
reward.
Another matter to attend would be on the crowd controller module. The infor-
mation fed to the agent is recollected by checking all the obstacles/agents in the
scenario to see which ones are inside the agent’s radius of vision. With an unsorted
list of obstacles/agents, the states are defined but there is no differentiation between
an obstacle an another one in this step, all we are focused on is in stating that there
is something on the agent’s way to certain intervals of distance. Hence, in the worst
case scenario, if we have a long radius of vision and all the objects on the list are
aligned in a queue, hey are all going to be checked in the state construction, even
though it is possible that the state could have been defined just by a few of them.
To solve this issue, we propose to work in the perception of the environment as it is
the perception of a human. Meaning avoiding to add to this list , objects that are
fully occluded or partially occluded (if the part that is perceived is occluded but not
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the object as a whole).
Finally, our proposed set of states is thought to resume every single possible
situation that might occur during simulation but this comes with a cost that could
be avoided. In order to get a believable simulation, there has to be a learning period
where we try to mimic the scenarios that could occur. With a bigger amount of states
there are more scenarios that we have to make sure that are tried before going into
a “demo” version of the Q-Table. For this reason, it is highly encouraged to work
on the set of states to achieve a more condensed one (e.g. Nearest distance to the
agent could be considered as a whole circle and not slices), but this has proven to
be a delicate subject because changes in the set state could mean changes in the
reward function calculation.
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