We investigate the spectral properties of the complex powers J α k of the integration operator J k defined on a Sobolev space W k p [0, 1] . Namely, we describe the lattice Lat J α k of invariant subspaces and the lattice Hyplat 
Introduction
It is well known [6, 13] that the Volterra integration operator defined on L p [0, 1] by J : f → x 0 f (t) dt is unicellular for p ∈ [1, ∞) and its lattice of invariant subspaces is anti-isomorphic to the segment [0, 1]. The same is also true (see [6, 13] ) for the simplest Volterra operators
being the complex powers of the integration operator J. More precisely, the lattices of invariant and hyperinvariant subspaces of the operator J α are (see [2, 6, 13] Tsekanovskii has obtained a description of the lattice Lat J k of invariant subspaces of the integration operator J k defined on the Sobolev space W k 2 [0, 1]. Namely, it is shown in [16] that the integration operator J k : f → The paper is organized as follows. In Section 2 we present a description of the lattice Lat J α k and the set Cyc J α k of cyclic subspaces. It should be pointed out that the problem of the description of the lattice Lat J α k reduced to that for a direct sum of nilpotent operators acting in C k , which is completely solved in [1, 7, 8] . The description of the set Cyc J α k is contained in Proposition 2.13. Namely, it is shown here that for α ∈ Z + \{0} the spectral multiplicity µ := µ J α k = min(α, k) and the system {f i } µ 1 ∈ Cyc J α k if and only if det W {f 1 , . . . , f µ }(0) / = 0, where W {f 1 , . . . , f N } stands for the Wronskii matrix of the system {f i } N 1 . In Section 3 we present a description of the commutant {J α k } . This description is similar to that obtained in [9, 10] for the operator J α acting in L p [0, 1] . As a corollary we give a description of the lattice Hyplat J α k . A description of the (weak closed) algebra Alg J α k as well as of the double commutant {J α k } is presented too. In Section 4 we consider the operators A α 
is not unicellular though J k is. Note also that the "Neumann-Sarason identity" Alg C = {C} holds true for C = A α k though it fails to be true after cancellation: 
Notations.
(1) X 1 , X 2 are Banach spaces; (2) [X 1 , X 2 ] is the space of bounded linear operators from X 1 to X 2 ; (3) [X] = [X, X] is the space of bounded operators on the Banach space X; (4) Alg T denotes the weakly closed subalgebra of [X] generated by T and the identity I; (5) Lat T and Hyplat T are the lattices of invariant and hyperinvariant subspaces on an operator T ∈ [X], respectively; (6) ker T = {x ∈ X: T x = 0} is a kernel of T; (7) R(T ) = {T x: x ∈ X} is a range of T ∈ [X]; (8) span E is the closed linear span of the set E ⊂ X; (9) supp f is a support of a function f (x); (10) Z + := {n: n ∈ Z, n 0}; (11) r * f stands for the convolution of functions r, f
It is a Banach space with respect to the norm
In the forthcoming paper we extend some results from [4, 9, 10] to the operators 
Proof. It is clear that the operator
The assertion follows now from the identity
Recall the following definition. 
and thus J α k,0 is unicellular.
Proof. One obtains the proof combining Lemma 2.1 with classical formula (1.1).
To present a description of Lat J α k we recall a description of Lat Q for a nilpotent
Theorem 2.4 [1, 7] . If Q is nilpotent on a finite-dimensional vector space V, then 
For each bounded operator T defined on a Banach space X, (T ∈ [X]) and E ∈ Lat T we denote byT E the quotient operator acting on the quotient space X/E according to the natural ruleTf = (Tf ), wheref stands for a cosetf = f + E. Theorem 2.5. Let π be the quotient map, 
On the other hand let π :
It is clear now that the mapping π of the form (2.5) establishes a bijective correspondence between the subspaces
One completes the proof applying Theorem 2.4. Furthermore relations (2.7) and (2.8) are implied by relations (2.3) and (2.4), respectively.
Corollary 2.6. The operator
J α 1 = J α is unicellular in W 1 p [0, 1] if Re α > 1 − 1 p . Moreover Lat J α 1 = Lat J α 1,0 ∪ W 1 p [0, 1] = E k a : 0 a 1 ∪ W 1 p [0, 1].
Corollary 2.7. Let k 2 and either
It is easily seen that in the basis
Since J (0; k) is unicellular, then by (2.7) so is J k . On the other hand J (0; k) α is not unicellular for α > 1 and therefore Lat J α k is not unicellular too.
By Theorem 2.4
Lat
where
it is easily seen that:
and therefore
Finally taking into account the notation (1.3) we obtain [8] ). According to this result every invariant subspace of T is the range (kernel) of a linear transformation that commutes with T, that is
(ii) A quite different proof of the description (2.9) of Lat J k has been obtained earlier by Tsekanovskii [16] .
Cyclic subspaces
Definition 2.10 (see [13] ). Recall that a subspace E of a Banach space X is called a cyclic subspace for an operator
The set of all cyclic subspaces of an operator T is denoted by Cyc (T ). Definition 2.11. We set
µ T is called the spectral multiplicity of an operator T in X. Note that µ T can be ∞.
The operator T is called cyclic if µ T = 1.
The following result immediatly follows from Proposition 2.3. 
then for an arbitrary m ∈ Z + one has m = αq + j with q ∈ Z + and j = {0, . . . , α − 1}. Therefore x m /m! = J αq k (x j /j !) and X µ := span {x j : 0 j µ − 1} is a cyclic subspace.
Let us denote by P µ a projection on X µ in the direct sum decomposition
14)
It is clear that E is a cyclic subspace in W k p [0, 1] for J α k if and only if P µ E = X µ . Indeed, applying P µ to the equality
and taking the relations (J αm k φ) (j ) (0) = 0, j ∈ {0, . . . , µ − 1} into account, one arrives at the required assertion.
Further, the subspace X µ is characterized as follows: φ ∈ X µ ⇔ φ (µ) = 0. Therefore P µ E = X µ if and only if the system {P µ f j } N 1 contains a subsystem which forms a fundamental system of the solutions of the equation φ (µ) = 0. In other words it means that N µ and rank W µ {P µ f 1 , . . . , P µ f N }(0) = µ which is equivalent to conditions (i) and (ii). Corollary 2.14. Let µ be defined by (2.12) 
Note that a concept of spectral multiplicity plays an important role in control theory [17] . More precisely, recall that a linear dynamical system can be described by an equation 15) with some operators A ∈ [X], B = B U , where B ∈ [U, X] and X and U are Banach spaces (the state space and control space, respectively) and x(t) ∈ X, u(t) ∈ U . The first problem of control consists in searching for spaces U with the following controllability property: for every state x ∈ X, every ε > 0 and every time moment t > 0 there exists a (smooth) control function u(·) allowing the system to reach the ε-neighbourhood of x, x − x(t) < ε, starting from a fixed initial state x(0) (say,
The well-known Kalman theorem says that the system A, B U is controllable if and only if BU ∈ Cyc A. Hence, the minimal dimension of control spaces for (2.15) is equal to µ A .
Investigating more sofisticated problems of control theory Nikolskii and Vasjunin [14] have introduced one more characteristic of an operator A. Definition 2.16 [14] .
disc A is called a disc-characteristic of an operator A ("disc" is the abreviation of "Dimension of the Input Subspace of Control").
It is clear that disc A µ A . It is important to note that disc A as well as µ A depends not of A itself but only on Lat A.
Proof. It suffices to show that for every E ∈ Cyc J α k there exists a subspace E ∈ Cyc J α k such that E ⊂ E and dim Recall that an invariant subspace E (⊂ X) of an operator T ∈ [X] is called hyperinvariant for T if E is invariant for any bounded operator R that commutes with T, that is for R ∈ {T } .
As usual Hyplat T stands for the lattice of all hyperinvariant subspaces of T. 
It is shown in [10] that R ∈ {J α 0 } if and only if R ∈ [L p (0, 1)] and R admits a representation (3.1). By Lemma 2.1 the operators J α k,0 and J α 0 are isometrically equivalent,
where R is of the form (3.1). Hence, taking the commutativity of convolutions operators into account, one derives
which has to be proved. 
Corollary 3.2. The lattices of invariant and hyperinvariant subspaces of the operator J α k,0 coincide:
In particular, {J α k } is commutative algebra and does not depend on α. 
Proof. It is clear that for
R 11 : f → d dx x 0 r(x − t)f (t) dt, f ∈ W k p,0 [0, 1],(3.T : W k p [0, 1] → W k p [0, 1], T : f → d dx x 0 r(x − t)f (t) dt. (3.10) It is clear that T ∈ {J α } . Since T W k p,0 [0, 1] = R W k p,0 [0, 1] = R 11 and J αk x m ∈ W k p,0 [0, 1] for m ∈ {0, 1, . . . , k − 1} one deduces J αk T x m = T J αk x m = R 11 J αk x m = RJ αk x m = J αk Rx m .(
Corollary 3.5. A bounded operator R belongs to {J α k } if and only if it admits a representation
(3.12)
Moreover:
Proof. (a) For each R ∈ {J α k } the representation (3.12) with r 1 (x) = r (x) is implied by (3.3) . The converse assertion is obvious.
(
(c) Let now p = 2 and k > 1. According to the ortogonal decomposition W k 
is a k-dimensional operator the s-numbers s n (R) and s n (T k ) satisfy the inequalities:
Combining this relation with (3.13) one arrives at the required assertion.
Corollary 3.6. The double commutant {J α k } of the operator J α k coincides with its commutant:
Hyperinvariant subspaces
Proposition 3.7. The lattice Hyplat J α k is unicellular. More precisely, Proof. A description of Hyplat T for an operator T on a finite dimensional complex vector space C n has been obtained in [5] (see also [7, 18] ). Besides it is shown in [5, 18] that for an operator T
Proof. The inclusion Hyplat
(3.14)
Let k = qα + r. It is easily seen that J α (0; k) is isomorphic to the direct sum of Jordan cells: 
This relation with obvious equality |Hyplat d J α k | = k + 1 yields the conclusion. 
Remark 3.11. It is clear that alongside (1.1) Lat J 0 admits a description
similar to that obtained by Halmos [8] for an arbitrary matrix T ∈ [C n ] (see Remark 2.10). In contrast to (3.15) Lat J k for k 1 does not admit such a description.
Indeed according to Corollary 3.5 each R ∈ {J k } is of the form (3.12). It follows that ker R = {0} if c / = 0 . On the other hand if ker R / = {0} then by Titchmarsh convolution theorem [2, 6, 13] there exist δ > 0 such that r 1 
for some a. Thus J k presents an example of unicellular Volterra convolution operator such that Lat J k ⊃ {ker R: R ∈ {J k } }, but Lat J k / = {ker R: R ∈ {J k } }.
A description of Alg J α k
Theorem 3.4 allows us to present a description of the algebra Alg J α k .
Proposition 3.12.
The following are true: Remark 3.14.
(1) According to von Neumann theorem Alg T = {T } for each selfadjoint operator T = T * on a Hilbert space. This well-known result has been extended by Nagy and Foias [12] (see also [11] ) for the contractions of class C 0 (N).
Proof. Let for simplicity p = 2.
(1) Denote by π 0 and π 1 the orthogonal projections from W k (1) .
Establish the opposite inclusion. For each pair of (1) . (2)- (4) The splitting of {A α k,0 } is implied by the splitting of Lat A α k,0 (see [3] ). Besides the splitting of {A α k,0 } is equivalent to the splitting of the lattice Hyplat A α k,0 .
Remark 4.3. It follows from Proposition 4.2(3) that the algebra
Definition 4.4. Let T 1 and T 2 be bounded operators on Banach spaces X 1 and X 2 , respectively. If R ∈ Cyc (T 1 ⊕ T 2 ) then obviously P i R ∈ Cyc T i where P i is the projection from X 1 ⊕ X 2 onto X i (i = 1, 2). We will write
Corollary 4.5.
Next we present a description of the lattices Lat A α k , Hyplat A α k and the algebras {A α k } and {A α k } . Recall that X k := span {1, x, . . . , x k−1 }. We denote by τ the isomorphism between C k and X k defined by
Proposition 4.6. Let π be the quotient map,
and only if its block matrix representation with respect to the direct sum decomposition
X = W k p,0 [0, 1] ⊕ X k ⊕ C k is R =   R 11 R 12 O O R 22 O O R 32 R 33   = R 1 Õ R 32 R 33 ,(4.
4)
where (2) The proof is similar to that of Theorem 3.4. Indeed, consider the block-matrix representations of the operators A α k and R ∈ {A α k } with respect to the direct sum
The relation RA α k = A α k R splits: This means that R 32 τ ∈ {J (0; k) α } , which has to be proved.
It is easy to check that all subspaces of the form (4.6) are hyperinvariant for the operator A α k . If E ∈ Hyplat A α k then obviously E = π −1 (E 1 ⊕ E 2 ) for some
where T 1 ∈ {J α k } , T 33 ∈ {J (0; k) α } and T 32 τ ∈ {J (0; k) α } . Let further R ∈ {A α k } . By Proposition 4.6(2) R is of the form (4.4) and (4.5) and therefore the relation T R = RT splits: The first relation in (4.13) means that T 1 ∈ {J α k } . On the other hand by Corollary 3.6 {J α k } = {J α k } = {J k } and therefore T 1 ∈ {J k } . The second relation in (4.13) means that T 33 ∈ {J (0; k) α } = Alg (J (0; k) α ).
Consider relation (4.14). Setting here R 32 = O, R 22 = I and R 33 = O we obtain that T 32 = O. Hence (4.14) can be rewritten as 
