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Abstract
In this paper, we introduce a new algorithm for applying the Adomian decomposition method to nonlinear differential and partial
differential equations. The proposed algorithm does not require the explicit evaluation of Adomian polynomials to approximate the
nonlinearity term. The numerical experiments show that the proposed algorithm is more accurate at larger values for time, though
at the cost of more computations.
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1. Introduction
The Adomian decomposition method (ADM) introduced by Adomian [1,2] possesses a great potential in solving
different kinds of functional equations. Both linear and nonlinear equations and systems of such types are all amenable
to the method. In the nonlinear case for differential equations (DEs) and partial differential equations (PDEs), the
method has the advantage of dealing directly with the problem. These equations are solved without transforming them
to more simple ones. The method avoids linearization, perturbation, discretization, or any unrealistic assumptions.
In dealing with nonlinear equations, the nonlinearity term is replaced by a series of what are called Adomian
polynomials. The evaluation of these polynomials is essential, as they contribute to the solution’s series components.
Thus, relations and algorithms have been deduced and continuously improved to obtain such polynomials in an easy
way (see for example [3–7]).
In this paper, we redefine Adomian polynomials by rearranging them. Then an algorithm for computing the
Adomian series’ components is introduced, in which the Adomian polynomials need not to be evaluated explicitly.
Instead they are added in the computation of the solution components.
The paper is organized as follows. In Section 2, the standard ADM and the Adomian polynomials are briefly
presented. In Section 3, the new algorithm is presented based on a redefinition for Adomian polynomials. Finally, the
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numerical results of applying the algorithm to nonlinear DEs, PDEs, systems, and coupled systems DEs and PDEs are
shown in Section 4.
2. Adomian method
Consider the standard operator
Lu + Ru + Nu = g, (1)
with prescribed auxiliary conditions, where u is the unknown function, L is the highest order derivative which is
assumed to be easily invertible, R is a linear differential operator of order less than L , Nu represents the nonlinear
terms, and g is the source term. Applying the inverse operator L−1 to both sides of Eq. (1), and using the given
conditions we obtain
u = v − L−1(Ru)− L−1(Nu) (2)
where the function v represents the terms arising from integrating the source term g and from using the auxiliary
conditions.
The standard Adomian method defines the solution u by the series
u =
∞∑
n=0
un (3)
and the nonlinear term series
Nu =
∞∑
n=0
An, (4)
where An are the Adomian polynomials determined formally from the relation [2]:
An = 1n!
[
dn
dλn
[
N
( ∞∑
i=0
λiui
)]]
λ=0
. (5)
If the nonlinear term is expressed as a nonlinear function f (u), the Adomian polynomials are arranged into the
form [2]:
A0 = f (u0)
A1 = u1 f (1)(u0)
A2 = u2 f (1)(u0)+ 12!u
2
1 f
(2)(u0)
A3 = u3 f (1)(u0)+ u1u2 f (2)(u0)+ 13!u
3
1 f
(3)(u0)
....
The components u0, u1, u2, . . . , are then determined recursively by using the relation{
u0 = v
uk+1 = −L−1Ruk − L−1Ak, k ≥ 0 (6)
where u0 is referred to as the zeroth component. An n-components truncated series solution is thus obtained as
Sn =
n∑
i=0
ui . (7)
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3. The algorithm
As Nu is expressed as an infinite sum of Adomian polynomials, which are not uniquely defined, rearranging the
terms yields a new definition of Adomian polynomials to be
A0 = f (u0)
A1 = u1 f (1)(u0)+ 12!u
2
1 f
(2)(u0)+ 13!u
3
1 f
(3)(u0)+ · · ·
A2 = u2 f (1)(u0)+ 12! (u
2
2 + 2u1u2) f (2)(u0)+
1
3! (3(u
2
1u2 + u1u22)+ u32) f (3)(u0)+ · · ·
A3 = u3 f (1)(u0)+ 12! (u
2
3 + 2u1u3 + 2u2u3) f (2)(u0)
+ 1
3! (u
3
3 + 3u23(u1 + u2)+ 3u3(u1 + u2)2) f (3)(u0)+ · · ·
....
From a Taylor series expansion, we can write
A0 = f (u0)
A1 = f (u0 + u1)− f (u0) = f (u0 + u1)− A0
A2 = f (u0 + u1 + u2)− f (u0 + u1)
= f (u0 + u1 + u2)− A0 − A1
A3 = f (u0 + u1 + u2 + u3)− A0 − A1 − A2
...
and in general
An = f (Sn)− f (Sn−1), n ≥ 1. (8)
Now we obtain the zeroth and first ADM solution components as
u0 = v
u1 = −L−1Ru0 − L−1 f (u0).
Define a new u0 as
u0,1 = u0 + u1 = S1.
Repeat ADM first step again to evaluate new u1
u1,1 = −L−1Ru0,1 − L−1 f (u0,1)
= −L−1R(u0 + u1)− L−1 f (u0 + u1)
= u1 + u2 − L−1[ f (u0 + u1)− A0 − A1]
u1,1 = u1 + u2.
In a similar manner
u0,2 = u0 + u1,1 = u0 + u1 + u2 = S2
= −L−1Ru0,2 − L−1 f (u0,2)
= −L−1R(u0 + u1 + u2)− L−1 f (u0 + u1 + u2)
= u1 + u2 + u3 − L−1[ f (u0 + u1 + u2)− A0 − A1 − A2]
u1,2 = u1 + u2 + u3.
Continuing this process, we obtain
u1,k−1 = u1 + u2 + u3 + · · · + uk,
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and the ADM n-components truncated series solution is obtained as
Sn = u0 + u1,n−1.
Thus, to obtain an ADM truncated series solution without explicit evaluation of the Adomian polynomials, we
introduce the following algorithm:
u0 = v
u1 = −L−1Ru0 − L−1 f (u0)
for i = 1 : n − 1
u0,new = u0 + u1
u1 = −L−1Ru0,new − L−1 f (u0,new)
end
Sn = u0 + u1.
The algorithm can be considered as an implementation of the theoretical aspects of convergence study in [8,9].
It simply regards the ADM in terms of the series summation rather in terms of the series component to write the
recursive form{
S0 = u0
Sn = u0 − L−1RSn−1 − L−1 f (Sn−1), n ≥ 1. (9)
Evidently, the algorithm works for the linear case where Nu ≡ 0.
4. Convergence of the method
Theorem 1. The Adomian decomposition method applied to Eq. (1) converges to a solution if R is bounded,
integrable, and satisfies
|Ru − Rv| ≤ kR |u − v|
and f (u) is Lipschitzian function
| f (u)− f (v)| ≤ k f |u − v| .
Proof. In the case of ordinary differential equations, define the Banach space C[J, d] of all continuous functions on
J = [0, T ] with norm ‖x(t)− y(t)‖ = max
t∈J
|x(t)− y(t)|. Define the operatorRu = u0 − L−1Ru − L−1 f (u). Then
‖Sn+1 − Sm+1‖ = ‖RSn −RSm‖
= max
t∈J
∣∣∣∣∫ t
0
RSn − RSm + f (Sn)− f (Sm)dτ
∣∣∣∣
≤ α ‖Sn − Sm‖
where,
α = T (kR + k f ).
ThusR is a contraction mapping on a complete space when α < 1, i.e. kR + k f < 1T . Then the sequence {Sn} defined
by (9) converges. For the proof in the partial differential equations case, see [10]. 
5. Numerical experiments
In this section, the suggested algorithm is used to apply ADM to nonlinear DEs, PDEs, systems, and coupled
systems of such kinds with different kinds of nonlinearity terms. For abbreviation, we refer to the standard ADM
algorithm solution with n-components u0 + u1 + u2 + · · · + un by Sn , and to the suggested algorithm solution with
n-components by S∗n and to the corresponding relative errors by er and e∗r , respectively.
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Table 1
Solutions and relative errors for Example 1
t Exact S∗6 S6 e∗r er
0 0 0 0 – –
0.4 0.5678121 0.5678119 0.5678117 4E−7 7E−7
0.8 1.3463636 1.3463632 1.3456484 2E−7 5E−4
1.2 1.9513601 1.9513723 1.9669973 6E−6 8E−3
1.6 2.2462859 2.2456557 2.3958030 2E−4 6E−2
2 2.3577716 2.2908340 1.8919408 2E−2 1E−1
Table 2
Solutions and relative errors for Example 2
t Exact S∗3 S3 e∗r er
0.2 0.1986693 0.1987475 0.1987510 3E−4 4E−4
0.4 0.3894183 0.3909898 0.3912929 4E−3 4E−3
0.6 0.5646424 0.5750719 0.5797338 1E−2 2E−2
0.8 0.7173560 0.7609754 0.7968088 6E−2 1E−1
1 0.8414709 0.9787305 1.1673076 1E−1 3E−1
Example 1. Consider the quadratic Riccati differential equation
du
dt
= 2u − u2 + 1
subject to the initial condition
u(0) = 0.
This problem was solved in [11], where the author presented a comparison between ADM and a homotopy
perturbation method. Table 1 shows a comparison between the exact, the ADM, and our suggested algorithm solutions,
respectively. It also shows the relative errors using a 6 components solution. The exact solution of this problem is given
by [11]
u(t) = 1+√2 tanh
(√
2t + 1
2
log
(√
2− 1√
2+ 1
))
.
Example 2. Consider the Van Der Pol Oscillator problem
u·· + u· + u + u2u· = 2 cos t − cos3 t
subject to the initial conditions
u(0) = 0
u·(0) = 1.
Table 2 shows a comparison between the solutions and relative errors using a 3-components standard ADM and
our suggested algorithms. The exact solution is found to be
u(t) = sin t.
From Tables 1 and 2, the applications to nonlinear DEs show an identical relative error for small values of time,
where improvement is noticed when using the proposed algorithm for larger values of time.
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Table 3
Solutions and relative errors for Example 3
x t = 1
Exact S∗3 S3 e∗r er
0.1 0.001 0.001 0.001 1E−6 5E−6
0.3 0.027 0.0269999 0.0269998 2E−6 6E−6
0.5 0.125 0.1249997 0.1249990 2E−6 7E−6
0.7 0.343 0.3429992 0.3429974 2E−6 7E−6
0.9 0.729 0.7289984 0.7289948 2E−6 7E−6
Table 4
Solutions and relative errors for Example 4
t\x 0.5 1
Exact S∗3 e∗r Exact S∗3 e∗r
0.2 0.7021531 0.7021528 3E−6 0.5155692 0.5155690 3E−7
0.4 1.3635208 1.3634907 2E−5 1.0145556 1.0145331 2E−5
0.6 1.9559594 1.9554244 2E−4 1.4833694 1.4830107 2E−4
0.8 2.4681741 2.4641453 1E−3 1.9131729 1.9106807 1E−3
1 2.9019392 2.8831242 6E−3 2.3000247 2.2888719 4E−3
Example 3. Consider the Klien–Gordon problem
ut t − uxx + u2 = 6xt (x2 − t2)+ x6t6
subject to the initial conditions
u(x, 0) = ut (x, 0) = 0.
This problem was solved in [12] using a modified ADM, where the exact solution of the problem is found to be
u = x3t3. Table 3 shows a comparison between solutions and relative errors using a 3-components solution.
Example 4. Consider the sine–Gordon problem
ut t − uxx + sin u = 0
subject to the initial conditions
u(x, 0) = 0, ut (x, 0) = 4 sech (x).
The numerical solution of this problem using our modified Adomian method was compared with the analytic
solution u(x, t) = 4 tan−1(sech(x)t) in [13]. Table 4 shows the solutions and relative errors when using a 3-
components with our suggested algorithm starting with u0 = 4t sech(x). The sine function is approximated with
three terms of a Taylor series to facilitate symbolic integration.
Example 5. Consider the coupled system of nonlinear differential equations
du
dx
− tan(x)u − v = cos(x)
cos(x)+ sin(x) (u
2 + uv)
dv
dx
− tan(x)v + u = cos(x)
cos(x)+ sin(x) (v
2 + uv)
subjected to the initial conditions
u(0) = 0, v(0) = 1.
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Table 5
Solutions and relative errors of Example 5
u v
x Exact S∗5 e∗r Exact S∗5 e∗
0.1 0 0 – 1 1 0
0.2 0.1114829 0.1114828 6E−7 1.1111111 1.1111110 9E−8
0.3 0.2533875 0.2533791 3E−5 1.25 1.2499870 1E−5
0.4 0.4419089 0.4417338 3E−4 1.4285714 1.4283143 1E−4
0.5 0.7046553 0.7028176 2E−3 1.6666666 1.6642040 1E−3
This coupled system of two nonlinear differential equations with first-order similar to model of Lotka–Volterra was
solved in [14] where the authors used a transformation to obtain the exact solution:
u(x) = tan(x)
1− x
v(x) = 1
1− x .
Table 5 shows the exact solution, approximate solution and relative error using 5 terms ADM soluiton.
Example 6. Consider the system of two-dimensional Burgers equations:
ut + uux + vu y = 1
R¯
(uxx + u yy)
vt + uvx + vvy = 1
R¯
(vxx + vyy)
subject to the initial conditions
u(x, y, 0) = 3
4
− 1
4(1+ eR¯(y−x)/8)
v(x, y, 0) = 3
4
+ 1
4(1+ eR¯(y−x)/8)
where R¯ is the Reynolds number.
Table 6 shows the solutions and absolute errors for the function u(x, y, t) using our suggested algorithm with 4-
components at y = 1 for R¯ = 50 and R¯ = 100. Results show higher accuracy than the results using a 5-components
ADM presented in [15] when compared to the exact solutions
u(x, y, t) = 3
4
− 1
4(1+ eR(4y−4x−t)/32)
and
v(x, y, t) = 3
4
+ 1
4(1+ eR(4y−4x−t)/32) .
The error results for function v(x, y, t) are quite identical to those for the function u(x, y, t).
6. Conclusion
A new algorithm for numerical solutions by ADM is introduced. The algorithm is straightforward and does not use
the explicit forms of Adomian polynomials. The numerical results indicate improvement in solutions obtained by the
proposed algorithm at larger values of time as compared to the standard algorithm. This is due to the new arrangement
of Adomian polynomials where many of the solution terms are introduced earlier. Yet, a larger number of Adomian
components will substantially increase the computational time required as well.
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Table 6
Solutions and absolute error
∣∣u − S∗4 ∣∣ at y = 1 for Example 6
R¯ = 50
x\t 0.2 0.5
Exact S∗4 e∗ Exact S∗4 e∗
0.1 0.7487736 0.7487739 3E−7 0.7480460 0.7480599 1E−5
0.2 0.7477185 0.7477191 5E−7 0.7463741 0.7463961 2E−5
0.3 0.7457712 0.7457719 6E−7 0.7433101 0.7433387 2E−5
0.4 0.7422140 0.7422144 3E−7 0.7377855 0.7378005 1E−5
0.5 0.7358368 0.7358353 1E−6 0.7281090 0.7280371 7E−5
R¯ = 100
0.1 0.7499939 0.7499939 2E−8 0.7499844 0.7499856 1E−6
0.2 0.7499787 0.7499788 8E−8 0.7499458 0.7499498 3E−6
0.3 0.7499260 0.7499262 2E−7 0.7498111 0.7498249 1E−5
0.4 0.7497419 0.7497429 9E−7 0.7493420 0.7493894 4E−5
0.5 0.7491015 0.7491048 3E−6 0.7477185 0.7478731 1E−4
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