Abstract-In this paper, we present a method to compute the periodic behavior of PWM dc-dc converters. The method is based on Fourier series and can be seen as a generalization of the state space averaging techniques that are well-known in the field of dc-dc converters. The method of this paper can be used to compute the periodic behavior of a dc-dc converter up to any degree of accuracy. 
I. INTRODUCTION

I
N this paper, we are inspired by the paper [2] . In that paper Fourier series are used to compute the average behavior and an ripple estimate for converters like the Buck, Boost, and BuckBoost converter. This is done in open loop as well as in closed loop situations. The approach in [2] amounts to investigating the evolution of the Fourier coefficients of signals that play a role in the converters, like for instance the capacitor voltage and the inductor current.
Taking only into account the coefficients that correspond to the constants in the Fourier series results into the well-known state space averaging technique (see also [3] - [5] and the references therein). Taking in addition also sines and cosines in the fundamental frequency into account, amounts to what is called in [2] , averaging techniques based on index-0 and index-1 approximations. Index-0 refers to the fact that the constants in the Fourier series are taken into account, and index-1 indicates that also harmonics in the fundamental frequency are considered. As mentioned in [2] , it is clear that also higher harmonics, i.e., index-approximations with , can be taken into account. In [2] , the authors first apply their method to converters in so-called open loop situations and they use index-0 and index-1 approximations only. These open loop situations are situations in which the duty ratio is fixed. It follows from the open loop examples that the method in [2] gives satisfactory results. As indicated above, to come up with even better results higher harmonics have to be included. This is not done in [2] , but will be illustrated later on in this paper.
Also in [2] , the authors apply their method to converters in so-called closed loop situations. These closed loop situations are situations in which the duty ratio not necessarily is fixed, but may depend on the state of the converter. As follows from the closed loop examples, the method in [2] does not yet give satisfactory results. For instance, there may be an actual discrepancy for a converter in closed loop between the true average and the estimated average. As mentioned but not elaborated in [2] , a possible remedy is to take into account higher harmonics. A reason for not having considered more than index-0 and index-1 approximations in the closed loop situation might be that the associated computations are numerically very involved.
In the present paper, we have tried to overcome the numerical complications in [2] by relaxing the goal of the averaging problem. Instead of computing the average and estimating the ripple over the entire time interval, that is including the transient phase, we focus on the signal after the transient phase is over and the signal has reached a stationary, periodic behavior. The latter means that the signal is time varying, but in a fixed periodic way. In terms of the Fourier series this means that the corresponding coefficients are fixed. In this paper any periodic behavior is assumed to be stationary in the previous sense.
For the open loop situation our approach gives the same good results as in [2] for the periodic behavior. For the closed loop case our approach amounts to computations that are numerically far less involved than the computations in [2] . The computations can easily be performed, also including higher harmonics, i.e., index-approximations with , because the equation in the duty ratio has to be solved only once and not over and over again. The motive for including higher harmonics is that then more accurate results will be obtained.
The outline of this paper is as follows. In Section II, we describe the Boost converter that we use in this paper to illustrate our method. In the converter description we distinguish between the open and closed loop situation. In Section III, we introduce Fourier series and the properties that are relevant in the context of this paper. In Section IV, we apply the Fourier series to the Boost converter to obtain an infinite set of differential equations for coefficients in the Fourier series. Also in Section IV, we indicate how in the open loop situation an approximation can be obtained by considering only a limited number of coefficients in the Fourier series and by assuming that the remaining coefficients are zero. The resulting equations are linear with constant coefficients and can be put nicely into a form using a vector differential equation. This is described in Section V. In Section VI, we prove that the vector differential equation has exactly one stationary point. At the same moment, we also show that the stationary point is stable. The stationary point corresponds to a Fourier series in which the coefficients are constant, implying that the associated function, like the capacitor voltage for instance, is periodic. This enables us to estimate the ripple and the average of the periodic function in a straightforward way. The uniqueness and stability are a guarantee that the converter always ends up in the same periodic behavior, no matter what the initial inductor current and capacitor voltage have been.
The previous only applies to the open loop situation, because the closed loop situation is completely different. Depending on the feedback parameter values more than one stationary point may exist, some of which are not necessarily stable. We shall illustrate these aspects by means of some examples later in this paper. Moreover, it follows from the examples later on that the stability issues are not global anymore like in the open loop situation, but have become local issues. This all implies that the method of this paper can be used to compute the periodic behavior of a dc-dc converter in open loop as well as closed loop situations, although in the latter the method should be used with some care.
In Sections VII-IX, we illustrate our method in open loop and in closed loop situations by considering examples from [2] and [4] . We conclude the paper with Section X where we present some conclusions and topics for future research.
II. BOOST CONVERTER
In this section, we introduce the Boost converter that we use to illustrate the method that will result from this paper. Throughout this paper, we assume that the converter is in the so-called continuous conduction mode. The converter can then be described as follows (see also [2] and [4] [2] and [4] .
Assumption: Throughout this paper, we assume that the switching function is such that in each period an actual switching moment is present. If this is not the case, it means that there is no switching in the converter for one or more periods. This may lead to situations for which the converter is not designed to function properly. For instance, the inductor current may become very large and/or the capacitor voltage may become zero. In such situations the converter does not operate anymore in the way it is designed. Moreover, the above model of the converter may be no longer valid, since the implicit assumption behind the above converter model, of being in the continuous conduction mode, may no longer be true. In such a case the converter behaves in an undesired way, also called unstable way, as explained above.
Therefore, in order to let the converter operate in the stable way it is made for, we assume in this paper that in each period there is exactly one switching moment and that the period lengths for which the switch is opened and closed are both positive. The starting point is to have, and to keep, this switching behavior in open loop as well as in closed loop situations. However, we shall see in Section IX that in closed loop situations the above switching behavior can not always be maintained. In such situations the converter is behaving in an unstable way as explained above.
III. FOURIER SERIES
A. Definition
Let be a real-valued signal that, when necessary has appropriate properties such as being sufficiently smooth, being an element of or , and so on. Then on the interval the function can be written as with , and the Fourier coefficients of on the interval . The latter coefficients can be computed as follows:
Especially, for , it follows that which can be considered as a moving average over an interval of length . As the word "moving" already suggests the Fourier coefficients may depend on the time . The reason for this is that the above may have been applied on a function that is not necessarily periodic with period . If the function , considered on the whole real axis, is periodic with a period , i.e., for all , it follows easily that the Fourier coefficients of are independent of the time . This independency of can then be expressed by omitting the time argument.
B. Properties
Let and be real-valued signals on the interval . Assume that the functions when necessary are sufficiently smooth, so that for instance differentiation and summation can be interchanged without causing any problem. Then the following properties hold true (see [1] or [8] 
IV. CONSEQUENCES FOR THE BOOST CONVERTER
A. Evolution Equations for the Fourier Coefficients
In this section, we investigate the consequences for the Boost converter (1) when we apply the ideas of Section III.
1) Since the source voltage in the Boost converter is assumed to be constant in time, it follows that and for all integer , i.e., 2) In the open loop situation, the switching function is periodic in time with a period and is defined on the interval as described in Section II. Straightforward computations yield that and for all integer . Recall that in the open loop situation represents the fixed duty ratio. Note that because of the periodicity of the switching function the corresponding Fourier coefficients are fixed in time, which is expressed by omitting the time argument. Also note that . This is due to the fact that the switching function is a real-valued function.
3) Equation (1) for the Boost converter yield the following equations for the Fourier coefficients:
for all integer . Then using the properties in Section III it follows that the above equations can be worked out as follows:
for all integer , where the differentiation rule and the convolution property are used, and the fact that for any appropriate function and all integer
B. Approximation in Open Loop Situations
Recall that and in the above are functions of time and that the above equations can be seen as set of differential equations by which and are defined. Note that the set consists of infinitely many coupled linear differential equations with constant coefficients. The latter aspect follows from the fact that , , and are constants and that the coefficients in the open loop situation are constant for all integer , as follows from the expressions for given before. Note that all differential equations, except for the one for are homogeneous. The differential equation for has a constant inhomogeneity . Since in practice it is not feasible to solve a set of infinitely many differential equations, an approximation will be used to obtain a set of finitely many differential equations. Here the approximation is obtained by ignoring the "harmonics" larger than some chosen nonnegative integer . With this approximation the above equations in the open loop situation go over into the following set of finitely many coupled linear differential equations:
where is an integer such that . The idea behind the approximation is that the larger , the more Fourier coefficients are taken into account and the more accurate the original functions and will be described by their truncated Fourier series. For further information on this, see [1] or [8] .
V. MATRIX-VECTOR REPRESENTATION
After the above approximation in the open loop situation a set of finitely many coupled linear differential equations remains. Such a set of differential equations can be compactly written by means of vectors and matrices as (2) where is a vector of components with , see below for details. The matrix has dimensions and is a column with entries. Note that contains the inhomogeneity of the set of equations described in Section IV-B. As noted there is only one equation that is not homogeneous and has a constant inhomogeneity. This implies that will contain only one entry that is not identically equal to zero.
In 
and (4) respectively, where means Hermitain transpose. Finally, is a matrix where the entry is defined by for all . Hence, the matrix looks like
Note that the matrix is a Hermitian matrix, denoted as , meaning that the matrix is equal to its own complex conjugated transposed. Also note that is a skew Hermitian matrix, i.e., . The differential equation for the vector can now be described by with (6) and (7) where the 0 in the description of represents a zero matrix. The matrices , and follow from (3)- (5). The parameters , , and follow from the Boost converter (1).
VI. PERIODIC BEHAVIOR FOR THE BOOST CONVERTER
In this section, we investigate the presence of a periodic behavior for the Boost converter in open loop as well as closed loop situations.
A. Open Loop Situation
We start by focusing on the presence of a periodic behavior for the Boost converter in an open loop situation and assume the duty ratio to be fixed with . At the end of Section II, we argued that the latter can be assumed without loss of generality, since otherwise the converter would not function in the way it is designed.
Proposition: The matrix defined in (6) has all eigenvalues in the open left half of the complex plane.
Proof: The proof of this proposition is based on the Lyapunov stability theory (see for instance [6] and [7] ), in particular for linear differential equations with constant complex coefficients. Therefore, consider the matrix (8) where the 0's denote zero matrices. Note that can be seen as a positive definite Hermitian matrix, which is denoted by , i.e., and for all complex nonzero vectors having components. Using that , and , it easily follows that , where 0 denotes the zero matrix of suitable dimensions and Recall that and note that . To complete the proof that the matrix is stable, i.e., has all its eigenvalues in the open left half of the complex plane, it suffices to show that the pair is observable (or even detectable, see for instance [9] , lemma 12.2). Note that , so that can be seen as one of its own roots, i.e., . Hence, it suffices to show that is observable. To that end, note that for the matrix contains a nonzero in each column. Indeed, for the diagonal entries of are positive. Observe that the matrix is a diagonal matrix with on its diagonal mutually distinct (eigen)values. Using the Hautus test for observability, it then follows that the pair is observable (compare with [7] , exercise 3.3.6, for a dual statement). From the observability of the later pair it follows again by the Hautus test that the pair is observable. This completes the proof of the proposition.
Corollary: Let and be as defined in (6) and (7).
• The matrix is invertible.
• The differential equation has precisely one equilibrium solution.
• The latter equilibrium solution, given by , is stable. From the above it follows that in an open loop situation a periodic behavior is always obtained, no matter what the initial inductor current and capacitor voltage have been, provided that the applied duty ratio is fixed and satisfies .
B. Closed Loop Situation
Next we focus on the presence of a periodic behavior for the Boost converter in a closed loop situation.
Given such a periodic behavior the switching moment in each period, determined by the feedback, is stationary, i.e., it is the same in each period. The stationary switching moment implies a stationary ( fixed) duty ratio. Once this fixed duty ratio is known, and is contained in the open interval , the associated periodic behavior can be computed by means of the method presented in Section VI-A. Hence, the stationary duty ratio is determined by the associated periodic behavior through the applied feedback and, conversely, the stationary duty ratio determines the periodic behavior. Therefore, in order to compute the periodic behavior and the associated stationary duty ratio, we have to find a solution to a set of equations consisting of the linear equations of Section VI-A containing coefficients that depend on the duty ratio, and the equation by which the duty ratio can be obtained from the feedback based on the periodic behavior.
It turns out that depending on the value of the feedback parameters there can be more periodic behaviors than one, some of which are not necessarily stable. This is caused by the fact that the equations describing the closed loop behavior are no longer linear as they are in the open loop situation. Moreover, the stability issue is now a local matter, whereas in the open loop situation stability was global.
All the previous aspects will be illustrated in examples in Sections VII-IX. In order to establish whether or not a periodic behavior is unique a graph is determined. The graph can be obtained by cutting the feedback just before it enters the converter, making the converter being controlled by an open loop duty ratio as in Section VI-A. In the graph, on the horizontal axis the stationary open loop duty ratios are displayed, while vertically the associated stationary duty ratios due to the feedback are displayed. The number of intersections of the graph with the line is equal to the number of periodic behaviors. Note that depending on the value of the feedback parameters it is possible that a chosen stationary open loop duty ratio induces a duty ratio due to the feedback that is outside the interval . In practice this would mean that either or , implying that there is no actual switching anymore. This situation is not desired since the converter is designed to switch regularly and otherwise will loose its functionality.
VII. OPEN LOOP EXAMPLE
First we consider the example in [2] for the open loop Boost converter. In the example the following parameter values are considered:
V, H, F, , sec, . Hence, the duty ratio is fixed and the periodic switching function is as described in Section II.
The open loop responses are depicted in Fig. 1 . The initial inductor current and capacitor voltage are A and V, respectively. 
TABLE I OPEN LOOP AVERAGES
Next we consider increasing values of the integer . This integer represents the number of coefficients in the Fourier series that are taken into account. For each value of the matrices and defined in (6) and (7) are constructed and the equation is solved. Due to the special form of and the solution corresponds to a "real" solution. This means that for instance the Fourier coefficients satisfy for . The same holds for the Fourier coefficients . Note that the Fourier coefficients do not depend on time, as is also suggested by the notation in which the time argument has been omitted.
For increasing values of the averages of and , i.e., and , in the periodic situation are computed as indicated above. The obtained results are as given in Table I .
In addition to the average, the shapes of and over an entire period can be computed from the Fourier coefficients in the solution vector . For this example, the shapes of the inductor current and the capacitor voltage for in the periodic behavior are computed and are depicted in Fig. 2. In Fig. 2 also the average values for the inductor current and the capacitor voltage Finally, to illustrate that the periodic behavior computed for coincides with the periodic behavior after the transient behavior has disappeared, in Fig. 3 the open loop signals and the periodic signals expanded over the period are depicted together. Also the average values are included. In Fig. 3 The closed loop responses are depicted in Fig. 4 . The initial inductor current and capacitor voltage are A and V, respectively. As explained in Section VI-B, it follows from the open loop situation that given a stationary duty ratio the periodic behavior is uniquely determined. Once this behavior is known, the corresponding switching moment in stationary situation can be computed using the applied feedback. This yields the stationary duty ratio. Hence, the stationary duty ratio is implicitly determined by the feedback. Therefore, the computations in Section VII have to be repeated until the applied stationary duty ratio matches the stationary duty ratio corresponding to the feedback. The results of these computations are given below.
For increasing values of the averages of , and , i.e., , and , in the periodic situation are computed as indicated above. The results are as given in Table II . Note that now is not assumed to be fixed anymore, but can be a time varying function like and . To illustrate that the periodic behavior computed for coincides with the periodic behavior after the transient behavior has disappeared, in Fig. 6 the closed loop signals and the periodic signals expanded over the interval are depicted together. Also the average values are included. In Fig. 6 Finally, we investigate whether or not the above periodic behavior for this example is unique and (locally) stable. • As indicated at the end of Section VI-B, we cut the connection from the output of the feedback to input of the converter, i.e., we cut the feedback loop just before it enters the converter again. In doing so, we can consider the converter to be controlled by means of a stationary open loop duty ratio giving rise to a periodic behavior that, through the feedback, determines the stationary duty ratio . Indeed, for all stationary open loop duty ratios , we can compute the corresponding periodic behavior as explained in Section VI and we can compute the switching moment applying the feedback in the periodic situation. Above, we refer to this switching moment as the stationary duty ratio due to the feedback and we denoted it by . The previous procedure can be interpreted as a function , so that denotes the stationary duty ratio due to the feedback in the periodic situation associated to the stationary open loop duty ratio . In Fig. 7 , we have depicted the graph of the function for the present example defined on the interval . The graph is depicted as a solid line. Only values are shown in Fig. 7 as values outside will have no practical interpretation. The intersection of the graph of the function with the line corresponds to a stationary duty ratio for which the feedback loop can be closed again. Therefore, we have also included in Fig. 7 the line as a dashed line. Clearly, from Fig. 7 it follows that for this example there is precisely one point of intersection, which will be denoted here by , implying the uniqueness of the associated periodic behavior.
• As far as the local stability of the only periodic behavior is concerned, the following reasoning is useful. To that end, take a stationary duty ratio close to and consider the following so-called Picard iteration process . For instance, if subsequent values of are as follows:
. It is wellknown that the Picard iteration converges to , provided that we start close enough to this point and the derivative of in has a value between 1 and 1, i.e., the slope of the graph of in is between and radians. This convergence property for the present example is clearly illustrated in the previous since the slope of the graph of in is close to zero. Note that the above Picard iteration process deals with duty ratios and periodic behaviors that are stationary. However, in practice in the actual converter, it is in general not possible to go within one period from the periodic behavior corresponding to one stationary duty ratio to the periodic behavior corresponding to another stationary duty ratio. Indeed, in practice convergence to a new stationary periodic behavior may take a number of periods in which the duty ratio can vary largely and certainly may not be stationary.
Nevertheless, the Picard iteration process can be used to draw conclusions on the local stability of the periodic behavior in the following way. Therefore, suppose that the initial duty ratio is so close to that for all the periodic behavior associated to the stationary duty ratio changes to the periodic behavior associated to the stationary duty within one period. The latter is possible provided that is chosen close enough to and the sequence converges to for . This all means for the actual Boost converter that when starting with a periodic behavior corresponding to a stationary duty ratio that is sufficiently close to the duty ratio ultimately will end up in . Hence, starting sufficiently close to the periodic closed loop behavior, the converter will end up in this periodic behavior, meaning that this periodic closed loop behavior is locally stable.
Of course, we can not make very precise what we mean by sufficiently close. The only thing that we can say is that some open neighborhood of the periodic behavior exists that acts as a so-called domain of attraction, i.e., starting in that domain the Boost converter will end up in the associated periodic behavior.
Note that the idea of the above Picard iteration is not the computation of the point at which the applied open loop duty ratio coincides with the duty ratio due to the feedback. It is merely used to illustrate what is going on when starting the converter in a state not fitting the periodic behavior corresponding to the feedback. For computing the values of the duty ratio for which the applied open loop duty ratio and the duty ratio due to the feedback coincide better methods than the above Picard iteration exist. Indeed, the iteration does not even function properly in certain situations as discussed in the next subsection.
IX. CLOSED LOOP EXAMPLE: NON-UNIQUE AND UNSTABLE BEHAVIOR
Finally, we consider the example in [4] for the closed loop Boost converter. In the example the following parameter values V, H, F, , sec, V, , . In [4] it is stated without explanation that the Boost converter with the above parameter values exhibits an unstable behavior. In the following, we present in some details about what is actually the case.
In Fig. 8 , the stationary duty ratio in the periodic behavior due to the feedback is plotted against the stationary open loop duty ratio . As follows from Fig. 8 the graph intersects the line in two points. Numerical computations as described in Sections VII and VIII, using zero-find routines, reveal that these point are and .
• First, we apply as a stationary duty ratio. The closed loop responses are depicted in Fig. 9 . In  Fig. 9 , the initial inductor current and capacitor voltage are A and V, respectively. For the stationary duty ratio yields stationary average values for the inductor current and the ca- pacitor voltage equal to 1.3691 A and 9.3076 V, respectively. In Fig. 10 , the shapes of the inductor current and the capacitor voltage for are depicted in the periodic behavior with stationary duty ratio equal to . To illustrate that the periodic behavior computed for coincides with the periodic behavior after the transient behavior has disappeared, in Fig. 11 , the closed loop signals and the periodic signals expanded over the entire interval are depicted together. Also the average values are included. In Fig. 11 , the closed loop signals are depicted by means of solid lines and the computed periodic signals are depicted by means of dash-dotted lines. The average values are depicted by means of horizontal dashed lines. Note that the chosen initial values are close to, but not exactly equal to the initial values in the periodic behavior. As follows from Fig. 11 , the periodic behavior seems to be stable. This conclusion can also be drawn using a reasoning similar to the one in the previous example. Indeed, note that the slope of the graph in Fig. 8 in is between and radians. This implies that the Picard iteration process converges to provided the initial value is chosen close enough to . As indicated before convergence of the Picard iteration process to means that the associated periodic behavior is locally stable. So, there exists some domain of attraction around the periodic behavior.
• Next, we apply as a stationary duty ratio. The closed loop responses are depicted in Fig. 12 . In  Fig. 12 , the initial inductor current and capacitor voltage are taken exactly equal (as far as numerically possible) to the initial values according to the periodic behavior that is depicted in Fig. 13 . Clearly, the behavior is unstable. From a certain moment on there is no switching anymore in the converter and the converter looses its functionality.
For the stationary duty ratio yields stationary average values for the inductor current and the capacitor voltage equal to 2.8344 A and 13.3595 V, respectively. In Fig. 13 , the shapes of the inductor current and the 14 that the periodic behavior is not stable. This conclusion also follows using a reasoning similar to the one in the previous example. To this end, note that the slope of the graph in Fig. 8 in is greater than radians, indicating that the Picard iteration process diverges away from for some initial values , no matter how closely chosen to . In terms of the stability of the periodic behavior the above means that there is no domain of attraction around the computed periodic behavior corresponding to the stationary duty ratio . Hence, this periodic behavior is unstable. In summary, the statement in [4] that the present closed loop converter is unstable can be refined as follows. Starting in the (possibly small) domain of attraction of the behavior corresponding to the stationary duty ratio the Boost converter ends up in that periodic behavior. So starting in this domain of attraction the Boost converter exhibits a stable behavior. However, starting outside this domain the Boost converter exhibits an unstable behavior, as there are no other domains of attraction.
X. CONCLUSIONS
In this paper, we presented a method to compute the average and the ripple of the periodic behavior of a dc-dc converter, up to any degree of accuracy, in open loop as well as in closed loop situations. The method can be seen as a generalization of the well-known state space averaging technique. The method only involves the solving of a set of (mostly) linear equations and turns out to be much more efficient than actually solving the differential equations of the associated converter.
We presented and illustrated the method by means of the Boost converter. The application of the method on the Buck, the Buck-Boost, and also the Ć uk converter can be obtained in a similar way. In future research the method will applied on these converters and other types of converters like multi-switch converters. The results of these investigations will be included in future reports.
The method presented in this paper can be used to evaluate the effect of feedback for the control of dc-dc converters. In particular, the (non)uniqueness and the (in)stability of the resulting stationary periodic behaviors can be investigated. However, in the context of these aspects still many questions remain. For instance, the domains of attraction, the degree of stability, the fastness of response, etc., have to be studied in more detail. These topics will be worked out further in future reports.
The method in this paper is based on Fourier series and is suited for computing the periodic behavior of a converter. Alternative methods that are suited for also computing the initial transient behavior are under current investigation.
