Following the release of the OpenMI 2.0 standard for model coupling with reference object classes (interfaces) in C# and Java, a set of tools including a Software Development Kit (SDK) and Graphical User Interface (GUI) is expected to accompany it. These are necessary to enable numerical model developers to easily adapt their models to become OpenMI compliant and to allow modellers to easily assemble and run compositions of them. 
Motivation
It is becoming increasingly recognised that many modern environmental questions cannot be answered by modelling physical, chemical or biological parameters in isolation.
Environmental systems couple many natural processes and simulating them accurately demands modelling them in a similar fashion, that is, taking into account their interactions (Moore ) . The environment is an interconnected system and what happens in one location can have repercussions both far away (Meiburg ) or at a single location if multiple, dependent parameters interact. This being the case, the only way to successfully answer these questions is to employ integrative approaches, often spanning disciplines, to complement the traditional single discipline methods (Anastas ) .
In recognising that the actions of these complex environmental systems often produce dramatic and severe consequences, it is clear that one single numerical model cannot be sufficient to represent all of the details needed for decision making and planning (Voinov ) . Incorporating all necessary environmental processes in a single model eventually becomes unwieldy, difficult to develop and support and ultimately becomes vulnerable by its dependence on certain key individuals. One solution to this is to simulate complex systems by integrating multiple, smaller models that collectively simulate the larger problem in question.
That is, to build an integrated composition of previously independent numerical models and run them together allowing them to influence each other as they proceed through their respective time steps. The authors consider that any such solution should meet four key requirements:
(i) Allowing two-way exchange of results between the independent models in the composition as they proceed through their formulation.
(ii) Each component remaining sufficiently independent so that experts can remain in their disciplines, yet are able to communicate model outputs clearly where necessary at the interfaces between their coupled models.
(iii) Allowing the model interoperability to be undertaken flexibly and in a standardised fashion.
(iv) Enabling easy extensibility of the integrated composition to incorporate new parameters and to exchange similar numerical engines where appropriate.
OpenMI and FluidEarth have been undertaken to meet these challenges.
Background
Developed through considerable cooperation and joint working from leading hydraulic centres across Europe and part funded by the European Commission, OpenMI is a software component interface for the computational core (the engine) of a numerical model (Gregersen et al. ) . • integrating agriculture, groundwater and economic models (Bulatewicz et al. ) ;
OpenMI itself was originally developed as a means for coupling existing models which would typically consider the interactions of environmental processes, in particular involving water (Moore et al. ) . It has since been realised to be considerably more flexible, evolving into activities such as decomposing large models into smaller model components. It is now considered an interface standard between software components which can be applied to linking any combination of models, databases and associated tools (Lu & Piasecki ; OpenMI Association website a).
OpenMI has been designed to allow two-way exchange of data between compliant components as they run, as explored by Elag & Goodall () . This would typically occur between two simultaneously running, timestepping model components which would send and/or receive data at specific timesteps as they proceed through their respective time intervals. In this way, the two model components can both influence the results produced by the other. The linked components may run asynchronously with respect to these timesteps or proceed through together. OpenMI also supports one-way passing of data from a driving component to a second, set up only to receive.
As an upgrade from the previous version 1.4, OpenMI 2.0 was released in December 2010 at a specially convened reception during an EU-US summit in Washington, DC (OpenMI Website b). It incorporated a set of new features, some to build on the base from version 1.4 and others to replace or enhance the standard. These included the following:
• Base Interfaces and Extensions -A set of minimum 'base interfaces' for compliance, plus the addition of extensions (including an extension covering time and space dependent components). The essential OpenMI component is no longer forced to be time and space dependent, making the standard considerably more flexible and extensible. This allows different types of components to be incorporated e.
g. those which vary in time and not in space; those which vary in space, but not in time or those which vary in both time and space (OpenMI Association Website c).
• Adaptors -Taking over from the role of 'Data Operations' in OpenMI 1.4, 'Adapted Outputs' allow multiple, distinct adaptations, separate from the components themselves and the link, to take place. Again, this makes the standard more flexible and allows outputs and adapted outputs to be re-used by more than one OpenMI component (OpenMI Association Website c). • An SDK allowing model developers to easily make their model engines OpenMI compliant. FluidEarth 2 includes such an SDK to cover this requirement as a follow-up to that provided under OpenMI 1.4.
IMPLEMENTATION
• A GUI allowing model users to build and run compositions of OpenMI compliant components. The In addition to these and from its inception, FluidEarth incorporates three other aspects:
• A community of model providers and users. • A library of models available for compositions. Figure 1 gives a screenshot of this facility in Pipistrelle.
The second feature built into versions of Pipistrelle available from the summer of 2013 is the ability to view spatial datasets. This facility is added as a plug in and gives the user a two-dimensional view of the node sets related to the models in the composition. This can be particularly Native code is unmanaged. It is not controlled by the Common Language Runtime of .net nor the Java Virtual Machine environment; its memory allocation is handled directly; run time type checking and reference checking are also uncontrolled by .net/Java. As the native code is unmanaged it is essential it is either written as thread-safe (that is, it runs in a manner which guarantees that other executing threads will not be destructively interfered with) or, ideally, run in a completely separate process via the 
EXAMPLE CASES
The objective sought by the FluidEarth 2 toolkit (SDK and GUI) is to easily enable models (and other valid components) to be made OpenMI compliant and to provide a user-friendly graphical interface to allow users to assemble and run compositions. A set of examples was put together to progressively test the functionality of the toolkit, from a low level of complexity to a level expected by a typical 'real world' example of hydraulic modelling. This technical progression and the In Process Runs the component 'in process' -the usual mechanism for .net managed components. Each instance of a given managed component will have its own memory space but each instance of unmanaged components will share a single memory space so the danger is that each instance of a given unmanaged component might overwrite data from another instance of the same unmanaged component.
IPC Auto
Runs the component in a separate process using inter-process communication protocols whilst automatically assigning port and object identifiers -this will ensure that, in a given composition, instances of the same unmanaged component will run with its own memory space. 
The two-dimensional pond
In moving towards a more typical modelling solution, the pond theme is continued, but a geospatial structure is added to the components. The two-dimensional pond example is designed to begin to illustrate usage of spatial structures and provide template code for users. It is also taken from the training material (Cleverley ) and presents a straightforward use case. Pond II offers output across arrays at each boundary, evenly spread across each length to represent water transfer across the entire length of each pond edge (see Figure 6 ).
When two such pond components are joined in a composition the action is similar -fluid will flow from one part of the pond to another as it drains into a second, identical pond component along a boundary. The nodes of the eastern boundary of the first pond match to the nodes on the western boundary of the second pond one-to-one, with values passed directly between the two.
In removing the restriction of the connected boundaries being of the same array dimension an adaptor is required to interpolate between boundaries of different sizes. In Figure 7 the 'ten-node' eastern boundary of Pond #1 needs to be connected to the 'five-node' western boundary of Pond #2.
Without this one-to-one mapping of outputs to inputs, the 2d pond adaptor provides an interpolation to allow values to be passed between components. Of course, any conversion between these two node-sets is possible, the the meshes are not coincident. The OTT2D solver solves the 2DH NLSW equations to give the time evolution of the water depth, h, and depth-averaged velocity components u and v. Velocities output from OTT2D are interpolated at each point on the Exner mesh using the adapter described above and the associated sediment fluxes are computed according to the Grass () formula in Equation (2),
where A is a dimensional transport constant (dimensions We note here that the coupling is one-way with OTT2D passing data to the Exner solver; the water movement deforms the bathymetry but changes in the bathymetry are not fed back to OTT2D. This limitation has been applied due to modelling complexities with this example: when running a model that updates the bed at a different timestep to the flow, instabilities are difficult to avoid and water depth must be corrected to account for bed change. Addressing these issues is beyond the scope of this simple example. An output of the Exner solver is the total bed evolution since the beginning of the simulation E(i, j) which is computed according to Equation (3),
where T is the frame time for the simulation, and i, j are the x and y indices, respectively, of the finite difference mesh employed by the Exner solver.
Figures 10-12 show the results of the simulation paused after 4 s of simulation time; these include the water surface, velocity vectors and bed evolution. Figure 11 shows the outputs of OTT2D as velocity vectors which are passed to Exner through the BIA adaptor at the same timestep.
Time variant two-way data exchange
We now consider a two-way exchange of data between two OpenMI components in a single composition as given in the training material (Cleverley ) . This common requirement of OpenMI compositions allows two models to influence each other as they run. Components pass data to each We wish to apply the following rules to the system:
• At a given time, if reservoir A contains more liquid than B then A will pump a certain quantity of liquid (QAB) to B. The quantity pumped (QAB) will be calculated so that, when added to the current level of B, it will not exceed the capacity of B, nor exceed an arbitrary maximum value, nor allow the level of A to drop below zero.
• Equally, if B contains more liquid than A then B will pump a quantity of liquid (QBA) to A. Again, this amount will be calculated so that the level of A won't then exceed its capacity, nor an arbitrary maximum value, nor allow the level of B to drop below zero.
As such:
• No component should ever be allowed to overflow.
• No component should ever pump more than the minimum of its current level and an arbitrary maximum. degree of equilibrium as seen in Table 3 . Units are arbitrary in this notional example but consistent across the composition. Note, also, that it takes time for water to proceed from one reservoir to another. Figure 15 gives the water levels of both reservoirs as the composition runs. Figure 16 shows the water pumped from each reservoir. Instability occurs at the equilibrium point causing the composition to oscillate and neither reservoir is able to find a stable level.
Time invariant two-way data exchange
The time variant two-way data exchange described above represents a typical two-way OpenMI 2.0 composition; one for which Pipistrelle was originally conceived and has been designed to address. However, it is also possible for two components to require exchanging data with each 
