A bi-Cayley graph is a graph which admits a semiregular group of automorphisms with two orbits (of equal size), and is a onematching bi-Cayley graph if the bipartite graph induced by the edges joining these two orbits is a perfect matching. Typical examples of such graphs are the generalized Petersen graphs. A classification of connected arc-transitive one-matching bi-Cayley graphs over abelian groups is given. This is done without referring to the classification of finite simple groups. Instead, complex irreducible characters of abelian groups are used extensively.
Introductory remarks
All groups considered in this paper are finite, and all graphs are finite, connected, simple and undirected. For the group-theoretic and graph-theoretic terminology not defined here we refer the reader to [3, 23, 25] .
A graph is said to be a bi-Cayley graph over a group H if it admits H as a semiregular automorphism group with two orbits (of equal size). (Some authors have used the term semi-Cayley instead [11, 12] .) Note that every bi-Cayley graph admits the following concrete realization. Let R, S, T be subsets of a group H such that R = R −1 , S = S −1 and R ∪ S does not contain the identity element of H. Define the graph BiCay(H; R, S, T ) to have vertex set {0, 1} × H, and with vertices (i, h), (j, g) adjacent if and only if one of the following three possibilities occurs:
(1) i = j = 0 and gh Let H R ≤ Sym(H) denote the right regular representation of H. If h ∈ H, then h R is the element in H R acting by the rule a h R = ah, for all a ∈ H. The group H R can be regarded as a group of automorphisms of BiCay(H; R, S, T ) acting on its vertices by the rule (i, a) h R = (i, ah).
This justifies the prefix in the notation BiCay(H; R, S, T ).
Investigation of bi-Cayley graphs is part of a larger project which aims at obtaining a deeper understanding of various classes of symmetric graphs [13] [14] [15] 20, 21] . In particular, bi-Cayley graphs have received considerable attention in the not so distant past, with a number of papers addressing questions regarding their strong regularity [11, 12, 17, 19] , semisymmetry [4, 5, 16] and hamiltonicity [24] . The aim of this paper is to give a description of connected arc-transitive bi-Cayley graphs over abelian groups, satisfying the additional condition that the two orbits of the group in question are joined by one perfect matching. Unless stated otherwise, abelian groups will be written additively with identity element 0. Since in this case the set T can be chosen to consist of the identity element of H, we will shorten the notation to BiCay(H; R, S, 0). We will refer to such a graph as a onematching bi-Cayley graph. Typical examples of such graphs include the seven arc-transitive generalized Petersen graphs [8] and the hypercubes.
In order to state our main theorem, describing connected arc-transitive one-matching bi-Cayley graphs over abelian groups, we need the following additional definitions and notation. Firstly, recall that a Cayley graph Cay(H, C ) is normal if H R is normal in Aut(Cay(H, C )). Secondly, given positive integers k and n we let e i (1 ≤ i ≤ n) denote the element (0, . . . , 0, 1, 0, . . . , 0) of Z n k having 1 in the i-th position, and 0 elsewhere. We also let 0 = (0, . . . 0) ∈ Z n k . We warn the reader that the same symbols e i will be used for different values of k and n simultaneously. This should cause no confusion.
Theorem 1.1. Let X be a connected one-matching bi-Cayley graph over an abelian group H. If X is arctransitive then it is isomorphic to BiCay(H; R, S, 0) where one of the following possibilities occurs:
(i) H = Z n , R = {1, −1}, S = {k, −k}, where (n, k) is one of the following seven ordered pairs: (4, 1) , (5, 2) , (8, 3) , (10, 2) , (10, 3) , (12, 5) , (24, 5) . In this case X is isomorphic to the generalized Petersen graph GP(n, k).
(ii) H = Z 10 ×Z 2 , R = {(1, 0), (−1, 0)}, S = {(3, 1), (−3, 1)}. In this case X is the unique arc-transitive cubic graph on 40 points, denoted by F040A in the Foster Census [2, 22] .
, where R = S = ∅ for n = 0, and R = S = {e i | 1 ≤ i ≤ n} for n ≥ 1. In this case X is isomorphic to the hypercube Q n+1 .
, where R = {e 1 } and S = {e 2 } for n = 0, and R = {±(e 1 , 0), . . . , ±(e n , 0), (0, e 1 )} and S = {±(e 1 , 0), . . . , ±(e n , 0), (0, e 2 )} for n ≥ 1. In this case X is isomorphic to the direct 
Remark 1.3. Regarding graphs in case (v), this paper is short of a complete classification, which will be the content of a sequel to this paper. We here only show that the class of these graphs is nonempty by giving a construction of an infinite family. For positive integer n we let X (n) = Cay(H, C ), where H = Z 8 × Z n 4 , and C = {±(1, 0), ±(1, e 1 ), . . . , ±(1, e n )}.
We show that X (n) is a connected, arc-transitive bi-Cayley graph over Z 8 × Z n−1 4 × Z 2 , the orbits of which are joined by a perfect matching. Clearly, X (n) is connected since C = H. Let Aut C (H) be the group of all α ∈ Aut(H) such that C α = C . An automorphism α of H is determined uniquely by the images (1, 0) α and (0, e i ) α , 1 ≤ i ≤ n, and hence it can be identified with the (n + 1)-tuple
]. Observe that the following (n + 1)-tuples are in fact automorphisms of X (n) fixing C setwise, and are therefore in Aut C (H):
[−(1, 0), −(0, e 1 ), . . . , −(0, e n )], [(1, 0), (0, e π(1) ), . . . , (0, e π (n) )], and [(1, e 1 ), (−2, −e 1 ), (0, e 2 − e 1 ), . . . , (0, e n − e 1 )], where π ranges over the symmetric group S n . In fact, the set C coincides with the orbit (1, 0)
thus showing that X (n) is arc-transitive. Further, it may be seen that Aut(X (n)) = H R Aut C (H), implying that X (n) is a normal Cayley graph of H.
To show that X (n) is bi-Cayley, letH = (1, 0), (0, e 1 ), . . . , (0, e n−1 ) and let α be the automorphism [(1, 0), (0, e 1 ), . . . , (0, e n−1 ), (−2, −e n )]. We can see that α ∈ Aut C (H) and that it fixesH pointwise. Hence α centralizesH R . Let τ = α (3, −e n ) R , and N = H R , τ . Then N is abelian of order 1 2 |H| and it has two orbitsH ∪ (H − (0, e n )) and (H + (0, e n )) ∪ (H + (2, 2e n )) on X (n). It is easy to check that these two orbits are joined by a perfect matching.
The proof of Theorem 1.1 will be carried out in Section 3 following a series of lemmas, given in Section 2, containing various algebraic and combinatorial ingredients.
Preliminary lemmas
This section, in which we develop essential tools needed in the proof of Theorem 1.1, has three subsections. In the first we analyze 4-cycles in X = BiCay(H; R, S, 0) in order to obtain certain restrictions on the cardinality of R ∩ S. In the second subsection we consider Aut(X ) acting on the right eigenspaces of X . This leads us to a subgroup N of H such that N R is normal in Aut(X ), and that the quotient X /N R is a connected arc-transitive one-matching bi-Cayley graph over the group H/N.
In the third subsection we recall certain results on normal Cayley graphs. Proof. Since X is edge-transitive, the number c of 4-cycles of X containing a given edge does not depend on the choice of this edge. To simplify notation we define u g = (0, g) and v g = (1, g) for all g ∈ H. Observe that e = {u 0 , v 0 } is contained in exactly |R ∩ S| 4-cycles, implying that c = |R ∩ S|.
Analysis of 4-cycles
(This already proves the statement about the number of 4-cycles containing a fixed edge.)
On the other hand, note that for any r ∈ R, the edge {u 0 , u r } is contained in 4-cycles of the form (u 0 , u r , u r+r , u r , u 0 ), where r ∈ R\{r, −r}. Similarly, for any s ∈ S, the edge {v 0 , v s } is contained in 4- 
This proves (iii).
Finally, in order to prove (ii) we show that if R = S, then every element of R is of order 2 or 4. Choose r ∈ R and observe that 2-paths (v 0 , u 0 , u r ) and (u 0 , v 0 , v r ) are contained in exactly one 4-cycle, namely the 4-cycle (u 0 , v 0 , v r , u r , u 0 ). Now choose any 4-cycle 
Since X is edge-transitive, there exists an automorphism of X , mapping the edge {u g 1 , u g 2 } to the edge {u 0 , v 0 }. This implies that the 2-path (u g 1 , u g 2 , u g 3 ) is contained in exactly one 4-cycle, namely the 4-cycle (u g 1 , u g 2 , u g 3 , u g 4 , u g 1 ). Assume that r is not an involution. Then there exists a unique 4-cycle, say (u 0 , u r , u t , u −r , u 0 ) for t ∈ H, which contains the 2-path (u −r , u 0 , u r ). Since u r and u t are adjacent, there exists r 1 ∈ R such that r + r 1 = t. But then u r 1 is joined to both u 0 and u t . Observe that r 1 = −r since t = 0. Now if r 1 = r, then the 2-path (u 0 , u r , u t ) is contained in two different 4-cycles, namely the 4-cycles (u 0 , u r , u t , u −r , u 0 ) and (u 0 , u r , u t , u r 1 , u 0 ), contradicting the above property of 2-paths. Hence r 1 = r, implying t = 2r. Similarly, since u −r and u t are adjacent, there exists r 2 ∈ R such that −r + r 2 = t. Using the same argument as above we obtain that r 2 = −r, and hence t = −2r. But this implies t = 2r = −2r, and so r has order 4, completing the proof of the lemma. 
The normal subgroup N
relative to this ordering. Observe that A has the following block form:
where B R and B S are the adjacency matrices of the Cayley graphs Cay(H, R) and Cay(H, S), respectively, and I is the identity matrix. Also, an automorphism σ ∈ Aut(X ) is faithfully represented by a (0, 1)-permutation matrix P σ ∈ M 2n×2n (C) which commutes with the adjacency matrix, P σ A = AP σ .
Let C 2n denote the 2n-dimensional vector space of all complex row vectors. Consider the action of an automorphism σ ∈ Aut(X ), via the permutation matrix P σ , on C 2n . The action of σ on X is reflected by the action of P σ on each of the eigenspaces of A. Namely, for an eigenvalue λ of A, let
, defined by σ →σ , is a homomorphism, and hence a representation of Aut(X ). We shall be interested in the kernel Ker(Φ λ ), that is, the subgroup of all σ ∈ Aut(X ) such that P σ fixes V λ pointwise. The idea behind this is to mod-out the action of Ker(Φ λ ) when this kernel is properly contained in H R , in order to obtain a smaller graph of the same kind.
To end up with this we first need the eigenvalues of X . Two of them can be observed rather quickly. Firstly, since X is regular, the valency val(X ) = |R| + 1 = |S| + 1 is an eigenvalue with 1 = (1, . . . , 1) ∈ C 2n as the eigenvector. It is generally known that the largest eigenvalue of a connected regular graph is its valency, and that its algebraic multiplicity is 1 [9, Theorem 4.2] . Since the dimension of the corresponding eigenspace is at most the algebraic multiplicity, we further get that V val(X ) is spanned by the vector 1. Hence Ker(Φ val(X ) ) = Aut(X ). This kernel is obviously useless. Secondly, let u = (1, . . . , 1, −1, . . . , −1) ∈ C 2n having 1 in its first n entries, and −1 in the rest. It follows that uA = (|R| − 1)u, showing that val(X ) − 2 = |R| − 1 is an eigenvalue of A. The respective kernel is indeed contained in H R , as we shall see. However, this requires some preparation.
The crucial observation is the following: since the blocks of A are adjacency matrices of Cayley graphs of an abelian group, the eigenvalues (and the eigenvectors) of A can be expressed in terms of irreducible complex characters of H. We here give a brief account of this.
Let H * denote the group of complex irreducible characters of H. For a subset C ⊆ H and χ ∈ H * we let χ(C) = h∈C χ (h); by convention we set χ (∅) = 0. Observe that χ (C) ∈ R is an eigenvalue of the adjacency matrix of Cay(H, C ), with χ ∈ H * as its corresponding eigenvector (viewed as a vector with respect to the ordering of vertices relative to which the adjacency matrix is defined). Along these lines we define the matrices
This is a real symmetric matrix since R = −R and S = −S. Thus, the eigenvalues of M χ are distinct real numbers, and the respective one-dimensional eigenspaces are orthogonal relative to the standard inner product in C 2 . Letb χ,λ denote a fixed chosen eigenvector for an eigenvalue λ of M χ ; as both components ofb χ,λ must be nonzero we may choose a unique 'canonical' eigenvector of the form
. Finally, we remark that λ ∈ R can appear as an eigenvalue of M χ for several distinct irreducible characters. The set of all such characters is denoted by 
Proof. First observe that, taking into account both eigenvalues of M χ for all χ ∈ H * , there are 2n nonzero pairwise distinct vectors v χ ,b altogether. Moreover, these vectors are pairwise orthogonal with respect to the standard inner product , in C 2n , and hence form a basis of C 2n . Indeed, from
Since there are 2n eigenvalues (counting with multiplicities) of all the matrices M χ , χ ∈ H * , these are actually all the eigenvalues of A. The space C 2n can be written as a direct sum ⊕ λ W λ and also as a direct sum ⊕ λ V λ . Hence W λ = V λ for each λ, and the proof is complete. Lemma 2.2 shows that finding the eigenvalues of A is relatively easy, once the irreducible characters of H are known. For instance, by taking the principal character χ 0 ∈ H * we see that M χ 0 has eigenvalues {|R|+1, |R|−1} = {val(X), val(X )−2}, which gives the two aforementioned eigenvalues of A.
Consider now the subgroup K λ ≤ H * . Using the so called Dirichlet correspondence we set
Since N λ ≤ H, the right regular representation (N λ ) R is contained in H R . Moreover, it is also contained in Ker(Φ λ ). Indeed, let h ∈ H. Then h R maps the vertex (i, h j ) to the vertex (i, h j + h), and so the permutation matrix P h R changes the ordering (0,
to the ordering where at the position (i, h j ) the element (i, h j − h) is placed. The action of P h R on any base vector v χ,b is thus the following:
Suppose, in addition, that h ∈ N λ . Then χ (−h) = χ (h) = 1 for all χ ∈ K λ . Hence the base vectors of V λ are fixed, v χ,b P h R = v χ,b , and so P h R acts as the identity on V λ . In other words,
We are now ready to calculate the kernel Ker(Φ val(X )−2 ). For convenience we write 
Choose σ ∈ Ker(Φ). The matrix P σ permutes the components of any vector v ∈ V val(X )−2 in such a way that v stays invariant. In particular, since u = v χ 0 ,(1,−1) ∈ V val(X )−2 we immediately infer that P σ permutes the first n entries of v among themselves, and it permutes the remaining n entries of v among themselves. Let (0, 0) σ = (i, h j ). By the above we have that i = 0, and so (0, 0)
Moreover, P σ places the first entry χ (h 1 ) = 1 of v χ,b at the position originally occupied by χ (h j ). It follows that χ (h j ) = 1 for all χ ∈ K , that is, h j ∈ N. Consequently, the orbit of Ker(Φ) containing (0, 0) is contained in the orbit of N R containing (0, 0). Moreover, these two orbits must be equal since N R ≤ Ker(Φ).
By the one-matching property of X it follows that there is a perfect matching between the orbit of Ker(Φ) containing (0, 0) and the orbit containing (1, 0). Since X is arc-transitive we conclude that any nonempty subgraph of X induced by two orbits of Ker(Φ) is a perfect matching. This property together with the connectedness of X implies that Ker(Φ) is semiregular on V (X), and hence that
In what follows we discuss a few consequences of Proposition 2.3. Firstly, the subgroup N R ≤ H R gives rise to a regular covering projection ℘ N : X → X /N R , and since N R = Ker(Φ) is normal in Aut(X ), the full automorphism group Aut(X ) projects along ℘ N . The kernel of the homomorphism Aut(X ) → Aut(X /N R ) is N R . Clearly, if Aut(X ) is transitive or arc-transitive on X , respectively, then the projected group Aut(X )/N R acts transitively or arc-transitively on X /N R , respectively. This immediately implies the following two lemmas to be used later on. Lemma 2.4 will be used in the proof of Lemma 3.1, while Lemma 2.5 will be used in the proof of Lemmas 3.3 and 3.4. Proof. Since X /N R must be arc-transitive, no edge of X lies completely in an orbit of N R . The result follows.
We now describe the covering projection ℘ N : X → X /N R and its quotient graph X /N R in more detail. As is well known, see for instance [10, 18] , a regular covering projection can be reconstructed in terms of voltages assigned to arcs of the base graph in such a way that inverse arcs carry inverse voltages. In our particular case the group of covering transformations is N R . We therefore take N as the voltage group, with left translation on itself as the voltage action. In each orbit of N R choose a point of reference, say (i, c), and denote the corresponding vertex of X /N R by (i, c) as well. The fibre over
Thus, the vertex set of X /N R is actually identified with the set {0, 1} × C , where C is a complete set of (formally, left) coset representatives of N in H. To reconstruct the covering ℘ N in terms of voltages ζ C ((i, c), (j, c ) ) ∈ N we need to do two things. Firstly, in each fibre relabel the vertices by N using the action of N R -that is, the right translation of N on H. Thus,
Secondly, we need to assign an appropriate voltage to each arc ((i, c), (j, c ) ) of X /N R . This arc corresponds to the arc-orbit under the action of N R , of ((i, c), (j, c + a)) in X . Relative to the labelling in N we have ((i, c), (j, c + a)) = ((i, 0), (j, a) ). An arbitrary arc in the N R orbit of ((i, c), (j, c + a)) is of the form ((i, c + n), (j, c + a + n)), which in the labelling in N becomes ((i, n), (j, a + n)). In other words, taking a ∈ N as the voltage of the arc ((i, c), (j, c )), along with the left translation of N on itself as the voltage action, correctly describes the respective N R -orbit over ((i, c), (j, c )). To put it formally, we set
(1)
As for the structure of the quotient graph itself, X /N R is again a one-matching bi-Cayley graph over an abelian group, namely, H/N. The proof of the next lemma is easy and is omitted. We conclude this subsection by giving two results that will be needed in the proof of our main theorem. Lemma 2.7 will used in the proof of Lemma 3.4. It states that the set K = K val(X )−2 is closed under taking certain 'powers' of χ ∈ K . For χ ∈ H * and k ∈ N, the function χ
Lemma 2.7. Let H be an abelian group and χ ∈ H * . If χ ∈ K and k ∈ N with gcd(k, |H|) = 1, then also χ k ∈ K . Proof. By definition, χ ∈ K if and only if (χ(R)−|R|+1)(χ(S)−|S|+1) = 1. Denote by e the exponent of H, and by ξ a primitive complex e-th root of unity. Let g k denote the unique Galois automorphism of the extension Q(ξ ) over Q which maps ξ to ξ k . Then (χ (R) − |R| + 1)(χ (S) − |S| + 1) = 1 implies g k ( (χ(R)−|R|+1)(χ (S)−|S|+1) ) = 1. From this we find (g k (χ (R))−|R|+1)(g k (χ (S))−|S|+1) = 1. By the definition of χ k we have (χ
Finally, Lemma 2.8 will be used in the proof of Lemma 3.1. It is a result about complex roots of unity. For n ∈ N we put ξ n = exp(2π i/n), where i denotes the complex imaginary unit. . As gcd(n , x ) = 1, there exists t ∈ N such that gcd(t, n) = 1 and tx ≡ 1(mod n ). (The proof of the preceding statement requires several lines and we omit it; it is less evident than it appears.) It follows that ξ tx n = ξ tx n = ξ n . Apply the Galois automorphism g t of the extension Q(ξ n ) over Q sending ξ n to ξ t n to find that (ξ n + ξ 
Normal Cayley graphs
The Cayley graph Cay(H, C ) is called normal if H R is normal in Aut (Cay(H, C ) ). This is equivalent to saying that a permutation α ∈ Sym(H) fixing the identity 1 H is an automorphism of Cay(H, C ) if and only if α ∈ Aut(H) and C α = C . The following result about normality of Cayley graphs, namely Corollary 2.10, will be used later in the proof of Proposition 3.5. 
Theorem 2.9 ([1, Theorem 1.1]). Let Cay(H, C ) be a connected Cayley graph on an abelian group, where the symmetric generating set C , not containing the identity element, satisfies the following condition:
whenever c 1 + c 2 = c 3 + c 4 = 0 for c 1 , c 2 , c 3 , c 4 ∈ C , then {c 1 , c 2 } = {c 3 , c 4 }. Then Cay(H, C ) is normal.
Proof of Theorem 1.1
Let X = BiCay(H; R, S, 0) be a connected arc-transitive one-matching bi-Cayley graph over an abelian group H. Our argument used in the proof of Theorem 1.1 depends greatly on the set R ∩ S. In fact, we first deal with graphs satisfying R ∩ S = ∅ (Proposition 3.2, and then with those satisfying R ∩ S = ∅ (Proposition 3.5). These two propositions will complete the proof of Theorem 1.1.
Recall that the condition R ∩ S = ∅ is equivalent to saying that X falls into class (i) of Lemma 2.1. Thus we have that |R| = |S| ≤ 2, where R ∪ S contains no involutions if |R| = |S| = 2. We start with a lemma about the quotient X /N R . Proof. By assumption we have R = {r, −r} and S = {s, −s}. As in Section 2.2 we denote byr,s ∈ H/N the images under the natural projection H → H/N. Then H/N = r,s , and by Lemma 2.6 we have X /N R = BiCay ( r,s , {r, −r}, {s, −s}, {0}) . 
where ξ is some primitive fifth root of unity. Note that at least one such non-principal character does exist in view of Lemma 2.4. We now show thatr ands have equal orders, and that ord(r) = ord(s) ∈ {4, 5, 20}.
First observe that, since N ≤ Ker χ, for each χ ∈ K there exists a homomorphism χ N : H/N → C defined by χ N (h) = χ (h). Moreover, the intersection ∩ χ∈K Ker χ N is trivial, and by (3) we have that the image Im χ N = χ N (r) = χ N (s) is isomorphic either to Z 4 or to Z 5 .
Let now mr = 0. Since χ N (s) is a power of χ N (r) it follows from χ N (mr) = 1 that χ N (ms) = 1. Hence ms ∈ Ker χ N , and since χ ∈ K was arbitrary we have ms = 0. Consequently,r divides the order ofs. The converse holds by analogy, implying that ord(r) = ord(s). Next, as Im χ N = χ N (r) = χ N (s) is isomorphic either to Z 4 or to Z 5 , we have that ord(r) = ord(s) is divisible either by 4 or by 5. Moreover, since χ N (20r) = χ N (20s) = 1 holds for all χ ∈ K it follows that 20r = 20s = 0. Hence ord(r) = ord(s) is a divisor of 20. This proves (4) .
From (4) (12, 5) , (24, 5) , and X is the generalized Petersen graph GP(n, k). (7, 1) }, and X is F040A in the Foster notation (see [2, 22] ).
Proof. Suppose first that |R| = |S| = 0. Then X has valency 1, and obviously X = K 2 . Suppose next that |R| = |S| = 1. Then X must be a cycle. Let R = {r} and S = {s}, where r, s ∈ H are distinct involutions which together generate H. Consequently, H = r, s ∼ = Z 2 × Z 2 , implying that X = C 8 .
Suppose now that |R| = |S| = 2. Then X is cubic. Let R = {r, −r} and S = {s, −s}, where r, s ∈ H are noninvolutory elements. Consider N = N val(X )−2 = N 1 in the notation of Section 2.2. By Lemma 3.1 we have that X /N R is either the cube or the Petersen graph. Case 1. X /N R is the cube.
Then H/N = Z 4 . Without loss of generality we may assume thatr =s ∈ H/N (if not, we can always replace r by −r). The set C = {0, r, 2r, 3r} is a complete set of coset representatives of N in H. Identifying the vertices of X /N R with {0, 1} × C , by (1) we obtain the voltage assignment ζ C valued in the voltage group N, on X /N R , as shown in Fig. 1 . For convenience we also let 1, 2, . . . , 8 denote the vertices of X /N R .
Since the action of Aut(X )/N R is arc-transitive on X /N R , it contains some minimal arc-transitive group of the cube. Any such minimal group contains the stabilizer of a vertex, say the automorphism (5 2 7), which must lift along the regular covering projection ℘ N : X → X /N R . Using the theory developed in [18] , there exists an automorphism φ ∈ Aut(N) such that, for any directed cycle
(Recall that ζ C is extended to any walk in X /N R by adding up the voltages of the arcs encountered on that walk.) Choose C to be the directed cycles (0, 4, 5, 1, 0), (1, 5, 6, 2, 1) , and (6, 7, 3, 2, 6), respectively. All three have the same voltage s − r. The voltages of the mapped cycles (0, 1, 2, 3, 0), (3, 2, 6, 7, 3) and (6, 5, 4, 7, 6 ) are 4r, s − r, and −4s, respectively, and must all be equal as well, 4r = s − r = −4s.
Thus, s = 5r and r = 5s, and hence H = r = s is cyclic. Let H = Z n . As r is a generator of Z n we may assume without loss of generality that r = 1. But then s = 5 and 24 = 0 in Z n . Consequently, n is a divisor of 24. Checking all the cases we obtain that n = 4, or n = 8, or n = 12, or n = 24, and, correspondingly, X = GP(4, 1), or X = GP(8, 3), or X = GP (12, 5) , or X = GP (24, 5) . (For a more extensive treatment of symmetric cyclic covers of the cube we refer the reader to [6] .) Case 2. X /N R is the Petersen graph. Then H/N = Z 5 . As in Case 1 we may assume thatr =s ∈ H/N. The set C = {0, r, 2r, 3r, 4r} is a complete set of coset representatives of N in H, and by (1) we obtain the voltage assignment ζ C valued in N, on X /N R , as shown in Fig. 2 .
Take an automorphism from the stabilizer of a vertex, say α = (1 5 4)(2 8 9)(3 6 7). As before, α must lift along the regular covering projection ℘ N : X → X /N R . By considering the directed cycles (0, 5, 7, 2, 1, 0), (1, 6, 8, 3, 2, 1) , and (3, 8, 5, 0, 4, 3) , an argument similar to that for Case 1 gives that s − 2r = 5s = −s + 2r.
From these 10s = 0 and 2r = −4s in H, and so ord(r) and ord(s) are divisors of 10.
Suppose that ord(s) = 5. Then s = 2r and H = r . Assuming that r = 1, as we may, we get s = 2 in H = Z n . It follows that ord(r) = 5, and X = GP(5, 2) is the Petersen graph. Suppose that ord(s) = 10. As 2r ∈ s , we have that either H = Z 10 = s or H = Z 10 ×Z 2 = s × t . Without loss of generality we may assume that s = 1 ∈ Z 10 or s = (1, 0) ∈ Z 10 ×Z 2 , respectively. Correspondingly, we obtain that X = GP (10, 3) or X = F040A. (For a more extensive treatment of symmetric cyclic covers of the Petersen graph we refer the reader to [7] .) This completes the proof of Proposition 3.2. We now turn to graphs X = BiCay(H; R, S, 0) with R ∩ S = ∅, that is, to those falling into one of the classes (ii) and (iii) of Lemma 2.1. We start by proving two lemmas concerning certain structural properties of the group H. Choose r ∈ R arbitrarily. Then ord(r) ∈ {2, 4} by assumption, and Lemma 2.5 implies r ∈ N. Hence χ(r) = 1 for some χ ∈ K . We claim that χ (r) = −1, ord(r) = 2 ±i, ord(r) = 4. and χ (r ) = 1 for all r ∈ R \ {r, −r}.
Indeed, if r is an involution, then χ (r) = ±1, and hence χ (r) = −1 since χ (r) = 1. Consequently, |R| − 2 = χ (R) = χ (R \ {r}) − 1, that is, χ (R \ {r}) = |R| − 1. But this immediately implies χ(r ) = 1 for all r ∈ R \ {r}. If r is of order 4, then χ (r) ∈ {±1, ±i}. Suppose that χ (r) = −1. Then |R|−2 = χ (R) = χ (R\{r, −r})−2. Hence |R| = χ (R\{r, −r}) ≤ |R|−2, a contradiction. As χ (r) = 1, we have χ (r) = ±i, and so χ (r) + χ (−r) = 0. It follows that |R| − 2 = χ (R) = χ (R \ {r, −r}). Again, χ(r ) = 1 for all r ∈ R \ {r}.
To prove the statement of the lemma, let h ∈ r ∩ R \ {r, −r} . Since h ∈ R \ {r, −r} , the above claim gives χ (h) = 1. On the other hand, h ∈ r implies that h = r for some ∈ N. Thus, 1 = χ(h) = χ (r) . But since χ (r) = −1 if r is an involution, and χ (r) = ±i if ord(r) = 4, we obtain h = 0, as required. Proof. Let K = K val(X )−2 = K 1 and N = N val(X )−2 = N 1 , in the notation of Section 2.2. Note that, since u and v are involutions, χ (u), χ (v) ∈ {1, −1}. In order to prove the lemma it is enough to show that χ(u) = χ (v) = −1 for an appropriate χ ∈ K . Namely, in this case we have χ (R) = χ (R ∩ S) − 1 = χ(S), and from (χ (R) − |R| + 1)(χ (S) − |S| + 1) = 1 it follows that χ (R ∩ S) = |R| − 1. Consequently, χ(h) = 1 for all h ∈ R ∩ S, which immediately implies u, v ∈ R ∩ S .
The existence of such a character in K is proved as follows. Since u ∈ N, by Lemma 2.5, there is χ ∈ K with χ (u) = −1. We are going to show that χ (v) = 1 leads to a contradiction. Suppose χ(v) = 1. Then χ (R) = χ (R∩S)−1 and χ (S) = χ (R∩S)+1, and (χ (R)−|R|+1)(χ (S)−|S|+1)
This further implies that χ (R ∩ S) does not consist just of ones and primitive sixth roots of unity, for otherwise we would get χ (R ∩ S) ∈ Q which contradicts (5). Consequently, there exists r ∈ R ∩ S with the property that χ (r) = ξ is a primitive n-th root of unity with n > 1 and n = 6. Let ξ
Let u ∈ R \ S and v ∈ S \ R be the two involutions in R ∪ S, and let L = R ∩ S . By Lemma 3.4 we have that u, v ∈ L. Moreover, either the cosets L, u + L, v + L and u + v + L are pairwise distinct and hence H/L ∼ = Z 2 2 , or else u + v ∈ L and hence H/L ∼ = Z 2 . These two cases lead to two distinct families of graphs given in parts (ii) and (iii) of this proposition. For the sake of clarity we deal with these two possibilities separately (although it is, technically speaking, possible to treat them together).
The action of L R has eight orbits, namely (j,
, where j ∈ {0, 1}, as their respective points of reference. The subgraphs induced on these orbits are all isomorphic to Cay(L, R ∩ S), and the regular covering projection ℘ L : X → X /L R is a projection onto an 'augmented' 8-cycle with loops, arising from edges in R ∩ S, at each vertex. Labeling the vertices of X /L R with their respective points of reference in each fibre, the
Reconstructing the covering projection ℘ L with voltages valued in L, we get that at each vertex, each loop receives its respective element in R ∩ S as its voltage, while all the arcs on the 8-cycle receive the trivial voltage. Consequently, the graph X is isomorphic to the cartesian product Cay(L, R ∩ S) × C 8 .
Observe that the rotation of order 8 of the 'augmented' 8-cycle must lift along ℘ L since, under this rotation, the voltage of any closed walk remains the same. Also, there is a lift τ , also of order 8, which 'preserves the levels' in X . Its explicit action, for each 'level' h ∈ L, is given by τ = ((0, h), (1, h) , (1, h 
Set Q = L R ∪ {τ } . As h R τ = τ h R for all h ∈ L, and τ ∩ L R is trivial, the group Q is abelian and isomorphic to L × Z 8 . Moreover, as Q is obviously regular, X has a representation as a Cayley graph on the group Q , namely X = Cay(Q , S), S = {r R | r ∈ R ∩ S} ∪ {τ , τ −1
}.
In view of this we now derive an appropriate representation of X . Firstly, since S has no involutions it follows, by part (iii) of Lemma 2.1 and Corollary 2.10, that Cay(Q , S) is normal. Therefore, Aut(X ) = Q R K for some K ≤ Aut(Q ). Secondly, as X is arc-transitive, S must be an orbit of K . Hence all elements in S have the same order, which must be 8 because ord(τ ) = 8. Pick r ∈ R ∩ S. Since there exists α ∈ K taking r R to τ , the automorphism α maps the subgroup r R ∩ S \ {r R , r (1, h + u), (0, h + u)).
As before we set Q = L R ∪ {τ } . Again, h R τ = τ h R for all h ∈ L, and so the group Q is abelian and isomorphic to an extension of L by Z 4 . Since Q is obviously regular, we again have that X = Cay(Q , S), S = {r R | r ∈ R ∩ S} ∪ {τ , τ −1
We now derive the respective representation of X . As before we see that the Cayley graph X = Cay(Q , S) is normal. Therefore, Aut(X ) = Q R K for some K ≤ Aut(Q ), and arc-transitivity implies that all elements in S are of order 8. Observe that, for each r ∈ R ∩ S, an appropriate α ∈ K maps r R ∩ S \ {r R , r 
Let 2n = |R ∩ S|. Since Q is abelian and generated by the set {r R , τ | r ∈ R ∩ S}, it is of exponent 8, and decomposed into the direct product of at most n + 1 cyclic groups, each of order 2 e , 1 ≤ e ≤ 3.
Let E = (r R ) 4 , τ
