Abstract-This paper presents a novel nonlinear autopilot design based on a nonlinear model predictive control (NMPC) approach that is compared against a linear quadratic Gaussian control scheme. The autopilot systems are used to control the nonlinear yaw dynamics of an uninhabited surface vehicle named Springer. The yaw dynamics of the vehicle being modelled using a multi-layer perceptron neural network. Simulation results are presented and the performances of the autopilots are evaluated and compared using standard system performance criteria and indices. The autopilot based on the NMPC method is deemed the more apt of the two types examined for Springer in terms of control activity expenditure, power consumption and mission duration length.
INTRODUCTION
Since management and monitoring of the environment is a major issue worldwide, an uninhabited surface vehicle (USV) named Springer has been specifically designed and continues to be developed as a cost effective and environmentally friendly USV primarily for undertaking pollutant tracking, and environmental and hydrographical surveys in rivers, reservoirs, inland waterways and coastal waters, particularly where shallow waters prevail.
The dynamic characteristics of marine vessels are invariably nonlinear and the Springer USV is no exception. Thus this paper reports the application of a novel nonlinear autopilot for the vehicle. A nonlinear model predictive control (NMPC) scheme is used in its design. The autopilot is benchmarked against another founded on a linear quadratic Gaussian (LQG) control strategy in simulation studies. Details of the navigation and line-of-sight guidance subsystems for the vehicle can be found in Naeem et al [1] .
With regards to the structure and content of the paper, on completion of this introductory material, section II reports the development of a nonlinear model of the Springer vehicle yaw dynamics. Whilst section III describes the autopilot designs, and in section IV simulation results are presented. Finally, a short discussion and concluding remarks are given in section V.
II. YAW DYNAMICS OF THE SPRINGER VEHICLE
Since full details of the Springer's hardware can be found in Naeem et al [1] , only an outline will be presented here. The Springer USV was designed as a medium waterplane twin hull vessel which is versatile in terms of mission profile and payload. It is approximately 4m long and 2.3m wide with a displacement of 0.6 tonnes. Each hull is divided into three watertight compartments. The navigation, guidance and control system is carried in watertight Peli cases and secured in a bay area between the crossbeams. This facilitates the quick substitution of systems on shore or at sea. The batteries which are used to provide the power for the propulsion system and onboard electronics are carried within the hulls, accessed by a watertight hatch. The Springer propulsion system consists of two propellers powered by a set of 24V 74lbs Minn Kota Riptide transom mounted saltwater trolling motors. Steering of the vessel is based on differential propeller revolution rates.
A multi-layer perceptron neural network (MLPNN) model of the Springer yaw dynamics was developed using a dataset recorded during full scale trials. A genetic algorithm (GA) was used to obtain the unknown parameters of the MLPNN model which had a population of 20 chromosomes and a crossover probability of 65 . 0  c p and mutation probability of 03 . 0
. The GA was run till maximum of 10000 generations or MSE of less than 00001 . 0  MSE was achieved on normalized training data set. A parallel architecture network model was then tested on validation and test data to check its predictive capability. The MLPNN selected has one hidden layer with four hidden nodes and represented in generic form as: 
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. 0 rad respectively. Thereupon this MLPNN model was used to replicate the nonlinear yaw dynamics of the Springer USV and also in the architecture of the NMPC algorithm.
III. AUTOPILOT DESIGNS

A. Nonlinear Model Predictive Control Autopilot Design
Although model predictive control (MPC) is well established and has provided solutions to a number of problems in its linear approach, however, it does have its limitations particularly when dealing with nonlinear plant. Many systems are inherently nonlinear and operate under tight performance conditions with many satisfying constraints. These demands require systems to operate over a wide range of operating conditions and linear models are often not sufficient to describe the system dynamics adequately and hence nonlinear models must be used. This inadequacy of linear models is one of the motivations for the increasing interest in NMPC. Note that even so the system is linear in the MPC, the closed loop dynamics are nonlinear due to the presence of constraints. NMPC is based on nonlinear models that consider nonquadratic cost-functional and general nonlinear constraints. An excellent introductions to such techniques can be found in Tatjewski and Lawrynczuk [2] , and Grune and Pannek [3] .
The block diagram in Fig. 2 J mathematically describes the control goal. In general, good tracking of the reference trajectory is required with low control energy consumption. The predictions are used by a numerical optimization program to determine the control signal that minimizes the following performance criterion over the specified horizon: NMPC requires the repeated on-line solution of a nonlinear optimal control problem. In the case of linear MPC the on-line solution of the optimal control problem can be efficiently obtained by a quadratic program whereas NMPC requires a solution of a nonlinear program which is in general complex and computationally expensive and is one of the key limiting factors for a successful practical application of NMPC. NMPC thus has been applied almost only to slow systems. For fast systems where the sampling time is considerably small existing NMPC algorithms cannot be used. Therefore, solving such a nonlinear optimization problem efficiently and fast has attracted significant research interest in recent years [4] , [5] , [6] and [7] .
The conventional iterative optimization method requiring initial values based on gradient descent such as sequential quadratic programming (SQP) has been applied to NMPC. These techniques can succumb to local minima and can lead to infeasible solution. GAs on the other hand is a global stochastic search technique that applies the concept of biological evolution to find an optimal solution in a search space and has proved to be efficient in solving complicated Furthermore the search range of the input variable constraints can easily be incorporated in the search space of a GA during optimization, which makes it easier to handle the input constraint problem than other descent-based methods.
However the computational burden in the case of a GA is much heavier and increases exponentially with the increase of the horizon length of the NMPC making it difficult to implement in the conventional form thus only a few applications of GAs to nonlinear MPC are available in the literature. Here a modified NMPC algorithm based on a GA is proposed for the design of the autopilot for the Springer USV.
In place of seeking the exact global solution for NMPC at every sampling time, suboptimal control sequences satisfying the constraints are implemented. The GA decreases the cost function within the sampling interval and the best chromosome represents the optimal control sequence at that time and so on. This requires less computational demands without deteriorating much to the control performance [8] .
In this study a GA is used to obtain a sequence of optimal control signals. More specifically, a steady-state GA with floating point encoding and special genetic operators including: initialization, mutation, crossover and termination were used. The fitness function of the GA is derived from the objective function of the NMPC. Mutation and crossover operators are designed with built-in constraints in order not to violate the constraints of the control inputs. A convergence measure is introduced as a termination condition. The operation of the GA used here is explained as follows. A suitable initialization procedure at every sampling interval is required in order to obtain a better solution from the GA optimization. Here the best solution of the last optimization cycle with shift in the sequence of control signals as shown in Fig.3 is used to initialize the half of the chromosomes in a population and the rest of the chromosomes are randomly initialized with control sequence within the admissible constrained as defined in the encoding. Fig.3 Crossover is used to exchange genetic information between the two chromosomes of the population. For this study, an arithmetic crossover between the two selected parents on the basis of crossover probability c p is used to produce two offspring. This procedure maintains the control signals within the admissible constraints.
Whilst the termination conditions determine when the GA optimization loop should be stopped and first control input from the best chromosome is applied to the plant. Judicious selection of the termination criteria of the GA is the key factor in reducing the computation burden in the design of the suboptimal NMPC algorithm. Here the GA was run till 90% of the sampling interval is either elapsed or evolution converges whichever is earlier. This insures that at every sampling interval, a feasible control signal is always available for the vehicle.
Finally, the fitness value of each chromosome is defined as ) 1 J ( 1  and the best chromosomes from the current parent and children are selected for the next generation and rest are discarded to keep the number of chromosomes in a population constant.
B. Linear Quadratic Gaussian Autopilot Design
In the interests of brevity and space, full details concerning the design and development of this autopilot can be found in Sharma et al [9] .
IV. SIMULATION RESULTS
For the NMPC, several predictive horizons were changed heuristically to investigate the optimal predictive control strategy. It was observed that too short a prediction horizon ( 2 N p  ) provided an intensively oscillatory prediction with a large root mean square (RMS) prediction error. The NMPC with a horizon 6 N p  resulted in near-optimal control and by increasing the prediction horizon above 6 N p  added only a slight improvement in RMS error but the computational time increased considerably more. A prediction horizon 6 N p  and control horizon 3 N c  were found appropriate for this application and were selected for the simulation study. The Step response results for the NMPC and LQG autopilots are shown in Fig.4 .
Whilst the vehicle's response to a random sequence of course-changing demands in heading using the NMPC and LQG autopilots can be seen in Figs. 5 and 6 respectively.
In order to make quantitative comparisons between the two autopilot designs, the standard system performance criteria of rise time (T R ), settling time (T S ) and percentage overshoot (%M P ) were employed. Here the rise time is taken as the time required for the system response to rise from 10% to 90% of its final value. It is used to denote the speed of response of a system. Whilst the settling time is the time required for the system response to reach and stay within a specified tolerance band of the final value which in this case is taken as 2%.
Additionally, as a measure of accuracy and autopilot control activity, the mean-square error of the yaw error ( ) ( MSE   ) and the average equivalent controller energy ( ) E ( ACE u ) were used as performance indices. These may be considered in their discrete forms as: Fig. 4a shows that T R = 35 s, T S = 181 s and %M P = 1.02% were obtained using the NMPC approach whereas the LQG strategy produces a T R = 65 s, T S = 274 s and a %M p = 3.3% as depicted in Fig.4b . From the results presented, the rise time (T R ) for the LQG autopilot is 86% more than those produced via the NMPC approach. Also its settling time (T S ) is approximately 52% more than the other. Thus the LQG autopilot can be seen to generate a much more sluggish response. Nevertheless, although both the NMPC and LQG autopilots exhibit minimal percentage overshoots (% M p ) that created by the NMPC marine control system is negligible by comparison. shown to be better than the LQG control scheme. In addition, as shown in Table I , the NMPC methodology expends far less controller effort ) E ( ACE u than that by the LQG system. Such an achievement can be considered as significant since Springer is a battery powered vessel. Thus, in reality, the NMPC autopilot would save more battery power when controlling the vehicle in real-time missions and thereby have a longer operational range compared to the other.
V. DISCUSSION AND CONCLUDING REMARKS
For the cases presented, the results demonstrate that the NMPC autopilot performed better overall than its counterpart designed with a LQG control architecture. Thus the NMPC autopilot is more economical with its power consumption than the other thereby endowing Springer with longer mission durations. Therefore, it is surprising that the NMPC approach has had limited exposure in the field of marine control systems design. Indeed, this particular nonlinear methodology offers an alternative in the design of marine autopilots systems.
The best overall performance was achieved using the NMPC technique which supports the notion that nonlinear marine autopilots are better at controlling the nonlinear dynamic responses of marine craft than its linear counterparts.
Finally, it is concluded that of the two control schemes examined, the NMPC autopilot is the more appropriate for
Springer from a practical viewpoint in terms of controller energy consumption which would in reality provide the vehicle with longer mission durations. This being so, the intention in the near future is to undertake in full scale realtime trials with the NMPC autopilot in the control loop. . Vehicle response to a random sequence of course-changing demands in heading using the LQG autopilot
