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QoS routingAbstract This paper develops a routing algorithm for delay-sensitive packet transmission in a low
earth orbit multi-hop satellite network consists of micro-satellites. The micro-satellite low earth
orbit (MS-LEO) network endures unstable link connection and frequent link congestion due to
the uneven user distribution and the link capacity variations. The proposed routing algorithm,
referred to as the utility maximizing routing (UMR) algorithm, improve the network utility of
the MS-LEO network for carrying ﬂows with strict end-to-end delay bound requirement. In
UMR, ﬁrst, a link state parameter is deﬁned to capture the link reliability on continuing to keep
the end-to-end delay into constraint; then, on the basis of this parameter, a routing metric is for-
mulated and a routing scheme is designed for balancing the reliability in delay bound guarantee
among paths and building a path maximizing the network utility expectation. While the UMR algo-
rithm has many advantages, it may result in a higher blocking rate of new calls. This phenomenon is
discussed and a weight factor is introduced into UMR to provide a ﬂexible performance option for
network operator. A set of simulations are conducted to verify the good performance of UMR, in
terms of balancing the trafﬁc distribution on inter-satellite links, reducing the ﬂow interruption rate,
and improving the network utility.
ª 2015 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
In recent years, the low earth orbit (LEO) satellite network has
started developing into an integrated heterogeneous networkwith signiﬁcant wireless characteristics on several links.
Furthermore, increasing presence of micro-satellites and
nano-satellites in several small-scale self-organizing LEO satel-
lite networks has been observed, and these satellites will be
employed to form constellations and interconnect with other
satellite networks.1–3 As the real-time service is the core busi-
ness of the LEO satellite networks and the foundation for pro-
viding multimedia applications in the future, effective
transmission of the delay-sensitive ﬂows with a strict end-to-
end delay bound constraint via the multihop wireless satellite
links has become one of the challenges that must be addressed
in the development of the micro-satellite low earth orbit (MS-
LEO) networks.
500 Y. Lu et al.The static resource reservation coupled with the QoS
packet scheduling scheme is the conventional solution for the
delay-sensitive ﬂow transmission in the Internet. This method
provides delay bound assurance by guaranteeing the required
minimum resource supply according to the ﬂow characteristics
and works well in preconditions of the unchanged ﬂow charac-
teristics and link capacity. The weighted fair scheduling
scheme such as the generalized processor sharing (GPS),4 the
weighted round-robin5 (WRR) and the weighted fair queuing6
(WFQ) is a class of typical and advanced schemes for QoS
packet scheduling.
However, in wireless networks, links often endure fre-
quent on-off and congestion, which often makes the net-
work fail to achieve sustained matching between the
bandwidth supply and the bandwidth demand in ﬂow dura-
tion, which leads to poor network utility in providing an
integrated service for delay-sensitive ﬂows.7 This problem
is more serious in an MS-LEO satellite network, affected
by its inherent features. First, the capacity of the inter-satel-
lite links (ISLs) is limited, and both the source and the
destination users in MS-LEO satellite network are in un-
uniform distribution. The signiﬁcant imbalance on the traf-
ﬁc ﬂow distribution may lead to ineffective use of the insuf-
ﬁcient bandwidth resource. Second, under the combined
inﬂuence of the low-precision antenna, the limited power,
the changes on the node distance and the environment
interference, the link-up time jitter and the link capacity jit-
ter are common on ISLs, leading to frequent congestion on
the stature links, which account for a large proportion of
the ISLs in use in the MS-LEO satellite networks. Third,
the handovers of the inter-satellite links and satellite-ground
links cause substitute trafﬁc shift among ISLs, which may
lead to severe burst congestion or even high interruption
rate on communication hotspots. The frequent link-off
and link congestion will cause repeated delay threshold
breakthrough and eventually result in high delay QoS inter-
ruption rate and poor network utility.
The routing algorithm for congestion avoidance is one of
the key solutions to this problem on the network layer in
LEO satellite networks.8 The algorithm is primarily classiﬁed
into two categories. One category is the adaptive routing
schemes.9 The trafﬁc on statured links is adjusted in real-time
to peripheral idle links to avoid congestion. Most of these
schemes do not support a strict delay QoS constraint. The
other category is the load balancing routing algorithm.10–14
The link utilization ratio is considered in the routing metric
and priority is given to the route with the current or forecasted
minimal trafﬁc load level. Link residual bandwidth balancing
plays a role in tolerating the link changes in the network,
which reduces the congestion probability. The network utility
is improved by more extensive use of ISLs and a lower conges-
tion probability. Generally, the advantage of load balancing is
considered based on the resource cost of a larger route hop
number and the performance cost of a longer propagation
delay. However, as we found in this paper, in the MS-LEO
satellite network, when the load balancing routing algorithm
is required to build a path that also provides strict end-to-
end delay bound, the following three types of problems are
encountered:
(1) The bandwidth requirement for the delay bound guaran-
tee increases signiﬁcantly with the route hop numberand the propagation delay. This problem not only
causes a heavy cost on bandwidth resource but also
increases the link congestion probability when the net-
work is on heavy load.
(2) Longer routes increase the probability of the delay
bound breakthrough in a network with random link
on-off and congestion.
(3) Most of the load balancing routing algorithm is based
on a uniform congestion avoidance principle. The algo-
rithm is easily implemented but does not take into
account the link characteristics and the ﬂow characteris-
tics in routing and fails to achieve network utility
optimization.
To solve these problems, this paper proposes the UMR, a
utility-maximizing routing algorithm for delay-sensitive ﬂows
in the MS-LEO satellite network. The UMR algorithm identi-
ﬁes a route that not only reduces the probability of delay
bound breakthrough for the new call but also optimizes the
total network utility. In principle, the objective is achieved
by balancing the congestion probability of the new path and
the inﬂuence of the new path on the congestion probability
of existing paths. First, to calculate the probability of path
congestion and evaluate the inﬂuence on the delay bound of
the existing ﬂows, a link state parameter, denoted by the link
feasible probability (LFP), is deﬁned to form an explicit eval-
uation on the link property for the delay bound guarantee. The
LFP is formulated with consideration on the link characteris-
tics and the ﬂow characteristics. Based on LFP, the probability
of congestion on a path can be formulated as a comprehensive
consideration on the bandwidth resource cost, the route hop
number and the propagation delay. Then, by adopting the
path congestion probability, this routing problem can be con-
sidered as an utility-optimization problem in a ﬂow utility self-
interference system, where the route decision affects the varia-
tion trend of the total network utility by determining the inter-
ference relationship among the ﬂow utilities. Finally, an on-
demand distributed route-detecting algorithm is designed to
ﬁnd the quasi-optimal route solution with local link state
information.
The remainder of the paper is organized as follows. In
Section 2, the LFP is deﬁned, and the objective of the UMR
is formulated. In Section 3, the estimation model for the
LFP in MS-LEO satellite network is formulated. In
Section 4, the routing scheme is described. In Section 5, the
performance of the UMR is evaluated through simulations,
and a detailed analysis and discussion is provided. Finally,
the paper is concluded in Section 6.
2. Deﬁnitions of LFP and the objective of the UMR
Considering a MS-LEO satellite network G ¼ ðV;EÞ, where V
is the node set, and E is the link set. Let CðtÞ be the existing
ﬂow set in G at time t, in which each ﬂow f traverses the net-
work via a multi-hop route pf. Suppose each ﬂow has a delay
deadline Df and can be characterized by a collection of known
parameters CHf ¼ ft fs ;AfðsfÞ; rf; qf;Lfmaxg, where t fs is the
transmission start time, and AfðsfÞ is the distribution function
of ﬂow duration sf; rf denotes the maximum burst length, qf
denotes the average data arriving rate, and Lfmax is the maxi-
mum packet length.
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in the QoS negotiation or according to ﬂow transmission
statistics. The path pf is formulated by a QoS routing algorithm.
The resource reservation and a weighted fair packet scheduling
schemes are adopted. The scheduling queue buffer is assumed to
be inﬁnite; therefore, the congestion control strategy will not be
considered and we can only focus on the relationship of the
routing schemes and the delay performance. dfðtÞ is the end-
to-end delay at time t, and the LFP is deﬁned below.
Deﬁnition 1. For link e on path pf at time t 2 ½t fs ; t fs þ sf, the LFP
for ﬂow f, denoted by PfeðtÞ, is deﬁned as the probability that link e
continues to guarantee the delay bound for ﬂow f in ½t; t fs þ sf.
Suppose that each ﬂow transmitting in the network is asso-
ciated with a utility function UfðpfÞ, which indicates the user
satisfaction for transmitting ﬂow f through route pf. In this
paper, we adopt a simple and typical ﬂow utility function
UfðpfÞ ¼ lfxf with practical signiﬁcance, where xf represents
the value weight of ﬂow f, which can be formulated by a com-
prehensive consideration of the ﬂow priority and the transmis-
sion rate; lf ¼ 1 if ﬂow f completes the entire transmission
process without breakthrough of delay bound; otherwise,
lf ¼ 0. Assume that the links are independent of each other.
Then, UfðpfÞ is a random variable with its expectation at time
t 2 ½t fs ; t fs þ sf given by
EðUfðpfÞÞ ¼ xf
Y
e2pf
P feðtÞ ð1Þ
Suppose that the ﬂow utility is additive; therefore, the aggre-
gate utility can be regarded as the network utility. The greedy
policy is employed and the routing objective is set to maximize
the expectation of the total network utility after the path estab-
lishment for each ﬂow.
Hence, taf is the initiation time of the path searching for ﬂow
f, and tbf is the adoption time of route pf for ﬂow f. Assume that f
is the only ﬂow applying for a route during ½taf ; tbf . Let Cðtaf Þ and
Cðtbf Þ ¼ Cðtaf Þ [ f be the ﬂow set in the network at taf and tbf ,
respectively. Then, the objective of the UMR algorithm is to ﬁnd
the pf that maximizes Uðtbf Þ, the expectation of the total network
utility at tbf , which according to Eq. (1) can be formulated by
E Uðtbf Þ
 
¼
X
i2Cðtb
f
Þ
xi
Y
e2pi
Pieðtbf Þ ð2Þ
3. LFP formulation in a MS-LEO satellite network
In this section, the LFP parameter PfeðtÞ is formulated in the
network model of a MS-LEO satellite network. We address
the problem of how to evaluate the probability of dfðt0Þ 6 Df
for t0 2 ½t; t fs þ sf at time t 2 ½t fs ; t fs þ sf according to the char-
acteristics of link e given the ﬂow set CðtÞ, its parameter set col-
lection CHCðtÞ, and the transmission path set PathCðtÞ.
3.1. Bandwidth condition for delay bound constraint
The delay-bandwidth transfer relationship of the weighted fair
scheduling schemes enables the evaluation of the end-to-end
delay in a distributed way on links.Let Kf denote the hop number of the path pf, on which the
kth hop link ek has its link capacity rek . g
f
ek
is the bandwidth
allocated on ek. gðpfÞ is the minimum of the gfek on pf. Let
dpropðpfÞ be the propagation delay on pf. Then, according to
Parekh and Gallager4 the relationship between the end-to-
end delay and the bandwidth obtained on the path can be
characterized by
Df 6
rf
gðpfÞ
þ
XKf1
k¼1
Lfmax
g fek
þ
XKf1
k¼1
Lfmax
rek
þ dpropðpfÞ ð3Þ
With the reasonable assumption that the Lfmax=rek is negligible
(approximately 104 s for 1500 B and 25 M link capacity) and
supposing that links on the path make consistent decisions on
the minimum bandwidth resource reservation, the minimum
bandwidth resource requirement to guarantee the end-to-end
delay bound Df on path pf, denoted by g
ðpfÞ, can be given by
gðpfÞ ¼ max
rf þ ðKf  1Þ  Lfmax
Df  dpropðpfÞ
; qf
 !
ð4Þ3.2. LFP formulation
According to the Deﬁnition 1, in MS-LEO satellite network,
PfeðtÞ is formulated by
PfeðtÞ ¼ Pfa;eðtÞ  Pfj;eðtÞ ð5Þ
where Pfa;eðtÞ is the probability of the persist connection of link
e during ½t; t fs þ sf;Pfj;eðtÞ is the probability of continuously
providing bandwidth resources larger than gðpfÞ for ﬂow f
on link e during ½t; t fs þ sf under the condition of link
connection.
3.2.1. Formulation of Pfa;eðtÞ
According to the link connection characteristics in the MS-
LEO satellite network, the Pfa;eðtÞ is formulated by
Pfa;eðtÞ ¼ Pfb;eðtÞPfg;e tea; t
  ð6Þ
where Pfb;eðtÞ denotes the probability that ﬂow f survives from
the forced link disconnection in ½t; t fs þ sf, which is induced by
several factors such as the relative motion of satellites, the
variations on satellite attitude and power, and the space
environment interferences, Pfg;eðtea; tÞ contributed by the link-
off determined by the link shutdown plans, tea is the link dis-
connect time of link e.
The link-off time of the forced link disconnection cannot be
accurately predicted. If the micro-satellites do not have direc-
tional antennas and precise control units, the link disconnec-
tion in handovers on ISLs should also be considered as
forced link disconnection. However, as satellites move on per-
iodic orbit, the forced link disconnection exhibits regional
characteristics. Suppose that a segment of a curve on the orbit
for the transmitting satellite of link e, denoted by region RðeÞ,
is susceptible to link disconnection in which the probability of
link disconnection, denoted by uRðeÞ, can be obtained accord-
ing to the empirical statistics. Assume that the satellite crosses
RðeÞ at an approximate uniform speed and the link-off loca-
tion in RðeÞ is in accordance with a uniform distribution. Let
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e estimated at t as shown by
PfRðeÞðtÞ ¼
R toutt fs
tt fs
aðsfÞ
1Aðtt fs Þ
/RðeÞðsfþt fstÞ
touttin dsf ðt 2 ½t fs ; toutÞ
0 ðt 2 ½tout;þ1ÞÞ
8<
:
ð7Þ
where aðsfÞ is the probability density function of the ﬂow dura-
tion sf; tin and tout denote the time that the transmitting satellite
of link e enters into and moves out of RðeÞ, respectively. t ¼ t
if t > tin. Otherwise, t
 ¼ tin.
Thus, suppose that the transmitting node of link e plans to
cross the region set fRkðeÞjk ¼ 1; 2; . . . ;Kg in ½t; t fs þ sf in
which the regions are independent, the HfeðtÞ in Eq. (6) can
be given by
HfeðtÞ ¼
Y
fRkðeÞjk¼1;2;...;Kg
ð1 PfRkðeÞðtÞÞ ð8Þ
In a MS-LEO satellite network, the ISL is often discon-
nected according to a preset time such as when there is an ini-
tiative link handover; when the ISL enters into a power saving
period of the satellite; or when the satellite enters into a link-
off region just like the polar cycle. As the link disconnection
time is pre-generated and stored on-board, this time can be
accurately predicted.
tea is the link disconnect time of link e. Then, the probability
that ﬂow f terminates transmission before tea, denoted by
Pfg;eðtea; tÞ as in Eq. (6), is obtained by Eq. (9), and
Pfg;eðtea; tÞ ! 1ðtea ! þ1Þ. Thus, if tea does not exist, we con-
sider Pfg;eðtea; tÞ ¼ 1 in the following analysis.
Pfg;eðt; tÞ ¼
A t  t fs
  Aðt t fs Þ
1 Aðt t fs Þ
ð9Þ3.2.2. Formulation of Pfj;eðtÞ
In a MS-LEO network, primarily two factors contribute to
Pfj;eðtÞ in Eq. (5). One factor is the initiative power adjustment
according to a preset power saving plan. The other factor
involves the capacity declination induced by the receiving
power coast-down and the random interference. Suppose that
according to the power adjusting time schedule, ½t; t fs þ sf is
divided into discrete time intervals sk ¼ ½tk; tkþ1; k ¼ 0; 1; 2; . . ..
in which t0 ¼ t. Then, Pfj;eðtÞ is evaluated by
Pfj;eðtÞ ¼
X
k
ð1 Pfg;eðtk; tÞÞPfg;eðtkþ1; tÞPfc;eðtk; tÞ ð10Þ
where the Pfg;eðtk; tÞ, which can be obtained by Eq. (9), is the
probability that ﬂow f terminates before the kth power adjust-
ing start time tk, the P
f
c;eðtk; tÞ denotes the probability of keep-
ing bandwidth supply for ﬂow f larger than gðpfÞ in ½t; t fs þ sf
with preconditions t fs þ sf 2 ½tk; tkþ1.
Let r feðtÞ denote the minimum capacity requirement of ﬂow
f on link e at t, according to the weighted faire scheduling
scheme, and can be given by4
r feðtÞ ¼
gðpfÞ 
X
i2CeðtÞ
/ie
/ fe
ð11Þwhere CeðtÞ is the ﬂow set on link e at t and /ie and / fe are the
scheduling weight factor for ﬂow i; f 2 CeðtÞ.
Let Pt;eðtÞ denote the transmitted power and LeðtÞ be the
gain on link e. r is the thermal background noise. We is the
total bandwidth on link e. The stepwise reduction in link
capacity often occurs due to the reduction plan of PeðtÞ
because the limit on satellite node power is one of the main
characteristics in the MS-LEO network. According to the
power adjusting plan, each time interval sk has a transmitted
power Pt;eðtkÞ. The gradual reduction of capacity is associated
with the variation in LeðtÞ. The relative motion of the satellites
is predictable; therefore, LeðtÞ can be pre-calculated, and the
downward trend of LeðtÞ can be easily identiﬁed. Thus, let
weðtk; tkþ1Þ be the minimum link capacity in ½tk; tkþ1, according
to the Shannon theorem, and can be given by
weðtk; tkþ1Þ ¼We  lg 1þ
Pt;eðtkÞ minðLeðtÞÞ
r
 
for t 2 ½tk; tkþ1 ð12Þ
Thus, the minimum link capacity in ½t; t fs þ sf with
t fs þ sf 2 ½tk; tkþ1, denoted by weðt; t fs þ sfÞ, can be given by
weðt; t fs þ sfÞ  minðweðt; t1Þ;weðt1; t2Þ; . . . ;weðtk1; tkÞ;
weðtk; tkþ1ÞÞ ð13Þ
In addition to the thermal noise, the link capacity may also
be affected by other interference and cause a random capacity
link ﬂuctuation eeðtÞ. Let weðtÞ denote the link capacity at time
t . Suppose that the actual link capacity reðtÞ can be measured
by employing the cognitive radio technology, the eeðtÞ can be
estimated by eeðtÞ ¼ weðtÞ  reðtÞ, and the probability dis-
tribution function FðeeðtÞÞ can be formulated from the statis-
tics of eeðtÞ in real-time.
Therefore, suppose that the ﬂow set on link e remains
unchanged during ½t; t fs þ sf. Then, according to the deﬁnition,
the Pfc;eðtk; tÞ in Eq. (10) can be given by
Pfc;eðtk; tÞ  F½weðt; t fs þ sfÞ  r feðtÞ ð14Þ3.3. Discussion on the LFP
Remark 1. The LFP is a function of time. Real-time updating
enables an accurate assessment; however, the LFP is still
beneﬁcial for network utility even if not updated due to its
predictive inherence in deﬁnition.
Remark 2. The relationship between LFP and route choice is
mainly determined by the minimum bandwidth requirement
on local link as illustrated in Eq. (11). Therefore, a path choice
for a new ﬂow only affects the LFP of those ﬂows whose paths
share common links.
Remark 3. As illustrated by Eqs. (5), (10),(11) and (14), the
LFP of ﬂows will be decreased by any new route entry on com-
mon links, which forms a mutual interference relationship
among the ﬂow utilities similar to a self-interference system
and enables the routing decision to maximize the network
utility.
Therefore, the routing problem can be considered as search-
ing for a route that has the largest D-value of the utility
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This idea has inspired the design of the routing scheme pre-
sented in the next section.
4. Routing scheme of UMR
4.1. Formulation of routing metric
Suppose the anterior k 1 hops of pf, denoted by pk1f , have
been formed before link e in route searching. Then, according
to the objective of the UMR, the routing metric for ﬂow f on
link e, denoted by ufeðpkf Þ, is deﬁned as the variation in the
expectation of the network utility by selecting link e as the
kth hop link of pf and is approximately formulated by
ufeðpkf Þ ¼ xf
Y
m2pk
f
P fmðtbf Þ  n
X
m2pk
f
X
i2Cmðtaf Þ
xiPiðtaf Þ 1
Pimðtbf Þ
Pimðtaf Þ
 !
ð15Þ
with
PfðtÞ ¼
Y
m2pf
P fmðtÞ ð16Þ
According to Eqs. (15) and (16), the uieðpki Þ can be further given
by
ufeðpkf Þ ¼ u feðpk1f Þ þ xfðPfeðtbf Þ  1Þ
Y
m2pk1
f
P fmðtbf Þ  nCfeðtbf Þ ð17Þ
where Cfeðtbf Þ ¼
P
i2CexiPiðtaf Þð1 Pieðtbf Þ=Pieðtaf ÞÞ can be con-
sidered as the utility cost on link e. Thus, the ufeðpkf Þ can be cal-
culated according to the LFPs on link e and the information of
the detected anterior route.
As illustrated in Eq. (15), an interference weight factor n
deﬁned on ½0; 1 is introduced to the routing metric. The ﬂow
utility system has a self-interference characteristic as illustrated
in Remark 3; therefore, a trade-off should occur between the
new call blocking rate and the network utility. n is supposed
to enable a ﬂexible choice between the two parameters to
extend the UMR to satisfy a wider user requirement.Fig. 1 Routing schemeDepends on the value of n, a different optimization objective
and admission principle will be formed in the UMR. For
example, with n ¼ 1, the utility is maximized without con-
sidering the blocking rate of the new call; a lower n means that
the reliability of the new ﬂow is valued more, and more impor-
tance is attached to the user perception of the blocking rate in
ﬁrst calling. Furthermore, if n ¼ 0, the route that maximizes
the utility of the new ﬂow will be selected, and the admission
constraint principle deteriorates, the selected route must at
least have a probability of surviving during the ﬂow duration,
which is much looser than the case with n ¼ 1.
4.2. UMR routing scheme
To reduce the overhead for information collection in the MS-
LEO satellite networks and improve the accuracy of the infor-
mation, the route ﬂooding scheme is employed in the UMR.
The objective of the UMR can be described as searching for
a path that maximizes the total path routing metric, while sub-
jecting to the following constraints:
(1) Providing sufﬁcient bandwidth resource for the delay
bound guarantee at present.
(2) Having a non-negative path routing metric. The second
constraint can be considered as a route admission principle.
The routing scheme on nodes is outlined in Fig. 1, and the
routing process is presented in Fig. 2 (RDP means route
detecting packet, RRP means route responding packet).
4.2.1. On source node
Once a route application is received, it generates a RDP,
including ﬂow characteristics and delay bound, and sends the
RDP to all link neighbors to initiate a route detecting process.
Once a RRP is received, it extracts the selected path and initi-
ates ﬂow transmission.
4.2.2. On forwarding nodes
Once a RDP is received on a forwarding node n, a collection of
the possible next-hop links En is formulated by adding all theof UMR algorithm.
Fig. 2 Main routing process of UMR algorithm.
Table 1 Network topology parameters in simulation.
Constellation
structure
Constellation
altitude (km)
ISL number
per node
ISL basic
capacity (Mbit/s)
Walker < 14; 9 > 1400 4 20
504 Y. Lu et al.available output links on n except for the reverse link of which
RDP is received. Then, the following routing steps are imple-
mented for each e 2 En.
Step 1. Compute gðpkf Þ according to Eq. (4). Check
whether the path pruning constraint gpkf ðt
a
f ÞP gðpkf Þ is
satisﬁed, where gpkf ðt
a
f Þ ¼ minðgpk1f ðt
a
f Þ; geðtaf ÞÞ is the mini-
mum link residual resource on pkf . If the constraint is not
satisﬁed, stop the operation and delete link e from En.
Step 2. Extract ﬂow characteristics from RDP. Use gðpkf Þ
to substitute the gðpf Þ approximately and compute the
P fe ðtbf Þ according to the LFP formulation model in
Section 2 on the basis of the local information. Update
P ieðtaf Þ for ﬂow i 2 Ceðtaf Þ based on the gðpkf Þ.
Step 3. Extract the detected anterior route information
ufe ðpk1f Þ and
Q
m2pk1f
P fmðtbf Þ from RDP. Query P iðtaf Þ and
P ieðtaf Þ from the local ﬂow information. Generate routing
metric ufe ðpkf Þ according to Eq. (17) .
Step 4. Check whether the path pruning constraint
uieðpki Þ > 0 is satisﬁed and if not satisﬁed, stop the operation
and delete link e from En.
Step 5. If link e is qualiﬁed, update the detected anterior
route information in the RDP such as
Q
m2pkf P
f
mðtbf Þ; uieðpki Þ,
and gpkf ðt
a
i Þ and send the RDP to the neighbor node on link
e for a next-hop route detection.
Once a RRP is received from the neighbor node of link e,
the forwarding link e has been selected to constitute the pf.
Then, the ﬂow characteristics and the path characteristics such
as Pfeðtbf Þ and Pfðtaf Þ is stored; the scheduling weight is allo-
cated; and the RRP is sent to the upstream neighbor according
to the pf.4.2.3. On destination node
Each RDP that arrived at the destination node is an alternative
path complying with the routing constraints. Because ufeðpfÞ
can be considered as the equivalent measurement of the net-
work utility, the network utility maximization is achieved by
selecting a path with a maximal ufeðpfÞ. The path selected will
be recorded on the destination node, and a RRP will be gener-
ated and feedback along the selected path for path con-
ﬁrmation and resource allocation.
5. UMR simulation
The simulation result illustrates the improved performance of
the UMR algorithm in terms of the load balancing perfor-
mance, the delay interruption rate, and the network utility.
The simulation also reveals the operational principle of the
utility-maximizing routing metric and the admission control
principle in the UMR.
5.1. Simulation environment and algorithms
The simulation environment was built based on the C++.
The basic topology parameters are shown in Table 1, and
the environment was a typical LEO Walker constellation with
ISL number and basic capacity similar to the Iridium system.
Several real and assumed models were deﬁned to simulate the
node behavior in a MS-LEO satellite network. The region
Table 2 Internet host distribution by continent15 (January
2005).
Continent Number of hosts (103Þ
North America 223545.1
South America 6026.2
Europe 52947.1
Africa 5621.6
Asia 28511.4
Oceania 671.3
Fig. 3 Stature link proportion.
Fig. 4 Average utilization rate of link resources.
Fig. 5 Standard deviation of link trafﬁc distribution.
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initiate link-off location. Each link had an extra preset link-
off time, which was generated according to a uniform dis-
tribution in the simulation time. The handovers of ISLs were
implemented in the region of a 5 latitude after the equidis-
tance of handover links. To simplify the simulation, a uniﬁed
and unchanged maximum link capacity of 20 M was used, with
a power saving plan initiated randomly on each link to
reduce the link capacity to 12 M periodically. Link capacity
jitter was triggered randomly in time interval ½k 10; k
10þ 2 s ðk ¼ 1; 2; . . .Þ; and the jitter amplitude was in
accordance with the uniform distribution in [2, 8] M; the jitter
duration was 2 s.
Users were distributed according to the host distribution in
Table 2. Users kept access to network via the nearest satellite
in coverage. Source users and destination users were randomly
selected for each call. Three ﬂow types were adopted with a dif-
ferent characteristic and priority as shown in Table 3, occupy-
ing 0.3, 0.4, and 0.3 of the total ﬂow. The delay constraint was
400 ms for a typical IP voice service. The target ﬂow number
(TFN) varied from 100 to 1300 to test the performance on dif-
ferent load levels, and calls were generated in a cycle manner to
keep the TFN in network.
Three routing algorithms were involved in the simulations
of the minimum hop routing algorithm16 (MHA), the
shortest-widest routing algorithm17 (SWP), and the UMR
algorithm. All the algorithms provided delay bound guarantee
based on the ideal GPS scheduling scheme and identiﬁed route
with the bandwidth constraint. The UMR algorithm was simu-
lated with n ¼ 0 and n ¼ 1. The LFP and Pfðtaf Þ were not
updated in real-time.
5.2. Simulation result and analysis
5.2.1. Load distribution characteristics
Figs. 3–5 illustrate that the UMR algorithm had the lowest sta-
tured link proportion due to its lower load level and improved
load balancing performance.
Fig. 3 shows the stature link proportion (SLP), where a is
the link utilization threshold of the network saturation judg-
ment. The UMR algorithm had the lowest SLP. WhenTable 3 User type and characteristics.
User type Average data arriving rate
(Mbit/s)
Maximum burst
length (kB)
1 0.72 24
2 0.96 48
3 1.44 72TFN < 400, the UMR algorithm had an SLP similar to the
SWP, and the MHA algorithm had an SLP larger than others.
When TFNP 400, the UMR algorithm had the lowest SLP,
whereas the SWP algorithm had an SLP approximately 10%
larger than the MHA algorithm, which shows that the longer
route requires signiﬁcant additional resources for delay bound
guarantee and forms a larger SLP when the network is almost
statured. As expected, the UMR algorithm for n ¼ 1 had an
SLP less than that for n ¼ 0.Maximum packet
length (B)
Delay bound
(s)
Priority level
200 0.4 1
200 0.4 2
200 0.4 3
Fig. 7 Interruption rate.
Fig. 8 New call blocking rate.
506 Y. Lu et al.Fig.4 illustrates that the network obtained the lowest aver-
age utilization rate of link resources with the UMR algorithm.
The stature load of the UMR algorithm was 10–20% less than
the other algorithms for n ¼ 1 and was similar to the MHA
algorithm for n ¼ 0, which suggests that a more stringent
admission principle plays a signiﬁcant role in imposing an
extra restriction on the trafﬁc load level.
The load balancing performance is indicated by the stan-
dard deviation of link trafﬁc distribution in Fig. 5, where the
following results were obtained:
(1) When TSN < 400, the UMR algorithm had a load bal-
ancing performance better than the MHA algorithm and
worse than the SWP algorithm.
(2) The UMR algorithm improved the load balancing per-
formance versus the SWP algorithm when
400 < TSN < 800 because the admission principle
affected the load distribution by refusing the ﬂows that
can only build routes on stature links.
(3) The UMR algorithm for n ¼ 1 distributed routes in a
less balanced manner than the other algorithms and
remained nearly unchanged when 800 < TSN < 1300
because the admission principle rejected most ﬂows
and the network entered into saturation as shown in
Fig. 2.
5.2.2. Average hop number on the route
The average hop number of the path is illustrated in Fig. 6,
suggesting that the UMR algorithm selected the ﬂows and
routes in a ﬂexible manner based on the load level. When
TFN < 400, the UMR algorithm formed routes that were
longer in hops than the MHA algorithm and shorter in hops
than the SWP algorithm. When TFN > 400, the UMR algo-
rithm for n ¼ 0 had an average hop number of path similar
to the MHA algorithm, and the UMR algorithm for n ¼ 1
had an average hop number of path that was clearly lower
than the other algorithms, indicating that only a considerably
shorter route satisﬁes the strict admission constraint when the
network is nearly saturated.
5.2.3. Interruption rate and new call blocking rate
Fig. 7 illustrates that when TFN > 300 , the UMR algorithm
obtained the lowest delay QoS interruption rate and that the
SWP algorithm obtained the largest. The UMR algorithm
for n ¼ 1 had an excellent performance (< 3%) on the inter-
ruption rate in the entire simulated load range, which isFig. 6 Average route hop number.approximately 15–20% less than the MHA algorithm and
25–30% less than the SWP algorithm on a heavy load.
Additionally, the UMR algorithm for n ¼ 0 had a 5–8%
reduction for the interruption rate from the MHA algorithm.
This better performance was achieved by reducing the proba-
bility of the routes being affected by an instable link connec-
tion and capacity: (1) routes were distributed on more
reliable links using the utility-maximal metric; (2) the statured
link proportion was reduced; and (3) lower route hop numbers
reduced the probability of the routes being affected.
Fig. 8 shows that the UMR algorithm for n ¼ 1 had the lar-
gest new call blocking rate as an inevitable cost for the strict
route admission principle, and the UMR algorithm for n ¼ 0
had a new call blocking rate 5–10% less than the UMR algo-
rithm for n ¼ 1. Thus, as shown in Figs. 5–7, a compromise
was reached between the new call blocking rate and network
utility using n. The SWP algorithm had a new call blocking
rate similar to the MHA algorithm, indicating that its higher
resource cost will result in the degradation of the interruption
rate and the new call blocking rate. Therefore, the classical
load balancing routing approached similar to the SWP could
not be combined with the weighted fair scheduling schemes
to provide a delay bound guarantee in wireless network with
unstable links because a better performance than the simple
MHA algorithm may not be achieved.
5.2.4. Network utility
The network utility in Fig. 9 was expressed using the success
ﬂow number (SFN), and the priority weighted utility (PWN)
was deﬁned in Section 2. When TFN > 300, the UMR algo-
rithm increased the SFN by 5–10% on the SFN for n ¼ 0
and by 10–20% for n ¼ 1, which increased the PWN by
approximately 5–30% and 25–35%, respectively. The increase
Fig. 9 Network utility (PWU & SFN).
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pletely conform when the load was heavy, which may be due to
the high interruption rate and the new call blocking rate, caus-
ing the actual accessed ﬂow number to always be slightly less
than TFN and for the ﬂow generation and routing to take
longer in the simulation. However, the lower interruption rate
increased the SFN, and the consideration on ﬂow priority in
the UMR algorithm resulted in a more signiﬁcant improve-
ment in PWN. A smaller n reduced the network utility.
6. Conclusions
In this paper, a routing algorithm was proposed to improve the
network utility for the delay-sensitive ﬂows in the MS-LEO
satellite network. The simulation results show that when the
trafﬁc load is heavy, the UMR algorithm greatly reduced the
delay interruption rate and increases the network utility. The
results also indicate that the utility advantage of the UMR
algorithm is obtained at the cost of a higher new call blocking
rate, and the interference weight factor provides a ﬂexible
choice between the two performances. Therefore, the UMR
algorithm is considered a promising choice for providing the
delay QoS integrated service in the MS-LEO satellite network
when the trafﬁc load is heavy or varies over a wide range, espe-
cially for the users who prefer stable transmission than a high
access probability. Moreover, the routing principle can easily
be extended to a variety of satellite networks and may be an
attractive option for networks with heterogeneous
characteristics.
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