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ABSTRACT
Along with the rapid development of real-time wireless network (RTWN) technologies in a wide range of time- and safety-critical industrial applications, packet
scheduling algorithms have been playing a critical role in RTWNs to achieve desired Quality of Service (QoS) for real-time sensing and control, especially in the
presence of unexpected disturbances. Most existing solutions focus on communication schedule construction to meet the desired QoS but have common assumptions
that all wireless links are reliable, and the network topologies are prior known.
Although these assumptions simplify the algorithm design and analysis, they are
not realistic in real world.
To relax the assumption on the perfect network links, we propose RD-PaS, a
reliable dynamic packet scheduling framework for RTWNs, to guarantee the QoS
in lossy wireless environments. RD-PaS can not only construct static schedules to
meet the timing and reliability requirements of packet transmissions for a given
periodic network traffic pattern, but also construct new schedules to handle increased traffic induced by unexpected disturbances while minimizing the impact
on existing traffic. Given that RD-PaS relies on a central controller to make sched-
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ule change decisions, we further propose FD-PaS to support distributed schedule
change which leads to a faster response time and does not require a central controller. FD-PaS allows the involved nodes to make schedule change decisions
immediately upon the detection of the disturbances.
We continue to improve the QoS in large-scale RTWNs where the network
topologies could be dynamic in the runtime. RD-PaS and FD-PaS cannot be applied
as they require static network topology. A randomized scheduler has been implemented to construct baseline communication schedules. However, such scheduler
suffers from high latency for packet transmissions. To reduce the latency, the network schedule needs to be adjusted according to the formed topology, which leads
to numerous schedule update messages. To reduce such overhead, we propose a
partition-based scheduler by reserving network bandwidth for topology changes
and making efficient schedule adjustment.
RD-PaS, FD-PaS and the partition-based schedulers are all implemented on
RTWN testbeds for evaluation. Our results show that these algorithms improve
the latency, schedulability, and scalability in their RTWN applications.
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Chapter 1
Introduction

1.1

Background

Real-time wireless networks (RTWNs) are fundamental to many Industrial Internetof-Things (IIoT) applications in a broad range of fields such as military, civil infrastructure and industrial automation [3, 10, 17, 22, 26, 32, 33, 45]. These applications
commonly have stringent timing and reliability requirements to ensure timely data
collection and control decision delivery. Thus, packet scheduling in RTWNs plays
an important role for achieving the desired Quality of Service (QoS) in such applications. QoS here is often measured by how well the network delivers the packets
by their deadlines. Although packet scheduling in RTWNs has been studied for
a long time, how to handle abruptly increased network traffic in the presence of
unexpected disturbances (i.e., events causing more frequent sensing of the environment and processing of sensed data) remains a challenge. In applications such
as crude oil refining, a disturbance, e.g., a sudden change in temperature, may
1

occur unexpectedly. When a disturbance occurs, the system usually requires the
sensor nodes located within the range of the disturbance to monitor the environment more closely, and thus one or multiple tasks may demand more network
bandwidth during the disturbance. This challenge is further exacerbated by the
lossy wireless links in typical industrial environments [19].
Unexpected disturbances in RTWNs in general can be classified into internal
disturbances within the network infrastructure (e.g., link failure due to multi-user
interference or weather related changes in channel signal to noise ratio (SNR))
and external disturbances from the environment being monitored and controlled
(e.g., detection of an emergency, sudden pressure or temperature changes). Many
centralized dynamic scheduling approaches have been proposed in the literature,
but most of them are designed for handling changes in network resource supply (e.g., [9, 16, 44]). Studies on addressing external disturbances in RTWNs, are
relatively few. Most of those work rely on centralized decision making and assume reliable network environments. This motivates us to explore frameworks for
handling external disturbances in lossy and dynamic RTWNs.
Fig. 1.1 shows an example RTWN running 4 unicast tasks (τ0 , τ1 , τ2 and τ3 )1
and 1 broadcast task (τ5 ) on 7 nodes (V0 , V1 , . . . , V5 and Vc ) where V0 , V3 , V5 are
the sensor nodes, V1 , V4 are the actuator nodes, and V2 is a combined sensor and
actuator node. The routing paths of individual tasks are summarized on the right
side of Fig. 1.1.
Fig. 1.2 gives an example of a dynamic topology. The network starts with one
root node Vc . The solid lines represent communication links. The dashed lines
represent the sensing traffic. First, node V0 and V1 join the network through the
1

The notations are introduced in Section 2.1
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Figure 1.1: An example RTWN with 5 tasks running on 7 nodes. The sensor and actuator
nodes are taken from a crude processing plant.
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Figure 1.2: An example of dynamic topology.
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root node (Vc ). Then, node V2 joins the network through node V0 . After that, node
V0 disconnects the network due to a high packet error rate in the link from V0
to Vc . Node V0 rejoins the network through node V1 , and finally node V2 rejoins
the network through node V0 . The communication schedule needs to ensure the
packets can be delivered in a real-time and reliable manner.

1.2

Related Works

Most RTWNs adopt Time Division Multiple Access (TDMA) based data link layers to achieve deterministic real-time communication. Sensing and control tasks
are abstracted as end-to-end (e2e) flows with specified timing and reliability requirements. Most earlier packet scheduling algorithm designs in RTWNs focus on
schedulability analysis and employ centralized (e.g., [20, 21, 28, 37–40, 47, 48, 56]) or
distributed (e.g. [35, 49, 52]) static management frameworks. Those solutions may
fit well for small-scale static RTWNs. They however often lead to significantly degraded QoS when the system becomes large and/or when deployed for monitoring
and controlling complex physical processes where disturbances are present.
To model and respond to disturbances in RTWNs, many centralized dynamic
scheduling approaches for handling internal disturbances have been proposed
(e.g., [9,16,44]). Studies on addressing external disturbances are relatively few and
mostly rely on centralized decision making. The approach in [41] stores a predetermined number of link layer schedules in the system and chooses the appropriate
one when disturbances are detected. However, this approach is either incapable of
handling arbitrary disturbances or needs to make some approximation. Both [8]
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and [62] support admission control in response to adding/removing tasks for handling disturbances in the network. They however do not consider scenarios when
not all tasks can meet their deadlines. The protocol in [29] proposed to allocate
reserved slots for occasionally occurring emergencies (i.e., disturbances), and allow regular tasks to steal slots from the emergency schedule when no emergency
exists. However, how to satisfy the deadlines of regular tasks in the presence of
emergencies is not considered. [50] proposed a MAC protocol with a centralized
reschedule scheme allowing on-line changes of active streams and network topology. However, the scheduler and the data format of the schedule distribution are
not specified in [50].
Another thread of research significantly advances the state-of-the-art by providing dynamic packet scheduling functions in RTWNs. Among these approaches,
OLS in [23] relies on a centralized gateway to construct and disseminate a dynamic
schedule to all the nodes in the network; D2 -PaS in [57] offloads the schedule construction to individual nodes and only disseminates minimum information for the
nodes to construct a dynamic schedule locally. They, however, all assume perfect
wireless network links, which is not realistic especially in noisy and harsh industrial environments. To our best knowledge, none of the existing dynamic packet
scheduling algorithms consider packet losses and thus can lead to poor QoS for
real-life deployment.
Most MAC layer designs for supporting packet prioritization are based on star
topology. For example, the wireless arbitration (WirArb) method [61] is designed
to use different frequencies to indicate different priorities. It only supports star
topology where the gateway keeps sensing the arbitration signals and determines
which user has a higher priority to access the channel. [42] studies a similar prob5

lem in the context of vehicular Ad Hoc networks. The proposed multi-priority
MAC protocol has seven channels, among which one is the public control channel
(CCH) for safety action messages and the others are service channels for non-safety
applications. The protocol transmits packets of different priorities with optimal
transmission probabilities in a dynamic manner. The PriorityMAC [43] proposes
to add two very short sub-slots before each time slot to indicate the priority. Four
priority levels are defined but only three levels of over-the-air preemption can be
achieved. The last priority level is only used for buffer reordering. In PriorityMAC,
a higher priority packet indicates the priority in the sub-slots to deter the transmissions of lower priority packets. PriorityMAC is also based on star topology so each
device must be directly connected to the coordinator.
On the other hand, a rich set of methods have been designed for RTWNs
to improve the reliability of wireless packet transmission over lossy links. For
instance, most RTWN solutions (e.g., WirelessHART [46], ISA 100.11a [25], and
6TiSCH [14, 51]) employ multiple channels and frequency hopping mechanisms
to minimize potential interference. Further, [21] proposed a set of reliable graph
routing algorithms in WirelessHART networks to explore path diversity to improve reliability. These works are complementary to our study since we focus
on pre-defined routing. [7] proposed an algorithm to allocate a necessary number
of retransmision links for individual nodes to guarantee a desired success ratio of
packet delivery in a star network topology. [5] extended the network model in [7] to
allow multi-hop flows and proposed both Link-Centric and Flow-Centric scheduling policies. However, the policies in [5,7] tend to assign more retransmission slots
than necessary, and thus require higher network bandwidth.
The aforementioned works all require the network topology to be stable. A lot
6

of research effort has also been made towards scheduling in dynamic topologies,
especially in emerging IIoT protocol. Taking 6TiSCH as an example, when it is first
proposed [14], a minimum schedule is used as a bootstrap mechanism [53] with no
assumption on the scheduling implementation. The 6P protocol [54] is proposed for
the neighbors to negotiate the local communication schedule, allowing the neighbor nodes to add/delete time slots to/on one another, thus provides primitives for
scheduling algorithm. Scheduling Function Zero (SF0) [13] and Scheduling Function One (SF1) [4] are standardized as optional scheduling mechanisms that can be
used with 6P protocol. SF0 is proposed to manage slot allocation by monitoring
slot usage, allowing the IIoT network to automatically determine the necessary
bandwidth by the usage feedback without wasting time slot resources. However,
SF0 suffers from slow response when a burst of packets need to be transmitted, and
the situation becomes worse when multiple hops are involved for such burst of
packets. SF1 is proposed to solve the issue by allowing slot allocation for a traffic
flow on all involved intermediate nodes. A PID-feedback scheduler similar to SF0
is also proposed for slot allocation based on bandwidth estimation using a PID
controller [12]. The Orchestra [15] proposed an autonomous scheduling mechanism based on the hash of the neighbor nodes. The above scheduling solutions
have following two drawbacks: 1) the locally determined slots schedule may have
conflicts with other nodes; 2) the latency of locally determined schedule may not
be optimized. Both drawbacks are difficult to be addressed without a centralized
coordinator.
On the direction of optimizing latency, LLSF [6] proposed an improvement on
slot selection of SF0 to optimize latency, but it does not provide a guarantee. [24]
proposed a localized scheduling algorithm to reserve time slots for each depth in
7

the routing structure. However, it does not have flexibility on the size of each
reservation. On the other thread, TASA [36] proposed a scheduling algorithm for
802.15.4e network with improved latency and DeTAS [2] proposed a distributed
version of TASA algorithm. However, these approaches require topology to be
known before scheduler gets executed, and does not allow dynamic allocation
when the topology changes or bandwidth requirement form a device node changes.
Our proposed algorithms focus on solving packet scheduling problems in realworld imperfect wireless environment in the presence of external disturbances. In
Chapter 2, we introduce RD-PaS, a Reliable Dynamic Packet Scheduling framework, to guarantee the QoS in lossy wireless environments. RD-PaS can not only
construct static schedules to meet the timing and reliability requirements of packet
transmissions for a given periodic network traffic pattern, but also construct new
schedules to handle increased traffic induced by unexpected disturbances while
minimizing the impact on existing traffic. In Chapter 3, we introduce FD-PaS,
a Fully Distributed Packet Scheduling framework, to support distributed schedule change which leads to a faster response time and does not require a central
controller. FD-PaS allows the involved nodes to make schedule change decisions
immediately upon the detection of the disturbances. In Chapter 4, we discuss
a more realistic environment, where the topology is adjusted in the runtime to
achieve a better link quality. We introduce partition-based scheduler to construct
effective schedule allowing topology changes by reserving network bandwidth
for topology changes and making schedule adjustment. Finally, in Chapter 5, we
conclude our proposed algorithms and discuss future work.

8

Chapter 2
RD-PaS: Reliable Dynamic Packet
Scheduling over Lossy Real-Time
Wireless Networks
In real-time wireless networks, imperfect links can drastically degrade the network performance. In this chapter, we introduce a novel reliable dynamic packet
scheduling framework, RD-PaS [18], to solve scheduling problems in lossy RTWNs.
RD-PaS can not only construct static schedules to meet both the timing and reliability requirements of end-to-end packet transmissions in RTWNs for a given periodic
network traffic pattern, but also construct new schedules rapidly to handle abruptly
increased network traffic induced by unexpected disturbances while minimizing
the impact on existing network flows. The functional correctness of the RD-PaS
framework has been validated through its implementation and deployment on a
real-life RTWN testbed. Simulation-based experiments have also been performed
to evaluate the effectiveness of RD-PaS, especially in large-scale network settings.

9

2.1

System Model

The system architecture of an RTWN studied in this work is modeled after RTWNs
often found in industrial process control applications. Such an RTWN consists
of multiple sensor and actuator nodes wirelessly connected to a single controller
node either directly or through relay nodes. The network is described by a directed
graph G = (V, E), where the node set V = {V0 , V1 , . . . , Vc }. Vc is the controller node
and the rest are referred to as the device nodes. A direct link e = (Vi , V j ) ∈ E
represents a wireless link from node Vi to V j with a Packet Delivery Ratio (PDR),
λLe , which represents the probabilistic transmission success rate on link e1 . Vc
connects to all the nodes via some routes and is responsible for executing relevant
control algorithms. Vc also contains a network manager which conducts network
configuration and resource allocation. In this work, we focus on RTWNs with only
one controller node. Networks with multiple controller nodes are left for future
work.
We assume that the system executes a fixed set of control tasks T = {τ0 , τ1 , . . . τn }
where τi (0 ≤ i < n) is a unicast task and τn is a broadcast task. Each task τi
is associated with a period Pi and deadline Di , and follows a designated single
→
−
routing path with Hi hops. We use L i = [Li [0], Li [1], . . . , Li [Hi − 1]] to represent the
routing path of task τi . For a unicast task, Li [h] ∈ E (0 ≤ h < Hi ). Each unicast
task periodically generates a packet originated at a sensor node, passing through
the controller node and delivering a control message to the designated actuator
node. For the broadcast task τn , each hop involves multiple links, thus Ln [h] =
Link PDR λLe is usually measured during the site survey and is stable during normal network
operations. In case the value of λLe changes significantly, the new value is assumed to be broadcast
to all the nodes in the network.
1
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(Ln [h](0), Ln [h](1), . . . ), where Ln [h](i) ∈ E. The broadcast task runs periodically in
Vc and only generates packets when necessary. These packets are broadcast to each
node directly or through some intermediate nodes by the designed broadcast path
Ln . The j-th released instance of τi is referred to as packet χi,j , with its release time,
deadline, and finish time denoted as ri,j , di,j and fi,j , respectively. We denote the
transmission of packet χi,j at the h-th hop as transmission χi,j (h), (0 ≤ h < Hi ).
To capture such abrupt increase in network resource demand upon the detection
of a disturbance, we adopt the rhythmic task model [27] in this work. In the
rhythmic model, each task has two states: nominal state and rhythmic state. In the
nominal state, τi releases packets following the nominal period Pi and each packet
has a relative deadline Di ≤ Pi . In the rhythmic state, the period and relative
→
−
deadline of τi adopt a series of new values specified by pre-designed vectors P i
→
−
and D i . Once τi returns to nominal state, it starts to use Pi and Di again. When
a disturbance occurs and the corresponding tasks (denoted as TRhy ) enter their
rhythmic states, we say the system switches to the rhythmic mode. The system
returns to the nominal mode after the disturbance has been completely handled, i.e.
all the corresponding tasks return to their nominal states. In Fig. 1.1, when the
disturbance (in the yellow region) occurs, τ0 and τ2 (installed on nodes V3 and
V0 , respectively) will enter their rhythmic states and the system switches to the
rhythmic mode.
Following the industrial practice for RTWNs, we consider a synchronized network adopting a time-slotted schedule. The length of a time slot is typically 10ms.
Within each time slot, at most one packet can be transmitted over the air from
a sender to a receiver. The acknowledgement (ACK) is then sent back from the
receiver to the sender in the same slot to notify the successful reception.
11

Traditional RTWNs employ Link-based Scheduling (LBS) to allocate time slots.
In LBS, each time slot is allocated to a link by specifying the sender and receiver.
If packets from different tasks share a common link and are both buffered at the
same sender, their transmission order is decided by a node-specified policy (e.g.,
FIFO). This approach introduces uncertainty in packet scheduling and may violate
the e2e timing constraints on packet delivery. To tackle this problem, Transmissionbased Scheduling (TBS) and Packet-based Scheduling (PBS) are proposed, to construct
deterministic schedules. Each of the two scheduling models has its own advantages
and disadvantages and is preferred in different usage scenarios as discussed in [5].
Hence, we consider both models in our RD-PaS framework.
In the TBS model, each time slot is allocated to the transmission of a specific
packet χi,j at a particular hop h or kept idle. Once the network schedule is constructed, packet transmission in each time slot is unique and fixed.
In the PBS model, each time slot is allocated to a specific packet χi, j or kept idle.
Within each time slot assigned to χi,j , every node along χi, j ’s routing path decides
the action to take (e.g., transmit, receive or idle), depending on whether the node
has received χi, j or not. Table 2.1 gives a time slot allocation example for task τ2
in Fig. 1.1. In TBS model, each time slot is allocated to a dedicated hop. In PBS
model, slot 1 can be used to transmit both hops depending on whether the first
transmission succeeds in slot 0.
TBS model

Slot 0
V0 → Vc

PBS model

V0 → Vc

Slot 1
V0 → Vc
V0 → Vc
Vc → V1

Slot 2
Vc → V1
Vc → V1

Table 2.1: An example of time slot allocation in TBS model and PBS model.
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Since each link e in the network may suffer packet losses, i.e., λLe < 1, packet
transmissions may fail, which can significantly affect the timely delivery of realtime packets. To handle such cases, a retransmission mechanism is commonly
employed in RTWNs [14, 46]. Specifically, if a sender node does not receive the
ACK from the receiver node of a packet, it automatically retransmits the packet in
the next possible time slot.
To quantify the reliability requirement of the e2e packet delivery for each task,
a required e2e PDR for τi , denoted as λRi , is introduced. For example, a control
application can tolerant 0.01% packet loss, so λRi is 99.99%. Based on λRi , the
transmission of any packet of τi is reliable if and only if the achieved e2e PDR of
τi is larger than or equal to λRi , i.e., λi, j ≥ λRi . To simplify presentation, we assume
that all tasks in the network share a common required e2e PDR value, denoted as
λR .

2.2
2.2.1

Approach
Problem Statement

Based on the above model, the two key problems that we aim to solve in this work
are as follows: 1) In the system nominal mode, construct a schedule such that both
the e2e timing and reliability requirements of all tasks can be satisfied; 2) When
disturbances occur and are detected, adjust the schedule in a dynamic and hybrid
manner to still guarantee the reliable and timely transmissions of the rhythmic
packets while achieving the minimum reliability degradation on other packets.
More formally, we have the following.
13

Power on

Network starts

Initialization
Compute λ∗i (w),
→
−∗
R i (w), w+i

Disturbance detected
Broadcast (Rhythmic tasks info + schedule update)
tsp
tep

System nominal mode

All packets are reliable

System rhythmic mode
Rhythmic state

System nominal mode

Some packets are not reliable, but
All packets are reliable
QoS degradation is minimized

Figure 2.1: Overview of the execution model of RD-PaS in both nominal and rhythmic
modes. Short upward arrows represent the releases of the rhythmic packets.

Problem 1. Given RTWN G = (V, E) where each link e ∈ E has an associated PDR, and
→
−
task set T in which each task τi has a single routing path L i , determine the nominal-mode
schedule under which the following constraints are satisfied.
Constraint 1. ∀i, j, λi, j ≥ λR . (e2e reliability requirements for all tasks)
Constraint 2. ∀i, j, fi,j ≤ di, j . (e2e timing requirements for all tasks)
Problem 2. Given the packet set, Γ, in the rhythmic mode under consideration, the PDR
function of each task τi , and other network related constraints, determine the rhythmic-mode
schedule such that
∀χi,j ∈ Γ, min

X

max{0, λR − λi,j },

(2.1)

with the following constraints being satisfied.
Constraint 3. ∀τi ∈ TRhy , λi, j ≥ λR . (e2e reliability requirements for rhythmic tasks)
Constraint 4. ∀τi ∈ TRhy , fi,j ≤ di,j . (e2e timing requirements for rhythmic tasks)

2.2.2

Overview of the RD-PaS Framework

We propose a reliable dynamic packet scheduling framework, referred to as RDPaS, to address the questions raised above. An overview of the execution model of
RD-PaS is shown in Fig. 2.1.
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In the network initialization phase, each device node stores necessary specification information of all tasks (i.e., Hi , Di , Pi and λR ) locally after receiving it from
the network manager through broadcast packets. Each device node then calculates
the number of time slots to be allocated to each task (for both transmission and
retransmission) in order to achieve the required e2e PDR value λR .
After the network starts, each device node generates a static schedule locally,
following which all tasks can meet their timing and reliability requirements. By
locally generating a static schedule, no unnecessary bandwidth is wasted on transmitting the schedule from the gateway. When a disturbance occurs, several sensor
nodes within the range may detect it and send a report to the controller node via
the corresponding tasks. After the controller node receives the disturbance information from any of the sensor nodes, Vc first determines a time duration, denoted
as [tsp , tep ), during which the system runs in the rhythmic mode using a temporary
dynamic schedule. As RD-PaS and D2 -PaS in [57] both require each node to generate schedule locally, RD-PaS adopts the same end point selection method in D2 -PaS
to determine the system rhythmic mode duration [tsp , tep ). Vc , then, checks whether
all tasks can still be reliably delivered after the rhythmic tasks entering their rhythmic states. If so, Vc only broadcasts the rhythmic tasks information (task IDs and
→
−
→
−
the corresponding P i and D i ) to the network. Otherwise, Vc needs to generate a
dynamic schedule in which the number of time slots assigned to certain periodic
packets are updated in order to accommodate the increased workload from the
rhythmic tasks. Vc then piggybacks the information of the updated packet set as
well as the rhythmic tasks information to a broadcast packet and disseminates it
to all nodes in the network. After all the nodes receive the updates, the system
switches to the rhythmic mode to handle the disturbance.
15

In the rhythmic mode, individual device nodes generate their own dynamic
schedules locally and these local schedules collaboratively guarantee the timing
and reliability requirements of the rhythmic packets while minimizing the total reliability degradation suffered by other periodic tasks. After executing the dynamic
schedules, all the device nodes return to the nominal mode and re-employ the static
schedule.

2.2.3

Reliable Scheduling for TBS

This section focuses on reliable scheduling for the Transmission-based Scheduling
(TBS) model. We first describe how RD-PaS constructs a reliable static schedule in
the system nominal mode. We then introduce how RD-PaS handles disturbances
in the rhythmic mode.

Reliable Static Scheduling
An RTWN starts at running in the nominal mode in which all tasks need to 1) be
reliably scheduled to achieve the required e2e PDRs; and 2) meet the e2e timing
constraints for all the packet transmissions. That is, we need to solve Problem 1.
In the TBS model, each specific time slot is assigned to an individual packet transmission. Considering the lossy nature of wireless links, when a transmission is not
successful, retransmissions are needed, which require extra time slots. To reduce
the demand on network resources, we aim to minimize the number of extra slots
for each task while satisfying the reliability requirement (i.e. Constraint 1 in Problem 1). On the other hand, we observe that Constraint 2 can be handled separately
from Constraint 1 since satisfying Constraint 2 can be treated as a standard trans16

mission scheduling problem once the number of extra time slots is determined for
each task. Thus, we intend to first tackle the following sub-problem.
Problem 3. Given RTWN G = (V, E) where each link e ∈ E has an associated PDR, and
→
−
task set T in which each task τi has a single routing path L i , determine the minimum
number of extra slots needed by each task τi for satisfying Constraint 1.
To solve Problem 3, we propose to first determine whether a given number of
extra time slots for each task can satisfy Constraint 1 and then search for the optimal
number of extra time slots for every task. We will prove later that this approach
indeed leads to an exact solution for Problem 3. We discuss our approach in detail
below.
→
−
Let R i,j = [Ri,j [0], Ri, j [1], . . . , Ri, j [Hi − 1]] be the retry vector of packet χi, j , where
Ri,j [h] denotes the number of time slots assigned to hop h of χi, j . We use Wi,j to
P i −1
denote the total number of time slots assigned to χi,j , i.e., Wi, j = H
Ri,j [h]. Given
h=0
the PDRs of all the links along the routing path of τi and the retry vector of χi, j , the
e2e PDR of χi,j , λi,j , can be derived as:

λi, j =

H
i −1
Y

1 − (1 − λLLi [h] )Ri,j [h] .

(2.2)

h=0

According to Constraints 1 and 2 in Problem 1, all the packets released by τi
must meet the same timing and reliability requirements in the system nominal
mode.Thus, in the following discussion, we only consider parameter settings (including both the assigned number of slots and the retry vector) for each individual
task τi instead of each packet χi, j . For a given number of slots, say w, assigned to

τi , the number of possible slot allocations, i.e. retry vectors, equals to Hw−1
. We
i −1
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further introduce the following definitions.
→
−
Definition 1. Optimal Retry Vector R ∗i (w): An optimal retry vector of task τi for a given
number of slots w is the retry vector that leads to the largest PDR value for the given w,
denoted as λ∗i (w), among all the possible allocations.
→
−
Definition 2. Optimal Retry Vector Function R ∗i (·): The optimal retry vector function
→
−
→
−
of task τi is the set of pairs (w, R ∗i (w)) such that each R ∗i (w) is the optimal retry vector for
the given number of slots w.
Definition 3. Optimal PDR Function λ∗i (·): The optimal PDR function of task τi is the
set of pairs (w, λ∗i (w)) such that each PDR value λ∗i (w) corresponds to the optimal retry
vector with the given number of slots w.
As the first step towards satisfying Constraint 1, we present our solution to
→
−
calculate the optimal retry vector function R ∗i (·) and the optimal PDR function λ∗i (·)
for each task τi . As both functions are only related to task τi itself, the computation
for each task is independent. For the sake of clarity, we create a PDR table for
→
−
each task τi to store both R ∗i (·) and λ∗i (·) for all (needed) values of w in each node,
such overhead in our implementation is given in Sec. 2.3. Below, we describe our
optimal PDR table generation algorithm, Alg. 1, and prove its optimality.
Alg. 1 iteratively constructs the PDR table. At each iteration, we add one time
slot to τi at the h-th hop that yields the maximum PDR value λ∗i and store the
→
−
resulting retry vector R ∗i into the PDR table (Lines 5-7). The retry vector is initially
Q i −1 L
set to [1, 1, 1, . . . ] and the corresponding PDR value equals to H
λLi [h] (Lines 1-3).
h=0
Since the required PDR value is λR , the iterative process stops when λ∗i (w) ≥ λR .
We use w+i to denote the minimum number of slots that guarantees the reliable
delivery of τi .
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Algorithm 1 PDR Table Computation under TBS for Task τi
Input: G = (V, E), τi , λR
Output: PDR table of τi and w+i
1: w ← Hi ;
→
−
2: R ∗i (w) ← [1, 1, 1, . . . ];
QHi −1 L
3: λ∗i (w) ← h=0
λL [h] ;
i

4: while λ∗i (w) < λR do
5:
w ← w + 1;
6:
Select the hop index h which yields the maximum PDR value (computed by Eq. (2.2));

→
−

7:
Update R ∗i (w) and λ∗i (w) in PDR table;
8: end while
9: w+
←w
i

Lemma 1 and Theorem 1 below affirm that Alg. 1 indeed results in the optimal
→
−
retry vector function R ∗i (·) and optimal PDR function λ∗i (·).
Lemma 1. Let G(R∗ (w)[h], λLL[h] ) =

λ∗ (w+1)
λ∗ (w)

be a function of R∗ (w)[h] and λLL[h] . When

λLL[h] is set to an arbitrary value λ0 , Gλ0 = G(R∗ (w)[h], λ0 ) is a monotonically decreasing
function of R∗ (w)[h].
→
−
Proof of Lemma 1. If we update R ∗ (w) by allocating one slot at an arbitrary hop
h-th, according to Eq. (2.2), we only need to update λ∗ (w) by replacing the term
∗

∗

1 − (1 − λLL[h] )R (w)[h] by 1 − (1 − λLL[h] )R (w)[h]+1 to get λ∗ (w + 1). That is,
∗

∗

G(R

(w)[h], λLL[h] )

L
R (w)[h]+1
λ∗ (w + 1) 1 − (1 − λL[h] )
=
=
λ∗ (w)
1 − (1 − λLL[h] )R∗ (w)[h]

Thus, if λLL[h] is fixed to λ0 , we have:
∗

G0λ0

∂G(R∗ (w)[h], λ0 ) λ0 · (1 − λ0 )R (w)[h] log(1 − λ0 )
=
=
2
∂R∗ (w)[h]
((1 − λ0 )R∗ (w)[h] − 1)
∗

Since 0 < λLL[h] < 1 and (1 − λLL[h] )R (w)[h] > 0, we have G0λ0 < 0. Further, Gλ0 decreases
19

monotonically as R∗ (w)[h] increases.



Theorem 1. For any given number of time slots w, no other retry vector can yield a larger
→
−
PDR value than R ∗i (w) as computed by Alg. 1.
Proof of Theorem 1. We prove the theorem by mathematical induction, i.e., for any
→
−
w = H, H + 1, . . . , w+ , the retry vector R ∗ (w) determined by Alg. 1 can achieve the
largest PDR value λ∗ (w). (Here we omit the task index i since only one task is
considered).
Base case: When w = H, the statement holds as only one possible retry vector
→
−
exists, i.e., R ∗ (H) = [1, 1, . . . , 1].
→
−
Inductive step: Suppose the PDR value of R ∗ (w) is the largest among that of all
→
−
possible retry vectors when w = k, we should prove that the PDR value of R ∗ (k + 1)
obtained by Alg. 1, i.e. λ∗ (k + 1) is also the largest. We prove this by contradiction.
→
−
Suppose there exists another retry vector (denoted as R o (k + 1)) leads a larger
PDR value, i.e., λ∗ (k + 1) < λo (k + 1). Since the total number of slots assigned to
the task (i.e., the sum of all elements in the retry vectors) both equal to k + 1 and
→
−∗
→
−
R (k + 1) , R o (k + 1), we can always find one hop at which the number of assigned
→
−
→
−
slots in R o (k + 1) is larger than that in R ∗ (k + 1). We use q to denote this hop index
→
−
and Ro (k)[q] to denote the number of slots assigned at the q-th hop in R o (k). Then,
→
−
Ro (k + 1)[q] > R∗ (k + 1)[q]. Suppose R ∗ (k + 1) is achieved by adding one slot at the
→
−
p-th hop in R ∗ (k).
→
−
→
−
Case 1: p = q. In this case, R ∗ (k + 1) and R o (k + 1) are both achieved by adding one
→
−
→
−
slot at the p-th hop in R ∗ (k) and R o (k), respectively. Then, according to Lemma 1,
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λ∗ (k + 1) and λo (k + 1) can be rewritten with G(R∗ (w)[h], λLL[h] ) function as follows:
λ∗ (k + 1) = λ∗ (k) · G(R∗ (k)[p], λLL[p] ),

λo (k + 1) = λo (k) · G(Ro (k)[p], λLL[p] ).

→
−
According to the assumption that the PDR value of R ∗ (k) is the largest, we have
λ∗ (k) ≥ λo (k). Since R∗ (k)[p] < Ro (k)[p], according to Lemma 1, we have G(R∗ (k)[p], λLL[p] ) >
G(Ro (k)[p], λLL[p] ). Then, λ∗ (k + 1) > λo (k + 1). This contradicts our assumption.
Case 2: p , q. λ∗ (k + 1) and λo (k + 1) can be rewritten as:
λo (k + 1) = λo (k) · G(Ro (k)[q], λLL[q] ).

λ∗ (k + 1) = λ∗ (k) · G(R∗ (k)[p], λLL[p] ),

As λ∗ (k + 1) < λo (k + 1) and λ∗ (k) ≥ λo (k), it must holds that
G(R∗ (k)[p], λLL[p] ) < G(Ro (k)[q], λLL[q] ).

(2.3)

Since R∗ (k)[q] < Ro (k)[q] according to the assumption, the following inequality
holds:
G(R∗ (k)[q], λLL[q] ) > G(Ro (k)[q], λLL[q] ).

(2.4)

Combining Eq. (2.3) and Eq. (2.4), we have G(R∗ (k)[p], λLL[p] ) < G(R∗ (k)[q], λLL[q] ) .
Further,
λ∗ (k) · G(R∗ (k)[p], λLL[p] ) < λ∗ (k) · G(R∗ (k)[q], λLL[q] ).
→
−
This means that if we allocate one slot at the q-th hop in R ∗ (k) instead of at the p-th
hop, we can have a larger PDR value. This contradicts with Alg. 1 which allocates
one slot at the hop which yields the largest PDR value at each iteration.
Since both cases lead to contradiction, the inductive step is proved. Thus,
21

Theorem.1 holds for all values of w.



→
−
Now with the functions R ∗i (·) and λ∗i (·) being determined, we have successfully
solved Problem 3. To satisfy Constraint 2 in Problem 1, we need to create a static
schedule, i.e., specifying when a packet uses a slot, to ensure real-time constraints
are met. We introduce an observation that helps map the reliable static schedule generation problem, i.e., Problem 1, to a conventional real-time scheduling
problem.
Observation 1. Given task set T to be reliably scheduled, if we set the number of slots
for τi to w+i according to λ∗i (·)2 , w+i is then equivalent to the execution time of τi . Then,
each task τi ∈ T with Pi , Di and w+i can be mapped to a task in a conventional real-time
task set with the same period, deadline and execution time. Thus, a feasible schedule for
the corresponding conventional real-time task set is also a feasible schedule under which all
tasks in T can be reliably delivered.
Given the schedule specifying the slot assignment for each task, each node can
further allocate specific slots to the transmission at each hop according to the retry
→
−
vector function R ∗i (·). Thus, given a task set to be reliably scheduled in an RTWN,
the network can adopt any conventional real-time scheduling algorithm to generate
a static schedule that guarantees to meet all the constraints in Problem 1. Since
we allow at most one transmission within each timeslot, determining the nominalmode schedule (i.e., Problem 1) can be mapped to a uni-processor scheduling
problem. Here, we adopt Earliest-Deadline-First (EDF) [30] to generate optimal
schedule for tasks and assign time slots to transmissions according to retry vector,
→
−
All the retry vectors for other w values stored in R ∗i (·) are used in the dynamic schedule
generation, which will be discussed in Section 2.2.3.
2
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consistently at each node.
Note that regarding the broadcast task, two more issues need to be considered.
First, the transmission of a broadcast packet at each hop involves one sender node
but multiple receiver nodes. Second, no acknowledgement is sent back from the
receiver nodes in a broadcast slot. The first issue mainly affects the number of slots
assigned at each hop since multiple links with different link PDRs are involved.
To tackle this, we directly adopt the lowest link PDR to determine the number of
retries assigned at the hop. Due to the second issue, the sender node does not have
any knowledge about whether the current transmission succeeds. Thus, we just let
the sender node to keep transmitting at all the slots assigned to the current hop to
maximize the success probability.

Reliable Dynamic Scheduling
Our proposed solution for Problem 1 ensures that both timing and reliability requirements are met in the system nominal mode. However, upon the detection
of any disturbance, the corresponding tasks enter their rhythmic states and follow
new release patterns and deadlines as shown in Fig. 2.1. The static schedule may
no longer be able to meet both requirements especially for all the critical rhythmic
packets. Therefore, a well-designed reliable dynamic packet scheduling mechanism is needed to enable the system to be adaptive to any workload change after
the detection of a disturbance.
In our RD-PaS framework, the network generates the static schedule by assigning w+i slots to each task τi according to the retry vector function. When a
disturbance is detected and reported to the control node, the system follows the
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execution model outlined in Section 2.2.2 to switch to the rhythmic mode. The
main challenge here is to generate a temporary dynamic schedule when tasks cannot be reliably delivered after the rhythmic tasks (in TRhy ) enter their rhythmic
states. That is, Problem 2 needs to be solved. The dynamic schedule must be able
to accommodate the increased rhythmic workload and minimizes the degradation
on both timing and reliability of other periodic tasks. Specifically, all the rhythmic
packets must meet their timing and reliability requirements. That is, Constraints 3
and 4 are satisfied.
To ensure this, we may have to sacrifice the reliability requirements, i.e. lowering the e2e PDR values of some periodic packets, or even sacrifice their timing
requirements, i.e. dropping some periodic packets. That is, the number of slots
assigned to each packet may need to be updated. Since the PDR table for each
→
−
task containing both the retry vector function R ∗i (·) and PDR function λ∗i (·) is precalculated and stored at each node, Vc only needs to piggyback on a broadcast
packet the information of the updated total number of slots (Wi, j ) assigned to each
periodic packet, and then each node can decode the updated retry vector accordingly, once it receives this information.3
To formally define the dynamic schedule generation problem, we introduce
some concepts/notation. Let Γ denote the active packet set containing all the packets
to be scheduled within the rhythmic mode duration [tsp , tep ). Since the payload
size of a broadcast packet is bounded, we set an upper bound on the number
of periodic packets whose Wi,j can be changed, and denote it as α. To capture
the reliability degradation for periodic packet χi,j , let δi, j represent the difference
3

In the system rhythmic mode, we adjust the assigned number of slots for each packet instead
of each task for more flexibility.
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between the required PDR λR and the updated PDR value λi, j = λ∗i (Wi,j ) in the
dynamic schedule, i.e., δi,j = max{0, λR − λi, j }. Note that the timing degradation of
each packet can also be captured by δi,j where δi, j = λR if χi, j is dropped. Now the
dynamic schedule generation problem, which is defined formally below, becomes
finding Wi,j for each periodic packet in Γ to satisfy Constraint 3 and 4.
Problem 4. Given the active packet set Γ, the PDR function λ∗i (·) of each task τi , the
maximum allowed number of updated packets α, determine the updated packet set ρ =
{Wi, j |χi, j ∈ Γ} such that i) the size of ρ is not larger than α, i.e., |ρ| ≤ α, and ii) the total
P
reliability degradation is minimized, i.e., ∀χi, j ∈ ρ, min δi, j .
The theorem below states that determining the updated packet set, i.e. solving
Problem 4, is non-trivial.
Theorem 2. The updated packet set generation problem Problem 4, i.e., the dynamic
schedule generation problem, is NP-hard.
Proof of Theorem 2. We prove the theorem by reducing the 0-1 knapsack problem
[34] to a special case of the updated packet set generation problem.
The 0-1 knapsack problem is defined as follows: Given a set of n items numbered
from 1 up to n, each with a weight wi and a value vi , along with a maximum weight
capacity W. Each item can either be included in the knapsack, denoted as xi = 1, or
not which is denoted by xi = 0. The 0-1 knapsack problem is to maximize the sum
P
of the values of the items in the knapsack, i.e. max ni=1 vi xi , so that the sum of the
P
weights is less than or equal to the knapsack’s capacity W, i.e. ni=1 wi xi ≤ W and
xi ∈ {0, 1}.
Given a knapsack problem, we construct a special case of the updated packet
set generation problem in polynomial time: Suppose the active packet set Γ =
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{χ1 , χ2 , ..., χn } such that ∀χi ∈ Γ, ri = 0, Di = W, Hi = wi . Each packet χi can either
be scheduled, i.e. λi = vi or dropped, i.e. λi = 0. Let the required PDR value λR
for all packets equals to max{vi }. Then, the PDR degradation δi = λR − vi if χi is
scheduled. Otherwise, δi = λR .
As minimizing the total PDR degradation for all packets equals to maximizing
the total PDR value, the updated packet set with the minimum total PDR degradation can be determined if and only if a knapsack with the maximum value can be
identified.



Next we propose a heuristic to solve Problem 4 and the high-level idea is as
follows. Since dropping any packet χi,j leads to a significant decrease in the PDR
value of χi, j , i.e., δi, j = λR , we always prefer to allocate at least the basic number of
slots (i.e., Hi ) to each packet. If the network bandwidth is sufficient, we assign extra
slots to periodic packets in a greedy manner according to their PDR degradation.
Alg. 2 summarizes the updated packet set generation algorithm which uses the
greedy extra slots assignment heuristic described in Alg. 3. Specifically, at each
iteration, Alg. 3 adds one slot to the packet resulting in the minimum PDR degradation after an extra slot has been assigned. Using Alg. 2 and Alg. 3, the updated
packet set can be determined in O(α · Wmax ) time where Wmax is the maximum w+i
among all the tasks.
Note that the proposed RD-PaS framework can be readily extended to handle
concurrent disturbances in RTWNs, following the similar way as elaborated in [58].
Specifically, we need to handle two cases depending on the relative positions of any
two consecutive disturbances [58]. The first case is when both disturbances occur
before an upcoming broadcast slot. Then, Vc simply generates a dynamic schedule
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Algorithm 2 Updated Packet Set Generation
Input: Γ, α, λ∗i (w)
Output: ρ
1: Schedule the rhythmic packets in Γ using w+
;
0
//Suppose n is the number of periodic packets in Γ
2: if all periodic packets in Γ can be reliably scheduled then
3:
No packet needs to be updated;
4: else
5:
Find the first n − α schedulable periodic packets with the minimum w+i using the
packet-dropping heuristic in [57];
6:
if Such n − α periodic packets can be found then
7:
if the α packets can be scheduled using Hi then
8:
Assign extra slots to the α packets by Alg. 3;
9:
else
10:
Determine the dropped packet set (suppose m packets) using the dropping
heuristic in [57];
11:
Assign extra slots to the α − m packets by Alg. 3;
12:
end if
13:
else
14:
Drop all the periodic packets;
15:
end if
16: end if

considering all rhythmic tasks triggered by the two disturbances to handle them
together. The second case is when a subsequent disturbance arrives at Vc after
the dynamic schedule information for handling the first disturbance has been
broadcast. In this case, Vc must update the dynamic schedule starting from the
next broadcast slot. The readers are referred to [58] for the details.

2.2.4

Reliable Scheduling for PBS

In this section, we discuss how to support the RD-PaS framework for the packetbased scheduling (PBS) model. At the highest level, reliable scheduling for PBS has
three main differences from that for TBS. First, since each time slot is assigned to a
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Algorithm 3 Extra Slots Assignment
1: Sextra ← {Packets to be assigned extra slots};
2: while Sextra , ∅ do
3:
Add one slot to the packet χs if doing so leads to the minimum PDR degradation;
4:
if the system is schedulable then
5:
if χs is already reliable then
6:
Remove χs from Sextra ;
7:
end if
8:
else
9:
Reduce one slot from χs ;
10:
Remove χs from Sextra ;
11:
end if
12: end while

→
−
→
−
specific packet instead of a dedicated hop, retry vector R i, j and its function R ∗i (·)
are no longer needed. Second, the computation for PDR function λ∗i (·) is different
because the time slot allocation mechanism has changed. Third, the retransmission
mechanism of the broadcast task for TBS, i.e., keep transmitting using all assigned
slots at each hop, does not work for PBS since each slot allocation is not dedicated
to a hop but a packet.
Since PDR function is a key parameter in checking reliability, we first describe
how to compute the PDR value for a task with a given number of slots in PBS. Let
Pri (0, w) denote the probability of a packet of τi staying in the source node within
w slots; Pri (h, w) denote the probability of a packet of τi being transmitted to the
receiver of the h-th hop along the routing path (1 ≤ h ≤ Hi ), and have not been
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Figure 2.2: PDR computation for a task with two hops under the PBS model.

successfully forwarded, within w slots. Pri (h, w) can be computed by:





1









λLLi [h−1] Pri (h − 1, w − 1)






Pri (h, w) = 
(1 − λLLi [h] )Pri (h, w − 1)









Pri (h, w − 1) + λLLi [h−1] Pri (h − 1, w − 1)








(1 − λL )Pri (h, w − 1) + λL
Pri (h − 1, w − 1)
Li [h]

Li [h−1]

h = 0, w = 0
h , 0, w = h
h = 0, w , 0

(2.5)

h = Hi , w , h
otherwise.

In Fig. 2.2, we use an example task with 2 hops (links a and b with PDR λLa and
λLb , respectively) and 4 slots to describe the computation of Pri (h, w). As shown in
the figure, Pri (h, w) can be either reached by Pri (h−1, w−1), followed by a successful
transmission (λLLi [h−1] ), or Pri (h, w − 1), followed by a failed transmission (1 − λLLi [h] ),
except for boundary conditions. These boundary conditions include the following:
Case 1: When h = 0, w = 0, the source node generates a packet (Pri (0, 0) = 1).
Case 2: When h , 0, w = h, it is not possible for Pri (h, w) to be reached by Pri (h, w−1)
(Pri (1, 1), Pri (2, 2) in the figure). Thus only Pri (h − 1, w − 1) is considered.
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Case 3: When h = 0, w , 0, it is not possible for Pri (h, w) to be reached by Pri (h −
1, w − 1) (Pri (0, 1), Pri (0, 2) in the figure). Thus only Pri (h, w − 1) is considered.
Case 4: When h = Hi , w , h, Pri (h, w − 1) always reaches Pri (h, w) (Pri (2, 3), Pri (2, 4)
in the figure).
Different from TBS, which finds the optimal PDR values by using retry vectors for a given w, the PDR values in PBS is solely determined by w, i.e., λ∗i (w)
= Pri (Hi , w). Based on Eq.(2.5), we propose a dynamic programming algorithm
(Alg. 4) to compute Pri (h, w) and finally λ∗i (w). In Alg. 4, the iteration starts from
w = 1, and stops when λR is reached. In each iteration, it computes all Pri (h, w) for
0 ≤ h ≤ Hi , and stores them to λ∗i (·) if w ≥ Hi .
After the PDR function is computed, we can apply the same method proposed in
Section 2.2.2 and 2.2.3 to generate reliable static and dynamic schedule, respectively.
More specifically, we use Observation 1 with computed PDR function to generate
a reliable static schedule, and use Alg. 2 and Alg. 3 to determine the updated W in
the rhythmic mode.
Now let us consider the broadcast task. Because the link layer multicast does
not have ACK and in PBS each slot is allocated to a packet instead of a hop, it is
not possible for the broadcast task to track its progress. Thus the broadcast task
still needs to follow the TBS model. That is, for the broadcast task, we adopt the
lowest link PDR for each hop among all the receivers, and use Alg. 1 to compute
→
−∗
R i (·) and λ∗i (·).
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Algorithm 4 PDR Table Computation under PBS for Task τi
Input: G = (V, E), τi , λR
Output: The PDR function of τi and w+i
1: w ← 0;
2: while λi (w) < λR or w < Hi do
3:
w ← w + 1;
4:
for h = 0 to Hi do
5:
Compute Pri (h, w) following Eq.(2.5);
6:
end for
7:
if w >= Hi then
8:
λ∗i (w) ← Pri (Hi , w);
9:
end if
10: end while
11: w+
←w
i

2.3
2.3.1

Implementation and Evaluation
Implementation

To validate the functionality of the proposed RD-PaS framework in real-life RTWNs,
we implemented RD-PaS on a 7-node RTWN testbed (see Fig. 2.3) running the
6TiSCH protocol. The testbed consists of seven CC2538 evaluation boards. One of
these boards is configured as the controller node, while the others are configured
as device nodes. A 16-channel 802.15.4 sniffer and an 8-channel logic analyzer
are used to capture and analyze the activities of each device node. Our modified
6TiSCH stack utilizes 5KB more ROM and 2KB more RAM space for implementing
RD-PaS (in TBS and PBS). These are relatively small compared to the original
6TiSCH stack which needs 69KB ROM and 6KB RAM. Due to the page limit, the
implementation details of the RD-PaS framework is omitted. Below, we focus on
discussing the functional validation of RD-PaS on the testbed.
The testing topology is shown on the right side of Fig. 2.3. To attain the link
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Figure 2.3: Left: the RTWN testbed with 7 CC2538 evaluation boards; Right: the testing
topology with emulated link PDR values.

PDRs as specified in the topology, we implemented a random packet dropper at
the MAC layer of each device node. Six tasks are installed in the testbed and the
task specifications are summarized in Table 2.2. The desired e2e PDR for all the
tasks, λR , is set to 99%. τ0 , τ1 , τ2 and τ3 are unicast tasks, τ5 is a broadcast task, and
τ4 is a task that handles all network management packets. Since we always allocate
two shared slots at the beginning of τ4 ’s period, we set D4 = 2. For simplicity, only
τ0 enters the rhythmic state when a rhythmic event occurs.
Table 2.2: Parameters of the task set deployed on the testbed.
Task
τ0
τ1
τ2
τ3
τ4
τ5

Routing Path
V3 → V0 → Vc → V1
V5 → V2 → Vc → V0 → V4
V0 → Vc → V1
V2 → Vc → V1
Vc → (V0 , V1 , V2 ), V0 → (V3 , V4 ), V2 → (V5 )
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Pi (Di )
30 (30)
45 (45)
40 (40)
60 (60)
60 (2)
120 (120)

→
−
→
−
P i = Di
[20, 20, 20, 20, 20, 20]
-

2.3.2

Validation of reliable static scheduling

To validate the static schedule construction in RD-PaS, we run the specified task
set on the testing topology in the nominal mode under both TBS and PBS models.
The PDR tables computed by the testbed are exactly the same as those obtained
from simulation. The PDR table for task τ1 is given in Table 2.3 (while others are
not shown due to the page limit). The highlighted rows indicate the corresponding
w+i ’s for TBS (w+i = 13) and PBS (w+i = 7) when λR is reached.
We further test 5000 packets for each unicast and broadcast task under both
models, and compare the actual e2e PDR values collected from the testbed with the
simulated values from Alg. 1 and Alg. 4. These results are summarized in Table 2.4.
τ4 is omitted in the table since it is a task dedicated for network management
packets. It can be concluded from the table that the reliable static scheduling
function in RD-PaS executes correctly as the actual e2e PDRs are improved to the
desired values (≥ 99%) in both models in the presence of specified packet loss.
The slight differences between the measured and predicted e2e PDR values are
expected due to the limited sample size.

2.3.3

Validation of reliable dynamic scheduling

To validate the functional correctness of reliable dynamic scheduling in RD-PaS on
our testbed, we let the network trigger rhythmic events, and use the logic analyzer
to capture the radio activities through a physical pin on each device node and plot
the waveforms. We configure the network to enter the rhythmic mode at slot 720.
The hyperperiod of the task set is 360 according to Table 2.2. (Rhythmic events can
happen at any time. We chose this integer multiple of the hyperperiod to simplify
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Table 2.3: PDR table for task τ1 in TBS and PBS models.
w
4
5
6
7
8
9
10
11
12
13

PDR Table in TBS Model
→
−∗
λ∗i (w)
R i (w)
0.564963
1,1,1,1
0.663832
1,1,2,1
0.756769
1,2,2,1
0.850608
2,2,2,1
0.928013
2,2,2,2
0.952201
2,2,3,2
0.968572
2,3,3,2
0.981822
3,3,3,2
0.989274
3,3,3,3
∗
+
0.993672 (λi (wi )) 3,3,4,3

PDR Table in PBS Model
λ∗i (w)
0.564963
0.864394
0.964613
0.991720 (λ∗i (w+i ))

Table 2.4: Reliable static schedule validation in TBS and PBS models on the testbed.
Task
τ0
τ1
τ2
τ3
τ5

→
−∗
Ri
[4,3,3]
[3,3,4,3]
[3,3]
[3,3]
[4,4,3]

TBS Model
Measured PDR
99.01%
99.21%
99.37%
99.61%
99.34%
99.41%
99.60%
99.71%
99.38%
100%
λ∗i (w+i )

→
−
or R ∗i
7
7
5
4
[4,4,3]

w+i

PBS Model
λ∗i (w+i ) Measured PDR
99.68%
99.22%
99.17%
99.65%
99.80%
99.34%
99.29%
99.65%
99.38%
100%

the waveform demo.) Fig. 2.4 illustrates a sample waveform for 240 consecutive
slots (slot 600-840) in the TBS model. (Both TBS and PBS models are validated. We
present the results in the TBS model here for ease of explanation.) The network
runs in the nominal mode for the first 120 time slots (Fig. 2.4b) and then switches
to the rhythmic mode in the next 120 slots (Fig. 2.4c). Seven waveforms represent
the radio activities, either transmitting, receiving, or listening, for all the 7 nodes,
as labeled on the left side of the figures. Each rising and falling edge in the Slot
row (lower part of the figures) mark the start of a new time slot. In the schedule row
(lower part of the figures), slot assignments are indicated using different colors.
From Fig. 2.4b, we observe that each task τi releases its packets according to
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Release (τ0/τ1/τ2/τ3/τ4/τ5)

Schedule (τ0/τ1/τ2/τ3/τ4/τ5)

Transmission (τ0/τ1/τ2/τ3/τ5)

(a) Legend
Vc
V0
V1
V2
V3
V4
V5
Slot
Schedule

(b) Radio activities in slots 600 to 720 (nominal mode).
Vc
V0
V1
V2
V3
V4
V5
Slot
Schedule

(c) Radio activities in slots 720 to 840 (rhythmic mode). Task τ0 is in the rhythmic state
→
−
and releases packets following P 0 given in Table 2.2.
Figure 2.4: Slot information and radio activities in the reliable dynamic scheduling test
case captured by the logic analyzer.

Pi , and w+i number of slots are allocated to each packet before its deadline (shown
in the schedule row). In each scheduled slot, the sender attempts to transmit the
packet and may succeed (marked by the arrows). Although some attempts fail, all
the packets are still delivered to the destination node because of the right amount
of retransmission slots as determined by the reliable static scheduling function.
In Fig. 2.4c, τ0 enters the rhythmic state, and its period is reduced according to
→
−
P 0 given in Table 2.2. Also as shown in the schedule row, the Wi,j values for τ0
do not change, while those for τ1 , τ2 , τ3 , τ5 are reduced to [9, 9, 9], [4, 5, 5], [4, 4],
→
−
[7], respectively. The R i, j vectors are also selected correctly by the updated Wi,j
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values in the rhythmic mode, and all the packets from the rhythmic task (τ0 ) are
successfully delivered to the destination. The captured results match the results
from the simulation, and this validates the correctness of the reliable dynamic
scheduling function in RD-PaS.

2.4

Summary

In this chapter, we presented RD-PaS, a reliable dynamic packet scheduling framework for RTWNs. RD-PaS provides guaranteed reliability of packet delivery in
RTWNs for both transmission-based scheduling model and packet-based scheduling model in a hybrid manner. In the presence of unexpected disturbances, RD-PaS
makes dynamic schedule adjustment judiciously to guarantee timely and reliable
delivery of the critical rhythmic packets while minimizes reliability degradation
for noncritical packets. A provably optimal algorithm (for the static case) as well
as a heuristic (for the dynamic case) are introduced for realizing RD-PaS. Extensive
testbed and simulation based experiments are conducted to validate the correctness
and effectiveness of RD-PaS. Our experimental results show that RD-PaS can significantly improve the QoS (in terms of reliability) compared with the state-of-the-art
approaches.
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Chapter 3
FD-PaS: Fully Distributed Packet
Scheduling Framework for Handling
Disturbances in Lossy Real-Time
Wireless Networks
In Chapter 2, we introduced the RD-PaS framework to handle disturbance in lossy
RTWNs. However, RD-PaS requires a central controller to collect disturbance
information and make schedule change decisions, which leads to a slow response
time for a disturbance event. In this chapter, we introduce a fully distributed
packet scheduling framework [59,60], referred to as FD-PaS, to handle disturbances
in lossy RTWNs. Unlike RD-PaS, FD-PaS makes on-line decisions locally without
any centralized control point when disturbances occur. This is achieved by sending
the disturbance information only to a subset of all nodes via the routing paths of
the tasks running in the network. In such a manner, a broadcast task is no longer
needed in FD-PaS for notifying all nodes about the disturbance information, which
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significantly reduces the response time to handle the disturbance. To ensure this
partial disturbance propagation scheme works properly, we need to overcome
several challenges. For example, to avoid transmission collision among different
nodes with inconsistent schedules, we propose a multi-priority wireless packet
preemption mechanism called MP-MAC in the data link layer to ensure that highpriority packets can always be delivered by preempting the transmissions of lowpriority packets.

3.1

System Model
Sensor V0 Relay node V1
χ1,k (1)

Relay node V3Actuator V4

χ1,

χ1

(1)

Sensor V2 χ 2,k )
(1
χ 0,k

χ2,k (3)

)
χ 2,k(2

k (2)

,k (3

Controller
Vc

χ0

) Actuator V
5
)

,k (2

Figure 3.1: An example RTWN with three unicast tasks.

Table 3.1: Task parameters for the example RTWN.

Task

Routing Path

Pi (= Di )

τ0

V2 → Vc → V5

9

τ1

V0 → V1 → Vc → V5

9

τ2

V2 → Vc → V3 → V4

10

In FD-PaS, we adopt the same system architecture of a RTWN as in RD-PaS.
Fig. 3.1 depicts an example RTWN with three tasks running on 7 nodes and task pa38

rameters are given in Table 3.1. In the following, we only summarize the differences
between the two system models.
Unlike RD-PaS, a broadcast task is not required for FD-PaS to disseminate the
schedule changes. Therefore, the system using FD-PaS framework runs a fixed set
of unicast tasks T = {τ0 , τ1 , . . . , τn } and each task τi (0 ≤ i ≤ n) follows a designated
→
−
single routing path with Hi hops and we use L i = [Li [0], Li [1], . . . , Li [Hi − 1]] to
represent the routing path of τi .
Without loss of generality, we assume that τ0 enters the rhythmic state at r0,m+1
(denoted as tn→r ) and returns to the nominal state at r0,m+R+1 (denoted as tr→n ). Thus,
P
τ0 stays in its rhythmic state during [tn→r , tr→n ), and tr→n = tn→r + Rx=1 P0,x . Any
packet of τ0 released in the system rhythmic mode is referred to as a rhythmic packet
while the packets of task τi (1 ≤ i ≤ n) are periodic packets.

3.2
3.2.1

Approach
Problem Formulation

The problem that we aim to solve in this chapter is presented as follows.
Problem 5. Assume that for a given RTWN, a static schedule is provided which can
guarantee both the e2e timing and reliability requirements of all tasks when there are no
disturbances. That is, required number of slots are assigned for each packet (either in the
TBS model or PBS model) in the system nominal mode. Upon detection of a disturbance at
r0,m (a release time of τ0 ’s packet1 ), determine the dynamic schedule in the system rhythmic
1

We assume that disturbances can be detected only at the time when the sensor samples the
environment data, i.e., the release time of a certain packet.
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mode such that
(i) the system can start handling rhythmic packets no later than r0,m+1 = r0,m + P0 ,
(ii) timing and reliability requirements of all the rhythmic packets are satisfied, and
(iii) the system can safely return to the nominal mode after which all packets can be
reliably delivered by their nominal deadlines.
The objective is to minimize the total reliability degradation on all packets from
periodic tasks in the system rhythmic mode.
Constraint (i) ensures that disturbances can be handled in the earliest possible
time (i.e., before the nominal arrival time of the next packet). If Constraint (i) were
violated, the corresponding control system could become unstable or suffer from
severe performance degradation. The meaning of Constraints (ii) and (iii) are self
explanatory.
Centralized packet scheduling approaches (e.g. RD-PaS) have two main drawbacks when solving the above problem. First, they rely on a single point (e.g. the
controller) in the network to make on-line decisions for handling the disturbance.
This is a significant roadblock in scaling up the packet scheduling framework to
be deployed in large-scale RTWNs. Secondly, centralized approaches suffer from
a considerably long response time to the disturbances especially for large RTWNs.
This is because centralized approaches require to first send the disturbance information to the controller. After that, a broadcast packet is needed to disseminate the
generated dynamic schedule to all nodes in the network to handle the disturbance.
These drawbacks of centralized approaches motivate us to design a distributed
framework that does not require any centralized control point and can achieve fast
response time to disturbance.
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Figure 3.2: Overview of the execution model of FD-PaS.

3.2.2

Overall Framework of FD-PaS

In order to achieve fast response to disturbances in RTWNs, in this work we propose
a fully distributed packet scheduling framework, referred to as FD-PaS. The key
idea of FD-PaS is to make dynamic, local schedule adaptation at each node along
the path of the rhythmic task while avoiding transmission collisions from other
nodes that still follow their static schedules in the system rhythmic mode.
Fig. 3.2 gives an overview of the execution model of FD-PaS. After network initialization, each node generates locally a static schedule, S, using the local schedule
generation mechanism in RD-PaS and follows S to transmit packets. When a disturbance is detected by rhythmic task τ0 at t0 = r0,m , a notification is propagated to
all the nodes responsible for handling the disturbance. Let these nodes be V j ∈ Vrhy .
Upon receiving the notification, each node in Vrhy determines the time duration
of the network being in the rhythmic mode and generates a dynamic schedule S̃
for handling the disturbance. Starting from r0,m+1 , one nominal period of τ0 after
detecting the disturbance, the nodes in Vrhy follow S̃ while all other nodes keep
using static schedule S to transmit periodic packets. Thus, by not relying on a
broadcast packet to disseminate the dynamic schedule generated by a centralized
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point in the network, FD-PaS is able to significantly reduce the response time of
reacting to disturbances. For ease of discussion, in the rest of the chapter, we refer
to disturbance response time (DRT) as the time duration from t0 to the start time of
system rhythmic mode and disturbance handling latency (DHL) as the time duration
of system rhythmic mode (see Fig. 3.2).
To ensure that FD-PaS works properly, two challenges need to be tackled. First,
when a disturbance occurs, only the sensor node that has detected it knows which
task will enter the rhythmic state, while the rest of the nodes in Vrhy that are to
handle the disturbance have no knowledge about this. Second, if the nodes in
Vrhy follow the dynamic schedule while other nodes follow the static schedule S,
transmission collisions would occur which may cause rhythmic packets to violate
their timing and reliability requirements (e.g. missing deadlines). We discuss in
detail how FD-PaS tackles these challenges in the following sections.

3.2.3

Propagating Disturbance Information

In centralized approaches, all nodes in the RTWN must know the disturbance
information since a dynamic schedule must be deployed at each node. However,
such a network-wide propagation mechanism does not scale and often violates
constraint (i) in Problem 5 as shown by the motivating example in [60]. To overcome
this drawback, we propose to disseminate the disturbance information to only a
subset of all nodes, denoted as Vrhy , to minimize the DRT. This scheme requires
the following three questions be answered: (1) which nodes in the network belong
to Vrhy , (2) how to propagate the disturbance information to nodes in Vrhy , and
(3) does each node in Vrhy have sufficient time to generate the dynamic schedule
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before the system enters the rhythmic mode? Below we present our answers to
these questions.
Consider questions (1) and (2) above. Recall that when a disturbance occurs,
the rhythmic task τ0 will enter its rhythmic state following reduced periods and
→
−
−
→
deadlines as specified in P0 and D0 . An updated schedule is needed to accommodate the increased workload of τ0 . To ensure that each (re)transmission χ0,k (h)
can be successful, both the sender and the receiver of χ0,k (h) must follow the same
schedule. Thus, all nodes along the routing path of τ0 must know the disturbance
information to generate a consistent dynamic schedule, and should be included in
Vrhy . For example, Vrhy = {V2 , Vc , V5 } for the example in Fig. 3.1 when τ0 enters
the rhythmic state. When a disturbance is detected at r0,m , its information can
be piggybacked onto χ0,m and transmitted to all nodes in Vrhy . Propagating disturbance information in this manner guarantees that all nodes in Vrhy receive the
disturbance information within one nominal period of τ0 , i.e., P0 , since the static
schedule ensures that each task is assigned with the required number of transmission and retransmission slots along its routing path within P0 in order to meet the
e2e timing and reliability requirements.
Now consider question (3). As required in Constraint (i) of Problem 5, the
system should start handling the rhythmic packets from r0,m+1 after the disturbance
is detected at r0,m . This requires that (i) the disturbance information be successfully
propagated to the relevant nodes before τ0 enters its rhythmic state at r0,m+1 , and
(ii) each node in Vrhy completes the construction of the dynamic schedule before
it starts receiving/transmitting the first rhythmic packet. The propagation scheme
discussed above ensures that condition (i) is met. Regarding condition (ii), our
prior work showed that one idle slot (10ms) is sufficient for a typical device node
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in RTWNs (e.g., TI CC2538 SoC) to complete its local schedule computation [57].
The theorem below establishes that such an idle slot indeed exists within the time
frame specified in condition (ii).
Theorem 3. If an RTWN system is schedulable under a given static schedule, any node V j
(V j , Vc ) in Vrhy has at least one idle slot (neither receiving nor sending any transmission)
between time t1 (t1 ≥ r0,m ) when it receives the disturbance information and time t2
(t2 ≥ r0,m+1 ) when it is involved in the transmission of the first rhythmic packet after τ0
enters its rhythmic state at r0,m+1 .
Proof of Theorem 3. We first recall the following lemma from [57].
Lemma 2. If an RTWN system is schedulable under a given static schedule, i.e. each
packet completes all its transmissions before the deadline, for any node V j , Vc and task
τi passing through V j , there exists at least one idle slot at V j among any three consecutive
transmissions of τi passing V j .
Since in our system model, sensors and actuators are connected via the controller
node, every task follows a routing path with at least two hops corresponding to
two transmissions (assigned with multiple transmission and retransmission slots).
Suppose χ0,m (h) occurs at t1 and is the transmission from which V j receives the
disturbance information2 . There exists at least one transmission between χ0,m (h)
and χ0,m+1 (h) (the first transmission that V j is involved in the dynamic schedule,
occurring at t2 ). Then, according to Lemma 2, V j has at least one idle slot between
χ0,m (h) and χ0,m+1 (h) (i.e., between t1 and t2 ). Thus, the theorem holds.



Based on Theorem 3 and the disturbance propagation time bound, the proposed partial disturbance propagation scheme guarantees that any disturbance
2

If V j is the sensor, it detects the disturbance at r0,m .
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can be promptly responded within one nominal period of the rhythmic task and
Constraint (i) in Problem 5 can be satisfied.

3.2.4

Avoiding Transmission Collisions

According to the disturbance propagation mechanism presented in Section 3.2.3,
only the nodes on the path of the rhythmic task are included in Vrhy . Nodes in
Vrhy construct their local schedules individually and employ them in the system
rhythmic mode. All other nodes in the network follow the static schedule. With
this execution model, unless the disturbance information is propagated to the entire
RTWN, inconsistencies between the dynamic and static schedules in the system
rhythmic mode may easily arise, which would result in transmission collisions. To
ensure that the disturbances are handled appropriately, in the FD-PaS framework,
the transmissions of rhythmic packets need to be always successful even in the
presence of collision with other periodic packets.
In conventional RTWNs such as WirelessHART [46] and 6TiSCH [14], TDMAbased data link layer are widely adopted to provide synchronized and collisionfree channel access. In addition, most of those protocols employ the Clear Channel
Assessment (CCA) operation at the beginning of each transmission for collision
avoidance. CCA, however, cannot prioritize packet transmissions. When multiple
transmissions happen in the same time slot sharing the same destination, it cannot
guarantee the more important packets (e.g., rhythmic packets) are granted the
access to the channel.
To tackle this challenge, we propose an enhancement to the IEEE 802.15.4e
standard [11], called Multi-Priority MAC (MP-MAC), to support prioritization of
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packet transmissions in RTWNs. Several attempts have been made in the literature
towards supporting this feature. For example, the PriorityMAC was proposed
in [43] to prioritize critical traffic in RTWNs. It introduces the concept of subslots,
in which the transmitter does a very short transmission to indicate the priority of
the packet to be transmitted in the following time slot. By adding two subslots
before each time slot, PriorityMAC is able to create three priority levels. Different
from PriorityMAC, the design of the MP-MAC aims to be lightweight and scalable.
In MP-MAC, the transmitter does not explicitly conduct a short transmission to
indicate the priority. Instead it implicitly indicates the priority of the transmission
by adjusting the Start-Of-Frame (SOF) time offset. Compared with PriorityMAC,
MP-MAC is more energy efficient (by avoiding transmissions in the subslots), and
able to support more priority levels.
Fig. 3.3 gives a comparison of the slot timing of 802.15.4e (top) and MP-MAC
(bottom). In a 802.15.4e time slot, the sender transmits a packet and the receiver
responds with an acknowledgement (ACK) if the packet is successfully received3 .
The packet transmission starts at TxOffset after the start of the time slot, while
the ACK starts at TxAckDelay after the completion of the packet transmission. A
long Guard Time (LGT) and a short Guard Time (SGT) are used by the receiver
and sender respectively to tolerate clock drift and radio/CPU operation delays.
With this standard design of 802.15.4e, if multiple senders transmit packets in the
same time slot, they are not aware of the other transmissions, and thus will cause
interference. The slot timing of MP-MAC is presented at the bottom of Fig. 3.3.
In MP-MAC, instead of being set as a constant, TxOffset is varied to implicitly
indicate the priority of the packet (shown as red dashed lines). A packet with
3

No acknowledgement is provided for broadcast and multicast packets.
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Figure 3.3: Slot timing of 802.15.4e (top) and MP-MAC (bottom)

a higher priority is associated with a shorter TxOffset to start the transmission
earlier. In addition, a CCA operation will be performed before each transmission
to ensure that there is no higher priority packet transmission present in the channel.
This enhancement ensures that only the highest priority packet (with the shortest
TxOffset) is transmitted, and all lower priority transmissions yield to it.
Similar to the guard times, the TxOffset values for different priorities need to be
set sufficiently apart so that different senders and receivers have consensus on the
priorities. In MP-MAC, we define PriorityTick as the difference between two consecutive TxOffsets. To support k different priorities in MP-MAC, the length of the time
slot, compared to the standard design, needs to be extended by (k −1)×PriorityTick.
A longer PriorityTick can ensure successful packet prioritization, but either leads to
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Figure 3.4: Experiment setup for the measurement of latency

longer SlotDuration and reduced network throughput, or smaller number of supported priorities if the size of the time slot is fixed. Since PriorityTick is a hardwaredependent parameter, we will elaborate the selection of PriorityTick in our testbed
experiments and demonstrate the effectiveness of MP-MAC in Section 3.3.1.

3.3

Implementation and Evaluation

In this section, we present key performance results from both testbed experiments
and simulation studies to evaluate the performance of the FD-PaS framework in
RTWNs. The testbed implementation is to validate the correctness of the proposed
FD-PaS framework and to obtain overhead in real applications. Extensive simulations are for performance evaluation since they allow us to easily vary taskset and
network specifications to study the trend.
Our testbed is based on OpenWSN stack [55], an open source implementation
of the 6TiSCH protocol. OpenWSN enables IPv6 network over the TSCH mode of
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Table 3.2: Slot Timing Information of MP-MAC

Parameters
SlotDuration
TxOffset
TxAckDelay
Ext. SlotDuration

Value (µs)
10,000
2,120
1,000
10,800

Parameters
LongGT
ShortGT
PriorityTick
Extended LongGT

Value (µs)
2,200
1,000
30 to 400
3,000

IEEE 802.15.4e MAC layer. A typical OpenWSN network consists of an OpenWSN
Root and several OpenWSN devices, as well as an optional OpenLBR (Open LowPower Border Router) to connect to IPv6 Internet. It serves as a perfect platform to
experiment our proposed FD-PaS framework on both the data link and application
layers of the stack.
We implemented FD-PaS on our RTWN testbed to validate the correctness of the
design and evaluate its effectiveness for ensuring prompt response to unexpected
disturbances. The MP-MAC was implemented by enhancing the MAC layer of
the OpenWSN stack and the dynamic schedule generation algorithm (using the
same code as in the simulation) was implemented in the application layer. In the
following, we first present the implementation of MP-MAC and its performance
evaluation, and then validate the correctness of FD-PaS in a multi-task multi-hop
RTWN.

3.3.1

Implementation and evaluation of MP-MAC

For fair comparison with PriorityMAC [43], we used the 10ms slot timing of
802.15.4e in the MP-MAC implementation. Since PriorityMAC adds two subslots
(0.4ms each) before each time slot, we also extended the SlotDuration and LongGT
of MP-MAC by 0.8ms each. Table 3.2 summarizes the slot timing of MP-MAC, and
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Figure 3.5: Priorities and PER vs. PriorityTick.

the Adjusted TxOffset is computed as follows:
Adjusted TxOffset = TxOffset + (Priority Level) × PriorityTick;

With a given extended SlotDuration, the number of priority levels that MPMAC can support, denoted as N, is a function of PriorityTick. In our MP-MAC
j
k
0.8ms
implementation, N is computed by N = PriorityTick
+ 1. Fig. 3.5(a) shows how N
changes when the PriorityTick varies from 30µs to 400µs with a step size of 30µs
(the timer resolution in the OpenWSN stack). Compared to PriorityMAC which
can only support 3 effective priority levels, MP-MAC can support up to 14 priority
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Figure 3.6: Measurement of latency and PLR.

levels in theory by extending the time slot with the same amount (0.8ms). Fig. 3.5(a)
also illustrates the bandwidth improvement, defined as

10.8ms
10ms+2×PriorityTick

× 100%,

when MP-MAC only needs to maintain 3 priority levels. It can be seen that the
bandwidth is improved by 7% due to the reduction of the PriorityTick from 400µs
to 30µs with 3 priority levels.
Measurement of Packet Error Rate (PER): Reducing the size of PriorityTick can
support a larger number of priority levels in the RTWN system. Setting the PriorityTick too small, however, either causes nodes to lose synchronization, or make
low priority senders unable to detect high priority packet transmissions and cause
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transmission collisions. It is thus important to identify safe PriorityTick values to
make MP-MAC work appropriately. For this purpose, we set up a testing network
with two senders talking directly to one receiver. We intentionally configure the
senders to transmit in the same time slot and assign them with different priorities (using D to denote the distance between the priority levels), and measure the
number of correctly received packets on the receiver side. We define Packet Error
Rate (PER) as the number of failed transmissions divided by the number of total
transmissions. During the test, each sender generates 10,000 packets. Fig. 3.5(b)
shows the PER of the high priority packets by varying the size of PriorityTick from
400µs to 30µs. The PER of the low priority packets are always 100%, and are thus
omitted in the figure. It can be observed that MP-MAC works properly under most
of the PriorityTick settings. Its PER only increases when the PriorityTick is reduced
to 30µs. This indicates that the MP-MAC implementation on our device node (TI
CC2538 SoC) can safely support up to 9 priority levels when the PriorityTick is set
to be no less than 60µs. When the PriorityTick is set at 30µs, it also can be observed
from Fig. 3.5(b) that the PER will drop (from around 10% to 5%) when the distance
between the two priority levels increases (from D = 1 to D = 2).
Measurement of Application Layer Performance: To see how MP-MAC behaves
in packet collisions, in terms of packet transmission latency and packet loss rate
(PLR) for different priority levels, we set up a testing network with three senders
and a controller node. The three senders are assigned with different priorities (high,
medium and low). Their schedules are configured in a way that they transmit in
the same time slot every slotframe (with a length of 165ms). The retransmission
mechanism is enabled on all the senders so that if collision happens, the failed
transmission retries in the next slotframe until a maximum number of 5 retries
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is reached, and the packet is then dropped. We define packet loss rate (PLR)
as the number of dropped packets divided by the number of total packets. We
connect the controller node to a STM32F103 MCU through a UART port to control
the packet generation on the senders. This MCU connects to the GPIO of each
sender, and uses a pulse signal to trigger the sender to generate a packet. In the
experiments, the controller node initiates and timestamps the packet generation.
By comparing it to the timestamp of the packet reception, the application layer
latency is obtained. After a successful packet reception, the controller node waits
for a randomly selected time interval, and then triggers the next packet generation.
To test latency and PLR, we gradually reduce this time interval to increase the
traffic volume. This will cause more collisions in the network, which leads to more
packet retransmissions and packet loss.
Fig. 3.6(a) and (b) show the PLR and application layer latency respectively for the
three senders during the test. From the results, we observe that the packets from the
high priority sender can always be transmitted in its first attempt while the medium
and low priority senders have to yield upon collision by retransmission in future
slotframes and suffer longer application layer latency. Similarly, when collision
happens with the packets from the medium priority sender, the low priority sender
has to yield again thus it is observed to have the longest latency. In Fig. 3.6(a), we
note that the high priority packets can always guarantee the delivery and thus its
PLR is consistently 0. On the other hand, both the low priority sender and medium
priority sender suffer increased packet loss rates when the volume of the network
traffic grows, and the impact on the low priority sender is more severe.
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(c) Rhythmic mode using FD-PaS (time slot 61-120)
Figure 3.7: Slot information and radio activities in the test case captured by Logic
Analyzer

3.3.2

Functional validation in a multi-task multi-hop RTWN

We validate the correctness and effectiveness of FD-PaS by deploying it on a 7node multi-hop network as shown in Fig. 3.1. The system running in the network
consists of three tasks, τ0 = {{V0 , V1 , Vc , V3 , V4 }, 15, 8}, τ1 = {{V2 , Vc , V3 }, 30, 6} and
τ2 = {{V1 , Vc , V5 }, 20, 4}. For each task, the first element denotes the routing path and
the second one denotes its period (relative deadline). The third element represents
the number of slots assigned to τi , i.e. w+i , in the static schedule. We further
→
− −
→
assume that τ0 is the rhythmic task and P0 (D0 ) = [12, 12, 12, 12, 12]. The system
starts running in the nominal mode at slot 1 and then switches to the rhythmic
mode from slot 61. We use a Logic Analyzer to capture the radio activities from a
pin of each device during time slot 1 - 120.4
4

Both TBS and PBS models are tested. For simplicity, only the result from TBS is illustrated.
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The captured results on our testbed are illustrated in Fig. 3.7. Specifically,
Fig. 3.7a summarizes the legends. Fig. 3.7b shows the system nominal mode
during time slot 1-60. Fig. 3.7c demonstrate the system rhythmic modes using
FD-PaS during time slot 61-120.
In Fig. 3.7b and 3.7c, 7 waveforms represent the radio activities (transmitting,
receiving, or listening) for all the 7 nodes, as labeled on the left side of the figures.
Each falling or rising edge of the waveform in the Slot row (lower part of the
figures) marks the start of a new slot. In the bottom Schedule row, slot assignments
are indicated using different colors and patterns. Each colored small block indicates
the release time of the corresponding task at a certain node. Each transmission is
denoted by a colored arrow of which the starting and ending points represent
the sending and receiving nodes, respectively. In the rhythmic mode, a colored
circle denotes a dropped periodic transmission preempted by a rhythmic one. For
example, in Fig. 3.7b, τ1 releases its first packet at slot 1 and is transmitted from V2
to Vc at slot 15.
Fig. 3.7b illustrates radio activities of the system in the nominal mode (1-60 slots),
after which the system switches to the rhythmic mode. Given by the static schedule,
each packet χi,k is allocated with extra slots for retransmission in the system nominal
mode. But according to our testbed result shown in Fig. 3.7b, each transmission
successes in its first assigned time slot without using any retransmission slot.
During the rhythmic mode (slot 61-120), task τ0 releases 5 packets as indicated in
Fig. 3.7c. To accommodate the increased workloadmic mode, FD-PaS determines
to drop both two packets of τ1 released in the system rhythmic mode. Since the
sender of τ1 , i.e. V2 , does not receive the disturbance information, it still follows
the static schedule to transmit τ1 at the assigned slots (e.g. 75). However, to
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ensure the transmission of the rhythmic packets, all these periodic transmissions
are preempted under our designed MP-MAC mechanism (indicated by circles).
These results above match those from the simulation of FD-PaS under the same
experiment settings.

3.4

Summary

In this chapter, we presented FD-PaS, a fully distributed packet scheduling framework, to handle unexpected disturbances in lossy RTWNs. Unlike centralized
approaches where dynamic schedules are generated in the controller node and
disseminated to the entire network, FD-PaS makes on-line decisions to handle disturbances locally without any centralized control. Such a fully distributed framework not only significantly improves the scalability but also provides guaranteed
fast response to external disturbances. Our FD-PaS framework including both
the multi-priority data link layer design and the dynamic schedule construction
method is implemented on our RTWN testbed. Extensive experiments have been
conducted to validate its correctness and effectiveness.
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Chapter 4
Partition-based Scheduler
RD-PaS and FD-PaS are both implemented on the OpenWSN platform with necessary customization to the 6TiSCH stack. However, some limitations of the RD-PaS
and FD-PaS frameworks have been observed when they are applied for supporting
Industrial Internet-of-Things (IIoT) applications:
1. The topology information is the input to the RD-PaS and FD-PaS algorithms.
The topology of the target networks must be fixed.
2. The network can only start operating after all nodes are connected. Only
after the network topology becomes stable, the data link layer communication
schedules generated by RD-PaS and FD-PaS become operable.
3. The application layer must synchronize with the data link layer. In the RDPaS and FD-PaS, packets generation are assumed to be aligned with time
slots. (i.e., packets are generated periodically at the beginning of a time slot.)
This requires the timer of packet generation to be synchronized with data link
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layer timer.
In IIoT applications, the generated communication schedule must be functioning during the network setup phase or in the presence of temporary node disconnection. Thus, RD-PaS and FD-PaS with fixed topology cannot be applied since a
node joining or leaving the network changes the network topology. These applications, may not be able to synchronize with the data link layer timer (e.g., the data
link layer timer is protected in kernel for security issues and can not be accessed
from application; the application sensing period is not an integer multiple of slot
duration.)
Fig. 1.2 in Section 1.1 gives a motivating example. During the runtime, each
connected device periodically generates sensing packets and transmit the packets
to the gateway. In the example, node V0 , V1 joins the network through node Vc
initially. Then, node V2 joins the network through node V0 . Due to the observed
high packet error rate, node V0 decides to disconnect from Vc and rejoin the network
through node V1 . Node V2 has to rejoin the network through node V0 , too. Even
during these topology changes, the network schedule needs to ensure all packets
can be delivered within required latency. In the following, we will introduce a
modified system model for IIoT applications.

4.1

System Model

In this section, we first introduce the background information for network management in the IIoT network. Next, we use a motivating example to show the
difficulties in its network management.
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4.1.1

Network Management Model

In our IIoT networks, at any given time, each node is associated with a parent node.
The network topology can be modeled as a tree where each tree node is a device,
and each link represents a bi-directional communication link. Each IIoT device
is equipped with many sensors and actuators. Each device samples the sensors
periodically and transmits data to the gateway in the sensing packets. A control
packet is sent by the gateway to a specified device on demand. The device or
gateway may send a special confirmable packet that requires an (application layer)
acknowledgement packet sent back to the sender depends on the application.
We refer to a packet as either an uplink packet or a downlink packet. An uplink
packet is created at a device node, and sent to its parent for forwarding. The parent
node, once receives an uplink packet, forwards it to its own parent, until the packet
reaches the gateway. Similarly, a downlink packet is created at the gateway, and
sent to one of its children for forwarding. The receiving node keeps forwarding
the packet to its child, until reaching the destination device node. We use source
node and destination node to denote the source and destination of a packet. The
destination node of an uplink packet or the source node of a downlink packet is
always the gateway.
We employ Link-based Scheduling in our IIoT network to allocate time slots for
individual packets where each slot is allocated to a link by specifying the sender
and receiver [11]. If different packets share a common link and are both buffered
at the same sender, their transmission order is decided by the sender according to
a certain node-specified policy. To quantify the network resource needed by all
the links, we use cell (denoted as x) to represent the basic communication unit (i.e.,
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1 time slot) can be allocated to individual links. According to the relation of the
sender and receiver of the link in the network topology, a cell is called an uplink
(downlink) cell if the sender is the child (parent) of the receiver. Particularly, since
a beacon (containing time synchronization information) sent by a sender node can
be received by multiple neighbor receivers within one time slot, we call a cell for
transmitting a beacon message as a broadcast cell. For the uplink and downlink
cells between a parent and child node, we say the owner of the cell is the child
node for short. For a broadcast cell, the owner is the sender.
A cell is associated with two properties: the type and layer.
Definition 4. Type and layer of cell x: The type of cell x, Ty(x), is either Broadcast
(B), Uplink (U), or Downlink (D), i.e., Ty(x) ∈ {B, U, D}. The layer of cell x, La(x), is the
distance of the owner node from the root. La(x) > 0 and La(x) is set to 1 for all broadcast
cells.
With the definition of cell, the schedule to be generated by the Network Manager
is defined below. (Illustration of these definitions is shown in Fig. 4.1.)
Definition 5. Schedule: Schedule, S, is a list of time slots, S = {S[0], S[1], . . . , S[SF −
1]}, where time slot t can be either assigned to cell x (S[t] = x) or idle (S[t] = −1). SF
denotes the slotframe length.
Then, the key mission of the Network Manager is to design a scheduling policy
meeting packet latency requirements.
The initial schedule is decided in two steps. First, for each device node, the
allocation policy decides how many cells are needed by the node, i.e., the number
of uplink cells, downlink cells, and broadcast cells. Then, the scheduling algorithm
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Figure 4.1: Illustration of important notation.

decides the slots in the slotframe to schedule these cells. To ensure real-time performance, the allocated bandwidth must be larger than the bandwidth requirement
of the application. Thus, the allocation policy is pre-determined by the network
administrator according to the application requirement (discussed in section 4.3.1),
and we focus on designing the scheduling algorithm.
In our IIoT network, each device periodically generates a sensing packet and
transmits it to the gateway. The actual latency experienced by a packet equals to
the time duration between its generation at the source node and reception at the
destination node. However, time is not synchronized between the application
layer and the data link layer. This leads to an uncertain situation that a packet can
arrive at any time slot in the data link layer schedule. On the other hand, each cell
(allocated to a node A) can be utilized for transmitting multiple packets passing
through this node with slotframe repeating. That is, node A forwards the first
arrived packet using the current cell while other arrived packets have to wait for
the next cell(s) allocated to node A within the same slotframe or even the following
slotframes. Since such packet delay caused by cell sharing is also relevant to the
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timing asynchronization, we define the following lower-bound latency to eliminate
this impact.
Definition 6. lower-bound latency: Lower-bound latency of a packet is defined as the
time duration between its generation and reception, under the assumption that the packet
arrives right before the first available time slot for transiting its first hop and no other packet
competes cells with it.
Our aim is to design a network management mechanism to guarantee that the
lower-bound latency of each packet is less than the length of one slotframe during
the network operation. We observe that there are two main facts that can affect the
latency of a packet when we generate the schedule. First, the sequence of the cells
allocated to the nodes on the packet’s routing path. Second, the location of these
cells in the slotframe considering the network topology changing. Next, we use a
motivational example to illustrate the above observation.

4.1.2

Motivating Example

In Fig. 4.2, consider a packet with routing path A→B→C→D (refer to as packet
FA for short in the following). During the network operation, we assume new
devices E and F will join the network with associated packet FE (E→C→D) and FF
(F→E→C→D), respectively. The three subfigures below depict different possible
schedules generated for transmitting packets FA , FE and FF , respectively. The
slotframe length is set to be 5. The first two schedules allocate cells without
reservation, i.e., cells are installed in the schedule slot by slot. While the last
schedule reserves certain number of idle slots when allocating cells for the first
packet FA .
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In schedule 1, FA is transmitted to the destination D via slots 0, 1, and 2 and
thus has a lower-bound latency 3. However, in schedule 2, packet FA suffers a
lower-bound latency 9 because the allocated cells are scheduled in an inverted
order of FA ’s route. Specifically, after transmitting FA via A→B in slot 2, the second
hop forwarding has to wait for the next available cell B→C in slot 1 in the next
slotframe. The case is similar for the third hop forwarding. Therefore, we can
observe that scheduling cells in consistent with packet’s route leads to a shorter
lower-bound latency.
When a new device E joins the network with an associated packet FE (E→C→D),
we need to assign an idle slot for cell E→C (assume cell C→D is sufficient for transmitting both FA and FE ). Both schedules 1 & 2 install cell E→C in the next available
idle slot 3 and the corresponding lower-bound latency of FE in two schedules is 5
and 3, respectively. After a new node F joins the network with an associated packet
FF (F→E→C→D), the new cell F→E has to be scheduled at the last idle slot. The
lower-bound latency of FF in two schedules is 9 and 7, respectively. Thus, both
schedules for FF cannot satisfy our objective described above that the latency of
each packet must be less than one slotframe length.
On the other hand, schedule 3 reserves two idle slots at slot 2 and slot 3 when
allocating cells for the first packet FA . When allocating E→C, it also reserves one
idle slot (slot 2), where the final F→E cell will be scheduled in. In this case, the
lower-bound latency for packets FA , FE and FF is 5, 2 and 3, respectively, and they
all can satisfy our objective.
From this example we can conclude that, to satisfy our lower-bound latency
objective, 1) the cells must be scheduled according to the routing path, and 2) the
scheduler must reserve some slots when allocating, to allow future cells being able
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to be scheduled by their routing paths. Intuitively, the scheduler should reserve
some idle slots for potential topology changes. Such reservation slightly sacrifices
the latency for the current topology, but can gain more latency benefit for future
topology changes. To optimize the lower-bound latency in such dynamic topology
setup, we propose a partition-based scheduling approach to decide the locations
of time slots to be allocated without knowing the final topology.
Topology:

A

C

B
F

D

E

(a)

Slot 0 Slot 1 Slot 2 Slot 3 Slot 4 Lower-bound
Latency
Schedule 1: A→B B→C C→D

FA : 3

Add E→C: A→B B→C C→D E→C

FE : 5

Add F→E: A→B B→C C→D E→C F→E

FF : 9 (b)

Schedule 2: C→D B→C A→B

FA : 9

Add E→C: C→D B→C A→B E→C

FE : 3

Add F→E: C→D B→C A→B E→C F→E

FF : 7 (c)

Schedule 3: A→B B→C

C→D

FA : 5

Add E→C: A→B B→C

E→C C→D

FE : 2

Add F→E: A→B B→C F→E E→C C→D

FF : 3 (d)

Figure 4.2: Example of different latency performance. x → y represents the cell allowing
node x to transmit a packet to node y.
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4.2
4.2.1

Approach
Partition-based Scheduler Overview

We propose a Partition-based Scheduling algorithm to reduce the lower-bound
latency in a dynamic topology setup. We first give an overview of partition-based
scheduler and then discuss the details in each step. In partition-based scheduler,
we reserve a range of time slots as a partition for scheduling one type and layer of
cells. Such reservation is designed to optimize the latency. When the scheduling
algorithm needs to schedule a new cell, the cell is placed in the designed range
in the slotframe. In this way, each cell can be scheduled at its ideal offset in the
slotframe regardless the topology.
Fig. 4.3 illustrates the operation of the partition-based scheduler in a IIoT network and Fig. 4.4 shows the state transition of the partition-based scheduler. The
scheduler stores a partition information which reserves time slots for cells with
certain type Ty(x) and layer La(x). During the network operation, some new node
may still be joining the network. Once the allocation policy determines to allocate
a new cell (xi ), the static partition-based scheduling algorithm finds the partition
reserved for type and layer of the new cell, and schedules the cell in a time slot
within the partition, e.g., earliest idle slot or a random idle slot. Ideally, all the cells
are scheduled in their own partitions, and the schedule is aligned with partitions
(aligned schedule). However, it is possible that the partition is full and the new
cell is unable to be scheduled within its partition. In this case, our fail-safe is
to schedule the cell at one of the other partitions. In this situation, the schedule
is not aligned with the partitions anymore (misaligned schedule). Moreover, the
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capacity of the other partition is affected, thus it may unable to serve future cells
in that affected partition. To resolve the misaligned schedule, the scheduling algorithm periodically execute the Dynamic Partition Adjustment (DPA) to adjust the
schedule to become aligned again. We will discuss DPA in Sec. 4.2.3.

4.2.2

Static Partition-based Scheduling
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Figure 4.3: Operation of partition-based scheduler.
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Figure 4.4: State transition of partition-based scheduler.

In the following, we first define such schedule we want to achieve to reduce
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lower-bound latency.
Definition 7. Optimal schedule: a schedule S is optimal schedule if and only if the
following four constraints are met.
Constraint 5. ∀S[i], S[j] ∈ X, Ty(S[i]) = B, Ty(S[ j]) = U → i < j. This constraint
requires all broadcast cells are scheduled before uplink cells in the slotframe.
Constraint 6. ∀S[i], S[j] ∈ X, Ty(S[i]) = U, Ty(S[ j]) = D → i < j. This constraint
requires all downlink cells are scheduled after uplink cells in the slotframe.
Constraint 7. ∀S[i], S[ j] ∈ X, Ty(S[i]) = U, Ty(S[ j]) = U, La(S[i]) ≥ La(S[ j]) → i ≤ j.
This constraint requires that, among all uplink cells, the one with smaller layer is scheduled
after the one with larger layer in the slotframe.
Constraint 8. ∀S[i], S[j] ∈ X, Ty(S[i]) = D, Ty(S[ j]) = D, La(S[i]) ≤ La(S[j]) → i ≤ j.
This constraint requires that, among all downlink cells, the one with smaller layer is
scheduled before the one with larger layer in the slotframe.
Lemma 3. If a schedule is an optimal schedule, the lower-bound latency of each node is
smaller than SF.
Proof. Consider an uplink packet with route n0 → n1 → · · · → nk where nk is the
gateway. Let xi denote any uplink cell allocated for node ni , 0 ≤ i < k. Let O(xi )
denote the time offset of cell xi . Since La(x0 ) > La(x1 ) > · · · > La(xk−1 ), according
to constraint 7, we have 0 < O(x0 ) < O(x1 ) < · · · < O(xk−1 ) < SF. Thus, the
lower-bound latency is smaller than or equal to O(xk−1 ) − O(x0 ), and is smaller than
SF.
Consider a downlink packet with route n0 → n1 → · · · → nk where n0 is the
gateway. Let xi denote any downlink cell allocated for node ni , 0 < i ≤ k. Let O(xi )
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denote the time offset of cell xi . Since La(x1 ) < La(x2 ) < · · · < La(xk ), according to
constraint 8, we have 0 < O(x1 ) < O(x2 ) < · · · < O(xk ) < SF. Thus, the lower-bound
latency is smaller than or equal to O(xk ) − O(x1 ), and is smaller than SF.



Fig. 4.5 illustrates the partition-based scheduling approach. We first divide our
slotframe to 3 partitions, for broadcast, uplink and downlink, respectively. Further,
we divide the uplink and downlink partitions for different layers. Each partition
is a range of time slots, and is reserved for one type and layer of cells. The order of
partitions allows the allocated schedule to satisfy Constraints 5, 6, 7, and 8, thus any
schedule aligned with the partition is optimal schedule. We denote the partition
index for type T and layer L as I(T, L) and the total number of partitions as P.
Before the network starts, the network administrator decides the number of
partitions and the size of each partition according to the historical topology information or an estimation on the amount of cells for each type and layer. If the
estimation is accurate (i.e., all cells can be placed in their partitions), the schedule
is aligned with the partition and is an optimal schedule. Otherwise, the schedule
is misaligned and the latency performance is degraded. In the following, we will
introduce Dynamic Partition Adjustment problem to solve such degradation.

4.2.3

Dynamic Partition Adjustment (DPA)

It is ideal if we can place all cells in their own partitions. If so, the schedule is an
optimal schedule. However, we assume that the initial partition sizes are set by
an estimated topology given by the network administrator prior to the start of the
network. Hence, it may not be accurate and needs adjustment in the runtime. The
DPA process can be initiated by the scheduler to relocate some cells to optimize the
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Figure 4.5: Partition-based scheduling

schedule. However, a large amount of messages may have to be exchanged between
multiple nodes during such process which occupy the allocated bandwidth [31].
Our goal is to optimize the schedule using the least amount of traffic. In this section,
we formally define the DPA problem and propose an algorithm to solve it.
We define each cell adjustment as a schedule edit (edit for short).
Definition 8. Schedule edit: A schedule edit is to adjust the time offset of an allocated
cell in the slotframe.
In the real world, an edit involves 4 messages to the sender and receiver of the
cell in sequence: add new RX slot, add new TX slot, remove old TX slot, remove
old RX slot.
Since the edits involve multiple application layer schedule reconfiguration packets to be transmitted in the network, they may impact the transmission of the running sensing and control applications. To reduce such impact, the DPA process
needs to be carefully designed to minimize the total number of schedule edits.
More formally, we have the following problem definition.
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Problem 6. Given RTWN (Real-Time Wireless Network) cell set X, schedule S, find an
optimal schedule S0 of X such that:

min |{S0 [t] ∈ X : S0 [t] , S[t]}|

(4.1)

We propose a Dynamic Programming algorithm to solve Problem 6. We first
introduce our sub-problem.
Definition 9. Tx(i): Let Tx(i) denote the set of the cells x whose type and layer is associated
with i-th partition. (Tx(i) = |{x ∈ X : I(Ty(x), La(x)) = i}|.)
Definition 10. Xi : Xi is the cell set that includes all Tx(k), 0 <= k <= i. (Xi =
Si
k=0 Tx(k).)
Definition 11. Subschedule S[i, j]: Subschedule S[i, j] is the schedule of {S[i], S[i +
1], ...S[ j]}, 0 ≤ i ≤ j < SF
Our sub-problem is defined as follows:
Problem 7. Given RTWN cell set Xi , schedule S[0, j], find a new optimal schedule S0 [0, j]
of Xi such that:
min |{S0 [t] ∈ Xi , t <= j : S0 [t] , S[t]}|

(4.2)

When i = P − 1 and j = SF − 1, the sub-problem is Problem 6
The key idea of the dynamic programming algorithm is to find an optimal
schedule S0 [0, j] of Xi given all S0 [0, k] of Xi−1 and the edits to place cells in Tx(i) in
schedule S0 [k + 1, j], k < j
We use d(i, j) to represent the minimum number of edits for the sub-problem that
schedules Xi in S0 [0, j] and use cost(i, k, j) to represent the minimum edits needed
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to adjust all cells in Tx(i) to the range [k, j] in schedule S. We can get the following
recurrence:
j−1

d(i, j) = min{d(i − 1, k) + cost(i, k + 1, j)}

(4.3)

k=0

To prove this is correct, consider the optimal solution for d(i, j). There are j cases
(shown in Fig. 4.6): which d(i − 1, k) is the optimal subschedule that schedules all
cells in Xi−1 in the schedule range [0, k] for d(i, j), 0 ≤ k < j. In each case, the total
edits is d(i − 1, k) plus the edits to relocate all cells in Tx(i) in range [k + 1, j]. Finally,
since d(i, j) is a minimization, the least among these cases is the weight of d(i, j).
d(i − 1, 0) cost(i, 1, j)
+

d(i, j)
0

j

= the minimum
of j cases

···
d(i − 1, k)

+

cost(i, k + 1, j)
+
+

k
···
d(i − 1, j − 1)

cost(i, j, j)
+
+

Figure 4.6: Dynamic programming recurrence.

For base case, i.e., placing the cells from Tx(1), the weight of d(1, j) is simply the
cost to place Tx(1) in range [0, j]. Therefore, we define base case d(1, j) = cost(1, 0, j),
0 ≤ j < SF.
For the adjustment cost function cost(i, k, j), there are two cases to make such
adjustment (i.e., to move all cells Tx(i) to the range [k, j] in schedule S): 1) If all cells
in Tx(i) can be scheduled within range [k, j] (|Tx(i)| ≤ j − k + 1), the minimum edits
needed is the number of cells that is not currently in range [k, j]; 2) If the number
of cells is larger than j − k + 1, the cost is ∞.
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More formally, we have the followings:





|Tx(i)| − |{x ∈ Tx(i) : x < S[k, j]}|,






cost(i, k, j) = 
|Tx(i)| ≤ j − k + 1








∞,
otherwise

4.3
4.3.1

(4.4)

Implementation and Evaluation
Implementation in testbed

(a) Battery powered
SensorTag as a device.

(b) Beagle Bone Black with SensorTag as the gateway.

Figure 4.7: IIoT implemented on COTS hardware platforms.

To test the performance of the network management functions in real-world
IIoT networks, we implement the IIoT stack on real hardware and setup a largescale testbed. We use COTS hardware to build our IIoT system. Our IIoT stack is
implemented in Texas Instruments CC2650 System-on-Chip. We use SensorTags [1]
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(show in the Fig. 4.7a), CC2650-based development kits, as our devices. We use TIRTOS as the Real-Time Operating System on the devices to run multiple tasks and
use the provided Semaphore/Mailbox library API to synchronize between tasks.
SensorTag provides multiple on-board sensors, including temperature, humidity,
luminosity, pressure, and 3-axis accelerometer sensors. These sensor readings are
collected by the sensors resource in CoAP task and updated every 10 seconds. We
use two 1800 mAh AA rechargeable battery pack to power each SensorTags and
mount them in the designed place.
For gateway, we use a Beagle Bone Black (BBB) embedded Linux system running
Debian to serve the boarder router and a SensorTag to serve the AP. The setup is
shown in Fig. 4.7b. For the boarder router, the Network task and the CoAP task
share the same code base with those tasks in the devices with some extensions on
TUN, NMI and HCT interfaces, and they are compiled to one userspace multithread executable. The Network Manager, the Data Concentrator and the Web UI
are implemented in JavaScript and executed using NodeJS engine. The gateway is
powered by AC and is connected to the IPv4/IPv6 Internet using Ethernet.
Each device, generates 1 sensing packet every 10 seconds. 1 every 5 sensing packets is generated as CoAP message, which requires an application layer
acknowledgement message to be sent back to the device, and the rest 4 packets
are non-confirmable CoAP message. Each device also generates 1 network health
packet every 30 seconds to the Data Concentrator. We decide each node to have a
dedicated maximum uplink rate of 0.4 pps (Packet Per Second) and a maximum
downlink rate of 0.04 pps. Considering the 127 slotframe length and the 10ms
slot duration, the number of cells per slotframe and the packet rate (pps) can be
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formulated as Eq. 4.5

Number of cells ≥ dPacket rate × 127 × 0.01e

(4.5)

Thus, our allocation policy is d 2c e uplink cells and d 20c e downlink cells for each node,
where c is the total number of nodes in the subtree of this node1 . We also allocate
1
8

broadcast cell2 to each node to allow it to transmit a beacon every 8 slotframes,

which allows the time synchronization triggers every 10s.
Our IIoT testbed consists of 119 devices (Fig. 4.7a) and 1 gateway (Fig. 4.7b).
These devices are installed in the ITE Building on UConn Storrs Campus. Each
device node is powered by two AA batteries. Under normal circumstances, the
batteries can last for 3 months on these devices. We manually chose the locations
and mount these devices in the building. We also record the location coordinates
in the database. Fig. 4.8 shows the deployment of these devices. Fig. 4.8a and 4.8b
show the devices installed in the hallway and in the lab, respectively. Fig. 4.8c
summarizes the hop distribution of the network. We collect and store the complete
IIoT network information in the runtime including the network topology and the
network health statistics (e.g., latency, packet error rate, battery life time) in the
database and display them in the Web UI (Fig. 4.8d). These collected historical data
enables us to fine tune the scheduling algorithm.
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Table 4.1: Average latency comparison by hop count

Layer
1
2
3
4
5
6
7
8
Overall

4.3.2

Average Uplink Latency (s)
Randomized Partition-based
scheduler
scheduler
0.76
0.51
1.27
0.87
1.67
1.01
1.65
1.11
2.14
1.0
2.59
1.24
2.91
1.83
3.29
2.2
1.47
0.93

Reduction (-%)
32.8
31.8
39.9
32.8
53.1
51.9
37.0
33.3
37.0

Evaluation

In this section, we present the latency improvement of our testbed using Paritionbased Scheduler comparing to the built-in randomized scheduler. The built-in
randomized scheduler allocates a random available time slot whenever a time slot
is needed. The evluation is performed in our IIoT testbed.
Fig. 4.9 shows the latency comparison between the baseline scheduler and the
proposed partition-based scheduler. Each mark represents the average uplink
latency measured from a device node, for a period of 2 hours (720 samples). Table 4.1 summarizes the average latency improvement by each layer of the network.
The uplink latency using partition-based scheduler is significantly smaller than
that using the built-in scheduler. The average latency reduction is around 37% in
average.
Separately, we also tested the performance of the dynamic adjustment. Fig. 4.10
shows the latency performance and cost of the dynamic adjustment in the network
1
2

This allocation policy is configurable to accommodate deployed applications.
We allow 8 nodes to share 1 cell to transmit beacon. This cell sharing is only allowed for beacons.
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setup phase. We let dynamic adjustment trigger every k slots being allocated. We
tested different intervals from 1 (dynamic adjustment is triggered each time a new
slot is allocated), to 10 (dynamic adjustment is triggered every 10 new slots). For
each interval, we simulate 40 random topologies, and collect the total cost and
average lower-bound uplink latency of the network. The figure indicates that
as we increase the dynamic adjustment interval, we get a higher average lowerbound uplink latency, but a lower total cost. Fig. 4.11 shows the same latency
performance and cost of the dynamic adjustment in the network running phase.
During the running phase, we randomly cause node to disconnect and reconnect.
Similarly, we tested different intervals from 1 to 10 and collect 40 cases for each
interval. The figure shows a similar trend as the network setup phase. However,
the latency degradation from increased interval is less significant.

4.4

Summary

In this chapter, we discussed the design challenges of applying reliable dynamic
real-time scheduling algorithm in a real-world RTWNs running IIoT sensing and
control applications. We presented our Partition-based Scheduler to construct and
maintain a latency optimized schedule in such RTWNs where the topology can
change in the runtime. Our Partition-based Scheduler is validated and evaluated
in experiments and shows promising improvement.
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(b) Sensor nodes deployed in the lab.
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(c) Hop distribution.

(d) Network topology.
Figure 4.8: Sensor node deployment in the building.
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Figure 4.10: Partition-based scheduling in network setup phase.
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Figure 4.11: Partition-based scheduling in network running phase.
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Chapter 5
Conclusions and future work
The resource management algorithms play a critical role in RTWNs to achieve
desired QoS in real-time sensing an control networks. In dissertation, we start from
the resource management for RTWNs with common assumptions, (e.g., wireless
links are reliable, network topologies and traffic pattern are prior known and are
static). We relax each assumption and formulate them as resource management
problems, and proposed different algorithms to solve them.
We first focus on RTWNs with lossy wireless links. We propose RD-PaS, a
reliable dynamic packet scheduling framework for RTWNs. RD-PaS provides
guaranteed reliability of packet delivery in RTWNs for both transmission-based
scheduling model and packet-based scheduling model in a hybrid manner. In
the presence of unexpected disturbances, RD-PaS makes dynamic schedule adjustment judiciously to guarantee timely and reliable delivery of the critical rhythmic
packets while minimizes reliability degradation for noncritical packets. A provably optimal algorithm (for the static case) as well as a heuristic (for the dynamic
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case) are introduced for realizing RD-PaS. Extensive testbed and simulation based
experiments are conducted to validate the correctness and effectiveness of RD-PaS.
Our experimental results show that RD-PaS can significantly improve the QoS (in
terms of reliability) compared with the state-of-the-art D2 -PaS approaches.
As RD-PaS relies on a centralized controller to make dynamic schedule adjustment decision, the framework creates a large disturbance response time. To
optimise the response time, we further propose FD-PaS, a fully distributed packet
scheduling framework, to handle unexpected disturbances in lossy RTWNs. Unlike
RD-PaS approaches where dynamic schedules are generated in the controller node
and disseminated to the entire network, FD-PaS makes on-line decisions to handle disturbances locally without any centralized control. Such a fully distributed
framework not only significantly improves the scalability but also provides guaranteed fast response to external disturbances. Our FD-PaS framework including
both the multi-priority data link layer design and the dynamic schedule construction method is implemented on our RTWN testbed. Extensive experiments have
been conducted to validate its correctness and effectiveness.
RD-PaS and FD-PaS both assume that the network topology is fixed and the traffic pattern is known. These assumptions are relaxed in Chapter 4, and we propose
the Partition-based Scheduler to manage network resource in dynamic topology
environment. The Partition-based Scheduler eliminates any schedule update cost
and maintains a bounded latency for all data packets by reserving network resource according to an estimated future topology. However, the estimation can be
inaccurate and cause degradation on the latency. To resolve the degradation, we
further model it as a DPA problem and propose an exact algorithm to update the
schedule using minimum cost. The Partition-based Scheduler is implemented and
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tested in our large-scale RTWN testbed. The performance is evaluated both from
the simulation and the testbed.
As the future work, we will keep pushing the limitation on the network size
to support more devices, and the distance to cover larger areas. This requires
the scheduler to implement both frequency-reuse and spacial-reuse techniques, to
allow simultaneous transmissions taking place in different frequencies, or even in
the same frequency when the involved pairs are out of their interference ranges.
These techniques can be applied to RD-PaS, FD-PaS and Partition-based Scheduler
to increase the network capacity or schedulablity.
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