Abstract. Večeř derived a degenerate parabolic equation with a boundary condition characterizing the price of Asian options for both discrete and continuous arithmetic average. It is well understood that there exists a unique probabilistic solution to such a problem. However, due to degeneracy of the partial differential operator and lack of smoothness in the boundary data, the regularity of the probabilistic solution remained unclear in the case of discretely sampled Asian options. We prove the probabilistic solutions of Večeř's equation associated with discretely sampled Asian options are regular solutions.
Introduction and Main result
An Asian option is a specialized form of an option where the payoff is not determined by the underlying price at maturity, but is connected to the average value of the underlying security over certain time interval. In an interesting article [5] , Večeř presented a unifying PDE approach for pricing Asian options that works for both discrete and continuous arithmetic average. By using a dimension reduction technique, he derived a simple degenerate parabolic equation in two variables (t, x) ∈ [0, T ) × R where r is the interest rate and µ(t) represents a general weighting factor. We ask readers to refer to [5] for the derivation of the equation (1.1). It should be noted that
dν(s) q(t) (1.4)
is a nonnegative, monotone decreasing function defined on [0, T ].
It is mathematically natural to investigate existence, uniqueness, and regularity of a solution to the degenerate parabolic problem (1.1), (1.2). The existence and uniqueness question can be easily answered by using a probabilistic argument. Indeed, the problem (1.1), (1.2) admits a unique probabilistic solution
where f (y) := (y − K) + and X s = X s (t, x) is the stochastic process that satisfies, for t ∈ [0, T ] and x ∈ R, the following SDE:
On the other hand, regularity of the probabilistic solution u defined in (1.5) is a much more subtle issue. There is a classical result, originally due to Freidlin, saying that if f in (1.5) is twice continuously differentiable and satisfies a certain growth condition, then u(t, x) defined by (1.5) is meaningful and twice differentiable with respect to x continuously in (t, x), etc.; see e.g. [2, Theorem V.7.4] . However, in our case, f is only Lipschitz continuous and thus the above mentioned result is not applicable. As a matter of fact, it is not trivial whether or not the problem (1.1), (1.2) admits any classical or strong solution. This regularity question was studied by one of the authors in a very recent paper [1] . It is shown in [1] 
e. the measure µ(t) is absolutely continuous with respect to the Lebesgue measure dt and its density function ρ(t) is strictly positive and bounded. This specifically excludes the case when µ(t) is a linear combination of Dirac delta functions (e.g., dµ(t) = 1 n n k=1 δ( k n T )dt ), which corresponds to discretely sampled Asian options; see [4, 5] for the details.
Since discrete sampling of an Asian option arises quite often in practice, it is of special interest to study regularity of the probabilistic solutions associated with discretely sampled Asian options and we will do it in this article. Our main result is, roughly speaking, that the probabilistic solution u(t, x) of the problem (1.1), (1.2) associated with a positive measure
Let us formulate the above statement in a more precise way. We assume that the measure µ(t) in (1.3) is given by
Then the equation (1.1) and the terminal condition (1.2) now read as follows:
As it will be explained in Remark 1.11 below, we will assume that K b(T ) in our main theorem. Throughout the article, we shall denote
We now state our main theorem.
Theorem 1.10. Let b(t) be a monotone decreasing function given by (1.7).
Suppose u is the probabilistic solution of the problem (1.8), (1.9); i.e., u(t, x) is defined by (1.
5). Then u(t, x) is continuous in H T and satisfies the terminal condition (1.9). Moreover, if K b(T ), then u(t, x) is twice differentiable with respect to x continuously in H T , differentiable with respect to t continuously in H ′
T , and satisfies the equation
The proof of Theorem 1.10 uses ideas developed in [1] and will be provided in the next section. Here are some remarks regarding the conclusions of Theorem 1.10.
It is a matter of computation to verify that probabilistic solution u of the problem (1.8), (1.9) 
Of course, u is not twice continuously differentiable with respect to x there. However, unless b(t) ≡ K, we must have T ′ > 0 and then u(t, x) is also the probabilistic solution of (1.8) 
Therefore, in this case, we can still apply Theorem 1.10 by replacing T by T ′ .
Remark 1.12. In Večeř's PDE method, the price of Asian option is determined by u(0, ·). Theorem 1.10 suggests that to minimize numerical error in computing u(0, ·) by finite difference methods, it is better to include all the discrete sampling points t i 's in time grids.
We close this section by introducing some notations which will be used in the proof. We define the parabolic distance between the points z 1 = (t 1 , x 1 ) and z 2 = (t 2 , x 2 ) as
Let α ∈ (0, 1) be a fixed constant. If u is a function in a set Q ⊂ R 2 , we denote
By C α/2,α (Q) we denote the space of all functions for which |u| α/2,α;Q < ∞. We also introduce the space C 1+α/2,2+α (Q) as the set of all functions u defined in Q for which both The function space C 1,2 (Q) denotes the set of all functions defined in Q for which
We say u ∈ C 1+α/2,2+α loc
Proof of Theorem 1.10
The proof uses essentially the same ideas as that of [1] but the technical details are much different. For (t, x) ∈ H T , let X s = X s (t, x) be the stochastic process which satisfies (1.6). It is well known that such a process X s exists; see e.g., [2, Theorem V.1.1]. The probabilistic solution u of the problem (1.8), (1.9) is then given by the formula (1.5). It is then evident that u is continuous in H T and satisfies the terminal condition (1.9). If f in (1.5) were twice continuously differentiable, then, as it was mentioned in the introduction, the theorem would follow from [2, Theorem V.7.4]. But this is clearly not the case since f (y) = (y − K) + is merely a Lipschitz continuous function. However, it should be pointed out that u also has the representation
Therefore, if u(T ′ , ·) is twice continuously differentiable for some T ′ ∈ (0, T ), then we would have the second part of the theorem with T replaced by T ′ ; i.e., u(t, x) is twice differentiable with respect to x continuously in H T ′ , differentiable with respect to t continuously in H .8) there. Therefore, it will be enough for us to consider a simple case when b(t) ≡ β and prove that the probabilistic solution u of the problem
By means of a change of variable x → x + β, we are further reduced to consider the case β = 0, K 0 and the problem
We claim that the probabilistic solution u of the above problem belongs to C 1,2 loc (H T ) and satisfies the equation (2.1) pointwisely. By the reasoning described above, the proof of the theorem will be complete if we prove this claim.
It only remains for us to prove the claim. We can derive an explicit formula for the probabilistic solution u(t, x) of the problem (2.1), (2.2) as follows. Let Y s = Y s (x) be the process satisfying the stochastic equation
It is easy to verify that Y s is given by Y s = xe σw s −s/2 . Note that u(t, x) is then given by
Since Y s is a martingale and (y − K) + = (y − K) + (K − y) + , we also have
The above computations lead us to define
By (2.4) and (2.5), we find that u ∈ C (|v x | + |v xx | + |v t |)(t, x) = 0 locally uniformly in t ∈ [0, T ).
The following lemma, which plays the role of Lemma 2.1 in [1] , is the key for proving the above statement (2.7).
Lemma 2.8. Let v be defined by (2.6) and denote
Then we have the following estimate for v(t, x) in Q:
Proof. We shall assume that K > 0 and carry out the proof. The proof for the case when K < 0 is parallel and shall be omitted. First of all, it is clear from (2.6) that v ≥ 0. For any (t, x) ∈ Q, we define the process
where the values of g = g(s, y) on the "parabolic boundary" ∂ p Q of Q are given by
We claim that v ≤ṽ in Q. To see this, first note that
Thus, it is enough to show that v ≤ g on ∂ p Q. It is obvious that v(T, y) = 0 for any y ∈ (0, K) and v(t, 0) = 0 for any t ∈ [0, T ]. Also, since (y − K) + ≤ y for any y ≥ 0 and e σw s −s/2 is a martingale, we have
It thus follows that v ≤ṽ in Q. Therefore, we have
where, in the last step, we have used an inequality
The lemma is proved. Now, we are ready to prove the statement (2.7) and thus, the theorem. Again, as in the proof of Lemma 2.8, we shall assume that K > 0 since the case when K < 0 can be treated in a similar way.
We extend v to zero on (T, ∞) × (0, K). Then, it is easy to see that v belongs to C The above estimate obviously implies (2.7). The theorem is proved.
