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2 第 1章 序論
• 第１章では、本研究における序論を述べる。
• 第２章、第３章では、本研究で用いられる概念である SFCおよび ICN、NDNについて説明
する。
• 第４章では、本研究に関連する研究について紹介する。
• 第 5章では、本研究で用いられるネットワークアーキテクチャであるNDN FC+について説明
する。
• 第 6章では、本研究の提案手法について説明する。
• 第 7章、第 8章では、本研究の評価方法およびその結果について説明する。
• 第 9章では、本論文のまとめおよび今後の展望について述べる。
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と呼ばれる [1]。また、Service Chainingをサポートする仕組みとして、Software Defined Network







術の標準化推進団体である Internet Engineering Task Force (IETF)によって Service Chainingの
一つの方式である Service Function Chaining (SFC)が提案されている。
2.2 Service Function Chaining
SFCはService Chainingの1つの提案方式である。SFCはパケットのフローごとにNetwork Service
Header(NSH)と呼ばれるタグを付加し、そのタグの内容に応じて要求された各ファンクションを実




ためにAnti Virusと Fire Wallを要求される。この時、Parental Control → Anti Virus → Fire Wall
の順番でタグを付加されることにより、パケットはこの順番通りに転送されてサービスが実現する。
User2は動画視聴サービスを使用していることを想定しており、Video Optimizerおよび Fire Wall
が要求される。この時、Video Optimizer → Anti Virusの順番でタグが付加されると、User1の場































ICN としては様々なものが提案されており、PARC が提案し開発を進めている Content-Centric
Networking (CCN)や、CCNと同じアーキテクチャとしてスタートして現在は CCNとは別に Uni-
versity of California,Los Angeles で開発を進めている Named Data Networking (NDN)、EU の
Framework Program 7 のプロジェクトとして進められた PURSUIT や Network of Information
(NetInf) がある [8]。本研究では、これらの中で最も一般的に開発が進められている NDN を使用
する。
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いる。NDNは、現在の IPを中心とした砂時計の形状を変更するのではなく、図 3.1のように IPを
コンテンツ名に置き換える [6]。




に含め送信する。さらに、NDNのルータは、Forwarding Information Base(FIB)、Pending Interest
Table(PIT)、Content Store(CS)と呼ばれる三つのデータ構造を保持し、データ通信をサポートする。




トは Content Nameを使用して Producerに向けたルーティングを行う。また、同じ名前のパケット
を区別するため、Nonceにはそれぞれ一意のランダムな番号が記載されている。Dataパケットには
Consumerから要求されたコンテンツがエンコードされて格納される。しかし、Interestパケットお




ケットの数を指定する値である Final Block IDを通知するメカニズムがある。サイズの大きなコン
テンツを要求する最初の Interestパケットが Producerに送信されると、Producerはコンテンツの
Final Block IDおよび最初のセグメントを含んだ Dataパケットを返す。
3.3.2 Forwarding Information Base (FIB)
FIBは、Interestパケットの転送方向を決定するルーティングテーブルである。FIBに格納された
Name prefixおよび next hop Interfaceを使用することでこれを決定する。Interestパケットがルー
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図 3.2: Interest packet format
タに到着すると、Interestパケットの Content NameとName prefixを比較する。これらが一致して
いた場合、next hop Interfaceに記載された Interfaceの方向に Interestパケットを転送する。













1. まず始めに、Consumer から Producer 側に向けて Interest パケットが送信される。この時、
Interestパケットの Content Nameは/test/FILE/00とする。
2. Interestパケットがルータに到着すると、Interestパケットが到着する際に通過したインター
フェイスが PITエントリの In-Recordに記録される。その後、ルータは Interestパケットの
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図 3.3: NDNにおけるパケット通信手順
4. Interestパケットが Producerに到着すると、Producerは Interestパケットに対応したDataパ
ケットを Consumer側に送り返す。
5. Dataパケットがルータに到着すると、PITエントリの記録情報と Dataパケットの比較が行




る。この時、ルータを通過した Dataパケットを CSに Cacheする。
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図 3.4: NDNにおけるコンテンツ分割送信手順
3. Producerは送られてきた Interestパケットに対応したDataパケットを Consumerに向けて送
り返す。この時、Dataパケットにはコンテンツを分割した 1つのセグメントと Final Block ID
が含まれる。
4. Consumerが最初のDataパケットを受け取ると、Dataパケットに含まれる Final Block IDを
使用して残りの Interestパケットを送信する。







この章では、本研究で開発を行うSFCをNDNに適用したネットワーク (NDN Function Chaining+)
に関連する他研究について紹介する。
4.1 ICN Function Chaining
L.Liu.によって、情報指向ネットワーク（Information-Centric Networking)をベースとしたネット





図 4.1では、A、Bはそれぞれコンテンツを処理する Functionを表し、Dataは Producerを表し
ている。Consumerは Producerにある dataを A、Bで Function処理したコンテンツを要求するた
め、/A←/B←/Dataという名前を持つ Interestパケットを送信する。Interestパケットは名前の
prefixに記載された Functionへ送信される。Interestパケットが Functionに到着すると、Interest
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3. NFNルータは分解されたそれぞれの要素の名前の Interestパケットを作成し、各 Producerに
向けて送信する。
4. NFNルータが全ての Interestパケットに対応した Dataパケットを受け取ると、/f(/g(/x))を
実行する。




2. (λ zy.z y) func data
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3. (λ y.func y) data

















NDN-FC+には、Consumer、Producer Processに加え Function Processが存在する。Function
Processには Interestパケット送信機能、Dataパケット送信機能、コンテンツ再構成機能、コンテン
ツ処理機能があり、パケット通信の観点から Function Processは Consumer、Producer Processの
どちらの振る舞いも行う。そのため、NDN-FC+におけるConsumer-Function、Function-Function、
Function-Producer間の通信は、NDNにおける Consumer-Producer間通信と同様の動作をする。
5.2 Interest Function Field
NDN-FC+では、Interestパケット形式の中に新たに Function Nameフィールドが追加されてい
る。図 5.1にNDN-FC+における Interestパケット形式を示す [9]。Function Nameフィールドには、
Interestパケットが Producerに到着するまでに通過する Functionの名前が順番に記載されている。
例えば、Functionフィールドに/A/B/Cと記載された InterestパケットがConsumerから送信された
場合、この Interestパケットは Producerに到着するまでに/A→/B→/Cの順番で Functionを通過
する。Interestパケットははじめ、Functionフィールドの prefixである/Aに向かって送信され、/A
に到着すると Functionフィールド内の/Aが削除され、prefixは/Bとなる。このように、Function
フィールドの prefixと同名の Functionに Interestパケットが送信されることで、/A→/B→/Cの
順番でのパケットルーティングが実現する。
図 5.1: NDN-FC+における Interest Packet Field
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5.3 Data Function Field
NDN-FC+では、Interestパケットと同様に Dataパケットにも新たに Function Nameフィール
ドが追加されている。図 5.2に NDN-FC+における Dataパケット形式を示す [9]。Function Name
フィールドには、Dataパケットが運ぶコンテンツを処理した Functionの名前が記載される。これに
より、Dataパケットがルータに Cacheされた際に、Interestパケット名および Function Nameと一
致するものが Cacheヒットする。Dataパケットの Function Nameフィールドには、コンテンツが
Function処理を施されるたびに新たに Function名が追加される。
図 5.2: NDN-FC+における Data Packet Field
5.4 Consumer、ProducerおよびFunction間のコンテンツ転送
手順
NDN-FC+におけるコンテンツ転送の例を図 5.3を用いて説明する [9]。図 5.3では、Consumer、
Producerおよび一つの Function /A上でパケット通信を行う。このパケット通信を行う前、全ての
ルータにおいてデータは Cacheされていないものとする。
1. まず始めに、Consumerは最初の Interestパケット/test/FILE/00を Producerに向けて送信
する。この時、Content Nameが/test/FILE、Function Nameが/Aである。
2. InterestパケットがFunction /Aに到着すると、Function /Aは Interestパケット/test/FILE/00
を Producerに向けて送信する。この時、Function Nameから Function /Aの名前/Aが削除
され、Function Nameには/と記載されている。
3. Producerは Function /Aから送られた Interestパケット/test/FILE/00を受け取ると、要求さ
れたコンテンツをセグメント化し、Interestパケットに対応したDataパケット/test/FILE/00
を送り返す。Dataパケット/test/FILE/00には、一つのセグメントと Final Block IDが含ま
れる。
4. FunctionがDataパケット/test/FILE/00を受け取ると、Final Block IDに基づき残りの Interest
パケットを Producerに向けて送信する。
5. Producerが Interestパケットを全て受け取り、対応した Dataパケットを送り返す。
6. Function /AがDataパケットを全て受け取ると、コンテンツを再構築して Function処理を実
行する。Function処理が終わると処理が施されたコンテンツをセグメント化し、Consumerか
ら送られてきていた Interestパケット/test/FILE/00に対応したDataパケット/test/FILE/00
5.4. Consumer、Producerおよび Function間のコンテンツ転送手順 17
図 5.3: NDN-FC+におけるコンテンツ転送例
を送り返す。Dataパケット/test/FILE/00には、一つのセグメントと Final Block IDが含ま
れる。
7. Consumer が Data パケット/test/FILE/00 を受け取ると、Final Block ID に基づき残りの
Interestパケットを送信する。


























図 6.1: 複数の Function Processを所持する Functionルータ









上に擬似的な Consumer である Consumer for Update(U-Consumer) を配備することを提案する。
NDN-FC+に U-Consumerを配備した例を図 6.2に示す [9]。U-Consumerを定期的に起動し、自律
的に特定の Interest パケットを送信してコンテンツ要求を行うことによって Function ルータ内の
Cacheデータ更新を実現する。
図 6.2: U-Consumerの自律的 Interest送信
6.2.2 Interest EraseCache Field
図 6.2で行われるデータ転送は次のようになる。
1. まず始めに、Consumerから Producerに向けて Interestパケットによってコンテンツ要求が
行われ、コンテンツ転送が全て完了する。この時、Functionルータ内には Function処理前後
の二種類の Dataパケットが Cacheされる。
6.2. Functionにおける自律的な Cacheの更新 21
2. その後、FunctionルータにCacheされた Function適用後のDataパケットに対応した Interest
パケットが U-Consumerから送信される。
3. Interestパケットが送信され、Functionルータに到着すると、Interestパケットは同じ名前の









における Interestパケット形式に新しく EraseCacheフィールドを追加する。図 6.3に EraseCache
フィールドが追加された Interestパケット形式を示す [9]。EraseCacheフィールドには 0または 1が
記載され、EraseCacheフィールドに 1と記載された Interestパケットがルータに入った際、ルータ
にCacheされた同名のデータが削除される。Consumer Processや Function Processで生成、送信さ




U-Consumerから送信された Interestパケットは、当該 U-Consumerを起動する Functionルータの
みの Cacheデータの削除および更新を行うことができる。
図 6.3: EraseCache Field
6.2.3 U-Consumerへの Interestパケット共有
U-Consumer が自律的に Interest パケットを送信する場合、U-Consumer は Function ルータに
Cacheされたデータの情報を把握している必要がある。この課題の解決策として、Function Process
に Interestパケットが到着した際、Interestパケットの Content Name、Function Nameおよび到着
した時刻をU-Consumerに共有する手法を提案する。このようにすることにより、更新すべきデータ
22 第 6章 提案手法
の情報を U-Consumerが認識することが可能となる。U-Consumerへの Interestパケット共有アー
キテクチャを図 6.4に示す。















ネットワーク処理部を Function処理部から独立させる。分離した Function処理部を Functionルー
タ上に複数配備し、ネットワーク処理部によって適宜選択することによって、余計なリソースを割か















本評価では、図 7.1に示す NDN-FC+ARの構成を使用する [9]。
図 7.1: NDN-FC+ARによる Cacheデータ更新および Function呼び出し手法の動作確認のための
構成
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図 7.1の Function処理が実行されるように Function Nameフィールドに Function Processの名前








図 7.2: Functionチェインにおける NDN-FC+ARの動作確認のための構成
本評価では、NDN-FC+AR を適用したアーキテクチャ上で Function チェインをした場合、U-
Consumer から送信された Interest パケットが隣接ルータに到着した際に Cache データを削除せ
ずに正常な動作を行うことを検証する。図 7.2 の構成に関して、Producer が保持する画像データ
「test.jpg」はネットワークカメラによって５秒に一度更新される。Consumerは Interestパケット
「/test/producer/test.jpg」を送信し、画像データの要求を行う。また、Interestパケットには図 7.2の














1. 全てのルータで Cacheを有効にせず、図 7.3に示す構成で NDN-FC+を実行した場合 [9]
2. 全てのルータで Cacheを有効にせず、図 7.4に示すように Function Processにおいてネット
ワーク処理部と Function処理部を分離した構成で NDN-FC+を実行した場合 [9]
3. FunctionルータのみCacheを有効にし、図 7.5に示す構成でNDN-FC+ARを実行した場合 [9]
図 7.3: コンテンツ取得時間の比較条件１の構成
図 7.4: コンテンツ取得時間の比較条件２の構成

















図 7.1に示した NDN-FC+ARの構成における実行結果を図 8.1、図 8.2、図 8.3に示す [9]。




図 8.1: ネットワーク処理部と Function 処理部間のデータ通信











図 8.2: Function 処理部によるコンテンツ加工
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含んだDataパケットが Functionルータに新しく Cacheされるため、正常に Cacheデータの更新を
行うことができた。
図 8.3: EraseCache による NDN-FC+AR の動作
32 第 8章 評価結果
8.1.2 FunctionチェインにおけるNDN-FC+ARの動作結果
図 7.2に示した NDN-FC+ARの実行結果を図 8.4、図 8.5に示す。




















図 8.4、図 8.5に示した Functionルータの動作により、Functionチェインにおいて EraseCache
フィールドのアーキテクチャは正常に作動していることが確認できた。
図 8.5: U-Consumerが送信する Interestパケットが隣接ルータに到着した際のルータの動作
34 第 8章 評価結果
8.2 コンテンツ取得時間の比較結果
7.2で示した三つの条件のコンテンツ取得時間を表 8.1に示す [9]。
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