Low-thrust propulsion is becoming increasingly considered for future space missions, but optimization of the resulting trajectories is very challenging. To solve such complex problems, differential dynamic programming is a proven technique based on Bellman's Principle of Optimality and successive minimization of quadratic approximations. In this paper, we build upon previous and existing optimization strategies to present an alternative hybrid variant of differential dynamic programming for robust low-thrust optimization. It uses first-and second-order state transition matrices to take advantage of an efficient discretization scheme and obtain the partial derivatives needed to perform the minimization. Unlike the traditional formulation, the state transition approach provides valuable constraint sensitivities and furthermore is naturally amenable to parallel computation. The method includes also a smoothing strategy to improve robustness of convergence when starting far from the optimum, as well as the capability to handle efficiently both soft and hard constraints. Procedures to drastically reduce the computation cost are mentioned. Preliminary numerical results are presented and compared to existing algorithms to illustrate the performance and the accuracy of our approach.
Nomenclature

∆
Trust Region radius ∆ max Maximum trust region radius ∆ min Minimum trust region radius ǫ
Step reduction parameter Total derivative of x with respect to time:ẋ = dx/dt A • B When A is a matrix and B is a second-order tensor: (A • B) ijk = p A(i, p)B(p, j, k). When A is an array, (A • B) ij = p A(p)B(p, i, j) J * Control-free cost where control is replaced by the state-dependent control law: J * (x) = J(x, π(x)) J q First partial derivative of J with respect to the dummy vector variable q (columnwise convention):
· · · I. Introduction L ow-thrust propulsion systems are gaining consideration for future space missions because propellant is used more efficiently, allowing reduced spacecraft mass and/or increased payload capacity. The Deep Space 1 mission successfully implemented this technology to achieve a comet encounter 1 and the Dawn mission is currently using electric propulsion to transfer to the two most massive asteroids in the solar system, Vesta and Ceres. 2 Many other past, current, and planned missions are taking advantage of low-thrust technology.
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However the optimization of the resulting trajectories is a very challenging and time-consuming task since such problems are characterized by highly nonlinear dynamics, control bounds, state constraints, large design spaces with discrete system parameters, and multiple local optima. This paper presents an efficient trajectory optimization method that is only local but global optimization can be achieved by rapid problem convergence that allows more trials of initial guesses.
In the literature, numerous approaches have been reported to solve this problem. 4, 5 Most of them typically fall into two distinct categories: indirect and direct methods. Indirect methods are based on necessary optimality conditions derived from the Pontryagin Maximum Principle. 6 The original problem is then reduced to a two-point boundary value problem, solved via shooting, relaxation, collocation, or gradient descent. But the methods depend strongly on the accuracy of the initial guess, and introduce extra variables -the so-called co-states -which are not physically intuitive. On the other hand, direct methods consist of the direct minimization of the objective function by discretizing the control variables and using nonlinear programming techniques. 7 These methods are more robust and flexible primarily because the necessary conditions do not have to be derived for each problem. However, the parameterization leads to a large number of variables, especially when the thrust has to be operated over long periods.
One idea that combines the advantages of both approaches is provided by Differential Dynamic Programming (DDP). 8 The method is based on Bellman's Principle of Optimality of dynamic programming and successive backward quadratic expansions of the objective function. Quadratic programming is then used on each resulting quadratic subproblem to find control increments that improve the trajectory locally. The states and objective function are then calculated forward using the new control law and the process is repeated until convergence. DDP has second-order convergence if sufficiently close to the optimal trajectory, and appears to be numerically more efficient than Newton's method. 9 Like direct methods, DDP is known to be robust to poor initial guesses since it also includes a parameterization of the control variables. However, it is not as sensitive to the resulting high dimensional problem because DDP transforms this large problem into a succession of low dimensional subproblems. In addition, there is also a strong connection with indirect methods. For instance first-order DDP integrates the same equations as those from calculus of variation and finds control increments to decrease the Hamiltonian at each iteration. 10, 11 In second-order DDP, Jacobson performs strong control variations to globally minimize the Hamiltonian for simple problems. Therefore, DDP is not blind to necessary conditions of optimality, which makes the minimization process more robust.
DDP is a tool of choice for problems that can be translated into a dynamic optimization formulation.
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We will see in the next section how to convert low-thrust problems into a form suitable for DDP. However, although DDP has been increasingly used in favor of more traditional control theory algorithms, it is only effective for smooth unconstrained problems, otherwise it may converge slowly or may not converge at all. Unfortunately low-thrust problems typically include constraints (control bounds, terminal constraints in particular) and are highly non-smooth because they generally involve bang-bang controls. Accordingly, this paper discusses modifications and improvements to the standard DDP algorithm. By combining DDP with some well-proven mathematical programming techniques, we get an efficient Hybrid Differential Dynamic Programming (HDDP) algorithm for low-thrust trajectory optimization, with an emphasis on robustness and flexibility. The following subsections outline areas of improvement addressed in this study.
A. Efficient discretization scheme
DDP is primarily used in discrete time problems. To handle continuous time problems, most previous authors use an Euler scheme to approximate dynamics, 8 resulting in a loss of accuracy. In this paper, we follow the recent work of Whiffen 13 and Patel et al. 14 to keep the exact dynamics during the optimization process using multiple stages of fixed control. In particular, Whiffen developed the SDC algorithms, which are considered as state-of-the-art for DDP-based methods. The multi-stage SDC formulation has been been successfully implemented in the Mystic software to solve complex low-thrust problems. 15 For example, Mystic is currently being used at the Jet Propulsion Laboratory to design and navigate the elaborate trajectory of the aforementioned Dawn spacecraft. But contrary to the SDC algorithm that relies on Riccati-like equations integrated backward to get the derivatives, we propose to use the first-order and second-order state transition matrices to generate the required partials. We will show in later sections that the STM-based formulation enjoys several benefits such as improved constraint handling and natural parallelization.
B. Improvement of convergence properties
DDP is based on successive quadratic approximation methods. But minimizing a quadratic is only directly possible when the computed Hessian is positive definite, which may not (and in practice will not) be the case for general nonlinear dynamics and initial guesses far from optimality. DDP may not converge at all in that situation. The traditional way to remedy this issue is to the shift the eigenvalues of the Hessian to ensure positivity using one of the many Trust Region or shifting variants. 13, 16, 17 But a major drawback of the shifting strategy is that the exact Hessian of the problem is no longer used, and therefore the rate of convergence is likely reduced.
We therefore selected another -related -approach that relies on smoothing and stabilizing the problem by adding a perturbed quadratic energy term in the objective function. This extra term yields more regular controls and tends to make the exact Hessian of this auxiliary problem positive definite. Unlike standard smoothing methods that reduce the perturbed term by continuation, our approach allows it to be specified dynamically (rather than statically in advance) to guarantee positivity and control the increment step to ensure second-order expansions are correct.
C. Constrained optimization
Modifications of the DDP algorithm for constrained problems have been proposed by many authors. They can be grouped together in two main categories. The most popular way is to add a penalty function in the objective to convert the constrained problem into an unconstrained problem. 13, 15 The second approach is to use active set quadratic programming methods to perform minimization while satisfying constraints to the first or second order.
14, 18 Although quite successful, from a mission analysis point of view, previous methods suffer a common deficiency. Low-thrust problems involve hard and soft constraints and previous approaches do not differentiate between them. Hard constraints (HC) are constraints that must not be violated. They consist principally of technical limitations of the spacecraft (maximum thrust, maximum heating, ...). On the other hand, soft constraints (SC) can be satisfied within a specified tolerance. A typical example of a soft constraint in preliminary design is a maximum miss distance allowed for a rendezvous problem.
In our algorithm, hard and soft constraints are handled differently to better reflect user requirements. Constrained quadratic programming is used to guarantee adhesion to active hard constraints. Soft constraints are modeled using an augmented Lagrangian approach where constraint penalty terms are added to the Lagrangian. Then the unconstrained DDP approach can be used to solve the resulting unconstrained minimization problem. This procedure for handling mixed hard/soft constraints has been previously adopted by Lin et al. 19 We will see in a later section how we can take advantage of the STM-based approach to improve algorithm efficiency of this procedure. This paper is organized as follows. First we present our general model algorithm. Next, we describe different strategies to improve convergence properties followed by a procedure to account for mixed hard/soft constraints. A summary of the different steps of the full algorithm is then presented including a section dealing with practical speed improving implementations of the algorithm. Finally, we show representative numerical results.
II. Problem Statement
A. Discretization
Consistent with the management period formulation of SDC, 13 the trajectory is subdivided into N segments with constant thrusting (see figure 1 ). This is a reasonable model since the thrust cannot change too frequently in reality. This also reduces the computational requirements because control variables are reduced. Figure 1 . Discretization of low-thrust problem.
B. Dynamics
The mapping between the states that form the segment boundaries is defined on each segment by:
In our formulation for a continuous problem,
Note this is an extension of the discrete DDP formulation of Mayne 20 and Jacobson 8 in which
, which corresponds to an Euler scheme.
C. Objective function
The objective function to be minimized is defined by:
Note that accumulated loss function over the whole segment
l(x, u k ) dt can be classically represented as well by adding an extra state variable. A typical example is the fuel consumption of the spacecraft where l is equal to thrust.
D. Constraints
For each node k = 0...N , constraints are written in the general form g k and h k to account for path, control and terminal constraints. To simplify the notations, we add a dummy control at the last node u N = 0.
E. Summary: Dynamic optimization formulation
The optimal control problem we are considering is reduced to the following form:
This formulation has a dynamic structure that is well adapted to apply Bellman's Principle of Optimality that describes the process of solving problems where one needs to find the best decisions one after another (see figure 2 ). An approach for the solution using DDP is discussed in detail in the following sections. 
III. STM-based DDP algorithm formulation
DDP procedures for unconstrained discrete-time control problems were initially introduced by Mayne,
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Jacobson and Mayne, 8 Gershwin and Jacobson, 21 Dyer and Mc Reynolds, 22 and further developed by many other authors. Yakowitz gives a survey of the many different versions of DDP. 23 This section represents part of this continuing effort to investigate improved implementations of DDP. After reviewing the basics of DDP, we introduce the State Transition Matrix approach to obtain the partial derivatives needed by DDP.
A. Bellman Principle of Optimality
The fundamental foundation of DDP is Bellman's Principle of Optimality. 24 It essentially states that on an optimal solution no matter where we start, the remaining trajectory must be optimal. Therefore instead of considering the total cost over the whole trajectory of Eq. 3, dynamic programming techniques consider the cost-to-go function:
Since the search of the optimal control at each segment is independent of the initial states and controls used before the segment considered, the goal is to seek the minimum of this cost-to-go for each k = 0...N − 1, which is obtained through a control law π k . Therefore J * k depends on the current state x k only.
According to the Principle of Optimality, we can perform a recursion by decomposing this optimization problem into that of the current segment plus that for the rest of the cost-to-go:
Using Eq. 7 we can substitute the cost-to-go of the next segments:
Eq. 9 is the fundamental recursive equation that is the basis for all dynamic programming techniques. If we suppose that the minimization has been performed at segments k...N − 1, then J as the expected cost if the system is initialized with state x k at time step k, and governed by the controls obtained to minimize the remaining time steps. The well-known Hamilton-Jacobi-Bellman partial differential equation can be derived from Eq. 9 by differentiating it with respect to time.
However, classical dynamic programming performs the minimization step of Eq. 9 by discretizing both states and controls, which requires huge storage requirements ("curse of dimensionality"). To overcome this issue, differential dynamic programming sacrifices globality with local quadratic approximations around the current trajectory at each segment, which reduces drastically the dimension of the search space. In our approach, the coefficients of the quadratic approximations are derived with the help of the first-order and second-order state transition matrices. This formulation comes naturally from Bellman's Principle of Optimality and offers several advantages to be explained throughout the next sections.
B. Local quadratic expansion
Being a second-order method, DDP relies on quadratic Taylor series expansions about the nominal solution in terms of state and control deviations δx k = x k − x k and δu k = u k − u k . Expanding the cost-to-go function
The goal is to find the coefficients of this Taylor series expansion to be able to minimize this expression with respect to δu k . This is achievable by marching backwards and mapping the partials from one segment to another using the state-transition matrix. Indeed, if the minimization has been performed at the segments upstream, then the partials J * x,k+1 and J * xx,k+1 are known. Therefore we can expand the terms of the current cost-to-go J k = L k + J * k+1 and match with those of Eq. 10:
All partials of Eq. 11a and Eq. 11b are known. However, to be able to equal coefficients, we need to express δx k+1 as a function of δx k and δu k . Using Eq. 1, we can do a quadratic expansion of the transition function to obtain the desired relationship:
To get a more compact expression for clarity, we define the augmented state
. By definition of the first-order and secondorder state transition matrices, Eq. 12 simplifies to: State transition matrices are useful tools for our problem since they can map the perturbations in the spacecraft state from one time to another. The methodology presented here to propagate perturbations with high-order state transition matrices is not new. For instance, Majji et al. 25 and Park et al. 26 use them to implement very accurate filters for orbital propagation under uncertainty. The state transition matrices are computed from the following differential equations:
Combining Eq. 11a, Eq. 11b, Eq. 13, and matching Taylor coefficients of the variation of
with those of Eq. 10, we get the needed partials:
C. Connection with Pontryagin Maximum Principle
Since the sensitivity of J with respect to x is generally the same as the co-state of x, 10 the discrete Hamiltonian of node k is then defined by:
We can express the partials of the cost-to-go as a function of partials of H k . First, the STMs are partitioned according to the parts relative to the states and the controls. For instance, the first-order STM is partitioned the following way:
The same principle applies for the second-order STM. We can now express the cost-to-go partials in terms of the submatrices generated:
Eq. 18a and Eq. 18b show that the first-order derivatives of the current cost-to-go and that of the Hamiltonian are identical. Therefore, minimizing J k comes to the same as minimizing H and the final optimal solution found by DDP is then guaranteed to satisfy the Pontryagin Maximum principle. In the case of DDP, the minimization is performed using weak variations of the controls (necessary to keep the secondorder approximations accurate as we will see in the next section) in contrast to many indirect methods that use strong variations. Also, one advantage of our discrete formulation is that H at one node accounts for the effect of the controls over the entire corresponding segment through the sensitivities provided by the STMs. Most previous discrete or continuous formulations are minimizing H at one point only, 8, 24 which is less efficient and requires more mesh points to optimize at the same resolution, as shown in figure 4. However, a fine grid is still necessary for areas with rapidly varying optimal controls since constant controls do not capture well the optimal solution in that case.
In the rest of the paper, we will keep using the partials with respect to the cost-to-go function. If necessary, the Hamiltonian partials counterparts are derived easily using Eq. 18a to Eq. 18e.
D. Control law
Now that we know the coefficients of the Taylor series, we can minimize Eq. 10 with respect to δu k . Making the gradient vanish, we get the usual control law:
However, the resulting δu k might violate hard constraints or J uu,k might not be positive definite -in the latter case δu k is unlikely to be a descent direction. Therefore, to ensure that our algorithm can handle general situations, we will not take this specific control law. All we assume is that the control law is affine with respect to the states:
If the problem is unconstrained and J uu,k is positive definite (a very rare case in low-thrust problems without the smoothing strategy explained in section IV), then:
Otherwise, the matrices A k and B k have to be modified to obtain the right control law. This will be the subject of the next two main sections.
E. Derivation of state-only quadratic coefficients and expected reduction
After replacing in Eq. 10 the controls with the corresponding state-dependent control law and noting that the square matrix is symmetric, we can deduce the expected cost reduction and the state-only quadratic coefficients at the segment k:
The initial conditions of those coefficients are obtained from the terminal cost function, while the expected reduction is set to zero at the beginning of the procedure:
The general procedure outlined in this section to obtain the required partial derivatives is summarized in figure 5 . This step is generally called a backward sweep in standard DDP papers. Note that the computation of the STMs is performed forward alongside the integration of the trajectory. Therefore contrary to most DDP approaches as well as the SDC algorithm, 13 no integration is needed in our backward sweep. 
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Quadratic approximation Quadratic approximation 
IV. Improvement of convergence properties
Like most second-order methods, one complication with DDP is the reliance on the Newton step −J −1 uu,k J u,k for the minimization of the quadratic subproblems at each segment. However, a descent direction is guaranteed to be obtained only if J uu,k is positive definite, which may not (and likely will not) be the case in practice. Another issue is the necessity to limit the magnitude of the variations δx k and δu k to ensure that the second-order truncations of the Taylor series are reliable. Our approach intends to solve both issues by using an innovative adaptive smoothing strategy that simultaneously enforces positive definite Hessians and limits the increment magnitudes within a certain radius.
A. Adaptive smoothing strategy
Our approach is inspired by the smoothing method of Jacobson et al. 27 and Bullock 28 who modify the original problem by adding to the objective function a quadratic penalty term on the control variations of each segment:
The effect of the Hessian, shown in Eq. 25, is similar to that of a shifting strategy, i.e. a multiple of identity is added to obtain a modified positive definite Hessian. Note that there is no effect on the gradient because δu k = 0 on the nominal solution.
Contrary to Jacobson who uses for all controls a single η specified in advance in order to follow a monotone decreasing sequence, our η k is dynamically adjusted so that the resulting step falls within the current trust radius ∆. For that, we compute the minimum eigenvalue λ min of the Hessian J uu,k of the original problem and choose η k = max(0, λ * − λ min ) where λ * = J u,k ∆ to ensure that the Hessian J uu,k of the modified problem has no eigenvalues smaller than λ * . This way the equation J uu,k δu k = −J u,k is guaranteed to have a solution with δu k ≤ J u,k λ * = ∆. We emphasize that our trust region method is not iterative and the eigenvalue calculation is fast due to the typical low dimension of the control vector, u. The advantage of this approach over a classical shifting strategy is that we are modifying the problem to use the exact Hessian instead of the modifying the Hessian of the original problem, which would make the minimization less efficient.
B. Trust Region Update
It is necessary to have a procedure to quantify the quality of the second-order approximations. One would like to be able to define the region in which the quadratic truncations are reliable. Following Rodriquez et al, 29 Whiffen, 13 and other general nonlinear programming techniques, a test at the end of each full iteration is therefore performed based on the cost reduction ratio ρ defined by:
If ρ ≤ 0, this means that there is no reduction, the approximation is bad and the trust region radius ∆ has to be reduced, and the iterate is rejected. If ρ > 0, the trust region update depends on how close to zero or one ρ is, and whether the control iterate is on the boundary of the trust region. There is no general rule for the trust region updating, it is essentially based on heuristic and experience. The procedure used in the algorithm is the same as the one of Rodriguez et al.:
Note that if the iteration was not successful, we reject the step and redo the backward sweep with the reduced radius without recomputing the STMs.
V. Constrained Differential Dynamic Programming
Low-thrust problems always involve a certain number of constraints, from limitations on the controls to terminal state constraints necessary to achieve mission objectives. But the methodology described in Section III is designed for unconstrained problems only, so it has to be modified to account for constraints. One common and perhaps the simplest solution method uses penalty functions to transform the problem to an unconstrained form. 13, [30] [31] [32] [33] While this technique is proven successful under many circumstances, penalty functions are known to accompany slow convergence rates. 34 Here we explore alternative methods in search of improved convergence (despite the added complexity). To make the HDDP algorithm more flexible and obtain tailored trajectories, we propose a methodology that can handle and differentiate between hard and soft constraints. This gives more degrees of freedom to ease convergence while satisfying the constraints accurately. The two corresponding computational procedures are presented below.
A. Hard constraints handling by Fletcher's quadratic programming
Some constraints must not be violated. Examples include the maximum allowed thrust of a spacecraft engine, the minimum distance to the sun, minimum flyby distances, or an automated docking maneuver. Therefore, the control law δu k = A k + B k δx k has to be modified so that it can only cause changes along the active hard constraints. A simple procedure is proposed by Yakowitz.
18, 35 Active constraints are linearized and a constrained quadratic programming technique based on Fletcher's work 36 is applied.
The problem to be solved is very similar to the one of Eq. 5, except that we are now considering only constraints of the form g k (x k , u k ) = 0 at each segment. g k is of dimension m k and includes the equality constraints and the current active inequality constraints that must be satisfied. The set of active inequality constraints comes from the preceding iteration. We assume here that all constraints are independent and m k < n u (if m k ≥ n u , the reader is encouraged to relax some constraints with the method of the next subsection). Control-independent terminal constraints g N (x N ) = 0 can be expressed in this form by replacing x N using Eq. 1 to get g N = g N (F (x N −1 , u N −1 ) ).
As in Section III, a new control law must be found by marching backwards and solving the successive minimization subproblems that arise. As usual, we perform a quadratic approximation of J k while the constraints g k are linearized. If necessary, J uu,k should be handled using techniques of Section IV.
Fletcher 36 presents a good algorithm for this problem by solving the Karush-Kuhn-Tucker (KKT) conditions. The Lagrangian of the system is introduced:
Making the gradient of Eq. 29 vanish with respect to δu k and λ leads to the following system:
To solve it, the classical formula for the inverse of a partitioned matrix is used:
where
The KKT conditions require the Lagrange multipliers of the active inequality constraints to be positive.
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Therefore the signs of the updated components of the multipliers are tested on the nominal trajectory (i.e. for δx k = 0). If some components are not positive, corresponding constraints are dropped from the set of active constraints, and Fletcher provides an economical algorithm to modify matrices G and K accordingly.
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Suppose for simplicity that it is the m th equation that must be dropped:
In addition, if u k + A k violates an inactive constraint, A k is modified by reducing the current trust-region radius ∆ k until the constraint is satisfied (using a dichotomy procedure for instance). Also, the control law of Eq. 31 guarantees only that the constraints are met to the first-order. During the forward run, precautions must be therefore taken to ensure nonlinear constraints are still satisfied (by reducing the trust-region radius for instance). For highly nonlinear constraints, it might be more efficient to employ the next method with a small tolerance. In future work we intend to implement the algorithm of Patel and Scheeres 14 who derive a quadratic control low to meet the constraints to the second-order.
Finally, note that this approach requires starting with a solution that is exactly (or close to be) feasible. In fact the algorithm stops when a solution is strongly infeasible and no locally feasible point can be found. Consequently, a preliminary run to minimize only constraint violations might be necessary to guarantee feasibility. The method described next could also be used at first. In practice, the HC method is particularly useful for linear constraints such as maximum thrust or minimum orbit radius where nonlinearity is not an issue and feasible initial guesses are easy to achieve.
B. Soft constraints handling by Augmented Lagrangian
Some constraints are extra difficult to make feasible and, further, have a wide array of acceptable violation. It is also sometimes beneficial to violate hard constraints on the way to convergence to obtain more easily a feasible trajectory that hits the target first. In these cases, we relax the "soft" constraints based on the Augmented Lagrangian method (ALM). This method was proposed in the nonlinear programming area by Hestenes 38 and Powell 39 to overcome the main difficulties of traditional penalty function methods related to ill-conditioning and slow rate of convergence. ALM consists of introducing dual multiplier variables associated to each constraint and transforms the constrained problem into an unconstrained one, which DDP can solve effectively. This technique is also well-suited for our STM-based algorithm because partial derivatives with respect to the multipliers can be calculated "for free" without integrating a new set of equations.
Formulation of the problem
For relaxing constraints at segment k, the augmented Lagrangian loss function is introduced as:
The choice of P 1 and P 2 is known to have a dramatic effect on robustness and convergence rate. 40 For equality constraints, the classical multiplier penalty function is used:
The choice of the function for inequality constraints is not as simple. DDP is a second-order method that requires functions to be twice differentiable, therefore we cannot extend the previous penalty function to inequality constraints (second derivative would not be continuous). Chang et al. 41 and Ruxton 42 suggest a second-order continuous multiplier function that is showing encouraging results with DDP.
In the primal-dual framework, the optimal control problem of Eq. 5 is recast as the following minimax problem. We omit theoretical justifications for the conciseness of the paper and interested readers may refer to the book of Bertsekas for detailed theory. 
This minimax problem is solved in two successive stages. In the first stage, λ k is kept constant and the procedure of Section III is applied to perform minimization with respect to u without regard to the value of the constraints. In the second, an increment δλ k is calculated (without requiring another calculation of the STMs) to move towards feasibility. The methodology applied for this second step is described in detail below. Since the procedure is common for any segment, consider for simplicity only p constraints at an arbitrary segment q.
Generation of multiplier partial derivatives
At segment k = q (constraints do not contribute for k > q), sensitivities of the cost with respect to multipliers come from the added multiplier penalty function:
At segments k < q, mapping of control-free partials (see next subsection on how to generate those) from segment k + 1 to segment k provides the desired derivatives. Since multipliers do not appear in the equations of motion, derivatives with respect to multipliers only are straightforward:
Cross derivatives are determined using the definition of the first-order STM and the chain rule. This is one advantage of the STM-based formulation: only a chain rule through the STM is calculated without having to integrate more equations. Note this method can be generalized to get the partial derivatives of any function dependent on the augmented state at a particular time.
Augmented control law and generation of control-free partials
To obtain the control law, we still do a quadratic approximation of the current cost-to-go but we add some terms to account for partials with respect to the Lagrange multipliers:
Making the gradient of this expression vanish with respect to δu k , we get the control law of the form:
A k and B k are still given by Eq. 21 or, in case when hard constraints are present, Eq. 33. C k,q has similar expressions:
where K is defined by Eq. 33. Replacing the control law in Eq. 43, we obtain extra expressions for the control-free partials with respect to the multipliers, in addition to Eq. 22b and Eq. 22c:
Multipliers increment
The last two procedures are repeated recursively in a backward sweep until the first segment is reached. The result is the final derivatives of the total cost with respect to the multipliers:
Jacobson proves that the resulting J λλ should be negative definite under mild conditions. 8 The optimal increment to maximize J is then δλ q = −J −1 λλ J λ . To limit the step magnitude and justify quadratic expansions, this expression is modified using a step reduction parameter ǫ:
Plugging this step into the quadratic expansion of J with respect to λ, δJ = ER + J T λ δλ + δλ T J λλ δλ, the updated expected reduction -note that it can be now an augmentation due to the negativity of J λλ -is easily derived:
Improvement check and update of penalty parameters
First, to ensure Taylor series expansion are accurate, actual and expected reductions must be compared. In addition, KKT conditions should be satisfied more accurately. Equality constraints should be reduced at each iteration. For inequality constraints, the criterion is a decrease in quantity λ k h k since it should tend to zero at the optimal KKT solution. To summarize, the corresponding criteria for a successful iteration are the following:
If the above criteria are not satisfied, ǫ is reduced by half and the process is repeated. If ǫ reaches a certain threshold ǫ min , no improvement can be obtained. In that case, in the current version of the algorithm, penalty parameters are increased by a certain factor to give more weight to the constraints. Future work intends to update penalty parameters at each iteration in a way that guarantee enough reduction towards feasibility. In fact, thanks to the STM approach, partial derivatives of each constraint taken individually can be obtained with limited computational effort using the same procedure as in Eq. 42. The expected reduction for each constraint could be therefore computed for a given penalty parameter, which could be then adjusted to change the expected reduction in order to meet a specified degree of infeasibility. This would make more physical sense to the penalty update rather than using an arbitrary monotone increasing sequence.
VI. Summary of the HDDP algorithm
Step 0. Initialization For each constraint, decide whether it is hard or soft. Select initial controls u k for k = 0...N − 1, initial Lagrange multipliers, initial penalty parameters, initial radius, convergence thresholds. Calculate trajectory, initial objective and constraint values. Contrary to indirect methods, note that the algorithm is not hypersensitive to the initial Lagrange multiplier values and simple guesses are sufficient in general. This statement also holds for initial control guesses.
Step 1. Computation of first-order and second-order STMs Evaluate Φ 1 k (t k+1 ) and Φ 2 k (t k+1 ) for k = 0...N − 1 in forward time. This is the most computational intensive step of the algorithm. If available multi-core computers or clusters can be used to perform this step in parallel (see next section). Step 2. Backward Sweep with fixed multipliers Perform recursive mapping of control and state cost derivatives. Deduce control law δ u = A + Bδ x (where A and B are given by Eq. 21, or Eq. 33 when hard constraints are present), and corresponding expected reduction ER.
Step 3. Objective function improvement test If ER is less than convergence tolerance and constraint tolerances are met, solution is converged. Otherwise integrate trajectory with the new control law. Update trust region based on trust region ratio ρ. If ρ < 0, GOTO step 2. If soft constraints are within tolerances, GOTO step 1.
Step 4. Backward Sweep with free multipliers Perform recursive mapping of multiplier cost derivatives. Deduce augmented control law δ u = A+Bδ x +Cδ λ (A and B have the same expression as in step 2, C is given by Eq. 45), cost derivatives with respect to multipliers J λ , J λλ and corresponding expected reduction ER.
Step 5. Multipliers increment Set δλ = −ǫJ
Step 2 − ǫ)ER AND ǫ ≥ ǫ min , set ǫ = ǫ/2 and GOTO step 5. ELSEIF ǫ < ǫ min , GOTO step 7. OTHERWISE GOTO step 8.
Step 7. Penalty parameter updates Set c new = αc and GOTO step 2. α is an arbitrary positive number. Experience tells us that α = 2 is a good value for most problems. More elaborate update schemes can be implemented here.
Step 8. Controls and multipliers update Set x k = x k,new , u k = u k,new , λ = λ new , J = J new , and c new = c + γ. GOTO step 1. γ is another postive tuning parameter to slightly increase penalty constraints at each iteration. This is optional since it is not required in ALM methods. We took γ = 10 but we believe any small value would work as well.
VII. Improvement of efficiency
It has been shown that the introduction of state-transition matrices to compute required partial derivatives provides several advantages. Nevertheless, their high computational cost, due to the necessity to integrate a large set of equations at each segment, poses an important problem for the efficiency of our algorithm. A problem with n states generally requires n 2 and n 3 (n(n 2 + n)/2 if the symmetry of the secondorder STM is taken into account) additional equations to be integrated for the first-and second-order STMs respectively. Below we mention possible approaches to significantly enhance the computational efficiency of our algorithm.
A. Parallelization of STM computations
Once the trajectory is integrated, the STMs at each segment can be computed independently from each other. The STM calculations can therefore be executed in parallel on a multicore machine or even a cluster to dramatically reduce the computation time (see figure 7 ). This is a major advantage over classical formulations where the derivatives are interconnected and cannot be computed independently. 
B. Adaptive mesh refinement
Low-thrust optimal control is inherently discontinuous with a bang-bang structure. Since the location of the switching points is known in advance, a fine equally-spaced mesh is required to obtain an accurate solution if the mesh is kept fixed during the optimization process. To use a more coarse mesh and reduce the computational cost, one can employ an internal mesh optimization strategy that automatically increases the resolution when the control undergoes large variations in magnitude. 43 This leads to an algorithm that is able to properly describe the optimal control discontinuities by creating a mesh that has nodes concentrated around switching points.
C. Analytic State Transition Matrices
State transition matrices can be derived analytically for some problems. 44 It is known that low-thrust optimization software utilizing analytic STMs enjoy impressive speed advantages compared to integrated counterparts. 45, 46 Our approach offers the possibility to use those analytic STMs instead of the integrated ones, which similarly enables tremendous computational time savings. This promising topic is not going to be developed here but will be the subject of a future paper.
VIII. Numerical results
Two example problems are presented to test the performance of our algorithm and to demonstrate the capabilities of the different techniques selected. Table 1 . Normalized data of the problem
A. One Dimensional Landing Problem
We start with a simple dynamical problem. The objective is to minimize fuel during the vertical descent of a lander with a fixed final time. Despite its apparent simplicity, this is a good benchmark problem because the equations of motion are linear with respect to the control, so the thrust will exhibit a bang-bang structure, which is hard to tackle with traditional DDP. The cost function to be minimized is J = −m(t f ) and the dynamics of the problem are governed by:
The initial conditions h(0) = h 0 , v(0) = v 0 and m(0) = m 0 are fixed and the constraints are set to be:
Terminal constraints are considered to be soft but control bounds are hard constraints. Numerical data are shown in table 1 and are taken from Ref. 47 . Results are compared with two existing solvers, DIDO and BNDSCO. DIDO is considered as a state-of-the-art direct solver and is discretizing states and controls using a pseudo-spectral method in order to fit efficiently globally orthogonal polynomials to the discrete data over the entire time span. 47 However, like all collocation methods, it does not exactly capture the dynamics. On the other hand, BNDSCO is a multiple shooting indirect method that relies on optimal control theory to solve effectively boundary-value problems, yielding accurate solutions without discretization. First, a 10-node equally-spaced mesh is given to DDP and a 10-node mesh is given to DIDO with automatic spacing. The number of nodes is kept fixed during the optimization process for both algorithms. We can see in figure 8 that the DDP solution obtained is much closer to the exact solution than the DIDO one with the same number of nodes. The DDP solution differs from the exact one in only one segment, corresponding to the segment where the bang is happening. The mesh is therefore not fine enough to be able to capture the optimal switching time. In figure 9 , we associate our algorithm with an adaptive mesh strategy, while a finer grid of 30 nodes is given to DIDO. The resulting DDP solution becomes then almost exact with a resulting mesh of 15 nodes only, whereas DIDO still only approximates the solution despite using more nodes.
Also, it is interesting to check the efficiency of the Augmented Lagrangian method compared to classical penalty method. Figure 10 presents the evolution of the constraint violation versus number of iterations. It is clear that ALM leads to a much faster reduction of constraint violations. This is because it forces violations to be reduced at each iteration, which is not the case in the penalty method. The resulting reduction in the number of iterations is an important asset, especially for complex problems where each iteration is computationally expensive. Finally, we examine a more complicated problem about the minimum fuel optimization of a low-thrust circle-to-circle planar orbital transfer between LEO and GEO orbits. Numerical data used for the transfer are given in table 2. A fixed equally-spaced mesh of 50 nodes is used. Results are compared with the indirect solver T3D dedicated to orbital transfers. 49 Since it is an indirect method that is not discretizing controls, it gives "exact" locally optimal solutions. Figure 11 compares the thrust structure of the DDP solution with the one of T3D. Despite the complexity of structure with multiple bangs, we can see that they agree quite closely. Except a very fine bang at the beginning that is not captured, all be bangs are reproduced accurately. Future work intends to implement the adaptive mesh approach from the previous example to reproduce the switching structure more accurately. 
B. LEO-to-GEO orbital transfer
IX. Conclusion
In this paper, a new second-order algorithm based on Differential Dynamic Programming is proposed to solve challenging low-thrust trajectory optimization problems. The hybrid method builds upon several generations of successful, well-tested DDP and general nonlinear programming algorithms.
A discretization is performed intelligently to reduce the number of control variables while keeping good accuracy. The present algorithm makes full use of the structure of the resulting discrete time optimal control problem by mapping the required derivatives recursively through the first-order and second-order state transition matrices, which is in the main spirit of dynamic programming. Convergence properties are improved, and preliminary results demonstrate quadratic convergence even far from the optimal solution. Constraints are included by using two different procedures: an active set constrained quadratic programming method for hard constraints (preferably linear), and an Augmented Lagrangian method for soft constraints. For the later case, our STM-based approach is effective because no additional integrations are needed. The possible disadvantage of the additional cost in CPU time per iteration to compute the STMs can be also outweighed by several benefits, such as the exploitation of the inherent parallel structure of our algorithm and the improved constraint handling. Further, the main computational effort involving integrations of the trajectory and sensitivities is decoupled from the main logic of the algorithm making it modular and simpler to generalize and experiment.
We implement and test the algorithm on one simple dynamics problem and one representative space trajectory problem. In both cases, we find robust convergence and improvements when compared to existing approaches. Additional work is needed to fully test the many properties of the algorithm across a wide spectrum of problems. Example complex problems of interest include gravity-assists, planetary capture, multiple gravitating bodies, non-spherical potentials, and multi-moon tours.
