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Abstract
In the previous paper [O.J. Brison, J.E. Nogueira, Linear recurring sequence subgroups in finite fields,
Finite Fields Appl. 9 (2003) 413–422] the authors investigated when, and how, the elements of a multiplica-
tive subgroup of a finite field can be written, without repetition, as a cyclically-closed second order linear
recurring sequence. Here, the earlier results are extended; in particular a general method is suggested for
attempting to prove a given subgroup to be “standard,” in the terminology of the previous paper, while a
lifting theorem for “nonstandard” subgroups is proved.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let F ⊆ L be finite fields and let f (t) = t2 −σ t −ρ ∈ F[t]. An f -sequence in L is a (doubly-
infinite) sequence (μi)i∈Z where μi ∈ L such that
μi+2 = σμi+1 + ρμi
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〈h〉 of L∗ may be regarded as (the underlying sets of) f -sequences:
〈g〉 = (. . . ,1, g, g2, . . . , g|g|−1, . . .),
〈h〉 = (. . . ,1, h,h2, . . . , h|h|−1, . . .),
where |a| denotes the order of a ∈ L∗. This raises the question as to whether it might be possible
to write such a subgroup in a different (cyclic) order that still obeys the same recurrence relation.
In [3] we showed that if f (t) is irreducible over a field of prime order then the answer is often,
but not always, negative. In [4] we considered the analogous situation over the complex field.
Our aim here is to extend the results in [3] and to further develop the theory.
1.1. Preliminaries. Let F be a finite field, F0[t] = {t2 − σ t − ρ ∈ F[t]: ρ = 0} and f (t) ∈ F0[t].
(a) Write ord(f ) for the least e ∈ N such that f (t) divides te − 1: see [7, 3.11].
(b) The f -sequence S = (si)i∈Z ⊆ K, where K is an extension of F, is called cyclic if there
exists k ∈ K such that si+1 = ksi for all i ∈ Z.
(c) An f -subgroup is a subgroup M K∗, where K is some finite extension of F, such that M
may be written as an f -sequence (. . . ,μ0 = 1,μ1, . . . ,μ|M|−1, . . .) of least period |M|, the
order of M , where M = {μ0, . . . ,μ|M|−1}. In this situation we say that (μi)i∈Z represents M .
It is shown in [3, p. 415], that an f -subgroup always belongs to the splitting field, L, of f
over F.
(d) The unit f -sequence, (un)n∈Z, is the f -sequence in F defined by u0 = 0, u1 = 1.
(e) The restricted period, δ(f ) of f , is the least n ∈ N with un = 0 (see [5]).
1.2. Definition. Let F be a finite field, f ∈ F0[t], L be a splitting field of f over F and M be an
f -subgroup of L. Then M is said to be nonstandard (as an f -subgroup) if there exists β ∈ L∗
with f (β) = 0 such that M can be represented by the f -sequence (. . . ,μ0 = 1,μ1 = β, . . .);
otherwise, M is said to be standard (as an f -subgroup).
1.3. Lemma. Let F be a finite field, f ∈ F0[t] and M be an f -subgroup. Then M is standard as
an f -subgroup if and only if the only f -sequences that represent M are cyclic.
Proof. Suppose the f -sequence S = (. . . ,μ0 = 1,μ1, . . .) represents M . Then S is cyclic if and
only if ρ1 + σμ1 = μ2 = μ21, which happens if and only if f (μ1) = 0. 
The following is well known; see [8] or [5, 3.1].
1.4. Lemma. Let q be a power of a prime. Suppose f (t) = t2 − σ t − ρ ∈ Fq [t] with distinct
roots g,h ∈ F∗
q2
. Let δ(f ) be the restricted period. Then
(a) gδ(f ) = hδ(f ) = uδ(f )+1 ∈ F∗q , where (un)n∈Z is the unit f -sequence;
(b) if gβ = hβ for some β ∈ N then δ(f ) | β .
For a proof of the following, see Theorem 3.3 of [2] or the discussion below.
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permutes the elements of G. For s ∈ N, the constant term of the reduction of p(t)s (mod (tm−1))
is 0 if s ≡ 0 (mod m), and is 1 if s ≡ 0 (mod m).
A sketch proof of the first statement is also in [4]. For the second, write p(s)(t) for the re-
duction of p(t)s (mod (tm − 1)). If s ≡ 0 (mod m) then 1 = p(k)s = p(s)(k) for all k ∈ G. But
p(s)(t) − 1 has degree at most m − 1, so p(s)(t) = 1 and the result follows.
2. General method
Let f (t) ∈ F0[t], L be a splitting field of f over F and M be any f -subgroup of L. We wish
to know whether M is standard as an f -subgroup. Our general strategy is to assume it is not and
aim for a contradiction. Then by 1.4 and 1.7 of [3], we may assume that |M| > 4, that f (t) has
roots g = h ∈ L∗ and that M has a representation (μn)n∈Z as an f -sequence with μ0 = 1 and
f (μ1) = 0. Because g = h then by 8.21 of [7], there exist α,β ∈ L such that μn = αgn +βhn for
all n ∈ Z; note that α+β = 1. If αβ = 0 then either μn = αgn or μn = βhn for all n ∈ Z and then
μ1 ∈ {g,h}, a contradiction; thus it may also be assumed that αβ = 0. Under these assumptions,
the steps in the argument are as follows:
(A) Restrict |M| in terms of f .
(B) Construct a polynomial p(t) ∈ L[t] which permutes the elements of M ; p(t) will depend on
α and β .
(C) Theorem 1.5 restricts the values of the constant term of p(t)s (mod (t |M| −1)) for s ∈ N. For
appropriate values of s we calculate this constant term; the aim is to reach a contradiction, in
which case M will be standard. If a contradiction is not reached, it might happen that there
exists a nonstandard f -subgroup. Certain nonstandard subgroups were described in [3];
more are constructed in Section 3 below.
The first lemma addresses (A) and is an elaboration of 8.27 of [7] for second order recurrences.
2.1. Lemma. Let F be a finite field and suppose that f (t) = t2 −σ t −ρ ∈ F0[t] has distinct roots
g,h ∈ F∗. Let S be a non-null f -sequence in F of least period m. If S is cyclic then m ∈ {|g|, |h|};
if S is non-cyclic then m = ord(f ) = lcm(|g|, |h|).
Proof. If S is cyclic then there exist s, k ∈ L∗ such that S = {. . . , s, ks, k2s, . . .}. Thus k2s =
σks + ρs, f (k) = 0 and then m ∈ {|g|, |h|}. Suppose S is non-cyclic. By 8.21 of [7] there exist
α,β ∈ F∗ with S = (αgi + βhi)i∈Z. Because S is non-null we may assume (replacing α,β by
αg,βh, if necessary) that α + β = 0. Then
α + β = αgm + βhm = αg2m + βh2m,
because S has period m, and so
α
(
gm − 1)+ β(hm − 1)= 0,
αgm
(
gm − 1)+ βhm(hm − 1)= 0.
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gm = 1, hm = 1 or gm = hm. If gm = 1 then α +β = α +βhm and so hm = 1 as β = 0; similarly
if hm = 1 then also gm = 1. If gm = hm then 0 = α + β = (α + β)gm and so gm = hm = 1.
Thus gm = hm = 1 and so lcm(|g|, |h|) divides m. By 3.9 of [7], ord(f ) = lcm(|g|, |h|) because
g = h; thus ord(f ) | m. But m | ord(f ) by 8.27 of [7]. 
The next result addresses (B).
2.2. Proposition. Let F be a finite field of order q and f (t) = t2 − σ t − ρ ∈ F0[t]. Suppose that
f (t) has distinct roots g, h in a splitting field L. Suppose that M is an f -subgroup of L∗ of
order m and that m = ord(f ). Then:
(a) There exist coprime a, b ∈ N together with a generator γ of M such that g = γ a and h = γ b .
(b) With a and b as in (a), then δ(f ) = mgcd(m,b−a) , where δ(f ) is the restricted period of the unit
f -sequence.
Suppose in (c)–(e) that αM,βM ∈ L are such that M = (αMgi +βMhi)i∈Z is a representation
of M as an f -sequence. Then:
(c) For a, b as in (a), the polynomial αMta + βMtb permutes the elements of M .
(d) If h = gk where k ∈ Z then M = 〈g〉 and αMt + βMtk0 permutes the elements of M , where
k0 is any non-negative residue of k (mod m).
(e) If f (t) is irreducible then αMt + βMtq permutes the elements of M and δ(f ) = mgcd(m,q−1) .
Proof. By hypothesis m = ord(f ), while ord(f ) = lcm(|g|, |h|) by 3.9 of [7]. Now g,h ∈ M
because the cyclic group L∗ contains a unique subgroup of each possible order and then M =
〈g,h〉. Not both g,h can be 1, while m 2.
(a) Let λ be a generator of M and write g = λj , h = λk where j, k ∈ N. As M = 〈g,h〉 is
abelian there exist u,v ∈ N0 such that λ = guhv = λjuλkv . Thus ju + kv ≡ 1 (mod m) whence
gcd(j, k,m) = 1. Write d = gcd(j, k); then j = ad and k = bd where gcd(a, b) = 1. Certainly
gcd(d,m) = 1. Write γ = λd , then g = λj = γ a and h = λk = γ b.
(b) Let γ , a and b be as in (a) and write Q = mgcd(m,b−a) . Now |γ | = m and so
1 = γm = γm(b−a)/gcd(m,b−a) = γ (b−a)Q = (hg−1)Q = hQg−Q
whence hQ = gQ. But now, by Lemma 1.4, δ(f ) | Q. Again by Lemma 1.4, gδ(f ) = hδ(f ) and so
γ (b−a)δ(f ) = (hg−1)δ(f ) = 1. But |γ | = m and so m | (b − a)δ(f ) whence Q | (b−a)gcd(m,b−a) δ(f ).
But
gcd
(
Q,
(b − a)
gcd(m,b − a)
)
= gcd
(
m
gcd(m,b − a) ,
(b − a)
gcd(m,b − a)
)
= 1.
Thus Q | δ(f ) and we have equality.
(c) We have
M = {αMgi + βMhi : 1 i m}
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= {αM(γ i)a + βM(γ i)b: 1 i m}
= {αMμa + βMμb: μ ∈ M},
whence p(t) = αMta + βMtb permutes the elements of M .
(d) Suppose that h = gk . Certainly M = 〈g〉 while h = gk0 if k0 is any non-negative residue
of k (mod m). Thus by (c), αMt + βMtk0 permutes the elements of M .
(e) If f (t) is irreducible over F then h = gq via the Frobenius automorphism of L and the
first assertion follows from (d) while the second assertion follows from (b). 
Finally we address (C). We regard p(α,β, t) as a polynomial in the (commuting) indetermi-
nates α,β, t and will substitute field values for α,β when appropriate.
2.3. Definition. Let m,s ∈ N, let L be a finite field and let p(α,β, t) = αta + βtb ∈ L[α,β, t]
where α,β, t are indeterminates and 1 a < bm.
(a) Define ps,m(α,β) ∈ L[α,β] to be the term in t0of p(α,β, t)s (mod (tm − 1)).
(b) Write
Cs,m =
{
j ∈ Z: as + j (b − a) ≡ 0 (mod m)}
and Cs,m = Cs,m ∩ {0, . . . , s}.
2.4. Lemma. Let m,s ∈ N, let L be a finite field and let p(α,β, t) = αta +βtb ∈ L[α,β, t] where
α,β, t are indeterminates and 1 a < bm.
(a) We have ps,m(α,β) = ∑j∈Cs,m
(
s
j
)
αs−j βj , where an empty sum is interpreted as 0.
(b) If j ∈ Cs,m and k ∈ Z then k ∈ Cs,m if and only if k ≡ j (mod δ(f )) where δ(f ) is the
restricted period of the unit f -sequence.
(c) Suppose that L∗ has a subgroup M , of order m, such that for suitable αM,βM ∈ L, the
polynomial p(αM,βM, t) ∈ L[t] permutes the elements of M .
(i) If s ≡ 0 (mod (gcd(m,b − a))) then Cs,m = ∅ and ps,m(α,β) ∈ L[α,β] is the zero
polynomial. If Cs,m = ∅ then s ≡ 0 (mod (gcd(m,b − a))).
(ii) If p(α,β, t) = αt + βtq , then ps,m(α,β) = ps,m(β,α).
Proof. (a) Expand (αta + βtb)s by the Binomial Theorem and reduce (mod (tm − 1)).
(b) Note that as+(b−a)j ≡ as+(b−a)k (mod m) if and only if (b−a)(j −k) ≡ 0 (mod m),
which occurs if and only if (j − k) ≡ 0 (mod mgcd(m,b−a) ). The assertion follows by Proposi-
tion 2.2(b).
(c)(i) Write d = gcd(m,b − a) and suppose Cs,m = ∅. Then m | (as + j0(b − a)) for some
j0 ∈ Z. Thus d | (as + j0(b − a)) and so d | as because d | (b − a). But gcd(d, a) | m,b and so
gcd(d, a) | m,a,b. Write e = gcd(m,a, b) and choose μ ∈ M of order e; then p(αM,βM,μ) =
p(αM,βM,1) and so μ = 1 because p(αM,βM, t) permutes the elements of M . Thus e = 1,
gcd(d, a) = 1 and d | s, contrary to hypothesis. Thus Cs,m = ∅ and ps,m(α,β) ∈ L[α,β] is the
zero polynomial.
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aum + (b − a)(av + j) and so if j0 ≡ −av (mod m) then j0 ∈ Cs,m.
(c)(ii) Now Cs,m = {j : 0  j  s and s + j (q − 1) ≡ 0 (mod m)}. Suppose j ∈ Cs,m. Then
certainly 0  s − j  s while also sq + j (q2 − q) ≡ 0 (mod m). But m | q2 − 1, so q2 ≡
1 (mod m) and it follows that s + (s − j)(q − 1) ≡ 0 (mod m). Thus s − j ∈ Cs,m. The assertion
follows. 
3. Some nonstandard subgroups
The restricted period, δ(f ), of f is investigated and a lifting theorem for nonstandard sub-
groups is presented. Whenever f is irreducible of degree 2 over Fq , we take Fq2 as the splitting
field for f .
Let q be a power of a prime and suppose m ∈ N divides q2 − 1. Then there exist unique
c, d ∈ N with c | q + 1, d | q − 1 and gcd(c, d) = 1 such that m = c(q − 1)/d . This expression
will be referred to as the q2-factorization of m. If f (t) is irreducible of degree 2 over Fq then
ord(f ) possesses a q2-factorization.
3.1. Lemma. Let q = pn where p is a prime and n ∈ N and let f (t) ∈ Fq [t] be irreducible of
degree 2 over Fq .
(a) If c(q − 1)/d is the q2-factorization of ord(f ) then c = δ(f ).
(b) If g(t) ∈ Fq [t] is also irreducible over Fq of degree 2 with ord(g) = ord(f ) then δ(f ) =
δ(g).
Proof. Let ω ∈ F∗
q2
be a root of f ; then |ω| = ord(f ).
(a) We have 1 = ωord(f )d = ωc(q−1) and so ωc ∈ F∗q , the unique subgroup of order q − 1
in F∗
q2
. Thus δ(f ) | c by 3.3 of [5]; write c = sδ(f ).
By 3.1 of [5], ord(f ) = δ(f )|μ| whereμ = uδ(f )+1 = 0 belongs to the unit f -sequence in Fq .
Thus c|μ| = sδ(f )|μ| = s ord(f ) = sc(q − 1)/d and so s(q − 1)/|μ| = d . But μ ∈ F∗q and so
(q − 1)/|μ| ∈ N. Thus s | d . But s | c and gcd(c, d) = 1. Thus s = 1 and c = δ(f ).
(b) This follows immediately from (a). 
3.2. Definition. Let q be a power of a prime.
(a) If M  F∗
q2
is such that M  F∗q define δ(M) to be δ(f ) where f is the minimal polynomial
over Fq of any generator of M , and δ(m) to be δ(M) where |M| = m.
(b) The set of all subgroups Mi  F∗q2 with Mi  F∗q will be denoted by M(q) while an equiv-
alence relation ∼ on M(q) is defined by
M1 ∼ M2 if and only if δ(M1) = δ(M2).
If M1 ∼ M2 then M1 and M2 are said to be δ-equivalent.
3.3. Proposition. Let q be a power of a prime and M1 be an equivalence class of M(q) under
the relation ∼.
Let p(α,β, t) = αt + βtq ∈ Fq [α,β, t] where α, β , t are indeterminates. For s,m ∈ N let
ps,m(α,β) ∈ Fq [α,β] be as in Definition 2.3(a). Then:
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(b) Suppose that for each M ∈M1, αM,βM ∈ F∗q2 are such that p(αM,βM, t) ∈ Fq2 [t] per-
mutes the elements of M . Suppose M1  M2 belong to M1 and s ≡ 0 (mod (gcd(|M2|,
q − 1))). Then Cs,|M2| = Cs,|M1| and ps,|M2|(α,β) = ps,|M1|(α,β).
Proof. (a) Suppose M1,M2 ∈M1 and write δ(M1) = δ(M2) = c. Then |Mi | has q2-factorization
c(q − 1)/di for i = 1,2. Write M = M1 ∩ M2. Then
|M| = gcd(|M1|, |M2|)= c (q − 1)lcm(d1, d2)
is the q2-factorization of |M| and then c = δ(M) by Lemma 3.1(a). Thus M ∈M1 and part (a)
follows.
(b) By Lemma 2.4(c) and the hypothesis on s, Cs,|M2| = ∅. If j ∈ Cs,|M2| then s + j (q − 1) ≡
0 (mod |M2|) and so s + j (q − 1) ≡ 0 (mod |M1|), so that j ∈ Cs,|M1|. But now Lemma 2.4(b)
(which says that the members of both Cs,|M1| and Cs,|M2| are at distances which are multiples of
δ(M1) = δ(M2) apart) implies that Cs,|M1| = Cs,|M2| and so Cs,|M1| = Cs,|M2|. The final assertion
follows from Lemma 2.4(a). 
The next result lifts the nonstandard property in certain circumstances.
3.4. Theorem. Let q be a power of a prime. Suppose M1  M2 are δ-equivalent subgroups
in M(q). For i = 1,2 let gi ∈ F∗q2 be a generator of Mi and let fi(t) be the minimal poly-
nomial of gi over Fq . Suppose M1 is a nonstandard f1-subgroup. Then M2 is a nonstandard
f2-subgroup.
Proof. Write δ = δ(M1) = δ(M2) and k = |M2 : M1|. Then g1 = gky2 for some y ∈ N coprime
with |M1|. For i = 1,2, let hi = gqi ∈ L∗ denote the second root of fi(t); note that hi = gi .
Because M1 is nonstandard there exist α,β ∈ F∗q2 , where α + β = 1, with
M1 =
(
αgr1 + βhr1: r ∈ Z
)
.
Because αβ = 0 then, by Lemma 2.1,
S := (αgr2 + βhr2: r ∈ Z)
is a non-cyclic f2-sequence of least period |g2| = ord(f2).
Now gcd(k, δ) = 1. By Lemma 3.1(a), ord(fi) = |Mi | = δ(q − 1)/di where di is coprime
with δ, for i = 1,2. Then,
k = |M2 : M1| = d1/d2,
which is coprime with δ. Write μ = gδ2 = hδ2: see Lemma 1.4. In the group M2/M1,
〈μM1〉 =
〈
gδM1
〉= 〈g2M1〉 = M2/M12
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M2 = M1 ∪˙ μM1 ∪˙ · · · ∪˙ μk−1M1
is the decomposition of M2 into cosets of M1. Because gvδ2 = hvδ2 = μv , for v ∈ Z, then
S ⊇ {αgkyr+vδ2 + βhkyr+vδ2 : r ∈ Z}
= {μv(αgkyr2 + βhkyr2 ): r ∈ Z}
= {μv(αgr1 + βhr1): r ∈ Z}
= μvM1
and so S ⊇ M1 ∪˙ μM1 ∪˙ · · · ∪˙ μk−1M1. Because S has period ord(f2) = |M2| then
M2 =
(
αgr2 + βhr2: r ∈ Z
)
.
But αg2 + βh2 /∈ {g2, h2} because α + β = 1, αβ = 0 and g2 = h2. Thus M2 is a nonstandard
f2-subgroup. 
3.5. Corollary. Let q be a power of a prime. Suppose M ∈M(q) and suppose f1 and f2 are
minimal polynomials over Fq of generators of M . Then M is standard as an f1-subgroup if and
only if it is standard as an f2-subgroup.
Thus if M ∈M(q), the property of being standard is independent of the generator, and its
minimal polynomial, chosen, which means that being standard (or otherwise) is really a property
that relates to integers m with m | q2 − 1 but m  q − 1.
It is well known that if p ∈ P and i, n ∈ N then pi − 1 | pn − 1 if and only if i | n while
pi + 1 | pn + 1 if and only if both i | n and n/i is odd.
3.6. Theorem. Let q = pn where p is a prime and n ∈ N. Suppose that i ∈ N is such that i | n
with n/i odd. Then for each positive divisor e of (pn − 1)/(pi − 1), the subgroup of order
(p2i − 1)e in F∗
q2
is nonstandard.
Proof. Write Me for the subgroup of order me = (p2i − 1)e in F∗q2 , let δ(me)(q − 1)/d be the
q2-factorization of me and write Q = (pn − 1)/(pi − 1) ∈ N. Now
me =
(
pi + 1)pn − 1
(Q/e)
and (pi + 1) | (pn + 1). But gcd(Q/e,pi + 1) | gcd(pn − 1,pn + 1) 2 while
Q = ((pi) ni −1 + · · · + 1),
which is odd because n/i is odd. Thus δ(me) = pi + 1 > 2 and d = Q/e. In particular, Me ∈
M(q). If e1 | e2 and e2 | Q then Me1 Me2 are δ-equivalent and so by Theorem 3.4 it will suffice
to prove that Me is nonstandard when e = 1.
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automorphism, φ : x → xpi , of Fp2i has order 2, generates the Galois group of Fp2i over Fpi
and interchanges ξ and ξpi . Thus g(t) = (t − ξ)(t − ξpi ) is irreducible in Fpi [t] and then by 2.4
of [3], M1 is nonstandard (as a g-subgroup). 
3.7. Observations. (a) The proof of 2.4 of [3] exhibits pi(pi − 1) distinct sequences which
represent M1, and so each Me above will be represented by at least this number of sequences.
(b) Take p = 7, n = 3 and i = 1 in Theorem 3.6. Then (73 − 1)/(7 − 1) = 57 and so the
subgroups of F∗76 of order m ∈ {48,144,912,2736} are nonstandard. Here, δ(m) = 8 and F∗76 also
possesses subgroups with δ(m) = 8 for m ∈ {16,304}. The subgroup of order 16 is standard by
3.1 of [3]. Let M be the subgroup of order 304; we outline how the general method of Section 2
can be used to show that M is standard. For suppose M is nonstandard. Then for some α,β ∈ F∗76 ,
p(t) = αt + βt343 permutes the elements of M . Lemma 2.4(c) focuses attention on ps,304(α,β)
for s ≡ 0 (mod 38), in the notation of Definition 2.3. Computer calculations and Theorem 1.5
give
p38,304(α,β) = 5(αβ)7(A − B)2(A + B) = 0,
p380,304(α,β) = 3(αβ)14(A − B)2P(A,B) = 0,
p2432,304(α,β) = (A − B)2Q(A,B) = 1,
for certain explicit polynomials P,Q where A = α8, B = β8. The third line implies that A = B
while further calculations reveal that if A + B = 0 then P(A,B) = 0. It follows that αβ = 0,
contrary to choice, whence M is standard.
4. Binomial coefficients
Certain results on binomial coefficients will be needed. If A ∈ N0, B ∈ Z, then
(
A
B
)
either
denotes the binomial coefficient, with the conventions
(
A
B
) = 0 if B < 0 or if B > A, or, in
context, may denote the residue (mod p) of this number regarded as an element of Fp . For
notational convenience, certain finite sums are considered as “doubly infinite.”
4.1. Lemma. Let n, r ∈ N0 with n r and s ∈ Z. Then, with the above conventions,
(
r
s
)
=
∞∑
a=−∞
(
n
a
)(
r − n
s − a
)
.
Proof. This is Vandermonde’s Identity: see [1, Identity 132]. 
4.2. Lemma. Let q be a power of an odd prime p. Let δ ∈ N be such that δ | q + 1 and θ ∈ Fq2
be such that |θ | | q+1
δ
. Suppose that b, s ∈ N. Then if j ∈ N0,
∞∑
r=−∞
(
b
s + rδ
)
θr =
∞∑
r=−∞
(
b + j (q − 1)
s + rδ − j
)
θr ,
regarded as elements of Fq2 .
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many non-zero terms. The proof is by induction on j . If j = 0 the result is immediate. Suppose
that j  1 and that
∞∑
r=−∞
(
b
s + rδ
)
θr =
∞∑
r=−∞
(
b + (j − 1)(q − 1)
s + rδ − (j − 1)
)
θr .
The previous lemma, with n = q , gives
(
b + j (q − 1)
s + rδ − j
)
=
∞∑
a=−∞
(
q
a
)(
b + j (q − 1) − q
s + rδ − j − a
)
.
Now
(
q
a
)= 0 ∈ Fp unless a ∈ {0, q} in which case (qa)= 1 and so
(
b + j (q − 1)
s + rδ − j
)
=
(
b + j (q − 1) − q
s + rδ − j
)
+
(
b + j (q − 1) − q
s + rδ − j − q
)
.
Thus
∞∑
r=−∞
(
b + j (q − 1)
s + rδ − j
)
θr
=
∞∑
r=−∞
(
b + j (q − 1) − q
s + rδ − j
)
θr +
∞∑
r=−∞
(
b + j (q − 1) − q
s + rδ − j − q
)
θr
=
∞∑
r=−∞
(
b + (j − 1)(q − 1) − 1
s + rδ − j
)
θr +
∞∑
r=−∞
(
b + (j − 1)(q − 1) − 1
s + rδ − j + 1
)
θr
=
∞∑
r=−∞
(
b + (j − 1)(q − 1)
s + rδ − (j − 1)
)
θr
=
∞∑
r=−∞
(
b
s + rδ
)
θr .
To justify the second equality, replace r by r + q+1
δ
in the second sum and simplify, remembering
that θ
q+1
δ = 1. The penultimate equality comes from the Pascal triangle. 
The following is well known; see [1] or [6].
4.3. Lucas’ Theorem. Let p ∈ P and suppose r = rkpk + · · · + r1p + r0 and s = skpk + · · · +
s1p + s0 ∈ N where s  r and 0 ri , si < p for 0 i  k. Then
(
r
s
)
≡
(
rk
sk
)(
rk−1
sk−1
)
· · ·
(
r0
s0
)
(mod p).
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Theorem 3.1 of [3] is the following.
5.1. Theorem. Let F be a field of prime order, p, and let f (t) ∈ F0[t] be irreducible of degree 2.
Suppose that M is an f -subgroup with |M| > 4. Then M is standard if and only if both |M| =
p2 − 1 and |M|  2(p − 1).
A careful reading of the proof of this result shows that if p is an odd prime, if q = pn for
n ∈ N and if δ(f ) ≡ 1 (mod p), then M is standard if |M| = q2 − 1 and |M|  2(q − 1). On
the other hand, Theorem 3.6 implies that if q = pn where n is not a power of 2 then there
exists a polynomial f with δ(f ) ≡ 1 (mod p) such that an f -subgroup M is nonstandard while
|M| = q2 − 1 and |M|  2(q − 1).
In the rest of this section it is shown that Theorem 5.1 does remain true if p is replaced by p2
provided that p is odd.
5.2. Lemma. Let p be a prime. Let c ∈ N with c ≡ 1 (mod p). If c divides p2 + 1 then either
c = 1 or c = p2 + 1.
Proof. Write c = kp + 1 and p2 + 1 = h(kp + 1) for h, k ∈ N0; then h ≡ 1 (mod p). If k > 0
then p2 + 1 h(p + 1), whence h p − 1. Thus h = 1 and k = p. 
5.3. Theorem. Let q = p2 where p is an odd prime and suppose that f (t) ∈ Fq [t] is irreducible
of degree 2. Let M be an f -subgroup of F∗
q2
with |M| > 4. Then M is standard if and only if
both |M| = q2 − 1 and |M|  2(q − 1).
Proof. Write |M| = m and L = Fq2 ; let g,h ∈ Fq2 be the roots of f .
If m = q2 − 1 then M is nonstandard by 2.4 of [3]. Suppose m | 2(q − 1). As M  F∗q then
the q2-factorization of m is 2(q − 1)/d where d is odd, so δ(f ) = 2 by Lemma 3.1. Then by
Lemma 1.4, g2 = h2 and so g = −h. It follows from 2.3 of [3] that M is nonstandard.
Suppose that m = q2 − 1 and m  2(q − 1); we will prove that M is standard. By the pre-
ceding remarks, we may assume that δ(f ) ≡ 1 (mod p). By Lemma 3.1, m has q2-factorization
δ(f )(q − 1)/d and δ(f ) | q + 1 while δ(f ) = 1. Thus δ(f ) = q + 1 by Lemma 5.2 and so
gcd(d, q + 1) = 1 and d is odd. Write Q = (q − 1)/d and note that Q = gcd(m,q − 1) and that
m = Q(q + 1). Further, Q is even because q and d are odd. Because m < q2 − 1 then d > 1 and
so d  3.
For a contradiction, assume that (αgi + βhi)i∈Z is a representation of M as an f -sequence
with α,β ∈ L∗ and α + β = 1. By Proposition 2.2(e), p(t) = αt + βtq permutes the elements
of M .
Theorem 1.5 will be applied for three particular values of s: two with s ≡ 0 (mod m), as well
as s = m. Comparison of the results will yield the desired contradiction. To apply Theorem 1.5
we need to calculate the constant term of p(t)s (mod (tm − 1)); by Lemma 2.4(a) this constant
term is
ps,m(α,β) =
∑ (s
j
)
αs−j βjj∈Cs,m
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If s ≡ 0 (mod Q) then Lemma 2.4(c) implies that ps,m(α,β) is the zero polynomial. Thus we
are only interested in those s of the form s = kQ, where k ∈ N. Now
CkQ,m =
{
j ∈ Z: 0 j  kQ and kQ + jdQ ≡ 0 (mod Q(q + 1))}
= {j ∈ Z: 0 j  kQ and k + jd ≡ 0 (mod q + 1)}.
Let i ∈ {0, . . . ,Q/2} and write ki = 2(1 + id) and si = kiQ = 2(1 + id)Q. When i = Q/2, this
gives sQ/2 = m. Then
Csi ,m =
{
j ∈ Z: 0 j  si; and 2(1 + id) + jd ≡ 0
(
mod (q + 1))}.
Now for r ∈ Z, write j = ji,r = Q−2i+r(q+1); ji,r is increasing in r . Elementary calculations
show that ji,−1 < 0  ji,0, that ji,2i  si < ji,2i+1 and then that ji,r ∈ Csi ,m if and only if r ∈{0, . . . ,2i}. But if j, j∗ ∈ Csi ,m then j ≡ j∗ (mod (q + 1)) by Lemma 2.4(b). Thus, for i ∈{0, . . . ,Q/2},
Csi ,m =
{
Q − 2i + r(q + 1): 0 r  2i}
and calculation shows that the constant term of p(t)si (mod (tm − 1)) is
psi,m(α,β) = (αβ)Q−2i
2i∑
r=0
(
2Q(1 + id)
Q − 2i + r(q + 1)
)
A2i−rBr
where A = αq+1 and B = βq+1.
We first calculate ps0,m(α,β) = p2Q,m(α,β):
p2Q,m(α,β) = (αβ)Q
(
2Q
Q
)
∈ L.
Now 2Q ≡ 0 (mod m) as m  2(q − 1) and so p2Q,m(α,β) = 0 by Theorem 1.5. But αβ = 0 and
so
(
2Q
Q
)
≡ 0 (mod p). (1)
Write 2Q = ξp + ζ where 0 ξ, ζ < p. This is possible because 2Q = 2(q − 1)/d < q − 1 =
p2 − 1, as d  3. Suppose that ξ is even. Then ζ = 2Q− ξp is even and ξ = 2ξ ′ and ζ = 2ζ ′ for
suitable ξ ′, ζ ′. Thus by Lucas’ Theorem,
(
2Q
Q
)
=
(
2ξ ′p + 2ζ ′
ξ ′p + ζ ′
)
≡
(
2ξ ′
ξ ′
)(
2ζ ′
ζ ′
)
≡ 0 (mod p),
because 0 2ξ ′,2ζ ′ < p, against (1). Thus ξ and ζ are odd and so 1 ξ, ζ  p − 2.
We assert that ζ + 1 < Q. For suppose that Q  ζ + 1. Then Q  p − 1 as ζ  p − 2 and
so ξ  1. But ξ is odd and so ξ = 1. Thus 2Q = p + ζ  p + Q − 1 whence Q p − 1. Thus
Q = p − 1. But Q = (p2 − 1)/d and so d = p + 1, a contradiction as d is odd. Thus ζ + 1 < Q.
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Theorem 1.5, note that i0 < Q/2 so that si0 < m. This choice of i0 was motivated by calculations
which showed it to be the first value of i for which the sum for psi ,m(α,β) has non-zero central
term.
From above, 2i0 = ζ + 1 < p. Thus for 0 r  2i0 we have |i0 − r| p−12 and
(
2Q(1 + i0d)
Q − 2i0 + r(q + 1)
)
=
(
(ζ + 1)p2 + (ξ − 1)p + p − 1
rp2 + ξ−12 p + p−12 − (i0 − r)
)
≡
(
2i0
r
)(
ξ − 1
ξ−1
2
)(
p − 1
p−1
2 − (i0 − r)
)
(mod p)
≡
(
2i0
r
)(
ξ − 1
ξ−1
2
)
(−1)( p−12 −(i0−r)) (mod p),
the first congruence by Lucas’ Theorem. The final congruence is a result of
(
p − 1
p−1
2 − j
)
= (p − 1) × · · · × (p − (
p−1
2 − j))
1 × · · · × (p−12 − j)
≡ (−1)( p−12 −j) (mod p),
where |j | p−12 . Thus for some K ∈ {1,2} we have
psi0 ,m
(α,β) = (αβ)Q−2i0(−1)K
(
ξ − 1
ξ−1
2
) 2i0∑
r=0
(
2i0
r
)
(−1)rA2i0−rBr
= (−1)K
(
ξ − 1
ξ−1
2
)
(αβ)Q−2i0(A − B)2i0 ,
by the Binomial Theorem.
By Theorem 1.5, psi0 ,m(α,β) = 0, while (−1)K
(ξ−1
ξ−1
2
) = 0 because 1 ξ < p. Thus
(αβ)Q−2i0(A − B)2i0 = 0 ∈ L. (2)
Finally, we calculate psQ/2,m(α,β) = pm,m(α,β). After simplification,
pm,m(α,β) = AQP(B/A)
where A = αq+1 and B = βq+1 are as above and
P(t) =
Q∑
r=0
(
Q(q + 1)
r(q + 1)
)
t r ∈ L[t].
Take δ = q + 1, θ = 1, b = 2Q, s = Q and j = Q in Lemma 4.2. This gives the second equality
in the following, while each of the others is a consequence of the conventions in Section 4, where
the binomial coefficients are taken as being in L:
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r=0
(
Q(q + 1)
r(q + 1)
)
=
∞∑
r=−∞
(
Q(q + 1)
r(q + 1)
)
=
∞∑
r=−∞
(
2Q
Q + r(q + 1)
)
=
(
2Q
Q
)
.
Thus by (1), P(1) = 0 ∈ L, so t − 1 divides P(t); say P(t) = (t − 1)R(t) where R(t) ∈ L[t].
Thus
pm,m(α,β) = AQP(B/A) = (B − A)AQ−1R(B/A).
But pm,m(α,β) = 1, by Theorem 1.5, and so
A − B = 0. (3)
Because Q − 2i0 > 0 then (2) and (3) give αβ = 0, a final contradiction. 
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