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THE CAUCHY-SZEGO˝ PROJECTION FOR DOMAINS
IN Cn WITH MINIMAL SMOOTHNESS
LOREDANA LANZANI∗ AND ELIAS M. STEIN∗∗
Abstract. We prove Lp(bD)-regularity of the Cauchy-Szego˝ pro-
jection1 for bounded domainsD ⊂ Cn whose boundary satisfies the
minimal regularity condition of class C2, together with a naturally
occurring notion of convexity.
1. Introduction
The purpose of this paper is to prove the Lp-regularity of the Cauchy-
Szego˝ projection1 for domains D ⊂ Cn with n ≥ 2, whose boundary
is subject to minimal smoothness hypotheses. In recent years, the
study of the basic domain operators, such as the Cauchy integral and
the Bergman projection, has been undertaken in the context of mini-
mal smoothness. However, the corresponding question for the Cauchy-
Szego˝ projection, which raises a number of serious different issues, has
hitherto not been broached.
1.1. Background. The Cauchy-Szego˝ projection S is defined as the
orthogonal projection of L2(bD) onto the holomorphic Hardy space
Hp(bD), which is the closure of the subspace of functions on bD that
arise as restrictions of functions continuous on D and holomorphic
in D. A list of some earlier relevant papers includes [PS], [KS-2],
[AS-1], [BoLo], [NRSW], [Cu], [H], [FH-1], [FH-2], [MS-2], [CD], [Ko-1],
[HNW].
• Let us first recall some relevant facts for Cn when n = 1 (the
planar setting). In the special case when D is the unit disc, S is in
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1also known as Szego˝ projection.
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fact the Cauchy integral, and its Lp estimate is the classical theorem
of M. Riesz. For more general D ⊂ C the matter can be briefly put
as follows: the lower limit of smoothness of bD that can assure the
Lp-boundedness of S is of one order of differentiability. More precisely,
if bD is of class C1, then S is bounded on Lp(bD), for 1 < p < ∞.
However if bD is merely Lipschitz, then the conclusion holds for a
range pD < p < p
′
D, where pD depends on the Lipschitz bound of
D, and in any case 1 < pD < 4/3. There are two ways of achieving
these results. The first is by conformal mapping (hence essentially for
simply connected domains) see [S], [B], [LS-1] and references therein.
The second depends on the Lp-theory of the Cauchy integral C and
its boundary transform C, see [C] and [CMM], and proceeds via the
identity
(1.1) C = S(I −A), with A = C∗ − C ,
where C∗ is the adjoint of C on L2(bD), and I is the identity operator.
The issue then becomes the possible invertibility of I − A in L2(bD),
see [KS-1], [LS-1].
• Turning to the case when D ⊂ Cn with n > 1, one is immediately
faced with several obstacles not seen when n = 1.
(a) The fact that the requirement of pseudo-convexity of the do-
main D must necessarily arise. Since pseudo-convexity is a notion
essentially bearing on the second fundamental form of bD, it is rea-
sonable to expect minimal smoothness to be “near C2”, as opposed to
“near C1” for n = 1.
(b) The analogue of the approach via conformal mapping is not vi-
able for multiple reasons, one of which is that holomorphic equivalence
of domains in Cn is highly restrictive when n > 1, and therefore not
applicable to general classes of domains.
(c) The possible use of an identity like (1.1) is problematic, because
when n > 1 there are infinitely many Cauchy integrals that present
themselves, while no one seems appropriate for a direct use of (1.1)
(unless D is in fact relatively smooth [KS-2]).
(d) It would be possible to prove the Lp-boundedness of S by the
Caldero`n-Zygmund paradigm if we had a satisfactory description of the
kernel of this operator. However, the asymptotic formula of Fefferman
which would do this (analogous to his well-known description of the
Bergman kernel [F]) requires that the domain be relatively smooth,
which is not the case in what follows below.
1.2. Main result. To state our result we need to make the defini-
tion of the Cauchy-Szego˝ projection precise. If dσ denotes the induced
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Lebesgue measure on bD, we write Lp(bD) for Lp(bD, dσ). In addition,
if dω is any measure on bD of the form dω = ωdσ, where the density
ω is a strictly positive continuous function on bD, then one can con-
sider Lp(bD, dω), but note that this space contains the same elements
as Lp(bD, dσ) and the two norms are equivalent. Thus we will con-
tinue to denote both of these spaces by Lp(bD). However, the distinc-
tion between L2(bD, dσ) and L2(bD, dω) become relevant when defining
the Cauchy-Szego˝ projection, because these spaces have different inner
products that give different notions of orthogonality. So the Cauchy-
Szego˝ projection Sω is the orthogonal projection of L2(bD, ωdσ) onto
H2(bD, ω dσ). Note that S1 is the “S” discussed above, but there is no
simple connection between the general Sω and S1. Nevertheless, the
case when dω is the Leray-Levi measure that arises below, is key to
understanding the general result. It states:
Suppose D ⊂ Cn, n ≥ 2, is a bounded domain whose boundary is of
class C2 and is strongly pseudo-convex. Then Sω is a bounded operator
on Lp(bD, dω), for 1 < p <∞.
There are five main steps in the proof.
Step 1: Cauchy integrals. For our purposes a Cauchy integral C is
an operator mapping functions on bD to functions on D given by
(1.2) C(f)(z) =
∫
w∈bD
f(w)C(w, z), z ∈ D,
with the following properties:
(i) C produces holomorphic functions. More precisely, if f is inte-
grable on bD then C(f) is holomorphic in D.
(ii) C reproduces holomorphic functions. That is,
C(f)(z) = F (z), z ∈ D,
whenever F is holomorphic in D and continuous on D, and
F
∣∣
bD
= f .
(iii) The kernel C(w, z) is “explicit” enough to allow “relevant” com-
putations.
A general method for obtaining integrals that satisfy the requirements
(ii) and (iii) (but not necessarily (i)) is that of the Cauchy-Fantappie`
formalism, see e.g., [LS-3]. The point of departure is a “generating”
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form
G(w, z) =
n∑
j=1
Gj(w, z) dwj
that satisfies
(1.3) g(w, z) = 〈G(w, z), w − z〉 6= 0
if z ∈ D and w is in a small neighborhood of bD. (Here, 〈G(w, z), w−z〉
denotes the action of G(w, z) on the vector w − z.) Then the corre-
sponding Cauchy integral is defined by (1.2), with
C(w, z) =
1
(2πi)n
G ∧ (∂wG)n−1
g(w, z)n
.
One observes that when n = 1, there is only one such integral kernel
(namely the familiar Cauchy kernel C(w, z) = dw/2πi(w−z)), while for
n ≥ 2 there are infinitely many such kernels. Moreover, the existence of
a generating form that satisfies property (i.) is closely related (by way
of the so-called Levi problem) to the requirement that D be pseudo-
convex, and such forms have been constructed only when D is actually
strongly pseudo-convex (and relatively smooth), see [H], [R], [KS-2].
These constructions take for z ∈ D near w ∈ bD and ρ a defining
function of D
(1.4) G(w, z) = ∂ρ(w)− 1
2
n∑
j,k=1
∂2ρ(w)
∂wj∂wk
(wk − zk) dwj ,
and then extend G(w, z) to z ∈ D by differing methods. It is to be
noted that the function g(w, z) that results from this choice of G(w, z)
via the construction (1.3) is the Levi polynomial at w ∈ bD.
Now if we take (1.4) as our starting point we immediately run into
a first obstacle. Since we have assumed that D (that is the function ρ)
is of class C2, the denominator gn in C(w, z) above, cannot be guaran-
teed any degree of smoothness in w, beyond continuity in that variable.
But all known methods of proving L2 (or Lp) boundedness of singular
integrals (that is, the T (1) theorem and its variants) require some de-
gree of smoothness of the kernel away from the diagonal {w = z}. One
way to get around this difficulty is to replace the matrix {∂2ρ/∂wj∂wk}
appearing in (1.4) by a C1-smooth matrix (as is done in [Ra]). How-
ever the Cauchy integral constructed this way would not be of any
substantial use to us. What we require below is a family of Cauchy
integrals {Cǫ}ǫ, where for each ǫ we have replaced {∂2ρ/∂wj∂wk} by
an appropriate C1-smooth matrix {τ ǫjk} with uniform error on bD (less
than ǫ), and g is replaced by the corresponding {gǫ}ǫ. However this
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approximation comes at a price, which increases as ǫ → 0, as we will
see below.
Step 2: Lp(bD)-regularity of the Cǫ. We apply the machinery of the
general T (1) theorem to to the operators Cǫ, which are the boundary
restrictions of the Cauchy integrals Cǫ, and to do this requires four
things. First, we need a space of homogeneous type that reflects the
non-isotropic geometry of bD. Second, we need to establish the differ-
ence inequalities for the kernel of Cǫ, and these can be achieved because
we have replaced the matrix {∂2ρ/∂wj∂wk} by a suitable approxima-
tion {τ ǫjk}ǫ. The third item is the analysis of the formal adjoint of
Cǫ with respect to the inner product of L2(bD, dλ). Here dλ is the
Leray-Levi measure, defined as integration on bD with respect to the
(2n − 1)-form ∂ρ ∧ (∂∂ρ)n−1/(2πi)n. The analysis of such adjoint is
done by identifying the “essential part” of Cǫ, which is given by C♯ǫ ,
with
C♯ǫ(f)(z) =
∫
w∈bD
f(w)
gǫ(w, z)n
dλ(w) .
The fourth item is the proof of the required “cancellation” proper-
ties of of C♯ǫ , and these are expressed as the action of C♯ǫ on “bump
functions”. For this the key observation is that, unlike the case n = 1,
whenever f ∈ C1(bD), then
C♯ǫ(f) = Eǫ(df) +R♯ǫ(f)
where both the kernels of Eǫ and R♯ǫ have a singularity weaker by one
order than that of C♯ǫ . This concludes the proof of the regularity of Cǫ
on Lp(bD, dλ) for any 1 < p <∞. (We will return to the general case:
Lp(bD, ωdσ) in Step 5 below.)
Step 3: Relating the Cauchy-Szego˝ projection to the Cǫ’s. At this
point we establish an analogous formulation of the original identity
(1.1) for the Cauchy-Szego˝ projection relative to the space L2(bD, dλ),
which we denote Sλ, namely the identity:
(1.5) Sλ(I −Aǫ) = Cǫ
where Aǫ = C∗ǫ − Cǫ, and ∗ denotes the adjoint in L2(bD, dλ). At this
stage we rely on some results on the Hardy space H2(bD) which will
appear separately in [LS-5].
Step 4: Proving the boundedness of Sλ on Lp(bD, dλ). One would
then like to invert the operator I−Aǫ that appears in (1.5) by a partial
Neumann series, but the fact is that for our C2-smooth domains, the
quantity ‖Aǫ‖ is unbounded as ǫ → 0, with ‖ · ‖ the operator norm
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acting on any Lp(bD) space. This is the price we have to pay for re-
placing the original matrix {∂2ρ/∂wj∂wk} with the smoother matrices
{τ ǫjk}ǫ. To surmount this difficulty we truncate our operator and write
for any s > 0
Cǫ = Csǫ +Rsǫ ,
where Csǫ has the same kernel as Cǫ, except that it is appropriately cut
off to be supported in d(w, z) ≤ s, where d(w, z) is the non-isotropic
quasi-distance for the space of homogeneous type described in Step 2
above. What this truncation achieves is the following important fact:
if s is sufficiently small in terms of ǫ, then
(1.6) ‖(Csǫ )∗ − Csǫ‖Lp→Lp . ǫ1/2Mp.
(Here the adjoint is again taken with respect to L2(bD, dλ), with dλ
the Leray-Levi measure.) This feature of Csǫ allows us to express (1.5)
in the equivalent form
(1.7) Sλ =
(Cǫ + Sλ((Rsǫ)∗ −Rsǫ)) (I − ((Csǫ )∗ − Csǫ ))−1,
which is valid for ǫ sufficiently small in terms of p, and for s sufficiently
small in terms of ǫ. The complementary fact is that while the quantity
‖(Rsǫ)∗ −Rsǫ‖Lp→Lp is not small (in fact, in general this is unbounded
as ǫ→ 0), one has the redeeming property that each of Rsǫ and (Rsǫ)∗
maps: L1(bD, dλ) to L∞(bD) (in fact to C(bD)) for each ǫ and s.
Taking all this into account we conclude from (1.7) that Sλ is bounded
on Lp(bD, dλ) for each 1 < p <∞.
Step 5: Passage to Sω for general ω. First we note that the bound-
edness of the Cǫ on Lp(bD, dλ) immediately gives their boundedness on
Lp(bD, ωdσ) via the remarks that we made before. While the corre-
sponding result for the Cauchy-Szego˝ projections cannot be obtained
in the same way, the main idea for Sω is as follows. If † denotes the ad-
joint with respect to the inner product of L2(bD, ωdσ), and if we write
dω = ϕdλ, then the fact that (Csǫ )† = ϕ(Csǫ )∗ϕ−1, and the continuity of
ϕ, allow us to obtain from (1.6) that
(1.8) ‖(Csǫ )† − Csǫ‖Lp→Lp . ǫ1/2Mp.
With these things in place one can then proceed as in Step 5.
It is worthwhile to point out that the original Cauchy-Szego˝ projec-
tion S1 (defined with respect to the induced Lebesgue measure dσ) is
included here, because it turns out that dσ = ϕ0 dλ where the density
ϕ0 is continuous and positive on account of the strong pseudo-convexity
and C2-regularity of D.
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1.3. Organization of the paper. This paper consists of two parts.
Part I deals with the Cauchy integrals, and it includes sections 2
through 4. Sections 2 and 3 contain a review of preliminary facts
that are needed. Since in the main these were also used in our work on
the Bergman projection [LS-2] and the Cauchy-Leray integral [LS-3]
and [LS-4], the details of the proofs are for the most part omitted.
Section 4 contains the Lp-theory of the Cauchy integrals Cǫ and the
corresponding boundary transforms Cǫ.
In Part II we turn to the Cauchy-Szego˝ projection. In Section 5
we prove the key fact (1.6) (Proposition 18), which proves the main
result in the context of the Leray-Levi measure (Theorem 15). Section
6 then concludes by dealing with the general case (Theorem 16). The
argument deducing (1.8) from (1.6) rests on a general result (Lemma
24) involving operators whose kernels have support appropriately close
to the diagonal.
Acknowledgement. We are grateful to Po-Lam Yung for proposing
that we consider a more general form of Theorem 15 that ultimately
led us to Theorem 16.
Part I: Cauchy Integrals
In this first part we undertake the study of a family {Cǫ} of Cauchy
integrals that depend on a parameter ǫ, and which are constructed using
the Cauchy-Fantappie` formalism. Here we focus on the properties of
Cǫ for fixed ǫ. What happens when ǫ varies, in particular the behavior
of Cǫ as ǫ → 0, will be studied in Part II, where this will play a key
role in the understanding of the Cauchy-Szego˝ projection.
2. The fundamental denominators g0 and gǫ
A number of results needed below that are known (see [LS-3], [LS-4],
[Ra]) are restated here without proof. An exception is Proposition 1
and its corollary.
2.1. The functions g0 and gǫ. We consider a bounded domain
D in Cn with defining function ρ : Cn → R of class C2, for which
D = {ρ < 0}, and |∇ρ| > 0 where ρ = 0. We assume that ρ is strictly
plurisubharmonic. The assumptions regarding the domain D and ρ
will be in force throughout, and so will not be restated below.
We let L0(w, z) be the negative of the Levi polynomial at w ∈ bD,
given by
L0(w, z) = 〈∂ρ(w), w − z〉 − 1
2
∑
j,k
∂2ρ(w)
∂wj∂wk
(wj − zj)(wk − zk)
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where ∂ρ(w) is the 1-form
∑
ρwj(w)dwj, and the expression 〈∂ρ(w), w−
z〉 denotes the action of ∂ρ(w) on the vector w − z, that is
〈∂ρ(w), w − z〉 =
∑
j
∂ρ(w)
∂wj
(wj − zj) .
The strict plurisubharmonicity of ρ implies that
2ReL0(w, z) ≥ −ρ(z) + c|w − z|2, for some c > 0,
whenever w ∈ bD and z ∈ D is sufficiently close to w. To ensure that
this inequality may hold globally we make our first modification of L0
and replace it with g0 given as
g0(w, z) = χL0 + (1− χ)|w − z|2.
Here χ = χ(w, z) is a C∞ cut-off function with χ = 1 when |w − z| ≤
µ/2 and χ = 0 if |w − z| ≥ µ. Then if µ is chosen sufficiently small
(and then kept fixed throughout) we have that
(2.1) Re g0(w, z) ≥ c (−ρ(z) + |w − z|2)
for z in D and w in bD, with c a positive constant.
The modified Levi polynomial g0 is not yet quite right for our needs,
because in general it has no smoothness beyond continuity in the vari-
able w. So for each ǫ > 0 we consider a variant gǫ defined as follows.
We find an n× n matrix {τ ǫjk(w)} of C1 functions so that
sup
w∈bD
∣∣∣∣ ∂2ρ(w)∂wj∂wk − τ ǫjk(w)
∣∣∣∣ ≤ ǫ, for 1 ≤ j, k ≤ n .
We then set
Lǫ(w, z) = 〈∂ρ(w), w − z〉 − 1
2
∑
j,k
τ ǫjk(w) (wj − zj)(wk − zk) ,
and define
(2.2) gǫ(w, z) = χLǫ + (1− χ)|w − z|2 for z , w ∈ Cn .
Now gǫ is of class C
1 in w (it is of class C∞ in z). We note that
|g0(w, z)− gǫ(w, z)| . ǫ|w − z|2 for w ∈ bD ,
and hence if ǫ is taken sufficiently small (in terms of the constant c
appearing in (2.1)) then automatically
(2.3) Re gǫ(w, z) ≥ c′(−ρ(z) + |w − z|2), for z ∈ D, w ∈ bD ,
for an appropriate positive c′. There is also the variant
Re gǫ(w, z) ≥ c′(ρ(w)− ρ(z) + |w − z|2)
CAUCHY-SZEGO˝ PROJECTION 9
for z and w in a neighborhood of bD. We shall always assume that ǫ
is restricted to be so small that (2.3) holds. As a direct consequence of
(2.1) we then also have
(2.4) |gǫ(w, z)| ≈ |g0(w, z)|
where the constants implied in the inequality . above, and the equiv-
alence ≈, are independent of ǫ.
2.2. Special coordinate system. To obtain a better understand-
ing of g0 and gǫ we introduce for each w ∈ bD a special coordinate
system centered at w. We let νw denote the inner unit normal at w, so
νw = −∇ρ(w)/|∇ρ(w)|. We set en = iνw, and take {e1, . . . , en−1, en}
to be an orthonormal basis of Cn. Our coordinates of a point z ∈ Cn
are then determined by
z − w =
∑
j
zjej .
Note that then the coordinate zn = xn+ iyn is intrinsically determined,
as well as the length of the orthogonal complement,
|z′| =
(
n−1∑
j=1
|zj|2
)1/2
.
Using the fact that 2 ∂ρ(w) = −i|∇ρ(w)|dwn, we see that
〈∂ρ(w), w − z〉 = − i
2
|∇ρ(w)| zn
(see also [LS-4]). Looking back at (2.2) we then have
(2.5) gǫ(w, z) = −icw zn +Q(z)
where cw = |∇ρ(w)|/2, and Q(z) = Qǫw(z) is a homogeneous quadratic
polynomial in z1, . . . , zn. The only property of Q that we need to know
is that |Q(z)| ≤ c|z|2, with a constant c independent of ǫ and w.
The main estimates for gǫ(w, z) (and hence also for g0(w, z)) are
contained in the following
Proposition 1. For each w ∈ bD, we have
(i) |gǫ(w, z)| ≈ |xn|+ |w − z|2 + |ρ(z)|, for z ∈ D.
In particular, we have
(ii) |gǫ(w, z)| ≈ |xn|+ |z′|2, for z ∈ bD.
The constants implicit in these equivalences are independent of ǫ, w
and z.
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Proof. We begin by observing that z = w we have
∂ρ
∂zj
= 0, j = 1, . . . , n− 1; ∂ρ
∂xn
= 0;
∂ρ
∂yn
= −|∇ρ(w)|.
Thus, by Taylor’s theorem,
(2.6) ρ(z) = −|∇ρ(w)| yn +O(|z − w|2), and therefore
|yn| . |ρ(z)|+ |w − z|2.
Combining this with (2.5) and the comments thereafter gives
|Re gǫ(w, z)| . |ρ(z)| + |w − z|2.
However when z ∈ D we have −ρ(z) ≥ 0, and so (2.3) grants the
opposite inequality, which yields
(2.7) Re gǫ(w, z)| ≈ |ρ(z)| + |w − z|2.
Moreover (2.5) immediately gives
Im gǫ(w, z) = −cw xn +O(|w − z|2), which leads to
(2.8)
 | Im gǫ(w, z)| . |xn|+ |w − z|
2, and
|xn| . | Im gǫ(w, z)|+ |w − z|2.
A combination of (2.8) with (2.7) then implies conclusion (i).
The second conclusion follows from the first because z ∈ bD implies
ρ(z) = 0, while |w − z|2 = |zn|2 + |z′|2 = x2n + y2n + |z′|2, and x2n ≈ |xn|
if xn is bounded, while by (2.6), |yn| . |w − z|2, if z ∈ bD. 
There are two consequences that can be drawn from Proposition 1.
First, if z and w are both in bD then
(2.9) |gǫ(w, z)| ≈ | Im〈∂ρ(w), w − z〉|+ |w − z|2.
In fact, by the above
∂ρ(w)
∂zn
=
i
2
|∇ρ(w)|, and hence 〈∂ρ(w), w − z〉 = −icwzn,
with cn > 0 as in (2.5); so Im〈∂ρ(w), w − z〉 = −cwxn. Thus (2.9) is a
consequence of the first conclusion of Proposition 1.
Our next assertion is the analogue of [LS-4, Lemma 4.3]. For z ∈ bD
we write zδ = z + δνz, where νz is the inward unit normal at z.
Corollary 2. For δ > 0 sufficiently small, we have
|gǫ(w, zδ)| ≈ |gǫ(w, z)|+ δ, for w, z ∈ bD, and zδas above.
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Proof. It suffices to prove this when |w − z| ≤ c1, where c1 is a small
positive constant to be chosen below. The result for |w − z| ≥ c1 is a
trivial consequence of conclusion (i) in Proposition 1.
Now let zn = xn + iyn be the n-th coordinate of z in the coordinate
system centered at w that was chosen earlier, and zδn = x
δ
n+ iy
δ
n be the
corresponding coordinate of zδ = z + δνz. Then, letting (·, ·) denote
the hermitian inner product in Cn, we have
zn = (z − w, en), zδn = (zδ − w, en), and therefore
zδn = zn+ δ(νz, en) = zn+ δ(νw, en)+O(δ|z−w|), while (νw, en) = icw.
Hence
(2.10) xδn = xn +O(δ|z − w|).
Also, by Taylor’s theorem ρ(zδ) = −|∇ρ(z)|δ + O(δ2) as δ → 0 since
ρ(z) = 0 and (νz,∇ρ(z)) = −|∇ρ(z)|. Thus
(2.11) |ρ(zδ)| ≈ δ for small δ > 0.
Finally, we note that |zδ − w|2 = |z − w|2 + O(δ|z − w| + δ2), and
applying this along with (2.10) and (2.11) via conclusion (i), we see
that
|gǫ(w, zδ)| ≈ |xδn|+|zδ−w|2+|ρ(zδ)| ≈ |xn|+|z−w|2+δ+O(δ|z−w|+δ2).
Now we merely need to take c1 and δ sufficiently small to absorb the
“O” term above into δ, to get
|gǫ(w, z)| ≈ |xn|+ |w − z|2 + δ ,
and thus using conclusion (i) again proves the corollary. 
Note that in view of (2.4) the conclusions of Proposition 1 and Corol-
lary 2 hold for g0 as well as gǫ.
2.3. Geometry of the boundary of D. We define the function
d(w, z) by
d(w, z) = |g0(w, z)|1/2.
Note that by (2.4) we also have
(2.12) d(w, z) ≈ |gǫ(w, z)|1/2 for all ǫ.
For w, z ∈ bD, d(w, z) has the properties of a quasi-distance, namely
Proposition 3. For d(w, z) defined as above, we have
(a) d(w, z) ≥ 0, and d(w, z) = 0 only when w = z.
(b) d(w, z) ≈ d(z, w)
(c) d(w, z) . d(w, ζ) + d(ζ, z)
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whenever w, ζ, z ∈ bD.
Proof. Conclusion (a) is obvious from (2.9) and the definition of d(w, z).
Next, observe that
| Im〈∂ρ(w), w − z〉| = | Im〈∂ρ(z), z − w〉|+O(|w − z|2).
Therefore by (2.9), we have that |gǫ(w, z)| ≈ |gǫ(z, w)|, which implies
conclusion (b). Finally, note that
〈∂ρ(w), w − z〉 − 〈∂ρ(w), w − ζ〉 = 〈∂ρ(w), ζ − z〉
and the latter equals 〈∂ρ(ζ), ζ − z〉 + O(|ζ − z| |w − ζ |) since we have
that ∂ρ(w)− ∂ρ(ζ) = O(|w− ζ |). It follows that | Im〈∂ρ(w), w− z〉| is
bounded above by
| Im〈∂ρ(w), w − ζ〉|+ | Im〈∂ρ(ζ), ζ − z〉|+O(|w − ζ |2 + |z − ζ |2).
Also, |w− z|2 . |w− ζ |2 + |ζ − z|2. From these observations and (2.9)
we obtain
|g0(w, z)| . |g0(w, ζ)|+ |g0(ζ, z)|,
which grants conclusion (c). 
A final, simple observation about the quasi-distance d is that
(2.13) |w − z| . d(w, z) . |w − z|1/2, w, z ∈ bD,
which follows immediately from (2.9) via the Cauchy-Schwartz inequal-
ity, and the definition of d.
At this stage it is worth recording the following facts proved in the
same spirit as the proof of Proposition 3.
For A(w, z) equal to gǫ(w, z) we have
(2.14) |A(w, z)− A(w′, z)| ≤ cǫ
(
d(w,w′)2 + d(w,w′) d(w, z)
)
and for A(w, z) equal to either gǫ(z, w) or Im〈∂ρ(w), w − z〉
(2.15) |A(w, z)−A(w′, z)| . d(w,w′)2 + d(w,w′) d(w, z)
where the implicit constant in the second of these inequalities does not
depend on ǫ. We prove the first inequality; the inequality for A(w, z) =
gǫ(z, w) or Im〈∂ρ(w), w− z〉 will follow by a similar argument. We see
from (2.2) that
gǫ(w, z) = 〈∂ρ(w), w − z〉 +Qw(w − z), if |w − z| ≤ µ/2
where Qw(u) is a quadratic form in u. Thus we may split the difference
gǫ(w, z)− gǫ(w′, z) as the sum of two terms: I + II, where
I = 〈∂ρ(w), w − z〉 − 〈∂ρ(w′), w′ − z〉
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and
II = Qw(w − z)−Qw′(w′ − z).
Now
I = 〈∂ρ(w), w − w′〉+ 〈∂ρ(w)− ∂ρ(w′), w′ − z〉 =
= gǫ(w,w
′)−Qw(w − w′) + 〈∂ρ(w)− ∂ρ(w′), w′ − z〉 .
Since |gǫ(w,w′)| ≈ d(w,w′)2, the identity above and (2.13) give
|I| . d(w,w′)2 + d(w,w′) d(w, z).
On the other hand
II ≤ ∣∣Qw(w − z)−Qw(w′ − z)∣∣ + ∣∣Qw(w′ − z)−Qw′(w′ − z)∣∣ ,
with
|Qw(w − z)−Qw(w′ − z)| . d(w,w′)2 + d(w,w′) d(w, z) ,
whereas
|Qw(w′ − z)−Qw′(w′ − z)| ≤ cǫ |w − w′| |w′ − z|2
where
cǫ = sup
w∈bD
1≤j,k≤n
|∇τ ǫj,k(w)|,
and this grants
|Qw(w′ − z)−Qw′(w′ − z)| ≤ cǫ
(
d(w,w′)2 + d(w,w′) d(w, z)
)
.
This proves (2.14); the proof of (2.15) is similar but does not involve
the bound cǫ.
We next introduce the Leray-Levi measure dλ defined on bD. The
proofs of the assertions in the rest of this section follow closely those
given in a broadly parallel situation in [LS-4, Section 3.4] and so details
will be omitted. The Leray-Levi measure dλ on bD is defined by the
linear functional
f 7→
∫
bD
f(w) dλ(w) =
1
(2πi)n
∫
bD
f(w) j∗
(
∂ρ∧(∂∂ρ)n−1) (w) ,
with ρ our defining function, and where (∂∂ρ)n−1 is the (n − 1)-fold
wedge product of ∂∂ρ, and with j∗ denoting the pull-back under the
inclusion
j : bD →֒ Cn .
Then one has
(2.16) dλ(w)=(2πi)−nj∗
(
∂ρ∧(∂∂ρ)n−1)(w)=Λ(w)dσ(w),
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where dσ is the induced Lebesgue measure, and Λ(w) is a continuous
function such that
c1 ≤ Λ(w) ≤ c2 , w ∈ bD ,
with c1 and c2 two positive constants. In fact
Λ(w) = (n− 1)!(4π)−n| det ρ(w)| |∇ρ(w)|, w ∈ bD,
where det ρ(w) is the determinant of the (n− 1)× (n− 1) matrix{
∂2ρ
∂zj∂zk
}∣∣∣∣
z=w
, 1 ≤ j, k ≤ n− 1,
computed in the coordinate system (z1, . . . , zn) centered at w that was
introduced above. (See [Ra, Lemma VII.3.9].) The C2 character of
ρ together with its strict plurisubharmonicity then establishes (2.16).
The particular relevance of the Leray-Levi measure will become appar-
ent when we consider adjoints of our operators.
Our next assertions concern the boundary balls {Br(w)} determined
via the quasi-distance d and their measures. We define
Br(w) = {z ∈ bD : d(w, z) < r}, where w ∈ bD.
We also consider the “box”
B˜r(w) = {z ∈ bD : |xn| < r2, |z′| < r}, w ∈ bD.
We then have the equivalence Br(w) ≈ B˜r(w), which means
B˜cr(w) ⊂ Br(w) ⊂ B˜c2r(w),
for two positive constants c1 and c2 that are independent of r > 0
and w ∈ bD. These inclusions follow directly from conclusion (ii) in
Proposition 1 and the fact that
|g0(w, z)| ≈ |gǫ(w, z)| ≈ d(w, z)2 .
Using the arguments set down in [LS-4, Section 3.5], one can show
that the equivalence of Br(w) with B˜r(w) implies that
λ(Br(w)) ≈ r2n, 0 ≤ r ≤ 1,
and hence also σ(Br(w)) ≈ r2n, 0 ≤ r ≤ 1.
As a final consequence (as is shown in [LS-4]) we have
(2.17)
∫
w∈Br(z)
d(w, z)−2n+βdλ(w) ≤ cβ rβ;
∫
w/∈Br(z)
d(w, z)−2n−βdλ(w) ≤ cβ r−β
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for 0 < r < 1 and β > 0. When β = 0 we can assert that
(2.18)
∫
w/∈Br(z)
d(w, z)−2n dλ(w) ≤ c log(1/r), for 0 < r < 1/2.
3. A family of Cauchy integrals: definition, correction
and initial properties
Here we define the Cauchy integrals {Cǫ}ǫ (determined by the the
denominators {gǫ}ǫ) and study their properties when ǫ is kept fixed;
for convenience of notation we will henceforth drop explicit reference
to ǫ and will resume doing so in Part II, when the dependence on ǫ will
again be relevant (in fact crucial). Thus, for the time being we will
write g for gǫ; C for Cǫ, and so forth.
3.1. A Cauchy-Fantappie´ integral. Our Cauchy integral will be
defined as the sum of two operators. The first, C1, is a Cauchy-
Fantappie´ integral. To describe it we first isolate a 1-form G closely
related to the denominator g.
We set
(3.1) G(w, z) =
= χ
[
∂ρ(w)− 1
2
∑
j,k
τ ǫj,k(w) (wj − zj) dwk
]
+ (1− χ)
∑
k
(wk − zk) dwk .
As a result,
g(w, z) = 〈G(w, z), w − z〉.
We next normalize G and set
η(w, z) =
G(w, z)
g(w, z)
, for w ∈ bD, z ∈ D.
Then η is a “generating form”, namely 〈η(w, z), w − z〉 = 1 for any
z ∈ D and for any w in a neighborhood of bD, see [LS-3, Lemma 6,
Section 7]. Note that η is a form of type (1, 0) in w, with coefficients
that are C1 in w and C∞ in z.
The Cauchy-Fantappie´ integral C1 is defined as
C1(f)(z) =
1
(2πi)n
∫
w∈bD
f(w) j∗(η∧(∂η)n−1)(w, z), z ∈ D.
Here f is an integrable function on bD and, as before, j : bD →֒ Cn.
Note that
∂η = − 1
g2
(∂g) ∧G+ 1
g
∂G = −1
g
(∂g) ∧ η + 1
g
∂G,
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and since η ∧ η = 0, it follows that
(3.2) C1(f)(z) =
∫
w∈bD
C1(w, z)f(w), z ∈ D,
where
C1(w, z) =
1
(2πi)n
j∗
(
G∧(∂G)n−1)(w, z)
g(w, z)n
)
.
Proposition 4. Suppose that F is continuous in D and holomorphic
in D. Let
f = F
∣∣∣∣
bD
.
Then
C1(f)(z) = F (z), z ∈ D.
Proof. This proposition is a restatement of [LS-3, Proposition 4, Sec-
tion 7] (see also [LS-3, Proposition 2, Section 5] and [LS-3, Lemma 6,
Section 7]). 
3.2. Correction Operator. While the Cauchy-Fantappie´ integral
C1 reproduces holomorphic functions, C1(f) is not holomorphic for
general f . To achieve this we correct C1 by the solution of a ∂-problem.
Here we use the presentation of this idea as it appears in [LS-3, Section
8], where further details can be found; earlier versions are in [KS-2]
and [Ra].
There is a C∞-smooth, strongly pseudo-convex domain Ω that con-
tains D with the property that
H(w, z) :=
 −∂z
(
η∧(∂wη)n−1
)
, for z ∈ Ω \ {|z − w| < µ/2}
0, for |z − w| < µ/2
is smooth in z ∈ Ω and continuous in w ∈ bD, and satisfies the com-
patibility condition ∂zH(w, z) = 0 whenever z ∈ Ω and w ∈ bD. So if
we consider the solution of the ∂-problem
∂zC
2(w, z) = H(w, z), z ∈ Ω ,
we can write C2(w, z) = Sz(H(w, ·)) for the corresponding normal so-
lution operator Sz, as given in e.g., [CS], [FK]. Then C
2(w, z) is an
(n, n−1)-form in w, whose coefficients are of class C1 in w and depend
smoothly on z. In particular, C2(w, z) is bounded on bD ×D, and so
(3.3) sup
(w,z)∈bD×D
|C2(w, z)| . 1 .
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We then define
(3.4) C2(f)(z) =
∫
bD
C2(w, z)f(w)
and write
C(f)(z) =
∫
bD
C(w, z)f(w)
where
C(w, z) = C1(w, z) + C2(w, z), and so C = C1 +C2 .
One has as a result
Proposition 5.
(1) Whenever f is integrable, C(f)(z) is holomorphic for z ∈ D.
(2) If F is continuous in D and holomorphic in D and
f = F
∣∣∣∣
bD
,
then C(f)(z) = F (z), z ∈ D.
It is also useful to have the additional regularity of C(f) when f is
Ho¨lder in the sense of the quasi-distance d, i.e. it satisfies
(3.5) |f(w1)− f(w2)| . d(w1, w2)α for some 0 < α ≤ 1.
Proposition 6. If f satisfies the Ho¨lder-type condition (3.5) then C(f)
extends to a continuous function on D.
Proof. Since C = C1 + C2 and the kernel of C2 is continuous in D,
C2(f) is automatically continuous there, and we are reduced to con-
sidering C1(f).
Given the smoothness of η(w, z) and ∂wg(w, z) for z ∈ D, it suffices
to prove the continuity of C1(f)(z) for z in D and close to bD. To do
this we set
F δ(z) = C1(f)(zδ), with zδ = z + δνz
with νz and δ as in Corollary 2. It will suffice to see that the functions
F δ converge uniformly on bD as δ → 0. In fact one can assert that
(3.6) sup
z∈bD
|F δ1(z)− F δ2(z)| . max{δ1, δ2}α/2.
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This can be proved as follows. With C1(w, z) the kernel of the operator
C1 we have
(3.7) F δ1(z)− F δ2(z) =
∫
w∈bD
(
C1(w, zδ1)− C1(w, zδ2)
)
(f(w)− f(z))
because C1(1) = 1 by Proposition 4.
Now suppose δ1 ≤ δ2, then one has the following estimate
(3.8)
∣∣C1(w, zδ1)− C1(w, zδ2)∣∣ . min{ 1
d(w, z)2n
,
δ2
d(w, z)2n+2
}
.
Indeed, C1(w, z) = j∗
(
(2πi g(w, z))−2nG ∧ (∂wG)n−1
)
. Looking back
at the definition of G(w, z), see (3.1), we see that G and ∂wG are
bounded. So the inequality:
∣∣C1(w, zδ1)− C1(w, zδ2)∣∣ . d(w, z)−2n fol-
lows from Corollary 2, if we take into account that |g(w, z)| ≈ d(w, z)2.
Since ∇zG and ∇z∂wG are also bounded, Corollary 2 again grants∣∣C1(w, zδ1)− C1(w, zδ2)∣∣ . |δ1 − δ2| |g(w, z)|−n−1 . δ2 d(w, z)−2n−2,
since δ2 > δ1. Hence the estimate (3.8) is established.
We now break the integration in (3.7) into two parts: where d(w, z) ≤
δ
1/2
2 , and d(w, z) > δ
1/2
2 . Then since |f(w1) − f(w2)| . d(w, z)α, the
integral over the first part is bounded by a multiple of∫
d(w,z)≤δ
1/2
2
d(w, z)−2n+α dλ(w) .
Similarly the integral over the second part is bounded by
δ2
∫
d(w,z)>δ
1/2
2
d(w, z)−2n−2+α dλ(w) .
Both integrals are O(δ
α/2
2 ) in view of (2.17) with r = δ
1/2
2 . Since we
took δ2 ≥ δ1, this proves (3.6), and the proposition is established. 
4. A Cauchy transform; Lp-boundedness
Proposition 6 allows us to define the “Cauchy transform” C. It is a
linear operator, initially defined on functions satisfying (3.5) by
(4.1) C(f) = C(f)∣∣
bD
(We recall that C and thus C depend on a parameter ǫ, which here is
kept fixed and hence omitted from the notations.)
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It is worthwhile to point out the following formula for C(f)
(4.2) C(f)(z) = f(z) +
∫
w∈bD
C(w, z) [f(w)− f(z)] , z ∈ bD ,
which is proved by considering the identity
C(f)(zδ) = f(z) +
∫
w∈bD
C(w, zδ) [f(w)− f(z)]
where as before, zδ = z + δνz, and letting δ → 0. (We remark that the
integral in the expression above is absolutely convergent in view of the
fact that f satisfies the Ho¨lder-like condition (3.5).)
Our principal result for C is as follows.
Theorem 7. The operator C initially defined for functions satisfying
(3.5) extends to a bounded linear transformation on Lp(bD, dλ), for
1 < p <∞.
On account of the equivalence (2.16) this also gives boundedness in
Lp(bD, dσ).
4.1. Essential parts and remainders. At several steps of our
analysis we require a decomposition of the Cauchy integral C and the
Cauchy transform C into an “essential part” plus an acceptable “re-
mainder”, and moreover such decomposition appears in several differ-
ent forms. In fact, first we considered C = C1+C2, with C1 a Cauchy-
Fantappie´ integral and C2 a correction term via ∂ (the “remainder”),
and this led to the definition (4.1) of the Cauchy transform C. A new
decomposition of C is given immediately below; further decompositions
of C will be needed in Part II, when we study the Cauchy-Szego˝ pro-
jection.
It is worthwhile to point out that the remainders that appear in all
such decompositions will always be less singular than the corresponding
essential parts, in the sense that their kernels (hereby generically de-
noted R(w, z)) are easily seen to be controlled via the improved bound
(4.3) |R(w, z)| . d(w, z)−2n+1
for any w, z ∈ bD, and satisfy the improved difference condition
(4.4) |R(w, z)−R(w, z′)| . d(z, z
′)
d(w, z)2n
whenever d(w, z) ≥ c d(z, z′) for an appropriate large constant c.
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By contrast, the kernels of the essential parts will exhibit no such im-
provements and will in fact retain the same singularities as the original
transform C, see for instance (4.18) below.
4.2. A new decomposition of C. We begin by making a decom-
position of the Cauchy transform C that will eventually allow us to
study its “adjoint” on L2(bD, dλ). Here we take the numerator of the
Cauchy-Fantappie´ integral, essentially j∗
(
G ∧ (∂G)(n−1)) /(2πi)n, see
(3.2), and replace it by j∗(∂ρ∧ (∂∂ρ)n−1))/(2πi)n = dλ, the Leray-Levi
measure. So we define C♯ by
(4.5) C♯(f) =
∫
w∈bD
f(w)
g(w, z)n
dλ(w) , z ∈ D.
Looking back at (3.1) we see that
G = ∂ρ+ γ0 +
n∑
k=0
(wk − zk)γk
where γ0, γk are 1-forms whose coefficients are smooth in z and of class
C1 in w, with γk supported in |w − z| ≤ µ and γ0 supported where
|w − z| ≥ µ/2. As a result
(4.6) C(f)(z) = C♯(f)(z) +R(f)(z), z ∈ D
where the remainder R is given by
(4.7) Rf(z) =
∫
bD
g(w, z)−nj∗
(
α0(w, z) +
∑
j
αj(w, z)(wj − zj)
)
f(w)
+ C2(f)(z).
Here α0(w, z) and αj(w, z) are (2n−1)-forms in w whose coefficients are
continuous in w ∈ bD and smooth in z ∈ D, with α0(w, z)supported
away from the diagonal {w = z}. Also, C2(f) is the correction term
(3.4).
In view of (3.3) and of the fact that |g(w, z)| ≈ d(w, z)2, we see that
the kernel of R is bounded by a multiple of d(w, z)−2n+1, see (4.3).
Thus, by (2.17) and Corollary 2 the integral defining R(f) converges
absolutely and uniformly for z ∈ D and hence extends to a continuous
function on D.
With this and (4.1) we can define the operator C♯ acting on f that
satisfies (3.5) by
C♯(f) = C♯(f)
∣∣∣∣
bD
.
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As a result we have a corresponding identity
(4.8) C(f)(z) = C♯(f)(z) +R(f)(z), z ∈ bD .
We point out that
(4.9) C♯(f)(z) =
∫
w∈bD
f(w)
g(w, z)n
dλ(w)
whenever f satisfies the Ho¨lder-like condition (3.5) and z ∈ bD is such
that f(z) = 0. This results by a passage to the limit in (4.5) where we
use (4.1) and (4.2). The remainder operator R will be dealt with in
Section 4.5.
4.3. C♯ as a “derivative”. A turning point in this analysis is the
realization that C♯(f) can be appropriately expressed in terms of df .
For this purpose we define two operators E and R♯. Here the “essential
part” E acts on continuous 1-forms µ on bD, and the output E(µ) is
the continuous function in D given by
E(µ)(z) = cn
∫
w∈bD
g(w, z)−n+1 µ(w) ∧ j∗(∂∂ρ(w, z))n−1
with cn = 1/[(n − 1)(2πi)n]. The “remainder” R♯ maps continuous
functions on bD to continuous functions on D and is defined in a man-
ner analogous to (4.7).
Proposition 8. If f ∈ C1(bD), then
(4.10) C♯(f)(z) = E(df)(z) +R♯(f)(z), for z ∈ D.
An analogous result can be found in [LS-4, Proposition 5.1]. As a
consequence we have
(4.11) C♯(f)(z) = E(df)(z) +R♯(f)(z), for z ∈ bD ,
where E and R♯ are defined as the corresponding limits on bD of E and
R♯.
The simple integration lemma below will be used here and at several
later occasions. Suppose F and ρ are a pair of functions on bD with F
of class C1 and ρ of class C2.
Lemma 9. ∫
bD
dF ∧ (∂∂ρ)n−1 = 0 .
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If we make the stricter assumption that ρ is of class C3, then since
d(∂∂ρ) = 0, the assertion of the lemma follows immediately from
Stokes’ theorem and the fact that d(F ∧ (∂∂ρ)n−1) = dF ∧ (∂∂ρ)n−1.
The case when ρ is merely of class C2 then follows this by approximat-
ing ρ in the C2-norm by {ρk}k with each ρk of class C3.
Proof of Proposition 8. We fix z in the interior of D; our goal is to
apply Lemma 9 to
F (w) = f(w) · g(w, z)−n+1
(and ρ the defining function of our domain). We claim that computing
dF ∧ (∂∂ρ)n−1 for such an F will give rise to several terms. One of
these will be −g(w, z)−nf(w)dλ(w) (whose integral over bD is precisely
−C♯(f)(z)), while the integrals of the other terms will be E(df)(z) +
R♯(f)(z). Specifically, we have
dF = (−n+ 1)f(w) · g(w, z)−ndwg(w, z) + df(w) · g−n+1(w, z),
and
(4.12) dwg = ∂ρ(w) + β0(w, z) +
∑
j
βj(w, z)(wj − zj).
Here βj and β0 are 1-forms in w that are smooth as z varies over
D, and continuous as w varies over bD, with β0(w, z) supported away
from the diagonal {w = z}. This leads to (4.10), thus proving the
proposition. 
4.4. The virtual adjoint of C♯. Here it is crucial that we take the
inner product, with respect to which the “adjoint” is defined, to be
given by
(f1, f2) =
∫
bD
f1(w) f2(w) dλ(w) ,
with dλ the Leray-Levi measure, and we will let (C♯)∗ denote the ad-
joint of C♯ with respect to such inner product. We have the following
representation for (C♯)∗.
Proposition 10. There is a linear operator (C♯)∗, acting on functions
that are Ho¨lder in the sense of (3.5) for some α, so that
(4.13) (C♯f1, f2) = (f1, (C♯)∗f2)
for any pair of such functions. Moreover
(4.14) (C♯)∗(f)(z) =
∫
w∈bD
g(z, w)−nf(w) dλ(w)
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for those z ∈ bD such f(z) = 0.
(Notice that the integral above converges absolutely because when z
is outside the support of f one has |f(w)| . d(w, z)α.)
Proof. We consider the family of operators C♯,δ, given by
C♯,δ(f)(z) =
∫
w∈bD
g(w, zδ)−nf(w) dλ(w), z ∈ bD ,
where zδ = z + δνz is defined as in Corollary 2.
Now g(w, zδ)−n is uniformly bounded in z and w for each δ > 0
(see Corollary 2), and hence for each δ the operator C♯,δ is bounded in
L2(bD, dλ). Its (genuine) adjoint (C♯,δ)∗ is then given by
(4.15) (C♯,δ)∗(f)(z) =
∫
w∈bD
g(z, wδ)−nf(w) dλ(w)
where again wδ = w + δνw, and (C♯,δ(f1), f2) = (f1, (C♯,δ)∗(f2)), when-
ever f1, f2 ∈ L2(bD, dλ). It will suffice to see that whenever f is
Ho¨lder, (C♯,δ)∗(f) converges uniformly, as δ → 0, to a limit, and to
take (C♯)∗(f) to be such limit. The convergence will be shown using
Proposition 11 below, which is the special case when f = 1; we give a
separate proof as its full conclusion will be needed later.
Proposition 11. With same notations as above, we have
(C♯,δ)∗(1) = h∗δ , δ > 0
where {h∗δ}δ are continuous functions on bD. The h∗δ converge uni-
formly to a continuous function h∗ as δ → 0.
Proof. The proof follows the spirit of Proposition 8, expressing in this
case (C♯,δ)∗(f) with f = 1 in terms of df = 0, with an acceptable error
term. Here we will apply Lemma 9 with F (w) = g(z, wδ)−n−1.
If |z − w| ≤ µ/2 then
dw(g(z, w
δ)) =
= dw
(〈∂ρ(z), z − w δ〉) − 1
2
dw
(∑
j,k
τ ǫjk(z)(zj − w δj )(zk − w δk )
)
.
Now
dw
(〈∂ρ(z), z − w〉) = −∂ρ(w) +∑
j
(
∂ρ(w)
∂wj
− ∂ρ(z)
∂zj
)
dwj .
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Also, wδ = w + δνw, and if we write νw = (ν
1
w, . . . , ν
n
w) then dwνw are
1-forms with continuous coefficients. Altogether then
dw
(
g(z, wδ)
)
= −∂ρ(w) +
+β∗0+
∑
j
β∗j (w, z)(wj−zj)+
∑
j
β∗∗j (w, z)
(
∂ρ(w)
∂wj
− ∂ρ(z)
∂zj
)
+ δ γδ(z, w) .
Here β∗0 , β
∗
j , β
∗∗
j and γ
δ are 1-forms in w with coefficients that are C1
in z ∈ D and in w ∈ bD; also γδ(z, w) is bounded as δ → 0, while
β∗0(w, z) is supported away from the diagonal {w = z}.
Keeping in mind that j∗dρ = 0 (or its equivalent formulation: j∗∂ρ =
−j∗∂ρ), we obtain from Lemma 9 that
h∗δ = (C♯,δ)∗(1) =
∫
bD
g(z, wδ)−n dλ(w) = I1δ + I
2
δ
with
I1δ =
∫
bD
g(z, wδ)−nj∗
[
a0(w, z) +
n∑
j=1
aj(w, z)(wj − zj) + bj(w, z)
( ∂ρ
∂wj
(w)− ∂ρ
∂zj
(z)
)]
where a0, aj and bj are (2n − 1)-forms in w, with coefficients that are
continuous in z ∈ D and w ∈ bD, with a0(w, z) = 0 away from the
diagonal {w = z}. From this it is evident that I1δ converges uniformly
as δ → 0 to a continuous function I1.
Moreover
I2δ =
∫
bD
j∗(Aδ(w, z))
where Aδ(w, z) is a (2n− 1)-form in w that satisfies the bound
|Aδ(w, z)| . δ |gǫ(w, z)|−n ,
and it follows by (2.18) that I2δ = O(δ log 1/δ) as δ → 0, and hence this
tends to zero uniformly in z, so that
h∗δ(z)→ I1(z) =: h∗(z) uniformly in z, as δ → 0.
The proof of Proposition 11 is concluded. 
We may now complete the proof of Proposition 10 . Turning back
to (C♯,δ)∗(f) as expressed in (4.15) we see that
(C♯,δ)∗(f) =
∫
bD
g(z, w)−n[f(w)− f(z)] dλ(w) + h∗δ(z)f(z) ,
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since (C♯,δ)∗(1) = h∗δ . Now if |f(w)−f(z)| . d(w, z)α, α < 1, we clearly
have the convergence of (C♯,δ)∗(f) as δ → 0, to a limit which we call
(C♯)∗(f) and which equals
(C♯)∗(f) =
∫
bD
g(z, w)−n[f(w)− f(z)] dλ(w) + h∗(z)f(z).
With this the duality identities (4.13) and (4.14) are established, prov-
ing Proposition 10. 
4.5. Lp-boundedness of C. We shall prove the boundedness of C by
applying to C♯ the T (1) theorem in the form given in [C-1]. To this end,
in this section we go over the key hypotheses of this theorem, namely
• the cancellation properties of C♯;
• the action of C♯ on “bump functions”;
• the difference estimates for the kernel of C♯.
We first recall the cancellation properties of C♯. We have
C♯(1) = h and (C♯)∗(1) = h∗
where both h and h∗ are continuous functions. This is what was proved
for (C♯)∗(1) in Proposition 11. The proof works as well for C♯(1), using
(4.11), by which C♯(1) = R♯(1). Now R♯(1) can be treated like I1δ in
the proof of Proposition 11.
Next we come to the action of C♯ on “bump functions”. We fix α,
0 < α < 1, and say that f is a normalized bump function associated
with a boundary ball Br(wˆ) (with wˆ ∈ bD), if it is supported in Br(wˆ)
and satisfies
|f(z)| ≤ 1, |f(z)− f(z′)| ≤
(
d(z, z′)
r
)α
, for all z, z′ ∈ bD.
The main fact we use for these bump functions is a consequence of
Lemma 12 below.
Suppose T is a linear transformation defined on functions satisfying
the Ho¨lder-type regularity (3.5) for some α > 0, and mapping these
to continuous functions on bD. Assume further that T has a kernel
K(w, z) so that
(4.16) T (h)(z) =
∫
bD
K(w, z)h(w) dλ(w)
holds whenever h(z) = 0, with |K(w, z)| ≤ d(w, z)−2n. Suppose in
addition that
(4.17) |T (f0)(wˆ)| . 1
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whenever f0 is a C
1-smooth function supported in a ball Br(wˆ), and
|f0| ≤ 1 and |∇f0| ≤ 1/r2 on bD.
Lemma 12. With the above assumptions, the following holds whenever
f is a normalized bump function associated to Br(wˆ):
(a) sup
z∈bD
|T (f)(z)| . 1, and
(b) ‖T (f)‖2L2(bD,dλ) . r2n.
Proof. Let f be a given normalized bump function associated with
Br(wˆ), and let χ be a non-negative C
1-smooth function on C, so that
χ(u + iv) = 1 for |u + iv| ≤ 1/2, χ(u + iv) = 0 for |u + iv| ≥ 1 and,
furthermore, |∇χ(u+ iv)| ≤ 1/r2. Set
χ˜r,wˆ(w) = χ
(
Im〈∂ρ(wˆ), wˆ − w〉
c r2
+ i
|wˆ − w|2
c r2
)
for any w ∈ bD.
If the constant c is chosen sufficiently large, it follows from (2.9) that
χ˜r,wˆ(w) = 0 if d(wˆ, w) ≥ r, while χ˜r,wˆ(w) = 1 whenever d(wˆ, w) ≤ c′r
(with c′ another constant). Now define
f0(w) = f(wˆ) χ˜r,wˆ(w).
It is clear that f0 satisfies all the requirements ensuring that (4.17)
holds. We make the following four assertions:
(1) |(f − f0)(w)| .
(
d(w, wˆ)
r
)α
;
(2) |T (f)(wˆ)| . 1;
(3) |T (f)(z)| . 1 for any z ∈ Bcr(wˆ);
(4) |T (f)(z)| . d(z, wˆ)−2nr2n for any z /∈ Bcr(wˆ).
Note that conclusion (a) would then follow at once from assertions
(3) and (4); to prove conclusion (b) we first write
‖T (f)‖2L2(bD) =
∫
Bcr(wˆ)
|T (f)|2 +
∫
bD\Bcr(wˆ)
|T (f)|2 = I + II,
and observe that I . r2n by conclusion (a) and similarly, II . r2n by
assertion (4) and (2.17) (with β = 2n).
It remains to prove the four assertions. To prove the first assertion,
note that since f0(wˆ) = f(wˆ), we may write f(w) − f0(w) = I + II,
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where I = f(w) − f(wˆ), II = f0(wˆ) − f0(w), and in view of our
hypotheses on f , we only need to show that
|II| = |f0(wˆ)− f0(w)| .
(
d(w, wˆ)
r
)α
.
To this end note that
f0(w)− f0(wˆ) = f(wˆ) (χ˜r,wˆ(w)− χ˜r,wˆ(wˆ))
(because χ˜r,wˆ(wˆ) = 1). By the mean value theorem we have that the
right-hand side of this identity is equal to
O
( |Im〈∂ρ(wˆ), wˆ − w〉|+ |wˆ − w|2
c r2
)
and by (2.9) and (2.12) this is bounded by(
d(w, wˆ)
r
)2
≤
(
d(w, wˆ)
r
)α
,
(recall that α < 1) thus proving assertion (1). To prove the second
assertion, we write
T (f) = T (f0) + T (f − f0).
Now we have that |T (f0)(wˆ)| . 1 by (4.17), and (f − f0)(wˆ) = 0 by
the definition of f0. It follows that
|T (f−f0)(wˆ)| =
∣∣∣∣∣∣
∫
bD
K(w, wˆ) (f − f0)(w) dλ(w)
∣∣∣∣∣∣ . 1rα
∫
Br(wˆ)
d(w, wˆ)−2n+αdλ(w)
by our hypotheses on T and K along with assertion (1); the inequality
|T (f − f0)| . 1 now follows by combining the above with (2.17). To
prove assertion (3) we think of f as (a multiple of) a bump function
associated with a ball Bc′r(z) for a suitable constant c
′, and we apply
assertion (2). We are left to prove assertion (4). To this end, we first
note that f(z) = 0 because z /∈ Bcr(wˆ), so by our hypotheses on T and
K(w, z) we have that
|Tf(z)| .
∫
Br(wˆ)
d(w, z)−2n dλ(w)
(recall that |f | ≤ 1). Now it follows by the triangle inequality that
d(w, z) & d(z, wˆ) whenever z /∈ Bcr(wˆ), w ∈ Br(wˆ),
and c is sufficiently large, thus proving assertion (4). 
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Proposition 13. If wˆ ∈ bD and f is a normalized bump function
associated with Br(wˆ), then
sup
z∈bD
|C♯(f)(z)| . 1
and
‖C♯(f)‖L2(bD,dλ) . rn.
Proof. The proof is an application of Lemma 12 to T = C♯. Then
the representation for T , (4.16), follows from (4.9), while the estimate
for the kernel K(w, z) of T as above is an immediate consequence
of the definition, see (2.12). It remains to check that the estimate
|T (f0)(wˆ)| . 1 holds whenever f0 is a C1-smooth function supported
in a ball Br(wˆ), with |f0| ≤ 1 and |∇f0| ≤ 1/r2 on bD: but this is
a consequence of (4.6) and the key identity (4.11) and, in addition,
the fact that the kernels of the operators R and R♯, occurring in (4.8)
and (4.11), are each bounded by c d(wˆ, w)−2n+1, see (4.3), while the
kernel of the operator E is bounded by c d(wˆ, w)−2n+2, see (4.4) and
(2.17). 
Remark A. The first conclusion in Proposition 13 also holds for C
because the difference (C♯ − C)(f) is easily seen to be bounded for f
bounded.
The last point about C♯ that is needed are the usual difference es-
timates for its kernel g(w, z)−n. Besides the inequality |g(w, z)|−n .
d(w, z)−2n we have
(4.18) |g(w, z)−n − g(w, z′)−n| . d(z, z
′)
d(w, z)2n+1
and
(4.19) |g(w, z)−n − g(w′, z)−n| ≤ cǫ d(w,w
′)
d(w, z)2n+1
whenever d(w, z) ≥ c d(z, z′) for an appropriate large constant c. In fact
when d(w, z) ≥ c d(z, z′) for large c, one has that |g(w, z)| ≈ |g(w, z′)|,
and so
|g(w, z)−n − g(w, z′)−n| . |g(w, z)− g(w, z
′)|
|g(w, z)|n+1 .
Thus, to prove (4.18) we need only to invoke (2.15) (applied to A(w, z) =
gǫ(z, w), however with the roles of w and z interchanged with one an-
other) and the fact that |g(w, z)| ≈ d(w, z)2. The inequality (4.19) is
proved similarly.
We may now set
T = C♯,
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and apply the T (1)-theorem to establish the Lp(bD, dλ)-boundedness
of such T . In the terminology of [C-2, Chapter IV] we identify the space
X with bD, points x, y in X with points z, w in bD, the quasi-distance
ρ with d, the measure µ with λ, and the kernel K with g(w, z)−n.
Then by what we have just shown T (1) and T ∗(1) are continuious
functions on bD. Also |(Tf1, f2)| . rn1 rn2 , whenever f1 and f2 are
normalized bump functions associated to boundary balls Br1(wˆ1) and
Br2(wˆ2), respectively. This follows immediately from Proposition 13.
In view of (4.9), the kernel K(w, z) = g(w, z)−n has the property that
(Tf, h) =
∫
bD×bD
K(w, z) f(w) h(z) dλ(w) dλ(z)
whenever the functions f and h have disjoint support and are Ho¨lder
in the sense of (3.5). Also, K(w, z) satisfies the difference conditions
|K(w, z)−K(w, z′)| . d(z, z
′)α
d(w, z)2n+α
when d(w, z) ≥ c d(z, z′)
and
|K(w, z)−K(w′, z)| . d(w,w
′)α
d(w, z)2n+α
when d(w, z) ≥ c d(w,w′).
This is because g(w, z)−n satisfies these properties for α = 1 by (4.18)
and (4.19), and hence for α < 1 and in particular for
(4.20) α > 0.
From these, [C-2, Theorem 13] guarantees that T extends to a bounded
linear operator on Lp(bD, dλ), for each 1 < p <∞. However
C = T +R
by (4.8), since T = C♯. Next recall that if R(w, z) is the kernel of
R, it follows by the description of R (essentially given in (4.7)) that
|R(w, z)| . d(w, z)−2n+1, see (4.3), and as a result
sup
z∈bD
∫
w∈bD
|R(w, z)| dλ(w) <∞
and
sup
w∈bD
∫
z∈bD
|R(w, z)| dλ(z) <∞ .
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Now it is well known that if T is an operator whose kernel T (w, z)
satisfies
(4.21) sup
z∈bD
∫
w∈bD
|T (w, z)| dλ(w) ≤ 1 , and sup
w∈bD
∫
z∈bD
|T (w, z)| dλ(z) ≤ 1
then
(4.22) ‖T ‖Lp→Lp ≤ 1 .
Hence Theorem 7 is proved if we take T = cR.
4.6. Further regularity. It will be useful to have the following regu-
larity property of C.
Proposition 14. For any 0 < α < 1, the transform C : f 7→ C(f)
preserves the space of Ho¨lder-like functions satisfying condition (3.5).
Proof. The proof of this result follows the same lines as [LS-4, Propo-
sition 6.3] and therefore we shall be brief. Fix z1 and z2 in bD, and
consider the boundary ball Br(z1) = {w ∈ bD : d(z1, w) < r} with
radius r = d(z1, z2), and let
χ˜r,z1(w) = χ
(
Im〈∂ρ(w), w − z1〉
c r2
+ i
|w − z1|2
c r2
)
be the special cutoff function, supported in this ball, that was con-
structed in the proof of Lemma 12 (with the center now at z1). At
this stage one invokes (4.2) for z = zj , j = 1, 2, and thus one writes
C(f)(zj) as follows:
C(f)(zj) = Ij + IIj + f(zj), j = 1, 2
where
Ij =
∫
w∈bD
C(w, zj)χ˜r,z1(w)(f(w)− f(zj))
and
IIj =
∫
w∈bD
C(w, zj)(1− χ˜r,z1(w))(f(w)− f(zj))
with C(w, z) the kernel of C. The first observation is then that each
of |I1| and |I2| is majorized by a constant multiple of d(z1, z2)α (this
is because the integrands are majorized by d(w, zj)
−2n+α, and then
one uses (2.17) with β = α.) Next one shows that |II1 − II2| is also
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majorized by a constant multiple of d(z1, z2)
α. To see this, one further
decomposes the term II2 as follows
II2 = I˜I2 + (f(z1)− f(z2))
∫
w∈bD
C(w, z2)(1− χ˜r,z1(w))
with
I˜I2 =
∫
w∈bD
C(w, z2)(1− χ˜r,z1(w))(f(w)− f(z1)) .
Then one observes that the difference |II1−I˜I2| is majorized by d(z1, z2)α
by invoking the decomposition C = C♯+R and then using the estimate
(4.18) for |g−n(w, z1)−g−n(w, z2)| (the difference estimate for the kernel
of C♯) and the similar but easier estimate (4.4) for the remainder oper-
ator R, along with the integral estimate (2.17) with β = 1. Finally, the
integral in the remaining term in II2,
∫
C(w, z2)(1 − χ˜r,z1(w)), is uni-
formly bounded, because C(1) = 1 and C(χ˜r,z1) is uniformly bounded
by Remark A, since χ˜r,z1 is a bump function. The proof of Proposition
14 is concluded. 
Remark B. The proof of Proposition 14 also shows that C♯ : f 7→
C♯(f) preserves the space of Ho¨lder-like functions satisfying condition
(3.5). So in particular h = C♯(1) is Ho¨lder-continuous of order α in
the sense of (3.5) for any 0 < α < 1, and one could in fact prove
that the same is true for h∗ = (C♯)∗(1); see [LS-4, Corollary 4 and
(5.16)] for a similar result. These improved cancellation conditions
would then allow to reduce the application of the T (1)-theorem for C♯
(and therefore C) to the simpler situation when T (1) = 0 = T ∗(1),
as was done in [LS-4, Section 6.3] for the Cauchy-Leray integral of a
strongly C-linearly convex domain. However in the present context we
will not pursue this approach, as a further application of the T (1)-
theorem (for a related operator) will be needed when we deal with
the Cauchy-Szego˝ projection in Part II below, but in that context the
cancellation conditions for T (1) and T ∗(1) cannot be improved beyond
continuity on bD.
Part II: The Cauchy-Szego˝ projection
We now come to the main result of this paper: the Lp(bD)-regularity
of the Cauchy-Szego˝ projection for 1 < p <∞ (Theorem 15).
As mentioned earlier, in defining the Cauchy-Szego˝ projection it is
imperative to specify the underlying measure for bD that arises in the
notion of orthogonality that is used. To put the matter precisely, sup-
pose dσ is the induced Lebesgue measure on bD, and consider also
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a weight function ω which is strictly positive and continuous on bD.
Then the Lebesgue spaces, Lp(bD, dσ) and Lp(bD, ω dσ) (with norms
‖f‖Lp(bD, dσ) = (
∫ |f |pdσ)1/p and ‖f‖Lp(bD, ω dσ) = (∫ |f |pω dσ)1/p re-
spectively) are equivalent in the sense that 1. the two spaces consist of
the same elements, and 2. the two norms are comparable, that is
‖f‖Lp(bD, dσ) ≈ ‖f‖Lp(bD, ω dσ).
So in this way we can speak about the boundedness on Lp(bD) of
the Cauchy transform C we studied in Part I, without here specifying
the particular strictly positive continuous weight function used. How-
ever the measures dσ and ω dσ give rise to different inner products on
L2(bD), that are respectively
(f1, f2)1 =
∫
bD
f1f2 dσ and (f1, f2)ω =
∫
bD
f1f2 ω dσ .
With this in mind, we define the Cauchy-Szego˝ projection Sω to be
the orthogonal projection of L2(bD, ω dσ), where orthogonality is taken
with respect to the inner product (·, ·)ω, onto theHardy SpaceH2(bD, ω dσ),
which we presently define as the closure in L2(bD, ω dσ) of the set
of boundary values of those functions that are continuous on D and
holomorphic in D. (Further characterizations and representations of
H2(bD, ω dσ) and more generally, of Hp(bD, ω dσ), are given in [LS-5].)
In view of the above, the usual Cauchy-Szego˝ projection is S1, and the
Cauchy-Szego˝ projection with respect to the Leray-Levi measure dλ is
then Sλ, where dλ = Λ dσ, see (2.16). While there is no simple and
direct link connecting any two of these projections, the Cauchy-Szego˝
projection Sλ with respect to the Leray-Levi measure provides the way
to understanding the projection S1 (and all the others, the totality of
Sω). For this reason we study Sλ first.
5. The Cauchy-Szego˝ projection: case of the Leray-Levi
measure
5.1. Statement of the main results. In this section it will be conve-
nient to simplify the notation, dropping the subscript λ, and to denote
Sλ by S, Lp(bD, dλ) by Lp(bD), and so forth. Our main results are as
follows.
Theorem 15 (Main Theorem). The operator S, initially defined on
L2(bD), extends to a bounded operator on Lp(bD), for 1 < p <∞.
In the next section we prove the general result
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Theorem 16. The same conclusion holds for Sω, whenever ω is a
strictly positive and continuous function on bD.
5.2. Outline of the proof of Theorem 15. In what follows it will
be important to keep track of the dependence of the Cauchy transform
on ǫ, so we will revert to writing the Cauchy transform as Cǫ, with Cǫ
equaling the C that appears in Section 4. Similarly we will write R♯ǫ
for R♯, gǫ for g, etc.
As we pointed out in the introduction, one of the main thrusts in the
proof of Theorem 15 is a comparison of the Cauchy-Szego˝ projection
with the Cauchy transforms {Cǫ} that were discussed in Part I. Such
comparison is effected in Proposition 17 below, whose proof is given in
[LS-5].
Proposition 17. As operators on L2(bD) we have
(a) CǫS = S
(b) SCǫ = Cǫ
This proposition immediately implies
(c) S(I + Cǫ − C∗ǫ ) = Cǫ ,
as can be seen by taking adjoints of identity (a) which gives SC∗ǫ = S,
and subtracting this from (b). Here the super-script ∗ denotes the
adjoint with respect to the inner product
(f1, f2)λ =
∫
bD
f1f2 dλ ,
for which S∗ = S. An identity analogous to (c) was used in [KS-2] to
study the Cauchy-Szego˝ projection in the situation when D is smooth
(and strongly pseudo-convex). In that situation there was only the case
ǫ = 0 and the analogue of Cǫ−C∗ǫ was “small” (in fact smoothing), and
I + Cǫ − C∗ǫ was “inverted” by a partial Neumann series. By contrast,
when D is of class C2 (as opposed to smooth) we will see below that
‖Cǫ‖Lp→Lp may tend to ∞ as ǫ→ 0 and, similarly, that no appropriate
control on the size of Cǫ − C∗ǫ can be expected as ǫ → 0. What works
instead is to truncate the transform Cǫ. We shall write
Cǫ = Csǫ +Rsǫ
where the kernel of Csǫ agrees with that of Cǫ when d(w, z) . s and
vanishes when d(w, z) & s. If this cutoff is done appropriately, we then
have the following key fact.
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Proposition 18. For any ǫ > 0 there is an s(ǫ) > 0, so that when
s ≤ s(ǫ)
(5.1) ‖Csǫ − (Csǫ )∗‖Lp→Lp . ǫ1/2Mp, 1 < p <∞ .
Here the bound Mp is independent of ǫ and depends on p as follows:
Mp =
p
p− 1 + p.
Remark C. The proof also shows that ǫ1/2 can be replaced by ǫβ
for any 0 < β < 1 (but not β = 0, nor β = 1). However any bound
that tends to zero with ǫ will suffice in our application below.
Proof of Theorem 15. Let us see how Proposition 18 proves Theorem
15. Consider the case 1 < p ≤ 2. Since Cǫ = Csǫ + Rsǫ we have by
Proposition 17 (in fact identity (c)) that
(5.2) Cǫ + S(Rsǫ)∗ − SRsǫ = S
(
I + Csǫ − (Csǫ )∗
)
.
However I + Csǫ − (Csǫ )∗ is invertible as a bounded operator on Lp(bD)
when ǫ and s are taken sufficiently small, by Proposition 18, as can be
seen by applying a Neumann series when ǫ1/2Mp << 1.
Next, the kernel of Rsǫ is supported where d(w, z) & s, and can be
seen to be bounded by c′ǫs
−1
d(w, z)−2n+1, see (4.3). Thus Rsǫ maps
L1(bD) to L∞(bD) (but the norm ‖Rsǫ‖L1→L∞ is not bounded as ǫ and
s tend to zero!). The same may be said of (Rsǫ)∗.
So Rsǫ and (Rsǫ)∗ map Lp(bD) to L2(bD), while S maps L2(bD) to
L2(bD), and hence it maps L2(bD) to Lp(bD), because p ≤ 2. (Here
we use the hypotesis that D, and hence bD, is bounded.)
Altogether then the left-hand side of (5.2) is bounded on Lp(bD),
in view of the corresponding boundedness of Cǫ, Theorem 7. Applying
(I + (Csǫ − (Csǫ )∗)−1 to both sides of (5.2) yields the boundedness of S
on Lp(bD), when 1 < p ≤ 2. The case p > 2 follows by duality. 
At this point we digress briefly to state, for the sake of comparison,
a companion result that will be needed in Section 6, when we will deal
with the Cauchy-Szego˝ projection for L2(bD, dσ).
Proposition 19. For any ǫ > 0 there is an s(ǫ) > 0, so that when
s ≤ s(ǫ)
(5.3) ‖ Csǫ ‖Lp→Lp .Mp , for 1 < p <∞.
Note that as opposed to (5.1) in Proposition 18, here we cannot have
a gain in ǫ by making s small.
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5.3. Proof of Proposition 18. As stated above, the norm of the
Cauchy transform Cǫ may be unbounded when ǫ → 0. This is due to
the fact that we have replaced the continuous functions ∂2ρ(w)/∂wj∂wk
by their C1 approximations τ ǫj,k(w), and the quantities
(5.4) cǫ = sup
w∈bD
1≤j,k≤n
|∇τ ǫj,k(w)|
which first occurred in (2.14) and appear again below, will in general
tend to infinity as ǫ → 0 in a manner that reflects the modulus of
continuity of the ∂2ρ(w)/∂wj∂wk. The constants cǫ first appeared in
(2.14); they also occurred implicitly at various other stages when first
derivatives of the τ ǫj,k(w) were involved. Among these instances are the
definition of the Cauchy integral (3.2) via the form ∂G (see (3.1)), and
the coefficients αj(w, z) that enter in the formula (4.7). These facts
are all working against us as we try to control the growth of Cǫ (or
Csǫ ). However, not hindering us is the simple observation that was used
before, see (2.4), namely the fact that
|gǫ(w, z)| ≈ |g0(w, z)| = d(w, z)2 ,
with the implied bounds not dependent on ǫ.
Moreover, what really helps us are two lemmas below. The first
shows that under the right circumstances we can remove the bound cǫ
from (2.14).
Lemma 20. For every ǫ > 0 there is an s = s(ǫ), so that if s ≤ s(ǫ)
and d(w, z) ≤ s, d(w′, z) ≤ s, then
(5.5) |gǫ(w, z)− gǫ(w′, z)| . d(w,w′)2 + d(w,w′) d(w, z) .
Indeed, recalling the proof of (2.14) we see that it gives
|gǫ(w, z)− gǫ(w′, z)| . d(w,w′)2 + d(w,w′) d(w, z) + | II | ,
with II = Qw(w
′ − z)−Qw′(w′ − z), and in (2.15) it was proved that
| II | . cǫ |w − w′| |w′ − z|2
where cǫ is as in (5.4). Also |w − w′| . d(w,w′), |w′ − z| . d(w′, z),
and d(w′, z) . d(w,w′) + d(w, z) by the triangle inequality.
Thus if we take s0(ǫ) = c
−1
ǫ , then
| II | . cǫd(w,w′) d(w′, z)2 ≤ d(w,w′) d(w′, z) . d(w,w′)2+d(w,w′) d(w, z),
which establishes (5.5).
The near symmetry of the Cauchy kernel (up to negligeable errors)
was essential in the treatment of the Cauchy-Szego˝ projection in the
case of smooth domains, as in [KS-2]. Only a vestige of this fact remains
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in our case and it is given as follows. We recall that |gǫ(w, z)| ≈
|gǫ(z, w)| ≈ d(w, z)2.
Lemma 21. For every ǫ > 0 there is an s(ǫ) > 0, so that if s ≤ s(ǫ)
then
(5.6) |gǫ(w, z)− gǫ(z, w)| . ǫ d(w, z)2
whenever d(w, z) . s.
The proof of (5.6) uses the modulus of continuity of the second
derivatives of ρ and is essentially given in [LS-2, Section 2.3]. It is
shown there that the left-hand side of (5.6) is majorized by c0ǫ |w− z|2
if |w − z| ≤ δ(ǫ). Since |w − z| ≤ c1d(w, z), we obtain (5.6) when we
take s(ǫ) = c′δ(ǫ) for an appropriate constant c′.
Proof of Proposition 18. We begin by describing the truncations of
the operators that we will deal with. If Cǫ is our Cauchy transform,
then for s > 0 its truncated version Csǫ is defined by
(5.7) Csǫ (f)(z) = Cǫ
(
f(·)χs(·, z)
)
(z), z ∈ bD.
Here χs(w, z) is the symmetrized version of the cut-off function given
in the proof of Lemma 12. It is defined by
χs(w, z) = χ˜s,w(z) χ˜s,z(w),
where we recall that
χ˜s,w(z) = χ
(
Im〈∂ρ(w), w − z〉
c s2
+ i
|w − z|2
c s2
)
with χ(u+ iv) as in the proof of Lemma 12.
Instead of dealing directly with Cǫ and its truncation Csǫ , we work with
C♯ǫ and its corresponding truncation C♯,sǫ . We do so because identities
(4.13) and (4.14) make the choice of the formal adjoint of C♯ǫ obvious,
as opposed to the situation for Cǫ. Now, by what has been said above,
the truncation C♯,sǫ is defined by
C♯,sǫ (f)(z) = C♯ǫ
(
f(·)χs(·, z)
)
(z), z ∈ bD .
We observe that the kernel of C♯,sǫ is gǫ(w, z)−nχs(w, z), in the sense
that
C♯,sǫ (f)(z) =
∫
bD
gǫ(w, z)
−nχs(w, z)f(w) dλ(w) ,
whenever f satisfies the Ho¨lder regularity (3.5) and z ∈ bD is such
that f(z) = 0; this is because a corresponding formula holds for C♯ǫ , see
(4.9). Using the reasoning of Proposition 10 we can see that there is an
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adjoint (C♯,sǫ )∗, defined on functions that satisfy the Ho¨lder regularity
(3.5), such that (
(C♯,sǫ )∗(f1), f2
)
=
(
f1, (C♯,sǫ )∗f2
)
whenever f1 and f2 are a pair of such functions. Moreover
(C♯,sǫ )∗(f)(z) = (C♯ǫ)∗
(
f(·)χs(·, z)
)
(z) ,
and
(C♯,sǫ )∗(f)(z) =
∫
bD
gǫ(z, w)
−nχs(w, z)f(w) dλ(w)
with the second identity holding whenever f(z) = 0.
With these in place we turn to the proof of the analogue of (5.1),
where the operator Csǫ is replaced by C♯,sǫ . To simplify the notation we
set
Asǫ = C♯,sǫ − (C♯,sǫ )∗.
We assert that the operator Asǫ, initially defined on Ho¨lder-type func-
tions, extends to a bounded operator on Lp(bD), with
(5.8) ‖Asǫ‖Lp→Lp . ǫ1/2Mp
for any 1 < p <∞, as long as s ≤ s(ǫ). (The relevance of the exponent
1/2 is discussed in Section 5.4 below, see Remark D there.)
Before coming to the proof of (5.8) let us see how this implies Propo-
sition 18. To this end, we begin by writing
Csǫ = C♯,sǫ +R♯,sǫ , and (Csǫ )∗ = (C♯,sǫ )∗ + (R♯,sǫ )∗ .
From these it follows that
Csǫ − (Csǫ )∗ = Asǫ + Bsǫ
with
Bsǫ = R♯,sǫ − (R♯,sǫ )∗.
Now each of the components of the kernel of Bsǫ is bounded by
c˜ǫd(w, z)
−2n+1χs(w, z),
see (4.3). From this and (2.17) it follows that the operator T = s−1Bsǫ
satisfies the estimates (4.21) and these in turn imply that
‖Bsǫ‖Lp→Lp ≤ c˜ǫO(s) ,
see (4.22). While the constant c˜ǫ may be large as ǫ→ 0, we have that
and c˜ǫO(s) = O(ǫ
1/2), if s is sufficiently small. This proves Proposition
18 and as the argument in Section 5.2 also shows, gives the proof of
Theorem 15, assuming the validity of (5.8).
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5.4. Kernel estimates and cancellation conditions of Asǫ. We
will apply the T (1) theorem to prove (5.8), and so we need to come
to grips with two issues. First, there are the difference inequalities for
the kernel of Asǫ . Here, as opposed to the situation for C♯ = C♯ǫ and
(C♯)∗ = (C♯ǫ)∗ given in (4.18) and (4.19), we need to see an appropriate
gain in ǫ (of order ǫ1/2). Second, for the cancellation properties, we
will see a gain, in fact of order ǫ, beyond what holds for C♯ as stated in
Proposition 13.
Let us now deal with the kernel of Asǫ, which we denote by Asǫ(w, z).
According to our previous discussion it is
Asǫ(w, z) = (gǫ(w, z)
−n − gǫ(z, w)−n)χs(w, z) .
Our objective is to prove the inequality:
(5.9) |Asǫ(w, z)−Asǫ(w′, z)| . ǫ1/2
d(w,w′)1/2
d(w, z)2n+1/2
for any s ≤ s(ǫ),
under the proviso that
d(w, z) ≥ c d(w,w′)
for a sufficiently large constant c. We claim first that
(5.10) |Asǫ(w, z)| . ǫ d(w, z)−2n, if s ≤ s(ǫ).
In fact since |gǫ(w, z)| ≈ |gǫ(z, w)| ≈ d(w, z)2, we have
|gǫ(w, z)−n − gǫ(z, w)−n| . |gǫ(w, z)− gǫ(z, w)||gǫ(z, w)|n+1 .
However the support of χs(w, z) restricts matters to w in Bs(z), and
thus inequality (5.6) ensures that
|Asǫ(w, z)| . ǫ
d(w, z)2
d(w, z)2n+2
= ǫ d(w, z)−2n, when d(w, z) ≤ s,
and (5.10) is thus established. Note that under our assumptions d(w, z) ≈
d(w′, z) and hence we also have
(5.11) |Asǫ(w′, z)| . ǫ d(w, z)−2n, if s ≤ s(ǫ).
In particular this and (5.10) give
(5.12) |Asǫ(w, z)− Asǫ(w′, z)| . ǫ d(w, z)−2n if s ≤ s(ǫ).
We next claim that we also have
(5.13) |Asǫ(w, z)− Asǫ(w′, z)| .
d(w,w′)
d(w, z)2n+1
as long as s ≤ s(ǫ).
This again follows by treating the constituents of Asǫ(w, z)− Asǫ(w′, z)
separately. Specifically, we first rearrange the terms of Asǫ(w, z) −
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Asǫ(w
′, z) into three separate groups, namely 1., a group of terms in-
volving the difference gǫ(w, z)−gǫ(w′, z); 2., terms that have gǫ(z, w)−
gǫ(z, w
′); and finally 3., terms with χs(w, z)− χs(w′, z). We then pro-
vide estimates for each such group.
To see that inequality (5.13) holds for the first group, we argue as
in the proof of (4.18) and (4.19), except that now we invoke Lemma
20 which avoids the undesirable factor cǫ. The argument for the terms
involving gǫ(z, w)−gǫ(z, w′) is similar, but here we do not need Lemma
20. Next, to treat the terms involving χs(w, z)−χs(w′, z) we note that
this difference vanishes, unless the equivalent quantities
|gǫ(w, z)| ≈ |gǫ(z, w)| ≈ d(w, z)2
are comparable to s2, and in such case this difference is easily seen to
be dominated by a multiple of of
1
s2
(
d(w,w′)2 + d(w,w′) d(w′, z)
)
;
since s ≈ d(w, z) ≈ d(w′, z), here we have that
|χs(w, z)− χs(w′, z)| . d(w,w
′)
d(w, z)
.
Combining the above we obtain (5.13). Finally we combine (5.12) with
(5.13) to get the desired regularity (5.9) via the geometric mean of
these two inequalities. Furthermore, since
Asǫ(w, z) = −Asǫ(z, w) ,
the result (5.13) and therefore (5.9) with w and z interchanged also
follows. This concludes the proof of the difference inequalities for Asǫ =
C♯,sǫ − (C♯,sǫ )∗.
The proof of the cancellation properties of Asǫ is based on the follow-
ing lemma.
Lemma 22. Suppose f ∈ C1(bD), with |f(w)| ≤ 1 for all w ∈ bD.
Then for every ǫ > 0 there is an s(ǫ) > 0, so that if s ≤ s(ǫ) and
z ∈ bD we have
|Asǫ(f)(z)| . ǫ+ ǫ
∫
bD
|∇f(w)| d(w, z)−2n+2dλ(w) .
The implied constant is independent of ǫ, s (and f and z).
Proof. We begin by considering the kernel
A˜sǫ(w, z) =
1
1− n(gǫ(w, z)
−n+1 − gǫ(z, w)−n+1)χs(w, z)
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for w ∈ bD and z fixed in D. Our goal is to apply Lemma 9 to
F (w) = f(w)A˜sǫ(w, z)
(and ρ the defining function of our domain). We claim that computing
dF ∧ (∂∂ρ)n−1 for such an F will give rise to several terms. One of
these will be Asǫ(w, z)f(w)dλ(w) (whose integral over bD is precisely
Asǫ(f)(z)), while the integrals of the other terms will provide the re-
quired bound for |Asǫ(f)(z)|.
To see this, we recall (4.12), which gives us
dwgǫ(w, z) = ∂ρ(w) +Oǫ(|w − z|)
and similarly,
dwgǫ(z, w) = −∂ρ(w) +Oǫ(|w − z|).
Here Oǫ indicates that the bound in the term Oǫ(|w − z|) depends on
ǫ. Indeed such bound is C · (1 + cǫ) with cǫ as in (5.4). Recalling that
j∗∂ρ = −j∗∂ρ, we get
dwA˜sǫ(w, z) = A
s
ǫ(w, z)∂ρ(w)+Oǫ
(
d(w, z)−2n+1
)
χs(w, z)+
ǫ
s2
O
(
d(w, z)−2n+2
)
because |w − z| . d(w, z) and |gǫ(w, z)| ≈ |gǫ(z, w)| ≈ d(w, z)2, where
we recall that
gǫ(w, z) = 〈∂ρ(w), w − z〉 − 1
2
∑
j,k
τ ǫjk(w) (wj − zj)(wk − zk)
for w near z, see (2.2). In applying Lemma 9 with F as above we keep
in mind that when dw acts on χs(w, z) we obtain a term which is
O
(
|A˜sǫ(w, z) f(w)|
1
s2
1s(w, z)
)
,
where 1s(w, z) is the characteristic function of Bs(z). As a result, we
get that
Asǫ(f)(z) = I + II + III , z ∈ bD ,
where
I = − 1
(2πi)n
∫
bD
A˜sǫ(w, z) df(w) ∧ j∗(∂∂ρ(w)n−1) ,
II =
∫
Bs(z)
Oǫ
(
d(w, z)−2n+1|f(w)|)
and
III =
∫
Bs(z)
O
(
A˜sǫ(w, z)
|f(w)|
s2
)
.
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Now the argument given in (5.10) shows that
|A˜sǫ(w, z)| . ǫ d(w, z)−2n+2
as long as d(w, z) ≤ s(ǫ). Hence we have that
|I| . ǫ
∫
bD
|∇f(w)| d(w, z)−2n+2dλ(w).
The term II is bounded by∫
bD
Oǫ
(
d(w, z)−2n+1
)
dλ(w)
and the term III is bounded by
ǫ
s2
∫
Bs(z)
Oǫ
(
d(w, z)−2n+2
)
dλ(w) .
These two terms are bounded respectively by s ·Oǫ and ǫ ·O(1) in view
of (2.17). This gives a bound which is a multiple of ǫ+ sOǫ . ǫ, if we
take s ≤ s(ǫ) with s(ǫ) = 1/Oǫ. The lemma is therefore proved. 
We now apply Lemma 22 to prove the cancellation properties of the
operator
Asǫ = C♯,sǫ − (C♯,sǫ )∗ .
We first have that the function Asǫ(1) is in L∞(bD) (in fact it can be
seen that it is a continuous function) and moreover
(5.14) |Asǫ(1)| . ǫ , whenever s ≤ s(ǫ) ,
with the implicit constant independent of ǫ, which follows immediately
from Lemma 22.
Since by its definition (Asǫ)∗ = −Asǫ , we also have
(5.15) |(Asǫ)∗(1)| . ǫ , whenever s ≤ s(ǫ) .
Next we argue as in Section 4.5. If f0 is a C
1-smooth function supported
in a ball Br(wˆ) that satisfies |f0(w)| ≤ 1 and |∇f0(w)| ≤ 1/r2, then
we can show that
(5.16) |Asǫ(f0)(wˆ)| . ǫ wˆ ∈ bD.
Indeed by Lemma 22, it suffices to see that∫
|∇f0(w)| d(w, wˆ)−2n+2 dλ(w) . 1 .
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But in fact our hypotheses on f0 and (2.17) grant∫
|∇f0(w)| d(w, wˆ)−2n+2 dλ(w) ≤ 1
r2
∫
Br(wˆ)
d(w, wˆ)−2n+2 dλ(w) . 1 ,
proving the assertion (5.16).
Altogether, the above shows that T = ǫ−1Asǫ satisfies the hypotheses
of Lemma 12, and so its conclusion grants that
(5.17) |Asǫ(f)(z)| . ǫ for all z ∈ bD, and ‖Asǫ(f)‖L2(bD) . ǫr2n
for s ≤ s(ǫ) and for any normalized bump function f associated to a
ball Br(wˆ), whenever wˆ ∈ bD.
We recall the T (1)-theorem as was used in Section 4.5, after (4.19).
We now invoke the following a uniform version of this theorem. We
consider the operators ǫ−1/2Asǫ. They satisfy kernel estimates and can-
cellation conditions that are uniform in ǫ, as can be seen by (5.9),
(5.14), (5.15) and (5.17).
Under these uniform conditions one has that the operators ǫ−1/2Asǫ
satisfy the bounds
‖ǫ−1/2Asǫ‖Lp→Lp .Mp
with Mp independent of ǫ. This proves (5.8), thus Proposition 18, and
therefore concludes the proof of the main result, Theorem 15.
Remark D. The argument that proves (5.9) also gives the inequality
with the right-hand side of (5.9) replaced by
ǫβ
d(w,w′)1−β
d(w, z)2n+1−β
for 0 ≤ β ≤ 1 .
Thus the power β = 1/2 grants the conclusions (5.9) and (5.8), but
corresponding conclusions would also hold with ǫ1/2 replaced by ǫβ for
any 0 < β < 1; on the other hand the cases β = 0 and β = 1 cannot
be used, the latter because of the requirement (4.20) that α (that is,
1− β) be positive.
5.5. Proof of Proposition 19. The proof follows the same lines as
the argument above, and so we shall be brief. The only substantial
difference is that we cannot avail ourselves of the gain in ǫ given by
(5.6).
It is enough to show that the analogue of (5.3) holds, but with Csǫ
replaced by C♯,sǫ , since the difference Csǫ − C♯,sǫ can be handled as we
did in verifying the hypotheses (4.21) and (4.22) for the error term
Bsǫ in the proof of Proposition 18. First we have the analogue of
(5.13) with ∆sǫ(w, z) replaced by the single terms gǫ(w, z)χs(w, z) and
gǫ(z, w)χs(w, z).
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Next, the argument of Lemma 22 shows that
|C♯,sǫ (f)(z)| . 1 +
∫
w∈bD
|∇f(w)| d(w, z)−2n+2 dλ(w)
whenever f is in C1(bD) and |f(w)| ≤ 1 for any w ∈ bD.
Thus, by Lemma 12,
|C♯,sǫ (f)(z)| . 1 and ‖C♯,sǫ f‖L2(bD,dλ) . 1
for any normalized bump function f . The same conclusion holds for
C♯,sǫ replaced by (C♯,sǫ )∗.
At this point, an application of the T (1) theorem, as before, com-
pletes the proof of the proposition.
6. The Cauchy-Szego˝ projection with respect to a more
general measure
We now pass to the Cauchy-Szego˝ projection Sω defined with respect
to a measure of the form ω dσ described at the beginning of Part II.
Throughout this section we will write ω dσ = ϕdλ, where ϕ (equiva-
lently, ω = ϕΛ) is a continuous strictly positive density on bD, and we
will use the upper script † to designate the adjoint with respect to the
inner product (·, ·)ω of L2(bD, ω dσ) = L2(bD, ϕ dλ).
Thus Sω is the orthogonal projection of L2 onto H2 in the sense that
S†ω = Sω .
Our goal is to prove Theorem 16, that is the analogue of Theorem
15 in which S is replaced by Sω.
6.1. Outline of the proof of Theorem 16. We begin by making
two simple observations. First,
(6.1) Sω(I + C†ǫ − Cǫ) = Cǫ .
This is the analogue of the identity (c) that followed from Proposition
17, and is proved in the same way as that result, when we use a corre-
sponding version of Proposition 17 (also proved in [LS-5]), in which the
Leray-Levi measure dλ is now replaced by its weighted version ϕdλ,
which lead to the identities
SωCǫ = Cǫ and CǫSω = Sω .
The second observation concerns any bounded operator T on L2(bD, ϕ dλ) ≈
L2(bD, dλ) and will be applied to T = Cǫ. Let T ∗ denote the adjoint of
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T with respect to the inner product
(f, g)λ =
∫
bD
f g dλ ,
and T † its adjoint with respect to the inner product
(f, g)ω =
∫
bD
f g ϕ dλ .
Then we have that
(6.2) T † = ϕ−1 T ∗ ϕ .
In fact, by the definition of T † and T ∗ we have∫
bD
f (T †g)ϕdλ =
∫
bD
(Tf) g ϕdλ =
∫
bD
f T ∗(g ϕ)dλ.
Since this holds for all f ∈ L2(bD), we get T ∗(g ϕ) = T †(g)ϕ, for all
g ∈ L2(bD), which is merely a restatement of (6.2).
The main thrust of the proof of Theorem 16 is carried by the follow-
ing proposition. For any (complex-valued) continuous function ϕ on
bD, consider the commutator
[Csǫ , ϕ] = Csǫ ϕ− ϕ Csǫ .
Proposition 23. Suppose ϕ and ǫ are given. There is s(ǫ) > 0 so that
if s ≤ s(ǫ), then
(6.3) ‖ [Csǫ , ϕ] ‖Lp→Lp . ǫMp , for 1 < p <∞ .
HereMp = p+p/(p−1) is as in Proposition 18. We prove Proposition
23 in Section 6.3 below, but now note that this assertion immediately
implies the analogous statement with Csǫ replaced (Csǫ )∗. Indeed,
[(Csǫ )∗, ϕ] = (Csǫ )∗ ϕ− ϕ (Csǫ )∗ =
(
ϕ Csǫ − Csǫ ϕ
)∗
= −([Csǫ , ϕ])∗.
Thus (6.3) (with ϕ replaced by ϕ, and with p and Mp replaced by p
′
and Mp′ = Mp respectively, where 1/p + 1/p
′ = 1) implies by duality
that
(6.4) ‖ [(Csǫ )∗, ϕ] ‖Lp→Lp . ǫMp, for 1 < p <∞ .
The significant consequence of (6.4) is the analogue of Proposition
18, in which (Csǫ )∗ is replaced by (Csǫ )†. Namely, for any ǫ > 0, there is
an s(ǫ) > 0 so that s ≤ s(ǫ) implies
(6.5) ‖ Csǫ − (Csǫ )† ‖Lp→Lp . ǫ1/2Mp, for 1 < p <∞ .
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To see why this is the case, recall by (6.2) that (Csǫ )† = ϕ−1(Csǫ )∗ϕ.
Thus, Csǫ − (Csǫ )† = Csǫ − ϕ−1(Csǫ )∗ϕ . But
ϕ−1(Csǫ )∗ϕ− (Csǫ )∗ = ϕ−1
(
(Csǫ )∗ϕ− ϕ(Csǫ )∗
)
.
So
Csǫ − (Csǫ )† = Csǫ − (Csǫ )∗ + ϕ−1[ϕ, (Csǫ )∗] .
Hence
‖ Csǫ − (Csǫ )† ‖Lp→Lp ≤ ‖Csǫ − (Csǫ )∗ ‖Lp→Lp + sup |ϕ−1| ‖ [Csǫ , ϕ] ‖Lp→Lp .
By Proposition 18 and (6.4) the righthand side of the above is majorized
by a multiple of ǫ1/2Mp + ǫMp, which gives us (6.5).
With (6.5) in hand, the proof of Theorem 16 follows the reasoning
given in Section 5.2 after Proposition 18. Indeed, by (6.1) we get the
analogue of (5.2), namely
Cǫ + Sω(Rsǫ)† − SωRsǫ = Sω
(
I + Csǫ − (Csǫ )†
)
,
since Cǫ = Csǫ +Rsǫ . The rest of the proof of of Theorem 16 is then an
almost word-for-word repetition of the argument after (5.2). Here we
invoke (6.5), which guarantees that I + Csǫ − (Csǫ )† is invertible in Lp
when ǫ and s are taken to be sufficiently small. With this, Theorem 16
is proved (assuming the validity of Proposition 23).
6.2. A decomposition lemma. The proof of Proposition 23 requires
the following decomposition lemma, valid for a general class of op-
erators. We consider a partition of Cn = R2n into disjoint cubes of
side-length γ, given by
C
n = ∪k∈Z2nQγk .
When γ = 1, we take Q1k = Q
1
0 + k, where k ranges over the lattice
points Z2n of R2n, and Q10 is the unit cube in R
2n with center at the
origin. For general γ > 0, we set Qγk = γ Q
1
k. We say that the cube
Qγk touches the cube Q
γ
j if Q
γ
k and Q
γ
j have non-empty intersection;
equivalently, if dist(Qγj , Q
γ
k) ≤ γ (with dist the Euclidean distance).
One notes that for each k there are exactly N = 32n cubes Qγj that
touch Qγk . These facts are easily verified by inspection when one scales
back to the case γ = 1.
We now revert to our domain D ⊂ Cn. For a fixed γ > 0 we write
1
k
for the characteristic function of Qγk ∩ bD. Thus what has been said
above implies that ∑
j∈Z2n
1
j
= 1 on bD , and
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(6.6)
∑
k
( ∑
Qγj touches Q
γ
k
1
j
)
= N on bD .
Lemma 24. Suppose T is a bounded operator on Lp(bD). Fix γ > 0
and assume
(i) 1
k
T1
j
= 0, if the the cubes Qγj and Q
γ
k do not touch.
(ii) ‖1
k
T1
j
‖
Lp→Lp
≤ A, otherwise.
Then
‖T‖
Lp→Lp
≤ AN .
Here 1
k
T1
j
(f) = 1
k
T (f1
j
).
Proof. We begin by observing that∫
bD
|Tf |p =
∑
k
∫
Qγk∩bD
|Tf |p .
However, ∫
Qγk∩ bD
|Tf |p =
∫
bD
1
k
|Tf |p ,
while
1
k
Tf = 1
k
∑
j
T (f1
j
) ,
since
∑
1
j
= 1 on bD. Now by (i), 1
k
T (f1
j
) = 0 unless Qγk touches
Qγj , and so at most N terms in the above sum are non-zero. Moreover
we always have
∣∣∑ aj∣∣p ≤ Np−1|∑ |aj |p, if at most N of the aj are
non-zero, as Ho¨lder inequality shows. Thus
1
k
|Tf |p = 1
k
∣∣∑
j
T (f1
j
)
∣∣p ≤ Np−11p
k
∑
Qγj touches Q
γ
k
|T (f1
j
)|p .
Hence ∫
bD
|Tf |p ≤ Np−1
∑
Qγj touches Q
γ
k
∫
bD
|1
k
T (f1
j
)|p ≤
≤ Np−1Ap
∑
Qγj touches Q
γ
k
∫
bD
|f |p|1
j
|p ,
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and by (6.6) and hypothesis (ii) the latter equals
Np−1NAp
∑
j
∫
bD
|f |p1
j
= NpAp
∫
bD
|f |p.
The lemma is therefore proved. 
6.3. Completion of the proof of Theorem 16. We will apply the
lemma above to the operator T = [Csǫ , ϕ]. So given a continuous func-
tion ϕ and an ǫ > 0, we will show that we can pick a γ > 0 and an
s(ǫ) > 0, so that if s ≤ s(ǫ), then T satisfies the hypotheses (i) and
(ii) of Lemma 24, with A ≈ ǫ.
To begin with, we note that if z is not in the support of f , then
(6.7) Csǫ (f)(z) =
∫
w∈bD
Cǫ(w, z)χs(w, z)f(w) dλ(w),
where Cǫ(w, z) is the kernel of Cǫ (see (4.2) and recall that Cǫ is denoted
C in Section 4), and χs(w, z) is the symmetrized cut-off function that
occurred in (5.7).
Next we consider 1
k
T1
j
and observe that with the right choice of
γ, the truncated operator 1
k
T1
j
vanishes whenever Qγj and Q
γ
k do not
touch. Indeed when Qγj and Q
γ
k do not touch, if z ∈ Qγk then z does
not lie in the support of f1
j
. Hence by (6.7) we have
1
k
(z) Csǫ (f1j)(z) = 1k(z)
∫
bD
Cǫ(w, z)χs(w, z)f(w)1j(w) dλ(w) .
There is a similar formula with f replaced by fϕ. Thus for either
1
k
(z)ϕ(z)Csǫ (f1j)(z) or 1k(z)Csǫ (f1jϕ)(z) not to vanish, there must be
a z ∈ Qγk and a w ∈ Qγj with dist(w, z) ≤ γ, (given the support
condition of χs(w, z)).
But since Qγj and Q
γ
k d not touch, necessarily |z − w| > γ, and this
combined with the inequality dist(w, z) = |w − z| ≤ cd(w, z), (see
(2.13)) give a contradiction to γ ≥ cs. So we fix γ with γ = cs, then
this guarantees hypothesis (i) of the lemma, for our choice of T . Next
we prove that if γ and s are chosen sufficiently small, then hypothesis
(ii) is satisfied with A ≈ ǫ. To see this we let zk denote the center of
the cube Qγk . Then z ∈ Qγk implies that |z − zk| ≤
√
kγ. Also if Qγk
touches Qγj , then |w − zk| ≤ (
√
k + 1)γ whenever w ∈ Qγj . As a result,
the uniform continuity of ϕ grants that
(6.8) sup
z∈Qγk
|ϕ(z)− ϕ(zk)| ≤ ǫ and sup
w∈Qγj
|ϕ(w)− ϕ(zk)| ≤ ǫ ,
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as long as γ is made sufficiently small (in terms of ǫ).
Now write ϕ = ϕk + ψk, where ϕk(z) = ϕ(z) − ϕ(zk), and ψk(z) =
ϕ(zk), for all z. Then [Csǫ , ϕ] = [Csǫ , ϕk] + [Csǫ , ψk]. But ψk is a constant,
so [Csǫ , ψk] = 0, and hence
1
k
T1
j
= 1
k
[Csǫ , ϕ]1j = 1k [Csǫ , ϕk]1j = 1kCsǫ (ϕk1j )− 1kϕk Csǫ1j .
However sup
z∈bD
|(ϕk1j )(w)| ≤ sup
z∈Qγk
|ϕ(z)− ϕ(zk)|. Therefore (6.8) gives
‖1
k
T1
j
f‖
Lp
≤ 2ǫ‖ Csǫ ‖Lp→Lp‖f‖Lp .
Thus hypothesis (ii) holds with A = 2ǫ‖ Csǫ ‖Lp→Lp . Finally, Proposition
19 ensures that ‖Csǫ‖Lp→Lp .Mp, if s is sufficiently small. Thus Lemma
24 implies ‖[Csǫ , ϕ]‖Lp→Lp . ǫMp, thus proving Proposition 23. The
proof of Theorem 16 is thus now concluded.
References
[AS-1] Ahern P. and Schneider R., A smoothing property of the Henkin and Szego˝
projections, Duke Math. J. 47 (1980), 135-143.
[AS-3] Ahern P. and Schneider R., The boundary behavior of Henkin’s kernel,
Pacific J. Math. 66 (1976), 9-14.
[APS] Andersson M., Passare M. and Sigurdsson R., Complex convexity and an-
alytic functionals, Birkha¨user, Basel (2004).
[B] Barrett D. E., Irregularity of the Bergman projection on a smooth bounded
domain, Ann. of Math. 119 (1984) 431-436.
[B1] Barrett D. E., Behavior of the Bergman projection on the Diederich-
Fornæss worm, Acta Math. 168 (1992) 1-10.
[BaLa] Barrett D. and Lanzani L., The Leray transform on weighted boundary
spaces for convex Reinhardt domains, J. Funct. Analysis, 257 (2009), 2780-
2819.
[BaSa] Barrett D. and Sahtoglu S., Irregularity of the Bergman projection on worm
domains in Cn, Michigan Math. J. 61 no. 2 (2012), 187-198.
[BaVa] Barrett D. and Vassiliadou S., The Bergman kernel on the intersection of
two balls in C2, Duke Math. J. 120 no. 2 (2003), 441-467.
[B] Bekolle´ D., Projections sur des espaces de fonctions holomorphes dans des
domaines plans, Canad. J. Math. 38 (1986), 127-157.
[BB] Bekolle´ D. and Bonami A., Inegalites a poids pour le noyau de Bergman,
C. R. Acad. Sci. Paris Ser. A-B 286 no. 18 (1978), A775-A778.
[BeLi] Bell S. and Ligocka E., A simplification and extension of Fefferman’s the-
orem on biholomorphic mappings, Invent. Math. 57 (1980) no. 3, 283-289.
[Bo] Bolt M., The Mo¨bius geometry of hypersurfaces, Michigan Math. J. 56
(2008), no. 3, 603-622.
[BoLo] Bonami A. and Lohoue´ N., Projecteurs de Bergman et Szego˝ pour une
classe de domaines faiblement pseudo- convexes et estimations Lp Compo-
sitio Math. 46, no. 2 (1982), 159-226.
[C] Caldero´n A. P., Cauchy integrals on Lipschitz curves and related operators,
Proc. Nat. Acad. Sci. 74 no. 4, (1977) 1324-1327.
CAUCHY-SZEGO˝ PROJECTION 49
[CZ-1] Caldero´n A. P. and Zygmund A., Local properties of solutions of partial
differential equations, Studia Math. 20 (1961), 171-225.
[CD] Charpentier, P. and Dupain, Y. Estimates for the Bergman and Szego˝ pro-
jections for pseudo-convex domains of finite type with locally diagonalizable
Levi forms, Publ. Mat. 50 (2006), 413-446.
[CS] Chen S.-C. and Shaw M.-C. Partial differential equations in several com-
plex variables, Amer. Math. Soc., Providence (2001).
[C-1] Christ, M. A T(b)-theorem with remarks on analytic capacity and the
Cauchy integral, Colloq. Math. 60/61 (1990) no. 2, 601-628.
[C-2] Christ, M. Lectures on singular integral operators CBMS Regional Conf.
Series 77, American Math. Soc., Providence (1990).
[CMM] Coifman R., McIntosh A. and Meyer Y., L’inte`grale de Cauchy de`finit un
ope`rateur borne` sur L2 pour les courbes lipschitziennes Ann. of Math. 116
(1982) no. 2, 367-387.
[Cu] Cumenge A., Comparaison des projecteurs de Bergman et Szego˝ et appli-
cations, Ark. Mat. 28 (1990), 23-47.
[D] David G., Ope´rateurs inte´graux singuliers sur certain courbes du plan com-
plexe, Ann. Scient. E´c. Norm. Sup. 17 (1984), 157-189.
[DJS] David G., Journe´ J.L. and Semmes, S. Ope´rateurs de Caldero`n-Zygmund,
fonctions para-accre´tives et interpolation, Rev. Mat. Iberoamericana 1
(1985) no. 4, 1-56.
[Du] Duren P. L., Theory of Hp Spaces, Dover, Mineola (2000).
[EL] Ehsani, D. and Lieb I., Lp-estimates for the Bergman projection on strictly
pseudo-convex non-smooth domains Math. Nachr. 281 (2008) 916-929.
[F] Fefferman C., The Bergman kernel and biholomorphic mappings of pseudo-
convex domains, Invent. Math. 26 (1974), 1-65.
[FK] Folland G. B. and Kohn J. J. The Neumann problem for the Cauchy-
Riemann complex, Ann. Math. Studies 75, Princeton U. Press, Princeton
(1972).
[FH-1] Francsics G. and Hanges N., Explicit formulas for the Szego˝ kernel on
certain weakly pseudoconvex domains, Proc. Amer. Math. Soc. 123 no. 10
(1995), 3161-3168.
[FH-2] Francsics G. and Hanges N., Tre`ves curves and the Szego˝ kernel, Indiana
Univ. Math. J. 47 no. 3 (1998), 995-1009.
[H] Hanges N., Explicit formulas for the Szego˝ kernel for some domains in C2,
J. Func. Analysis 88 (1990), 153-165.
[HNW] Halfpap J., Nagel A. and Weinger S., The Bergman and Szego˝ kernels near
points of infinite type, Pacific J. Math. 246 no. 1 (2010) 75-128.
[Hans] Hansson T., On Hardy spaces in complex ellipsoids, Ann. Inst. Fourier
(Grenoble) 49 (1999), 1477-1501.
[Hen-1] Henkin G., Integral representations of functions holomorphic in strictly
pseudo-convex domains and some applications Mat. Sb. 78 (1969) 611-632.
Engl. Transl.: Math. USSR Sb. 7 (1969) 597- 616.
[Hen-2] Henkin G. M., Integral representations of functions holomorphic in strictly
pseudo-convex domains and applications to the ∂-problem, Mat. Sb. 82
(1970) 300- 308. Engl. Transl.: Math. USSR Sb. 11 (1970) 273-281.
[HeLe] Henkin G. M. and Leiterer J., Theory of functions on complex manifolds,
Birkha¨user, Basel (1984).
50 LANZANI AND STEIN
[Ho¨] Ho¨rmander, L. Notions of convexity, Birkha¨user, Basel (1994).
[Ho¨-1] Ho¨rmander, L. An introduction to complex analysis in several variables,
North Holland Math. Library, North Holland Publishing Co., Amsterdam
(1990).
[KS-1] Kerzman, N. and Stein E. M., The Cauchy kernel, the Szego˝ kernel and
the Riemann mapping function, Math. Ann. 236 (1978), 85-93.
[KS-2] Kerzman, N. and Stein E. M., The Szego¨ kernel in terms of the Cauchy-
Fantappie´ kernels, Duke Math. J. 25 (1978), 197-224.
[Ko-1] Koenig K. D., Comparing the Bergman and Szego˝ projections on domains
with subelliptic boundary Laplacian Math. Ann. 339 (2007), 667693.
[Ko-2] Koenig K. D., An analogue of the Kerzman-Stein formula for the Bergman
and Szego˝ projections, J. Geom. Anal. 19 (2009), 81-863.
[KL] Koenig, K. and Lanzani, L. Bergman vs. Cauchy-Szego˝ via Conformal
Mapping, Indiana Univ. Math. J. 58, no. 2 (2009), 969-997.
[K] Krantz S., Canonical kernels versus constructible kernels, preprint. ArXiv:
1112.1094.
[K] Krantz S. Function theory of several complex variables, 2nd ed., Amer.
Math. Soc., Providence (2001).
[KP] Krantz S. and Peloso M., The Bergman kernel and projection on non-
smooth worm domains, Houston J. Math. 34 (2008), 873-950.
[LS-1] Lanzani L. and Stein E. M., Cauchy-Szego˝ and Bergman projections on
non-smooth planar domains, J. Geom. Analysis 14 (2004), 63-86.
[LS-2] Lanzani L. and Stein E. M., The Bergman projection in Lp for domains
with minimal smoothness, Illinois J. Math. 56 (1) (2013) 127-154.
[LS-3] Lanzani L. and Stein E. M. Cauchy-type integrals in several complex vari-
ables, Bull. Math. Sci. 3 (2) (2013), 241-285, DOI: 10.1007/s13373-013-
0038-y.
[LS-4] Lanzani L. and Stein E. M. The Cauchy integral in Cn for domains
with minimal smoothness, Advances in Math. 264 (2014) 776-830, DOI:
dx.doi.org/10.1016/j.aim.2014.07.016).
[LS-5] Lanzani L. and Stein E. M. Hardy spaces of holomorphic functions for
domains in Cn with minimal smoothness, arXiv:1506.03748. Submitted for
publication.
[L] Ligocka E., The Ho¨lder continuity of the Bergman projection and proper
holomorphic mappings, Studia Math. 80 (1984), 89-107.
[M] McNeal J., Boundary behavior of the Bergman kernel function in C2, Duke
Math. J. 58 no. 2 (1989), 499-512.
[M1] McNeal, J., Estimates on the Bergman kernel of convex domains, Adv.in
Math. 109 (1994) 108-139.
[MS-1] McNeal J. and Stein E. M., Mapping properties of the Bergman projection
on convex domains of finite type, Duke Math. J. 73 no. 1 (1994), 177-199.
[MS-2] McNeal J. and Stein E. M., The Szego¨ projection on convex domains, Math.
Zeit. 224 (1997), 519-553.
[NaPr] Nagel A. and Pramanik M., Diagonal estimates for the Bergman kernel for
weakly pseudoconvex domains of monomial type, preprint.
[NRSW] Nagel A., Rosay J.-P., Stein E. M. and Wainger S., Estimates for the
Bergman and Szego¨ kernels in C2, Ann. of Math. 129 no. 2 (1989), 113-
149.
CAUCHY-SZEGO˝ PROJECTION 51
[PS] Phong D. and Stein E. M., Estimates for the Bergman and Szego¨ projec-
tions on strongly pseudo-convex domains, Duke Math. J. 44 no.3 (1977),
695-704.
[R] Ramirez E. Ein divisionproblem und randintegraldarstellungen in der kom-
plexen analysis Math. Ann. 184 (1970) 172-187.
[Ra] Range M., Holomorphic functions and integral representations in several
complex variables, Springer Verlag, Berlin, (1986).
[Ra-1] Range R. M., An integral kernel for weakly pseudoconvex domains, Math.
Ann. 356 (2013), 793-808.
[Ro-1] Rotkevich A. S., The Cauchy-Leray-Fantappie` integral in linearly convex
domains (Russian) Zap. Nauchn. Sem. S.-Peterburg. Otdel. Mat. Inst.
Steklov. (POMI) 401 (2012), Issledovaniya po Lineinym Operatoram i
Teorii Funktsii 40, 172-188, 201; translation in J. Math. Sci. (N. Y.) 194
(2013), no. 6, 693-702.
[Ro-2] Rotkevich A. S., The Aizenberg formula in nonconvex domains and some
of its applications (Russian) Zap. Nauchn. Sem. S.-Peterburg. Otdel. Mat.
Inst. Steklov. (POMI) 389 (2011), Issledovaniya po Lineinym Operatoram
i Teorii Funktsii. 38, 206-231, 288; translation in J. Math. Sci. (N. Y.)
182 (2012), no. 5, 699-713.
[Ru] Rudin W. Function Theory in the unit ball of Cn, Springer-Verlag, Berlin
(1980).
[S] Solove´v, A. A., Estimates in Lp of the integral operators that are connected
with spaces of analytic and harmonic functions Dokl. Akad. Nauk SSSR
240 (1978) no. 6, 1301-1304.
[St] Stein E. M. Boundary behavior of holomorphic functions of several complex
variables, Princeton University Press, Princeton (1972).
[Sto] Stout E. L., Hp-functions on strictly pseudoconvex domains, American J.
Math. 98 no. 3 (1976), 821-852.
[Z] Zeytuncu Y., Lp-regularity of weighted Bergman projections, Trans. AMS
365 (2013), 2959-2976.
Dept. of Mathematics, Syracuse University Syracuse, NY 13244-
1150 USA
E-mail address : llanzani@syr.edu
Dept. of Mathematics, Princeton University, Princeton, NJ 08544-
100 USA
E-mail address : stein@math.princeton.edu
