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Abstract
We deal with decay and boundedness properties of radial functions be-
longing to Besov and Lizorkin-Triebel spaces. In detail we investigate the
surprising interplay of regularity and decay. Our tools are atomic decomposi-
tions in combination with trace theorems.
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1 Introduction
At the end of the seventies Strauss [39] was the first who observed that there is an
interplay between the regularity and decay properties of radial functions. We recall
his
2
Radial Lemma: Let d ≥ 2. Every radial function f ∈ H1(Rd) is almost everywhere
equal to a function f˜ , continuous for x 6= 0, such that
|f˜(x)| ≤ c |x|
1−d
2 ‖ f |H1(Rd)‖ , (1)
where c depends only on d.
Strauss stated (1) with the extra condition |x| ≥ 1, but this restriction is not needed.
The Radial Lemma contains three different assertions:
(a) the existence of a representative of f , which is continuous outside the origin;
(b) the decay of f near infinity;
(c) the limited unboundedness near the origin.
These three properties do not extend to all functions in H1(Rd), of course. In
particular, H1(Rd) 6⊂ L∞(R
d), d ≥ 2, and consequently, functions in H1(Rd) can be
unbounded in the neigborhood of any fixed point x ∈ Rd. It will be our aim in this
paper to investigate the specific regularity and decay properties of radial functions
in a more general framework than Sobolev spaces. In our opinion a discussion
of these properties in connection with fractional order of smoothness results in a
better understanding of the announced interplay of regularity on the one side and
local smoothness, decay at infinity and limited unboundedness near the origin on
the other side. In the literature there are several approaches to fractional order of
smoothness. Probably most popular are Bessel potential spaces Hsp(R
d), s ∈ R,
or Slobodeckij spaces W sp (R
d) (s > 0, s 6∈ N). These scales would be enough to
explain the main interrelations. However, for some limiting cases these scales are
not sufficient. For that reason we shall discuss generalizations of the Radial Lemma
in the framework of Besov spaces Bsp,q(R
d) and Lizorkin-Triebel spaces F sp,q(R
d).
These scales essentially cover the Bessel potential and the Slobodeckij spaces since
• Wmp (R
d) = Fmp,2(R
d), m ∈ N0, 1 < p <∞;
• Hsp(R
d) = F sp,2(R
d), s ∈ R, 1 < p <∞;
• W sp (R
d) = F sp,p(R
d) = Bsp,p(R
d), s > 0, s 6∈ N, 1 ≤ p ≤ ∞,
where all identities have to be understood in the sense of equivalent norms, see, e.g.,
[41, 2.2.2] and the references given there.
All three phenomena (a)-(c) extend to a certain range of parameters which we shall
characterize exactly. For instance, decay near infinity will take place in spaces with
s ≥ 1/p (see Theorem 10) and limited unboundedness near the origin in the sense
of (1) will happen in spaces such that 1/p ≤ s ≤ d/p (see Theorem 13). For s = 1/p
(or s = d/p) always the microscopic parameter q comes into play. We will study the
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above properties also for spaces with p < 1. To a certain extent this is motivated by
the fact, that the decay properties of radial functions near infinity are determined
by the parameter p and the decay rate increases when p decreases, see Theorem 10.
Our main tools here are the following. Based on the atomic decomposition theorem
for inhomogeneous Besov and Lizorkin-Triebel spaces, which we proved in [32], we
shall deduce a trace theorem for radial subspaces which is of interest on its own.
Then this trace theorem will be applied to derive the extra regularity properties
of radial functions. To derive the decay estimates and the assertions on controlled
unboundedness near zero we shall also employ the atomic decomposition technique.
With respect to the decay it makes a difference, whether one deals with inhomo-
geneous or homogeneous spaces of Besov and Lizorkin-Triebel type. Homogeneous
spaces (with a proper interpretation) are larger than their inhomogeneous counter-
parts (at least if s > dmax(0, 1
p
− 1)). Hence, the decay rate of the elements of
inhomogeneous spaces can be better than that one for homogeneous spaces. This
turns out to be true. However, here in this article we concentrate on inhomogeneous
spaces. Radial subspaces of homogeneous spaces will be subject to the continua-
tion of this paper, see [33]. In a further paper [34] we shall investigate a few more
properties of radial subspaces like complex interpolation and characterization by
differences.
The paper is organized as follows. In Section 2 we describe our main results. Here
Subsection 2.1 is devoted to the study of traces of radial subspaces. In particular, in
2.1.1, we state also trace assertions for radial subspaces of Ho¨lder-Zygmund classes.
In Subsection 2.2 the behaviour radial functions near infinity and at the origin is
investigated. Within the borderline cases in Subsection 2.2.2 the spaces BV (Rd)
show up. In this context we will also deal with the trace problem for the associated
radial subspaces. All proofs will be given in Sections 3 and 4. There also additional
material is collected, e.g., in Subsection 3.1 we deal with interpolation of radial
subspaces, in Subsection 3.3.2 we recall the characterization of radial subspaces by
atoms as given in [32], and finally, in Subsection 3.8 we discuss the regularity prop-
erties of some families of test functions.
Besov and Lizorkin-Triebel spaces are discussed at various places, we refer, e.g., to
the monographs [26, 29, 41, 42, 44] and to the fundamental paper [15]. We will not
give definitions here and refer for this to the quoted literature.
The present paper is a continuation of [32], [36] and [21].
Acknowledgement. The authors would like to thank the referee for a constructive
hint to simplify the proof of Theorem 1.
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Notation
As usual, N denotes the natural numbers, N0 := N ∪ {0}, Z denotes the integers
and R the real numbers. If X and Y are two quasi-Banach spaces, then the symbol
X →֒ Y indicates that the embedding is continuous. The set of all linear and
bounded operators T : X → Y , denoted by L(X, Y ), is equipped with the standard
quasi-norm. As usual, the symbol c denotes positive constants which depend only
on the fixed parameters s, p, q and probably on auxiliary functions, unless otherwise
stated; its value may vary from line to line. Sometimes we will use the symbols
“ <∼ ” and “
>
∼ ” instead of “≤” and “≥”, respectively. The meaning of A
<
∼ B
is given by: there exists a constant c > 0 such that A ≤ cB. Similarly >∼ is
defined. The symbol A ≍ B will be used as an abbreviation of A <∼ B
<
∼ A.
We shall use the following conventions throughout the paper:
• If E denotes a space of functions on Rd then by RE we mean the subset of
radial functions in E and we endow this subset with the same quasi-norm as
the original space.
• Inhomogeneous Besov and Lizorkin-Triebel spaces are denoted by Bsp,q and
F sp,q, respectively. If there is no reason to distinguish between these two scales
we will use the notation Asp,q. Similarly for the radial subspaces.
• If an equivalence class [f ] (equivalence with respect to coincidence almost
everywhere) contains a continuous representative then we call the class con-
tinuous and speak of values of f at any point (by taking the values of the
continuous representative).
• Throughout the paper ψ ∈ C∞0 (R
d) denotes a specific radial cut-off function,
i.e., ψ(x) = 1 if |x| ≤ 1 and ψ(x) = 0 if |x| ≥ 3/2.
2 Main results
This section consists of two parts. In Subsection 2.1 we concentrate on trace the-
orems which are the basis for the understanding of the higher regularity of radial
functions outside the origin. Subsection 2.2 is devoted to the study of decay and
boundedness properties of radial functions in dependence on their regularity. To
begin with we study the decay of radial functions near infinity. Special emphasize
is given to the limiting situation which arises for s = 1/p. Then we continue with
an investigation of the behaviour of radial functions near the origin. Also here we
investigate the limiting situations s = d/p and s = 1/p in some detail.
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2.1 The characterization of the traces of radial subspaces
Let d ≥ 2. Let f : Rd → C be a locally integrable radial function. By using a
Lebesgue point argument its restriction
f0(t) := f(t, 0, . . . , 0) , t ∈ R .
is well defined a.e. on R. However, this restriction need not be locally integrable.
A simple example is given by the function
f(x) := ψ(x) |x|−1 , x ∈ Rd .
Furthermore, if we start with a measurable and even function g : R → C, s.t. g
is locally integrable on all intervals (a, b), 0 < a < b < ∞, then (again using a
Lebesgue point argument) the function
f(x) := g(|x|) , x ∈ Rd
is well-defined a.e. on Rd and is radial, of course. In what follows we shall study
properties of the associated operators
tr : f 7→ f0 and ext : g 7→ f .
Both operators are defined pointwise only. Later on we shall have a short look onto
the existence of the trace in the distributional sense, see Subsection 2.1.4. Probably
it would be more natural to deal with functions defined on [0,∞) in this context.
However, that would result in more complicated descriptions of the trace spaces.
So, our target spaces will be spaces of even functions defined on R.
2.1.1 Traces of radial subspaces with p =∞
The first result is maybe well-known but we did not find a reference for it. Let
m ∈ N0. Then C
m(Rd) denotes the collection of all functions f : Rd → C such that
all derivatives Dαf of order |α| ≤ m exist, are uniformly continuous and bounded.
We put
‖ f |Cm(Rd)‖ :=
∑
|α|≤m
‖Dαf |L∞(R
d)‖ .
Theorem 1 Let d ≥ 2. For m ∈ N0 the mapping tr is a linear isomorphism of
RCm(Rd) onto RCm(R) with inverse ext .
Remark 1 If we replace uniformly continuous by continuous in the definition of
the spaces Cm(Rd) Theorem 1 remains true with the same proof.
Using real interpolation it is not difficult to derive the following result for the spaces
of Ho¨lder-Zygmund type.
Theorem 2 Let s > 0 and let 0 < q ≤ ∞. Then the mapping tr is a linear
isomorphism of RBs∞,q(R
d) onto RBs∞,q(R) with inverse ext .
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2.1.2 Traces of radial subspaces with p <∞
Now we turn to the description of the trace classes of radial Besov and Lizorkin-
Triebel spaces with p < ∞. Again we start with an almost trivial result. We need
a further notation. By Lp(R, w) we denote the weighted Lebesgue space equipped
with the norm
‖ f |Lp(R, w)‖ :=
(∫ ∞
−∞
|f(t)|pw(t) dt
)1/p
with usual modification if p =∞.
Lemma 1 Let d ≥ 2.
(i) Let 0 < p < ∞. Then tr : RLp(R
d) → RLp(R, |t|
d−1) is a linear isomorphism
with inverse ext .
(ii) Let p = ∞. Then tr : RL∞(R
d) → RL∞(R) is a linear isomorphism with
inverse ext .
In particular this means, that whenever the Besov-Lizorkin-Triebel space Asp,q(R
d)
is contained in L1(R
d)+L∞(R
d), then tr is well-defined on its radial subspace. This
is in sharp contrast to the general theory of traces on these spaces. To guarantee
that tr is meaningful on Asp,q(R
d) one has to require
s >
d− 1
p
+max
(
0,
1
p
− 1
)
,
cf. e.g. [20], [14], [41, Rem. 2.7.2/4] or [12]. On the other hand we have
Bsp,q(R
d) , F sp,q(R
d) →֒ L1(R
d) + L∞(R
d)
if s > d max(0, 1
p
− 1), see, e.g., [35]. Since
d max(0,
1
p
− 1) <
d− 1
p
+max
(
0,
1
p
− 1
)
we have the existence of tr with respect to RAsp,q(R
d) for a wider range of parameters
than for Asp,q(R
d).
Below we shall develop a description of the traces of the radial subspaces of Bsp,q(R
d)
and F sp,q(R
d) in terms of atoms. To explain this we need to introduce first an
appropriate notion of an atom and second, adapted sequence spaces.
Definition 1 Let L ≥ 0 be an integer. Let I be a set either of the form I = [−a, a]
or of the form I = [−b,−a] ∪ [a, b] for some 0 < a < b < ∞. An even function
g ∈ CL(R) is called an even L-atom centered at I if
max
t∈R
|b(n)(t)| ≤ |I|−n , 0 ≤ n ≤ L .
and if either
supp g ⊂ [−
3a
2
,
3a
2
] in case I = [−a, a] ,
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or
supp g ⊂ [−
3b− a
2
,−
3a− b
2
] ∪ [
3a− b
2
,
3b− a
2
] in case I = [−b,−a] ∪ [a, b] .
Definition 2 Let 0 < p <∞, 0 < q ≤ ∞ and s ∈ R. Let
χ#j,k(t) :=
{
1 if 2−jk ≤ |t| ≤ 2−j(k + 1) ,
0 otherwise .
t ∈ R .
Then we define
bsp,q,d :=
{
s = (sj,k)j,k : ‖ s |b
s
p,q,d‖ =
( ∞∑
j=0
2j(s−
d
p
)q
( ∞∑
k=0
(1+k)d−1 |sj,k|
p
)q/p)1/q
<∞
}
.
and
f sp,q,d :=
{
s = (sj,k)j,k :
‖ s |f sp,q,d‖ =
∥∥∥∥( ∞∑
j=0
2jsq
∞∑
k=0
|sj,k|
q χ#j,k(·)
)1/q
|Lp(R, |t|
d−1)
∥∥∥∥ <∞} ,
respectively.
Remark 2 Observe bsp,p,d = f
s
p,p,d in the sense of equivalent quasi-norms.
Adapted to these sequence spaces we define now function spaces on R.
Definition 3 Let 0 < p <∞, 0 < q ≤ ∞, s > 0 and L ∈ N0.
(i) Then TBsp,q(R, L, d) is the collection of all functions g : R → C such that there
exists a decomposition
g(t) =
∞∑
j=0
∞∑
k=0
sj,k gj,k(t) (2)
(convergence in Lmax(1,p)(R, |t|
d−1)), where the sequence (sj,k)j,k belongs to b
s
p,q,d and
the functions gj,k are even L-atoms centered at either [−2
−j , 2−j] if k = 0 or at
[−2−j(k + 1),−2−jk] ∪ [2−jk, 2−j(k + 1)]
if k > 0. We put
‖ g |TBsp,q(R, L, d)‖ := inf
{
‖ (sj,k) |b
s
p,q,d‖ : (2) holds
}
.
(ii) Then TF sp,q(R, L, d) is the collection of all functions g : R → C such that there
exists a decomposition (2), where the sequence (sj,k)j,k belongs to f
s
p,q,d and the func-
tions gj,k are as in (i). We put
‖ g |TF sp,q(R, L, d)‖ := inf
{
‖ (sj,k) |f
s
p,q,d‖ : (2) holds
}
.
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We need a few further notation. In connection with Besov and Lizorkin-Triebel
spaces quite often the following numbers occur:
σp(d) := d max
(
0,
1
p
− 1
)
and σp,q(d) := d max
(
0,
1
p
− 1,
1
q
− 1
)
. (3)
For a real number s we denote by [s] the integer part, i.e. the largest integer m such
that m ≤ s.
Theorem 3 Let d ≥ 2, 0 < p <∞ and 0 < q ≤ ∞.
(i) Suppose s > σp(d) and L ≥ [s]+1. Then the mapping tr is a linear isomorphism
of RBsp,q(R
d) onto TBsp,q(R, L, d) with inverse ext .
(ii) Suppose s > σp,q(d) and L ≥ [s]+1. Then the mapping tr is a linear isomorphism
of RF sp,q(R
d) onto TF sp,q(R, L, d) with inverse ext .
Remark 3 Let 0 < p ≤ 1 < q ≤ ∞. Then the spaces RB
σp
p,q(Rd) contain sin-
gular distributions, see [35]. In particular, the Dirac delta distribution belongs to
RB
d
p
−d
p,∞ (Rd), see, e.g., [29, Rem. 2.2.4/3]. Hence, our pointwise defined mapping tr
is not meaningful on those spaces, or, with other words, Theorem 3 does not extend
to values s < σp(d).
Outside the origin radial distributions are more regular. We shall discuss several
examples for this claim.
Theorem 4 Let d ≥ 2, 0 < p < ∞ and 0 < q ≤ ∞. Suppose s > max(0, 1
p
− 1).
Let f ∈ RAsp,q(R
d) s.t. 0 6∈ supp f . Then f is a regular distribution in S ′(Rd).
Remark 4 There is a nice and simple example which explains the sharpness of the
restrictions in Thm. 4. We consider the singular distribution f defined by
ϕ 7→
∫
|x|=1
ϕ(x) dx , ϕ ∈ S(Rd) .
By using the wavelet characterization of Besov spaces, it is not difficult to prove
that the spherical mean distribution f belongs to the spaces B
1
p
−1
p,∞ (Rd) for all p.
Theorem 5 Let d ≥ 2, 0 < p < ∞ and 0 < q ≤ ∞. Suppose s > max(0, 1
p
− 1).
Let f ∈ RAsp,q(R
d) s.t. 0 6∈ supp f . Then f0 = tr f belongs to A
s
p,q(R).
Remark 5 As mentioned above
Asp,q(R) →֒ L1(R) + L∞(R) if s > σp(1) = max
(
0,
1
p
− 1
)
,
which shows again that we deal with regular distributions. However, in Thm. 5
some additional regularity is proved.
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2.1.3 Traces of radial subspaces of Sobolev spaces
Clearly, one can expect that the description of the traces of radial Sobolev spaces
can be given in more elementary terms. We discuss a few examples without having
the complete theory.
Theorem 6 Let d ≥ 2 and 1 ≤ p <∞.
(i) The mapping tr is a linear isomorphism (with inverse ext ) of RW 1p (R
d) onto
the closure of RC∞0 (R) with respect to the norm
‖ g |Lp(R, |t|
d−1)‖+ ‖ g′ |Lp(R, |t|
d−1)‖ .
(ii) The mapping tr is a linear isomorphism (with inverse ext ) of RW 2p (R
d) onto
the closure of RC∞0 (R) with respect to the norm
‖ g |Lp(R, |t|
d−1)‖+ ‖ g′ |Lp(R, |t|
d−1)‖+ ‖ g′/r |Lp(R, |t|
d−1)‖+ ‖ g′′ |Lp(R, |t|
d−1)‖ .
Remark 6 Both statements have elementary proofs, see (11) for (i). However, the
complete extension to higher order Sobolev spaces is open.
There are several ways to define Sobolev spaces on Rd. For instance, if 1 < p <∞
we have
f ∈ W 2mp (R
d) ⇐⇒ f ∈ Lp(R
d) and ∆mf ∈ Lp(R
d) . (4)
Such an equivalence does not extend to p = 1 or p =∞ if d ≥ 2, see [37, pp. 135/160].
Recall that the Laplace operator ∆ applied to a radial function yields a radial
function. In particular we have
∆f(x) = Drf0(r) := f
′′
0 (r) +
d− 1
r
f ′0(r) , r = |x| , (5)
in case that f is radial and tr f = f0. Obviously, if f ∈ RC
∞
0 (R
d), then
‖ f |Lp(R
d)‖ + ‖∆mf |Lp(R
d)‖ (6)
=
( πd/2
Γ(d/2)
)1/p (
‖ f0 |Lp(R, |t|
d−1)‖+ ‖Dmr f0 |Lp(R, |t|
d−1)‖
)
.
This proves the next characterization.
Theorem 7 Let 1 < p < ∞ and m ∈ N. Then the mapping tr yields a linear
isomorphism (with inverse ext ) of RW 2mp (R
d) onto the closure of RC∞0 (R) with
respect to the norm
‖ f0 |Lp(R, |t|
d−1)‖+ ‖Dmr f0 |Lp(R, |t|
d−1)‖ .
Remark 7 By means of Hardy-type inequalities one can simplify the terms
‖Dmr f0 |Lp(R, |t|
d−1)‖ to some extent, see Theorem 6(ii) for a comparison. We do
not go into detail.
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2.1.4 The trace in S ′(R)
Many times applications of traces are connected with boundary value problems. In
such a context the continuity of tr considered as a mapping into S ′ is essential.
Again we consider the simple situation of the Lp-spaces first.
Lemma 2 Let d ≥ 2 and let 0 < p <∞. Then RLp(R, |t|
d−1) ⊂ S ′(R) if and only
if d < p.
From the known embedding relations of RAsp,q(R
d) into Lu-spaces one obtains
one half of the proof of the following general result.
Theorem 8 Let d ≥ 2, 0 < p <∞, and 0 < q ≤ ∞.
(a) Let s > σp(d) and L ≥ [s] + 1. Then the following assertions are equivalent:
(i) The mapping tr maps RBsp,q(R
d) into S ′(R).
(ii) The mapping tr : RBsp,q(R
d)→ S ′(R) is continuous.
(iii) We have TBsp,q(R, L, d) →֒ S
′(R).
(iv) We have either s > d(1
p
− 1
d
) or s = d(1
p
− 1
d
) and q ≤ 1.
(b) Let s > σp,q(d) and L ≥ [s] + 1. Then following assertions are equivalent:
(i) The mapping tr maps RF sp,q(R
d) into S ′(R).
(ii) The mapping tr : RF sp,q(R
d)→ S ′(R) is continuous.
(iii) We have TF sp,q(R, L, d) →֒ S
′(R).
(iv) We have either s > d(1
p
− 1
d
) or s = d(1
p
− 1
d
) and 0 < p ≤ 1.
2.1.5 The trace in S ′(R) and weighted function spaces of Besov and
Lizorkin-Triebel type
Weighted function spaces of Besov and Lizorkin-Triebel type, denoted by Bsp,q(R, w)
and F sp,q(R, w), respectively, are a well-developed subject in the literature, we refer
to [5, 6, 30]. Fourier analytic definitions as well as characterizations by atoms
are given under various restrictions on the weights, see e.g. [4, 5, 6, 16, 18, 31].
In this subsection we are interested in these spaces with respect to the weights
wd−1(t) := |t|
d−1, t ∈ R, d ≥ 2. Of course, these weights belong to the Muckenhoupt
class A∞, more exactly wd−1 ∈ Ar for any r > d, see [38].
Theorem 9 Let d ≥ 2, 0 < p <∞, and 0 < q ≤ ∞.
(i) Suppose s > σp(d) and let L ≥ [s] + 1. If TB
s
p,q(R, L, d) →֒ S
′(R) (see Theorem
8), then TBsp,q(R, L, d) = RB
s
p,q(R, wd−1) in the sense of equivalent quasi-norms.
(ii) Suppose s > σp,q(d) and let L ≥ [s] + 1. If TF
s
p,q(R, L, d) →֒ S
′(R) (see Theorem
8), then TF sp,q(R, L, d) = RF
s
p,q(R, wd−1) in the sense of equivalent quasi-norms.
11
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Fig. 1: Existence of the trace
0
1
p
s
TAsp,q(R, L, d)
= RAsp,q(R, wd−1)
TAsp,q(R, L, d)
6⊂ S ′(R)
•
1
••
1
d
s = d (1
p
− 1
d
)
s = d (1
p
− 1)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Remark 8 We add some statements concerning the regularity of the most promi-
nent singular distribution, namely δ : ϕ → ϕ(0), ϕ ∈ S(Rd). This tempered
distribution has the following regularity properties:
• First we deal with the situation on Rd. We have δ ∈ RB
d
p
−d
p,∞ (Rd) (but δ 6∈
RB
d
p
−d
p,q (Rd) for q <∞ and δ 6∈ RF
d
p
−d
p,∞ (Rd)), see, e.g., [29, Rem. 2.2.4/3].
• Now we turn to the situation on R. By using more or less the same arguments
as on Rd one can show δ ∈ B
d
p
−1
p,∞ (R, wd−1) (but δ 6∈ B
d
p
−1
p,q (R, wd−1) for any
q <∞ and δ 6∈ F
d
p
−1
p,∞ (R, wd−1)).
2.1.6 The regularity of radial functions outside the origin
Let f be a radial function such that supp f ⊂ {x ∈ Rd : |x| ≥ τ} for some τ > 0.
Then the following inequality is obvious:
‖ f0 |Lp(R)‖ ≤ τ
−(d−1)/p
(Γ(d/2)
πd/2
)1/p
‖ f |Lp(R
d)‖ .
An extension to first or second order Sobolev spaces can be done by using Theorem 6.
However, an extension to all spaces under consideration here is less obvious. Partly
it could be done by interpolation, see Proposition 1, but we prefer a different way
(not to exclude p < 1). We shall compare the atomic decompositions in Theorem 3
with the known atomic and wavelet characterizations of Bsp,q(R) and F
s
p,q(R).
Corollary 1 Let τ > 0. Let d ≥ 2, 0 < p <∞, and 0 < q ≤ ∞.
(i) We suppose s > σp(d). If f ∈ RB
s
p,q(R
d) such that
supp f ⊂ {x ∈ Rd : |x| ≥ τ} (7)
12
then its trace f0 belongs to B
s
p,q(R). Furthermore, there exists a constant c (not
depending on f and τ) such that
‖ f0 |B
s
p,q(R)‖ ≤ c τ
−(d−1)/p ‖ f |Bsp,q(R
d)‖ (8)
holds for all such functions f and all τ > 0.
(ii) We suppose s > σp,q(d). If f ∈ RF
s
p,q(R
d) such that (7) holds, then its trace f0
belongs to F sp,q(R). Furthermore, there exists a constant c (not depending on f and
τ) such that
‖ f0 |F
s
p,q(R)‖ ≤ c τ
−(d−1)/p ‖ f |F sp,q(R
d)‖ (9)
holds for all such functions f all τ > 0.
We wish to mention that Corollary 1 has a partial inverse.
Corollary 2 Let d ≥ 2, 0 < p <∞, 0 < q ≤ ∞ and 0 < a < b <∞.
(i) We suppose s > σp(d). If g ∈ RB
s
p,q(R) such that
supp g ⊂ {x ∈ R : a ≤ |x| ≤ b} (10)
then the radial function f := ext g belongs to RBsp,q(R
d) and there exist positive
constants A,B such that
A ‖ g |Bsp,q(R)‖ ≤ ‖ f |B
s
p,q(R
d)‖ ≤ B ‖ g |Bsp,q(R)‖ .
(ii) We suppose s > σp,q(d). If g ∈ RF
s
p,q(R) such that (10) holds, then the radial
function f := ext g belongs to RF sp,q(R
d) and there exist positive constants A,B such
that
A ‖ g |F sp,q(R)‖ ≤ ‖ f |F
s
p,q(R
d)‖ ≤ B ‖ g |F sp,q(R)‖ .
For our next result we need Ho¨lder-Zygmund spaces. Recall, that Cs(Rd) =
Bs∞,∞(R
d) in the sense of equivalent norms if s 6∈ N0. Of course, also the spaces
Bs∞,∞(R
d) with s ∈ N allow a characterization by differences. We refer to [41, 2.2.2,
2.5.7] and [42, 3.5.3]. We shall use the abbreviation
Zs(Rd) = Bs∞,∞(R
d) , s > 0 .
Taking into account the well-known embedding relations for Besov as well as for
Lizorkin-Triebel spaces, defined on R, Thm. 5 implies in particular:
Corollary 3 Let d ≥ 2, 0 < p < ∞, 0 < q ≤ ∞, and s > 1/p. Let ϕ be a smooth
radial function, uniformly bounded together with all its derivatives, and such that
0 6∈ supp ϕ. If f ∈ RAsp,q(R
d), then ϕ f ∈ Zs−1/p(Rd).
Remark 9 P.L. Lions [23] has proved the counterpart of Corollary 3 for first order
Sobolev spaces. We also dealt in [32] with these problems.
13
Finally, for later use, we would like to know when the radial functions are con-
tinuous out of the origin.
Corollary 4 Let τ > 0. Let d ≥ 2, 0 < p <∞, and 0 < q ≤ ∞.
(i) If either s > 1/p or s = 1/p and q ≤ 1 then f ∈ RBsp,q(R
d) is uniformly
continuous on the set |x| ≥ τ .
(ii) If either s > 1/p or s = 1/p and p ≤ 1 then f ∈ RF sp,q(R
d) is uniformly
continuous on the set |x| ≥ τ .
By looking at the restrictions in Cor. 4 we introduce the following set of param-
eters.
Definition 4 (i) We say (s, p, q) belongs to the set U(B) if (s, p, q) satisfies the
restrictions in part (i) of Cor. 4.
(ii) The triple (s, p, q) belongs to the set U(F ) if (s, p, q) satisfies the restrictions in
part (ii) of Cor. 4.
Remark 10 (a) The abbreviation (s, p, q) ∈ U(A) will be used with the obvious
meaning.
(b) Let 1 ≤ p = p0 <∞ be fixed. Then there is always a largest space in the set
{Bsp0,q(R
d) : (s, p0, q) ∈ U(B)} ∪ {F
s
p0,q
(Rd) : (s, p0, q) ∈ U(F )} .
This space is given either by F 11,∞(R
d) if p0 = 1 or by B
1/p0
p0,1
(Rd) if 1 < p0 < ∞.
If p0 < 1, then obviously B
1/p0
p0,1 (R
d) is the largest Besov space and F
1/p0
p0,∞(R
d) is
the largest Lizorkin-Triebel space in the above family. However, these spaces are
incomparable.
2.2 Decay and boundedness properties of radial functions
We deal with improvements of Strauss’ Radial Lemma. Decay can only be expected
if we measure smoothness in function spaces built on Lp(R
d) with p <∞.
It is instructive to have a short look onto the case of first order Sobolev spaces. Let
f = g(r(x)) ∈ RC∞0 (R
d). Then
∂f
∂xi
(x) = g′(r)
xi
r
, r = |x| > 0 , i = 1, . . . , d .
Hence
|| |∇f(x)| |Lp(R
d)|| = cd || g
′ |Lp(R, |t|
d−1)|| , (11)
where 1 ≤ p <∞. Next we apply the identity
g(r) = −
∫ ∞
r
g′(t)dt
14
and obtain
|g(r)| ≤
∫ ∞
r
|g′(t)|dt ≤ r−(d−1)
∫ ∞
r
td−1|g′(t)|dt.
This extends to all functions in RW 11 (R
d) by a density argument. On this elementary
way we have proved the inequality
|x|d−1 |f(x)| = rd−1 |g(r)| ≤
1
cd
∫
|x|>r
|∇f(x)| dx ≤
1
cd
‖∇f(x) ‖1 . (12)
This inequality can be interpreted in several ways:
• The possible unboundedness in the origin is limited.
• There is some decay, uniformly in f , if |x| tends to +∞.
• We have lim|x|→∞ |x|
d−1 |f(x)| = 0 for all f ∈ RW 11 (R
d).
• It makes sense to switch to homogeneous function spaces, since in (12) only
the norm of the homogeneous Sobolev space occurs (for this, see [7] and [33]).
We shall show that all these phenomena will occur also in the general context of
radial subspaces of Besov and Lizorkin-Triebel spaces.
2.2.1 The behaviour of radial functions near infinity
Suppose (s, p, q) ∈ U(A). Then f ∈ RAsp,q(R
d) is uniformly continuous near infinity
and belongs to Lp(R
d). This implies lim|x|→∞ |f(x)| = 0. However, much more is
true.
Theorem 10 Let d ≥ 2, 0 < p <∞, and 0 < q ≤ ∞.
(i) Suppose (s, p, q) ∈ U(A). Then there exists a constant c s.t.
|x|(d−1)/p |f(x)| ≤ c ‖ f |Asp,q(R
d)‖ (13)
holds for all |x| ≥ 1 and all f ∈ RAsp,q(R
d).
(ii) Suppose (s, p, q) ∈ U(A). Then
lim
|x|→∞
|x|
d−1
p |f(x)| = 0 (14)
holds for all f ∈ RAsp,q(R
d).
(iii) Suppose (s, p, q) ∈ U(A). Then there exists a constant c > 0 such that for all x,
|x| > 1, there exists a smooth radial function f ∈ RAsp,q(R
d), ‖ f |RAsp,q(R
d)‖ = 1,
s.t.
|x|
d−1
p |f(x)| ≥ c . (15)
(iv) Suppose (s, p, q) 6∈ U(A) and 1
p
> σp(d). We assume also that
1
p
> σq(d) in
the F -case. Then, for all sequences (xj)∞j=1 ⊂ R
d \ {0} s.t. limj→∞ |x
j| = ∞, there
exists a radial function f ∈ RAsp,q(R
d), ‖ f |RAsp,q(R
d)‖ = 1, s.t. f is unbounded in
any neighborhood of xj, j ∈ N.
15
Remark 11 (i) Increasing s (for fixed p) is not improving the decay rate. In the
case of Banach spaces, i.e., p, q ≥ 1, the additional assumptions in point (iv) are
always fullfiled. Hence, the largest spaces, guaranteeing the decay rate (d − 1)/p,
are spaces with s = 1/p, see Remark 10. The dependence of the decay on the pa-
rameters s and p is illustrated in Fig. 1 below.
(ii) Observe that in (iii) the function depends on |x|. There is no function in
RAsp,q(R
d) such that (15) holds for all x, |x| ≥ 1, simultaneously. The naive con-
struction f(x) := (1− ψ(x)) |x|
1−d
p , x ∈ Rd, does not belong to Lp(R
d).
(iii) If one switches from inhomogeneous spaces to the larger homogeneous spaces
of Besov and Lizorkin-Triebel type, then the decay rate becomes smaller. It will
depend also on s, see [7] and [33] for details.
(iv) Of course, formula (13) generalizes the estimate (1). Also Coleman, Glazer and
Martin [8] have dealt with (1). P.L. Lions [23] proved a p-version of the Radial
Lemma.
(v) In case A = B the theorem has been proved in [32]. For A = F and 1 < p <∞
the result follows from the embedding Bsp,1(R
d) →֒ F sp,q(R
d) →֒ Bsp,∞(R
d), valid for
all s and all q. The novelity in Theorem. 10 consists in a discussion of the case
RF
1/p
p,∞(Rd), 0 < p ≤ 1, see also Remark 10.
(vi) Originally the Radial Lemma has been used to prove compactness of embed-
dings of radial Sobolev spaces into Lp-spaces, see [8], [23]. In the framework of radial
subspaces of Besov and of Lizorkin-Triebel spaces compactness of embeddings has
been investigated in [32]. There we have given a final answer, i.e., we proved an if,
and only if, assertion.
(vii) Compactness of embeddings of radial subspaces of homogeneous Besov and of
Lizorkin-Triebel spaces will be investigated in [33].
✻
✲
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
Fig. 2: Decay at infinity
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16
2.2.2 The behaviour of radial functions near infinity – borderline cases
As indicated in Remark 10, within the scales of Besov and Lizorkin-Triebel spaces
the borderline cases for the decay rate (d − 1)/p are either F 11,∞(R
d) if p = 1 or
B
1/p
p,1 (R
d) if 1 < p <∞. Now we turn to spaces which do not belong to these scales
and where the elements of the radial subspaces have such a decay rate. Hence, we
are looking for spaces of radial functions with a simple norm which satisfy (13). The
Sobolev space RW 11 (R
d) is such a candidate for which (13) is already known, see
[23]. But this is not the end of the story. Also for the radial functions of bounded
variation such a decay estimate is true.
Theorem 11 Let d ≥ 2. Then there exists constant c s.t.
|x|d−1 |f(x)| ≤ c ‖ f |BV (Rd)‖ (16)
holds for all |x| > 0 and all f ∈ RBV (Rd). Also
lim
|x|→∞
|x|d−1 |f(x)| = 0 (17)
is true for all f ∈ RBV (Rd).
Remark 12 (i) Both assertions, (16) and (17), require an interpretation since, in
contrast to the classical definition of BV (R), the spaces BV (Rd), d ≥ 2, are spaces
of equivalence classes, see Subsection 4.2. Nevertheless, in every equivalence class
[f ] ∈ BV (Rd), there is a representative f˜ ∈ [f ], such that
|f˜(x)| ≤ lim sup
y→x
|f(y)|
(simply take f˜(x) := f(x) in every Lebesgue point x of f and f˜(x) := 0 otherwise).
Hence, (16) and (17) have to be interpreted as follows: whenever we work with
values of the equivalence class [f ] then we mean the function values of the above
representative f˜ .
(ii) Notice that F 11,∞(R
d) and BV (Rd) are incomparable.
(iii) Observe, as in case of the Radial Lemma, that (16) holds for x 6= 0.
As a preparation for Theorem 11 we shall characterize the traces of radial el-
ements in BV (Rd). This seems to be of independent interest. For this reason we
are forced to introduce weighted spaces of functions of bounded variation on the
positive half axis. We put R+ := (0,∞). As usual, |ν| denotes the total variation of
the measure ν, see, e.g., [28, Chapt. 6].
Definition 5 (i) A function ϕ ∈ C([0,∞)) belongs to C1c ([0,∞)) if it is continu-
ously differentiable on R+, has compact support, satisfies ϕ(0) = 0 and lim
t→0+
ϕ′(t) =
17
ϕ′(0) = lim
t→0+
ϕ(t)
t
exists and is finite.
(ii) A function g ∈ L1(R
+, td−1) is said to belong to BV (R+, td−1) if there is a signed
Radon measure ν on R+ such that∫ ∞
0
g(t) [ϕ(s)sd−1]′(t) dt = −
∫ ∞
0
ϕ(t) td−1 dν(t) , ∀ϕ ∈ C1c ([0,∞)) (18)
and
‖ g |BV (R+, td−1)‖ := ‖ g |L1(R
+, td−1)‖+
∫ ∞
0
rd−1 d|ν|(r) (19)
is finite.
By using these new spaces we can prove the following trace theorem. With a
slight abuse of notation ext denotes here the radial extension of a function defined
on [0,∞) (instead of R).
Theorem 12 Let g be a measurable function on R+. Then ext g ∈ BV (Rd) if, and
only if g ∈ BV (R+, td−1) and
‖ ext g |BV (Rd)‖ ≍ ‖ g |BV (R+, td−1) ‖ .
Spaces with 1 < p <∞
For 1 < p < ∞ one could use interpolation between p = 1 and p = ∞ to obtain
spaces with the decay rate (d−1)/p. The largest spaces with this respect are obtained
by the real method. Let Mp(R
d) := (RC(Rd), RBV (Rd))Θ,∞, Θ = 1/p. Then (13)
holds for all elements f ∈Mp(R
d). The disadvantage of these classes Mp(R
d) lies in
the fact that elementary descriptions of Mp(R
d) are not known. However, at least
some embeddings are known. From
RB
1/p
p,1 (R
d) = [RB0∞,1(R
d), RB11,1,(R
d)]Θ →֒ (RC(R
d), RBV (Rd))Θ,∞ , Θ = 1/p ,
(combine Proposition 1 with [1, Thm. 4.7.1]), we get back Theorem 10 (i), but only
in case 1 < p <∞.
2.2.3 The behaviour of radial functions near the origin
At first we mention that the embedding relations with respect to L∞(R
d) do not
change when we switch from Asp,q(R
d) to its radial subspace RAsp,q(R
d).
Lemma 3 (i) The embedding RBsp,q(R
d) →֒ L∞(R
d) holds if and only if either s >
d/p or s = d/p and q ≤ 1.
(ii) The embedding RF sp,q(R
d) →֒ L∞(R
d) holds if and only if either s > d/p or
s = d/p and p ≤ 1.
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The explicit counterexamples will be given in Lemma 8 below. Hence, unbound-
edness can only happen in case s ≤ d/p.
Theorem 13 Let d ≥ 2, 0 < p <∞ and 0 < q ≤ ∞.
(i) Suppose (s, p, q) ∈ U(A) and s < d
p
. Then there exists a constant c s.t.
|x|
d
p
−s |f(x)| ≤ c ‖ f |RAsp,q(R
d)‖ (20)
holds for all 0 < |x| ≤ 1 and all f ∈ RAsp,q(R
d).
(ii) Let σp(d) < s < d/p. There exists a constant c > 0 such that for all x, 0 < |x| <
1, there exists a smooth radial function f ∈ RAsp,q(R
d), ‖ f |RAsp,q(R
d)‖ = 1, s.t.
|x|
d
p
−s |f(x)| ≥ c . (21)
In the next figure (Fig. 3) we summarize our knowledge.
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Fig. 3: Unboundedness at the origin
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Remark 13 (i) In case of RBsp,∞(R
d) we have a function which realizes the extremal
behaviour for all |x| < 1 simultaneously. It is well-known, see e.g. [29, Lem. 2.3.1/1],
that the function
f(x) := ψ(x) |x|
d
p
−s , x ∈ Rd ,
belongs to RBsp,∞(R
d), as long as s > σp(d). This function does not belong to
RBsp,q(R
d), q < ∞. Since it is also not contained in RF sp,q(R
d), 0 < q ≤ ∞ we
conclude that in these cases there is no function, which realizes this upper bound
for all x simultaneously. In these cases the function f in (21) has to depend on x.
(ii) These estimates do not change by switching to the larger homogeneous spaces
RA˙sp,q(R
d) of Besov and Lizorkin-Triebel type. In case of RH˙s(Rd) = RF˙ sp,2(R
d) this
has been observed in a recent paper by Cho and Ozawa [7], see also Ni [25], Rother
[27] and Kuzin, Pohozaev [22, 8.1]. The general case is treated in [33].
(iii) Estimates as in (20) have been investigated also in [32]. However, there we
19
proved a much weaker result only. We had overlooked the s-dependence of the
power of |x|.
(iv) In the literature one can find various types of further inequalities for radial
functions. Many times preference is given to a homogeneous context, see the in-
equalities (1) and (16) as examples. Then one has to deal with the behaviour at
infinity and around the origin simultaneously. That would be not appropriate in the
context of inhomogeneous spaces. Inequalities like (1) and (16) will be investigated
systematically in [33]. However, let us refer to [39], [23], [25], [27], [22, 8.1] and [7]
for results in this direction. Sometimes also decay estimates are proved by replacing
on the right-hand side the norm in the space Asp,q(R
d) (A˙sp,q(R
d)) by products of
norms, e.g., ‖ f |Lp(R
d)‖1−Θ ‖ f |A˙sp,q(R
d)‖Θ for some Θ ∈ (0, 1), see [23], [25], [27]
and [7]. Here we will not deal with those modifications (improvements).
Finally we have to investigate s ≤ 1/p and (s, p, q) 6∈ U(A).
Lemma 4 Let d ≥ 2, 0 < p < ∞ and 0 < q ≤ ∞. Suppose (s, p, q) 6∈ U(A) and
σp(d) < 1/p. Moreover let σq(d) < 1/p in the F -case. Then there exists a radial
function f ∈ RAsp,q(R
d), ‖ f |RAsp,q(R
d)‖ = 1, and a sequence (xj)j ⊂ R
d \ {0} s.t.
limj→∞ |x
j| = 0 and f is unbounded in a neighborhood of all xj.
2.2.4 The behaviour of radial functions near the origin – borderline cases
Now we turn to the remaining limiting situation. We shall show that there is also
controlled unboundedness near the origin if s = d/p and RA
d/p
p,q (Rd) 6⊂ L∞(R
d).
Theorem 14 Let d ≥ 2, 0 < p <∞, 0 < q ≤ ∞, and suppose s = d/p.
(i) Let 1 < q ≤ ∞. Then there exists constant c s.t.
(− log |x|)−1/q
′
|f(x)| ≤ c ‖ f |Bd/pp,q (R
d)‖ (22)
holds for all 0 < |x| ≤ 1/2 and all f ∈ RB
d/p
p,q (Rd).
(ii) Let 1 < p <∞. Then there exists constant c s.t.
(− log |x|)−1/p
′
|f(x)| ≤ c ‖ f |F d/pp,q (R
d)‖ (23)
holds for all 0 < |x| ≤ 1/2 and all f ∈ RF
d/p
p,q (Rd).
Remark 14 Comparing Lemma 8 below and Theorem 14 we find the following. For
the case q = ∞ in Theorem 14(i) the function f1,0, see (60), realizes the extremal
behaviour. In all other cases there remains a gap of order log log to some power.
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3 Traces of radial subspaces – proofs
The main aim of this section is to prove Theorem 3. It expresses the fact that all
information about a radial function is contained in its trace onto a straight line
through the origin. However, a few things more will be done here. For later use one
subsection is devoted to the study of interpolation of radial subspaces (Subsection
3.1) and another one is devoted to the study of certain test functions (Subsection
3.8).
3.1 Interpolation of radial subspaces
We mention two different results here, one with respect to the complex method and
one with respect to the real method of interpolation.
3.1.1 Complex interpolation of radial subspaces
In [36] one of the authors has proved that in case p, q ≥ 1 the spaces RBsp,q(R
d)
(RF sp,q(R
d)) are complemented subspaces of Bsp,q(R
d) (F sp,q(R
d)). By means of the
method of retraction and coretraction, see, e.g., Theorem 1.2.4 in [40], this allows to
transfer the interpolation formulas for the original spaces Bsp,q(R
d) (F sp,q(R
d)) to its
radial subspaces. However, we prefer to quote a slightly more general result, proved
in [34], concerning the complex method. It is based on the results on complex
interpolation for Lizorkin-Triebel spaces from [14] and uses the method of [24] for
an extension to the quasi-Banach space case.
Proposition 1 Let 0 < p0, p1 ≤ ∞, 0 < q0, q1 ≤ ∞, s0, s1 ∈ R, and 0 < Θ < 1.
Define s := (1−Θ) s0 +Θ s1,
1
p
:=
1−Θ
p0
+
Θ
p1
and
1
q
:=
1−Θ
q0
+
Θ
q1
.
(i) Let max(p0, q0) <∞. Then we have
RBsp,q(R
d) =
[
RBs0p0,q0(R
d), RBs1p1,q1(R
d)
]
Θ
.
(ii) Let p1 <∞ and min(q0, q1) <∞. Then we have
RF sp,q(R
d) =
[
RF s0p0,q0(R
d), RF s1p1,q1(R
d)
]
Θ
.
3.1.2 Real Interpolation of radial subspaces
For later use we also formulate a result with respect to the real method of interpo-
lation.
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Proposition 2 Let d ≥ 1, 1 ≤ q, q0, q1 ≤ ∞, s0, s1 ∈ R, s0 6= s1, and 0 < Θ < 1.
(i) Let 1 ≤ p ≤ ∞. Then, with s := (1−Θ) s0 +Θ s1, we have
RBsp,q(R
d) =
(
RBs0p,q0(R
d), RBs1p,q1(R
d)
)
Θ,q
.
(ii) Let 1 ≤ p <∞. Then, with s := (1−Θ) s0 +Θ s1, we have
RBsp,q(R
d) =
(
RF s0p,q0(R
d), RF s1p,q1(R
d)
)
Θ,q
.
Proof. As mentioned above, the spaces RBsp,q(R
d) (RF sp,q(R
d)) are complemented
subspaces of Bsp,q(R
d) (F sp,q(R
d)), see [36]. Using the method of retraction and core-
traction, see [41, 1.2.4], the above statements are consequences of the corresponding
formulas without R, see e.g. [41, 2.4.2].
3.2 Proofs of the statements in Subsection 2.1.1
Proof of Theorem 1
Step 1. Let m ∈ N0. If f ∈ RC
m(Rd), then, of course, f0 = tr f ∈ RC
m(R) and the
inequality
‖ tr f |Cm(R)‖ ≤ ‖ f |Cm(Rd)‖ (24)
follows immediately.
Step 2. Let g ∈ RCm(R) for some m ∈ N.
Substep 2.1. We first deal with the regularity of f := ext g. Here we make use of
the following elementary observation. Let U(x0) denote the neigborhoud of a point
x0 ∈ Rd. If a function v belongs to Cm(U(x0) \ {x0}), such that v is continuous in
x0 and the limit
lim
x→x0
Dαv(x) (25)
exists for all α, |α| ≤ m, and all j, j = 1, . . . , d, then v ∈ Cm(U(x0)). This is a
consequence of the mean-value theorem. By means of this argument it remains to
prove the existence of these limits for Dαf . This turns out to be most simple using
the extra condition
g(0) = g′(0) = · · · = g(m)(0) = 0 . (26)
This clearly implies for 0 ≤ ℓ ≤ m
g(ℓ)(t) = o(|t|m−ℓ) if t→ 0 . (27)
Furthermore, we shall use, for every n ∈ N0 there is a constant c > 0 such that the
function r = r(x) satisfies
|Dβr(x)| ≤ c r(x)1−|β| (28)
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for all β ∈ Nd0, |β| ≤ n, and all x ∈ R
d \ {0}. Hence, using chain rule and the
estimates (28), (27) we find
| (Dαf)(x) | <∼
|α|∑
ℓ=1
|g(ℓ)(r)|
∑
β1+...+βℓ=α
|Dβ
1
r(x)| . . . |Dβ
ℓ
r(x)|
<
∼
|α|∑
ℓ=1
o(rm−ℓ) rℓ−|α| = o(rm−|α|), r ↓ 0 , (29)
where |α| ≤ m. This proves the existence of the limit in (25) and therefore, Dαf ,
|α| ≤ m, is continuous everywhere.
Next, we wish to remove the restriction (26). Suppose that m is even. Hence
g′(0) = g′′′(0) = . . . = g(m−1)(0) = 0,
but g(0), g′′(0), . . . , g(m)(0) can be arbitrary. Let ψ0 = tr ψ. We introduce the
function
h(t) := g(t)− g1(t)ψ0(t) , t ∈ R ,
where
g1(t) := g(0) +
g′′(0)
2!
t2 + · · ·+
g(m)(0)
(m)!
tm, t ∈ R .
The extension of g1 ψ0 is a radial function with compact support and continuous
derivatives of arbitrary order. The function h satisfies (26) and this implies that
ext h has continuous derivatives up to order m in Rd. and therefore, also f has
continuous derivatives up to orderm in Rd. The uniform continuity of the derivatives
of f in |x| ≥ 1 follows immediately from the chain rule, the uniform continuity in
|x| ≤ 1 is obvious. For odd m the proof is similar.
Substep 2.2. It remains to estimate the norm of f in RCm(Rd). Again we deal with
m being even first. Using the same notation as in Step 2.1 we find on the one hand
the obvious estimate
‖ ext g1 ψ0 |C
m(Rd)|| ≤
m/2∑
j=0
|g(2j)(0)|
(2j)!
‖ |x|2j ψ(x) |Cm(Rd)‖
<
∼ ‖ g |C
m(R)‖ ,
and on the other hand we can estimate ‖ ext h |Cm(Rd)‖ as in (29). This leads to
‖ ext h |Cm(Rd)‖ <∼ ‖ h |C
m(R)‖
<
∼ ‖ g |C
m(R)‖+ ‖ g1 ψ0 |C
m(R)‖
<
∼ ‖ g |C
m(R)‖ .
By means of ext g = ext h + ext (g1 ψ0) ∈ RC
(m)(Rd) this proves
‖ ext g |Cm(Rd)‖ <∼ ‖ g |C
m(R)‖ .
As above, for odd m the proof is similar.
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Proof of Theorem 2
For tr ∈ L(Bs∞,q(R
d), Bs∞,q(R)) we refer to [41, 2.7.2]. This immediately gives tr ∈
L(RBs∞,q(R
d), RBs∞,q(R)). Concerning ext we argue by using real interpolation.
Observe, that ext ∈ L(RCm(R), RCm(Rd)) for all m ∈ N0, see Theorem 1. From
the interpolation property of the real interpolation method we derive
ext ∈ L
(
(RCm(R), RC(R))Θ,q, (RC
m(Rd), RC(Rd))Θ,q
)
for all Θ ∈ (0, 1) and all q ∈ (0,∞]. Using Proposition 2, simple monotonicity
properties of the real method and
Bn∞,1(R
d) →֒ Cn(Rd) →֒ Bn∞,∞(R
d) , n ∈ N0 ,
the claim follows.
3.3 Proofs of the assertions in Subsection 2.1.2
3.3.1 Proof of Lemma 1
Recall, for f ∈ RLp(R) we have∫
Rd
|f(x)|p dx = 2
πd/2
Γ(d/2)
∫ ∞
0
|f0(r)|
p rd−1 dr .
Using ∫ ∞
0
|f0(r)|
p rd−1 dr = lim
ε↓0
∫ ∞
ε
|f0(r)|
p rd−1 dr ,
which implies the density of the test functions in Lp([0,∞), r
d−1), we can read this
formula also from the other side, it means∫
Rd
| ext g(x)|p dx = 2
πd/2
Γ(d/2)
∫ ∞
0
|g(r)|p rd−1 dr
for all g ∈ Lp([0,∞), r
d−1). This proves (i). Part (ii) is obvious.
3.3.2 Characterizations of radial subspaces by atoms
As mentioned above our proof of the trace theorem relies on atomic decompositions
of radial distributions on Rd. We recall our characterizations of RAsp,q(R
d) from [32],
see also [21].
In this paper we shall consider two different versions of atoms. They are not related
to each other. We hope that it will be always clear from the context with which type
of atoms we are working. For the following definition of an atom we refer to [14] or
[42, 3.2.2]. For an open set Q and r > 0 we put r Q = {x ∈ Rd : dist (x,Q) < r}.
Observe that Q is always a subset of r Q whatever r is.
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Definition 6 Let s ∈ R and let 0 < p ≤ ∞. Let L and M be integers such that
L ≥ 0 and M ≥ −1. Let Q ⊂ Rd be an open connected set with diam Q = r.
(a) A smooth function a(x) is called an 1L-atom centered in Q if
supp a ⊂
r
2
Q ,
sup
y∈Rd
|Dαa(y)| ≤ 1 , |α| ≤ L .
(b) A smooth function a(x) is called an (s, p)L,M-atom centered in Q if
supp a ⊂
r
2
Q ,
sup
y∈Rd
|Dαa(y)| ≤ rs−|α|−
d
p , |α| ≤ L ,∫
Rd
a(y) yα dy = 0 , |α| ≤M .
Remark 15 If M = −1, then the interpretation is that no moment condition is
required.
In [32] and [21] we constructed a regular sequence of coverings with certain special
properties which we now recall. Consider the annuli (balls if k = 0)
Pj,k :=
{
x ∈ Rd : k 2−j ≤ |x| < (k + 1) 2−j
}
, j = 0, 1, . . . , k = 0, 1, . . . .
Then there is a sequence (Ωj)
∞
j=0 = ((Ωj,k,ℓ)k,ℓ)
∞
j=0 of coverings of R
d such that
(a) all Ωj,k,ℓ are balls with center in xj,k,ℓ s.t. xj,0,1 = 0 and |xj,k,ℓ| = 2
−j(k + 1/2)
if k ≥ 1;
(b) diam Ωj,k,ℓ = 12 · 2
−j for all k and all ℓ;
(c) Pj,k ⊂
C(d,k)⋃
ℓ=1
Ωj,k,ℓ , j = 0, 1, . . . , k = 0, 1, . . . , where the numbers
C(d, k) satisfy the relations C(d, k) ≤ (2k + 1)d−1, C(d, 0) = 1.
(d) the sums
∞∑
k=0
C(d,k)∑
ℓ=1
Xj,k,ℓ(x) are uniformly bounded in x ∈ R
d and j = 0, 1, . . .
(here Xj,k,ℓ denotes the characteristic function of Ωj,k,ℓ);
(e) Ωj,k,ℓ = {x ∈ R
d : 2j x ∈ Ω0,k,ℓ} for all j, k and ℓ;
(f) There exists a natural number K (independent of j and k) such that
{(x1, 0, . . . , 0) : x1 ∈ R} ∩
diam (Ωj,k,ℓ)
2
Ωj,k,ℓ = ∅ if ℓ > K (30)
(with an appropriate enumeration).
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We collect some properties of related atomic decompositions. To do this it is con-
venient to introduce some sequence spaces.
Definition 7 Let 0 < q ≤ ∞.
(i) If 0 < p ≤ ∞, then we define
bp,q,d :=
{
s = (sj,k)j,k : ‖ s |bp,q,d‖ =
 ∞∑
j=0
(
∞∑
k=0
(1 + k)d−1 |sj,k|
p
)q/p1/q <∞} .
(ii) By χ˜j,k we denote the characteristic function of the set Pj,k. If 0 < p < ∞ we
define
fp,q,d :=
{
s = (sj,k)j,k :
‖ s |fp,q,d‖ =
∥∥∥∥∥
( ∞∑
j=0
∞∑
k=0
|sj,k|
q 2
jdq
p χ˜j,k(·)
)1/q
|Lp(R
d)
∥∥∥∥∥ <∞
}
.
Remark 16 Observe bp,p,d = fp,p,d in the sense of equivalent quasi-norms.
Atoms have to satisfy moment and regularity conditions. With this respect we
suppose
L ≥ max(0, [s] + 1) , M ≥ max([σp(d)− s],−1) (31)
in case of Besov spaces and
L ≥ max(0, [s] + 1) , M ≥ max([σp,q(d)− s],−1) (32)
in case of Lizorkin-Triebel spaces. Under these restrictions the following assertions
are known to be true:
(i) Each f ∈ RBsp,q(R
d) ( f ∈ RF sp,q(R
d)) can be decomposed into
f =
∞∑
j=0
∞∑
k=0
C(d,k)∑
ℓ=1
sj,k aj,k,ℓ ( convergence in S
′(Rd) ), (33)
where the functions aj,k,ℓ are (s, p)L,M -atoms with respect to Ωj,k,ℓ (j ≥ 1),
and the functions a0,k,ℓ are 1L-atoms with respect to Ω0,k,ℓ.
(ii) Any formal series
∑∞
j=0
∑∞
k=0
∑C(d,k)
ℓ=1 sj,k aj,k,ℓ converges in S
′(Rd) with limit
in Bsp,q(R
d) if the sequence s = (sj,k)j,k belongs to bp,q,d and if the aj,k,ℓ are
(s, p)L,M -atoms with respect to Ωj,k,ℓ (j ≥ 1), and the a0,k,ℓ are 1L-atoms with
respect to Ω0,k,ℓ. There exists a universal constant such that
‖
∞∑
j=0
∞∑
k=0
C(d,k)∑
ℓ=1
sj,k aj,k,ℓ |B
s
p,q(R
d)‖ ≤ c ‖ s |bp,q,d‖ (34)
holds for all sequences s = (sj,k)j,k.
26
(iii) There exists a constant c such that for any f ∈ RBsp,q(R
d) there exists an
atomic decomposition as in (33) satisfying
‖ (sj,k)j,k |bp,q,d‖ ≤ c ‖ f |B
s
p,q(R
d)‖ . (35)
(iv) The infimum on the left-hand side in (34) with respect to all admissible rep-
resentations (33) yields an equivalent norm on RBsp,q(R
d).
(v) Any formal series
∑∞
j=0
∑∞
k=0
∑C(d,k)
ℓ=1 sj,k aj,k,ℓ converges in S
′(Rd) with limit
in F sp,q(R
d) if the sequence s = (sj,k)j,k belongs to fp,q,d and if the functions
aj,k,ℓ are (s, p)L,M -atoms with respect to Ωj,k,ℓ (j ≥ 1), and the functions a0,k,ℓ
are 1L-atoms with respect to Ω0,k,ℓ. There exists a universal constant such
that
‖
∞∑
j=0
∞∑
k=0
C(d,k)∑
ℓ=1
sj,k aj,k,ℓ |F
s
p,q(R
d)‖ ≤ c ‖ s |fp,q,d‖ (36)
holds for all sequences s = (sj,k)j,k.
(vi) There exists a constant c such that for any f ∈ RF sp,q(R
d) there exists an
atomic decomposition as in (33) satisfying
‖ (sj,k)j,k |fp,q,d‖ ≤ c ‖ f |F
s
p,q(R
d)‖ . (37)
(vii) The infimum on the left-hand side in (36) with respect to all admissible repre-
sentations (33) yields an equivalent norm on RF sp,q(R
d). Such decompositions
as in (35) and (37) we shall call optimal.
Remark 17 For proofs of all these facts (even with respect to more general decom-
positions of Rd) we refer to [32] and [36]. A different approach to atomic decompo-
sitions of radial subspaces has been given by Epperson and Frazier [10].
3.3.3 Proof of Theorem 3
Step 1. Let f ∈ RBsp,q(R
d). Then there exists an optimal atomic decomposition, i.e.
f =
∞∑
j=0
∞∑
k=0
C(d,k)∑
ℓ=1
sj,k aj,k,ℓ (38)
‖ f |Bsp,q(R
d)‖ ≍ ‖ (sj,k)j,k |bp,q,d‖ ,
see (33) - (35). Since f is even we obtain
f(x) =
∞∑
j=0
∞∑
k=0
C(d,k)∑
ℓ=1
sj,k
aj,k,ℓ(x) + aj,k,ℓ(−x)
2
. (39)
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We define
gj,k,ℓ(t) := 2
j(s−d/p)
(
tr
aj,k,ℓ( · ) + aj,k,ℓ(− · )
2
)
(t) , t ∈ R ,
and dj,k := 2
−j(s−d/p) sj,k. Of course, aj,k,ℓ( · ) + aj,k,ℓ(− · ) is not a radial function.
But it is an even and continuous. So, tr means simply the restriction to the x1-axis.
Clearly,
fN(x) :=
N∑
j=0
N∑
k=0
C(d,k)∑
ℓ=1
sj,k
aj,k,ℓ(x) + aj,k,ℓ(−x)
2
, x ∈ Rd, N ∈ N ,
is an even (not necessarily radial) function in CL(Rd). By means of property (f) of
the particular coverings of Rd, stated in the previous subsection, we obtain
tr fN =
N∑
j=0
N∑
k=0
min(C(d,k),K)∑
ℓ=1
dj,k gj,k,ℓ
(here K is the natural number in (30)). Furthermore
max
0≤n≤L
sup
t∈R
|(gj,k,ℓ)
(n)(t)| ≤ 12s−d/p 2jn .
Obviously
‖ (sj,k)j,k |bp,q,d‖ =
 ∞∑
j=0
(
∞∑
k=0
(1 + k)d−1 |sj,k|
p
)q/p1/q
=
 ∞∑
j=0
2j(s−
d
p
)q
(
∞∑
k=0
(1 + k)d−1 |dj,k|
p
)q/p1/q .
This implies
‖ tr fN |TB
s
p,q(R, L, d)‖ ≤ K c ‖ f |B
s
p,q(R
d)‖
where c and K are independent of f and N .
Next we comment on the convergence of the sequences (fN)N and (tr fN)N . Of
course, fN converges in S
′(Rd) to f . For the investigation of the convergence of
(tr fN)N we choose s
′ such that s > s′ > σp(d) and conclude with N > M
‖ tr fN − tr fM |TB
s′
p,p(R, L, d)‖ <∼
∥∥∥ N∑
j=M+1
N∑
k=0
min(C(d,k),K)∑
ℓ=1
dj,k gj,k,ℓ
∣∣∣TBs′p,p(R)∥∥∥
+
∥∥∥ M∑
j=0
N∑
k=M+1
min(C(d,k),K)∑
ℓ=1
dj,k gj,k,ℓ
∣∣∣TBs′p,p(R)∥∥∥
<
∼
( ∞∑
j=M+1
∞∑
k=0
(1 + k)d−1|2j(s
′−s) sj,k|
p
)1/p
+
( M∑
j=0
∞∑
k=M+1
(1 + k)d−1|2j(s
′−s) sj,k|
p
)1/p
,
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by taking into account the different normalization of the atoms in RBs
′
p,p(R
d) and
in RBsp,q(R
d), respectively. The right-hand side in the previous inequality tends
to zero if M tends to infinity since ‖ (sj,k)j,k |bp,q,d‖ < ∞. Lemma 1 in combi-
nation with Bsp,q(R
d) ⊂ Lmax(1,p)(R
d) implies the continuity of tr : RBsp,1(R
d) →
Lmax(1,p)(R, t
d−1) as well as the existence of tr f ∈ Lmax(1,p)(R, |t|
d−1). Consequently
lim
N→∞
tr fN = tr ( lim
N→∞
fN ) = tr f
with convergence in Lmax(1,p)(R, |t|
d−1). This proves that tr maps RBsp,q(R
d) into
TBsp,q(R, L, d) if L satisfies (31). Observe, that M can be chosen −1 in (31).
Step 2. The same type of arguments proves that tr maps RF sp,q(R
d) into TF sp,q(R),
in particular the convergence analysis is the same. Furthermore, observe∥∥∥∥( ∞∑
j=0
2jsq
∞∑
k=0
|sj,k|
q χ#j,k(·)
)1/q
|Lp(R, t
d−1)
∥∥∥∥
= cd
∥∥∥∥( ∞∑
j=0
2jsq
∞∑
k=0
|sj,k|
q χ˜j,k(·)
)1/q
|Lp(R
d)
∥∥∥∥ .
This proves that tr maps RF sp,q(R
d) into TF sp,q(R, L, d) if L satisfies (32) (again we
use M = −1).
Step 3. Properties of ext . Let g be an even function with a decomposition as in (2)
and
‖ g |TBsp,q(R, L, d)‖ ≍ ‖ (sj,k) |b
s
p,q,d‖ .
We define
aj,k(x) := gj,k(|x|) , x ∈ R
d .
The functions aj,k are compactly supported, continuous, and radial. Obviously
supp aj,k ⊂ {x : 2
−jk − 2−j−1 ≤ |x| ≤ 2−j(k + 1) + 2−j−1} , k ∈ N ,
and
supp aj,0 ⊂ {x : |x| ≤ 3 · 2
−j−1} .
From Theorem 1 we derive
|Dαaj,k(x)| ≤ ‖ aj,k |C
|α|(Rd)‖ <∼ ‖ gj,k |C
|α|(R)‖ <∼ 2
j|α| , (40)
if |α| ≤ L. Here the constants behind <∼ do not depend on j, k and gj,k. We
continue with an investigation of the sequence
hN(x) :=
N∑
j=0
∞∑
k=0
sj,k aj,k(x) , x ∈ R
d , N ∈ N . (41)
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Related to our decomposition (Ωj,k,ℓ)j,k,ℓ of R
d, see Subsection 3.3.2, there is a se-
quence of decompositions of unity (ψj,k,ℓ)j,k,ℓ, i.e.
∞∑
k=0
C(d,k)∑
ℓ=1
ψj,k,ℓ(x) = 1 for all x ∈ R
d , j = 0, 1, . . . , (42)
supp ψj,k,ℓ ⊂ Ωj,k,ℓ , (43)
|Dαψj,k,ℓ| ≤ CL 2
j|α| |α| ≤ L , (44)
see [32]. Hence
hN(x) =
N∑
j=0
∞∑
k=0
sj,k aj,k(x)
 ∞∑
m=0
C(d,m)∑
ℓ=1
ψj,m,ℓ(x)

=
N∑
j=0
∞∑
m=0
C(d,m)∑
ℓ=1
7∑
k=−7
sj,m+k aj,m+k(x)ψj,m,ℓ(x)

=
N∑
j=0
∞∑
m=0
λj,m
C(d,k+m)∑
ℓ=1
ej,m,ℓ(x) .
where
λj,m := 2
j(s− d
p
) max
−1≤k≤1
|sj,m+k|
ej,m,ℓ(x) := 2
−j(s− d
p
) tj,m
7∑
k=−7
sj,m+k aj,m+k(x)ψj,m,ℓ(x)
tj,m :=

1 if max
k=−7, ... ,7
|sj,m+k| = 0,
( max
k=−7, ... ,7
|sj,m+k|)
−1 otherwise .
We claim that the functions ej,m,ℓ are (s, p)L,−1-atoms (1L-atoms if j = 0) on R
d
related to the covering (Ωj,k,ℓ)j,k,ℓ (up to a universal constant). But this follows
immediately from (43), (44), and (40). Finally we show that the sequence λ =
(λj,m)j,m belongs to bp,q,d. The estimate
‖ λ |bp,q,d‖ =
( N∑
j=0
( ∞∑
m=0
(1 +m)d−1 |λj,m|
p
)q/p)1/q
<
∼
( N∑
j=0
2j(s−
d
p
)q
( ∞∑
m=0
(1 +m)d−1 |sj,m|
p
)q/p)1/q
is obvious. Hence ext maps TBsp,q(R, L, d) into RB
s
p,q(R
d). Here we need that the
pair (L,−1) satisfies (31).
Step 4. The proof of the F-case is similar. Here we need that the pair (L,−1)
satisfies (32). The proof is complete.
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3.3.4 Proof of Theorem 4
Since RF sp,q(R
d) →֒ RBsp,∞(R
d) it will be enough to deal with radial Besov spaces.
Step 1. Let 1 ≤ p < ∞. Then σp(d) = σp(1) = 0. From s > 0 we derive
Bsp,q(R
d) ⊂ Lp(R
d). Hence f is a regular distribution.
Step 2. Let 0 < p < 1. Since 0 6∈ supp f there exists some ε > 0 s.t. the ball with
radius ε and centre in the origin has an empty intersection with supp f . Let λ > 0.
Since f is a regular distribution if, and only if f(λ · ) is a regular distribution we
may assume ε = 2. Let ϕ ∈ RC∞(Rd) be a function s.t. ϕ(x) = 1 if |x| ≥ 2 and
ϕ(x) = 0 if |x| ≤ 1. Again we shall work with an optimal atomic decomposition of
f ∈ RBsp,q(R
d), see (38). Obviously
f = fϕ =
∞∑
j=0
∞∑
k=0
C(d,k)∑
ℓ=1
sj,k (ϕaj,k,ℓ) .
By checking the various support conditions we obtain
f =
3∑
j=0
sj,0 (ϕaj,0,1) +
∞∑
j=0
∞∑
k=max(1,2j−9)
C(d,k)∑
ℓ=1
sj,k (ϕaj,k,ℓ) .
We consider the following splitting
f1(x) :=
3∑
j=0
sj,0 ϕ(x)
aj,0,1(x) + aj,0,1(−x)
2
f2(x) :=
∞∑
j=0
∞∑
k=max(1,2j−9)
C(d,k)∑
ℓ=1
sj,k ϕ(x)
aj,k,ℓ(x) + aj,k,ℓ(−x)
2
.
Concerning the first part f1 we observe that tr f1 is a compactly supported even C
L
function. Now we concentrate on f2. Let
f2,N(x) :=
N∑
j=0
2N∑
k=max(1,2j−9)
C(d,k)∑
ℓ=1
sj,k ϕ(x)
aj,k,ℓ(x) + aj,k,ℓ(−x)
2
, N ∈ N .
We put
gj,k,ℓ(t) := tr
(
ϕ( · )
aj,k,ℓ( · ) + aj,k,ℓ(− · )
2
)
(t) , t ∈ R ,
by using the same convention concerning tr as in Step 1 of the proof of Thm. 3.
Since
sup
t∈R
|g
(n)
j,k,ℓ(t)| ≤ cϕ (12 · 2
−j)s−n−d/p , 0 ≤ n ≤ L ,
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and | supp gj,k,ℓ| <∼ 2
−j we obtain for a natural number m
∫ m+1
m
| tr f2,N(t)| dt <∼
N∑
j=0
2N∑
k=max(1,2j−9)
min(C(d,k),K)∑
ℓ=1
|sj,k|
∫ m+1
m
|gj,k,ℓ(t)| dt
<
∼
N∑
j=0
2−j 2−j(s−d/p)
2j(m+1)+6∑
k=2jm−9
|sj,k|
<
∼ m
−(d−1)/p
N∑
j=0
2−j 2−j(s−d/p) 2−j(d−1)/p
( 2j(m+1)+6∑
k=2jm−9
(1 + k)d−1|sj,k|
p
)1/p
.
Hence
‖ tr fN |L1(R)‖ = 2
∫ ∞
1
| tr fN(t)| dt <∼ ‖ (sj,k)j,k |bp,∞,d‖
∞∑
m=1
m−(d−1)/p
<
∼ ‖ f |B
s
p,q(R
d)‖
since s > 0 and 0 < p < 1. Let M ≤ N . Then the same type of argument yields∫ m+1
m
| tr f2,N (t) − tr f2,M(t)| dt
<
∼
N∑
j=M+1
2N∑
k=max(1,2j−9)
min(C(d,k),K)∑
ℓ=1
|sj,k|
∫ m+1
m
|gj,k,ℓ(t)| dt
+
N∑
j=0
2N∑
k=max(2M ,2jm−9)
min(C(d,k),K)∑
ℓ=1
|sj,k|
∫ m+1
m
|gj,k,ℓ(t)| dt
<
∼ 2
−Ms sup
j=M+1,...
2j
d−1
p
2j(m+1)+6∑
k=2jm−9
|sj,k|
+
N∑
j=0
2−j 2−j(s−d/p)
2j(m+1)+6∑
k=max(2M ,2jm−9)
|sj,k|
<
∼ m
−(d−1)/p
(
2−Ms ‖ (sj,k)j,k |bp,∞,d‖
+ sup
j=0,1,...
( 2j(m+1)+6∑
k=max(2M ,2jm−9)
(1 + k)d−1|sj,k|
p
)1/p)
.
Since
lim
M→∞
sup
j=0,1,...
( 2j(m+1)+6∑
k=max(2M ,2jm−9)
(1 + k)d−1|sj,k|
p
)1/p
= 0
for all m ∈ N we conclude
‖ tr f2,N − tr f2,M |L1(R)‖ −→ 0 if M →∞ .
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Hence
∞∑
j=0
∞∑
k=max(1,2j−9)
min(C(d,k),K)∑
ℓ=1
sj,k gj,k,ℓ ∈ L1(R) .
Let θ ∈ Rd, |θ| = 1. We denote by Tr θ the restriction of a continuous function to
the line Θ := {t θ : t ∈ R}. Now we repeat, what we have done with respect to
the x1-axis, for such a line. As the outcome we obtain
Tr θ
( 3∑
j=0
sj,0 (ϕaj,0,1) +
N∑
j=0
2N∑
k=max(1,2j−9)
C(d,k)∑
ℓ=1
sj,k (ϕaj,k,ℓ)
)
, N ∈ N ,
is a Cauchy sequence in L1(Θ) and the limit satisfies
∥∥∥Tr θ ( 3∑
j=0
sj,0 (ϕaj,0,1) +
∞∑
j=0
∞∑
k=max(1,2j−9)
C(d,k)∑
ℓ=1
sj,k (ϕaj,k,ℓ)
) ∣∣∣L1(Θ)∥∥∥
<
∼ ‖ f |B
s
p,q(R
d)‖
with a constant independent of θ (of course, here, by a slight abuse of notation,
Tr θ denotes the continuous extension of the previously defined mapping). Using
spherical coordinates this yields∫
Rd
|f(x)| dx =
∫
|θ|=1
∫ ∞
0
|f(t θ)| dt dθ
<
∼ ‖ f |B
s
p,q(R
d)‖ .
But this means f is a regular distribution.
Remark 18 We have proved a bit more than stated. Under the given restrictions
the pointwise trace tr f of a distribution f ∈ RBsp,q(R
d), 0 6∈ supp f , makes sense
and belongs to L1(R).
3.3.5 Proof of Remark 4
We shall argue by using the wavelet characterization of B
1
p
−1
p,∞ (Rd), see, e.g., [44,
Thm. 1.20]. Let φ denote an appropriate univariate scaling function and Ψ an
associated Daubechies wavelet of sufficiently high order. The tensor product ansatz
yields (d − 1) generators Ψ1, . . . ,Ψ2d−1 for the wavelet basis in L2(R
d). Let Φ
denote the d-fold tensor product of the univariate scaling function. We shall use the
abbreviations
Φk(x) := Φ(x− k) , k ∈ Z
d ,
and
Ψi,j,k(x) := 2
jd/2Ψi(2
jx− k) , k ∈ Zd , j ∈ N0 , i = 1, . . . , 2
d − 1 .
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An equivalent norm in B
1
p
−1
p,∞ (Rd) is given by
‖ f |B
1
p
−1
p,∞ (R
d)‖ =
(∑
k∈Zd
|〈f,Φk〉|
p
)1/p
+ sup
j=0,1,...
2j(
1
p
−1+d( 1
2
− 1
p
))
( 2d−1∑
i=1
∑
k∈Zd
|〈f,Ψi,j,k〉|
p
)1/p
.
Daubechies wavelets have compact support. This implies
supp Ψi,j,k ⊂ C {x ∈ R
d : 2−j(kℓ − 1) ≤ xℓ ≤ 2
−j(kℓ + 1) , ℓ = 1, . . . d}
and
supp Φk ⊂ C {x ∈ R
d : (kℓ − 1) ≤ xℓ ≤ (kℓ + 1) , ℓ = 1, . . . d}
for an appropriate C > 1. By employing these relations we conclude that for fixed
j the cardinality of the set of those functions Ψi,j,k, which do not vanish identically
on |x| = 1 is <∼ 2
j(d−1). There is the general estimate
|〈f,Ψi,j,k〉| =
∣∣∣ ∫
|x|=1
2jd/2Ψi(2
jx− k) dx
∣∣∣ <∼ 2jd/2 2−j(d−1) ,
by using the information on the size of the support. Inserting this we find
2j(
1
p
−1+d( 1
2
− 1
p
))
( 2d−1∑
i=1
∑
k∈Zd
|〈f,Ψi,j,k〉|
p
)1/p
<
∼ 2
j( 1
p
−1+d( 1
2
− 1
p
)) 2j(d−1)/p 2jd/2 2−j(d−1)
<
∼ 1 .
This proves the claim.
3.3.6 Proof of Theorem 5
From Thm. 4 we already know that for f ∈ RAsp,q(R
d), 0 6∈ supp f , the trace tr f
makes sense and that tr f ∈ L1(R).
Step 1. Let f ∈ RBsp,q(R
d). Since 0 6∈ supp f there exists some ε > 0 s.t. the
ball with radius ε and centre in the origin has an empty intersection with supp f .
Without loss of generality we assume ε < 1. Let ϕ ∈ RC∞(Rd) be a function s.t.
ϕ(x) = 1 if |x| ≥ ε and ϕ(x) = 0 if |x| ≤ ε/2. Again we shall work with an optimal
atomic decomposition of f , see (38). It follows
f =
m∑
j=0
sj,0 (ϕaj,0,1) +
∞∑
j=0
∞∑
k=kj
C(d,k)∑
ℓ=1
sj,k (ϕaj,k,ℓ)
where
m := 1 + [log2(18 ε
−1)] and kj := max(1, [2
j−1 ε]− 10) .
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As in the previous proof we introduce the splitting f = f1 + f2, where
f1(x) :=
m∑
j=0
sj,0 ϕ(x)
aj,0,1(x) + aj,0,1(−x)
2
.
Obviously, tr f1 is a compactly supported even C
L function. Let
f2,N(x) :=
N∑
j=0
2N∑
k=kj
C(d,k)∑
ℓ=1
sj,k ϕ(x)
aj,k,ℓ(x) + aj,k,ℓ(−x)
2
, N ∈ N .
As above we use the notation
gj,k,ℓ(t) := tr
(
ϕ( · )
aj,k,ℓ( · ) + aj,k,ℓ(− · )
2
)
(t) , t ∈ R .
Hence
tr f2,N(t) =
N∑
j=0
2N∑
k=kj
min(C(d,k),K)∑
ℓ=1
sj,k gj,k,ℓ(t)
Since
sup
t∈R
|g
(n)
j,k,ℓ(t)| ≤ cϕ (12 · 2
−j)s−n−d/p = cϕ (12 · 2
−j)−(d−1)/p (12 · 2−j)s−n−1/p
the functions 2−j(d−1)/p12(d−1)/p gj,k,ℓ/cϕ are (s, p)L,−1-atoms in the sense of Sub-
section 3.3.2 (in the one-dimensional context). Applying property (ii) from this
subsection we find
‖ tr f2,N |B
s
p,q(R)‖ <∼
( N∑
j=0
2j(d−1)q/p
( 2N∑
k=kj
|sj,k|
p
)q/p)1/q
<
∼
( N∑
j=0
( 2N∑
k=kj
(1 + k)d−1|sj,k|
p
)q/p)1/q
<
∼ ‖ f |RB
s
p,q(R
d)‖ .
Now we consider convergence of the sequence tr fN . Let σp(1) < s
′ < s. Arguing
as before (but taking into account the different normalization of the atoms with
respect to Bs
′
p,p(R)) we find
‖ tr f2,N − tr f2,M |L1(R)‖ ≤ ‖ tr f2,N − tr f2,M |B
s′
p,p(R)‖
<
∼
( N∑
j=M+1
2N∑
k=kj
(1 + k)d−1|2j(s
′−s)sj,k|
p
)1/p
+
( M∑
j=0
2N∑
k=max(2M ,kj)
(1 + k)d−1|2j(s
′−s)sj,k|
p
)1/p
Since ‖(sj,k)j,k |bp,q,d‖ <∞ it follows that the right-hand side tends to 0 if M →∞.
The uniform boundedness of (tr f2,N)N in B
s
p,q(R) in combination with the weak
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convergence of this sequence yields limN→∞ tr f2,N ∈ B
s
p,q(R) by means of the
so-called Fatou property, see [3, 13]. Hence, tr f2 ∈ B
s
p,q(R). In combination with
our knowledge about f1 the claim in case of Besov spaces follows.
Step 2. Let f ∈ RF sp,q(R
d). One can argue as in Step 1. For the Fatou property of
the spaces F sp,q(R) we refer to [13].
3.4 Proofs of the statements in Subsection 2.1.3
Proof of Theorem 6
Step 1. The proof of Theorem 6(i) follows from formula (11) and the density of
RC∞0 (R
d) in RW 1p (R
d).
Step 2. Let f ∈ RC∞0 (R
d). This is equivalent to tr f = f0 ∈ RC
∞
0 (R), see Thm. 1.
Observe, that
∂2f
∂xi∂xj
(x) =

f ′′0 (r) ·
xi·xj
r2
− f ′0(r)
xi·xj
r3
, if i 6= j ,
f ′′0 (r) ·
x2i
r2
− f ′0(r) ·
r2−x2i
r3
, if i = j.
We fix j ∈ {1, 2, . . . , d} and sum up
d∑
i=1
(
∂2f
∂xi∂xj
(x)
)2
=
f ′′0 (r)
2
r2
x2j +
f ′0(r)
2
r4
· (r2 − x2j) .
Now we sum up with respect to j and find
d∑
i,j=1
(
∂2f
∂xi∂xj
(x)
)2
= f ′′0 (r)
2 +
d− 1
r2
· f ′0(r)
2.
Since the terms on the right-hand side are nonnegative this proves the claim for
smooth f . As above the density argument completes the proof.
Proof of Theorem 7
The formulas (4)-(6) have to be combined with the density of RC∞0 (R
d) in
RW 2mp (R
d).
3.5 Proof of the statements in Subsection 2.1.4
3.5.1 Proof of Lemma 2
Step 1. Necessity of p > d. Let ϕ ∈ C∞0 (R) be an even function s.t. ϕ(0) 6= 0 and
supp ϕ ⊂ [−1/2, 1/2]. Since d ≥ 2 the function g1(t) := ϕ(t) |t|
−1, t ∈ R, belongs
36
to RLp(R, |t|
d−1) if p < d. Hence RLp(R, |t|
d−1) 6⊂ S ′(R) if p < d. Let p = d and
take g2(t) := ϕ(t) |t|
−1 (− log |t|)−α, t ∈ R \ {0}, for α > 0. In case α d > 1 we have
g2 ∈ RLd(R, |t|
d−1). However, if α < 1 then g2 6∈ S
′(R). With 1/d < α < 1 the
claim follows.
Step 2. Sufficiency of p > d. Using Ho¨lder’s inequality we find∫ 1
−1
|g(t)| dt ≤
(∫ 1
−1
|g(t)|p |t|d−1 dt
)1/p (∫ 1
−1
|t|−
(d−1)p′
p dt
)1/p′
.
The second factor on the right-hand side is finite if, and only if,
(d− 1)(p′ − 1) < 1 ⇐⇒ d < p .
Complemented by the obvious inequality∫
|t|>1
|g(t)|p dt ≤
∫
|t|>1
|g(t)|p |t|d−1dt
we conclude Lp(R, |t|
d−1) →֒ L1(R) + Lp(R) ⊂ S
′(R).
3.5.2 Proof of Theorem 8
Thm. 3 implies the equivalence of (ii) and (iii). Also (i) and (ii) are obviously
equivalent.
Step 1. We shall prove that (iv) implies (i) and (ii).
Substep 1.1. The B-case. It will be enough to deal with the limiting case. Let
s = d(1
p
− 1
d
) > 0 (s > σp(d)) and q = 1. In addition we assume 1 ≤ p < d, where
the upper bound results from the previous restriction on s, see Fig. 1 in Subsection
2.1.5. For f ∈ RBsp,q(R
d) we select an optimal atomic decomposition of the trace in
the sense of Theorem 3. Let ϕ ∈ S(R). Then∣∣∣ ∫ ∞
−∞
∞∑
j=0
∞∑
k=0
sj,k bj,k(t)ϕ(t) dt
∣∣∣
≤ 4
∞∑
j=0
∞∑
k=0
|sj,k| 2
−j ‖ bj,k |L∞(R)‖ ‖ϕ |L∞(R)‖
≤ 4‖ϕ |L∞(R)‖
∞∑
j=0
2j(s−d/p)
∞∑
k=0
|sj,k|
≤ 4‖ϕ |L∞(R)‖
( ∞∑
k=0
(1 + k)−(d−1)
p′
p
)1/p′
×
∞∑
j=0
2j(s−d/p)
( ∞∑
k=0
(1 + k)d−1|sj,k|
p
)1/p
.
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Since ( ∞∑
k=0
(1 + k)−(d−1)
p′
p
)1/p′
<∞
if 1 ≤ p < d, we obtain∣∣∣ ∫ ∞
−∞
∞∑
j=0
∞∑
k=0
sj,k bj,k(t)ϕ(t) dt
∣∣∣ ≤ c1 ‖ϕ |L∞(R)‖ ‖ (sj,k)j,k |bsp,1,d‖
≤ c2 ‖ϕ |L∞(R)‖ ‖ f |B
s
p,1(R
d)‖ ,
see Theorem 3. This proves sufficiency for 1 ≤ p < d and s = d(1
p
− 1
d
). Now, let
0 < p < 1. Then it is enough to apply the continuous embedding
B
d
p
−1
p,1 (R
d) →֒ Bd−11,1 (R
d) ,
see e.g. [41, 2.7.1] or [35].
Substep 1.2. Now we turn to the same implication in case of the F -spaces. Also here
an embedding argument turns out to be sufficient. For 0 < p ≤ 1 and p < p1 < ∞
we have
F
d
p
−1
p,∞ (R
d) →֒ B
d
p1
−1
p1,1
(Rd) ,
see [19] or [35]. Now the claim follows from Substep 1.1.
Step 2. Since tr is an isomorphism of RAsp,q(R
d) onto TAsp,q(R, L, d) we deduce from
Step 1 the implication (iv) =⇒ (iii).
Step 3. It remains to prove the implication (i) =⇒ (vi). We argue by contradiction.
Substep 3.1. The B-case. Let s = d
p
− 1 and suppose q > 1. Oriented at our
investigations in Lemma 5 we will use as test functions
fα(x) := ϕ(|x|) |x|
−1(− log |x|)−α , x ∈ Rd . (45)
It is known, see e.g. [29, Lem. 2.3.1], that
fα ∈ B
d
p
−1
p,q (R
d) if, and only if, q α > 1 .
Since tr fα 6∈ S
′(R) if α < 1, we obtain that tr does not map into S ′(R) as long as
1/q < α < 1.
Substep 3.2. The F -case. This time it holds
fα ∈ F
d
p
−1
p,∞ (R
d) if, and only if, p α > 1 ,
see [29, Lem. 2.3.1]. Choosing 1/p < α < 1 we obtain that tr does not map
F
d
p
−1
p,∞ (Rd) into S ′(R).
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3.6 Proof of the assertions in Subsection 2.1.5
Proof of Theorem 9
Comparing our atomic decomposition with that one for weighted spaces obtained
in [16] it is essentially a question of renormalization of the atoms. This is enough to
prove TAsp,q(R, L, d) →֒ RA
s
p,q(R, wd−1). To see the converse one has to start with
the fact that f ∈ RAsp,q(R, wd−1) is even. This allows to decompose f into sum of
atoms that are even as well, see (38) and (39) for this argument.
Proof of Remark 8
The regularity of the δ distribution is calculated at several places, see e.g. [29,
Remark 2.2.4/3]. The argument, used in this reference, comes from Fourier analysis
and transfers to the weighted case. For the Fourier analytic characterization of
Asp,q(R, wd−1) we refer to [5, 6] and [16].
3.7 Proof of the assertions in Subsection 2.1.6
Proof of Corollary 1
We shall only prove part (i). The proof for the Lizorkin-Triebel spaces is similar.
By our trace theorem we have
‖ f0 |TB
s
p,q(R, L, d)‖ <∼ ‖ f |B
s
p,q(R
d)‖
if L > [s] + 1, cf. Theorem 3. Thus, it is sufficient to prove that
‖ f0 |B
s
p,q(R)‖ <∼ τ
−(d−1)/p ‖ f0 |TB
s
p,q(R, L, d)‖ . (46)
The trace f0 ∈ TB
s
p,q(R, L, d) can be represented in the form
f0(t) =
∞∑
j=0
∞∑
k=0
sj,k gj,k(t) (47)
(convergence in Lmax(1,p)(R, |t|
d−1)), where the sequence (sj,k)j,k belongs to b
s
p,q,d, cf.
(2). Let ϕ ∈ C∞(R) be an even function such that ϕ(t) = 0 if |t| ≤ 1
2
and ϕ(t) = 1
if |t| ≥ 1. For any τ > 0 we define ϕτ (t) = ϕ(τ
−1t). We will consider two cases:
τ ≥ 2 and 0 < τ < 2.
Case 1. Let τ ≥ 2. Under this assumption any function ϕτ gj,k is an even L-atom
centered at the same interval as gj,k itself (up to a general constant depending on
ϕ), see Definition 1. For any j ∈ N0 we define a nonnegative integer kj by
kj := max{k ∈ N0 : 2
−j (k + 1) ≤ τ/2} .
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Hence, ϕτ gj,k = 0 if k < kj. Furthermore, the functions 2
−j(s−1/p) ϕτ gj,k, k ≥ 1,
restricted either to the positive or negative half axis, are (s, p)L,−1-atoms in the
sense of Definition 6 up to a universal constant c. The functions 2−j(s−1/p) ϕτ gj,0 are
(s, p)L,−1-atoms as well (again up to a universal constant). We obtain
f0(t) = ϕτ (t) f0(t) =
∞∑
j=0
∞∑
k=kj
sj,k ϕτ (t) gj,k(t)
and applying (34) (which is also valid for d = 1) we arrive at the estimate
‖ f0 |B
s
p,q(R)‖ <∼
( ∞∑
j=0
2j(s−
1
p
)q
( ∞∑
k=kj
|sj,k|
p
)q/p)1/q
<
∼ τ
1−d
p
( ∞∑
j=0
2j(s−
d
p
)q
( ∞∑
k=0
(1 + k)d−1 |sj,k|
p
)q/p)1/q
= τ
1−d
p ‖ s |bsp,q,d‖ (48)
since kj ∼ 2
j τ . Taking the infimum with respect to all atomic representations of f0
we have proved (46).
Case 2. Let 0 < τ < 2.
Step 1. We assume s < d/p. Then we define j0 ∈ N0 via the relation 2
−j0 ≤ τ <
2−j0+1. Further, we put Kj := max(1, 2
j−j0−1 − 1). Now we decompose f0 into four
sums
f0(t) = ϕτ (t) f0(t) =
j0+1∑
j=0
sj,0 ϕτ (t) gj,0(t) +
∞∑
j=j0
2j−j0+1∑
k=Kj
sj,k ϕτ (t) gj,k(t)
+
∞∑
j=j0
∞∑
k=2j−j0+1+1
sj,k gj,k(t) +
j0−1∑
j=0
∞∑
k=1
sj,k gj,k(t)
= f1(t) + . . . + f4(t) ,
with f4 = 0 if j0 = 0. Observe
supp fi ⊂ {t : |t| ≥ τ} , i = 3, 4 ,
whereas the supports of the functions ϕτ gj,k, occuring in the defintions of f1 and
f2, may have nontrivial intersections with the interval (τ/2, τ). The function f1
belongs to CL and has compact support. The functions f2, f3, and f4 are supported
on {t : |t| ≥ τ/2}. Thus, the known convergence in Lmax(1,p)(R, |t|
d−1) implies the
convergence in S ′(R). As in Case 1 the functions 2−j(s−1/p) gj,k, k ≥ 1, restricted
either to the positive or negative half axis, are (s, p)L,−1-atoms in the sense of Defi-
nition 6. An easy calculation shows that also the functions 2−j(s−1/p) ϕτ gj,k, j ≥ j0,
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are (s, p)L,−1-atoms (up to a universal constant). Hence we may employ (34) and
obtain
‖ f2 + f3 |B
s
p,q(R)‖ <∼
( ∞∑
j=j0
2j(s−
1
p
)q
( ∞∑
k=Kj
|sj,k|
p
)q/p)1/q
<
∼ τ
1−d
p
( ∞∑
j=j0
2j(s−
d
p
)q
( ∞∑
k=Kj
(1 + k)d−1 |sj,k|
p
)q/p)1/q
as well as
‖ f4 |B
s
p,q(R)‖ <∼
( j0−1∑
j=0
2j(s−
1
p
)q
( ∞∑
k=1
|sj,k|
p
)q/p)1/q
<
∼ 2
j0
d−1
p
( ∞∑
j=0
2j(s−
d
p
)q
( ∞∑
k=0
(1 + |k|)d−1 |sj,k|
p
)q/p)1/q
<
∼ τ
1−d
p
( ∞∑
j=0
2j(s−
d
p
)q
( ∞∑
k=0
(1 + |k|)d−1 |sj,k|
p
)q/p)1/q
.
Now we turn to the estimate of f1. First we deal with the estimate of the quasi-
norm of the functions ϕτ gj,0. Let in addition s ≥ 1/p. Employing the Moser-type
estimate of Lemma 5.3.7/1 in [29] (applied with r =∞) we obtain
‖ϕτ gj,0 |B
s
p,q(R)‖ <∼ ‖ϕτ |B
s
p,q(R)‖ ‖ gj,0 |L∞(R)‖+ ‖ϕτ |L∞(R)‖ ‖ gj,0 |B
s
p,q(R)‖
<
∼ τ
−(s−1/p) ‖ϕ |Bsp,q(R)‖+ ‖ϕ |L∞(R)‖ ‖ gj,0 |B
s
p,q(R)‖
<
∼ τ
−(s−1/p) + 2j(s−1/p)
<
∼ 2
j0(s−1/p) , (49)
since the functions 2−j(s−1/p) gj,0 are atoms and j ≤ j0 + 1. If s < 1/p, we argue by
using real interpolation. Because of
Bsp,q(R) =
(
Bs0p,q0(R), Lp(R)
)
Θ,q
, s = (1−Θ)s0 > σp(1) ,
see [9], an application of the interpolation inequality
‖ϕτ gj,0 |B
s
p,q(R)‖ <∼ ‖ϕτ gj,0 |B
s0
p,q(R)‖
1−Θ ‖ϕτ gj,0 |Lp(R)‖
Θ
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yields (49) for all s > σp(1). With r := min(1, p, q) and σp(d) < s < d/p we conclude
‖ f1 |B
s
p,q(R)‖
r ≤
j0+1∑
j=0
|sj,0|
r ‖ϕτ bj,0 |B
s
p,q(R)‖
r
<
∼ 2
j0(s−
1
p
)r
j0+1∑
j=0
|sj,0|
r .
<
∼ τ
r(1−d)
p
j0+1∑
j=0
2r(j0−j)(s−
d
p
)2j(s−
d
p
)r |sj,0|
r
<
∼ τ
r(1−d)
p
(
sup
j=0,... ,j0+1
2j(s−
d
p
) |sj,0|
)r
<
∼ τ
r(1−d)
p ‖ f1 |TB
s
p,∞(R)‖
r .
This proves the claim for s < d/p.
Step 2. Let s ≥ d/p. As in Step 1 we define j0 ∈ N via the relation 2
−j0 ≤ τ < 2−j0+1.
We shall use TAsp,q(R, L, d) = RA
s
p,q(R, wd−1), cf. Theorem 9. Alternatively one
could use interpolation, see Propositions 1, 2. The spaces RAsp,q(R, wd−1) allow
a characterization by Daubechies wavelets, see [17] for Besov spaces and [18] for
Lizorkin-Triebel spaces. The same is true with respect to the ordinary spaces
Asp,q(R), see e.g. [44, Thm. 1.20]. Let φ denote an appropriate scaling function
and Ψ an associated Daubechies wavelet of sufficiently high order. Let
φ0,ℓ(t) := φ(t− ℓ) and Ψj,ℓ(t) := 2
j/2Ψj,ℓ(2
jt− ℓ) , ℓ ∈ Z , j ∈ N0 .
Since Ψ has compact support, say supp Ψ ⊂ [−2N , 2N ] for some N ∈ N, and
supp f0 ⊂ {t ∈ R : |t| ≥ τ} we find that
〈f0,Ψj,ℓ〉 = 0 if j − j0 ≥ N and |ℓ| ≤ 2
j−j0 − 2N .
Hence, f0 has a wavelet expansion given by
f0 =
∑
ℓ∈Z
〈f0, φ0,ℓ〉 φ0,ℓ +
j0+N−1∑
j=0
∑
ℓ∈Z
〈f0,Ψj,ℓ〉Ψj,ℓ +
∞∑
j=j0+N
∑
|ℓ|>2j−j0−2N
〈f0,Ψj,ℓ〉Ψj,ℓ .
= f1 + f2 + f3 .
By the references given above it follows
‖ f1 |B
s
p,q(R, wd−1)‖ ≍
(∑
ℓ∈Z
|〈f0, φ0,ℓ〉|
p(1 + |ℓ|)d−1
)1/p
‖ f2 |B
s
p,q(R, wd−1)‖ ≍
( j0+N−1∑
j=0
2j(s+
1
2
− d
p
)q
(∑
ℓ∈Z
|〈f0,Ψj,ℓ〉|
p(1 + |ℓ|)d−1
)q/p)1/q
‖ f3 |B
s
p,q(R, wd−1)‖ ≍
( ∞∑
j=j0+N
2j(s+
1
2
− d
p
)q
( ∑
|ℓ|≥2j−j0−2N
|〈f0,Ψj,ℓ〉|
p(1 + |ℓ|)d−1
)q/p)1/q
.
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The quasi-norm in the unweighted spaces is obtained by deleting the factor
2−j(d−1)/p (1 + |ℓ|)d−1, see [44, Thm. 1.20]. This immediately implies
‖ f1 |B
s
p,q(R)‖ <∼ ‖ f1 |B
s
p,q(R, wd−1)‖ ,
‖ f2 |B
s
p,q(R)‖ <∼ 2
(j0+N)(d−1)/p ‖ f2 |B
s
p,q(R, wd−1)‖ .
Moreover, we also obtain
‖ f3 |B
s
p,q(R)‖ <∼ 2
(j0+N)(d−1)/p ‖ f3 |B
s
p,q(R, wd−1)‖ .
This proves (46) in case s ≥ d/p and 0 < τ < 2.
Proof of Corollary 2
We concentrate on the proof in case of Besov spaces. The proof for Lizorkin-Triebel
spaces is similar.
Step 1. We claim that g ∈ TBsp,q(R, L, d). We argue as in Case 2, Step 2 of the
proof of Corollary 1.
Under the given restrictions g ∈ RBsp,q(R) has a wavelet expansion of the form
g =
∑
|ℓ|≤c1
〈g, φ0,ℓ〉 φ0,ℓ +
∞∑
j=0
∑
|ℓ|≤c12j
〈g0,Ψj,ℓ〉Ψj,ℓ
with an appropriate constant c1. Since g is even we obtain
g =
∑
|ℓ|≤c1
〈g, φ0,ℓ〉
φ0,ℓ(t) + φ0,ℓ(−t)
2
+
∞∑
j=0
∑
|ℓ|≤c12j
〈g0,Ψj,ℓ〉
Ψj,ℓ(t) + Ψj,ℓ(−t)
2
.
The functions 2−j/2(Ψj,ℓ(t)+Ψj,ℓ(−t)) are even L-atoms (up to a universal constant)
centered at c2 Ij,ℓ, where
Ij,k := [−2
−j(ℓ+ 1),−2−jℓ] ∪ [2−jℓ, 2−j(ℓ+ 1)]
(modification if ℓ = 0, see Definition 3). The constant c2 > 1 depends on the size of
the supports of the generators φ and Ψ. Without proof we mention that Theorem
3 remains true also for those more general decompositions. This implies
‖ g |TBsp,q(R, L, d)‖ ≍
( ∑
|ℓ|≤c1b
(1 + |ℓ|)d−1|〈g, φ0,ℓ〉|
p
)1/p
+
( ∞∑
j=0
2j(s−d/p)q
( ∑
|ℓ|≤c12j
(1 + |ℓ|)d−1|2j/2 〈g,Ψj,ℓ〉|
p
)q/p)1/q
<
∼
( ∑
|ℓ|≤c1b
|〈g, φ0,ℓ〉|
p
)1/p
+
( ∞∑
j=0
2j(s+
1
2
− 1
p
)q
( ∑
|ℓ|≤c12j
|〈g,Ψj,ℓ〉|
p
)q/p)1/q
<
∼ ‖ g |B
s
p,q(R)‖ ,
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see e.g. [44, Thm. 1.20] for the last step. This proves the claim.
Step 2. Since g belongs to TBsp,q(R, L, d) we derive by means of Theorem 3 that
f := ext g is an element of RBsp,q(R
d) and
‖ f |RBsp,q(R
d)‖ <∼ ‖ g |TB
s
p,q(R, L, d)‖ <∼ ‖ g |B
s
p,q(R)‖ .
Since supp f ⊂ {x : |x| ≥ a} Corollary 1 yields
‖ g |Bsp,q(R)‖ <∼ a
−(d−1)/p ‖ f |Bsp,q(R
d)‖ ,
because of f0 = g. This completes the proof.
Remark 19 A closer look onto the proof shows that
a(d−1)/p ‖ g |Asp,q(R)‖ <∼ ‖ f |RA
s
p,q(R
d)‖ <∼ b
(d−1)/p ‖ g |Asp,q(R)‖
with constants independent of g, a > 0 and b ≥ 1.
Proof of Corollaries 3, 4
Step 1. Proof of Cor. 3. The function ϕ is a pointwise multiplier for the spaces
Asp,q(R
d), see e.g. [29, 4.8]. Hence, with f also the product ϕ f belongs to RAsp,q(R
d)
and we can apply Thm. 5 with respect to this product. Concerning the sharp
embedding relations for the spaces Asp,q(R) into Ho¨lder-Zygmund spaces we refer to
[35] and the references given there. This proves the assertion for ϕ0 f0. A further
application of Theorem 2 finishes the proof.
Observe, that we do not need the assumption s > σp,q(d) in case of Lizorkin-Triebel
spaces. We may argue with RF sp,∞(R
d) first and use the elementary embedding
RF sp,q(R
d) →֒ RF sp,∞(R
d) afterwards.
Step 2. Proof of Cor. 4. The arguments are as above. Concerning te embedding
relations of the spaces Asp,q(R) into the space of uniformly continuous and bounded
functions we also refer to [35] and the references given there.
Remark 20 A different proof of Cor. 4, restricted to Besov spaces, has been given
in [32].
3.8 Test functions
Using our previous results, in particular Corollary 2, we shall investigate the regu-
larity of certain families of radial test functions.
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Lemma 5 Let 0 < α < min(1, 1/p). Let ϕ ∈ C∞0 (R) be an even function such that
supp ϕ ⊂ [−2,−1/2] ∪ [1/2, 2] and ϕ(1) 6= 0.
(i) The function
fα(x) := ϕ(|x|) | |x| − 1 |
−α , x ∈ Rd , (50)
belongs to B
1
p
−α
p,∞ (Rd) if
α <
1
p
− σp(d). (51)
(ii) Suppose 1
p
− α > σp(1). Then fα does not belong to B
1
p
−α
p,q (Rd) for any q <∞.
(iii) Under the same restriction as in (ii) we have that fα does not belong to
F
1
p
−α
p,∞ (Rd).
Proof. Step 1. Proof of (i). Let ϕ˜ ∈ C∞0 (R) be a function such that supp ϕ˜ ⊂
[1/2, 2]. Then the regularity of
gα(t) := ϕ˜(t) |t− 1|
−α , t ∈ R ,
is well understood, cf. e.g. [29, Lem. 2.3.1/1]. One has gα ∈ B
1
p
−α
p,∞ (R) as long as
0 < α < min(1, 1/p). An application of Corollary 2 yields the claim.
Step 2. Proof of (ii) and (iii). It is also known, see again [29, Lem. 2.3.1/1], that
gα 6∈ (B
1
p
−α
p,q (R) ∪ F
1
p
−α
p,∞ (R)) , 0 < q <∞ , 0 < α < min(1, 1/p) .
These properties do not change when we ”add” the reflection of gα to the left half
of the real axis. With other words, if we replace ϕ˜ by ϕ itself we do not change the
regularity properties. Now we use Thm. 5.
Remark 21 Let δ > 0. Then also the regularity of functions like
fα,δ(x) := ϕ(|x|) | |x| − 1|
−α (− log | |x| − 1|)−δ, x ∈ Rd , (52)
can be checked in this way. With the help of the parameter δ one can see the
microscopic index q. We refer to [37, 5.6.9] or [29, Lem. 2.3.1/1] for details.
Lemma 6 Let α > 0.
(i) Then the function
Φα(x) := max(0, (1− |x|
2))α , x ∈ Rd , (53)
belongs to B
1
p
+α
p,∞ (Rd) if
1
p
+ α > σp(d) . (54)
(ii) Suppose 1
p
+ α > σp(1). Then Φα does not belong to B
1
p
+α
p,q (Rd) for any q <∞.
(iii) Under the same restrictions as in (ii) we have that Φα does not belong to
F
1
p
+α
p,∞ (Rd).
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Proof. Step 1. Proof of (i). First we investigate the one-dimensional case. Let
ψ1, ψ2 ∈ C
∞
0 (R) be such that
supp ψ1 ⊂ [−1/2,∞), supp ψ2 ⊂ (−∞, 1/2] and ψ1(t) + ψ2(t) = 1
for all t ∈ R. We put Φi,α := ψiΦα, i = 1, 2. Then Φ1,α behaves near 1 like
φα(t) :=
{
tα if t > 0 ,
0 if t < 0 ,
near the origin. The regularity of φα is well understood, we refer to [29, Lem. 2.3.1].
As above the transfer to general dimensions d > 1 is done by Corollary 2.
Step 2. To prove the statements in (ii) and (iii) we argue by contradiction. If
Φα belongs to RA
s
p,q(R
d), then also ϕΦα belongs to RA
s
p,q(R
d) for any smooth
radial ϕ. Choosing ϕ s.t. 0 6∈ supp ϕ, we my apply Thm. 5 to conclude that
tr (ϕΦα) ∈ A
s
p,q(R). But this implies Φ2,α ∈ A
s
p,q(R). In the one-dimensional case
necessary and sufficient conditions are known, we refer again to [29, Lem. 2.3.1].
Next we shall consider smooth functions supported in thin annuli.
Lemma 7 Let d ≥ 2, 0 < p, q ≤ ∞ and s > σp(d). Let ϕ ∈ C
∞
0 (R) be an even
function such that ϕ(1) = 1 and supp ϕ ⊂ [−2,−1/2]∪ [1/2, 2]. Then the functions
fj,λ(y) := ϕ(2
j |y| − λ) , y ∈ Rd , j ∈ N , λ > 0 .
have the following properties:
supp fj,λ ⊂ {y : (λ− 2) 2
−j ≤ |y| ≤ (2 + λ) 2−j} , (55)
‖ fj,λ |RB
s
p,q(R
d)‖ ≍ 2j(s−
d
p
) λ(d−1)/p (56)
with constants in ≍ independent of λ > 2 and j ∈ N.
Proof. Step 1. Estimate from above in (56). It will be convenient to use the
atomic characterizations described in Subsection 3.3.2. Therefore we shall use the
decompositions of unity from (42)-(44). Thanks to the support restrictions for the
functions ψj,k,ℓ we obtain
fj,λ(y) =
∑
max(0,λ−2−n0)≤k≤λ+2+n0
C(d,k)∑
ℓ=1
(ϕ(2j|y| − λ)ψj,k,ℓ(y))
where n0 is a fixed number (n0 ≥ 18 would be sufficient). The functions
aj,k,ℓ(y) := 2
−j(s− d
p
) ϕ(2j|y| − λ)ψj,k,ℓ(y)
46
are (s, p)M,−1-atoms for any M (up to a universal constant). Hence
‖ fj,λ |RB
s
p,q(R
d)‖ <∼
( ∑
max(0,λ−2−n0)≤k≤λ+2+n0
kd−12j(s−
d
p
)p
)1/p
<
∼ 2
j(s− d
p
)λ(d−1)/p .
Step 2. Estimate from below.
Substep 2.1. First we deal with p = ∞. By construction fj,λ(y) = 1 if |y| =
(1 + λ) 2−j. Furthermore, calculating the derivatives of fj,λ(y1, 0, . . . , 0), y1 ∈ R, it
is immediate that
‖ fj,λ |C
m(Rd)‖ ≍ 2jm (57)
for all m ∈ N0. Now we argue by contradiction. We fix s > 1, q1 ∈ (0,∞] and
assume that
‖ fj,λ |B
s
∞,q1
(Rd)‖ ≤ φ(j, λ) 2js ,
where φ : N× [1,∞)→ (0, 1) and limℓ→∞ φ(jℓ, λℓ) = 0 for some sequence (jℓ, λℓ)ℓ ⊂
N × [1,∞). We choose Θ ∈ (0, 1) s.t. m = Θ s and q = 1. Real interpolation
between C(Rd) and Bs∞,q1(R
d) yields
‖ fj,λ |B
m
∞,1(R
d)‖ ≤ c 2jm (φ(j, λ))Θ ,
where c is independent of j and λ, see the proof of Thm. 2. The continuous
embedding Bm∞,1(R
d) →֒ Cm(Rd) leads to a contradiction with (57).
Now let 0 < s < 1. We interpolate between Bs∞,q1(R
d) and B2∞,q(R
d). By arguing as
above we could improve the estimate from above with respect to the space B1∞,1(R
d).
Since B1∞,1(R
d) →֒ C1(Rd) this contradicts again (57). Hence the claim is proved
with p =∞, 0 < q ≤ ∞, and s > 0.
Substep 2.2. Also obvious is the behaviour in Lp(R
d). For 0 < p ≤ ∞ we have
‖ fj,λ |Lp(R
d)‖ ≍ 2−jd/p λ(d−1)/p . (58)
A few more calculations yield
‖ fj,λ |W
1
p (R
d)‖ ≍ 2j(1−d/p) λ(d−1)/p , (59)
as long as 1 ≤ p ≤ ∞.
Substep 2.3. Let p1 <∞. We assume that for some fixed s1 > σp1(d) and q1 ∈ (0,∞]
‖ fj,λ |B
s1
p1,q1(R
d)‖ ≤ φ(j, λ) 2j(s1−d/p1) λ(d−1)/p1
holds, where φ is as above. Complex interpolation between Bs1p1,q1(R
d) and
Bs2∞,q0(R
d), s2 > 0, yields an improvement of our estimate with respect to
Bsp,q(R
d), where p > p1 is at our disposal. For s2 large we can choose p > 1 s.t.
s = (1 − Θ)s2 + Θ s1 > 1. Now we need a further interpolation, this time real,
between Bsp,q(R
d) and Lp(R
d), improving the estimate for B1p,1(R
d) in this way. But
B1p,1(R
d) →֒W 1p (R
d) and so we found a contradiction to (59).
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Remark 22 Obviously there is no q-dependence in Lemma 7. As an immediate
consequence of the elementary embeddings
Bsp,min(p,q)(R
d) →֒ F sp,q(R
d) →֒ Bsp,max(p,q)(R
d) ,
see [41, ], and (56) we obtain
‖ fj,λ |F
s
p,q(R
d)‖ ≍ 2j(s−
d
p
) λ(d−1)/p , λ > 2, j ∈ N .
Some extremal functions in A
d/p
p,q (Rd) have been investigated by Bourdaud [2], for
Bsp,p(R
d) see also Triebel [43]. We recall the result obtained in [2]. For (α, σ) ∈ R2
we define
fα,σ(x) := ψ(x)
∣∣∣ log |x| ∣∣∣α ∣∣∣ log | log |x| |∣∣∣−σ , x ∈ Rd . (60)
Furthermore we define a set Ut ⊂ R
2 as follows:
Ut :=

(α = 0 and σ > 0) or α < 0 if t = 1 ,
(α = 1− 1/t and σ > 1/t) or α < 1− 1/t if 1 < t <∞ ,
(α = 1 and σ ≥ 0) or α < 1 if t =∞ ,
Lemma 8 (i) Let 0 < p ≤ ∞ and 1 < q ≤ ∞. Then fα,σ belongs to RB
d/p
p,q (Rd) if,
and only if (α, σ) ∈ Uq.
(ii) Let 1 < p <∞. Then fα,σ belongs to RF
d/p
p,q (Rd) if, and only if (α, σ) ∈ Up.
Remark 23 Let us mention that in [2] the result is stated for p ≥ 1 only. However,
the proof extends to p < 1 nearly without changes (in his argument which follows
formula (9) in [2] one has to choose k > d/(2p)).
4 Decay properties of radial functions – proofs
4.1 Proof of Theorem 10
Step 1. Proof of (i). Following Remark 10 it will be enough to prove the decay
estimate (13) for RB
1/p
p,1 (R
d), 0 < p <∞, and for RF
1/p
p,∞(Rd), 0 < p ≤ 1. A proof in
case RB
1/p
p,1 (R
d) has been given in [32]. So we are left with the proof for the Lizorkin-
Triebel spaces. We will follow the ideas of the proof of Cor. 4. Let f ∈ RF
1/p
p,∞(Rd).
Let
f =
∞∑
j=0
sj,0 aj,0 +
∞∑
j=0
∞∑
k=1
Cd,k∑
ℓ=1
sj,k aj,k,ℓ,
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be an atomic decomposition such that ‖sj,k|fp,∞,d‖ ≍ ‖ f |F
1/p
p,∞(Rd)‖. We fix x,
|x| > 1. Observe, that for all j ≥ 0 there exists kj ≥ 1 such that
kj 2
−j ≤ |x| < (kj + 1) 2
−j . (61)
Then the main part of f near (|x|, 0, . . . , 0) is given by the function
fM(y) =
∞∑
j=0
sj,kj aj,kj,0(y) , y ∈ R
d , (62)
(in fact, f is a finite sum of functions of type
∞∑
j=0
sj,kj+rj aj,kj+rj ,tj(y) ,
and |rj| and |tj| are uniformly bounded). For convenience we shall derive an estimate
of the main part fM only. Because of (61) and the normalization of the atoms we
obtain
|fM(y)| <∼
∞∑
j=0
|sj,kj | 2
j d−1
p <
∼ |x|
1−d
p
( ∞∑
j=0
|sj,kj |
p kd−1j
)1/p
, (63)
since p ≤ 1. On the other hand
‖ s |fp,∞,d‖ = ‖ sup
j=0,1,...
sup
k∈N0
|sj,k| 2
jd
p χ˜j,k(·) |Lp(R
d)‖
≥ ‖ sup
j=0,1,...
|sj,kj | 2
jd
p χ˜j,kj(·) |Lp(R
d)‖ . (64)
Using Pj+1,kj+1 ⊂ Pj,kj we obtain the identity
sup
j
|sj,kj | 2
jd
p χ˜j,kj(·) =
∞∑
j=0
max
i=0,...,j
|si,ki|
(
χ˜j,kj(·)− χ˜j+1,kj+1(·)
)
.
By the pairwise disjointness of the sets Pj,kj \ Pj+1,kj+1 this implies
‖ sup
j=0,1,...
|sj,kj | 2
jd
p χ˜j,kj(·) |Lp(R
d)‖ ≍
( ∞∑
j=0
max
i=0,...,j
(
|si,ki|
p2id
)
2−jdkd−1j
)1/p
. (65)
Obviously ( ∞∑
j=0
|sj,kj |
p kd−1j
)1/p
≤
( ∞∑
j=0
max
i=0,...,j
(
|si,ki|
p2id
)
2−jdkd−1j
)1/p
. (66)
Combining (63) - (66) we have proved (13) in case of Lizorkin-Triebel spaces.
Step 2. Proof of (ii). As in Step 1 it will be sufficient to deal with the limiting cases.
Substep 2.1. Let f ∈ RF
1/p
p,∞(Rd). Let Br(0) be the ball in R
d with center in the
origin and radius r. Then (63)-(66) yield
|fM(x)| <∼ |x|
1−d
p ‖ sup
j=0,1,...
|sj,kj | 2
jd
p χ˜j,kj(·) |Lp(R
d \Br(0))‖
<
∼ |x|
1−d
p ‖ sup
j=0,1,...
sup
k∈N0
|sj,k| 2
jd
p χ˜j,k(·) |Lp(R
d \Br(0))‖
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where r = |x| − 18 > 0, see property (b) of the covering (Ωj,k,ℓ) in Subsection
3.3.2. In view of this inequality an application of Lebesgue’s theorem on dominated
convergences proves (14).
Substep 2.2. Let f ∈ RB
1/p
p,1 (R
d). We argue as in Substep 2.1 by using the notation
from Step 1. Since
lim
r→∞
∞∑
j=0
(∑
k≥r
|sj,k|
p (1 + k)d−1
)1/p
= 0
we conclude from (63) that (14) holds in this case as well.
Step 3. Proof of (iii). We shall use the test functions constructed in Lemma 7. We
choose s0 > max{σp(d), s}. For simplicity we consider |x| = 2
r with r ∈ N. We
choose λ s.t. |x| = (1 + λ)/2. Hence f1,λ(x) = 1. This implies
|x|
d−1
p |2−r(d−1)/p f1,λ(x)| = 1 ,
and
‖ 2−r(d−1)/p f1,λ |A
s
p,q(R
d)‖ <∼ ‖ 2
−r(d−1)/p f1,λ |B
so
p,q(R
d)‖ ≍ 1 ,
see Rem. 22, which proves the claim.
Step 4. Proof of (iv). It will be enough to study the case s = 1/p.
Substep 4.1 Let q > 1. According to Lemma 8(i) there exists a compactly supported
function g0 which belongs to RB
1/p
p,q (R) and is unbounded near the origin. By mul-
tiplying with a smooth cut-off function if necessary we can make the support of this
functions as small as we want. For the given sequence (xj)j we define
g(t) :=
∞∑
j=1
1
max(|xj|, j)α
g0(t− |x
j|) , t ∈ R ,
where we will choose α > 0 in dependence on p. The function g is unbounded
near |xj | and by means of the translation invariance of the Besov spaces B
1/p
p,q (R) we
obtain
‖ g |B1/pp,q (R)‖
min(1,p) ≤ ‖ g0 |B
1/p
p,q (R)‖
min(1,p)
∞∑
j=1
j−α min(1,p) <∼ ‖ g0 |B
1/p
p,q (R)‖
min(1,p) ,
if α · min(1, p) > 1. We employ Rem. 19 (Cor. 2) with respect to each summand.
This yields
‖ ext g |B1/pp,q (R
d)‖min(1,p)
≤
∞∑
j=1
max(|xj |, j)−α min(1,p) ‖ ext (g0( · − |x
j |)) |B1/pp,q (R
d)‖min(1,p)
<
∼ ‖ g0 |B
1/p
p,q (R)‖
min(1,p)
∞∑
j=1
(
max(|xj|, j)−α |xj|(d−1)/p
)min(1,p)
<
∼ ‖ g0 |B
1/p
p,q (R)‖
min(1,p) ,
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if (α− (d− 1)/p) min(1, p) > 1.
Substep 4.2. We turn to the F -case. It will be enough to study the situation
s = 1/p and 1 < p < ∞. We argue as above using this time Lemma 8(ii). An
application of Rem. 19 (Cor. 2) yields the result but with the extra condition
1/p > σq(d).
4.2 Traces of BV -functions and consequences for the decay
We recall a definition of the space BV (Rd), d ≥ 2, which will be convenient for us,
see [11, 5.1] or [45, 5.1].
Definition 8 Let g ∈ L1(R
d). We say, that g ∈ BV (Rd) if for every i = 1, . . . , d
there is a signed Radon measure µi of finite total variation such that∫
Rd
g(x)
∂
∂xi
φ(x)dx = −
∫
Rd
φ(x)dµi(x), φ ∈ C
1
c (R
d),
where C1c (R
d) denotes the set of all continuously differentiable functions on Rd with
compact support. The space BV (Rd) is equipped with the norm
‖ g |BV (Rd)‖ = ‖ g |L1(R
d)‖+
d∑
i=1
‖µi |M‖,
where ‖µi |M‖ is the total variation of µi.
4.2.1 Proof of Theorem 12
We need some preparations. Recall, the space C1c ([0,∞)) has been defined in Defi-
nition 5. By ωd−1 we denote the surface area of the unit sphere in R
d and by σ the
(d− 1)-dimensional Hausdorff measure in Rd, i.e. ωd−1 := σ({x ∈ R
d : |x| = 1}). As
above r = r(x) := |x|.
Lemma 9 (i) If ϕ ∈ C1c ([0,∞)), then all the functions
φi(x) :=

ϕ(r(x)) · xi
r(x)
if x = (x1, . . . , xd) 6= 0 ,
0 if x = 0 ,
(67)
i = 1, . . . , d, belong to C1c (R
d).
(ii) If φ ∈ C1c (R
d), then all functions
ϕi(t) :=

1
ωd−1 td−1
∫
|x|=t
φ(x) · xi
r(x)
dσ(x) if t > 0 ,
0 if t = 0 ,
(68)
i = 1, . . . , d, belong to C1c ([0,∞)).
51
Proof. Step 1. Proof of (i). Under the given assumption we immediately get
φi ∈ C
1(Rd \ {0}) and supp φi is compact. Hence, we have to study the regularity
properties in the origin. Obviously, φi(0) = 0 and lim
x→0
φi(x) = 0. We claim that
∂φi
∂xj
(0) =
ϕ′(0) if i = j,0 otherwise.
Let e1, . . . ed denote the elements of the canonical basis of R
d. If i = j, then
lim
t→0
φi(tei)
t
= lim
t→0
ϕ(|t|)
|t|
= ϕ′(0) .
Hence
∂φi
∂xi
(0) = ϕ′(0). The cases i 6= j are obvious.
Next, we show, that the functions
∂φi
∂xj
are continuous in the origin. To begin with
we investigate the case i = j. Then∣∣∣∣∂φi∂xi (x)− ϕ′(0)
∣∣∣∣ = ∣∣∣∣ϕ′(r(x)) · x2ir2(x) + (ϕ(r(x))− ϕ(0)) · r2(x)− x2ir3(x) − ϕ′(0)
∣∣∣∣
=
∣∣∣∣ϕ′(r(x)) · x2ir2(x) + ϕ′(θr(x)) · r2(x)− x2ir2(x) − ϕ′(0)
∣∣∣∣ ,
where we have used the Mean Value Theorem with a suitable 0 < θ = θ(x) < 1.
The continuity of ϕ′ implies, that the expression on the right-hand side tends to
zero if x→ 0. If i 6= j, we write
∂φi
∂xj
(x) = ϕ′(r(x))
xixj
r2(x)
− ϕ(r(x))
xixj
r3(x)
= ϕ′(r(x))
xixj
r2(x)
+ (ϕ(0)− ϕ(r(x)))
xixj
r3(x)
=
xixj
r2(x)
[ϕ′(r(x))− ϕ′(θr(x))] , (69)
with some 0 < θ < 1. Again the continuity of ϕ′ implies, that the expression in (69)
tends to zero as x→ 0. Hence, φi ∈ C
1
c (R
d).
Step 2. Proof of (ii). The regularity and support properties of ϕi on (0,∞) are
obvious. Hence, we are left with the study of the behaviour near 0. We shall use
the identity ∫
|x|=t
xi
r(x)
dσ(x) = 0 , t > 0 .
In case t > 0 this leads to the estimate
|ϕi(t)| ≤
1
ωd−1td−1
( ∣∣∣∣∫
|x|=t
φ(0)
xi
r(x)
dσ(x)
∣∣∣∣+ ∣∣∣∣∫
|x|=t
(φ(x)− φ(0))
xi
r(x)
dσ(x)
∣∣∣∣ )
≤ 0 + sup
|x|=t
|φ(x)− φ(0)|.
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Hence, ϕi(t) tends to 0 if t→ 0
+. Furthermore,
ϕi(t)
t
=
1
ωd−1 td
∫
|x|=t
(φ(x)− φ(0))
xi
r(x)
dσ(x)
=
1
ωd−1 td+1
∫
|x|=t
(∇φ(ηxx) · x) xi dσ(x)
=
1
ωd−1 td+1
d∑
j=1
∫
|x|=t
(
∂φ
∂xj
(ηxx)−
∂φ
∂xj
(0)
)
xj xi dσ(x)
+
1
ωd−1 td+1
d∑
j=1
∂φ
∂xj
(0)
∫
|x|=t
xj xi dσ(x)
with some 0 < ηx < 1. The first term on the right-hand side tends always to zero
as t → 0+ (since
∂φ
∂xj
is continuous). From the second term those summands with
i 6= j are vanishing for all t. If i = j, then the integrand is homogeneous. We obtain,
by taking the limit with respect to t,
ϕ′i(0) = lim
t→0+
ϕi(t)
t
=
1
ωd−1
∂φ
∂xi
(0)
∫
|y|=1
y2i dσ(y) . (70)
It remains to check the limit of ϕ′i(t) if t tends to 0
+. Observe
ϕ′i(t) =
1
ωd−1
d
dt
∫
|y|=1
φ(ty) yi dσ(y) =
1
ωd−1
d∑
j=1
∫
|y|=1
∂φ
∂yj
(ty) yj yi dσ(y) .
Since
∫
|y|=1
yj yi dσ(y) = 0 if i 6= j those summands (with i 6= j) tend to 0 if t tends
to 0+. Hence
lim
t→0+
ϕ′i(t) = lim
t→0+
1
ωd−1
∫
|y|=1
∂φ
∂yi
(ty) y2i dσ(y) = ϕ
′(0) ,
see (70). The proof is complete.
Proof of Theorem 12.
Step 1. Let f(x) = g(|x|) ∈ BV (Rd). We claim that g ∈ BV (R+, td−1). Let
µ1, . . . , µd denote the corresponding signed Radon measures according to Definition
8. By means of
dν :=
d∑
i=1
xi
r(x)
dµi
we define the measure ν on Rd. Since g(r(x)) is radial we conclude µi({0}) = 0,
i = 1, . . . , d. Hence the measure dν is well defined. In addition we introduce a
measure ν+ on R+ by
ωd−1
∫
A
td−1 dν+(t) :=
∫
{|x|∈A}
dν(x),
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for any Lebesgue measurable subset A ⊂ R+. We fix ϕ ∈ C1c ([0,∞)). Since
ϕ(r(x)) xi
r(x)
∈ C1c (R
d), cf. Lemma 9(i), we calculate
ωd−1
∫ ∞
0
g(t) [ϕ(s) sd−1]′(t) dt = ωd−1
∫ ∞
0
td−1 g(t)
[
ϕ′(t) +
d− 1
t
ϕ(t)
]
dt
=
∫
Rd
g(r(x))
[
ϕ′(r(x)) + ϕ(r(x)) ·
d− 1
r(x)
]
dx
=
d∑
i=1
∫
Rd
g(r(x))
[
ϕ′(r(x))
x2i
r2(x)
+ ϕ(r(x)) ·
r2(x)− x2i
r3(x)
]
dx
=
d∑
i=1
∫
Rd
g(r(x))
∂
∂xi
[
ϕ(r(x)) ·
xi
r(x)
]
dx
= −
d∑
i=1
∫
Rd
ϕ(r(x))
xi
r(x)
dµi = −
∫
Rd
ϕ(r(x)) dν(x)
= −ωd−1
∫ ∞
0
td−1 ϕ(t) dν+(t) .
This proves (18). Moreover, (19) follows from
‖ g(r(x)) |L1(R
d)‖ = ωd−1 ‖ g |L1(R, |t|
d−1)‖
and
ωd−1
∫ ∞
0
td−1 d|ν+|(t) =
∫
Rd
d|ν|(x) ≤
d∑
i=1
∫
Rd
|xi|
r(x)
d|µi|
≤
d∑
i=1
∫
Rd
d|µi| ≤ ‖ g(r(x)) |BV (R
d)‖ .
Step 2. Let g be a function in BV (R+, td−1). We claim, that g(r(x)) ∈ BV (Rd).
Let ν+ be the signed Radon measure associated to g according to (18). We define
ν(A) :=
∫ ∞
0
σ({x : |x| = t} ∩ A) dν+(t)
for any Lebesgue measurable set A ⊂ Rd. Further we put µi :=
xi
r(x)
ν, i = 1, . . . d.
Let χA denote the characteristic function of A. Then
ν(A) =
∫
Rd
χA(x) dν(x) =
∫ ∞
0
[ ∫
|x|=t
χA(x) dσ(x)
]
dν+(t)
and this identity can be extended to∫
Rd
φ(x) dν(x) =
∫ ∞
0
[ ∫
|x|=t
φ(x) dσ(x)
]
dν+(t) , φ ∈ L1(R
d) ,
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by using some standard arguments. Next we want to show, that µi, i = 1, . . . , d,
are the weak derivatives of g(r(x)). Let φ ∈ C1c (R
d) and let ϕi be the associated
functions, see (68). According to Lemma 9 (ii) we know that ϕi ∈ C
1
c ([0,∞)).
Using the normalized outer normal with respect to the surface {x : |x| = T}, which
is obviously given by
n(x) = (n1(x), . . . , nd(x)) =
1
r(x)
(x1, . . . , xd) ,
and the Gauss Theorem, we obtain
−ϕi(T )ωd−1 T
d−1 = −
∫
|x|=T
φ(x)
xi
r(x)
dσ(x) = −
∫
|x|=T
φ(x)ni(x) dσ(x)
= −
∫
|x|≤T
∂φ
∂xi
(x) dx =
∫
|x|≥T
∂φ
∂xi
(x) dx
=
∫ ∞
T
[ ∫
|x|=t
∂φ
∂xi
(x) dσ(x)
]
dt.
Hence
ωd−1
[
ϕi(t) t
d−1
]′
(T ) =
∫
|x|=T
∂φ
∂xi
(x) dσ(x) , T > 0.
This formula justifies the identity∫
Rd
g(r(x))
∂φ(x)
∂xi
dx =
∫ ∞
0
g(t)
∫
|x|=t
∂φ(x)
∂xi
dσ(x) dt
= ωd−1
∫ ∞
0
g(t)[ϕi(s) s
d−1]′(t)dt .
Next we use g ∈ BV (R+, td−1). This implies∫
Rd
g(r(x))
∂φ(x)
∂xi
dx = −ωd−1
∫ ∞
0
ϕi(t) t
d−1 dν+(t)
= −
∫ ∞
0
∫
|x|=t
φ(x) ·
xi
r(x)
dσ(x) dν+(t)
= −
∫
Rd
φ(x)
xi
r(x)
dν(x) = −
∫
Rd
φ(x) dµi(x) ,
which proves that the µi are the weak derivatives of g(r(x)).
It remains to prove the estimates for the related norms. The required estimate
follows easily by∫
Rd
d|µi| =
∫
Rd
|xi|
r(x)
d|ν|(x) =
∫ ∞
0
[ ∫
|x|=t
|xi|
r(x)
dσ(x)
]
d|ν+|(t)
≤ ωd−1
∫ ∞
0
td−1 d|ν+|(t) .
The proof is complete.
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4.2.2 Proof of Theorem 11
Recall, that we will work with the particular representative f˜ of the equivalence
class [f ], see Remark 12. For convenience we will drop the tilde. We shall apply
standard mollifiers. Let ϕ ∈ C∞0 (R) be a function such that ϕ ≥ 0, supp ϕ ⊂ [0, 1],
and
∫
ϕ(t) dt = 1. For R > 0 and ε > 0 we define
ϕε(t) := ε
−1
∫ ∞
R
ϕ
(t− y
ε
)
dy =
∫ t−R
ε
−∞
ϕ(z) dz (71)
(which is nothing but the mollification of the characteristic function of the interval
(R,∞)). In addition we need a cut-off function. Let η ∈ C∞0 (R) s.t. η(t) = 1 if
|t| ≤ 1 and η(t) = 0 if |t| ≥ 2. For M ≥ 1 we define ηM(t) := η(t/M), t ∈ R. It is
easily checked that the functions
φM,ε(t) := t
1−d ϕε(t) ηM(t) , t ∈ R ,
belong to C1c ([0,∞)). For g ∈ BV (R
+, td−1) this implies∫ ∞
0
g(t) [φM,ε(s) s
d−1]′(t) dt = −
∫ ∞
0
ϕε(t) ηM(t) dν
+(t) , (72)
see (18). Since for M > R + ε we have∫ ∞
0
g(t) [φM,ε(s) s
d−1]′(t) dt =
∫ R+ε
R
g(t) ε−1ϕ
(t− R
ε
)
dt
+M−1
∫ ∞
M
g(t)ϕε(t) η
′(t/M) dt
and
lim
M→∞
M−1
∫ ∞
M
g(t)ϕε(t) η
′(t/M) dt = 0
(g ∈ L1(R
+, td−1)), we get
lim
ε↓0,M→∞
∫ ∞
0
g(t) [φM,ε(s) s
d−1]′(t) dt = g(R) , (73)
if R is a Lebesgue point of g. But∣∣∣ ∫ ∞
0
ϕε(t) ηM(t) dν
+(t)
∣∣∣ ≤ ∫ ∞
R
ϕε(t) d|ν
+|(t) ≤ R1−d
∫ ∞
R
td−1 d|ν+|(t) .
Combining (73), (72) with this estimate we have proved (16) and (17) simultane-
ously.
4.3 Proof of the assertions in Subsection 2.2.3
4.3.1 Proof of Lemma 3
Sufficiency of the conditions is obvious, see e.g. [35]. Necessity follows from the
examples investigated in Lemma 8.
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4.3.2 Proof of Theorem 13
We argue by using the atomic characterizations in Subsection 3.3.2.
Step 1. Proof of (i). For simplicity let |x| = 2−r, r ∈ N. If y satisfies 2−r−1 ≤
|y| ≤ 2−r+1, then, using the support condition for atoms, we know that f allows an
optimal atomic decomposition such that
f(y) =
∞∑
j=0
[2j−r]+n0∑
k=max(0,[2j−r ]−n0)
C(d,k)∑
ℓ=1
sj,k aj,k,ℓ(y) . (74)
Here n0 is a general natural number depending on the decomposition Ω, but not on
r.
Substep 1.1. We assume first that 1
p
< s < d
p
. From the L∞-estimate of the atoms,
property (f) of the coverings (Ωj,k,ℓ)j,k,ℓ, and the inequality (35) we derive
|f(y1, 0, . . . , 0)| ≤
∞∑
j=0
[2j−r ]+n0∑
k=max(0,[2j−r ]−n0)
K∑
ℓ=1
|sj,k| |aj,k,ℓ(y1, 0, . . . , 0)|
<
∼
( r+n1∑
j=0
n2∑
k=0
|sj,k| 2
−j(s−d/p) +
∞∑
j=r+n1+1
2j−r+n0∑
k=2j−r−n0
|sj,k| 2
−j(s−d/p)
)
<
∼ ‖ f |RB
s
p,∞(R
d)‖
( r+n1∑
j=0
2−j(s−d/p) +
∞∑
j=r+n1+1
2−(j−r)(d−1)/p 2−j(s−d/p)
)
<
∼ 2
r(d
p
−s) ‖ f |RBsp,∞(R
d)‖ ,
for appropriate natural numbers n1, n2 (independent of r). For the last two steps of
the estimate we used 1/p < s < d/p. Taking into account the elementary embedding
Asp,q(R
d) →֒ Bsp,∞(R
d) we obtain the inequality (20).
Substep 1.2. Now, let s = 1
p
. For the Besov spaces RB
1/p
p,1 (R
d) the inequality (20)
was proved in [32]. So it remains to consider the Lizorkin -Triebel spaces RF
1/p
p,∞(Rd)
with 0 < p ≤ 1. For simplicity we regard the main part of f ∈ RF
1/p
p,∞(Rd), cf. (74)
and compare with (62). Now kj = 1 if 0 ≤ j ≤ r + n1 and kj ∼ |x|2
j if j > r + n1.
Hence, we obtain
|fM(|x|, 0, . . . , 0)| ≤
∞∑
j=0
|sj,kj | |aj,kj,0(y)| <∼
( ∞∑
j=0
|sj,kj |
p 2j(d−1)
)1/p
<
∼ |x|
1−d
p
( r+n1∑
j=0
|sj,kj |
p +
∞∑
j=r+n1+1
|sj,k|
p kd−1j
)1/p
<
∼ |x|
1−d
p ‖ f |RF 1/pp,∞(R
d)‖ ,
where we used p ≤ 1 for the second step and (64)-(65) for the last one.
Step 2. Proof of (ii). By using elementary embeddings it will be enough to prove
(21) with RAsp,q(R
d) = RBsp,q(R
d) and q small. Again we concentrate on |x| = 2−r,
57
r ∈ N. Our test function is taken to be 2−r(s−d/p) fj,λ, see Lemma 7, where we choose
j := 2 + r and λ := 3. Then it follows
‖ 2−r(s−d/p) fj,λ |B
s
p,q(R
d)‖ ≍ 1 and 2−r(s−d/p) fj,λ(x) = 2
−r(s−d/p) = |x|s−d/p .
The proof is complete.
4.3.3 Proof of Lemma 4
The arguments are the same as in proof of Theorem 10(iv).
4.4 Proof of Theorem 14
We shall use the notation from the proof of Theorem 13, Step 1. Again we employ
the formula (74) and obtain
|f(y1, 0, . . . , 0)| <∼
( r+n1∑
j=0
n2∑
k=0
|sj,k|+
∞∑
j=r+n1+1
2j−r+n0∑
k=2j−r−n0
|sj,k|
)
since s = d/p.
Step 1. Proof of (i). We shall use the standard abbreviation q′ := q/(q − 1). Since
q > 1 we can use Ho¨lder’s inequality and conclude
r+n1∑
j=0
n2∑
k=0
|sj,k| <∼ r
1/q′
( r+n1∑
j=0
n2∑
k=0
|sj,k|
q
)1/q
<
∼ (− log |x|)
1/q′ ‖ f |Bd/pp,q (R
d)‖ (75)
as well as
∞∑
j=r+n1+1
2j−r+n0∑
k=2j−r−n0
|sj,k| <∼
∞∑
j=r+n1+1
2−(j−r)(d−1)/p
( ∑
k≥2j−r−n0
(1 + |k|)d−1 |sj,k|
p
)1/p
<
∼
( ∞∑
j=r+n1+1
( ∑
k≥2j−r−n0
(1 + |k|)d−1 |sj,k|
p
)q/p)1/q ( ∞∑
j=r+n1+1
2−(j−r)q
′(d−1)/p
)1/q′
<
∼ ‖ f |B
d/p
p,q (R
d)‖ . (76)
The inequalities (75) and (76) yield (22).
Step 2. Proof of (ii). Let 1 < p < p0 < ∞. The Jawerth-Franke embedding
F
d/p
p,1 (R
d) →֒ B
d/p0
p0,p (R
d), see [19] or [35], combined with (22) proves (23).
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