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ABSTRACT
In this paper we aim to study a small step in the physicist marathon that is the unifica-
tion of two field theories that, while similar in some senses, are rather different in other,
namely gravity and electromagnetism. The man on the starting block was none other
than Albert Einstein who, although ultimately unsuccessful, spent the later part of his
life trying to formulate a unified theory of the two field theories. Havingmade the monu-
mental achievement of General Relativity [1] and thus geometrized gravity, he sought to
also geometrize electromagnetism. Some might object that, since we have the Einstein-
Maxwell equations, there is already a unification of the two field theories. But this is not
really the case, as these equations are more or less obtained by taking the Einstein equa-
tions and slapping the Maxwell equations on top. Hardly a very profound nor intimate
unification. Thus what one really is seeking, is a deeper, more fundamental unification.
This search has a long tradition, and we are not the first since Einstein to attempt to
investigate this. A few years after Einstein’s paper on General Relativity, Kaluza and
Klein [2, 3] presented their theory of Einstein’s equations on a 5-dimensional space-time
where this ”extra” dimension is curled up in a circle. This in fact leads to Einstein’s
equations in 4D space-time together with Maxwell’s equations. But also together with
a massless spin-0 particle that, sadly, doesn’t appear to exist. Our approach is to show
that by imbuing ordinary 4D Minkowski space-time with a second property in addition
to the metric, we obtain the theory of electromagnetism by geometric considerations.
This second property is a field of two-dimensional spacelike planes. At each point in
space-time we fix such a plane, which can be described by an anti-symmetric tensor of
rank 2. The first works on this model are found in [4, 5, 6, 7, 8].
In Chapter 1 we will give a short introduction to the formalism of differential forms and
tensors, and briefly discuss why this formalism is better suited for the more advanced
calculations than vector formalism. For a more in-depth discussion on this formalism,
[9] is a good place to look. In Chapter 2 we examine the model in three-dimensional
Euclidean space, investigate some of its properties, and we also look at some examples
of configurations for various electric and magnetic fields. This chapter is based on the
work in [5]. What is new here is that we explicitly include electric fields in addition to
magnetic fields, and discuss also examples of some specific electric field configurations.
In Chapter 3 we extend the model to four-dimensional Minkowski space, examining the
various properties and also how they relate to the three-dimensional model already dis-
cussed. This is partially based on [6] as well as the matrix formulation of frame bundles
found in [10]. We study in greater detail the properties of some of the general new struc-
tures which emerge in four-dimensional space-time than what has been done before and
how they may or may not relate to the electromagnetic field. As an example we take a
look at the field from a single monopole moving at constant velocity, and various inter-
pretations of the quantities in the model with respect to this specific configuration. In
Chapter 4 we examine the field from a We try to understand and interpret the various
quantities and properties of the model in this context and if possible give a more de-
tailed and explicit derivation. Finally in Chapter 5 we investigate the motion of charged
particles in the presence of electromagnetic fields described by the plane-model we have
introduced earlier, and how we can think of such a particle as a neutral, rotating particle
with a constraint on its rotation. We first examine the case of the particle moving non-
relativistically, which can be found in [5], and then we try to extend this to also cover
particles moving relativistically in an electromagnetic field.
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1. TENSORS, FORMS AND THE PROPERTIES OF SPACE
In 1915 Albert Einstein published his general theory of gravity, extending his already
published special theory of gravity to also be able to include Newtonian theory of gravity.
He proposed the idea that gravity was not due to some gravitational force, but rather to
the space-time being curved.
Einstein had previously defined the special principle of relativity. It can be formulated
in two different ways:
S1 All the laws of Nature may be formulated the same way in all inertial reference
frames.
S2 Every inertial observer may consider herself to be at rest.
The generalization of these two formulations to encompass accelerated motion and non-
inertial reference frames actually leads to two different principles of general relativity:
G1 All the laws of Nature are the same in all reference frames.
G2 Every observer can consider herself to be at rest.
1.1 The first structure: the metric tensor
All intrinsic geometric properties of a space are known once one knows the metric of
this space. The metric is a structure which one attributes to a space to define distance
between two points. It is described by a symmetric tensor gµν which is defined by the
inner products of the base vectors ~eµ of the space:
gµν = ~eµ · ~eν (1.1)
In a flat space all the base vectors are orthonormal to each other, so the metric takes the
form gµν = diag [1, 1, 1, 1] in Euclidean 4-space for instance, and
gµν = diag [−1, 1, 1, 1] (1.2)
in Minkowski-space where one of the vectors is timelike.
Here we have used that spacelike vectors have a positive square length and timelike
have negative square length. Some, especially particle physicists, define it the other
way around, with spacelike length square being negative and so on. In this case the
metric in (1.2) would change change sign. We will use the convention of (1.2).
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1.2 The covariance principle and tensor equations
The principle of relativity is a physical principle, concerned with observable quantities.
The principle that all laws of Nature are the same in all reference frames, motivates a
formal principle called the covariance principle, namely that the equations of a physical
theory shall have the same form in every coordinate system.
This is not directly concerned with physical observables. It may be fulfilled for every
theory by writing the equations of the theory in a coordinate invariant, i.e. covariant,
way. We can only do this by expressing the equations through vectors and tensors in
the mathematical formulation of the theory. This is where the formalism of differential
forms comes in.
Even though the tensor equations have in general a coordinate independent form ,
they need not in general satisfy the principle of relativity. This is due to the aforemen-
tioned fact that a physical theory is concerned with physical observables. The relation-
ships between physical observables and the components of the tensor equations of the
theory have to be defined, they are not predetermined by the covariance principle. So the
relationships between physical quantities and tensors are theory dependent. If all equa-
tions of a theory are written as tensor equations, the theory is said to have been given a
manifestly covariant form. It will then automatically fulfill the covariance principle, but
not necessarily the principle of relativity.
1.2.1 1-forms
Consider an n-dimensional vector space M. To this vector space there is an associated
dual space M’. While M is spanned by n orthonormal base vectors ~e1, ..., ~en, M’ is spanned
by n base 1-forms e1, ..., en defined by the inner product:
e
µ(~eν) = δ
µ
ν (1.3)
An arbitrary 1-form can be expressed in terms of its components as a linear combination
of the base forms:
a = aµe
µ (1.4)
A 0-form is just a scalar function.
1.2.2 Tensors
Having established one-forms we can now introduce the concept of tensors. A tensor is
a function that is linear in all its arguments, and that maps one-forms and vectors into
real numbers. We may then define three types of tensors:
• Covariant tensor: A tensor that only maps vectors, also denoted cotensor.
• Contravariant tensor: A tensor that only maps forms.
• Mixed tensor: A tensor that maps both vectors and forms.
A tensor of rank (N + N’) maps N one-forms and N’ vectors into real numbers. A one-
form is then a covariant tensor of rank 1:
a(~v) = aµe
µ(vν~eν) = aµv
ν
e
µ(~eν) = aµv
νδµν = a
µvµ (1.5)
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The components of a tensor of rank (N+N’) can be found by letting it take N base 1-forms
and N’ base vectors as arguments, e.g.
T(eµ1 , ..., eµN , ~eν1 , ..., ~eνN′ ) = T
µ1...µN
ν1...νN′
(1.6)
There are several ways of manipulating tensors:
1. The sum of two tensors:
Let S and T be two cotensors of the same rank k, then the sum S+T is defined as
the following cotensor of rank k,
(S+T)(~u1, ..., ~uk) = S(~u1, ..., ~uk) +T(~u1, ..., ~uk) (1.7)
And so the sum is characterized by the components Sµ1...µk + Tµ1...µk .
2. The product of a cotensor and a scalar:
Let S be a cotensor of rank k and λ a scalar. Then we can define a new cotensor, λS
of rank k through the formula
(λS(~u1, ..., ~uk) = λS(~u1, ..., ~uk) (1.8)
And so the product of a cotensor and a scalar is characterized by the components
λSµ1...µk .
3. The tensor product
Let S and T be two cotensors of rank s and t, respectively. Then their tensor
product, denoted S⊗T is defined as the following cotensor of rank (s + t):
(S⊗T)(~u1, ..., ~us, ~v1, ..., ~vt) = S(~u1, ..., ~us)T(~v1, ..., ~vt) (1.9)
And it is characterized by the components Sµ1...µsTν1...νt.
4. Contraction:
LetT be a cotensor of rank k, and ~v(1), ..., ~v(l) a set of l vectors, then their contraction
is defined as the following cotensor of rank (k-l):
T(~v(1), ..., ~v(l), ...) (1.10)
And the contraction is characterized by the components
Tµ1,...µl,µl+1,...,µka
µ1
(1)...a
µl
(l) (1.11)
where ~v(i) = a
µi
(i)~eµi .
5. Scalar product of two tensors
Let T andU be two tensors, both of rank k. Then their scalar product is defined as
(T|U) = 1
k!
T µ1µ2...µkUµ1µ2...µk (1.12)
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Now that we have the tensor product at our disposal, we can use it to create cotensors
of arbitrary rank using the base 1-forms as building blocks. Consider for example a
cotensor T of rank 2. It has the components Tµν . We may then form another tensor of
rank 2: Tµνe
µ ⊗ eν . We can then find the components of this new tensor:
Tµνe
µ ⊗ eν(~eα, ~eβ) = Tµνeµ(~eα) · eν(~eβ) = Tµνδµαδνβ = Tαβ (1.13)
But then we have shown that both T and Tµνe
µ ⊗ eν have the same components, thus
T = Tµνe
µ ⊗ eν (1.14)
This is an important result. Any 2-form can be expressed as a linear combination of the
cotensors
e
1 ⊗ e1, e2 ⊗ e2, ..., en ⊗ en (1.15)
Therefore the cotensors eµ ⊗ eν generate the whole space of 2-forms. Thus they act as
canonical frame tensors for the space consisting of all 2-forms.
1.2.3 Transformation of tensor components
Consider an arbitrary transformation between two sets of basis vectors, {~eµ} → {~eµ′}:
~eµ′ = ~eµM
µ
µ′ and ~eµ = ~eµ′M
µ′
µ (1.16)
whereMµ
′
µ are elements of the inverse transformation matrix. We then have that
Mµµ′M
µ′
ν = δ
µ
ν (1.17)
For any given set of coordinates we can define the so-called canonical basis vectors be-
longing to those coordinates. These basis vectors are then interpreted as derivation
operators in the sense that, for the coordinate set {xµ}, they are found as
~eµ =
∂
∂xµ
(1.18)
Any vector ~v written as a linear combination of such basis vectors is said to be written
in coordinate basis. The corresponding basis 1-forms are given as
e
µ = dxµ (1.19)
If the transformation is a coordinate transformation between two coordinate sets A and
B, and we assume that we can write each coordinate in one set as a function of the
coordinates in the other set, we get in coordinate basis
~eµ′ =
∂
∂xµ′
=
∂xµ
∂xµ′
∂
∂xµ
=
∂xµ
∂xµ′
~eµ = M
µ
µ′~eµ (1.20)
Base 1-forms transform as:
e
µ′ = Mµ
′
µe
µ and eµ = Mµµ′e
µ′ (1.21)
Quantities that transform as base vectors are said to transform covariantly, and quant-
ities that transform as base 1-forms transform contravariantly. As a consequence, the
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components of a vector transform contravariantly, and the components of a p-form trans-
form covariantly. A general transformation of the components of a mixed 3-tensor would
then look like:
Tα
′
µ′ν′ = M
α′
αM
µ
µ′M
ν
ν′T
α
µν (1.22)
We have then by convention that lower indices are sometimes called covariant indices,
and upper indices are called contravariant indices.
1.2.4 The covariant derivative
In the quest to rewrite all equations so that they obey the covariance principle, one
naturally also had to consider derivatives. Let ∂νA
µ ≡ Aµ,ν be the partial derivative of
the components of a vector ~A, and let us assume coordinate basis. Then this quantity
transforms as
Aµ
′
,ν′ =
∂
∂xν
′
(
Aµ
′
)
=
∂xν
∂xν
′
∂
∂xν
(
∂xµ
′
∂xµ
Aµ
)
=
∂xν
∂xν
′
∂xµ
′
∂xµ
Aµ,ν +
∂xν
∂xν
′
Aµ
∂2xµ
′
∂xν∂xµ
(1.23)
The first term looks like a tensor transformation, but the existence of the second term
signalizes that the ordinary partial derivative of vector components does not in general
transform as the components of a tensor. Christoffel was the first to introduce the cov-
ariant derivative so that he could differentiate tensor fields. The covariant derivative is
defined in coordinate basis as a generalization of the partial derivative Aµ,ν to a deriv-
ative Aµ;ν which transforms as a tensor:
Aµ
′
;ν′ ≡ ∂x
ν
∂xν′
∂xµ
′
∂xµ
Aµ;ν (1.24)
The covariant derivative of contravariant vector components is written as
Aµ;ν = A
µ
,ν +A
αΓµαν (1.25)
which defines the Christoffel symbols Γµαν .
It was Levi-Civita who gave the geometrical interpretation of the covariant derivative.
Consider a curve S in any space (flat or curved). It can be parameterized by the invariant
curve length λ, i.e. xµ = xµ(λ). The tangent vector field of the curve is then given by
~u = (dxµ/dλ)~eµ. Now assume that the curve passes through a vector field ~A. Then the
covariant directional derivative of the vector field along the curve is defined as
∇~u ~A = d
~A
dλ
≡ Aµ;ν dx
ν
dλ
~eµ = A
µ
;νu
ν~eµ (1.26)
The vectors in the vector field are said to be connected by parallel transport if
Aµ;νu
ν = 0 (1.27)
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1.2.5 Differential p-forms
A differential p-form is defined to be an antisymmetric, covariant tensor of rank p. We
have previously established the tensor product as a means to generate cotensors of ar-
bitrary rank, but this fails if we try to generate an antisymmetric tensor of arbitrary
rank. This is because if one tries to generate a new antisymmetric cotensor from two
other antisymmetric cotensors, the tensor product does not assure that the new cotensor
is antisymmetric. Thus, one needs a way to introduce this antisymmetry.
If Tµ1...µk is a quantity with indices µ1, ..., µk, then one can construct a skew-symmetric
quantity from this in the following way:
T[µ1...µk] =
1
k!
∑
π
(−1)πTπ(µ1...µk) (1.28)
where we sum over all permutations of the indices, and (−1)π is the sign of the permuta-
tion, i.e.
(−1)π =


+1 if π is an even permutation
−1 if π is an odd permutation
(1.29)
If we now take a k-form F and an m-form G, their tensor product will be characterized
by the components Fµ1...µkGν1...νm. We now form the skew-symmetrization
(k +m)!
k!m!
F[µ1...µkGν1...νm] (1.30)
where the statistical factor
(k+m)!
k!m! is included to remove “double counting” of permuta-
tions. This is then the definition of the wedge product, ∧. F∧G is the (k+m)-form with
components given in (1.30). As an example, let A and B be two 1-forms. Their wedge
product is then characterized by the components
2A[µBν] = AµBν −BµAν (1.31)
from which we see that
A ∧B = A⊗B−B⊗A (1.32)
The wedge product has some simple algebraic properties:
1. It is associative and distributive:
(A ∧B) ∧C = A ∧ (B ∧C) (1.33)
A ∧ (λB+ µC) = λA ∧B+ µA ∧C (1.34)
2. If A is a k-form, and B is an m-form, we have
A ∧B = (−1)kmB ∧A (1.35)
Observe especially that 1-forms anti-commute.
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Because of this symmetry, form-components with two identical indices must be zero.
Also, the wedge product of two identical forms vanishes. A p-form A may in general be
written as
A =
1
p!
Aµ1...µpe
µ1 ∧ ... ∧ eµp (1.36)
p-forms in an n-dimensional space where p>n are null forms, i.e. they are equal to zero.
Not to be confused with 0-forms, which are scalar functions.
1.2.6 The Hodge duality operation and dual spaces
The Hodge duality operation is a way to to relate a covariant (contravariant) tensor of
rank d to a contravariant (covariant )tensor of rank (n-d). If the space is equipped with
a metric, we can use the metric to generate a covariant (contravariant) tensor from this
new contravariant (covariant) tensor. In this way, one can use the combined force of the
Hodge duality operation and the metric to generate a covariant (contravariant) tensor
of rank (n-d) from a covariant (contravariant) tensor of rank d. Given an orthonormal
basis of n 1-forms e1, ..., en, the Hodge duality operation has the following property:
∗(e1 ∧ ... ∧ ek) = ek+1 ∧ ... ∧ en (1.37)
The Hodge dual of a k-form T is denoted ∗T. The components of ∗T are given by the
contraction of the components of the k-form T with the n-dimensional, antisymmetric
Levi-Civita tensor:
(∗T )µ1...µd =
1
(n− d)!ǫµ1...µdµd+1...µnT
µd+1...µn (1.38)
If applied twice, the Hodge dual returns the original form, up to a sign:
∗ ∗T = (−1)k(n−k)T if Euclidean metric
∗ ∗T = −(−1)k(n−k)T if Minkowski metric
(1.39)
where n is the dimension of the total space, and k is the rank of the tensor T. In general,
we have that
(∗T) ∧U = 1
k!
T µ1...µkUµ1...µkǫ = (T|U) ǫ (1.40)
when T and U are k-forms, and where ǫ is the n-form often called the volume form.
Given an n-dimensional, orthonormal 1-form basis e1, ..., en, the volume form is given as
ǫ = e1 ∧ e2 ∧ ... ∧ en (1.41)
and satisfies
ǫ = ∗1 (1.42)
The Hodge dual illuminates the connections between forms and vectors. Consider for
instance the wedge product of two 1-form A and B. In a Euclidean space with dimension
n = 3, it would have the components
(A ∧B)ij = AiBj −AjBi (1.43)
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If we now wish to find the components of the dual of the wedge product, we know from
(1.38) that they are given by
(∗ (A ∧B))i =
1
2
ǫijk
(
AiBj −AjBi) = ǫijkAiBj (1.44)
because of the antisymmetry of the Levi-Civita symbol. But this is exactly the expression
for the cross product of two vectors(
~A× ~B
)
i
= ǫijkA
iBj (1.45)
and thus we see explicitly that the wedge product is a generalization of the cross product
from 3 to arbitrary dimensions.
1.2.7 The exterior derivative
The need for a derivation which preserves the antisymmetry of forms led to the definition
of the exterior derivative, d. The exterior derivative of a 0-form yields a 1-form like so:
dφ =
∂φ
∂xµ
e
µ (1.46)
where eµ are the coordinate basis forms eµ = dxµ, since in coordinate basis
dxµ =
∂xµ
∂xν
e
ν = δµνe
ν = eµ (1.47)
Thus, the exterior derivative of a p-form is a (p+1)-form. In this sense, the exterior deriv-
ative of a scalar function generalizes the concept of the gradient from three dimensions.
We find the components of the (p+1)-form as follows: The exterior derivative of a p-form
T may be written as
dT =
1
p!
Tµ1...µp,µ0e
µ0 ∧ eµ1 ∧ ... ∧ eµp (1.48)
But it is by definition antisymmetric, so only the antisymmetric part of the tensor
Tµ1...µp,µ0 contributes. We know from (1.28) that this can be written T[µ1...µp,µ0], there-
fore we get
dT =
1
p!
T[µ1...µp,µ0]e
µ0 ∧ eµ1 ∧ ... ∧ eµp (1.49)
Since dT is a (p+1)-form, it has the general expression
dT =
1
(p + 1)!
(dT)µ0...µpe
µ0 ∧ eµ1 ∧ ... ∧ eµp (1.50)
But then we must have the following expression for the components:
(dT)µ0...µp = (p+ 1)T[µ1...µp,µ0] (1.51)
The exterior derivative allows for a certain classification of forms:
• Consider a k-form A. If there exists a (k − 1)-form B such that A can be written
A = dB (1.52)
then A is said to be exact.
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• If a k-form A satisfies
dA = 0 (1.53)
then A is said to be closed.
The exterior derivative itself satisfies three important properties:
1 It is linear, e.g. d(A+B) = dA+ dB
2 The wedge product rule. If A is a p-form and B is a q-form, one has that
d(A ∧B) = dA ∧B+ (−1)pA ∧ dB (1.54)
3 The second exterior derivative is zero:
d
2
A ≡ d(dA) = 0 (1.55)
The third point shows that all exact forms are closed, but a closed form is not necessarily
exact.
The Hodge dual allows for us to find the vector analysis counterpart to the expressions
involving the exterior derivative. Again assume that we are in EuclideanR3. We already
know that the exterior derivative of a function returns a 1-form, and thus generalizes
the vector calculus concept of the gradient. The exterior derivative of a 1-form on the
other hand, has the components
(dA)ij = ∂iAj − ∂jAi (1.56)
But this has the same form as the expression from two 1-forms wedged with one another.
Thus, the dual of this is the same as the vector expression(
~∇× ~A
)
i
= ǫijk∂iAj (1.57)
This also shows that d(dA) = 0 is the form equivalent of the vector equation ~∇ ·(
~∇× ~A
)
= 0.
Equipped with the Hodge dual and the exterior derivative, we can introduce another im-
portant derivative: the codifferential, denoted δ. It is defined as the dual of the exterior
derivative, in the sense that
δ = (−1)n(k+1)+1 ∗ d∗ (1.58)
where n is the dimension of the total space and k is the rank of the tensor on which
the codifferential is applied. In this way the codifferential creates a (k-1)-form from a
k-form. This is readily apparent, since the Hodge dual first generates a (n-k)-form from
the k-form, then the exterior derivative generates a (n-k+1)-form from this, and lastly
the second application of the Hodge dual generates a (n-(n-k+1))-form, which is simply a
(k-1)-form. In the same sense that the exterior derivative generalizes the gradient, the
codifferential generalizes the divergence when applied to 1-forms. To see this, consider
a 1-form A and a scalar B. If we define that B = δA, then we have (ignoring the
proportionality constant)
B ∝ ∗d ∗A (1.59)
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The components of the Hodge dual of A
(∗A)µ1...µn−1 = ǫµ1...µn−1αAα (1.60)
allow us to find the components of the derivative of the dual of A
(d ∗A)µ0...µn−1 ∝ ǫµ1...µn−1αAα,µ0 (1.61)
Taking the Hodge dual of this again we obtain
∗d ∗A ∝ ǫµ0...µn−1ǫµ1...µn−1αAα,µ0 (1.62)
In the end this boils down to
B = δA = −∂αAα (1.63)
where the minus sign is inserted by convention. This is indeed the generalized equation
for the divergence.
1.3 Integration of differential forms
Let Ω be a k-dimensional manifold embedded in a higher dimensional space M of di-
mension n. For instance, if k=2 and Mn = R3 then Ω would be describing a surface in
Euclidean 3-space. In any case, let us keep to arbitrary dimensions. Consider a dif-
ferential form F of degree k defined on Ω (i.e. it is zero outside of Ω). For simplicity’s
sake, assume that Ω can be covered by a single coordinate system U with coordinates
(λ1, λ2, ..., λk). Let us denote the coordinates of M by (x1, x2, ...., xk, ..., xn). Now at each
point (λ1, λ2, ..., λk) in U we have the set of coordinate basis vectors (1.18), ~e1, ~e2, ..., ~ek .
Since F is a k-form, it maps the set of coordinate basis vectors at each point into a real
number F(~e1, ..., ~ek). In this sense F(~e1, ..., ~ek) can be viewed as an ordinary function on
U and we define the integral of F as∫
Ω
F ≡
∫
U
F(~e1, ..., ~ek)dλ
1...dλk (1.64)
If we take into account the canonical vectors~i1, ...~in defined by the coordinates of M , we
know that the transformation between the canonical vectors of Ω andM are given by
~e1 =~ia1
∂xa1
∂λ1
; ...;~ek =~iak
∂xak
∂λk
(1.65)
Thus we have
F(e1, ..., ek) = F(~ia1 , ...,~iak )
∂xa1
∂λ1
...
∂xak
∂λk
= Fa1...ak
∂xa1
∂λ1
...
∂xak
∂λk
(1.66)
And we can finally write∫
Ω
F =
∫
U
F(e1, ..., ek)dλ
1...dλk =
∫
U
Fa1...ak
∂xa1
∂λ1
...
∂xak
∂λk
dλ1...dλk (1.67)
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1.3.1 Properties of the integral of differential forms
The integral is linear, i.e. ∫
Ω
(F+G) =
∫
Ω
F+
∫
Ω
G (1.68)
∫
Ω
λF = λ
∫
Ω
F (1.69)
Now to each manifold (or space, if you will) Ω of dimension k there is associated its
boundary, which we denote ∂Ω, which is of dimension k-1. The boundary is itself a
manifold. Equipped with the exterior derivative we have already seen how we can create
a k-form from a (k-1)-form. Thus we may form two integrals from a (k-1)-form F:∫
∂Ω
F and
∫
Ω
dF (1.70)
It can be shown that these two integrals are intimately related, and the result is the
generalized Stoke’s Theorem. If Ω is a k-dimensional manifold, and F a (k-1)-form, then∫
∂Ω
F =
∫
Ω
dF (1.71)
The last property we shall include here is the integration by parts. From (1.54) we get
d(A ∧B) = dA ∧B+ (−1)pA ∧ dB (1.72)
where A and B is a p- and q-form respectively. If we let Ω be a (p+q+1)-dimensional
manifold, we can construct the integral∫
Ω
d(A ∧B) =
∫
Ω
dA ∧B+ (−1)p
∫
Ω
A ∧ dB (1.73)
The left hand side of this equation can be rewritten using the generalized Stoke’s The-
orem, and thus we get ∫
∂Ω
A ∧B =
∫
Ω
dA ∧B+ (−1)p
∫
Ω
A ∧ dB (1.74)
which we may write as∫
Ω
dA ∧B =
∫
∂Ω
A ∧B− (−1)p
∫
Ω
A ∧ dB (1.75)
1.4 Differential forms and electromagnetism
Differential forms have many other useful areas of application besides general relativity.
They are used in quantum field theory, thermodynamics, mechanics, and electromagnet-
ism among others. In electromagnetism there are many advantages to using differential
forms, rather than ordinary vector calculus. Take the Maxwell equations for example.
When Maxwell first introduced his equations, he needed quite many of them. Then
vector calculus came along and made it possible to accumulate the equations into four
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vector equations. Later on, the tensor formalism made its appearance, and defining the
matrix representation of the covariant electromagnetic tensor as
F :


0 E1 E2 E3
−E1 0 B3 −B2
−E2 −B3 0 B1
−E3 B2 −B1 0


(1.76)
one found that the four vector equations could be combined into two tensor equations:
Fαβ,µ + Fβµ,α + Fµα,β = 0


~∇ · ~B = 0
∂ ~B
∂t +
~∇× ~E = ~0
Fαβ,β = J
α


~∇ · ~E = ρ
∂ ~E
∂t − ~∇× ~B = −~j
(1.77)
which can be shortened even more by writing them as form equations.
The electromagnetic field tensor is skew-symmetric, so it can be represented by a dif-
ferential 2-form. To see this, let us take the vector potential ~A = Aµ~eu known from the
ordinary vector calculus and construct the one-form A = Aµe
µ by using the metric on
the contravariant coefficient Aµ. We then construct the following two-form:
F = dA = ∂νAµe
ν ∧ eµ = Aµ,νeν ∧ eµ (1.78)
Since F is a two-form it will in general have the form
F =
1
2
Fνµe
ν ∧ eµ (1.79)
If we antisymmetrize (1.78) we get
F =
1
2
(Aµ,ν −Aν,µ) eµ ∧ eν (1.80)
And we clearly get the ordinary form of the electromagnetic field tensor:
Fµν = Aµ,ν −Aν,µ (1.81)
From (1.78) we see that F is an exact form, and therefore it is also closed by (1.55):
dF = 0 (1.82)
From (1.51) and (1.28) we find the components of dF. Since it is a 3-form, we get:
(dF)αµν = 3F[µν,α] =
3
3!
(Fµν,α − Fνµ,α + Fαµ,ν − Fµα,ν + Fνα,µ − Fαν,µ) (1.83)
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By making use of the fact that Fµν is antisymmetric, we further get
(dF)αµν =
6
3!
(Fµν,α + Fαµ,ν + Fνα,µ) = Fµν,α + Fαµ,ν + Fνα,µ (1.84)
And finally, since dF is zero, so are its components, and therefore we recover two of the
Maxwell equations:
Fµν,α + Fαµ,ν + Fνα,µ = 0 (1.85)
1.5 Curvature and connection
There are two main types of curvature. The extrinsic and the intrinsic.
1.5.1 Intrinsic curvature
The intrinsic curvature is a property of a space which inhabitants living in/on this space
can measure. A much used example is that of ants living on a two-dimensional sphere.
Now an observer in three spatial dimensions would immediately agree that the surface
of the sphere is curved. But would two-dimensional ants living on the surface agree?
Indeed they would, if they performed the following experiment.
A two-dimensional ant living on the sphere wishes to take a walk from the north pole of
the sphere and radially outwards to a distance R the way he sees it. But before depart-
ing, he places a giant pole right in the center of the north pole, to which he attaches a
measuring string which he takes with him on his walk. At the point X where he arrives
the string now shows a distance R. He then proceeds to walk in a circle with the string
held at length R, measuring the distance O when he arrives back at point X. If the clever
ant now takes the distance O, and divides it by 2π, he might initially expect to get back
the radius R. But this is not what happens, as we can see in figure 1.1. Because of the
curvature of the surface of the sphere, the distance R the ant measures will be larger
than that of O divided by 2π. The ant has no alternative but to agree that the space he
lives in is curved. The surface curvature of a sphere is therefore an example of intrinsic
curvature.
There is yet another example of visualizing the intrinsic curvature using the surface
of spheres. This one revolves around parallel transporting a vector along the surface of
the sphere. Imagine a vector tangent to the surface of a sphere, we see that when we
parallel transport it like in figure 1.2, the vector changes direction by and angle α. This
is another example of an effect due to the fact that the surface of a sphere is curved.
1.5.2 Extrinsic curvature
The extrinsic curvature cannot be observed by anyone who is not also able to observe the
higher dimensional space in which the curved space is embedded. It is concerned with
how the space is embedded. Think for instance of a a normal sheet of paper. The surface
of the paper sheet is flat and two dimensional, so it has no intrinsic curvature. But we
may bend the paper or smoothly twist and deform it (without stretching), and as such
we might say it has curvature. But this is then the extrinsic curvature.
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X
r
R
O
Fig. 1.1: A figure showing the distance R an ant living of the surface of the sphere walks outwards
from the north pole, and the circumference O it travels before it returns to the point X.
When he measures the radius of the circle he expects R, but finds r due to the intrinsic
curvature of the surface of the sphere.
A great way to visualize an example of extrinsic curvature is to take a sheet of paper,
and draw a perfectly straight line from one side to the other. Then curl the paper into a
cone, and observe how the straight line intersects itself with some angle (see figure 1.3).
This is because a cone has extrinsic curvature, but since we are always able to unfold it
into an ordinary sheet of paper again without damaging it, it has no intrinsic curvature.
1.5.3 The connection
The connection is the quantity that tells us how a vector changes when wemove from one
point in space to another by parallel transport. In this sense it generalizes the concept
of parallel transport by supplying a method for parallel transport combined with projec-
tion. The Koszul connection generalizes the idea of partial derivatives of a vector field
along another vector field, and the Koszul connection coefficients are found by taking
the covariant derivative of basis vector fields along the basis vector fields themselves.
Using the notation ∇~eν = ∇ν we get
∇ν~eµ ≡ Γαµν~eα (1.86)
where Γαµν are the Koszul connection coefficients. In coordinate basis they reduce to
Christoffel symbols. Generally, the Koszul connection coefficients have no symmetry.
Cartan formulated his connection theory in the language of forms, and presented the
concept of the connection 1-form, from which one may generate several invariants like
the curvature. The exterior derivative of a basis vector is defined as
d~eµ ≡ Γνµα~eν ⊗ eα (1.87)
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Fig. 1.2: A figure showing the parallel transport of a tangent vector to a sphere. When it returns
to the starting point, it has changed orientation because of the intrinsic curvature of the
surface of the sphere.
Fig. 1.3: An example of extrinsic curvature. A straight line on a flat piece of paper intersects itself
if the paper is folded into a cone. The paper sheet has no intrinsic curvature, but the
cone shape has extrinsic curvature, and that is the reason for the line crossing itself. The
intersection angle is related to the opening angle of the cone.
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The definition of the connection 1-forms, denoted Ωνµ is
d~eµ ≡ ~eν ⊗Ωνµ (1.88)
Cartan discovered the relation between basis 1-forms and the connection, and this result
became known as Cartan’s 1st structure equation
de
α = −Ωαµ ∧ eµ (1.89)
The curvature may be represented as a 2-form, and the relation between the curvature,
denoted Fµν , and the connection is known as Cartan’s 2nd structure equation
F
µ
ν = dΩ
µ
ν +Ω
µ
α ∧Ωαν (1.90)
1.6 The second structure: the plane bundle
We will now attribute to space a new structure in addition to the metric tensor. At each
point in space we define a two-dimensional plane π(~r). The field of these planes defines
a bundle. One may think of such a bundle as being comprised of the space of each plane
“glued together”. For instance, the combination of all tangent spaces of a sphere defines
a bundle.
A plane can be described by an antisymmetric tensor λµν . We will see that this structure
can be associated with an electromagnetic field which might be present in this space.
Specifically the curvature of the plane bundle will be shown to be associated with the
electromagnetic field strength. One of the great things about this new structure is that
it is very easy to visualize, especially in three spatial dimensions as we will show in
chapter 2. From this structure there emerges several “secondary” structures, which we
will investigate to see what information they might hold.
2. THE MODEL IN 3D
One of the properties of the plane model discussed here is that it gives a very neat way
of visualizing some electromagnetic phenomena, especially in 3D which we can actually
comprehend. There are several ways to visualize the fields, we could draw the π(x)-
planes at certain points for instance. Or we could draw the field lines for the normal
vector to the π-planes, ~n. Also another way has been used in [5], where the so-called
integrable surfaces of the set of π-planes has been illustrated. These integrable surfaces
are smooth, two-dimensional surfaces which the π-planes are tangent to, and therefore
the vectors ~n are normal to. We will in the following present figures of the ~n-field lines
for some examples.
To get a feel for the geometric concepts and illustrate their connection to electromag-
netism, we start with the examination of the model in three spatial dimensions. In ad-
dition, we will mostly use the formalism of vectors, to make the most out of our already
intuitive visualization of vectors. What follows is more or less a repeat of the discussions
in [5], but we include here the electric fields as well as the magnetic, and include some
examples of electric fields as well as the examples of magnetic fields contained in [5] and
some plots of some of the ~n-field lines for the different configurations.
2.1 The plane
So, imagine the ordinary Euclidean 3-space. This is a vector space, and as such we may
define a set of 3 base vectors that generate it entirely
~ǫi = {~ǫ1,~ǫ2,~ǫ3} (2.1)
We now introduce a plane which we will call π(x) spanned by two orthonormal vectors
at each point in space, the orientation of which is determined by the normal vector to
the plane. This normal vector is also of unit length. The set of vectors that specify the
plane entirely is then
~ea(x) = {~e1(x), ~e2(x), ~e3(x)} = {~e1(x), ~e2(x), ~n(x)} (2.2)
written as a function of the position since two planes at different points in space may
have different orientations, and therefore the vectors that specify the planes are also
different. This means that the normal vector and each of the vectors in the plane define
a vector field each. Thus we have three vector fields, and the three vectors that define
them can be decomposed in the fixed vector basis of the total Euclidean space (2.1):
~ea(x) = (~ea)
i(x)~ǫi = R
i
a(x)~ǫi (2.3)
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2.2 The Connection
In the same sense as the set of all tangent planes to a sphere defines a tangent space
for the sphere, we can think of the set of all π-planes as defining a space itself. This
space would be called a plane bundle, and is a specialized example of the more general
fiber bundle term. We do not in general know what happens when we move a vector
living on the plane bundle (i.e. constrained to exist in the plane at any given point),
since this will depend on how the planes are oriented at different points. E.g. if all the
planes are oriented in the same direction at every point in space, they are parallel and
we could freely move a vector from one point to another by parallel transport alone, and
we would say that the plane bundle is a flat space. If the planes do not share the same
orientation everywhere, the vector transport is no longer trivial and we then say that the
plane bundle is a curved space. To find the specific curvature we therefore want to find
an expression for the connection in the plane bundle. We know that this can be done by
taking the covariant derivative of the base vectors of this space. The base vectors for the
plane bundle are the orthonormal vectors that define each plane, i.e. the base vectors
are the ones given in (2.2) and they are dependent on the position at which one observes
them. We proceed then, to get
∇b~ea(x) = ∇b(Ria(x)~ǫi) = ∇bRia(x)~ǫi (2.4)
Since the frame vectors are orthonormal and Euclidean, we must have ~ea ·~eb = δab which
means that R−1 = RT , and so we further get
∇b~ea(x) = ∇bRia(x)Rci(x)~ec(x) = Rci(x)∇bRia(x)~ec(x) ≡ Γcab(x)~ec(x) (2.5)
So we get the connection coefficients
Γcab = R
c
i∇bRia (2.6)
The connection coefficients Γcba can be represented by a matrix in the c and a indices.
Remembering (2.3) we get
(Γcab) =


0 ni∇bei1 ni∇bei2
ei1∇bni 0 ei1∇be2i
ei2∇bni ei2∇be1i 0


≡


0 −l1b −l2b
l1b 0 ab
l2b −ab 0


(2.7)
So the components of this matrix are components of 1-forms. We may now use the metric
to generate vector fields using these components, and so we get
~a = e1i~∇ei2
~la = e
i
a
~∇ni
(2.8)
where ~a is the vector representation of the connection in the plane bundle and therefore
represents the intrinsic curvature of the bundle. The vector fields ~la represent the ex-
trinsic curvature of the bundle, as they are associated with how the normal vector to the
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plane (and therefore the “orientation of the bundle”) changes. Using these three vector
fields, we can write the structure equations for the plane bundle:
~∇eia = −ǫab~aeib −~lani
~∇ni = ~l1ei1 +~l2ei2
(2.9)
We know that a connection 1-form such as ab are the components of, generate the in-
trinsic curvature by
b = da (2.10)
But we also know the vector equation equivalent of this from (1.57). Thus we have the
vector representation for the intrinsic curvature:
~b = ~∇× ~a (2.11)
It follows from this that the intrinsic curvature satisfies
~∇ ·~b = 0 (2.12)
which is otherwise known as the Bianchi identity in differential geometry. The fields of
extrinsic curvature can also be used to describe the intrinsic curvature:
~b = ~∇× ~a = ~∇
(
e1i~∇ei2
)
= ~∇e1i × ~∇ei2 =
(
−~ae2i −~l1ni
)
×
(
~aei1 −~l2ni
)
(2.13)
And again because of the orthonormality of the vectors, we get
~b = ~l1 ×~l2 (2.14)
~b may also be described completely by the components of ~n:
~b = ~l1 ×~l2
=
(
e1i~∇ni
)
×
(
e2j ~∇nj
)
= e1ie2j ~∇ni × ~∇nj
= e1ie2j
1
2
(
~∇ni × ~∇nj − ~∇nj × ~∇ni
)
= 12 (e1ie2j − e1je2i) ~∇ni × ~∇nj
(2.15)
By definition we have that ~n = ~e1 × ~e2. This means that the components of ~n are given
by
ni = ǫijke1je2k (2.16)
This leads to
ǫijkn
i = ǫijkǫ
imne1me2n
= (δj
mδk
n − δjnδkm) e1me2n
= e1je2k − e1ke2j
(2.17)
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which we may now use in our preliminary expression for ~b above to get
~b =
1
2
ǫijkn
i~∇nj × ~∇nk (2.18)
or equivalently
bi =
1
2
ǫijk~n ·
(
∂j~n× ∂k~n
)
(2.19)
Observe now that we have generated a new triple of vectors, (~b,~l1,~l2), from the original
(~n,~e1, ~e2).
For later use it will be of interest to express ~b in terms of the polar angles of ~n. We may
write
~n = [sinΩ cosω, sinΩ sinω, cos Ω] (2.20)
From (2.18) we observe that the sum over j and k means that we get two equal contri-
butions for each i-value. Thus we get
~b = n1~∇n2 × ~∇n3 + n2~∇n3 × ~∇n1 + n3~∇n1 × ~∇n2 (2.21)
We will need the derivatives of the components of ~n:
~∇n1 = cosΩ cosω~∇Ω− sinΩ sinω~∇ω
~∇n2 = cosΩ sinω~∇Ω+ sinΩ cosω~∇ω
~∇n3 = − sinΩ~∇Ω
(2.22)
From these we find the cross products needed:
~∇n2 × ~∇n3 = sin2 Ωcosω~∇Ω× ~∇ω
~∇n3 × ~∇n1 = sin2Ω sinω~∇Ω× ~∇ω
~∇n1 × ~∇n2 = cosΩ sinΩ (cos2 ω + sin2 ω) ~∇Ω× ~∇ω
= cosΩ sinΩ~∇Ω× ~∇ω
(2.23)
From these again we find the terms in the equation for ~b:
n1~∇n2 × ~∇n3 = sinΩ sin2 Ωcos2 ω~∇Ω× ~∇ω
n2~∇n3 × ~∇n1 = sinΩ sin2 Ω sin2 ω~∇Ω× ~∇ω
n3~∇n1 × ~∇n2 = sinΩ cos2 Ω~∇Ω× ~∇ω
(2.24)
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And so we further get
~b =
(
sinΩ sin2Ω
{
cos2 ω + sin2 ω
}
+ sinΩ cos2Ω
)
~∇Ω× ~∇ω
= sinΩ
{
cos2 Ω+ sin2 Ω
}
~∇Ω× ~∇ω
(2.25)
Finally we get the expression we’re after:
~b = sinΩ~∇Ω× ~∇ω (2.26)
A natural choice for the base vectors in the plane would be
~e1 = [cos Ω cosω, cos Ω sinω,− sinω]
~e2 = [− sinω, cosω, 0]
(2.27)
These are orthonormal to each other and to ~n. This choice enables us to express the
connection in terms of the polar angles of the normal vector. We get
~a = e1i~∇ei2
= cosΩ cosω~∇(− sinω) + cos Ω sinω~∇ cosω + cosΩ~∇0
= − cos Ω (cos2 ω + sin2 ω) ~∇ω
(2.28)
and thus
~a = − cos Ω~∇ω (2.29)
Comparing this result with (2.26) we see that we get
~a ·~b = 0 (2.30)
2.3 Rotations in the plane
There is an obvious degree of freedom associated with these planes as we have defined
them. Their direction is specified completely, so the normal vector is then defined com-
pletely. But what about the base vectors in the plane? They are not completely defined,
since they may be rotated any angle in the plane without affecting the direction of the
normal vector (see figure 2.1). The specific choice we made in (2.27) is just the seemingly
most natural choice of orientation. There are infinitely many other choices one could
have made by rotating the vectors an arbitrary angle in the plane. So let’s see what
happens to the geometric quantities we have constructed so far under such a rotation.
A general rotation of the vectors in the plane by an angle α = α(~r) may be written as
~e′1(~r) = cosα(~r) · ~e1(~r) + sinα(~r) · ~e2(~r)
~e′2(~r) = − sinα(~r) · ~e1(~r) + cosα(~r) · ~e2(~r)
(2.31)
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Fig. 2.1: A figure depicting two different choices of base vectors to span the π-plane. The two sets
are related by a rotation within the plane, and therefore the normal vector is unchanged.
The connection then becomes
~a′(~r) = e′1i(~r)~∇e′i2(~r)
= [cosα(~r) · e1i(~r) + sinα(~r) · e2i(~r)] ~∇
[− sinα(~r) · ei1(~r) + cosα(~r) · ei2(~r)]
= [e1i cosα+ e2i sinα] ·
[
−ei1 cosα~∇α− sinα~∇ei1 − ei2 sinα~∇α+ cosα~∇ei2
]
= cos2 α · e1i~∇ei2 − sin2 α · e2i~∇ei1 − (cos2 α+ sin2 α)~∇α
(2.32)
and because of the orthonormality of the vectors e1i~∇ei2 = −e2i~∇ei1, and so we get
~a′ = ~a− ~∇α (2.33)
Thus we see that the connection transforms inhomogeneously under such rotations.
We see quickly though, from the structure equations (2.9) that the fields of extrinsic
curvature transform homogeneously:
~l′1 = cosα~l1 + sinα~l2
~l′2 = − sinα~l1 + cosα~l2
(2.34)
One then easily observes that the curvature (2.14) is invariant under such a rotation:
~b′ = ~l′1 ×~l′2 =
(
cosα~l1 + sinα~l2
)
×
(
− sinα~l1 + cosα~l2
)
= ~l1 ×~l2 (2.35)
This invariance of ~b is made manifest by the fact that it can be written completely as
a function of the various components of ~n as shown in (2.18). As ~n is not affected by a
rotation of the vectors in the plane, this shows that the same goes for ~b.
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2.4 The connection to electromagnetism
The choice of notation already indicates the association which we nowwill make. Namely,
we let the connection ~a describe the well known vector potential in electromagnetism.
In this way, we observe that the intrinsic curvature ~b describes the magnetic field. We
also observe that a rotation in the plane as previously discussed, in fact corresponds to
the notion of a U(1) gauge transformation, and (2.35) shows that the magnetic field is
invariant under such a transformation, as it should be. The association of the connection
with the vector potential is the heart and soul of this approach to the geometrization of
electromagnetism and this attempt at in a way connecting the theories of gravity and
electromagnetism.
The formal association we write as
~A = λ~a (2.36)
where ~A is the vector potential, λ a proportionality constant and ~a the connection in the
plane bundle. In this way we retrieve the usual equation for the magnetic field by
~B = λ~b = λ~∇× ~a = ~∇× ~A (2.37)
A gauge transformation in the usual sense in electromagnetism is of the form
~A′ = ~A− ~∇θ (2.38)
and is now interpreted as a rotation of the base vectors in the plane bundle by an angle
α(~r) = θ(~r)/λ. From (2.12) we get the magnetic field equation
~∇ · ~B = 0 (2.39)
We can include also electric fields by letting the orientation of the planes be explicitly
time dependent. Then we must augment the list of structure equations (2.9) with the
corresponding time derivatives, and the full list of structure equations then reads as
~∇eia = −ǫab~aeib −~lani
∂te
i
a = −ǫaba0eib − la0ni
~∇ni = ~l1ei1 +~l2ei2
∂tn
i = l10e1 + l20e2
(2.40)
where
a0 ≡ ~e1 · ∂t~e2 la0 = ~ea · ∂t~n (2.41)
Thus we define the following quantity:
A0 = λe1i∂te
i
2 = λe1ie˙
i
2 (2.42)
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which is natural to think of as the zeroth component of a four vector ~A =
[
A0, ~A
]
in
four-dimensional space-time, hence the notation. The 3-vector connection is now both
dependent on time and position, and so we get the ordinary expression for the electric
field
~E = − ~˙A− ~∇A0 (2.43)
Again we can re-express this in terms of the polar angles of ~n using (2.29). To do this
we also need A0 expressed in terms of the polar angles, but this we can readily write out
immediately, as the calculation would be identical to that of ~a in (2.29) with the space
derivatives replaced by a time derivative with an additional minus sign. Therefore
A0 = λ cos Ωω˙ (2.44)
Thus we can find the expression for the electric field:
1
λ
~E = −∂t
(
− cos Ω~∇ω
)
− ~∇ (cos Ω∂tω)
= − sinΩΩ˙~∇ω + cosΩ~∇ω˙ + sinΩω˙ ~∇Ω− cos Ω~∇ω˙
(2.45)
which tells us that
~E = λ sinΩ
(
ω˙ ~∇Ω− Ω˙~∇ω
)
(2.46)
But now we observe a rather large constraint on the electromagnetic fields we are able
to represent by such planes in three dimensions. By comparing with (2.26) we see that
we can only represent electromagnetic fields which obey
~E · ~B = 0 (2.47)
So we may represent pure electric fields, or pure magnetic fields, but if there appears
both electric and magnetic fields together (e.g. EM waves) the electric and the magnetic
field must be orthogonal.
2.4.1 Magnetic flux and the area theorem
In the spirit of geometrizing electromagnetism, the magnetic flux through a surface area
proves to be of quite some interest. The flux gains a geometric interpretation by use of a
special kind of mapping known as the spherical map associated with the plane bundle.
This map is a map from R3 into the unit sphere. Consider a smooth surface area S which
at each point in S has a plane attached. The spherical map consists of taking all these
normal vectors and placing them such that they all start from the same point. In this
way they will trace out an area, n(S), on the unit sphere (see figure 2.2). To see what this
has to do with the flux, consider a magnetic field ~B and such a surface S as described,
through which there passes magnetic flux. We then in general have the expression
Φ =
∫
S
~B · d ~A (2.48)
where d ~A is a normal vector representing an infinitesimal area element of S. A surface
can always be parametrized by two coordinates, let’s call them λ1 and λ2. If ~r is the
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Fig. 2.2: The spherical map. It consists of taking the ~n-vector at every point ~r on the surface S
and joining the together at the origin of a unit sphere, retaining their direction. In this
way they will describe a surface n(S) on the unit sphere which essentially corresponds
the magnetic flux through S. It follows that the flux is invariant for all transformations
of the ~n-vectors which preserves the area n(S). Figure reconstruced from the same figure
in [5].
position of the infinitesimal area element we are integrating over, then d ~A can be written
as the cross product of two infinitesimal basis vectors of the infinitesimal area, i.e.
d ~A =
∂~r
∂λ1
× ∂~r
∂λ2
dλ1dλ2 (2.49)
Thus we get
Φ =
∫
S
~B ·
(
∂~r
∂λ1
× ∂~r
∂λ2
)
dλ1dλ2 (2.50)
We make use of (2.26) and further get
Φ = λ
∫
S
sinΩ
(
~∇Ω× ~∇ω
)(
∂~r
∂λ1
× ∂~r∂λ2
)
dλ1dλ2
= λ
∫
S
sinΩ
[(
~∇Ω · ∂~r
∂λ1
)(
~∇ω · ∂~r
∂λ2
)
−
(
~∇Ω · ∂~r
∂λ2
)(
~∇ω · ∂~r
∂λ1
)]
dλ1dλ2
= λ
∫
S
sinΩ
[(
∂Ω
∂xµ
∂xµ
∂λ1
)(
∂ω
∂xν
∂xν
∂λ2
)
−
(
∂Ω
∂xµ
∂xµ
∂λ2
)(
∂ω
∂xν
∂xν
∂λ1
)]
dλ1dλ2
= λ
∫
S
sinΩ
(
∂Ω
∂λ1
∂ω
∂λ2
− ∂Ω∂λ2 ∂ω∂λ1
)
dλ1dλ2
(2.51)
We are free to choose the coordinates we wish to use to parametrize the surface S. If
we choose λ1 = Ω and λ2 = ω, this will correspond to integrating over the surface n(S)
rather than S. Only one of the terms of partial derivatives in the integral survives, and
so we arrive at
Φ = λ
∫
n(S)
sinΩdΩdω (2.52)
The integral is exactly the solid angle expression for calculating a surface area with unit
distance, and is thus simply equal to the area n(S). So we observe that the flux exactly
corresponds to λ times the surface area n(S). This we will refer to as the area theorem.
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This is especially interesting when one considers magnetic monopoles, as they are
characterized by having a non-vanishing flux through any closed surface surrounding
them. This means that the set of normal vectors on this surface must trace out the en-
tire surface of the unit sphere an integer number of times when we perform the spherical
map. The area of the unit sphere is 4π and so this means that we actually get quantiza-
tion of the magnetic flux for a monopole:
Φ = g = λ4πm (2.53)
where m is an integer. It is called the winding number and denotes the number of times
the area n(S) is wound/wrapped around the unit sphere. Observe that this is a con-
sequence of the geometric approach to the electromagnetic field, and not a quantum ef-
fect. This also means that 4πλ can be interpreted as the unit magnetic charge, although
there is not yet anything that fixes the size of λ.
One then concludes that if there is a non-vanishing winding number m when calcu-
lating the flux through a surface area S, then there are singularities in the ~n-field in S
associated with magnetic monopoles. The simplest case would then be m = 1 where we
have exactly one singularity. This could then be represented by a radially directed field
~n(~r) =
~r
r
(2.54)
which would have exactly one singularity at the origin. The complexity of the ~n-field
increases with m > 1, and is no longer simply radially directed.
Another interesting observation can be made at this point. According to the area
theorem, the flux is invariant under a transformation ~n(~r)→ ~n′(~r) as long as the trans-
formation preserves the area n(S). This means that the magnetic field ~B also is invariant
under such a transformation. An example of such a transformation would for instance
be an ~r-independent rotation of the ~n-vectors. Obviously this would just rotate the area
n(S) on the sphere without changing its size. For any given two-dimensional surface S
parametrized by the coordinates x1 and x2, the infinitesimal area-element can be written
as the two-form
A =
1
2
√
det[g(x)]ǫabdx
a ∧ dxb (2.55)
where
√
det[g(x)] is the determinant of the matrix representation of the metric on the
surface S:
gab = ~ea · ~eb = ∂~r
∂xa
· ∂~r
∂xb
, a, b = 1, 2 (2.56)
and ~r is the vector from the origin to the point on S. In our case with the area n(S) on
the unit sphere, the radius vector is ~n and we have initially chosen the polar angles of
~n as the coordinates x1 and x2. No matter the specific initial choice of the coordinates,
imagine that we perform a transformation on the ~n-vectors,
~n→ ~n′ (2.57)
from which it follows that the coordinates ya that parametrize n′(S) are different from
those xa that parametrize n(S). Thus we find the transformed infinitesimal area-element
of n′(S):
A
′ =
1
2
√
det[g′(y)]ǫabdya ∧ dyb (2.58)
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Thus, the area integral becomes
n′(S) =
∫
n′(S)
A
′ =
1
2
∫
n′(S)
√
det[g′(y)]ǫabdya ∧ dyb (2.59)
Assuming that both sets of coordinates can be written as functions of one another, i.e.
y = y(x), we can rewrite this as
n′(S) =
1
2
∫
n(S)
√
det[g′(y)]ǫab
∂ya
∂xc
∂yb
∂xd
dxc ∧ dxd (2.60)
where we have performed the variable change from y to x and thusly changed integration
domain from over n′(S) to n(S). The integrand can further be manipulated using the
expression for the Jacobian1:
ǫab
∂ya
∂xc
∂yb
∂xd
= det
∣∣∣∣∂ya∂xb
∣∣∣∣ ǫcd (2.61)
Thus we arrive at
n′(S) =
1
2
∫
n(S)
√
det[g′(y)]det
∣∣∣∣∂ya∂xb
∣∣∣∣ ǫabdxa ∧ dxb (2.62)
But we are interested in the transformations of ~n that preserve the area, i.e. we demand
that n′(S) = n(S), which means that the condition on the transformation can be written
as √
det[g′(y)]det
∣∣∣∣∂ya∂xb
∣∣∣∣ =√det[g(x)] (2.63)
Taking the square of both sides, using (2.56) and employing the properties of the determ-
inant, we find
det
∣∣∣∣∣ ∂n
′
i
∂xa
∂n′i
∂xb
∣∣∣∣∣ = det
∣∣∣∣ ∂ni∂xa ∂n
i
∂xb
∣∣∣∣ (2.64)
But this is about as far as we get with the general expression. If we were to restrict
ourselves to an infinitesimal transformation of the form
ya = xa + εza , ε≪ 1 (2.65)
we could manipulate (2.63) and get a little further:
√
det[g′(y)]det
∣∣∣∣∂ya∂xb
∣∣∣∣ = (√det[g(x)] + εza∂a√det[g(x)] + ...) det
∣∣∣∣∂xa∂xb + ε∂z
a
∂xb
∣∣∣∣ (2.66)
where
∂a ≡ ∂
∂xa
(2.67)
1 See e.g. [9], p.357 eq. (7.29) for the specifics.
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and where we expanded the first factor and inserted the transformation in the second
factor. In general we have that the determinant of the identity matrix plus a very small
term is equal to one plus the trace of the small term, i.e.
det
∣∣∣∣Iab + ε∂za∂xb
∣∣∣∣ ≈ 1 + ε∂aza (2.68)
Inserting this expression into (2.66) and keeping the terms proportional to ε, we get
√
det[g′(y)]det
∣∣∣∣∂ya∂xb
∣∣∣∣ ≈√det[g(x)] + ε(za∂√det[g(x)] +√det[g(x)]∂aza) (2.69)
The terms in the parenthesis can be combined and we get
√
det[g′(y)]det
∣∣∣∣∂ya∂xb
∣∣∣∣ ≈√det[g(x)] + ε∂a (za√det[g(x)]) (2.70)
If this is to obey (2.63) we see that the second term in (2.70) must be zero independent
of the size of ε
∂a
(
za
√
det[g(x)]
)
= 0 (2.71)
The solution to this we can write as
za =
1√
det[g(x)]
ǫab
∂F (x)
∂xb
(2.72)
which is valid for any real-valued function F (x).
2.4.2 The connection to Weyl theory
The geometric description of electromagnetism given here is closely related to Weyl’s
gauge description of electromagnetism. In this description one describes the quantum
state of a particle in an electromagnetic field by a wave function. In the spinless case
this is just an ordinary complex valued function. Therefore one can, for fixed ~r, think of
the wave function ψ(~r) as a vector in a local complex plane. This we can write as
~ψ(~r) = ψ(~r)~e(~r) = ψ1(~r)~e(~r) + ψ2(~r)i~e(~r) (2.73)
where ψ = ψ1 + iψ2 and ~e is the real unit vector of the complex plane. Now we can make
a connection between the complex plane and the plane π(~r) at this point, namely that
~e1(~r) = ~e(~r)
~e2(~r) = i~e(~r)
(2.74)
Thus the wave function appears to be described by a vector field constrained to exist in
the planes π(~r). The complex phase of the wave function is represented as the angle
between the wave vector ~ψ(~r) and the unit base vector ~e1(~r). If we then make a rotation
of the basis vectors as in (2.31), we find that
ψ(~r)→ ψ′(~r) = e−iα(~r)ψ(~r) (2.75)
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which is just the U(1)-gauge transformation.
In Weyl’s theory he introduces the notion of the non-integrability of the local phase
of the wave function. In the context of the plane bundle model we see that this is related
to the path dependency of vector transport in the plane bundle. Since the ordinary
gradient ~∇ does not transform as an observable under gauge transformations, one has
to introduce the covariant derivative
~Dψ =
(
~∇− i~a
)
ψ (2.76)
In Weyl’s theory this is identified with the operator obtained from minimal coupling
between the field and the particle:
~D = ~∇− i q
h¯
~A (2.77)
This fixes a value for our previously unspecified constant λ, giving
λ =
h¯
q
(2.78)
Thus the quantization rule for the magnetic charge (2.53) becomes
qg = 4πmh¯, m is an integer (2.79)
which is almost identical to the charge quantization obtained by Dirac, except that his
version allowsm to take half-integer values.
2.5 Examples
Now that we have developed the formalism, we can examine some examples of electro-
magnetic fields which can be represented by plane bundles. Some examples have much
symmetry, with the characteristic surfaces of the bundle being quite easy to visualize.
While other, seemingly simple electromagnetic fields have a not so simple bundle rep-
resenting them, we shall see that they also have a certain symmetry to them, though
they won’t necessarily have characteristic surfaces that are as easy to visualize.
2.5.1 Magnetic monopole
Earlier we stated that the simplest case of only one point singularity in the ~n-field can
be represented as a radially directed field (2.54), and that this corresponds to a magnetic
monopole. If we use spherical coordinates, {r, ϕ, θ} for R3 and put the monopole at the
origin, this means that the polar angles of ~n are given as
Ω = θ, ω = ϕ (2.80)
From (2.26) we find the magnetic field
~B = λ sin θ~∇θ × ~∇ϕ
= λ sin θ 1
r
∂θ
∂θ
1
r sin θ
∂ϕ
∂ϕ
~eθ × ~eϕ
= λ
r2
~er
(2.81)
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so we get
~B =
λ
r3
~r (2.82)
Since the ~n-field is radially directed everywhere, it must be normal to a sphere around
the monopole for every radius. Therefore the characteristic surfaces of this bundle are
spheres, as seen in [5]. A plot of the radial directed ~n-field is shown in figure 2.3.
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Fig. 2.3: A plot done in Matlab showing the radially directed ~n-field for a magnetic monopole.
The ~n-vectors are tangent to the lines, and the direction is indicated by the coloring and
arrows, they point outwards from black to red.
2.5.2 A magnetic flux string
Consider an axially symmetric flux string along the z-axis. It is then natural to use
cylindrical coordinates {ρ, ϕ, z}. The magnetic field is then only dependent on ρ, and
vanishes outside the string. Let the radius of the string be ρ0, then
~B = B(ρ)~ez , B(ρ) = 0 for ρ > ρ0 (2.83)
This does not specify the plane bundle completely, but let us choose another constraint.
Let us consider an axially symmetric bundle. In this case the polar angles of ~n are then
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given as
Ω = Ω(ρ) , ω = ϕ (2.84)
Again, from (2.26) we get the magnetic field
~B = λ sinΩ~∇Ω× ~∇ϕ
= λ sinΩdΩ
dρ
~∇ρ× ~∇ϕ
= λ sinΩdΩdρ
1
ρ
dϕ
dϕ~eρ × ~eϕ
= λ
ρ
sinΩdΩ
dρ
~ez
(2.85)
And we arrive at
~B = −λ
ρ
d
dρ
(sinΩ)~ez (2.86)
If we make the assumption that the magnetic flux is positive for all ρ, then cosΩ is a
decreasing function of ρ. For symmetry reasons the planes at ρ = 0 must be horizontal.
Therefore Ω(ρ = 0) = 0. And since the magnetic field vanishes outside the radius of
the flux-tube, cos Ω must take on a constant value here, i.e. for ρ ≥ ρ0 we have cos Ω0 =
constant. Since the ~n-vectors only rotate away from the z-axis as we move outwards from
the string when whe have an axially symmetric configuration, the integrable surfaces
which the ~n-vectors are normal to must be coneshaped as seen in [5]. Outside the radius
ρ0 they have the form of cones with a half-angle
1
2π−Ω. The spherical map will now map
the entire xy-plane into a region on the unit sphere confined by Ω ≤ Ω0. The area of this
region is therefore 2π(1− cos Ω) and we thus get the flux from the area theorem:
Φ = 2πλ(1− cos Ω0) (2.87)
This gives an apparent maximum flux Φmax = 4πλ for the string, but this is simply
because we have constrained the bundle to be axially symmetric. We could for instance
have chosen ω = kϕ, k being any number, and thus the maximum flux would be k4πλ.
But then of course, the bundle would no longer be axially symmetric. The ~n-lines for the
axially symmetric configuration (λ = 1) are shown in figure 2.4, while in figure 2.5 the
~n-lines for λ = 2 are shown. We observe that the configuration with λ = 2 is a lot more
chaotic than the axially symmetric part.
As we pointed out earlier, cones have extrinsic curvature. This leads to the fact that a
closed geodesic on the cone will intersect itself by an angle χ which is determined by the
opening angle of the cone:
χ = 2π(1− cos Ω0) (2.88)
which we observe is equal to the flux carried by the string apart from the factor λ. This
gains a physical meaning when one considers quantum particles moving outside the flux
string. The angle χ corresponds to the phase difference between two particles moving on
opposite sides of the string, the famous Aharonov-Bohm-effect. We see then, that this is
a consequence of the extrinsic curvature of the characteristic surfaces of the integrable
plane bundle.
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2.5.3 The Coulomb field
We have seen that if we let the planes be time dependent, then we can also include
electric fields in the description. In the spirit of the magnetic monopole one might be
tempted to think of the electric point charge as an example of a simple electric field that
might have a simple representation in the plane description. But this is not necessarily
the case however, as even simple electromagnetic fields may have very complex ~n-fields.
In the case of the Coulomb field, we know the usual expression for the electric field:
~E =
q
4πǫ0r2
~er (2.89)
From (2.46) we have the electric field expressed in terms of the polar angles of ~n. As
we essentially have two variables for the electric field, {r, t}, and two polar angles, the
simplest solution would be to let each polar angle depend on only one of the variables.
So let us choose the following constraints:
Ω = Ω(r) , ω = ω(t) (2.90)
Then we get
~E = λω˙ sinΩ
dΩ
dr
~er (2.91)
As the Coulomb-field is independent of time, it follows that ω has to be linear in the
time-coordinate. Let
ω(t) = µt (2.92)
Then we get for the electric field
~E = −λµ d
dr
(cos Ω)~er (2.93)
If we compare this with (2.89) we can get an expression for Ω as a function of r:
−λµ ddr (cos Ω)~er = q4πǫ0r2~er
⇒ d(cos Ω) = − q
λµ4πǫ0r2
dr
(2.94)
This we can integrate on both sides to obtain
cos Ω =
q
λµ4πǫ0r
+ C (2.95)
So we get
Ω(r) = arccos
(
q
λµ4πǫ0r
+ C
)
(2.96)
where C is an integration constant which we can set to zero. We know that Ω can only
vary between 0 and π, and therefore we have
−1 ≤ cos Ω(r) ≤ 1 (2.97)
2.5. Examples 33
which by (2.96) gives
−1 ≤ q
λµ4πǫ0r
≤ 1 (2.98)
This gives us a lower bound to how close to the origin the ~n-field is defined:
r ≥ q
λµ8πǫ0
(2.99)
We see that the value of µ here can be used to construct a chosen lower bound on the
~n-field, alternately a chosen lower bound on the ~n-field could specify µ. For example
we could choose the ~n-field not to exist within a sphere of radius equal to the classical
electron radius
re =
q2
4πǫ0mec2
(2.100)
where me is the rest mass of the electron, and c is the speed of light. Let’s also use a
positive angular frequency for the ~n-field. From (2.98) we then obtain the lower bound
on r:
rmin =
q2
4πǫ0h¯µ
(2.101)
where we have used that λ = h¯/q. If we now choose rmin = re we get
q2
4πǫ0mec2
=
q2
4πǫ0h¯µ(1− C) (2.102)
meaning that
mec
2 = h¯µ (2.103)
which shows that a configuration where each ~n-vector contains rotational energy equal
to the rest energy of the electron will only exist outside of the electron, as it should.
A snapshot of the ~n-field lines for a Coulomb-field is shown in figure 2.6. Observed
over time each of these lines would rotate around an axis parallel to the z-axis at their
respective starting points, while bending upwards when close to origo.
2.5.4 Linearly polarized EM wave
A linearly polarized EM wave is an example of a simple EM field which contains both an
electric and a magnetic field, and which fulfills (2.47). Consider a linearly polarized EM
wave which travels along the z-axis. The expression for the electric field is
~E = E0 sin (kz − νt)~ex (2.104)
where ν is the angular frequency and where we have chosen the field to point in the
x-direction. As in the case of the Coulomb-field, the simplest solution is to let one polar
angle of ~n be time dependent and one be dependent on a space coordinate such that the
direction of the electric field is correct. In this case this means that we can choose
Ω = kz − νt , ω = Cx (2.105)
We then get the following expression for the electric field
~E = λνC sin (kz − νt)~ex (2.106)
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which then also gives us that
C =
E0
λν
(2.107)
From (2.26) we find the magnetic field
~B = λ sin (kz − νt)~∇(kz − νt)× ~∇(E0
λν
x)
= E0k
ν
sin (kz − νt)~ey
(2.108)
We make use of the fact that ν/k = c where c is the speed of light, and get
~B =
E0
c
sin (kz − νt)~ey (2.109)
From (2.107) and (2.105) we see how the angular frequency of the EM wave affects the
way the ~n-vectors rotate. A very large angular frequency for the wave means that the
change of the orientation of the vectors is very small as we move along the x-axis. If
it is big enough, the vectors at a given x-value are almost all oriented along the same
direction, and they will all be heavily influenced by time and their position along the z-
axis. If instead the angular frequency is small, the orientation of the vectors will change
rapidly as we move along the x-axis, but will be alot less influenced by time and z-axis
position. A snapshot of the ~n-field lines with origins in the xy-plane are shown in figure
2.7. As per construction, we observe that the field lines are identical as we move the
starting point for the line along the y-axis. Another snapshot of the ~n-field lines at the
same time, but with starting points in the xz-plane, is shown in figure 2.8. Here we
observe that the lines do change as we move the starting point of the lines along the
z-axis, and observed over time we would see that the field lines twist and bend in a
periodic fashion as well.
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Fig. 2.4: A plot done in Matlab showing ~n-lines for the axially symmetric configuration for a mag-
netic flux string. The lines are plotted from a set of points on circles of given radii at the
same z-height. The boundary of the string is indicated by the cylinder, and we see that
at the boundary the ~n-field is constant. Here the constant value of Ω at and outside the
boundary of the string is chosen to be Ω0 = π. The direction of the ~n-field is indicated by
the coloring and arrows, they point from black to red.
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Fig. 2.5: A plot done in Matlab showing ~n-lines for the magnetic flux string configuration with
ω = 2ϕ. Again the lines are plotted from a set of points on circles of given radii at
the same z-height. The boundary of the string is indicated by the cylinder. The axial
symmetry seen in figure 2.4 is now gone, and the field looks much more chaotic. The
direction of the ~n-field is indicated by the coloring and arrows, they point from black to
red.
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Fig. 2.6: A plot done inMatlab showing a snapshot of the ~n-lines for the electric Coulomb-potential
configuration. The lines are plotted from a set of points on three circles in the xy-plane
of different radii. Observed over time each line would rotate around an axis parallel to
the z-axis at their respective starting points while bending upwards when close to origo,
as we see here. The charge is located at origo, marked by the magenta diamond. The
direction of the ~n-field is indicated by the coloring and arrows, they point from black to
red.
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Fig. 2.7: A plot done in Matlab showing a snapshot of the ~n-lines for the linearly polarized electro-
magnetic wave configuration. The electromagnetic wave is propagating along the z-axis.
The lines are plotted from a set of points in the xy-plane. Notice that as per construction,
the ~n-field lines are identical as we move the starting points along the y-axis. Observed
over time each line would twist and bend in a periodic fashion. The direction of the
~n-field is indicated by the coloring and arrows, they point from black to red.
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Fig. 2.8: A plot done in Matlab showing a snapshot of the ~n-lines for the linearly polarized electro-
magnetic wave configuration. The electromagnetic wave is propagating along the z-axis.
The lines are plotted from a set of points in the xz-plane, and we see how the lines change
as we move the starting points along the z-axis. Observed over time each line would twist
and bend in a periodic fashion. The direction of the ~n-field is indicated by the coloring
and arrows, they point from black to red.
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3. THE MODEL IN 4D MINKOWSKI SPACE
As we have seen, the three-dimensional description is not sufficient to describe all elec-
tromagnetic fields. But as we know, we do not live in a three-dimensional world either.
The natural thing to do then, would be to extend the model from Euclidean three-space
R4 to four-dimensional Minkowski space-time M4. In effect this means that we have an
additional normal vector to the spacelike two-plane π(~r), and this normal vector must
be timelike. Now it is no longer possible to completely describe π(~r) by the spacelike
normal vector alone, we need information from both normal vectors. Also, of course, all
earlier three-vectors become four-vectors, as hinted to in the introduction of the scalar
potential (2.42) where it was commented on that it is the zeroth component of the four-
vector potential.
Since we have two normal vectors to the π-plane now, it is more convenient to use the
language of forms rather than vectors. This is because the plane can be specified com-
pletely either by the two normal vectors on their own, or by an antisymmetric tensor
of rank 2 generated from the components of these normal vectors. The former leads to
more equations than the latter, and so we choose forms and tensors as the most con-
venient tool. The intuitive picture of the model remains the same though. We have a
spacelike plane with now not just one, but two, normal vectors of unit length where one
is spacelike and one is timelike.
3.1 The tangent space toM4
Firstly we need a metric inM4, which is the well known
gαβ =


−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


(3.1)
This metric is generated from the base vectors
~εα = {~ε0, ~ε1, ~ε2, ~ε3} (3.2)
which define a fixed frame inM4, i.e. the fixed frame vectors are not position dependent
and therefore have the same orientation everywhere inM4. With this, we can construct
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any vector in M4 as a linear combination of the fixed frame vectors. Now we want to
introduce four vectors
~eµ(x) = {~e0(x), ~e1(x), ~e2(x), ~e3(x)} (3.3)
whose orientation is position dependent, and which are orthonormal at every point x in
M4. This means we have introduced a new frame, which is position dependent. This
frame brings with it its own metric
ηµν(x) = ~eµ · ~eν(x) = ηµν (3.4)
which is not position dependent since we have defined the moving frame vectors to be
orthonormal everywhere. This means that the inner product of any two frame vectors
defined at the same space-time point, and therefore the metric η, is the same everywhere.
As far as possible we have chosen the indices on vectors, forms and tensors represented
in the fixed frame to be the early Greek letters α, β and so on, while we try to use letters
later in the Greek alphabet such as µ, ν etc. for vectors, forms and tensors represented
in the moving basis. We do this in order to be able to extract information about an object
straight from the indices.
In the three dimensional case we saw that two frames would be related by an ordin-
ary rotation. In Minkowski space-time we still have rotation in three-space, but also
rotation into the time dimension. Thus we have both rotations and boosts, which means
that two frames are now related through a Lorentz-transformation
~eµ(x) = Λ
α
µ(x)~εα (3.5)
which satisfies the following
Λ−1Λ = Im
ΛΛ−1 = If
ηΛT g = Λ−1 (3.6)
where Im is the identity matrix in the moving frame, and If is the identity matrix in the
fixed frame. And so we see that the Lorentz-matrix consists of the fixed frame compon-
ents of the moving frame:
Λαµ(x) = (~eµ(x))
α (3.7)
Defined in this way Λ maps a matrix from the moving to the fixed basis like so
~a = ai~ei = a
iΛµi~ǫµ = Λ
µ
ia
i~ǫµ = a¯
µ~ǫµ (3.8)
I.e. it maps the 4x1-matrix a in the moving basis to the 4x1-matrix a¯ in the fixed basis.
We define the adjoint of Λ through the standard inner product
(
X¯, Y¯
)
=
(
X¯,ΛY
) ≡ (Λ†X¯, Y ) = (X,Y ) (3.9)
where the barred matrices are defined in the fixed basis, and the non-barred in the
moving basis. Such a product will in general look like
(X,Y ) = XT γY = Xiγ
ijYj (3.10)
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where γ is the metric in the space with the basis in which the matrices X and Y are
defined. And so we get
(
X¯,ΛY
)
= X¯T gΛY = X¯T gΛIY = X¯T gΛηηY =
(
ηΛT gX¯
)T
ηY =
(
ηΛT gX¯, Y
) ≡ (Λ†X¯, Y )
(3.11)
This shows that
Λ−1 = ηΛT g = Λ† (3.12)
We remember from the three-dimensional analysis of the model, that restricting any
vector to lie in the π-planes at any point meant that as long as all the planes did not
have the same orientation everywhere, we could not use the method of ordinary parallel
transport. However, if we here would restrict any vector to lie inside the moving frame
at any point, it places no restrictions whatsoever on the vector and parallel transport is
indeed quite possible. This is because the moving frame has the same dimension as the
space it is embedded in, and therefore represents a flat frame bundle. We can calculate
this directly by finding the connection in the frame bundle and using it to calculate the
curvature. We start by taking the derivative of the basis vectors:
∇~ea = (dΛia(x))~εi = (dΛia(x))(Λ†)bi(x)~eb(x) = θba ⊗ ~eb (3.13)
which gives the connection
θ
µ
ν(x) = Λ
†µ
α(x)dΛ
α
ν(x) (3.14)
or in matrix notation
θ(x) = Λ†(x)dΛ(x) (3.15)
Now the curvature R of the frame bundle is given by the connection through the equa-
tion:
R
µ
ν = dθ
µ
ν + θ
µ
σ ∧ θσν (3.16)
In matrix representation we get for the first term
dθ = d
(
Λ†dΛ
)
= dΛ† ∧ dΛ (3.17)
From (3.6) we get that
d(Λ†Λ) = dI = 0⇒ dΛ†Λ = −Λ†dΛ⇒ dΛ† = −Λ†dΛΛ† (3.18)
This gives further
dθ = dΛ† ∧ dΛ = −Λ†dΛΛ† ∧ dΛ = −Λ†dΛ ∧ Λ†dΛ (3.19)
So we see that
dθ = −θ ∧ θ (3.20)
which shows that the curvature in the frame bundle is indeed zero:
R = dθ + θ ∧ θ = 0 (3.21)
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3.2 The pi(x)-planes
Our intention has always been to attribute to M4 the structure interpreted as the π-
planes, and now we use the moving frame we have defined to introduce them. We split
the moving frame into two sub-frames. This means that we split the original frame
bundle into two orthogonal plane bundles F and F⊥. We identify the former as the bundle
of the spacelike planes π(x), while the latter is the normal bundle of planes spanned by
the two normal vectors. Formally we write this as
Λ(x) = [∆(x)|V (x)] (3.22)
where
∆αµ = (~eµ)
α , µ = 0, 1
V βν = (~eν)
β , ν = 2, 3
i, j = 0, 1, 2, 3
(3.23)
Ultimately we are interested in finding expressions for the connections in the two plane
bundles, but in order to do this we must investigate some of the formal properties of the
plane bundles. Firstly, we will need the metrics in the two sub-bundles:
γ =

 −1 0
0 1

 ; γµν = ~eµ · ~eν , µ, ν = 0, 1 (3.24)
γ˜ =

 1 0
0 1

 = Iq ; γ˜µν = ~eµ · ~eν , µ, ν = 2, 3 (3.25)
We see that the metric η on the full frame bundle can be written as:
η =


−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


=

 γ 0
0 Iq

 (3.26)
We can now find expressions for ∆† and V † through
Λ† =

 ∆†
V †

 (3.27)
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Since Λ† = ηΛT g we get
ηΛT g =

 γ 0
0 Iq



 ∆T
V T

 g =

 γ∆T g
V T g

 ≡

 ∆†
V †

 (3.28)
which shows that
∆† = γ∆T g
V † = V T g
(3.29)
From (3.6) we find the identities in the sub-bundles
I = Λ†Λ =

 ∆†
V †

 [∆V ] =

 ∆†∆ ∆†V
V †∆ V †V

 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


=

 Ip 0
0 Iq

 (3.30)
Which gives
∆†∆ = Ip
V †V = Iq
∆†V = 0
V †∆ = 0
(3.31)
We may also define the projection operators which project onto the two sub-bundles
ΛΛ† = P +Q = ΛΛ† = [∆V ]

 ∆†
V †

 = ∆∆† + V V † (3.32)
So we get
P = ∆∆†
Q = V V †
(3.33)
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3.3 The connection
Now we can find the connections in the two plane bundles. In order to do this we take
advantage of the fact that the curvature in the frame bundle is zero (3.21). If we rewrite
equation (3.14) in terms of our newly derived plane bundle-components, we find
θ(x) = Λ†(x)dΛ(x) =

 ∆†(x)
V †(x)


[
d∆(x) dV (x)
]
=

 ∆†(x)d∆(x) ∆†(x)dV (x)
V †(x)d∆(x) V †(x)dV (x)

 =

 A⊥(x) −L†(x)
L(x) A(x)


(3.34)
where
A⊥(x) = ∆†(x)d∆(x) is the connection in the F⊥-bundle
A(x) = V †(x)dV (x) is the connection in the F-bundle
L(x) = V †(x)d∆(x) is the 1-form representation of the fields of extrinsic curvature
(3.35)
These are the generalized versions of the structure equations (2.8) we found in the three-
dimensional analysis. The extrinsic curvature is dependent on how the orientation of the
π-planes change, and since we in the four-dimensional model have two normal vectors,
it is the derivative of them both that dictates this change. We now take advantage of the
zero curvature of the frame bundle, to find
dθ+θ∧θ =

 dA⊥ −dL†
dL dA

+

 A⊥ ∧A⊥ − L† ∧ L −L† ∧A−A⊥ ∧ L†
A ∧ L+ L ∧A⊥ A ∧A− L ∧ L†

 = 0 (3.36)
which gives three equations
F = dA+A ∧A = L ∧ L†
F⊥ = dA⊥ +A⊥ ∧A⊥ = L† ∧ L
dL = −A⊥ ∧ L− L ∧A
(3.37)
where F is the intrinsic curvature in the F-bundle, F⊥ is the intrinsic curvature in the
F⊥-bundle and dL expresses the change in the extrinsic curvature. This shows how the
fact that we can express the intrinsic curvature of F by the fields of extrinsic curvature
as we did in (2.14), is obtained in a natural way from the zero curvature of the full frame
bundle. This is exactly the same as we found in the three-dimensional case in (2.11),
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except that now we have an additional plane bundle with its own intrinsic curvature.
We observe that the fields of extrinsic curvature generate the intrinsic curvature in both
sub-bundles and thus relates the two.
3.4 Rotations
Now we want to examine that which we found to be equivalent to gauge transformations,
namely rotations of the vectors which do not affect the orientation of the plane π(x).
As in the 3D case we have the ordinary rotation of the two base vectors which span
π(x). But with more dimensions come more possibilities, and since we now have two
normal vectors, we can also rotate these. They must be rotated in the normal plane, and
therefore it is actually a boost. In matrix representation this is formally written as
Λ′ = Λ

 S 0
0 U

 ⇒
[
∆′ V ′
]
=
[
∆ V
] S 0
0 U

 =
[
∆S V U
]
(3.38)
where
S =

 cosh β(r) sinhβ(r)
sinhβ(r) cosh β(r)

 , U =

 cosα(r) − sinα(r)
sinα(r) cosα(r)

 (3.39)
S rotates the two normal vectors which span the normal plane, and U rotates the two
vectors which span the plane π(r).
So let us again examine the effect this transformation has on the connections and
fields of extrinsic curvature. Obviously
∆′ = ∆S ⇒ ∆†′ = S†∆† and V ′ = V U ⇒ V †′ = U †V † (3.40)
For the connection in the F-bundle we then get
A
′ = V †
′
dV ′ = U †V †d (V U) = U †V †dV U + U †V †V dU = U †V †dV U + U †dU (3.41)
Let us examine the last term more closely. By (3.39) we find that
U †dU =

 cosα(r) sinα(r)
− sinα(r) cosα(r)



 − sinα(r) − cosα(r)
cosα(r) − sinα(r)

dα(r) =

 0 −1
1 0

dα(r)
(3.42)
We recognize that A = V †dV , and from (3.29) we remember the expression for V †, and
so we get
A =

 e
µ
2gµν
eµ3gµν


[
deν2 de
ν
3
]
=

 0 e
µ
2de3µ
eµ3de2µ 0

 (3.43)
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where we recognize the expression a = eµ2de3µ from the connection in the 3D case. The
last term in (3.41) then becomes
U †AU =

 cosα(r) sinα(r)
− sinα(r) cosα(r)



 0 a
−a 0



 cosα(r) − sinα(r)
sinα(r) cosα(r)

 =

 0 a
−a 0


(3.44)
Therefore we get the final expression for the transformed potential
A
′ =

 0 a
−a 0

+

 0 −1
1 0

dα(r) (3.45)
This is exactly the expression for a U(1) gauge transformation, and so it holds up also in
the four-dimensional case. Similarly we get for A⊥
A
′
⊥ =

 0 a⊥
a⊥ 0

+

 0 1
1 0

dβ(r) (3.46)
The fields of extrinsic curvature transform as follows
L
′ = V †
′
d∆′ = U †V †d∆S† + U †V †∆dS = U †LS (3.47)
since because of the orthonormality of the frame vectors, V †∆ = 0. Therefore we easily
see that
L
†′ = S†L†U (3.48)
Now we can check how the curvature transforms
F
′ = L′ ∧ L†′ = U †LS ∧ S†L†U = U †FU (3.49)
But since A is an antisymmetric matrix, so is F, and just as for U †AU we get
F
′ = U †FU = F (3.50)
The same is true for F⊥. So we see that the curvature is invariant under a gauge trans-
formation, as it should be.
3.5 Additional structures
We have defined essentially one structure which we have attributed to M4, which is the
plane bundle formed by the spacelike planes π. From this we immediately obtained a
second structure, the normal plane bundle which consists of the planes spanned by the
two normal vectors. But in addition to these two, there are several other structures
which emerge. To see this observe first that we can show that the connection is antisym-
metric
θ
µ
ν = −θνµ (3.51)
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by invoking (3.6)
θ
µ
ν = Λ
†µ
αdΛ
α
ν = η
µσΛασgαβdΛ
β
ν = Λβ
µ
dΛβν = −ΛβνdΛβµ = −θνµ (3.52)
The fact that the connection is shown to be antisymmetric, means that it can be decom-
posed in a basis of antisymmetric matrices. Choosing the Lorentz generators as this
basis, we get
θ(x) = Aa(x)T
a +Ba(x)t
a (3.53)
where the Lorentz generators satisfy the commutation relations
[
T a, T b
]
= ǫabcT
c
[
T a, tb
]
= ǫabct
c
[
ta, tb
]
= −ǫabcT c
(3.54)
Equation (3.13), written out in full, now read
∇~e0 = B1 ⊗ ~e1 +B2 ⊗ ~e2 +B3 ⊗ ~e3
∇~e1 = B1 ⊗ ~e0 +A3 ⊗ ~e2 −A2 ⊗ ~e3 (3.55)
∇~e2 = B2 ⊗ ~e0 −A3 ⊗ ~e1 +A1 ⊗ ~e3
∇~e3 = B3 ⊗ ~e0 +A2 ⊗ ~e1 −A1 ⊗ ~e2
And the matrix representation of the connection looks like
θ =


0 B1 B2 B3
B1 0 −A3 A2
B2 A3 0 −A1
B3 −A2 A1 0


(3.56)
If we compare this with (3.34) we find that
L =

 B2 A3
B3 −A2

 (3.57)
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and it is these components of the connection that are of interest. From these four 1-forms
we may form four different combinations:
Z1 = A3 −B2
Z2 = A3 +B2
Z3 = A2 −B3
Z4 = A2 +B3
(3.58)
Let us examine how these new quantities transform under gauge transformations. First
we examine pure SO(1,1)-transformations. From (3.47) we find that
L
′ =

 B′2 A′3
B
′
3 −A′2

 = LS =

 B2 A3
B3 −A2



 cosh β(r) sinhβ(r)
sinhβ(r) cosh β(r)


=

 B2 cosh β(r) +A3 sinhβ(r) A3 cosh β(r) +B2 sinhβ(r)
B3 cosh β(r)−A2 sinhβ(r) −A2 cosh β(r) +B3 sinhβ(r)


(3.59)
Which means that the components of the connection transform under pure SO(1,1)-
transformations as
A
′
2 = A2 cosh β(r)−B3 sinhβ(r)
A
′
3 = A3 cosh β(r) +B2 sinhβ(r)
B2 = B2 cosh β(r) +A3 sinhβ(r)
B3 = B3 cosh β(r)−A2 sinhβ(r)
(3.60)
From this we find that the 1-forms (3.58) transform as
Z
′
1 = e
−β(r)
Z1
Z
′
2 = e
β(r)
Z2
Z
′
3 = e
β(r)
Z3
Z
′
4 = e
−β(r)
Z4
(3.61)
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Under pure SO(2)-transformations we find
L
′ =

 B′2 A′3
B
′
3 −A′2

 = U †L =

 cosα(r) sinα(r)
− sinα(r) cosα(r)



 B2 A3
B3 −A2


=

 B2 cosα(r) +B3 sinα(r) A3 cosα(r)−A2 sinα(r)
B3 cosα(r) −B2 sinα(r) −A2 cosα(r)−A3 sinα(r)


(3.62)
Whichmeans that the components of the connection transform under pure SO(2)-transformations
as
A
′
2 = A2 cosα(r) +A3 sinα(r)
A
′
3 = A3 cosα(r) −A2 sinα(r)
B2 = B2 cosα(r) +B3 sinα(r)
B3 = B3 cosα(r)−B2 sinα(r)
(3.63)
And so we find that the 1-forms (3.58) transform under a SO(2)-transformation as
Z
′
1 = Z1 cosα(r)− Z4 sinα(r)
Z
′
2 = Z2 cosα(r)− Z3 sinα(r)
Z
′
3 = Z3 cosα(r) + Z2 sinα(r)
Z
′
4 = Z4 cosα(r) + Z1 sinα(r)
(3.64)
From the four 1-forms of (3.58) we can create six different 2-forms
C1 = Z1 ∧ Z2 = 2A3 ∧B2
C2 = Z1 ∧ Z3 = A3 ∧A2 +B2 ∧B3 +A2 ∧B2 +B3 ∧A3
C3 = Z1 ∧ Z4 = A3 ∧A2 +B3 ∧B2 +A2 ∧B2 +A3 ∧B3
C4 = Z2 ∧ Z3 = A3 ∧A2 +B3 ∧B2 +B2 ∧A2 +B3 ∧A3
C5 = Z2 ∧ Z4 = A3 ∧A2 +B2 ∧B3 +B2 ∧A2 +A3 ∧B3
C6 = Z3 ∧ Z4 = 2A2 ∧B3
(3.65)
which each represent a plane spanned by their respective 1-forms Za and Zb. From (3.61)
it follows that we have found four SO(1,1)-invariant 2-forms C1, C2, C5 and C6, and two
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which simply scale:
C
′
3 = e
−2β(r)
C3
C
′
4 = e
2β(r)
C4
(3.66)
which is also in a sense gauge-invariance, as it is the direction of the planes they span,
not the size, that is geometrically relevant. From (3.64) we also see that C3 and C4 are
invariant under SO(2)-transformations, while the others transform as
C
′
1 = C1 cos
2 α(r)−C6 sin2 α(r)− cosα(r) sinα(r) (C2 −C5)
C
′
2 = C2 cos
2 α(r) +C5 sin
2 α(r) + cosα(r) sinα(r) (C1 +C6)
C
′
5 = C5 cos
2 α(r) +C2 sin
2 α(r)− cosα(r) sinα(r) (C1 +C6)
C
′
6 = C6 cos
2 α(r)−C1 sin2 α(r)− cosα(r) sinα(r) (C2 −C5)
(3.67)
This means that we can construct two 2-forms which are completely gauge-invariant,
both for SO(2)- and SO(1,1)-transformations:
−1
2
(C2 +C5) = A2 ∧A3 +B3 ∧B2 (3.68)
1
2
(C1 −C6) = A3 ∧B2 +B3 ∧A2 (3.69)
We know that F and F⊥ are matrices which are antisymmetric in covariant indices.
Since both matrices are 2x2, this means that they only contain one component of interest
which is the curvature 2-form in the respective bundle. We can express these curvatures
by the 1-forms Aa and Bb:
F
µ
ν = L
µ
λ ∧ L†λν
⇒

 0 f
−f 0

 =

 B2 A3
B3 −A2

 ∧

 −B2 −B3
A3 −A2


=

 0 B3 ∧B2 +A2 ∧A3
−B3 ∧B2 −A2 ∧A3 0


(3.70)
So we obtain the following expression for f :
f = B3 ∧B2 +A2 ∧A3 (3.71)
In the same way we obtain
f⊥ = A3 ∧B2 +B3 ∧A2 (3.72)
But these are the exact same 2-forms as we found earlier in (3.68) and (3.69), which
again illustrates the gauge-invariance of the two curvatures.
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3.5.1 Integrability
We can use the Frobenius integrability theorem [11] to discern whether any of the con-
structed plane bundles are integrable, and as such reveal any smooth 2-surfaces inher-
ent in the model. The Frobenius integrability theorem states that given a bundle of
frames spanned by k base 1-forms ω0, ...,ωk−1, the bundle is integrable if the exterior
derivative of any 1-form on the bundle can be expressed locally as a linear combination
of the local 1-form basis of the frame. This must of course also be true for the base
1-forms, and therefore they must satisfy
dωµ = Ωµ
ν ∧ ων (3.73)
whereΩµ
µ is some 1-form. Assuming the frame bundle is embedded in an n-dimensional
space, what this means is that the frames are tangent to a smooth (n-k)-dimensional
surface. In our case, where n=4 and k=2, we now have the tools to look for smooth two-
dimensional surfaces in our model.
We can now examine the possible integrability of the six frame bundles we construc-
ted, represented by the six 2-forms (3.65). For this we need the expressions for the
exterior derivative of the 1-forms Aa and Bb which make up the connection (3.56). To
obtain them, we take advantage of the fact that the curvature related to this connection
vanishes (3.21). We then get
dA1 = B3 ∧B2 +A2 ∧A3
dA2 = B1 ∧B3 +A3 ∧A1
dA3 = B2 ∧B1 +A1 ∧A2
dB1 = B2 ∧A3 +A2 ∧B3
dB2 = B3 ∧A1 +A3 ∧B1
dB3 = B1 ∧A2 +A1 ∧B2
(3.74)
Equipped with this, we proceed to take the exterior derivative of the 1-forms (3.58). We
then get
dZ1 = d (A3 −B2) = B2 ∧B1 +A1 ∧A2 −B3 ∧A1 −A3 ∧B1 = B1 ∧ Z1 +A1 ∧ Z4
dZ2 = d (A3 +B2) = B2 ∧B1 +A1 ∧A2 +B3 ∧A1 +A3 ∧B1 = −B1 ∧ Z2 +A1 ∧ Z3
dZ3 = d (A2 −B3) = B1 ∧B3 +A3 ∧A1 −B1 ∧A2 −A1 ∧B2 = −B1 ∧ Z3 −A1 ∧ Z2
dZ4 = d (A2 +B3) = B1 ∧B3 +A3 ∧A1 +B1 ∧A2 +A1 ∧B2 = B1 ∧ Z4 −A1 ∧ Z1
(3.75)
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Thus we clearly see that we have two integrable bundles. The first bundle being com-
prised of the planes spanned by Z1 and Z4, corresponding to the 2-form C3, and the
second bundle being comprised of the planes spanned by Z2 and Z3, corresponding to
the 2-form C4.
In retrospect, it seems that we have found six different plane bundles, and two in-
tegrable surfaces defined by the two integrable plane bundles. If we were to reduce the
dimension from four-dimensional space-time to three-dimensional Euclidean space, all
the Bb-components of the connection vanish. Observe that this means that all the six
plane bundles in (3.65) collapse into one single plane bundle
C3D = A2 ∧A3 (3.76)
spanned by A2 and A3. Also, the curvature in the normal bundle F⊥ (3.72) vanishes
completely, as one would expect. From (3.71) we find that we are left only with the
curvature in the F-bundle, and that it reduces to this single new frame bundle (3.76):
f = A2 ∧A3 (3.77)
As this curvature is associated with the electromagnetic field strengths, we would expect
it to still adhere to the Maxwell equations. I.e. it should still satisfy df = 0. And by a
quick calculation using (3.74), we find just that:
df = d (A2 ∧A3) = 0 (3.78)
But this implies that
dA2 ∧A3 = A2 ∧ dA3 (3.79)
Now since we have A2 appearing explicitly on the right hand side, but not on the left, it
must follow that dA2 can be written as some 1-form wedged with A2. Also, since dA2 is
wedged with A3, it could possibly contain a term where some 1-form is wedged with A3.
A similar argument can be posed for dA3, and thus we arrive at the fact that dA2 and
dA3 must be possible to write as
dA2 = Ω1 ∧A2 +Ω2 ∧A3
dA3 = Ω
′
1 ∧A2 +Ω′2 ∧A3
(3.80)
This we recognize as the Frobenius integrability condition (3.73), which means that A2
andA3 span a plane defining an integrable plane bundle. But then this must mean that
we have a continuous surface which the electromagnetic field strength is orthogonal to
everywhere. If the electromagnetic field is static, these surfaces are usually called the
equipotential surfaces. Thus it seems that A2 and A3 span the planes tangent to the
integrable surfaces in three dimensional Euclidean space. But if we move up to four-
dimensional space-time, this degenerate frame bundle splits up into six different frame
bundles, only two of which are integrable.
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3.6 Example: A single monopole at constant velocity
Previously we discussed one possible representation of the electromagnetic field from a
magnetic monopole at rest. Since it was not moving, we had the luxury of operating
only with three dimensions, and only one normal vector to the spacelike planes π(x).
Since the four-dimensional model we have just outlined is supposed to be a generaliz-
ation of the three-dimensional one, one should expect that they coincide when starting
out with the general model and applying the restrictions that come with the specific case
at hand. The slightly more general monopole configuration than static, is the one where
the particle moves with a constant, though relativistic, velocity. And we shall briefly
consider here the geometry of the plane bundles in this situation.
In the case of the magnetic monopole, if it is not at rest, we indeed need to describe
the electromagnetic field in four-dimensional space-time. Therefore, we need to find two
orthonormal vectors that are also normal to the π-planes (which themselves might differ
from the static situation, of course). As we know, there is a very large degree of freedom
associated with the specific choice of representation of the four vectors needed because
of the rotation-/gauge-invariance of the electromagnetic field. But in this particular case
there is one choice for the timelike normal vector that seems the most natural. Namely,
the velocity four-vector of the particle in question. This is a natural choice, since this
four-vector reduces to [1, 0, 0, 0] if the particle is at rest. It being parallel to the time axis
means it can be ignored in the static case. Thus, it is essentially the two vectors
~e0 =
[
1,~0
]
, ~e1 =
[
0, ~ˆr
]
(3.81)
where ~ˆr is the unit vector from the particle position to the field point, that define the
orientation of the π-planes in the static case. If the particle is moving with constant
velocity, we can always change our frame of reference to that of the instantaneous rest
frame of the particle. In this frame of reference everything would appear to look similar
to the static case. Therefore the two normal vectors would have exactly the same form
as (3.81). Thus, one possible choice of normal vectors in the laboratory frame, where
the particle appears to be moving, would be the straight forward Lorentz transformed
versions of (3.81). We can, without loss of generality, let the particle move along the
x-axis with some velocity ~v = [0, v, 0, 0]. We now choose some field point with coordinates
(ct, x, y, z) in the laboratory frame. For the sake of simplicity we assume that at laborat-
ory time t = 0 the particle is positioned at the origin of the laboratory frame.In this case
the two normal vectors (3.81) in the rest frame S′ of the particle would have the form
~e′0 = [1, 0, 0, 0] , ~e
′
1 =
1√
x′2 + y′2 + z2
[
0, x′, y′, z′
]
(3.82)
Assuming the velocity is along the x-axis in the laboratory frame S, the Lorentz trans-
formed of these vectors are
~e0 = [γ, γβ, 0, 0] , ~e1 =
1√
x′2 + y′2 + z′2
[
γβx′, γx′, y′, z′
]
(3.83)
where β = v/c, v being the velocity of the particle, and γ = 1/
√
1− β2. And since the
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Lorentz transformed coordinates are
ct′ = γct− γβx
x′ = γx− γβct
y′ = y
z′ = z
(3.84)
we end up with
~e0 = [γ, γβ, 0, 0] , ~e1 =
1√
γ2(x− βct)2 + y2 + z2
[
γ2β(x− βct), γ2(x− βct), y, z] (3.85)
In this description of the field from a magnetic monopole moving with constant velocity,
the idea is that in the instantaneous rest frame of the particle the integrable surfaces
of the F-bundle look the same as those in the laboratory frame in the static situation
when they actually were equipotential surfaces. But it is not trivial to visualize these
surfaces in 3D at constant laboratory time t. In the static situation, the equipotential
surfaces of the magnetic field are found in a Minkowski diagram by intersecting the
light cone from the particle position at some constant time t, as shown in figure 3.1.
ct
x
y
Fig. 3.1: Minkowski diagram depicting the integrable surfaces S˜ of the F-bundle as the intersec-
tion between the forward light cones l+ emanating from the origin and the instantaneous
3-space at constant time t for a particle at rest situated at the origin.
When the particle is moving, the equivalent Minkowski diagram looks like figure 3.2.
The integrable surfaces are here found as spheres at constant time t′ in the rest frame
of the particle, and therefore as intersections which are skewed relative to the ct-axis
in a Minkowski diagram. If we intersect an integrable surface at constant time t, we
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ct
x
y/z
Fig. 3.2: Minkowski diagram showing the intersection of the integrable surfaces S˜ of the F-bundle
and the instantaneous 3-space at constant time t = t0 for a particle moving with constant
velocity along the x-axis. Observe that they only share two points in the plane spanned
by the x- and y-/z-axis, marked by the blue circles. L1 represents the particle world line.
see from figure 3.2 that we only acquire two points in the xy- and xz-plane respectively.
Thus, when the particle is moving, the integrable surfaces which are spheres in the
instantaneous rest frame S′, can only be seen as circles in the laboratory frame S at
constant time t, as shown in figure 3.3. This means that if we plot the sphere that
consists of all the points on the intersection between the 3-space at constant time t and
the light cone emanating from the position of the observer, the sphere would consist
of rings in the xy-plane where each of the rings (one for each x-value) represent an
integrable surface at different times t′ in the rest frame of the particle. This follows also
simply from the equations describing the integrable surfaces in the rest frame of the
particle. Since they are spheres, the obey
x′2 + y′2 + z′2 = R′20 , t
′ = t′0 (3.86)
where R′0 and t
′
0 are constants. From (3.84) we then immediately see that if t = t0 is
constant, so is x, and y and z describe a circle in the yz-plane given by
y2 + z2 = R′20 − x′2 (3.87)
When it comes to visualizing the vector field ~e1(x) for instance, there are several ways
of doing this. Firstly, we observe directly from (3.85) that the spacelike part does not in
general lie strictly in the yz-plane, but also has a component along the x-axis as long as
t′ 6= 0. In addition, the length of the spacelike part is not constant, therefore it would also
have different lengths at different points. But we know that we can perform a rotation
of the vectors in the normal plane as long as the rotation is within the plane. Therefore,
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z
x
y
Fig. 3.3: A representation in the laboratory frame at constant time t = t0 of an integrable surface
S˜ of the F-bundle, the curvature of which describes the magnetic field from a monopole
moving along the x-axis at constant velocity. The blue circles mark the points from figure
3.2.
we could always make the transformation
~e′0 = coshα~e0 + sinhα~e1
~e′1 = coshα~e1 + sinhα~e0
(3.88)
where we are free to choose the rotation angle α. If we choose
tanhα = −(e0)0
(e1)0
(3.89)
we obtain that the zeroth component of ~e′1 is zero, and thus ~e
′
1 becomes a unit 3-vector
~e′1 = [0, ~v] (3.90)
This is a gauge first proposed in [4]. Observe that this means that we sacrifice the
interpretation of ~e′0 as the unit velocity vector of the particle. Another effect of this
transformation is that ~v must be orthogonal to the spacelike part of ~e′0. Assume
~e′0 = [u0, ~u] (3.91)
Then
~v · ~u = 0 (3.92)
A plot of these vectors at each point on the intersection of the world line from the ob-
server and the 3-space at constant laboratory time t is shown in figure 3.4.
3.6.1 Causality and defining the normal bundle
In describing the two vectors that span the planes in the normal bundle, our modus
operandi was to take advantage of the description of the field from a static particle and
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Fig. 3.4: A plot done in Matlab of the vectors (3.90) and (3.91) in the laboratory frame at constant
time ct = 5. Each of the black circles around the x-axis represent an integrable surface
at different rest frame times t′.
Lorentz transform the vectors.We are only restricted to choosing two vectors that span
the normal plane, and so we could always have chosen some other pair of vectors than ~e0
and ~e1 which could for instance be rotated in the normal plane relative to ~e0 and ~e1. Then
we would have conserved the orthonormality between them. But any two vectors in the
normal plane can span it, even if they are not orthogonal. This would only affect the
geometry in the sense that the metric in the plane bundle would have some constant as
the off-diagonal elements, rather than zero. If we take the example of the single particle
at constant speed, we know that the particle has the same four-velocity vector at every
point along the world line. If we want to use ~e0 as one of the two vectors spanning the
normal bundle, we have essentially an infinite amount of possible choices for the second
vector as long as we do not restrict it to be orthogonal to ~e0. This is in fact intimately
related to the question of causality. What is the cause of the field having the properties
it has at a given point? Since the electromagnetic field doesn’t couple to itself, i.e. it does
not affect itself, it is only natural to assume that it is the properties of the particle at
the time and place of emission that determines the properties of the emitted field at a
later time and different place as long as the field travels through empty space. Since the
electromagnetic field travels with the speed of light, we can find the point of emission by
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tracing the backwards light cone from the field point to the intersection with the world
line of the particle. The point of emission is related to the field point by defining a vector
~n′ which lies on the light cone from the point of emission. Being lightlike, it satisfies
~n′ · ~n′ = 0 (3.93)
The two vectors ~e0 and ~n
′ span the normal plane, but are not orthogonal
~e0 · ~n′ = −ρ (3.94)
We could then normalize the lightlike vector with respect to ~e0 so that we get a new
lightlike vector ~n which satisfies
~e0 · ~n = −1 (3.95)
Now the light cone is an invariant quantity with respect to reference frames, and so ~n
in the rest frame of the particle has to have its zeroth component equal to 1 to satisfy
(3.95). But then, to satisfy (3.93), its spacelike part has to be a unit 3-vector for which
we can use the vector ~e1. Thus we can write
~n = ~e0 + ~e1 (3.96)
But this shows that instead of using it as the second normal vector in the normal bundle,
we can use ~n to define the spacelike vector ~e1 as the second normal vector, thus retaining
the orthogonality between the two vectors that we use to span the normal planes. Since
the particle is moving with constant velocity, ~e0 is the same for every point along the
world line.The fact that ~n with origin at the point of emission is in any sense more im-
portant or better than any other choice of second vector in the normal plane is therefore
not particularly obvious in the case of constant velocity for spanning the normal planes.
But as it turns out, we shall see that when acceleration is included, the point of emission
is the only choice which reproduces the electromagnetic field as we expect it.
4. AN ARBITRARILY ACCELERATED MONOPOLE
Now that we have somewhat studied the geometry of a representation of a particle mov-
ing with constant velocity, it is only natural to ask “well, can this be generalized to arbit-
rary motion of a particle?”. And indeed it can. In 1981 M.Sorg [6] gave a description of
just such an example. From our discussion of the case with the particle moving with con-
stant velocity, we remember that we were somewhat free in choosing the second normal
vector. It was sufficient that it lie in the normal plane, orthogonal to the particle velocity
or not. The description M.Sorg presented, seems to eliminate this freedom, as it appears
that when acceleration is involved it is strictly the point of emission, the point where
the backwards light cone from the field point intersects the world line of the particle,
that defines the second normal vector. This is illustrated in figure 4.1 where we see that
because the particle is accelerated, the world line is curved. As a consequence, the unit
velocity vector is necessarily not the same everywhere on the world line. The causality
argument then dictates that it is the velocity vector at the point of emission that con-
stitutes the correct first normal vector, and the ~n-vector from the point of emission that
together with the unit velocity vector determines the second normal vector. This line
of thinking is somewhat reminiscent of the description of the Lienard-Wiechert field,
where it is shown that the electromagnetic potential at some point ~r can be viewed as a
Coulomb potential in the rest frame of the particle at the retarded coordinate ~rret, and
then Lorentz transformed when viewed in the laboratory frame. The coordinate ~rret is
exactly the intersection of the particle world line and the backwards light cone from ~r. So
the description of M.Sorg and the Lienard-Wiechert field description seems somewhat
similar in concept. What is not obvious though, is that actually taking the retarded co-
ordinate to define the second normal vector, and then using the plane bundle to describe
the electromagnetic field from a point particle actually agrees with the standard descrip-
tion. But as we shall see, this is in fact the case. The following is wholly discussed in [6],
but here we go through the derivation in detail and show explicitly how the results are
obtained. Also we show how to obtain the usual expressions for the total and radiation
part of the Lienard-Wiechert field from the somewhat obscure expressions in [6]
A point particle can be thought of as constituting a singularity in physical space. For
an arbitrarily accelerated, physical particle, the world line can be arbitrarily bent, with
the exception of the fact that the tangent vector to the world line, the velocity vector,
can maximally lie an angle of 45 degrees from the canonical time-axis. A singularity
in space changes the topology of the space. It essentially means that there are some
regions of space where the canonical coordinates of the space are not smooth. There-
fore, it is a good idea to implement a coordinate system which has the singularity built
in. One would say that such a singular line in four-dimensional Minkowski space M4
means that the reduced Minkowski space M4−, which is the total space minus the sin-
gular line, is homeomorphic to (has the same topology as) a space called R2 × S2, i.e. a
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two-dimensional flat space combined with a 2-dimensional sphere. This is in the same
sense as how R3 is homeomorphic to S2 by removing one single point, as was the case
with the static particle in 3D, where every point in three-dimensional space could be de-
scribed as lying on a sphere with the particle position, the singular point, in the center.
To describe the R2-part ofM4− we need two “length”-coordinates, and two “angles” to de-
scribe the S2-part. The way to understand these two subspaces is as follows: We pick out
some point x in space-time where we wish to observe the electromagnetic field. We then
trace the backwards light cone from this point until we intersect the particle’s world
line. The proper time τ of the particle at this point is the first “length”-coordinate of
the R2-part. At this intersection we define the instantaneous rest frame of the particle,
and in this frame the integrable surfaces of the electromagnetic field are 2-dimensional
spheres. Therefore we define a length-coordinate ρ in this frame, similar to the radius in
the static case, which describes the relative distance from the particle to the field point
in the rest frame. Then we need two angles (φ,ϕ) to locate the field point on the 2-sphere
in the rest frame, also similar to the static case. In this way, τ and ρ cover the R2-part,
while φ and ϕ cover the S2-part.
At the field point x we can, with respect to some origin, define a vector ~x(x) from this
origin to the field-point. Since the electromagnetic field travels with the speed of light,
we find the point of emission by tracing the backwards light cone from ~x until we inter-
sect the particle’s world line. We define the vector pointing from the origin to this point,
~z. This vector is completely specified if we know the proper time of the particle, τ . Thus
we can write ~z = ~z(τ). Now we define the first vector in the normal plane bundle F⊥,
~e0(x), as the unit velocity-vector of the particle with respect to its proper time τ :
~e0(τ) =
d~z(τ)
dτ
≡ ~˙z(τ) (4.1)
The second length-coordinate, ρ, is defined as follows
ρ = − (~x− ~z) · ~e0 (4.2)
In this sense, ρ describes the relative distance from the particle to the field point in the
instantaneous rest frame of the particle at proper time τ , as we wanted. We can now
write an expression for the normalized ~n-vector from (3.96). We defined it as a vector
pointing along the light cone from the point of emission with unit length projection on
the particle four-velocity vector. But then it can be given by
~n = ρ−1 (~x− ~z) (4.3)
since (~x− ~z) points along the light cone, and ρ is the length of this vector’s projection on
the particle four-velocity vector ~u.
It is possible to define a set of three vectors which are always perpendicular to the
velocity-vector of the particle, and which then constitutes a co-moving set of vectors
which span the 3-space orthogonal to the particle velocity everywhere. We simply choose
a set of three orthonormal vectors, {~Ei, i = 1, 2, 3} which are also normal to ~e0, at an
arbitrary point ~z on the world line and shift the set along the world line by so-called
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Fermi-Walker transport
~˙Ei =
d~Ei
dτ =
(
~e0 · ~Ei
)
~˙e0 +
(
~Ei · ~˙e0
)
~e0
~˙e0 =
d~e0
dτ ,
~Ei · ~Ej = δij , ~e0 · ~Ei ≡ 0
(4.4)
We can now use this set of base vectors to introduce the polar angles of the spacelike
part of ~n in the rest frame of the particle. We define the angles (φ,ϕ) as
cosφ ≡ ~n · ~E3 , tanϕ ≡ ~n· ~E2~n·E1
(4.5)
In this way we have the full expression for ~n in the ~E-basis
~n = ~E0 + sinφ cosϕ~E1 + sinφ sinϕ~E2 + cosφ~E3, ~E0 ≡ ~e0 (4.6)
In accordance with (3.96) we now have an expression for the second vector in the normal
bundle F⊥:
~e1 ≡ ~n− ~e0 = sinφ cosϕ~E1 + sinφ sinϕ~E2 + cosφ~E3 (4.7)
We need two other spacelike, orthonormal vectors normal to both ~e0 and ~e1. These can
be generated using the polar angles of ~e1 as so:
~e2 ≡ ∂~e1∂φ = cosφ cosϕ~E1 + cosφ sinϕ~E2 − sinφ~E3
~e3 ≡ 1sinφ ∂~e1∂ϕ = − sinϕ~E1 + cosϕ~E2
(4.8)
Thus we have now defined the entire moving frame {~e0(x), ~e1(x), ~e2(x), ~e3(x)}. It is pos-
sible to find the coordinate transformations between the canonical coordinates {x0, x1, x2, x3}
of M4 and the new coordinates {τ, ρ, φ, ϕ} of M4−. First we make use of the lightlike
property of ~n to find the transformation for τ :
~n · ~n = nµnµ = 0 ⇒ nµdnµ = 0 ⇒ nµ(dxµ − dzµ) = 0
⇒ nµdxµ = nµdzµ ⇒ nµdxµ = nµeµ0dτ ⇒ nµdxµ = −dτ
(4.9)
which shows that
∂µτ = −nµ (4.10)
Next we make use of the definition (4.2) for ρ:
−dρ = d(xµ − zµ)eµ0 + (xµ − zµ)deµ0
= eµ0dxµ − eµ0dzµ + ρnµdeµ0
= eµ0dxµ − eµ0e0µdτ + ρnµe˙µ0dτ
= eµ0dxµ + dτ + ρnµe˙
µ
0dτ
=
(
eµ0 − nµ − ρ(~n · ~˙e0)nµ
)
dxµ
(4.11)
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which shows that
∂µρ = e1µ + ρ(~n · ~˙e0)nµ (4.12)
For the two angles, we make use of the dot product of ~n with ~e2, and ~n with ~e3:
dnµe
µ
2 = d (e1µ + e0µ) e
µ
2 (4.13)
Again we take advantage of the fact that eµ0 = e
µ
0 (τ) and the expression for dτ to further
get
dnµe
µ
2 = de1µe
µ
2 + e˙0µdτe
µ
2 = de1µe
µ
2 −
(
~˙e0 · ~e2
)
nµdx
µ (4.14)
Now ~e1 is dependent on τ , φ and ϕ. Thus we can write
dnµe
µ
2 =
(
∂e1µ
∂τ
dτ +
∂e1µ
∂φ
dφ+
∂e1µ
∂ϕ
dϕ
)
eµ2 −
(
~˙e0 · ~e2
)
nµdx
µ (4.15)
We recognize the second and third term in the first parenthesis from (4.8), and of them
only the term proportional to dφ survives when summed with eµ2 . The first term in the
parenthesis must be proportional to e0µ as we see from (4.4), and as such also vanishes
because of the product with eµ2 . Thus we are left with
dnµe
µ
2 = dφ−
(
~˙e0 · ~e2
)
nµdx
µ (4.16)
But we can also write
dnµe
µ
2 = d
[
1
ρ
(xµ − zµ)
]
eµ2
= − 1
ρ2
ρnµe
µ
2dρ+
1
ρ (dxµ − dzµ) eµ2
= 1
ρ
eµ2dxµ − 1ρe0µeµ2dτ
(4.17)
which leaves us with
dnµe
µ
2 =
1
ρ
e2µdx
µ (4.18)
We combine the two expressions (4.16) and (4.18) to get
dφ =
(
1
ρ
e2µ +
(
~˙e0 · ~e2
)
nµ
)
dxµ (4.19)
which shows that
∂µφ =
1
ρ
e2µ +
(
~˙e0 · ~e2
)
nµ (4.20)
If we use ~e3 instead of ~e2 in the preceding argument, we get the transformation for ϕ as
sinφ∂µϕ =
1
ρ
e3µ +
(
~˙e0 · ~e3
)
nµ (4.21)
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To summarize, we have found the following elements of the transformation matrix for
the coordinate transformation
∂µτ = −nµ
∂µρ = e1µ + ρ(~n · ~˙e0)nµ
∂µφ =
1
ρe2µ +
(
~˙e0 · ~e2
)
nµ
sinφ∂µϕ =
1
ρe3µ +
(
~˙e0 · ~e3
)
nµ
(4.22)
Next we want to find the components of the connection θab. From (3.14) we know we
need the exterior derivatives of the components of the frame vectors. Because of the
antisymmetry of the connection in its matrix indices, we only need find the exterior de-
rivative of three of the four frame vectors. We essentially already found the exterior
derivative of e1µ when we derived the coordinate transformation properties of φ. We
found that
de1µ =
∂e1µ
∂τ
dτ +
∂e1µ
∂φ
dφ+
∂e1µ
∂ϕ
dϕ (4.23)
which we further find to be
de1µ =
(
~˙e0 · ~e1
)
e0µdτ + e2µdφ+ sinφe3µdϕ (4.24)
For e2µ we get
de2µ =
∂e2µ
∂τ
dτ +
∂e2µ
∂φ
dφ+
∂e2µ
∂ϕ
dϕ
=
(
~˙e0 · ~e2
)
e0µdτ +
∂
∂φ (cosφ cosϕE1µ + cosφ sinϕE2µ − sinφE3µ)dφ
+ ∂∂ϕ (cosφ cosϕE1µ + cosφ sinϕE2µ − sinφE3µ)dϕ
=
(
~˙e0 · ~e2
)
e0µdτ + (− sinφ cosϕE1µ − sinφ sinϕE2µ − cosφE3µ)dφ
+(− cosφ sinϕE1µ + cosφ cosϕE2µ)dϕ
(4.25)
where we recognize the terms in the last two parentheses from the definition of e2µ and
e3µ in (4.8) and find
de2µ =
(
~˙e0 · ~e2
)
e0µdτ − e1µdφ+ cosφe3µdϕ (4.26)
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The third spacelike vector e3µ depends only on τ and ϕ, so we find
de3µ =
∂e3µ
∂τ dτ +
∂e3µ
∂ϕ dϕ
=
(
~˙e0 · ~e3
)
e0µdτ +
∂
∂ϕ
(− sinϕE1µ + cosϕE2µ)dϕ
=
(
~˙e0 · ~e3
)
e0µdτ + (− cosϕE1µ − sinϕE2µ)dϕ
(4.27)
where the last parenthesis can be written as a linear combination of e1µ and e2µ, and we
find
de3µ =
(
~˙e0 · ~e3
)
e0µdτ − (sinφe1µ + cosφe2µ)dϕ (4.28)
From (3.14) and (3.56) we find the relationship between the componentsAa andBb of the
connection matrix and the exterior derivatives of the components of the frame vectors:
Ba = θ
0
a = η
0
0Λ
α0
dΛαa = −eα0deaα , a = 1, 2, 3 (4.29)
which we find to be
Ba =
(
~˙e0 · ~ea
)
dτ = −
(
~˙e0 · ~ea
)
n , a = 1, 2, 3 (4.30)
The component A1 is given as
A1 = θ
3
2 = η
3
3Λ
µ3
dΛµ2 = e
µ
3de2µ (4.31)
which we find to be
A1 = cosφdϕ = cot φ
(
1
ρ
e3 +
(
~˙e0 · ~e3
)
n
)
(4.32)
For A2 we get
A2 = θ
1
3 = η
1
1Λ
µ1
dΛµ3 = e
µ
1de3µ (4.33)
which we find to be
A2 = − sinφdϕ = −1
ρ
e3 −
(
~˙e0 · ~e3
)
n (4.34)
And finally for A3 we get
A3 = θ
2
1 = η
2
2Λ
µ2
dΛµ1 = e
µ
2de1µ (4.35)
which we find to be
A3 = dφ =
1
ρ
e2 +
(
~˙e0 · ~e2
)
n (4.36)
From (3.74),(3.71) and (3.72) we see that the curvatures in the F- and F⊥-bundle must
be possible to write as f = dA1 and f⊥ = dB1, respectively. Using this together with our
newly derived expressions for A1 and B1 in this case, we find
f = − sinφdφ ∧ dϕ (4.37)
which one might recognize if one compares with (2.26). For the curvature in the normal
bundle F⊥, we find
f⊥ = dB1 = −d
(
~˙e0 · ~e1
)
∧ n−
(
~˙e0 · ~e1
)
dn (4.38)
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But n = −dτ and d2 = 0, so we get
f⊥ = −d
(
~˙e0 · ~e1
)
∧ n
= − [eµ1de˙0µ + e˙µ0de1µ] ∧ n
= −
[
eµ1 e¨0µdτ + e˙
µ
0e0µ
(
~˙e0 · ~e1
)
dτ + e˙µ0e2µdφ+ e˙
µ
0e3µ sinφdϕ
]
∧ n
(4.39)
The first and second term do not contribute when wedged with n. Neither do the terms
in dφ and sinφdϕ which are proportional to n (4.22). This leaves us with
f⊥ = −
[(
~˙e0 · ~e2
) 1
ρ
e2 +
(
~˙e0 · ~e3
) 1
ρ
e3
]
∧ n (4.40)
The acceleration 1-form e˙0 can be decomposed in the eµ-basis like so
e˙0 = e˙0 (~e0) e0 + e˙0 (~e1) e1 + e˙0 (~e2) e2 + e˙0 (~e3) e3
= e˙µ0e1µe1 + e˙
µ
0e2µe2 + e˙
µ
0e3µe3
=
(
~˙e0 · ~e1
)
e1 +
(
~˙e0 · ~e2
)
e2 +
(
~˙e0 · ~e3
)
e3
(4.41)
where we have made use of the fact that the four-acceleration and the four-velocity are
always perpendicular. This means we can write(
~˙e0 · ~e2
)
e2 +
(
~˙e0 · ~e3
)
e3 = e˙0 −
(
~˙e0 · ~e1
)
e1 (4.42)
We use this in the expression (4.40) to get
f⊥ = −
[
e˙0 −
(
~˙e0 · ~e1
)
e1
]
∧ 1
ρ
n (4.43)
which is in fact the expression for the radiation part of the Lienard-Wiechert field. To
show that this is indeed the case, we introduce the standard form of the unit vector in
the direction of the particle-velocity:
~e0 =
[
γ, γ~β
]
(4.44)
where ~β = ~vc and γ = 1/
√
1− β2. We also need the acceleration:
~˙e0 =
d~e0
dτ
= dt
dτ
d
dt
[
γ, γ~β
]
= γ
[
γ3
(
~β · ~a
)
, γ3
(
~β · ~a
)
~β + γ~a
] (4.45)
which gives
~˙e0 =
[
γ4
(
~β · ~a
)
, γ4
(
~β · ~a
)
~β + γ2~a
]
(4.46)
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where ~a ≡ d~β/dt. The four-vector ~x − ~z is the radius-vector from the particle position to
the field point, and we therefore write
~x− ~z = ~R = [r,~r] (4.47)
where we have exploited the fact that ~R · ~R = 0 to find that R0 = r. We can then find an
expression for ρ:
ρ = − (~x− ~z) · ~e0 = −~R · ~e0 = − [r,~r] ·
[
γ, γ~β
]
= γr − γ~r · ~β (4.48)
which gives
ρ = γr
(
1− ~ˆr · ~β
)
(4.49)
The unit vector along the light cone (4.3) can now be written as
~n =
1
ρ
(~x− ~z) = 1
ρ
~R (4.50)
From the definition (4.7) we now find ~e1:
~e1 =
1
ρ
~R− ~e0 =
[
1
ρ
r − γ, 1
ρ
~r − γ~β
]
(4.51)
Finally we will also need the dot product of ~˙e0 and ~e1:
~˙e0 · ~e1 =
[
γ4
(
~β · ~a
)
, γ4
(
~β · ~a
)
~β + γ2~a
]
·
[
1
ρ
r − γ, 1
ρ
~r − γ~β
]
= −γ4
(
~β · ~a
)(
1
ρr − γ
)
+ 1ργ
4
(
~β · ~a
)
~β · ~r − γ5
(
~β · ~a
)
~β · ~β + 1ργ2~a · ~r − γ3~β · ~a
= γ5
(
1− β2) ~β · ~a− γ3~β · ~a− 1ργ4 (~β · ~a) r (1− ~β · ~ˆr)+ 1ργ2~a · ~r
(4.52)
The first two terms cancel, so we proceed with
~˙e0 · ~e1 = −1ργ4
(
~β · ~a
)
r
(
1− ~β · ~ˆr
)
+ 1ργ
2~a · ~r
=
−γ4(~β·~a)r(1−~β·~ˆr)
γr(1−~ˆr·~β) +
γ2~a·~r
γr(1−~ˆr·~β)
(4.53)
which finally yields
~˙e0 · ~e1 = −
γ3
(
~β · ~a
)(
1− ~β · ~ˆr
)
− γ~a · ~ˆr
1− ~β · ~ˆr
(4.54)
If f⊥ is to represent some electromagnetic field by the identification F⊥ = λf⊥, we know
from (1.76) that in the conventional interpretation, the components of the electric field
are given by F⊥0i. Thus we write
1
λ
E⊥i = f⊥0i = −1
ρ
[
e˙00 −
(
~˙e0 · ~e1
)
e10
]
ni +
1
ρ
[
e˙0i −
(
~˙e0 · ~e1
)
e1i
]
n0 (4.55)
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On 3-vector form, this becomes
1
λ
~E⊥ = 1ρ
([
γ4
(
~β · ~a
)
+
γ3(~β·~a)(1−~β·~ˆr)−γ~a·~ˆr
1−~β·~ˆr
(
1
ρr − γ
)]
1
ρ~r
+
[
γ4
(
~β · ~a
)
~β + γ2~a+
γ3(~β·~a)(1−~β·~ˆr)−γ~a·~ˆr
1−~β·~ˆr
(
1
ρ~r − γ~β
)]
1
ρr
) (4.56)
When fully written out, the first terms in the last parenthesis on the first and second
line cancel each other out. We further get
1
λ
~E⊥ = 1ρ
[
1
ρ
rγ4
(
~β · ~a
)(
~ˆr − ~β
)
− 1
ρ
γ4(~β·~a)(1−~β·~ˆr)−γ2~a·~ˆr
1−~β·~ˆr r
(
~ˆr − ~β
)
− 1
ρ
rγ2~a
]
= 1ρ
[
1
ρrγ
4
(
~β · ~a
)(
~ˆr − ~β
)
− 1ρrγ4
(
~β · ~a
)(
~ˆr − ~β
)
+ 1ρr
γ2~a·~ˆr
1−~β·~ˆr
(
~ˆr − ~β
)
− 1ρrγ2~a
]
= 1
ρ2
γ2r
[
~a·~ˆr
1−~β·~ˆr
(
~ˆr − ~β
)
− ~a
]
= 1
ρ2
γ2r
1−~β·~ˆr
[
~a · ~ˆr
(
~ˆr − ~β
)
− ~a+ ~a
(
~β · ~ˆr
)]
(4.57)
It follows from the general rule
~a×
(
~b× ~c
)
= ~b (~a · ~c)− ~c
(
~a ·~b
)
(4.58)
that the expression for ~E can be rewritten as
1
λ
~E⊥ =
1
ρ2
γ2r
1− ~β · ~ˆr
[
~a×
(
~ˆr − ~β
)]
× ~ˆr (4.59)
If we insert the expression for ρ found in (4.49) we find
~E⊥ =
λ
r

~a× ~ˆr − ~β(
1− ~β · ~ˆr
)3

× ~ˆr (4.60)
which is the well-known expression for the radiation part of the Lienard-Wiechert field
In the general derivation of the connection between the curvatures in the two bundles
F and F⊥, and the electromagnetic field strengths, we adopted the convention that the
field strength tensor F and the curvature f were related as F = λf . In this case, the
components fi0 should represent the electric field. But as we shall now show, in this
example we regain the Lienard-Wiechert field by actually associating the field tensor F
with the dual of f . Assume ∗F = λf , then we know from (1.39) that F = −λ ∗ f . From
(4.37) we got that
f = − sinφdφ ∧ dϕ = dφ ∧ (− sinφdϕ) = A3 ∧A2 (4.61)
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Inserting the expressions from (4.34) and (4.36) we find
f = −
(
1
ρe2 +
(
~˙e0 · ~e2
)
n
)
∧
(
−1ρe3 −
(
~˙e0 · ~e3
)
n
)
= 1
ρ2
e2 ∧ e3 −
[(
~˙e0 · ~e2
)
e3 −
(
~˙e0 · ~e3
)
e2
]
∧ 1
ρ
n
(4.62)
Now we need the dual of f . The 1-forms {e0, e1, e2, e3} form an orthonormal basis. From
(1.40) we then find that
∗ (e2 ∧ e3) = e0 ∧ e1
∗ (e3 ∧ n) = ∗ (e3 ∧ e1 + e3 ∧ e0) = e0 ∧ e2 + e1 ∧ e2 = n ∧ e2 = −e2 ∧ n
∗ (e2 ∧ n) = ∗ (e2 ∧ e1 + e2 ∧ e0) = e3 ∧ e0 + e3 ∧ e1 = e3 ∧ n
(4.63)
Using this we find
∗f = 1
ρ2
e0 ∧ e1 +
[(
~˙e0 · ~e2
)
e2 +
(
~˙e0 · ~e3
)
e3
]
∧ 1
ρ
n (4.64)
We recognize the second term from (4.40), and know that we can rewrite this as
∗f = 1
ρ2
e0 ∧ e1 +
[
e˙0 −
(
~˙e0 · ~e1
)
e1
]
∧ 1
ρ
n (4.65)
which means that
1
λ
F = − 1
ρ2
e0 ∧ e1 −
[
e˙0 −
(
~˙e0 · ~e1
)
e1
]
∧ 1
ρ
n (4.66)
Assuming Ei = F0i, we have already found the contribution from the second term, which
turned out to be the radiation part of the Lienard-Wiechert field. Here we have an
additional term, and so we need to find the components of this term that contributes to
the electric field. Fµν . We write it as
− 1
ρ2
(e00e1i − e0ie10) (4.67)
which in 3-vector notation becomes
1
ρ2
[
γ
(
1
ρ
~r − γ~β
)
− γ
(
1
ρ
r − γ
)
~β
]
= 1
ρ3
rγ
(
~ˆr − ~β
)
= 1
r2
(~ˆr−~β)(1−β2)
(1−~β·~ˆr)3
(4.68)
This shows that the full electric field becomes
~E =
λ
r2
(
~ˆr − ~β
) (
1− β2)(
1− ~β · ~ˆr
)3 + λr

~a× ~ˆr − ~β(
1− ~β · ~ˆr
)3

× ~ˆr (4.69)
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which is the well-known full version of the Lienard-Wiechert field. Thus it appears that
the the procedure of establishing the π- and normal-planes in the instantaneous rest
frame of the particle and then Lorentz transforming them and associating the curvature
in the plane bundles with the dual of the electromagnetic field, yields the correct results
as the standard formulation of the Lienard-Wiechert potential. The integrable surfaces
of the F-bundle can be understood as two-dimensional spheres in the rest frame of the
particle at the retarded position along its world line, kind of like the particle is blowing
“soap bubbles” at every point along its trajectory which expand along the light cone from
the retarded point. Interestingly, the curvature in the normal bundle can be interpreted
as just the radiation part of the Lienard-Wiechert field if we associate that curvature
directly with an electromagnetic field.
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Fig. 4.1: The construction as depicted by M.Sorg in [6]. The backwards light cone l− from the
field point ~x intersects the particle world line L1 at the point ~z. The particle four-velocity
~u together with the lightlike vector ~n pointing along the forwards light cone l+ at ~z can
be used to define the moving frame vectors. The integrable manifolds S˜ of the F-bundle
are 2-spheres in the instantaneous rest frame of the particle, with radius ρ which is
the projection of the vector between the field point ~x and the particle position ~z on the
particle four-velocity. As laboratory time t passes, the emanated sphere S˜ from a given
point ~z sweeps the entire forwards light cone with vertex at ~z. Figure reconstructed from
the same figure in [6].
5. CHARGE INTERPRETED AS SPIN
We will now study the motion of a non-charged, spinning particle moving at both non-
relativistic and relativistic speed in the presence of an electromagnetic field in the con-
text of the plane bundlemodel of electromagnetism. We start out with the non-relativistic
description first given by Bjørn Felsager and Jon Magne Leinaas in [5]. We will follow
the general outline in their paper, albeit somewhat more detailed. We will formulate a
non-relativistic Lagrangian L for the particle, which in turn enables us to find canonical
equations of motion through the well-known Euler-Lagrange equations:
d
dλ
(
∂L
∂q˙i
)
− ∂L
∂qi
≡ 0 (5.1)
where the Lagrangian L = L(q˙i, qi) depends upon the generalized coordinates qi and
their derivatives, q˙i ≡ dq/dλ, with respect to some parameter λ which parameterizes
the path of the particle. The usual formulation of the Lagrangian for a non-relativistic,
charged particle in an electromagnetic field is
L =
1
2
m~v2 − eφ+ e~v · ~A (5.2)
where ~v and q = −e are respectively the velocity and charge of the particle. ~A is the
vector potential and φ the scalar potential of the electromagnetic field. Here we use the
position coordinates xi and their time-derivatives vi = x˙i as the canonical variables, and
then obviously the coordinate time t as the parameter describing the motion. This leads
to the Euler-Lagrange equations of motion:
m~¨a = e
(
~E + ~v × ~B
)
(5.3)
with
Ei =
∂Ai
∂t
+ ∂φ
∂xi
Bi = ǫ
ijk ∂Aj
∂xi
(5.4)
and where ~a in this equation is the acceleration of the particle. We will now try a com-
pletely different approach, which we will show delivers the same equations of motion but
brings with it a reinterpretation of th charge of the particle: namely that the charge can
be interpreted as spin. Then wewill make an attempt at generalizing the non-relativistic
description to the relativistic particle motion.
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5.1 The non-relativistic, charged particle in three dimensions
Consider a classical, rotating and very small particle. The particle moves in an elec-
tromagnetic field, which we model by the π(x)-planes from Chapter 2. We will include
both electric and magnetic fields, and as we saw then, this means that the vectors ~e1
and ~e2 spanning the π-planes and the normal vector ~n depend explicitly on both the spa-
tial coordinates xi and the coordinate time t. We now place a restriction on the spin
of the particle: At every point x on its trajectory, the particle can only rotate within the
π(x)-plane at that point. A spinning particle can be described completely by its position
~x and angular velocity ~ω. The angular velocity can be described by attaching a frame
consisting of three orthonormal vectors to the particle. Let’s call this frame
e˜(x) =
{
~˜n(x), ~˜e1(x), ~˜e2(x)
}
(5.5)
where ~˜n is the unit vector pointing along the axis about which the particle rotates. The
relation of this frame to the one describing the π-planes and their normal vectors ~n(x) is
already then indicated by our choice of notation. We set the restriction that the particle
had to rotate in the π-planes at every point, and therefore the normal vector to the plane
and the vector along the axis of rotation must be parallel at every point on the trajectory
of the particle. It is also evident that the two remaining vectors spanning the frame e˜
must be a linear combination of the two vectors spanning π. Thus we have the following
relationships
~˜n(x) = ~n(x)
~˜e1(x) = cosχ(t)~e1(x) + sinχ(t)~e2(x)
~˜e2(x) = cosχ(t)~e2(x)− sinχ(t)~e1(x)
(5.6)
This is illustrated in figure 5.1. Since this frame rotates with the particle, the vectors
Fig. 5.1: Figure showing the relationship between the vectors attached to the particle, denoted with
,˜ and the vectors spanning the π-plane. The restriction on the rotation of the particle is
that it is only allowed to rotate within the π-plane at any given point on its trajectory.
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spanning the frame are related to the angular velocity ~ω as follows:
I) ~ω × ~n = d~n
dt
II) ~ω × ~˜e1 = d~˜e1dt
III) ~ω × ~˜e2 = d~˜e2dt
(5.7)
These equations in turn then imply that
~ω = ~n× d~n
dt
+ α~n = ~˜e1 × d
~˜e1
dt
+ β~˜e1 = ~˜e2 × d
~˜e2
dt
+ η~˜e2 (5.8)
So in order to find the angular velocity we need to find an expression for at least one of
the three unspecified coefficients α, β and η. For this we make use of (5.8) to find β for
example:
~ω × ~˜e2 = −
(
~˜e2 · d~n
dt
)
~n− α~˜e1 = −
(
~˜e2 · d
~˜e1
dt
)
~˜e1 + β~n =
d~˜e2
dt
(5.9)
Wherefrom we find that
β = −
(
~˜e2 · d~n
dt
)
=
(
~n · d
~˜e2
dt
)
(5.10)
where we just made use of the orthogonality between the vectors. Thus, we have an
expression for the angular velocity which we can work with:
~ω = ~˜e1 × d
~˜e1
dt
+
(
~n · d
~˜e2
dt
)
~˜e1 (5.11)
Now making use of (5.6) to find the time derivatives we get
d~˜e1
dt
=
d
dt
(cosχ~e1 + sinχ~e2) =
dχ
dt
~˜e2 + cosχ
d~e1
dt
+ sinχ
d~e1
dt
(5.12)
Since we have explicit time dependence for the vectors, we make the transformation
d~ea
dt
=
dxi
dt
∂~ea
∂xi
+
∂~ea
∂t
=
(
~v · ~∇
)
~ea +
∂~ea
∂t
(5.13)
Thus we get
d~˜e1
dt
=
dχ
dt
~˜e2 + cosχ
[(
~v · ~∇
)
~e1 +
∂~e1
∂t
]
+ sinχ
[(
~v · ~∇
)
~e2 +
∂~e2
∂t
]
(5.14)
To advance from here, we remember the structure equations (2.40) from Chapter 2, and
get
d~˜e1
dt =
dχ
dt
~˜e2 + cosχ
(
− [~v · ~a]~e2 −
[
~v ·
(
e1i~∇ni
)]
~n− a0~e2 −
[
e1i∂tn
i
]
~n
)
+sinχ
(
[~v · ~a]~e1 −
[
~v ·
(
e2i~∇ni
)]
~n+ a0~e1 −
[
e2i∂tn
i
]
~n
) (5.15)
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which can be rewritten as
d~˜e1
dt
=
Dχ
dt
~˜e2 −
[
~v ·
(
e˜1i~∇ni
)
+
(
e1i∂tn
i
)]
~n (5.16)
where we have used the relations from (5.6), and where the first term denotes the cov-
ariant derivative of χ:
Dχ
dt
≡ dχ
dt
− ~a · ~v − a0 (5.17)
Similarly, we find for ~˜e2 that
d~˜e2
dt
= −Dχ
dt
~˜e1 −
[
~v ·
(
e˜2i~∇ni
)
+
(
e2i∂tn
i
)]
~n (5.18)
Inserting (5.16) and (5.18) into (5.11) we get
~ω = ~˜e1 ×
(
Dχ
dt
~˜e2 −
[
~v ·
(
e˜1i~∇ni
)
+
(
e1i∂tn
i
)]
~n
)
+
[
~n ·
(
−Dχdt ~˜e1 −
[
~v ·
(
e˜2i~∇ni
)
+
(
e2i∂tn
i
)]
~n
)]
~˜e1
(5.19)
Using the orthogonality and righthandedness of the e˜-frame, we finally arrive at
~ω =
Dχ
dt
~n−
[
~v ·
(
e˜2i~∇ni
)
+
(
e2i∂tn
i
)]
~˜e1 +
[
~v ·
(
e˜1i~∇ni
)
+
(
e1i∂tn
i
)]
~˜e2 (5.20)
To derive the equations of motion for this particle, we need to formulate a Lagrangian.
The difference between this derivation and the usual one for a charged particle in an
electromagnetic field, is that we have included the effect of the electromagnetic field on
the particle by having the particle rotate and setting a restriction on this rotation. Thus
we have modeled the system as a “free”, spinning particle with a spin-constraint. The
Lagrangian for any free classical, rotating object is given as
L =
1
2
m~v2 +
1
2
I~ω2 (5.21)
where m is the mass of the particle, I = ma2 is the moment of inertia and a measures
the radius of gyration. Using (5.20), we then have in our case that
L = 12mv
2+ 12I
([
Dχ
dt
]2
+
[
~v ·
(
e˜2i~∇ni
)
+
(
e2i∂tn
i
)]2
+
[
~v ·
(
e˜1i~∇ni
)
+
(
e1i∂tn
i
)]2) (5.22)
We describe our system by four coordinates. There are the three spatial coordinates
xi, and the rotation angle χ. For the rotation angle we then find the Euler-Lagrange-
equations:
d
dt
(
∂L
∂χ˙
)
− ∂L
∂χ
= 0 (5.23)
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But since (5.22) does not depend explicitly on χ the last term is zero. Therefore we get
d
dt
(
∂L
∂χ˙
)
=
d
dt
(
I
Dχ
dt
)
= 0 (5.24)
The fact that the Lagrangian is not explicitly dependent on χmeans that it is a so-called
cyclic coordinate, and therefore, as we have found, its canonical conjugate momentum is
a constant of motion:
d
dt
Pχ =
d
dt
(
I
Dχ
dt
)
= 0 (5.25)
In the end we will show that the canonical momentum Pχ resulting from the rotation of
the particle can be associated with a charge q, thus reproducing the equations of motion
for a charged particle in the electromagnetic field. The end result will be to relate the
momentum and charge by
Pχ = λq (5.26)
where λ is a constant. If we go to the point particle limit then the radius of gyration a is
very small. The association of Pχ with the charge q implies together with (5.25) that if
we shrink the radius of gyration, the angular frequency of the rotation around ~nmust be
increased in order to conserve the charge. If the radius of gyration is sufficiently small
compared to the explicit variation in the ~n-field in both time and position we can neglect
the contributions from the last two squared terms proportional to I in (5.22). The bound
on a can be written as
a <<
~v2[
~v ·
(
e˜2i~∇ni
)
+ (e2i∂tni)
]2
+
[
~v ·
(
e˜1i~∇ni
)
+ (e1i∂tni)
]2 (5.27)
If we assume this to hold we are left with the following Lagrangian
L =
1
2
mv2 +
1
2
I
(
Dχ
dt
)2
(5.28)
For the spatial coordinates xi we find
∂L
∂x˙i
= mx˙i + Pχ
∂
∂x˙i
(
dχ
dt
− aj x˙j − a0
)
= mx˙i − Pχai (5.29)
Taking the time derivative of this, and using the result (5.25), we get
d
dt
(
∂L
∂x˙i
)
= mx¨i − Pχa˙i = mx¨i − Pχ
(
dxj
dt
∂ai
∂xj
+
∂ai
∂t
)
(5.30)
and arrive at
d
dt
(
∂L
∂x˙i
)
= mx¨i − Pχ
(
x˙j∂jai + ∂tai
)
(5.31)
This is only half the story as far as the spatial coordinates go, as the covariant derivative
of the rotation angle contains the connection components ai and a0, which are indeed
dependent upon the xi. The second part of the Euler-Lagrange-equations for the spatial
coordinates are then
∂L
∂xi
= Pχ∂i
(
dχ
dt
− ajx˙j − a0
)
= −Pχ
(
x˙j∂iaj + ∂ia0
)
(5.32)
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Combining these two equations gives ut the full Euler-Lagrange-equations for the xi-
coordinates:
mx¨i − Pχx˙j (∂jai − ∂iaj + ∂tai − ∂ia0) = 0 (5.33)
We know from (2.11) that the curvature ~b is related to the connection ~a through
bk = ǫkmn∂man (5.34)
which means that
ǫijkb
k = ǫijkǫ
kmn∂man = (δi
mδj
n − δjmδin) ∂man = ∂iaj − ∂jai (5.35)
Additionally, in the usual formulation of electromagnetism, the scalar potential φ is
interpreted as the zeroth component of the 4-vector potential. By comparing the last
two terms in (5.33) with the equation for the electric field in (5.4), we see then that we
can rewrite the Euler-Lagrange-equations as
mx¨i = −Pχ
(
ǫijkx˙
jbk + ǫ¯i
)
(5.36)
with ǫ¯i being the components of a vector proportional to the electric field ~E. Or in vector
notation:
m~˙v = −Pχ
(
~v ×~b+ ~¯ǫ
)
(5.37)
We know that the canonical momentum Pχ is a constant. If it can be related to the
charge q by the constant λ from (2.37) as
Pχ = qλ (5.38)
we see that we regain the expression for the motion of a charged particle in an electro-
magnetic field as seen in (5.3) when we write (5.37) as:
m~˙v = −q
(
~E + ~v × ~B
)
(5.39)
with ~B = λ~b, ~E = λ~¯ǫ and the charge q = −e. We have then shown that with the model
for the electromagnetic field described in Chapter 2, the charge of a particle can be
interpreted as the charge having a classical spin. Now we might ask ourselves if this is
possible to generalize to relativistic motion. If the particle is moving relativistically, we
can no longer operate only withing three-dimensional Euclidean space, but must venture
into four-dimensional space-time. Then the method we just used to get an expression for
the angular velocity is no longer a simple matter of cross products. We could use forms
and a similar derivation, but there is actually an even simpler method, which we will
now first study in context with the non-relativistic motion.
5.2 A different approach to the angular velocity vector
There is an alternative method of finding the angular velocity vector, which makes
things easier when working in more than 3 dimensions. It is established in group theory,
and the result is that the angular velocity vector can be found by the expression
ωi =
1
2
Tr
(
JiR˙R
−1
)
(5.40)
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where the Ji are the matrices representing the generators of rotation about the vector ~ǫi
in a given vector basis ǫ, and R is a matrix describing the specific rotation in question. R˙
is the derivative of the rotation matrix with respect to coordinate time t. The components
of the generators of rotation can be expressed in terms of the Levi-Civita symbol:
(Ji)jk = ǫijk (5.41)
Now what we are really interested in is the square of the angular velocity vector. Using
(5.40) we find
ωiω
i = Tr
(
JiR˙R
−1
)
Tr
(
J iR˙R−1
)
(5.42)
Since the trace is cyclic we write
4ω2 = Tr
(
R˙R−1Ji
)
Tr
(
J iR˙R−1
)
= R˙ab
(
R−1
)b
c (Ji)
c
a
(
J i
)d
eR˙
e
f
(
R−1
)f
d
(5.43)
Using (5.41) we can express this as
4ω2 = R˙ab
(
R−1
)b
c
[
ǫi
c
aǫ
id
e
]
R˙ef
(
R−1
)f
d
= R˙ab
(
R−1
)b
c
[
δcdδae − δceδad
]
R˙ef
(
R−1
)f
d
= R˙ab
(
R−1
)b
cR˙af
(
R−1
)fc − R˙ab (R−1)b cR˙cf (R−1)fa
(5.44)
Careful examination of the indices shows that this is equal to
4ω2 = Tr
[
R˙R−1
(
R−1
)T (
R˙
)T]
− Tr
[
R˙R−1R˙R−1
]
(5.45)
For a rotation matrix in Euclidean space the transpose of the matrix is the inverse,
RT = R−1, which means that the transposed of the inverse matrix is the matrix itself,
i.e. (
R−1
)T
= R (5.46)
In addition, the time derivative of a matrix and the transposing operation commute, so
(
R˙
)T
=
d
dt
(
RT
)
=
d
dt
(
R−1
)
= R˙−1 (5.47)
Finally, since the product of the rotation matrix and its inverse produces the unit matrix,
we have that
R−1R˙ = −R˙−1R (5.48)
Using these properties, we get for the square of the angular velocity vector:
4ω2 = Tr
[
R˙R−1RR˙−1
]
+ Tr
[
R˙R−1RR˙−1
]
(5.49)
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Thus we obtain the expression
ω2 =
1
2
Tr
(
R˙−1R˙
)
(5.50)
The rotation matrix at a given point describes the relative position between the rotating
frame attached to the particle, and the fixed base vectors of the space the particle moves
in. In other words
R =


n1 e˜11 e˜21
n2 e˜12 e˜22
n3 e˜13 e˜23


= [ni, e˜1i, e˜2i] (5.51)
where the last expression is just a short-hand notation for the full matrix. The inverse
is then
R−1 = RT =


n1 n2 n3
e˜11 e˜12 e˜13
e˜21 e˜22 e˜23


=


ni
e˜i1
e˜i2


(5.52)
Using these expressions in (5.50) we get
ω2 =
1
2
Tr




n˙i
˙˜ei1
˙˜ei2


[
n˙i, ˙˜e1i, ˙˜e2i
]


=
1
2
Tr




n˙in˙
i n˙i ˙˜e
i
1 n˙i
˙˜ei2
˙˜ei1ni
˙˜ei1
˙˜e1i ˙˜e
i
1
˙˜e2i
˙˜ei2ni
˙˜ei2
˙˜e1i ˙˜e
i
2
˙˜e2i




(5.53)
Taking the trace we get
ω2 =
1
2
(
n˙in˙
i + ˙˜ei1 ˙˜e1i + ˙˜e
i
2
˙˜e2i
)
(5.54)
Again, using the structure equations (2.40) as before, this becomes
ω2 =
(
Dχ
dt
)2
+
[
~v ·
(
e˜2i~∇ni
)
+
(
e2i∂tn
i
)]2
+
[
~v ·
(
e˜1i~∇ni
)
+
(
e1i∂tn
i
)]2
(5.55)
which is identical to the expression found in (5.22).
5.3 The relativistic, charged particle in an electromagnetic field
When describing a particle with relativistic speed, we can no longer operate only with
the three spatial dimensions, we have to also include the time dimension and work in
Minkowski space M4. For a relativistic particle, the Lagrangian (5.2) no longer holds.
We want to try to have a similar description of the particle to the non-relativistic one, so
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we want to introduce some kind of non-charged, relativistic particle which rotates. The
Euler-Lagrange equations are usually obtained by varying the action
S =
τ2∫
τ1
L(τ)dτ (5.56)
and demanding that the variation δS = 0. One choice of action for a free, non-rotating
particle at relativistic speeds is
S =
τ2∫
τ1
−mc2dτ (5.57)
Thus the Lagranian consist only of the kinetic energy. If we assume we have a rotating
particle moving at relativistic speeds, the Lagrangian must be augmented with some
term which accounts for the rotational energy. We therefore propose the following action
for the rotating, relativistic particle:
S =
τ2∫
τ1
(
−mc2 + 1
2
Iω2
)
dτ (5.58)
Here ω2 is a generalized expression for the square of the angular velocity vector from the
non-relativistic case which should also have the correct non-relativistic form in the limit.
As we saw in Chapter 3, when we work in four-dimensional space-time, any complete
set of base vectors consists of four orthonormal vectors, and we have to consider boosts
as well as spatial rotations. This means we have three additional generators of rotation
which correspond to the three different boosts, so we have the full set of Lorentz generat-
ors given by the matrices in (3.54). The angular velocity vector from the non-relativistic
description is then generalized to a tensor of rank 2:
ωµν =
1√
22
Tr
(
JµνΛ˙Λ
−1
)
(5.59)
where the derivative must now be taken with respect to the proper time τ of the particle
Λ˙ ≡ d
dτ
Λ (5.60)
and where Λ is the matrix representation of the specific Lorentz-transformation between
the fixed basis vectors and the spinning base vectors attached to te particle at a given
point, similarly to the rotation matrix in the non-relativistic situation. The 2-tensor Jµν
contains the matrix representations of the Lorentz generators, and can be represented
as a 4 × 4 matrix in the indices µ, ν, but with each element of the matrix being a 4 × 4
matrix itself. Similarly to the relation between the rotation matrix and the rank 3 Levi-
Civita symbol, there can be established a relation between the components of Jµν and
the rank 4 Levi-Civita symbol as follows:
(Jµν)αβ = ǫµνρσǫ
ρσ
αβ = ηµαηνβ − ηµβηνα (5.61)
The three generators Ji of spatial rotation would then be retrieved by
Jij = ǫijkJ
k (5.62)
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while the boost generators Kk would be found by
J0i = Ki (5.63)
The action (5.58) is Lorentz-invariant since it simply integrates over scalars, and it has
the correct form in the non-relativistic limit. We see this since we can write
S =
τ2∫
τ1
(
−mc2 + 1
2
Iω2
)
dτ =
t2∫
t1
1
γ
(
−mc2 + 1
2
Iω2
)
dt =
t2∫
t1
√
1− v
2
c2
(
−mc2 + 1
2
Iω2
)
dt
(5.64)
Now if the particle is moving at non-relativistic speeds, then
v2
c2
≪ 1 (5.65)
and we can perform an expansion on the square root to get
S =
t2∫
t1
(
1− 1
2
v2
c2
+ ...
)(
−mc2 + 1
2
Iω2
)
dt ≈
t2∫
t1
(
1
2
mv2 +
1
2
Iω2
)
dt (5.66)
In the non-relativistic regime we have seen that we have only spatial rotations and no
boosts, which means that ω reduces to its non-relativistic self, and thus (5.66) corres-
ponds exactly to (5.21). To proceed with the relativistic description we need to find the
square of the angular velocity tensor. We find
8ω2 = Tr
(
Λ˙Λ−1Jµν
)
Tr
(
JµνΛ˙Λ−1
)
= Λ˙αβ
(
Λ−1
)β
λ (Jµν)
λ
α (J
µν)ρ σΛ˙
σ
η
(
Λ−1
)η
ρ (5.67)
Using (5.61) we get
8ω2 = Λ˙αβ
(
Λ−1
)β
λ
[(
ηµ
ληνα − ηµαηνλ
)
(ηµρηνσ − ηµσηνρ)
]
Λ˙ση
(
Λ−1
)η
ρ
= 2Λ˙αβ
(
Λ−1
)β
λ
[
ηλρηασ − ηλσηρα
]
Λ˙ση
(
Λ−1
)η
ρ
= 2
[
Λ˙αβ
(
Λ−1
)β
λΛ˙αη
(
Λ−1
)ηλ − Λ˙αβ (Λ−1)β λΛ˙λη (Λ−1)η α]
= 2
[
Tr
(
Λ˙Λ−1
(
Λ−1
)T
Λ˙T
)
− Tr
(
Λ˙Λ−1Λ˙Λ−1
)]
(5.68)
In contrast to the situation in the non-relativistic case, the transpose of the Lorentz
matrix Λ is not its own inverse. The inverse, we remember, is given by the relation (3.6)
Λ−1 = gΛT η (5.69)
with g and η being the metrics in the fixed basis and the moving basis respectively.
Taking the transpose we get (
Λ−1
)T
= ηΛg (5.70)
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since the transpose of a diagonal matrix, which both the metrics are, is equal to itself.
In addition, the square of the metrics yield the identity in the respective basis, so, (3.6)
can also be rewritten as
ΛT = gΛ−1η (5.71)
Since the metrics are constant, this means that
Λ˙T = gΛ˙−1η (5.72)
Using these properties in our expression for the square of the angular velocity tensor,
we get
4ω2 = Tr
(
Λ˙Λ−1ηΛggΛ˙−1η
)
− Tr
(
Λ˙Λ−1Λ˙Λ−1
)
(5.73)
The square of the metric g in the first term yields simply the identity, and we make use
of the cyclic propery of the trace operation to write
4ω2 = Tr
(
Λ˙−1Λ˙Λ−1Λ
)
− Tr
(
Λ−1Λ˙Λ−1Λ˙
)
(5.74)
where we also used the fact that for any given matrices A and B, we have
Aµνη
ν
αB
α
β = A
µ
νB
ν
β (5.75)
Finally, we make use of (3.6) to write
Λ˙Λ−1 =
d
dτ
(
ΛΛ−1
)− ΛΛ˙−1 = d
dτ
If − ΛΛ˙−1 = −ΛΛ˙−1 (5.76)
Thus, we end up with the following expression for the square of the angular velocity
tensor:
ω2 =
1
2
Tr
(
Λ˙−1Λ˙
)
=
1
2
Tr
(
Λ˙T Λ˙
)
(5.77)
where the last equality can be shown by using (3.6) together with (5.75) and the cyclic
property of the trace. This is very similar to (5.50) indeed. Now we need an expression
for the Lorentz matrix which we can work on. It must be defined in such a way that
(5.59) reduces to (5.40) in the non-relativistic limit, and it is therefore natural to assume
that Λ consists of the components of the rotating, orthonormal vectors attached to the
particle, just as in the non-relativistic case. The rotating frame attached to the particle
consists now of four vectors, and we write it as
~˜e =
{
~˜e0, ~˜e1, ~˜e2, ~˜e3
}
(5.78)
The condition we impose on the rotation this time is the exact same as in the non-
relativistic case. The particle is still only allowed to rotate within the π-planes at any
given point in space-time, and therefore the two leftover vectors in the rotating frame
are locked to the orthogonal frame. The relation between the vectors in the rotating
frame and the vectors (3.3) spanning the π-frame and the orthogonal frame are
~˜e0 = ~e0
~˜e1 = ~e1
~˜e2 = cosχ~e1 + sinχ~e3
~˜e3 = cosχ~e3 − sinχ~e2
(5.79)
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The Lorentz matrix can then be written as
Λ =


e˜00 e˜10 e˜20 e˜30
e˜01 e˜11 e˜21 e˜31
e˜02 e˜12 e˜22 e˜32
e˜03 e˜13 e˜23 e˜33


= [e˜0µ, e˜1µ, e˜2µ, e˜3µ] (5.80)
where again the last expression is just shorthand for the whole thing. This of course
means that
ΛT =


e˜µ0
e˜µ1
e˜µ2
e˜µ3


(5.81)
We now get for the square of the angular velocity tensor
ω2 =
1
2
Tr




˙˜eµ0
˙˜eµ1
˙˜eµ2
˙˜eµ3


[
˙˜e0µ, ˙˜e1µ, ˙˜e2µ, ˙˜e3µ
]


=
1
2
Tr


˙˜eµ0
˙˜e0µ ˙˜e
µ
0
˙˜e1µ ˙˜e
µ
0
˙˜e2µ ˙˜e
µ
0
˙˜e3µ
˙˜eµ1
˙˜e0µ ˙˜e
µ
1
˙˜e1µ ˙˜e
µ
1
˙˜e2µ ˙˜e
µ
1
˙˜e3µ
˙˜eµ2
˙˜e0µ ˙˜e
µ
2
˙˜e1µ ˙˜e
µ
2
˙˜e2µ ˙˜e
µ
2
˙˜e3µ
˙˜eµ3
˙˜e0µ ˙˜e
µ
3
˙˜e1µ ˙˜e
µ
3
˙˜e2µ ˙˜e
µ
3
˙˜e3µ


(5.82)
Taking the trace leaves us with
ω2 =
1
2
(
˙˜eµ0
˙˜e0µ + ˙˜e
µ
1
˙˜e1µ + ˙˜e
µ
2
˙˜e2µ + ˙˜e
µ
3
˙˜e3µ
)
(5.83)
Extending the structure equations (2.9) to include the timelike vector ~e0, we obtain the
full set of structure equations in four dimensions:
∂µe0ν = −e1νaµ⊥ + e2ν (e2α∂µeα0 ) + e3ν (e3α∂µeα0 )
∂µe1ν = −e0νaµ⊥ + e2ν (e2α∂µeα1 ) + e3ν (e3α∂µeα1 )
∂µe2ν = −e3µaµ + e0ν (e2α∂µeα0 )− e1ν (e2α∂µeα1 )
∂µe3ν = e2µa
µ + e0ν (e3α∂
µeα0 )− e1ν (e3α∂µeα1 )
(5.84)
5.3. The relativistic, charged particle in an electromagnetic field 85
with
~a⊥ = e0α~∇eα1 and ~a = e2α ~∇eα3
(5.85)
For the first vector in the rotating frame we find then
˙˜e0ν =
d
dτ
e0ν =
dxµ
dτ
∂µe0ν = u
µ [−e1νa⊥µ + e2ν (e2α∂µeα0 ) + e3ν (e3α∂µeα0 )] (5.86)
where uµ are the components of the four-velocity vector for the particle. This leaves us
with
~˙˜e0 = −~e1 (~a⊥ · ~u) + ~e2
[
~u ·
(
e2α~∇eα0
)]
+ ~e3
[
~u ·
(
e3α ~∇eα0
)]
(5.87)
Similarly we find for ~˜e1:
~˙˜e1 = −~e0 (~a⊥ · ~u) + ~e2
[
~u ·
(
e2α~∇eα1
)]
+ ~e3
[
~u ·
(
e3α ~∇eα1
)]
(5.88)
For ~˜e2 things are ever so slightly different, and we get
˙˜e2ν =
d
dτ
(cosχe2ν + sinχe3ν)
= dχ
dτ
e3ν + cosχ
d
dτ
e2ν + sinχ
d
dτ
e3ν
= dχ
dτ
e3ν + cosχu
µ∂µe2ν + sinχu
µ∂µe2ν
(5.89)
Inserting from the structure equations, we get
˙˜e2ν =
dχ
dτ e˜3ν + cosχu
µ [−e3µaµ + e0ν (e2α∂µeα0 )− e1ν (e2α∂µeα1 )]
+ sinχuµ [e2µaµ + e0ν (e3α∂µe
α
0 )− e1ν (e3α∂µeα1 )]
(5.90)
Contracting the terms which add up to contain e˜2α and ~˜e3, we get
~˙˜e2 =
Dχ
dτ
~˜e3 +
[
~u ·
(
e˜2α ~∇eα0
)]
~e0 −
[
~u ·
(
e˜2α~∇eα1
)]
~e1 (5.91)
where the first term is again the covariant derivative of χ, this time with respect to
proper time τ :
Dχ
dτ
≡ dχ
dτ
− ~a · ~u (5.92)
Similarly we get for the last vector:
~˙˜e3 = −Dχ
dτ
~˜e2 +
[
~u ·
(
e˜3α~∇eα0
)]
~e0 −
[
~u ·
(
e˜3α~∇eα1
)]
~e1 (5.93)
The expression for the square of the angular velocity tensor implies that we now only
need to sum up the square of each of the expressions (5.87), (5.88), (5.91) and (5.93). This
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leads to
ω2 = 12
(
(~a⊥ · ~u)2 +
[
~u ·
(
e2α ~∇eα0
)]2
+
[
~u ·
(
e3α~∇eα0
)]2
+(~a⊥ · ~u)2 +
[
~u ·
(
e2α~∇eα1
)]2
+
[
~u ·
(
e3α ~∇eα1
)]2
+
(
Dχ
dτ
)2
+
[
~u ·
(
e˜2α~∇eα0
)]2
+
[
~u ·
(
e˜2α~∇eα1
)]2
+
(
Dχ
dτ
)2
+
[
~u ·
(
e˜3α~∇eα0
)]2
+
[
~u ·
(
e˜3α~∇eα1
)]2)
(5.94)
After summing up and writing out the expression for ~a⊥ we get the final expression for
the square of the angular velocity tensor:
ω2 =
(
Dχ
dτ
)2
+
[
~u ·
(
e1α~∇eα0
)]2
+12
([
~u ·
(
e2α~∇eα0
)]2
+
[
~u ·
(
e3α~∇eα0
)]2
+
[
~u ·
(
e˜2α~∇eα0
)]2
+
[
~u ·
(
e˜3α~∇eα0
)]2
+
[
~u ·
(
e2α ~∇eα1
)]2
+
[
~u ·
(
e3α~∇eα1
)]2
+
[
~u ·
(
e˜2α~∇eα1
)]2
+
[
~u ·
(
e˜3α ~∇eα1
)]2)
(5.95)
In the Lagrangian we have a term which is proportional to Iω2. Now, we perform the
same assumption as in the non-relativistic case: We assume that the particle is small
enough such that the radius of gyration contained in the moment of intertia is much
smaller than the variation in both ~e0 and ~e1. Thus, compared to the translational term
in the Lagrangian, the contribution to the Lagrangian from all the terms in (5.95) except
the first can be ignored. In this point particle limit, we have then that the action can be
expressed as
S =
τ2∫
τ1
(
−mc2 + 1
2
I
[
Dχ
dτ
]2)
dτ (5.96)
To get the Euler-Lagrange equations we have to vary the action with respect to some
parameter λ while demanding that the the total variation of the action is zero, and also
that the endpoints of the path we integrate over in the action are fixed. Using the proper
time τ of the particle as the variational parameter is not possible, since the proper time
is dependent on the path so if we vary the path we vary the proper time, and then the
demand that the endpoints are fixed fails. We therefore rewrite the action in terms of a
new parameter λ, so that we have it on a parameter-invariant form:
S =
λ2∫
λ1
(
−mc2 + 1
2
I
[
dλ
dτ
Dχ
dλ
]2) dτ
dλ
dλ (5.97)
From general relativity we know that
−c2dτ2 = dxµdxµ (5.98)
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which means that
dτ =
1
c
√−dxµdxµ (5.99)
Therefore we get
S =
λ2∫
λ1
(
−mc2 + 12I
[
1
dτ
dλ
Dχ
dλ
]2)
dτ
dλdλ
=
λ2∫
λ1

−mc2 + 12I
[
c√
−dxµdx
µ
dλ
Dχ
dλ
]2 1
c
√
−dxµdxµ
dλ dλ
=
λ2∫
λ1

−mc2 + 12I
[
cq
− dxµ
dλ
dxµ
dλ
Dχ
dλ
]2 1
c
√
−dxµdλ dx
µ
dλ dλ
(5.100)
which yields
S =
λ2∫
λ1
(
−mc√−x˙µx˙µ + 1
2
I
c√−x˙µx˙µ
[
Dχ
dλ
]2)
dλ (5.101)
where
x˙µ ≡ dxµ
dλ
and Dχ
dλ
≡ dχ
dλ
− aµx˙µ (5.102)
This gives us the parameter-invariant Lagrangian:
L = −mc√−x˙µx˙µ + 1
2
I
c√−x˙µx˙µ
[
Dχ
dλ
]2
(5.103)
from which we can now find the equations of motion. As in the non-relativistic case, the
coordinates that describes the system completely are the now four space-time-coordinates
xµ plus the rotation angle χ. Let’s start with the equations of motion for the χ-coordinate:
d
dλ
(
∂L
∂χ˙
)
− ∂L
∂χ
= 0 (5.104)
Only the second term in (5.103) contains the derivative of χ, and χ itself appears nowhere
so it is a cyclic coordinate. This means that we get
d
dλ
(
I
c√−x˙µx˙µ
Dχ
dλ
)
= 0 (5.105)
with
Pχ = I
c√−x˙µx˙µ
Dχ
dλ
(5.106)
which is of course then a constant of motion. For the space-time coordinates we find
∂L
∂x˙µ =
mc√−x˙ν x˙ν x˙µ +
1
2Ic
(
1√−x˙ν x˙ν3
[
Dχ
dλ
]2
x˙µ − 2 1√−x˙ν x˙ν
Dχ
dλ aµ
)
= 1
c
√−x˙ν x˙ν
(
mc2 + 12IP
2
χ
)
x˙µ − Pχaµ
(5.107)
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Taking the derivative of this with respect to the parameter λ, we get
d
dλ
(
∂L
∂x˙µ
)
= x˙ν x¨
ν
c
√−x˙ν x˙ν
(
mc2 + 12IP
2
χ
)
x˙µ
+ 1
c
√−x˙ν x˙ν
(
mc2 + 12IP
2
χ
)
x¨µ − Pχ dxνdλ ∂νaµ
(5.108)
which we write as
d
dλ
(
∂L
∂x˙µ
)
= x˙ν x¨
ν
c
√−x˙ν x˙ν
(
mc2 + 12IP
2
χ
)
x˙µ
+ 1
c
√−x˙ν x˙ν
(
mc2 + 12IP
2
χ
)
x¨µ − Pχx˙ν∂νaµ
(5.109)
For the derivatives with respect to the coordinates themselves we get
∂L
∂xµ
= I
c√−x˙ν x˙ν
Dχ
dλ
∂µ
(
dχ
dλ
− aν x˙ν
)
= −Pχx˙ν∂µaν (5.110)
Now that all the variation has been performed, we are free to choose the parameter λ
which we use to parametrize the system to be equal to the proper time τ of the chosen
path which minimizes the action. In that case x˙µ = uµ is the four-velocity of the particle,
which in particular satisfies the four-velocity identity
uµu
µ = −c2 (5.111)
which in turn means that the first term in (5.109) vanishes. Combining (5.109) and
(5.110) we get
1
c2
(
mc2 +
1
2I
P 2χ
)
u˙µ + Pχu
ν (∂µaν − ∂νaµ) = 0 (5.112)
We recognize the sum in the second term as the curvature fµν in the F-bundle, and so
we get (
m+
c2
2I
P 2χ
)
u˙µ = −Pχfµνuν (5.113)
The term on the left hand side we interpret as an effective mass
m¯ = m+
c2
2I
P 2χ (5.114)
which is only natural considering that the particle has a contribution to its energy from
the fact that it is rotating, versus the situation with a non-rotating particle. Therefore
we get
m¯u˙µ = −Pχfµνuν (5.115)
If we again assume that the canonical momentum conjugate to the χ-coordinate can be
related to the charge q of the particle through (5.38):
Pχ = qλ (5.116)
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where λ is the constant relating the connection ~a to the vector potential ~A through ~A =
λ~a, we finally obtain
m¯u˙µ = −qFµνuν (5.117)
which is exactly the equations of motion for a relativistic point particle moving in an
electromagnetic field described by the field tensor Fµν = λfµν . We have seen then, that it
is possible to generalize the non-relativistic model to the relativistic one using a simple
modus operandi of finding and making use of the expressions which have the correct
form in the non-relativistic limit. It appears that we can also interpret charge as spin in
the relativistic situation.
Usually one describes a rotating, relativistic particle with the so-called spin-tensor
Sµν which is a generalization of the spin vector about which the spin precesses in the
non-relativistic description. The idea is that the spin is to be described as spatial ro-
tation about a spacelike vector in the instantaneous rest frame of the particle. This
introduces a constraint on the spin-tensor which usually manifests itself through the
following expression for the spin-tensor
Sµν = ǫµναβu
αsβ (5.118)
where uα is the four-velocity of the particle and sβ the spacelike spin-vector. This equa-
tion implies that in the instantaneous rest frame, the spin-vector is a spacelike 3-vector.
But this line of thinking means that the rotation of the particle has to lie in some two-
dimensional subspace of the instantaneous rest frame, which means that one of the two
normal vectors to the plane in which the particle rotates is equal or proportional to the
four-velocity of the particle. This is a constraint which does not seem to fit with the
model we have been studying here, since we have no guarantee that the timelike vector
~e0 is always proportional to ~u. In fact, it would appear that that is just a special case.
5.4 Relation to the Kaluza-Klein model
We will finally note the striking similarities between the spinning body description pre-
viously outlined, and the Kaluza-Klein model [2]. This was discussed in [5] for the non-
relativistic case, and here we simply show that from the relativistic generalization of
the rotation model in that paper, the discussion stays valid. As mentioned, the Kaluza-
Klein model starts out with the usual four-dimensional space-time, but augments it with
a closed, spacelike fifth dimension parametrized by an angular coordinate. They intro-
duce the metric in this five-dimensional space, gMN where the indices run from 0 to 4,
and obtain the following line element:
ds2kk = gMNdx
MdxN = gµνdx
µdxν + 2g4νdx
4dxν + g44dx
4dx4 (5.119)
Then the metric component g4µ is associated with the electromagnetic four potential Aµ
by
g4µ ≡ Aµ (5.120)
and from this then follows the theory of electromagnetism. In the description of a spin-
ning body we needed five coordinates in order to describe the motion of the particle, i.e.
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the configuration space of the particle motion is five-dimensional. The distance between
two neighbouring points in this configuration space is given by
ds2 = dxµdx
µ + a2dϕµνdϕ
µν (5.121)
where dϕµν is a tensor describing an infinitesimal rotation of the body-fixed frame, and
a still the radius of gyration. The infinitesimal rotation tensor is related to the angular
velocity tensor (5.59) through
ωµν =
dϕµν
dτ
(5.122)
In conjunction with (5.77) we see then, that if we go to the point particle limit we get the
following line element:
ds2 = dxµdx
µ + a2 (Dχ)2 (5.123)
where Dχ is the gauge-invariant increment in χ, as seen from (5.92):
Dχ = dχ− aµdxµ (5.124)
Therefore we observe that in the point-particle limit the line element in the configuration
space is reduced to
ds2 = dxµdx
µ + a2 (Dχ)2 (5.125)
Upon comparing this with the Kaluza-Klein line element (5.119) we note that they look
much the same. Of course, the interpretations of the quantities are somewhat different,
so the lack of a g4µ-component in (5.125) does not mean that there is no electromagnetic
field. In contrast to the Kaluza-Klein model, the rotation model does not need an addi-
tional spatial dimension, but instead augments the configuration space of the particle.
And here the angular coordinate, which in the Kaluza-Klein model is more or less intro-
duced ad hoc, is here given a direct physical meaning.
6. SUMMARY, CONCLUSIONS AND DISCUSSIONS YET TO BE HAD
In chapter 2 we introduced the geometrical model, which forms the basis for this thesis,
in the three-dimensional case as described in [5]. We saw how the curvature in the
F-bundle consisting of the π-planes can be used to describe both electric and magnetic
fields when allowing the planes to vary with both position and time, albeit with a con-
straint. Gauge-transformation could then be identified with a rotation of the vectors
spanning the π-planes. We could represent any given magnetic field, but when we in-
cluded the electric fields as well we had implicitly the constraint ~E · B = 0 on the elec-
tromagnetic fields possible to represent within the three-dimensional model. We com-
mented on the close relationship between the plane bundle description and Weyl-theory,
and how matter fields with charge could be described by a complex vector constrained
to the π-planes. We also showed the interesting relationship between the ~n-field and the
magnetic flux, where by employing the spherical map ~r → ~n(~r)we saw that the magnetic
flux through a surface S is in fact directly proportional to the area on the unit 2-sphere
sweeped by the ~n-vectors at every point on S (2.52). As a consequence of this area the-
orem, we obtained a geometrical quantization of the charge of the magnetic monopole
(2.53). We also obtained in a sense a new type of gauge symmetry. Namely the implica-
tion that any ~n-field configuration which spanned the same area on the unit sphere after
the spherical map would necessarily produce the same flux. For an infinitesimal change
in the ~n-field we found the set of solutions (2.72) which satisfies this area preservation.
In chapter 3 we extended the three-dimensional model to four-dimensional space-time.
We had to include an additional vector normal to the π-planes, and thus we had an
additional plane bundle F⊥ consisting of the set of planes normal to the π-planes, i.e.
the planes spanned by the two normal vectors. With this extra plane bundle we found
an associated gauge symmetry, identified with rotations in the normal planes of the
vectors which span them. We also found the underlying fields of extrinsic curvature
(3.37) which relates the curvatures in F and F⊥. We studied some additional struc-
tures which emerged when generalizing the model to four dimensions, such as addi-
tional plane bundles (3.65), in greater detail than what was done in [6]. Specifically, we
studied their possible SO(2)- and/or SO(1 + 1)-gauge invariance (3.68, 3.69) and if any
of them were integrable (3.75). What we found was that in four dimensions we have
four structures which were invariant with respect to both gauge transformations, two
of which combined to form the expression for the curvature in the F-bundle, while the
other two combined to form the expression for the curvature in the F⊥-bundle. These
four structures are not generally integrable, but when reducing the dimension from four
to three, the structures collapse into one single plane bundle (3.76) which corresponds
to the curvature in the three-dimensional case, and which is in fact integrable. A de-
generation of the structures of sorts. Finally, motivated by [6], we examined possible
configurations for the field from a monopole moving at constant velocity. The unit vector
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proportional to the monopole four-velocity was proposed as a natural choice for the time-
like normal vector to the π-planes, as its role naturally vanishes when the monopole is
at rest. The causality argument that it should be the properties of the monopole at the
time of emission that determines the properties of the field at any given field point gave
a motivation for a specific choice for the spacelike normal vector. Namely that the light-
like vector ~n (3.96) that points along the lightcone from the monopole position at time of
emission can be used to define a spacelike unit vector orthogonal to the unit vector pro-
portional to the monopole four-velocity. Mathematically though, we could have defined
a spacelike unit vector at any other point along the monopole world line and used that
in combination with the other vectors to describe the electromagnetic field.
In chapter 4 we studied the description given by M.Sorg [6] of the field from an arbitrar-
ily accelerated monopole, and showed in greater detail than in [6] how one could obtain
the Lienard-Wiechert field (4.69) from this configuration by changing the interpretation
of the point particle from a monopole to a charged point particle, thus associating the
dual of the curvature in the F-bundle with the electromagnetic field tensor. Following the
causality argument, we found that that description did reproduce the Lienard-Wiechert
field, and that the ambiguity concerning the choice of a spacelike normal vector is lost
when allowing the particle to be arbitrarily accelerated. In analogy to the usual deriva-
tion of the Lienard-Wiechert field we used the retarded position of the particle to define
the framebundles, and from them find the electric fields. The fact that this would work
was not immediately apparent, but what was also a surprise was that the curvature
in the F⊥-bundle, when associated with an electromagnetic field, reproduced the radi-
ation part (4.60) of the Lienard-Wiechert field. The integrable surfaces of this model
were observed to be 2-spheres in the instantaneous rest frame of the monopole (charged
particle), as if the monopole (charged particle) was “blowing bubbles” of integrable sur-
faces continuously as it traveled. These 2-spheres propagate along the lightcone from
the point of emission.
In chapter 5 we first studied the description of a classical, rotating particle with no
charge moving with non-relativistic speed. When restricted to rotate only in the π-plane
at any given point on its trajectory and taking the point particle limit, it behaved like
a charged particle in an electromagnetic field. This description was first given in [5] for
the non-relativistic, spinning particle interpreted as a charged particle in a magnetic
field. We included here the electric field also in the examination of the non-relativistic,
rotating particle and went through the description in greater detail. Then we general-
ized the description to also include relativistic motion where we proposed a seemingly
non-standard Lagrangian for a rotating body, but which has the correct non-relativistic
limit and is completely gauge invariant. The standard description of rotating bodies by
way of a spin tensor as given in (5.118) did not seem compatible with our description
of the particle. This is because we already impose a restriction on the rotation which is
not in general compliant with the restriction on the spin tensor. Finally, we comment
on the apparent similarities between the rotating particle description and the Kaluza-
Klein model. We showed how the line element in the configuration space of the particle
(5.125) is strikingly similar to the line element (5.119) obtained from the Kaluza-Klein
metric. The similarities are cosmetical though, since in our rotating particle description
we never had to incorporate a fifth dimension, and the angular variable was shown to
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have a direct physical interpretation as the angular rotation of the body-fixed frame of
the particle.
Part of our initial motivation for studying the geometrical description of electromag-
netism was the search for something to connect the descriptions of electromagnetism
and gravity. Since gravity has been so successfully described in geometric properties, we
could hope that some geometric description of electromagnetism would relate the two.
In our discussion we have introduced the π-planes, which we can describe by an anti-
symmetric tensor λµν , without any reference to gravitation, described by the symmetric
tensor gµν . It is clear that for a unification of the two descriptions, one should expect that
when we change one of these quantities, it should induce a change in the other. It would
certainly be interesting to pursue these ideas if possible. Another interesting subject for
further investigation is the prospect of a generalization of the area theorem (2.52) from
the three-dimensional case to the four-dimensional one. Clearly, the integral∫
S
Fµνdσ
µν (6.1)
where Fµν is the electromagnetic field tensor and dσ
µν is some infinitesimal area ele-
ment of S, should have a geometrical interpretation as some sort of gauge invariant
quantity similar to the three-dimensional case. Possibly, a specific choice of gauge might
help illuminate the problem, like the Gliozzi gauge [4] for instance. The plane model
description also has ties to such topics as the non-linear σ-model [10] and thus recently
also to the description of charged, two-condensate Bose-systems [12] where the expres-
sion (2.19) for the magnetic field seems to play a very important part in qualitatively
differentiating the two-condensate system from the one-condesate system. It would be
interesting to delve further into the relationships between the plane model description
and these topics.
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