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A B S T R A C T
This thesis deals with the complexity inherent in the long-term be-
havior of both chaotic and non-chaotic dynamical systems. Thereby,
two particular examples form the starting point of our work.
The first example is a simple model for the occurrence of a so-called
strange non-chaotic attractor. We study fractal aspects of this attractor
by determining several associated dimensional quantities.
Interestingly, the considered model system shows a complex long-
term behavior despite having zero topological entropy. It is hence nat-
ural to ask whether there exists another topological invariant which is
able to detect this inherent complexity. This question is the origin for
the investigation launched in the second part of the thesis where we
introduce the notion of amorphic complexity. After examining basic
properties of this new quantity, we study its applicability to almost
sure 1-1 extensions of equicontinuous systems with the particular fo-
cus on Sturmian subshifts, Denjoy homeomorphisms on the circle
and regular Toeplitz subshifts.
The second motivating example of this thesis is closely related to a
parameter family of sets of bounded orbits associated with the classi-
cal Farey map. This family of sets was recently studied as a general-
ization of the sets of bounded continued fraction expansions where
several topological and dimensional properties were considered. In
particular, it was shown that a natural associated bifurcation set plays
a central role in the understanding of this family of sets.
In the last part of the present dissertation, we extend these results
to parameter families of sets of bounded orbits associated with more
general continuous interval maps and thereby focus on topological
aspects.
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L I S T O F F I G U R E S
Figure 1 Strange non-chaotic attractor for (1) with  = 3 and
 the golden mean. 4
Figure 2 F sketched for (a)  2 (0, 1=2), (b) the critical value
 = 1=2 and (c)  2 (1=2, 1). With respect to the last
case, the relevant subsystem contained in F can be
seen in the red-rimmed box. 18
Figure 3 The graphs of the first six iterated upper bound-
ing lines of (1) with  = 3 and  the golden mean.
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Part I
G E T T I N G S TA RT E D

1
I N T R O D U C T I O N
In the endeavor of gaining new insights in a specific field of mathe-
matical research, the development of the corresponding abstract the-
ory and the understanding of concrete examples go hand in hand. In
fact, two motivating examples from the field of dynamical systems
form the starting point for the present thesis. In what follows, a dy-
namical system is a continuous map f : X ! X on a compact metric
space (X,d).
One branch of dynamical systems is the study of the complexity
inherent in the long-term behavior of a system and one possibility to
advance in this task is to investigate dynamical invariants. Arguably,
one of the most important topological invariants of a dynamical sys-
tem is the notion of topological entropy. This notion was first intro-
duced by Adler, Konheim and McAndrew in [AKM65]. Here, we give
the definition which is due to Bowen [Bow71] and Dinaburg [Din71].
First, define the Bowen-Dinaburg metrics by
dn(x,y) :=
n-1
max
i=0
d(fi(x), fi(y))
where x,y 2 X. For  > 0 and n 2 N, a set S  X is called (f, ,n)-
separated if dn(x,y) >  for all x 6= y 2 S. Let bS(f, ,n) denote the
maximal cardinality of an (f, ,n)-separated set. Then, the topological
entropy of f is defined as
htop(f) := sup
>0
lim
n!1
log bS(f, ,n)
n
.
One possible interpretation of this notion is that a more involved
dynamical behavior apparent in a system is reflected in a larger topo-
logical entropy of this system, especially its entropy should be non-
zero. However, there are plenty of dynamical systems which have
zero topological entropy but at the same time show a certain complex
behavior and have interesting dynamical properties.
This brings us to the first of the two motivating examples of this
thesis. In [GOPY84], Grebogi and his coworkers introduced the sys-
tem F : T1  [0, 1]! T1  [0, 1], given by
F(, x) = (+  mod 1, tanh(x)  sin()) (1)
with T1 = RnZ,  2 R nQ and real parameter  > 0, as a simple
model for the existence of a so-called strange non-chaotic attractor
(SNA)1. The simplicity of (1) is already reflected in its structure: in
1 To be precise, the model studied by Grebogi et al. was a four-to-one extension of (1)
with a slightly different parametrization.
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the base T1, the dynamics are determined by a rigid rotation by an
irrational angle  and the fibre maps only consist of strictly monoton-
ically increasing functions. Another reason to consider this system
simple is that its topological entropy is zero2. Nevertheless, (1) shows
a very interesting dynamical behavior: for  6 2 the attractor3 of the
system is just the zero line T1  f0g but for  > 2 the attractor is
an intricate-looking curve, depicted in Figure 1. We refer to it as the
strange non-chaotic attractor of (1).
Figure 1: Strange non-chaotic attractor for (1) with  = 3 and  the golden
mean.
To gain further understanding of (1), we will study the structure
of the SNA in more detail in Part ii. In particular, we are interested
in its dimensional properties. Broadly speaking, these measure the
size of the SNA from a certain point of view and are able to reveal at
least to some extent its complicated structure. Furthermore, since the
topological entropy of (1) is zero, it is natural to ask whether there
exists another topological invariant which can detect the transition
to the strange non-chaotic attractor (for  changing from  6 2 to
 > 2) described further above. This will be the starting point for the
investigation launched in Part iii.
Another possible way of understanding the complex behavior of
a dynamical system is to study natural parameter families contain-
ing the original system and to analyze how the complexity changes
with the parameter when we approach the respective system. The
paradigm example for this kind of method is the logistic family
f(x) :=   x(1- x)
on the unit interval [0, 1] with  2 [0, 4]. It is well known that the map
 7! htop(f) varies continuously and monotonically from 0 to log 2
[Dou95] as  increases and that before the topological entropy starts
2 This can be deduced for example from [Bow71, Theorem 17].
3 Here, we mean by an attractor a forward invariant set that attracts Lebesgue almost
every point in T1  [0, 1].
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to grow, (f)2[0,4] undergoes so-called period doubling bifurcations.
For a good exposition of this bifurcation process, see for example
[Ott93, Section 2.2]. From these two properties we gain some insight
of how the complexity inherent in (f)2[0,4] unfolds while  is in-
creasing until the full logistic map f4 is reached.
We would like to apply the same procedure to the classical and
well-known Farey map
F(x) :=
8<: x1-x if x 2 [0, 1=2]1-x
x if x 2 (1=2, 1]
. (2)
The Farey map has intimate relations to the topic of continued frac-
tions in number theory and is also one of the paradigm examples in
the area of infinite ergodic theory, for more information see for exam-
ple [Iso11] and references therein. Analogous to the logistic family,
the obvious approach would seemingly be to consider the parameter
family (F)2[0,1] with F(x) :=   F(x). As it turns out, this family
behaves quite differently than the classical logistic family: the map
 7! htop(F) changes drastically (it jumps at the critical parameter
 = 1=2 directly from 0 to log 2) and there occur no period doubling
bifurcations (we give more details in the next chapter).
This leads us to the second motivating example of the present the-
sis. By restricting F to the surviving sets
B(t) =
1\
n=0
F-n
 
[t, 1]

for t 2 [0, 1], we may interpret the analysis in [CT11] as a study of
an alternative parameter family containing the Farey map. Then, one
particular result of [CT11] is that (FjB(t))t2[0,1] undergoes a process
which resembles period doubling bifurcations. Furthermore, from the
results of [Rai94], we also have that t 7! htop(FjB(t)) varies con-
tinuously (and monotonically, which follows directly from the fact
that B(t)  B(t 0) for t 0 6 t). That means the parameter family
(FjB(t))t2[0,1] behaves much more in accordance with the logistic
family. The goal of Part iv of this thesis is to start the process of
extending the results of [CT11] and some of the findings in [CT12] to
more general interval maps. Thereby, we will focus on generalizing
the topological results.

2
M A I N R E S U LT S
In this chapter, we state the main results of the present thesis. Note
that certain preliminary notions, needed for stating some of the as-
sertions, are given in Chapter 4. Readers familiar with those basic
dynamical notions can directly proceed and consult Chapter 4 only
if needed. Throughout the thesis, we usually state definitions in the
normal text and highlight the respective names in a cursive format.
Only definitions that have a novel character and are specific to this
thesis will be highlighted in the same way as propositions, lemmas,
theorems, corollaries and special remarks.
2.1 dimensions of strange non-chaotic attractors
In this part of the thesis, we study the motivating example (1) from
the introduction
F(, x) = (+  mod 1, tanh(x)  sin()) ,
where  2 RnQ and  > 0. As already mentioned, this family of
maps was introduced by Grebogi and his coworkers in [GOPY84] as
a simple model for the existence of a so-called strange non-chaotic
attractor (SNA). Later, the term pinched skew products was coined
by Glendinning [Gle02] for a general class of systems sharing some
essential properties with the motivating example (1). Note that in the
following LebT1 and LebT1[0,1] refer to the corresponding Lebesgue
measure on T1 and T1  [0, 1], respectively.
We call the upper bounding graph '+ of the global attractor A :=T
n2N F
n
 (T
1  [0, 1]), which is given by
'+() := supfx 2 [0, 1] j (, x) 2 Ag ,
an SNA without further specifying this notion in this paragraph (cf.
Chapter 5 for the precise definition). Due to the monotonicity of the
fibre maps F, : x 7! tanh(x)  sin(), one can verify that the func-
tion '+ satisfies
F,('
+()) = '+(+  mod 1) .
Consequently, the corresponding point set + := f(,'+()) j  2
T1g is (forward) invariant under F. Slightly abusing terminology, we
will call both '+ and + an invariant graph. Keller showed in [Kel96]
that for  > 2 in (1) the graph '+ is LebT1-almost surely strictly
positive, its Lyapunov exponent
('+) :=
Z
log F 0,('
+()) d
7
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is strictly negative and '+ attracts LebT1[0,1]-a.e. initial condition.
Note that Birkhoff’s Ergodic Theorem implies that
lim
n!1 1n log
 
Fn,
 0
('+()) = ('+)
for LebT1-a.e.  2 T1 where Fn, = F,+(n-1) mod 1  : : :  F,.
The findings in [GOPY84] attracted substantial interest in the the-
oretical physics community, and subsequently a large number of nu-
merical studies confirmed the widespread existence of SNA’s in quasi-
periodically forced systems and explored their behavior and proper-
ties (see [PNR01, HP06, Jä09] for an overview and further references).
For a long time, however, rigorous results remained rare, and even
basic questions are still open nowadays. In particular, this concerns
the dimensions and fractal properties of SNA’s. A numerical investi-
gation was carried out in [DGO89], and the results indicated that the
box-counting dimension of the attractor is two, whereas the informa-
tion dimension should be one. For sufficiently large , the conjecture
on the box-counting dimension was verified indirectly in [Jä07], by
showing that the topological closure of + is equal to the global
attractor A = f(, x) j 0 6 x 6 '+()g and therefore has positive
two-dimensional Lebesgue measure.
Our aim is to determine further dimensions of '+ and the asso-
ciated invariant measure '+ which is obtained by projecting the
Lebesgue measure on the base T1 onto +. In all of the following
assertions, we need that the rotation vector  is Diophantine which
essentially means that points in the base T1 do not come back to
themselves too quickly under the iteration of the rigid rotation (the
precise definition is given in (12) in Section 7.2). For the Hausdorff
dimension DH (see Section 6.1 for the definition) we have
Theorem 2.1. Suppose  is Diophantine and  is sufficiently large in (1).
Then DH(+) = 1. Furthermore, the one-dimensional Hausdorff measure
of + is infinite.
This statement as well as the following ones are special cases of
Corollary 7.14, see Section 7.3. Here and in the results below, the
largeness condition of  depends on the constants of the Diophantine
condition on .
Remark 2.2. Our results in Section 7.3 also allow us to treat exam-
ples with a higher dimensional driving space as given in Example
7.1. In these cases the rotation on T1 is replaced by a rotation on
Td = Rd=Zd and we obtain that the Hausdorff dimension of + is
d. However, at least for sufficiently large d the d-dimensional Haus-
dorff measure is finite, in contrast to the case d = 1 (Proposition 7.11).
We conjecture that for these examples the d-dimensional Hausdorff
measure is infinite only for d = 1 and finite for all d > 2.
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In order to obtain information on the invariant measure '+ , we
determine its pointwise dimension
d'+ (, x) = lim"!0
log'+(B"(, x))
log "
.
A priori, it is not clear whether this limit exists such that in general
one defines the upper and lower pointwise dimension by taking the
limit superior and inferior, respectively (see Section 6.1). Furthermore,
even if the limit exists, it may depend on (, x). If the pointwise di-
mension exists and is constant almost surely, the invariant measure
is called exact dimensional. It turns out that this is the case in the situ-
ation considered here. In fact, we obtain the stronger result that '+
is a rectifiabile measure, see Section 6.2 and Theorem 7.13, and this
directly implies
Theorem 2.3. Suppose  is Diophantine and  is sufficiently large in (1).
Then for '+-almost every (, x) 2 T1  [0, 1] we have d'+ (, x) = 1. In
particular, '+ is exact dimensional.
For an exact dimensional measure  it is known that the informa-
tion dimension D1 (see again Section 6.1 for the definition) coincides
with the pointwise dimension. Hence, we obtain
Corollary 2.4. Suppose  is Diophantine and  is sufficiently large in (1).
Then D1('+) = 1.
This confirms the conjecture made in [DGO89]. Since the geometric
mechanism for the creation of SNA’s in pinched skew products is
quite universal and can be found in a similar form in other types
of systems, we expect our results to hold in further situations. For
instance, this holds true for the SNA found in the Harper map, which
describes the projective action of quasiperiodic Schrödinger cocycles,
and it should further hold true for SNA’s in the quasiperiodically
forced version of the Arnold circle map. For more information on
these maps see e.g. [HP06] and [Jä09], respectively, and references
therein. In Section 3.1, a first outlook in this direction will be given.
Our proof hinges on the fact that the SNA '+ can be approximated
by the iterates of the upper bounding line T1 f1g of the phase space,
whose geometry can be controlled quite accurately. This observation
has already been used in [Jä07] and will be further utilized here. An
outline of the strategy is given in Section 7.1. In Section 7.2 we derive
the required estimates on the approximating curves, which are used
to compute the Hausdorff dimension and the pointwise dimension in
Section 7.3.
2.2 amorphic complexity
As we already pointed out in the introduction, an essential motivation
for this part of the dissertation is the question whether there exists a
10 main results
topological invariant which can distinguish pinched skew product
systems, like (1), with and without a strange non-chaotic attractor.
However, here we will take a broader point of view by studying the
very onset of dynamical complexity and the break of equicontinuity
in the regime of zero entropy systems. Thereby, we are looking for a
dynamically defined positive real-valued quantity which
(a) is an invariant of topological conjugacy (and has other good
properties);
(b) gives value zero to isometries and Morse-Smale systems;
(c) is able to detect, as test cases, the complexity inherent in the
dynamics of Sturmian subshifts or Denjoy homeomorphisms
on the circle, by taking positive values for such systems.
Nevertheless, we want to stress that the original motivating question
paves the way for all considerations in this part of the thesis. We
refer the reader to Section 3.2 where an outlook for the application of
amorphic complexity in the context of pinched skew product systems
is given.
There exist several concepts to describe the complexity of systems
in the zero entropy regime (see, for example, [Mis81, Smí86, MS88,
KS91, Car97, Fer97, KT97, Fer99, BHM00, HK02, FP07, HPY07, HY09,
CL10, DHP11, Mar13, KC14]). Some of them have properties that may
be considered as shortcomings, although this partly depends on the
viewpoint and the particular purpose one has in mind. To be more
precise, let us consider one example of a standard approach to mea-
sure the complexity of zero entropy systems, namely, the (modified)
power entropy (see Section 3.3 and [HK02]). In the context of tiling
spaces and minimal symbolic subshifts, power entropy is more com-
monly known as polynomial word complexity and presents a well-
established tool to describe the complexity of aperiodic sequences.
However, it turns out that power entropy gives positive values to
Morse-Smale systems, whereas modified power entropy is too coarse
to distinguish Sturmian subshifts or Denjoy examples from irrational
rotations.
We are thus taking an alternative and complementary direction,
which leads us to define the notions of asymptotic separation num-
bers and amorphic complexity. Those are based on an asymptotic
notion of separation, which is the main qualitative difference to the
previous two concepts, since the latter rely in their definition on the
classical Bowen-Dinaburg/Hamming metrics which consider only fi-
nite time-scales. As a consequence, ergodic theorems can be applied
in a more or less direct way to compute or estimate amorphic com-
plexity in many situations. In order to fix ideas, we concentrate on
the dynamics of continuous maps defined on metric spaces.
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Definition 2.5. Let (X,d) be a metric space and f : X ! X. Given
x,y 2 X,  > 0,  2 (0, 1] and n 2N, we let
Sn(f, , x,y) := #

0 6 k < n j d(fk(x), fk(y)) > 
	
.
We say that x and y are (f, ,)-separated if
lim
n!1 Sn(f, , x,y)n >  .
A subset S  X is said to be (f, ,)-separated if all x,y 2 S with x 6= y
are (f, ,)-separated. The (asymptotic) separation number Sep(f, ,),
for distance  > 0 and frequency  2 (0, 1], is then defined as the
largest cardinality of an (f, ,)-separated set in X. If these quantities
are finite for all , > 0, we say f has finite separation numbers, oth-
erwise we say it has infinite separation numbers. Further, if Sep(f, ,)
is uniformly bounded in  for all  > 0, we say that f has bounded
separation numbers, otherwise we say separation numbers are unbounded.
These notions provide a first qualitative indication concerning the
complexity of a system. Roughly spoken, finite but unbounded sepa-
ration numbers correspond to dynamics of intermediate complexity,
which are our main focus here. Once a system behaves ‘chaotically’,
in the sense of positive topological entropy or weak mixing, separa-
tion numbers become infinite.
Theorem 2.6. Suppose X is a compact metric space and f : X ! X is
continuous. If f has positive topological entropy or is weakly mixing with
respect to some invariant probability measure  with non-trivial support,
then it has infinite separation numbers.
The proof is given in Chapter 8. Obviously, if f is an isometry
or, more generally, equicontinuous, then its separation numbers are
bounded (see also the short discussion after Proposition 2.9 below).
Moving away from equicontinuity one encounters the class of almost
automorphic systems, which are central objects of study in topolog-
ical dynamics and include many examples of both theoretical and
practical importance. At least in the minimal case, separation num-
bers are suited to describe this transition, as the next result shows.
Due to Veech’s Structure Theorem [Vee65], minimal almost automor-
phic systems can be defined as minimal almost 1-1 extensions of
equicontinuous systems. For their definition, cf. Section 4.4, and for
more information on almost automorphic systems, see for example
[Vee65, Aus88, AGN14] and references therein.
Theorem 2.7. Suppose X is a compact metric space and f : X ! X is a
homeomorphism.
(i) If f is minimal and almost automorphic but not equicontinuous,
then f has unbounded separation numbers.
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(ii) If f is an almost sure 1-1 extension of an equicontinuous system,
then f has finite separation numbers.
Again, the proof is given in Chapter 8. Examples for case (ii) are
Sturmian subshifts, Denjoy examples on the circle and regular Toeplitz
flows which are discussed further below.
In order to obtain quantitative information, we proceed to study the
scaling behavior of separation numbers as the separation frequency
 goes to zero. In principle, one may consider arbitrary growth rates
(see Section 9.1). However, as all the examples we discuss indicate, it
is polynomial growth which is the most relevant.
Definition 2.8. Given  > 0, we let
ac(f, ) := lim
!0
log Sep(f, ,)
- log
, ac(f, ) := lim
!0
log Sep(f, ,)
- log
and define the lower and upper amorphic complexity of f as
ac(f) := sup
>0
ac(f, ) and ac(f) := sup
>0
ac(f, ) ,
respectively. If both values coincide, ac(f) := ac(f) = ac(f) is called
the amorphic complexity of f.
We note once more that the main difference to the notion of (mod-
ified) power entropy is the fact that we use an asymptotic concept of
separation, and the scaling behavior that is measured is not the one
with respect to time but that with respect to the separation frequency.
Somewhat surprisingly, this makes amorphic complexity quite well-
accessible to rigorous computations and estimates. The reason is that
separation frequencies often correspond to certain ergodic averages
or visiting frequencies, which can be determined by the application
of ergodic theorems. We have the following basic properties.
Proposition 2.9. Suppose X, Y are compact metric spaces and f : X !
X, g : Y ! Y are continuous. Then the following statements hold.
(i) Factor relation: If g is a factor of f, then ac(f) > ac(g) and
ac(f) > ac(g). In particular, amorphic complexity is an invariant
of topological conjugacy.
(ii) Power invariance: For all m 2 N we have ac(fm) = ac(f) and
ac(fm) = ac(f).
(iii) Product formula: If upper and lower amorphic complexity coin-
cide for both f and g, then the same holds for fg and we have ac(f
g) = ac(f) + ac(g). Otherwise, we have ac(f g) 6 ac(f) + ac(g)
and ac(f g) > ac(f) + ac(g).
(iv) Commutation invariance: ac(f  g) = ac(g  f) and ac(f  g) =
ac(g  f).
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The proofs of the stated assertions can be found in Chapter 9. The
last proposition shows that requirement (a) from the beginning is
fulfilled by amorphic complexity. With respect to requirement (b) we
have the following: amorphic complexity is zero for all isometries
f : X ! X because in this case separation numbers Sep(f, ,) do not
depend on . Similarly, amorphic complexity is zero for Morse-Smale
systems. Here, we call a continuous map f on a compact metric space
XMorse-Smale if its non-wandering set
(f) is finite. This implies that

(f) consists of a finite number of fixed or periodic orbits, and for any
x 2 X there exists y 2 
(f) with limn!1 fnp(x) = y where p is the
period of y. Since orbits converging to the same periodic orbit cannot
be (f, ,)-separated, we obtain Sep(f, ,) 6 #
(f) for all , > 0.
Hence, separation numbers are even bounded uniformly in  and .
Altogether, this means requirement (b) is also fulfilled by amorphic
complexity.
Concerning requirement (c), we have the following statement where
the proof is given in Chapter 11.
Proposition 2.10. Amorphic complexity equals one for Sturmian subshifts
and Denjoy examples on the circle.
The arguments in the proof of Theorem 2.7 (ii) can be quantified,
at least to some extent, to obtain an upper bound on amorphic com-
plexity for minimal almost sure 1-1 extensions of isometries. In rough
terms, the result reads as follows. Details will be given in Chapter 10.
By DB(A) we denote the upper box-counting dimension of a totally
bounded subset A of a metric space, see Section 4.6.
Theorem 2.11. Suppose X and  are compact metric spaces and f : X! X
is an almost sure 1-1 extension of a minimal isometry g : !  with factor
map h. Further, assume that the upper box-counting dimension of  is finite
and strictly positive. Then
ac(f) 6 (h) DB()
DB() - sup>0DB(E)
, (3)
where E = f 2  j diam(h-1()) > g and (h) is a scaling factor
depending on the local properties of the factor map h.
The proof is given in Chapter 10. It should be mentioned, at least
according to our current understanding, that this result is of rather
abstract nature. The reason is the fact that the scaling factor (h), de-
fined in (51), seems to be difficult to determine in concrete examples.
However, as Proposition 2.10 and the next theorem demonstrate, for
specific families of maps more direct methods can be used to obtain
improved explicit estimates.
Finally, we will investigate so-called regular Toeplitz flows in Chap-
ter 12. Given a finite alphabet A, a sequence ! = (!k)k2I 2 AI with
I = N0 or Z is called Toeplitz if for all k 2 I there exists p 2 N
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such that !k+p` = !k for all ` 2 N. In other words, every symbol
in a Toeplitz sequence occurs periodically. Thus, if we let Per(p,!) =
fk 2 I j !k+p` = !k for all ` 2 Ng, then
S
p2N Per(p,!) = I. By
D(p) = #(Per(p,!) \ [0,p - 1])=p, we denote the density of the p-
periodic positions. If limp!1D(p) = 1, then the Toeplitz sequence is
called regular. A well-known example of a regular Toeplitz sequence
is the paperfolding sequence, also known as the dragon curve se-
quence [AB92].
We call a sequence (p`)`2N of integers such that p`+1 is a multiple
of p` for all ` 2 N and
S
`2N Per(p`,!) = I a weak periodic structure
for !. More details are given in Chapter 12. We denote the shift orbit
closure of ! by ! such that (!,) is the subshift generated by !.
Theorem 2.12. Suppose ! is a non-periodic regular Toeplitz sequence with
weak periodic structure (p`)`2N. Then
ac
 
j!

6 lim
`!1 logp`+1- log(1-D(p`)) .
In Chapter 12, we further demonstrate by means of examples that
this estimate is sharp and that a dense set of values in [1,1) is at-
tained (Theorem 12.6 and Corollary 12.7).
2.3 bifurcations of families of bounded orbits
First, let us recall that every irrational number x in [0, 1] has a unique
continued fraction expansion
x =
1
a1 +
1
a2 +
1
a3 +
. . .
=: [a1,a2,a3, : : : ] ,
where an 2N. Further, each rational number x 2 (0, 1) has two finite
continued fraction expansions, x = [a1, : : : ,ak] = [a1, : : : ,ak - 1, 1]
where ak > 2. For a good exposition of continued fractions, see for
example [Khi64].
A classical object of interest in the theory of continued fractions is
the family of sets (BN)N2N,
BN :=

[a1,a2, : : : ] 2 [0, 1] j an 6 N for all n 2N
	
,
that is, the sets of irrational numbers such that the elements of their
continued fraction expansions are uniformly bounded by N, see for
example [Hen06, Section 9.1] and references therein. In [CT11], the
authors suggest to study a generalization of this family given by
B(t) := fx 2 [0, 1] j Fn(x) > t for all n 2N0g
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where t 2 [0, 1] and F is the Farey map defined in (2) in the introduc-
tion1. It is almost immediately clear that B(1=N) = BN-1 for N > 1.
Furthermore, as already mentioned in Chapter 1, it is not difficult to
see that B(t) equals the surviving set of points that never hit the inter-
val [0, t) under the dynamics of F for each t 2 [0, 1]. Accordingly, the
sets B(t) are closed and forward invariant under F.
As it turns out, the map t 7! B(t) is locally constant for a large set
of parameters t 2 [0, 1] and the relevant set where t 7! B(t) changes
is the bifurcation set
E := fx 2 [0, 1] j x 2 B(x)g .
In [CT11], several properties of the bifurcation set E and its relation to
the family of sets (B(t))t2[0,1] are investigated. Since the definitions
of these two are not necessarily restricted to the Farey map, it seems
natural to ask whether some of the obtained results can be extended
to more general interval maps. Indeed, this will be the case, whereby
we focus on generalizing the topological statements. We want to em-
phasize that all the considerations made here are also guided by the
classical results of [Urb86].
In what follows, we study the sets B(t), t 2 [0, 1] and E with re-
spect to general continuous maps f : [0, 1] ! [0, 1]. Let us point
out that, from a general perspective, when considering the set fx 2
[0, 1] j fn(x) > t for all n 2 N0g it is quite natural to think of the ana-
log problem, i.e. to consider the set fx 2 [0, 1] j fn(x) 6 t for all n 2
N0g as will be done in Part iv. There are also natural situations for
studying this kind of analog problem, see for example [BCIT13] and
references therein.
In a first step, we want to generalize the description of the con-
nected components of the complement of E obtained in the case of
the Farey map in [CT11, CT12]. To state their result we need the fol-
lowing notions: for a rational number r = [a1, : : : ,ak], ak > 2 in (0, 1),
we denote the open interval whose endpoints are the quadratic surds
a1, : : : ,ak

and

a1, : : : ,ak - 1, 1

by Ir and call it a quadratic inter-
val (further, set I1 := ((
p
5- 1)=2, 1]). Moreover, we say Ir is maximal
if Ir is not contained in any other quadratic interval. It is shown in
[CT12] that two maximal quadratic intervals do not intersect and that
every quadratic interval is contained in a unique maximal one. Now,
we have that
[0, 1]nE =
[
r2Q\(0,1]
Ir is maximal
Ir (4)
and further that t 7! B(t) is constant on quadratic intervals.
1 Originally, in the definition of B(t) in [CT11], the Gauß map is used instead of the
Farey map F, however, it is not difficult to show that the two definitions coincide (see
also the proof of [CT11, Lemma 1]).
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For a general continuous map f on the unit interval, a natural re-
placement for the quadratic intervals from a dynamical point of view
are the following sets.
Definition 2.13. Suppose m 2 N. An open interval Im  [0, 1] with
fm(x) < x for all x 2 Im is called a (lower) m-interval for f if there
exists no open interval J  [0, 1] such that Im is strictly contained in
J and fm(x) < x for all x 2 J. Further, we say Im is a (lower) interval of
order m if Im is a (lower) m-interval and there exists no other (lower)
m˜-interval Im˜ with m˜ 2N such that Im˜ = Im and m˜ < m.
The next statement is a first positive indication that this is a suitable
choice. The proof is given in Chapter 13.
Lemma 2.14. Suppose Im  [0, 1] is an m-interval. For t, s 2 Im, we have
that B(t) = B(s).
Define the same notion of maximality for m-intervals as for qua-
dratic intervals.
Theorem 2.15. Let  2 E. Suppose that  2 E (or  = 1) such that  < 
and no other point in (,) belongs to E. Then (,) ((, 1]) is a maximal
m-interval for some m 2N.
The theorem is proved in Chapter 14. Using that E is closed, we can
almost immediately conclude that
[0, 1]nE =
[
m2N
I2Im
I (5)
where Im is the collection of all maximal intervals of orderm for each
m 2N. Relation (5) implies several corollaries. For instance, it yields
– analogous to the quadratic intervals – that two maximal intervals of
order m and m˜, respectively, are disjoint and that each m-interval is
contained in a unique maximal interval of order m˜. Moreover, in the
case of the Farey map, we can deduce from (4) and (5) that all the
maximal quadratic intervals and all the maximal (lower) intervals of
order m 2N are in one-to-one correspondence.
In the case of the Farey map, it is proven in [CT12] that E has zero
Lebesgue measure but full Hausdorff dimension (for the definition
of the latter, see Chapter 6). Here, we focus on the cardinality of E
for general transitive continuous maps. For the notion of transitivity,
cf. Section 4.1, and for the definition of piecewise monotone maps on
the unit interval, see Chapter 14.
Theorem 2.16. Suppose f : [0, 1] ! [0, 1] is a transitive continuous map.
We have that the bifurcation set E is nowhere dense and infinite. Further-
more, if f is piecewise monotone, then E is uncountable.
As an immediate consequence, we obtain the following statement,
where a Cantor set is a perfect (closed, no isolated points) and nowhere
dense subset of [0, 1].
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Corollary 2.17. If f is a transitive, continuous and piecewise monotone
map, then the bifurcation set without its isolated points is a Cantor set.
The proofs can be found in Chapter 14. In the proof of the second
part of Theorem 2.16, we will make use of the very general results of
[Rai94]. In particular, [Rai94] implies that the map t 7! htop(fjB(t)) is
continuous (cf. Chapter 1 for the definition of the top. entropy htop).
In the last chapter, we state some results concerning similarities
and relations between the surviving sets and the bifurcation set. In
particular, we show that for each t 2 E the connected components of
the complement of the surviving set B(t) can be described in a similar
way as in (5) and we prove the following assertion (for the definition
of piecewise monotone maps with full branches, see Chapter 15).
Theorem 2.18. Let f be a transitive, continuous and piecewise monotone
map with full branches and suppose t 2 E. Then t is isolated in E if and
only if B(t) contains an isolated point.
The presence of isolated points is one of the main differences to
the corresponding results in [Urb86]. Heuristically speaking, the rea-
son for this deviance is that the maps considered in the last theo-
rem contain orientation-reversing branches, whereas in [Urb86] only
orientation-preserving expanding maps on the circle are allowed. The
last theorem also has the following interpretation.
Corollary 2.19. Assume f is a transitive, continuous and piecewise mono-
tone map with full branches and let t 2 Enf0, 1g. We have that t is a limit
point of E if and only if B(t) is a Cantor set.
In Section 3.5, we give a short outlook for further possible direc-
tions one can pursue concerning the properties of the surviving and
bifurcation sets.
Remark 2.20. As promised in the introduction, we want to explain
here in more detail why the parameter family (F)2[0,1] with F(x) =
  F(x) behaves quite differently than the classic logistic family. For
 2 [0, 1=2), it is not difficult to see that all points in [0, 1] converge
under the dynamics of F to the attracting fixed point 0, and for the
critical parameter  = 1=2 we get an additional repelling fixed point
at 1=2, cf. Figure 2 (a) and (b). This means that for  2 [0, 1=2] the
topological entropy of F is zero2. Further, for  2 (1=2, 1] observe
that 1-  is a fixed point of F and F() = 1- . Hence, the interval
I := [1 - , ] is invariant under F (and all points outside of I
converge to 0), see Figure 2 (c). We have that the dynamics of F
2 This can be seen by using that htop(F) = htop(Fj
(F)) where 
(F) is the non-
wandering set of F (which equals f0g for  2 [0, 1=2) and f0, 1=2g for  = 1=2).
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(a) (b) (c)
Figure 2: F sketched for (a)  2 (0, 1=2), (b) the critical value  = 1=2 and (c)
 2 (1=2, 1). With respect to the last case, the relevant subsystem
contained in F can be seen in the red-rimmed box.
restricted to I for  2 (1=2, 1] are directly related to the dynamics of
the system
Fˆ(x) :=
8<: x-(2-1)x if x 2 [0, 1=2]1-x
-(2-1)(1-x) if x 2 (1=2, 1]
(6)
defined on the unit interval3. Observe that Fˆ coincides with the tent
map for  = 1=2 and the Farey map for  = 1. That means (6)
interpolates between a uniformly expanding and intermittent map
(as the Farey map has an indifferent fixed point at zero). Exactly
this kind of scenario was studied in [GI05] and further extended in
[EIK07] (in fact, a simple reparametrization of (6) yields the systems
studied in these articles). Using the last two references, it follows
in particular that htop(F) = log 2 for each  2 (1=2, 1]. Taken all
together, this shows that the map  7! htop(F) changes drastically
(it jumps at the critical parameter  = 1=2 directly from 0 to log 2)
and that (F)2[0,1] undergoes no period doubling bifurcation. Let
us emphasize that examples of families of maps where the topologi-
cal entropy behaves discontinuously are well known, see for example
[MS80, Mis89, Mis01]. However, to the best of our knowledge, the
particular example (F)2[0,1] involving the Farey map together with
the absence of any periodic doubling bifurcation and the relation to
[GI05, EIK07] have not been pointed out in the literature so far. Finally,
we want to mention that one can still try to study finer properties of
F for  2 (1=2, 1], using for example the techniques from [JKPS09]
and [JMS].
3 Namely, g  Fˆ = F  g on I where g : [0, 1]! I : x 7! (2- 1)x+ 1- .
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3.1 dimensions of strange non-chaotic attractors in
non-smooth saddle-node bifurcations
As mentioned at the beginning of Section 2.1, the motivating example
(1) from the introduction belongs to the more general class of pinched
skew product systems. These systems are characterized by the fact
that for some point in the base the fibre over this point is mapped
to a single point (see also Chapter 5). This property greatly simpli-
fies their analysis. However, at the same time it gives these systems
a certain toy model character (since they are not invertible) and they
can therefore not be the time-one maps of flows, which are of partic-
ular interest from the applied point of view. A more realistic scenario
for the creation of SNA’s are so-called non-smooth saddle-node bifur-
cations. There the SNA originates from the collision of two initially
continuous invariant curves. In the following, instead of explaining
this pattern in general, we will give a concrete example of a family of
maps which fits into this general scheme and also state some very re-
cently obtained results from [FGJ14] just for this specific family. These
new results generalize some of the assertions obtained in this thesis,
where some inspiration for their proof is drawn, at least on a heuris-
tic level, from the strategy applied in our setting. However, we want
to stress that on a technical level these new results are much more
demanding and heavily rely on the multiscale analysis developed in
[Fuh14]. More information can be found in [FGJ14].
The family of maps (f)2[0,1] that we want to consider is defined
by f : T1 R! T1 R with
f(, x) := (+  mod 1, arctan(x) -(1+ cos(2))) ,
where  2 RnQ and  > 0. Provided  is Diophantine and  suf-
ficiently large, it can be shown that this family undergoes a non-
smooth saddle-node bifurcation. This means there exists a critical pa-
rameter c 2 (0, 1) such that
(i) If  < c, then f has exactly two continuous invariant graphs
in T1  [0,1).
(ii) If  > c, then f has no invariant graphs in T1  [0,1).
(iii) If  = c, then f has a strange non-chaotic attractor '+c (and
also a strange non-chaotic repeller) in T1  [0,1).
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Now, recall that+c denotes the graph (as the corresponding point
set associated with '+c) and that '+c is the invariant measure which
is obtained by projecting the Lebesgue measure on T1 onto +c .
Theorem 3.1 ([FGJ14, Theorem 1.4]). For  Diophantine and  suffi-
ciently large we have that
(i) The box-counting dimension of +c is 2 and its Hausdorff dimension
equals 1.
(ii) The measure '+c is exact dimensional with pointwise and informa-
tion dimension equal to 1.
3.2 pinched skew products and amorphic complexity
As we already pointed out further above, the question whether there
exists a topological invariant which can distinguish pinched skew
product systems, like (1), with and without a strange non-chaotic at-
tractor is an essential motivation for the introduction of amorphic
complexity. Here, we want to give a first outlook of the applicabil-
ity of this new concept for pinched skew product systems, where we
formulate everything explicitly for the family of maps given by (1).
Further information and a more thorough discussion can be found in
[FGJ15, Section 6].
Theorem 3.2 ([FGJ15, Theorem 6.1]). Suppose  is Diophantine and  is
sufficiently large in (1). Then there exists an invariant (under the rotation
by angle ) set 
  T1 of full Lebesgue measure such that
0 < ac
 
Fj
[0,1]

6 ac
 
Fj
[0,1]

< 1 .
This approach of considering the dynamics on a restricted subset
of full measure in the above statement can be formalized in a more
systematic way and leads to the definition of amorphic complexity
of a Borel probability measure (again, details can be found in [FGJ15,
Remark 6.2]). In fact, this approach seems inevitable. We conjecture,
motivated by very recent results [KC14, DG15], that the amorphic
complexity of F for  > 2 is infinite. This conjecture will be part of
future investigation on this topic.
3.3 amorphic complexity, power entropy and transient
behavior
In this section, we demonstrate by means of some elementary exam-
ples that there is no direct relation – in terms of inequalities – between
amorphic complexity and the notions of power entropy and modified
power entropy. Furthermore, we give an example which shows that
amorphic complexity is sensitive to transient behavior. It should be
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an interesting task to describe which types of transient behavior have
an impact on amorphic complexity and which ones do not, and thus
to understand whether this quantity may be used to distinguish qual-
itatively different types of transient dynamics. More information can
be found in [FGJ15] and [GJ15].
Recall the definitions of the Bowen-Dinaburg metrics dn and of
the topological entropy given in Chapter 1. For a continuous map
f : X ! X on a compact metric space (X,d), the topological entropy
htop(f) measures the exponential growth of the separation numbersbS(f, ,n) where  > 0 and n 2 N. If topological entropy is zero, then
power entropy instead simply measures the polynomial growth rate,
given by
hpow(f) := sup
>0
lim
n!1
log bS(f, ,n)
logn
.
We refer to [HK02] and [Mar13] for a more detailed discussion.
Now, note that one wandering point is already enough to ensure
that power entropy is at least bigger than one – provided f is a homeo-
morphism [Lab13, Proposition 2.1]. Given a Morse-Smale homeomor-
phism on a compact metric space, we hence conclude that the corre-
sponding power entropy is positive, as claimed at the beginning of
Section 2.2.
This shows that we may have hpow(f) > ac(f). Conversely, consider
the map f : T2 ! T2, (x,y) 7! (x, x+ y) where T2 = R2=Z2. Then
given z = (x,y) and z 0 = (x 0,y 0), we have that
dn(z, z 0) 6 njx- x 0j+ jy- y 0j ,
which implies that bS(f, ,n) 6 Cn
2
for some constant C > 0. Hence,
hpow(f) 6 1. However, at the same time we have that if x 6= x 0, then z
and z 0 rotate in the vertical direction with different speeds, and this
makes it easy to show that T1  f0g is an (f, ,)-separated set for
suitable , > 0, so that Sep(f, ,) = 1. Hence, we may also have
ac(f) > hpow(f), showing that no inequality holds between the two
quantities.
Modified power entropy hpow is defined in a similar way as power
entropy, with the only difference being that the metrics dn in the
definition are replaced by the Hamming metrics
dn(x,y) :=
1
n
n-1X
i=0
d(fi(x), fi(y)) .
Since dn 6 dn, modified power entropy is always smaller than power
entropy, and it can be shown that for Morse-Smale systems it is al-
ways zero. The same is true, however, for Denjoy examples and Stur-
mian subshifts [HK02], so that modified power entropy does not seem
suitable to detect topological complexity on the very fine level we are
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interested in here. The same example f(x,y) = (x, x + y) as above
shows that we may have ac(f) > hpow(f). An example for the opposite
inequality is more subtle, but can be made such that it demonstrates
at the same time the non-existence of a variational principle for the
modified power entropy (a question that was left open in [HK02]). It
is contained in the forthcoming note [GJ15].
The example of the Morse-Smale systems shows that amorphic
complexity is, in some sense, less sensitive to transient behavior than
power entropy, since it assigns the value zero to these type of systems.
However, amorphic complexity is not entirely insensitive to transient
dynamics. An example can be given as follows.
Let f : [0, 1]T1 ! [0, 1]T1 be of the form f(x,y) := (g(x),y+
(x) mod 1), where T1 = R1=Z1,  : [0, 1] ! R is continuous and
g : [0, 1] ! [0, 1] is a Morse-Smale homeomorphism with unique at-
tracting fixed point xa = 0 and unique repelling fixed point xr = 1
so that limk!1 gk(x) = 0 for all x 2 (0, 1). Let x0 2 (0, 1) and
xk := g
k(x0) for k 2 N and x 00 := (x0 + x1)=2. Suppose  is given
by
(x) :=
8>><>>:
0 if x 2 f0g[ (x0, 1];
1- 2
jx 00-xj
x0-x1
if x 2 (x1, x0];
1
k
 
g-(k-1)(x)

if x 2 (xk, xk-1], k > 2;
.
Then if x, x 0 2 [x1, x 00], we have that
n-1X
k=0
  gk(x) -
n-1X
k=0
  gk(x 0)
 = 2 jx- x 0jx0 - x1
nX
k=1
1
k
. (7)
This means that one of the two points (x, 0), (x 0, 0) performs infinitely
more turns around the annulus [0, 1]T1 as n ! 1, and it is not
difficult to deduce from (7) that (x, 0), (x 0, 0) are (f, ,)-separated for
some fixed , > 0 independent of x, x 0. Hence, [x1, x 00] f0g is an
uncountable (f, ,)-separated set, and we obtain Sep(f, ,) =1.
3.4 symbolic dynamics and amorphic complexity
In this section we want to briefly explain how amorphic complex-
ity can be interpreted as the box-counting dimension (cf. Section 4.6)
of an appropriate metric space in the context of symbolic dynamics.
The corresponding statements and more information can be found in
[FGJ15, Section 3.8].
Suppose A is a finite set, A = AN0 and  is the Cantor metric
on A, see Section 4.5. For a general continuous map f : X ! X
on a compact metric space X and some  > 0 we cannot expect
that limn!1 Sn(f, ,  , )=n (cf. Definition 2.5) is a metric (even not
a pseudo-metric since the triangle inequality will usually fail to hold).
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However, this changes in the setting of symbolic dynamics. Namely,
one can show that
 
d˜

2(0,1], defined as
d˜(x,y) := lim
n!1 Sn(, , x,y)n for x,y 2 A ,
is a family of equivalent pseudo-metrics, where d˜1 is usually called
the Besicovitch pseudo-metric. It turns out that d˜1 is especially useful for
understanding certain dynamical behavior of cellular automata (see,
for example, [BFK97] and [CFMM97]). Now, following a standard
procedure, we can introduce the equivalence relation
x  y :, d˜(x,y) = 0 for x,y 2 A .
Due to the previous observation, this relation is well-defined and
independent of the chosen . We denote the corresponding projec-
tion mapping by [  ] and equip A with the metric d ([x], [y]) :=
d˜ (x,y), [x], [y] 2

A

for some  2 (0, 1]. The space  A,d is
called Besicovitch space and given a subshift   A, we also call []
the Besicovitch space associated to .
Now, suppose (,) is a subshift of (A,). If j has finite sepa-
ration numbers, we observe for each  2 (0, 1] that
Sep(j , ,) =M([]) in
 
A

,d

and
Span(j , ,) = N([]) in
 
A

,d

for all  2 (0, 1], where M"() and N"() with " > 0 are defined in
Section 4.6. This immediately implies
Proposition 3.3. Let  be a subshift of A. Then
(a) j has finite separation numbers if and only if [] is totally bounded
in

A

, and
(b) in this setting, ac(j) = DB([]) and ac(j) = DB([]).
This means, in particular, that all regular Toeplitz subshifts (see
Chapter 12) have a totally bounded associated Besicovitch space, us-
ing Theorem 8.5, and that we can find regular Toeplitz subshifts with
associated Besicovitch spaces of arbitrarily high box-counting dimen-
sion, see Theorem 12.6.
3.5 more on bifurcations of families of bounded orbits
With respect to topological results in the case of the Farey map, there
is one more assertion contained in [CT11]. It states that for the map
t 7! B(t) the points of discontinuity with respect to the Hausdorff
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topology are precisely the isolated points contained in the bifurcation
set E. We conjecture that the same statement holds true at least in the
setting of Theorem 2.18.
Beyond that, a very interesting question is whether the renormal-
ization techniques applied in [CT11] can be extended to more general
continuous interval maps. If this is the case, then the dimensional as-
pects especially of the bifurcation set E contained in [CT11] can be
generalized. Moreover, the period doubling bifurcations described in
[CT11] should also be further clarified with respect to other maps on
the interval.
Finally, we want to emphasize that a better understanding of how
all these results fit into the general theory of dynamical systems with
holes should be pursued.
4
S O M E P R E L I M I N A R I E S
We assume that the reader is familiar with basic notions from topol-
ogy as well as with essential aspects of measure theory.
4.1 elementary dynamical objects and notions
First, we want to define what we mean by a dynamical system. From a
very general point of view, a dynamical system is a pair (G,X), where G
is a semigroup with unity e and X is a non-empty set, equipped with a
mapping GX! X : (g, x) 7! gx which is associative (h(gx) = (hg)x
for h,g 2 G and x 2 X) and the unity e operates as the identity on
X under this map (ex = x for all x 2 X), see e.g. [Den05] for more
information and references therein.
In our case, we will always consider so-called discrete dynamical sys-
tems. Here, we are given a map f : X ! X on a non-empty set X and
the semigroup G consists of elements fn with n 2 I where I equals
Z or N0. Usually, we assume some extra hypothesis on X and f, for
example, that X is a topological space and that f acts continuously on
X, and if not explicitly stated, the index set I will be clear from the
context. Therefore, we will usually just refer to the map f : X ! X
itself as a dynamical system.
For a dynamical system f : X ! X, a non-empty subset A  X is
called invariant (under f) if f-1(A) = A and forward invariant (under f)
if f(A)  A. Furthermore, we call a point x 2 X a periodic point with
period m 2N or m-periodic if fm(x) = x. A periodic point with m = 1
is called a fixed point.
Suppose f : X! X is a measurable map with respect to the measur-
able space (X,A) and let  be a (probability) measure on (X,A). We
call  invariant under/with respect to f or f-invariant if (f-1(A)) = (A)
for all A 2 A.
Assume f : X! X is a continuous map on a topological space X. We
call f (topologically) transitive if there is a point x 2 X whose (forward)
orbit ffn(x) : n 2 N0g is dense in X. Furthermore, we call f minimal if
the orbit of every point in X is dense in X. A point x 2 X is wandering
if there exist an open set U 3 x and an integer N > 0 such that for
all n > N we have fn(U) \U = ;. If x is not wandering, we call it a
non-wandering point. The set of all non-wandering points of f is denoted
by 
(f).
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4.2 isometries and equicontinuous systems
One of the simplest class of dynamical systems on a metric space
(X,d) are isometries, i.e. maps f : X ! X which satisfy d(f(x), f(y)) =
d(x,y) for all x,y 2 X. A particular example are rigid rotations on
Td := Rd=Zd, d 2N with angle  2 Rd which we denote by
R(x) := x+ mod 1 .
Directly related to isometries are so-called equicontinuous dynamical
systems. An invertible dynamical system f : X ! X is called equicon-
tinuous if ffn : n 2 Zg forms an equicontinuous family of maps. This
means for every " > 0 there is  > 0 such that if d(x,y) < , then
d(fn(x), fn(y)) < " for all n 2 Z. Clearly, every isometry is equicon-
tinuous and we have the following converse.
Proposition 4.1 ([Aus88, Chapter 2]). Suppose f : X ! X is an equicon-
tinuous dynamical system on a metric space (X,d). Then there is a metric d˜
on X, inducing the same topology on X as d, such that f is an isometry with
respect to d˜.
4.3 ergodic and weak-mixing measures
Let (X,A,) be a probability space and let  be invariant with respect
to the measurable map f : X ! X. We say  is ergodic with respect to f
if all invariant sets A 2 A satisfy (A) = 0 or (A) = 1. Further, we
say  is weak-mixing with respect to f if for all A,B 2 A
lim
n!1 1n
n-1X
k=0
(f-k(A)\B) - (A)(B) = 0 .
Recall that weak-mixing implies ergodicity, see for example [Wal82,
Section 1.7].
Theorem 4.2 ([BS02, Theorem 4.10.6]). The following statements are equiv-
alent
(i)  is weak-mixing with respect to f.
(ii) m =mk=1  is ergodic with respect tomk=1 f for all m > 2.
A continuous map f : X! X on a compact metric space X is called
uniquely ergodic if there is only one measure that is invariant with re-
spect to f. Recall that this measure is automatically ergodic, see for ex-
ample [Wal82, Section 6.5]. Further, it is well known that every contin-
uous map on a compact metric space has at least one f-invariant mea-
sure, according to the Krylov–Bogolyubov Theorem, see e.g. [Wal82,
Corollary 6.9.1]. One particular class of examples of uniquely ergodic
dynamical systems are minimal equicontinuous maps.
Proposition 4.3 ([Pet83, Section 4.2 D]). Minimal equicontinuous dy-
namical systems are uniquely ergodic.
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4.4 extensions , factors and conjugacy
Suppose we are given two topological spaces X, Y and let f : X ! X,
g : Y ! Y be continuous. We say f is a (topological) extension of g if
there exists a continuous onto map h : X ! Y such that h  f = g  h.
In this situation, we call h a factor map or semi-conjugacy from f to g and
g is called a (topological) factor of f. Further, if h is a homeomorphism,
then we also say that h is a conjugacy between f and g.
We call f an almost 1-1 extension of g if the set fy 2 Y j #h-1(y) = 1g
is dense in Y. In the case that g is minimal, this condition can be
replaced by the weaker assumption that there exists only one y 2 Y
with #h-1(y) = 1. If further the set fy 2 Y j #h-1(y) > 1g has measure
zero with respect to every g-invariant Borel probability measure 
on Y, we say that f is an almost sure 1-1 extension. Note that if g is
equicontinuous and minimal, then it is uniquely ergodic, according
to Proposition 4.3. Hence, there is only one measure to be considered
in this case.
4.5 symbolic dynamics
Let A be a finite set (alphabet). We denote by  the left shift on
A := A
I
where I equals either N0 or Z. The product topology on A is in-
duced by the Cantor metric
(x,y) := 2-j ,
where x = (xk)k2I, y = (yk)k2I 2 A and
j := minfjkj : xk 6= yk with k 2 Ig .
If   A is closed and -invariant, then we call (,) a subshift. For
more information about symbolic dynamics, see for example [BS02].
4.6 box-counting dimension
Suppose (X,d) is a metric space and assume A is a totally bounded
subset of X (meaning that for every " > 0 there exists a finite cover of
A such that each element of the cover has a diameter strictly smaller
than "). Further, denote by N"(A) the smallest number of sets of dia-
meter strictly smaller than " > 0 needed to cover A. The lower and
upper box-counting dimension of A are defined as
DB(A) := lim
"!0
logN"(A)
- log "
,
DB(A) := lim
"!0
logN"(A)
- log "
.
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If DB(A) = DB(A), then we call their common value DB(A) the box-
counting dimension of A.
Furthermore, letM"(A) be the maximal cardinality of an "-separated
subset of A, where a set S  A is called "-separated if d(x,y) > " for
all x 6= y 2 S.
Proposition 4.4 ([Edg98, Proposition 1.4.6]). One can replace N"(A) by
M"(A) in the definition of the box-counting dimension.
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S T R A N G E N O N - C H A O T I C AT T R A C T O R S
Recall the motivating example F : T1  [0, 1] ! T1  [0, 1] from the
introduction given by
F(, x) = (+  mod 1, tanh(x)  sin()) ,
where  2 RnQ and  > 0, see also (1). In the following we introduce
the class of pinched skew product systems, which contains the motivat-
ing example, and provide some basic definitions in this context.
Let Td = Rd=Zd for d 2N. A quasiperiodically forced interval map is
a skew product map of the form
T : Td  [0, 1]! Td  [0, 1] , (, x) 7! (R(), T(x)) ,
where R : Td ! Td is the rotation with irrational angle  2 RnQ.
The maps T : [0, 1]! [0, 1] are called fibre maps. We say T is pinched if
there exists some  2 Td with #T([0, 1]) = 1.
We denote by T the class of quasiperiodically forced interval maps
T which share the following properties:
(T1) the fibre maps T are monotonically increasing;
(T2) the fibre maps T are differentiable and (, x) 7! T 0(x) is
continuous on Td  [0, 1];
(T3) T is pinched;
(T4) T(0) = 0 for all  2 Td.
Note that the last item means that the zero line Td  f0g is forward
invariant under T . It is straightforward to check that F 2 T.
An invariant graph of T is a Borel measurable map ' : Td ! [0, 1]
satisfying
T('()) = '(R())
for all  2 Td. If all fibre maps are differentiable, then the Lyapunov
exponent of ' is defined by
(') :=
Z
Td
log T 0('()) d .
The upper bounding graph '+ is given by
'+() := supfx 2 [0, 1] j (, x) 2 Ag for each  2 Td ,
with A :=
T
n2N T
n(Td  [0, 1])  Td  f0g the global attractor of T .
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Now, according to [GOPY84], the upper bounding graph '+ is
called a strange non-chaotic attractor (SNA) if it is non-continuous and
has a negative Lyapunov exponent. With the help of the next lemma
we can sketch the proof of Keller [Kel96] for the existence of an SNA
for F with  > 2, where we will mainly explain how to obtain the
non-continuity of '+.
The upper bounding graph is equivalently defined by
'+() = lim
n!1 TnR-n ()(1),
where Tn = TRn-1 ()  : : :T. This means that the iterated upper bound-
ing lines
'n() := T
n
R-n ()
(1) (8)
converge pointwise and, by monotonicity of the fibre maps, in a de-
creasing way to '+. This fact will be crucial for our later analysis. A
first consequence of this observation is that, under some mild condi-
tions, the Lyapunov exponent of '+ is always non-positive.
Lemma 5.1 ([Jä03, Lemma 3.5]). If  7! log  infx2[0,1] T 0(x) is inte-
grable, then ('+) 6 0.
For the maps F the Lyapunov exponent of the zero line is easily
computed and one obtains
(0) = log - log 2.
Consequently, when  > 2 this exponent is positive and therefore
the upper bounding graph cannot be the zero line. However, at the
same time, the pinching condition together with the invariance of '+
imply that '+() = 0 for a dense set of  2 T1. Hence, '+ cannot be
continuous.
Using the concavity of the fibre maps, it is further possible to show
that '+ is the only invariant graph of the system (1) besides the zero
line, that ('+) is strictly negative and that '+ attracts LebT1[0,1]-
a.e. initial condition (, x), in the sense that
lim
n!1 Fn,(x) -'+(+n mod 1) = 0 .
Finally, we note that to any invariant graph ' of a map T in T an
invariant measure ' can be associated by
'(A) := LebTd(1(A\))
for all Borel measurable sets A  Td  [0, 1] where 1 : Td  [0, 1]!
Td is the projection to the first coordinate.
For further information on pinched skew product systems and
strange non-chaotic attractors we refer to [Jä07, Jä09].
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M O R E O N D I M E N S I O N S
In this chapter let X be a separable metric space. The diameter of a
subset A  X is denoted by diam(A). Furthermore, for " > 0 a finite
or countable collection fAig of subsets of X is called an "-cover of A if
diam(Ai) 6 " for each i and A 
S
iAi.
6.1 hausdorff , pointwise and information dimension
For A  X, s > 0 and " > 0 define
Hs"(A) := inf
X
i
(diam(Ai))s
 fAig is an "-cover of A

.
Then
Hs(A) := lim
"!0
Hs"(A)
is called the s-dimensional Hausdorff measure of A. The Hausdorff dimen-
sion of A is defined by
DH(A) := supfs > 0 j Hs(A) =1g.
For the definition of box-counting dimension DB, see Section 4.6.
In general, we have DH(A) 6 DB(A) with A a totally bounded subset
of X (see, for example, [Fal03] and [Pes97]). In the following we state
some well known properties of the Hausdorff measure and dimen-
sion that will be used later on.
Lemma 6.1 ([Pes97]). Let X, Y be two separable metric spaces and let g :
A  X ! Y be a Lipschitz continuous map with Lipschitz constant K.
Then Hs(g(A)) 6 KsHs(A) and DH(g(A)) 6 DH(A). Further, if g is
bi-Lipschitz continuous, then DH(g(A)) = DH(A).
Lemma 6.2 ([Pes97]). The Hausdorff dimension is countably stable, i.e.
DH (
S
iAi) = supiDH(Ai) for any sequence of subsets (Ai)i2N with
Ai  X .
In contrast to the last lemma, we have that the upper box-counting
dimension is only finitely stable and that DB(A) = DB
 
A

(see, for
example, [Fal03] and [Pes97], again).
Theorem 6.3 ([How96]). Let X, Y be two separable metric spaces and con-
sider the Cartesian product space X Y equipped with the maximum metric.
Then for A  X and B  Y totally bounded we have
DH(AB) 6 DH(A) +DB(B).
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Lemma 6.4. Let A  X be a lim sup set meaning that there exists a se-
quence (Ai)i2N of subsets of X with
A = lim sup
i!1 Ai =
1\
i=0
1[
k=i+1
Ak .
If
P1
i=1 diam(Ai)
s <1 for s > 0, then Hs(A) = 0 and DH(A) 6 s.
Proof. Since
P1
i=1 diam(Ai)
s < 1, we have P1i=k diam(Ai)s ! 0
for k ! 1. That means the diameter of Ai goes to 0 as i ! 1.
Therefore, fAi : i > kg is an "-cover for k sufficiently large. This
implies Hs"(A) 6
P1
i=k diam(Ai)
s ! 0 as k!1. Hence, Hs(A) = 0
and DH(A) 6 s.
For x 2 X and " > 0 we denote by B"(x) the open ball around x
with radius " > 0.
Let  be a finite Borel measure in X. For each point x in the support
of  we define the lower and upper pointwise dimension of  at x as
d(x) := lim inf
"!0
log(B"(x))
log "
,
d(x) := lim sup
"!0
log(B"(x))
log "
.
If d(x) = d(x), then their common value d(x) is called the point-
wise dimension of  at x. We say that the measure  is exact dimensional
if the pointwise dimension exists and is constant almost everywhere,
meaning that
d(x) = d(x) =: d ,
-almost everywhere.
The lower and upper information dimension of  are defined as
D1() := lim inf
"!0
R
log(B"(x))d(x)
log "
,
D1() := lim sup
"!0
R
log(B"(x))d(x)
log "
.
If D1() = D1(), then their common value D1() is called the infor-
mation dimension of .
Theorem 6.5 ([Cut91, Zin02]). Suppose DB(X) <1. We haveZ
d(x) d(x) 6 D1() 6 D1() 6
Z
d(x) d(x).
In particular, if  is exact dimensional, then D1() = d.
Note that also several other dimensions of  coincide if  is exact
dimensional [You82, Zin02].
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6.2 rectifiable sets and measures
Here, we mainly follow [AK00].
For d 2 N a Borel set A  X is called countably d-rectifiable if there
exists a sequence of Lipschitz continuous functions (gi)i2N with gi :
Ai  Rd ! X such that Hd(An
S
i gi(Ai)) = 0. A finite Borel measure
 is called d-rectifiable if  =  Hd

A
for some countably d-rectifiable
set A and some Borel measurable density  : A! [0,1).
Note that, by the Radon-Nikodym theorem,  is d-rectifiable if and
only if  is absolutely continuous with respect to Hd

A
with A some
countably d-rectifiable set.
Theorem 6.6 ([AK00, Theorem 5.4]). For a d-rectifiable measure  =
 Hd

A
we have
(x) = lim
"!0
(B"(x))
Vd"d
,
for Hd-a.e. x 2 A, where Vd is the volume of the d-dimensional unit ball.
The right hand side of this equation is called d-density of .
This theorem implies in particular that the d-density exists and is
positive -almost everywhere for a d-rectifiable measure  and this
gives directly
Corollary 6.7. A d-rectifiable measure  is exact dimensional with d =
D1() = d.
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P R O V I N G T H E M A I N R E S U LT
7.1 outline of the strategy
As we have mentioned in the introduction, our main goal is to ana-
lyze the structure of the upper bounding graphs '+ when they are
different from the zero line. In particular, we want to determine the
dimensions of these invariant graphs1 and of their associated invari-
ant measures. However, the argument for the non-continuity of '+
sketched in Chapter 5 is a ‘soft’ one and does not yield any quanti-
tative information about the structure of the invariant graphs. Hence,
it is not clear how such an analysis can be carried out.
However, as mentioned also in Chapter 5, the upper bounding
graph '+ can be approximated by the iterated upper bounding lines
'n defined in (8). It turns out that the geometry of the lines 'n can
be controlled well and this is the starting point of our investigation.
Figure 3 shows the first six iterates '1, : : : ,'6 for the map F defined
in (1) for some  > 2. A clear pattern can be observed. Apparently,
when going from 'n-1 to 'n, the only significant change is the ap-
pearance of a new ‘peak’ in a small ball In around the n-th iterate
Rn () = n of the pinching point  = 0. Outside of In the graphs
seem to remain unchanged. Further, since every new peak is the im-
age of the previous one and due to the expansion around the zero
line, the peaks become steeper and sharper in every step. As a conse-
quence, the radius of the balls In decreases exponentially.
Of course, this is a very rough picture which can only hold in an
approximate sense. Due to the strict monotonicity of the fibre maps
for all  6= , the sequence 'n is strictly decreasing everywhere ex-
cept on the countable set fn j n 2 Ng, so the graphs have to change
at least a little bit outside of In. However, let us assume for the mo-
ment that the above description was true and 'n-1() -'n() = 0
for all  =2 In. In this case the graph '+ is already determined on
Td n
S1
k=n Ik = n after n steps and equals 'njn on this set. How-
ever, as a finite iterate of Td  f1g, the function 'n is Lipschitz con-
tinuous and therefore its graph njn = f(,'n()) j  2 ng has
Hausdorff dimension d. Due to the exponential decrease of the ra-
dius of the In, the set 
1 = Td nSn2Nn is a lim sup set and
has Hausdorff dimension zero by Lemma 6.4. It follows that + is
contained in the countable union
S
n2N njn [ (
1  [0, 1]) of at
most d-dimensional sets. By countable stability, this implies that the
1 Recall that we are slightly abusing terminology by calling both '+ and its (forward)
invariant point set + = f(,'+()) j  2 Tdg an invariant graph.
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Figure 3: The graphs of the first six iterated upper bounding lines of (1) with
 = 3 and  the golden mean.
Hausdorff dimension of + is d. For the pointwise dimension a sim-
ilar argument could be given, but we will directly conclude from the
arguments sketched above that '+ is d-rectifiable.
The remainder of this chapter is devoted to showing that these
heuristics can be converted into a rigorous proof, despite the fact that
‘nothing changes outside of In’ has to be replaced by ‘almost nothing
changes outside of In’.
7.2 estimates on the iterated upper bounding lines
The purpose of this section is to obtain a good control on the behavior
and shape of the iterated upper bounding lines. In order to derive
the required estimates, we have to impose a number of assumptions
on the geometry of our systems. The hypotheses are formulated in
terms of C1-estimates, and it is straightforward to check that they are
fulfilled by (1) whenever  is large enough (see Lemma 7.2 for the
details).
Let T 2 T. Suppose there exist  > 2,  > 0 and L0 2 (0, 1) such
that for all  2 Td
jT(x) - T(y)j 6  jx- yj (9)
for all x,y 2 [0, 1] and
jT(x) - T(y)j 6 - jx- yj (10)
for all x,y 2 [L0, 1]. Further, we assume there exists  > 0 such that
for all x 2 [0, 1]
jT(x) - T 0(x)j 6 d(,  0) . (11)
For example, we may take  = sup(,x) k@T(x)k if T is differentiable
in . As in the previous section we let n := Rn (). We suppose that
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the rotation vector  2 Rd is Diophantine, meaning that there exist
constants c > 0 and D > 1 such that
d(n, ) > c n-D (12)
for all n 2 N. In addition, we assume there are m 2 N, a > 1 and
0 < b < 1 with
m > 22

1+
1


, (13)
a > (m+ 1)D , (14)
b 6 c , (15)
d(n, ) > b for all n 2 f1, : : : ,m- 1g (16)
such that
T(x) > minfL0,axg min

1,
2
b
d(, )

(17)
for all (, x) 2 Td  [0, 1]. Let
T := fT 2 T j T satisfies (9)–(17)g
where ‘satisfies (9)–(17)’ should be understood in the sense of ‘there
exist constants , , L0, , c, D, m, a and b such that (9)–(17) are
satisfied’.
Example 7.1. The following map is a simple extension of (1) with a
higher-dimensional rotation on the base. We define it as F : Td 
[0, 1]! Td  [0, 1] by
F(, x) =
 
+  mod 1, tanh (x)  1
d

dX
i=1
sin(i)
!
. (18)
Here  = (1, : : : , d).
As we show now, F satisfies (9) – (17) for all sufficiently large .
Lemma 7.2. Let  satisfy the Diophantine condition (12) with constants
c,D. Then there exist constants d0 = d0(c,D) and 0 = 0(c,D,d) such
that
(i) For all  > 0 the map F belongs to T;
(ii) If d > d0, then the constants , m and a can be chosen such that
d > m2 log(=a) . (19)
The additional condition (19) will be used to show that for suffi-
ciently large d the d-dimensional Hausdorff measure of the upper
bounding graph '+ of F is finite, see Proposition 7.11.
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Proof. We let  = ,  = 12 , L0 =
log
 ,  = , m = 67, b =
1
2 min
m-1
n=1 cn
-D and a = 2b
d(e+1=e)2
. Then we choose d0 = d0(c,D)
such that for all d > d0
d > m2 log

d(e+ 1=e)2
2b

, (20)
and 0 = 0(c,D,d) such that for all  > 0
 > 16 ,
2b
d(e+ 1=e)2
> (m+ 1)D , (21)
log 

6 b tanh(1)
2d
. (22)
We have
[tanh(x)] 0 =
4
(ex + e-x)2
6 
for all x > 0 and
0 6 1
d
dX
i=1
sin(i) 6 1
for all  2 Td. Hence, (9) holds and since
F 0,(x) 6 F 0,(L0) 6
4
(+ 1=)2
6 4

6 -1=2
for all x > L0, the same is true for (10). (11) and (13) are easy to check,
and (12) holds by assumption. (14) follows from (21), whereas (15)
and (16) are obvious from the choice of b and (12). In order to verify
(17), note that [tanh(x)] 0
jx=1= =
4
(e+1=e)2
such that by concavity and
monotonicity
tanh(x) >
8>><>>:
4
(e+1=e)2
 x if x 6 1=
tanh(1) if x > 1=
.
Using (22) and the fact that
Pd
i=1 sin(i) > d(, ) where  = 0,
we obtain
F,(x) > min

tanh(1),
4
(e+ 1=e)2
x

 1
d
 d(, )
> min

b tanh(1)
2d
,
2b
d(e+ 1=e)2
x

 2
b
 d(, )
> minfL0,axg min

1,
2
b
d(, )

as required. Finally, since =a = d(e+1=e)
2
2b , condition (19) follows
from (20). Note that, since b and m are constants only depending on
c and D, the same is true for the condition (20) on d0.
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Remark 7.3. Given T 2 T, note that (17) implies
(0) > log 2a
b
+
Z
Td
logd(, ) d > log
2a
b
- log 2- 1 .
Since a > 23 by (14), this yields (0) > 0 and hence '+() > 0 for
LebTd-almost every .
In order to formulate the main results of this section let j 2 R and
rj :=
b
2
a-
j-1
m .
Proposition 7.4. Let T 2 T. For q 2N the following hold:
(i) j'n() -'n( 0)j 6 nd(,  0) for all n 2N and ,  0 2 Td.
(ii) There exists  > 0 such that if n > mq+ 1 and  =2 Snj=q Brj(j),
then j'n() -'n-1()j 6 -(n-1).
(iii) There exists K > 0 such that if ,  0 =2 Snj=q Brj(j), then j'n() -
'n(
0)j 6 Kmqd(,  0) for all n 2N.
For the proof we need two preliminary statements. The first is a
simple observation.
Lemma 7.5. Suppose (12) holds and let n, i 2N0 and n > 0. If d(n, ) 6
b  a-i, then n > ai=D.
Proof. (12) implies c n-D 6 b a-i. Using (15) yields n-D 6 a-i.
The second statement we need for the proof of Proposition 7.4 is an
upper bound on the proportion of time the backwards orbit of a point
(,'n()) 2 n spends outside of the contracting region Td [L0, 1].
Given  2 Td and n 2 N, let k := Rk-n () and xk := 'k(k) for
0 6 k 6 n. Note that thus xk = Tk0(1) and T
n-k
k
(xk) = 'n(). Let
snk () := #fk 6 j < n j xj < L0g ,
snk (, 
0) := #fk 6 j < n j minfxj, x 0jg < L0g
and note that snk (, 
0) 6 snk () + snk ( 0). We set snn() := 0 and
snn(,  0) := 0.
Lemma 7.6. Let T 2 T and q,n 2 N with n > mq+ 1. Suppose that
 =2 Snj=q Brj(j). Then for all t > mq we have
snn-t() 6
11t
m
.
Proof. We divide A = f1 6 k < n - q j xk < L0g into blocks B =
fl+ 1, : : : ,pg with 0 6 l < p < n- q and the properties
(a) xl > L0=a,
(b) xk < L0=a for all k 2 fl+ 1, : : : ,p- 1g,
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(c) xp < L0,
(d) either xp > L0=a or xp+1 > L0 or p+ 1 = n- q.
Note that these blocks cover the whole set A and they are uniquely
determined by the above requirements. Since we always start a new
block when the ‘threshold’ L0=a is reached, we may have p = l 0 for
two adjacent blocks B = fl+ 1, : : : ,pg and B 0 = fl 0 + 1, : : : ,p 0g.
Now, we first consider a single block B = fl + 1, : : : ,pg. We have
l 2 Bb=2() because otherwise xl+1 > L0 according to (17) and (a).
Since xk+1 = Tk(xk), we can use (17) and (b) to obtain that for any
k 2 fl+ 1, : : : ,p- 1g
xk+1 > axkmin

1,
2
b
d(k, )

.
Therefore, using (c),(a) and (17) again, we see that
1 >
xp
L0
> ap-l-1
p-1Y
k=l
min

1,
2
b
d(k, )

. (23)
Note that
p-1X
k=l
log min

1,
2
b
d(k, )

> - (loga) 
1X
i=1
i  #

l 6 k < p
 b2a-i 6 d(k, ) < b2a-i+1

.
Therefore, we can deduce from (23) that
p- l 6
1X
i=1
i  #

l 6 k < p
 b2a-i 6 d(k, ) < b2a-i+1

(24)
=
1X
i=1
#

l 6 k < p
 d(k, ) < b2a-i+1

.
We turn to the estimate on A \ [n - t,n - q) (note that n - t <
n-q). It may happen that n- t is contained in a middle of a block B.
In this case we need two auxiliary statements to estimate the length
of this first block intersecting [n- t,n- q).
Let j 2N be such that (m- 3)(j- 1) < t 6 (m- 3)j.
Claim 7.7. If j 0 > 1 and d(k, ) > ba-j
0
=2 for all k = l, : : : ,p- 1,
then p- l 6 j 01-2=m 6 3j 0.
Proof. Due to (16), two consecutive visits in Bb=2() are at least m
times apart, whereas two consecutive visits in Bba-i=2() are at least
ai=D times apart by Lemma 7.5. Hence, we obtain from (24) that
p- l 6 p- l
m
+ 1+
j 0X
i=2

p- l
a(i-1)=D
+ 1

(14)
6 2(p- l)
m
+ j 0.
This finishes the proof of the first claim. 
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Claim 7.8. Suppose the block B = fl+ 1, : : : ,pg intersects [n- t,n- q)
and t 6 (m- 3)j. Then d(k, ) > ba-j+1=2 for all k 2 B.
Proof. Suppose for a contradiction that there exist j 0 > j and k 0 2
B with d(k 0 , ) < ba-j
0+1=2. If j 0 is chosen maximal such that
d(k, ) > ba-j
0
=2 for all k 2 B, then Claim 7.7 implies that #B 6 3j 0.
However, since  =2 Snk=q Brk(k) we have d(k, ) > rn-k for all
k 2 f0, : : : ,n- qg and this implies ba-j 0=2 > rn-k 0 , i.e. k 0 < n-mj 0.
Therefore, n- t 6 maxB 6 k 0+ 3j 0 < n- (m- 3)j 0, contradicting the
assumption on t. 
We can now complete the proof of the lemma. For all blocks B
intersecting [n - t,n - q), Claim 7.8 implies d(k, ) > ba-j+1=2
for all k 2 B such that #B 6 3j, by Claim 7.7. Hence, by the same
counting argument as in the proof of Claim 7.7 and summing up
over all blocks, we obtain the following estimate from (24)
snn-t() 6 q+ #(A\ [n- t,n- q))
6 q+ 3j+ t
m
+ 1+
j-1X
i=2
t
a(i-1)=d
+ 1
6 q+ 4j+ 2t
m
(13)
6 11t
m
(recall that t > mq).
This allows us to turn to the
Proof of Proposition 7.4.
(i) For all ,  0 2 Td we have
'1() -'1( 0) = TR-1 ()(1) - TR-1 ( 0)(1)
(11)
6 d(R-1 (),R-1 ( 0)) = d(,  0) (25)
and 'n+1() -'n+1( 0)
6
Tn(xn) - Tn(x 0n)+ Tn(x 0n) - T 0n(x 0n) . (26)
We claim that for all ,  0 2 Td'n() -'n( 0) 6 (n - 1)d(,  0). (27)
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For the proof of this assertion we proceed by induction. (27) holds for
n = 1 because of (25) and the fact that  > 2. Moreover,'n+1() -'n+1( 0)
(26)
6
TR-1 ()('n(R-1 ())) - TR-1 ()('n(R-1 ( 0)))
+
TR-1 ()('n(R-1 ( 0))) - TR-1 ( 0)('n(R-1 ( 0)))
(9),(11)
6 j'n( 0) -'n()j+d(,  0)
(27)
6 ((n - 1) +)d(,  0) 6 (n+1 - 1)d(,  0)
which proves (27) for n+ 1.
(ii) Fix n 2 N and  2 Td. Let k and xk be defined as above.
If 'k-1(k) - 'k(k) = 0 for some k 2 f1, : : : ,ng, then we have
'n-1(n) -'n(n) = 0. Thus, we may assume that the distance is
greater than 0 for all k. In this case we have
'n-1() -'n() = ('0(1) -'1(1)) 
n-1Y
k=1
'k(k+1) -'k+1(k+1)
'k-1(k) -'k(k)
6
n-1Y
k=1
Tk('k-1(k)) - Tk('k(k))
'k-1(k) -'k(k)
6 sn1 ()-(n-1-sn1 ()) ,
applying (9) and (10). Since  =2 Snj=q Brj(j), we can use Lemma 7.6
with t = n- 1 to obtain j'n() -'n-1()j 6 -(n-1) where
 := -
11
m
(1+ )
(13)
> 0 .
(iii) We proceed by induction to show that for all ,  0 2 Td and
n 2N we have
'n() -'n( 0) 6 
 
n-1X
k=0
(1+)s
n
n-k(,
0)-k
!
d(,  0) . (28)
For n = 1 this is true because of (25). Further, since
sn+1n (, 
0) + snn-k(R
-1
 (),R
-1
 (
0)) = sn+1n-k(, 
0) , (29)
we have'n+1() -'n+1( 0)
(26),(9)-(11)
6 (1+)sn+1n (, 0)-
'n(R-1 ()) -'n(R-1 ( 0))
+d(R-1 (),R
-1
 (
0))
(28),(29)
6 
 
nX
k=0
(1+)s
n+1
n+1-k(,
0)-k
!
d(,  0) .
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This completes the induction step such that (28) holds for all n 2N.
Now, when ,  0 =2 Snj=q Brj(j) and k > mq, then snn-k(,  0) 6
22k
m by Lemma 7.6. Consequently, (28) yields that'n() -'n( 0)
6 
0@mq-1X
k=0
k +
n-1X
k=mq
(1+)s
n
n-k(,
0)-k
1Ad(,  0)
6 
0@mq + n-1X
k=mq
-(-
22
m (1+))k
1Ad(,  0) .
Because of (13), we have - 22m (1+ ) > 0 and this implies j'n() -
'n(
0)j 6 Kmqd(,  0) with
K := 

1+
-mq
1--(-
22
m (1+))

.
7.3 dimensions of '+ and '+
For T 2 T we can now calculate the Hausdorff dimension of the
upper bounding graph '+, or more precisely of the corresponding
point set +. We will also be able to draw some conclusions regard-
ing the Hausdorff measure of +. To that end, we will partition '+
into countably many subgraphs. First, keeping the notation from the
last section, we define a partition of Td by subsets 
j  Td with
j 2 N0 [ f1g as

0 := T
dn
1[
k=j0
Brk (k) , (30)

j := Brj+j0-1 (j+j0-1)n
1[
k=j+j0
Brk (k) , (31)

1 :=
1\
i=0
1[
k=i+1
Brk (k) , (32)
where we choose j0 2 N large enough to ensure LebTd (
j) > 0 for
all j 2 N0 . This works for j = 0 because
P1
k=1 LebTd (Brk (k)) <1, and for j 2 N because for all j 0 > j with Brj (j) \ Brj 0 (j 0 ) 6= ;
the Diophantine condition (12) and (15) yields
j 0 > v(j) with v(j) := a
j-1
Dm + j .
Hence, we obtain
LebTd (
j) > LebTD (Brj+j0-1 (j+j0-1))
-
X
j 0>v(j+j0-1)
LebTd (Brj 0 (j 0 ))
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which is strictly positive if j0 2 N is sufficiently large. The cor-
responding subgraphs  j are defined by restricting '+ to 
j, i.e.
 j := '+ j
j .
Proposition 7.9. Let T 2 T. Then for all j 2N0 the graph 	j is the image
of a bi-Lipschitz continuous function gj : 
j ! 
j  [0, 1] and therefore
DH(	j) = d. Further, DH(	1) 6 1.
Proof. Consider the maps gj : 
j ! 
j  [0, 1] :  7! (, j()). For
all j 2 N0 [ f1g we have gj(
j) = 	j and dTd[0,1](gj(),gj( 0)) >
d(,  0) for all ,  0 2 
j. Further, for all j 2N0 we have
dTd[0,1](gj(),gj(
0)) 6

1+K(j+j0)m

d(,  0)
for all ,  0 2 
j. This is true because Proposition 7.4 (iii) implies
that 'nj
j is Lipschitz continuous with Lipschitz constant K
(j+j0)m
independent of n. Since  j = limn!1 'nj
j , we also get that  j is
Lipschitz continuous with the same constant. This means that gj is bi-
Lipschitz continuous for any j 2 N0. Therefore, DH(	j) = DH(
j).
Hence, DH(	j) = d for all j 2N0 because 0 < Leb(
j) <1.
In order to complete the proof, we now show that DH(	1) 6 1.
Since 
1 is a lim sup set and P1k=1 diam(Brk(k))s < 1 for all
s > 0, we get that DH(
1) 6 s for all s > 0, using Lemma 6.4.
Hence, DH(
1) = 0. Furthermore, 	1  
1  [0, 1] and therefore
DH(	1) 6 DH(
1) +DB([0, 1]) = 1, applying Theorem 6.3.
Since the Hausdorff dimension is countably stable, see Lemma 6.2,
we immediately obtain
Theorem 7.10. Let T 2 T. Then the Hausdorff dimension of the upper
bounding graph is d.
It remains to determine the d-dimensional Hausdorff measure of
the upper bounding graph +.
Proposition 7.11. Let T 2 T and d > m2 log(=a). Then the d-dimen-
sional Hausdorff measure of + is finite.
Proof. Since DH(	1) 6 1, we have Hd(	1) = 0 for d > 1. Further-
more, we can consider the maps gj from the last proposition as Lip-
schitz continuous maps from Rd to Rd+1 and therefore we can use
the Area Formula (see, for example, [EG92, Chapter 3]) to deduce
Hd(	j) 6
q
1+ (K(j+j0)m+1)2 LebRd(Brj+j0-1(j+j0-1))
= Vd

b
2
dq
1+ (K(j+j0)m+1)2 a-
d
m (j+j0-2)
where Vd is the volume of the d-dimensional unit ball. When d >
m2 log(=a), this implies that Hd(	j) is decaying exponentially fast
and therefore Hd(+) =
P1
j=0H
d(	j) <1.
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Proposition 7.12. Let T 2 T and d = 1. Then the one-dimensional Haus-
dorff measure of + is infinite.
Proof. We show that there exists an increasing sequence of integers
(ji)i2N such that H1(	ji) > c+=6.
Suppose j1, : : : , jN are given. Our first goal is to find j > jN+ j0- 1
such that there exists a point ˜+ 2 Brj(j) with 'j(˜+) > 2c+=3.
According to Remark 7.3, we can find a + 2 T1 with + =2 
 01 :=T1
i=0
S1
k=i+1 B2rk(k) and c
+ := '+(+) > 0. Since + =2 
 01, there
exists q 2 N such that + =2 S1k=q B2rk(k). Now, we can choose
n > maxfjN + j0 - 1,mqg such that for all j > n
1
6
c+ > 1
1--
-j, (33)
v(j) > m(j+ 1) + 1, (34)
a
v(j)-1
m > 6b
c+(1- a-1=m)

1+K(j+1)m+1

. (35)
Note that Brn(
+)\Snk=q Brk(k) = ;, which means that there exists
a neighborhood of + where we can apply Proposition 7.4 (ii) to all
points of this neighborhood. Since 'n is continuous and 'n(+) >
'+(+) = c+, we can find  6 rn such that 'n() > 5c+=6 for
all  2 B(+). Now, let j > n be the first time such that B(+) \
Brj(j) 6= ;. Set R := B(+)nBrj(j) 6= ;. Then for all  2 R we have
 =2 Sn 0k=q Brk(k) for all n 6 n 0 6 j and therefore
j-1X
k=n
-k > 'n() -'j() >
5c+
6
-'j() ,
using n > qm+ 1 and Proposition 7.4 (ii). This implies 'j() > 2c+=3
for all  2 R, using (33). Since 'j is continuous, there exists a ˜+ 2
Brj(j) such that 'j(˜
+) > 2c+=3. Now, using Proposition 7.4 (i), we
have that 'j is Lipschitz continuous with Lipschitz constant j and
therefore there exists an interval I  Brj(j) such that 'j is greater
than c+=2 on I and
LebT1(I) >
c+
6j
.
Because of (35), we have that LebT1(In
S1
k=j+1 Brk(k)) > 0 (note
that  < K). Hence, using (34) plus Proposition 7.4 (ii) and (33) again,
48 proving the main result
there exists  2 InS1k=j+1 Brk(k)  
jN+1 such that  jN+1() >
c+=3 where jN+1 := j- j0 + 1. Finally, the application of (35) yields
H1(	jN+1)
> H1( jN+1(
jN+1))
> c
+
3
-

1+K(j+1)m+1

LebT1
0@ 1[
k=j+1
Brk(k)
1A
> c
+
6
.
We turn to the question of rectifiability. Note that by definition '+
is absolutely continuous with respect to Hd

+
.
Theorem 7.13. Let T 2 T. Then '+ is d-rectifiable and we have d'+ =
D1('+) = d.
Proof. Observe that '+(	1) = 0. Therefore, '+ is also absolutely
continuous with respect to Hd

+n	1 and +n	1 = S1j=0 	j is
countably d-rectifiable, according to Proposition 7.9. That means '+
is d-rectifiable. Now, use Corollary 6.7 to obtain the dimensional re-
sults for '+ .
Note that for d > 2 we have Hd(	1) = 0 such that + is countably
d-rectifiable. The question whether + is countably 1-rectifiable for
d = 1 remains open.
We can now apply the above results to the family F defined in Ex-
ample 7.1 to obtain the following corollary which contains Theorem
2.1, Theorem 2.3 and Corollary 2.4 as a special case.
Corollary 7.14. Let F be defined by (18). Then there exists a 0 = 0(c,D,d)
such that for all  > 0
(i) the upper bounding graph + of F has Hausdorff dimension d,
(ii) the d-dimensional Hausdorff measure of + is infinite if d = 1 and
finite for d sufficiently large,
(iii) '+ is exact dimensional with pointwise dimension d,
(iv) the information dimension of '+ is d and
(v) '+ is d-rectifiable.
Finally, we close by addressing a further obvious question in our
context, namely, that of the size of the set of pinched points where the
upper bounding graph '+ equals zero. For T 2 T let
P :=

 2 Td j '+() = 0	 .
Then P is residual in the sense of Baire [Kel96] and therefore its box-
counting dimension is d. However, from the point of view of Haus-
dorff dimension, P turns out to be small.
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Proposition 7.15. Let T 2 T. Then
P  
1 [ Rn () j n 2N	 ,
where 
1 is the set defined in (32). In particular, DH(P) = 0.
Proof. Suppose  =2 
1 [ Rn () j n 2N	. Let q 2 N be such that
 =2 S1j=q Brj(j) and fix any t > mq. Let
" :=
t
min
k=1
Tk
R-k ()
(L0) .
Note that since  =2 fRn () j n 2 Ng we have " > 0. Now, for any
n > t Lemma 7.6 implies that snn-t() 6 11t=m 6 t=2. In particular,
there exists l 2 fn - t, : : : ,n - 1g such that xl = T lR-n ()(1) > L0.
Hence,
'n() = T
n-l
R
-(n-l)
 ()
(xl) > " .
Since this holds for all n > t, we obtain '+() > " and thus  =2 P
as required. The statement on the Hausdorff dimension then follows
from Lemma 6.2 and 6.4.

Part III
A M O R P H I C C O M P L E X I T Y
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Q U A L I TAT I V E B E H AV I O R O F S E PA R AT I O N
N U M B E R S
For the definition of the (asymptotic) separation numbers, see Defi-
nition 2.5. In Section 4.3 one can find the definition of ergodic and
weak-mixing measures as well as Theorem 4.2 which is used in the
proof of the following first theorem.
Theorem 8.1. Let (X,d) be a metric space. Suppose f : X ! X is Borel
measurable and  is a Borel probability measure invariant under f. Further-
more, assume that  is weak-mixing with respect to f and its support is not
a single point. Then f has infinite separation numbers.
Note that the assumption that f is only measurable is consistent
with the definition of asymptotic separation numbers, since a priori
we do not require any regularity of the map f in their definition.
Proof. For each  > 0 we define the function h : X2 ! f0, 1g as
h(z,w) := (d(z,w) - ) where  : R ! f0, 1g is the Heaviside step
function. Note that
1
n
Sn(f, , x,y) =
1
n
n-1X
k=0
h
 
fk(x), fk(y)

.
Since  is not supported on a single point, we can find 0 > 0 and
0 > 0 such that for all  6 0 we haveZ
hd
2 > 0 . (36)
(Note that
R
h 0d
2 >
R
hd
2 for  0 6 .) In order to see this, assume
for a contradiction that there exists a sequence (n)n2N with n & 0
as n!1 such that R hnd2 = 0 for each n. This implies d(z,w) <
n for 2-a.e. point (z,w) 2 X2 and moreover d(z,w) 6 n for all
(z,w) 2 supp2 because of the continuity of the metric. Since we
can choose n arbitrarily small, we get that the support of  is just a
single point, contradicting our assumptions.
Now, fix  2 (0, 0],  2 (0,0] and define m : Xm ! Rm(m-1)=2
by 0BBBBB@
x1
x2
...
xm
1CCCCCA 7! limn!1
1
n
n-1X
k=0
0BBBBB@
h(f
k(x1), fk(x2))
h(f
k(x1), fk(x3))
...
h(f
k(xm-1), fk(xm))
1CCCCCA (37)
53
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for each m > 2. Since h is bounded, observe that the functions
(x1, : : : , xm) 7! h(xi, xj) with 1 6 i < j 6 m are in L1(m). By
ergodicity of m (cf. Theorem 4.2), the limits in (37) exist m-almost
everywhere. Further, m is m-almost surely constant and all its en-
tries are different from zero, since we have
lim
n!1 1n
n-1X
k=0
h
 
fk(xi), fk(xj)

=
Z
Xm
h(xi, xj)dm(x1, : : : , xm)
=
Z
X2
h(xi, xj)d(xi)d(xj) > 0 > 0
for 1 6 i < j 6 m by (36). Thus, the above implies that for eachm 2N
there exist at least m points that are pairwise (f, ,)-separated, so
that
Sep(f, ,) > m .
Since m was arbitrary and the pair (,) is fixed, we get Sep(f, ,)
is infinite.
The analogous statement for maps with positive topological en-
tropy is a direct consequence of a result of Downarowicz in [Dow14].
In order to state it, we say that two points x and y in a metric space
(X,d) are DC2-scrambled with respect to f if the following two condi-
tions are fulfilled
8 > 0 : lim
n!1 #

0 6 k < n j d(fk(x), fk(y)) < 
	
n
= 1 ,
90 > 0 : lim
n!1
#

0 6 k < n j d(fk(x), fk(y)) < 0
	
n
< 1 . (38)
Furthermore, we say that a subset S  X is DC2-scrambled if any
pair x,y 2 Swith x 6= y is DC2-scrambled. The set S is called uniformly
DC2-scrambled if the 0’s and the lower frequencies in (38) are uniform
for all pairs x,y 2 S with x 6= y. Now by [Dow14, Theorem 1.2], if
f has positive topological entropy, then there exists an uncountable
DC2-scrambled set S, and as stated in [Dow14, Remark 2] this set can
be chosen to be uniformly DC2-scrambled. It follows then directly
from (38) that the points in S are pairwise (f, ,)-separated for the
respective parameters , > 0, i.e. Sep(f, ,) =1. Thus, we obtain
Theorem 8.2. Let (X,d) be a compact metric space. Suppose f : X ! X
is a continuous map with positive topological entropy. Then f has infinite
separation numbers.
We now turn to the opposite direction and aim to show that almost
sure 1-1 extensions of equicontinuous systems have finite separation
numbers (for the basic definitions see Sections 4.2 and 4.4). In order
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to do so, we need to introduce some further notions and preliminary
statements. Suppose (X,d) and (, ) are compact metric spaces and
f : X! X is an extension of g : !  with factor map h : X! . For
x 2 X define the fibre of x as Fx := h-1(h(x)). Denote the collection of
fibres by F := fFx j x 2 Xg. Given  > 0, let
F := fx 2 X j diam(Fx) > g =
S
FF
diam(F)>
F .
Further, let F>0 :=
S
>0 F, E := h(F) and E := h(F>0). Obviously,
both F and E are decreasing in .
Lemma 8.3. The set F is closed for all  > 0.
Proof. Assume (xk)k2N is a sequence in F converging to x 2 X. For
each k 2 N we can find two distinct points x1k and x2k in Fxk such
that d(x1k, x
2
k) > . We can assume without loss of generality that
(x1k)k2N and (x
2
k)k2N converge to x
1 and x2, respectively, as k ! 1.
By continuity of the metric, we have d(x1, x2) > . Furthermore,
(h(xi),h(x))
6 (h(xi),h(xik)) + (h(xik),h(xk)) + (h(xk),h(x))
= (h(xi),h(xik)) + (h(xk),h(x))
for i 2 f1, 2g, and using the continuity of h we obtain h(xi) = h(x). In
other words x1, x2 2 Fx, and hence x 2 F.
Note that as a direct consequence the sets F>0, E and E are Borel
measurable. The following basic observation will be crucial in the
proof of the next theorem. From now on, we denote by B"(A) for
" > 0 the open "-neighborhood of a subset A of a metric space.
Lemma 8.4. For all  > 0 and " > 0 there exists  = (") > 0 such that
if x,y 2 X satisfy d(x,y) >  and (h(x),h(y)) < , then h(x) and h(y)
are contained in B"(E).
Proof. Assume for a contradiction that the statement is false. Then
there are , " > 0 and sequences (xk)k2N, (yk)k2N in X such that
h(xk) =2 B"(E) or h(yk) =2 B"(E) and d(xk,yk) >  for all k 2 N,
but (h(xk),h(yk)) ! 0 as k ! 1. By going over to subsequences
if necessary, we may assume that (h(xk))k2N lies in XnB"(E) and
that (xk)k2N and (yk)k2N converge. Let x := limk!1 xk and y :=
limk!1 yk. Then d(x,y) >  and h(x) = limk!1 h(xk) =2 B"(E).
However, h(x) = h(y) and thus diam(Fx) = diam(Fy) >  such that
x 2 F, which is the required contradiction.
Note that in the following given two subsets A,B  X, we denote
by d(A,B) the minimal distance between A and B.
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Theorem 8.5. Let f : X ! X be a continuous map. Further, assume that f
is an almost sure 1-1 extension of an isometry g :  ! . Then f has finite
separation numbers.
Note that this implies Theorem 2.7 (ii), since any equicontinuous
system is an isometry with respect to an equivalent metric, see Propo-
sition 4.1.
Proof. Denote by M(g) the set of all g-invariant Borel probability mea-
sures on . Fix  > 0 and  > 0. We claim that since (E) 6 (E) = 0
for all  2M(g), there exists " > 0 such that


B"(E)

<  for all  2M(g) . (39)
Otherwise, it would be possible to find a sequence n 2 M(g) with
n
 
B1=n(E)

> , which can be chosen such that it converges to
some  2 M(g) in the weak--topology. If 'm() := maxf1 -m 
d(,B1=m(E)), 0g, then we have
R
'm dn >  for all n > m and
hence
R
'm d >  for all m 2 N. However, this implies (E) > 
by dominated convergence, contradicting our assumptions. Hence,
we may choose " > 0 as in (39).
This, in turn, implies that
lim
n!1 #

0 6 k < n j gk() 2 B"(E)
	
n
<  (40)
for all  2 . If this were not the case, it would again be possible
to construct a g-invariant measure  contradicting (39), this time as
a limit of finite sums ` := 1n`
Pn`-1
k=0 gk() of weighted Dirac mea-
sures for some  2  that does not satisfy (40). (Note that in this
situation we have `
 
B"(E)

>  for all ` 2 N, and this inequality
carries over to the limit  by the Portmanteau Theorem.)
Hence, given any pair x,y 2 X, the frequency by which both of the
iterates of h(x) and h(y) visit B"(E) at the same time is smaller than
. Together with Lemma 8.4, this implies that if (h(x),h(y)) < ("),
then the points x and y cannot be (f, ,)-separated. Thus, if S  X
is an (f, ,)-separated set, then the set h(S) must be (")-separated
(compare Section 4.6) with respect to the metric . By compactness,
the maximal cardinality N of an (")-separated set in  is bounded.
We obtain
Sep(f, ,) 6 N . (41)
Since  > 0 and  > 0 where arbitrary, this completes the proof.
As immediate consequences, we obtain
Corollary 8.6. If for all  > 0 the set E is finite and contains no periodic
point, then f has finite separation numbers.
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Corollary 8.7. If limn!1 diam Ffn(x) = 0 for all x 2 X, then f has
finite separation numbers.
For the second corollary use Poincaré’s Recurrence Theorem to get
a contradiction.
It remains to prove part (i) of Theorem 2.7, which we restate as
Theorem 8.8. Let f : X ! X be a continuous map. Further, assume that f
is a minimal almost 1-1 extension of an isometry g :  !  such that the
factor map h is not injective. Then f has unbounded separation numbers.
For the proof we will again need two preliminary lemmas. Given
x,y 2 X and  > 0, we let
(f, , x,y) := lim
n!1 1nSn(f, , x,y) .
Lemma 8.9. Suppose V1,V2   are two open sets which satisfy
d(h-1(V1),h-1(V2)) >  .
Then (f, , x1, x2) > 0 for all x1 2 h-1(V1) and x2 2 h-1(V2).
Proof. Let 1 := h(x1) and 2 := h(x2). By assumption, we have that
d(fk(x1), fk(x2)) >  whenever gk(1) 2 V1 and gk(2) 2 V2. Conse-
quently,
(f, , x1, x2) > lim
n!1 1n#

0 6 k < n j (g g)k(1, 2) 2 V1  V2
	
.
(42)
However, as g is an isometry, so is g g. This implies that all points
(1, 2) 2   are almost periodic, and the set of return times to
any of their neighborhoods is syndetic [Aus88]. Hence, the right-hand
side of (42) is strictly positive.
Lemma 8.10. Let f be a minimal almost 1-1 extension of g. Furthermore,
assume diam(h-1()) >  for some  2 . Then for every neighborhood U
of  there exist V1,V2  U such that d(h-1(V1),h-1(V2)) > .
Proof. Due to minimality, singleton fibres are dense in X. Hence, it is
possible to find x1, x2 2 h-1(U) such that Fxi = fxig, i 2 f1, 2g and
d(x1, x2) > . Then, by continuity, any sufficiently small neighbor-
hoods Vi of h(xi) will satisfy d(h-1(V1),h-1(V2)) > .
Proof of Theorem 8.8. Since the factor map h is not injective, there
exists  2  with diam(h-1()) >  for some  > 0. We will construct,
by induction on k 2 N with k > 2, a sequence of finite families of
disjoint open sets Vk1 , : : : ,V
k
k with the property that for all 1 6 i <
j 6 k there exists nki,j 2N0 such that
d

h-1

gn
k
i,j
 
Vki

,h-1

gn
k
i,j
 
Vkj

>  . (43)
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For any family of points xki 2 h-1(Vki ), i 2 f1, : : : ,kg and 1 6 i < j 6 k
we will then have

 
f, , xki , x
k
j

= 

f, , fn
k
i,j
 
xki

, fn
k
i,j
 
xkj

> 0 ,
by Lemma 8.9. Thus, if k := min




f, , xki , x
k
j

j 1 6 i < j 6 k

,
then fxk1 , : : : , x
k
kg is a (f, ,k)-separated set of cardinality k. This im-
plies that sup>0 Sep(f, ,) is infinite, as required, since k was arbi-
trary.
It remains to construct the disjoint open sets Vki . For k = 2 the sets
V21 and V
2
2 can be chosen according to Lemma 8.10 with n
2
1,2 = 0.
Suppose that Vk1 , : : : ,V
k
k have been constructed as above. By mini-
mality, there exists n 2 N such that gn(Vkk ) is a neighborhood of .
Lemma 8.10 yields the existence of open sets V ,V 0  gn(Vkk ) with
d(h-1(V),h-1(V 0)) > . We now set
Vk+1i := V
k
i for i 2 f1, : : : ,k- 1g
and
Vk+1k := g
-n(V) , Vk+1k+1 := g
-n(V 0) ,
so that Vk+1k [Vk+1k+1  Vkk . Choosing nk+1i,j := nki,j if 1 6 i < j 6 k- 1,
nk+1i,j := n
k
i,k if 1 6 i 6 k- 1 and j 2 fk, k+ 1g, and nk+1k,k+1 := n, we
obtain that (43) is satisfied for all 1 6 i < j 6 k+ 1.
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9.1 more general growth rates
In the definition of amorphic complexity, cf. Definition 2.8, one may
consider more general growth rates than just polynomial ones. We
call
a : R+  (0, 1]! R+
a scale function if a(  ,) is non-decreasing, a(s,  ) is decreasing and
lim!0 a(s,) =1 for all s 2 R+. If the separation numbers of f are
finite, then we let
ac(f,a, ) := sup

s > 0
 lim
!0
Sep(f, ,)
a(s,)
> 0

,
ac(f,a, ) := sup

s > 0
 lim!0 Sep(f, ,)a(s,) > 0
 (44)
and proceed to define the lower and upper amorphic complexity of f with
respect to the scale function a as
ac(f,a) := sup
>0
ac(f,a, ) ,
ac(f,a) := sup
>0
ac(f,a, ) .
(45)
As before, if ac(f,a) = ac(f,a), then their common value is denoted
by ac(f,a). If a(s,) = -s, then the above can be reduced to Def-
inition 2.8.
In order to obtain good properties, however, some regularity has
to be imposed on the scale function. We say a scale function a is
O-(weakly) regularly varying (at the origin) with respect to  if
lim
!0
a(s, c)
a(s,)
is finite for each s, c > 0.
Under this assumption a part of the theory can be developed in
a completely analogous way, until specific properties of polynomial
growth start to play a role. For the sake of simplicity, we refrain from
stating the results in this chapter in their full generality. However,
we provide extra comments in each section to specify the class of
scale functions to which the corresponding results extend. For more
information on O-regularly varying functions, see for example [AA77,
BKS06] and references therein.
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9.2 definition via (f ,  , )-spanning sets
As in the case of topological entropy, amorphic complexity can be
defined in an equivalent way by using spanning sets instead of sepa-
rating sets. A subset S of a metric space (X , d) is said to be (f ,  , )-
spanning if for all x 2 X there exists a y 2 S such that
lim
n!1 Sn(f, , x,y)n <  .
By Span(f, ,) we denote the smallest cardinality of any (f, ,)-
spanning set in X.
Lemma 9.1. Let f : X! X be a map,  > 0 and  2 (0, 1]. We have that
(i) Sep(f, ,) > Span(f, ,) ,
(ii) Span(f, ,=2) > Sep(f, 2,) .
Proof. For the first inequality, assume without loss of generality that
Sep(f, ,) < 1. Consider an (f, ,)-separated set S  X with max-
imal cardinality Sep(f, ,). Then for any x 2 X with x =2 S the set
S[ fxg is not (f, ,)-separated. Hence, there exists a y 2 S such that
lim
n!1 Sn(f, , x,y)n <  .
In other words S is also (f, ,)-spanning. Accordingly, we obtain
Sep(f, ,) > Span(f, ,).
For the second inequality, assume without loss of generality that
Span(f, ,=2) < 1. Let S  X be an (f, ,=2)-spanning set of cardi-
nality Span(f, ,=2) and assume for a contradiction that S˜  X is an
(f, 2,)-separated set with #S˜ > #S. Then for some y 2 S there exist
x1, x2 2 S˜ such that
lim
n!1 Sn(f, , xi,y)n <

2
with i 2 f1, 2g. However, due to the triangle inequality we have that
Sn(f, 2, x1, x2) 6 Sn(f, , x1,y) + Sn(f, ,y, x2)
and consequently
lim
n!1 Sn(f, 2, x1, x2)n
6 lim
n!1 Sn(f, , x1,y)n + limn!1
Sn(f, , x2,y)
n
<  .
This contradicts the fact that x1 and x2 are (f, 2,)-separated.
Corollary 9.2. Given a metric space X and f : X! X, we have that
(i) ac(f) = sup>0 lim!0
log Span(f,,)
- log ,
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(ii) ac(f) = sup>0 lim!0
log Span(f,,)
- log .
Remarks 9.3.
(a) The above statement remains true if a(s,) = -s is replaced
by any O-regularly varying scale function.
(b) In the definition of (f, ,)-separated sets and (f, ,)-span-
ning sets one could also use lim inf instead of lim sup, and thus
define the notions of strongly (f, ,)-separated sets and weakly
(f, ,)-spanning sets, respectively. However, there is no analog
to the second inequality of Lemma 9.1 in this case.
9.3 factor relation and topological invariance
We assume that X and  are arbitrary metric spaces, possibly non-
compact. The price to pay for this is that we have to assume the uni-
form continuity of the factor map. All the assertions of this section
remain true for arbitrary scale functions.
Proposition 9.4. Assume g :  !  is a factor of f : X ! X with a
uniformly continuous factor map h : X ! . Then ac(f) > ac(g) and
ac(f) > ac(g).
Proof. We denote the metric on X and  with d and , respectively.
The uniform continuity of h implies that for every  > 0 there exists
˜ > 0 such that (h(z),h(w)) >  implies d(z,w) > ˜. Suppose ,  0 2
 are (g, ,)-separated. Then there exist x, x 0 2 X such that h(x) = 
and h(x 0) =  0. Since (gk(),gk( 0)) >  implies d(fk(x), fk(x 0)) > ˜,
the points x and x 0 need to be (f, ˜,)-separated. Given  2 (0, 1]
this means that if S   is a (g, ,)-separated set, then there exist
S˜  X with h(S˜) = S and ˜ > 0 such that S˜ is a (f, ˜,)-separated set.
Therefore, for all  2 (0, 1] we get
Sep(f, ˜,) > Sep(g, ,) .
The assertions follow easily.
Corollary 9.5. Suppose X and  are compact and let f : X ! X and
g : !  be conjugate. Then ac(f) = ac(g) and ac(f) = ac(g).
For the next corollary, observe that f g is an extension of g  f with
factor map h = g, and conversely h˜ = f is a factor map from g  f to
f  g.
Corollary 9.6. Suppose f : X ! X and g : X ! X are uniformly continu-
ous. Then ac(f  g) = ac(g  f) and ac(f  g) = ac(g  f).
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9.4 power invariance and product rule
We first consider iterates of f. In contrast to topological entropy, tak-
ing powers does not affect the amorphic complexity. Throughout this
section we assume that X and Y are metric spaces.
Proposition 9.7. Assume f : X ! X is uniformly continuous and let m 2
N. Then ac(fm) = ac(f) and ac(fm) = ac(f).
Proof. Since all iterates of f are uniformly continuous as well, we have
that for every  > 0 there exists ˜ > 0 such that d(fi(z), fi(w)) > 
implies d(z,w) > ˜ for all i 2 f0, : : : ,m- 1g.
Suppose x,y 2 X are (f, ,)-separated. Assume d(fk(x), fk(y)) > 
with k = m  k˜+ i where k˜ 2 N0 and i 2 f0, : : : ,m- 1g. Then by the
above we have d
 
fmk˜(x), fmk˜(y)

> ˜. This means that for n˜ 2 N
and n 2 fm  n˜, : : : ,m(n˜+ 1) - 1g we get
1
n
Sn(f, , x,y) 6
1
n
 
m  Sn˜(fm, ˜, x,y) +m

6 1
n˜
(Sn˜(f
m, ˜, x,y)+1).
By taking the lim sup we get that x and y are (fm, ˜,)-separated.
Hence,
Sep(fm, ˜,) > Sep(f, ,) . (46)
Conversely, suppose that x and y are (fm, ,)-separated. Then for
k > 1 it follows from d(fmk(x), fmk(y)) >  that d
 
fk˜(x), fk˜(y)

> ˜
for all k˜ 2 fm(k - 1) + 1, : : : ,mkg. Each n˜ 2 N belongs to a block
fm(n- 1) + 1, : : : ,m ng with n 2N and we have
1
n˜
Sn˜(f, ˜, x,y) >
1
n˜
(m  Sn(fm, , x,y) -m) > 1
n
(Sn(f
m, , x,y) - 1) .
Again, by taking the lim sup we get that x and y are (f, ˜,)-separated.
Hence,
Sep(f, ˜,) > Sep(fm, ,) . (47)
Using (46) and (47), we get ac(fm) = ac(f) and ac(fm) = ac(f).
Remarks 9.8.
(a) The above result remains true for arbitrary scale functions.
(b) In the case that f is not uniformly continuous, we still have
Sep(f, ,=m) > Sep(fm, ,). This yields ac(f,a) > ac(fm,a)
and ac(f,a) > ac(fm,a) for a O-regularly varying.
In contrast to the above, the product formula is specific to polyno-
mial growth or, more generally, to scale functions satisfying a product
rule of the form a(s+ t,) = a(s,)  a(t,).
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Proposition 9.9. Let f : X ! X and g : Y ! Y. Then ac(f  g) >
ac(f) + ac(g) and ac(f g) 6 ac(f) + ac(g). Therefore, if the limits ac(f)
and ac(g) exist, we get
ac(f g) = ac(f) + ac(g) .
Proof. We denote the metric on X and Y by dX and dY , respectively.
Let d be the maximum metric on the product space X  Y. Using
Corollary 9.2, the assertions are direct consequences of the following
two inequalities, which we show for all  > 0 and  2 (0, 1],
Sep(f g, ,) > Sep(f, ,)  Sep(g, ,) , (48)
Span(f g, ,) 6 Span(f, ,=2)  Span(g, ,=2) . (49)
For proving (48) assume that SX  X and SY  Y are (f, ,)- and
(g, ,)-separated sets, respectively, with cardinalities Sep(f, ,) and
Sep(g, ,), respectively. Then S := SX SY  X Y is an (f g, ,)-
separated set. This implies (48).
Now, in order to prove (49), assume that S˜X  X and S˜Y  Y are
(f, ,=2)- and (g, ,=2)-spanning sets, respectively, with cardinali-
ties Span(f, ,=2) and Span(g, ,=2), respectively. The set S˜ := S˜X
S˜Y  X Y is (f g, ,)-spanning, since for arbitrary (x,y) 2 X Y
there are x˜ 2 S˜X and y˜ 2 S˜Y such that
Sn(f g, , (x,y), (x˜, y˜))
= #

0 6 k < n j d
 
(f g)k(x,y), (f g)k(x˜, y˜) > 	
6 #

0 6 k < n j dX(fk(x), fk(x˜)) > 
	
+ #

0 6 k < n j dY(gk(y),gk(y˜)) > 
	
.
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The aim of this chapter is to give a quantitative version of the argu-
ment in the proof of Theorem 8.5 in order to obtain an upper bound
for amorphic complexity in this situation. This will involve the usage
of the box-counting dimension, see Section 4.6. For the whole chapter
let X and  be compact metric spaces and f : X ! X an almost sure
1-1 extension of g :  !  with factor map h, cf. Section 4.4. Further,
assume that g is a minimal isometry with unique invariant probabil-
ity measure  (recall that a minimal isometry is necessarily uniquely
ergodic, see Proposition 4.3). In this case it is straightforward to check
that the measure of an "-ball B"() does not depend on  2 . For the
scaling of this measure as "! 0, we have
Lemma 10.1. In the above situation we get
lim
"!0
log(B"())
log "
= DB()
for all  2  and the analogous equality holds for the limit inferior.
Proof. Recall that we can also use M"() in the definition of the box-
counting dimension of  (see Proposition 4.4). Let ˆ(") := (B"())
where  2  is arbitrary and suppose S   is an "-separated subset
with cardinality M"(). Observe that the "=2-balls B"=2() with  2 S
are pairwise disjoint. We obtain 1 = () >
P
2S ˆ("=2) and thus
M"() 6 1=ˆ("=2). Hence,
DB() = lim
"!0
logM"()
- log "
6 lim
"!0
log ˆ("=2)
log "
= lim
"!0
log ˆ(")
log "
.
Conversely, the "-balls B"() with centers  in S cover  and this
directly leads to the reverse inequality.
By the Minkowski characterization of box-counting dimension, we
have for E  
DB(E) = DB() - lim
"!0
log(B"(E))
log "
. (50)
The proof of this fact in the setting above is the same as in Euclidean
space, see for example [Fal03]. We denote by (") the constant given
by Lemma 8.4 and let
(h) := lim
!0
lim
"!0
log(")
log "
. (51)
This is the scaling factor from Theorem 2.11 which we restate here as
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Theorem 10.2. Suppose that the upper box-counting dimension of  is finite
and strictly positive and (h) > 0. Then under the above assumptions we
have
ac(f) 6 DB()  (h)
DB() - sup>0DB(E)
, (52)
where E = f 2  j diam(h-1()) > g.
Proof. Without loss of generality we assume that (h) is finite and fix
 > 0. Going back to the end of the proof of Theorem 8.5, we find that
according to its definition the number N in (41) is equal to M(")().
Thus, we have already shown that if  > (B"(E)) for some " > 0,
then Sep(f, ,) 6M(")().
Now, note that (B"(E)) is monotonously decreasing to 0 as "! 0.
For  small enough choose k 2N such that
(B2-k-1(E)) <  6 (B2-k(E)) .
We obtain
ac(f, ) 6 lim
k!1
logM(2-k-1)()
- log(B2-k(E))
= lim
k!1
M(2-k-1)()
- log(2-k-1)
 log(2
-k-1)
log 2-k-1
 log 2
-k-1
log(B2-k(E))
6 DB()  (h) 

lim
k!1
log(B2-k(E))
log 2-k
-1
=
DB()  (h)
DB() -DB(E)
,
where we use (50) for the last equality. Taking the supremum over all
 > 0 yields (52).
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We start with some standard notation concerning symbolic dynamics
and circle maps. For a finite set A, let  be the left shift on A = AZ
and  the Cantor metric on A (cf. Section 4.5). Let T1 = R=Z be the
circle and denote by d the usual metric on T1. Further, we denote the
open and the closed counter-clockwise interval from a to b in T1 by
(a,b) and [a,b], respectively. The Lebesgue measure on T1 is denoted
by Leb. Moreover, the rigid rotation by an angle  2 R is denoted by
R(x) = x+ mod 1.
We first recall some basics about Sturmian subshifts, where we
mainly follow [CD05, Section 2.2]. Assume that  2 (0, 1) is irrational.
Consider the coding map  : T1 ! f0, 1g defined via (x) = 0 if
x 2 I0 := [0, 1-) and (x) = 1 if x 2 I1 := [1-, 1). Set
 := f((Rk(x)))k2Z j x 2 T1g  f0,1g .
The subshift (,) is called the Sturmian subshift generated by  and
its elements are called Sturmian sequences. According to [MH40], there
exists a map h :  ! T1 semi-conjugating  and R with the prop-
erty that #h-1(x) = 2 for x 2 fk mod 1 j k 2 Zg and #h-1(x) = 1
otherwise.
Remark 11.1. If x 2 fk mod 1 j k 2 Zg, then one of the two alter-
native sequences in h-1(x) corresponds to the coding with respect
to the original partition fI0, I1g, whereas the other one corresponds to
the coding with respect to the partition f(0, 1-], (1-, 1]g. However,
the right-hand sides of the two codings coincide after finitely many
iterations, i.e. they do not depend on the choice of the partition for
high enough iterations. For all other points, the two codings coincide
anyway. Further information is given in [BMN00, Section 1.6].
Theorem 11.2. Let (,) be a Sturmian subshift. Then ac() = 1.
Proof. First, we show the lower bound. Assume we have two points
x = (x`)`2Z, y = (y`)`2Z 2  with h(x) 6= h(y) and
Leb((h(x),h(y))) 6 minf, 1-g < 1=2
such that
R-k (0) 2 (h(x),h(y))
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for some k 2N0. Then Rk(h(x)) 2 I1 and Rk(h(y)) 2 I0, i.e. we have
xk 6= yk. Hence, (k(x),k(y)) = 1 and for any 0 <  6 1
#

0 6 k < n j (k(x),k(y)) > 
	
n
>
#

0 6 k < n j R-k (0) 2 (h(x),h(y))
	
n
and the last term converges to h(y) - h(x) as n ! 1, using Weyl’s
Equidistribution Theorem [EW11, Example 4.18]. This means for h(x)
and h(y) close enough we get
lim
n!1 Sn(, , x,y)n > d(h(x),h(y)) . (53)
Now, since T1nfk mod 1 j k 2 Zg has full Lebesgue measure, we
can find for any  2 (0, 1] a set M   with b1=c points such that
h(M) is an equidistributed lattice in T1 with distance 1=b1=c > 
between adjacent vertices. Then for  small enough, we can use (53)
to deduce that M is a (, ,)-separated set. Therefore, Sep(, ,) >
b1=c and this implies ac() > 1.
Next, we prove the upper bound. We want to show for x,y 2 
with h(x) and h(y) close enough that
lim
n!1 Sn(, , x,y)n 6 C()  d(h(x),h(y)) (54)
with C() > 0. Suppose for m 2N that 2-m+1 >  > 2-m. Then
#

0 6 k < n j (k(x),k(y)) > 
	
6 #

0 6 k < n j (k(x),k(y)) > 2-m
	
6 (2m+ 1)  #0 6 k < n j (k(x),k(y)) = 1	
= (2m+ 1)  # f0 6 k < n j xk 6= ykg .
Using a similar argument as in the case of the lower bound, we can
conclude (54) with
C() := 2(2(- log = log 2+ 1) + 1) ,
taking into account that for k big enough xk 6= yk if R-k (0) or
R-k (R
-1
 (0)) lies in (h(x),h(y)) (for h(x) = h(y) we know that the
the right-hand sides of x and y coincide after a finite number of itera-
tions, cf. Remark 11.1). Again, since T1nfk mod 1 j k 2 Zg has full
Lebesgue measure, we can find for any  2 (0, 1] a set M   with
d2=e points such that h(M) is an equidistributed lattice in T1 with
distance 1=d2=e 6 =2 between adjacent vertices. Then for  small
enough, we can use (54) to deduce that M is a (, ,)-spanning set.
Therefore, Span(, ,) 6 d2=e and hence ac() 6 1, using Corollary
9.2. This proves the assertion.
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Now, we want to show the analogous statement for Denjoy ex-
amples on the circle. Poincaré’s classification of circle homeomor-
phisms in [Poi85] states that to each orientation-preserving homeo-
morphism f : T1 ! T1 of the circle we can associate a unique real
number  2 [0, 1), called the rotation number of f, such that f is semi-
conjugate, via an orientation-preserving map, to the rigid rotation R,
provided  is irrational (see also [dMvS93, HK97]). Another classical
result by A. Denjoy [Den32] states that if f is a diffeomorphism such
that its derivative is of bounded variation, then f is even conjugate
to R. In this case, the amorphic complexity is zero. However, Denjoy
also constructed examples of C1 circle diffeomorphism with irrational
rotation number that are not conjugate to a rotation and later Herman
[Her79] showed that these examples can be made C1+" for any " < 1.
We say a Denjoy example or Denjoy homeomorphism is an orientation-
preserving homeomorphism f : T1 ! T1 such that its rotation num-
ber  is irrational and it is not conjugate to a rotation.
Theorem 11.3. Suppose f : T1 ! T1 is a Denjoy example. Then ac(f) = 1.
The theorem is a direct consequence of the following two lemmas.
However, before we proceed, we want to collect some more facts con-
cerning Denjoy examples, following mainly [Mar70, Section 0] and
[HOR12, Section 2]. Since f is not conjugate to a rotation, we know
from Poincaré’s classification result that there is a unique Cantor set
C  T1 such that fjC is minimal. This Cantor set can be described as
C = T1n
1[
`=1
(a`,b`)
where ((a`,b`))`2N is a family of open and pairwise disjoint intervals.
The accessible points A  T1 of C are defined as the union of the end-
points of these intervals and the inaccessible points of C are defined as
I := CnA. A Cantor function p : T1 ! T1 associated to C is a continuous
map satisfying
p(x) = p(y) () x = y or x,y 2 [a`,b`] for some ` > 1 ,
that is, p collapses the intervals [a`,b`] to single points and is invert-
ible on I. From this definition one can deduce that p is onto and
that p(A) is countable and dense in T1. Furthermore, we can assume
without loss of generality that p  f = R  p where  2 [0, 1)nQ is the
rotation number of f, see [Mar70, Section 2].
Lemma 11.4. Let f : T1 ! T1 be a Denjoy homeomorphism. Then there
exists  > 0 such that Sep(f, ,) > b1=c for all  2 (0, 1].
Note that by definition this implies that ac(f) > 1.
Proof. Suppose  2 (0, 1=2]. Since p(A) is dense in T1, we can choose
for each m 2 f1, 2, 3g a point m 2 p(A) such that
d(m, n) > 1=4 for m 6= n . (55)
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Note that to each m we can associate an interval [a`m ,b`m ] with
p
 
[a`m ,b`m ]

= fmg. Now, choose  > 0 such that
 6
3
min
m=1
d
 
a`m ,b`m

.
Since p(I) has full Lebesgue measure in T1, we can choose a set of
b1=c points
M =

x1, : : : , xb1=c
	  I
s.t. p(M) is an equidistributed lattice in T1 with distance 1=b1=c > 
between adjacent vertices. Consider distinct points xi, xj 2M and as-
sume without loss of generality that Leb([p(xi),p(xj)]) 6 1=2. Set P :=
[p(xi),p(xj)]. If 1 2 Rk(P) for some k > 0, then due to (55) we have
that 2 2 T1nRk(P) or 3 2 T1nRk(P) such that both [fk(xi), fk(xj)]
and [fk(xj), fk(xi)] contain some interval [a`m ,b`m ] with m 2 f1, 2, 3g.
Hence, we have
d(fk(xi), fk(xj)) >  .
Consequently, we obtain
Sn(f, , xi, xj)
n
>
#

0 6 k < n j 1 2 Rk(P)
	
n
.
By Weyl’s Equidistribution Theorem [EW11, Example 4.18], the right-
hand side converges to p(xj) - p(xi) >  as n!1. This means that
xi and xj are (f, ,)-separated, so that M is an (f, ,)-separated
set.
Lemma 11.5. Let f : T1 ! T1 be a Denjoy homeomorphism. Then for any
 > 0 there exists a constant  = () such that
Span(f, ,) 6 = for all  2 (0, 1] .
Together with Corollary 9.2, this implies that ac(f) 6 1, thus com-
pleting the proof of Theorem 11.3.
Proof. We show that if 0 < ˜ 6 1=(2(d1=e+ 1)), then
Span(f, , 2˜(d1=e+ 1)) 6 d1=˜e .
Since d1=˜e 6 2=˜, this yields the statement with () := 4(d1=e+ 1).
Let  := Leb  p-1 and define the function '˜ : T1 ! [0,1) by
'˜(x) := ([x, x+ ˜]) .
Note that d(x,y) 6 ([p(x),p(y)]) and that'˜(x) = d(p-1(x),p-1(x+
˜)) almost everywhere. In particular, '˜ is measurable. Now, con-
sider a subset I˜  I such that
#

0 6 k < n j '˜(Rk(x)) > 
	
n
 ! Leb(fx 2 T1 j '˜(x) > g)
(56)
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as n!1 for all x 2 p(I˜). Let f'˜ > g := fx 2 T1 j '˜(x) > g. Using
Birkhoff’s Ergodic Theorem, we know that I˜ can be chosen such that
p(I˜) has full Lebesgue measure. Hence, we can choose a set of d1=˜e
points
M :=

x1, : : : , xd1=˜e
	  I˜
s.t. p(M) is an equidistributed lattice in T1 with distance 1=d1=˜e 6 ˜
between adjacent vertices. To show that M is an (f, , 2˜(d1=e+ 1))-
spanning set is our next aim.
For arbitrary y 2 T1, let xi, xj 2 M be the two adjacent lattice
points with p(y) 2 [p(xi),p(xj)] (that is, j = i+ 1 or i = d1=˜e and
j = 1). Then
Rk[p(xi),p(y)]  [Rk(p(xi)),Rk(p(xi)) + ˜]
for k > 0, and this implies
d
 
fk(xi), fk(y)

6 
 
[p(fk(xi)),p(fk(y))]

= 
 
Rk[p(xi),p(y)]

6 '˜(Rk(p(xi))) .
We get that
Sn(f, , xi,y)
n
6
#

0 6 k < n j '˜(Rk(p(xi))) > 
	
n
and using (56) we know that the right-hand side of this inequality
converges to Leb(f'˜ > g) as n!1.
It remains to show that Leb(f'˜ > g) < 2˜(d1=e+ 1). Suppose
by contradiction that this inequality does not hold. Then f'˜ > g is
not contained in a union of fewer than d1=e+ 1 intervals of length
2˜. Consequently, there exist at least d1=e+ 1 points i 2 T1 with
'˜(i) >  and d(i, j) > ˜ for i 6= j. We thus obtain
(T1) >
d1=e+1X
i=1
([i, i+ ˜]) =
d1=e+1X
i=1
'˜(i) > 1+  > 1 ,
which is a contradiction.
This means limn!1 Sn(f, , xi,y)=n 6 Leb(f'˜ > g) < 2˜(d1=e+
1). Since y was arbitrary, this shows that M is an (f, , 2˜(d1=e+ 1))-
spanning set and completes the proof.
Remark 11.6. There is an intimate connection between Denjoy exam-
ples and Sturmian subshifts which allows us to deduce Theorem 11.2
from Theorem 11.3 directly, see [FGJ15, Section 3.6].
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R E G U L A R T O E P L I T Z S U B S H I F T S
Inspired by earlier constructions of almost periodic functions by Toep-
litz, the notions of Toeplitz sequences and Toeplitz subshifts or flows
were introduced by Jacobs and Keane in 1969 [JK69]. In the sequel
these systems have been used by various authors to provide a se-
ries of interesting examples of symbolic dynamics with intriguing
dynamical properties, see for example [MP79, Wil84] or [Dow05] and
references therein. In what follows, we will study the amorphic com-
plexity for so-called regular Toeplitz subshifts.
Let A be a finite alphabet, A = AI with I = N0 or Z and  the
Cantor metric on A (see Section 4.5). Recall that a sequence ! =
(!k)k2I 2 A is called Toeplitz if for all k 2 I there exists p 2 N
such that !k+p` = !k for all ` 2 N. Further, we denote the shift
orbit closure of ! by ! such that (!,) is the subshift generated
by !. Throughout this chapter we assume that ! is non-periodic.
Given p 2N and x = (xk)k2I 2 A, let
Per(p, x) := fk 2 I j xk = xk+p` for all ` 2Ng .
We call the p-periodic part of! the p-skeleton of!. To be more precise,
define the p-skeleton of !, denoted by S(p,!), as the sequence ob-
tained by replacing !k with the new symbol ‘’ for all k =2 Per(p,!).
Note that the p-skeletons of two arbitrary points in ! coincide af-
ter shifting one of them by at most p- 1 positions. We say that p is
an essential period of ! if Per(p,!) is non-empty and does not coin-
cide with Per(p˜,!) for any p˜ < p. A weak periodic structure of ! is a
sequence (p`)`2N such that each p` divides p`+1 and[
`2N
Per(p`,!) = I . (57)
If, additionally, all the pl’s are essential, we call (p`)`2N a periodic
structure of !. For every (non-periodic) Toeplitz sequence we can find
at least one periodic structure [Wil84].
Remark 12.1. Note that from each weak periodic structure we can
obtain a periodic structure in the following way. Suppose (p`)`2N is
a weak periodic structure of !. Without loss of generality we can
assume that Per(p`,!) 6= ; and Per(p`,!) ( Per(p`+1,!) for all ` 2
N (recall that! is non-periodic). For each p` choose the smallest p˜` 2
N such that Per(p˜`,!) coincides with Per(p`,!). Then by definition
p˜` is an essential period. Since p` divides p`+1, we have Per(p˜`,!) (
Per(p˜`+1,!). The next lemma and the minimality of the p˜`’s imply
that p˜` divides p˜`+1 for each ` 2 N, so that (p˜`)`2N is a periodic
structure.
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Lemma 12.2. If Per(p, x)  Per(q, x), then Per(gcd(p,q), x) = Per(p, x)
where x 2 A and p,q 2N.
Proof. Since gcd(p,q) divides p, we have Per(gcd(p,q), x)  Per(p, x).
To prove the other direction we have to show that for each k 2
Per(p, x) and ` 2N
xk = xk+gcd(p,q)` .
Set p˜ := p= gcd(p,q) and q˜ := q=gcd(p,q). Note that there exist ˜` 2N
and r 2 f0, : : : , q˜- 1g such that ` = q˜  ˜` + r. Further, observe that
fp˜ m mod q˜ j m 2Ng = f0, : : : , q˜- 1g ,
since gcd(p˜, q˜) = 1. This means there existm, m˜ 2N such that p˜ m =
q˜  m˜+ r, which implies
gcd(p,q)` = gcd(p,q)[q˜  ˜` + r]
= gcd(p,q)[q˜(˜` - m˜) + q˜  m˜+ r]
= p m+ q(˜` - m˜) .
Hence,
xk+gcd(p,q)` = xk+pm+q( ˜`-m˜) = xk+pm = xk ,
using that k+ p m 2 Per(p, x)  Per(q, x).
Given p 2 N, we define the relative density of the p-skeleton of !
by
D(p) :=
#(Per(p,!)\ [0,p- 1])
p
.
Since ! is non-periodic, we have D(p) 6 1- 1=p. For a (weak) peri-
odic structure (p`)`2N the densitiesD(p`) are non-decreasing in ` and
we say that (!,) is a regular Toeplitz subshift if lim`!1D(p`) = 1.
Note that regularity of a Toeplitz subshift does not depend on the
chosen (weak) periodic structure (use (57) and Lemma 12.2).
It is well known that a regular Toeplitz subshift is an almost sure
1-1 extension of a minimal isometry (an odometer) [Dow05]. Thus,
we obtain from Theorem 8.5 that its asymptotic separation numbers
are finite. However, as mentioned in the introduction, a quantitative
analysis is possible and yields the following.
Theorem 12.3. Suppose (!,) is a regular Toeplitz subshift. Let (p`)`2N
be a (weak) periodic structure of !. For , s > 0 we have
lim
!0
Sep(, ,)
-s
6 C  lim
`!1 p`+1(1-D(p`))-s ,
with C = C(, s) > 0.
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Note that this directly implies Theorem 2.12.
Proof. Recall that, since! is a regular Toeplitz sequence, the densities
D(p`) are non-decreasing and converge to 1. Choose m 2 N with
2-m <  6 2-m+1 and ` 2N such that
(2m+ 1)2(1-D(p`+1)) <  6 (2m+ 1)2(1-D(p`)) . (58)
Then we have
Sep(, ,) 6 Sep(, 2-m, (2m+ 1)2(1-D(p`+1)))
and claim that the second term is bounded from above by pl+1.
Assume for a contradiction that there exists a (, 2-m, (2m+1)2(1-
D(p`+1)))-separated set S  ! with more than p`+1 elements. Then
there are at least two points x = (xk)k2I, y = (yk)k2I 2 S with the
same p`+1-skeleton. This means that x and y can differ at most at the
remaining positions k =2 Per(p`+1, x) = Per(p`+1,y). Using the fact
that (x,y) > 2-m if and only if xk 6= yk for some k 2 I with jkj 6 m,
we obtain
lim
n!1 Sn(, 2
-m, x,y)
n
6 (2m+ 1) lim
n!1 # f0 6 k < n j xk 6= ykgn
6 (2m+ 1) lim
n!1 #([0,n- 1] n Per(p`+1,!))n
= (2m+ 1)(1-D(p`+1)) .
However, this contradicts (58). Hence, we obtain
Sep(, ,)
-s
6 C(, s)  p`+1
(1-D(p`))-s
,
where C(, s) := (2m+ 1)s. Note that m only depends on . Taking
the limit superior yields the desired result.
For the remainder of this section, our aim is to provide a class of
examples demonstrating that the above estimate is sharp and that
the amorphic complexity of regular Toeplitz flows takes at least a
dense subset of values in [1,1). To that end, we first recall an al-
ternative definition of Toeplitz sequences (cf. [JK69]). Consider the
extended alphabet A := A [ fg where we can think of  as a hole
or placeholder like in the definition of the p-skeleton. Then ! 2 A
is a Toeplitz sequence if and only if there exists an approximating se-
quence (!`)`2N of periodic points in (A,) such that (i) for all k 2 I
we have !`+1k = !
`
k as soon as !
`
k 2 A for some ` 2 N and (ii)
!k = lim`!1!`k, see [Ebe71]. Such an approximating sequence of
a Toeplitz sequence is not unique. For example, every sequence of
p`-skeletons (S(p`,!))`2N with (p`)`2N a (weak) periodic structure
satisfies these properties.
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Let us interpret Theorem 12.3 in this context. For a p-periodic point
x 2 A we can define the relative density of the holes in x by
r(x) :=
#f0 6 k < p j xk = g
p
.
Note that D(p) = 1- r (S(p,!)) for every p 2 N. Suppose (!`)`2N
is an approximating sequence of !. We say (p`)`2N is a sequence of
corresponding periods of (!`)`2N if p` divides p`+1 and p`(!`) = !`
for each ` 2 N. We have that r(!`) > 1=p`. Moreover, r(!`) > 1-
D(p`), so that Theorem 12.3 implies
Corollary 12.4. Assume (!,) is a regular Toeplitz subshift. Let (!`)`2N
be an approximating sequence of ! and let (p`)`2N be a sequence of cor-
responding periods of (!`)`2N. Furthermore, assume p`+1 6 Cpt` and
r(!`) 6 K=pu` for ` large enough, where C, t > 1, u 2 (0, 1] and K > 0.
Then
ac() 6 t
u
.
For the construction of examples, it will be convenient to use so-
called (p,q)-Toeplitz (infinite) words, as introduced in [CK97]. Let
I = N0. Suppose v is a finite and non-empty word with letters in A
and at least one entry distinct from . Let jvj be its length and jvj be
the number of holes in v. We use the notation v 2 A for the one-
sided periodic sequence that is created by repeating v infinitely often.
Define the sequence (T`(v))`2N recursively by
T`(v) := Fv(T`-1(v)) ,
where T0(v) :=  and Fv : A ! A assigns to each x 2 A the
sequence that is obtained from v by replacing the subsequence of all
occurrences of  in v by x. We get that (T`(v))`2N is an approximating
sequence and denote the corresponding Toeplitz sequence by T(v)
[CK97]. Setting p := jvj, q := jvj and d := gcd(p,q), we say T(v)
is a (p,q)-Toeplitz word. One particular nice feature of (p,q)-Toeplitz
words is that in order to exclude periodicity, one only has to check a
short prefix of the sequence.
Theorem 12.5 ([CK97, Theorem 4]). Let T(v) be a (p,q)-Toeplitz word.
Then T(v) is periodic if and only if its prefix of length p is d-periodic.
Theorem 12.6. Suppose m 2N and let 0m1 be the word starting with m
zeros and ending with a single one. Furthermore, let v be a word with letters
in A = f0, 1, g such that 1 6 jvj 6 jvj 6 m. Then ! := T(0m1v) is a
(p,q)-Toeplitz word and the corresponding regular Toeplitz subshift (!,)
has amorphic complexity
ac() =
logp=d
logp=q
.
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Proof. Define for each n 2N and x = (xk)k2N0 , y = (yk)k2N0 2 A
Sn(x,y) := # f0 6 k < n j xk,yk 6=  and xk 6= ykg .
Observe that
Sp
 
T(0m1v),j(T(0m1v))

> Sp
 
T1(0
m1v),j(T1(0m1v))

= Sp
 
0m1v,j(0m1v)

> 1
for every 0 < j < p due to the special form of the prefix 0m1 and
the assumption jvj 6 m. This directly implies that ! is non-periodic,
using Theorem 12.5.
To get an upper bound for ac(), note that (p`=d`-1)`2N is a se-
quence of corresponding periods of (T`(0m1v))`2N and r(T`(0m1v)) =
q`=p` for each ` 2 N. This is proved easily by induction: The state-
ment is true for T1(0m1v) = 0m1v. When going from ` to ` + 1,
by the induction hypothesis, each of the p`=d`-1-periodic blocks of
T`(0
m1v) has q`=d`-1 free positions. In order to accommodate q=d
such periodic blocks of T`(0m1v) it needs p`=d` of the p-periodic
blocks of 0m1v with q free positions each. Thus, the resulting peri-
odic block of T`+1(0m1v) has length p`+1=d` and q`+1=d` free posi-
tions. Now, Corollary 12.4 gives the desired upper bound.
In order to prove the lower bound, we show by a similar induction
that
Sp`=d`-1
 
T`(0
m1v),j(T`(0m1v))

> q`-1=d`-1 (59)
for every 0 < j < p`=d`-1 and ` 2 N. If j is not a multiple of p, then
by induction assumption each p`=d`-1-periodic block of T`(0m1v)
has p=d  q`-2=d`-2 mismatches with j(T`(0m1v)) coming from the
mismatches of the p=d contained p`-1=d`-2-periodic blocks of the
sequence T`-1(0m1v) with its shift j(T`-1(0m1v)). If j is a multiple
of p, then the mismatches result in a similar way from the shift in
the sequences that are inserted into 0m1v, since ip(T`(0m1v)) =
Fv(
iq(T`-1(0
m1v))). Note that the fact that p`=d`-1 is a minimal
period comes from the assumption that d = gcd(p,q).
As a direct consequence from (59), we obtain that for all ` 2N and
0 6 i < j < p`=d`-1
Sp`=d`-1
 
i(T`(0
m1v)),j(T`(0m1v))

> q`-1=d`-1 .
Hence,
f!,(!), : : : ,p
`=d`-1-1(!)g
is a (, 1,q`-1=p`)-separated set. For  small enough choose ` 2 N
such that q`=p`+1 <  6 q`-1=p` and observe
Sep(, ,)
-s
> Sep(, 1,q
`-1=p`)
-s
>
p`
d`-1
 q
ls
p(l+1)s
for , s > 0. This yields ac() > (logp=d)=(logp=q).
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Corollary 12.7. In the class of (p,q)-Toeplitz words, amorphic complexity
takes (at least) a dense set of values in [1,1).
Proof. Choose arbitrary q 2 N and p 2 N with p > 2q+ 1 such that
gcd(q,p) = 1. According to the previous theorem, there is a (p,q)-
Toeplitz word ! with
z(p,q) := ac
 
j!

=
logp
logp=q
.
Let f : (1,1) 3 x 7! xx-1 and note that f(z(p,q)) = logplogq . Further, for
" > 0 let q" be the smallest prime number bigger than exp(2=") and
observe that
ff(z(p,q")) : p 2N, p > 2q" + 1 and gcd(p,q") = 1g
is "-dense in (1,1). Thus, the image of
M := fz(p,q) : q, p 2N, p > 2q+ 1 with gcd(p,q) = 1g
under f is dense in f((1,1)) = (1,1). Since f is a monotone function,
this shows that M is dense in (1,1) which proves the statement.
Remark 12.8. From the results in [CK97, Theorem 5], one can directly
conclude that for all (non-periodic) (p,q)-Toeplitz words the power
entropy (see Section 3.3 for the definition) equals (logp=d)=(logp=q).
Thus, for our examples provided by the last theorem, power entropy
and amorphic complexity coincide. It would be interesting to know if
this is true for all (p,q)-Toeplitz words, or if not, in which cases this
equality holds.
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S E T S O F U N I F O R M LY B O U N D E D O R B I T S A N D
m - I N T E RVA L S
Suppose f : [ 0 , 1 ] ! [ 0 , 1 ] is a continuous map. In what follows,
we want to study the following two families of sets
B ` ( t ) : = f x 2 [ 0 , 1 ] j fn ( x ) > t for all n 2 N 0 g
and
Bu ( t ) : = f x 2 [ 0 , 1 ] j fn ( x ) 6 t for all n 2 N 0 g
with t 2 [ 0 , 1 ] . In the following we will sometimes use the notation
B  (  ) in the sense of referring to B ` (  ) and Bu (  ) at the same
time. Observe that
B ` ( t ) =
1\
n=0
f-n
 
[ t , 1 ]

and Bu ( t ) =
1\
n=0
f-n
 
[ 0 , t ]

,
meaning B ` ( t ) and Bu ( t ) are also the surviving sets of points that
never hit the interval [ 0 , t ) and ( t , 1 ] , respectively, under the dy-
namics of f . From this we directly obtain the next proposition.
Proposition 13.1. B  ( t ) is closed and forward invariant for each t 2
[ 0 , 1 ] . Furthermore, B ` ( t )  B ` ( t 0 ) for t 0 6 t and Bu ( s ) 
Bu ( s
0 ) for s 0 > s , i.e.,
B ` ( t ) =
\
t 0<t
B ` ( t
0 ) and Bu ( s ) =
\
s 0>s
Bu ( s
0 ) .
Now, assume that m 2 N . If the inequality
fm ( x 0 ) < x 0
is fulfilled for some x 0 2 ( 0 , 1 ] , then there always exists a non-
empty open interval I  [ 0 , 1 ] with x 0 2 I such that fm ( x ) < x
for all x 2 I , due to the continuity of fm (note that the same is true
for points fulfilling fm ( x ) > x). We can choose these intervals in a
maximal manner:
Definition 13.2. Let m 2 N . An open interval Im  [ 0 , 1 ] with
fm ( x ) < x (respectively, fm ( x ) > x) for all x 2 Im is called a
lower (resp., upper) m-interval for f if there exists no open interval
J  [ 0 , 1 ] such that Im is strictly contained in J and fm ( x ) < x
(respectively, fm ( x ) > x) for all x 2 J . Further, we say Im is a lower
(resp., upper) interval of order m if Im is a lower (upper) m-interval
and there exists no other lower (upper) m˜-interval I m˜ with m˜ 2 N
such that I m˜ = Im and m˜ < m .
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Observe that an m-interval cannot contain a periodic point with
period m .
Proposition 13.3. Let Im  [0, 1] be anm-interval and [,] be its closure.
For Im a lower m-interval  is always m-periodic. If  6= 1, then  is also
m-periodic. If Im is an upper m-interval, then the corresponding statements
hold as well.
Proof. We assume that Im is a lower m-interval (the proof in the other
case is analogous). For  = 0 we get that fm(0) = 0 due to the conti-
nuity of f. For  > 0 we have that fm() > , using the maximality of
Im. Further, by choosing a sequence in Im converging to  and using
the continuity of f, we get fm() 6 . Hence, fm() = . For  6= 1
we can apply an analogous argument.
Remark 13.4. With respect to the last proposition if  = 1, then both
cases fm(1) = 1 and fm(1) < 1 can occur.
Recall the basic notion of conjugacy between two continuous maps
on the unit interval, see Section 4.4. Note that in our setting the
conjugacy map h : [0, 1] ! [0, 1] is either order-preserving or order-
reversing and this directly implies the next proposition.
Proposition 13.5. Suppose f,g : [0, 1] ! [0, 1] are continuous maps. If f
and g are conjugate, then eachm-interval of f is mapped onto anm-interval
of g and vice versa.
Lemma 13.6. Suppose Im  [0, 1] is a lower (upper) m-interval. For t, s 2
Im we have that
B`(t) = B`(s)
 
Bu(t) = Bu(s)

.
Proof. We give the proof for Im a lower m-interval. The argument for
the upper case is similar. W.l.o.g. assume that s < t. Since fn(x) >
t > s for all n > 0 and x 2 B`(t), we have B`(t)  B`(s). The
reverse inclusion will be proved by contradiction. Assume there exists
x 2 B`(s)nB`(t) 6= ;. Then by definition fn(x) > s for all n > 0 and
there is an n0 > 0 such that fn0(x) < t. Note that in fact fn(x) >
s for all n > 0 because if fl(x) = s for some l 2 N0, then fm+l(x) =
fm(fl(x)) = fm(s) < s, since s 2 Im. Set x0 := fn0(x) and observe that
x0 2 Im because s < x0 < t. Consider the sequence (fmk(x0))k2N0 .
For all k > 0 we have that
s < fm(k+1)(x0) < fmk(x0) < t ,
that is, (fmk(x0))k2N0 is a monotone decreasing and bounded se-
quence. That means the limit of this sequence exists and we set
y := lim
k!1 fmk(x0) = infk2N0ffmk(x0)g 2 [s, t) .
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Furthermore,
fm(y) = lim
k!1 fm(k+1)(x0) = y ,
in other words, y is anm-periodic point contained in Im, which gives
the desired contradiction.
For the next chapter we need the following notion.
Definition 13.7. A lower (upper) m-interval Im with m 2N is called
maximal if there exists no other lower (upper) m˜-interval Im˜ with
m˜ 2N such that Im is strictly contained in Im˜.
Similarly to Proposition 13.5, we have
Proposition 13.8. Let f,g : [0, 1] ! [0, 1] be continuous maps. If f and g
are conjugate, then each maximal m-interval of f is mapped onto a maximal
m-interval of g and vice versa.
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L O W E R A N D U P P E R B I F U R C AT I O N S E T S
First, we define the lower and upper bifurcation set of f to be
E` := fx 2 [0, 1] j x 2 B`(x)g and Eu := fx 2 [0, 1] j x 2 Bu(x)g ,
respectively. Again, from time to time we will make use of the nota-
tion E in the sense of referring to E` and Eu at the same time.
Proposition 14.1. The bifurcation set E is closed.
Proof. Let x 2 [0, 1] be a limit point of E`. Then there exists a sequence
(xk)k2N in E` such that xk ! x as k ! 1 and for each k 2 N we
have fn(xk) > xk for all n > 0. Now, fix n 2N and observe that
fn(x) = lim
k!1 fn(xk) > limk!1 xk = x.
Since n is arbitrary, we get x 2 E`. The proof for Eu is analogous.
The next result is similar to Propositions 13.5 and 13.8.
Proposition 14.2. Suppose f,g : [0, 1] ! [0, 1] are continuous maps. If f
and g are conjugate, then the lower (upper) bifurcation set of f is mapped
bijectively to the lower or upper bifurcation set of g.
Theorem 14.3. Let  2 E` and suppose that  2 E`, or  = 1, such that
 <  and no other point in (,) belongs to E`. Or, similarly, let  2 Eu
and suppose that  2 Eu, or  = 0, is such that  <  and no other point
in (,) belongs to Eu. Then in the first case, (,) is a maximal lower
m-interval for some m 2 N, and in the second, (,) is a maximal upper
m-interval for some m 2N.
To be precise for  = 1 =2 E` ( = 0 =2 Eu) we actually show that
(, 1] ( [0,)) is a maximal lower (upper) m-interval.
Proof. We give the proof for maximal lower m-intervals. In the second
case the argument works analogously and is thus left to the reader.
First, we claim that (,) is a lower m-interval for some m 2N (note
that for  = 1 =2 E` we actually have to consider the interval (, 1]). We
show this by contradiction. Assume (,) is not a lower m-interval
for all m 2 N and fix an arbitrary 0 2 (,). Since 0 =2 E`, there
exists q0 2 N such that fq0(0) < 0. This implies that there is
a lower q0-interval contained in (,), where the inclusion follows
from the fact that no point in E` can be contained in any lower m-
interval. Furthermore, this inclusion must be strict. Hence, at least
one of the endpoints of this q0-interval, denoted by 1, lies in (,).
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We have that 1 is q0-periodic according to Proposition 13.3 and from
this follows that q0 > 1.
Since 1 =2 E`, there exists q1 2 N such that fq1(1) < 1 and
w.l.o.g. we can assume that q1 < q0. With the same argument as
above there exists a lower q1-interval contained in (,) and at least
one of its endpoints, denoted by 2, lies in (,). Again, we have that
2 is q1-periodic and q1 > 1.
Now, we can repeat this step indefinitely, since each correspond-
ing qi 2 N is strictly bigger than 1. However, we also have that
q0,q1, : : : ,qi, : : : are strictly decreasing to 1 which is a contradiction.
The maximality is clear if  = 0 and  = 1, and follows otherwise,
again, directly from the fact that no point in E` can be contained in
any lower m-interval.
Theorem 14.3 together with Proposition 14.1 and the simple obser-
vation that each (maximal)m-interval is contained in the complement
of E imply immediately that
[0, 1]nE` =
[
m2N
I2Im`
I and [0, 1]nEu =
[
m2N
I2Imu
I , (60)
where Im` and I
m
u is the collection of all maximal lower and upper
intervals of order m, respectively, for each m 2 N. From this we can
directly deduce the following corollaries.
Corollary 14.4. Two maximal lower (upper) intervals of order m and m˜,
respectively, are disjoint and each lower (upper) m-interval is contained in
a unique maximal lower (upper) interval of order m˜ where m, m˜ 2N.
Corollary 14.5. Assume Im is a maximal lower m-interval with closure
[,]. We have that  is contained in E` and when  6= 1 this is also true
for . If Im is a maximal upper m-interval, then the corresponding statement
holds as well.
The next corollary also depends upon Proposition 13.3.
Corollary 14.6. If x 2 E is only accumulated from the left or right in E,
then x is a periodic point. This holds in particular if x is an isolated point in
E.
If we assume that E has empty interior (which is equivalent to as-
suming that E is nowhere dense because of Proposition 14.1), we can
use Proposition 13.3 again together with (60) to derive the following
assertion.
Corollary 14.7. If E is nowhere dense, then the periodic points in E form
a dense subset.
Now, we need the notion of transitivity for continuous maps, cf.
Section 4.1.
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Theorem 14.8. The bifurcation set E is nowhere dense and infinite if f is
transitive.
As mentioned above, for E to be nowhere dense means that it has
empty interior and this is true immediately if f is transitive. The other
assertion follows directly from the next lemma.
Lemma 14.9. If f is transitive, then 0 and 1 are limit points of E` and Eu,
respectively.
Proof. Note that by definition we always have that 0 belongs to E`
and 1 to Eu. We only show that 0 is a limit point of E`; the other case
is analogous and is thus left to the reader.
First, observe that E` \ (0, 1) is non-empty. Otherwise, every point
in [0, 1] would converge either to 0 or 1 (since the only possible fixed
points of f would be 0 and 1), contradicting our assumption that f is
transitive.
We proceed by proving the desired assertion by contradiction. As-
sume that 0 is an isolated point of E`. Take the smallest value in E`nf0g
(note that this set is compact) and denote it by . We have that (0,)
is a lower m-interval for some m 2 N, using Theorem 14.3. This im-
plies in particular that 0 is m-periodic, according to Proposition 13.3.
For an arbitrary x 2 (0,) note that x > fm(x) 2 [0,) and hence
fkm(x) ! 0 as k ! 1 (note that 0 must be the limit point using
the same argument as in the proof of Lemma 13.6). Further, for each
r 2 f0, : : : ,m- 1g we have
lim
k!1 fkm+r(x) = fr

lim
k!1 fkm(x)

= fr(0) .
Since the finite union of the sets fk m + r j k 2 N0g with r 2
f0, : : : ,m-1g equalsN0, we have that for all x 2 (0,) the limit points
of (fn(x))n2N0 equal f0, f(0), : : : , f
m-1(0)g. However, since (0,) is
open and f transitive, there exists a point x 2 (0,) such that the clo-
sure of (fn(x))n2N0 is [0, 1]. This contradiction finishes the proof.
For the last assertions we present here, as well as for the next chap-
ter, we need the following definition. We say that a continuous map
f : [0, 1] ! [0, 1] is piecewise monotone if there exist K 2 N0 and
0 = d0 < d1 <    < dK < dK+1 = 1 such that f is strictly monotone
on each interval [dk,dk+1] with k 2 f0, : : : ,Kg. Furthermore, we call
the minimal choice of the dk’s, i.e. all the dk’s such that f is not mono-
tone in any neighborhood of dk for k 2 f1, : : : ,Kg, the turning points
of f and denote them by T(f). For more information about piecewise
monotonic maps, see for example [Pre88]. The next theorem will be
an immediate consequence of the results about the continuity of the
topological entropy for the family of systems considered in [Rai94].
For the definition of topological entropy, see Chapter 1.
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Theorem 14.10. Suppose f is a continuous piecewise monotone map with
topological entropy htop(f) > 0. We have that the bifurcation set E is
uncountable.
Proof. We give the argument for the set E`. For the set Eu, the argu-
ment again proceeds in an analogous way. First, note that if E` has
non-empty interior, then the statement is automatically true, thus we
assume that E` is nowhere dense in the following.
As already mentioned, the statement is an immediate consequence
of the results shown in [Rai94]. There he considers piecewise mono-
tonic maps f : [0, 1] ! [0, 1], not necessarily continuous on the whole
unit interval, with a finite number K 2 N of open holes (a1,a2), : : : ,
(a2K-1,a2K) and studies the influence of small perturbations of the
endpoints of these holes on the dynamical system fjR(a1,a2,:::,a2K)
where
R(a1,a2, : : : ,a2K) :=
1\
n=0
[0, 1]nf-n
 
(a1,a2)[    [ (a2K-1,a2K)

.
Here, we need only to consider the sets R(0, t) with t 2 [0, 1]. Since f
is continuous, we have for each t 2 [0, 1] that
R(0, t) =
1\
n=0
f-n(0)[ f-n [t, 1]  B`(t) .
This means that R(0, t) and B`(t) differ at most by the countable setS1
n=0 f
-n(0), since f is piecewise monotonic. Therefore, the topolog-
ical entropy of fjR(0,t) and fjB`(t) agree [Pes97]. Hence, we can also
apply the continuity results for the topological entropy of [Rai94] in
our setting and we obtain that the map h : t 7! htop
 
fjB`(t)

is con-
tinuous for all t 2 [0, 1]. Now, since h(0) = htop(f) > 0, we have
that h decreases monotonically from htop(f) to 0 in a continuous way.
Furthermore, using that E` is nowhere dense together with the de-
composition (60) of the complement of E` and Lemma 13.6, we know
that h must be a devil’s staircase map (in the sense that h is locally
constant on an open dense subset of [0, 1]). Accordingly, the set of
points in [0, 1] where h is not locally constant is uncountable and this
finishes the proof, since this set is a subset of E`.
For the next corollary, recall that a transitive interval map always
has positive topological entropy [Blo82, BC87]. We call a set S  [0, 1]
a Cantor set if it is perfect (i.e., it is closed and contains no isolated
points) and nowhere dense.
Corollary 14.11. If f is a transitive continuous piecewise monotone map,
then the bifurcation set without its isolated points is a Cantor set.
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S U RV I V I N G S E T S
Similarly to the notion of m-intervals, which describe the connected
components of the complement of the bifurcation sets as we have seen
in the last chapter, we can define for each t 2 E intervals that de-
scribe the connected components of the complement of B(t). These
will be called lower and upper (t,m)-gaps where m 2N.
Throughout this last chapter, we will phrase everything in terms
of the lower (t,m)-gaps, but all the definitions and results can be
rephrased in terms of upper (t,m)-gaps, as was done in the previ-
ous two chapters. For instance, everywhere we have t 2 E`nf0g, this
should be replaced by t 2 Eunf1g, and the relevant inequalities should
be reversed. Once the definitions and statements of results are altered
in this way, the proofs follow immediately in the same way as pre-
sented for the lower case.
Definition 15.1. Fix t 2 E`nf0g and assume m 2 N. An open interval
Tm  [0, 1] with fm(x) < t for all x 2 Tm is called a lower (t,m)-gap
for f if there exists no open interval J  [0, 1] such that Tm is strictly
contained in J and fm(x) < t for all x 2 J. Further, we call Tm a lower
t-gap of order m if Tm is a lower (t,m)-gap and there exists no other
lower (t, m˜)-gap Tm˜ with m˜ 2N such that Tm˜ = Tm and m˜ < m.
Proposition 15.2. Let Tm  [0, 1] be a (t,m)-gap and [,] be its closure.
If  6= 0, then fm() = t and if  6= 1, then also fm() = t.
Proof. Use the maximality of Tm and the continuity of fm, analo-
gously to the proof of Proposition 13.3.
Similar to maximal m-intervals, we can also define maximal (t,m)-
gaps.
Definition 15.3. A lower (t,m)-gap Tm with t 2 E`nf0, 1g and m 2N
is called maximal if Tm  (t, 1] and if there exists no other lower
(t, m˜)-gap Tm˜ with m˜ 2N such that Tm is strictly contained in Tm˜.
Theorem 15.4. Fix t 2 E`nf0, 1g and let  2 B`(t). Suppose  2 B`(t) or
 = 1 such that  <  and no other point in (,) belongs to B`(t). Then
(,) is a maximal lower (t,m)-gap for some m 2N.
To be precise, similarly to Theorem 14.3, for  = 1 =2 B`(t) ( = 0 =2
Bu(t)) we actually show that (, 1] (respectively, [0,)) is a maximal
lower (upper) (t,m)-gap.
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Proof. We give the proof for maximal lower (t,m)-gaps and in the
other case the argument works analogously. First, we claim that (,)
is a lower (t,m)-gap for some m 2N and prove this by contradiction
(note that for  = 1 =2 B`(t) we actually have to consider the interval
(, 1]). Assume (,) is not a lower (t,m)-gap for all m 2 N and fix
an arbitrary 0 2 (,). Note that 0 >  > t. Since 0 =2 B`(t),
there exists q0 2 N such that fq0(0) < t. From this follows that
there exists a lower (t,q0)-gap included in (,) (where again the
inclusion uses the fact that no point in B`(t) can be contained in a
lower (t,m)-gap for all m 2 N) and this inclusion must be strict.
Hence, at least one of the endpoints of this (t,q0)-gap, denoted by 1,
lies in (,). According to Proposition 15.2, we have that fq0(1) = t
and this implies q0 > 1.
Since 1 =2 B`(t), there exists q1 2 N such that fq1(1) < t. We
have that q1 < q0 because if q1 would be strictly bigger than q0,
then this would imply fq1(1) = fq1-q0(fq0(1)) = fq1-q0(t) < t
which is a contradiction (since t 2 E`). With the same argument as
above there is a lower (t,q1)-gap contained in (,) and at least one
of its endpoints, denoted by 2, lies in (,). Again, it holds that
fq1(2) = t and hence q1 > 1.
Now, we can repeat this step indefinitely since each correspond-
ing qi 2 N is strictly bigger than 1. However, we also have that
q0,q1, : : : ,qi, : : : are strictly decreasing to 1 which is a contradiction.
The maximality is clear if  = t and  = 1, and follows otherwise,
again, directly from the fact that no point in B`(t) can be contained
in any lower (t,m)-gap.
Similarly to the remark after Theorem 14.3, using the last theorem
together with Proposition 13.1, we can describe the complement of
B(t) for each t 2 Enf0, 1g in the following way
[t, 1]nB`(t) =
[
m2N
T2Tm`
T and [0, t]nBu(t) =
[
m2N
T2Tmu
T , (61)
where Tm` and T
m
u is the collection of all maximal lower and upper
t-gaps of order m, respectively, for each m 2 N. This immediately
yields the following three corollaries, which again we state for lower
gaps, but the analogous statements (with proofs altered accordingly),
also hold for upper gaps.
Corollary 15.5. Fix t 2 E`nf0, 1g. Then two maximal lower t-gaps of order
m and m˜, respectively, are disjoint and each lower (t,m)-gap which does
not lie in [0, t) is contained in a unique maximal lower t-gap of order m˜
where m, m˜ 2N.
Corollary 15.6. Assume Tm is a maximal lower (t,m)-gap with t 2
E`nf0, 1g, m 2 N and let [,] be its closure. We have that  belongs
to B`(t) and when  6= 1 this holds for , too.
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Corollary 15.7. Let t, s 2 E` with 0 6 t < s 6 1. We have that all x
in B`(s) are not isolated in B`(t) (in fact, each x 2 B`(s)nf1g has to be
accumulated from the left and right in B`(t)).
Proof. By way of contradiction, assume that x 2 B`(s) is not accumu-
lated from the left in B`(t). By (61), we can find a lower (t,m)-gap to
the left of x with m 2N and this implies that fm(x) 6 t < s which is
a contradiction. Use the corresponding argument if x 2 B`(s)nf1g is
not accumulated from the right in B`(t).
Now, we want to restrict ourselves to a specific class of interval
maps. Suppose f : [0, 1] ! [0, 1] is a piecewise monotone map with
turning points T(f), see Chapter 14 for the definition. Define C(f) :=
T(f) [ f0, 1g. Then, we say that f has full branches if f(C(f)) = f0, 1g.
Observe that f-1(f0, 1g) = C(f)  f0, 1g which implies f-n(C(f)) 
f-(n-1)(C(f)) and therefore f-n(C(f))  Snk=0 f-k(T(f)) for each
n > 0. For the next auxiliary statement we need the following notion.
We call an interval S  [0, 1] with non-empty interior an absorbing set
(or sink) for f if there exists p 2N such that fp is monotone on S and
fp(S)  S.
Proposition 15.8. Suppose f is a continuous piecewise monotone map. If f
is transitive, then there exist no absorbing sets for f.
Proof. See [Pre88, Section 4] and the proof of [Rob15, Lemma 13].
Theorem 15.9. Let f be a transitive continuous piecewise monotone map
with full branches and suppose t 2 E. Then t is isolated in E if and only
if B(t) contains an isolated point.
Proof. As usual, we prove the assertion for the sets E` and B`(t). The
proof for the upper case is left to the reader.
First, we assume that t is isolated in E` and we claim that t is also
isolated in B`(t). Observe that by the definition of B`(t), we only have
to show that t is not accumulated from the right in B`(t). Further,
note that 0 cannot be isolated in E`, according to Lemma 14.9, and if
t = 1, then the statement is automatically true. That means we can
assume w.l.o.g. that t 2 (0, 1).
Since t is isolated in E` and by using the decomposition (60) of the
complement of E`, we know that there exists a lower m-interval Im
with m 2 N such that the left endpoint of Im is t. By Proposition
13.3, we have that fm(t) = t. This implies that t =2 f-(m-1)(C(f))
because otherwise fm(t) 2 f0, 1g which would yield t 2 f0, 1g. Hence,
there exists an open interval U containing t such that fm is strictly
monotone in U. We claim that fm is strictly decreasing in U and prove
this by contradiction. Assume fm is strictly increasing. In particular,
this means that t < fm(x) for all x 2 U\ Im. Furthermore, fm(x) < x
for all x 2 U \ Im, since Im is a lower m-interval. Hence, fm(U \
Im)  U \ Im, i.e. U \ Im is an absorbing set for f which contradicts
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Proposition 15.8. Now, from the fact that fm is strictly decreasing in
U, it follows that fm(x) < t for all x 2 U \ Im, that is, there exists
a (t,m)-gap with left endpoint equal to t. Accordingly, t cannot be
accumulated from the right in B`(t) and this proves one direction of
the stated assertion.
For the other direction, assume that there is an isolated point y
in B`(t). We want to prove that t is isolated in E`. Observe that for
t = 0 there are no isolated points in B`(0). If t = 1, then f(1) = 1
and we claim that f(x) < x for all x 2 (c, 1) where c := maxC(f)nf1g.
Otherwise, since f is continuous and strictly increasing in [c, 1], there
would exist a fixed point z 2 [c, 1) of f such that [z, 1] is an absorbing
set with f([z, 1]) = [z, 1], and this would contradict the transitivity of
f. Therefore, there is a lower 1-interval such that its right endpoint
equals 1 which immediately implies the statement. In the following
we always assume t 2 (0, 1).
Further, note that if 1 2 B`(t), then it cannot be isolated in B`(t). To
see this, note that 1 must be a fixed point of f in this case and apply
Corollary 15.7. Hence, we only have to consider y 2 [t, 1).
In the last part of the proof, we will show that there exist k 2N and
two open intervals V , V˜ containing t such that fk(t) = t, fk strictly
decreasing in V and f2k strictly increasing in V˜ . From this it follows
directly that fk(x) < t for all x 2 V \ (t, 1] and f2k(x) < t for all
x 2 V˜ \ [0, t) =: W. Since t < x for x 2 V \ (t, 1], this implies that
there is a lower k-interval such that its left endpoint is t. We further
claim that f2k(x) < x for all x 2 W, too. Assuming the contrary we
would either get that x < f2k(x) < t for x 2 W, i.e. f2k(W)  W, or
there would exist a z 2 W such that f2k(z) = z and f2k([z, t]) = [z, t].
This means we would obtain an absorbing set for f, thus contradicting
Proposition 15.8. Hence, there also exists a lower 2k-interval such that
its right endpoint is t. This shows that t is isolated in E` and finishes
the proof of the other direction of the statement.
It remains to show the existence of k 2 N and the two open in-
tervals V , V˜ with the desired properties. Since y is isolated in B`(t)
and using (61), we can find a lower (t,m)-gap Tm with m 2 N such
that the left endpoint of Tm is y. By Proposition 15.2, we have that
fm(y) = t. This implies that y =2 f-(m-1)(C(f)), because otherwise
fm(y) 2 f0, 1g, which would mean that t 2 f0, 1g. Therefore, there is
an open interval U containing t such that fm is strictly monotone in U.
In fact, fm is strictly decreasing because assuming otherwise would
imply the contradiction t < fm(x) for all x 2 U\ Tm.
If y = t, then set k := m and V := U. Note that fk(t) = t. Accord-
ingly, t =2 f-(2k-1)(C(f)) and hence we can find an open interval V˜
containing t such that f2k is strictly increasing in V˜ .
For y > t there exists also a lower (t, m˜)-gap with m˜ 2N such that
the right endpoint of Tm˜ is y. We have fm˜(y) = t, too. We deduce in
an analogous way as above that there is an open interval U˜ containing
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y such that fm˜ is strictly increasing in U˜. Note that m and m˜ must
be different, since fm and fm˜ are strictly decreasing and increasing,
respectively, in U \ U˜ 3 y. W.l.o.g. assume m > m˜. Accordingly, we
have
t = fm(y) = fm-m˜(fm˜(y)) = fm-m˜(t)
and set k := m - m˜. Again, from this periodicity of t follows that
t =2 f-(k-1)(C(f)) and therefore we can find an open interval V con-
taining t such that fk is strictly monotone in V . In fact, fk is strictly
decreasing in V because in U \ U˜ \ f-m˜(V) 3 y we have that fk  fm˜
is a concatenation of strictly monotone maps, where fm˜ is strictly
increasing, and it coincides with fm which is strictly decreasing. Us-
ing the periodicity of t once more, we deduce that there is an open
interval V˜ containing t such that f2k is strictly increasing in V˜ .
Corollary 15.10. Assume f is a transitive continuous piecewise monotone
map with full branches and let t 2 Enf0, 1g. We have that t is a limit point
of E if and only if B(t) is a Cantor set.
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