This paper proposed a high capacity reversible data hiding (RDH) scheme using three steganographic images, on which three successive embedding phases are performed. An embedding rule is elaborately designed to guide the data embedding and three alike stego-images are generated in the first phase. In view of the similarity of three stego-images, the pixel value ordering (PVO) strategy is utilized in the second phase. In the third phase, the prediction error histogram shifting (PEHS) strategy is employed by exploiting the slight difference among three temporary stego-images. Since no complex operation is involved, the algorithm is efficient. The experimental results verify that our method is superior to other schemes in both EC and image quality. Moreover, the proposed scheme can successfully resist the RS steganalysis and provide a secure secret transmission.
I. INTRODUCTION
With the progress of information technology, the security of confidential data transmission has drawn considerable attentions. A traditional way to protect the confidential data is to encrypt it using encryption algorithms, e.g., RSA [1] and DES [2] . However, the chaotic data are prone to arouse suspicions and may be attacked by malicious destroyers [3] . An emerging way is to imperceptibly hide the confidential data in a cover image; at the receiver side, the confidential data can be retrieved and the cover image can be restored correctly. The technology is referred as reversible data hiding (RDH) [4] . Since the modification to the cover image is imperceptible, the generated steganographic image can successfully avoid the attentions from malicious destroyers and improve the security of confidential data. Consequently, RDH technology has gained increasing attentions from researchers. The efficiency of the algorithm is mainly evaluated by two criteria: embedding capacity (EC) and distortion.
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The existing RDH schemes fall into two classes: histogram shifting (HS)-based and difference expansion (DE)-based. The original DE-based RDH scheme was proposed by Tian [5] . The DE scheme regards two neighboring pixels as a unit, and then embeds one bit into each unit by expanding the difference between two pixels to twice. The overflow/ underflow problem may happen after difference expansion, thus, not all units are suitable for embedding data. Therefore, the maximum EC cannot exceed 0.5 bit per pixel (bpp). Afterwards, lots of improved schemes based on DE have been proposed [6] - [11] . Alattar [6] improved Tian's scheme by using difference expansion of quad. The scheme in [6] takes four adjacent pixels as a unit, each of which is embedded into three bits, resulting in a FSI 3 maximum EC of 0.75bpp. Later on, Alattar further improved the scheme and proposed a generalized DE-based scheme, in which several bits can be embedded into an n-pixels vector [7] . Kim et al. [8] exploited the quasi-Laplace distribution of the difference values and proposed a new expandability, which achieved a larger EC while the distortion kept the same level as the original DE scheme. The defect in [8] is revealed in the case of a low payload, that VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ is, the stego-image quality is relatively low with a low payload. Another improving extension is to reduce the distortion and improve the stego-image quality. Liu et al. [9] proposed a so-called reduced difference expansion (RDE) scheme, which reduced difference value of pixels by using logarithm transformation function before embedding data so as to achieve a higher image quality. Later on, an improved RDE (IRDE) scheme was designed by Yi et al. [10] , which modified the transformation function and took the unreduced pixels in [9] into account. IRDE achieves a larger EC and a better image quality than that in [9] . Latterly, Arham et al. [11] combined Alattar [5] , the EC of which cannot exceed 0.5bpp and the PSNR value is lower than 38dB with the maximum EC. Another category of RDH schemes is HS-based. The original HS scheme was proposed by Ni et al. [12] . In HS scheme, the secret data are embedded into pixels at the peak point in the histogram. Naturally, pixels between the peak point and the zero point are shifted outward to vacate room before data embedding. Since the amplitude of modification is at most 1, the stego-image maintains a high quality. And the EC is determined by the magnitude of peak point in the histogram. Multiple pairs of maximum and minimum points in the histogram are exploited for achieving a higher EC [13] , [14] . Generating a sharper peak of the histogram is another way to improve the EC. Schemes in [15] , [16] take advantage of the histogram characteristics of the difference image for a higher EC, also called difference histogram shifting (DHS). Schemes in [17] - [19] embed data into the prediction-error rather than the original image, which is called predictionerror histogram shifting (PEHS). Prediction-error is the difference between the original image and its corresponding prediction image. Hu et al. took advantage of cascading prediction and further improved the EC [17] . Another way to improve EC is to extend the selected bins for embedding. Hong et al. exploited the top two bins (viz., '0', '-1') in the histogram of the prediction errors for data embedding [18] . He et al. further extended the method into multi-pass pixel value ordering embedding [19] .
As analyzed above, it can be concluded that the upperbound of above schemes is about 1bpp. Even though there exist some schemes achieving the EC up to 1.5bpp, it is at the expense of image distortion. For instance, the maximum EC of Zhang et al.'s scheme [20] is around 1.58bpp, its average PSNR is around 32dB. In this light, a trend of using two or more steganographic images is emerging. In 2007, Chang et al. [21] proposed an RDH scheme by generating two stego-images under the guidance of a magic matrix. With the two stego-images, the embedded message can be retrieved and the host image can be restored completely.
The EC in [21] is 1bpp and the stego-images maintain a good quality with PSNR of 45dB. Chang et al.'s algorithm is further improved in [22] and it achieves a better image quality with PSNR around 48.1 dB. The scheme in [23] converts the binary secret stream into the decimal representation, so as to increase the EC to about 1.55bpp; however, the PSNR of the stego-image decreases to around 39 dB. Qin et al. [24] embedded secret data into the first copy of the cover image using the traditional exploiting modification direction (EMD) scheme which was an irreversible data hiding scheme; then, they modified the second copy of the cover image adaptively according to the embedding result of the first copy for image recovery. The EC in [24] achieves slightly higher than 1bpp. There is a drawback in [24] , viz., the quality of two steganographic images is asymmetric. Lu et al. [25] designed seven rules as the guidance of data embedding in dual images. The maximum EC in [25] reaches about 1bpp with two steganographic images of a symmetric quality with PSNR around 49dB. To further improve the EC, Lee et al. exploited the orientation combination of pixel pairs in dual stego-images [26] . The scheme in [26] achieves an average EC of 1.07 bpp while maintaining a good image quality with PSNR around 49.6dB. Jafar et al. [27] performed three successive phases on dual stego-images to achieve an EC around 1.23bpp with a high image quality with PSNR above 48dB. Yao et al. [28] improved a center folding-based, dual-image RDH method by using the selection strategy of shiftable pixels' coordinates with minimum distortion and achieved an EC up to 1.56bpp. Su et al. [29] proposed an adaptive dual-image-based RDH method by applying a novel histogram shifting to decrease the distortion.
As Lu and Leng mentioned ''The dual-image-based hiding scheme is a new technology in the information hiding field. The concept of dual-image, based on information sharing, consists of concealing secret messages in two of the same cover images; only someone who has both stego-images can extract the secret messages. [30] '' From the security aspect in the conventional information sharing, the security of the hidden data is increasing when the number of shares is increasing because attackers need to collect the pre-determined number of shares so that the secret image can be derived. Following the idea pointed out by Lu and Leng, and, being inspired by Jafar et al. [27] scheme, we performed three successive embedding phases on a cover image to produce three steganographic images, then, an RDH scheme with a large EC is proposed. An embedding rule is elaborately designed to guide the data embedding and three alike stego-images are generated in the first phase. Then, the pixel value ordering (PVO) strategy is applied in the second phase. In the third phase, the PEHS strategy is employed. Since no complex operation is involved, the algorithm is efficient. The main contributions of our method are as follows:
1. An embedding rule is designed to achieve a high EC by generating three stego-images.
2. An ingenious combination of the proposed embedding rule, PVO strategy and PEHS strategy is presented to obtain a high EC.
3. A high image quality with an average PSNR of 41.51dB in the case of an average embedding rate of 1.667bpp is achieved.
4. The derived stego-images withstand RS steganalysis and do not reveal any hidden data.
5. The number of setgo-images can be flexibly increased with our proposed combination framework to meet the sender's security requirement.
II. REVIEW OF PVO
The basic principle of PVO is briefly reviewed in this section, since it will be used for designing our proposed scheme. PVO which is proposed by Li et al. [31] firstly partitions the original image into non-overlapping blocks consisting of n pixels, denoted as (x 1 , x 2 , · · · , x n ). Then embed at most two bits into one block by modifying the maximum and the minimum pixels in the block. The detailed procedures are as follows.
First of all, sort pixels in one block in ascending order. Denote the sorted result as
Then, regard the second largest pixel x σ (n−1) as the prediction value of the largest one x σ (n) and the prediction error can be calculated as PE max = x σ (n) −x σ (n−1) . Due to the self-similarity of nature image, bin '1' is usually the peak point in the histogram of PE max . Therefore, PVO embeds secret bit w at the location of PE max with value of '1', which can be formulated as (1) . To the end, the maximum pixel is modified according to (2) .
where PE max and x σ (n) represent the modified PE max and x σ (n) , respectively. The embedding principle of minimum pixel is the same as the maximum one. Let us describe it briefly. Calculate the prediction error as PE min = x σ (1) − x σ (2) , which is always smaller than or equal to '0'. Then embed secret bit w at the location of PE min with value of '-1', which can be formulated as (3) . To the end, the minimum pixel is modified according to (4) .
where PE min and x σ (1) represent the modified PE min and x σ (1) , respectively. Since the procedure of data embedding either increases the maximum pixel or decreases the minimum one, the pixel order will not change after data embedding. In this light, the procedures of data extraction and image recovery become feasible and easy. Figure 1 shows the framework of the proposed hybrid multishares RDH scheme, which consists of three phases. Given an original image, we first duplicate it to generate three cover images CI I , CI 2 and CI 3 in the first phase. Then embed the secret data M 1 into CI I , CI 2 and CI 3 using rules demonstrated in Table 1 , so as to generate three stego-images FSI 1 , FSI 2 and FSI 3 . In the second phase, embed secret data M 2 into FSI 1 , FSI 2 and FSI 3 using the PVO strategy, resulting in three stego-images denoted as SSI 1 , SSI 2 and SSI 3 . As a cover unit in the PVO strategy, the pixel block is generated by taking one pixel from each stego-image, viz., FSI 1 , FSI 2 and FSI 3 . In the third phase, which consists of three sub-procedures, three final stego-images are successively generated using the PEHS strategy. In the first sub-procedure, SSI 1 is regarded as the prediction image of SSI 2 and the prediction error is generated, then the secret data M 3 are embedded into SSI 2 by modifying the prediction errors to obtain the first final stegoimage SI 1 . In the second sub-procedure, embed secret data M 4 into SSI 3 by modifying the prediction error between SSI 2 and SSI 3 to obtain the second final stego-image SI 2 . In the third sub-procedure, secret data M 5 are embedded into SI 2 by modifying the prediction errors between SSI 3 and SI 2 to obtain the third final stego image SI 3 .
III. A PROPOSED HYBRID MULTI-SHARES RDH SCHEME
It is worth mentioning that the proposed scheme can be extended to more than three stego-images, and the more stego-images the scheme produced, the higher embedding capacity it will achieve. For ease of comprehension and a group of three pixels is the smallest unit in PVO strategy, hereby, we generate three stego-images in the proposed scheme. More details are given in the following sections. temporary stego-images FSI 1 , FSI 2 and FSI 3 are generated. Afterward, we calculate the accumulative difference AD for pixels at the same location (i, j) by (5) . The calculation results are shown in Table 1 . It can be observed that each AD distinguishes with each other, which makes the algorithm of data extraction simple and efficient. An example is given in the following subsection to provide more specific description, which readers can refer to for further understanding.
To describe how (5) works to derive AD, here, assume the original pixel is 10 and the bit unit to be embedded is (001) 2 , AD is then derived as 1 according to the following equation:
It is observed that the rules listed in Table 1 modify pixels of CI I and CI 3 either with the increment of '1' or '2', the decrement of '1' or '2', or keep them unchanged. For CI 2 , modify its pixels with the decrement of '1', or keep them unchanged. Considering the distortion caused by the modification, the criteria called PSNR is calculated using (6) .
where MSE represents mean square error and is calculated by (7) .
Herein, I (i, j) is the original pixel and I (i, j) is the stegoone of the image sized. Assume that the embedded data are uniformly distributed, the PSNRs of three stego-images can be estimated as 10 log 10
≈ 46.37dB, 10 log 10
≈ 52.39dB and 10 log 10
It is worth noting that if we keep CI 2 unchanged in all cases, ADs still keep the same as they are in Table 1 and can specify the embedded data distinguishingly as well. However, we modify CI 2 by increasing '1' or decreasing '1' in some cases. The reason for such intentional rules is pursuing a higher embedding capacity in the second phase, in which PVO strategy is applied and the pixel block consists of three pixel values from three stego-images, viz., (FSI 1 (i, j), FSI 2 (i, j), FSI 3 (i, j)). As depicted in Section 2.1, pixel blocks satisfying PE max = 1 or PE min = −1 are selected as extendable bins used for data embedding. Compared with the situation that CI 2 keeps unchanged in all cases, there are a larger amount of extendable bins when CI 2 is modified using rules in Table 1 .
2) THE SECOND PHASE
Input: three temporary stego images FSI 1 , FSI 2 and FSI 3 , secret data M 2
Output: three stego-images SSI 1 , SSI 2 and SSI 3 After obtaining the temporary stego-images FSI 1 , FSI 2 and FSI 3 , the PVO strategy is applied in the second phase. Pick one pixel from each stego-image to form a pixel block, denoted as (FSI 1 (i, j), FSI 2 (i, j), FSI 3 (i, j)). Sort pixels in the block in ascending order to obtain Table 1 , the possibilities of sorted pixel block can be derived, as shown in Table 2 , where '×' means un-embeddable and ' √ ' means embeddable. Looking into Table 2 , we can infer that the possible values of PE max are restricted to '0', '1' and '3' with the occurrence probabilities of 1/8, 6/8 and 1/8, respectively; the possible values of PE min are restricted to '0', '-1' and '-2' with the occurrence probabilities of 1/8, 5/8 and 2/8, respectively. Based on the inference, the secret data are embedded into the prediction errors under the conditions of PE max = 1 and PE min = −1 because their occurrence probabilities are relatively high. Those prediction errors which are greater than '1' or smaller than '-1' are then shifted outward for vacating room, and the others equal to '0' keep unchanged. The embedding algorithm can be formulated as (8) and (9), where w is the embedded bit; FSI σ (1) (i, j) and FSI σ (3) (i, j) represent the marked FSI σ (1) (i, j) and FSI σ (3) (i, j) , respectively. In this phase, we obtain three stego-images SSI 1 , SSI 2 and SSI 3 .
Observing Table 2 and the embedding algorithm in (8) and (9), we can deduce that after data embedding in the second phase, the accumulated modifications to CI 1 and CI 3 are restricted to {-3, -2, -1, 0, 1, 2, 3}; the accumulated modifications to CI 2 are restricted to {0, -1, -2}. We take CI 1 (viz., FSI 1 in the second phase) as an example to thoroughly analyze the distortion caused in the second phase. In the cases of after being embedded data (000) 2 , (110) 2 and (111) 2 , CI 1 becomes un-embeddable and is shifted with accumulated modifications of 0, -3 and 3, respectively. In other cases, viz., after being embedded data (001) 2 , (010) 2 , (011) 2 , (100) 2 and (101) 2 , CI 1 remains embeddable and will bring about average distortions of 3/2, 0, 3/2, −3/2 and 3/2, respectively. Compared with CI 1 , the PSNR of SSI 1 can be estimated around 42.85dB calculated by (10) , as shown at the bottom of this page. Similarly, the PSNRs of SSI 2 and SSI 3 can be estimated around 50.63dB and 43.31dB, which are respectively calculated by (11) and (12), as shown at the bottom of this page.
3) THE THIRD PHASE
As mentioned above, the third phase comprises three subprocedures in which PEHS is applied. More details are described below.
4) THE FIRST SUB-PROCEDURE
Input: two temporary stego-images SSI 1 and SSI 2 , secret data M 3
Output: one final stego-image SI 1 Unlike the traditional PEHS schemes, which generate a prediction image of the cover image using some prediction techniques and then embed secret data into the prediction error, the proposed scheme regards one stego-image as the prediction image of another stego-image. Going into the first sub-procedure, we regard SSI 1 as the prediction image of SSI 2 and embed secret data into SSI 2 using the embedding strategy of PEHS. To be more detailed, we first calculate the prediction error PE 1 according to (13) and find a pair of peak and zero points in the histogram of PE 1 , denoted as (p 1 , z 1 ).
Then modify the prediction error using (14) to obtain MPE 1 in the case of p 1 < z 1 . In the case of p 1 > z 1 , HS is implemented in the same way. Finally, the first final stego-image SI 1 is computed by (15) .
5) THE SECOND SUB-PROCEDURE
Input: two temporary stego-images SSI 2 and SSI 3 , secret data M 4 Output: one final stego-image SI 2 In the following two sub-procedures, the embedding procedure is the same as it is in the first sub-procedure. In the second sub-procedure, SSI 2 is regarded as the prediction image of SSI 3 and the prediction error is calculated using (16) . Then embed data by modifying PE 2 according to (17) , where p 2 and z 2 represent a pair of peak and zero points in the histogram of PE 2 . To the end, the second final stego-image SI 2 is generated by (18) .
10 log 10 255 2 (0 2 + 3 2 + 3 2 + (3/2) 2 + 0 2 + (3/2) 2 + (3/2) 2 + (3/2) 2 )/8 ≈ 42.85dB.
10 log 10 255 2 (0 2 + (3/2) 2 + (3/2) 2 + 0 2 + 0 2 + 0 2 + 0 2 + 1 2 )/8 ≈ 50.63dB,
10 log 10 255 2 (0 2 + 0 2 + (3/2) 2 + (3/2) 2 + (3/2) 2 + 3 2 + (3/2) 2 + (5/2) 2 )/8 ≈ 43.31dB.
6) THE THIRD SUB-PROCEDURE
Input: one temporary stego-image SSI 3 , one final stego-image SI 2 , secret data M 5 Output: one final stego-image SI 3 In the third sub-procedure, SSI 3 is regarded as the prediction image of SI 2 , then calculate the prediction error PE 3 and embed data into PE 3 by using (19) and (20), respectively. Herein, p 3 and z 3 represent a pair of peak and a zero point in the histogram of PE 3 . To the end, the third final stego-image SI 3 is generated by (21) .
B. OVERHEAD PROCESSING
The problem of overflow/underflow occurs inevitably during data embedding in each phase. Hence, preprocess is done to the cover image to avoid the problem and the location map is employed to help recover the image once the hidden secret data are extracted. We take the first phase as an example to describe the preprocess and the generation of the location map in detail. As for the other two phases, the corresponding preprocesses are processed in the same way.
As analyzed in the above subsection, the maximum modification to the original image is increasing by '2' or decreasing by '2' in the first phase. Therefore, the boundary pixels are preprocessed as (22) , where OI (i, j) and OI (i, j) represent the original pixel and the preprocessed pixel at location (i, j), respectively. Thereafter, pixels ranging in [0, 1] ∪ [254, 255] will be confused with the original ones ranging in [2, 3] ∪ [252, 253] after being preprocessed. Accordingly, one-bit of '1' or '0' is used to identify the preprocessed pixel and the original one in range [2, 3] ∪ [252, 253], respectively. The generated location map denoted as LM 1 is embedded along with the secret data in the next phase.
Regarding to the following two phases, the maximum modification to the cover images is increasing by '1' or decreasing by '1'. Then, the boundary pixels with values of '0' and '255' are preprocessed to '1' and '254', respectively. In the second phase, three different cover images FSI 1 , FSI 2 and FSI 3 are involved. Afterwards, the respective location maps denoted as LM 2,1 , LM 2,2 , LM 2,3 are used to identify the confused pixels with values of '1' and '254'. In the third phase, one cover image is involved in each sub-procedure, thus, three location maps denoted as LM 3 , LM 4 , LM 5 are generated. The location maps are self-embedded along with the secret data.
Besides the location maps, there are some other overheads needed to be considered, including three pairs of peak and zero points in the last phase denoted as (p k , z k ), the identifications of three stego-images denoted as id k , where k = 1, 2, 3. To be more specific, two bits are used to identify the three stego-images. As analyzed in the above section, prediction errors between any two temporary stego-images in the second phase would be controlled within [−8, 8] , thus, we use each four bits to represent the peak point and the zero point. The overheads need to be recorded for helping extract data and restore the cover image. Figure 2 gives the flowchart of data embedding. Given an original image OI , we first preprocess it according to (22) to obtain OI and a location map LM 1 is generated. As analyzed above, the location map would be 0-bias. Therefore, we compress the location map by using runlength-encoding, which can significantly decrease the length. Then duplicate OI to obtain CI 1 , CI 2 and CI 3 , into which the secrete data M 1 and the compressed LM 1 are embedded using rules in Table 1 . To the end, FSI 1 , FSI 2 and FSI 3 are generated. Go forward to the second phase, we preprocess FSI 1 , FSI 2 and FSI 3 , then three location maps LM 2,1 , LM 2,2 , LM 2,3 are generated. And then the secrete data M 2 and the compressed LM 2,1 , LM 2,2 , LM 2,3 are embedded into the preprocessed FSI 1 , FSI 2 and FSI 3 using PVO strategy to obtain three stego-images SSI 1 , SSI 2 and SSI 3 . Go forward to the third phase, we take the first sub-procedure as an example to describe the procedures. Firstly, we preprocess SSI 2 and the location map LM 3 is generated. Then embed the secrete data M 3 and the compressed LM 3 into SSI 2 using PEHS strategy to obtain the final stego-image SI 1 . The other two final stego-images SI 2 and SI 3 are generated in the same way.
C. DATA EXTRACTION AND IMAGE RECOVERY
The procedures of data extraction and image recovery are the reverse operation of data embedding. In other words, we extract data from the third phase to the first phase, and in the third phase, we extract data from the third subprocedure to the first sub-procedure. Therefore, the secret data M 5, M 4, M 3, M 2 and M 1 are extracted successively. Figure 3 gives the flowchart of data extraction and image recovery.
Given three stego-images, from each of which we firstly extract 10 LSBs of the first 10 pixels, which turn out to be (id k , p k , z k ) . In this light, SI 1 , SI 2 and SI 3 are identified. Afterwards, the modified prediction error MPE 3 is calculated by (23) , derived from (21) .
According to the data embedding algorithm in (20) , we extract secret data (including M 5, LM 5 and R 3 ) and recover PE 3 by (24) . Then, SI 2 is restored with R 3 and LM 5 . Afterward, one stego-image SSI 3 in the second phase VOLUME 8, 2020 is recovered using (25) .
Next, the modified prediction error MPE 2 is calculated by (26) . Then, the secret data including M 4 , LM 4 and R 2 are extracted and the original prediction error PE 2 is obtained by (27) . 
Then, SSI 3 is further restored with R 2 and LM 4 . Afterward, with PE 2 and the restored SSI 3 , SSI 2 can be obtained using (28) .
Afterwards, the secret data including M 3, LM 3 , R 1 are extracted and SSI 1 is recovered in the same way, which can be formulated by (29) , (30) and (31) .
Till now, three stego-images SSI 1 , SSI 2 and SSI 3 are recovered. To extract secret data including M 2, LM 2,1 , LM 2,2 , LM 2,3 embedded in the second phase, the data extraction algorithm of PVO is implemented. More details are given as follows. Take one pixel from each stego-image to form a unit denoted as (FSI 1 (i, j), FSI 2 (i, j), FSI 3 (i, j)) , where FSI k (i, j) is one pixel from SSI k . Sort pixels in one unit in ascending order to obtain (FSI σ (1) (i, j), FSI σ (2) (i, j), FSI σ (3) (i, j)) . Since we either increase the maximum pixel or decrease the minimum one in the data embedding procedure, the pixel value order remains the same as it used to be. In this light, we calculate two prediction errors PE max = FSI σ (3) (i, j) − FSI σ (2) (i, j) and PE min = FSI σ (1) (i, j) − FSI σ (2) (i, j). Then, retrieve the embedded message and restore the image according to (32)-(34), as shown at the bottom of this page, where FSI σ (3) (i, j), FSI σ (2) (i, j) and FSI σ (1) (i, j) represent the recovered pixels. With the extracted location maps LM 2,1 , LM 2,2 and LM 2,3 , we obtain the recovered FSI 1 , FSI 2 and FSI 3 .
With the recovered FSI 1 , FSI 2 and FSI 3 , we calculate AD according to (5) . After that, we can extract data and recover the image according to rules in Table 1 .
D. EXAMPLE OF THE PROPOSED SCHEME
For better understanding, some examples are given in this subsection to further describe the proposed scheme in detailed. For simplicity, the preprocess in each phase is omitted. To begin with, Figure 4 gives an example of data embedding in the first phase. It starts from duplicating the original image to produce three copies of the cover image, then embeds data into three cover images using rules in Table 1 . In the example, secret data are embedded into three cover images in raster scanning order. For instance, the first three to-be-embedded bits ''011'' are embedded at location (1,1) of three cover images, the pixel values are respectively modified to be 188, 187 and 186 according to rules in Table 1 . In the extraction phase, after gathering three pixel values from the three stego-images, the accumulative difference is calculated, viz., AD = (188 − 187) + (187 − 186) = 2, which specifies the embedded data ''011'' and the pixels are recovered according to the embedding rules. Figure 5 illustrates an example for the second phase, in which PVO strategy is applied. Gather one pixel at location (i, j) from each stego-image generated in the first phase each time to form a pixel block consisting three pixels. For instance, take one pixel at location (1,1) from each stegoimage to form a block (FSI 1 (1, 1) , FSI 2 (1, 1), FSI 3 (1, 1)) = (188, 187, 186), then sort the pixels in ascending order to obtain (FSI 3 (1, 1), FSI 2 (1, 1), FSI 1 (1, 1)) = (186, 187, 188), viz., (σ (1),σ (2),σ (3)) = (3, 2, 1). In this light, PE max and PE min can be calculated as 188-187 = 1 and 186-187 = -1, respectively. After that, FSI 1 (1, 1), viz., FSI σ (3) (1, 1), is changed to 189 after embedding a secret bit '1' and FSI 3 (1, 1), viz., FSI σ (1) (1, 1), keeps unchanged after embedding a secret bit 0. According to the PVO strategy, FSI σ (2) (i, j), that is FSI 2 (1, 1) in this example, is used as a reference pixel and always keeps unchanged. At the receiver side, the reverse operation is done to retrieve the embedded bits and restore the image. Figure 6 gives an example of data embedding in the third phase, in which PEHS strategy is applied. Since the principle of algorithm is the same for the three sub-procedures, we just take one as an example. As shown in Figure 6 , prediction error PE 1 is firstly calculated through subtracting SSI 1 by SSI 2 . Suppose that a pair of peak and points are found to be (p 1 , z 1 ) = (1, 3) and the to-be-embedded bits are ''101'', PE 1 is modified to be MPE 1 according to (14) . In the end, the stego-image SI 1 is generated by adding SSI 2 and MPE 1 . At the stage of data extraction and image recovery, with SI 1 and SSI 2 , we first calculate MPE 1 = SI 1 −SSI 2 ; then, with the extracted p 1 and z 1 , the embedded data ''101'' are extracted and the PE 1 is obtained. With PE 1 and SSI 2 , we recover SSI 1 . The embedding algorithm in the fourth and fifth phases is the same as it is in the third phase, thus we omit the examples in the last two sub-procedures.
IV. EXPERIMENTAL RESULTS
To evaluate the performance of our method, experiments are conducted on six test images sized 512 × 512 (see Figure 7) .
A. PERFORMANCE ANALYSIS OF THE PROPOSED SCHEME
As analyzed in the data embedding section, the EC in the first phase, denoted as EC1, can be evaluated to be 512 × 512 × 3 = 786, 435 bits since every three bits are embedded into each pixel of three cover images. Since the maximum modification does not exceed 2, the stego-images keep a high image quality with respective PSNRs of 46.37dB, 52.39dB and 46.37dB as analyzed in Section 3.1. In the second phase, there exist 512 × 512 = 262, 144 pixel blocks and the probabilities of embeddable PE min and embeddable PE max are 5/8 and 6/8, respectively, as shown in Table 2 . In this light, the EC in the second phase, denoted as EC2, can be evaluated to be 262144 × (5/8 + 6/8) = 360, 448 bits.
And the PSNRs of three stego-images compared with the original image are estimated around 42.85dB, 50.63dB and 43.31dB, respectively. The detailed analysis for estimating PSNRs can be found in Section 3.1. Suppose that the embedded data are uniformly distributed, the accumulative EC in the last three phases, denoted as EC 3 , is around 164,100 bits according to the statistics. The total EC of the proposed scheme can be calculated by EC = EC 1 + EC 2 + EC 3 = 1, 310, 983. Furthermore, another criterion called embedding rate is also used to evaluate the performance of our method. Let ER represent the embedding rate, which is obtained using (36).
where N is the number of generated stego-images sized W × H . Note that, N equals three in the proposed scheme but N equals two for the other existing schemes.
Considering the overhead, the experiments are conducted and the results indicate that the location maps of five test images, viz., 'Baboon', 'Barbara', 'Boat', 'Goldhill' and 'Lena', are with size of 0. The only exception, 'Peppers', has a location map with size of 158 bits. Since the size of the overhead is rather small compared to the embedding capacity, it can even be neglected considering.
B. COMPARISONS WITH THE OTHER METHODS
Comparisons with other six RDH methods (i.e., Chang et al. [23] , Qin et al. [24] , Lu et al. [25] , Jafar et al. [27] , Yao et al. [28] , Su et al. [29] ) in terms of the maximum PEC and the stego-image quality are made in Table 3 . The six compared methods embed data into one cover image by generating two stego-images, the quality of which are evaluated by PSNR1 and PSNR2, respectively. To improve the embedding capacity, the proposed scheme improves Jafar et al. [27] method by generating three stegoimages, the quality of the third stego-image is evaluated by PSNR3. It can be obviously observed that our method has a significantly larger PEC than the other six methods, with an average improvement of 508,577 bits, 753,625 bits, 786,768 bits, 663,910 bits, 492,922 bits and 574,712 bits respectively. As well, the proposed scheme is superior to the other six methods in terms of ER, with an average improvement of 0.137 bpp, 0.604 bpp, 0.667 bpp, 0.433 bpp, 0.117 bpp and 0.273 bpp respectively. Here we emphasize that N in (36) equals two for the six compared schemes and three for our method. Even with such a high embedding rate, the proposed scheme maintains a good stegoimage quality with PSNR higher than 40dB. Compared with Chang et al.'s method [23] , the proposed scheme has a better image quality even with an improvement embedding rate of 0.137bpp. The comparison of image quality with the same embedding rate is made in the following paragraph. Figure 8 shows the comparisons of PSNR with the other six RDH schemes. Herein, the value of PSNR refers to the average of two stego-images for the six compared algorithms and the average of three stego-images for the proposed scheme. Since the seven curves of all test images have alike gradients, we take 'Baboon', 'Lena', 'Boat' and 'Peppers' as examples to show the comparisons. It can be observed that our method has a higher PSNR than the other six methods when embedding the same payload. To be more specific, our method significantly outperforms Chang et al.'s method with an increment of nearly 10dB. Though Su et al.'s scheme (2019) is superior to the proposed scheme in terms of PSNR with low payload, the proposed scheme performs better with large payload. Precisely, the proposed scheme outperforms Su et al.'s scheme (2019) when the payload is larger than around 7 × 10 5 bits. It is worth to mention that there are some disturbances in the curves of Jafar et al.'s method and our method, in other words, the curves change severely at some points. The reason for such phenomenon is that both the embedding algorithms of two schemes include two or more phases in which different strategies are applied.
C. SECURITY ANALYSIS of the image. Then, the function F combined with a mask M is operated on the blocks; after that, the discrimination function f is used to categorize the blocks into three groups: regular (R), singular (S) and unchanged (U ) groups. Afterwards, compute the proportions of blocks in each group and denote them as R M , S M , and U M , respectively. Let F −1 be the dual concept of F and a new division is obtained when F −1 F −1 is utilized. Similarly, denote the respective proportions as R −M , S −M , and U −M . For a natural image, it should conform to (37).
(37) Figures 9 and 10 show the RS-diagrams for 'Lena' and 'Boat', whose three stego-images are produced by our method with the embedding rate from 0.1 bpp to 1.2 bpp. In the experiments, we set the mask M as [0 0 1 0 1 1 0 1]. It is obviously observed that three stego-images of 'Lena' and 'Boat' conform to (37), which verifies that the proposed scheme can successfully withstand the RS steganalysis and can confirm a secure message transmission.
V. CONCLUSION
This paper proposed an RDH scheme combined with three embedding phases, in which a proposed embedding rule, the PVO strategy and the PEHS strategy are applied. The proposed scheme combined previous works to generate three stego-images. However, it is always a big challenge when combining the existing works, because it is still difficult to design the combination strategy to increase the hiding capacity while maintaining the acceptable image quality and making sure the generated stego-image withstand the steganalysis. In this paper, we proposed a combination strategy to combine existing methods, so that a high embedding capacity and a high image quality can be provided. The experimental results show that our method is superior to other schemes in EC and image quality. Moreover, the RS steganalysis confirms three setgo-images derived by our proposed method are secure and do not reveal any information.
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