When block modulation codes are concatenated with an error-correction code (ECC) in the standard way, the use of long block lengths results in error-propagation. This paper analyzes the performance of modi ed concatenation, which involves reversing the order of modulation and ECC. This modi ed scheme reduces error propagation, provides greater exibility in the choice of parameters, and facilitates soft-decision decoding, with little or no loss in transmission rate. In particular, examples are presented which show how this technique can allow fewer interleaves per sector in hard disk drives, and permit the use of sophisticated block modulation codes which are better suited to the channel.
Introduction
This paper is concerned with the interaction between the modulation code and the error-correcting code (ECC). The idea of modulation is to ensure that the sequence of bits transmitted to the channel satis es certain properties, which we will refer to as the modulation constraint. The purpose of the error-correcting code is to introduce redundancy so that it is possible to correct random errors in the codeword. Some widely used ECCs are Reed-Solomon codes, where the data is organized into symbols, and there are well-known e cient algorithms to correct symbols in error. By simply concatenating the modulation code with the ECC, the overall performance of a system can often be greatly improved.
This work was supported in part by AT&T Bell Laboraties Much of the previous work on combining modulation and ECC has been concerned with (d; k) runlength constraints, along with the correction of a bit shift or a single bit error, which addresses the technology of peak-detection in magnetic recording. A number of these papers ( 2] 9] 13] 18] 19]) present combined modulation and ECC schemes in which the message is rst modulated, and an appropriate set of modulated parity bits is appended using a systematic encoding algorithm.
In this paper, we consider the standard method of concatenation, which we will refer to as StdConcat, and compare it with a modi cation which better suits the use of block modulation codes in conjunction with ECCs. In 3] and 1], comparisons are made between the use of block codes and sliding window (including convolutional) encoders to implement modulation constraints. Block codes perform favorably when the number of bits matches the Reed-Solomon symbol size, but if the block modulation codes have long blocklengths, then error-propagation results. This motivates us to consider a scheme in which the message is rst modulated, and then fed into a systematic RS encoder, which generates parity that is then modulated. This idea, which we refer to as the modi ed concatenated coding (ModConcat) scheme, has appeared before in papers by Bliss 4] and Mansuripur 16] . Recently, Immink 11] has proposed the insertion of a lossless compression step, which improves the e ciency of the scheme.
We discuss these concatenation schemes in detail, and then present an analysis of error-propagation and decoder performance using the two schemes. Finally, we will consider an application to modulation codes for magnetic recording.
Concatenation Schemes
The modulation code is implemented using a binary block code of rate K=N, where the modulated blocks (of length N) all satisfy the modulation constraint (such as a constraint on the run-length or on the DC content), and in addition maintain the constraints when modulation blocks are arbitrarily placed side by side. The modulation code can be described by a look-up table consisting of 2 K words of N bits.
The Reed-Solomon code uses S-bit symbols, can correct up to t symbol errors, and is encoded with a systematic encoder that takes k message symbols and appends 2t parity symbols to obtain a codeword of length n = k + 2t.
Standard concatenation
The standard method of concatenated coding rmly sandwiches the modulation code between the encoder and decoder for the Reed-Solomon code, as we see in Figure 1 . Starting with M message symbols of S bits each, we encode to obtain M + 2t symbols, which are modulated into N K (M + 2t)S bits of data sent through the channel, so the transmission rate is K We assume that a single error event in a block of N bits results in the entire block becoming corrupted upon demodulation. Hence a short error on the channel can propagate into dK=Se symbol errors, and a short error burst on the boundary of two blocks can even result in d2K=Se symbol errors. To reduce this error-propagation, it makes sense to choose K to match the symbol size S, so that we would want K to be an integral multiple of S. To avoid this error propagation due to demodulation, it would be ideal to choose K = S , but this severely restricts the type of modulation code we can use.
For the same modulation constraint, let us suppose we have two suitable modulation codes C 1 and C 2 : The rst modulation code C 1 has rate K1 N1 , where the block length are long so that K 1 > S. The second modulation code C 2 has rate K2 N2 , where K 2 = S to avoid error-propagation. We would prefer to use a code like C 1 , which has a longer block length and hence a higher rate
. But since C 1 magni es errors by a factor of K 1 =S, it is often the case that a code like C 2 , with K 2 = S, is used in practice.
Modi ed concatenation
In standard concatenation, the demodulation step leads to error-propagation so it is desirable to delay demodulation until after the Reed-Solomon decoder, where the data which is almost entirely error-free. By reversing the order of the modulation and error-correcting codes, it will be possible to use a modulation code with long block length.
In the top half of Figure 2 , we depict the modi ed concatenated coding scheme, which may be attributed to Bliss 4] . The number of user symbols M can be freely chosen, but for comparison, let us choose M to be the same as in StdConcat. Starting with M user symbols of S bits each, we modulate these into N1 K1 MS bits using code C 1 , and transmit these over the channel.
Meanwhile, we pass these modulated messages into a systematic Reed-Solomon encoder that adds 2t parity-check symbols, for a total of N1 K1 M + 2t symbols in the RS codeword. The parity symbols need to be modulated before being sent to the channel, and to avoid error-propagation, we will use the code C 2 , with rate K 2 =N 2 , giving a total of ( N1 K1 M + N2 K2 2t)S bits transmitted through the channel. This is fairly close to the N1 K1 (M + 2t)S channel bits using StdConcat with code C 1 , and is much smaller than the N2 K2 (M + 2t)S bits using StdConcat with code C 2 .
No error-propagation has taken place on the message bits, so that the code Also, no error propagation takes place on the parity portion since we are using code C 2 which has K 2 = S. Moreover, all the data reaching the channel satis es the modulation constraint, and the rate is very close to the rate of C 1 . Figure 3 illustrates how ModConcat can be successfully used in cases where StdConcat would lead to decoder over ow due to error-propagation with a code like C 1 .
On the other hand, this method su ers from an expansion of the input to the 
Lossless compression
In 11], Immink considers this problem and proposes a method to reduce this expansion factor . The idea is to introduce a block code of rate K c =N c which acts as a lossless compression scheme (taking N c bits to K c bits) and is placed before the Reed-Solomon encoder and the decoder, as shown in the bottom half Nc , and Immink's lossless compression alleviates the problems associated with using modi ed concatenation where K1 N1 is not close to 1.
The N c -bit sequences which are valid inputs to the block compression scheme must include all the possible outputs of the modulation scheme. To understand better the requirements of this lossless compression block code, it will help to take a closer look at modulation using block codes. Let the set Constr consist of all bi-in nite sequences of bits which satisfy the modulation constraint. The capacity of the constraint is the maximum number of information bits per channel bit that can be acheived while satisfying this constraint, and is given by lim n!1 1 n log 2 W n , where W n is the number of constrained sequences of length n.
The idea of block modulation is to use an encoder that takes K bit to N bits, such that the output bitstream satis es the constraints. In other words, the desired block code corresponds to a 1-1 map ' : f0; 1g K ! f0; 1g N where any combination of words in the image of ' will satisfy the modulation constraint. Let Im ' be the image of the mapping ', and (Im ') 1 = f(:::; w ?1 ; w 0 ; w 1 ; :::) j w i 2 Im ' f0; 1g N g. Then a modulation block code satis es:
Modulation: (Im ') 1 Constr In other words, any bi-in nite sequence of bits consisting of blocks of length N in the image of ' will satisfy the modulation constraint. The rate K=N will be less than or equal to the capacity of the modulation constraint. Now, for lossless compression, we need to nd a 1-1 map : f0; 1g Kc ! f0; 1g Nc such that the image contains all possible sequences that can appear in the output of the modulation code. In other words, we want a map such that:
The map ?1 , restricted to Im , gives a lossless compression map, and the map gives the decompression. This mapping de nes a block code of rate K c =N c . Note that it is clear that K c =N c K=N, since we cannot compress a code smaller than its original size. For a given modulation constraint, it may be appropriate to develop block compression codes in conjunction with the modulation code. For example, it might make sense for N to be an integer multiple of N c . But since the modulation code C 1 is assumed to be su ciently long to make the rate close to the capacity of the constraint, it is often reasonable to assume the compression scheme to handle all possible valid constrained sequences, so we would want Compression: (Im ) 1 Constr In this sense, there is a certain duality between the concepts of block modulation and block compression.
Analysis of performance
We recall that using standard correction techniques, the Reed-Solomon decoder decodes the received word to a codeword lying within Hamming distance t, if such a codeword exists. In the usual terminology (ref. 25]), when no codeword exists within distance t, this detectable malfunction is called decoder failure.
If the decoder outputs a wrong decision because the received word lies within distance t of the wrong codeword, this event is called decoder error. In this section, we will simply measure performance by the probability of having more than t symbol errors in a received word. This is the sum of decoder failure rate and the decoder error rate, which we will denote by P decoder .
We rst consider the case where the bit errors are independent, and interleaving is su cient to separate bursts of symbol errors. Then we take a closer look at the process of error propagation, and nally consider the case where bursts lengths exceed the interleave depth.
Decoder performance, with independent errors
First we consider a Reed-Solomon decoder where the symbol errors occur independently, which is also the case if the bursts are su ciently dispersed by interleaving. With independent errors, the expected number of errors is binomially distributed, with the probability of having a errors given by ? n a p := ? n a p a (1 ?p) n?a , where p is the symbol error rate. The probability of a decoder error or decoder failure is then given by P decoder (n; t; p) = We can then compare the performance of the two concatenation methods using code C 1 given that the errors are single bit errors occuring independently with probability b. For StdConcat, an error bit in any of N 1 bits in a block can corrupt the block, and the probability of symbol error is equal to the block error probability p std symbol = p std block = N 1 b. ( 
This rough calculation indicates that the amount which ModConcat can be expected to perform better than StdConcat depends on the ratio S=K 1 and the strength of the RS decoder.
It is interesting to note that if we consider ModConcat with a lossless compression scheme, the result does not change. For a lossless compression block code of rate K c =N c and K c = S, we get p mod symbol = Nc Kc Sb = N c b. Also, n 0 n = Kc Nc N1
K1 n, so we end up with the same approximate relationship: and since a block error causes K1 S symbol errors (where we will assume for simplicity that K 1 is a multiple of S), the probability that a symbol is For simplicity, we will only look at error propagation in the message, since the fraction of parity bits is small, and there is limited error propogation because of the code C 2 ( where K 2 = S) that modulates parity bits. If we assume that a lossless compression code of rate K c =N c is used (where K c = S), then we obtain the following symbol error distribution in terms of b(z): is the probability, before interleaving, of a symbol burst of length m, then we can evaluate the probability q(m) of a burst of length m after interleaving by q(m) = ( ID (z)p(z)) mID (7) where we use the generating function p(z) = P m=1 p(m)z m and the same triangular function as before. Note that the average symbol error rate stays the same ( P mq(m) = P mp(m)).
In particular, the probabilities of single errors (q 1 ) and double errors (q 2 ) after interleaving are In most situations, the probability of a triple error post-interleaving is negligible, so the performance of the RS decoder is determined by single and double errors.
The probability that there are more than t symbol errors in an interleave is given in terms of q 1 (9) Hence we can estimate the performance of ModConcat and StdConcat from the burst error distribution fb i g. The symbol error rates can be found using (5) and (6), from which we can nd the post-interleaving symbol error rates using (8) , and then use (9) to calculate the decoder error-failure rates for both concatenation schemes.
Other features
It is often possible to extract some information from the detector (such as a Viterbi algorithm 8]) as to the reliability of the output bits. If we use this information to perform soft-decision or erasure decoding of the Reed-Solomon code, we can achieve improved performance. 6] With StdConcat and long block codes, however, it is usually di cult to associate the reliability information from the detector with individual symbols, since the the demodulation process works on a block by block basis. With modi ed concatenation, on the other hand, it is still possible to perform soft-decision decoding using reliability information directly from the detector.
Also, since the demodulation takes place after the RS decoder, then it is possible to use the demodulation step as an extra check on the validity of the output from the RS decoder. (For a detailed analysis on the probability of decoder error, we refer to 17].) Suppose that we have a misdecoding by the RS decoder. There are then at least d = 2t + 1 errors in this output word.
Making some rough approximations, we can nd the probability of detecting this miscorrection. If c is the capacity of the modulation constraint, then there are about 2 Sc codewords of length S, so the probability that a symbol error still satisifes the modulation constraint is approximately 2 Sc 2 S = 2 S(c?1) . Then the probability that at least one error violates the constraint is 1 ? (2 S(c?1) ) d .
If we include a lossless compression step of rate K c =N c (where K c = S), then we see that there are 2 Kc outputs (of length N c ) of the block decompression step, but only about 2 cNc words which satisfy the constraint. hence there are 2 Kc ? 2 cNc \leftover" words which cannot be demodulated, so the probability that a random error lead to a violation of the constraint is 1 ? 1), and then the probability of detection becomes 1 ? 2 S( 1 ?1)d . Hence, as we lower the expansion factor down towards 1, the probability of detection decreases to 0.
Application to magnetic data storage
An application where modi ed concatenation may prove useful is hard disk drives. We consider some typical parameters: The data is organized into sectors of 512 user bytes, and the Reed-Solomon code has symbol size S = 8, so the number of user bytes per interleave M 512=ID is limited by M < 2 S ? 2t.
Then we must have ID 3. Also, ID should be large enough to disperse bursts into di erent interleaves. On the other hand, the performance of the ECC is determined largely by t, so that the amount of redundancy needed is roughly 2t ID, and to minimize the redundancy, ID should be kept as small as possible.
The type of channel equalization which is employed will determine the appropriate types of modulation constraints to use. For read channels which employ peak detection, it is important to prevent transitions from happening too close together, since that can result in intersymbol interference. This is accomplished by using (d; k) RLL codes, with d 1. Some well known examples are the (1; 7) code with rate 2 3 , and the (2; 7) code with rate 1 2 . In 11], Immink provides an e cient construction for modulation block codes that are hundreds of bits long, and can increase the modulation rate so that it approaches the capacity of the (d; k) modulation constraint. This provides a practical method to boost the coding rate of systems which require this sort of RLL constraint.
In recent years, there has been a shift of attention from peak detection to more sophisticated signal processing techniques such as decision-feedback equalization (DFE) and partial-response maximal likelihood (PRML) equalization techniques for magnetic data storage. The partial response techniques (which involve the Viterbi algorithm for maximum likelihood sequence detection) show substantial improvement over the previous techniques, and are used in numerous commercial hard disk drives. 5]. In particular, one common equalization is partial response class 4 (PR4), where the channel is equalized to a 1 ? D 2 response, which can be treated as two interleaved binary dicode chan-nels (1 ? D). The d constraint can be 0, since partial response takes care of the ISI. In one implementation 22] 27], a rate 8 9 block code is used with RLL constraints (0; G=I) = (0; 4=4), which includes a runlength constraint on each 1?D interleave as well as a global constraint, for the purpose of timing recovery.
Here we look at two examples of codes for PR4, which illustrate the exibility and improved performance allowed by modi ed concatenation, even for relatively short block lengths. For this and other partial response channels, the ability to use longer block lengths enables us to construct appropriate block modulation codes, including more sophisticated constraints such as higher order spectral nulls or increased minimum distance. 23].
A rate 16=17 code for PR4
It is possible to construct modulation codes with rate 16=17 that satisfy a slightly weaker (0; G=I) constraint than the rate 8 9 (0; 4=4) code mentioned above. If we simply alternate uncoded bytes with codewords from the rate 8=9 code, there will be no error propagation upon demodulation. In this case, it has been shown 26] that more sophisticated code constructions can provide rate 16/17 codes with better (0; G=I) constraints and no error propagation. However, when the strength of the (0; G=I) constraint means that error-propagation cannot be avoided, there will be bene ts to employing modi ed concatenation. For simplicity, we will demonstrate these bene ts using a rate 16 17 code where error propagation causes two bytes to be in error.
Let us suppose we have two modulation codes which satisfy a (0; G=I) constraint with rate K 1 =N 1 = 16=17 and K 2 =N 2 = 8=9. (Note that the choice of K 1 as a multiple of S is useful for StdConcat, but irrelevant to ModConcat.) Since the rate is so close to 1, it will not be necessary to use a lossless compression step, so K c = N c = S.
Then for StdConcat with ID = 3, we have 170; 170 and 172 user bytes in each interleave (where we choose M even to accommodate the modulation code, where K 1 = 2S). Let us suppose the error-correction capability of the ECC is t = 3 errors per interleave, so the length of the RS code is n = k + 2t for StdConcat, so the total number of bytes is 178 + 176 + 176 = 530. Then there are a total of 530 S N1 K1 channel bits per sector. For ID = 4 interleaves per sector, we have M = 128 user bytes per interleave, so for StdConcat, we have n = 128 + 6 = 134 and ID n S N1 K1 channel bits. Note that this requires an additional 2t parity symbols per sector, along with an additional Reed-Solomon decoding.
For ModConcat, we can modulate all the user bytes rst, and then add The rate listed in the table is given by # user bits # channel bits and includes both the modulation and ECC. The maximum rate possible under these assumptions is 16 17 512 512+18 = 0:9092. Using our earlier analysis and formulas, we can compare the ModConcat and StdConcat schemes using only the distribution of the bit errors out of the detector. Based on the expected minimum distance error events on the two 1 ? D channels which make up the PR4 channel, we can take as our bit error distribution, b(z) = b ( 1 2 z 3 + 1 4 z 5 + 1 8 z 7 + ), where b is the probability of an error event. In Figure 4 , we see that StdConcat requires 4 interleaves while ModConcat requires only 3 interleaves, and ModConcat always outperforms StdConcat.
In Figure 5 , we suppose that the errors on the channel are all exactly of length L, with probability b L = b L , so that the overall bit error rate is xed at b = 10 ?5 . The decreasing error rate as L increases is due to the smaller probability of error as L increases, and the sudden upward jumps are due to the loss in performance as it becomes possible that a single error event causes two (or more) errors in a single interleave.
A DC-free code for PR4
For partial response channels, it is known that matched-spectral null (MSN) codes can provide signi cant coding gain 12]. For the 1 ? D channel, DCfree codes, which are balanced in the number of ones and zeros, are matched to the spectrum and provide approximately 3 dB coding gain. We can treat the PR4 channel as two completely independent 1 ? D channels and modulate appropriately. One method of satisfying these DC-free constraints e ciently is to use block modulation codes with long length. The design and use of DC-constrained block codes is discussed at length in 10]. It should be noted that our analysis of error propagation assumes a simple detector, which does not depend on the modulation code, so our analysis may not accurately describe the situation of detection using a time-varying trellis 20] 21] or of post-processing schemes 14], for DC-free block codes, but the general conclusions about modi ed concatenation should be the same.
Let us consider a hypothetical modulation constraint consisting of 10-bit blocks which are DC-free. There are ? 10 5 = 252 DC-free words of length 10, and concatenating these words provides a data rate of 1 10 log 2 252 = 0:7977 bits per symbol. However, encoding one 10-bit DC-free word at a time would To complete our use of modi ed concatenation, we need to nd a modulation code for the parity bits, where K 2 = S = 8. Since log 2 ? 11 6 > 8, one possible choice is a code of rate K 2 =N 2 = 8=11, , where we alternate between a word with 6 ones and 5 zeros, and a word with 5 ones and 6 zeros. For the sake of this example, we will be exible and say that the performance of this constraint is indistinguishable from being DC free over every block of 10 bits.
We then have the following alternatives: In Figure 6 , we plot the performance of these three schemes, where we model This example also demonstrates how a lossless compression step can be e ective in keeping down the size of the Reed-Solomon code, so that the expansion factor in this case is only = N1 K1 Kc Nc = 1:032.
Conclusion
We have considered a system comprising a simple detector and a block code concatenated with a Reed-Solomon code. We have analyzed performance of both standard and modi ed concatenation in terms of the parameters S, K1 N1 , K2 N2 , Kc Nc , M, and t, and the bit error distribution fb i g out of the detector.
We considered magnetic data storage and showed that for two examples relevant to PRML in hard disk drives, modi ed concatenation performs better than standard concatenation. For a rate 16 17 modulation code and 8-bit ReedSolomon code, modi ed concatenation permits the use of three interleaves per sector, whereas standard concatenation requires four interleaves for good performance. Also, we showed how modi ed concatenation allows the practical implementation of a DC-free block code of length 40. In general, this technique allows the use of codes whose rates approach the capacity of the constraint, without a loss in performance.
It should be noted that this modi ed concatenation scheme also solves the error-propagation problem for sliding-window encoders, as well as long block codes, in concatenated systems. These ability to use sophisticated, high rate modulation codes may prove useful for many applications in data storage, such as hard disk drives, optical discs and digital video tape recorders. 15]. The co-design of modulation codes and block codes for lossless compression poses an interesting challenge. In addition, the bene ts of erasure decoding, which is facilitated by modi ed concatenation, deserve to be explored.
