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a b s t r a c t
In this paper we are concerned with oscillatory functional differential equations (that is,
those equations where all the solutions oscillate) under a numerical approximation. Our
interest is in the preservation of qualitative properties of solutions under a numerical
discretisation. We give conditions under which an equation is oscillatory, and consider
whether the discrete schemes derived using linear ϑ-methods will also be oscillatory. We
conclude with some general theory.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
We are interested in the preservation of fundamental properties of an equation and its solutions under a numerical
discretisation. This is particularly important when we are investigating functional differential equations which often do
not admit an exact closed form solution, and the use of numerical approximation methods becomes essential. It is known
that numerical schemes may suppress certain properties of an equation, or introduce spurious properties and one needs
to be able to select numerical methods that exhibit accurately the important true patterns of behaviour from the original
continuous problem. In previous work (see, for example, [1–3]), one of the authors of the present paper considered the
preservation of stability, asymptotic behaviour of solutions, and of periodic solutions and Hopf bifurcations. In this paper
we turn to the question of oscillatory solutions.
We shall consider functional differential equations with a delay or a memory of the general form
y′(t) =
∫ 0
−N
k(t, s, y(t − r(t, s)))ds, where r ≥ 0. (1)
For a sufficiently general interpretation of the kernel k, equations of the form (1) include the general multi-delay differ-
ential equation of the form
y′(t) = f (t, y(t), y(t − τ1), y(t − τ2), . . . , y(t − τn)). (2)
If r is allowed to take negative values then (1) could be an advanced or mixed-type functional differential equation of the
form
y′(t) = a(t)y(t)+ b(t)y(t − 1)+ c(t)y(t + 1). (3)
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However, the analysis of mixed and advanced equations goes beyond the scope of the present paper andwe refer the reader,
for example, to [4,5].
Analytical results for equations of the form (2) are better developed than results for the general equation (1). However, as
will become clear quite soon, most results of interest to us in this paper will be based onmore general functional differential
equations of the form (1) or (3).
2. Basic theory
Our interest will be in equations that are called oscillatory. The reader will be familiar with the concept of an oscillatory
solution, but the concept of an oscillatory equation may be less familiar. For clarity we give the following definitions:
Definition 2.1. A function u is said to be oscillatory if there exists a constant c and an increasing sequence of values {ti} such
that
1. ti →∞
2. (u(ti)− c)(u(ti+1)− c) < 0 for i = 1, 2, 3, . . . .
Definition 2.2. An equation E is said to be oscillatory if every solution of E is an oscillatory function.
The relationship of these ideas to differential equations is easily illustrated with reference to a second order linear
ordinary differential equation with constant coefficients of the form
ay′′(t)+ by′(t)+ cy(t) = 0. (4)
By finding the characteristic values or eigenvalues, λ1, λ2 (assumed here to be distinct), of the differential operator (we solve
aλ2 + bλ + c = 0) we are able to express all solutions of (4) in the form y(t) = Aeλ1t + Beλ2t . With a moment’s thought,
it is clear that none of the solutions oscillates if λ1, λ2 are real and all the solutions oscillate if λ1, λ2 are complex. If one
characteristic value is real and the other is complex then some solutions oscillate and others do not. The term oscillatory
equation is reserved for the case where all solutions oscillate.
This discussion applies to wider classes of equation by considering the characteristic values or eigenvalues of the
underlying operator.
Lemma 2.1. Let D be a linear differential operator with constant coefficients such that all the characteristic values (eigenvalues)
of D are complex then the equationDy = 0 is oscillatory. If one or more of the characteristic values is real then the equation is
non-oscillatory.
The proof is immediate, simply by writing the solution as a linear combination of eigenfunctions and setting all but one
coefficient to zero.
Remark 2.1. The same result applies ifD is replaced by a linear constant coefficient integral or integro-differential operator.
The usual prototype delay differential equations for analysis are the equations
y′(t) = ay(t)+ by(t − τ) (5)
and
y′(t) = µy(t − 1). (6)
These two equations can be shown to be equivalent under an appropriate transformation.
The characteristic values for (6) are solutions to the quasi-polynomial λeλ = µ and it is easy to show that, for µ ∈[−1
e ,∞
)
there is a real characteristic root while for µ ∈ (−∞, −1e ), there are no real characteristic roots.
3. Existing results
By way of illustration of the fundamental analytical ideas, consider the equation
y′(t) =
∫ 0
−1
y(t − r(ϕ))dq(ϕ) (7)
where r is a real continuous non-negative function on [−1, 0] and q is a real function of bounded variation on [−1, 0].
These equations generalise single and multi-term delay differential equations and various delay integro-differential
equations. They are sufficiently complicated to exhibit the range of behaviourswe need to studywhile remaining tractable to
analysis. In particular the underlying linear nature of the problemmakes the work amenable to analysis using characteristic
values.
We have the following result:
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Lemma 3.1. Eq. (7) is oscillatory if and only if F(λ) is not equal to zero for λ ∈ R, where
F(λ) = λ−
∫ 0
−1
e(−λr(ϕ))dq(ϕ). (8)
This result can be found in the work of [6] (see also [7–9] who also develop additional criteria to identify oscillatory
equations) and can be derived by the usual approach of searching for solutions of (7) that take the form eλt .
We can use these results as a basis for characterising whether or not an equation is oscillatory:
Example 3.1. As we remarked already, the basic delay equation
y′(t) = µy(t − 1) (9)
is non-oscillatory for µ ≥ −1e and oscillatory otherwise.
Example 3.2. A broad class of examples takes the form
r(ϕ) = ϕn, for some n ∈ N
q(ϕ) = cϕm, for some c ∈ R and somem ∈ N.
When n is even, r is non-negative and we have found such problems to be non-oscillatory. When n is odd, the equation is
advanced and goes beyond the scope of the present paper. Nevertheless, the approach can be extended to this case too and
we shall explore this in a sequel.
Example 3.3. If we take a sub-set of the problems given in Example 3.2 of the form
r(ϕ) = ϕn, for some even n ∈ N
dq(ϕ) = r ′(ϕ)dϕ
then we obtain a family of equations that has common analytical properties and which are all non-oscillatory.
Example 3.4. If we consider the equation (see [9]) of the form
y′(t) = −1
a
∫ 0
−1
y
(
t − 1
5
+ θ
)
dθ (10)
for some constant a > 0, then the equation is oscillatory.
4. Application of numerical methods
Numerical methods to solve problems of the form (7) can be based on a simple combination of a differential equation
solver and aquadrature rule (see [10–13]). One could apply, for example, a linearmultistepmethodor aRunge–Kuttamethod
for solving the differential equation. In this paper, the numerical methods that we shall apply in our examples are examples
of linear ϑ-methodswhich generalise the Euler rule, trapezium rule and implicit Euler rule andwhich can be expressed either
as a linear multistep method or as a Runge–Kutta method. These are convenient because they illustrate key features of both
types of method and because they have simple natural quadrature rule analogues. The resulting equations take the form
of a discrete Volterra equation or difference equation. We shall be able to give theoretical results that cover more general
methods too.
To start with, we consider a simple constant step-size discretisation of (7). We let N ∈ N, h = 1N > 0 and yn ≈ y(nh) as
usual and we write
yn+1 − yn
h
= h
0∑
j=−N
wjq˜(j)y˜(n− k˜(j)). (11)
Here the values wj are the quadrature weights, q˜ is a weight function based on the original measure q in (7) and
k˜(j) = k(jh). The function y˜ is a dense output of the solution process. In otherwords y˜(j) = yj for j ∈ N and interpolates at non
integer values of its argument. The interpolation requiredwill be some combination of the values yj at neighbouring integer-
valued points. Obviously, in the case of simple multi-delay equations with constant delays, the step length may be chosen
so that interpolation becomes unnecessary. The Eq. (11) provides an expression for yn+1 as a function of yn, yn−1, . . . , yn−N .
Of course, here (as elsewhere in this paper) we used a very simple one-step solver for the differential equation. If we
choose a multistep method then we shall have a much more complicated expression, but we shall still retain the same
overall idea, and we will obtain a discrete equation of the same overall form. The same observation would apply if we
adopted a backward difference or a central difference approach to approximating the left hand side of (7).
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For a first example, consider the equation
y′(t) = 2
∫ 0
−1
y(t + ϕ)ϕdϕ. (12)
In other words, this is of the form of Example 3.2 with
q(ϕ) = ϕ2, r(ϕ) = −ϕ.
For a constant step size h > 0 and all the usual notation, the linear ϑ-methods are defined in the following way: Let
ϑ ∈ [0, 1]. For the differential equation
y′(t) = F (t, y(t)), y(0) = y0 (13)
the approximate solution given by the linear ϑ-method is given by
yn+1 = yn + h(1− ϑ)Fn + hϑFn+1. (14)
The corresponding quadrature rule approximates the integral
I =
∫ (n+1)h
nh
f (s)ds ≈ h(1− ϑ)f (nh)+ hϑ f ((n+ 1)h). (15)
The values ϑ = 0, 12 , 1 correspond to the familiar Euler, trapezium rule and implicit Euler solvers.
Applying a discrete scheme based on an Euler rule (ϑ = 0) for the differential equation and the corresponding forward
rectangular rule (ϑ = 0) for the quadrature we obtain
yn+1 = yn + 2h2
N∑
j=0
wjjhyn−j. (16)
This is a straightforward finite order difference scheme and it can be analysed in a straightforward way.
However the following example shows how apparently simple equations may become unexpectedly complicated:
y′(t) =
∫ 0
−1
y(t − ϕ2)dq(ϕ) where q(ϕ) = ϕ2. (17)
Direct application of a simple discrete scheme gives us an expression of the form
yn+1 = yn + 2h2
N∑
j=0
wjjhy˜n−j2h. (18)
It is easy to see that nowwe shall need to interpolate the values of y˜ sincewe shall not always be dealingwith grid-points.
However there may, according to the form of the function r , be the possibility to avoid this by using a non-uniform grid for
ϕ and thereby needing only grid values of y˜. This can be accomplished for the present example as we shall see later.
5. Conditions for oscillation of discrete equations
In this Sectionwe shall discuss the criteria for discrete equations, such as those that have emerged in the previous section,
to be oscillatory. We focus on linear equations, where the analysis can be based on the zeros of a polynomial and we shall
refer also to a characterisation for nonlinear problems.
For the linear equation
yn+1 =
N∑
j=0
ajyn−j, (19)
by considering the characteristic equation for problems of this type, it is simple to show that the general solution may be
written as a linear combination of eigenfunctions. (One needs to take account of any repeated characteristic values in the
usual way.) Let the values of ψi be the zeros of the characteristic polynomial,
zN+1 − a0zN − a1zN−1 − · · · − aN = 0 (20)
then the solution takes the form yn = ∑N+1j=1 bjψjn. Assume that all the zeros are distinct. If zeros are repeated, a slightly
more complicated expression is needed for the solution but for our purposes the conclusions will be the same.
Any particular eigenfunction ψni oscillates unless ψi ∈ R+ and therefore we can give the characterisation:
Lemma 5.1. The Eq. (19) is oscillatory if and only if none of the zeros of (20) lies on the non-negative real axis.
N.J. Ford et al. / Journal of Computational and Applied Mathematics 234 (2010) 2757–2767 2761
This result, based on the zeros of the characteristic polynomial, will prove most useful in our theoretical analysis, which
is currently confined to linear equations. However, a more general theorem that applies also to certain nonlinear discrete
problems has been given (see [14,15]) and it may prove fruitful in the further investigation of non-linear problems.
Consider the difference equation (discrete Volterra equation),
yn+1 = yn −
m∑
i=1
pifi(yn−ki) (21)
where pi > 0, ki are positive integers, and fi are continuous functions on R.
Theorem 5.1. Suppose that the following conditions are met:
1. yfi(y) > 0 for y 6= 0, 1 ≤ i ≤ m
2. limy→0 inf fi(y)y ≥ 1, 1 ≤ i ≤ m
3.
∑m
i=1 pi
(ki+1)ki+1
k
ki
i
> 1
then every solution of (21) oscillates.
Remark 5.1. Wenote that in the study of stability theory and exponential growth and decay, it is usual to linearise equations
and to use the linear analysis as the basis for obtaining a close approximation to the behaviour of a non-linear problem. For
the study of oscillation theory, it is clear that the situation is more complicated, and the extent to which a linear analysis
provides useful insights into non-linear problems has not been established. Some examples that we have considered are
non-linear, and we have seen no experimental evidence that our methods fail in these cases.
For both continuous and discrete linear problems, the key questions relating to oscillation are determined by the location
of zeros of a function. In the discrete case, the function will be a polynomial of degree that depends upon the step-size
chosen for the numerical scheme, and the degree increases as the step length becomes smaller, and the approximation of
the continuous problem by the discrete scheme becomes closer. Various root-finding techniques have been developed to
support investigations of this type. Most have been developed as part of the investigation of stability, but some of the basic
methodsmaybe applied to the study of oscillatory behaviour too.Wedrawattention to the Boundary locus or theD-partition
method [16], the methods of approximating the characteristic roots [17,18] and the approaches based on knowing the
trajectory on which the roots of the characteristic equation lie (see, for example, [19–21]). For the polynomial arising from
the discrete scheme, one can also use a direct polynomial solver, for example from the NAG Fortran library, or using Matlab
or Mathematica. This approach is adequate for reasonably low order polynomials, but becomes increasingly cumbersome
as the degree of the polynomial when we employ small step lengths. The boundary locus method seems not to adapt very
well to our needs, so we have developed a method based on the Principle of the Argument for estimating the number of
real roots of the characteristic equation, and have adapted the theoretical treatment from [17] to provide a guarantee of the
efficacy of this approach.
6. The use of the Argument Principle to count zeros
As we have seen already, the step length chosen as the basis for developing the discrete scheme determines the order of
the difference system to be analysed. As has been noted in previous work (see, for example, [2,3]) the key difficulty is that
we are using a finite-dimensional approximation of the underlying infinite-dimensional continuous problem. As we reduce
the step length, we shall increase the dimension of our approximation and so it will become a better approximation both in
the sense that the smaller step length reduces local errors and also in the sense that the dimension will increase and enable
a wider range of dynamical behaviours to be modelled in the approximation.
These observations show that it is likely that the correct behaviour of the continuous problem will only be recovered in
the discrete approximation (if, indeed it is recovered at all) for quite small step lengths. This means that we shall need to
find (or locate approximately) the characteristic values based on the zeros of high degree polynomials.
We recall that the aim is to test the characterisation property: The Eq. (19) is oscillatory if and only if none of the zeros of
(20) lies on the non-negative real axis. Thus we do not need to find the zeros of the polynomial, wemerely need to count how
many lie on the positive real axis or at the origin.
The Argument Principle (see, for example, [22]) provides the ideal tool for this investigation. We recall:
Theorem 6.1. Let f be a meromorphic function on a domain D with poles p1, p2, . . . , pm and zeros z1, z2, . . . , zn repeated as
necessary according to multiplicity. Let γ be a Jordan curve in D which does not pass through any of the zeros or poles, then
1
2pi i
∫
γ
f ′(z)
f (z)
dz = the number of zeros of f lying within γ − the number of poles of f lying within γ . (22)
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Fig. 1. Application of the principle of the argument to count the zeros of the characteristic polynomial.
Table 1
Number of zeros counted by Argument Principle.
Step length h M No. of zeros by Argument Principle
0.0001 10 7
0.0001 20 1
0.0001 30 1
In the cases we are considering, f is a polynomial function and so the integral permits us to calculate the number of zeros
(counting multiple zeros accordingly) lying within γ .
We letM > 0 be fixed andwe let γM be the rectangle with vertices at
(
0,± 1M
)
,
(
M,± 1M
)
. We approximate, numerically,
the integral on the left hand side of (22) around γM as we allow M to vary through a sequence of increasing values. This
enables us to count the number of zeros of f lying on the positive real axis in a very straightforward way. Of course wemust
be careful to ensure the accuracy of the numerical method used to evaluate the integral as well as ensuring that we choose
M sufficiently large to capture all the positive real zeros of f . We give examples illustrating the use of this approach in the
next section. Fig. 1 illustrates the method using M = 4 and for which the integral will calculate that there are three zeros
lying inside the rectangle. The zeros of the characteristic polynomial are marked with ∗ and asM →∞we can see that the
method will count the single real positive zero.
Table 1 records the results of the numerical calculations using different values of M to calculate the number of zeros of
a polynomial lying in the rectangle. AsM becomes larger, the number of zeros of the polynomial counted by the Argument
Principle tends to 1. There is one positive real characteristic value for the discrete scheme. The underlying problem is non-
oscillatory, as is the discrete scheme.
7. Theoretical treatment
In this section we aim to gain a clearer understanding of the relationship between the characteristic values for the
discrete scheme and those of the underlying continuous problem. It is our aim to provide a Theorem that guarantees, under
appropriate conditions on the choice of the scheme and step lengths, that the numerical scheme will reproduce faithfully
the oscillatory characteristics of the underlying problem.We shall assume a fairly abstract approach to the discrete problem
and derive a general theorem on the proximity of the characteristic roots of the discrete scheme to those of the original
problem. The approach we adopt is based on the one used in [17].
We recall that the characteristic values for Eq. (7) satisfy:
F(λ) = λ−
∫ 0
−1
e(−λr(ϕ))dq(ϕ) = 0 (23)
and the condition for (7) to be oscillatory is given by Lemma 3.1.
Apply a linear multistep method of order p with generating polynomials ρ, σ to the left hand side of (7) and apply a
convergent and consistent quadrature rule of order s to evaluate the integral term. In the usual notation, E represents the
forward step operator and the resulting discrete equation has the form
ρ(E)yn − hσ(E)In = 0 (24)
N.J. Ford et al. / Journal of Computational and Applied Mathematics 234 (2010) 2757–2767 2763
where the quadrature weights ωi determine the values In by the relation
In = h
Π∑
i=1
ωiyn−riqi. (25)
It follows that the characteristic polynomial for (24) can be rewritten in the form
F˜h(ϕ) = ρ(ϕ)ϕn − h2σ(ϕ)ϕn
Π∑
i=1
ωiϕ
−riqi = 0. (26)
Now assume that ϕ is a characteristic root of F˜h. Bearing inmind that ϕ represents the solution dynamics over a time-step
of length h > 0, by comparison with the continuous case we put ϕ = eλt . It follows that
ρ(ϕ)
σ (ϕ)
= h2
Π∑
i=1
ωiϕ
−riqi (27)
or, using the expression for In,
ρ(eλh)
σ (eλh)
= h
∫ 0
−1
e−λr(ϕ)dq(ϕ)+ O(hs+2). (28)
Now we apply the following result:
Theorem 7.1 (See Theorem 2.1 in [12]). The linear multistep method defined by the generating polynomials ρ and σ is of order
p ≥ 1 if and only if there exists c 6= 0 such that
ρ(ez)− zσ(ez) = czp+1 + O(zp+2), z → 0. (29)
It follows that there exists C 6= 0 such that
ρ(ez)
σ (ez)
= z + Czp+1 + O(zp+2), z → 0. (30)
Combining this equation with (28), we obtain the following:
λh− h
∫ 0
−1
e−λhr(ϕ)dq(ϕ) = C(λh)p+1 + O(λh)p+2 + O(hs+2). (31)
In other words, F(λ) = O(hp)+ O(hs+1).
Remark 7.1. 1. The argument is reversible and thereforewe can conclude thatwhenever F(λ) = 0, it follows that F˜h(eλh) =
O(hp)+ O(hs+1).
2. A similar theory can be developed, based on use of the stability function for Runge–Kutta methods for the differential
operator instead of multistep methods.
We are able to conclude that every root of the characteristic equation for the discrete problem corresponds to a near-zero
value for the characteristic function of the continuous problem and vice versa. As we saw in [17], one cannot therefore claim
that the zeros of the discrete scheme are necessarily close to zeros of the continuous problem. Instead, we considered there
a sequence of step lengths {hn} tending to zero and the set of all characteristic zeros of the resulting sequence of discrete
problems. From the correspondence ϕ = eλh (which sets up the correspondence between the real characteristic values for
the continuous problem and the non-negative characteristic values for the discrete scheme) the cluster points of the values
of λ as h varies provide approximations to the characteristic values of the continuous problem. We can summarise in the
following
Theorem 7.2. Let (7) be oscillatory. For a fixed step length h = 1N , apply a convergent and consistent quadrature rule for the
integral and a convergent and consistent linear multi-step formula for the differential equation. In the limit as N → ∞ the
resulting discrete scheme will be oscillatory.
Let (7) be non-oscillatory. For a fixed step length h = 1N , apply a convergent and consistent quadrature rule for the integral and
a convergent and consistent linear multi-step formula for the differential equation. In the limit as N →∞ the resulting discrete
scheme will be non-oscillatory.
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Fig. 2. Example 1: Characteristic plot for h = 0.01,M = 2.
Table 2
Example 1: Number of positive real zeros by the Argument Principle.
Step length h M No. of zeros
0.01 2 17
0.001 10 3
0.001 20 3
0.001 30 1
0.001 40 1
0.0001 40 1
8. Examples
8.1. Example 1
Consider the non-oscillatory problem
y′(t) = 3y(t − 1).
Applying the forward Euler rule where h > 0,Nh = 1, tn = nh, yn ≈ y(nh)we obtain
yn+1 − yn − 3hyn−N = 0.
The characteristic equation can be written
θN+1 − θN − 3hθN−N = 0.
Fig. 2 represents the characteristic values for h = 0.01 and Table 2 shows that the discrete problem is non-oscillatory.
8.2. Example 2
For the oscillatory equation
y′(t) = −y(t − 1).
Applying the forward Euler rule with the usual notation, we obtain
yn+1 − yn + hyn−N = 0.
The characteristic equation is
θN+1 − θN + hθN−N = 0
and the characteristic roots are represented in Fig. 3 and Table 3, confirming that the problem is oscillatory.
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Fig. 3. Example 2: Characteristic plot for h = 0.01,M = 2.
Table 3
Example 2: Number of positive real roots by the Argument Principle.
Step length h M No. of zeros
0.01 2 18.0955
0.001 10 4
0.001 20 2
0.001 30 2
0.001 40 2
0.0001 40 2
0.0001 Large 0
8.3. Example 3
Let us consider the non-oscillatory FDE
y′(t) = 2
∫ 0
−1
(t − ϕ2)ϕdϕ.
Applying the forward Euler rule for the differential equation, and a specially selected quadrature rule with step length
√
h,
we obtain the discrete scheme,
yn+1 − yn
h
= 2
0∑
k=−N
wkyn−k2 .
√
hk.
√
h
where h > 0, t = nh, ϕ = √hk, y(nh) ≈ yn, w0 = w−N = 12 , wk = 1,Nh = 1.
yn+1 − yn = 2h2
0∑
k=−N
kwkyn−k2
and the characteristic equation is
θN
2+1 − θN2 + 2
N2
w1θ
N2−12 + · · · + 2
N2
Nw−NθN
2−N2 = 0.
Fig. 4 and Table 4 confirm that the discrete problem is non-oscillatory.
8.4. Example 4
We consider the oscillatory equation:
y′(t) = −1
a
∫ 0
−1
y
(
t − 1
5
+ θ
)
dθ, a > 0. (32)
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Fig. 4. Example 3: Characteristic plot for h = 0.0125,M = 10.
Table 4
Example 3: Number of positive real roots by the Argument Principle.
Step length h M Number of zeros
0.01 2 13.0482
0.001 10 3.0002
0.001 20 1
0.001 30 1
0.001 40 1
0.0001 40 1
Fig. 5. Example 4: Characteristic plot for h = 0.01,M = 20.
Applying the Euler forward rule, with t = nh, yn ≈ y(nh), θ = jh,Nh = 15 , 0 < a < 2 we obtain:
yn+1 − yn
h
= −1
a
0∑
j=−5N
yn−N+j · h (33)
and the characteristic equation takes the form
h2
a
[θ0 + θ1 + θ2 + · · · + θ5N ] − θ6N + θ6N+1 = 0. (34)
Fig. 5 and Table 5 confirm that the discrete problem is also oscillatory.
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Table 5
Example 4: Number of positive real roots by the Argument Principle.
Step length h M Number of zeros
0.01 2 22
0.01 4 10
0.01 10 4
0.01 20 2
0.01 30 2
0.01 40 2
0.01 Large 0
9. Conclusions
As we have seen, the numerical approach introduced here does provide a reliable method for determining whether or
not the linear functional differential equations are oscillatory. Based on the experiments we have tried, the technique works
also for non-linear problems, but there is a need for further analytical results in this case.
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