Two regression methods can be interpreted as based on Gini's mean difference (GMD). One relies on a weighted average of slopes defined between adjacent observations and the other is based on minimization of the GMD of the errors. The properties of the former approach are investigated in a multiple regression framework. These estimators have representations that resemble the OLS estimators, and they are robust, both with respect to extreme observations and with respect to monotonic transformations. The asymptotic behavior of the estimators is derived. The combination of the two methods provides a tool for assessing linearity that can be applied to each independent variable individually as well as to several independent variables simultaneously. The method is illustrated using consumption data from Israel. It is shown that the linearity of the Engel curve, and therefore the 'linear expenditures system' is rejected.
Introduction
The aims of this paper are to develop and illustrate the properties of multiple regressions based on Gini's mean difference (hereafter, GMD). The simple regression case was investigated in Olkin and Yitzhaki (1992) . There are two versions of these regressions:
(a) A semi-parametric approach, which is based on estimating a regression coefficient that is a weighted average of slopes defined between adjacent observations (or all pairs of observations) of the regression curve. This regression does not require a specification of the functional form of the model. However, since a model is not specified, the approach is not useful for prediction; it can be used whenever the investigator is interested in estimating average slopes or arc-elasticities without requiring a formal model, resembling the method suggested by Härdle and Stoker (1989) and Rilstone (1991) .
Parameters and estimators derived according to this approach are denoted by the subscript N.
(b) An approach based on minimization of the GMD of the error term. This approach requires the assumption of a linear model and is similar to Least Absolute Deviation (LAD) regressions . Instead of minimizing the sum of absolute deviations of the errors, the GMD of the error term, which is the mean of the absolute differences between all pairs of errors, is minimized. Parameters and estimators derived following the minimization approach will be denoted by the subscript M.
The combination of these two approaches has several advantages over OLS and other regression techniques -among them is the fact that the GMD method offers a regression technique with a tool to assess linearity. The procedure generates 2 covariances between the error term and each independent variable, which can be used to evaluate the goodness of the linear fit.
Also, we point out that (i) The GMD is less sensitive to outliers than the variance. Hence, both types of GMD regression estimators are less sensitive than the OLS estimator to extreme observations.
(ii) The Gini estimators, derived under the semi-parametric approach, resemble OLS estimators in their representation, can be expressed explicitly, and rely on the same terminology as the OLS. Therefore, we conjecture that almost all the analyses carried out by OLS can be developed for this type of Gini regressions.
(iii)
The Gini estimators, derived under the minimization approach, can be interpreted as the minimization of the average of all possible quantile-regression target functions ). Hence, one can view it as an extension of quantile-regressions. Similar to those regressions, the estimators cannot be explicitly derived, and are derived numerically.
(iv) The GMD and the GMD equivalent of the covariance can be described by the absolute Lorenz and concentration curves. The use of those curves enables the researcher to investigate the uniformity 1 of the relationship between random variables.
It is worth emphasizing that the major advantage of the GMD regressions is in offering a complete framework for dealing with a multiple regression problem: first, one estimates the slopes of the regression curve without specifying a model, according to the semi-parametric approach. Second, one estimates the regression coefficients according to minimization approach. If the hypothesis that the two regression coefficients are equal is not rejected, then we conclude that the regression curve is linear. Provided that the linearity hypothesis is not rejected, one can examine the structure of the error term; its distribution, serial correlation etc.
Each stage could be done by alternative methods, but we are not aware of any method that can offer a complete set that is governed by the same framework.
The drawback of the approach is that the semi-parametric approach of the Gini regression is not based on a direct derivation as other derivative estimators (Stoker (1986) , and Powell, Stock and Stoker (1989) ). However, it avoids the problem of arbitrary window width selection. In addition, in order for the asymptotic results to work well, relatively large samples are needed.
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To simplify the presentation, some theoretical results such as the asymptotic variance estimators are derived in the Appendix. To avoid complicated notation, capital letters are used to indicate population parameters, while lower-case letters indicate sample statistics. For 1 We follow the terminology suggested in Heckman, Urzua and Vytlacil (2004) . Imbens and Angrist (1994) refer to it as monotinicity. Intuitively, it means that the sign of the slope of the regression curve does not change along the curve. Note, however, that this literature is concerned with an Instrumental Variable regression, while in our context, uniformity is applied to the relationship between any two random variables. 2 Gastwirth and Gail (1985) who use ratios of two U-statistics that are similar to those used in this paper, report that sample size should be 300 or more for the normal approximation to be satisfactory. example, the term COV( , ) is used to represent the covariance in the population while the term cov( , ) represents the sample's value. Finally, F(X) is used to denote the cumulative distribution of X while r(x) denotes ranks in the sample. Note that in what follows, X, the independent variable, is treated as random. Although it complicates the theory, it is a more realistic situation in economics.
In all types of regressions considered, the constant term is ignored; It is assumed that variables are measured in deviations from their means, or, alternatively, that the constant term is estimated by:
where b is the appropriate estimator.
3
The structure of the paper is as follows: Section 2 is devoted to the derivation of Gini's multiple regression: Section 2.1.1 presents the estimators under the semi parametric approach, while Section 2.1.2 illustrates the method for the two independent variables case. Section 2.2 presents the minimization approach. Section 3 concentrates on the relationship between the two types of regression methods while Section 4 relies on the properties of Section 3 to assess the linearity of the model. Section 5 derives the large sample properties of the estimators. Section 6
shows the connection with concentration curves while Section 7 illustrates the methodology by assessing the linearity of consumption as a function of income. Section 8 concludes and offers a direction for further research.
Gini's Multiple Regressions
The aim of this section is to extend the results of Gini's simple regression (Olkin and Yitzhaki, 1992) to the multiple regression case. It is assumed that the sample of observations (y i , x 1i, x 2i ,…,x ki ) , i = 1, 2, ..., n is drawn from a multivariate continuous distribution with finite second moments.
The Semi Parametric Approach

The Estimators
Consider an unknown regression curve, H(x) = E{Y  X=x}= H(x 1 ,…,x k ), where X is a (kx1)
vector of the independent variables . Our interest is in estimating a linear approximation to the unknown curve H(x). The linear approximation is composed of an intercept and slopes. The intercept will be estimated using (1.1), according to the preferred point through which the linear approximation should pass. Our interest is in defining and estimating the slopes. The slopes are defined as weighted averages of the components of the gradient of H(), and denoted by the vector βN . The j-th element of βN , βN0j.12…k , is:
βN0j.12…k is the slope of H( ) (denoted by subscript o) with respect to j, given all other independent variables. It is a weighted average of the slopes of the curve with respect to j. The weighting scheme w() is determined by the methodology and the norm (i.e., the GMD) that is used.
We are not able to define and estimate βN directly. However, we propose the following indirect way: first, the Olkin and Yitzhaki (1992) approach is used to estimate the weighted average of slopes of all simple regressions between the dependent variable and the independent variables, and between all pairs of independent variables. Next, we derive the k elements of βN as the solution of k linear equations with k unknowns ( βN0j.1,…,k ; j=1,…,k). The solutions involve the simple regression coefficients as parameters. We will refer to the estimator as an implied estimator, because it is implied by the internal consistency of the linear approximations (which, in turn, rely on the simple regression coefficients). Since each estimator of the simple regression coefficient is a weighted average of slopes between adjacent observations, the estimator of βN is a weighted sum of the slopes between adjacent observations. (See illustration in the next section).
The relationship between the regression coefficients in the simple regressions and the coefficients in the multiple regression resembles the relationship in the OLS. As can be easily verified, in the OLS, the regression coefficients of the simple regressions determine the coefficients in the multiple regression through a set of linear equations (The Normal Equations).
Similar relationship holds with the Gini regression and each coefficient in the multiple regression is derived as a solution to the set of equations based on the simple regression coefficients. As will be shown later, each variance in the OLS estimator is substituted by a GMD and each covariance in substituted by a Gini covariance.
Let βN be defined by
where βN is a (k x 1) column vector, F is an (n x k) matrix of the deviations of the cumulative distributions of the independent variables from their expected values (1/2), Y is an (n x 1) column vector of the dependent variable, and X is an (n x k) matrix of the deviations of the independent variables from their expected values. The elements of the vector E{F'Y} are COV(Y,F(X k )), that is, the (GMD) covariances of the dependent variable with the cumulative distributions of the independent variables. 4 The matrix A = E{F'X} is a matrix with the elements COV(X j ,F(X k )). The diagonal elements are GMDs of the independent variables, while the off-diagonal elements are Gini-covariances. Note that for k=1, equation (2.1) reduces to the analog for the simple Gini regression, namely:
It is assumed that rank A equals k, the number of independent variables. Note, however, that in order for A to have rank k, no independent variable can be presented as a monotonic transformation of another independent variable (unlike OLS). To see this, note that if one variable is a monotonic transformation of another variable, then their cumulative distributions are identical, resulting in two lines in the matrix being identical. (This is the price paid for a semi-parametric approach).
The natural estimators of the regression coefficients are based on replacing the cumulative distributions by the empirical distributions (which are calculated using rescaled and shifted ranks):
where r is the matrix of ranks of the independent variables. 6 That is, column j of r represents the ranks of x j1 ... x jn .
No assumptions are imposed on the relationship between Y and X. However, it is 4 The GMD of X can be written as 4COV(X,F(X)). See Olkin and Yitzhaki (1992) for the terminology.
For a review of the properties of the GMD, see Yitzhaki (2003) . 5 Equation (2.2) resembles an OLS Instrumental Variable estimator with F(X) as the instrument. However, this analogy is superficial because the assumptions that are required for an Instrumental Variable estimator are not met. 6 To be precise -the ranks are divided by n and their means are subtracted. Proof:
(The i-th element of E{F' εN } is COV(F(X i ), εN ) ).
This property holds in the sample as r'eN = o, where eN = y -x bN.
Illustration: The Two Independent Variables Case.
The first target of this section is to illustrate the similarity between the semi-parametric GMD regression and OLS regression. Generally, each variance is substituted by GMD and each covariance is substituted by an appropriate Gini covariance. Therefore, other terms like partial correlation can easily be defined and explicitly expressed. The second target of the section is to interpret the Gini regression coefficients as implied average derivative estimators.
To show the similarity to the OLS, it is convenient to restrict (2.1) to two independent variables. Then, the matrix a = r'x , (which is the equivalent of x'x in OLS), is equal
where r i is the vector of ranks of the independent variable X i . Note that the matrix a is not necessarily symmetric. In order to show the similarity of b N to OLS regression, let us rewrite (2.3) as follows: 
Similar to the OLS, the Gini's multiple regression estimators can be presented as solutions to the linear equations composed of the simple regression coefficients. Note, however, that although the "variance-covariance" matrix A and its inverse A -1 are not necessarily symmetric, equation (2.6) is identical in its structure to OLS. However, its interpretation is entirely different. No model was assumed in order to derive it, no optimization was carried out, and the interpretation of each coefficient on the left-hand side would be as a partial derivative estimator.
To see this, let Y=H(X 1 ,X 2 ) + ε , where H(X 1 ,X 2 ) is an unknown curve and ε is a random error term, and assume that there is a constraint COV(X 1 ,X 2 ) -C = 0. (The constraint is due to the covariance between the independent variables.). The investigator assumes that the same relationship holds in the sample, that is y=H(x 1 ,x 2 ) + e and that there is a constraint, cov(x 1 ,x 2 ) -c = 0, concerning the relationship between the independent variables, that has to be fulfilled. The investigator approximates the curve by a linear equation. The derivation of the linear approximation is based on differentiating the curve with respect to each independent variable, which yields the following two equations:
The components of (2.7) are partial derivatives (denoted by ∂ ) and simple derivatives (denoted by d). As stated by Olkin and Yitzhaki (1992) the semi-parametric Gini simple regression coefficients can be interpreted as weighted averages of slopes between adjacent observations and therefore, we use them as the estimators of the approximation to the simple regression slopes (i.e., between any two variables). Having done that, the partial derivatives can be found by solving the linear set of equations (2.7). We refer to those estimators as "implied" estimators of the partial derivatives because if all the simple regression coefficients are determined, and one requires that average derivative estimators obey the chain rule, then the partial derivatives (the regression coefficients in a multiple regression framework) are determined too. Formally, substituting the estimators of the simple regression coefficients into (2.7), we get
Then, equations (2.7) can produce the solution for ∂ y/ ∂ x i (that is, b N0i.j ) as a function of the slopes of the simple regressions b N0i = dy/dx i , and b Nji = dx j /dx i . Again, we will refer to those solutions as the implied derivatives of the unknown regression curve derived from the slopes of simple regressions, where each slope of the simple regression is estimated as a weighted average of slopes between adjacent observations, weighted by the weighting scheme of the Gini. This interpretation can easily be extended to the k independent variables case: assume that all possible simple regression coefficients between any two variables were estimated by the semi-parametric version of the Gini regressions. Then, the partial regression coefficients in the multiple regression are determined by the simple regression coefficients through a set of k equations, with k unknowns, similar in structure to (2.8). This interpretation illustrates the difference between the approach in Gini regression, where the partial derivatives are not directly estimated but rather implied by the simple regression relationships, and the direct estimation of the partial derivatives in non-parametric models like Stoker (1986) and Powell and .
Finally, since each variance and covariance in OLS regression is substituted, in Gini regression, by GMD and Gini covariance, respectively, it is easy to verify that other concepts used in the OLS, such as partial correlation coefficients can be translated into the Gini regression. Among those concepts is R 2 of the regression. The R 2 for the Gini semi-parametric regression is defined (Olkin and Yitzhaki (1992) ) as one minus the square of the GMD of the error term divided by the square of the GMD of the dependent variable, that is
However, as will be seen in the next section, GR 2 will obtain its maximal value under the Gini minimization approach. Therefore, the R 2 in the semi-parametric version would always be not greater than the R 2 in the minimization approach. (When the model is linear in all the independent variables, R 2 's of both methods are equal).
The Minimization Approach
This approach, which is based on minimization of the GMD of the error term, has already been developed in the literature and it is referred to as R-regression (Jaeckel (1972); Jurečková (1969 Jurečková ( , 1971 ; McKean and Hettmansperger, (1978) and Hettmansperger, (1984) ). Therefore, its properties will not be repeated here. 8 For our argument, only the orthogonality condition is needed. Note that this method requires the specification of a model. Consider the following model:
with the usual assumptions on ε , that is: the ε 's are independent and have expected value that is equal to zero and a constant variance, and the additional assumption that X i and εj are independent for all i,j. (Note that this assumption follows automatically if X i are considered non-random). The estimated equation is:
where b M is the estimator of the slope β , using the minimization of GMD of the error term e M .
Using the covariance presentation of GMD and imposing the restriction that the mean of the errors is zero enables us to show that minimizing GMD of the error term is equivalent to minimizing ∑ (2.12)
) is the rank of the error . The only property required for our argument is that minimizing the GMD of the error term yields an orthogonality condition, which is the equivalent of the OLS normal equation, and is given by where r M is the vector of the ranks of e M , rescaled and shifted to have a zero mean. 9 (The i-th 8 It is worth emphasizing that the connection between R-regression and GMD was not recognized in the literature mentioned above. Many of the properties of those regressions can be traced to the properties of GMD. Bowie and Bradfield (1998) compare the robustness of several alternative estimation methods in the simple regression case and find the minimization of the GMD among the most robust methods.
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9 Since (2.12), the GMD of the error term, is a piece-wise linear function, its partial derivative with respect to b M may not exist, because the derivative is a step function. In this case, the solutions b M to (2.13) form a segment on the real line and b M is determined up to a range. The larger the sample the lower the probability element of x'r M is cov(x i ,r M )). Equation (2.13) says that the sample covariance between the rank of the error term and the variate value of the independent variable is set to zero as a result of the minimization of GMD of the error term.
The Relationship Between The estimators of the Two Approaches
Similar to the Gini simple regression case, the two approaches in the multiple regression case yield two estimators, two sets of error terms, and two sets of "normal equations". The aim of this section is to see when the two estimators actually estimate the same parameters in the population and to give necessary and sufficient conditions under which the two estimators are algebraically identical. Recall that b M , the estimator obtained by the minimization of GMD of the residuals, estimates the vector of slopes β under the linearity assumption, while no model was required in order to derive b N , which is based on weighted averages of slopes. However, when the model is linear, the vector of slopes of the regression curve, βN , whose components Where X and ε are independent.
Then, by (2.1)
The fact that βN = β implies that E {F' ε }= 0, which is the first-order condition for the semiparametric approach (Lemma (2.1)).
By substituting y = xb M + e M into (2.3), the following relationship holds between b N and b M in the sample:
The following proposition gives necessary and sufficient conditions for b N to be algebraically equal to b M in the sample. Note that proposition 1 holds for each independent variable separately.
The second term in (3.3) is equal to the semi-parametric estimator of a regression in which the dependent variable is the error term of the minimization approach. Therefore, one can view (3.3) as running the regression in two stages: in the first stage, the minimization approach is applied to the data. Then, the semi-parametric approach is applied to the residuals obtained by the minimization approach. If the regression is linear in all independent variables, then the second stage estimates are equal to zero. If, on the other hand, the regression is not linear in at least one of the independent variables, then the second-stage estimates will deviate from zero.
The order can be changed. One can run first the semi-parametric regression, then use the error term to test whether the first order conditions of the minimization approach are fulfilled with the set of errors of the semi-parametric approach.
Assessing the Goodness of Fit of the Linear Model.
In what follows, we treat each independent variable X i separately. When the model is linear with respect to an independent variable, the semi-parametric approach and the Gini minimization approach estimate the same parameter, β . Lemma 2.1 and the assumptions of the linear model in the minimization approach imply that COV( ε ,F(X k )) and COV(X k , F( ε )) are equal to zero for each X k . That is, if the model is linear then the following relationship holds in the population:
The left-hand side of (4.1) is the population version of the normal equation obtained by the semi-parametric approach, while the right-hand side is the population version of the normal equation obtained by the minimization. The proposed method will take advantage of the fact that two covariances are involved, which is special to the Gini regression approach.
In estimating a Gini regression coefficient, one sample covariance is set to zero by construction, according to the approach taken, but the other sample covariance can be used for the test. For example, by running the semi parametric regression, the sample covariance of the left-hand side of (4.1) is set to zero by construction. Hence, one can test for linearity by testing (against a broad alternative) whether COV(X k , F( ε )) = 0. Alternatively, one can run Rregression and reverse the procedure. Starting with a semi-parametric regression to construct a linearity test has several advantages:
(1) The semi-parametric regression does not require specification of the model.
(2) Unlike the minimization approach, there is no problem of non-uniqueness of the estimated regression coefficient.
The estimators of the semi-parametric approach can be written explicitly using OLS terminology.
(4) The point estimators of the semi-parametric approach can be calculated easily using the instrumental variable approach, and hence, standard regression software can be used.
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For these reasons the following procedure is suggested for testing the linearity in X i :
Step 1: Use the semi-parametric approach to estimate the Gini regression coefficients. Obtain the residuals e N and the normal equation cov(eN, r k )=0, where r k is the rank of X k .
Step 2: Use eN to test H 0 : COV(X k , F( ε )) = 0. H 0 states that the normal equation of the minimization approach holds for the residuals derived by the semi-parametric approach. If H 0 is rejected, then one can conclude that the model is not linear. Recall that in the sample, cov(x k , r(eM)) = 0 by construction, (where r(eM) is the rank of the error according to the minimization approach), hence the need for the other approach to obtain eN.
A test of H 0 will be based on a U-statistic, obtained by replacing the cumulative distribution by the ranks. Its consistency and asymptotic distribution under H 0 are given in Schechtman and Yitzhaki (1987) . Since equation (4.1) holds for each X k separately, one can use the proposed test for each independent variable separately. However, if one wishes to test for 10 Note that r M (and r N ) are functions of e, the error term.
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11 The semi parametric estimators can be viewed as OLS instrumental variable (IV) estimators, with the rank of each variable being used as an IV. However, note that the assumptions that are assumed here are entirely different. See, Schechtman and Yitzhaki (2005) .
linearity of several X's simultaneously, a Bonferroni-type adjustment can be made on the α's to obtain a simultaneous conclusion at an overall level α.
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A comparison of the proposed test with alternative tests for linearity (see, for example, Lewbel (1995) and Banks, Blundell and Lewbel (1997) ) is beyond the scope of this paper.
However, it is worthwhile to mention that most of the parametric tests require replications or near replications (see Neill and Johnson (1984) for a review). The nonparametric tests are based on kernel regression estimators and smoothing splines. For example, Kozek (1990) derives a test for linearity, which is based on a comparison between a non-parametric estimate of the regression function, and the estimate of the linear forms, with beta's being replaced by their OLS estimators. The test is based on the maximal deviation between the two estimators of the regression function. Eubank and Spiegelman (1990) propose tests that are constructed from non-parametric regression fits to the residuals from the linear regression.
Finally, it is worth mentioning that additional assumptions, that are imposed on the regression curve can be tested by using the GMD. For example D'Agostino's (1971, 1972) test for normality of the error term is based on the statistic cov(eN ,r(e N))/nS, (where S is the standard deviation of the error term and n is the sample size), whose numerator is the GMD of the error term.
The Asymptotic Behavior of b N
For simplicity, the presentation of the asymptotic properties will be restricted to the two independent variables case. All the results can easily be extended to the k -variable case and presented in matrix notation. However, the k=2 case allows for a further insight into the individual terms.
Let the estimated equation be: 
Theorem 5.1
Let (y i , x 1i , x 2i , i=1,2,..,n) be a sample drawn from a continuous multivariate distribution with finite second moments and such that µ3 µ6 -µ4 µ5 ≠ 0. Then, b N of (5.2) is a consistent estimator of βN of (2.1).
Proof:
The vector b N is Since each U-statistic converges in quadratic mean, and thus in probability, to the parameter it estimates, it follows by Slutzky's Theorem (Randles and Wolfe (1973) Theorem 5.2, due to Hoeffding (Hoeffding (1948) , Theorem 7.1) is needed for the derivation of the asymptotic distribution of b N . (Aragón and Quiroz (1995) apply the theorem to prove the consistency of regressions which use ranks and current status data).
Theorem 5.2
Under the assumptions of Theorem 5.1, the vector U has an asymptotic Normal distribution with mean µ and a variance-covariance matrix d n 2 Σ , where d n = 2/ √ n and Σ = ( ξ1 (i,j) ) , i,j = 1,..,6.
The ξ1 (i,j) , as well as their consistent estimators, are detailed in Appendix B.
The asymptotic distribution of b N is given in Theorem 5.3.
Theorem 5.3
Let U n = (U 1n ,..,U 6n ) be AN( µ , d n 2 Σ ) with Σ a variance-covariance matrix and d n → 0 as n →∞ .
Let g(U) = (g 1 (U), g 2 (U)) be a vector-valued function for which each component function g i (U)
is real-valued and has a non-zero differential g( µ ;t), t =(t 1 ,...,t 6 ) at U= µ ,and is continuously differentiable in the neighborhood of U= µ . Let 1,..,6 = j 1,2;
Proof:
By Theorem 5.2, the vector U is AN( µ , d n 2 Σ ), with Σ a variance-covariance matrix and d n = 2/ √ n → 0 as n →∞ . Let 
Gini regressions and concentration curves
One advantage of using the GMD as an index of variability is its connection with the Lorenz curve, which provides more information about the structure of variability. A similar curve, the concentration curve, can be used to shed further light on a key parameter of Gini regressionsthe covariance of a variable with the cumulative distribution of another variable (for a discussion on the properties of concentration curves see Kakwani, (1980) ; Yitzhaki and Olkin, (1991); Yitzhaki (2003) ). The concentration curve can supply a visual way to determine whether the slopes of the regression curve, defined by adjacent observations, are somewhat equal or whether one can see a pattern in them. If there is a pattern -then it is an indication that the model is not well specified. Moreover, the concentration curve enables one to see whether it is possible to change the sign of a regression coefficient, be it an OLS or a Gini regression, by applying a monotonic transformation to one of the variables (Yitzhaki, 1990) . Another important use of the concentration curve in econometrics is that it enables to see whether the relationship between two random variable are monotonic, which is a crucial property whenever heterogeneous reactions to a treatment are assumed (See Heckman, 2001; Heckman, Urzua and Vytlacil, 2004) .
The covariance of one variable with the cumulative distribution of another variable determines the sign of the regression coefficient and the result of the linearity test.
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In what follows, the concentration curve is defined and its use in Gini regression is shown.
Given two variables X and Y, the absolute concentration curve of Y with respect to X is defined as: That is
e. If θY,X (p) intersects the horizontal axis then one can always find two monotonic transformations, T 1 (X) and T 2 (X), so that COV(Y,T 1 (X)) COV(Y,T 2 (X)) < 0 . (Yitzhaki (1990) ).
Property (b) implies that if the regression curve is linear, that is, if the error term is independent of X 1 and X 2 , then the two concentration curves defined by each independent variable X and the error term ε should be identical to the horizontal axis. In the sample, they should oscillate randomly around the horizontal axis. Property (c) implies that by estimating a Gini regression, the area between the appropriate concentration curve and the horizontal axis is set to zero. (Minimization of the GMD of the error term equates the area between the concentration curve of X with respect to eM and the horizontal axis to zero, while the semiparametric regression equates the area between the concentration curve of eN with respect to x, and the horizontal axis to zero). Once one area is equal zero, the linearity test is based on testing whether the area between the other concentration curve and the horizontal axis equals zero.
Hence, by plotting the appropriate curve one can see what causes the rejection or acceptance of the linearity hypothesis by seeing whether the concentration curve has any pattern and in case of rejection, which observations are responsible for the failure. An increasing (decreasing, flat) curve means that the conditional mean (given the plotted independent variable) of the errors is positive (negative, zero). Hence, one can see at which ranges of the independent variable the fitted regression has missed.
In order to see the sensitivity of the regression coefficients with respect to monotonic transformations, properties (d) and (e) are useful (Grether (1974) ; Yitzhaki, (1990) ). This property will be illustrated in the next section.
An Illustration
To illustrate the Gini regressions and the linearity tests, consumption is estimated as a function of income and number of persons in the household. The data set is composed of 5,000 observations of the Israeli Survey of Family Expenditure 1986/7. (For a description of the sample, see Central Bureau of Statistics, 1987) . Consumption includes the depreciation and alternative interest on capital invested in housing and vehicles. Income is after-tax overall income, which includes money income plus in-kind income minus income tax and social security taxes. Our interest is in finding the appropriate specification for the Engel curve. Table 1A presents the regression results of two alternative specifications of the consumption function. The first specification uses the variables themselves, while the second uses the logarithms of the variables. The first line in Table 1 presents the results of the OLS regression. As can be seen, the marginal propensity to spend is 0.71, R 2 is 0.51 (which is reasonable for a cross-section regression), and the Durbin-Watson statistic is 1.9, so there is no suspicion of miss-specification. The second line reports the results of minimization of the GMD of the error term (R-regression.) Unfortunately, no standard errors are reported for lack of a simple algorithm for calculating them. However, both the coefficients of number of persons in the household and of income seem far from the OLS coefficients. The third line presents the semi-parametric version of Gini regression. The coefficient of number of persons in the household differs from the one in Gini minimization, suggesting that the model may be not linear in this variable. The standard errors of the estimates are calculated by using the jackknife.
Each observation in turn is omitted and the regression is re-estimated. (For a description of the algorithm, see Yitzhaki (1991) ). Table 2A presents the results of the linearity tests. Each line presents the estimate of COV(X k ,F( εN )), its standard error, 15 and the ratio of the two. As seen from the first two lines, the hypothesis COV(X k ,F( εN )) = 0 is rejected for both variables at a significance level of 0.005.
We may therefore conclude that the model is not linear in any of the variables.
The second part of each table presents the alternative specification, where the logarithms of the variables are used. As seen from part B of Table 1 , the estimates of the variables are similar (less than one-half standard deviation from each other). Table 2B presents the results of the linearity tests. For both variables the test statistic is less than one, which means that the hypothesis that the model is linear cannot be rejected. Hence, we can conclude that the model is linear on a logarithmic scale. 15 The procedure used to calculate the standard errors is: drop the original observations one at a time, recalculate the regression coefficients, and then use the new error term for the calculations. This method treats both the dependent variable and the independent variables as random variables. It is costly in terms of computer time. An alternative procedure is to assume that the independent variables are given constants and under this alternative the method of calculation is based on dropping each error term without recalculating the regression coefficients. This method, when applied to the present body of data, saved two-thirds of computing time without affecting the three most significant digits of the estimates.
Drawing of concentration curves enables us to view the robustness of the estimates of the regression results. Figures 1 and 2 are intended to describe the normal equations of the preferred functional form -the logarithmic specification. Under this specification, cov(eN, r(ln(x k )) is set to zero for both independent variables. Figure 1 plots the concentration curve of eN with respect to the cumulative distribution of the number of persons (which is identical to the cumulative distribution of the logarithm of number of persons). Figure 2 presents the concentration curve of eN with respect to the cumulative distribution of income. Whenever the curve is increasing (decreasing) it means that the dependent variable (i. e. as reflected by eN ) is above (below) its mean value, namely, it is positive (negative). Also, if the curve intersects the horizontal axis, then the conditional covariance defined between two intersections of the horizontal axis is positive (negative) whenever the curve in this section is below (above) the horizontal axis. This implies that a monotonic transformation of the variable plotted on the horizontal axis would not affect the sign of the conditional covariance in the enclosed section (Yitzhaki (1990) ).
The total area between the concentration curve and the horizontal axis is equal to zero in the linearity of the model was not rejected, one should be uncomfortable with the conclusion that the model is linear with respect to the logarithm of number of persons. On the other hand, the concentration curve in Figure 2 crosses the horizontal axis more than ten times, which means that the results of data mining through sample splitting or monotonic transformations of the independent variable would be harder to guess in this case.
The next four figures intend to analyze the structure of the covariances, which were used in the tests of linearity. The concentration curves plotted are those of the independent variables with respect to r(eN). The area between the curve and the horizontal axis is cov(x i , r(eN)), which is not necessarily equal to zero. Figure 3 presents the concentration curve of income while Figure 4 presents the concentration curve of log income. As can be seen, both curves intersect the horizontal axis once, but the curve in Figure 3 behaves in a less erratic way, and the difference in area between the positive section and the negative section is larger than in the pattern observed in Figure 4 . Hence, the linearity of the regression curve with respect to income is rejected, while linearity with respect to log income is not rejected. However, since the concentration curve in Figure 4 does present a clear pattern, one cannot be too happy about the acceptance of the linearity hypothesis.
Figures 5 and 6 present the concentration curves of the number of persons in the family and its logarithm, respectively. Again, the concentration curve in Figure 5 displays a clear pattern in comparison to Figure 6 , and this explains the rejection of the linearity model in the number of persons case and acceptance of the linearity hypothesis in the logarithmic model.
Concluding Remarks
In this paper, we have extended the simple regression based on Gini into the multiple regression framework. Similar to the simple regression case, the multiple Gini regression offers two kinds of regressions: The first is a semi parametric regression, which is an imitation of the OLS regression, and like it, the estimator can be explicitly written. The advantages are that no model has to be specified, and it is less sensitive to outliers than the OLS regression (since it is based on ranks). The other regression is based on minimization of the Gini of the error term.
The combination of the two offers a built-in linearity test. Hence, one can start by estimating a linear approximation to the regression curve, and if one wants to use it for prediction, then the prediction will be restricted to the variables for which the model is linear.
The basic OLS has many refinements. The similarity between the OLS and the semiparametric Gini regression gives the hope that many of the refinements of the OLS can be developed for the Gini regression too. A first step in this direction is offered in Schechtman and Yitzhaki (2005) , where the instrumental variable approach is developed in a GMD framework. ──────────────────────────────────────────────────── a. The value of (1/n) cov(x k , r(e N )), where n is the number of observations.
> (a and t (w(i)) is the t that belongs to w (i) , the i-th order statistic of w 1 ,...w n .
Appendix B
The derivation of the variance-covariance matrix (and its consistent estimator) of the asymptotic distribution of the vector U. The properties of the asymptotic distribution are presented in the following theorem:
The derivation of the variance-covariance matrix and its consistent estimator follows the notation as in Randles and Wolfe, (ch. 3, 1979) .
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