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Abstract 
Using a parametric Riemann integral representation, a numerical algorithm for 
solving fuzzy Fredholm and Voltera integral equations of the second kind with arbitrary 
kernel is proposed and illustrated with examples. © 1999 Elsevier Science Inc. All 
rights reserved. 
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1. Introduction 
The concept of integration of  fuzzy functions was first introduced by Dubois 
and Prade [2]. Alternative approaches were later suggested by Goetschel and 
Voxman [4], Kaleva [6], Mat loka [10], Nanda [11] and others. 
While Goetschel and Voxman [4] and later Mat loka [10] preferred a 
Riemann integral type approach, Kaleva [6] chose to define the integral of  
fuzzy function, using the Lebesgue type concept of integration. However, if the 
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fuzzy function is continuous, all the various procedures yield the same result. 
In this case, it is natural to prefer a Riemann integral type approach which 
enables to develop attractive numerical algorithms for calculating the fuzzy 
integral [9]. 
Once an efficient method for integrating fuzzy functions is available, it 
may be useful for solving fuzzy integral equations as well. It should be 
noted that usually it is easier to treat fuzzy integral equations with kernels 
than fuzzy differential equations [6-14]. Indeed, the arithmetic operation of 
difference performed in the process of calculating a derivative of a fuzzy 
function may yield results out of the convex cone E l of fuzzy numbers 
[15,16]. This complicates the process of solving a fuzzy differential equation 
even if it is replaced by an equivalent integral equation. However, in the 
case of integral equations with kernels, the formulation of the basic pro- 
cedure for solving these equations is quite simple and straightforward for 
arbitrary kernels. 
In Sections 2 and 3 we briefly present the necessary preliminaries for 
defining the integral of fuzzy function and propose a numerical integra- 
tion scheme which converges uniformly to the exact value. In Section 4 
we apply this approach for solving the fuzzy Fredholm and Voltera in- 
tegral equations of the second kind with arbitrary kernels. The particular 
case of a positive kernel for which uniform convergence of the numerical 
approximates can be established, was previously treated in Ref. [9]. The 
numerical procedure is illustrated with examples in Sections 5 and 6, 
where we also define a defuzzified solution which may be sometimes ob- 
served as a crisp representation of the global fuzzy solution. Concluding 
remarks are given in Section 7. 
2. Preliminaries 
The basic definition of fuzzy numbers is given in Ref. [4]. 
Definition 1. A fuzzy number is a fuzzy set u : R l ~ I = [0, 1] which satisfies 
(i) u is upper semicontinuous. 
(ii) u(x) = 0 outside some interval [c, d]. 
(iii) There are real numbers a, b : c <~ a ~< b ~< d for which 
1. u(x) is monotonic increasing on [c, a]. 
2. u(x) is monotonic decreasing on [b, d]. 
3. u(x) = 1, a<,x<, b. 
The set of all the fuzzy numbers (as given by Definition 1) is denoted by E I . 
An alternative definition which yields the same E l is given by Kaleva [6]. An 
equivalent parametric definition is also given in Ref. [4]. 
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Definition 2. A fuzzy number u is a pair (_u, ~) of functions _u(r), ~(r); 0 ~< r ~< 1 
which satisfy the following requirements: 
(i) u_(r) is a bounded monotonic increasing left continuous function; 
(ii) ~(r) is a bounded monotonic decreasing left continuous function; 
(iii) u(r) ~< fi(r), 0 ~< r ~< 1. 
For arbitrary u = (_u, ~), v = (v, v) and k > 0 we define addition (u + v) and 
multiplication by k as 
(u + v)(r) = u(r) +_v(r), (u+-~,)(r) = t~(r) + g(r), (1) 
= = (2 )  
The collection of all the fuzzy numbers with addition and multiplication as 
defined by Eqs. (1) and (2) is denoted by E l which is a convex cone. 
We will next define a metric D in E j . 
Definit ion 3. For arbitrary fuzzy numbers u = (u__, ~) and v = (v, ~) the quantity 
D(u, v) = sup {max[tu(r ) -_v(r)[, [u(r) - ~(r)[]} (3) 
O~<r~<l  
is the distance between u and v. 
This metric is equivalent o the one used by Puri and Ralescu [12] and 
Kaleva [6]. It is shown in Ref. [13] that (EJ,D) is a complete metric space. 
We now follow Goetschell and Voxman [4] and define the integral of a fuzzy 
function using the Riemann integral concept. 
Definit ion 4. Let f : [a, b] ~ E 1. For each partition P ---- {to, t t , . . . ,  tn} of [a, b] 
and for arbitrary ~i : ti-z ~ ~i ~< t~, 1 ~< i ~< n let 
~7 
Re : Z f(~i)(ti - ti-,). (4) 
i 1 
The delqnite integral of f(t) over [a, b] is 
b 
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f ( t ; r )  d = f ( t ; r )  dt. (6b) 
a 
Prior to representing the numerical procedure for calculating the integral of 
a fuzzy function, we will further restrict our discussion to fuzzy numbers 
u = (u(r), ~(r)) for which u(r) and O(r) are continuous functions. This subclass 
ofE  1 is denoted by CE j . A necessary and sufficient condition for u(x) to belong 
to CE 1 is given in Ref. [16]. 
3. The numerical method for integration 
To calculate the Riemann integrals off,(t; r) and f(t ;  r) we apply the trap- 
ezoidal rule [3]. The interval [a, b] is partitioned by equally spaced points: 
(b -- a) 
a = to < tt  < " "  < t .  = b ;  l i  - t ,  1 - - -  - h ,  1 <<. i <~ n (7) 
n 
and the integral of an arbitrary crisp function y(t) over [a, b] is approximated 
by 
b 
2 + g(ti . 
i= l  (/ 
Define 
S_, ( r )=h[  f -(a;r)+f-(b;r)  " - ~ ]  
2 ~- f(ti; r) , 
i=1  
2 +- Z f ( t ' ; r )  " 
i=1  
(8) 
(9) 
For arbitrary fixed r [3], we have 
b 
F( r )  = [f_(t; dr, 
0 
lim S,(r) 
pl ~ "x: J 
a 
h (10) 
lim S,(r) = F(r) =/ f ( t ;  r) dt. 
n ~ ")c J 
a 
|n order for Eq. (10) to be numerically attractive, uniform convergence in r 
is desirable. The proof of this uniform convergence is based on the continuity 
of f ( t )  in the metric D. However, frequently it is tiresome to verify the con- 
tinuity of f ( t )  in the metric D. To overcome this disadvantage it is shown in 
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Refs. [1,9] that if f (t; r) is continuous in t for fixed r and belongs to CE ~ for 
arbitrary fixed t, then f ( t )  is continuous in the metric D. 
In Section 4, we use Eq. (10) to calculate numerical solutions to the fuzzy 
Fredholm and Voltera integral equations of the second kind with arbitrary 
kernels. 
4. Fuzzy integral equations 
The Fredholm integral equation of the second kind is [5] 
b 
f ( t )  + i t /K (s ,  t)F(s) ds, (11) F(t) 
a 
where it > 0, K(s, t) is an arbitrary kernel function over the square a ~< s, t ~< b 
and f ( t )  is a function of t: a ~< t ~< b. If the kernel function satisfies 
K(s,t) --- 0, s > t, (12) 
we obtain the Voltera integral equation 
I 
F(t) = f ( t )  + i t /K(s ,  t)F(s) ds. (13) 
( t  
If f (t) is a crisp function then the solutions of Eqs. (11) and (13) are crisp as 
well. However, if f ( t )  is a fuzzy function these equations may only possess 
fuzzy solutions. Sufficient conditions for the existence of a unique solution to 
the fuzzy Fredholm integral equation of  the second kind, i.e., to Eq. (11) where 
f ( t )  is a fuzzy function, are given in Ref. [15]. 
Theorem 1. Let K(s, t) be continuous for a <~ s, t <~ b, it > 0 and f ( t )  a fuzzy 
continuous function oft ,  a <<, t <~ b. I f  
1 
it < M(b - am)' (14) 
where 
M = max IK(s, t) l, a ~< s, t ~< b (15) 
then the iterative procedure 
Fo(t) : f(t) ,  
b 
Fk(t) = f ( t )  + 2 /K(s ,  t)Fk-i (s) ds, 
( I  
k~>l, 
(16) 
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converges to the unique solution of Eq. (11). Specifically, 
L k 
- -  sup D(Fl(t),Fo(t)), sup D(F(t),Fk(t)) <. (1 L)a.<t<.b 
a<~t<~b 
where 
L = Z~t(b - a). 
(17) 
(18) 
This infers that Fk(t) converges uniformly in t to F(t), i.e., given arbitrary e > 0 
we can find N sueh that 
D(Ft(t),F(t))<e, a<~t<~b, k>U.  (19) 
The proof of Theorem 1 [15] can be easily extended for Eq. (13) as well. 
In order to design a numerical scheme for solving Eq. (11) we first replace it 
by the system 
b 
__F(t; r) = f(t;  r) + 2 f K(s, t) F(s; r) ds, 
a 
b 
/~(t; r) = f(t; r) + 2/K(s,  t) F(s; r) ds, 
a 
where 
K(s, t)F(s; r), 
K(s, t) F(s; r) = [ K(s, t)/~(s; r), 
K(s, t)F(s; r), 
K(s, t) F(s; r) = L K(s, t)F(s; r), 
For fixed t we define the two-variable functions 
(20) 
K(s, t) >t 0, (21) 
X(s,t) < o, 
K(s, t) > O, (22) 
K(s, t) < O. 
~t(s; r) = K(s, t) rn(s; r), (23) 
Or(s; r) = K(s, t)m(s; r), 
which clearly determine a fuzzy function (oPt' ~') for arbitrary fuzzy function m. 
We now assume that m(t; r) is continuous in t and belongs to CE ~, i.e., re(t; r) 
is continuous in both variables t and r. By virtue of Eqs. (21) and (22) we have 
{K(s,t)m(s;r),  K(s,t) >1 O, 
_~,(s;r)= X(s,t),~(s;r), X(s,t )  <0,  (24) 
K(s, t)r~(s; r), K(s, t) >~ O, 
~,(s; r) = I, K(s, t)m(s; r), X(s, t) < 0. (25) 
M. Friedman et al. / lnternat, J. Approx. Reason. 20 (1999) 249-262 255 
Let K(s, t) be continuous and so: a ~< so ~< b. We distinguish between: 
(a) K(so, t) > 0: In this case there is a neighborhood of so where K(s, t) is 
positive and from Eqs. (24) and (25) and the continuity of re(s, r) and ~t(s, r), 
we conclude that qgt(s; r) and ~t(s; r) are also continuous at So. 
(b) K(so, t) < 0: There is a neighborhood of So where K(s, t) < 0 and simi- 
larly to case (a) we easily derive the continuity of ~t(s; r) and ~bt(s; r) at So. 
(c) K(s0, t) = 0: In this case ~t(s0; r) = ~,(s0; r) = 0 and due to the continuity 
of K(s, t) and the boundedness of m(s; r) and r~(s; r),_cp_~ and ~, are sufficiently 
small ifs is sufficiently close to So. The continuity of~0 and ~bt(s; r) with respect 
to r follows from m(s; r), rh(s; r) E CE 1 and is straightforward. 
We thus proved the following result. 
Theorem 2. Let K(s, t) be an arbitrary continuous function over the square 
a <~ s, t <~ b and let re(t; r) denote an arbitrary continuous fuzzy function (in t) 
which belongs to CE I . Then any given integration scheme (in particular the 
trapezoidal rule)Jbr calculating the fuzzy integral 
b 
I = / K(s, t)m(s; r) ds, (26) 
a 
yields approximates which converge uniformly in t and r to L 
5. The numerical procedure 
The exact iterative process for calculating the solution to Eq. (11) is given by 
Eq. (16) and its uniform convergence is guaranteed by Eq. (19). However, the 
numerical process does not provide Fk(t) (Eq. (16)) but an approximate fuzzy 
function which can be easily shown to be continuous in t and which belongs to 
CE j . Let SJ "'1 denote this approximate at the kth iteration using nk integration 
nodes. In general we have 
b 
r) + 2 /K(s ,  t)Sj~(t)(s; r) ds + 6k(t; r), (27) f(t; 
a 
where 6k(t; r) -- (6~J/(t; r), 6~2)(t; r)) is such that both its components uniformly 
approach 0 as nk --, c~. 
Given el > 0, a number/Co exists such that 
D(Fk(t),F(t)) < e~, a<~t<.b, k >~ko. (28) 
Given Q > 0, we can also find Nj ,N2,... ,Ark,, for which 
max []6~'l(t;r)[, ]6~2t(t;r)l] < e2 (29) 
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for a~<t~<b, 0~<r~<l, ~<k~<k0 provided that nk>/Ark, l~<k~<k0. We now 
proceed with the integration process and choose nk -- n, 1 ~< k ~< k0 where n is an 
arbitrary integer which satisfies 
n~>N= maxNk. (30) 
I <~k<~ko 
By virtue of Eq. (16) and (27) we obtain 
) D(Fk(t),S~')(t)) =D 2 K(s,t)Fk_,(s) ds, )~ K(s , t )S~, (s )  ds+bk 
a a 
<~D ~ K(s,t)fk_~(s)ds, ,~ K(s,t) ~,1 
(1 a 
+D 2 K(s,t)S1"),(s) ds, 2 K(s,t)SJ'~l(S) ds+bk . 
a a 
As stated in Ref. [6] 
) D 2 K(s,t)Fk_l(S) ds, 2 K(s,t)S~'),(s) ds 
fl a 
.< ~, (~-  o/osup£ (~, t,/, ~:',/,/) 
where M is determined by Eq. (15). Also, 
(31) 
) D ~ X(s, t)S~"),ls) ~,  ~ X(s, t)S~"), (s) as + ¢ 
a 
~< D(6, 6k) < c2. 
Consequently, 
(32) 
sup D{Fk(t),S~,")(t)~/ - - --  \ ~ ZM(b - a) sup D(Fk_t(t),S~),(t)'~ +
a <<. t <~ b \ / a <~ t <~ b " ~ - 
Denote 
(33) 
Then 
Wk/"l = sup D(Fk, (t),S~'l(t)). 
a<~t<~h 
(34) 
Wk (') <" T IV(") . . . .  ,_1 + c2, l<.k<.ko, n>~N, (35) 
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where L = 2M(b-  a) < 1. By using ([3], Lemma 8.2.11) we obtain 
L ~ - 1 1 <~k<~ko Wk ( " ) <<. Lk Wo + e2 L~- I ' 
and since N~ = 0 one finally gets 
(36) 
L k - 1 1 ~<k~<ko. WA! n) ~ e2 L---Z~, 
Clearly, Eqs. (28) and (36) imply 
(37) 
D(F(t),S(")(t))k,, ~< D(F{t),Fk(t))+ D (Fk ('). ~k,, 
L ~ - 1 e2 
< el +e2~-TT-1 < el + 1~ 
Thus for a given e > 0 we may choose 
(38) 
e e(1 -L )  
and obtain 
(39) 
(") >~ N (40) D(F(t); S'ko (t)) < e, n 
i.e., the trapezoidal approximates converge uniformly to the exact solution. 
One should note, however, that N may depend on k0. Therefore, the numerical 
process consists of first determining a sufficiently large k0 and then finding N 
for which Eq. (40) holds. 
In the case of the Voltera equation (Eq. (13)) a similar discussion provides 
the same conclusions. 
6. Examples 
Example 1. Consider the fuzzy Fredholm equation with 
f(t;r) = sin(2) [~5(r2+r)+ ~--~(4-r3 -r)] , 
f(t;r) = s in (2) [2 ( r2+r)  +T~ (13"4- r 3 -- r)] 
and kernel 
(') K(s,t)=O.lsin(s)sin ~ , O~<s, t~<2n 
(41) 
(42) 
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r 
1 .0  
0 .8  . _ _  __  . 
0 ,6  
0 .4  
0 .2  
0 .0  
1 2 3 4 
Fig. 1. The exact and approximate solutions of Example 1 at t = re. 
and a = 0, b -- 2r~. The exact solution in this case is given by 
(') F( t ; r )=( r  2+r )  sin ~ , (43) 
f ' ( t ; r )=(4 - r3 - r ) s in (2  ). 
The approximates to the exact solution of  Eq. (20) after ten iterations, using 
the trapezoidal rule (Eq. (9)) with 3, 5 and 11 integration odes are compared 
in Fig. l with the exact solution at t = 7r. In this example the kernel K(s, t) is 
nonnegative for 0 ~< s ~< ~ and negative for ~ < s < 2~. 
Example 2. Let f ( t ;  r) and f(t ;  r) be as in the previous example and 
K(s, t) = 0.25 sin (st), 0 <~ s, t <~ ~. (44) 
The different regions of  K(s, t) signwise are shown in Fig. 2. Results after 10 
iterations at t = 7r/2, r = 0 are given in Table 1. The number of  integration 
nodes is denoted by n. 
The approximate solution oscillates for small n since K(s, t) oscillates. When 
n increases the oscillation disappears. 
st=~. 
+ 
% i ' - i  
S 
Fig. 2. An oscillating kernel (Example 2). 
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Table 1 
Convergence foran oscillating kernel 
259 
n _S,,(~;O) ~.(~;0) 
3 -0.448 3.535 
5 -0.630 3.652 
9 -0.514 3.498 
17 -0.537 3.511 
33 -0.539 3.511 
65 -0.539 3.511 
We will now define the Global Fuzzy Solution (GFS) as the union 
[S~2(t; 0),Sn(t; 0)] LJ [S__,(t; 0.5), Sn(t; 0.5)] t2 [S,(t; 1), S',(t; 1)], 
which is a qualitative and quantitative r presentation f the approximate fuzzy 
solution to the integral equation. It usually consists of six curves which de- 
termine the fuzziness of the solution as a function of t. The global fuzzy so- 
lution for Example 2 is shown in Fig. 3 and includes only five curves, since 
_S~(t; 1) = S,(t; 1) for all n and t. 
In order to observe the symmetry of the fuzzy solution we plot the de- 
fuzzified solution, defined as the union of ½ [~ (t; r) + S, (t; r)] for r = 0, ½, 1. The 
defuzzified solution consists of three curves. The symmetry of the fuzzy solu- 
tion is determined by the closeness of these curves to each other. If the curves 
are close enough the defuzzified solution may be regarded as the crisp repre- 
sentation of the fuzzy solution. The three curves (two of which are the same: 
r = 0, 1) for Example 2 are given in Fig. 4. 
If instead of K(s, t) of Eq. (44) we define 
~" 0.25 sin (st), 0 ~<s ~<t, 0 ~<t ~<n, (45) 
K(s, t) = ( 0, otherwise, 
Z ¢/) 
SN(t;0) 
~ .~N(t;0.5) 
SN(t;1) 
=SN(t;1 ) 
SN(t;0.5) 
_SN(t;0) 
0 1 2 3 4 
t 
Fig. 3. The global fuzzy solution in Example 2. 
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.... r=0.5 
/ +"++'"" '- / / / / / ' / "  " -- 
r 0,1 
t 
h J - -  
1 2 3 
Fig. 4. The defuzzified solution for Example 2. 
we obtain a fuzzy Voltera integral equation of the second kind. 
Its global fuzzy solution and defuzzified solution are given in Figs. 5 and 6, 
respectively. 
The differences between Figs. 3 and 4 and Figs. 5 and 6 are quite noticable. 
3 
• ~ 2 
Z (n 
t 
SN(t;O) 
SN(t;1 ) 
=_SN(t;1 ) 
SN(t;0.5) 
SNlt;0) 
O 1 2 3 4 
t 
Fig. 5. A global fuzzy solution for Voltera equation. 
2+ (SN(t;r)+ SN(t;r))/2 
r=0.5 
2.0 r=O,1 
1.0  
0 1 2 3 4 
Fig. 6. A defuzzified solution for Voltera equation. 
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Example 3. Consider the fuzzy Fredholm equation with 
f__(r; t) = ert, f ( r ;  t) = 4 t - r 2 + 1 (46) 
a kernel 
s 2 + t 2 - 2 
K (s , t ) -  13 , O<~s,t<~2 (47) 
and a = 0, b = 2. The global fuzzy solution is shown in Fig. 7 and indicates a 
fast increase of  the solution's fuzziness with t. The defuzzified solution shown 
in Fig. 8 illustrates the lack of  symmetry in the fuzzy solution. Consequently, a 
crisp representation of  this solution is meaningless, particularly for large t. I f  
instead of  K(s, t) of Eq. (47) we define 
se + t - -2  0 <~ S <~ t, 0 <~ t <~2, 
K(s,  t) = 13 ' , (48) 
0, otherwise, 
we obtain a Voltera type integral equation. Its global fuzzy solution and de- 
fuzzified solution are quantitatively different from those of the Fredholm 
equation, but are qualitatively similar 
2S I SN(t;0) 
20 t 
- J 8% 
151 SN(t;1)~" 
z ~ SN(t;1 )y f  
rn ,0 [ SN( t ;O .5~ ~ J  
O.0 0.4 0.8 1.2 1.6 2.0 
t 
Fig. 7. The global fuzzy solution for Example 3. 
25 
20 
15 (SN(t;1)+SN(t;1))/2 f / /  
~ J  
lO (SN(t;0.5)+SN(t;0.5))/2 
S 
(SN(t;0)+SN(t;0))/2 
.0 0.4 0.8 1.2 1.6 2.0 
t 
Fig. 8. The defuzzified solution for Example 3. 
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7. Concluding remarks 
In this work we developed a numerical  integration scheme for solving the 
fuzzy Fredho lm and Voltera integral equations with an arbi t rary cont inuous 
kernel. The scheme, based on the trapezoidal  rule, is shown to converge uni- 
formly to the exact unique solution. The 'procedure is not restricted to the 
trapezoidal  rule but can be extended to other schemes as Simpson's rule and 
the Gauss ian integration method.  The uni form convergence of  the numerical  
approximates which is guaranteed i f f _ , f  o f  Eq. (20) are cont inuous in t and in 
r can be easily shown to prevail  even if these functions have a finite number of  
jump discontinuit ies in r, provided that the jumps occur at the same r 's  for all t. 
A fuzzy global solution and a defuzzified solution which provide the type 
and degree of  fuzziness in the fuzzy solution, were also defined. The numerical  
procedure was i l lustrated with examples. 
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