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Abstract
The goal of this thesis is to develop methods to study the nature and properties of exotic hadrons from
lattice simulations. The main focus lies in the application of twisted boundary conditions. The thesis
consists of a general introduction and the collection of three papers, represented respectively in three
chapters. The introduction of the thesis reviews the theoretical background, which is further used in the
rest of the thesis. Further, in Chapter 1, implementing partially twisted boundary conditions in the scalar
sector of lattice QCD is studied. In Chapter 2, we develop a method to study the content of the exotic
hadrons by determining the wave function renormalization constant from lattice simulations, exploiting
the dependence of the spectrum on the twisted boundary conditions. Finally, Chapter 3 deals with a novel
method to study the multi-channel scattering problem in a finite volume, which is relevant for exotic
states. Its key idea is to extract the complex hadron-hadron optical potential, avoiding the difficulties,
accociated with the solution of the multi-channel Lüscher equation.
iii

Acknowledgements
First of all, I express my deep gratitude to Prof. Dr. Ulf-G. Meißner and PD Dr. Akaki Rusetsky for
giving me the opportunity to work on this fascinating project in one of the world-leading theory groups. I
thank them for their excellent supervision and constant support during the years of PhD work.
I thank further, my colleagues, former office mates and simply good friends Dr. Maxim Mai and Dr.
Michael Döring for their support in scientific matters and beyond.
Needless to say, it is the people who create the scientific atmosphere. I thank all members of the theory
division for that.
I also thank all my friends both in Germany a nd Georgia.
Finally, I am very thankful to my brother Andrei and my parents Giorgi and Tamara, for their
understanding, support and motivation.
I thank the Sino-German CRC 110: "Symmetries and the Emergence of Structure in QCD " and the
Bonn-Cologne Graduate School of Physics and Astronomy for financial support.
v

Contents
1 Introduction 1
1.1 Quantum Chromodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Chiral perturbation theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Lattice QCD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3.1 Disretization of QCD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3.2 Generation of gauge-field configurations . . . . . . . . . . . . . . . . . . . . . 12
1.3.3 Partial quenching and PQChPT . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3.4 Lattice spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.4 Nonrelativistic EFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.5 Finite-volume formalism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.5.1 Elastic scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.5.2 Inclusion of higher partial waves . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.5.3 Inelastic scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2 Partial twisting for scalar mesons 39
2.1 Summary of the project . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3 Bound States on the Lattice with partial twisting 77
3.1 Summary of the project . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4 Optical Potential on the lattice 103
4.1 Summary of the project . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5 Summary 133
vii

CHAPTER 1
Introduction
1.1 Quantum Chromodynamics
According to the current physical picture there exist four fundamental forces in Nature which describe
all possible interactions between elementary particles. These are the strong, electromagnetic, weak
and gravitational forces. The first three are unified in the so-called Standard Model (SM) of particle
physics, whereas gravity, for a number of reasons, is not. The Standard model is a gauge field theory, in
which the building blocks are matter fields and interactions are mediated by gauge bosonic fields. The
Standard Model is considered to be extremely successful in describing a large number of experiments
in elementary particle physics.The masses of gauge bosons are essentially generated through the Higgs
mechanism. The resent discovery of Higgs particle has confirmed the validity of the SM [1].
In the present thesis we will focus on the strong sector of the Standard Model, i.e. Quantum Chromo-
dynamics (QCD). It is a theory that describes the interaction between spin 1/2 quark fields and spin-1
massless gauge fields, called gluons. The underlying gauge group is colour S U(3). The QCD Lagrangian
has the following form:
L = −1
4
Fa,αβFαβa + q¯
i
f (iγ
µDµ,i j − δi jm f )q jf , (1.1)
where the spinors q represent quark fields and the indices i, j, ... run over the colour degrees of freedom
(these are r, b, g). Summation over flavor index corresponds to six quark flavours f ={u, d, s, c, t, b }
with corresponding masses m f . In addition, quarks of flavour d, c and b carry an electric charge −1/3,
whereas u, c, and t quarks have charge +2/3 in units of the elementary charge. Further, Faαβ is the field
strength tensor, derived from the gluon field Aaα,
Faαβ = ∂αA
a
β − ∂βAaα − g f abcAbαAcβ (1.2)
and D is the gauge-covariant derivative
Dµ,i j = δi j∂µ + igtai jA
a
µ, (1.3)
where g denotes the coupling constant, which determines the strength of the interaction and f abc are
structure constants of the S U(3) Lie algebra [ta, tb] = i f abctc, with the generator ta = λa/2 (λa denote the
Gell-Mann matrices).
In this thesis, we will be mainly interested in QCD at low energies. Note that, due to loop corrections,
the coupling g depends on the renormalization scale, i.e. on the typical energy in the system in question
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Figure 1.1: Running coupling constant as a function of transfer momentum Q, [2]
(see Fig. (1.1) ). In the high-energy regime of about few GeV, quarks and gluons interact weakly and one
speaks about the asymptotic freedom [3, 4]. In this case, the coupling is small enough and perturbative
methods lead to consistent physical results. On the other hand, at energies below one GeV, the perturbative
series no longer converge and the theory has no predictive power. Physically, at low energies, quarks
and gluons are bound into hadrons, which become effective dynamical degrees of freedom. Now, the
question arises, whether we can formulate a most general quantum field theory (in terms of hadronic
degrees of freedom) which shares all symmetries of underlying theory (QCD) and correctly describes
the low-energy dynamics. A theorem by Weinberg gives positive answer to this question and provides a
recipe to costruct such a theory [5]:
"...if one writes down the most general possible Lagrangian, including all terms consistent with
assumed symmetry principles, and then calculates matrix elements with this Lagrangian to any given
order of perturbation theory, the result will simply be the most general possible S-matrix consistent with
analyticity, perturbative unitarity, cluster decomposition and the assumed symmetry principles"
Using this guiding principle, we will see in the next section, how to construct the effective field theory
of QCD, called Chiral Perturbation Theory (ChPT). But before proceeding further, let us have closer a
look at the underlying symmetries of QCD.
The masses of u, d and s quarks are much smaller than the typical low-energy scale Λχ=1 GeV.
Therefore let us consider the massless limit of the QCD containing only light quarks
L0 = −14 F
a,αβFαβa + q¯
i
f (iγ
µDµ,i j)q
j
f . (1.4)
The Lagrangian is invariant under left- and right- hand chiral transformations of quark fields, given by
qR =
1
2
(1 + γ5)q, qL =
1
2
(1 − γ5)q. (1.5)
The kinetic term may be written as:
q¯(iγµDµ)q = q¯L(iγµDµ)qL + q¯R(iγµDµ)qR. (1.6)
We see that components with different chirality decouple in the kinetic term. Note that the opposite is
2
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true for the mass term. It is clear that L0 is invariant under independent unitary transformations of the
left- and right-handed quark fields R ∈ U(3)R and L ∈ U(3)L :
qR → RqR, qL → LqL (1.7)
The decomposition of the the full symmetry group has the form :
U(3)L × U(3)R = U(1)A × U(1)V × S U(3)V × S U(3)A, (1.8)
where the subscripts V and A denote vector (R + L) and axial-vector (R − L) transformations correspond-
ingly. The subgroup UA(1) is not a symmetry of the quantum theory due to an anomaly: even though
the action remains invariant, the measure of the path integral is not [6–8]. Furthermore, the UV(1)
symmetry is responsible for the baryon number conservation. The question to be answered to is how
the remaining part S U(3)V × S U(3)A = S U(3)L × S U(3)R, called chiral symmetry, is realized in Nature.
Note that, according to the Vafa-Witten theorem, S U(3)V cannot be spontaneously broken in QCD [9].
Furthermore, there is a strong evidence that the S U(3)R × S U(3)L is spontaneously broken down to the
vectorial subgroup S U(3)V . Otherwise, there would be observed parity doublets in the hadronic spectrum,
which is not the case. In other words, the symmetry is realized in the Nambu-Goldstone mode rather
then Wigner-Weyl one, and therefore there schould exist massless spin zero particles, called Goldstone
bosons [10–12]. According to Goldstone’s theorem, the number of such particles is given by the number
of generators of the broken symmetry group, which is in our case eight. This picture corresponds to the
octet of pseudoscalar mesons (pi, η,K), whose finite masses can be traced back to the explicit symmetry
breaking due to non-vanishing quark masses.
Another non-perturbative approach to get insight into the low-energy hadron interactions is Lattice
QCD. Its idea is to evalute QCD the path integral numerically on a discretized space-time lattice. We will
outline this method in sec. 1.3.
1.2 Chiral perturbation theory
As we have seen in the previous section, the interactions between quarks and gluons, ruled by QCD, are
highly non-perturbative at the energies below the breaking scale of chiral symmetry Λχ ≈ 1GeV. This
makes any description of the low-energy hadronic world in terms of quark and gluons very difficult. On
the other hand, it is an experimental fact that the low-energy spectrum of the theory contains only the
octet of the light pseudoscalar mesons (pi,K, η) and they interact weakly, both among themselves and
with the nucleons. We can expect that the pseudoscalar mesons are the relevant degrees of freedom at
low energies and it is possible to construct such an effective field theory that makes possible to analyse
the low energy structure of QCD.
As mentioned earlier, the theoretical basis, which determined a successful application of such effective
field theories was formulated by Weinberg [5] as well as by Gasser and Leutwyler, Refs. [13–15]. Chiral
perturbation theory (ChPT) provides a systematic method for discussing the consequences of the global
flavour symmetries of QCD at low energies by means of an effective field theory. At very low energies,
the corresponding Lagrangian is expressed in terms of the members of the octet of the light pseudoscalar
mesons. Such an effective field theory is called the ChPT for mesons. We will outline its construction,
following the works by Gasser and Leutwyler [14, 15].
In order to relate the effective theory with underlying theory, consider the generating functional of
QCD in the presence of external fields. Let us promote the global SU(3)L × SU(3)R to a local symmetry.
In order to do so, we equip the QCD Lagrangian Eq. (1.4) with external fields vµ(x), aµ(x), s(x), p(x),
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coupled to the currents Vµ,a,Vµ, Aµ,a, associated with the global symmetry, as well as scalar S = q¯q and
pseudoscalar P = iq¯γ5q densities:
L = L0 +Lext = L0 + q¯γµ(vµ + γ5aµ)q − q¯(s − iγ5 p)q. (1.9)
The singlet scalar source a0µ is assumed to be zero in order to avoid the discussion of the anomalous sector
of the the theory. Note that external fields are color-neutral hermitian matrices. Then the generating
functional, which is a vacuum-to-vacuum transition amplitude in the presence of external fields, has the
form:
exp[iZ(v, a, s, p)] = 〈0; out|0; in〉v,a,s,p = 〈0|T exp
[
i
∫
d4xLext(x)
]
|0〉
= 〈0|T exp
(
i
∫
d4xq¯(x){γµ[vµ(x) + γ5aµ(x)] − (s(x) − iγ5 p(x))}q(x)
)
|0〉,
. (1.10)
The quark mass matrix M =diag(mu,md,ms) is contained in the scalar field s(x). The Green functions
formed with the current operators of massless QCD are obtained by expanding the generating functional
around vµ = vµ(s) = a
µ = s = p = 0, whereas for the real world one has to expand around vµ = vµ(s) = a
µ =
p = 0, s(x) = M. In the absence of anomalies, the Ward identities, which express the symmetry properties
of the theory in terms of the Green functions, are equivalent to gauge invariance of the generating
functional under local transformations of the external fields given by
rµ 7→ RrµR† + iR∂µR†,
lµ 7→ LlµL† + iL∂µL†,
s + ip 7→ R(s + ip)L†,
s − ip 7→ L(s − ip)R†, (1.11)
where R(x) and L(x) are space-time-dependent SU(3) matrices and rµ = vµ + aµ, lµ = vµ − aµ.
Now, in accordance with Weinberg’s conjecture the QCD generating functional can be expressed
through the effective Lagrangian Le f f with the same external fields vµ, aµ, p, s:
exp[iZ(v, a, s, p)] =
∫
[dU]exp
(
i
∫
d4xLe f f (U, v, a, s, p)
)
(1.12)
This formula provides a link between the underlying (QCD) and the effective theory (ChPT). While the
left-hand side represents the generating functional for the Green functions of the underlying theory, the
right-hand side only involves the effective Lagrangian.
It should be stressed out that Eq. (1.12) is valid only, when the typical momenta in processes are small,
q  Λχ (the low energy sector of the theory). Only with this condition, the Green functions can be
expanded in powers of the external momenta. This amounts to an expansion in derivatives of the external
fields. However, the low-energy expansion is not a simple Taylor expansion ,since the Goldstone bosons
generate poles at q2 = 0 (in the chiral limit) or q2 = M2pi (for finite quark masses, Mpi is the pion mass).
The low-energy expansion involves two small parameters, the external momenta q and the quark masses
M. Then, one expands in powers of these with the ratio M/q2 fixed . Therefore we can approximate the
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underlying generating functional in the following way :
ZQCD(v, a, s, p) = Ze f f (v, a, s, p)(2) + Ze f f (v, a, s, p)(4) + ..., (1.13)
Note that the Goldstone fields enter the measure [dU] and effective Lagrangian in path integral (see
Eq.(1.12)) in a peculiar way. While the external fields transform according to Eq. (1.11, the meson
fields φa, which we associate with the Goldstone bosons, transform with a nonlinear representation of
G = SU(3)L × SU(3)R, spontaneously broken down to H = S U(3)V . According to formalism developed
in Refs. [16, 17] , the meson fields lie in the so-called coset space G/H. We collect them in a unitary
matrix field U(φ) transforming as
U(φ) 7→ RU(φ)L† (1.14)
under local chiral rotations SU(3)L ×SU(3)R. There are different parametrizations of U(φ) corresponding
to different choices of coordinates for the coset space. For convenience,we choose the matrix U(x) ≡
U(φ(x)) to be the SU(3) matrix:
U(x) = exp
(
i
φ(x)
F0
)
,
where
φ(x) =
8∑
a=1
λaφa(x) ≡

pi0 + 1√
3
η
√
2pi+
√
2K+√
2pi− −pi0 + 1√
3
η
√
2K0√
2K−
√
2K¯0 − 2√
3
η
 . (1.15)
The local nature of G requires the introduction of a covariant derivative
dµU = ∂µU − irµU + iUlµ, dµU G−→ VRdµUV† (1.16)
Finally, we introduce the linear combination
χ = 2B0(s + ip),
with the scalar and pseudoscalar external fields, where B0 is a constant which can be related to the quark
condensate. The effective Lagrangian consists of the infinite string of terms, containing the building
blocks U, v, a, s, p and multiple derivatives acting on it. In accordance with Eq. (1.13), the Lagrangian is
ordered, according to powers of the expansion parameter, which is equal to the number of the derivatives
in a given term. To construct each term in Le f f , building blocks should be counted as:
U = O(1), DµU = O(p), rµ, lµ = O(p), χ = O(p2). (1.17)
From Lorentz invariance, we conclude that only the terms with even number of derivatives can appear in
the effective Lagrangian:
Le f f = L2 +L4 +L6 + .... (1.18)
The L2 contains either two derivatives, or one quark mass term. In other words, L2, called the leading-
order Lagrangian, contains terms of the chiral order p2; L4 contains terms of chiral order p4 etc.
From the building blocks, specified in Eq. (1.17), one constructs the most general, Lorentz,-C, -P
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invariant local effective Lagrangian at leading order :
L2 =
F20
4
Tr[dµU(dµU)†] +
F20
4
Tr[χU† + Uχ†]. (1.19)
Here, L2 contains two free parameters, called low-energy constants, F0 and B0. In order to determine the
constant F0, note that the Noether currents Vµ,a, Aµ,a from L2 are given by
Vµ,a = −i F
2
0
4
Tr
(
λa[U, ∂µU†]
)
, (1.20)
Aµ,a = −i F
2
0
4
Tr
(
λa{U, ∂µU†}
)
. (1.21)
Then, to find the leading term, one should expand Aµ,a in the meson fields,
Aµ,a = −i F
2
0
4
Tr
(
λa
{
1 + · · · ,−iλb∂
µφb
F0
+ · · ·
})
= −F0∂µφa + · · ·
such that we can calculate the matrix element of the axial current between a one-boson state and the
vacuum,
〈0|Aµ,a(x)|φb(p)〉 = 〈0| − F0∂µφa(x)|φb(p)〉
= ipµF0 exp(−ip · x)δab.
Thus, the F0 can be identified with the pion (meson) decay constant Fpi in the chiral limit, which is
measured in pion decay pi+ → `+ν` , F0 = Fpi[1 + O(M)]. The constant B0, which appears in the field χ,
is related to the explicit symmetry breaking. One can choose p = 0 and s = M (χ = 2B0M), and expand
the symmetry breaking part of L2 in powers of the meson fields
LS B2 =
1
2
F20 B0Tr[M(U + U
†)] = (mu + md + ms)B0[F20 −
φ2
2
+
φ4
24F20
+ · · · ], (1.22)
where the superscript SB refers to symmetry breaking. The first term in the right hand side of Eq.(1.22)
is related to the vacuum energy, while the second and the third are meson mass and interaction terms,
respectively. One can show that B0 is proportional to vacuum expectation value of quark condensate:
〈0|q¯q|0〉 = −3F20 B0[1 + O(M)]. (1.23)
Furthermore, the meson masses, calculated from Eq. (1.22), in the case of isospin symmetry (mu = md =
m) are given by
M2pi = 2mB0[1 + O(M)],
M2K = (m + ms)B0[1 + O(M)],
M2η =
2
3
(m + 2ms) B0[1 + O(M)]. (1.24)
Those results, in combination with Eq.1.23, are referred to as the Gell-Mann-Oakes-Renner relations
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[18]. Moreover, the linear combination of above masses yields the Gell-Mann-Okubo relation [19]
4M2K = 4B0(m + ms) = 2B0(m + 2ms) + 2B0m = 3M
2
η + M
2
pi, (1.25)
which is found to be fulfilled in Nature to a 7% accuracy.
So far, we have only considered the chiral Lagrangian for mesons at leading order, i.e. O(p2). Going to
higher orders will systematically improve the accuracy of calculations. Moreover, it is even necessary to
include higher orders, since tree level contributions from L2 violate unitarity. Indeed, consider pion-pion
scattering to leading order. The scattering amplitude in the isospin limit, mu = md, can be decomposed as
M(piapib → picpid) = δabδcdA(s, t, u) + δacδbdA(t, u, s) + δadδbcA(u, s, t) ,
where u, s, t are the so-called Mandelstam variables and A(s, t, u) is the invariant amplitude. The tree-level
amplitude A(s, t, u), calculated from L2,
A(s, t, u) =
s − M2pi
F2
,
is real-valued. However, the unitarity requires the partial waves tIl to obey
Im tI` =
√
1 − 4M
2
pi
s
∣∣∣tI`∣∣∣2 .
Here, I denotes the isospin I = 0, 1, 2 and l is the angular momentum l = 0, 1, 2, · · · .The correct imaginary
parts are only generated perturbatively by loops. Corresponding UV-divergences can be absorbed into
the couplings of the effective Lagrangian. In order to implement this procedure in a self-consistent way,
one needs some ordering scheme, known in ChPT as Weinberg’s power counting [5].
Consider an arbitrary loop diagram based on the general effective Lagrangian Le f f = ∑nLn, where
n denotes the chiral power of the various terms. Then, the amplitude A of a diagram with L loops , I
internal lines, and Vn vertices of order n behaves in expansion of powers of momenta as
A ∝
∫
(d4 p)L
1
(p2)I
∏
n
(pn)Vn . (1.26)
ThenA is of chiral dimensionD = 4L − 2I + ∑n nVn. Using the topological identity L = I −∑n Vn + 1
to eliminate I, we find
D =
∑
n
Vn(n − 2) + 2L + 2 . (1.27)
Note that, since the chiral Lagrangian starts with L2, i.e. n ≥ 2, the right-hand-side of Eq. (1.27) is a
sum of non-negative terms. Consequently, for fixed D, there is only a finite number of combinations
with L, Vn that can contribute. In other words, only a finite number of terms in the Le f f are needed
to work to a fixed order in p. To illustrate this scheme, consider again pipi scattering. At O(p2), only
tree level diagrams, composed of vertices of L2, contribute (Vn>2 = 0, L = 0). At O(p4), there are two
possibilities: either one-loop graphs, composed only of lowest-order vertices (Vn>2 = 0, L = 1), or tree
graphs with exactly one insertion from L4 (V4 = 1, Vn>4 = 0, L = 0). The low-energy constants, which
are the coefficients at local terms, absorb loop divergences order by order.
Calculating loop graphs, we might expect that a given amplitude is proportional to some power of the
7
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parameter p/Λ. There is an estimate of Λ based on loop expansion [20]:
Λ ∼ 4piF0 ≈ 1.2 GeV, (1.28)
In addition, note that the effective theory contains Goldstone bosons as the only dynamical degrees
of freedom. Therefore, it must fail once the energy reaches the resonance region, hence for p2/Λ2 ≈
p2/M2res ≈ 1. The lightest narrow resonance, observed in pipi scattering in the I = l = 1 channel is the ρ
resonance: Mres = Mρ = 770MeV. It is therefore appropriate to choose
Λ ∼ Mρ ≈ 770MeV, (1.29)
which is consistent with the estimate in Eq. (1.28).
In this section, based on the general formalism, we have just outlined how one can construct the
effective Lagrangian at higher orders from building blocks in Eq.(1.17). However, the number of
independent terms and corresponding low-energy constants (LECs) increases rapidly at higher orders.
For example, at O(p4), the Lagrangian L4 contains 10 chiral operators and the same number of LECs [14,
15]. ChPT provides no information about the low-energy constants. Essentially, they should be fixed,
using experimental input or from lattice QCD simulations.
1.3 Lattice QCD
In this section, we will consider another powerful non-perturbative method, which deals with the
formulation of QCD in a finite discretized Euclidean space-time.The key idea of this approach, referred
to as lattice QCD (LQCD), is that the QCD observables can be determined from Euclidean correlation
functions, which are evaluated numerically from the path integral [21]. To illustrate this idea , consider
the behaviour of the correlation function of a particle with creation/annihilation opeartors Oˆ†Oˆ for large
Euclidean time separation T
lim
T→∞〈O(t)O
†(0)〉T = lim
T→∞
1
ZT
Tr[e−(T−t)HˆOˆe−tHˆOˆ†] =
∑
n
〈0|Oˆ|n〉〈n|Oˆ†|0〉e−tEn , |t|  T (1.30)
where ZT = Tr[e−tHˆ|] is the partition function and n labels the eigenstates |n〉 and eigenvalues En of the
QCD Hamiltonian Hˆ and O(t) is a c-number, corresponding to the operator Oˆ. For a given choice of the
operator Oˆ†, at large t, due to the exponential factor in the sum, only the lowest lying state, which has the
quantum number of Oˆ† will survive.
On the other hand, the correlation function can be expressed through the path integral
1
ZT
Tr[e−(T−t)HˆOˆe−tHˆOˆ†] =
1
ZT
∫
[DA,Dq,Dq¯] O(t)O†(0) e−S E (1.31)
where S E is the Euclidean QCD action. The crucial point is that the numerical evaluation of the path
integral, using Monte Carlo methods together with the spectral decomposition Eq. (1.30), allows to
determine the spectrum of the underlying theory. Moreover, the Osterwalder-Schrader theorem ensures
that the correlation functions in Minkowski space can be reconstructed from finite-volume Euclidean
correlation functions [22, 23].
The implementation of program just outlined proceeds through the few steps which we consider below.
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Figure 1.2: two-dimentional slice of the lattice with elementary plaquette
1.3.1 Disretization of QCD
The numerical evalution of the path integral in Eq. (1.31) is possible, only when the path integral is
defined on a finite Eucledean space-time lattice. The distance beteween neighboring lattice sites, the
so-called lattice spacing, denoted by a, plays a role of the UV-regulator. In its simplest realization,
the lattice has a form of a hypercube with a spatial size L and equal lattice spacing in all directions.
Physically, it is clear that the lattice cutoff should be small, compared to the hadronic scale a  Λ−1QCD, in
order to include the nonperturbative dynamics. Furthermore, the spatial extent should be much larger
than the correlation length in the theory, which is the inverse of the mass of the lightest particle in the
spectrum, (i.e., pion), L  m−1pi . From these two requirements it follows that the number of lattice points
should be large enough.
We now turn to the problem of discretization of the fermionic and gauge actions. The quark fields,
which are defined on the lattice sites (see Fig.1.2), transform under the gauge group S U(3) in the same
way as in the continuum
q(x)→ Ω(x)q(x) q¯(x)→ q¯(x)Ω†(x) (1.32)
with Ω(x) ∈ S U(3) and x = xµ = nµa(µ) (nµ ∈ {0, ...,Nµ − 1}). If we discretize the fermionic continuum
action by doing a sum instead of an integral and replace the derivative ∂µq in Eq.(1.3) by lattice finite
difference
∂µq(x)→ 12a (q(n + µˆ) − q(n − µˆ)), (1.33)
we see that the terms of the form ¯q(n)q(n + µˆ) appear, which are not gauge-invariant. To make the
discretized fermionic action gauge-invariant, we introduce a new field Uµ(n), entering bilinear as
¯q(n)Uµ(n)q(n + µˆ), with the following transformation property
Uµ(n)→ U′µ(n) = Ω(n)Uµ(n)Ω†(n + µˆ) (1.34)
The field Uµ(n), called link variable, connects lattice sites n and n + µˆ as depicted on Fig.1.2. Note that
Uµ(n) are the elements of gauge group S U(3), whereas the gauge fields Aµ are the elements of the Lie
algebra. In the continuum, the object, which has the same transformation property as the gauge link, is
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the gauge transporter
G(x, y) = P exp
(
ig
∫
Cxy
A · ds
)
(1.35)
G(x, y)→ Ω(x)G(x, y)Ω†(y) (1.36)
which is defined as a path-ordered (P) integral of the gauge field Aµ along the path Cxy from x to y. Thus,
the gauge link acts as a gauge transporter connecting the points x = an and y = a(n + µˆ). From Eq. (1.35),
it follows
Uµ(n) = G(x, y) = exp(igaAµn) + O(a2). (1.37)
Having introduced the link variables as building blocks, we can construct the lattice version of the gauge
action, which recovers the action in of Eq. (1.1) in the continuum limit. To this end, we choose the
minimal closed loop on the lattice called plaquette (see Fig. 1.2), which is a product of four link variables
Uµν = Uµ(n)Uν(n + µˆ)U−µ(n + µˆ + νˆ)U−ν(n + νˆ)
= Uµ(n)Uν(n + µˆ)Uµ(n + µˆ)†Uν(n)†. (1.38)
With the transformation property in Eq. (1.34) it is clear that the trace of the plaquette Tr[Uµν] is
gauge-invariant. Then, the lattice gauge action that has the correct continuum limit is a sum over all
plaquettes [21]
S G[U] =
2
g2
∑
n,µ<ν
Re Tr[1 − Uµν] = a
4
2g2
∑
n,µ<ν
Tr[Fµν(n)2] + O(a6) (1.39)
The so-called naive discretization of the fermion action, which we have introduced earlier (see
Eq.(1.33)) leads to the well-known fermion doubling problem. To have a closer look at this issue, consider
the lattice Dirac operator D(n|m) in a momentum space for the trivial choice of gauge fields Uµ(n) = 1
D˜(p) = m +
i
a
4∑
µ=1
γµsin(pµa) (1.40)
The quark propogator defined as inverse of the Dirac operator D−1(n|m) is given by
D˜−1(p) =
m − ia−1 ∑µ γµsin(pµa)
m2 + a−2
∑
µ sin
2(pµa)
(1.41)
Apart from the physical pole at p2 = −m2, the lattice quark propagator has 15 unphysical poles called
doublers at
p = (pi/a, 0, 0, 0), (0, pi/a, 0, 0), ..., (pi/a, pi/a, pi/a, pi/a) (1.42)
Thus, the theory on the lattice has the unphysical states in the spectrum on the lattice. The physical
reason for such a behaviour is related to the axial anomaly in lattice regulated theory. That is, unlike in
the continuum, the axial-vector current is conserved, i.e. the anomaly of the physical fermion is cancelled
by the anomaly of the doublers [24]. Furthermore, according to the Nielsen-Ninomiya theorem [25], it is
not possible to construct the lattice fermion action that is both:
1. local i.e., Dirac opeartor D(n|m) vanishes exponentialy for |n −m| → 0 or in momentum space ˜D(p)
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is a periodic, analytic function of p except p = 0;
2. free of doublers and has the correct continuum limit i.e., D˜(p) ∝ γµpµ as ap  1;
3. chirally symmetric in the continuum i.e., {γ5, D˜(p)} = 0.
The way to remove the doublers, as suggested by Wilson, is to add a discretized Laplacian term q¯ r2∆q
to the naive fermion action. Effectively, the doublers acquire a mass of the order O(1/a) and thus become
heavy, decoupling from the theory in the continuum limit. The corresponding massless Wilson Dirac
operator, which reads
D˜W(p) =
i
a
4∑
µ=1
γµsin(pµa) +
1
a
4∑
µ=1
γµ(1 − cos(pµa)) (1.43)
fulfils the conditions 1. and 2., but breaks chiral symmetry, being γ5-Hermitian, i.e.,γ5Dγ5 = D† [21]
The vacuum expectation value of any operator Oˆ in the so-called Wilson formulation of lattice QCD has
the form
〈B〉 = 1
Z
∫
D[q, q¯]D[U] e−S G[U]−S F [q,q¯,U] B[q, q¯,U], (1.44)
where the gauge action S G[U] is given in Eq. (1.39) and the fermion action is
S F[q, q¯,U] = a4
∑
f ,n,m
q¯( f )(n) D( f )W (n|m) q( f )(m). (1.45)
The Wilson Dirac opeartor is the one in Eq. (1.43) in coordinate space
D( f )W (n|m) =
(
m( f ) +
4
a
)
δn,m − 12a
±4∑
µ=±1
(1 − γµ)Uµ(n)δn+µˆ,m. (1.46)
Note that the absence of the doublers in Wilson formulation is directly related to the breaking of chiral
symmetry. Nevertheless, it is possible to construct the fermionic action that possesses both chiral
symmetry in the continuum limit and is free of doublers. As was shown by Ginsparg and Wilson, the
corresponding lattice Dirac operator should satisfy the relation [26]
{γ5,D} = aDγ5D, (1.47)
known as the Ginsparg-Wilson relation. Furthermore, one can write down the modified chiral transform-
ation on the lattice, which is an exact symmetry for fermions, satisfying the above relation [27]. The
small explicit chiral symmetry breaking, necessary to avoid Nielsen-Ninomiya theorem does not affect
the spectrum extracted from the two-point functions. The chiral anomaly and index theorem are also
reproduced [28].
There are two particular types of fermions, satisfying the Ginsparg-Wilson relation, which are used in
modern simulations. These are overlap fermions and domain wall fermions. The overlap fermions are
defined through the overlap operator [29, 30]
Dov =
1
a
(1 + γ5 sign[H]) =
1
a
(1 + γ5
H√
H2
), H = γ5A, (1.48)
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where A denotes an appropriate γ5-hermitian "kernel" Dirac operator with possible choice of Wilson-Dirac
operator defined in Eq. 1.46
A = a DW . (1.49)
Rewriting the Ginsparg-Wilson condition for γ5-Hermitian operators as
aDD† = D + D† (1.50)
it is straightforward to check that it is satisfied by overlap operator. Furthermore, by expanding Dov for
small a, one can show that it has correct continuum limit D˜ov ≈ iγµpµ + O(p2). Note that, due to term
(γ5Aγ5A)−1/2, the overlap operator does not vanish between all lattice points, i.e., it is not ultralocal
which is case with the DW . It is this property (which is also true for any other formulation of chirally
symmetric fermions [31, 32] ) that makes the numerical calculations with chiral fermions extremely
cost-demanding, compared to Wilson-type fermions. What, however, must hold true is the locality in the
sense of exponential decay of the Dirac operator with a rate, proportional to the cut-off 1/a. In that sense,
the overlap operator is local [33].
Another type of Wilson-Ginsparg fermions are domain wall fermions. [34–37]. They are defined in
the five-dimensional space with chiral fermions, localized on the opposite boundaries of this space. They
satisfy the Ginsparg-Wilson condition only for infinite extension of the fictitious fifth dimension. In real
simulations, this dimension should be truncated, leading to a controllable violation of chiral symmetry.
1.3.2 Generation of gauge-field configurations
Having outlined the discretization of the QCD action, we now discuss the numerical techniques for
evaluation of the path intergral. The starting point is the Eq. (1.44) for vacuum expectation value, which
for a generic Dirac operator D, is rewritten as follows
〈B〉 = 1
Z
∫
D[q, q¯]D[U] e−S G[U]−q¯D(U)q B[q, q¯,U], (1.51)
Since the observable B is a fermion multilinear, one can explicitly integrate over fermioin fields with
corresponding Wick contractions (denoted by the overbar) of the quark fields
〈B〉 = 1
Z
∫
D[U]
∏
f
detD f (U) B[U] e−S G[U] (1.52)
Having performed the fermionic part of the path integral, the reminder can be performed using Monte
Carlo techniques. To this end, one should generate a finite sample of gauge field configurations
{U1,U2, ...,UN} of size N according to the probability distribution 1Z detD f (U) e−S G[U]. Then, the expect-
ation value is approximated by an average over the generated configuration :
〈B〉 = 1
N
N∑
i
B¯[Ui]. (1.53)
In the dynamical simulations, the computationally demanding part is the calculation of the fermionic
determinant, which should be updated together with the gauge part to generate the next configuration.
The reason for high computational cost is that fermionic determinant is a large matrix with dimensionality
(12L3T )2. In the earlier era of LQCD, the way to avoid that issue was to the set the determinant to unity.
Unfortunately, such a uncontrolled quenched approximation describes the theory with infinitely heavy
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quarks in loops. Nowadays, thanks to the growth of computational resources and improved algorithms, it
became possible to perform many important calculations with dynamical quarks.
1.3.3 Partial quenching and PQChPT
Before we proceed further, it is necessary to introduce partially quenched QCD and the corresponding
effective field theory, which will be used in the next chapter of the thesis. We start by considering
explicitly the 2-point correlation function of the pion in QCD
Cpi = −
〈∑
x
u¯γ5d(x, t)d¯γ5u(0)
〉
(1.54)
= − 1
Z
∫
DU
∏
q
D[q, q¯]e−S G−
∫ ∑
q q¯(Dˆ+mq)q
∑
x
u¯γ5d(x, t)d¯γ5u(0)
= − 1
Z
∫
DU
∏
q
det(Dˆ + mq)e−S G
∑
x
tr[γ5(Dˆ + md)−1(x, 0)γ5(Dˆ + mu)−1(0, x)].
We see from the last line of this equation, where the Wick contractions have been performed, that the
masses of the quarks entering the determinant (so-called sea or dynamical quark masses) and the masses
of the quark in propagators (valence quark masses) can be put by hand to be different. On the technical
level, such a procedure, called partial quenching, is relatively cheap to implement, since the computation
of propagators is much less expensive as compared to the calculation of the fermionic determinant
[38–40]. The validity of the partial quenching boils down to the question: is it possible to extract physical
results from such unphysical calculations? One may build a QCD-like theory (the so called partially
quenched QCD or PQQCD) for valence and sea quarks, having different masses and try to relate its
properties to those of QCD. However, the PQQCD is an unphysical theory, because it breaks unitarity and
there appear double poles in propagators. Nevertheless, the QCD should be included into PQQCD with
mval = msea as a physical subspace. This is provided with help of partially quenched chiral perturbation
theory or PQChPT. It is an effective field theory which shares the symmetries of PQQCD and reproduces
the dynamics of usual ChPT in physical subspace of quark masses. As was rigorously shown in Ref. [41],
it is indeed possible to formulate such an effective field theory.
In order to formulate PQChPT, we explore the possibility that the masses of the valence and sea quarks
can be chosen different. One way to do this is to introduce commuting spin-1/2 fields or ghost quarks,
denoted by q˜, which have the masses equal to those of valence quarks [42]. The crucial observation is
that the determinant with ghost quarks cancels that from valence quark:
∫
D[q, q¯]e−q¯(Dˆ+mq)q = det(Dˆ + mq),
∫
D[q˜, q˜†]e−q˜†(Dˆ+mq)q˜ = 1
det(Dˆ + mq)
(1.55)
In general, there are three types of quarks: NV number of valence quarks qV , N number of sea quarks
qS and NV number of ghost quarks q˜S . Then, the action of PQQCD looks like a generalized version of
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QCD action:
S PQ = S G +
∫
Q¯(Dˆ +M)Q (1.56)
QT = (qV1 , ..., qVNV︸        ︷︷        ︸
valence
, qS 1 , ..., qS N︸       ︷︷       ︸
sea
, ˜qV1 , ..., ˜qVNV︸        ︷︷        ︸
ghost
)
M = (mV1 , ...,mVNV︸          ︷︷          ︸
valence
, mS 1 , ...,mS N︸        ︷︷        ︸
sea
, m˜V1 , ..., ˜mVNV︸          ︷︷          ︸
ghost=valence
)
Furthermore, with the corresponding extended measure in the path integral, one can see that the partition
function of PQQCD, ZPQ, is reduced to that of the QCD thanks to the cancellation of determinants:
ZPQ =
∫
DU DQ¯DQ e−S PQ (1.57)
=
∫
DU e−S G
NV∏
i=1
(
det(Dˆ + mVi)
det(Dˆ + mVi)
)
N∏
j=1
det(Dˆ + mS j)
=
∫
DU e−S G
N∏
j=1
det(Dˆ + mS j) = ZQCD.
The field theoretical formulation of PPQCD, we have just outlined, is well-defined in Euclidean space.
Nevertheless, the theory remains unphysical, as can be shown by going back to Minkowski space
and observing the violation of spin-statistics theorem. In addition, PQQCD does not satisfy reflection
positivity, i.e. one cannot construct a physical Hilbert space. However, that should not possess a problem
as long as we are concerned about QCD and use PQQCD in Euclidean space.
In the limit of vanishing quark masses, the action of PQQCD turnes out to be invariant under a graded
extension of chiral symmetry transformations of all types of quarks
QL,R −→ UL,RQL,R, Q¯L,R −→ Q¯L,RU†L,R, UL,R ∈ S U(NV + N | NV ) (1.58)
and the apparent symmetry is S U(NV + N | NV )L × S U(NV + N | NV )R ×U(1)V . Here, graded Lie groups
are defined as group matrices U ∈ S U(NV + N | NV ) that contain both commuting and anticommuting
elements written in the block form
U =
 A BC︸︷︷︸
NV +N
D︸︷︷︸
NV
 , (1.59)
where A and D contain commuting elements whereas B and C contain anticommuting ones. Furthermore,
the usual trace is substituted by the supertrace defined as
str = trA − trD ⇒ str(U1U2) = str(U2U1) (1.60)
and the determinant is generelized to the superdeterminant
sdetU = exp[str(lnU)] = det(A − BD−1/C)/det(D), (1.61)
which obeys the condition sdet(U1U2) = sdet(U1)sdet(U2). Therefore, the matrices U ∈ S U(NV +N | NV )
are unitary graded matrices with sdetU = 1.
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Since QCD is a limiting case of PQQCD, as msea → mval, we assume that there exists a local effective
field theory of PQQCD [41]. Indeed, setting the quarks masses in the valence and sea sectors equal, one
gets correlation functions of QCD as a subset of correlation functions of PQQCD, and a corresponding
chiral symmetry breaking pattern takes place in sea sector. Furthermore, it is reasonable to assume that
the EFT framework can be extended for the case mval , msea and the corresponding Ward identities can
be derived for arbitrary order correlation functions as generalizations of those in QCD.
Based on above arguments, the construction of partially quenched ChPT (PQChPT) goes in analogy
with construction of ChPT. Namely, the expansion proceeds around the chiral limitM = 0, where the
exact symmetry group is G = S U(NV + N | NV )L×S U(NV + N | NV )R. Futheremore, this exact symmetry
is spontaneously broken down to the graded vector symmetry G → H = S U(NV + N | NV )V . The
corresponding nonlinear field Σ lives in the coset space G/H and transforms under the group G as
Σ = exp[2iΦ/ f ], Σ→ UL Σ U†R. (1.62)
According to Goldstone theorem there are (N + 2NV )2 − 1 pseudoscalar mesons, composed from sea,
valence and ghost quarks and antiquarks and Φ has a block form:
Φ =
(
φ η1
η2 φ˜
)
, (1.63)
where φ contains quark-antiquark Goldstone bosons, φ˜ are made of ghost-antighost bosons, and η1,2 are
quark-ghost fermions (or vice versa). The condition sdet(Σ) = 1 implies that str Φ = trφ − trφ˜ = 0. The
building blocks are Σ, graded generalization of the covariant derivative DµΣ and χ = 2B0(s + ip) (one
must set p = 0 and s =M at the end). Since the power counting rules are the same as in ChPT, we are in
the position to write down the leading order Lagrangian in PQChPT
L(2)PQ =
f 2
4
str(DµΣDµΣ†) − f
2
4
str(χ†Σ + Σ†χ) (1.64)
One may proceed further and construct the chiral Lagrangian at NLO and so on. They all contain the
low-energy constans and the crucial point is that this low-energy constants are identical to those of ChPT
1.
1.3.4 Lattice spectroscopy
As the next step of the lattice calculation, we are interested in the n - point Green functions of hadrons.
In accordance with Eq.(1.30), one can extract masses and energy levels from their large-time behaviour.
For the 2-point Green functon, playing the central role in LQCD, we have Bˆ = OˆOˆ†. Here the Oˆ and
Oˆ† denote interpolating operators which correspondingly create and annihilate hadron states from the
vacuum of QCD. It is clear, that the interpolating operators must share the quantum numbers with the
hadron in question. For example, it can be easily checked that that the general form of interpolating
operators for flavour non-singlet pseudoscalar mesons have a form
Oˆ = q¯1(x)γ5q2(x), (1.65)
1 The number of LECs in PQChPT can, however, exceed that of ChPT. This happens because extra operators can appear in the
Lagrangian from supertrace identities, already at O(p4) order. Of course, their contribution vanish for sea and valence quarks
having equal masses [43]
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Figure 1.3: pi+ 2-point correlation function
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Figure 1.4: One piece of a disconnected contribution to 2-point Green function of pi0
whereas for the singlet one
Oˆ = q¯ f (x)γ5q f (x), (1.66)
where q(x) denotes quark field.
Let us consider, in particular, the pions. They are represented by the following interpolators:
Opi
+
= d¯γ5u, Opi
0
=
1√
2
(u¯γ5u − d¯γ5d), Opi− = u¯γ5d (1.67)
To see, how the observables are constructed from these operators, consider the 2-point correlation function
of the pi+:
Cpi+(t, 0) = 〈Opi+(x)Opi+†(0)〉 = −
∫
DUe−S G Tr[D−1u (x, 0)γ5D−1d (x, 0)γ5], (1.68)
where the Wick contractions have been performed and the pion is created at the origin and annihilated
at coordinate x. We see that the quark propagators, which are the inverse of the Dirac operator D−1f ,
enter the equation. The inversions must be performed for each step of the gauge field configuration. The
correlation function of flavor non-singlet propogator, such as pi+, contains only "connected" contribution
schematically depicted on Fig 1.3. In case of flavour-singlet interpolating operator of pi0, there appear
additional contributions to the 2 -pont Green function:
Cpi0(t, 0) = 〈Opi0(x)Opi0†〉 =
∫
DUe−S G {−1
2
Tr[D−1u (x, 0)γ5D−1u (x, 0)γ5] (1.69)
+
1
2
Tr[D−1u (x, x)γ5D−1u (0, 0)γ5] −
1
2
Tr[D−1u (x, x)γ5D−1d (0, 0)γ5] + u↔ d}, (1.70)
which contain propagators from one lattice point to itself ( the so-called all-to-all propagators). This type
of disconnected contribution, depicted on Fig. 1.4, are particularly challenging to calculate on the lattice.
Nevertheless, substantial progress has been made in recent years in that direction [44–47].
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Figure 1.5: Light hadron spectrum, [50]
Having outlined the construction of the interpolators and corresponding Green functions, we discuss
now, how to extract the lowest energy levels. Consider first the projection of the 2-point correlation
function to a momentum P:
C(P, t) =
∑
x
eiPx〈Oˆ(x, t)Oˆ†(0, 0)〉 (1.71)
Repeating the steps as in Eq.(1.30), we see that only the exponent with lowest energy eigenvalue
dominates the spectral representation of the 2-point Green function in the limit of a large Euclidean time:
C(P, t)
t→∞−−−→ 〈0|Oˆ|n〉〈n|Oˆ
†|0〉
2E(P)
e−E(P)t, (1.72)
where E(P) is energy of lowest state in the spectrum. From Eq. (1.72), one can extract the mass of the
hadron and the product of matrix elements 〈0|Oˆ|n〉〈n|Oˆ†|0〉. Even though one cannot go to asymptotic
times, it clear that high energy states will be exponentially suppressed for sufficiently large Euclidean
times on a finite lattice. The time, at which the contributions of the excited states start to be negligible, is
called the plateau region. On the technical level, one introduces the so-called effective mass, defined as
me f f (t + a/2) = ln
C(P, t + a)
C(P, t)
(1.73)
Once the system approaches the ground state, this quantity becomes constant, defining the plateau.
Furthermore, excited energy states can be extracted by applying larger basis of interpolating operators.
For details see, Refs. [48, 49].
The question now is, how the infinite-volume observables can be extracted from energy levels obtained
through the approach outlined above. What are measured in the lattice calculations, are dimensionless
quantities. Therefore, one has fix the scale, in order to get a prediction for a dimensionful observable
in question. Scale setting can be achieved through fixing the lattice spacing a, which is equivalent to
fixing the bare gauge coupling. Furthermore, the input parameters in any lattice calculation are N f bare
quark masses and the gauge coupling. Then, one can in principle, extract any observable for several
values of the lattice spacing and, finally, using relevant interpolation function (which depends on the
particular form of action, etc.) find its value in continuum limit a = 0. However, one cannot implement
the above program, since lattice input parameters cannot be measured by experiment. Experimental
observables, such as hadron masses, are related to the bare parameters in a unknown way that must
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Figure 1.6: Effective mass as a function of time. Horizontal colored line are the masses with corresponding error
bars [50]
be itself determined from lattice QCD. The way to overcome this issue is to tune the bare parameters.
Particularly, we can set the scale 1/a using the experimental value of the mass of the hadron Mh by
means of relation a = (aMh)lat/(Mh)exp. For this purpose, one widely uses the mass of the Ω− baryon as
a scale setting observable [50, 51]. Before applying the last equation, one must tune the light, strange
and charm quark masses to their physical values. This is achieved by tuning the light quark masses so,
that the ratios Mpi/MΩ,MK/MΩ acquire physical values [52]. However, when simulations are performed
with unphysical light quark masses, one must extrapolate the results to the physical point with chiral
EFT. Note that, nowadays, more and more simulations are done with light quarks having masses close to
physical. In the next step, one has to remove the cutoff. i.e., one must extrapolate to the continuum a→ 0.
This procedure depends on a particular choice of the fermionic action, as well as on the combination of
the scale setting observable and measured observable. The last step of any lattice calculation consists of
extrapolation of the results to the infinite-volume limit L→ ∞.
We would like to show an impressive example of a lattice calculation of the light hadron spectrum,
performed by the Budapest-Marseille-Wuppertal Collaboration [50]. The simulations were done with
pion mass Mpi = 190MeV and subsequent extrapolation to the physical point. The lattice size was chosen
to be a = 4/Mpi so that finite-volume effects are under control. Furthermore, three lattice spacings were
used for the continuum extrapolation. The effective mass plots are depicted in Fig.1.6. The light hadron
spectrum, shown on Fig.1.5, agrees with high precision with the experiment and thus confirms the validity
of QCD as the theory of strong interactions. We have just shown the case of lattice calculation of the
stable particles spectrum. Hovewer, most hadron observed in experiments, are rather resonances and
thus unstable. The above method for the extraction of masses is not applicable for the reasons that will
be discussed in the subsequent section. As it will turn out, finite-volume effects play a key role in the
study of the nature and properties of resonances in lattice QCD.
1.4 Nonrelativistic EFT
Below we shall consistently use the so-called nonrelativistic EFT. In a number of hadronic systems at
low energies, the S -matrix is expressed only through measurable observables, such as scattering length,
effective range, etc. The key idea a of such a theory is that, when the three-momentum of the particles in
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+ + +
Figure 1.7: one-loop scattering amplitude in full theory
a given process is much smaller then its mass and thus no creation/annihilation of particles/antiparticles
occurs, the analytical structure of the S -matrix is much simplified, compared to the full relativistic theory.
It means that the S -matrix contains only poles, located close to the elastic cut, and distant singularities
can be Taylor-expanded in external momenta [53]. The effective Lagrangian that corresponds to this
expansion, consists of tower of derivative operators, multiplied with unknown coupling constants. The
renormalization program in the NREFT is highly non-trivial, since the matrix elements diverge at high
enough order of the perturbative expansion and one has to deal with "power counting" problem. At
low energies, the non-relativistic theory is physically equivalent to relativistic one and the couplings
in NREFT are fixed through the matching procedure. The power of the non-relativistic theory lies in
the fact that one can analytically sum up all diagrams in the four-point Green function to get an exact
amplitude. In what follows, we will only consider the 2-body sector.
In order to construct the most general non-relativistic Lagrangian, one has to exploit the symmetry
principles. Most important are particle number conservation, Galilean invariance and P,T symmetries.
Furthermore, we have to specify the counting scheme. If v is the velocity of the massive particle (of the
mass M) then: each 3-momentum p and space derivative ∇ is counted as O(v) and the kinetic energy
p0 − M as O(v2). The non-relativistic Lagrangian in the 2-body sector has the form
LNR =
∑
Φ†
(
i∂t − M + ∆2M +
∆2
8M3
+ ...
)
Φ +
g1
4M2
(Φ†Φ†)(ΦΦ) (1.74)
+
g2
16M4
{(Φ†←→∆ Φ)†(ΦΦ) + h.c.} + g3
8M4
(Φ†Φ)
←→
∆ (Φ†Φ) + ...,
where Φ (Φ†) denotes the non-relativistic operator that annihilates(creates) a particle from the vacuum
and the gi are non-relativistic couplings. The free non-relativistic propagator is given by
i〈0|TΦ(x)Φ†(0)|0〉 =
∫
d4 p
(2pi)4
e−ipx
M + p
2
2M − p0 − i0
. (1.75)
Indeed, this propagator corresponds to the non-relativistic dispersion relation p0 = M + p2/2M, whereas
the terms of the order ∆2/8M3 and higher orders amount to the relativistic corrections and must be
summed up. In other words, the relativistic effects in NREFT are of pure kinematic nature, while
low-energy constants contain information about the short-range dynamics and thus depend on the system
under consideration.
We wish to demonstrate, how to match the NREFT with the well-studied scalar φ4 theory, containing a
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Figure 1.8: Diagrams contributing to the one-loop matching of the 2-particle scattering amplitude in the NR theory.
Red dots denote g1 vertices,crosses relativistic vertices and green dot the derivative one
massive scalar spin-0 field φ with physical mass M. Its Lagrangian is given by
L = 1
2
(∂µφ)2 − M
2
r
2
φ2 − λr
4!
φ4 + counterterms, (1.76)
where the renormalized mass is Mr = Mr(µ0) and the coupling is λr = λr(µ0). Here, µ0 denotes the
renormalization scale in MS scheme with dimensional regularisation. Before we discuss the matching
procedure of a scalar field theory with the NREFT, whose Lagrangian is given by Eq. (1.74), let us discuss
some important properties and the nonrelativistic limit. Scalar φ4 theory belongs to non-asymptotically
free theories. Its crucial feature is triviality, which means that the coupling λ must vanish when the
theory supposed to be valid down to the arbitrarily short distances. As was shown using the Lippmann-
Schwinger formalism, the relativistic φ4 theory is indeed trivial in the nonrelitivistic limit [54]. It means
that, in the nonrelativistic limit, one has only a contact interaction with δ3(r) potential and the S -matrix
is unity. However, it is clear that, physically, one can cannot have the theory with a zero-range potential,
since it is impossible to probe two nonrelativistic particles at distances smaller than Compton wavelength.
Therefore, the typical interaction range of the φ4 interaction is not zero but rather 1/M. Translating
this into the language of the effective field theory, we can say that the absence of zero-range interaction
is related to the fact that the effective theory can be valid only up to some scale Λ (cut-off), equal to
the inverse of the interaction range. In our case, Λ ∝ M. The power of the NREFT approach is the
simplification of the loop calculations as compared to the full relativistic scalar φ4 theory. A large
class of diagrams vanish in the nonrelativistic limit. Thanks to particle conservation, the two-body
amplitude reduces to the bubble chain sum with the single loop entering the chain as depicted on Fig.
1.8. Furthermore, it should be pointed out that the non-relativistic EFT is essentially equivalent to the
effective range expansion. This statement stems from the fact that in a hadronic processes with particle
momenta much smaller than their masses, the scattering amplitude can be expressed through effective
range parameters and therefore the couplings in the NREFT are directly related to these parameters.
The matching procedure implies that the non-relativistic couplings gi can be expressed through the
parameters M, λr and the scale µ0. Generally,the matching condition in the 2-body sector is expressed
through the equality of the non-relativistic TNR and relativistic T scattering amplitudes with different
normalization of the asymptotic states taken into account
T (p1,p2;q1,q2) =
2∏
i=1
(2ω(pi))1/2(2ω(qi))1/2TNR(p1,p2;q1,q2) , (1.77)
where p1,p2 and q1,q1 are 3-momenta of particles in the initial and final states, respectively. Note that
this condition should hold order by order in the expansion in pi/M,qi/M.
Let us illustrate the matching procedure, considering the S-wave scattering in the relativistic φ4 theory
and, correspondingly, in the NREFT. We expand first the non-relativistic amplitude, in powers of v, using
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Eq. (1.77) in the CM frame with the tree level amplitude from Eq. (1.76)
T (p1,p2;q1,q2)
2ω(p)2ω(q)
= λr
1
2ω(p)2ω(p)
=
λr
4M2
− λr
4M2
p2 + O(
1
M6
). (1.78)
On the other hand, we can read off the non-relativistic amplitude from the Lagrangian in Eq.(1.74)
TNR(p1,p2;q1,q2) =
g1
M2
− g2
M4
p2 − g3(p − q)
2
M4
+ O(p4). (1.79)
By comparing two last equations, we arrrive at values of couplings at tree level
g1 =
λr
4
+ O(λ2r ), g2 =
λr
4
+ O(λ2r ), g3 = O(λ
2
r ) (1.80)
Going beyond the tree level requires the calculation of the loops. The corresponding relativistic and non-
relativistic one loop amplitudes that should be matched, are shown on Fig.1.7 and Fig. 1.8, respectively.
We see that the non-relativistic amplitude contains a single loop plus relativistic and derivative 4-body
vertices. The single loop, which enters the bubble chain, is given in the CM frame by
J(P0) =
∫
dDl
(2pi)Di
1
M + l
2
2M − P0 + l0 − i0
1
M + l
2
2M − l0 − i0
(1.81)
=
iM
4pi
(M(P0 − 2M))1/2, D→ 4,
where Pµ = pµ1 + p
µ
2. The loop containing derivative couplings and relativistic vertices is calculated in a
similar manner. Note that the loop integral with arbitrary derivative vertex factorizes into the same power
of external momentum |p| multiplied by J(P0). It is this property that makes it possible to sum up the
amplitude to all orders in the perturbative expansion. Note that only a finite number of non-relativistic
loops contribute at a given order in v. We arrive finally at the following expansion of the non-relativistic
amplitude in the CM frame
TNR = M−2
(
h0 + h1
|p|
M
+ h2
|p|2
M2
+ h3
pq
M2
+ ...
)
, (1.82)
where the coefficients hi are finite polynomials in gi. Here, only the odd powers of |p| contribute the
the non-analytic piece of the non-relativistic amplitude. The crucial point is that this non analytic piece
reproduces the one of the full relativistic theory. To show this, we consider the scattering amplitude in φ4
theory at one loop (see Fig. 1.7)
T (s, t, u) = const + λ2r (J¯(s) + J¯(t) + J¯(u)) + O(λ
3
r ), (1.83)
J¯(x) =
1
16pi2
(
σxln
σx − 1
σx + 1
+ 2
)
, σx =
√
1 − 4M
2
x
,
where s, t, u are Mandelstam variables. Since we are considering the vicinity of the threshold, the
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expansion of J¯(s), J¯(t), J¯(u) around s = 4M2, t = 0, u = 0 takes the form [55]
16pi2 J¯(s) = 2 +
ipi|p|
M
− 2|p|
2
M2
+ O(v3),
16pi2 J¯(t) = − (p − q)
2
6M2
+ O(v4),
16pi2 J¯(u) = − (p + q)
2
6M2
+ O(v4) (1.84)
Let us now demonstrate that the non-relativistic amplitude in Eq. (1.82) correctly reproduces the non-
analytic piece which is generated only by the s-channel contribution. To check this, consider one-loop
diagram without derivative vertices. The amplitude is given by
TNR =
g21
M4
J(P0) =
g21
M3
i
4pi
|p|. (1.85)
Substituting the value of g1 from the tree-level matching we get
TNR =
iλ2r
64piM3
|p|. (1.86)
On the other hand, taking into account the matching condition, which takes the form 4M2TNR = TR
and the explicit expansion of relativistic loop finction J¯(s) from Eq.(1.84) , we see directly that the
non-analytic piece from NREFT is the same as in the full relativistic theory.
In the framework of NREFT, the relativistic corrections must be summed up to all orders, to get the
relativistic amplitude with particles having the relativistic dispersion law. Furthermore, this issue affects
the matching condition Eq.(1.77). Due to non-relativistic normalization of the states, leading to the
factors 2ω(pi)1/2 in the matching condition, one has to sum up contributions of higher order operators
to fulfil Lorentz invariance. However, in the so-called covariant NREFT one can modify the above
framework such that the Lorentz invariance is maintained from the beginning by construction [56]. To
this end, let us rescale the non-relativistic field as Φ(x)→ √2ΩΦ(x), where Ω = √M2 − ∆. Then, one
can write down the Lagrangian with the rescaled field
L = Φ†2Ω(i∂t −Ω)Φ + G(Φ†)2Φ2 + ..., (1.87)
where G is the lowest-order coupling and the higher-order derivative terms are omitted in the expression.
The corresponding propagator has the form
i〈|TΦ(x)Φ†(0)|〉 =
∫
d4 p
(2pi)4
e−ipx
2ω(p)(ω(p) − p0 − i) , (1.88)
whereas the loop integral, entering all loop diagramms, is given by
J(P0,P) =
∫
dDk
(2pi)Di
1
2ω(k)2ω(P − k)(ω(k) − k0)(ω(P − k) − P0 + k0) (1.89)
and dimensional regularization is implied. At this point, we mention that the loop integral violates the
power counting rules, which require that J(P0,P) is counted as O(vd−2). The reason for this is related
to the presence of heavy mass scale M in the integrand of Eq.(1.89). Since the integration in Eq.(1.89)
is performed up to infinity, it is clear that at momenta of the order of M and higher, when effective
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theory breaks down, the integration procedure is no longer valid. However, there is a way to remove the
high-energy contributions to the integral through the so-called threshold expansion [55, 57, 58]. The
main idea of this prescription is to expand the integrand in Eq.(1.89) in powers of 1/M, integrate each
term of the expansion and then resum. Performing the threshold expansion in the above integral and
doing the momentum integration, one arrives at the following expression of the loop integral
J(P0,P) =
∫
dDk
(2pi)D
1
2P0
1
k2 − (kP/P0)2 − q20
=
i
16
√
1 − 4M
2
s
. (1.90)
Note that it is equivalent to the relativistic one loop integral. We see that the threshold expansion leads to
the correct relativistic result and loops preserve the power counting rules, i.e., J is counted as O(v).
1.5 Finite-volume formalism
In the previous section, we mentioned already that the resonances require a special treatment in lattice
QCD. The reason, why it is impossible to gain any information about resonances from large- time
behaviour of Euclidean correlators (as it is the case with stable particles), is the following. In order to
calculate scattering parameters from lattice QCD, one has to Wick-rotate the Euclidean n-point function
back to Minkowski space. Such continuum reconstruction, indeed, would be possible according to the
Osterwalder-Schrader theorem, which however requires the continuity of the lattice. Since the lattice
momentum takes only discrete values, p = 2pin/L, n ∈ N , it is not possible to perform the analytical
continuation. The statement that infinite volume scattering parameters cannot be directly determined from
Euclidean lattice correlators goes under the name of Maiani-Testa theorem [59]. However, as we will
discuss below, the finite volume effects of two interacting particles on the lattice, whose interaction range
is much smaller than the box size, contain information about their infinite-volume scattering amplitudes.
Historically, the above mentioned idea appeared in the work by Huang and Yang [60], who considered the
interaction of two hard spheres in a box and found the relation between the energy shift due to interaction
and the scattering length in the infinite volume. The other pioneering work is by DeWitt [61], who also
established connection between discrete spectrum and scattering parameters. Years later, there was the
first attempt of lattice determination of the pi − pi and pi − N scattering lengths by Guagnelli, Marinari and
Parisi [62]. However, it was Martin Lüscher, who systematically addressed this problem in a series of
papers [48, 63, 64].
Physically, there are two types of finite volume-effects. One is due to the polarization effects of
individual particles "around the world". Such effects are exponentially suppressed in volume size as
e−MpiL. Another finite-volume effect results from direct interaction of the particles with each other and
is not exponentially suppressed, but rather has a power law dependence on the box size. This can be
seen from the following quantum-mechanical consideration. The probability that two particles in the
finite volume interact at rest is proportional to inverse of the volume V−1, but equal to zero in the infinite
volume. Thus in the cubic box of the size L, the finite-volume effect due to interaction is 1/L3 at leading
order. The 2-particle energy shift in a finite box due to this effect is related to the scattering phase shift in
the infinite volume. Of course, for a precise determination of phase shift, the box must be large enough,
so that polarization effects can be neglected. In other words, one must exploit lattices with the length L
much bigger than the interaction range R. We focus below first on the elastic 2-body scattering and then
consider the coupled-channel formalism.
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1.5.1 Elastic scattering
The mapping between the 2-particle energy shift in a finite volume and the infinite-volume phase shift
was initially derived by Lüscher in the non-relativistic-quantum mechanics and then proved in a quantum
field theory [63, 64]. We treat first the non-relativistic case. 2 To this end, let us consider the simple
case of non-relativistic scattering of two spin-0 particles with equal masses, which interact through a
short-range potential V in 3 dimensions and in the CM frame. We write first the scattering T -matrix given
by the Lippmann-Schwinger (LS) equation, which has the following momentum-space representation :
〈q′ |T (E) |q 〉 = 〈q′ |V(E) |q 〉 +
∫
d3k
(2pi)3
〈q′ |V(E) |k 〉 1
k2
2µ − E − i
〈k |T (E) |q 〉, (1.91)
where E = q20/2µ is the full CM energy of the incoming particles and µ is the reduced mass. The
corresponding partial wave expansions of V and T have the well-known form:
〈q′ |T (E) |q 〉 = 4pi
∞∑
l=0
+l∑
m=−l
Ylm(qˆ′) Y?lm(qˆ) Tl(E;q
′,q) (1.92)
〈q′ |V(E) |q 〉 = 4pi
∞∑
l=0
+l∑
m=−l
Ylm(qˆ′) Y?lm(qˆ) Vl(E;q
′,q).
Taking into account the orthogonality of the spherical functions, and putting q
′2 = q20 , we get the LS
equation for the half-shell T -matrix:
Tl(q′, q) = Vl(q′, q) +
∫ ∞
0
dkk2
2pi2
Tl(q′, k)Vl(k, q)
2µ
k2 − q′2 − i . (1.93)
We consider further only S-wave scattering. Let us single out the on-shell T -matrix, which is responsible
for main finite-volume corrections. To separate the singular part of the LS equation, we write the
propagator as
1
k2 − q′2 − i =
P
k2 − q′2 + ipiδ(k
2 − q′2) (1.94)
where P denotes the principal value and this identity is valid only within an integral. Then, the LS
equation takes the form
Tl(q′, q) = Vl(q′, q) + P
∫ ∞
0
dkk2
2pi2
Tl(q′, k)Vl(k, q)
2µ
k2 − q′2 + ipi
q′
4pi
Vl(q′, q)T (q′, q′) (1.95)
Furthermore, it is clear that the formal solution of Eq. (1.95) can be written in terms of the K-matrix as
Tl(q′, q) = Kl(q′, q)
[
1 + i
q′
4pi
T (q′, q′)
]
(1.96)
Kl(q′, q) = Vl(q′, q) +
∫ ∞
0
dkk2
2pi2
Kl(q′, k)Vl(k, q)
2µ
k2 − q′2 ,
2 For thorough treatment of potential scattering theory reader is referred to a classical book by Goldberger and Watson [65]
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As is known, the partial-wave amplitudes Tl satisfy the on-shell (q′2 = q2 = q20) unitarity relation
Im Tl(E; q, q) = Im Tl(E) =
µq
2pi
|Tl(E) |2, (1.97)
and they are expressed through the scattering phase δl as
Tl(E) =
2pi
µ
1
q ctg δl(q) − iq . (1.98)
Using last equation, we arrive at the on-shell K-matrix
K(q, q) =
q
µ
tg δ(q). (1.99)
Let us now consider the scattering in a finite-volume. Since all momenta are quantized in a box and
therefore run over discrete set of values {q,q′,k} = 2pin/L,n ∈ Z3, the integration must be substituted
by summation over the allowed momenta:∫
d3k
(2pi)3
−→ 1
L3
∑
k=2pin/L
(1.100)
Furthermore, the partial wave projection is non-trivial, since spherical symmetry is broken down
to the cubic group and thus higher partial waves mix with lower ones. However at low energies, the
effects of partial wave mixing are suppressed and we will neglect them to simplify the derivation. In
addition, the potential and masses get only exponentially suppressed corrections and thus we will use
their infinite-volume values. Having the above in mind, the finite-volume version of the T -matrix, T L
satisfies the following LS equation
T L(q′, q) = V(q′, q) +
1
L3
∑
k=2pin/L
T L(q′, k)V(k, q)
2µ
k2 − q′2 , (1.101)
where no i prescription is needed, since all quantities are real. Again, the sum in right-hand side of Eq.
(1.101) has a singularity when the particles go on-shell and we remove it by subtracting and adding the
singular contribution
T L(q′, q) = V(q′, q) +
1
L3
∑
k=2pin/L
{T L(q′, k)V(k, q) − T L(q′, q′)V(q′, q)} 2µ
k2 − q′2 (1.102)
+ T L(q′, q′)V(q′, q)
1
L3
∑
k=2pin/L
1
k2 − q′2
In order to establish the relation between T L and T and to quantify the finite-volume effects, let us use
key result of the called the regular summation theorem. The theorem states that for a function f (k) which
is non-singular, infinitely differentiable and decays fast enough for |k| → ∞, the sum over the discrete set
coincides with the integral up to exponentially suppressed terms
1
L
∑
k
f (k) =
∫
d3k
(2pi)3
f (k) + O(e−MpiL). (1.103)
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The result can be derived with the help of Poisson summation formula
1
L3
∑
k
f (k) =
∫
d3k
(2pi)3
f (k) +
∑
k
∫
d3k
(2pi)3
f (k) eiLkn. (1.104)
In the Eq. (1.102), we apply the regular summation theorem to the first summand on the right-hand side,
which is regular. After some simple transformations we arrive at the following equation for T L
T L(q′, q) =
1 + T L(q′, q′) 14pi2LS
(Lq′2pi
)2 V(q′, q) + P∫ d3k(2pi)3 T L(q, k)V(q′, q) 2µk2 − q′2 , (1.105)
where the function S is defined through
S
(Lq′2pi
)2 =
 1L3 ∑k=2pin/L−
∫
d3k
(2pi)3
 1k2 − q′2 (1.106)
The solution of the LS equation in a finite volume has the form
T L(q′, q) =
[
1 + T L(q′, q′)
1
4pi2L
S
((Lq
2pi
)2)]
KL(q′, q). (1.107)
Here, the KL-matrix
KL(q′, q) = V(q′, q) +
∫ ∞
0
dkk2
2pi2
KL(q′, k)V(k, q)
2µ
k2 − q′2 + O(e
−MpiL) (1.108)
coincides with the K-matrix in the infinite volume up to exponentially suppressed terms.
We conclude from Eq.(1.107) that the energy levels in a finite volume, given by poles of on-shell T L
matrix, are related to infinite-volume K-matrix (see Eq.1.99) through the equation
q ctgδ(q) =
1
piL
S
((Lq
2pi
)2)
(1.109)
This formula plays a central role in our analysis and goes under the name of the Lüscher formula. In the
original paper, the rhs. of the above equation is written in terms of so-called zeta functionZ00(s, qˆ2)
q ctgδ(q) =
1
pi3/2L
Z00(1, qˆ2), (1.110)
where, generally, the zeta function is defined as
Z00(s, qˆ2) = 1√
4Π
∑
n∈Z3
1
(n2 − qˆ2)s , qˆ =
qL
2pi
(1.111)
for s > 3/2 and can be analytically continued to s = 1. The function S, defined in Eq. (1.106), is
divergent and thus requires regularisation. Both dimensional and cut-off regularisation may be used, the
final results should not depend on particular scheme. We introduce the cut-off momentum qmax. After
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integration, S becomes [66, 67]
S
((Lq
2pi
)2)
= Z00(1, qˆ2) = lim
Λ→∞
 1√4pi
Λ∑
n
1
n2 − qˆ2 −
√
4piΛ
 , (1.112)
where Λ = qmaxL/2pi.
Let us now consider t the large-L expansion of Lüscher’s equation. To this end first note that the
effective range expansion of qctgδ(q) has the well-known form
qctgδ(q) =
1
a
+
1
2
rq2 + ... (1.113)
At large L, one expects that qˆ2 = |n|2 + O(1/L) and we thus need to find corrections to this leading term.
We isolate further the singularity of the zeta-function at qˆ2 = n2 as follows
Z00(1;n2) =
1√
4pi
Λ∑
l,n
1
l2 − n2 −
√
4piΛ (1.114)
= lim
pˆ→|n|
 1√4pi
Λ∑
n
1
n2 − qˆ2 −
√
4piΛ
 − 1√4pi 1|n|2 − qˆ2 ,
where l are integers and the limit Λ → ∞ is implied on both sides. Here Z00(1;n2) coincides with the
subtracted Lüscher zeta function [63]. The lhs. of the above equation can now be Taylor-expanded
around qˆ2 = n2. Substituting the Taylor expansion of Z00(1, qˆ2) and Eq.(1.113) into Eq. (1.110), we
arrive at the expansion of ground state energy for L  a, r
E0 = − 4piamL3
[
1 + c1
a
L
+ c2
a2
L2
+ ...
]
+ O(L−6), (1.115)
where coefficients c1 and c2 are
c1 = −2.837297 = 1
pi
Z00(1, 0) (1.116)
c2 = 6.375183 =
1
pi2
(
Z00(1, 0)2 − Z00(2, 0)
)
This formula shows, how can one extract the scattering length by calculating the ground state energy
level on the lattice.
It is instructive to consider a one-dimensional scattering problem. In that case one cannot expand in
large L since the leading order finite-volume effect 1/L whereas the energy splitting is of order 1/L2.
In other words one must resum to all orders in Lüscher equation. In fact this can be done analytically.
Note that in 1D the Lüscher function is finite and we need to evaluate only the sum in Eq.(1.106). Using
Poissons’ summation formula after contour integration we get the following Lüscher equation
δ(q) = −piqˆ + npi. (1.117)
Having derived the Lüscher equation in the non-relativistic quantum mechanics we may ask whether it
remains valid in quantum field theory, when all radiation effects are included. The answer was given in
the original paper and formulated as a theorem which states that the method remains valid in QFT up to
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Figure 1.9: bubble sum in NREFT, s-wave, s-channel
O(e−MpiL) corrections, provided the relativistic dispersion relation is used E = 2
√
m2 + q2.
A very convenient way to derive Lüscher equation is to use covariant NREFT, considered in the
previous section, in a finite volume. Note that the full amplitude is given by the s-channel bubble chain
sum (see Fig. 1.9) and satisfies the following LS equation in the infinite volume
T (s) = K(s) + K(s)J(s)T (s), (1.118)
where the loop function is given by Eq. (1.90) and the potential V(s) is a low-energy polynomial, which
contains only information about the short-range interactions, encoded in the low-energy constants of
NREFT. Note that we consider here only s-wave scattering. In a finite volume, the potential remains the
same, whereas the loop function changes as
J(s)→ 2√
piL
Z00(1; qˆ2) (1.119)
and we again arrive at the Lüscher equation for the s-wave.
1.5.2 Inclusion of higher partial waves
In the above analysis we have neglected the higher- order partial waves and the effects of the partial-wave
mixing. However, for a number of interesting systems, it is necessary to include them- for example in
case of pipi scattering which we consider below. Furthermore, the application of the Lüscher equation,
which was derived above in the CM frame, requires lattice measurement with several lattice sizes and is
prohibitively expensive. However, one gets more data for fixed lattice size by considering scattering with
non-zero total momentum i.e., using Lorentz boosts [68]. In fact, the boosts are widely used in current
lattice simulations and thus we give a form of Lüscher equation for this case without detailed derivation.
Performing partial-wave expansion of the T L and V , one can get the LS equation for the partial-wave
components. Note that, whereas the partial- wave expansion of the potential is the same in finite and
infinite volumes, the expansion of T L differs, since the rotational symmetry is broken down to the cubic
group. The final result for the boosted system looks like
det
[
e2iδ − M + i
M − i
]
= 0, (1.120)
where the matrix M depends on the boost direction d and is given by
Mdlm,l′m′(q) =
(−1)l
γpi3/2
l+l′∑
j=|l−l′ |
j∑
s=− j
i j
qˆ j+1
(Zdjs(1; q2))∗Clm, js,l′m′ , (1.121)
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where the tensor Clm, js,l′m′ is expressed through the Wigner 3 j- symbols
Clm, js,l′m′ = (−1)m′ il− j+l′
√
(2l + 1)(2 j + 1)(2l′ + 1)
(
l j l′
m s −m′
) (
l j l′
0 0 0
)
. (1.122)
The functionZdjs(1; q2) is the generalised zeta function, given by
Zdjs(1; q2) =
∑
r∈Pd
rlYlm(θ, φ)
(r − q2)s (1.123)
and corresponding summation set
Pd = {r ∈ R3|r = ~γ−1(n + 12d), n,d ∈ Z
3}, γ = 1√
1 − v2
(1.124)
We now discuss implications of rotational symmetry breaking on the extraction of scattering phases. In
the absence of a boost, our system exhibits cubic symmetry O(3,Z), whose irreducible representations
are those of special cubic group S O(3,Z) fixed by parity transformations P = ±1 [48]. One can simplify
the form of M by taking into account the transformation properties of the zeta functions under the
cubic group. From Eq.(1.123), it follows that one needs to know the transformation laws of harmonic
polynomials Ylm(r) = rlYlm(θ, φ) under the cubic group. For any R ∈ O(3,Z) we can write
Ylm(Rr) =
l∑
m′=−l
D(l)mm′(R)Ylm(r), (1.125)
where D(l)mm′(R) are representation matrices. Generally these representations can be expressed through the
irreducible ones Γ. For example for l = 0 we have 0 = A+1 for l = 1− 1 = T−1 , for l = 2− 3 = E+ ⊕ T +2
and so on with corresponding basis vectors, given in Ref [48]. Then, from transformation properties of
harmonic polynomials one can deduce the symmetry relation between elements of M. It is clear that in
practice, one must truncate the number of partial waves in Eq.( 1.122) at some lmax = Λ. In particular, for
only S-wave, we can set Λ = 0 and we are restricted to the A+1 - sector. Then, it is straightforward to show
that Eq.(1.122) reduces to the previously obtained Eq. (1.110).
In case of a non-zero boost d , 0, due to deformations of the cubic lattice, the cubic symmetry O(3,Z)
is further reduced to point symmetry, which contains rotations and rotation-inversions. The form of the
point group depends on the direction of the boost. Consider, for example, a particular case in d = (0, 0, 1).
The corresponding point group is tetragonal group D4h, which has 10 irreducible representations: 8
1-dimensional A±1 , A
±
2 , B
±
1 , B
±
2 and 2 2-dimensional E
±. From the definition of the zeta function and the
symmetry properties of 3 j-symbols, in case of equal masses, one can deduce the selection rules for the
elements of M-matrix [68], in case of equal masses
Mdlm,l′m′ = 0 l
′ , l(mod2) (1.126)
,Mdlm,l′m′ = 0 m
′ , m (mod4)
,Mdlm,l′m′ = M
d
l′m′,lm = M
d
l(−m),l′(m′).
As an example, consider the ρ which is observed in p-wave pipi scattering. In this case, the F-wave
and higher contributions can be safely neglected and thus one can choose Λ = 3 [69]. For l = 1, the
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Figure 1.10: The left panel: the free spectrum and a separate resonance. The right panel: the resonance spectrum
(avoided level crossing) [70]
irreducible representations of D4h are
D(0) = A+1 (1.127)
D(1) = A−2 ⊕ E−
For D(1), we see that unlike unbroken O(3,Z), when the eigenstate belongs to irreducible representation
T−1 , there is splitting into two non-degenerate eigenstates. By decomposing the determinant in Eq.(1.122)
into product of several determinants, it can be shown that the phase-shift δ1 satisfies the following
equations
ctgδ1(A−2 ) =
γ−1
qpi3/2
((Zd00(1; q
2))∗ +
2√
5q2
(Zd20(1; q
2))∗), (1.128)
ctgδ1(E−) =
γ−1
qpi3/2
((Zd00(1; q
2))∗ − 1√
5q2
(Zd20(1; q
2))∗).
We now come back to the main question of the lattice study of resonances. Since any resonance is
by definition a complex pole of T -matrix, it is impossible to identify it from the finite volume spectrum
directly. In other words, in a finite volume, due to the discretization of states, no elastic cut is present,
through which one could arrive at the second Riemann sheet on which the resonance is present. The
resonance manifests itself in a peculiar behaviour of the lattice energy levels as a function of the lattice
size. Such a behaviour is called avoided level crossing. In Fig. 1.10 we show two cases: in the left figure
the resonant state does not couple with two-particle states, whereas in the right one we have a mixture of
resonant and 2-particle states. The fact that the resonant state does not correspond to any level in the
2-particle spectrum can be directly observed from Eq.(1.117).
1.5.3 Inelastic scattering
Having considered elastic scattering on the lattice, we now turn our attention to the inelastic one. A lot of
interesting hadronic resonances are observed in multichannel scattering processes. Therefore, to study
them on the lattice one must generalize the Lüscher formalism to this case. The Lippmann-Schwinger
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formalism, we used in previous section together with the covariant NREFT, is ideally suited for this
purpose [66, 71, 72]. The main assumption here is that the potential in NREFT, which is a polynomial in
small 3-momenta, is finite for the energies of interest. Furthermore, the statement that the Bethe-Salpeter
kernel remains the same in a finite box, along with the arguments of the original paper by Lüscher is also
true for coupled-channel case as long the coupling to the inelastic channels is small. Having this in mind,
consider the simplest case of 2-channel S-wave pipi − KK¯ scattering. We can generalize the Eq. (1.107)
as follows
T Li j(s) = Ki j(s) +
2√
piL
∑
n
Kin(s)Z00(1; qˆ2n)T Ln j(s), i, j, n = 1, 2 , (1.129)
where channel indices 1 and 2 denote the pipi and KK¯ channels, respectively. From the above equation we
obtain the generalised version of the Lüscher equation for the K-matrix
1 − 2√
piL
Z00(1; qˆ21)K11(s) −
2√
piL
Z00(1; qˆ22)K22 (1.130)
+
2√
piL
Z00(1; qˆ21)
2√
piL
Z00(1; qˆ22)(K11(s)K22(s) − K12(s)2) = 0.
From the last equation, we immediately observe that the crucial difference to the one-channel case is
that the problem of the determination of K-matrix elements is unconstrained. In other words, for single
measurement there are three unknowns K11,K12,K12. One way to solve this issue is to parametrize
T -matrix and then tune the parameters for the whole spectrum En(L). One convenient choice for the
parametrization of T -matrix is following [73]
T (l)i j =
1
(2ki)l
K−1i j
1
(2k j)l
+ Ii j(s), (1.131)
where Ki j(s) is real function and Ii j(s) is the Chew-Mandelstam function.
As in the one-channel case, one has to calculate both ground state and exited energy levels for various
box sizes, which again increases computational costs. We introduced already the boost that help to solve
this issue. Another promising approach, which plays the central role in the presented thesis is to use the
twisted boundary conditions. Quark fields q(x), which enter lattice simulations, usually obey periodic
boundary conditions. However, nothing prevents us to impose a more general type of boundary condition:
q(xi + L) = eiθq(xi) (1.132)
They were first introduced in Refs. [74, 75]. From the last equation, the unperturbed momentum spectrum
is given by
pi = ni
2pi
L
+
θi
L
(1.133)
For a fixed L, one can smoothly vary the lattice momenta by changing the twisting angles θi, which is
effectively equivalent to simulations at different volumes. From the computational point of view, it is
more feasible to impose periodic boundary conditions on sea quarks whereas valence quarks are subject
to twisted boundary conditions. In such case of partially twisted boundary conditions, there is no need to
generate a set of new gauge configurations for each value of twisting angle [76]. Twisting the quarks
effectively results in twisting the hadrons, making the lattice hadron momentum dependent on the twisting
angle. The Lüscher formalism is therefore modified, since the loop momenta depend now on the twisting
angle. In fact, what needs to be modified is the Lüscher zeta function. If we impose twisted boundary
conditions on the s-quark in the pipi − KK¯ scattering, the KK¯ pair will have a non-vanishing relative
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momentum ±θ/L, whereas the pipi pair is not affected by twisting. Therefore, only the zeta function
Z00(1; qˆ22) become now θ-dependent
Zθ00(1; qˆ22) =
1√
4pi
∑
n∈Z3
1
(
∑3
i=1(ni +
θ
2pi )
2) − qˆ22
(1.134)
The generalization to an arbitrary number of channels and various twisting scenarios is straightforward
and we do not consider it here.
The generalization of the Lüscher method in case of partially twisted boundary conditions is less trivial
and depends on the system in question. As it was shown in Refs. [77, 78] both the partial twisting and
full twisting lead to the same result as long as there are no quark annihilation diagrams, which is the
case for many exotic states. Physically, the presence of channels, where the valence quark-antiquark can
annihilate into a pair of sea quark-antiquark, obeying different boundary conditions, leads to the violation
of unitarity. Therefore, on the first sight, no information about scattering can be extracted in that case.
However, as it will be demonstrated in the next Chapter, using the framework of PQChPT, it is possible
to modify the Lüscher method in a way such that the use of partial twisting is fully justified.
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CHAPTER 2
Partial twisting for scalar mesons
2.1 Summary of the project
The aim of the project was to study the possibility of imposing partially twisted boundary conditions
in the scalar sector of lattice QCD. According to previous studies, the existence of quark annihilation
diagrams makes it impossible to determine the scattering parameters using the conventional Lüscher
formalism with partial twisting. However, we demonstrate that this conclusion is too restrictive. Using
the framework of partially quenched chiral perturbation theory, we derive the modified version of the
Lüscher equation, valid for the case of partial twisting. The derivation was done for coupled channel
channel S-wave piη−KK¯ scattering with isopin I = 1. The channel space is extended, due to the presence
of not only valence, but also sea and ghost quarks, to 11 channels. The graded symmetry, intrinsic to
partially quenched effective theory, leads to symmetry relations between the elements of the potential
and, further, to the non-trivial cancellations in the Lüscher equation, written for those 11 channels. As a
result, the final Lüscher equation contains only physical channels (i.e. the one with mesons composed of
valence quarks only) and its form depends on the twisting scenario. More precisely, twisting only the
s-quark, one gets the Lüscher equation with no twisting, which does not provide new information and
thus has no practical relevance. On the other hand, twisting only the u-quark, the spectrum is described
by the Lüscher equation in a moving frame and it coincides with the one with full twisting. Although the
derivation was performed for a particular system, qualitatively the final result remains the same in general
case: if a twisted valence quark may annihilate, than the corresponding partial twisting is equivalent to
no twisting; if the twisted quark propagates through all quark diagrams without annihilating, then the
partially twisted Lüscher equation is identical to the fully twisted one.
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1 Introduction
Investigating the scalar sector of QCD in the region below and around 1 GeV on the
lattice enables one to gain important information about the low-energy behavior of strong
interactions. A few groups have addressed this problem in the recent years (see, e.g., [1–
7]). Note that carrying out simulations in the scalar sector is a very challenging task by
itself as many of these states share the quantum numbers of the vacuum. In addition,
it is known that the particles, whose properties are investigated in these simulations, are
resonances. Consequently, in order to perform the extraction of their mass and width from
the data, one has to apply the Lu¨scher approach [8] that implies carrying out simulations
at different volumes, complicating further an already difficult problem. Moreover, in case
of the f0(980) and a0(980) mesons, the analysis has to be done by using a coupled-channel
Lu¨scher equation [9–11], which includes pipi/KK¯ and piη/KK¯ channels for total isospin
I = 0 and I = 1, respectively. The resonances are very close to the KK¯ (inelastic)
threshold, which has the unpleasant property of “masking” the avoided level crossing that
serves as a signature of the presence of a resonance in a finite volume [9–11].
Here, one should also mention that the mass and width are not the only quantities one
is interested in case of scalar resonances. The nature of these states is not well established
in phenomenology and is being debated at present, with the arguments given in favor of
their interpretation as tetraquark states (see, e.g., [12–15]), as KK¯ molecules [16–19], or as
– 1 –
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a combination of a bare pole and the rescattering contribution [20, 21] (see also refs. [22–
24] for more information on this issue). In view of the conflicting interpretations, it is
interesting to study the signatures of a possible exotic behavior, e.g., applying Weinberg’s
compositeness condition or the pole counting criterion (see, e.g., [25–34]), or investigating
the quark mass dependence of the resonance pole position [9]. It is possible to “translate”
all these criteria into the language of lattice QCD. However, testing them in the real
simulations would require much more data at different volumes and at a much higher
precision than it is at our disposal at present.
Summarizing all the facts above, it is legitimate to ask, whether — given our present
capabilities — the extraction of the properties of scalar resonances on the lattice can be
realistically done with a sufficient rigor and yield clean and unambiguous results in the
nearest future.
In refs. [9–11] it has been pointed out that using twisted boundary conditions in lattice
simulations [35–39] can provide an important advantage in the scalar meson sector (for
applications of this method in other systems see, e.g., [40]). First and foremost, varying
the twisting angle θ can substitute for simulations at different volumes and provide data
of energy levels, which should be fitted in order to determine the resonance pole position.
Note that the same effect can be achieved by carrying out simulations at a non-zero total
momentum. However, whereas the components of the lattice momentum are given by
integer numbers in the units of 2pi/L, where L is the size of the finite box, the twisting
angle can be varied continuously. Another advantage is provided by the fact that twisting
allows one to effectively move the threshold away from the resonance pole location. In
order to illustrate this, consider an example when the s-quark is twisted in the simulations,
whereas u and d quarks still obey periodic boundary conditions [9–11]. Assume, in addition,
that the system is in the center-of-mass (CM) frame. In this example, the K and K¯
mesons in the KK¯ intermediate state acquire 3-momenta, opposite in direction and having
equal magnitude, proportional to |θ|. Hence, the energy of the ground state of the KK¯
pair goes up, whereas the resonance, which corresponds to a true pole in the S-matrix,
stays, by definition, at the same position. For the volumes, which are currently used in
lattice simulations, the upward displacement of the KK¯ threshold would be a large effect.
Consequently, it could be expected that, fitting twisted lattice data, one would achieve
a more accurate extraction of the resonance pole position than in the case of periodic
boundary conditions, when the threshold and the resonance are very close. Note that
this conjecture has been fully confirmed in refs. [10, 11] by performing fits to “synthetic”
data sets.
There is, however, an important caveat in the arguments above. Imposing twisted
boundary conditions in lattice simulations implies the calculation of gauge configurations
anew. This is a very expensive enterprise. The majority of simulations up to day are done
by applying the so-called partial twisting, i.e., twisting only the valence quarks and leaving
the configurations the same. It can be proven (see, e.g. [38, 39]) that in many cases the
results obtained by using partial and full twisting coincide up to exponentially suppressed
terms. This happens when there are no annihilation diagrams, i.e., the diagrams where
the valence quark-antiquark pair from the initial state can annihilate and a pair of the
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M1
M2
Figure 1. An example of an annihilation diagram in meson-meson scattering. The full and dashed
lines denote valence and sea quarks, respectively. The intermediate state for this diagram consists
of two mesons M1 and M2 with one valence and one sea quark.
sea quark-antiquark is produced, which obey a different boundary condition (see figure 1).
However, it is easy to verify that, in case of scalar mesons, the annihilation diagrams do
appear. Consequently, following the arguments of refs. [38, 39], one had to conclude that
the partial twisting in this case is useless — one has either to perform a full twisting, or
to give it up.
We consider this conclusion premature. One could look at the problem from a different
point of view. It is definitely not possible to prove in general that in this case the partial
and full twisting lead to the same result. Could one find a modified Lu¨scher equation,
which corresponds to the case of partial twisting? Does this equation enable one to still
extract the physically interesting information about the scattering S-matrix elements in
the finite volume? If the answer to this question is yes, using partial twisting in lattice
simulations can be justified.
In this paper we do not give a full-fledged solution of the problem. Rather, we have
chosen to concentrate on one particular example, namely, the a0(980), which is an S-wave
resonance with the isospin I = 1, and solve this problem to the end. Possible mixing to
other partial waves is neglected. The inclusion of higher partial waves forms a subject of a
separate investigation which will be carried out in the future.
A brief outline of the method is as follows. It is well known that Lu¨scher’s equation can
be most easily derived by using non-relativistic EFT framework in a finite volume [41–43].
Twisting at the quark level can be straightforwardly implemented at the hadronic level: the
hadrons acquire additional momenta, proportional to the twisting angle θ. The expression
for the zeta-function in the Lu¨scher equation also changes in a well-defined way, whereas
the non-relativistic potentials, which encode the short-range dynamics, are θ-independent.
All this gives the Lu¨scher equation in case of twisted boundary conditions.
The case of partially twisted boundary conditions can be considered analogously. The
spectrum of the effective theory now contains much more hadrons, consisting of valence,
sea and ghost quarks (see, e.g., [44]). Boundary conditions for each hadron are determined
by the boundary conditions on its constituents, so the θ-dependence of the zeta-functions,
entering the Lu¨scher equation, is uniquely defined also in this case. The crucial observa-
tion, which enables one to arrive at a tractable form of the Lu¨scher equation, is that the
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symmetries, which are present in the theory in the infinite volume, relate the potentials
in valence, sea and ghost sectors (the masses of valence, sea and ghost quarks are taken
equal). It can be shown that the Lu¨scher equation can be reduced to the one that contains
the potentials only in the physical (valence) sector and can thus be used to analyze the
lattice data.
The layout of the paper is as follows. In section 2 we describe the effective field theory
(EFT) framework for partially twisted QCD — first, in the infinite volume. In section 3
we discuss in detail the constraints imposed by the symmetries on the matrix elements of
the effective non-relativistic potential. In doing this, we first neglect the neutral meson
mixing beyond tree level. In section 4 the Lu¨scher equation in case of the partially twisted
boundary conditions is derived. Possible applications in the simulations in the scalar sector
are discussed. In section 5 we clear the remaining loopholes by discussing the mixing to
all orders in this framework and show that the results are not affected. Finally, section 6
contains our conclusions and outlook.
2 The effective field theory framework
In order to obtain the spectrum, one usually studies the behavior of certain correlators at
a large Euclidean time separation t:
C(t) = 〈O(t)O†(0)〉 = 1
Z
∫
DUDψDψ¯O(t)O†(0) exp
{
−SG −
∫
d4xψ¯( 6D +m)ψ
}
, (2.1)
where SG stands for the gluon action functional, andO(t),O†(t) are appropriate source/sink
operators, which have a non-zero overlap with the physical states of interest. At this stage,
we do not specify the explicit form of these operators — these can be, for example, quark-
antiquark or two meson operators, etc.
In order to distinguish between valence and sea quarks, we use the standard trick (see,
e.g., [44] and references therein), rewriting the above path integral in the following manner
C(t) =
1
Z
∫
DUDψvDψ¯vDψsDψ¯sDψgDψ¯gOv(t)O†v(0)
× exp
{
−SG −
∫
d4x
[
ψ¯v(6D +mval)ψv + ψ¯s( 6D +msea)ψs + ψ¯g( 6D +mgh)ψg
]}
. (2.2)
Here, the subscripts “v,” “s” and “g” stand for valence, sea and ghost quarks, the latter
being described by commuting spinor fields. After performing the path integral over quarks,
it is seen that the fermion determinant, coming from valence quarks, is exactly cancelled
by the one from the ghost quarks, and the expression, given in eq. (2.1), is reproduced.
In order to describe the situation with partially twisted boundary conditions, one
imposes twisted boundary conditions on the valence and ghost quarks and periodic bound-
ary conditions on the sea quarks. The masses of all species of quarks are taken equal,
in difference to the partially quenched case where m = mval = mgh 6= msea. Note that
mval,mgh,msea are matrices in flavor space. Note also that we assume isospin symmetry
throughout the paper mu = md = mˆ 6= ms.
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In the chiral limit, the infinite-volume theory is invariant under the graded symmetry
group SU(2N|N)L × SU(2N|N)R ×U(1)V, where N = 3 is the number of light flavors. The
low-energy effective Lagrangian,1 corresponding to the case of partially twisted boundary
conditions, contains the matrix U = exp{i√2Φ/F} of the pseudo-Goldstone fields Φ, which
transforms under this group as
U → LUR† , L,R ∈ SU(2N|N) . (2.3)
The Hermitian matrix Φ has the following representation
Φ =
Mvv M
†
sv M
†
gv
Msv Mss M
†
gs
Mgv Mgs Mgg
 . (2.4)
Here, each of the entries is itself a N ×N matrix in flavor space, containing meson fields
built up from certain quark species (e.g., from valence quark and valence antiquark, from
sea quark and ghost antiquark, and so on). The fields Mgv and Mgs are anti-commuting
pseudoscalar fields (ghost mesons). Further, the matrix Φ obeys the condition [44]
str Φ = tr (Mvv +Mss −Mgg) = 0 , (2.5)
where “str” stands for the supertrace.
The effective chiral Lagrangian takes the form
L = F
2
0
4
str (∂µU∂
µU †)− F
2
0
4
str(χU + Uχ†) + higher-order terms, (2.6)
where χ = 2mB0 is proportional to the quark mass matrix.
In the infinite volume, the above theory is completely equivalent to ordinary Chiral
Perturbation Theory (ChPT), since the masses of the quarks of all species are set equal.
In a finite volume, the difference arises due to the different boundary conditions, set on
the different meson fields. These boundary conditions are uniquely determined by the
boundary conditions imposed on the constituents.
We do not intend to use the framework of the partially twisted ChPT to carry out
explicit calculations. We need this framework only to facilitate the derivation of the Lu¨scher
equation. To this end, let us consider large boxes with LM−1pi , where Mpi is the lightest
mass in the system (the pion mass). The characteristic 3-momenta in such a box are much
smaller than all masses — consequently, the system can be described by a non-relativistic
EFT, whose low-energy couplings are consistently matched to the relativistic theory with
the Lagrangian given in eq. (2.6) (for a detailed review of the non-relativistic theory in
the infinite volume, we refer the reader, e.g., to the refs. [46, 47]; non-relativistic effective
field theories in a finite volume are considered in refs. [41–43].). The two-body scattering
1We assume throughout this paper that the partially quenched theory is a theory with a well-defined
Hamiltonian and spectrum, the presence of the negative-norm states being a sole artefact of the partial
quenching. Recent investigations that can be found in the literature [45], support the above conjecture.
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T -matrix in the non-relativistic theory obeys the multi-channel Lippmann-Schwinger (LS)
equation (for simplicity, we write down this equation in the CM frame)
Tαβ(p,q;P0) = Vαβ(p,q) +
∑
γ
∫
ddk
(2pi)d
Vαγ(p,q)Tγβ(p,q;P0)
2w
(γ)
1 (k)2w
(γ)
2 (k)(w
(γ)
1 (k) + w
(γ)
2 (k)− P0 − i0)
,
(2.7)
where the sum runs over all two-body channels labeled by the index γ, and w
(γ)
1 (k), w
(γ)
2 (k)
stand for the (relativistic) energies of the first and the second particle in this channel.
The potentials Vαβ(p,q) encode the short-range dynamics, including inelastic many-body
channels, which are closed at low energies.2 These potentials are constructed perturbatively
and contain the couplings of the non-relativistic effective Lagrangian.
We use dimensional regularization throughout. In this regularization, the potentials
Vαβ(p,q) coincide with the K-matrix elements. Expanding into the partial waves gives:
Vαβ(p,q) = 4pi
∑
lm
Ylm(pˆ)V
l
αβ(|p|, |q|)Y ∗lm(qˆ) , (2.8)
where kˆ denotes a unit vector in the direction of k. It is easy to see that in the elastic
region for the channel α, on the energy shell where |p| = |q| = q0,
V lαα(q0, q0) =
8piP0
q0
tan δ
(α)
l (q0) , P0 = w
(α)
1 (q0) + w
(α)
2 (q0) , (2.9)
where δ
(α)
l denotes the elastic scattering phase shift with angular momentum l. In the
following, we shall neglect all partial waves except l = 0. The inclusion of partial-wave
mixing will be considered in the future.
When the relativistic theory, described by the Lagrangian given in eq. (2.6), is matched
to the non-relativistic EFT, a complication arises, which stems from the mixing of the states
containing neutral mesons. Namely, in the equation (2.7), the states α, β, γ correspond to
the physical two-particle states. These are not always described by the meson fields which
are present in the matrix Φ. The reason for this is that not all the components of Φ are
independent due to the condition str Φ = 0.
In order to study the issue of mixing, let us again start with the relativistic theory
described by the Lagrangian in eq. (2.6). We restrict ourselves first to order p2, and retain
only diagonal terms in the matrix Φ = diag (φ1, . . . , φ9) (the non-diagonal terms do not
mix). The quadratic piece in the O(p2) Lagrangian takes the form
L(2)0 =
1
2
6∑
i=1
(∂µφi)
2 − 1
2
9∑
i=7
(∂µφi)
2
−M
2
2
(φ21 + φ
2
2 + φ
2
4 + φ
2
5 − φ27 − φ28)−
M2s
2
(φ23 + φ
2
6 − φ29) ,
M2 = 2mˆB0 , M
2
s = 2msB0 . (2.10)
2There is a caveat in this argument. For example, there are multi-pion channels below KK¯ channel.
However, since the couplings to these channels are very weak, they can be safely ignored without changing
the result. For more discussion on this issue, see ref. [9].
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Introducing the following linear combinations
φ1 =
1√
2
ω1 − 1√
6
ω2 − 1
2
ω5 +
1
2
ω8 ,
φ2 = − 1√
2
ω1 − 1√
6
ω2 − 1
2
ω5 +
1
2
ω8 ,
φ3 =
√
6
3
ω2 +
1√
2
ω3 − 1√
2
ω6 ,
φ4 = − 1√
6
ω2 +
1√
2
ω4 +
1
2
ω5 +
1
2
ω8 ,
φ5 = − 1√
6
ω2 − 1√
2
ω4 +
1
2
ω5 +
1
2
ω8 ,
φ6 =
√
6
3
ω2 +
1√
2
ω3 +
1√
2
ω6 ,
φ7 = − 1√
6
ω2 +
1√
2
ω7 + ω8
φ8 = − 1√
6
ω2 − 1√
2
ω7 + ω8
φ9 =
√
6
3
ω2 +
√
2ω3 , (2.11)
it is straightforward to check that the quadratic piece of the Lagrangian can be rewritten
in terms of the fields ω1, . . . , ω8:
L(2)0 =
1
2
{
(∂µω1)
2 + (∂µω2)
2 − (∂µω3)2 + (∂µω4)2 + (∂µω5)2 + (∂µω6)2 − (∂µω7)2 − (∂µω8)2
}
−M
2
2
(ω21 + ω
2
4 + ω
2
5 − ω27 − ω28) +
M2s
2
(ω23 − ω26)−
M2η
2
ω22 , (2.12)
where M2η =
2
3 M
2
s +
1
3 M
2. Note that the condition str Φ = 0 is automatically fulfilled
for the fields given by eq. (2.11). The eight fields ω1, . . . , ω8 are unconstrained as opposed
to the nine fields φ1, . . . , φ9. The propagators for the physical particles can be read off
from eq. (2.12). The fields ω3, ω7, ω8 are ghost fields (they enter the Lagrangian with a
“wrong” sign). Note also that the transformation given in eq. (2.11) can be written in the
compact form
Φdiag =
8∑
j=1
ωjTj , (2.13)
where in Φdiag all components except those on the diagonal are set to zero, and the explicit
form of the matrices Tj is given in appendix A.
The fields ωi describe physical particles at O(p
2), and matching to the non-relativistic
theory is most easily performed in this basis. The symmetry relations between various
matrix elements get, however, very complicated in this basis. In order to circumvent this
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problem, we have chosen to work in another basis
pi0vv = ω1 , pi
0
ss = ω4 , pi
0
gg = ω7 ,
ηvv = −ω2 + 1√
6
(−ω5 + ω8 −
√
2ω3 +
√
2ω6) , η
′
vv =
1√
6
(−
√
2ω5 +
√
2ω8 + ω3 − ω6) ,
ηss = −ω2 + 1√
6
(ω5 + ω8 −
√
2ω3 −
√
2ω6) , η
′
ss =
1√
6
(
√
2ω5 +
√
2ω8 + ω3 + ω6) ,
ηgg = −ω2 + 1√
6
(2ω8 − 2
√
2ω3) , η
′
gg =
1√
3
(2ω8 +
√
2ω3) . (2.14)
Note also that the fields φi and pi
0, η, η′ are related by usual SU(3) relations:
φ1 =
1√
2
pi0vv +
1√
6
ηvv +
1√
3
η′vv,
φ2 = − 1√
2
pi0vv +
1√
6
ηvv +
1√
3
η′vv,
φ3 = − 2√
6
ηvv +
1√
3
η′vv,
φ4 =
1√
2
pi0ss +
1√
6
ηss +
1√
3
η′ss,
φ5 = − 1√
2
pi0ss +
1√
6
ηss +
1√
3
η′ss,
φ6 = − 2√
6
ηss +
1√
3
η′ss,
φ7 =
1√
2
pi0gg +
1√
6
ηgg +
1√
3
η′gg,
φ8 = − 1√
2
pi0gg +
1√
6
ηgg +
1√
3
η′gg,
φ9 = − 2√
6
ηgg +
1√
3
η′gg, (2.15)
The propagator matrix is defined as
i〈0|TϕA(x)ϕB(0)|0〉 =
∫
d4p
(2pi)4
e−ipxDϕAϕB (p) , A,B = vv, ss, gg , (2.16)
and ϕ stands for pi0, η or η′. Further, due to isospin symmetry this matrix is diagonal in
the subspace with different species of pi0:
Dpi0vvpi0vv(p) = Dpi0sspi0ss(p) = −Dpi0ggpi0gg(p) = Dpi , (2.17)
However, different species of the η and η′ mix. Defining the 2× 2 matrix
ΩAB(p) =
(
DηAηB (p) DηAη′B (p)
Dη′AηB (p) Dη
′
Aη
′
B
(p)
)
, (2.18)
we get
Ωvv,vv = Ωss,ss = A , Ωgg,gg = A+ 2X ,
Ωvv,ss = Ωvv,gg = Ωss,vv = Ωss,gg = Ωgg,vv = Ωgg,ss = A+X , (2.19)
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where
A =
(
Dη 0
0 0
)
, X =
(
−13 Dpi − 23 Ds −
√
2
3 (Dpi −Ds)
−
√
2
3 (Dpi −Ds) −23 Dpi − 13 Ds
)
. (2.20)
In the above equations, the following notations were used:
Dpi =
1
M2 − p2 , Dη =
1
M2η − p2
, Ds =
1
M2s − p2
. (2.21)
If matching to the non-relativistic theory is performed in this basis, the free two-particle
Green function is no more diagonal in the channel basis and the equation (2.7) is re-
placed by3
Tij(p,q;P0) = Vij(p,q) +
∑
nm
∫
ddk
(2pi)d
Vin(p,q)G˜nm(k;P0)Tmj(p,q;P0) . (2.22)
The entries of the matrix G˜nm can be easily determined by using eqs. (2.17), (2.18), (2.19)
and (2.20), see below. As already mentioned, the advantage of such a choice of the basis
is that the symmetry relations for the matrix elements Vij , Tij are less complicated in this
basis.
An important remark is in order. Up to now, we have considered the mixing of the
neutral states only at O(p2) in ChPT. The coefficients, e.g., in eq. (2.11) will change, if
higher-order terms are included. How will this affect our expressions? In order not to
obscure the crucial physical arguments, we shall neglect higher-order corrections for now.
At the end, we return to this question and show that the final result remains unaffected
by these corrections.
3 Symmetries of the potential
As already mentioned in the introduction, we concentrate on S-wave scattering in the
sector with total isospin I = 1. It is convenient to choose I3 = 1. Tracking the quarks
of different species, flowing through the diagrams describing meson-meson scattering, and
starting from the state that contains only valence quarks, it is easy to see that the LS
equation couples 11 different channels, as given in table 1.
As immediately seen from this table, the valence sector couples to the sea and ghost
sectors through the annihilation diagrams of the type shown in figure 1. In addition, pi+pi0
states with quarks of different species are no more forbidden in the S-wave.4 Hence, in
general, the partially twisted Lu¨scher equation will differ from the fully twisted one.
3We shall use Greek indices α, β, γ, . . ., to label channels in the basis where the matrix of the two-point
functions of the meson fields is diagonal. This corresponds to working with the fields ω1, · · · , ω8. On the
other hand, in the transformed basis (see eq. (2.14)), we label the channels by Latin letters i, j, n,m, . . ..
4As it is easily seen, the components |(uvd¯s)(usu¯v)〉 and |(dvd¯s)(usd¯v)〉 (similarly, with s → g) in the
entries 10 and 11 of the table 1 do not indeed contribute to the matrix elements under consideration. We
have nevertheless retained them in order to preserve a (formal) analogy with the wave function of the pi0 in
the diagonal sectors. Nothing changes in the results, if these components are omitted from the beginning.
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Index Channel Quark content
1 |pi+vvηvv〉 − 1√6 |(uvd¯v)(uvu¯v + dvd¯v − 2svs¯v)〉
2 |pi+vvη′vv〉 − 1√3 |(uvd¯v)(uvu¯v + dvd¯v + svs¯v)〉
3 |pi+vvηss〉 − 1√6 |(uvd¯v)(usu¯s + dsd¯s − 2sss¯s)〉
4 |pi+vvη′ss〉 − 1√3 |(uvd¯v)(usu¯s + dsd¯s + sss¯s)〉
5 |pi+vvηgg〉 − 1√6 |(uvd¯v)(ugu¯g + dgd¯g − 2sgs¯g)〉
6 |pi+vvη′gg〉 − 1√3 |(uvd¯v)(ugu¯g + dgd¯g + sgs¯g)〉
7 |K+vvK¯0vv〉 |(uvs¯v)(svd¯v)〉
8 |K+vsK¯0sv〉 |(uvs¯s)(ssd¯v)〉
9 |K+vgK¯0gv〉 |(uvs¯g)(sgd¯v)〉
10 |pi+vspi0sv〉 12(−(uvd¯s)(usu¯v − dsd¯v) + (uvu¯s − dvd¯s)(usd¯v)〉
11 |pi+vgpi0gv〉 12(−(uvd¯g)(ugu¯v − dgd¯v) + (uvu¯g − dvd¯g)(ugd¯v)〉
Table 1. Scattering channels for the case of I = I3 = 1.
For comparison, let us consider a (trivial) example of meson scattering in the channel
with I = 2, where the answer is already known. Take, for simplicity, I3 = 2. In this
case, starting in the valence quark sector, one gets only one state |pivvpi+vv〉 = |(uvd¯v)(uvd¯v)〉.
Annihilation diagrams are absent and, consequently, partial and full twisting are equivalent
up to exponentially suppressed contributions.
Using dimensional regularization, it is easy to see that the LS equation reduces to an
algebraic matrix equation (see, e.g., refs. [42, 43])
Tij = Vij +
∑
nm
VimGnmTmj . (3.1)
This equation relates the on-shell matrix elements of T and V .
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The free Green function Gnm in the channel with I = 1 is given by the 11× 11 matrix
G =

B B + Y B + Y O1 O1 O1 O1 O1
B + Y B B + Y O1 O1 O1 O1 O1
B + Y B + Y B + 2Y O1 O1 O1 O1 O1
OT1 O
T
1 O
T
1 K 0 0 0 0
OT1 O
T
1 O
T
1 0 K 0 0 0
OT1 O
T
1 O
T
1 0 0 −K 0 0
OT1 O
T
1 O
T
1 0 0 0 P 0
OT1 O
T
1 O
T
1 0 0 0 0 −P

, (3.2)
where B and Y are 2× 2 matrices (cf. with eq. (2.20)), and O1 is a 2× 1 matrix:
O1 =
0
0
 , B =
E 0
0 0
 , Y =
 −13 P − 23 S −
√
2
3 (P − S)
−
√
2
3 (P − S) −23 P − 13 S
 , (3.3)
and the quantities K,E, P, S are loops with free Green functions in the non-relativistic
EFT, corresponding to the different two-particle channels:
KK¯ : K =
∫
ddk
(2pi)d
1
(2wK(k))2
1
2wK(k)− P0 ,
piη : E =
∫
ddk
(2pi)d
1
2wpi(k)2wη(k)
1
wpi(k) + wη(k)− P0 ,
pipi : P =
∫
ddk
(2pi)d
1
(2wpi(k))2
1
2wpi(k)− P0 ,
piηs : S =
∫
ddk
(2pi)d
1
2wpi(k)2ws(k)
1
wpi(k) + ws(k)− P0 . (3.4)
Here, ws(k) = (M
2
s + k
2)1/2, where Ms denotes the physical mass of the η
s .= s¯s meson,
which emerges in the partially twisted ChPT (to the lowest order, M2s = 2msB0, see
eq. (2.10)).
Calculating the above integrals by using the technique, described in ref. [47], we fi-
nally get
K,E, P, S =
ip
8piP0
, p =
λ1/2(P 20 ,m
2
1,m
2
2)
2P0
. (3.5)
Here, p stands for the relative momentum of the pair of particles in the intermediate state,
m1,m2 are masses of these particles, and λ(x, y, z) = x
2+y2+z2−2xy−2yz−2zx denotes
the triangle function.
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The potential V and the T -matrix are also 11 × 11 matrices. The T -matrix can be
written in the following form
T =

c d ω ω′ −ω −ω′ b y′ y′ y′′ y′′
d c′ ν ν ′ −ν −ν ′ b′ z′ z′ z′′ z′′
ω ν f f ′ f ′′ −fˆ −λ t t′ u u′
ω′ ν ′ f ′ f0 −fˆ f ′′′ −λ′ h h′ r r′
−ω −ν f ′′ −fˆ f˜ f˜ ′ λ −t′ −t˜ −u′ −u˜
−ω′ −ν ′ −fˆ f ′′′ f˜ ′ f˜0 λ′ −h′ −h˜ −r′ −r˜
b b′ −λ −λ′ λ λ′ a y y z z
y′ z′ t h −t′ −h′ y a y z z
y′ z′ t′ h′ −t˜ −h˜ y y a˜ z z
y′′ z′′ u r −u′ −r′ z z z q q′
y′′ z′′ u′ r′ −u˜ −r˜ z z z q′ q˜

. (3.6)
Here, c, d, ω, . . . denote the entries of the matrix Tij . Some (trivial) symmetry relations are
already taken into account, for example, T36 = T45 = −fˆ . Note also that the matrix Tij is
symmetric. On the mass shell, the entries of the above matrix are the functions of a single
Mandelstam variable s (we remind the reader that all partial waves except the S-wave
are neglected). We use the name physical for the amplitudes that describe the scattering
in the sector of only valence quarks: T77 = a corresponds to the KK¯ elastic scattering,
T11 = c to the piη elastic scattering and T17 = T71 = b to the KK¯ → piη transition
amplitude. Other entries in this matrix are “unphysical.” For example, y corresponds to
the transition between the valence and sea quark sectors. Considering the quark diagrams
for this process (see figure 2 and eq. (3.7) below), one straightforwardly ensures that y
corresponds to the contribution of the disconnected diagrams to the KK¯ elastic amplitude.
There exist more symmetry relations, which relate various entries in the above matrix.
A straightforward way to derive these relations in general is to express these amplitudes
in terms of the quark propagators and take into account the fact that the valence, sea and
ghost quark masses all coincide. Below, we give few examples of such calculations.5
5A crucial property of the Lippmann-Schwinger equation with the Green function given in eq. (3.2) is
that the symmetries of the matrix T are the same as the symmetries of the potential matrix V . Later, we
shall check this property explicitly.
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u
s¯ s
d¯
u
s¯
s
d¯
tc td
Figure 2. Connected (tc) and disconnected (td) diagrams, emerging in KK¯ → KK¯ scattering
amplitudes with various quark species, see eq. (3.7).
Example 1. Consider the quark diagrams for the transition between various KK¯ states.
The full 4-point Green functions of the bilinear quark operators are given by
Γ77 = tc − td ,
Γ88 = tc − td ,
Γ99 = −tc − td ,
Γ78 = Γ79 = Γ89 = Γ87 = Γ97 = Γ98 = −td , (3.7)
where tc and td denote connected and disconnected diagrams, respectively, as shown in
figure 2. Different signs in different matrix elements emerge from calculations with anti-
commuting (valence, sea) and commuting (ghost) fields. The connected diagrams are, of
course, absent in the non-diagonal matrix elements. Note that the quark propagators, used
in the diagrams, are the same for all quark species, since that masses of valence, sea and
ghost quarks are the same.
The scattering matrix elements are given by the residues of the 4-point Green functions
at the poles, corresponding to the external mesonic legs. It is seen that all Green functions
in eq. (3.7) are expressed only through two quantities and, hence, there are some linear
relations between them. It can be shown (see section 5 for the details) that the scattering
matrix elements obey exactly the same linear relations even if mˆ 6= ms. Introducing the
notations T77 = a, and T78 = y, we finally arrive at the relations
T88 = a, T99 = a˜ = −a+ 2y , T78 = T79 = T89 = T87 = T97 = T98 = y . (3.8)
Example 2. Consider
Γ33 =
1
6
{
[4Wll − 8Wls + 4Wss] + 2xl + 4xs
}
, (3.9)
where the terms in square brackets stem from the tadpole diagrams, see figure 3, and the
subscripts “l” and “s” stand for “light” and “strange.”
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u
d¯
u, s
u¯, s¯
Wll,Wls,Wss
u
d¯
u
u¯
xl
u
d¯
s
s¯
xs
u, s
u¯, s¯
Figure 3. Diagrams contributing to piη scattering in the valence quark sector, see eq. (3.9).
Wll,Wls,Wss correspond to the diagrams with zero, one, two strange quarks in the tadpoles. xl
and xs are connected diagrams without and with strange quarks.
Carrying out similar calculations, we get
Γ34 =
1
3
√
2
{
[4Wll − 2Wls + 2Wss] + 2xl − 2xs
}
,
Γ35 = −1
6
{
[4Wll − 8Wls + 4Wss]
}
,
Γ45 = − 1
3
√
2
{
[4Wll − 2Wls + 2Wss]
}
,
Γ44 =
1
3
{
[4Wll + 4Wls +Wss] + 2xl + xs
}
,
Γ46 = −1
3
{
[4Wll + 4Wls +Wss]} ,
Γ55 =
1
6
{
[4Wll − 8Wls + 4Wss]− 2xl − 4xs
}
,
Γ56 =
1
3
√
2
{
[4Wll − 2Wls + 2Wss]− 2xl + 2xs
}
,
Γ66 =
1
3
{
[4Wll + 4Wls +Wss]− 2xl − xs
}
. (3.10)
From these relations one easily gets
f + f˜ = −2f ′′ ,
f ′ + f˜ ′ = 2fˆ ,
f0 + f˜0 = −2f ′′′ ,
f ′ − f˜ ′ = −
√
2(f − f˜ − f0 + f˜0) . (3.11)
Acting in the same manner as described in the examples, we get more relations. The
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ones listed below will be used further:
t+ t˜ = 2t′ ,
y′ + t− t′ = y′ + t′ − t˜ = b
h+ h˜ = 2h′ ,
z′ + h− h′ = z′ + h′ − h˜ = b′
u+ u˜ = 2u′ ,
r + r˜ = 2r′ ,√
2(u˜− u) = r˜ − r ,
−
√
2(h˜− h) = t˜− t ,
λ = −t′ ,
λ′ = −h′ ,
z′ −
√
2y′ = h′ −
√
2t′ ,√
2d = 2c− 2ω +
√
2ω′ +
√
2 (f ′ − f˜ ′)− (f0 − f˜0) ,
q + q˜ = 2q′ ,
ν =
√
2ω + fˆ +
√
2f ′′ ,
ν ′ =
√
2ω′ −
√
2fˆ − f ′′′ ,
c′ = c+
d√
2
− f ′′′ − 2f ′′ − 2
√
2fˆ − 3ω + 3√
2
ω′
√
2b′ =
√
2z′ + y′ − b ,√
2y′′ − z′′ =
√
2u− r . (3.12)
As the next step, we would like to establish, what are the implications of the above sym-
metry relations for the potential matrix Vij . Recalling that in dimensional regularization
the T -matrix obeys the algebraic LS equation (3.1), where T and G are given by 11× 11
matrices in eqs. (3.6) and (3.2), respectively, it is a straightforward task to solve the above
matrix equation with respect to V . In doing so, we find it useful to first perform the linear
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transformation of the LS equation with the matrix
O =

1/2 0 1/2 0 0 0 0 0 0 0 0
0 1/2 0 1/2 0 0 0 0 0 0 0
1/4 0 −1/4 0 1/2 0 0 0 0 0 0
0 1/4 0 −1/4 0 1/2 0 0 0 0 0
1/4 0 −1/4 0 −1/2 0 0 0 0 0 0
0 1/4 0 −1/4 0 −1/2 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 1

. (3.13)
The transformed Green function is given by the matrix
Gˆ = OTGO =

B + 34 Y −14 Y −14 Y O1 O1 O1 O1 O1
−14 Y −14 Y 14 Y O1 O1 O1 O1 O1
−14 Y 14 Y O2 O1 O1 O1 O1 O1
OT1 O
T
1 O
T
1 K 0 0 0 0
OT1 O
T
1 O
T
1 0 K 0 0 0
OT1 O
T
1 O
T
1 0 0 −K 0 0
OT1 O
T
1 O
T
1 0 0 0 P 0
OT1 O
T
1 O
T
1 0 0 0 0 −P

, (3.14)
where
O2 =
0 0
0 0
 . (3.15)
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Note that this linear transformation minimizes the number of the entries in the free Green
function, corresponding to the physical piη state. Namely, as seen from eq. (3.14), the
piη state appears only once, on the main diagonal of the matrix Gˆ. The physical KK¯
intermediate states also appear only on the diagonal. Consequently, after using Feshbach’s
method [48, 49] to define the effective potential that includes all unphysical intermedi-
ate states, the resulting LS equation with this effective potential is expected to have a
particularly simple form. We shall explicitly see this below.
The transformed LS equation (3.1) takes the form
Tˆ = Vˆ + Vˆ GˆTˆ , Tˆ = O−1T (OT )−1 , Vˆ = O−1V (OT )−1 . (3.16)
For the analysis of the symmetries of the potential V , it is convenient to further split the
Green function
Gˆ = Gˆ0 + Gˆ1 , Gˆ0 = diag (E, 0, 0, 0, 0, 0,K,K,−K, 0, 0) . (3.17)
The split LS equation is:
Tˆ = Wˆ + Wˆ Gˆ0Tˆ , Wˆ = Vˆ + Vˆ Gˆ1Wˆ . (3.18)
A crucial point is that the certain matrix elements of the matrix W do not contain pipi and
piηs loops.
Vˆ11 = Wˆ11 , Vˆ17 = Wˆ17 , Vˆ18 = Wˆ18 , Vˆ19 = Wˆ19 , Vˆ77 = Wˆ77 , Vˆ88 = Wˆ88 . (3.19)
This property does not hold in general. For example,
Wˆ78 = Wˆ79 = Wˆ89 =
1
2
(Wˆ99 + Vˆ77) 6= Vˆ78 . (3.20)
The above property has direct implications for the matrix elements of T as well. Namely,
iterating the matrix W , it can be shown that in the physical matrix elements a, b, c no pipi
and piηs loops are present, whereas the unphysical matrix elements (e.g., y), in general,
contain such loops. The above statements can be verified explicitly by direct calculations,
in which the use of eqs. (3.8), (3.11) and (3.12) is crucial.6
Taking into account the above relations, it is now straightforwardly seen that the
physical matrix elements a, b, c are determined from a much simpler LS equation
τ = σ + σgτ , (3.21)
where τ, g, σ are 4× 4 matrices that are obtained from the matrices Tˆ , Gˆ0, Wˆ , respectively,
by deleting all rows/columns with the indices i, j = 2, 3, 4, 5, 6, 10, 11 (for these values of
6Inverting 11× 11 matrices analytically have turned to be a very demanding task, leading to extremely
lengthy expressions. What we have explicitly checked in analytic calculations is that the above statements
are valid for first few terms in the Born expansion of the LS equation. In addition, taking random numerical
input for the T -matrix elements, we have checked that all symmetry relations hold numerically for the matrix
elements of the potential as well.
– 17 –
J
H
E
P01(2014)103
the indices the matrix Gˆ0 has vanishing entries on the diagonal). Namely, these matrices
are given by
τ =

c b b b
b a y y
b y a y
b y y −a+ 2y

, g =

E 0 0 0
0 K 0 0
0 0 K 0
0 0 0 −K

, σ =

γ β β β
β α δ δ
β δ α δ
β δ δ −α+ 2δ

,
(3.22)
where
α = Vˆ77 , β = Vˆ17 , γ = Vˆ11 , δ = Wˆ78 . (3.23)
The solution of the LS equation for the physical matrix elements gives:
a=
α− E(αγ − β2)
D
, b =
β
D
, c =
γ −K(αγ − β2)
D
,
D=(1−Kα)(1− Eγ)−KEβ2 . (3.24)
This solution is exactly the same as in the “ordinary” non-relativistic EFT (without sea
and ghost sectors), with α, β, γ being the physical K-matrix elements, which we are aiming
to extract from the lattice data. Note that the physical matrix elements do not depend on
the unphysical entry δ.
To summarize, in the infinite volume the solutions of the LS equation of the non-
relativistic EFT with valence, sea and ghost sectors coincide with those in the theory with
the valence quarks only. In order to prove this statement, it was crucial to use the symmetry
relations between various physical and non-physical T -matrix matrix elements, which are
given eqs. (3.8), (3.11) and (3.12). This result, of course, was expected from the beginning,
since these two theories are equivalent in the infinite volume.
4 Derivation of the partially twisted Lu¨scher equation
Establishing the symmetries of the potential V was the most difficult part of the problem.
After this, the derivation of the partially twisted Lu¨scher equation is straightforward. The
prescription, which allows one to get the finite-volume spectrum from the Lu¨scher equation
is to replace the free Green function G by its finite-volume counterpart. Different boundary
conditions will lead to the different modifications of G. On the contrary, the potential V ,
which encodes the short-range physics, stays unaffected (up to exponentially suppressed
contributions).
Let us consider various scenarios and see in detail, how this prescription works.
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Scenario 1. We impose periodic boundary conditions on the u-,d-quarks and twisted
boundary conditions on the s-quark:
u(x + nL) = u(x) , d(x + nL) = d(x) , s(x + nL) = eiθns(x) . (4.1)
These boundary conditions translate into the boundary conditions for the meson states:
the pions, etas and ηs fields obey periodic boundary conditions, whereas the boundary
conditions for the kaons change:
K±(x + nL) = e∓iθnK±(x) , K0(x + nL) = e−iθnK0(x) , K¯0(x + nL) = eiθnK¯0(x) . (4.2)
This means that K and K¯ mesons containing valence and ghost s-quarks get additional
3-momenta ∓θ/L. The system stays in the CM frame.
The modified Green function takes the form (cf. with eq. (3.14))
GˆL =

BL +
3
4 YL −14 YL −14 YL O1 O1 O1 O1 O1
−14 YL −14 YL 14 YL O1 O1 O1 O1 O1
−14 YL 14 YL O2 O1 O1 O1 O1 O1
OT1 O
T
1 O
T
1 K
θ
L 0 0 0 0
OT1 O
T
1 O
T
1 0 KL 0 0 0
OT1 O
T
1 O
T
1 0 0 −KθL 0 0
OT1 O
T
1 O
T
1 0 0 0 PL 0
OT1 O
T
1 O
T
1 0 0 0 0 −PL

, (4.3)
where the substitution rule is (cf. with ref. [9])
KL, EL, PL, SL =
1
4pi3/2P0L
Z00(1; q
2) ,
KθL =
1
4pi3/2P0L
Zθ00(1; q
2) , q =
pL
2pi
. (4.4)
Here, Z00 (Z
θ
00) denotes the (twisted) Lu¨scher zeta-function
Z00(1; q
2) =
1√
4pi
∑
n∈Z3
1
n2 − q2 ,
Zθ00(1; q
2) =
1√
4pi
∑
n∈Z3
1(
n + θ/2pi
)2 − q2 . (4.5)
In the above equation, an ultraviolet regularization (e.g., the analytic regularization) is
implicit. The free Green function in a finite volume, GˆL, can be again split in analogy with
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eq. (3.17). The crucial point here is that the symmetry of the Gˆ1L, which is the finite-
volume counterpart of Gˆ1, remains the same. Consequently, the relations in eq. (3.19) still
hold in a finite volume. Taking into account this fact, we can rewrite the LS equation (3.21)
in a finite volume:
τL = σL + σLgLτL , (4.6)
where
gL = diag (EL,K
θ
L,KL,−KθL) , (4.7)
and σL is obtained from σ through the replacement δ → δL. Other entries in the matrix σ,
which do not contain contributions from the pipi and piηs loops, stay volume-independent.
The Lu¨scher equation takes the form
dL = det (1− σLgL) = (1− αKL − γEL + (αγ − β2)KLEL)(1− (α− δL)KθL)2 = 0 .(4.8)
It is immediately seen that the determinant vanishes for those energies which obey one of
the equations
0 = 1− αKL − γEL + (αγ − β2)KLEL ,
0 = 1− (α− δL)KθL . (4.9)
The first equation is identical to the Lu¨scher equation with no twisting. It does not depend
on the non-physical entry δL. The second equation depends on the twisting angle and
contains δL. Since unphysical quantities appear, this equation is not very useful for the
analysis of the data.
As seen, the spectrum of the partially twisted equation contains more states than the
fully twisted one. Choosing particular source/sink operators, which do not have an overlap
with some of the states, one may project out a part of the spectrum. For example, in
our case we may consider the quark-antiquark scalar operator Os = u¯d, or the 4-quark
operator producing piη scattering state Opiη = (u¯γ5d)(u¯γ5u+ d¯γ5d− 2s¯γ5s)/
√
6. It is clear
that the spectrum, “seen” by these operators, does not depend on the twisting angle θ.
Consequently, these operators do not overlap with the part of the spectrum, described by
the second equation in eq. (4.9). At the level of the EFT, this is verified, e.g, from the fact
that the piη scattering amplitude
(τL)11 =
γ − (αγ − β2)KL
1− αKL − γEL + (αγ − β2)KLEL , (4.10)
has poles, emerging only from the first equation in eq. (4.9) (note that, say, the KK¯
amplitude, which is the solution of the same LS equation in a finite volume, contains all
poles from eq. (4.9)).
To summarize, it is possible to derive the Lu¨scher equation with a partially twisted s-
quark. The spectrum is dependent on the choice of the source/sink operators. Choosing the
operators that do not have overlap on the unphysical part of the spectrum, it is seen that
the remaining energy levels can be analyzed by using the Lu¨scher equation with no twisting
at all. This is not interesting, because imposing partially twisted boundary condition does
not yield new information in this case.
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Scenario 2. Here we consider twisting of the u-quark, leaving the d- and s-quarks to
obey periodic boundary conditions. What changes here is the free Green function in a
finite volume.
K,E, P, S → KθL, EθL, P θL, SθL =
1
4pi3/2
√
sγL
Zd00(1; (q
∗)2) , (4.11)
where d = PL/2pi = θ/2pi, s = P 20 −P2, γ = P0/
√
s, and
q∗ =
p∗L
2pi
, p∗ =
λ1/2(s,m21,m
2
2)
2
√
s
. (4.12)
The quantity Zd00(1; (q
∗)2) denotes the Lu¨scher zeta-function in the moving frame [50], see
also refs. [43, 51]:
Zd00(1; (q
∗)2) =
1√
4pi
∑
r∈Pd
1
r2 − (q∗)2 ,
Pd = {r = R3 | r‖ = γ−1(n‖ − µ1|d|), r⊥ = n⊥, n ∈ Z3} , (4.13)
where µ1 =
(
1− (m12−m22)/s
)
/2. Here, we would like to mention that, in this scenario,
pi+ (particle 2 in our nomenclature) is twisted in the propagators EθL, S
θ
L, whereas η, η
s
(particle 1) are subject to the periodic boundary conditions. This can be easily understood,
analyzing the quark diagrams for the different intermediate states given in table 1. For
KθL, P
θ
L, either particle can be twisted since both particles in the intermediate state have
the same mass.
The solution of the Lippmann-Schwinger equation in a finite volume takes the following
form (cf. with eq. (3.24))
aL=
α− EθL(αγ − β2)
DθL
, bL =
β
DθL
, cL =
γ −KθL(αγ − β2)
DθL
,
DθL=(1−KθLα)(1− EθLγ)−KθLEθLβ2 . (4.14)
It is seen that the spectra in case of the partial and full twisting coincide. Both 4-quark
and quark-antiquark operators couple to those eigenstates, whose energies are described
by the Lu¨scher equation in the moving frame
DθL = 0 . (4.15)
Summary. Other scenarios are possible. For example, one may consider twisting u- and
d-quarks with the same angle, in order to bring two particles again in the CM frame. We
do not consider more scenarios in detail, since the pattern is already clear from the above
examples.
One observes that there exists the rule of thumb for the scenarios considered above.
Namely, if in a given scenario the twisted valence quarks may annihilate (as in the scenario
1), then the corresponding partial twisting will effectively yield no twisting. On the other
hand, if the twisted valence quarks “go through” all diagrams without annihilating (as in
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the scenario 2), then the partially twisted Lu¨scher equation is equivalent to the fully twisted
one up to exponentially suppressed terms. The first case is indeed easy to understand
without doing any calculations: for studying the spectrum, one could use, for example, the
quark-antiquark source and sink operators u¯d, d¯u, which do not change at all, when the
valence s-quarks are twisted. The result in the second case looks also plausible, when one
considers quark diagrams, corresponding to the two-particle scattering processes. However,
due to technical complications, arising mainly from the neutral meson mixing, certain effort
is needed to elevate a plausible statement to a proof.
5 Meson mixing in the neutral sector
In the preceding sections we have derived symmetry relations for the elements of the scat-
tering T -matrix, assuming the exact SU(3)-symmetric quark content of the states corre-
sponding to the η, η′ mesons: η = η8 ∼ (uu¯+dd¯−2ss¯)/√6 and η′ = η0 ∼ (uu¯+dd¯+ss¯)/√3
in the valence, sea and ghost quark sectors (note that not all of these states are independent
due to the condition str Φ = 0). This assumption holds only, if ms = mˆ. At the level of
the EFT, described by the Lagrangian in eq. (2.6), the above relations hold at tree level
and are broken by O(p4) corrections. Do our results, which rely heavily on the symmetry
relations, survive, if the mixing is taken into account to all orders?
The answer to this question is positive. The physical justification of this fact is very
transparent: in the derivation of the symmetry relations itself that involved the comparison
of the quark diagrams (see section 3), we have never required ms = mˆ. Rather, it was
assumed that the masses of the valence, sea and ghost quarks for each flavor coincide (this
requirement is fulfilled in our case). So, one expects that the results are not affected by
the breaking of the flavor SU(3).
To elevate this argument to a formal level, let us consider the two-point function of
two quark bilinears in the EFT
Dij(p
2) = i
∫
dxeipx〈0|Tχi(x)χj(0)|0〉 , i, j = 1, · · · , 6 , (5.1)
where χi = ψ¯Γiψ and the matrices Γi carry all information about the spin-flavor content
of the mesons. For our goals, it suffices to consider η, η′ mesons only (the pions and kaons
do not mix). The fermions ψ, ψ¯ belong to either valence, sea or ghost sectors.
The pole structure of Dij(p
2) is given by
Dij(p
2) =
6∑
α=1
ΛiαDα(p
2)ΛTαj +Dij(p
2)non−pole , Dα(p2) =
cα
M2α − p2
, cα = ±1, 0 , (5.2)
where, at tree level, the elements of the matrix, up to a common normalization, Λiα, can
be read off from eq. (2.11). These matrix elements get modified at higher orders in ChPT,
if the flavor SU(3) is broken through mˆ 6= ms. The masses M2α = M2pi ,M2η ,M2s are all equal
in the SU(3) symmetry limit. At O(p2), their values can be read off from eq. (2.12).
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The matrix Λ, which relates the meson fields in the SU(3) and physical bases, can be
written in the following form:
Λiα =
6∑
m=1
Λ˜im
0
Λmα , (5.3)
where
0
Λmα denotes the matrix at O(p
2) (so far, we have worked with this matrix), and
Λ˜im collects all higher-order corrections.
Let us now consider the 4-point function of the quark bilinears, corresponding to the
pi+η(η′)→ pi+η(η′) scattering, see the table 1,
(2pi)4δ4(p1 + p2 − q1 − q2) Γij(p1, p2; q1, q2)
=
∫
dx1dx2dy1dy2 e
ip1x1+ip2x2−iq1y1−iq2y2 〈0|Tχi(x1)χpi+(x2)χj(y1)χpi−(y2)|0〉. (5.4)
The connected piece of the 4-point function can be written as
Γij(p1, p2; q1, q2)
conn
=
∑
kl
Dik(p
2
1)Dpi+(p
2
2)Tkl(p1, p2; q1, q2)Dpi+(q
2
2)Dlj(q
2
1)
=
∑
kl
∑
αβ
ΛiαDα(p
2
1)Λ
T
αkDpi+(p
2
2)Tkl(p1, p2; q1, q2)Dpi+(q
2
2)ΛlβDβ(q
2
1)Λ
T
βj + · · · . (5.5)
From the above expression it is clear that the scattering amplitude in the “physical” basis
(i.e., the basis which diagonalizes the matrix of the two-point functions), on the mass shell
is given by
T on−shellαβ (s, t) = lim
p21→M2α, q21→M2β , p22,q22→M2pi
Tαβ(p1, p2; q1, q2)
= lim
p21→M2α, q21→M2β , p22,q22→M2pi
ΛTαkTkl(p1, p2; q1, q2)Λlβ , (5.6)
where s, t are the usual Mandelstam variables.
Now, let us consider the situation that the 4-point function of the quark-antiquark
bilinears obeys some symmetry relations (an analogy of the relations considered in the
section 3) ∑
ij
djiΓij(p1, p2; q1, q2) = 0 , (5.7)
where dij are some numerical coefficients related to the structure of the symmetry group
(but not to the dynamics). Note that these are relations that hold for off-shell momenta
p1, p2, q1, q2.
One has to further distinguish between the case of the exact SU(3) flavor symmetry
and broken SU(3) flavor symmetry.
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Exact SU(3) symmetry. In this case Λ =
0
Λ exactly, to all orders in ChPT. Further,
substituting eq. (5.5) into eq. (5.7) and performing the mass-shell limit, we get∑
αβ
kβαT
on−shell
αβ (s, t) = 0 , kβα =
∑
ij
ΛTβjdjiΛiα (5.8)
We remind the reader that the disconnected piece does not have four poles in the external
momenta squared.
Next we define the on-shell amplitudes in the SU(3) basis
T on−shellij (s, t) =
∑
αβ
ΛiαT
on−shell
αβ (s, t)Λ
T
βj ,
∑
ij
djiT
on−shell
ij (s, t) = 0 . (5.9)
In other words, in case of exact SU(3) symmetry, the symmetry relations on the 4-point
functions directly translate in the relations for the on-shell amplitudes.
The LS equation in the non-relativistic EFT is derived in the basis where the two-point
function is diagonal (see section 2). This (matrix) equation can be written in the form
T on−shellαβ = Vαβ +
∑
γ
VαγGγT
on−shell
γβ , (5.10)
where the Gγ are loops
7 with the pi+ and the “particle” γ. Changing now to the SU(3)
basis, we arrive at the equation
T on−shellij = Vij +
∑
nm
VinGnmT
on−shell
mj , (5.11)
where the relation between Vij and Vαβ is the same as between T
on−shell
ij and T
on−shell
αβ , and
the free Green function in the new basis is given by
Gij =
∑
γ
(ΛT )−1iγ GγΛ
−1
γj . (5.12)
Our equations given in section 3 are exactly reproduced. The derivation of the Lu¨scher
equation is straightforward. All results remain valid.
Broken SU(3) symmetry. In Nature, mˆ 6= ms. One may still have some exact relations
of the type given in eq. (5.7) — those, which do not require mˆ = ms. Examples of such
relations are given in section 3.
There are five neutral one-particle states with isospin I = 0 in the physical basis
(cf. with eq. (2.14)). These states belong to the three different classes. Namely, there is
one state with M2α = M
2
η , two states (one with the wrong sign in the kinetic term) with
M2α = M
2
s and two states (one with the wrong sign in the kinetic term) with M
2
α = M
2
pi .
In eq. (2.14), these states are described by the fields ω2 and ω3, ω6 and ω5, ω8, respectively
(of course, the numerical values of the coefficients in this equation are different from the
7For simplicity, we neglect here the part of the free Green function, which is already diagonal, e.g., the
KK¯ loops. Taking them into account does not change anything in our argumentation.
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O(p2) values given in eq. (2.14)). We introduce a special notation for the above classes
M = η, ηs, pi.
Let us now consider eq. (5.7) in the vicinity of the poles in the momenta of the external
particles. Since the masses of the particles, belonging to the different classes, differ, if
mˆ 6= ms, the residues should vanish independently for each class. Consequently,∑
state α in M1, state β in M2
kβαT
on−shell
αβ (s, t) = 0 , (5.13)
where the sum runs only over those states which belong to the classes M1 and M2, respec-
tively. For example, if M1 = M2 = η, from the above equation we get: k22T
on−shell
22 = 0. If
M1 = η and M2 = η
s, we get k32(T
on−shell
23 + T
on−shell
32 ) + k62(T
on−shell
26 + T
on−shell
62 ) = 0, and
so on (here, we have used the fact that the matrix T on−shellαβ is symmetric, as well as the
matrix kαβ).
Now, let us define
0
kβα=
∑
ij
0
Λ
T
βj dji
0
Λiα . (5.14)
The following crucial statement is proven in the appendix B:
There is certain freedom in choosing the quantities dij . For example, if we
have two independent linear relations between Γij , adding these relations with
arbitrary coefficients will yield a relation as well. Using this freedom, one may
choose the quantities dij so that the following relation holds separately for each
M1,M2
kβα = h(M1,M2)
0
kβα . (5.15)
Here, α, β label the states in the classes M1,M2, respectively, and the number
h(M1,M2) does not depend on α and β.
The rest of the proof is straightforward. We define the T -matrix in the SU(3) basis
through
T on−shellij (s, t) =
∑
αβ
0
Λiα T
on−shell
αβ (s, t)
0
Λ
T
βj . (5.16)
We would like to stress that this is merely a definition, which is made for mathematical
convenience only. Physically, it does not make sense to consider a superposition of the
states with different masses in case of broken SU(3) symmetry.
Using eqs. (5.13) and (5.15), we easily derive a counterpart of eq. (5.8)∑
αβ
0
kβα T
on−shell
αβ (s, t) = 0 , (5.17)
where the sum now runs over all α, β from different classes M1,M2.
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Finally, for the above definition of the T -matrix, one gets∑
ij
djiT
on−shell
ij (s, t) = 0 . (5.18)
The free Green function in the LS equation is given by
Gij =
∑
γ
(
0
Λ
T
)−1iγ Gγ(
0
Λ)
−1
γj , (5.19)
and we arrive exactly at the same expressions as before. The derivation of the Lu¨scher
equation is again straightforward, since only neutral mesons with the isospin I = 0 are
affected by the mixing. The crucial point is that there is no effect of twisting for these
mesons because they are neutral. Consequently, no ambiguity arises in the construction of
the free Green function in the partially twisted case.
To summarize, the SU(3) breaking affects both the free Green function and the scat-
tering amplitude. The matrix Λiα differs from its O(p
2) value
0
Λiα. It is, however, possible
to define the free Green function and the T -matrix in the SU(3) basis, still using the matrix
0
Λiα, even if mˆ 6= ms. It can be now checked explicitly that the symmetry relations from
section 3 hold for the elements of the T -matrix in the SU(3) basis. Consequently, our final
results are unaffected by SU(3) breaking. This was, of course, expected from the begin-
ning, since the LS equation — with the use of the above-mentioned symmetry relations —
should reduce to the one in the valence sector only in the infinite volume even in case of
mˆ 6= ms.
6 Conclusions and outlook
i) Using the non-relativistic EFT technique in a finite volume, we have derived the
Lu¨scher equation for the partially twisted boundary conditions for coupled-channel
piη − KK¯ scattering. At an intermediate step, the matching of the non-relativistic
Lagrangian to partially quenched ChPT has been considered.
ii) Our final result is remarkably simple. If in the channel with I = I3 = 1 the light
quarks are subject to twisting, the partially twisted Lu¨scher equation is equivalent
to the fully twisted one, despite the presence of annihilation diagrams. If, on the
contrary, partial twisting of the strange quark is performed, the physically interesting
part of the spectrum is not affected. Other scenarios are also possible and can be
investigated by using the same methods. We think that this result is interesting for
the lattice practitioners studying the properties of scalar mesons. We have shown
that, instead of carrying out simulations at different volumes, as required in the
Lu¨scher approach, one may perform relatively cheaper partially twisted simulations.
iii) In order to demonstrate the above result, one relies heavily on the relations that
emerge between the various T -matrix elements from the valence, sea and ghost sec-
tors of the theory, and stem from the fact that the masses of the valence, sea and
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ghost quarks are taken equal. These relations lead to numerous cancellations in the
LS equation, so that in the final equation only the physical amplitudes, i.e., the
amplitudes from the valence quark sector, are present. There are strong intuitive
arguments, which support the above statement. However, due to the techical compli-
cations, owing mainly to the neutral meson mixing, a certain effort was still needed
to transform these arguments into a valid proof.
iv) We have carried out the derivation within certain approximations. For example, we
consider only the channel with total isospin I = 1. Moreover, all partial waves except
l = 0 are neglected from the beginning. The partial-wave mixing can be included
later by using standard techniques (see, e.g., refs. [51–53]). Here, our aim was to
describe the method in the most transparent manner for one particular example,
without overloading the arguments with inessential details. Further, the method
described above can be used in other systems as well, for example, in the study of
the DK molecules in lattice QCD (the work on this problem is in progress, and the
results will be reported elsewhere).
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A Explicit form of the matrices Tj in eq. (2.13)
In this appendix we give an explicit form of the matrices Tj which appear in eq. (2.13)
T1 =
1√
2
diag(1,−1, 0, 0, 0, 0, 0, 0, 0) ,
T2 =
1√
6
diag(−1,−1, 2,−1,−1, 2,−1,−1, 2) ,
T3 =
1√
2
diag(0, 0, 1, 0, 0, 1, 0, 0, 2) ,
T4 =
1√
2
diag(0, 0, 0, 1,−1, 0, 0, 0, 0) ,
T5 =
1
2
diag(−1,−1, 0, 1, 1, 0, 0, 0, 0) ,
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T6 =
1√
2
diag(0, 0,−1, 0, 0, 1, 0, 0, 0) ,
T7 =
1√
2
diag(0, 0, 0, 0, 0, 0, 1,−1, 0) ,
T8 =
1
2
diag(1, 1, 0, 1, 1, 0, 2, 2, 0) . (A.1)
B Proof of eq. (5.15)
B.1 The structure of the matrix Λiα
The quantity Dij in eq. (5.1) is a 6×6 matrix. containing correlators of the quark bilinears
η8vv, η
0
vv, η
8
ss, η
0
ss, η
8
gg, η
0
gg where, for example, η
8
vv = (u¯vuv + d¯vdv − 2s¯vsv)/
√
6 and so on.
Consider now the quark diagrams describing the two-point function of the quark bilinears,
see figure B.4. The diagonal matrix elements contain both connected and disconnected
pieces. Keeping track of the signs emerging in the result of (anti)commuting the fields,
we get
Dvv = Dss = −zc + zd , Dgg = zc + zd . (B.1)
Here, all quantities are 2× 2 matrices.
The non-diagonal matrix elements contain only the disconnected piece:
Dvs = Dsg = Dgv = zd . (B.2)
Taking into account the above formulae, one may conclude that the matrix Dij has, in
general, the following structure (cf. with eq. (2.19))8
Dij =

Aˆ Aˆ+ Xˆ Aˆ+ Xˆ
Aˆ+ Xˆ Aˆ Aˆ+ Xˆ
Aˆ+ Xˆ Aˆ+ Xˆ Aˆ+ 2Xˆ
 , Aˆ = −zc + zd , Xˆ = zc . (B.3)
Here, Aˆ, Xˆ are 2× 2 matrices.
The quantity Aˆ in the upper left corner of the matrix D is the physical propagator
(it contains only valence quarks). Consequently, it has only a pole at p2 → M2η . In the
vicinity of the pole,
Aˆij(p
2)→ ΛiαΛ
T
αj
M2η − p2
+ regular terms, i, j = 1, 2 , state α in η. (B.4)
8The general structure of the two-point function in the partially quenched ChPT has been discussed,
e.g., in ref. [54]
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zc zd
Figure B.4. Quark diagrams for the two-point function of two quark bilinears. There are con-
nected, zc and disconnected, zd contributions in the diagonal matrix elements. Non-diagonal matrix
elements contain only disconnected contribution.
Following the nomenclature of eq. (2.14), the state in the class η corresponds to α = 2.
Further, choosing the proper normalization, we may write
Λ1α = cos θ˜
.
= c , Λ2α = sin θ˜
.
= s , state α in η. (B.5)
We shall call θ˜ the mixing angle. The equation (2.20) corresponds to θ˜ = 0.
Now, let us prove that the quantity Xˆ does not have a pole at p2 →M2η . To this end,
note that the residue at the pole should be separable. Consequently, the 2 × 2 matrices
Aˆ, Aˆ + Xˆ, Aˆ + 2Xˆ are all separable in the vicinity of p2 = M2η . Since a separable matrix
has one vanishing eigenvalue, with a orthogonal transformation O the matrix Aˆ can be
brought to the diagonal form OAˆOT = diag (λ, 0). Further, since the determinant of a
separable matrix vanishes, we have: det (Aˆ + Xˆ) = det (Aˆ + 2Xˆ) = 0 in the vicinity of
the pole. Recalling that the matrix Xˆ is symmetric, it can be explicitly checked that this
condition can be fulfilled, if and only if OXˆOT = diag (λ′, 0), i.e., Xˆ = N Aˆ in the vicinity
of the pole.
The value of the constant N can be fixed through the following argument. One may
change the basis η8, η0 to ηl = (u¯u+ d¯d)/
√
2 and ηs = s¯s, in valence, sea and ghost sectors.
The matrix Dij in the new basis has the same general structure as before. Further, it is
immediately seen that certain diagonal and non-diagonal matrix elements are equal (both
contain only disconnected contributions). For example,
〈0|Tηlvv(x)ηsvv(y)|0〉 = 〈0|Tηlvv(x)ηsss(y)|0〉 . (B.6)
Considering the limit p2 →M2η , one may check that the above condition is fulfilled, if and
only if N = 0. In other words, the matrix Xˆ does not have a pole at p2 →M2η .
Next, we wish to demonstrate that there is no mixing, when p2 → M2s or p2 → M2pi .
To this end, it is again convenient to use the basis ηl, ηs instead of η8, η0. Consider, for
example, the case p2 →M2s . Near the pole,
D′ij(p
2)→
∑
state α in ηs
cαΛ
′
iαΛ
′T
αj
M2s − p2
+ regular terms , i, j = 1, 6 , cα = ±1 . (B.7)
Here, D′ij is obtained from Dij via the orthogonal transformation that corresponds to the
change of the basis from η8, η0 to ηl, ηs. Again following the nomenclature of eq. (2.14),
two states in the class ηs are α = 3 with cα = −1 and α = 6 with cα = 1.
It is immediately seen that Xˆ ′12 = Xˆ ′21 = 0 (there are no connected diagrams for the
ηl − ηs transition). Also, as we shall see below, the pole can be contained either in Xˆ ′11
– 29 –
J
H
E
P01(2014)103
or in Xˆ ′22, but not in both. In accordance with eq. (2.20), we assume that the pole is
contained in Xˆ ′22. Taking into account eq. (B.3) and the fact that Aˆ′ does not have a pole
when p2 →M2s , the following relations hold (up to an overall normalization):
Λ′223 − Λ′226 = Λ′243 − Λ′246 = 0 , Λ′263 − Λ′266 = 2 ,
Λ′23Λ′43 − Λ′26Λ′46 = Λ′23Λ′63 − Λ′26Λ′66 = Λ′43Λ′63 − Λ′46Λ′66 = 1 . (B.8)
These equations still do not suffice to determine all quantities unambiguously. To proceed
further, note that Λ′2α and Λ′4α describe the coupling of the ηsvv and ηsss fields to the state |α〉:
〈0|s¯vsv|α〉 = Λ′2α , 〈0|s¯sss|α〉 = Λ′4α . (B.9)
Consequently,
1√
2
〈0|(s¯vsv ± s¯sss)|α〉 = 1√
2
(Λ′2α ± Λ′4α) . (B.10)
Recall now that the operators (s¯vsv ± s¯sss)/
√
2 transform differently with respect to the
horizontal isospin, corresponding to the SU(2) rotation of the valence quarks into the sea
quarks of the same flavor and vice versa. Horizontal isospin is a good quantum number,
since the masses of the quarks of different species coincide. The physical states |α〉 should
be characterized by a definite horizontal isospin. This means that both (s¯vsv + s¯sss)/
√
2
and (s¯vsv − s¯sss)/
√
2 can not couple to the same state |α〉 and, consequently,
|Λ′2α| = |Λ′4α| , α = 3, 6 . (B.11)
With this additional constraint, the above equations have the following solution:
−Λ′23 = Λ′26 = −Λ′43 = −Λ′46 = 1√
2
, Λ′63 = −
√
2 , Λ′66 = 0 . (B.12)
Further, since in this basis the non-diagonal matrix elements, corresponding to the ηl − ηs
transition, do not have a pole, we get
Λ′13 = Λ′16 = Λ′33 = Λ′36 = Λ′53 = Λ′56 = 0 . (B.13)
We see that the pole can not be contained both in Xˆ ′11 and Xˆ ′22. The case of p2 → M2pi is
treated analogously, only the pole appears now in Xˆ ′11. Transforming the propagator back
to the basis η8, η0, we finally conclude that, up to a normalization of the quantities Ds and
Dpi, the structure of the matrix Xˆ in the vicinity of the pole is the same as of the matrix
X given by eq. (2.20). Consequently, no mixing occurs in the matrix Xˆ.
To summarize, the matrix Λiα has the following structure (the index i runs from 1
to 6):
• The class M = η, one state
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Λi,α=2
.
= ni =

c
s
c
s
c
s

. (B.14)
• The class M = ηs, two states
Λi,α=3
.
= w
(1)
i =

− 1√
3
1√
6
− 1√
3
1√
6
− 2√
3
2√
6

, Λi,α=6
.
= w
(2)
i =

1√
3
− 1√
6
− 1√
3
1√
6
0
0

. (B.15)
• The class M = pi, two states
Λi,α=5
.
= ν
(1)
i =

− 1√
6
− 1√
3
1√
6
1√
3
0
0

, Λi,α=8
.
= ν
(2)
i =

1√
6
1√
3
1√
6
1√
3
2√
6
2√
3

. (B.16)
The formulae for M = ηs, pi were read off eq. (2.14). The common normalization in each
class is unimportant and is omitted. The quantity
0
Λiα is obtained from Λiα by putting the
mixing angle θ˜ = 0, i.e., c = 1, s = 0.
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B.2 The linear relations between the four-point functions
The relation given in eq. (5.15) holds trivially, if M1 = M2 = η, since in this case, there is
only one state. Moreover, since, as we have found, the structure of Λiα is the same as of
0
Λiα, when M = η
s or pi, eq. (5.15) also holds, if both M1 and M2 are either η
s or pi. What
remains to be checked is the case when M1 = η and M2 = η
s or pi.
Our strategy will be explained in few examples below. Let us start from the identity
f + f˜ = −2f ′′, see eq. (3.11). The corresponding (symmetrized) relation for the four-point
functions is:
Γ33 + Γ55 + Γ53 + Γ35 = 0 . (B.17)
From this, one may read off the coefficients dij
d33 = d55 = d35 = d53 = 1 , dij = 0 otherwise. (B.18)
Now, define,
k(s)α =
6∑
i,j=1
niw
(α)
j dji , k
(pi)
α =
6∑
i,j=1
niν
(α)
j dji . (B.19)
Using the explicit expressions, given in eqs. (B.14), (B.15) and (B.16), we get
k
(s)
1 = −2c
√
3 , k
(s)
2 = −
2c√
3
, k
(pi)
1 =
2c√
6
, k
(pi)
2 = c
√
6 . (B.20)
It is clear that eq. (5.15) is fulfilled. The factor h(M1,M2) = c, if M1 = η and M2 = η
s or pi.
Using the same strategy, one may verify that the eq. (5.15) holds also for the following
linear relations (cf. with section 3):
f0 + f˜0 = −2f ′′′ ,
f ′ + f˜ ′ = 2fˆ ,
f ′ − f˜ ′ = −
√
2(f − f˜ − f0 + f˜0) . (B.21)
The relation
√
2d = 2c− 2ω +
√
2ω′ +
√
2(f ′ − f˜ ′)− (f0 − f˜0) (B.22)
is more complicated. Using the identity Γ36−Γ45+Γ63−Γ54 = 0, we may rewrite eq. (B.22)
in the following form:
1√
2
(Γ12 + Γ21)− 2Γ11 + (Γ13 + Γ31)− 1√
2
(Γ14 + Γ41)
− 1√
2
(Γ34 + Γ43 − Γ56 + Γ65) + a(Γ36 − Γ45 + Γ63 − Γ54) = 0 , (B.23)
where a is arbitrary. Reading off the coefficients dij from the above equation, one may
verify by direct calculations that eq. (5.15) holds, if the choice a =
√
2 is made.
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We have further checked that the remaining identities
c′ = c+
d√
2
− f ′′′ − 2f ′′ − 2
√
2fˆ − 3ω + 3√
2
ω′ ,
ν =
√
2ω + fˆ +
√
2f ′′ ,
ν ′ =
√
2ω′ −
√
2fˆ − f ′′′ , (B.24)
can be treated in a similar fashion. Adding the term a(Γ36 − Γ45 + Γ63 − Γ54) to the
pertinent linear relations for the four-point functions, it is shown that the constant a can
be always adjusted so that the eq. (5.15) is fulfilled.
In section 3 more linear relations are displayed, which correspond to the transitions
involving the states not affected by mixing. It is a straightforward task to verify that the
same arguments can be applied in this case as well.
Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
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CHAPTER 3
Bound States on the Lattice with partial twisting
3.1 Summary of the project
The aim of the project was to develop a method, which allows to determine the compositeness content
of exotic states from lattice simulations. The original idea, which goes under the name of Weinberg’s
compositeness criterion, allows, knowing the value of wave-function renormalization constant 0 ≤ Z ≤ 1,
to distinguish the loosely bound states and tight QCD composites. Here, the value Z = 0 corresponds to
a predominantly molecular state, whereas the value Z = 1 to a loosely bound state. Our key idea is to
extract Z from lattice simulations, using twisted boundary conditions. Although the framework we have
formulated is general, we have considered the particular case of the D∗s0(2317) meson, which does not fit
well into the quark model, and favours the molecular pictures due to closeness to the DK threshold. We
have formulated the lattice version of compositeness criterion, suited for the extraction of Z with partial
twisting. We tested the method with synthetic data, generated from the leading-order heavy flavour chiral
Lagrangian. Measuring the spectrum for different twisting scenarios, we observed that the finite-volume
effect on the bound state mass shift is almost twice as large in magnitude than without twisting and,
further, less computational resources are required. We also performed an error analysis to estimate the
accuracy of the extraction of Z for different lattice volume, also input lattice errors and number of data
points.
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1 Introduction
The search for the exotic states (tetraquarks, hybrids, hadronic molecules, etc) in the
observed hadron spectrum has been a subject of both theoretical and experimental in-
vestigations for decades. The exact pattern, how these states emerge, should be strictly
determined by the underlying theory and should therefore contain important information
about the behavior of QCD at low energies. In practice, however, extracting such informa-
tion from the data encounters certain challenges, which are in part of a conceptual nature.
In the present paper we wish to focus exactly on this issue.
In general, a state is called “exotic” if its quark content does not correspond to the
“standard” constellation given by the non-relativistic quark model (qq¯ for mesons and qqq
for baryons). Consequently, one needs to use a particular model as a reference point to
define how the exotic states are meant (note that the very notion of constituent quarks
is, strictly speaking, model-dependent). Putting it differently, one has to agree on certain
criteria formulated in terms of certain hadronic observables: if these observables are mea-
sured, or calculated on the lattice, and the results do not follow the pattern predicted by
the quark model, this then should be interpreted as a signature for exotica.
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A standard example for the exotic state candidates is given by the scalar nonet with
the masses around 1GeV. As it is well known, the observed mass hierarchy in this nonet is
reversed as compared to, e.g., the pseudoscalar or vector multiplets. Such a mass ordering
is counter-intuitive from the point of view of the naive quark model, but can be easily
understood, if the scalar mesons were interpreted as tetraquark states (see, e.g., [1–4]). This
is, however, not the only possible interpretation. In refs. [5–7], the a0(980) and f0(980)
were considered as hadronic molecules, whereas in refs. [8] these states were described
as a combination of a bare pole and the rescattering contribution. In the Ju¨lich meson-
exchange model, the f0(980) appears to be a bound KK¯ state, whereas the a0(980) is a
dynamically generated threshold effect [9]. Similar conclusions were inferred in ref. [10]
from the calculations in the unitarized ChPT with explicit resonance states. Finally, the
investigations carried out within the framework of QCD sum rules are also indicative of
the non-qq¯ nature of a0(980) [11, 12]. Given these multiple interpretations, it is natural
to look for the clear-cut criteria based on the observables in order to minimize the model-
dependence of the statements about the nature of the hadronic states in question.
In fact, such criteria are known for quite some time already. The “pole counting”
method, considered in refs. [13, 14], relates the number of the S-matrix poles near threshold
to the molecular nature of the states corresponding to these poles. Namely, it has been
argued that the loosely bound states of hadrons (hadronic molecules) correspond to a single
pole, whereas the poles corresponding to the tightly bound quark states (of standard or
exotic nature) always come in pairs. A closely related criterion goes under the name of
Weinberg’s compositeness condition [15], which uses the quantity called the wave function
renormalization constant Z, where 0 ≤ Z ≤ 1, to differentiate between the loosely bound
states and tight QCD composites, the values Z ≃ 0 corresponding to the molecular states
and vice versa. The application of these methods for the analysis of the data on scalar
mesons are considered in refs. [16–22], and the recent review on the subject may be found
in ref. [23]. Moreover, theoretically, one may study the dependence of the pole positions
on the number of the colors Nc (see refs. [10, 24, 25]) or the quark masses (refs. [26–29]).
From the above studies, one can judge about the precise structure of these states beyond
the simple alternative between a molecule and a tight quark composite.
Recent years have seen a renewed interest in the field, which is partly related to the
progress in the lattice calculations of the QCD spectrum at the quark masses close to
the physical values. It should be realized that the lattice studies have powerful tools
at their disposal to analyze the nature of the states that emerge in QCD. Apart from the
information about the dependence of the spectrum on quark masses, a valuable information
comes from the volume dependence of the calculated spectrum as well as its dependence
on the twisting angle in case of twisted boundary conditions, see refs. [30–37]. Note that
all this information is obtained from the first-principle calculations on the lattice and is
thus in principle devoid of any model-dependent input.
In this paper we investigate the nature of the scalar states in the sector with one
charm quark that is a natural generalization of our treatment of the light scalar mesons.
We mainly focus on the case of the D∗s0(2317) meson [38, 39], albeit the formalism, which
we develop here, can be straightforwardly applied to the other cases where a bound state
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close to the elastic threshold emerges (note that, in this paper, we do not consider the
generalization of the approach to the inelastic case. This forms a subject of a separate
investigation.). The D∗s0(2317) does not fit very nicely to the quark-model picture, and its
structure is still debated, see, e.g., ref. [40] for a recent review. The molecular picture, due
to the closeness of the DK threshold and a large coupling to the DK channel looks most
promising among other alternatives. It would be highly desirable to verify this conjecture
in a model-independent manner, on the basis of the lattice calculations. To this end, one
may use the fact that the dependence of the bound-state energy on the kaon mass is very
different for a molecule and a standard quark-model state, see ref. [41]. Another possible
method to address this issue has been described, e.g., in refs. [33, 34], where the authors
propose to study the volume-dependence of the spectrum in order to apply the Weinberg’s
compositeness criterion on the lattice.
The exploratory study of light pseudoscalar mesons (π,K) of (D,Ds) in full lattice
QCD has been carried out in refs. [42–45]. In some isospin channels the study is plagued
by the presence of disconnected contributions. The implementation of the method from
refs. [33, 34], which implies carrying out calculations at different volumes, could be therefore
quite expensive. In this paper we propose an alternative, which requires calculations at one
volume, albeit with twisted boundary conditions. Moreover, we show that, in the study
of D∗s0(2317), one may use partially twisted boundary conditions, despite the fact that the
quark annihilation diagrams are present. The method used in the proof is the same as in
ref. [46]. Generally, one may expect that the simulations with partially twisted boundary
conditions could be less expensive than working at different volumes, while they provide
us the same information about the nature of the bound states in question.
This article is organized as follows. In section 2, we briefly review Weinberg’s argument
for the compositeness of particles. In section 3 we describe the procedure of extraction of
the parameter Z from the data with twisted boundary condition. Further, in section 4
we use some models and produce synthetic lattice data in order to check the procedure
of the extraction in practice. The error analysis has also been carried out. Separately, in
section 5, we discuss the use of the partially twisted boundary conditions and show that
they are equivalent to the full twisting in our case. Section 6 contains our conclusions.
2 Compositeness of bound states
As mentioned before, in view of the plethora of candidates of exotic hadrons, it is very
important to make model-independent statements on the nature of these states. Model-
independence requires that we can only study the physical observables which can be defined
in terms of the matrix elements between asymptotic states. In particular, we would like
to ask a question, whether a given particle, corresponding to the S-matrix pole, can be
regarded as “elementary” or rather as a bound state (molecule) of other hadrons. The
central place in this identification belongs to the so-called wave function renormalization
constant Z, which has been used to distinguish composite particles from elementary ones
since the early 1960’s [15, 47–51]. To see its role, we will first discuss a non-relativistic
quantum mechanical system, following the discussion of ref. [15].
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In this section, we will restrict our discussion to the infinite volume. Let us consider a
two-body system with a Hamiltonian H = H0 + V , where H0 is the free Hamiltonian, and
V specifies the interaction. Both H and H0 have a continuum spectrum. Let us assume
that there is a bound state solution of the Schro¨dinger equation with a binding energy EB,
H|B〉 = −EB|B〉, (2.1)
andH0 also has a discrete spectrum which are the bare elementary particles. For simplicity,
we will assume that there is only one such state, denoted by |B0〉. In the Hilbert space
spanned by the eigenstates of the free Hamiltonian, the completeness relation is thus given
by
1 = |B0〉〈B0|+
∫
d3~q
(2π)3
|~q 〉〈~q | with H0|~q 〉 = ~q
2
2µ
|~q 〉, (2.2)
where µ = m1m2/(m1 +m2) is the reduced mass. Thus, the probability for the physical
state |B〉 overlapping with the elementary state |B0〉 which, by definition, equals to Z, is
given by
Z =
∣∣〈B0|B〉∣∣2 = 1−
∫
d3~q
(2π)3
∣∣〈~q |B〉∣∣2 = 1− ∫ d3~q
(2π)3
∣∣〈~q |V |B〉∣∣2
[EB + ~q 2/(2µ)]
2 , (2.3)
where eq. (2.1) is used. The quantity 1 − ∣∣〈B0|B〉∣∣2 then describes the probability of the
physical state not being the elementary state or finding the physical state in the two-
particle state. In other words, Z ≃ 1 corresponds to a mostly elementary state whereas a
state with Z ≃ 0 can be interpreted as a predominately molecular one.
In general, the above integral depends on the matrix element 〈~q |V |B〉, which is not
directly measurable. However, for loosely bound states, the quantity Z can be related to
the observables. Consider, for instance, an S-wave bound state with a small binding energy.
The binding energy should be much smaller than the inverse of the range of forces so that
the matrix element 〈~q |V |B〉 can be approximated by a constant gNR. We get from eq. (2.3)
g2NR = (1− Z)
2π
µ2
√
2µEB. (2.4)
Note that, in the past, this equation has been often applied to distinguish composite
particles from elementary ones, see e.g. [15, 18, 23, 52]. The non-relativistic coupling
constant g2NR coincides with the residue of the non-relativistic scattering matrix at the
bound state pole. This can be immediately seen, considering the Low equation
t(E) =
g2NR
E + EB + iǫ
+
∫
d3~q
(2π)3
|t(Eq)|2
E − Eq + iǫ (2.5)
in the vicinity of the pole [15, 51]. Here, Eq = ~q
2/(2µ).
Finally, we would like to relate the quantity Z to the physical observables, namely, to
the scattering length a and effective range r. Here, we are closely following the path of
ref. [15]. It is important to note that these relations can be derived when the binding energy
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is much smaller than the inverse of the range of forces. We start with the twice-subtracted
dispersion relation for the inverse of t(E)
t−1(E) =
E + EB
g2NR
+
(E + EB)
2
π
∫ ∞
0
dw
Im t−1(w)
(w − E − iǫ)(w + EB)2 , (2.6)
where the two subtraction constants have been determined from eq. (2.5). The S-wave tran-
sition matrix element is related to the non-relativistic S-wave scattering amplitude f(k) =
1/[k cot δ(k)−i k] as f(k) = −µ t(E)/(2π) with k = √2µE and δ(k) being the S-wave phase
shift. Thus, one gets Im t−1(w) = µ
√
2µw/(2π). Inserting this into eq. (2.6), we obtain
t−1(E) =
E + EB
g2NR
+
µ
4π
R
(
1
R
+ i k
)2
, (2.7)
where R = 1/
√
2µEB denotes the characteristic distance between the constituents in the
two-body bound system. Comparing the above expression with the effective range ex-
pansion t−1(E) = −µ/2π (−1/a+ r k2/2− i k), and using eq. (2.4), one can express the
scattering length and effective range in terms of the binding energy and compositeness [15]
a =
2R (1− Z)
2− Z , r = −
RZ
1− Z . (2.8)
Therefore, for an S-wave shallow two-body bound state, the compositeness can be measured
by measuring the low-energy scattering parameters.
Next, we turn to the compositeness condition within the framework of the quantum
field theory. For simplicity, let us first consider the situation when a scalar particle described
by a field Φ(x) with the bare mass M0 couples with two scalars φ1,2(x) with the masses
m1,2. The interaction Lagrangian takes the form Lint = g0Φφ1φ2.
Consider now the two-point function of the field Φ(x)
GΦ(s) =
∫
d4x ei Px 〈0 |TΦ(x) Φ(0)| 0〉 , with s = P 2 . (2.9)
Summing up one-loop bubble diagrams to the two-point function, one arrives at the ex-
pression (see figure 1)
GΦ(s) = i
s−M20 − g20 G(s)
, (2.10)
where the one-loop self-energy is given by
G(s) = i
∫
d4q
(2π)4
1
(P − q)2 −m21 + iǫ
1
q2 −m22 + iǫ
. (2.11)
The relativistic scattering amplitude for the process φ1φ2 → φ1φ2 in the same approxima-
tion is given by (see figure 1)1
T (s) =
g20
s−M20 − g20 G(s)
. (2.12)
1Here, in order to be consistent with the non-relativistic formalism, the sign convention S = 1 − iT is
used in the definition of the T -matrix.
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(a) (b)
Figure 1. The scattering matrix for the process φ1φ2 → φ1φ2 (a) and the two-point function of
the field Φ (b). Only one-loop bubbles are summed up. Solid (dashed) lines denote φ1,2 (Φ) fields,
respectively.
The relativistic and the non-relativistic scattering matrices are the same up to an overall
normalization. In the rest frame of the bound system, the relation takes the form
T (s) = 4w1(k)w2(k) t(E) , E =
√
s− (m1 +m2) , (2.13)
where wi(k) =
√
m2i + k
2. Now, let us consider the behavior of the scattering amplitude
in the vicinity of the bound-state pole. The two-point function has the following behavior
GΦ(s)→= i Z
s−M2 + iǫ + less singular terms , M
2 =M20 + g
2
0G(M
2) , (2.14)
where M is the physical mass.
The residue of the propagator determines the wave function renormalization constant
for the particle Φ:
Z =
1
1− g20 G′(M2)
= 1 + g2G′(M2), (2.15)
where g2 = Z g20 is the renormalized coupling constant, and G
′(M2) = d
ds
G(s)
∣∣
s=M2
. In or-
der to establish the relation of the quantity Z, defined by eq. (2.15), with its non-relativistic
counterpart, we perform the contour integration over q0 of the loop integral in eq. (2.11):
G(s) =
∫
d3~q
(2π)3
1
2ω1ω2
ω1 + ω2
s+ ~P 2 − (ω1 + ω2)2 + iǫ
, (2.16)
where ω21 = (
~P − ~q )2 + m21 and ω22 = ~q 2 + m22. In the rest frame of the bound state,
one has ~P = 0. Taking derivative with respect to s, and then taking the non-relativistic
approximation which amounts to ω1 ≃ m1 + ~q 2/(2m1) and ω2 ≃ m2 + ~q 2/(2m2), we get
g2G′(M2) ≃ − g
2
8m1m2M
∫
d3~q
(2π)3
1
[EB + ~q 2/(2µ)]
2 , (2.17)
where we have used EB = m1 + m2 − M . Taking into account the difference be-
tween relativistic and non-relativistic normalizations, we finally arrive at the relation
g =
√
2m1
√
2m2
√
2MgNR, cf. with eq. (2.5). Comparing now this relation with eq. (2.3),
one immediately sees that the wave function renormalization constant Z is the same as
its non-relativistic counterpart and thus the compositeness condition for an S-wave bound
state can be written as
Z = 1 + g2G′(M2)→ 0. (2.18)
One might treat the above argumentation with a grain of salt, since it is based on certain
approximations. Namely, the amplitude is given as a sum of one-loop diagrams only. It
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is, however, clear that the result is valid beyond this approximation, if bound states close
to an elastic threshold are considered. The justification is provided by the statement
that such bound states can be consistently described within a non-relativistic effective
field theory, which is perturbatively matched to the underlying relativistic theory (see,
e.g., ref. [53] for a review on the subject). Such an effective theory is equivalent to the
non-relativistic quantum mechanics (the number of particles is conserved) and hence the
compositeness can be rigorously defined along the lines discussed above. Finally, we would
like to mention that the quantity Z, which is defined in eq. (2.15), is ultraviolet finite, since
the quantity g is defined through the residue of the renormalized scattering amplitude.
3 Compositeness from lattice data
As stated above, the wave function renormalization constant, Z, gives an overlap of
the physical state with the elementary state and hence could be used as a parameter
that describes the compositeness of a given state. Lattice calculations provide a model-
independent way to determine Z from the volume dependence of the spectrum [34, 54–58],
or — as we propose in this paper — from the dependence on the twisting angle. In this
section we set up a finite-volume formalism, which describes the dependence of the bound-
state mass on the volume or twisting angle.
3.1 Finite volume formalism
We consider elastic scattering of particles with the masses m1 and m2 in the S-wave.
2
Then, generally, a unitary partial-wave amplitude in infinite volume is given by
T (s) =
1
V −1(s)−G(s) =
−8π√s
k cot δ(k)− ik , (3.1)
where k2 = 14s [s − (m1 +m2)2][s − (m1 −m2)2] is the relative momentum squared in the
center of mass (c.m.) frame. Further, the function V −1(s) (“the inverse potential”) is a
regular function in the vicinity of the threshold. The notation used here is reminiscent
of that of unitarized Chiral Perturbation Theory, but eq. (3.1) may in fact describe any
elastic unitary amplitude, with the particular dynamics encoded in the function V (s). The
loop function G(s) is given by eqs. (2.11) and (2.16). This function contains a unitarity
cut. Across this cut, we have ImG(s) = −k/(8π√s). Other (distant) cuts that may be
also present are included in V (s). The loop function G(s) is divergent and has to be
renormalized. Here we do the renormalization with a subtraction constant. As it will be
seen below, the extension to the finite volume is independent of any regulator.
When the particles are put in a finite box of size L, their momenta become discretized
due to boundary conditions. So, the continuum spectrum, which gives rise to the cut in
the infinite volume, becomes a discrete set of two-particle levels. In order to obtain the
spectrum in a finite volume, one should replace the momentum integrals by the sums over
the discretized momenta in the expression of the scattering amplitude. Then, the “finite
2In order to make the presentation transparent, throughout this paper we do not consider the partial-
wave mixing in a finite volume. This effect can be later included in a standard manner.
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volume scattering amplitude” T˜ contains poles on the real axis that correspond to the
discrete two-particle levels. It should be noted that the finite-volume effects in V (s) are
exponentially suppressed (see, e.g., [59]), so the the finite volume scattering amplitude can
be obtained just by changing the loop function by its finite volume counterpart G˜
~θ
L(s) =
G(s) + ∆G
~θ
L(s) [60], where
∆G
~θ
L(s) = lim
Λ→∞

 1
L3
∑
|~qn|<Λ
I(~qn)−
∫
|~q|<Λ
d3~q
(2π)3
I(~q )

 . (3.2)
Here I(~q ) denotes the integrand in eq. (2.16), and ~qn the allowed momenta in a finite
volume, whose value depends on the box size L and the boundary conditions used. For
the periodic boundary conditions we have ~qn =
2π
L
~n, ~n ∈ Z3. In case of twisted boundary
conditions, the momenta also depend on the twisting angle ~θ according to ~qn =
2π
L
~n+
~θ
L
, 0 ≤
θi < 2π. Using the methods of ref. [60], it can be shown that ∆G
~θ
L can be related to the
modified Lu¨scher function Z
~θ
00, see appendix A,
∆G
~θ
L(s) =
1
8π
√
s
(
ik − 2√
πL
Z
~θ
00(1, kˆ
2)
)
+ · · · , (3.3)
where kˆ = kL/(2π) and the dots stand for terms that are exponentially suppressed with
the volume size L [60].
In this paper, we are going to apply Lu¨scher formalism to study shallow bound states,
where the finite-volume effects are exponentially suppressed. Since, for such states, the
binding momentum κ is presumed to be much smaller than the lightest mass in the system,
the exponentially suppressed corrections emerging, e.g., from the potential V (s) could be
consistently neglected as compared to the corrections ∼ e−κL that arise from Z~θ00(1, kˆ2).
Note however that, if masses of the constituents increase for a fixed binding energy, then
the magnitude of the binding momentum also increases and, for the bound states of heavy
mesons, may become comparable to the pion mass. In this case, further study of the
problem is necessary. A recent example of such a study (albeit in the light quark sector)
is given in ref. [61]. In the present paper this issue is not addressed.
Finally, note that the divergences arising at Λ → ∞ in eq. (3.2) cancel between the
sum and the integral, so we can safely send the cutoff to infinity. Thus, ∆G
~θ
L does not
depend on any regulator. In appendix A we show in detail, how ∆G
~θ
L could be calculated
below threshold for different types of boundary conditions.
3.2 Bound states in finite volume
Bound states show up in the scattering amplitude as poles on the real axis below threshold.
Namely, if we have a bound state with the mass M in the infinite volume, the scattering
amplitude should have a pole at s = M2, with the corresponding binding momentum
kB ≡ iκ, κ > 0. From eq. (3.1), it is clear that M and kB satisfy the equation
ψ(k2B) + κ = −8πM
[
V −1(M2)−G(M2)
]
= 0, (3.4)
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where ψ(k2) is the analytic continuation of k cot δ(k) for arbitrary complex values of k2,
which is needed since the bound state is located below threshold, k2B < 0. On the other
hand, the discrete levels in a finite volume are obtained as the poles of the finite-volume
scattering amplitude T˜ and, in particular, the bound state pole gets shifted to ML, with
binding momentum kL ≡ iκL, given by
T˜−1(M2L) = T
−1(M2L)−∆G~θL(M2L) = 0 ⇒ ψ(k2L) + κL + 8πML∆G~θL(M2L) = 0 . (3.5)
Note that, below threshold, both T−1 and ∆G~θL are real, so the pole position is real. The
discrete scattering levels above threshold are real as well (as they should be), since the
imaginary part of ∆G
~θ
L cancels exactly with that of T
−1.
Next, we relate the finite-volume pole position with the infinite-volume quantities as
the bound state mass, M , and the coupling, g2 (defined as the residue of the scattering
amplitude at the pole s =M2). To this end, we expand ψ(k2L) around the infinite-volume
pole position, kB = iκ,
ψ(k2L) ≃ ψ(k2B)− ψ′(k2B)(κ2L − κ2) = −κ− ψ′(k2B)(κL − κ)(κL + κ), (3.6)
where the prime denotes a derivative respect to k2. Then, evaluating the residue at M2 in
eq. (3.1) we obtain
ψ′(k2B) =
1
2κ
− 8πM
g2 dk
2
ds
, (3.7)
where the derivative dk2/ds is to be evaluated at s =M2. Finally, using eqs. (3.5) and (3.6),
we obtain for the pole position shift
κL − κ = 1
1− 2κψ′(k2B)
[
−8πML∆G~θL(M2L) + ψ′(k2B)(κL − κ)2
]
(3.8)
This equation gives the bound state pole position, κL (or, equivalently, ML =
√
m21 − κ2L+√
m22 − κ2L) as a function of the infinite-volume parameters g2 and κ. It is worth noting
that, within the approximation (3.6), the position of the bound state pole in a finite volume
depends only on these two parameters. This approximation works remarkably well in all
cases considered in this paper.
If the difference κL−κ is small enough, eq. (3.8) can be solved iteratively. For periodic
boundary conditions, with the use of eq. (A.3), it can be shown that the lowest-order
iterative solution reads
κL = κ+
6
1− 2κψ′(k2B)
1
L
e−κL , (3.9)
which coincides with the result given in refs. [34, 55, 57]. However, it will be shown below
that, for shallow bound states, where κ is very small, one should take more than just the
first term in the sum (A.3). Moreover, in some cases, the iterations converge very slowly,
if at all. Therefore, in our opinion, it is safer to consider solving eq. (3.8) numerically,
without further approximations, in order to obtain the finite volume pole position κL.
This is the way we proceed.
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Using eq. (3.8), it is possible to fit the infinite-volume parameters M and g2 from
the bound state levels κL, obtained through lattice simulations at different L or ~θ. This,
in turn, allows one to determine the compositeness parameter from eq. (2.18). However,
in actual lattice simulations, the measured energy levels have some uncertainty, and the
number of different volumes or different twisting angles might be not very large. Therefore,
it is important to know in advance, at which accuracy should be the lattice measurements
carried out, in order to render the extraction of the parameter Z reliable. We address this
question in some exactly solvable models with a given V (s), producing “synthetic lattice
data,” adding random errors and trying to extract back the infinite volume parameters
M, g2 and Z from data.
4 Analysis with two models
4.1 A toy model
The potential in this model is given by a “bare state pole”,
Vtoy(s) =
g20
s− s0 , (4.1)
which depends on two parameters: a bare pole position s0 and a bare coupling constant
g0. By appropriately choosing the value of the bare parameters, we can reproduce a bound
state with any given mass M and coupling g.
If our model describes the interaction of two particles, where a bound state with the
mass M is present, the scattering partial wave amplitude (3.1) should have a pole at
s =M2,
M2 − s0 − g20G(M2) = 0. (4.2)
The physical coupling of the bound state, g, is given by the residue of the scattering
partial-wave amplitude at the bound state pole
g2 =
g20
1− g20G′(M2)
= [1 + g2G′(M2)]g20 = Zg
2
0 . (4.3)
One can use above equations to trade the bare parameters for the physical ones in the
expression of the scattering amplitude and write the latter in terms of M and Z:
Ttoy(s) =
Z − 1
(s−M2)ZG′(M2) + (1− Z)[G(s)−G(M2)] . (4.4)
Note that the above amplitude does not depend on the subtraction constant that renders
G(s) finite. This model can describe a bound state with any given value of the wave
function renormalization constant.
Next, we study the finite volume effects in the bound-state mass. In the actual cal-
culations, we take m1 = mD, m2 = mK and choose the mass of the bound state to be
M = 2340MeV. This is a shallow bound state at 20MeV below threshold, which corre-
sponds to a binding momentum κ ≃ 133MeV. For the mainly molecular state we take
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Figure 2. Bound state mass in the finite volume, ML, as a function of L for periodic boundary
conditions (left) and as a function of the twisting angle for twisted boundary conditions (right).
The solid/dashed lines correspond to Z = 0.1 and Z = 0.9, respectively. The dotted line stands for
the infinite-volume mass M . In order to test the accuracy of the iterative solution, for the case of
Z = 0.1 we also plot (dot-dashed lines) the solutions of eq. (3.8) with an approximate expression
of ∆G
~θ
L (only the first n ≡ |~n| terms are retained in the expression (A.3) for ∆G~θL).
Z = 0.1, and Z = 0.9 is chosen for the mainly elementary one. For each of these two
states, we calculate their finite-volume mass ML as the subthreshold pole position in the
finite-volume scattering amplitude.
In the left panel of figure 2, we show the mass of the two states with Z = 0.1 and
Z = 0.9 as a function of L for periodic boundary conditions.3 These are obtained from
the solution of the exact equation (3.5). It is easy to see that the finite volume effects
are much bigger in the case of the molecular state with Z = 0.1 than in the case of an
elementary state with Z = 0.9. This was of course expected in advance, since small finite-
volume effects point on a compact nature of the state in question. Here we also plot the
solutions of eq. (3.8), using the known values of M and g, taken from the infinite volume
model. In this way we can test the validity of the approximation in eq. (3.6), used to
derive eq. (3.8) from eq. (3.5), which basically states that all relevant dynamics is encoded
only in the two parameters M and g. As can be seen in figure 2, eq. (3.8) is able to
reproduce the synthetic lattice results very accurately. On the other hand, note that for
shallow bound states the binding momentum κ is small, so no wonder that the expansion
in ∆G
~θ
L converges rather slowly. Consequently, retaining only the leading-order term and
constructing iterative solution, see eq. (3.9), might not be sufficient in all cases.
In the right panel of the same figure we show the dependence of the bound-state mass on
the twisting angle ~θ = (θ, θ, θ) for the fixed value of Lmπ = 3. We see that, for such a choice
of twisting, the size of the effect of twisting for a fixed L is almost the double of the maximal
effect caused by the variation of L from the same value to infinity (periodic boundary con-
ditions). Thus, using (partially) twisted boundary conditions to determine Z, besides being
cheaper, could give more accurate results than a method based on the study of the volume-
3Note that throughout this paper we take the physical value of mpi and do not discuss the pion mass
dependence.
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dependence of the energy level. Note also that, for the above choice of the twisting angle,
the twisting effect is maximal. Other choices, e.g., ~θ = (0, 0, θ) lead to a smaller effect.
4.2 DK scattering and the D∗
s0
(2317)
Now we turn our attention to the realistic case of the hadronic bound state D∗s0(2317)
in the DK scattering channel with isospin I = 0 and strangeness S = 1. When isospin
symmetry is exact, this state is stable under strong interactions, since it does not couple
to the lighter hadronic channels (the observed decay D∗s0(2317) → Dsπ breaks isospin
symmetry). Thus, the formalism above, tailored for stable bound states, does apply in
this case. The case of quasi-bound states, which are coupled to inelastic channels, requires
special treatment and is not addressed here.
A popular view on the D∗s0(2317) meson is that this state is dynamically generated as
a pole through the S-wave interactions between the D-meson and the kaon in the isoscalar
channel [42, 62–66]. We shall study this system, using the model used from ref. [63], which
is based on the leading-order heavy flavor chiral Lagrangian [67–69] and unitarizes the
amplitude [6, 7, 70, 71]. Namely, the infinite-volume amplitude is obtained from eq. (3.1)
with the S-wave-projected potential
V (s) =
1
2
∫ 1
−1
dx
u(s, x)− s
2f2π
=
1
2f2π
[
m2D +m
2
K +
(m2D −m2K)2
2s
− 3s
2
]
, (4.5)
where x = cos θ is the cosine of the scattering angle, fπ ≃ 92.4MeV is the pion decay
constant, and s and u are usual Mandelstam variables. We regularize the loop function
with a subtraction constant a(µ), as done in refs. [63, 72]. Its value at the scale µ = mD is
taken to be a(mD) = −0.71. With this value of the subtraction constant, we find a bound
state pole, associated with the D∗s0(2317), at M = 2316.9 MeV, and the coupling to DK,
which is given by the residue of the pole,
g2 = lim
s→M2
(s−M2)T (s), (4.6)
takes the value g = 10.7 GeV. One can easily calculate the compositeness parameter of
the bound state as well, using eq. (2.18). The calculation yields Z = 0.29. Hence, in this
model, the D∗s(2317) is predominately a molecular state.
Next, we study this model in a finite volume and consider twisting of different quarks,
from which the D and K mesons consist. The net effect is that these mesons get different
momenta as a result of such twisting, so the expression for G
~θ
L changes. Note that this
issue is important in view of the fact that partial twisting is allowed only for certain quarks
(see section 5 for more details).
In figure 3, we display the volume dependence of the bound state mass for differ-
ent twisting angles which are again chosen as ~θ = (θ, θ, θ). In the left panel, we plot the
L-dependence for three different values of the twisting angle, when twisted boundary condi-
tions are applied to the u-quark. In the right panel, twisted boundary conditions are applied
to the s-quark. As we shall see later, in the latter case the use of partial twisting gives the
same results as using fully twisted boundary conditions. The size of the finite volume ef-
fects, using twisted boundary conditions for the c-quark, is very small, so we do not discuss
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Figure 3. L-dependence of the DK bound-state mass for different twisting angles. Left: twisted
boundary conditions applied to the u-quark. Right: twisted boundary conditions applied to the
s-quark. The dashed lines give the solution of eq. (3.8), using the values for M and g from the
infinite-volume model. In these solutions, approximate expression for G
~θ
L at
~θ = 0 was used, that
amounts to summing up exponentials only up to |~n| ≤ nmax.
this case. In this model, we test again that the predictions obtained from eq. (3.8), using the
values of M and g from the infinite-volume model, reproduce very well the exact solution.
Consequently, all relevant dynamics of the model near threshold is encoded in just two pa-
rameters g and M . On the other hand, we see that retaining only the leading exponential
in the expansion of G
~θ
L will have a large impact on the accuracy. Consequently, the first few
terms should be retained. We see that the convergence is satisfactory: e.g., taking nmax ≥ 3,
where nmax denotes the number of terms retained in the expansion, we see that the largest
difference between the synthetic data and the prediction from eq. (3.8) is less than 0.1MeV.
Analyzing figure 3, we again come to the conclusion that the use of (partially) twisted
boundary conditions can provide a better way to extract the compositeness parameter Z
from lattice results. This can already be seen by comparing the curves for θ = 0 and θ = π.
One namely observes that the size of the effect due to twisting at a fixed volume is almost
twice as big as due to changing the volume for periodic boundary conditions.
In figure 4, for three different volumes, we show the dependence of the bound-state
mass on the twisting angle both for u- and s-quark twisting. On the other hand, taking
the results of the θ-dependence (like in figure 4) at a fixed volume for granted, one
could fit the value of the infinite-volume mass and coupling constant to these data, using
eq. (3.8). After this, it is straightforward to obtain the value of Z. In fact, producing four
synthetic lattice data points at a fixed Lmπ = 2.5 and θ = 0, π/3, 2π/3, π (either for u-
or s- quark twisting), we were able to obtain values for M and g that differ less than 1%
from those calculated from the infinite volume model by fitting the solution to eq. (3.8)
(with nmax = 5) to the synthetic data.
Real lattice simulations, however, produce results which carry uncertainties. Hence,
the question arises, how big these errors could be in order to be still able to determine
Z with a desired accuracy. Since, as seen from the figures, the finite volume effects (for
reasonable volume sizes, say, above Lmπ = 2.5) are at most around 10MeV, one expects
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Figure 4. θ dependence of the DK bound state mass for different lattice volumes. Left: twisted
boundary conditions applied to the u-quark. Right: twisted boundary conditions applied to the
s-quark. The dashed lines give the solution of eq. (3.8), using the values for M and g from the
infinite-volume model. In these solutions, approximate expression for G
~θ
L at
~θ = 0 was used, that
amounts to summing up exponentials only up to |~n| ≤ nmax.
4 lattice data points 8 lattice data points
∆ML (MeV) Lmπ = 2.5 Lmπ = 3.0 Lmπ = 2.5 Lmπ = 3.0
2 0.21 0.47 0.17 0.36
1 0.11 0.23 0.08 0.19
0.5 0.05 0.12 0.04 0.09
Table 1. The accuracy of the extraction of the parameter Z from the fits to the synthetic lattice
data for different input error ∆ML. Four or eight data points and two different volumes Lmπ = 2.5
and Lmπ = 3.0 were used, see main text for details.
that a relatively high accuracy will be needed in the measurement of the bound-state
energy. In order to determine, how high this accuracy should actually be, we assign an
uncertainty to the synthetic data that we generate from our model. In particular, using
the von Neumann rejection method, from the “exact” data points we generate a new,
“randomized” data set, where the central values of each data point are shifted randomly,
following the Gaussian distribution centered at exact data values and with a standard
deviation, given by the lattice data error. Repeating this process several times, we obtain
several sets of synthetic lattice data with errors and central values shifted accordingly. We
then fit each of the randomized data sets and obtain a corresponding value for M and g
(and therefore, for Z), one for each set, ending up with as many values for the parameters,
as many randomized data sets we have generated. We can obtain then the mean and
standard deviation of the distributions for M , g and Z. Thus, for a given data error, we
can estimate the accuracy of the parameter extraction.
For the case of the s-quark twisting, we construct 5000 sets of randomized data at a
fixed volume, for different input errors ∆ML and different number of data points per set.
Fitting the parameters to each set, we obtain the corresponding distributions of 5000 points
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Index Channel Quark content
1 |KvvDvv〉 − 1√2 |uvs¯vcvu¯v + dvs¯vcvd¯v〉
2 |KvsDvs〉 − 1√2 |uss¯vcvu¯s + dss¯vcvd¯s〉
3 |KvgDvg〉 − 1√2 |ugs¯vcvu¯g + dgs¯vcvd¯g〉
Table 2. Scattering channels for the case of I = 0.
for each parameter M , g and Z. In table 1, we show the resulting standard deviations for
Z, which give an idea of the expected accuracy in a fit to actual lattice data. The results
for the case of the u-quark twisting are very similar. We see that, for Lmπ = 2.5 where the
finite volume effects are the largest, we need lattice errors smaller than 1MeV in order to
obtain an accuracy in Z below 0.1. For larger volumes, the accuracy required in the input
lattice data is even bigger. If we increase the number of lattice data points, we get slightly
better results but, in general, the dependence on the increase of the size of the data set is
very mild. For example, we need to use around 20 data points to achieve an accuracy of
order 0.1 in Z, given an input error ∆ML = 2 MeV and volume Lmπ = 2.5.
5 Partially twisted boundary conditions in the DK system
The partial twisting, unlike the full twisting, is more affordable in terms of computational
cost in lattice simulations, because one does not need to generate new gauge configurations.
Thus, it is very interesting to study whether it is possible to extract any physically relevant
information from simulations using this kind of boundary conditions. Problems may arise
when there are annihilation channels present, as is the case in the DK scattering in the
isoscalar channel, where light quarks may annihilate. An analysis of Lu¨scher approach with
partial twisting for scattering problem in the presence of annihilation channels was recently
addressed in [46]. Namely, a modified partially twisted Lu¨scher equation was derived for
the πη −KK¯ coupled channel scattering in the framework of non-relativistic EFT.
Here, we address the same problem in the context of the DK scattering. The method
is described in ref. [46], to which the reader is referred for further details. Consider first the
scattering in the infinite volume. We start from building the channel space by tracking the
quarks of different species following through the quark diagrams describing the DK scatter-
ing. It is clear that, since only light quarks may annihilate, the possible final states contain
valence, sea or ghost light quarks with equal masses, as given in table 2. Omitting channel
indices, the resulting algebraic Lippmann-Schwinger equation couples 3 different channels
T = V + V GDKT , (5.1)
where T , V and G are given by 3× 3 matrices.
The free Green function is given by
GDK(s) = G(s) diag (1, 1,−1) (5.2)
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Figure 5. Connected (tc) and disconnected (td) diagrams, emerging in DK → DK scattering
amplitudes with various quark species; l=u, d.
where G(s) is defined in eqs. (2.11) and (2.16), supplemented by the prescription that
the integral is performed in dimensional regularization after expanding the integrand in
powers of 3-momenta (see refs. [46, 73] for details). The minus sign on the diagonal of
the matrix G arises due to fermionic nature of D and K mesons composed of valence and
(commuting) ghost quarks.
The crucial point now is that there exist linear symmetry relations between various
elements of T due to equal valence, sea and ghost quark masses. Note that scattering
matrix elements are given by residues of the 4-point Green functions Γij of the bilinear
quark operators at the poles, corresponding to the external mesonic legs. Decomposing Γij
into connected tc and disconnected td pieces through Wick contractions (see figure 5) and
noting that quark propagators are the same for all light quark species, we get
Γ11 = Γ22 = tc− td , Γ33 = −tc− td , Γ12 = Γ13 = Γ23 = Γ21 = Γ31 = Γ32 = −td , (5.3)
Since in our case there are no neutral states and thus no mixing occurs, following the
argumentation given in ref. [46], it is easy to show that T -matrix obeys the same symmetry
relations as Γ
T11 = T22 = t, T33 = −t+ 2y , T12 = T13 = T23 = T21 = T31 = T32 = y . (5.4)
Here T11 = t corresponds to the physical elastic DK scattering amplitude, i.e scattering
in the sector with valence quarks only. Other diagonal entries are unphysical in the sense
that they correspond to scattering of particles, composed of sea and ghost light quarks.
Non-diagonal elements of T -matrix describe coupling between valence and sea/ghost
sectors through disconnected diagrams. Furthermore, it is straightforward to check from
eq. (5.1) that the elements of potential matrix V satisfy the same symmetry relations as
T and can be expressed in the following form
V =


τ υ υ
υ τ υ
υ υ −τ + 2υ

 , (5.5)
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Let us now turn to the case of a finite volume and derive the Lu¨scher equation for
a couple of particular choices of partially twisted boundary conditions. Note that the
potential V remains the same (up to exponentially suppressed in terms L ), while in the
loop functions the integration is substituted by summation over lattice momenta.
1. Twist the s/c-quark, leaving u and d-quarks to obey periodic boundary condition.
In this case, the matrix of the Green functions is diag
(
G˜
~θ
L, G˜
~0
L,−G˜~0L
)
. The solution
of the Lippmann-Schwinger equation in a finite volume for the physical amplitude t
is given by
t =
τ
1− τG˜~θL
, (5.6)
where G˜
~θ
L is the loop function G(s) in a finite volume. We see that the finite-volume
spectrum in case of the partial twisting is determined from the Lu¨scher equation
1− τG˜~θL(s) = 0, (5.7)
in the same way as in the full-twisting case. Thus, the results obtained by using of
the partially twisted boundary conditions on the c- or s-quark are equivalent to those
using full twisting.
2. Twist the valence u- and d-quarks simultaneously, leaving s- and c-quarks obey peri-
odic boundary condition. In this case, the ghost light quarks also need to be twisted,
and the matrix of the Green functions is diag
(
G˜
~θ
L, G˜
~0
L,−G˜~θL
)
.
The Lu¨scher equation determining the finite volume spectrum now takes the form
[
1− τG˜~0L(s)
] [
1− (τ − υ)G˜~θL(s)
]2
= 0 . (5.8)
Vanishing of the first bracket on the r.h.s. gives the Lu¨scher equation with no twist-
ing. Note also that the quantity τ − υ is in fact the connected part of the scattering
potential for the isoscalar DK system, which is identical to the DK scattering po-
tential in the isovector channel. Hence, vanishing of the second bracket is equivalent
to the fully twisted Lu¨scher equation for the isovector DK scattering.4
6 Summary and conclusions
i) Lattice QCD does not only determine the hadron spectrum. Under certain circum-
stances, it may provide information about the nature of hadrons, which renders lat-
tice simulations extremely useful for the search and the identification of exotic states.
Note that the lattice QCD possesses unique tools at its disposal (e.g., the study of
the volume and quark mass dependence of the measured quantities), which are not
available to experiment.
4Since there is no disconnected Wick contraction for the isovector DK scattering, partial twisting is
always equivalent to the full twisting in this case.
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ii) In the present paper, we concentrate on the identification of hadronic molecules on
the lattice. Experimentally, one may apply Weinberg’s compositeness condition to
the near-threshold bound states, in order to distinguish the molecular states from the
elementary ones. To this end, one may use the value of the wave function renormal-
ization constant Z which obeys the inequalities 0 ≤ Z ≤ 1. The vanishing value of
the parameter Z corresponds to the purely molecular state. In this paper we consider
the lattice version of the Weinberg’s condition.
iii) It is known that the quantity Z can be extracted from lattice data by studying the
volume dependence of the measured energy spectrum. We have shown that the same
result can be achieved by measuring the dependence of the spectrum on the twisting
angle in case of twisted boundary conditions. Moreover, within the method proposed,
the expected effect is approximately twice as large in magnitude and comes at a
lower computational cost. Further, we have analyzed synthetic data to estimate the
accuracy of the energy level measurement which is required for a reliable extraction
of the value of Z on the lattice.
iv) As an illustration of the method, we consider the D∗s0(2317) meson, which is a candi-
date of a DK molecular state. It is proven that, despite the presence of the so-called
annihilation diagrams, one may still use the partially twisted boundary conditions
for the extraction of Z from data if the charm or strange quark is twisted. The effects
which emerge due to partial twisting, are suppressed at large volumes.
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A Formulas for the function ∆G
~θ
L
below threshold
We compute the scattering amplitude in a finite volume by replacing the loop function G
by its finite volume counterpart G˜
~θ
L = G+∆G
~θ
L and obtain synthetic data from the poles
of the finite volume scattering amplitude. In particular, the pole below threshold gives the
mass of the bound state in a finite volume.
For the case of a level below threshold, there exists a fairly simple way to calculate
∆G
~θ
L defined by eq. (3.2), so that the equation (3.8) for κL can be easily solved. Here,
we consider three different cases, one with periodic boundary conditions, and two with
twisted boundary conditions. Depending on which quarks are twisted, the momenta of
the mesons are modified accordingly.
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A.1 Periodic boundary conditions
In the case of periodic boundary conditions, the meson momenta in a box are given by
~qn =
2π~n
L
, ~n ∈ Z3. (A.1)
We can evaluate the sum in eq. (3.2), using the Poisson summation formula
∑
n δ(n−x) =∑
n e
2πinx. Transforming the sum into the integral gives
1
L3
∑
~n
I(~qn) =
1
L3
∑
~n
∫
d3~q δ(3)(~q − ~qn)I(~q ) =
∑
~n
∫
d3~q
(2π)3
ei~q·~nLI(~q ). (A.2)
Next, we note that the integrand I(~q ) can be approximated by 1
2
√
s
1
k2−~q2 , since the dif-
ference is exponentially suppressed [60]. Here, k2 is the three-momentum squared of the
particles in the center of mass (c.m.) frame. Then, for k2 < 0, ∆G
~θ
L reads
∆G
~0
L =
1
2
√
s
∑
~n 6=~0
∫
d3~q
(2π)3
ei~q·~nL
k2 − ~q2 = −
1
8π
√
sL
∑
~n 6=~0
1
|~n|e
−|~n|√−k2L. (A.3)
The function ∆G
~0
L can be expressed in terms of the Lu¨scher zeta-function Z00(1, kˆ
2), as
follows [60]:
∆G
~0
L =
1
8π
√
s
(
−
√
−k2 − 2√
πL
Z00(1, kˆ
2)
)
, (A.4)
Z00(1; kˆ
2) =
1√
4π
∑
~n∈Z3
1
~n2 − kˆ2 , (A.5)
where kˆ = kL/(2π).
A.2 Twisted boundary conditions: both momenta shifted
In the case of twisted boundary conditions, when the momenta of both particles are shifted
but the particles still are in the c.m. frame, the allowed momenta in a box are:
~qn =
2π
L
~n+
~θ
L
, ~n ∈ Z3 , (A.6)
where ~θ is the twisting angle. Now, acting in the same way, we can evaluate the sum in
eq. (3.2)
1
L3
∑
~n
I(~qn) =
1
L3
∑
~n
∫
d3~q δ(3)(~q − ~qn)I(~q ) =
∑
~n
∫
d3~q
(2π)3
ei
~θ·~nei~q·~nLI(~q ) (A.7)
and ∆G
~θ
L becomes
∆G
~θ
L = −
1
8π
√
sL
∑
|~n|6=0
1
|~n|e
i~θ·~ne−|~n|
√−k2L. (A.8)
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Again, we can express ∆G
~θ
L in terms of the Lu¨scher zeta-function with twisted boundary
conditions, Z
~θ
00(1, kˆ
2), as follows,
∆G
~θ
L =
1
8π
√
s
(
−
√
−k2 − 2√
πL
Z
~θ
00(1, kˆ
2)
)
, (A.9)
Z
~θ
00(1; kˆ
2) =
1√
4π
∑
~n∈Z3
1(
~n+ ~θ/2π
)2 − kˆ2 . (A.10)
For the particular case of ~θ = (θ, θ, θ), the first few terms of the above expansion are given by
∆G
(θ,θ,θ)
L (M) = −
1
8πML
[
6 cos θ e−κL + 3
√
2(1 + cos 2θ)e−
√
2κL
+
2√
3
(3 cos θ + cos 3θ)e−
√
3κL + · · ·
]
(A.11)
with κ =
√−k2.
A.3 Twisted boundary conditions: only one momentum shifted
Finally, in the case of twisted boundary conditions, when only the momentum of one of
the particles (say, particle 1) is shifted, the allowed momenta in a box are
~q1 =
2π
L
~n1 +
~θ
L
, ~q2 =
2π
L
~n2, ~n1, ~n2 ∈ Z3 . (A.12)
The particles are not in the c.m. frame any more: the c.m. momentum is equal to ~P = ~θ/L.
Hence, we have to evaluate ∆G
~θ
L in a moving frame with momentum
~P ,
∆G
~θ
L =
1
L3
∑
~n
I(~qn)−
∫
d3~q
(2π)3
I(~q ), I(~q ) =
1
2ω1ω2
ω1 + ω2
P 20 − (ω1 + ω2)2
,
ω21 = (~P − ~q)2 +m21, ω22 = ~q2 +m22, ~qn =
2π~n
L
, P 2 = P 20 − ~P 2 = s. (A.13)
Again, we can approximate the integrand by [74]
I(~q ) = − 1
2P0
1
(~q ′)2 − (~q ′ · ~P )2/P 20 − ~k2
+ · · · , ~q ′ = ~q − µ~P , (A.14)
where µ = 12
(
1− m21−m22
s
)
, ~k is the momentum of the particles in the c.m. frame, and the
dots denote exponentially suppressed terms. Using the Poisson summation formula, we
arrive at
∆G
~θ
L = −
1
2P0
∑
|~n|6=0
e−iµ ~P ·~nL
∫
d3~q
(2π)3
ei~q·~nL
~q2 − ~k2 − (~q·~P )2
P 2
0
(A.15)
= − 1
8π
√
sL
∑
|~n|6=0
1
|γˆ~n|e
−iµ~θ·~ne−|γˆ~n|
√−k2L, γˆ~n = γ~n‖ + ~n⊥, (A.16)
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where ~n‖ and ~n⊥ are the components parallel and perpendicular to ~P of ~n, and γ = P0/
√
s
is the relativistic gamma-factor. Once again, we can relate ∆G
~θ
L in this case with the
Lu¨scher zeta function in the moving frame Z
~d
00(1; (q
∗)2) [75], see also refs. [74, 76, 77]:
∆G
~θ
L =
1
8π
√
s
(
−
√
−k2 − 2√
πLγ
Z
~d
00(1; kˆ
2)
)
, (A.17)
Z
~d
00(1; kˆ
2) =
1√
4π
∑
~r∈Pd
1
~r2 − kˆ2 ,
Pd = {~r = R3 | r‖ = γ−1(n‖ − µ|~d|), ~r⊥ = ~n⊥, ~n ∈ Z3} , (A.18)
where ~d = ~PL/2π = ~θ/2π. For the case of ~θ = (θ, θ, θ), the first few terms in the above
expansion are
∆G
(θ,θ,θ)
L (M) = −
1
8πML
[
6
√
3 cos(µθ)√
γ2 + 2
e−
√
γ2+2
3
κL
+ 3
√
2e−
√
2κL +
3
√
6 cos(2µθ)√
2γ2 + 1
e
−
√
2
3
(2γ2+1)κL
+ · · ·
]
. (A.19)
In the case of shallow bound states, the exponential factor κ will be usually quite small,
so in order to reproduce accurately the full function, one should take several terms in the
expansion for ∆G
~θ
L above.
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CHAPTER 4
Optical Potential on the lattice
4.1 Summary of the project
The project is focused on the extraction of the hadron-hadron scattering parameters in case of multiple
inelastic channels, which is often case with exotica and non-exotic resonances. It is well known that the
Lüscher formalism becomes too complicated for practical use when the number of channels growths. An
alternative approach to deal with this issue, as we suggested, is to extract the complex hadron-hadron
potential from lattice calculations, using the partially twisted boundary conditions as a tool to scan the
energy region of interest. To that end, we used the causal prescription E → E + i in order to continue
into the complex plane. Furthermore, the limits of the lattice size L → ∞ and  → 0 must be taken in
this order to get an infinite-volume potential. However, since lattice calculations at large volumes are
barely possible, we suggest to perform a smoothing procedure for the oscillations, arising in the optical
potential at finite L and , which allows to reconstruct the infinite-volume optical potential. We tested
our method on synthetic lattice date generated for the piη − KK¯ system. As a consistency check, two
smoothing methods were used: the parametric method (LASSO regularization) and the non-parametric
one (Gaussian smearing). The fits of synthetic data, performed for uncertainty of the energy eigenvalues
equal to 2 MeV and 3 MeV, give reliable results. However, the imaginary part is more sensitive to the
input error and for the values of the order 10 MeV the fit is no longer reliable.
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1 Introduction
The Luscher approach [1] has become a standard tool to study hadron-hadron scattering
processes on the lattice. The use of this approach in case of elastic scattering is conceptu-
ally straightforward: besides technical complications, caused by partial-wave mixing, each
measured energy level at a given volume uniquely determines the value of the elastic phase
shift at the same energy.
In the presence of multiple channels, the extraction of the scattering phase becomes
more involved. In case when only two-particle coupled channels appear, one can make use
of the coupled-channel Luscher equation [2{9] and t a simple pole parameterization for the
multi-channel K-matrix elements to the measured energy spectrum in the nite volume [10{
12]. A more sophisticated parameterization of the K-matrix elements, which is applicable
in a wider range of the energies, can be obtained using unitarized chiral perturbation theory
(ChPT) [13{17]. In the one-channel case such an approach has been successfully applied,
e.g., in ref. [18] to analyze P -wave  scattering and to study the properties of the -
meson. However, in order to include the coupled channels  K K, one has to determine
several K-matrix elements (unknowns) from a single measurement of a nite-volume energy
level. Hence, using some kind of (phenomenology-inspired) parameterizations of the multi-
channel K-matrix elements becomes inevitable in practical applications.
In case when some of the inelastic channels contain three or more particles, the situation
is far more complicated. Despite the recent progress in the formulation of the theoretical
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framework [19{23], it is still too cumbersome to be directly used in the analysis of the data.
Moreover, the problem of the choice of the parameterization for three-particle scattering
might become more dicult (and lead to even larger theoretical uncertainties) than in
two-particle scattering.
From the above discussion it is clear that a straightforward extension of the Luscher
approach through the inclusion of more channels has its limits that are reached rather
quickly. On the other hand, many interesting systems, which are already studied on the
lattice, may decay into multiple channels. In our opinion, the present situation warrants
a rethinking of the paradigm. One may for example explore the possibility to analyze the
lattice data without explicitly resolving the scattering into each coupled channel separately.
Such a detailed information is usually not needed in practice. Instead, in the continuum
scattering problem, the eect of inelastic channels could be included in the so-called optical
potential [24{26], whose imaginary part is non-zero due to the presence of the open inelastic
channels. In many cases, it would be sucient to learn how one extracts the real and
imaginary parts of the optical potential from the lattice data, without resorting to the multi-
channel Luscher approach. In the present paper, we propose such a method, which relies on
the knowledge of a suciently large number of eigenvalues measured in lattice simulations.
Furthermore, we suggest a method that allows one to obtain this set of eigenvalues by
varying a continuous parameter | the twisting angle that denes the boundary conditions
set on the quark elds in the simulations [27{32]. The latter has its own limitations, but
there exist certain systems, where it could in principle be applied. In particular, we have
the following systems in mind:
 The scattering in the coupled-channel    K K system in the vicinity of the K K
threshold and the a0(980) resonance.
 The spectrum and decays of the XY Z states; namely, Zc(3900) that couples to the
channels J= , hc and (D D) (this system was recently studied in ref. [33]) or
the Zc(4025) that couples to the D
 D and hc channels (see, e.g., ref. [34]).
There certainly exist other systems where this method can be used. It should also be
stressed that the systems, where the partial twisting (i.e., twisting only the valence quarks)
can be carried out, are interesting in the rst place | for an obvious reason. All examples
listed above belong to this class. In general, the partial twisting can always be carried
out when the annihilation diagrams are absent. In the presence of annihilation diagrams,
each particular case should be analyzed separately, invoking the methods of eective eld
theories in a nite volume [32]. The present paper contains an example of such an analysis.
Further, there exists an alternative method for the extraction of hadron-hadron in-
teraction potentials from the measured Bethe-Salpeter wave functions on the Euclidean
lattice. This method goes under the name of the HAL QCD approach and its essentials
are explained in refs. [35{37]. The HAL QCD collaboration claims that this approach can
be extended to the multi-channel systems, including the channels that contain three and
more-particles [38, 39]. Note also that this approach has already been used to study various
systems on the lattice, including the analysis of coupled-channel baryon-baryon scattering
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(see, e.g., ref. [40{42]). Hence, it would be interesting to compare our method with the
HAL QCD approach.
The layout of the present paper is as follows. In section 2 we discuss the theoretical
framework for the extraction of the real and imaginary parts of the optical potential and
provide an illustration of the method with synthetic data, generated by using unitarized
ChPT. Further, in section 3, we discuss the role of twisted boundary conditions for measur-
ing the optical potential. Namely, the possibility of imposing partially twisted boundary
conditions is explored in section 3.1. Here, we also discuss the possibility of imposing the
dierent boundary conditions on the quark and antiquark elds. The analysis of synthetic
data, including an error analysis, is presented in section 3.2. Finally, section 4 contains our
conclusions.
2 Optical potential in the Luscher approach
2.1 Multichannel potential, projection operators
In the continuum scattering theory, the inelastic channels can be eectively included in the
so-called optical potential by using the Feshbach projection operator technique [24, 25].
Namely, let us start from the multi-channel T -matrix which obeys the Lippmann-Schwinger
equation
T = V + V G0T : (2.1)
Here, V is the potential and G0 denotes the free Green's function . The quantities T; V;G0
are all N N matrices in channel space.
In case when only two-particle intermediate states are present, using dimensional reg-
ularization together with the threshold expansion, it can be shown that the Lippmann-
Schwinger equation (2.1) after partial-wave expansion reduces to an algebraic matrix equa-
tion (see, e.g., ref. [43]). With the proper choice of normalization, the matrix G0(E) in this
case takes the form (E is the total energy in the center-of-mass system)
G0(E) = diag (ip1(E);    ; ipn(E)) ; (2.2)
where pk(E) denotes the magnitude of the center-of-mass three-momentum, i.e.,
pk(E) =
1
2E
s
E2  

m
(k)
1 +m
(k)
2
2
E2  

m
(k)
1  m(k)2
2
(2.3)
and m
(k)
1;2 are the masses of particles in the k
th scattering channel. Hence, if dimensional
regularization is used in case of two-particle channels, the potential V coincides with the
multi-channel K matrix. The latter quantity can always be dened, irrespectively of the
used regularization. Our nal results are of course independent of the use of a particular
regularization. Indeed, the parameterization of T in terms of eq. (2.1) withG0 from eq. (2.2)
is completely general and simply reects the multi-channel unitarity.
Suppose further that we focus on the scattering in a given two-particle channel. Let us
introduce the projection operators P and Q = 1 P , which project on this channel and on
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the rest, respectively. In the following, we refer to them as the primary (index P ) and the
secondary (index Q) channels. The secondary channels may contain an arbitrary number
of particles. It is then straightforward to show that the quantity TP (E) = PT (E)P obeys
the following single-channel Lippmann-Schwinger equation
TP (E) = W (E) +W (E)GP (E)TP (E) ; (2.4)
where
W (E) = P

V + V Q
1
E  H0  QV QQV

P and GP (E) = PG0(E)P : (2.5)
It is easily seen that, while V is Hermitean, W (E) above the secondary threshold(s) is
not. The imaginary part of W (E) is expressed through the transition amplitudes into the
secondary channels
W (E) W y(E) =  2i PT yQ(E)Q(E  H0)QTQ(E)P ; (2.6)
where
TQ(E) = V + V GQ(E)TQ(E) and GQ(E) = QG0(E)Q : (2.7)
For illustration, let us consider scattering in the   K K coupled channels. Let K K
and  be the primary and secondary channels, respectively. Then, the formulae for the
S-wave scattering take the following form (we suppress the partial-wave indices for brevity):
TK K!K K(E) = W (E) + ipK KW (E)TK K!K K(E) : (2.8)
Here,
W (E) = VK K!K K +
ipV
2
K K!
1  ipV! ; (2.9)
pK K , p denote the magnitude of the relative three-momenta in the center-of-mass frame
in the respective channel, as given in eq. (2.3).
Solving eq. (2.8), one nds an explicit expression of the on-shell T -matrix in terms of
the optical potential W (E):
TK K!K K(E) =
1
W 1(E)  ipK K
: (2.10)
Note that the form of eq. (2.10) with a complex optical potential W is a completely general
expression for the case of the multi-channel and -particle scattering problem.
It is often useful to introduce the so-called M -matrix M = V  1, i.e.,
M =
1

 
V!  VK K!
 VK K! VK K!K K
!
;  = VK K!K KV!   V 2K K! : (2.11)
In terms of this quantity, the above formula can be rewritten in the following form:
W 1(E) = MK K!K K  
M2
K K!
M!   ip : (2.12)
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Using the latter form can be justied, when a resonance near the elastic threshold exists
that shows up as a pole on the real axis in V . In contrast, the quantity M is smooth in
this case and can be Taylor-expanded near threshold.
In a nite volume, one may dene a counterpart of the scattering amplitude
TK K!K K(E). Imposing, e.g., periodic boundary conditions leads to the modication of
the loop functions1
ipk ! 2p
L
Z00(1; q
2
k) for qk =
pkL
2
; (2.13)
whereas the potential V remains unchanged up to exponentially suppressed corrections.
In the above expressions, L is the size of the cubic box and Z00 denotes the Luscher
zeta-function.
The energy levels of a system in a nite volume coincide with the poles of the modied
scattering amplitude. The position of these poles is determined from the secular equation
MK K!K K  
2p
L
Z00(1; q
2
K K)

M!   2p
L
Z00(1; q
2
)

 M2K K! = 0 : (2.14)
The positions of these poles on the real axis are the quantities that are measured on the
lattice.
2.2 Continuation to the complex energy plane
The main question, which we are trying to answer, can now be formulated as follows: is it
possible to extract the real and imaginary parts of W (E) from the measurements performed
on the lattice? We expect that the answer exists and is positive, for the following reason.
Let us imagine that all scattering experiments in Nature are performed in a very large hall
with certain boundary conditions imposed on its walls. It is a priori clear that nothing
could change in the interpretation of the results of this experiment, if the walls are moved to
innity. Consequently, there should exist a consistent denition of the innite-volume limit
in a nite-volume theory that yields all quantities dened within the scattering theory in the
continuum. Since the optical potential is one of these, there should exist a quantity dened
in a nite volume, which coincides with the optical potential in the innite-volume limit.
In order to nd out, which quantity corresponds to the optical potential in a nite
volume and how the innite-volume limit should be performed, let us follow the same
pattern as in the innite volume. Namely, we apply the one-channel Luscher equation for
the analysis of data, instead of the two-channel one. As a result, we get:
W 1L (E) :=
2p
L
Z00(1; q
2
K K) = MK K!K K  
M2
K K!
M!   2pL Z00(1; q2)
: (2.15)
The left-hand side of this equation is measured on the lattice at xed values of pK K ,
corresponding to the discrete energy levels in a nite volume. Methods to measure W 1L are
1For simplicity, we restrict ourselves to the S-waves from here on and neglect partial wave mixing. This
approximation might not be always well justied phenomenologically. However, the primary goal of the
present paper is to explain the essentials of the method without focusing much on the technical details.
Including partial-wave mixing within this approach forms a subject of a separate investigation.
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Figure 1. The real and imaginary parts of the quantity W 1(E), as well as its nite-volume
counterpart W 1L (E) for L = 5M
 1
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Figure 2. Fit of the function specied in eq. (2.17) to the quantity W 1L (E) for L = 5M
 1
 and
uniformly distributed values of energy E.
discussed in section 3. The quantity on the right-hand side is proportional to the cotangent
of the so-called pseudophase, dened as the phase extracted with the one-channel Luscher
equation [2, 3]. It coincides with the usual scattering phase in the absence of secondary
channels.
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Figure 1 shows the real and imaginary parts of the quantity W 1(E) that is constructed
by using a simple parameterization of the two-channel T -matrix, based on unitarized ChPT
(see ref. [44]). For comparison, the nite-volume counterpart W 1L (E), which is dened
by eq. (2.15), is also shown. If the secondary channels were absent, W 1(E) would be
real and equal to W 1L (E), up to exponentially suppressed contributions. Figure 1 clearly
demonstrates the eect of neglecting the secondary channels. While the \true" function
W 1(E) is a smooth (and complex) function of energy, the (real) function W 1L (E) has a
tower of poles and zeros. The (simple) zeros of W 1L (E) (poles of WL(E)) emerge, when
E coincides with one of the energy levels in the interacting  system. The background,
obtained by subtracting all simple poles, is a smooth function of E. It should be stressed
that this statement stays valid even in the presence of multiple secondary channels, some
of which containing three or more particles. The only singularities that emerge in general
are the simple poles that can be traced back to the eigenvalues of the total Hamiltonian
restricted to the subspace of the secondary states.2
It is important to note that, if L tends to innity, the optical potential does not have
a well-dened limit at a given energy. As the energy levels in the secondary channel(s)
condense towards the threshold, the quantity W 1L (E) at a xed E oscillates from  1
to +1. Thus, the question arises, how the quantity W 1(E) can be obtained in the
innite-volume limit.
It should be pointed out that this question has been already addressed in the literature
in the past. In this respect, we nd ref. [45] most useful. In this paper it is pointed out that,
in order to give a correct causal description of the scattering process, one should consider
adiabatic switching of the interaction. This is equivalent to attaching an innitesimal imag-
inary part E ! E+ i" to the energy. Further, as argued in ref. [45], the limits L!1 and
" ! 0 are not interchangeable. A correct innite-volume limit is obtained, when L ! 1
is performed rst (see ref. [46] for a more detailed discussion of this issue). Physically, this
statement is clear. The quantity " denes the available energy resolution, and the distance
between the neighboring energy levels tends to zero for L ! 1. If this distance becomes
smaller than the energy resolution, the discrete levels merge into a cut and the innite-
volume limit is achieved. It is also clear, why the innite-volume limit does not exist on the
real axis: " = 0 corresponds to an innitely sharp resolution and the cut is never observed.
The above qualitative discussion can be related to Luscher's regular summation theo-
rem [47]. On the real axis above threshold, the zeta-function Z00(1; q
2
) in eq. (2.15) does
not have a well-dened limit. Assume, however, that the energy E gets a small positive
imaginary part, E ! E + i". The variable q2 also becomes imaginary:
q2 ! q2 +
i"E
2

L
2
2
1  (M
2
  M2)2
E4

= q2 + i"
0 : (2.16)
It is immediately seen that above threshold, E > M + M, the quantity "
0 is strictly
positive. Now, for real energies E, the nearest singularity is located at the distance " from
2Strictly speaking, this argument applies only to WL(E). However, assuming the absence of accidental
multiple zeros in WL(E), one may extend this argument to W
 1
L (E).
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Figure 3. The real and imaginary parts of the quantity W^ 1L (E + i") for " = 0:02 GeV (solid
black lines) and " = 0:05 GeV (dashed blue lines) versus the real and imaginary parts of the
innite-volume counterpart W 1(E) (dotted red lines). All quantities are given in units of GeV.
the real axis, so the regular summation theorem can be applied. It can be straightforwardly
veried that the remainder term in this theorem vanishes as exp( "0L) (modulo powers of
L), when L!1.
The above argumentation can be readily extended to the cases when intermediate
states contain any number of particles. Consider a generic loop diagram in the eective
eld theory where these particles appear as internal lines. It is most convenient to use
old-fashioned time-ordered perturbation theory, where the integrand contains the energy
denominator (E + i"  w1(p1) : : :  wn(pn)) 1. Here, wi(p1) ; i = 1; : : : ; n stand for the
(real) energies of the individual particles in the intermediate state. It is clear that, if " 6= 0,
the denominator never vanishes, and the regular summation theorem can be applied. The
remainder, as in the two-particle case, vanishes exponentially when " 6= 0.
The analytic continuation into the complex plane can be done as follows. Suppose one
can measure the quantity W 1L (E) on the real axis. Bearing in mind the above discussion,
one may t this function by a sum of simple poles plus a regular background. Figure 2
shows the result of such a t which was performed by using the function
W^ 1L (E) =
X
i
Zi
E   Yi +D0 +D1E +D2E
2 +D3E
3 (2.17)
to t a sample of the exact W 1L without errors. The exact values of the t parameters
are not listed here since gure 2 is given for the illustrative purposes only. In the actual
numerical simulation of section 3.2, the order of the polynomial is varied.
The continuation into the complex plane is trivial: one uses eq. (2.17) with xed values
of Zi; Yi; Di and makes the substitution E ! E + i". The real and imaginary parts of
the quantity W^ 1L (E + i") for " = 0:02 GeV and " = 0:05 GeV are shown in gure 3. For
comparison, the real and imaginary parts of the innite-volume counterpart W 1(E) are
also given. As seen, the nite-volume \optical potential" oscillates around the true one
and the magnitude of such oscillation grows larger, when " becomes smaller. On the other
hand, the artifacts caused by a nite " grow, when " becomes large.
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Figure 4. Left: the 2 as a function of the degree of the t polynomial, nmax. While the 
2 of the
unconstrained ts (gray squares) monotonically decreases, a nite penalty factor of  = ^opt = 0:2
for P2 stabilizes the result (red triangles). Right: cross validation. The 
2 of the ts to the training
set according to eq. (2.19) are shown with gray squares; the 2V of these ts, evaluated for the
test/validation set, are indicated with red triangles; the 2t of these ts evaluated for the (unknown)
true optical potential according to eq. (2.22) are displayed with blue circles. The minimum of the
2V () of the test/validation set (red) estimates the penalty factor ^opt  0:15   0:2 which is very
close to the truly optimal opt  0:2  0:3 (blue). The absolute and relative scales of the dierent
2's are irrelevant.
2.3 Innite-volume extrapolation
From the above discussion it is clear that, performing the limit L ! 1 for a xed ", and
then taking "! 0, the innite-volume limit is restored from W^ 1L (E + i"). For the actual
extraction on the lattice, however, taking the large volume limit could be barely feasible.
An alternative to this procedure is to \smooth" the oscillations arising from eq. (2.17) if
evaluated at complex energies at a nite L and ". This allows one to perform the extraction
of the optical potential at a reasonable accuracy even at suciently small values of L. As
in the present study the true optical potential is known, the validity of this procedure can
be tested. We would like to stress that LM = 5 used in this study is rather small and
thus not completely beyond reach.
In the present section we test two dierent algorithms for smoothing the quantity
W^ 1L (E+ i"). In both cases, the result is called W^
 1, i.e., the estimate of the true innite-
volume potential W 1. The nal results of the numerical studies, presented in section 3.2
are evaluated with both methods.
Parametric method. The basic idea of this method is to t the optical potential
W^ 1L (E+ i") from eq. (2.17) at complex energies in the whole energy range with a suitable
Ansatz. Model selection is performed with LASSO regularization (as explained in detail
later) in combination with cross validation. Such methods have the advantage that basic
properties of the optical potential, like Schwartz's reection principle and threshold be-
havior, can be built in explicitly. In our problem, this is particularly simple because the
only non-analyticity is given by the branch point at the  threshold. In more complex
problems, additional non-analyticities like resonance poles or complex branch points from
multi-channel states [48, 49] have to be included in the parameterization. Yet, all these non-
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Figure 5. Real and imaginary parts of the optical potential. The thick dashed (red) lines show
the true optical potential W 1. The thick solid (black) lines show the reconstructed potential W^ 1
with ^opt = 0:2. The thin lines show a largely under-constrained result (thin solid, oscillating lines)
with  = 0:05 and a largely over-constrained result (thin dashed lines) with  = 1.
analyticities are situated on other than the rst Riemann sheet. The parametric and non-
parametric methods proposed here use an extrapolation from nite, but positive " to "! 0,
i.e., an extrapolation performed on the rst Riemann sheet that is analytic by causality.
A suitable yet suciently general parameterization of the optical potential is given by
W^ 1(E) =
nmaxX
j=0

(aj + i bj p) (E   E0)j

(2.18)
with real parameters aj ; bj . The only non-analyticity of W^
 1 is given by the cusp function
i p, evaluated at the complex energy E (see eq. (2.12)), that is therefore explicitly included
in the Ansatz; the rest is then analytic and can be expanded in a power series around a
real E0 chosen in the center of the considered energy region, in order to reduce correlations
among t parameters (the actual value of E0 is irrelevant).
To perform the eective innite-volume extrapolation through smoothing, we consider
the minimization of the 2,
2 =
mX
k=1
W^ 1(Ek)  W^ 1L (Ek)2
2k
+ Pi(aj ; bj) ; (2.19)
where Pi are penalty functions specied below. The absolute scale of the 
2 is irrelevant.
The quantity W^ 1L is tted by sampling at the complex energies Ek = Emin + k E + i"
(" = 0:05 GeV) over the considered energy range Emin  E  Emax with a step E =
10 MeV, and assigning an arbitrary error of k =  = 1 GeV. Note that in cross validation
(to be specied later), the position of the minimal 2 determines the size of the penalty,
i.e., the size of  is irrelevant. The innite-volume optical potential is then obtained by
simply evaluating W^ 1 at real energies, i.e., setting " = 0.
If we assume for the moment that the penalty function Pi in eq. (2.19) is zero, then
it is clear that the minimized 2 is a monotonically decreasing function of the degree of
the t polynomial nmax. This is demonstrated by the gray squares in gure 4 (left panel).
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Apparently, the t stabilizes rst for nmax = 3 6, which might lead to the wrong conclusion
that an optimal smoothing had been obtained. Then, for higher nmax, another plateau is
reached at nmax = 7   9 and then another one for nmax = 10   14. Thus, without an
additional criterion, one cannot decide which nmax is optimal.
In general, for a small nmax, the smoothing will be too aggressive (large 
2), while for
too large values of nmax the t will start following the oscillations (gure 3), resulting in a
low 2 but missing the point of smearing the optical potential. These two extreme cases
are illustrated in gure 5 with the thin dashed and thin solid lines, respectively.3 There is
obviously a sweet spot for nmax. Model selection refers to the process of determining this
spot as outlined in the following.
Model selection for the t (2.18) is formally introduced through a penalty P (aj ; bj)
imposed on the t parameters. The penalty is formulated using the LASSO method de-
veloped by Tibshirani in 1996 [50]. See also refs. [51, 52] for an introduction into the
topic. The LASSO method has been recently applied in hadronic physics for the purpose
of amplitude selection [53].
A natural choice to suppress oscillations is to penalize the modulus of the second
derivative [51],
P1(aj ; bj) = 
4
Emax+i"Z
Emin+i"
dE
@2W^ 1(E)@E2
 ; (2.20)
where the integral is performed along a straight line in the complex plane. Another choice
is to penalize only the polynomial part of the Ansatz (2.18), i.e., removing the p factor
that has an inherently large second derivative at the  threshold,
P2(aj ; bj) = 
4
Emax+i"Z
Emin+i"
dE
0@ @
2
@E2
nmaxX
j=0
aj(E   E0)j
+
 @
2
@E2
nmaxX
j=0
bj(E   E0)j

1A : (2.21)
Including  to the fourth power is done in order to have a clearer graphical representation
of the penalty factor in subsequent plots. Imposing a penalty, the decrease of 2 with nmax
is eventually stabilized, as shown by the red triangles in gure 4 (left panel) for some yet
to be determined value of . Clearly, the minimized 2 from eq. (2.19) is a monotonically
increasing function of  as demonstrated by the gray squares in gure 4 (right panel) for
the penalty function P2.
The tted data (" = 0:05 GeV) form the so-called training set [50]. The main idea of
cross validation to determine the sweet spot of  is as follows (for more formal denitions
and k-fold cross validation, see refs. [50{52]): after a random division of a given data set
into training and test/validation sets, the t obtained from the training set is used to
evaluate its 2 with respect to the test/validation set, called 2V in the following (without
changing t parameters and setting Pi = 0). For too large values of , both values of
2 from training and from test/validation sets will be large. For too small , the t to
3These curves are derived in a similar but slightly dierent context, see below. However, they still may
serve as a good illustration for the statement given here.
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the training set is too unconstrained and sensitive to unwanted random properties such as
uctuations in the training data. However, those unwanted random properties are dierent
in the validation set, leading to a worse 2V for too small . It is then clear that 
2
V ()
exhibits a minimum at the sweet spot  = ^opt.
Here, we cannot meaningfully divide the data set randomly. Instead, we have to look
for data, for which the physical property (innite-volume optical potential) is unchanged,
but the unphysical property (oscillations from nite-volume poles) is changed. This is
naturally given by W^ 1L but evaluated for a substantially dierent value of " (we choose
" = 0:15 GeV). The analytic form of eq. (2.18) ensures that the innite-volume optical
potential can be analytically continued to dierent values of ", and only the unwanted
nite-volume oscillations are dierent for dierent ". Indeed, as indicated with the red
triangles in gure 4 (right panel), 2V exhibits a clear minimum at  = ^opt  0:2. The
potential dependence of the this value on the chosen " is discussed below.
Furthermore, in this example, we know the underlying optical potential and can simply
determine the (generally unknown) truly optimal value for , opt by evaluating the 
2 of
the estimate of the optical potential, W^ 1, with respect to the true optical potential on
the real axis, W 1,
2t () =
mX
k=1
W^ 1(ReEk) W 1(ReEk)2
2
: (2.22)
Note that the quantity 2t () (implicitly) depends on , because the quantity W^
 1(ReEk)
was determined at a xed value of . The quantity 2t is shown with the blue lled circles
in gure 4 (right panel). Its minimum at  = opt is very close to the minimum of the
validation 2V at  = ^opt, demonstrating that cross validation [51] is indeed capable of
estimating the optimal penalty in our case.
Instead of using the penalty function P2, one can also choose P1, see eqs. (2.20)
and (2.21). The estimated ^opt given by the minimum of 
2
V will, of course, change.
But, again, it was checked that the new ^opt is very close to the new opt given by the
minimum of 2t . Similarly, we have checked other forms of penalization, with the same nd-
ings: imposing penalty on the third derivative, variation of the value of " for the training
set, and variation of the value of " for the test/validation set. The only restriction is that
the " of the test/validation set has to be chosen suciently larger than " of the training
set for a minimum in 2V to emerge | if the two "'s are too similar, the oscillations are too
similar and no minimum in 2V is obtained. Also, nmax has to be chosen high enough so
that, at a given " for the training set, the t is capable of tting oscillations (for small )
which is a prerequisite for a minimum in 2V to appear. In all simulations we have chosen
nmax = 18 although nmax  7 would suce as the left panel of gure 4 shows.
For the initially considered case, using P2 for the penalty, " = 0:05 GeV for the training
set, and " = 0:15 GeV for the test/validation set, the resulting optical potential is shown in
gure 5 with the thick black solid lines. For comparison, the true optical potential is shown
with the thick red (dashed) lines. The optical potential is well reconstructed over the entire
energy range. At the  threshold, the reconstructed potential reproduces the square-root
behavior due to the explicit factor p in the parameterization (2.18). The reconstructed
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Figure 6. Subset (75 sets) of the re-sampled lattice data, where each type of marker symbols shows
the set of 189 energy eigenvalues, randomly distributed with E = 1 MeV around the central energy
eigenvalues, extracted from eq. (2.15) imposing twisted boundary condition. The gray dashed line
shows the actual amplitude W 1L (E) to guide the eye.
potential explicitly fullls Schwartz's reection principle and its imaginary part is zero
below threshold. At the highest energies, small oscillations become visible originating from
the upper limit of the tted region at Emax = 1:7 GeV. Here, the smoothing algorithm,
that is an averaging in energy, has simply no information on W^ 1L beyond Emax. Note
that in the numerical simulation of the next section, that uses re-sampling techniques and
realistic error bars, these small oscillations themselves average out over the Monte-Carlo
ensemble, simply resulting in a widened, but smooth, error band at the highest energies.
For illustration, we also show in gure 5 a largely under-constrained result (too small
, thin solid lines) in which the oscillations from the nite-volume poles in W^ 1L survive.
The opposite case, i.e., an over-constrained t with too large , is shown with the thin
dashed lines exhibiting too large of a penalization on the second derivative.
Non-parametric method. The advantage of non-parametric methods lies in its blind-
ness of analytic structures, which, however, also leads to the fact that threshold behavior
and Schwartz' reection principle cannot be implemented easily. As a particular method,
we utilize an approach, commonly used in image processing applications. This approach
goes under the name of Gaussian smearing. The basic idea of the Gaussian smearing is
quite simple: for a given set of uniformly distributed data, any data point is replaced by a
linear combination of its neighboring data points (within a given radius r), with individual
weights, w(x) given by
w(x) / e 
x2
220 : (2.23)
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Figure 7. Comparison of dierent scenarios with respect to the number of poles reconstructed
below the primary threshold. The curves were produced by using the parameters of the perfect t
from the section 2, but neglecting a certain number of poles below the K K threshold.
Here, x and 0 denote the distance of the individual points from the central one and the
standard deviation. Typically, the latter value is chosen to match the radius of the smearing
by 0 = r=2. Therefore, the only undetermined quantity is given by the smearing radius r.
The general prescription to determine the smearing radius should rely on the properties
of the original data only. Recall that the latter is determined by the function W^ 1L in
eq.(2.17), which splits up into a real and an imaginary set, when evaluated at the energy
E + i" for a xed " > 0 and uniformly distributed values of E. Therefore, after the ts
to the (synthetic) lattice data are performed, the scale of the structures to be smeared
is determined by the distance between two poles, see gure 8. Of course, since the poles
are not distributed uniformly over the whole energy range, one could argue in favor of
using dierent values of r for dierent energies. It is also clear that constraint on the
standard deviation 0 = r=2 aects the result of the smoothing. However, in order not to
over-complicate the procedure, in the following we choose the smearing radius to be twice
as large as the typical (average) distance between two poles. If the radius is much larger
than this, physical information (i.e. the functional form of the optical potential) will be
smeared out. If, however, the radius is much smaller than this value, then the (unphysical)
oscillations will remain, preventing the reconstruction of the underlying optical potential.
The situation is in fact very similar to the under- and over-constrained results, discussed
in the previous section for the too small and too large values of .
After the parameters of the smearing kernel (2.23) are xed, the method is applied
to the sets of real and imaginary parts of W^ 1L at a xed " > 0. Then the procedure is
repeated, each time assuming slightly smaller value of " than before. In the nal step, a
simple (polynomial) extrapolation is performed to real energies, i.e. " = 0, to obtain the
nal result of this procedure, namely W^ 1(E).
In this section, we have demonstrated that the real and imaginary parts of the optical
potential can be reconstructed from the pseudophase measured on the lattice for real
energies, W 1L , if the analytic continuation into the complex plane is performed. Two
distinct methods are presented to smear the oscillations which emerge from the analytic
continuation, and to recover the optical potential for real energies. It remains to be seen,
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Figure 8. A subset (75 sets) of the ts of eq. (2.15) to the synthetic lattice data as described in
the main text. Dierent curves represent ts to dierent sets of re-sampled synthetic lattice data
corresponding to the notation of gure 6. The gray dashed line shows the actual amplitude W 1L (E)
to guide the eye.
how the pseudophase can be measured in practice. This issue will be considered in the
section 3 where a realistic numerical simulation will be carried out as well.
3 Reconstruction of the optical potential
The quantity W 1L (E), which is used to extract the optical potential, along with the energy
E, depends on other external parameters, say, on the box size L, boundary conditions, etc.
In the t to W 1L (E), the values of these parameters have to be xed. Otherwise, for exam-
ple, the position of the poles in W 1L (E) will be volume-dependent and one does not know,
how to perform such a t. Hence, we are quite restricted in the ability to scan the variable
E: the knob, which tunes E, must leave all other parameters in the pseudophase intact.
3.1 Partially twisted boundary conditions
In certain systems, there indeed exists a possibility to scan the energy within a given
range in this manner. It is provided by the use of twisted boundary conditions and can
be realized, e.g., in the coupled-channel   K K scattering. Namely, as was discussed in
refs. [3, 32], in this system it is possible to apply (partially) twisted boundary conditions so
that, when the twisting angle is changed continuously, the K K threshold moves, whereas
the  threshold stays intact. This can be achieved, for example, by twisting the light u; d
quarks by the same angle and leaving the s-quark with periodic boundary conditions. This
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Figure 9. Results of the smearing and extrapolation to real energies using parametric method
(top) and Gaussian smearing (bottom). The full lines show the average of the re-sampling of all
sets, whereas the darker (lighter) bands show the corresponding 1 (2)  error bands. The exact
innite volume solution is shown by the dashed lines for comparison.
will lead to the modication of the secular equation (2.14), replacing Z00(1; q
2
K K
) by
Z00(1; q
2
K K) =
1p
4
X
n2Z3
1
(n + =2)2   q2
K K
: (3.1)
The expression for W 1L (E) remains the same and does not contain the twisting angle .
The method can be used to study the isospin I = 1 scattering in the  K K system.
As shown in ref. [32], despite the presence of the annihilation diagrams, the partial twisting
in this case is equivalent to the full twisting, if the light quarks are twisted, whereas twisting
of the s-quark does not lead to an observable eect. As a rule of thumb, one expects that
the partial twisting of a given quark will be equivalent to full twisting, only if this quark
line goes through the diagram without being annihilated (of course, a rigorous proof of this
statement should follow by using eective eld theory methods [32]). In our case, we could
choose to work with the state with maximal projection of the isospin, say I = 1; I3 = 1.
This state contains one u-quark and one d-quark, which cannot be annihilated. Choosing
the same twisting angle for both quarks, the system stays in the center-of-mass frame and
the pseudophase becomes independent from the twisting angle, as required. From the above
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Figure 10. Results of the smearing and extrapolation to real energies using parametric method for
synthetic lattice data with E = 2 MeV (top) and E = 3 MeV (bottom). The full lines show the
average of the re-sampling of all sets, whereas the darker (lighter) bands show the corresponding 1
(2)  error bands. The exact innite volume solution is shown by the dashed lines for comparison.
discussion it is also clear that using our method for the extraction of the optical potential
in the channel with isospin I = 0 implies the use of full twisting instead of partial twisting.
The same trick can be used to study the Zc(3900) and Zc(4025) states, which both have
isospin I = 1. Twisting u- and d-quarks by the same angle, the D- and D-mesons will get
additional momenta proportional to the twisting angle, whereas the J= , hc and -mesons
will not. Consequently, one may choose the channels containing the D and D mesons as
the primary ones (in our nomenclature) and regard every other channel as secondary. For
this choice, the pseudophase will not depend on the twisting angle.
Last but not least, an unconventional twisting procedure was used in the study of the
J=  scattering from Y (4140) decays [54]. Namely, in that work the c- and s-quarks were
twisted by the angles  and  , respectively, whereas their Hermitean conjugates c, s were
subject to periodic boundary conditions. Albeit in the particular case of J=  scattering
the twisting cannot be used for the extraction of the optical potential, one could not exclude
a possibility that this kind of twisting could be applied in other systems for this purpose.
For this reason, we consider in detail this case of (unconventional) twisting in appendix B.
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3.2 Analysis of synthetic data
In the following, we shall reconstruct the optical potential from a synthetic lattice data
set generated by the chiral unitary approach of ref. [44]. Twisted boundary conditions are
applied as described above, and the box size is taken to be L = 5M 1 . In the rst stage
of our analysis we have observed that more than 100 energy eigenvalues are required4 to
extract the potential in the considered, and quite wide, energy range from E = 2MK to
E = 1:7 GeV. To produce the synthetic data, we consider the following set of six dierent
twisting angles
 =
0B@00
0
1CA ;
0B@00

1CA ;
0B@0

1CA ;
0B@

1CA ;
0B@ 00
=2
1CA ;
0B@ 0=2
=2
1CA : (3.2)
For these values, Z00(1; q
2
K K
) has the smallest number of poles. This requirement is impor-
tant, when the energy eigenvalues are measured with a nite accuracy. Then, in proximity
of its poles, the function Z00(1; q
2
K K
) will exhibit a very large uncertainty. Solving eq. (2.14)
with Z00(1; q
2
K K
) replaced by Z00(1; q
2
K K
) for each of the aforementioned angles we were
able to extract 186 energy eigenvalues above and 3 below the K K threshold. Further, in
any realistic lattice simulation, the eigenvalues will be known only up to a nite precision.
To check the feasibility of the proposed method, it is important to account for this error,
E, and to see how this uncertainty5 is reected in the nal result as studied with re-
sampling techniques in the following. Therefore, we start from a suciently large number
( 1000) of re-sampled lattice data sets, normally distributed around the (189) synthetic
eigenvalues with a standard deviation of E. An example of 75 synthetic lattice data sets
with E = 1 MeV is presented in gure 6.
In the next step, we determine the parameters of eq. (2.17) for each of these sets. Prior
to doing so, we have to clarify several questions:
 Range of applicability. Below the K K threshold, the function Z00(1; q2K K) does
not depend on  up to exponentially suppressed contributions. Therefore, only a
limited number of energy eigenvalues can be determined. A reliable extraction of
positions and residua of all four lowest poles is not possible because the twisting
cannot generate the necessary scan of W 1L in this energy region. This means that,
on the one hand, this approach does not allow one to extract the optical potential
below the primary (K K) threshold. On the other hand, it is crucial to recall that, due
to smearing applied in the complex energy plane, this failure will yield the wrong real
and especially imaginary parts of the reconstructed W^ 1(E). This is demonstrated
in gure 7, which was produced by using the test parameters of the perfect t from
the last section, but neglecting a certain number of poles below the K K threshold.
It is seen that the imaginary part of W^ 1 at the primary threshold deviates by about
4Note that this is a total number that includes all measurements at dierent values of the twist angle.
The number of the measured energy levels, of course, is much less, see gure 8.
5Since higher excited levels are harder to measure, the uncertainty will presumably increase with the
energy. However, in this rst study we will assume constant values for E.
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50%, if no poles are considered below this threshold. However, already the inclusion
of the rst pole below the primary threshold improves the description drastically.
Therefore, all poles above as well as the one below the primary threshold should be
considered in the t to the (synthetic) lattice data. Note also that if the secondary
channels open above the primary channel, none of these complications arise.
 Number of poles | starting values. We found that, for suciently many eigen-
values and E of the order of several MeV, the number of poles above the pri-
mary threshold to be tted can be determined, searching for a rapid sign change of
Z00(1; q
2
K K
). The corresponding energy eigenvalues serve us as limits on the pole
positions, while the residua are allowed to vary freely.
 Highest order of the polynomial part. In principle, the order of the polynomial
part of eq. (2.17) is not restricted a priori. We have tested explicitly that adding
terms of fourth or fth order in energy to the t function yields only a small change
of the reconstructed potential. This part may be further formalized by conducting
combined 2- and F -tests on the 2 dened below.
 Denition of 2. The uncertainty of the (synthetic) lattice data is given by E
only. Therefore, a proper denition of 2d:o:f: should account for the dierence between
the measured fEiji = 1; : : : ; Ng and tted eigenvalues fEfi ji = 1; : : : ; Ng compared
to E for all N data points. The Efi eigenvalues are dened as the solutions of the
following equation
2p
L
Z00(1; q
2
K K(E)) =
X
j
Zj
E   Yj +D0 +D1E +D2E
2 +D3E
3 ; (3.3)
which is technically very intricate. The problem of nding such solutions can be
circumvented by expanding both sides of the latter equation in powers of (Efi   Ei)
around Ei for each i = 1; : : : ; N . Up to next-to-leading order in this expansion, the
correct quantity to minimize reads
2d:o:f: =
1
N   n
NX
i=1
1
E2
0B@ W^ 1L (E)  Zi00(1; q2K K(E))
Zi00(1; q
2
K K
(E)
0   W^ 1L (E)0
1CA
2
E=Ei
; (3.4)
where n is the number of free parameters and i is the twisting angle corresponding
to the energy eigenvalue Ei. Note that the 
2 in eq. (3.4) diers from the usual
denition by a correction factor in the denominator, given by the dierence of the
derivatives of the Luscher and the t function.
For every member of the data sets, each consisting of 188 energy eigenvalues (186 above
and 2 below threshold), we perform a t, minimizing 2d:o:f: given in eq. (3.4). Note that
the two closest energy eigenvalues below the K K threshold, which are included in the t,
are assigned a weight factor of 6, because they are measured at every value of  of eq. (3.2)
and do not depend on its value up to exponentially suppressed contributions. Further, the
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number of free parameters n is set to 32, consisting of 13(1) pole positions and 13(1) residua
above(below) K K threshold, as well as 4 parameters in the polynomial part. The mini-
mization is performed by using the Minuit2 (5.34.14) library from ref. [55]. A representative
subset (75 synthetic lattice data sets) of the results of the ts is shown in gure 8. It is seen
that the data are described fairly well by all ts in a large energy region starting above the
K K threshold. At and below this threshold, there is much larger spread of the t curves de-
scribing the data. Especially the pole at  0:9 GeV is not xed very precisely which is quite
natural, keeping in mind the small number of synthetic data points in this energy region.
For each of the above ts we proceed as described in section 2. First, the function
W^ 1L (E) is evaluated at the complex energies. Second, using the Gaussian smearing as
well as the parametric method discussed in section 2.3, the real and imaginary parts of
the potential are smoothened. The penalty factor  = 0:28 (see appendix A) and the
smearing radius r = 0:2 GeV are used in these methods, respectively. Finally, for every
energy, we calculate the average and the standard deviation . The result of this procedure
is presented in gure 9. It is seen that both smearing methods yield very similar results.
Overall, the exact solution (the dashed line) in the considered energy region lies within 1 or 2
sigma bands around the reconstructed potential. The error band appears to be comfortably
narrow, but becomes broader around the K K threshold and Emax = 1:7 GeV. This eect is
a natural consequence of the missing information outside the energy region, which inuences
the prediction within the energy region via smearing during the intermediate steps of the
potential reconstruction.
Furthermore, we have repeated the whole procedure of synthetic lattice data gener-
ation, tting and recovering of the optical potential for higher uncertainty of the energy
eigenvalues, E = 2 MeV and E = 3 MeV. The results are presented in gure 10 and
show that the error bars grow roughly linearly with E and that the real part of the recon-
structed amplitude remains quite stable. The imaginary part is more sensitive to the value
of E. Further, at even higher values of E  10 MeV, the t is not reliable anymore and
the imaginary part becomes very small.
4 Conclusions
i) In the present paper, we formulate a framework for the extraction of the complex-
valued optical potential, which describes hadron-hadron scattering in the presence of
the inelastic channels, from the energy spectrum of lattice QCD. An optical potential,
dened in the present article, is obtained by using causal prescription E ! E+ i" for
the continuation into the complex energy plane. It converges to the \true" optical
potential in the limit L ! 1, " ! 0. A demonstration of the eectiveness of the
method has been carried out by utilizing synthetic data.
ii) The approach requires the precise measurement of the whole tower of the energy
levels in a given interval. The optical potential is then obtained through averaging
over all these levels.
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iii) Moreover, the availability of this approach critically depends on our ability to take
the lattice data at neighboring energies without changing the interaction parameters
in the secondary channels. This can be achieved, e.g., by using (partially) twisted
boundary conditions that aects the primary channel only. In the paper, we con-
sider several systems, where the method can be applied. It is remarkable that some
candidates for the QCD exotica are also among these systems.
We would like to emphasize that the use of twisted boundary conditions is only a tool,
which is used to perform a continuous energy scan of a certain interval. Whatever
method is used to measure the dependence of the pseudophase on energy (all other
parameters xed), our approach, based on the analytic continuation into the complex
plane, could be immediately applied.
iv) The approach could be most useful to analyze systems, in which the inelastic channels
contain three or more particles. Whereas direct methods based on the use of multi-
particle scattering equations in a nite volume will be necessarily cumbersome and
hard to use, nothing changes, if our approach is applied. The reason for this is that,
in case of an intermediate state with any number of particles, the single poles are the
only singularities in any Green's function in a nite volume.
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A Penalty factor for a realistic set of the synthetic data
In section 2.3, where the parametric method for the smearing was introduced, we assumed
that the quantity W 1L can be measured with no uncertainties and at all energies from
Emin = M + M to Emax = 1:7 GeV. We now turn to a more realistic case, studied in
the numerical simulation in section 3. For this, the search for ^opt is adapted to the in-
terval from Emin = 2MK to Emax = 1:7 GeV, using several W^
 1
L 's from the Monte-Carlo
ensemble (see description there). Figure 11 shows the 2 behavior for the training set, the
test/validation set 2V , and the true 
2
t for one arbitrarily chosen t of the Monte-Carlo en-
semble of dierent W^ 1L 's. Both variants of the penalty, P1 and P2 from eqs. (2.20), (2.21),
are shown in the left and right panels, respectively.
As gure 11 shows, the minima of 2V (red triangles) are even more pronounced than in
the previously discussed, idealized case, leading to ^opt = 0:34 for P1 and ^opt = 0:28 for P2
(minima of the curves shown with red triangles). The minima of the 2t occur almost at the
{ 21 {
J
H
E
P
0
6
(
2
0
1
6
)
0
4
3
■
■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■
▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼
▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼
▼
▼▼▼
▼
▼
▼
▼
▼
▼▼
▼▼
▼
▼▼
▼
▼
▼
▼▼▼▼▼▼▼▼▼▼
▼
▼▼▼▼▼
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●
●●
●●
●●
●●
●●●
●●
●●●
●●●●●●●●
●●●●●●
■ χ2(training), ϵ=0.05 GeV
▼ χ2(test), ϵ=0.15 GeV
● χ2(ϵ=0 GeV)
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
-5
-4
-3
-2
-1
0
λ
L
o
g
[χ
2
]
■
■
■
■■■■■■■■■■■■■■■■■
■■■■
■■■■■
■■■■■■■■■■■■■■
■■■■■
■■■■■
■■■■■
■■■■■■■■■■■
▼
▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼
▼
▼▼
▼
▼
▼▼
▼▼
▼▼
▼
▼▼▼
▼▼
▼
▼
▼
▼
▼
▼
▼▼
▼
▼
▼
▼
▼
▼▼
▼
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●
●●
●●●
●●
●●
●●
●●●●
●●●●●●
●●●
●
●●
●
●
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxx
xxx
xxx
xx
xxx
xxxxxx
xxxxx
xx
x
xx
x
x
■ n=1
▼ n=2
● n=3
x n=4
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
0.00
0.01
0.02
0.03
0.04
0.05
0.06
λ
|c
n
|
■
■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■
▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼
▼
▼
▼▼
▼▼▼
▼▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
▼▼▼
▼▼▼▼▼
▼▼
▼
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●
●●
●●
●●●
●●●●
●●●●●
●●●
■ χ2(training), ϵ=0.05 GeV
▼ χ2(test), ϵ=0.15 GeV
● χ2(ϵ=0 GeV)
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
-6
-5
-4
-3
-2
-1
0
λ
L
o
g
[χ
2
]
■
■
■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■
■■■
■■■■■■■■
■■■■■■■■■
■
■■
▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼
▼
▼
▼
▼
▼
▼
▼▼
▼
▼▼
▼
▼▼▼▼
▼▼
▼▼▼
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●
●
●
●
●●●
●●●●
●●●●●●
●●
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
x
x
x
xx
x
xxxx
xx
xx
x
x
xx
■ n=1
▼ n=2
● n=3
x n=4
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07
λ
|c
n
|
Figure 11. Determination of ^opt for a realistic numerical simulation. Notation as in gure 4.
Left two graphs: using the penalization P1 of eq. (2.20). Right two graphs: using the penalization
P2 of eq. (2.21). For each case, the 
2 (training set), 2V (test/validation set) and 
2
t (true 
2) are
displayed. Additionally, the moduli of the Fourier coecients jcnj, n = 1; : : : ; 4 are shown for each
case. For further explanations, see text.
same respective values of  (blue lled circles) which again demonstrates the applicability
of the method. For both penalties, we also show the moduli of the Fourier coecients jcnj,
n = 1; : : : ; 4 in the respective right panels, where
cn() =
1
Emax   Emin
EmaxZ
Emin
dE W^ 1(E) e i
2nE
Emax Emin : (A.1)
Here, the innite-volume quantity W^ 1(E) implicitly depends on . These coecients
indicate the weight of the available frequencies to built up the optical potential over a nite
energy range. As long as the potential is smooth, we expect the lowest jcnj to dominate.
For decreasing values of , eventually a point is reached at which the oscillations will
become noticeable and coecients jcnj with larger n will become more relevant. Indeed,
the gure shows that, close to the respective ^opt's, the coecients jc2j to jc4j exhibit a
very pronounced rise. In all simulations, which were carried out, we have observed this
behavior. This suggests that the -dependence of the Fourier coecients can be used as a
tool to cross-check the results from cross validation.
As a nal remark, the value of ^opt itself carries uncertainty that can be estimated by
k-fold cross validation [51, 52]. Using this uncertainty, the simplest model is in principle
obtained by the 1- rule, i.e., the maximal  compatible with the uncertainty of ^opt [51, 52].
For the numerical simulations, we simply choose one value of ^opt = 0:28 for the penalty
P2, because uncertainties are dominated by the statistics of the lattice measurements. As
mentioned above, the value ^opt = 0:28 corresponds to one randomly chosen t from the
Monte-Carlo ensemble, but we have made sure that this value is representative.
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B Partial twisting
In this section, we would like to examine in detail the unconventional twisting prescription,
which was introduced in ref. [54], in the context of studying J=  scattering from Y (4140)
decays. We remind the reader that, within this prescription, only quark elds are twisted,
whereas the antiquark elds are subject to the periodic boundary conditions. One could
ask whether such a prescription is rigorously justied.
We address this problem by using the same methods as in ref. [32]. In order to simplify
things, we restrict ourselves to the case of elastic J=  scattering and neglect the coupling
to the inelastic channels. In order to treat the partial twisting, we introduce valence (v),
sea (s) and ghost (g) quarks for each quark avor, subject to twisting. Only valence and
ghost quarks are twisted, whereas the sea quarks are not. In total, 9 dierent J=  states
are possible
1) (cvcv) (svsv) 2) (cvcv) (ssss) 3) (cvcv) (sgsg)
4) (cscs) (svsv) 5) (cscs) (ssss) 6) (cscs) (sgsg) (B.1)
7) (cgcg) (svsv) 8) (cgcg) (ssss) 9) (cgcg) (sgsg) :
The free Green's function is given by a a diagonal 9  9 matrix. Taking into account the
sign convention for the mesons containing ghost quarks, this matrix can be written in the
following form
G = diag (G; G+; G; G ; G0; G ; G; G+; G) : (B.2)
Here,
G(p1;p2) =
1
2wJ= (p1 + p)2w(p2   p)
1
wJ= (p1 + p) + w(p2   p)  E
;
G+(p1;p2) =
1
2wJ= (p1 + p)2w(p2)
1
wJ= (p1 + p) + w(p2)  E
;
G (p1;p2) =
1
2wJ= (p1)2w(p2   p)
1
wJ= (p1) + w(p2   p)  E
;
G0(p1;p2) =
1
2wJ= (p1)2w(p2)
1
wJ= (p1) + w(p2)  E
; (B.3)
where p = =L and pi = 2=Lni ; ni 2 Z3 ; i = 1; 2.
The matrix elements that describe the transition of a state i to state j, i; j = 1; : : : ; 9
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cc¯ cc¯
ss¯ ss¯
x yc ys b
Figure 12. The fully connected piece (x), the partially connected pieces (yc and ys) and the fully
disconnected piece (b) of the J=  scattering amplitude.
are given by
T =
0BBBBBBBBBBBBBB@
a s s c b b c b b
s a s b c b b c b
s s  a+ 2s b b  c+ 2b b b  c+ 2b
c b b a s s c b b
b c b s a s b c b
b b  c+ 2b s s  a+ 2s b b  c+ 2b
c b b c b b  a+ 2c  s+ 2b  s+ 2b
b c b b c b  s+ 2b  a+ 2c  s+ 2b
b b  c+ 2b b b  c+ 2b  s+ 2b  s+ 2b a  2c  2s+ 4b
1CCCCCCCCCCCCCCA
; (B.4)
where
a = x+ yc + ys + b ; s = ys + b ; c = yc + b : (B.5)
The quantities x; yc; ys; b denote the fully connected, partially connected and fully discon-
nected contributions, see gure 12. It is straightforward to verify that the potential matrix
V in the innite volume has exactly the same symmetries as the scattering matrix and is
also given by eq. (B.4) with the replacement a; b; c; s! ~a;~b; ~c; ~s.
The Luscher equation is given by
det(1  V G) = `41`22`23`4 = 0 ;
`1 = 1  hGi(~a+ ~b  ~c  ~s) ;
`2 = 1  hG i(~a  ~s) ;
`3 = 1  hG+i(~a  ~c) ;
`4 = 1  hG0i~a ; (B.6)
where
hGi = 1
L3
X
p
G(p; p) ; hG0i = 1
L3
X
p
G0(p; p) (B.7)
and hGi = 0 due to the conservation of the total momentum, if  is not equal to a multiple
of 2.
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As seen from eq. (B.6), the nite-volume scattering matrix at  6= 0 contains two
towers of poles, determined by the equations `1 = 0 and `4 = 0, respectively, where the
former depends on the parameter  and the latter does not. The explicit expression of the
scattering matrix element in the valence sector is given by
 
V (1 GV ) 1
vv;vv
=
~a+ ~b  ~s  ~c
`1
+
~b2
~a
1
`21`4
+
2(~b  ~c)(~b  ~s)
~a+ ~b  ~c  ~s
1
`31
(B.8)
+
 ~b3+(~c+~s)~b2 ~a2~b+~a2(~c+~s) ~a(~c2+~s2) 4~a(~b ~c)(~b ~s)
~a(~a+~b ~c ~s)
1
`21
:
It is also clear that the -dependent singularities are determined by the fully connected part
of the scattering amplitude, whereas the -independent part contains the full amplitude.
Consequently, the approach of ref. [54] can be safely used if and only if the contribution of
the disconnected diagrams is much smaller than the connected one (in fact, this was men-
tioned already in ref. [54]). In this case, i.e., when ~b = ~c = ~s = 0, the double and triple poles
in eq. (B.8) vanish and one arrives at the expression that was expected from the beginning
 
V (1 GV ) 1
vv;vv
=
~a
1  hGi~a : (B.9)
For the particular problem, considered here, one expects that the disconnected contribu-
tions will be strongly suppressed, according to the OZI rule. Consequently, the justication
of the method, proposed in ref. [54], heavily rests on the eectiveness of the OZI suppression.
Open Access. This article is distributed under the terms of the Creative Commons
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CHAPTER 5
Summary
The nature and properties of the recently discovered exotic states cannot be explained within the quark
model. Various interpretations have been suggested, such as hadronic molecules, tetraquarks, etc. There
is an active ongoing research in this field, both in phenomenology and theory. In the present thesis we
developed the finite-volume methods suitable for the study of the exotic states in the framework of Lattice
QCD. These methods are also tested for synthetic lattice data. The application of twisted boundary
conditions plays the central role. The future applications of these methods in real lattice simulations will
potentially reveal more information about exotics. Below we list the main results of the thesis
• In Chapter 2, we explored the possible way to impose twisted boundary conditions in the scalar
sector of lattice QCD. It was shown that it is possible to derive a modified Lüscher equation in
the presence of quark annihilation diagrams. Although, we focused specifically on the S -wave
piη − KK¯ scattering, qualitatively, the result holds true in general case. It can be formulated as a
rule of thumb: if a twisted valence quark may annihilate than the corresponding partial twisting
is equivalent to no twisting; if the twisted quark propagates through all quark diagrams without
annihilating, then the partially twisted Lüscher equation is identical to the fully twisted one.
• In Chapter 3, we developed the method which allows, in principle, to estimate the compositeness
of the exotic states. The original idea behind this method goes back to Weinberg, who established
the connection between the wave-function renormalization constant Z with the compositeness
of the system in question. The value Z = 0 corresponds to the predominantly molecular state,
whereas Z = 1 signals a loosely bound one. We formulated the lattice version of this criterion,
using partially twisted boundary conditions, which in principle allows to study the compositeness
content of the exotic states in lattice simulations. The method was tested for the D∗s0(2317) meson,
which favours a molecular picture due to closeness to the DK threshold, using synthetic lattice
data generated from the leading order heavy flavour chiral Lagrangian. The resulting finite-volume
effect from twisting is twice as large as the one without twisting. We further performed an error
analysis to estimate the accuracy of extraction of Z for different lattice sizes, input lattice errors
and the number of data points.
• In Chapter 4, we suggested and tested the new method, suitable for the study of the exotic states,
such as XYZ states as well as a0(980) resonance, etc. Our method solves in principle the problem
associated with the solution of the multi-channel Lüscher equation, which is relevant for the
exotic systems. The key idea of the approach is to extract the complex hadron-hadron potential
from lattice simulations, applying the twisted boundary conditions. We tested the procedure of
extraction of the optical potential with synthetic lattice data, generated for the piη − KK¯ system.
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Furtheremore, we checked that, for input uncertanties of the energy levels equal to 2 MeV and
3 MeV, the imaginary and real parts can be reliably extracted. In addition, the imaginary part is
more sensitive to the input error and, at a higher error values of 10 MeV, the fit is not reliable
anymore.
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