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論文
一般化線形モデルでの条件付検定
松 尾
? ?
1. はじめに
一般化線形モデルには，同時密度関数が指数型分布の構造を保存するものと
しないものがある。 このことはリンク関数（母数構造）の選び方によって決ま
る。一般化線形モデルに対する統一的な検定手法は，この構造を無視するもの
であり，汎用性はあるが最適性を持たないものになってしまう。ここでは，統
ー的な手法と比較して，指数型分布の構造を利用する方法が優れていることを
示すことを目的としている。なお，指数型分布の構造より導かれるのは十分統
計量による条件付検定である。条件付検定を用いることにより，従来の検定方
式を改善出来る例を示す。
2. 定義および設定
Yi, 咋…，兄は独立な実数値確率変数列とする。 この列が次の(A), (B)を満
たす時，この確率変数列は一般化線形モデルの構造を持つという。
(A) 各兄は (Lebesgueあるいは countingmeasureに対して）密度関数，
/(yl8;)=exp{8;y―,fr(8,)}h(y), i=l, 2, …，n (1) 
を持つ。
(B) 各 Y;に対して，説明変数ふ（既知 q一次元ベクトル）が利用可能であり，
O;=g(x';/1), i=l,2, .. ,n (2) 
と表される。ただし， Pは q一次元未知母数ベクトル， g( )は 2階連続的微
分可能な狭義単調関数（既知）とする。
73 
542 闊西大學「純清論集」第42巻第4号 (1992年10月）
注1: 一般的な定義では(A)の(1)の代りに，¢ という新たな未知母数を許容し
て，
f(y I01, ¢) =exp{O;y-:(O;)}h(¢,y), i=l, 2, …，n (1') 
が用いられることが多い。 しかしながら，興味があるのはポアソン分布， 二項
分布であるため，
定義を用いた。
より広い枠組みの中で議論することは不適切と判断し (1)の
注 2:(A)は分布が一母数指数型分布族に属することを要求している。具体的
に言えば， ポアソン分布，二項分布の他，負の二項分布，指数分布といった分
布であることを要求している。詳しくは〔1〕, 〔2)を参照されたい。
注 3:特に断らない限り， Y,y,x,/3,fJのようにボー）レド体で書かれたもの
はベクトルを表し，
?
Tのように大文字で書かれたものは確率変数を表し，
t;, y; のように小文字で書かれたものはその観測値を表すことにする。
'は行列あるいはベクトルの転置を表す。
(A), (B)が満たされるときの同時密度関数は，
なお，
” ”” J(y IP) =exp{~g(x'1P) J; ー~,fr(g(x'1P))I h(_y;) 
i=l i=l i=l 
(3) 
となる。この同時密度関数が最も扱いやすくなるのは， g()が恒等関数となる
とき， つまり， 0戸 x',Pとなるときであって， その場合には同時密度関数は，
”” f (yIP) =exp { (:2X;1y;) /3け (:2:知 Yふむ＋
i=l i=l 
””” + C:E X;qy;) /Jqー :E,;r(x';p)}nh(y;) 
!=1 i=l i=l 
(4) 
となる。これは，
T=(T1, T2, …， Tq)'=(ti(Y),tz(Y), …, tq(Y))' 
””” =(Z:x;1Y;,Z:x;2兄，…心:x;qY;)'
i=l l=l i=l 
を十分統計量とする指数型分布である。同時密度関数が指数型分布であるとい
うことの利点は，〔3〕，
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ことにほかならない。正規線形モデル以外のモデルで厳密な検定が可能となる
モデルは同時分布が指数型分布でなくてはならないだろう。指数型分布の構造
を最大限に利用した検定方式については4節で詳しく議論することにして，検
定したい仮説についての説明を行ってこの節を終えることにする。
検定すべき仮説は次の 2つのものに限ってよい。これらはいずれも複合仮説
であることに注目されたい。
叫Ho:8;=g(x';/s),i=l,2, …，n andが和
H1: 8戸 g(x';/s),i=l, 2, …，n and Pq>和
叫Ho:8;=g(x';/s),i=l,2, …，n' 
H1 : otherwise 
を考える。 (I)での対立仮説は {iq=/=ん。あるいは Pq<Pqoとすることもでき
る。 (I)は変数選択を内包する単独の母数についての検定に対応し， (II)は適
合度検定に対応する。ここで定義した一般化線形モデルは，ー母数指数型分布
に基づいているため，正規線形モデルでは特別な場合を除いて不可能な適合度
検定が，すくなくとも理論上は，行えるのである。
3. 統一的な検定方式
この節では， g()が恒等関数であるかにどうかに依存しない検定方式につい
て説明してゆく，この節の内容は，ほとんど，〔5〕をまとめたものである。
一般化線形モデルでの，最も自然な，母数推定法は最尤法である。それゆえ
検定方式も尤度に基づくのが自然だろう。もちろん Pearsonが統計量を用い
ることも出来るが，尤度比統計量のが近似が良好な場合両者は非常に良く似
た振る舞いをすることが理論的にわかっているため，ここでは考えない。
仮説 CD,CIDに対し，一般的な尤度理論に基づく検定統計量は次の様にな
り，
(SD 2logL_ ___ supp/(ul/J)―} 
, ··•,/Jq-1,{Jq={Jqof (y 1/J)' (5) 
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(Sll) D(8, 伶=2log{sup,/(y I fJ)} 
sup,J(uiP)' 
(6) 
それぞれ自由度1,n-qのが分布に近似的に従うものとして扱われる。ここ
で SUP11は，各観測に対して(1)を最大化することにより得られるものとする。
しかし，〔5〕で述べたように，この近似を安易に用いてはならない。少なく
ともその近似の根拠くらいは理解して用いるべきである。この節の終わりに，
上の近似の根拠と問題点についてまとめることにする。
まず根拠について述べる。かを真値（未知）とするとき， (5),(6)式は次の
様に分解される。
210gf suptJf(YIP) 
~••-·/Jq-1,/Jq=/Jqof(yjp)} 
=2log{呼ぶ炉｝ー 2log{SUP/Ji,・・・,盆常o!CulP)}c7) 
2log{::;;~; 1n=2log{8Jc~ 沿~fJ)}-21og{~賢§臀}.(8) 
どちらの式に於いても，右辺の第 1項が第2項より大きいことは容易に示され
る。尤度比の xz近似は，これらの項が全てが分布に近似される事実に根拠
を求めている。
(7)式右辺第 1項 (=(8)式右辺第2項）および(7)式右辺第2項が帰無仮説の
下でそれぞれ近似的に，が(q),が(q-1)分布に従うためには，
(1) poを任意に固定するとき， Pについての情報量が十分に大きい。
(2) 加えて，情報行列 In(P)がかの近傍で安定している。
という条件を満たさなくてはならない。一方， (8)式右辺第 1項がが(n)に従
うためには，
(1) かを任意に固定するとき， 各観測変量が十分に正規近似される。
という条件を満たさなければならない。厳密な条件については，〔7〕を参照さ
れたい。その上，かは未知であり，仮説は全て複合仮説なのだから， 上の近
似は全て未知母数について一様でなければならない。つまり，が近似を用いる
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ということは，暗黙に，真値をある有界閉集合に限定しているのである。
ここまでみてきたように，統一的な方法は実に様々な条件を，あまり目立た
ない形で，要求していることがわかる。それゆえに統一的な方法により得られ
た統計量から導かれる結果はどうしてもあやふやなものになりかねない。そこ
でこの様な欠点を，モデルを限定することにより，取り除けないかを探ってみ
たのが次の節である。
4. 指数型分布での条件付検定
2節で述べたように，この節では同時密度関数が指数型分布を持つもの，っ
まり(4)の形を持つもの， に限定してより正確な検定方式を探ることにする。
一般に，確率変数列 Y1,Y2, …，兄が次のような確率密度を持つとき，多変量
指数型分布に従うと言われる（〔6〕・付録参照）。
/(YIP) =exp也t1(y1,…, Yn)+・・・ 十みt,(y1,…, Yn)l 
. c凡・・・，P,)h(y1,…，Yn) (9) 
ここで，凡…， /Jqは正準(cannonical)パラメークとよばれ， ti(Y),…，tq(Y) 
はその十分統計量であり，退化していないものとする。
” ゎ(y)=工X;;y;,j=l,…, q, 
i=l 
” C(/j)=exp{ —~,fr(エ';/j)},
i=l 
” h(y) =Hh(y;) 
i=l 
と置き換えればわかるように， (4)は指数型分布である。以後は記述を簡単に
するため， ti(y),MY),・・・,t,(y), C(fi),h(y)を用いることにする。
〔3〕, 〔4〕にも詳しく説明されているように，十分統計量で条件付けることに
より，対応する正準パラメークに依存しない分布が得られる。この分布を利用
することで， 3節で述べた検定方式よりも明確（分布の近似に依らない）で有利
な性質を持つ検定方式が導かれる。
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まず CDの検定を考えよう。この場合 ti(Y),…, t,-1(Y)により条件付けさ
れた Yの分布は，凡…，p←1の真の値に全く依存しない。つまり，ここでは
便宜上 Y1,…，兄を離散変量とするが，
Pr{Y=yJti(Y) =ti, …，t,-1 (Y) =t,-1} 
f(Yl/1) 
ェ、1(Y*)=l1,··•,lq-1(Y*)=lq-1/(y*I /1) (10) 
exp{/J山(y)}h(y)
工1(:Y*)=tぃ..,,q-1(1•)=tq-1exp {f)qtq(y*)} h(y*) 
となる。もしも兄，…，兄が連続変量ならば，工の代りにIを用いれば良い。
(10)はゎ(y)について単調尤度比を持つとは限らないが， tg(y)の値のみに基
づく検定方式が考えられる。つまり，有意水準 a に対し検定関数くを
叩~F:; 
O, if T,<i. 
とすればよい。但し， E{C(T,)I T1=ti, …， T,-:-1 =t,-tl =aとなるように，
Oz: 心 1,Aを決める必要がある。 もちろん J,Aは t1,…, t, ー1に依存して決ま
る。この条件付分布に依存する検定方式だけが相似な検定，つまり P1,・, P,-1 
がどの様な値をとっても第 1種の過誤の確率は常に a 一定の検定，である。
この検定方式は，明らかに，厳密であり分布の近似に依らない。しかしながら実
際にμ,Aを計算することはかなり厄介な問題であることが次節で例証される。
次に (II)の検定を考えよう。 (I)と同様に， T1=t1,…， T,=t, で条件付け
たときの Y=yの条件付確率は，
Pr{Y=ulti(Y)=t1, …, tq(Y) =t,} 
/(YIP) 
=2:/1(:,*)=lt,"'olq(:,*)=ttf(y* I /s)
h(y) 
工11(:,•)=1, . , lg(:,*)=社(y*) (11) 
であり，凡…，fi,には全く依存しない分布が得られる。 この分布で確率の小
さい方から棄却域を設けることにより相似検定が得られる。
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5. 適用例
この節では，これまでに展開してきた議論を用いて実際のデータを解析して
ゆくことにする。 2つの例を与えるがいずれも 2項分布に従う観測である。そ
こでまず， 2項分布が (1)の形を持つかどうかを確かめなければなければなら
ない。 Y~Bin(m,p)のとき，
Pr{Y=y) =,,.C, が(1-p)"'→＝ぷ凸:,(1-p)"' 1-p 
＝ふexp{ylog占+nlog(l-p)} 
p 
ここで， D=logー一， つまり P e゜1-P =戸戸として，
Pr{Y=y) =exp{yD-mlog(l +e8)),,.C, 
を得る。
例 1: 表ー1は〔8〕より引用したもので，肺がん患者と比較対照群とで喫煙
調査（回顧調査）を行った結果を示したものである。
表ー1
対照 肺がん患者 計
喫煙者 32(Y1) 60(必） 92 
非喫煙者 1 3 14 
計 43(加） 63(匹） 106 
この結果より，対照そして肺がん患者の2群の母喫煙率， P1,かの間に差が
あると言えるだろうか。この検定を単純に記述すると，
｛比：P戸 P2
H1: かくP2
e/li 必+/lz
となるが， P1= P戸1十必' 1 +e/li+/lz 
{Ho: 圧 0
H1: P2>0 
とパラメータを付け直すことにより，
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と書き換えられる。
同時確率は
Prff1=J1,¥; 戸必1/J}=exp{(yげY2)/iげy必｝
1 (1十炉+/32)叫
(1+あ）叫 1 m1C:11 m2C:12 
であり， T1=Yけ Y2, T: 戸兄を十分統計量とする指数型分布であることがわ
かる。よって，検定を実行するには， T1=yけツ2で条件付けたときの T2の分
布を求めればよい。
この分布は，実は，超幾何分布HG(妬 +mか＋九 m2 
叫 +m2）に従っていて，
63 
PdT2:;;::60 I T1=92} =工 {ssCt4sC.iぃ}/ 1osCs2 
1=60 
=347224613/140764158136 =0. 00246671 
と計算できる。それゆえP戸力が棄却され，ゎ＞かが採択される。
他の検定法としては，始めから正規変換を行う方法（この方法の方が一般に
良く使われている）もあるが，利点がないため，ここでは述べなかった。
例2: 表ー2は(9〕から引用したもので，甲虫にガス状の CS2を5時間晒した
ときの結果をまとめたものである。 CS2の量を増やすと死亡率が高くなってい
ることがわかる。
表ー 2
CS2の量 死亡数 晒した数
1. 6907(X12) 6(北） 59(m1) 
1. 7242(%22) 13(必） 60(m2) 
1. 7552(Xa2) 18(ヵ） 62(叫）
1. 7842(X42) 28(y4) 56(m,) 
1. 8113(Xs2) 52(Ys) 63(ms) 
1. 8369(Xs2) 53(ツs) 59(m6) 
1. 8610(X12) 61(力） 62(m1) 
1. 8839(Xs2) 60(ツs) 60(ms) 
計 291 481 
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このデークに対して， Xn=x21=…＝ダe1=l として， 母致死率 p;,i=l, 2, 
…,8を次のようにモデリングする。
log晶=Pげ /i2Xi2.
これは一般に， ロジスティックモデルと呼ばれる。 このモデルに対し， q=2 
として(I),UDの検定を行うことにする。
統一的な方法による統計量は，それぞれ，
(I) 284. 20-11. 23=272. 97 (1 d.f.) 
cm 1. 23 c 6d.f.) cが(6,0. 95) =12. 59) 
である。(/)の場合はが近似がかなり良いのに加えて， 値自体が十分大きい
ので，問題は無い。しかしながら， (II)では，観測7, 8の正規近似が良くな
いためあまり信用できない。従って，より正確な検定方式を必要としているこ
とが判る。
そこで条件付検定を実行してみることにする。同時確率は，
8 8 
Pr{Y=u!P} =exp{(江J;泊+(I:; X;2J;)帥
t=l =ヽ1
8 8 
nm, C,t n (1 +e/11 +f½z12)mt, 
i=l •=1 
であり，
8 8 
ti(y) =~y;=291, ta(y) =エX';aJ;=532.208 
•=l i=l 
だから， (I)の場合は，
Pr{T2~532. 2081 T1 =291} 
を求めて有意水準と比較すればよいし， (II)の場合は，
Pr{Y=yl T1 =291, T: 戸 532.208} 
の小さい方から棄却域を設定すればよい。
さて，上に書いた手順通りに計算できれば全く問題無いのだが，実際に棄却
域を求める時には様々な問題が生じる。次の 2つがその主要なものである。
(1) これは致命的なものだが？ 観測の離散性のために，十分統計量 (Ti=ti, 
T戸わ）で条件付けた分布が退化する可能性がある。また退化しないと
81 
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きでも， m1=…＝叫=1のとき必ず起こるのだが，条件付確率が離散ー
様分布になる可能性がある。
(2) 条件を満たす槻測を数え上げる方法が無い。このため，条件付シミュレ
ーションを行うか，あるいは，十分統計量および検定統計量を多変量正
規分布によって近似し条件付分布を近似計算しなければならない。
理論的には分布の近似は現われないが，実際の計算では近似に頼らなければ
ならなくなる。以下では近似計算のための方法について議論してゆく。なお，
シミュレーションの部分はオリジナルだが， 正規近似に基づく方法は〔10〕，
〔11〕の議論から引用したものである。
まず始めに， Pr{T2:S::532.2081 T1 =291)をシミュレーションにより近似する
ことを考えよう。方法は単純で，
(1) p戸和とし P1の値は何でもいいのだが T1=291となる確率がなるだ
け大きくなるように選び， Y1,…，％をシュミレートする，
(2) シュミレートした中から T1=291となるものだけを取りだして，
Pr{T2::e::532. 2081 T1 =291} 
の推定を行う，
のである。
ちなみに，和=0とするとき， Y~Bin(481ふ翡）とすれば， Pr {Y = 291} 
=O. 0371であり条件付シミュレーションは効率が十分高い。一般に Z~Bin
(n, p)のとき， Stirlingの公式より，
Pr{Z=np} = n! が(n-k)n―k 1 nnk!(n-k)! = 1"-心人/1-人ヽ ヽ12,
となるので，この場面での条件付シミュレーションはかなり有用であると言っ
てよいだろう。
正規近似に基づく方法は，
r;:J~N(μ, エ），
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”” と近似することから始まる。ただし，μ=(P1,P2Y = (エ加p;,:E幻2m、p、)’，工は
i=l i=l 
””  2次正方行列で叩=Th和(1-p;), 012=021=:E功2m和(1-p;)', 叩=l:が、2
i=l• l•=l 
m和 (1-p;)である。こう仮定するとき， T,=t1を与えた時の巧の条件付分
布は，
N(P2舟Ct,―P1),a22舟）
となるので， P=Pを代入すれば条件付分布を近似できる。 〔1〇〕，〔11〕ではよ
り高次のモーメントを使ってよりよい近似を得ようとしているが，その有効性
については実証が難しいだろう。また近似が何を意味しているかも明確ではな
し‘
こ゜の場面では，より具体的で確実な方法，つまり条件付シミュレーション，
の方が好ましいように思える。
次に(II),つまり_T1=291, T: 戸 532.208を与えたときのYの条件付分布を
求めること，を考えよう。条件付ける変量が2つもあるので，問題点のところ
で述べたように条件付分布が退化している可能性がある上に，条件付シミュレ
ーションの効率が極めて悪くなるため，条件付けを観測された十分統計量の近
傍で行うことにする。すると実際の棄却域は母数の値に依存することになる
が，その依存度は小さく出来る。
t。を観測された十分統計量としてその近傍を，
W={yl(t(y)-t。)t戸(t(y)-t。)~1:}
で定義する。ただし，工はこに最尤推定値Pを代入したものとする。なお， e 
の値は小さければ小さいほど母数の値に依存しない結果が得られるが，シミュ
レーションの効率が悪くなることや条件付分布が退化するかも知れないので程
々の値を選ばなくてはならない。 この事実は厄介な問題である。 cを巧く選ん
だとして， YをP=Pでシミュレートするとき，
Pr{t(Y)E W} ==Pr{x?~E} 
fJ 
が条件付シミュレーションの効率となる。このシミュレーションにより，
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Pr{Y=ylYEW} = 
e(t(y)-to)'iJI, m、C:1、
｝工t(:1*)eW{e<t(y*) —ヽo)'B/l; m、C:1,*}
の推定値が得られる。よって，かを真値とするとき， t(y*)EWを満たすが
に対し，
exp{(t(y*)-t0)'(p-p0)} 
が1に近ければ近いほど良好な棄却域が設定されるのである。
Var{(t(y*)-t0)'({J-{J0)} =(t(y)-t。)'区1(f(y)-f。):;:e 
だから Pr{I (t(y*)-t。)'CP-P0)1 :;:3y'e"}は十分 1に近いと考えてよい。
シミュレーションの効率を考えて， e=O.01と設定すると，
Pr {t(Y) E W} = 1 蕊/J 
であり， 3v'て=O.3, exp(O. 3) =1. 35となる。近似の精度もまずまずなので，
この値でシミュレーションを行った。 ここで断っておくが， 各 h(y*)の計算
は現段階ではかなり面倒なので，代りに D(O,P)を検定統計量として用いて
棄却城を設定した（このことの妥当性については別に議論すべきことである）。
その結果 1.23 (6d.f.)の棄却域として， 13.31が得られた。 このことは，従
来の統一的な検定方式よりも正確な検定方式により帰無仮説が採択されること
を示している。
一方，正規近似に基づく方法は， (T1,T2, D(fJ, {J))'をそれらのモーメント
をもとに， 正規近似をしてそのもとで D(O,P)の (T1=t1,T. 戸わ）での条件
付分布を形式的に求めるものである。
（ここでは D(fJ,fJ)を用いることの妥当性が，本質的な問題として，問われるべきである）。
この方法を用いると形式的には解が得られるのだが，観測が離散分布のために
近似がよいのかどうかの確認が難しく，この方法を支持する根拠に乏しい。も
ちろん(/)の場合と同様に高次のモーメントを使った近似もなされるが， その
有効性もはっきりしない。この方法は，条件付シミュレーションと同様に，条
件付ける変量が多ければ多いほど近似が悪くなるだろう。
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6. おわりに
理論的には明確な条件付検定も，観測の離散性のために，実際に棄却域を設
定する時に様々な問題が生じる。また，条件付ける十分統計量の数が増えれば
増えるほど十分統計量 (T1,T2, ・・, T,)の観測が q一次元ユークリッド空間の
なかで“まばら”になってしまい，条件付けることの意味を失ってしまう。条
件付シミュレーションを行うことによりこの事実が如実に観察されるが，形式
的な条件付分布の近似ではこの事実が見過ごされかねない。それゆえ，条件付
シミュレーションがうまく実行できない時には，形式的な近似も実体がないも
のと言えるかもしれない。なお，条件付シミュレーションが有効に利用できる
のは条件付ける十分統計量の数が高々 2つ迄であるようだ。
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