Given a finite configuration of points in a metric space, a Steiner center (respectively, a centroid) is the point of the space (respectively, of the configuration) that minimizes the sum of the distances from all its elements. Working on the k-dimensional real space endowed with the Manhattan distance, we study the approximate algorithm that takes a point of minimum distance from the Steiner center of a configuration as its centroid. This algorithm is more efficient than all known approximate algorithms to obtain a centroid, and has applications in bio-informatics and economics, where data bases are quite large. Experimental results show that both the magnitude and the frequency of the error drastically decrease as the configuration becomes very large. We determine upper bounds to the magnitude of the error as a difference and as a ratio, and provide arguments to justify the negligible frequency of the error for large configurations.
Introduction
Given a metric space S and a finite collection A of points in S, a typical problem in discrete geometry is to find a point s ∈ S which minimizes the length of the A-star centered at s, that is, the sum of the distances of all points in A from s. If the point s that solves this minimization problem is assumed to belong to A, then s is called a centroid of A (or a 1-median) of A. On the other hand, if the solution s is allowed not to be in A, then s is called a Steiner center of A.
In most of the cases considered in the literature, the base space S is R k endowed with the standard Euclidean distance. Alternative base spaces of interest are directed trees [5] , and metric spaces with the Hamming distance [10] . The literature also examines other extensions of this problem, e.g., the case in which the given collection A is a subset of an Euclidean space having continuously many points [1] . See also some recent work oriented toward applications in bio-informatics, in which the base space S is an arbitrary metric or pseudometric space [3, 10] . If the base space S is the Euclidean space R k , then the problem of finding a centroid (or the Steiner center) of a finite collection A of points in S is known as the "Fermat-Weber location problem" [4] . More general versions of the Fermat-Weber problem are also considered in the literature. For example, given an integer number d ≥ 1 and a finite collection A of points in R k , the "d-median problem" consists of finding d points (called medians) in a way such that the sum of the distances of each point of A from the closest median point is minimized.
1 Of course, the classical Fermat-Weber location problem is the 1-median problem in the Euclidean space R k . Several (exact or approximate) algorithms for the 1-median problem in R k endowed with a suitable distance are well-known. The goal of this paper is to analyze a special approximate algorithm, which solves the 1-median problem in R k endowed with the Manhattan distance. The choice of this distance is motivated by the complexity of the related algorithm. In fact, from a computational point of view, d-median problems in R k with the Euclidean distance are rather lengthy and difficult to solve, whereas if we endow R k with the Manhattan distance, then the same problems can be solved more effectively by means of a linear algorithm.
The algorithm examined in this paper is called minimum distance algorithm (md-algorithm, for short): given a configuration A of points in R k endowed with the Manhattan distance, this algorithm takes as a centroid of A a point in A having minimum distance from the Steiner center of A. (Henceforth, we call a point of minimum distance an md-point.)
The advantage of the md-algorithm is that it is linear. To prove this, observe that since the computation of a point minimizing the distance is obviously linear, it suffices to show the computation of Steiner center is linear as well. The latter fact motivates the choice of the Manhattan distance, because in this case the computation of the distance can be done coordinate by coordinate. It follows that the Steiner center can be determined by choosing the median point for each set of (odd) coordinates, which can be done in linear time (since the number of coordinates is fixed).
The main drawback of the md-algorithm is that it is approximate, since an md-point may well fail to be a centroid. However, experimental results show that this failure is rather unlikely for large configurations, in the sense that both the magnitude and the frequency of the error tend to decrease as the number of points increases. Here we provide some theoretical motivations to support this empirical evidence.
Specifically, our ideal goal is to obtain a good estimation of:
(i) the largest magnitude of the error, in terms of both the difference and the ratio between (a) the length of the A-star centered at an md-point, and (b) the length of the A-star centered at a centroid of A;
(ii) the frequency of the error, i.e., the relative number of times that an md-point fails to be a centroid.
For what concerns (i), in this paper we determine an upper bound to the magnitude of the error, in terms of both the difference and the ratio between (a) and (b). It turns out that these bounds are independent of the dimension k of the space, being only a function of the size of the given configuration.
Concerning (ii), observe that any result about the frequency of the error depends on the type of distribution of points. In the absence of constraints induced by the specific problem at hand, it is natural to assume a uniform distribution of points. Therefore, in this paper we examine special configurations of points in R k -called sampled configurations -which are uniformly distributed over a bounded part of R k , and whose points have integer-valued coordinates. We prove that under suitable hypotheses, an md-point of a sampled configuration is always a centroid. Despite the seeming specialty of our case analysis, this result sheds some light on configurations with a large number of points. Indeed, as the number of points of a configuration A in R k increases, the following two facts happen in average: (1) the points of A tend to be uniformly distributed over (a bounded part of) R k ; and (2) md-points of A tend to have their distance from the Steiner center of A uniformly distributed over their k coordinates. Therefore, if we reason in terms of expected value, then the case of sampled configurations is less special than it might seem at a first sight, and provides a theoretical motivation of the experimental evidence.
We close this section with a brief overview of the existing algorithms which solve the 1-median problem, in order to provide the reader with some arguments supporting the choice of the md-algorithm over the others. Two categories of algorithms of this kind have been considered in the literature: exact and approximate. The exact algorithms that solve the 1-median problem in a generic metric space S are known to have complexity at least O(n 2 ) (in fact, O(n log n) in case S is R k endowed with the Manhattan distance), where n is the number of points of a configuration. On the other hand, there are approximate algorithms solving the 1-median problem with a complexity that is linear in the number of points. For example, in [9] the author describes such an algorithm, also providing an estimation of the error. Regrettably, the value of the linear constant is too high to make this algorithm useful in many concrete cases.
Another linear algorithm for the 1-median problem is given in [3] . This is a mixed algorithm, since it is approximate 2 in the general case, but it becomes exact if the base space S belongs to a certain category M of metric spaces. This algorithm has proven to be particularly effective in experimental results. Unfortunately, it is not practicable to employ it as an exact algorithm, since the computational cost to determine whether the base space S belongs to the category M is even higher than the computational cost of the algorithm for the search of a centroid.
In the particular case that the base space S is R k endowed with the Manhattan distance, the md-algorithm seems to be a possible alternative to the above mentioned algorithms. In fact, the md-algorithm has the following features: (1) it is linear; (2) it provides some estimation of the error; (3) the probability of the error becomes negligible for uniformly distributed configurations with a large amount of points. Indeed, linearity of the md-algorithm follows from the fact that given a configuration A in R k , the search of the Steiner center of A can be performed by means of an algorithm of median searching repeated k times, and so the problem of finding an md-point of A has a linear cost as well.
The underlined features of the md-algorithm are particularly important in the light of its possible usage in applied sciences, such as bio-informatics and economics. Indeed, all data bases (of proteins, genes, stocks, etc.) used in these kinds of research do have a huge size, hence for practical purposes the search of a minimum distance point would yield a solution of the 1-median problem with a high likelihood. In fact, we conducted some experiments in R k endowed with the Manhattan distance, and compared the results given by the md-algorithm versus those given by the algorithms proposed in [3, 9] . The evidence is overwhelmingly in favor of the md-algorithm, in terms of the speed of computation, the magnitude of error, and the probability of error.
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Furthermore, the advantages of the md-algorithm over the others are not limited to the case in which the base space is R k endowed with the Manhattan distance. In fact, the md-algorithm is also effective in a generic metric space S, provided that there is a computationally convenient isometric embedding of S into R k . (Here by "computationally convenient" we mean that it has a complexity bounded by O(n), where n is the number of points.) Such a perspective is justified by the existence of embeddings from suitable metric spaces into R k , which are either isometric or "nearly" isometric (i.e., with a suitably bounded distortion). More specifically, in [11] and [2] the authors exhibit, respectively, an isometric embedding from an ultrametric space U into R k , and an embedding with bounded distortion from a generic metric space S into R k (endowed with the Euclidean distance, however extendable to R k endowed with the Manhattan distance). An algorithmic version of the latter embedding is given in [13] , where the author shows that the computational complexity of such an algorithm is logarithmic in the number n of points. Regrettably, the dimension k of the space R k in which to embed S turns out to be equal to log n, and so the md-algorithm would have complexity O(n · log n) in this context. On the other hand, it would be interesting to determine whether the special types of base spaces used in applications (e.g., spaces with Hamming distance in bio-informatics) have properties such that the embedding into R k is either isometric or "nearly" isometric. This interest carries out to other applications as well, such as those in economics and management. For some recent sources of the related literature, see, e.g., [14, 15] and references therein.
The paper is organized as follows. In the first two sections we provide an estimation of the magnitude of the error of the md-algorithm, in terms of difference (Section 2) and ratio (Section 3): both upper bounds only depend on the number of points of a configuration, and not on the dimension of the space in which they are embedded. In Section 4 we deal with sampled configurations in R k , giving some evidence that an md-point tends to be a centroid whenever dealing with uniformly distributed large configurations.
Whenever there is no risk of confusion, we simplify notation, and write Λ(a, b) in place of Λ (k) (a, b). Unless otherwise specified, by R k we mean the metric space R k , Λ . A configuration in R k is a finite multi-set in R k (i.e., a finite subset of R k such that some of the points can be repeated more than once). We denote by P (k) n the set of all configurations in R k having n ≥ 3 points.
Next, we define injective types of configurations.
is called pure if no repetition of points is allowed. Whenever A is pure, we use the notation
Some results of this paper are only proved for pure (or totally pure) configurations of points. For our purposes, this fact does not affect the generality of results, since in applications one deals with random configurations in R k , so repetition of points or even coordinates is probabilistically negligible. However, whenever an extension to arbitrary configurations can be easily obtained, we shall add some comments on the way the argument can be adapted to the general setting.
We also emphasize from the outset that we only consider configurations with an odd number of points. Again, this assumption causes no loss of generality for the goals of this paper, due to the large size of the data bases in applications. In fact, whenever the number of points is even, we can make it odd by simply deleting one entry (hence paying a negligible price in terms of loss of data). The assumption that the size of a configuration is odd is needed in order to ensure the uniqueness of the Steiner center.
A (a) is called the length of the A-star centered at a. Whenever there is no risk of confusion, we drop the superscript and write
A (a). Using the notion of A-star, we can associate to each A ∈ P (k) n some special points as follows.
• A centroid of A is a point c ∈ A such that the length of the A-star centered at c is minimum among all points in A. We denote by Centr(A) the set of all centroids in A. Since by definition we have L A (c) = L A (c ) for all c, c ∈ Centr(A), we write C A for the length of the A-star centered at any of the centroids of A.
• The Steiner center of A is the unique point s ∈ R k (not necessarily in A) which minimizes the total length of the A-star centered at it. The length of the A-star of the Steiner center of A is denoted by S A .
• A minimum distance point of A (for short, md-point) is a point m ∈ A which has minimum distance from the Steiner center of A. We denote by Min(A) the set of all such points in A.
We denote by M A the maximum length of an A-star among the points in Min(A), i.e., M A := max{L A (m) : m ∈ Min(A)}.
Remark 2.4
As an immediate consequence of Definition 2.1, the chain of inequalities
The goal of this paper is to show that under suitable assumptions an mdpoint of A ⊆ R k is a centroid of A, i.e., the inclusion Min(A) ⊆ Centr(A) holds. Note that however, due to the fact that we consider random configurations in R k , both centroid and md-point are probabilistically unique, so it suffices to show that these two points coincide in most cases of interest.
Configurations in R
To start, we analyze the simplified setting in which the base space is R, and the configuration A ⊆ R is pure. In particular, the Manhattan distance Λ
(1) = Λ becomes the Euclidean distance. Let A ⊆ R be such that |A| = n = 2p+1 ≥ 3, where p ∈ N \ {0}.
Further, let ∆ a := |a − γ| be the distance of a ∈ A from the median γ of A.
Note that since |A| = n ≥ 3 by hypothesis, the length L A (a) = x∈A |a−x| of the A-star centered at each a ∈ A is always positive. We will show that the function L A : A → R + attains its minimum at γ, which is therefore the unique centroid (and Steiner center) of A. To this end, we will use the following technical fact. Lemma 2.6 Let A ⊆ R be a pure configuration such that |A| = n = 2p + 1 ≥ 5. Denote by γ the median of A. For each a, b ∈ A such that a = b and 0 < ∆ a ≤ ∆ b , we have:
If a = γ, then we obtain:
Furthermore, these bounds are best possible.
Proof. Let a, b, γ be pairwise distinct. To prove (1), we distinguish the following two cases:
In case (i), one can show that the following inequalities hold:
The proof of these inequalities is left to the reader. 4 By (3), it suffices to show that (1) holds in case (ii). Therefore, assume without loss of generality that a < x 1 < · · · < x r < γ < y 1 < · · · < y s < b for some x 1 , . . . , x r , y 1 , . . . , y s ∈ A, where r, s ∈ N are such that 0 ≤ r, s ≤ p−1. For each i = 1, . . . , r and j = 1, . . . , s, let ε i := x i − a and
This difference is maximized for r = 0, s = p − 1, and each δ j approaching its maximum value ∆ b ; its least upper bound (which becomes its maximum if
is minimized for r = p − 1, s = 0, and each ε i approaching its maximum value ∆ a ; its greatest lower bound (which becomes its minimum if n = 3) is ∆ b − (n − 2)∆ a . This proves the inequality (1), and also shows that the given bounds are best possible.
To finish the proof, we assume that a = γ, and prove that (2) holds. Note that the inequalities (2) can be viewed as the limit case of (1), as ∆ a goes to 0. It is easy to check that the inequalities
hold, where the second inequality is strict because the configuration is pure.
The next two results are immediate consequences of Lemma 2.6.
Corollary 2.8 For each pure configuration A ⊆ R, the median of A is the unique centroid of A, and is also the Steiner center of A.
Remark 2.9
The previous results hold also in case that A is a multi-set (i.e., the configuration is not pure). To prove this fact, it suffices to split repeated points having the same value a within an interval of the type [a, a + ε) for a suitably chosen ε > 0, thus obtaining a pure configuration on which we can argue as above.
Configurations in R k
Here we extend the previous results to a multidimensional setting. Let A ⊆ R k be a totally pure configuration with n = 2p + 1 ≥ 5 points (p ∈ N). For each j ∈ {1, . . . , k}, denote by A j := {a j : a ∈ A} ⊆ R the set of the jth coordinates of the points of A. Since A ⊆ R k is totally pure, we have |A j | = n for each j ∈ {1, . . . , k}. In this setting, the Steiner center of A is s = (s 1 , . . . , s k ), where s j is the median of A j for each j ∈ {1, . . . , k}. Of course, s ∈ A in general. On the other hand, in case s ∈ A, it follows that |Centr(A)| = 1, and the (unique) centroid of A coincides with the Steiner center s of A. The next result is an immediate consequence of the definition of Manhattan distance.
We can extend Lemma 2.6 to R k , Λ as follows.
Lemma 2.11
Let A ⊆ R k be a totally pure configuration, and s its Steiner center. For each a ∈ A \ {s}, we have:
Proof. Let a = (a 1 , . . . , a k ) ∈ A. Without loss of generality, assume that the inequality s j ≤ a j holds for each j = 1, . . . , k. Thus, we have Λ(a, s) = k j=1 ∆ j , where ∆ j := a j − s j ≥ 0. For each j such that ∆ j > 0 (note that there is at least one such j), Lemma 2.6 implies that
Thus the claim follows from Lemma 2.10.
Finally, we determine a tight upper bound for the difference of the A-star centered at two distinct points of a totally pure configuration in R k , Λ .
Theorem 2.12
Let A ⊆ R k be a totally pure configuration with n ≥ 5 points. For each a, b ∈ A, with a = b, we have:
Further, this upper bound is best possible.
Proof. Let a = (a 1 , . . . , a n ) and b = (b 1 , . . . , b n ). For each j ∈ {1, . . . , k}, let ∆ a j := |a j − s j | and ∆ b j := |b j − s j |. By Lemma 2.6, we obtain
which proves the claimed inequality. Finally, it is easy to exhibit a configuration of points such that this upper bound is attained as a limit: see Example 2.14 below.
As a consequence of Theorem 2.12, we obtain a tight upper bound for the difference between: (i) the star centered at a centroid of A, and (ii) the star centered at an md-point of A. Without loss of generality, we assume that the Steiner center s of A does not belong to A (otherwise the problem is trivial); thus, for each c ∈ Centr(A) and m ∈ Min(A), we have Λ(c, s) Λ(m, s) > 0. Corollary 2.13 Let A ⊆ R k be a totally pure configuration with n ≥ 5 points. For each c ∈ Centr(A) and m ∈ Min(A), we have
In particular, we have
Proof. Let c ∈ Centr(A) and m ∈ Min(A). By definition of Min(A), we have Λ(c, s) ≥ Λ(m, s). Thus, the first inequality is an immediate consequence of Theorem 2.12. The second inequality follows from the definition of M A and C A .
We end this section with an example that shows that the upper bound given in Corollary 2.13 can be attained as a supremum, hence the given inequality is best possible.
Example 2.14 We exhibit a totally pure configuration A = {a 1 , . . . , a n } ⊆ R k (k ≥ 2) with n = 2p + 1 ≥ 5 points satisfying the following properties:
(i) the Steiner center s of A is the zero vector;
(ii) A has a unique centroid c;
(iii) all points of A have the same Manhattan distance (equal to 1) from s, hence Min(A) = A;
can be made arbitrarily close to the upper bound n−3, as determined by Corollary 2.13.
Select p − 1 positive real numbers ε 2 , . . . , ε p such that
, . . . ,
Note that the Steiner center of A is s = 0 = (0, . . . , 0) ∈ A. Furthermore, for each i = 1, . . . , n, we have Λ(a i , 0) = 1. The point a 1 is the point whose total sum L A is maximum among all points of A, i.e., L A (a 1 ) = M A . On the other hand, the point a p+2 is the unique centroid of A. Furthermore, we have:
Thus, as each ε i goes to 0, the difference L A (a 1 ) − L A (a p+2 ) goes to n − 3, as claimed.
In Figure 1 we give an instance of such a set A ⊆ R 5 with |A| = 9. We denote by a circled star the points a 1 = − , which are, respectively, the point of A with maximum L A , and the unique centroid of A. The coordinates of the Steiner center 0 = (0, 0, 0, 0, 0) of A are denoted by a star. 
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Magnitude of the error: an upper bound for the ratio
In this section we determine an upper bound for the ratio M A /C A , which however fails to be tight in some cases. To this aim, we exhibit a tight upper bound for the ratio M A /S A , which only depends on the number n of points of A, and not on the dimension k of the base space. Since M A /C A ≤ M A /S A , this upper bound also holds for M A /C A . In our approach, we use a simplified version of the technique employed by Fekete and Meijer in [7] to determine an upper bound for the worst-case ratio of C A /S A ; therefore, we will only sketch the related proof.
5 Since our result does not depend on the dimension of the base space R k , henceforth we work with a fixed k ≥ 2. Further, we assume without loss of generality (see Remark 3.1) that the Steiner center of the configuration A is the origin 0 = (0, . . . , 0) ∈ R k , and that S A = L A (0) = 1.
Remark 3.1
The two assumptions that the Steiner center s of A is 0, and the length of its A-star is S A = 1 cause no loss of generality, because we are indeed working with equivalence classes of configurations in R k . Specifically, given a configuration A in R k , the equivalence class of A comprises all configurations in R k obtained from A by re-scaling all points by a constant factor α ∈ R and/or translating all k coordinates of each point by the same constants β i , where i ∈ {1, . . . , k}. To keep notation simple, henceforth we avoid any explicit mention to equivalence classes of configurations, implicitly selecting in each class the representative such that its Steiner center is 0, and the length of the A-star centered at 0 is equal to 1.
Definition 3.2
For each odd n ≥ 3, let δ n be the worst-case value of the ratio M A /S A for configurations with n points, i.e.,
n is called extremely minimal (e-minimal, for short) if it attains the value δ n ; in this case, a point a ∈ Min(A) such that L A (a)/S A = M A /S A = δ n is a witness of the e-minimality of A. Proof. Similar to the proof of Lemma 6 in [7] .
In what follows, we prove several preliminary facts about e-minimal configurations. These results will be needed toward our goal of obtaining a tight upper bound for the ratio M A /S A (Theorem 3.10). To start, we show that the e-minimality of a configuration implies that all of its points are equally spaced from the Steiner center. An instance of a perfectly balanced configuration has already been given in Example 2.14.
Lemma 3.5 Each e-minimal configuration is perfectly balanced.
Proof. Toward a contradiction, assume that A ∈ P (k) n is an e-minimal configuration such that Λ(a, 0) < Λ(b, 0) for some a, b ∈ A. For ε > 0 small enough, replace b by b = (1 − ε)b in a way such that in the new configuration A := A \ {b} ∪ {b }, the point b still fails to be a point of minimum distance from the Steiner center of A . If follows that S A = S A −ε for some small ε > 0, but
which contradicts the maximality of δ n .
The converse of Lemma 3.5 does not hold (cf. Example 2.14). The next two results summarize some properties satisfied by a witness of the e-minimality of a configuration.
n be an e-minimal configuration, and a = (a 1 , . . . , a k ) ∈ A a witness of its e-minimality. For each i ∈ {1, . . . , k} such that
Proof. Toward a contradiction, assume without loss of generality that a ∈ Min(A) is such that L A (a) = M A = δ n , but there exists b ∈ A such 0 < b 1 ≤ a 1 .
6 By Lemma 3. 
Lemma 3.7 For each odd n ≥ 3, there exists an e-minimal configuration in P (k) n having a witness of its e-minimality with exactly one nonzero coordinate.
Proof. Let A be an arbitrary e-minimal configuration with an odd number n ≥ 3 of points, and let a ∈ A be a witness of its e-minimality. If a = (a 1 , . . . , a k ) has exactly one nonzero coordinate, then we are immediately done. Otherwise, we can assume without loss of generality that there exists h ≥ 2 such that a j > 0 for 1 ≤ j ≤ h, and a j = 0 for h + 1 ≤ j ≤ k. Set a 1 := (a 1 , . . . , a k ), with a ), then we are done. Otherwise, we have h ≥ 3, and we can proceed by induction to eventually obtain an e-minimal configuration
such that a h−1 is a witness of its e-minimality, and a h−1 has only one nonzero coordinate (namely, the first).
Using the preceding lemmas, we now compute the star centered at a witness of e-minimality.
Lemma 3.8 If a ∈ A is a witness of the e-minimality of a configuration A ∈ P (k) n , then the length of its A-star is L A (a) = S A + (n − 2) Λ(a, 0).
Proof. All e-minimal configurations in P (k)
n share the same property of attaining the supremum δ n . Thus, by Lemma 3.7 we can assume without loss of generality that the e-minimal configuration A ⊆ R k has a witness a ∈ A of the type a = (a 1 , 0, . . . , 0), where a 1 > 0. In particular, we have a 1 = Λ(a, 0) > 0, where 0 is the Steiner center of A. Lemma 3.6 yields that the first coordinate of all points b ∈ A \ {a} is negative or zero, and their sum is equal to −a 1 . Now an easy computation shows that the claim holds.
It is useful to compare Lemma 3.8 to Lemma 2.11. In fact, given a configuration A ∈ P (k) n having 0 as its Steiner center, and an arbitrary point a ∈ A \ {0}, we have:
• if A it totally pure, then the inequality L A (a) < S A + (n − 2) Λ(a, 0) holds by Lemma 2.11;
• if A is e-minimal, then the equality L A (a) = S A + (n − 2) Λ(a, 0) holds by Lemma 3.8.
In particular, we obtain:
Corollary 3.9 E-minimal configurations are not totally pure.
We are finally ready to compute a tight upper bound for the ratio M A /S A , and, as a consequence, a bound for the ratio M A /C A . Theorem 3.10 Let n ≥ 3 and A ∈ P (k) n . We have
and this inequality is best possible. In particular,
Proof. To prove that (4) holds, it suffices to show that δ n = 1 + (n − 2)/n. First of all, observe that by Lemma 3.3 there exists an e-minimal configuration
n . Let a ∈ B be a witness of the e-minimality of B ∈ P (k) n . Lemma 3.8 yields the chain of equalities
Since S B = L B (0) = 1, Lemma 3.5 implies that Λ(x, 0) = 1/n for each x ∈ B, in particular Λ(a, 0) = 1/n. It follows that the equality δ n = 1 + (n − 2)/n holds. Finally, Example 3.11 given below shows that the upper bound for M A /S A is tight.
Observe that Lemma 2.11 suffices to prove that the strict inequality (M A /S A ) < 1 + (n − 2)/n holds for any totally pure configuration A ⊆ R k . On the other hand, the argument given in Theorem 3.10 is needed to show that the (weak) inequality holds in the general case.
We end this section by exhibiting an e-minimal configuration A in R 2 such that 0 is the Steiner center of A, the equality S A = L A (0) = 1 holds, and the upper bound δ n = 1 + (n − 2)/n is attained. Note that for k ≥ 3, similar e-minimal configurations in R k can be built by setting all the last k − 2 coordinates of the points in A equal to zero.
Example 3.11
We construct a multi-set A ⊆ R 2 having an odd number n := 2p + 1 ≥ 3 of points, which is an e-minimal configuration such that the the equality
holds. The construction is trivial for n = 3, so consider the cases in which p ≥ 2. Set a 1 := 1 n , 0 , a n := − for each a ∈ A. Furthermore, we have
This proves that the upper bound in Theorem 3.10 is tight.
Frequency of the error: some probabilistic remarks
Experiments with large sets of data show that md-points turn out to be centroids in the majority of cases under examination. Our ideal goal would be to provide a full theoretical justification of this empirical evidence. In this section we make a first step in this direction, giving a partial justification based on an expected value argument. Roughly speaking, we show that under suitable hypothesis and whenever dealing with large configurations, points of minimum distance tend to be -in average -a good approximation of centroids.
More precisely, we analyze configurations of points with equally spaced integer coordinates, called sampled, and prove some related results about the coincidence of md-points and centroids. In view of the fact that the expected value of a random configuration is almost sampled, and this expected value tends to be sampled as the number of points diverges, the special results proved for sampled configurations become significant for the general case, and shed some light on the observed experimental evidence.
be a configuration of n = 2p + 1 ≥ 3 points in R k having integer coordinates and such that for each a = (a 1 , . . . a k ), b = (b 1 , . . . , b k ) ∈ A, we have:
We call A an integer sampled configuration (or, simply, a sampled configuration).
Note that a sampled configuration A is a totally pure configuration in R k , and it is a subset of Z k . Further, A has the property that for all integers i, j ∈ Z such that 1 ≤ i ≤ p and −p ≤ j ≤ p, there exists a unique a = (a 1 , . . . , a k ) ∈ A such that a i = j. Finally, observe that the Steiner center s of A is the origin 0 = (0, . . . , 0) ∈ R k . (However, in some cases we keep using the notation s = (s 1 , . . . , s k ) for the Steiner center of a given configuration of points, since our results do not depend on the fact that the Steiner center is the origin.)
Dealing with sampled configurations certainly eases computations, but does not eliminate the problem that the sets of centroids and md-points may be disjoint, as the next example shows. Example 4.2 Consider the following sampled configuration in R 3 :
It is immediate to check that the unique point of minimum distance from the Steiner center (0, 0, 0) is R, whereas the two centroids are P and Q.
Next, we compute the length of the star centered at any point of a sampled configuration.
Lemma 4.3 Let A ⊆ Z
k be a sampled configuration with n = 2p + 1 points. For each a = (a 1 , . . . , a k ) ∈ A, we have
Proof. For each j ∈ {1, . . . , k}, let d j := |a j |. An easy computation shows that the equalities
for each x ∈ R k , the claim follows.
Lemma 4.3 computes the length of the star centered at an arbitrary point of A as the sum of two quantities:
, which is the same for all points of A, and is a function only of the number n of points (since the dimension k of the ground space R k is fixed);
(ii) a variable part k j=1 |a j | 2 , which grows with the square of the coordinates of a point, but is however a constant from the point of view of complexity (since k is fixed). Lemma 4.3 will be used below in the proof of the main result of this section (Theorem 4.7). The following consequence, which is not relevant for our problem, is however worth being mentioned.
Remark 4.4 An alternative reading of Lemma 4.3 is that whenever dealing with sampled configurations, a centroid of a configuration under the Manhattan distance is an md-point under the Euclidean metric. This is an interesting instance of a problem over a certain metric space which can be solved by looking at a similar problem in a different metric space.
As a significant application of Lemma 4.3, consider the following example. Note that since all sampled configurations in R k have by definition 0 = (0, 0, . . . , 0) as their Steiner center, the above equalities hold for points of A whose coordinates in absolute value are permutations of the coordinates of (|r|, |s|, 0, . . . , 0) and (|h|, 0, 0, . . . , 0), respectively. In particular, if (h, 0, 0, . . . , 0) is an md-point but not a centroid, and (r, s, 0, . . . , 0) is a centroid but not an md-point, then h, r, s ∈ Z are such that |h| < |r| + |s| and |h| 2 > |r| 2 + |s| 2 .
To show that in a sampled configuration md-points with evenly distributed coordinates are indeed centroids, we need another technical lemma.
for each (x 1 , . . . , x k ) ∈ R k , and subject to the following constraints:
where h > 0 is a parameter; (ii) x i ≥ 0 for each i ∈ {1, . . . , k}. Then, we have:
(a) the minimum value of f subject to (i) and (ii) is h 2 /k, which is attained at the unique point Proof. This is an easy exercise in the case k = 2. For the general case, proceed by induction on k ≥ 2.
As announced, we have: Theorem 4.7 Let A be a sampled configuration in R k such that |A| = n = 2p + 1 ≥ 5. Assume that s = 0 = (0, . . . , 0) is the Steiner center of A, and a = (a 1 , . . . , a k ) is an md-point such that Λ(a, s) = h > 0. If |a i | = h/k for each i ∈ {1, . . . , k}, then a is a centroid of A.
Proof. Let a = (a 1 , . . . , a k ) ∈ Min(A) be such that Λ(a, s) = h > 0, and |a i | = h/k for each i ∈ {1, . . . , k}. Further, let c = (c 1 , . . . , c k ) ∈ Centr(A) be such that Λ(c, s) = q ≥ h. To prove the claim, it suffices to show that L A (a) ≤ L A (c). The hypothesis and Lemma 4.3 imply
whereas a joint application of Lemmas 4.3 and 4.6(a) yield
It follows that
. This proves that a is a centroid.
Theorem 4.7 describes a very particular case in which an md-point is a centroid. One can observe that the set up of this result is way too special to be significative. However, we shall argue below that whenever the random configuration has an average behavior, then Theorem 4.7 becomes effective in showing that the md-algorithm works well. Here by "average behavior" we mean "taking the expected value" of a generic configuration. In order to effectively work in terms of expected value, next we introduce the notion of a quasi-sampled configuration. 
If A is quasi-sampled, then a sampled configuration A that witnesses the inequality (5) is called a sampled shadow of A. We have defined quasi-sampled configurations in terms of their similarity to suitable integer-valued configurations, namely, their sampled shadows. 7 However, upon rescaling the base metric space, one can equivalently define a quasi-sampled configuration in terms of its closeness to a suitable "equally spaced" configuration, which is isometrically equivalent to a sampled configuration. This fact is especially important for our purposes, since we need to work on a fixed bounded part of the metric space, independently of the size of the random configuration.
Specifically, assume that experimental evidence shows that (the relevant part of) the phenomenon under examination takes values in a bounded portion of R k , say [0, 1] k without loss of generality. Then we can associate to this phenomenon "rescaled" forms of sampled and quasi-sampled configurations with an odd number n of points as follows. Partition the unit interval [0, 1] ⊆ R into n subintervals of equal size 1/n. Then a totally pure configuration A ⊆ [0, 1] k of size n is sampled whenever all the n-element sequences of the k coordinates are permutations of the centers of the subintervals, and it is quasi-sampled if it is sufficiently close to a sampled one. The next definition provides the formal setting. k be a configuration with an odd number n ≥ 3 of points. We say that A is fractional sampled if it is totally pure and for all a = (a 1 , . . . a k ), b = (b 1 , . . . , b k ) ∈ A, we have:
2n−1 2n
for each i ∈ {1, . . . , k};
• if a = b, then a i = b i for each i ∈ {1, . . . , k}.
Furthermore, A is fractional quasi-sampled if it is totally pure and min X∈FSamp 
where FSamp Fractional sampled and quasi-sampled configurations reproduce on a fixed bounded space -the k-dimensional unit cube [0, 1] k -the same phenomenon as sampled and quasi-sampled configurations in R k . Here the key fact is that for the fractional case, the bounded size of the ground space is fixed, and does not vary along with the number of points in a (quasi-)sampled configuration (where the ground set is [−p, p] k for configurations with n = 2p + 1 points). Next, we describe a general example to obtain a random configuration of points in [0, 1] k . This example is constructed by aggregating k -one per coordinate -bucket-like experiments: see, e.g., [6] pp. 170-172. In fact, using the structure of the Manhattan distance, we generate random configurations in [0, 1], whose aggregation yields a random configuration in [0, 1] k .
Example 4.10 Let A = {a 1 , . . . , a n } be a configuration of n = 2p + 1 ≥ 3 points in [0, 1] k , where the generic element of A is a i = a i ] = 1, that is, each of the n buckets will contain in average exactly one of the n coordinates. Now repeat the same experiment for each of the k coordinates, and obtain the same conclusion.
To make use of Example 4.10 in our setting, assume now that empirical evidence shows that the phenomenon under examination takes values in [0, 1] k . Now the bucket-like experiment can be interpreted as the fact that the n-point configuration in [0, 1] given by the first coordinates of the points in A is indeed (fractional) quasi-sampled. Since we are using the Manhattan distance, we can independently repeat the same experiment k times, one per coordinate, thus producing a random configuration A in [0, 1] k , which in average will be (fractional) quasi-sampled.
By arguing in the same fashion as in Example 4.10, we can conclude that the distance of a generic point of a bounded configuration in R k from its Steiner center is evenly distributed among its k coordinates whenever we reason in average, that is, in terms of expected value. In particular, this holds for its md-points. However, as the number of points in [0, 1] k gets larger and larger, a (fractional) quasi-sampled configuration obviously tends to become (fractional) sampled. In this sense, Theorem 4.7 intuitively applies for large configurations of points, thus justifying the "average effectiveness" of the mdalgorithm.
