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ON TAMENESS OF ALMOST AUTOMORPHIC DYNAMICAL SYSTEMS
FOR GENERAL GROUPS
GABRIEL FUHRMANN1 AND DOMINIK KWIETNIAK2
ABSTRACT. Let (X,G) be a minimal equicontinuous dynamical system, where X is a compact
metric space and G some topological group acting on X. Under very mild assumptions, we
show that the class of regular almost automorphic extensions of (X,G) contains examples of
tame but non-null systems as well as non-tame ones. To do that, we first study the represen-
tation of almost automorphic systems by means of semicocycles for general groups. Based on
this representation, we obtain examples of the above kind in well-studied families of group
actions. These include Toeplitz flows over G-odometers where G is countable and residually
finite as well as symbolic extensions of irrational rotations.
The probabilistic concept of independence is at the heart of several fundamental notions
in ergodic theory like ergodicity, mixing, or positive entropy. Carried over to topological dy-
namics, independence gains a more combinatorial flavour and provides a basis for the local
analysis of topological entropy (initiated by Blanchard in [1]) and related mixing properties,
see [2]. For a comprehensive account of the combinatorial perspective on independence in
topological dynamics with emphasis on entropy, see e.g., [3, 4]. We study the absence of
independence due to tameness.
To gain some intuition, let us briefly discuss tameness for a binary subshift (X,σ). In this
case, a set J ⊆ Z is an independence set for X if for each z ∈ {0, 1}J there is x ∈ X with
xj = zj for every j ∈ J . The study of independence sets is of fundamental importance as the
existence or absence of large independence sets implies strong dynamical consequences [3].
For example, the subshift (X,σ) has positive topological entropy (as introduced by Adler,
Konheim, and McAndrew [5]) if and only if X has an independence set of positive asymp-
totic density. At the opposite end, X has zero topological sequence entropy (as introduced
by Goodman [6]) if and only if X is a null system, that is, there is a finite upper bound on the
size of independence sets. The lack of infinite independence sets is equivalent to tameness,
a notion introduced to topological dynamics by Köhler [7].
The last decade saw an increased interest in tame systems (see e.g. [3, 8–12]; see also
[13] for an up to date account) revealing their connections to other areas of mathematics
like Banach spaces [14], circularly ordered systems [15], substitutions and tilings, qua-
sicrystals, cut and project schemes and even model theory and logic [16–19]. A major
breakthrough in the general understanding of tameness was achieved by Glasner’s recent
structural result for tame minimal systems [20]. One of its consequences is that a tame min-
imal dynamical system which has an invariant measure is almost automorphic, uniquely er-
godic and measure-theoretically isomorphic to its maximal equicontinuous factor [20, Corol-
lary 5.4] (see also [3, 8, 9, 11] for previous results in this direction). In fact, a recent result
shows that such systems are actually regularly almost automorphic, see [21, Theorem 1.2].
In view of these results, it is natural to ask whether there are non-tame regular almost
automorphic extensions of equicontinuous systems. Further, as asked in [11]: if a regular
extension is tame, can it be non-null? So far, few regular non-tame extensions are known
(see [21, Corollary 3.7]) and the only positive answer to the second question is provided
by specific Toeplitz shifts constructed in [3, Chapter 11]. We show that the answer to both
questions is emphatically yes. In fact, under very mild assumptions any metric equicontinu-
ous dynamical system (T, G) has almost one-to-one extensions which are non-tame as well
as extensions which are tame but not null, see Theorem 3.6 and Theorem 3.11. The basis
for our construction are so-called semicocycle extensions which provide straightforward and
flexible tools to obtain a variety of examples of almost automorphic systems.
1
ar
X
iv
:1
90
2.
10
78
0v
3 
 [m
ath
.D
S]
  1
3 O
ct 
20
19
For Z-actions, it is known that a dynamical system is a semicocycle extension of a group
rotation if and only if it is an almost automorphic extension of the same rotation [22] (pro-
vided the semicocycle is invariant under no rotation, see Section 2 for further details). As
a matter of fact, this observation and its proof immediately carry over to actions of abelian
groups. Our first goal is to extend this characterisation to general, non-abelian groups in
Section 2. With this generalised notion of semicocycle extensions, we can rather directly
construct a plethora of examples of almost automorphic systems. As an application, we
obtain non-tame as well as tame but non-null symbolic systems such as Toeplitz flows over
G-odometers with countable residually finite G as well as symbolic extensions of irrational
rotations. En passant, we obtain a generalisation (by completely different means) of the
well-known fact that every minimal Z-rotation on a compact metrizable monothetic group
allows for an almost automorphic symbolic extension [23, Theorem 3.1], see Corollary 3.13.
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1. BACKGROUND IN TOPOLOGICAL DYNAMICS
The statements of this section as well as their proofs can be found in standard references
on topological dynamics and ergodic theory such as [24,25]. We say that a triple (X,G,Φ) is
a topological dynamical system if G is a topological group, X is a compact Hausdorff topolog-
ical space and Φ: G×X → X is a jointly continuous left action of G on X. Most of the time,
we keep the action Φ implicit. That is, we simply refer to (X,G) as a topological dynamical
system and write gx for the image Φ(g, x). Given g ∈ G, we refer to the homeomorphism
x 7→ gx also by g-translation and may identify an element g ∈ G with that homeomorphism.
We call the set Gx = {gx : g ∈ G} the G-orbit of x or simply orbit of x ∈ X (under the action
of G). The system (X,G) is said to be minimal if for each x ∈ X the orbit of x is dense in
X, that is, we have Gx = X.
A topological dynamical system (X,G) is effective if distinct elements g and g′ of G define
different homeomorphisms, that is, if for every g, g′ ∈ G with g 6= g′ there is x ∈ X satisfying
gx 6= g′x. We may always assume a system to be effective by identifying each element g ∈ G
with its g-translation as mentioned above. We say that G acts freely on x ∈ X if gx 6= x for
all g ∈ G different from the neutral element eG ∈ G. The dynamical system (X,G) is free if
G acts freely on every x ∈ X. It is well known and straightforward to see that if G is abelian
and acts minimally on X, then (X,G) is free if and only if (X,G) is effective.
A topological dynamical system (X,G) is equicontinuous if the collection of g-translations
{x 7→ gx : g ∈ G} ⊆ XX is a family of maps from X to X which is equicontinuous (with
respect to the unique uniformity UX that generates the topology on X). In this case, we
have that for every α ∈ UX there is β ∈ UX such that whenever (x, x′) ∈ β and g ∈ G we
have (gx, gx′) ∈ α. If (X,G) is an equicontinuous topological dynamical system and if X is
metrizable, we can choose a compatible metric on X such that each g-translation x 7→ gx is
an isometry with respect to this metric. For that reason, whenever X is metrizable, we will
use the terms equicontinuous and isometric synonymously.
Recall that an invariant measure of a topological dynamical system (X,G) (or: a G-
invariant measure on X) is a Radon probability measure µ on X such that µ(gA) = µ(A)
for all g ∈ G and all A ∈ B(X), where B(X) denotes the collection of all Borel sets of X.
Given an invariant measure µ, a set A ∈ B(X) is called invariant (with respect to µ) if for all
g ∈ G we have µ(A4 gA) = 0. If µ is an invariant measure such that for every invariant set
A ∈ B(X) we have that either µ(A) = 0 or µ(A) = 1, then µ is referred to as being ergodic.
It is well-known that every minimal equicontinuous system is uniquely ergodic, that is, it
allows for a unique invariant measure which is necessarily ergodic (see also Theorem 1.3).
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Let (X,G) and (Y,G) be two topological dynamical systems (with the same acting group
G). A homomorphism from (X,G) to (Y,G) is a continuous map pi : X → Y such that for
every x ∈ X and g ∈ G we have gpi(x) = pi(gx). If there is a homomorphism pi : X → Y
which is an onto map, then we say that (Y,G) is a factor of (X,G), (X,G) is an extension
of (Y,G), and that pi is an epimorphism or a factor map. In the above situation, the terms
isomorphism, automorphism, and endomorphism and accordingly, the notion of two systems
being isomorphic have their standard meaning. A minimal topological dynamical system
(X,G) is coalescent if all its endomorphisms are automorphisms. Minimal equicontinuous
systems are always coalescent (see, [24, page 81]). Further, factors of minimal systems are
minimal and factors of equicontinuous systems are equicontinuous ([24, Corollary 2.6]).
Note that if pi : X → Y is a factor map, then R(pi) = R = {(x, x′) ∈ X×X : pi(x) = pi(x′)}
is an invariant, closed equivalence relation (icer) on X. That is to say, the equivalence relation
R is a closed subset of X ×X and if (x, x′) ∈ R and g ∈ G, then (gx, gx′) ∈ R. Conversely,
if (X,G) is a topological dynamical system and R is an icer on X, then the quotient space
X/R is a compact Hausdorff space. Furthermore, if pi : X → X/R is the corresponding
quotient map, then pi is an epimorphism from (X,G) to (X/R,G), where for all g ∈ G the
g-translation on X/R is given by pi(x) 7→ pi(gx). Hence, factor maps and icers are just two
ways of talking about the same thing and we will use them interchangeably.
If (X,G) is a topological dynamical system, there is a smallest icer Seq (known as the
equicontinuous structure relation) such that the factor system (X/Seq, G) is equicontinuous
(see, for example, [24, Theorem 9.1]). We refer to (X/Seq, G) as well as to every system
isomorphic to (X/Seq, G) as the maximal equicontinuous factor of (X,G).
We say that a factor map pi : X → Y is almost one-to-one if the set
X0 = {x ∈ X : pi−1({pi(x)}) = {x}} (1.1)
is dense inX. In this case, we call the system (X,G) an almost one-to-one extension of (Y,G).
A topological dynamical system is called almost automorphic if its maximal equicontinuous
factor is minimal and the corresponding factor map pi is almost one-to-one. In this case, we
call points x ∈ X with pi−1({pi(x)}) = {x} almost automorphic. Observe that almost auto-
morphic systems are necessarily minimal. If the projection pi(X0) of the almost automorphic
points to the maximal equicontinuous factor is measurable and of full measure (with respect
to the unique invariant measure on pi(X)), we say (X,G) is regular. Clearly, every system
isomorphic to an almost automorphic system is almost automorphic itself.
Proposition 1.1 (cf. [23, Proposition 1.1], [26, V(6.1)5, page 480]). If (X,G) is a minimal
topological dynamical system, then the following statements are equivalent.
(a) (X,G) is almost automorphic.
(b) (X,G) is an almost one-to-one extension of an equicontinuous system.
Furthermore, if (X,G) is an almost one-to-one extension of a minimal equicontinuous system
(T, G), then (T, G) is the maximal equicontinuous factor of (X,G).
1.1. The Ellis semigroup and equicontinuous systems. By XX we denote the collection
of all (not necessarily continuous) maps from X to itself. We endow XX with the product
topology which coincides with the topology of pointwise convergence (a net (ξn) in XX
converges to ξ ∈ XX if and only if ξn(x)→ ξ(x) for every x ∈ X). By Tychonoff’s theorem,
XX is a compact Hausdorff space. Furthermore, XX has a semigroup structure defined by
composition of maps.
Given a topological dynamical system (X,G), the Ellis semigroup E(X) associated to
(X,G) is defined as the closure of the set of g-translations {x 7→ gx : g ∈ G} in the space
XX . We may take the liberty to consider elements of G as elements in E(T). Note that, in
general, there may be elements in E(X) which are neither bijective nor continuous.
Theorem 1.2 (cf. [24, Theorem 7, p. 54]). Let pi : X → Y be a factor map between two
topological dynamical systems (X,G) and (Y,G). Then there exists a unique continuous semi-
group epimorphism Φ: E(X)→ E(Y ) such that pi(ξx) = Φ(ξ)pi(x) holds for every x ∈ X and
ξ ∈ E(X).
Note that there is a natural left action of G on E(X) given by E(X) 3 ξ 7→ gξ ∈ E(X)
for each g ∈ G. Clearly, (E(X), G) is a topological dynamical system.
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Theorem 1.3 (cf. [24, pp. 52–53]). Suppose (T, G) is a minimal equicontinuous dynamical
system. Then E(T) is a compact Hausdorff topological group, each ξ ∈ E(T) is a homeomor-
phism on T, and (E(T), G) is a minimal equicontinuous dynamical system, too. There is also
a jointly continuous action of E(T) on T extending the action of G on T so that (T, E(T)) is
a minimal equicontinuous dynamical system. If T is metrizable, then so is E(T). We further
have:
(a) The system (T, G) is a factor of (E(T), G) and for every θ ∈ T the map pθ : E(T)→ T
given by
pθ(ξ) = ξθ
is a factor map. Furthermore, let Stab(θ) = {ξ ∈ E(T) : ξθ = θ} be the stabiliser
of θ ∈ T with respect to the action of E(T) on T. Then Stab(θ) is a closed subgroup
of E(T) and (E(T)/ Stab(θ), G) is isomorphic to (T, G). In particular, pθ is an open
map and the push-forward of the Haar measure on E(T) through the projection onto
E(T)/ Stab(θ) gives the unique invariant measure mT of (T, G).
(b) If G is abelian, then E(T) is abelian as well and (T, G) is isomorphic to (E(T), G).
Remark 1.4. For later reference, let us briefly collect some properties of the action of E(T)
on T provided by the above statement. First, note that an immediate consequence of the
minimality of (T, G) is that E(T) acts transitively on T, that is, for each pair θ1, θ2 ∈ T there
is ξ ∈ E(T) with ξθ1 = θ2.∗
Secondly, notice that the unique G-invariant measure mT on T necessarily coincides with
the unique invariant measure of the minimal and equicontinuous system (T, E(T)).
Finally, observe that if T is metrizable and ρ is a metric on T with respect to which G acts
isometrically on T, then the action of E(T) on T is also isometric with respect to ρ.
Remark 1.5. If we have that Stab(θ) is trivial, then Theorem 1.3 (a) yields that (T, G) is
actually isomorphic to (E(T), G) and hence free, provided G acts effectively on T. The
assumption of an action acting freely (in a weak sense) will enter our constructions of tame
non-null systems in Section 3.
Corollary 1.6. Suppose (T, G) is a minimal equicontinuous dynamical system and (θn) is a
net in T with θn → θ for some θ ∈ T. Then there is a subnet (θm) of (θn) and a net (ξm) in
E(T) with ξmθm = θ and ξm → e, where e denotes the neutral element in the group E(T).
Proof. Let pθ : E(T)→ T be the factor map determined by θ (see Theorem 1.3). For each n,
choose θˆn ∈ p−1θ (θn). By compactness of E(T), there is a subnet (θˆm) of (θˆn) with θˆm → θˆ
for some θˆ which lies in p−1θ (θ) ⊆ E(T), due to the continuity of pθ. Let ξm = θˆθˆ−1m . Since
E(T) is a topological group, we have ξm → e. At the same time, it holds that ξmθm =
ξmpθ(θˆm) = ξm(θˆmθ) = ξmθˆmθ = θˆθ = pθ(θˆ) = θ. 
Corollary 1.7. Suppose (T, G) is a minimal equicontinuous dynamical system and T is infinite.
Let θ, θ′ ∈ T. Then in each neighbourhood of the neutral element e ∈ E(T) there is g ∈ G
(considered as an element of E(T)) with g /∈ Stab(θ) ∪ Stab(θ′), that is, gθ 6= θ and gθ′ 6= θ′.
Proof. Clearly, every subgroup of E(T) which has non-empty interior (in E(T)) is, in fact,
open (in E(T)). Further, it is straightforward to see and well known that an open sub-
group of a compact group is necessarily of finite index. As T is infinite and homeomorphic
to E(T)/Stab(θ) and E(T)/ Stab(θ′) (due to Theorem 1.3), we clearly have that neither
Stab(θ) nor Stab(θ′) has finite index. Hence, Stab(θ) and Stab(θ′) have empty interior.
As Stab(θ) and Stab(θ′) are closed, we thus have that the complement of Stab(θ) ∪
Stab(θ′) is open and dense. As G embeds densely in E(T) (by definition), the statement
follows. 
2. SEMICOCYCLE EXTENSIONS
In this section, we introduce a representation of almost automorphic systems by means
of Sturmian-like subshifts with a compact alphabet. This construction builds upon so-called
∗The notion of transitivity should not be confused with the notions of topological or point transitivity (see
[24, p.31]) which are commonly referred to by the abbreviated term transitive, too. We would like to stress that
throughout this work, we refer by transitive solely to the above concept.
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semicocycles. For G = Z, these have already proved useful in the study of factors of Toeplitz
shifts (see [22,27]) but also of almost one-to-one extensions of non-equicontinuous systems
(see [28] for a nice exposition). For symbolic Z-shifts, similar techniques can be found
in [23, 29]. Here, we extend the constructive idea of semicocycles to general groups, in
particular, to non-abelian ones. We would like to mention that although the underlying
ideas are close to those for semicocycle extensions of Z-actions some care has to be taken in
the course of this generalisation.
We will frequently deal with maps f : T0 ⊆ T → K, where T and K are Hausdorff
topological spaces and T0 is some subset of T. Despite the fact that such f may not be
defined everywhere in T, we will always consider the graph of f as a subset of T×K. That
is, we will refer by gr f to the set {(θ, k) ∈ T×K : θ ∈ T0, k = f(θ)} ⊆ T×K. Moreover, we
denote by F ⊆ T ×K the closure of the graph of f as a subset of T ×K, that is, F = gr f .
Finally, for every θ ∈ T, we define the θ-section of F as the set F (θ) = {k ∈ K : (θ, k) ∈ F}.
The proof of the following statement is straightforward and left to the reader.
Proposition 2.1. Assume that T and K are Hausdorff topological spaces and K is compact.
Let T0 ⊆ T be dense, f : T0 ⊆ T→ K be a mapping, and F = gr f ⊆ T×K.
(1) Let θ ∈ T0. The function f is continuous at θ (with respect to the subspace topology on
T0 inherited from T) if and only if F (θ) = {f(θ)}.
(2) If f is continuous at every θ ∈ T0, then for every dense set T1 ⊆ T and every function
g : T1 → K with g(θ′) ∈ F (θ′) for all θ′ ∈ T1, the set gr g is dense in F .
For the rest of this work, K is always assumed to be a compact Hausdorff space. We say
that θ ∈ T is a discontinuity point of f if F (θ) has more than one element. We write
Df = {θ ∈ T : #F (θ) > 1} ⊆ T
for the set of all discontinuity points of f . If f : T0 → T is continuous, we clearly have
T0 ∩Df = ∅. In this case, if T0 is further dense in T, the mapping
T \Df → K, θ 7→ kθ, (2.1)
where kθ is such that F (θ) = {kθ}, is a well-defined continuous extension of f . For simplicity,
we may refer to this mapping by f as well.
Recall that a triple (T, G, θ0) is a pointed dynamical system if (T, G) is a topological dy-
namical system and θ0 is an element in T with Gθ0 = T. A (K-valued) semicocycle over a
pointed dynamical system (T, G, θ0) is a map f : Gθ0 → K which is continuous with respect
to the subspace topology on Gθ0 ⊆ T. If f is a semicocycle, then for every θ ∈ T the section
F (θ) is nonempty and F (gθ0) = {f(gθ0)} for every g ∈ G (see Proposition 2.1).
Given a K-valued semicocycle f over a pointed system (T, G, θ0), we now define a topo-
logical dynamical system (Xf , G) associated to f . To that end, observe that G acts from the
left on the product topological space KG by means of the shift action
G×KG 3 (h, (xg)g∈G) 7→ σh((xg)g∈G) = (xgh)g∈G ∈ KG.
By slightly abusing notation, we may identify f with the mapping g 7→ f(gθ0) on G and
hence consider f an element of KG. We define (Xf , G) as the orbit closure of f under the
above shift action. Throughout this work, given x ∈ KG, we synonymously refer by xg and
x(g) to the image of g under x.
It is natural to ask whether (Xf , G) is an extension of (T, G). Towards an answer to this
question, we introduce an equivalence relation ∼ on T by putting
θ1 ∼ θ2 if and only if for every ξ ∈ E(T) we have F (ξθ1) = F (ξθ2), (2.2)
where E(T) denotes the Ellis semigroup of (T, G). We denote the equivalence class of θ ∈ T
by [θ] and say the semicocycle f is invariant under no rotation if ∼ is the identity relation,
that is, if #[θ] = 1 for every θ ∈ T.
Lemma 2.2. If (T, G) is a minimal equicontinuous system, then the relation ∼ is an icer.
Proof. Since G embeds in E(T), we easily see that ∼ is G-invariant. It remains to show that
∼ is closed in T×T. Let (θ1, θ2) ∈ T2 be given and suppose there is a net (θn1 , θn2 )→ (θ1, θ2)
with θn1 ∼ θn2 . Due to Corollary 1.6, we may assume without loss of generality that there
is a net (ξn) in E(T) with ξnθn1 = θ1 and ξn → e. Then F (ξθ1) = F (ξξnθn1 ) = F (ξξnθn2 )
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for every ξ ∈ E(T). Since ξξnθn2 → ξθ2 and F is closed, this yields F (ξθ1) ⊆ F (ξθ2) for
each ξ ∈ E(T). Interchanging the roles of θ1 and θ2, we obtain F (ξθ2) ⊆ F (ξθ1) for every
ξ ∈ E(T) and hence θ1 ∼ θ2. 
If not stated otherwise, we throughout assume the system (T, G) to be minimal and
equicontinuous. In this case, given some θ0 ∈ T and a semicocycle f over (T, G, θ0) which
is invariant under no rotation, we refer to the system (Xf , G) as a semicocycle extension
of (T, G). As we will see in Theorem 2.5, a semicocycle extension of (T, G) is indeed an
extension of (T, G). The following statement provides a simple but useful sufficient criterion
for invariance under no rotation.
Proposition 2.3. Let f be a semicocycle over (T, G, θ0). If for each θ1, θ2 ∈ T there is ξ ∈ E(T)
such that ξθ1 ∈ Df and ξθ2 /∈ Df , then f is invariant under no rotation.
Proof. This immediately follows from the fact that, by definition of Df , we have
#F (ξθ1) > 1 = #F (ξθ2). 
The next statement suggests that we may realise invariance under no rotation by possibly
changing the pointed dynamical system (see also [27, Theorem 6.5] for a similar statement
for semicocycles over Z-odometers).
Lemma 2.4. Suppose (T, G) is a minimal equicontinuous system, θ0 ∈ T and f is a semicocycle
over (T, G, θ0). Then (Xf , G) is a semicocycle extension of (T/∼, G).
Proof. Since ∼ is an icer on T, we have that (T/∼, G) is a (necessarily minimal and equicon-
tinuous) factor of (T, G)‡ so that (T/∼, G, [θ0]) is clearly a pointed dynamical system. Fur-
ther, note that f˜ : G[θ0] ⊆ T/∼→ K given by g[θ0] 7→ f(gθ0) is well-defined and that
F˜ ([θ]) = F (θ) for all θ ∈ T. It follows that f˜ is, in fact, continuous, by Proposition 2.1 (1).
With the epimorphism Φ from Theorem 1.2, we obtain F˜ (Φ(ξ)[θ]) = F˜ ([ξθ]) = F (ξθ) for all
ξ ∈ E(T) which implies that f˜ is invariant under no rotation. 
The next result is a generalisation of the respective statement for Z-actions (cf. [27,
Theorem 6.4] and [22, Theorem 5.2]). The main idea of its proof is as in these references.
However, as the group G is not necessarily abelian, the homogeneous space T may not
possess a compatible group structure (see Theorem 1.3). This fact requires an extra passage
through the Ellis semigroup E(T) of T (see, in particular, the proof of equation (2.5)).
Theorem 2.5. Let (X,G) and (T, G) be topological dynamical systems and assume (T, G) is
minimal and equicontinuous. The following statements are equivalent.
(1) (X,G) is an almost automorphic extension of (T, G).
(2) (X,G) is topologically isomorphic to a semicocycle extension (Xf , G) of (T, G).
Remark 2.6. Note that due to Proposition 1.1, the above statement yields that (T, G) is the
maximal equicontinuous factor of any of its semicocycle extensions.
Proof of Theorem 2.5. We first show that (2) implies (1). Let f be a semicocycle over the
pointed minimal equicontinuous system (T, G, θ0) (where θ0 ∈ T) and assume f is invariant
under no rotation. Note that by Proposition 1.1 it suffices to show that (Xf , G) is an almost
one-to-one extension of (T, G).
Take x = (x(g))g∈G ∈ Xf . By definition, there is a net (hn) in G with limn f(ghnθ0) =
x(g) for each g ∈ G. It is natural to take some accumulation point θx ∈ T of the net (hnθ0)
and define
pi : Xf → T, x 7→ θx. (2.3)
Observe that for every g ∈ G we necessarily have
x(g) ∈ F (gθx) = F (gpi(x)), (2.4)
where F = gr f ⊂ T × K as above. Our goal is to prove that pi is, in fact, an almost
one-to-one factor map from Xf to T.
‡We would like to remark that if T is metrizable, Stone’s Metrization Theorem yields that T/∼ is also metrizable
[30, Theorem 1].
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To that end, we first show that pi is uniquely defined. Note that this will yield that pi is
continuous. Take two accumulation points θ1x, θ
2
x ∈ T of the net (hnθ0). We will prove that
F (ξθ1x) = F (ξθ
2
x) for every ξ ∈ E(T). (2.5)
Since f is invariant under no rotation, this yields that, in fact, θ1x = θ
2
x.
To show (2.5), we introduce some notation. Let p : E(T) → T be a factor map as given
by Theorem 1.3. Fix θˆ1x, θˆ
2
x ∈ E(T) with p(θˆ1x) = θ1x and p(θˆ2x) = θ2x. Further, let
Fˆ = (p× idK)−1(F ) = {(ξ, y) ∈ E(T)×K : (p(ξ), y) ∈ F}.
Clearly, if p(ξ) = p(ξ′) for ξ, ξ′ ∈ E(T), then Fˆ (ξ) = Fˆ (ξ′).
Since p is an open map, the set E0 = p−1(Gθ0) is dense in E(T). Similarly, as fˆ =
f ◦p : E0 → K verifies gr fˆ = (p×idK)−1(gr f), we have that gr fˆ is dense in Fˆ . Observe that
fˆ is continuous. Now, Proposition 2.1 (2) and equation (2.4) yield that Θ1 = {(gθ1x, x(g)) ∈
T×K : g ∈ G} is dense in F and that Θˆ1 = {(gθˆ1x, x(g)) ∈ E(T)×K : g ∈ G} is dense in Fˆ .
We are ready to prove (2.5).
Fix ξ0 ∈ E(T) and take y ∈ F (ξ0θ1x). Clearly, p(ξ0θˆ1x) = ξ0p(θˆ1x) = ξ0θ1x so that (ξ0θˆ1x, y) ∈
Fˆ . Due to the denseness of Θˆ1 in Fˆ , there is a net (gn) such that limn(gnθˆ1x, x(gn)) =
(ξ0θˆ
1
x, y), in particular, limn gnθˆ
1
x = ξ0θˆ
1
x so that limn gn = ξ0 since E(T) is a group. It
follows that limn(gnθˆ2x, x(gn)) = (ξ0θˆ
2
x, y). Therefore, y ∈ Fˆ (ξ0θˆ2x) = F (ξ0p(θˆ2x)) = F (ξ0θ2x).
This proves that F (ξ0θ1x) ⊆ F (ξ0θ2x). Interchanging the roles of θ1x and θ2x, we obtain the
reverse inclusion and hence (2.5).
The map pi in (2.3) is thus uniquely defined and continuous. Further, we clearly have
pi(σs(f(ghθ0))g∈G) = pi((f(gshθ0))g∈G) = shθ0 = spi((f(ghθ0))g∈G)
for all s, h ∈ G. Hence, by continuity of pi and denseness of {σhf(· θ0) : h ∈ G} in Xf , we
have pi(σsx) = spi(x) for all x ∈ Xf . Thus, (T, G) is a factor of (Xf , G). Further, note that
(2.4) implies that pi is almost one-to-one which hence proves (2).
Finally, we prove that (1) implies (2). To this end, suppose we have an almost auto-
morphic system (K,G) with the maximal equicontinuous factor (T, G) and let pi : K → T
be the associated factor map. Take an almost automorphic point k ∈ K and define f on
Gpi(k) ⊆ T by f(gpi(k)) = gk ∈ K. Since k is an almost automorphic point, it is not hard
to see that f is a continuous map. Thus, f is a K-valued semicocycle over (T, G, pi(k)).
Let Xf = {f(ghpi(k))g∈G : h ∈ G} ⊆ KG. It remains to show that (Xf , G) is isomorphic to
(X,G) and that f is invariant under no rotation, that is ∼ is a trivial equivalence relation
on T. We begin by noting that the map ψ : Xf 3 x 7→ x(e) ∈ K, where e = eG is the
neutral element of G, is onto and continuous. To show that ψ is injective, take g, h ∈ G and
observe that f(ghpi(k)) = ghk = gf(ehpi(k)). This implies xg = gxe for each (xg)g∈G ∈ Xf .
Thus, if xe = ye, then (xg)g∈G = (yg)g∈G, proving injectivity. Moreover, it is easy to see that
ψ(σgx) = gψ(x) for every g ∈ G. Hence, (Xf , G) is isomorphic to (K,G) so that (T, G) is a
maximal equicontinuous factor of (Xf , G). At the same time, Lemma 2.4 and the fact that
(2) implies (1) yield that (Xf , G) is an almost automorphic extension of (T/∼, G) which is
–due to Proposition 1.1– a maximal equicontinuous factor of (Xf , G), too. Therefore, we
may consider the factor map T 3 ξ → [ξ] ∈ T/∼ as an endomorphism of (T, G). Due to
the coalescence of equicontinuous systems, the factor map T 3 ξ → [ξ] ∈ T/∼ must be a
homeomorphism, so that ∼ is the identity relation. Thus, (Xf , G) is a semicocycle extension
of (T, G) isomorphic to (K,G). 
Remark 2.7. Observe that a semicocycle extension (Xf , G) of (T, G) is regular if and only
if GDf is measurable and mT(GDf ) = 0.
2.1. A brief discussion of a weak form of freeness. In order to obtain conditions which
ensure that a semicocycle extension (Xf , G) is tame, we will have to assume a certain form of
freeness of its maximal equicontinuous factor (T, G) (see Lemma 3.2). This section provides
a simple auxiliary statement which will prove useful in this context.
Recall that G is said to act almost freely on θ ∈ T if there are only finitely many g ∈ G
with gθ = θ. In other words, G acts almost freely on θ if StabG(θ) = {g ∈ G : gθ = θ} is
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finite. To weaken the notion of freeness even further, let us introduce the following relation.
Given θ ∈ T and g, g′ ∈ StabG(θ), we write
g
θ∼ g′ ⇔ there is a neighbourhood U of θ such that for all ω ∈ U we have gω = g′ω.
Clearly, θ∼ defines an equivalence relation on StabG(θ).
Definition 2.8. We say that G acts locally almost freely on θ ∈ T if the quotient of StabG(θ)
with respect to θ∼ is finite.
It is immediate that G acts locally almost freely on θ if it acts almost freely on θ. An
example of an effective minimal equicontinuous system (T, G) where G acts locally almost
freely on every θ but not almost freely on any θ is given by an action of the isometric
subgroup of the topological full group of a Z-odometer (see [31, Example 7.3]).
The following observation will be applied in the proof of Lemma 3.2.
Proposition 2.9. Let (Xf , G) be a semicocycle extension of the minimal equicontinuous system
(T, G) and let pi be the corresponding factor map from (Xf , G) to (T, G). Let θ ∈ T, x ∈ pi−1(θ),
and g, g1, g2 ∈ G with g1 θ∼ g2. Then
x(gg1) = x(gg2).
Proof. We keep the notation as in the proof of Theorem 2.5. Let (hn) be a net in T such that
x(g) = limn f(ghnθ0) for each g ∈ G. Since g1 and g2 coincide on a neighbourhood of θ, we
obtain
x(gg1) = lim
n
f(gg1hnθ0) = lim
n
f(gg2hnθ0) = x(gg2),
where we used θ = limn hnθ0 (see equation (2.3)) in the second equality. 
3. REGULAR NON-TAME AND TAME NON-NULL EXAMPLES
Throughout this section, we assume T to be an infinite compact metric space equipped
with a metric ρ with respect to which the group G acts isometrically on T. As before, we
assume (T, G) to be minimal.
After a short discussion of (weak forms of) topological independence, we will turn to the
construction of tame non-null and non-tame semicocycle extensions of (T, G). In the last
section, we provide several symbolic examples.
3.1. Tameness and nullness. In the following, we briefly discuss the concepts of tameness
and nullness. For the sake of a concise presentation and later applications, this discussion is
held in the framework of semicocycle extensions (Xf , G).
Given subsets A0, A1 ⊆ Xf , we say that J ⊆ G is an independence set for (A0, A1) if
for each finite subset I ⊆ J and every a ∈ {0, 1}I we have ⋂i∈I σi−1Aai 6= ∅. A pair of
points x0, x1 ∈ Xf is an IT-pair if for each pair of neighbourhoods U0 and U1 of x0 and
x1, respectively, there is an infinite independence set. Instead of providing the original
definition of tameness, we make use of the following alternative characterisation (see [3,
Proposition 6.4]). We say (Xf , G) is non-tame if there is an IT-pair (x0, x1) with x0 6= x1.
Note that the existence of such an IT-pair implies the existence of distinct k0, k1 ∈ K such
that for all compact neighbourhoods V0 ⊆ K and V1 ⊆ K of k0 and k1, respectively, there is
an infinite independence set J for (A(V0), A(V1)), where
A(Vj) = {x ∈ Xf : xe ∈ Vj} (j = 0, 1).
Vice versa, the existence of disjoint compact subsetsA0, A1 ∈ Xf with an infinite indepen-
dence set implies non-tameness [3, Proposition 6.4]. This immediately yields the following
Proposition 3.1. The system (Xf , G) is non-tame if and only if there are disjoint compact sets
V0, V1 ⊆ K and a sequence (gi)i∈N in G such that for every ` ∈ N and each a ∈ {0, 1}` there is
x ∈ Xf with xgi ∈ Vai for i = 1, . . . , ` or, equivalently, such that for each a ∈ {0, 1}N there is
x ∈ Xf with xgi ∈ Vai .
The following observation will be key in the construction of tame examples.
8
Lemma 3.2. Let (Xf , G) be a semicocycle extension of the minimal equicontinuous metric
dynamical system (T, G). Suppose Df is countable and suppose that for each θ ∈ T we have
that Gθ ∩Df is finite and that G acts locally almost freely on every θ ∈ Df . Then (Xf , G) is
tame.
Proof. For a contradiction, suppose we are given disjoint compact sets V0, V1 ⊆ K and a
sequence (gi)i∈N in G as in Proposition 3.1. Without loss of generality, we may assume that
there is ξ ∈ E(T) with gi → ξ as i→∞ (where the gi are considered as elements in E(T)).
Given x ∈ Xf , recall that xgi ∈ F (gipi(x)) (see equation (2.4)), where pi denotes the
factor map from (Xf , G) to (T, G). Let us assume first that limi→∞ gipi(x) = ξpi(x) /∈ Df .
Note that in this case there is i0 ∈ N such that at least one of the following conditions holds
• ∀ i ≥ i0 : xgi /∈ V0 (which is the case if F (ξpi(x)) = {f(ξpi(x))} ⊆ V c0 ) or
• ∀ i ≥ i0 : xgi /∈ V1 (which is the case if F (ξpi(x)) = {f(ξpi(x))} ⊆ V c1 ),
where we understand f to be defined on T \ Df in the sense of (2.1). Hence, if there is
a ∈ {0, 1}N with xgi ∈ Vai for every i ∈ N, then a is necessarily eventually constant. Thus,
the set {
a ∈ {0, 1}N : there is x ∈ Xf with ξpi(x) /∈ Df and xgi ∈ Vai (i ∈ N)
}
consists of eventually constant sequences and is therefore at most countable.
Since Df is countable, we clearly have that {θ ∈ T : ξθ ∈ Df} is countable, too. As {0, 1}N
is uncountable, there must hence be θ ∈ T (with ξθ ∈ Df ) such that{
a ∈ {0, 1}N : there is x ∈ pi−1(θ) with xgi ∈ Vai (i ∈ N)
}
is uncountable. Pick such θ ∈ T.
Suppose we are given i0 ∈ N with gi0θ /∈ Df . Then for all x ∈ pi−1(θ) we have that xgi0 ∈
F (gi0θ) = {f(gi0θ)}, due to (2.4). In other words, there is only one (if any) admissible
value for the i0-th entry of any sequence a ∈ {0, 1}N verifying xgi ∈ Vai (i ∈ N) for some
x ∈ pi−1(θ).
We may hence assume without loss of generality that giθ ∈ Df for all i ∈ N. By our
assumptions, there are finitely many θ1, . . . , θn such that Gθ ∩ Df = {θ1, . . . , θn}. We may
assume that g`θ = θ` for ` = 1, . . . , n.
Clearly, StabG(θ) = g−11 StabG(θ1)g1 so that G acts locally almost freely on θ, too. Let
a1, . . . , am be representatives of the equivalence classes of
θ∼. For i ∈ N, we set `(i) ∈
{1, . . . , n} such that g`(i)θ = giθ and set j(i) ∈ {1, . . . ,m} such that g−1`(i)gi
θ∼ aj(i). Now,
for all i ∈ N and all x ∈ pi−1(θ), we obtain xgi = xg`(i)g−1`(i)gi = xg`(i)aj(i) where we used
Proposition 2.9 in the last step. Let N ∈ N be such that for all i ∈ N there is ki ≤ N with
`(ki) = `(i) and j(ki) = j(i). Observe that such N clearly exists. However, this implies that
every sequence a ∈ {0, 1}N, which satisfies for some x ∈ pi−1(θ) and all i ∈ N that xgi ∈ Vai ,
is completely determined by its first N entries. That is, there are only finitely many such
sequences a. This contradicts the assumptions on θ and finishes the proof. 
Naturally related to the idea of tameness is the concept of nullness. We refrain from
rephrasing the original definition. Instead, we provide the following characterisation for
systems of the form (Xf , G) which is obtained by similar arguments as Proposition 3.1 (cf.
[3, Proposition 5.4]).
Proposition 3.3. The system (Xf , G) is non-null if and only if there are disjoint compact sets
V0, V1 ⊆ K such that for each ` ∈ N there is a finite sequence (gi)i=1,...,` in G such that for
each a ∈ {0, 1}` there exists x ∈ Xf with xgi ∈ Vai .
3.2. Technical preparations. In this part, we provide some tools which will be successively
used in the next sections. We start by defining properties of a family of sequences (rni )
∞
i=1
where n ∈ N of real numbers which will serve as radii of certain balls in a later step of our
construction. In particular, we ask that the following holds for every n ∈ N (if applicable)
(R1) (rn1 )n∈N is a strictly decreasing null-sequence.
(R2) (rni )i∈N is a strictly decreasing null-sequence.
(R3) There exists mn ∈ 4N+ 1 such that rn+11 = rnmn .
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(R4) Suppose rn+1j = r
n
i for some i, j ∈ N. If j = 1 mod 4, then rn+1j+1 = rni+1. If j = 2
mod 4, then rn+1j+3 = r
n
i+1.
(R5) For all θ ∈ T and every i ∈ N, we have Brni (θ) \Brni+1(θ) 6= ∅.
Notice that (R3) and (R4) imply that the sequence rn+1 is obtained from (rni )
∞
i=mn
by adding
two extra entries rn+1j+1 and r
n+1
j+2 between r
n
i = r
n+1
j and r
n
i+1 = r
n+1
j+3 for each even index
i ≥ mn and appropriately chosen j ∈ N.
Observe that it is always possible to find a family with the above properties: First, choose
a null-sequence (ri) such that for some θ ∈ T we have Bri(θ) \ Bri+1(θ) 6= ∅. This is
possible since under the present assumptions T cannot have isolated points. Now, as pointed
out in Remark 1.4, E(T) acts transitively and isometrically on T which clearly gives that
Bri(θ) \ Bri+1(θ) 6= ∅ actually holds for all θ ∈ T. An appropriate re-labelling of (ri) (in an
obviously non-injective fashion) provides us with a family (rni ) which satisfies the above. It
is worth mentioning and will be used frequently that we can choose the radii rn1 arbitrarily
small.
By means of the above radii (rni ), we now construct real-valued functions fn which will
be the building blocks of the semicocycles in the next section. Given n ∈ N, let fn : (0,∞)→
[0, 1] be a continuous function which vanishes outside (0, rn1 ) and verifies fn(x) = 1 for all
x ∈ [rni+1, rni ] when i = 2 mod 4 and fn(x) = 0 for all x ∈ [rni+1, rni ] when i = 0 mod 4.
Obviously, fn cannot be extended to a continuous function on [0,∞). The next statement
1
0 r1m1+4
r1m1+3
r1m1+2
r1m1+1
r1m1
FIGURE 3.1. The graphs of f1 (blue) and f2 (red).
follows from the fact that for each n ≥ 1 the function fn+1 assumes both the values 0 and
1 on all but finitely many of those intervals of the form [rni+1, r
n
i ] on which fn is constant
(specifically: on all such intervals contained in (0, rn+11 ), see Figure 3.1).
Lemma 3.4. For each α ∈ N0, each s ∈ N and all a ∈ {0, 1}s, there is j ∈ N such that with
Iαa = [r
α+s
j+1 , r
α+s
j ] we have (fn(x))n=α+1,...,α+s = a for all x ∈ Iαa .
Remark 3.5. Notice that (R5) yields that for each θ ∈ T there is θ′ ∈ T with ρ(θ, θ′) ∈ Iαa .
3.3. Tame non-null extensions. We now turn to the construction of tame but non-null
semicocycle extensions. Note that such extensions ask for at least two orbits in T: one
containing θ0 (along which f is continuous) and another one which hits a non-empty set of
discontinuity points Df of f .
Theorem 3.6. Let T be an infinite compact metric space on which G acts minimally by isome-
tries. Suppose there are at least two distinct G-orbits in T and assume there is a point θ ∈ T on
which G acts locally almost freely. Then there exists a tame and non-null almost automorphic
extension (Xf , G) of (T, G).
If, additionally, for one (and hence every) point θ ∈ T the orbit Gθ ⊆ T is measurable, then
(Xf , G) can be chosen to be regular.
Remark 3.7. Observe that a sufficient condition for orbits in T to be measurable is to assume
that G is σ-compact: Then, each G-orbit is σ-compact as well and hence a countable union
of compact sets and therefore measurable.
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Proof of Theorem 3.6. Pick θ ∈ T such that G acts locally almost freely on θ, let g0 coincide
with the neutral element eG in G and choose a sequence (gn)∞n=1 in G such that (gnθ)
∞
n=0
has pairwise distinct elements and gnθ → θ as n→∞.
Consider a collection of radii {(rni )∞i=1 : n = 1, 2, . . .} which satisfies (R1)–(R5). Without
loss of generality, we may assume that for each n ≥ 1 the radius rn1 is sufficiently small to
guarantee that
{Brn1 (gnθ) : n = 1, 2, . . .} (3.1)
is a collection of pairwise disjoint balls.
For n ∈ N, let fn : (0,∞) → [0, 1] denote the function associated to the sequence (rni )∞i=1
as described in Section 3.2. Given s ∈ N, set α(s) = ∑s−1j=0 j and let Js ⊆ (0,∞) be a closed
interval such that
⋃
a∈{0,1}s I
α(s)
a ⊆ Js and fα(s)+1(x) = fα(s)+2(x) = . . . = fα(s+1)(x) = 0 if
x is a boundary point of Js. Here, the intervals I
α(s)
a are provided by Lemma 3.4.
Given n ∈ N with α(s) < n ≤ α(s+ 1), define f¯n : [0,∞)→ [0, 1] by
f¯n(x) =
{
fn(x) if x ∈ Js,
0 otherwise.
Note that all f¯n are continuous. Further, for every s ∈ N, all ` = 1, . . . , s, every a ∈ {0, 1}s,
and every x ∈ Iα(s)a ⊆ Js we have
f¯α(s)+`(x) = fα(s)+`(x) = a`, (3.2)
due to Lemma 3.4.
Now, for ω ∈ T define
f(ω) =
{
0 if ω = θ,∑∞
n=1 f¯n(ρ(ω, gnθ)) otherwise.
Due to the disjointness of the collection of balls in (3.1), this defines a function f : T→ [0, 1]
which is further continuous on T \ {θ}. Hence, if θ0 ∈ T is such that Gθ0 ∩ {θ} = ∅, then f
is a semicocycle over (T, G, θ0).
We construct F = gr f ⊆ T × [0, 1] and Xf as described in Section 2. Clearly, Df = {θ}.
To see that f is invariant under no rotation, pick any distinct θ1, θ2 ∈ T and choose ξ ∈ E(T)
such that ξθ1 = θ. Then, ξθ1 ∈ Df and ξθ2 ∈ T \ Df so that Proposition 2.3 yields that f
is invariant under no rotation. Hence, by Theorem 2.5, (Xf , G) is an almost automorphic
extension of (T, G). Further, by Lemma 3.2, we immediately obtain that (Xf , G) is tame.
Now, suppose we are given a ∈ {0, 1}s for some s ∈ N. Since G acts minimally on T,
we can choose ha ∈ G such that ρ(haθ0, θ) is in the interval Iα(s)a (see also Remark 3.5).
As G acts by isometries, we further have ρ(gnhaθ0, gnθ) = ρ(haθ0, θ) for every n ≥ 1. In
particular, this gives f(gnhaθ0) = f¯n(ρ(gnhaθ0, gnθ)) for n = α(s) + 1, . . . , α(s + 1), due to
the definition of f and the disjointness of the balls in (3.1).
Hence, with (xg)g∈G = (f(ghaθ0))g∈G we have
xgn = f¯n(ρ(gnhaθ0, gnθ)) = fn(ρ(haθ0, θ)) = an ∈ Van for n = α(s) + 1, . . . , α(s+ 1),
where V0 = {0} and V1 = {1} and where we used (3.2). Since s ∈ N and a ∈ {0, 1}s were
arbitrary, we obtain that (Xf , G) is non-null by means of Proposition 3.3.
In order to see the second part, first note that the assumption of a measurable orbit
implies that every orbit of (T, G) is measurable and further, that every orbit is necessarily
of the same mT-measure, due to Remark 1.4. Since mT is further ergodic and orbits are
clearly invariant sets, this implies that orbits are of measure zero as we assume that there
is more than one orbit in T.† Now, let pi denote the factor map from (Xf , G) to (T, G).
Clearly, the projection of the almost automorphic points pi(X0) (see (1.1)) coincides with
the complement of Gθ and is hence of full measure. 
Remark 3.8. In view of the above theorem, we may ask if there is a minimal isometric
dynamical system with more than one orbit such that its almost automorphic extensions are
null if and only if they are tame. Note that the assumption of a point θ ∈ T on which G acts
†Note that this immediately yields that there are actually uncountably many orbits in T.
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locally almost freely is only sufficient but not necessary in order to rule out this possibility:
Clearly, the canonical action of the special orthogonal group SO(3) on the 2-sphere S2 is
minimal, isometric and not locally almost free on any θ ∈ S2. While (S2,SO(3)) only allows
for exactly one orbit, we may consider the natural action of the product G = SO(3)×H on
T = S2×T1, where (T1, H) is some minimal isometric dynamical system which allows for at
least two distinct orbits. It is straightforward to see that (T, G) is still minimal and isometric
and that (T, G) allows for more than one orbit. Furthermore, G does not act locally almost
freely on any θ ∈ T. However, we clearly have that if there is some non-null and tame
almost automorphic extension (X,H) of (T1, H), then (S2 × X,G) also is a non-null and
tame almost automorphic extension of (T, G).
Remark 3.9. According to [20, Corollary 5.4] and [21, Theorem 1.2], a minimal tame
dynamical system on a metric space which allows for an invariant measure is necessarily
regularly almost automorphic. In fact, a close inspection of the proof in [21] shows that
every tame almost automorphic system with the property that its maximal equicontinuous
factor is metrizable and such that orbits in T are measurable is automatically regular. Against
this background, we could also reformulate the second part of Theorem 3.6 as follows: If,
additionally, for one (and hence every) point θ ∈ T the orbit Gθ ⊆ T is measurable, then
(Xf , G) is regular.
Remark 3.10. It is worth remarking that free minimal equicontinuous systems (T, G), where
T is assumed to be metrizable and infinite, may, in fact, allow for only two orbits: Let T be
a compact topological group which allows for a dense subgroup G ≤ T of index 2. Then the
natural action of G on T has exactly two orbits and is clearly free and minimal.
Note that a well-known example of such T is given by the product T = {0, 1}N of count-
ably many copies of the finite field {0, 1}. We may consider T as a vector space (and hence a
group) over the field {0, 1}. Pick a base B of T which contains in particular those elements
which have exactly one entry equal to 1. Observe that B necessarily contains an element
b with infinitely many entries equal to 0 and infinitely many entries equal to 1. Now, it is
straightforward to see that the linear span of B\{b} is a subgroup of index 2 in {0, 1}N while
it is clearly dense in T.
3.4. Non-tame extensions. We now turn to the construction of non-tame examples. As
Lemma 3.2 suggests, such examples may in general need at least countably many disconti-
nuity points of the associated semicocycle. Therefore, the invariance under no rotation has
to be obtained in a more elaborate fashion than in the previous section.
Theorem 3.11. Let T be an infinite compact metric space on which G acts minimally by isome-
tries. Suppose there are at least two distinct orbits in T under G. Then there exists a non-tame
almost automorphic extension (Xf , G) of (T, G).
If, additionally, for one (and hence every) point θ ∈ T the orbit Gθ ⊆ T is measurable, then
(Xf , G) can be chosen to be regular.
Proof. Pick distinct θ, θ′ ∈ T from one and the same orbit, that is, Gθ = Gθ′. Let r > 0 be
such that ρ(θ, θ′) > 2r. Due to Corollary 1.7, there is g1 ∈ G with Br(θ) 3 g1θ 6= θ and
g1θ
′ 6= θ′. Let g0 coincide with the neutral element eG of G and choose a sequence (gn)∞n=2
in G such that (gnθ)∞n=0 consists of pairwise distinct elements with gnθ → θ as n → ∞ and
gnθ ∈ Br(θ) ∩Br(g1θ) for all n ∈ N.
Consider a collection of radii {(rni )∞i=1 : n = 1, 2, . . .} which satisfies (R1)–(R5). By
choosing the radii rn1 sufficiently small, we may assume that first,
{B2r11 (g1θ)} ∪ {B2rn−11 (gnθ) : n = 2, 3, . . .} (3.3)
is a family of pairwise disjoint balls, secondly,
Br(θ) ∩Br(g1θ) ⊇ cl
( ∞⋃
n=1
Brn1 (gnθ)
)
(3.4)
and thirdly, that
ρ(θ′, g1θ′) > 2 · r11. (3.5)
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Let Θ = {gnθ : n = 0, 1, . . .} ∪ {θ′}. Define f : T→ [0, 1] by
f(ω) =
{
0 if ω ∈ Θ,
f1(ρ(ω, θ
′)) +
∑∞
n=1 fn(ρ(ω, gnθ)) otherwise.
(3.6)
Observe that f is continuous outside the set Θ ⊆ Gθ. Further, by the assumptions, there is
θ0 ∈ T \Gθ so that the restriction of f to Gθ0 is, in fact, continuous. We may hence consider
f to be a semicocycle over (T, G, θ0). We construct F and Xf as described in Section 2.
Clearly, Df = Θ.
We next show that f is invariant under no rotation. For the sake of the construction of
symbolic examples in the next section, we are going to prove slightly more than we actually
need for the present purpose.‡ To that end, let us define
UΘ = cl
( ∞⋃
n=1
Brn1 (gnθ) ∪Br11 (θ′)
)
= cl
( ∞⋃
n=1
Brn1 (gnθ)
)
∪Br11 (θ′). (3.7)
Claim 3.12. For distinct θ1 and θ2 in T, there is ξ ∈ E(T) such that ξθ1 ∈ Θ and ξθ2 /∈ UΘ.
Observe that Θ ⊆ UΘ. Hence, taken the above claim for granted, we immediately obtain
the invariance under no rotation from Proposition 2.3 so that (Xf , G) is indeed a semicocycle
extension –and thus, an almost automorphic extension– of (T, G).
Proof of Claim 3.12. Fix θ1, θ2 ∈ T with θ1 6= θ2. We have to distinguish between the follow-
ing cases where we repeatedly use that E(T) acts transitively and isometrically on T (see
Remark 1.4).
Case 1 (0 < ρ(θ1, θ2) ≤ r11): In this case, since (rn1 )n∈N is a strictly decreasing null
sequence (due to (R1)), there is n0 such that rn01 ≥ ρ(θ1, θ2) > rn0+11 . Choose ξ ∈ E(T)
such that ξθ1 = gn0+1θ ∈ Θ. Then, we have ξθ2 ∈ Brn01 (gn0+1θ) \Brn0+11 (gn0+1θ) so that the
disjointness of the family of balls in (3.3) gives that ξθ2 /∈ UΘ.
Case 2 (r11 < ρ(θ1, θ2) ≤ r): In this case, choose ξ ∈ E(T) such that ξθ1 = θ′ ∈ Θ. Then
ξθ2 ∈ Br(θ′) \ Br11 (θ′) which is clearly in the complement of UΘ due to (3.4) and the fact
that ρ(θ′, θ) > 2r.
Case 3 (r < ρ(θ1, θ2)): Choose ξ ∈ E(T) such that ξθ1 = θ ∈ Θ. If ξθ2 /∈ UΘ, we are done.
Hence, it remains to consider ξθ2 ∈ UΘ. In this case, we necessarily have ξθ2 ∈ Br11 (θ′), due
to (3.4). Now, observe that g1ξθ1 = g1θ ∈ Θ. However, by the reverse triangle inequality,
ρ(θ′, g1ξθ2) ≥ ρ(θ′, g1θ′)− ρ(g1θ′, g1ξθ2) = ρ(θ′, g1θ′)− ρ(θ′, ξθ2) > 2r11 − r11 ≥ r11,
where we used (3.5) in the second to the last step. Hence, g1ξθ2 /∈ Br11 (θ′). At the same
time, ρ(g1ξθ2, g1ξθ1) = ρ(θ2, θ1) > r, so that by (3.4) we indeed obtain g1ξθ2 /∈ UΘ. This
proves the claim. 
In order to finish the proof of the first part, it remains to show that (Xf , G) is non-tame.
To that end, suppose we are given a ∈ {0, 1}s for some s ∈ N. Choose ha ∈ G such that
ρ(haθ0, θ) is in the interval I0a from Lemma 3.4 which is possible due to Remark 3.5 and since
(T, G) is minimal. Since G acts by isometries, we have ρ(gnhaθ0, gnθ) = ρ(haθ0, θ) for every
n ≥ 1 so that f(gnhaθ0) = fn(ρ(haθ0, θ)) for all n = 1, . . . , s (due to the definition of f and
due the disjointness of the family of balls in (3.3)). Hence, with (xg)g∈G = (f(ghaθ0))g∈G,
Lemma 3.4 gives
xgn = fn(ρ(haθ0, θ)) = an ∈ Van for each n = 1, . . . , s,
where V0 = {0} and V1 = {1}. Since s ∈ N and a ∈ {0, 1}s were arbitrary, we obtain that
(Xf , G) is non-tame by means of Proposition 3.1. This finishes the proof of the first part.
The second part follows similarly as in the proof of Theorem 3.6 since the complement
of the projection of the almost automorphic points of Xf coincides with GDf and is hence
a countable union of orbits. 
‡In fact, in order to immediately obtain invariance under no rotation in a way as simple as in Theorem 3.6, we
could construct f in such a way that θ′ is the unique point in Df with 2 ∈ F (θ) (by simply replacing the summand
f1(ρ(ω, θ′)) by 2f1(ρ(ω, θ′)) in (3.6)). However, as we also aim at symbolic examples, we won’t follow this path.
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3.5. Symbolic examples. Note that in the constructions above we obtainedK-valued semic-
ocycles with K = [0, 1]. It is natural to ask whether we can find symbolic examples, that is,
{0, 1}-valued semicocycles which yield tame non-null and non-tame extensions, respectively.
In the proofs above, it was not only important to control the number of times a given orbit
hits the set of discontinuity points Df but also that there are orbits which don’t hit Df at
all. Due to the fact that we dealt with [0, 1]-valued examples, we could ensure that the set
Df was at most countable which simplified the related problems considerably.
Now, in order to restrict the set of values to {0, 1}, we may change the functions fn to
obtain maps f ′n : (0,∞) → {0, 1} for n = 1, 2, . . . by setting f ′n(x) = 1 for all x ∈ [rni , rni+1]
when i = 2 mod 4 and f ′n(x) = 0 otherwise. Observe that we immediately obtain a similar
statement as Lemma 3.4 if we replace the functions fn by f ′n. However, when we proceed
with these {0, 1}-valued functions as in the proofs of Theorem 3.6 and Theorem 3.11, we
may create new discontinuity points. This may even imply GDf = T which is an obvious
obstruction for the constructions.
Nonetheless, under suitable extra assumptions, we can still obtain regular symbolic semic-
ocycle extensions. On the side of non-tame extensions, we obtain the following statement
and en passant a generalisation of [23, Theorem 3.1].
Corollary 3.13. Suppose G is countable and (T, G) is a metric minimal isometric dynami-
cal system (with T infinite). Then there is a symbolic regular almost automorphic extension
(Xf , G) which is non-tame.
Proof. The proof works almost literally as the proof of Theorem 3.11 if we construct f by
means of the functions f ′n instead of fn and if we assume that the family of radii (r
n
i ) verifies
not only (R1)–(R5) but also
(R6) For every θ ∈ T and all i, n ∈ N we have mT(Brni (θ) \Brni (θ)) = 0.
Note that (R6) holds as soon as there is just one θ ∈ T with mT(Brni (θ) \ Brni (θ)) = 0
(see also Remark 1.4). This can clearly be realised since mT is finite and the family (rni ) is
countable.
We leave the remaining details of the proof to the reader but would like to make the
following comments:
• Now, the set of discontinuity points Df is the union of the countable set Θ and
countably many sets of the form Brni (θ) \ Brni (θ) which are assumed to be of mT-
measure zero due to (R6). Hence, as G is countable, mT(GDf ) = 0 so that there is
a point θ0 along whose orbit f is indeed continuous.
• Since Θ ⊆ Df ⊆ UΘ (see equation (3.7)), we obtain that f is indeed invariant under
no rotation due to Claim 3.12 and Proposition 2.3. Hence, (Xf , G) is an almost
automorphic extension of (T, G) which is further regular since mT(GDf ) = 0. 
Remark 3.14. For the special case of irrational rotations on T = R/Z, a similar result was
announced in [20, Remark 5.8]. As a matter of fact, it has been proven in [21, Corol-
lary 3.7] that a symbolic extension (Xf ,Z) of an irrational rotation on R/Z is non-tame if
Df is a Cantor set. In the light of the above statement and the fact that already a single dis-
continuity point can destroy nullness (according to Theorem 3.6), this seems to suggest that
the question of whether an almost automorphic system is tame or null simply boils down to
a question of the size of Df . However, the mechanism which establishes the non-tameness
in [21, Corollary 3.7] can easily be destroyed by placing countably many points in the gaps
of the respective Cantor set. That is, for every prescribed value γ between 0 and 1, there
is a {0, 1}-valued semicocycle f such that Df is of Hausdorff measure γ while (Xf ,Z) is a
symbolic tame extension of an irrational rotation.
To obtain tame non-null examples, we have to introduce a stronger version of the as-
sumption (R6) in order to still be able to apply Lemma 3.2. This boils down to restrictions
on the space T which, on the other, also allow for symbolic non-tame extensions even if G
is uncountable.
Corollary 3.15. If T is a Cantor set and (T, G) is a minimal equicontinuous dynamical system
with at least two distinct orbits, then there is a symbolic almost one-to-one extension (Xf , G)
which is non-tame.
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If, additionally, for one (and hence every) point θ ∈ T the orbit Gθ ⊆ T is measurable, then
(Xf , G) can be chosen to be regular.
If G acts locally almost freely on some point θ ∈ T, then all of the above holds true if we
replace non-tame by tame non-null.
Proof. Let us assume to be given a family of radii (rni ) which verifies not only (R1)–(R5) but
also
(R6’) For every θ ∈ T and all i, n ∈ N the ball Brni (θ) is clopen.
Under the assumption of (R6’), functions of the form ω 7→ f ′n(ρ(ω, θ)) are continuous on
T \ {θ} so that the proofs of Theorem 3.6 and Theorem 3.11, respectively, translate literally
to the present setting.
To see that (R6’) can always be ensured under the above hypothesis, note that we may
assume without loss of generality that T is equipped with the compatible G-invariant metric
ρ given by
ρ(θ, θ′) = sup
g∈G
d(h(gθ), h(gθ′)),
where h denotes a homeomorphism from T to {0, 1}N and d denotes the Cantor metric
d(x, y) = 2−min{n : xn 6=yn} on {0, 1}N which only assumes values in {0} ∪ {1/2` : ` ∈ N}.
Hence, we can assume the metric ρ to assume only countably many values, too. This cer-
tainly allows to guarantee that for some θ ∈ T and all i, n ∈ N, the balls Brni (θ) are clopen.
As in the previous examples, Remark 1.4 yields that this carries over to all θ ∈ T so that
(R6’) can be realised. 
If T is a Cantor set and G a discrete countable group, then the family of free minimal
equicontinuous systems (T, G) is well understood: the group G is necessarily residually
finite and (T, G) is isomorphic to aG-odometer (see [32, Theorem 2.7]). The next statement
follows from [32, Theorem 2.7] and Corollary 3.13 and Corollary 3.15 combined with a
characterisation of Toeplitz flows as symbolic almost one-to-one extensions of free minimal
G-odometers. For a thorough discussion of G-odometers and Toeplitz flows over residually
finite groups, we refer the reader to [32–34].
Corollary 3.16. Let G be a countable discrete group and assume T is a Cantor set. Then every
free minimal equicontinuous G-action (T, G) is the maximal equicontinuous factor of regular
Toeplitz flows (X1, G) and (X2, G) such that (X1, G) is non-tame and (X2, G) is tame but
non-null.
The point in the proof of Corollary 3.15 is that despite the fact that f only assumes values
in {0, 1}, the set of discontinuity points is still only countable or even finite. While in general,
such a straightforward argument is not available, we obtain
Corollary 3.17. Every irrational rotation on R/Z allows for a symbolic almost one-to-one
extension which is tame but non-null.
Proof. As in the previous examples, we leave the details to the reader and only briefly discuss
the differences to the proofs in the previous section. Suppose we have a rotation by an
irrational angle α. We proceed similarly as in the proof of Theorem 3.6 where we replace
the functions fn by f ′n. This time, we choose the family (r
n
i ) to satisfy (R1)–(R5) and further
assume that for distinct rni 6= rmj we have that Zα + rni ∩ Zα + rmj = ∅. As rn1 → 0 (due
to (R1)), this ensures that every orbit hits the countable set of the respective discontinuity
points at most finitely many times which again allows the application of Lemma 3.2. 
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