Abstract Turing's formula allows one to estimate the total probability associated with letters from an alphabet, which are not observed in a random sample. In this paper we give conditions for the consistency and asymptotic normality of the relative error of Turing's formula of any order. We then show that these conditions always hold when the distribution is regularly varying with index α ∈ (0, 1].
Introduction
In many situations one works with data that has no natural ordering and is categorical in nature. In such cases, an important problem is to estimate the probability of seeing a new category that has not been observed before. This probability is called the missing mass. See McAllester and Ortiz (2003) , Berend and Kontorovich (2013) , Ben-Hamou et al. (2017) , Decrouez et al. (2016) and the references therein for a discussion of its properties. The problem of estimating the missing mass arises in many applications, including ecology (Good and Toulmin 1956; Chao 1981; Chao et al. 2015) , genomics (Mao and Lindsay 2002) , speech recognition (Gupta et al. 1992; Chen and Goodman 1999) , authorship attribution (Efron and Thisted 1976; Thisted and Efron 1987; Zhang and Huang 2007) , and computer networks (Zhang 2005) . Perhaps the most famous estimator of the missing mass is Turing's formula, sometimes also called the Good-Turing formula. This formula was first published by Good (1953) , where the idea is credited, largely, to Alan Turing. To discuss this estimator and how it works, we begin by formally defining our framework.
Editor: Roni Khardon. Let A = (a 1 , a 2 , . . . ) be a countable alphabet and let P = ( p 1 , p 2 , . . . ) be a probability distribution on A. We refer to the elements in A as letters. These represent the various categories of our data. Assume that X 1 , . . . , X n is a random sample of size n from A according to P, let
be the number of times that letter a k appears in the sample, and let
be the number of letters observed exactly r times.
Define
This is the missing mass, i.e. the probability that the next observation will be of a letter that
has not yet been observed. Turing's formula is an estimator of π 0,n given by
One way to see how well this estimator works is through simulations; for a recent simulation study see Grabchak and Cosme (2017) . Other approaches, based on decision theory and Bayesian inference, are given in Cohen and Sackrowitz (1990) and Favaro et al. (2016) . A simpler approach is to consider the bias of Turing's formula and to see when
Many discussions are given in, e.g., Robbins (1968), McAllester and Schapire (2000) and Zhang and Huang (2007) . Along similar lines, it can be easily shown that
While this may seem to resolve the issue of consistency, it is not as informative as it first appears. This is because, as is easy to see, we have both T 0,n p → 0 and π 0,n p → 0 as n → ∞. Thus, we cannot know if (1) tells us that T 0,n is estimating π 0,n well, or if both are just very small. This is an issue with the studies of bias as well.
A different and, arguably, more meaningful way to think about consistency was introduced in Ohannessian and Dahleh (2012) . There, the question under consideration was when does the relative error of Turing's formula approach zero, i.e. when does
hold. Specifically, Ohannessian and Dahleh (2012) and Ben-Hamou et al. (2017) showed that a sufficient condition for (2) is that the underlying distribution, P, is regularly varying. Another approach to understanding and using Turing's formula is to ask when asymptotic normality holds. In particular, conditions under which there exists a deterministic sequence g n with
are given in Esty (1983) , Zhang and Huang (2008) , Zhang (2009) and Zhang (2013) . Results of this type are important for constructing statistical tests and confidence intervals. See Zhang and Huang (2007) for an application to authorship attribution. In this paper we give conditions for the asymptotic normality of the relative error of Turing's formula. Specifically, we give conditions under which there exists a deterministic sequence h n with
These conditions also imply consistency of the relative error in the sense of (2). We note that (4) leads to confidence intervals and hypothesis tests quite different from those determined by (3). The nature of this difference will be studied in a future work. All of our results are presented not just for Turing's formula, but also for higher order Turing's formulae, which we discuss in the next section. We will prove (4) under a new sufficient condition. Interestingly, this condition turn out to be more restrictive than the one for (3). This is likely due to the fact that, since we are now dividing by π 0,n , we must make sure that it does not approach zero too quickly. We note that our approach is quite different from the one used in Ohannessian and Dahleh (2012) to prove (2). That approach uses tools specific to regularly varying distributions, which we will not need.
The remainder of the paper is organized as follows. In Sect. 2 we recall Turing's formulae of higher orders and give conditions for the asymptotic normality and consistency of their relative errors. In Sect. 3, we give some comments on the assumptions of the main results and give alternate ways of checking them. Then, in Sect. 4, we show that the assumptions always hold when the distribution, P, is regularly varying with index α ∈ (0, 1]. For α = 1 this is the condition under which the consistency results of Ohannessian and Dahleh (2012) were obtained. Finally, proofs of the main results are given in Sect. 5.
Before proceeding we introduce some notation. For x > 0 we denote the gamma function by (x) = ∞ 0 e −t t x−1 dt. For real valued functions f and g, we write
g(x) = 1. For sequences a n and b n , we write a n ∼ b n to mean lim n→∞ a n b n = 1. We write N (μ, σ 2 ) to refer to a normal distribution with mean μ and variance σ 2 . We write d → to refer to convergence in distribution and p → to refer to convergence in probability.
Main results
In this section we give our main results about the asymptotic normality and consistency of the relative error of Turing's formula. We begin by recalling higher order Turing's formulae, which were introduced in Good (1953) . For any r = 0, 1, . . . , n − 1 let
be the probability that the next observation will be of a letter that has been observed exactly r times, and let
An estimator of π r,n is given by
which is Turing's formula of order r . Turing's formula of order 0 is just called Turing's formula and is the most useful in applications as it estimates the probability of seeing a letter that has never been observed before. We now recall the results about asymptotic normality given in Zhang and Huang (2008) and Zhang (2013) . Let g n be a deterministic sequence of positive numbers such that lim sup
For an integer s, we say that Condition A s is satisfied if
for some c s ≥ 0. The following result is given in Zhang (2013) and, for the case r = 0, in Zhang and Huang (2008) .
Lemma 1 Fix any integer r ≥ 0 and let g n be a deterministic sequence of positive numbers satisfying (5). If Conditions A r +1 and A r +2 hold with c r
r ! as n → ∞.
We are now ready to state our main result.
Theorem 1 Fix any integer r ≥ 0 and let g n be a deterministic sequence of positive numbers satisfying (5). If r ≥ 2 assume that
If Conditions A r +1 and A r +2 hold with c r +1 > 0 and c r +2 ≥ 0, then
Proof The proof is given in Sect. 5.
Remark 1 Note that Theorem 1 does not, in general, give √ n-convergence. In fact, the rate of convergence is different for different distributions. In Sect. 4 we will characterize the rates for the case of regularly varying distributions.
Since the most important case is when r = 0, we restate Theorem 1 for this case.
Corollary 1 Let g n be a deterministic sequence of positive numbers satisfying (5). If Conditions A 1 and A 2 hold with c 1 > 0 and c 2 ≥ 0, then
The results of Theorem 1 may not appear to be of practical use since we generally do not know the values of g n , μ r,n , c r +1 , or c r +2 . However, it turns out that we do not need to know these quantities. So long as a sequence g n satisfying the assumptions exists, it and everything else can be estimated.
Corollary 2 If the conditions of Theorem 1 are satisfied, then
In the proof of Theorem 1, it is shown that, under the assumptions of that theorem, μ r,n g n → ∞. This means that we can immediately get consistency.
Corollary 3 If the conditions of Theorem 1 are satisfied, then
The assumptions of Corollary 3 are quite general. Different conditions are given in Corollary 5.3 of Ben-Hamou et al. (2017) . The most general possible conditions for (8) are not known, but it is known is that some conditions are necessary. In fact, Mossel and Ohannessian (2015) showed that there cannot exist an estimator of π 0,n for which (8) holds for every distribution.
Discussion
In this section we discuss the assumptions of Theorem 1 and give alternate ways to verify them. We begin by giving several equivalent ways to check that Condition A s holds. Toward this end, we introduce the notation
Lemma 2 For any integer s ≥ 1 the following are equivalent:
Proof The proof is given in Sect. 5. 
It is important to note that (9) is implicitly used in the proof of Lemma 1 as given in Zhang and Huang (2008) and Zhang (2013) , although it is not directly mentioned there. Further, (9) implies that the assumption in (5) that β ∈ (0, 1/2) is not much of a restriction. It also tells us that g n must approach infinity quickly, but (5) tell us that it should not do so too quickly. On the other hand, (10) is a smoothness assumption. It looks like a regular variation condition, but is a bit weaker, see Theorem 1.9.8 in Bingham et al. (1987) .
Remark 3 Lemmas 2 and 3 help to explain what kind of distributions satisfy the assumptions of Theorem 1. Specifically, the two lemmas imply that r !n −1 g 2 n μ r,n → c r +1 > 0. In light of (5), this means that μ r,n cannot approach zero too quickly. Thus, π r,n cannot approach zero quickly either. This condition means that the distribution must have heavy tails of some kind. Arguably, the best known distributions with heavy tails are those that are regularly varying, which we focus on in the next section.
Regular variation
In this section we show that the assumptions of Theorem 1 are always satisfied when P is regularly varying. The concept of regular variation of a probability measure on an alphabet seems to have originated in the classical paper by Karlin (1967) , see also Gnedin et al. (2007) for a recent review. We begin by introducing the measure
where δ y denotes the Dirac mass at y, and the function
We say that P is regularly varying with index α ∈ [0, 1] if
where is slowly varying at infinity, i.e. for any t > 0 it satisfies
In this case we write P ∈ RV α ( ). When α = 0 we say that P is slowly varying and when α = 1 we say that it is rapidly varying. These cases have different behavior from the others and we will discuss them separately.
To better understand the meaning of regular variation, we recall the following result from Gnedin et al. (2007) . It says that P ∈ RV α ( ) with α ∈ (0, 1) if and only if
where * is a slowly varying at infinity function, in general, different from . We now state the main results of this section. Gnedin et al. (2007) implies that for every integer s ≥ 1
By Lemmas 2 and 3 this implies that
From here the result follows by Theorem 1.
Next, we turn to the case when α = 1.
Proposition 2 Assume that P ∈ RV 1 ( ) and let
We note that the integral in the definition of 1 converges, see the proof of Proposition 14 in Gnedin et al. (2007) . Further, by Karamata's Theorem (see e.g. Theorem 2.1 in Resnick 2007), 1 is slowly varying at infinity.
Proof
We begin with the case r = 0. In this case we let g n = n 1/2 [ 1 (n)] −1/2 . Proposition 18 in Gnedin et al. (2007) implies that lim n→∞ g 2 n n 2 1 (n) = 1 and 2 2 (n) ∼ n (n). This means that μ 0,n ∼ 1 (n) and that
where the convergence follows by Karamata's Theorem, see e.g. Theorem 2.1 in Resnick (2007) . Thus μ 0,n g n ∼ n 1/2 [ 1 (n)] 1/2 and c 1 + c 2 = 1. From here the first part follows by Corollary 1. Now assume that r ≥ 1. In this case we let
This implies that μ r,n g n ∼ r −1 √ n (n) and that (r + 1)c r +1 + c r +2 = (2r + 1)(r − 1)!. Putting everything together and applying Theorem 1 gives the result.
Remark 4 From the proof of Proposition 2 we see that, when α = 1 and r ≥ 1, we have
where the convergence follows by (12). Thus condition A 1 fails to hold. However, Conditions A s for s ≥ 2 hold.
Remark 5 When α = 0 the distributions may no longer be heavy tailed and the results of Theorem 1 need not hold. In fact, while all geometric distributions are regularly varying with α = 0, Ohannessian and Dahleh (2012) showed that for some of them (8) does not hold, and thus neither does the result of Theorem 1. We can also show that, under a mild additional condition, the assumptions of Theorem 1 do not hold for α = 0. Specifically, assume that P ∈ RV 0 ( ) and that there is a slowly varying at infinity function 0 such that
In this case, Proposition 19 in Gnedin et al. (2007) implies that
and that for each s ≥ 1
Thus, to get s! g 2 n n 2 s (n) to converge to a positive constant c s , we must take g n ∼ n c s (s−1)! 0 (n) . However, since 0 is slowly varying at infinity, g n does not satisfy (5) for any β ∈ (0, 1/2), and the assumptions of Theorem 1 do not hold. Thus, the question of when and if asymptotic normality holds in this case cannot be answered using Theorem 1.
Combining Corollaries 2 and 3 with Propositions 1 and 2 gives the following.
Corollary 4 If
Note that, in the above, we do not need to know what α and are, only that they exist.
Remark 6 Using a different approach, Ohannessian and Dahleh (2012) showed that, when α ∈ (0, 1), the second convergence in Corollary 4 can be replaced by almost sure convergence. This was extended to the case α = 1 and r = 0 by Corollary 5.3 of Ben-Hamou et al.
.
Proofs
In this section we give the proofs of our results. We begin by introducing some notation and giving several lemmas that may be of independent interest. For any integer r ≥ 0 let
be the total probability of all letters observed at most r times, and let
Note that, for r ≥ 1, we have π r,n = r,n − r −1,n and μ r,n = M r,n − M r −1,n .
Lemma 4
For any integer r ≥ 1 and any > 0
The proof is similar to that of Lemma 20 in Ohannessian and Dahleh (2012) . We include it for completeness.
Proof Define the events A = [− /2 < r,n − M r,n < /2], B = [− /2 < M r −1,n − r −1,n < /2], and C = [− < π r,n − μ r,n < ]. Since A ∩ B ⊂ C it follows that P(C c ) ≤ P(A c ∪ B c ) ≤ P(A c ) + P(B c ), which gives the first inequality. The second follows by Chebyshev's inequality.
We will need bounds on the variances in the above lemma.
Lemma 5 For any integer r ≥ 0 we have
This result follows from the fact that the random variables {y k,n : k = 1, 2, . . . } are negatively associated, see Dubhashi and Ranjan (1998) . For completeness we give a detailed proof.
Proof Note that
Var( r,n ) = E[ where the last inequality follows by the well-known fact that, for a multinomial distribution, P(y k,n ≤ r, y ,n ≤ r ) − P(y k,n ≤ r )P(y ,n ≤ r ) ≤ 0, see e.g. Mallows (1968) . Combining the above with the fact that y k,n has a binomial distribution with parameters n and p k gives Var( r,n ) ≤ 
