The re-quantization method-one of the resurgent analysis methods of current importance-is developed in this study. It is widely used in the analytical theory of linear differential equations. With the help of the re-quantization method, the problem of constructing the asymptotics of the inverse Laplace-Borel transform is solved for a particular type of functions with holomorphic coefficients that exponentially grow at zero. Two examples of constructing the uniform asymptotics at infinity for the second-and forth-order differential equations with the help of the re-quantization method and the result obtained in this study are considered.
Introduction
This study is devoted to the application of the re-quantization method to constructing asymptotics of solutions to ordinary differential equations with holomorphic coefficients in the neighborhood of infinity. Namely, the following ordinary differential equations with holomorphic coefficients are considered: 
Here, the coefficients a i (x) are regular at infinity, which means that there is such a circle exterior |x| > a that the functions a i (x), i = 0, 1, ..., n − 1 can be expanded in it into convergent power series x j . The aim of our study is to construct the asymptotics of the solution to Equation (1) for x → ∞ . The complexity of the problem of constructing asymptotics of solutions of linear differential equations in the vicinity of an infinitely-distant point is conditioned by the fact that this point, generally speaking, is an irregular singular point.
This problem can be reduced to that of constructing the asymptotics of the solution in a neighborhood of zero for linear differential equations with a second-order beak-like singularity. The problem of constructing the asymptotics of solutions to ordinary differential equations with holomorphic coefficients is a classical problem of the analytic theory of linear differential equations. One of the first studies in this domain is the book written by Thome [1] . Then, in [2] , the asymptotics were constructed for a particular case of this problem, namely, for the case where the main symbol H 0 (p) of the operatorĤ, H 0 (p) = H(0, p) has simple roots.
Then, this particular case for systems of linear differential equations was considered, for example in such classical books as [3] [4] [5] and many other studies [6, 7] . Paper [8] provides a review of the results obtained for the case of a system of ordinary linear differential equations.
In these studies, the asymptotic expansions of the solutions of some ordinary differential equations were constructed; they were obtained in the form of products of the corresponding exponentials and divergent power series, namely:
where α i , i = 1, ..., n are the roots of the polynomial H 0 (p); σ j and a k i are some complex numbers. However, the problem of interpreting the obtained divergent series was left open; in other words, there is no method for summation of these divergent series. Such asymptotics were later called the WKB (Wentzel-Kramers-Brillouin) asymptotics [9, 10] . This name appeared when solving some problems of quantum mechanics, where the asymptotic expansions of such a type were obtained.
At the end of the 1980s, an apparatus convenient for the summation of such series was obtained. It is based on the Laplace-Borel transform and the concept of the resurgent function introduced for the first time by Ecalle [11] .
The apparatus for interpreting and constructing the asymptotic expansions of the form (3), based on the Laplace-Borel transform, is called the resurgent analysis.
The main idea of the resurgent analysis is that the formal Borel transforms u 1 (p), u 2 (p) . . . are the power series of a dual variable p, converging in a neighborhood of the points p = λ j . The inverse Borel transform gives a regular way of summing series (2) . However, it is necessary to prove the infinite extensibility of functions u j (p), i.e., their extensibility along any path on the Riemann surface u j (p) that does not pass through some discrete set that depends on the function (an exact definition of the concept of infinite extensibility is given below). As a rule, the proof of this fact represented a great difficulty in applying the resurgent analysis to constructing asymptotics of solutions to differential equations. For the equations with degeneracies, the proof of the infinite extensibility was obtained by Shatalov and Korovina [12, 13] . It is shown in these works that all solutions to ordinary differential equations with arbitrary holomorphic coefficients and a resurgent right-hand part are resurgent functions. This result is generalized to the case of the linear partial differential equations with additional constraint conditions imposed on the differentiation operator symbol. This result makes it possible to apply the resurgent analysis methods to construct asymptotics of solutions to both ordinary and partial linear differential equations with holomorphic coefficients. For example, in [14] , the resurgent analysis methods were applied to the theory of differential equations on manifolds with singularities. Namely, the problem of constructing the asymptotics of solutions to the Laplace equation on the manifold with a beak-like singularity was solved.
Owing to this result, in [12, 15] , uniform asymptotics of solutions were constructed for the case where the roots of the main symbol H 0 (p) = H(0, p) are of the first order. More detailed information on constructing uniform asymptotics can be found, for example, in [16] .
However, the methods used to construct asymptotics of solutions in the case where the main symbol has simple roots have proven to be inapplicable to the case of multiple roots, except for the case of the second-order equations. In [17] , the problem of constructing the asymptotic solutions for a second-order equation with arbitrary holomorphic coefficients was solved in the general case. In addition, the problem of constructing the asymptotics of solutions for the Laplace equation on a manifold with a beak-like singularity was solved in [17] .
To solve the problem of multiple roots, in recent years, a method of re-quantization was created [18] . This method is used in the case where the integro-differential equation in the dual space cannot be solved by the method of successive approximations and is reduced, in turn, to an equation with beak-type degeneracies. In this case, the infinite extensibility theorem is proven (it was already proven for ordinary differential equations), then, the Laplace-Borel transform is applied one more time, and asymptotics are constructed for the resulting equation; they make it possible to find the asymptotics of the original equation. Now, using this method, a number of problems for equations with degeneracies in the case of multiple roots have been solved [19] .
The essence of the re-quantization method is that the Laplace-Borel transform is performed twice. That is, having shifted the root p j to the zero point by using the substitution:
the Laplace-Borel transform is then carried out, which gives us an integro-differential equation for the function u j (p), which will have a singularity at zero. To find the asymptotics of this function at zero, the Laplace-Borel transform is performed for the second time. Therefore, we obtain an integral equation with respect to the function u j (q), which is the Laplace-Borel transform of the function u j (p). For the resulting equation, using the method of successive approximations, we construct the asymptotics of its solution in the neighborhood of the roots of the main symbol. Having found the asymptotics of the function u j (q) and then performing the inverse Laplace-Borel transform, we construct the asymptotics of the function u j (p) in the neighborhood of zero. This asymptotics can be the WKB-asymptotics or have a more general form and contain exponents with fractional powers; so, the necessity arises to calculate the inverse Laplace-Borel transform of the functions of the form
, where n, k ∈ N, α ∈ R. This problem is solved in this paper. In addition, an example of the application of the re-quantization method for constructing the asymptotics for the fourth-order equations is considered.
Using the substitution x = 1 r , Problem (1) is reduced to the equation with a second-order beak-type degeneracy at zero, which can be written in the form:
where:
The question arises about the asymptotics in the neighborhood of a multiple root. Let us consider the case where the main symbol of the differential operator has one root. Without loss of generality, we assume that this root is at zero. 
Here, a i , a i j are the corresponding constants; a i (r) are holomorphic functions; h j + j > m k + k. Let us call h = m k + k the singularity index; in other words, provided that j + i > h, the terms of the form
are the lowest terms.
Definition of the Laplace-Borel Transform and Its Properties
Let us give definitions to some concepts of the resurgent analysis, which we will need below.
Let us denote by S R,ε the sector S R,ε = {r|−ε < argr < ε, |r| < R}. Let us say that a function f that is analytical on S R,ε has no more than k-exponential growth if there are such non-negative constants C and α that the inequality | f | < Ce a 1 |r| k holds in the sector S R,ε . We denote by E k (S R,ε ) the space of functions holomorphic in a region S R,ε that grow k-exponentially at zero.
The main technical tool for constructing the theory of resurgent functions is the Laplace-Borel transform. The definition and properties of this transform in the class of hyperfunctions of k-exponential growth for k = 1 are presented in monograph [16] .
Let us denote by E Ω R,ε the space of holomorphic functions of exponential growth in the
|p| > R and denote by E(C) the space of the entirety of the functions of exponential growth.
The Laplace-Borel k-transform of the function f (r) ∈ E k (S R,ε ) is the mapping
The inverse Laplace-Borel k-transform is defined by the formula:
The contour γ is shown in Figure 1 in [12] . It should be noted that for the Laplace-Borel k-transform, the following formulas are valid:
The Main Result
In this section, we find the Laplace-Borel transform of the function e p k 1 u(p 1 )dp 1 . . . dp n + c 1 (−1)
p 1 k+1 u(p 1 )dp 1 . . . dp n−1 + . . .
p 1 k+2 u(p 1 )dp 1 dp 2 + . . . + +c n−1 (−1)
u(p 1 )dp 1 . . . dp n = f (p).
We denote by f (p) an arbitrary holomorphic function. Let us differentiate it n times: d dp n p n+k u + c 0 (−1) n p k u + c 1 (−1)
n−1 d dp p k+1 u + c 2 (−1) n−2 d dp 2 p k+2 u + . . . + +c n−1 (−1) d dp n−1
Let us show that it is possible to choose constants c, c i , i = 0, . . . , n − 1 so that the function
p k/n is a solution to Equation (7) . Substituting this function into Equation (7), we get the following equation for the constants c, c i , i = 0, . . . , n − 1:
Here, α It is obvious that this system has a unique solution. Therefore, we can choose the constants c, c i , i = 0, . . . , n − 1 so that the function u(p) = p σ e − α p k/n is a solution to Equation (7). The solution u(x) of Equation (6) is the inverse Laplace-Borel transform of this function.
Let us return to Equation (6) and find its solution. Dividing this equation by r n , we can write it in the form: 
Here, α i , c j , i = 1, . . . , k − 1, j = 0, . . . , n − 1 are the corresponding constants. Performing the substitution c i 2 , i = 1, 2, 3 in (8), we get the following equation:
Since the main symbol of this equation is:
and all roots of the polynomial H 0 (p) are of the first order, then the asymptotics of the solution of Equation (9) at zero has the form:
where α j k , j = 1, . . . , n + k are the roots of the polynomial H 0 (p). Since:
we finally obtain that the asymptotics of the function B 
Example 1
Let us consider the application of the re-quantization method in practice. For this purpose, let us consider the following ordinary differential equation:
Using the Laplace-Borel transform, we get the equation:
Here, f (p) is an arbitrary holomorphic function. Differentiating the obtained equation with respect to p, we get:
Solving this equation by the re-quantization method, we obtain the asymptotics for the solution of the last equation: Since in this case n = k = 1 and α = − 1 4 , then the roots α j 1 , j = 1, 2 are the roots of the polynomial p 2 − 1; in other words, α 1 1 = 1 and α 2 1 = −1. Therefore, we get:
Here, g i (r) = r σ i ∑ j c i j r j 2 , i = 1, 2, where σ j , c i j are some constants. Substituting them into the initial equation, we can find g i (r) = C i and, thus, the asymptotics of the equation solution will be as follows:
Example 2
As an example of application of Formula (5), let us construct the asymptotics of the solution to the fourth-order equation in the case where the main symbol is homogeneous, i.e., the multiplicity of its root is four.
First, let us consider the case where the singularity index is three:
Here, c i are some constants, i = 1, . . . , 5; the condition c 1 = 0 is satisfied.
Here, a i are some constants, i = 1, 2, 3; b i (r) are holomorphic functions. Performing the Laplace-Borel transform of Equation (10), we get the equation:
p 1 u(p 1 )dp 1 dp 2 + c 4 (−1)
p 1 2 u(p 1 )dp 1 dp 2 +c 5 (−1) p 3 u(p)dp + +(−1)
BH r, r 2 d dr u(r)dp 1 dp 2 dp 3 = f (p).
Here, f (p) is an arbitrary holomorphic function. Differentiating this equation twice, we get:
Here, c i 2 are the corresponding constants, i = 1, 2, 3. Let us apply the re-quantization method. The main symbol has two first-order roots: q = 0, q = −c 1 . It is easy to show that the term BH r, r 2 d dr udp gives the lowest terms of the asymptotics of the function u(p) in the neighborhood of zero. Performing the Laplace-Borel transform of Equation (13), we obtain the equation:
dr u(r)dp = B d dp
Hence, we get from this equation:
B BH r, r 2 d dr u(r)dp + 1 q(q+c 1 ) B d dp 2 f (p). (14) It should be noted that we can choose the constant σ 1 so that making the substitution u(r) = r σ 1 u 1 (r) in Equation (10), we can get a coefficient c 1 2 such that the root of the polynomial c 1 2 + c 1 4 q would be equal to −c 1 . As was shown in [13] , the equality:
holds.
It is easy to show that B BH r, r 2 d dr u(r) dp are the lowest terms of the asymptotics of the functionû(q) in the vicinity of points q = 0, q = c 1 . This can be done by applying the method of successive approximations to Equation (12) with Formulas (11) and (15) taken into account in the same way as was done in [18] . Therefore, the asymptotics of the solution to Equation (13) in the vicinity of zero has the form:
Let us perform the inverse Laplace-Borel transform. Using Formula (5), we derive: 
Performing the Borel transform in (16), we obtain: −p 3 2 d dp
Let us apply the re-quantization method. Performing the Borel transform one more time, we get:
Here, the polynomial q 2 + c 2 has two roots β 1 = i √ c 2 , β 2 = −i √ c 2 and a root α 0 = 0; then, the asymptotics of the solution to Equation (17) has the form:
Using Formula (5), we obtain the asymptotics of the solution to Equation (16):
Here,
Dividing Equation (18) The main symbol of this equation is q 4 + c 3 . It has simple roots. In this case, the application of the method of successive approximations is not required; the asymptotics of the solutions to Equation (18) for this case was constructed in [15] : Similar to the case where the singularity index is three, the asymptotics are constructed for the case where the singularity index is two. Namely, in the case where the singularity index is two, Equation (10) Let a 0 = 0, then, performing the Laplace-Borel transform, as was done above, we obtain: −p 3 d dp 2 u + a 0 −p 3 d dp u + c 0 p 2 u + c 1 p −p 3 d dp u + c 2 p 3 u + p 1 4 u+ +p 2 p 3 d dp u + (−1) 3 p 2 p 1 BH r, r 2 d dr u(r)dp = f (p).
The main symbol of the last operator in the left-hand part of Equation (19) has simple roots: q = 0, q = −a 0 . Taking Formula (5) into account, we get that the solution to Equation (18) Dividing this equation by r 2 , we reduce it to the equation with simple roots; the asymptotics of solutions to this equation are constructed as was done for Equation (18) . The same algorithm can be used for the case where the singularity index is one.
For the case where the singularity index is greater than or equal to four, dividing the equation by r 4 , we can transform it to an equation with a conic degeneracy in its coefficients. In this case, the asymptotics of the solution are conormal. equations as, for example, the Kadomtsev-Petviashvili equation that describes nonlinear waves in two-dimensional media with weak dispersion or to the biharmonic equation.
