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• A large-scale multi-view dataset that provides accurate annotations for hand
poses
• A pipeline that improves the state-of-the-art results for 3D hand pose estimation













Accurate and Efficient 3D Hand Pose Regression for Robot
Hand Teleoperation using a Monocular RGB Camera
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aInstitute for Computer Research, University of Alicante, Alicante, Spain.
Abstract
In this paper, we present a novel deep learning-based architecture, which is
under the scope of expert and intelligent systems, to perform accurate real-time
tridimensional hand pose estimation using a single RGB frame as an input, so
there is no need to use multiple cameras or points of view, or RGB-D devices. The
proposed pipeline is composed of two convolutional neural network architectures.
The first one is in charge of detecting the hand in the image. The second one is
able to accurately infer the tridimensional position of the joints retrieving, thus,
the full hand pose. To do this, we captured our own large-scale dataset composed
of images of hands and the corresponding 3D joints annotations.
The proposal achieved a 3D hand pose mean error of below 5 millimeters on both
the proposed dataset and Stereo Hand Pose Tracking Benchmark, which is a pub-
lic dataset. Our method also outperforms the state-of-the-art methods.
We also demonstrate in this paper the application of the proposal to perform a
robotic hand teleoperation with high success.
Keywords: Hand Pose Estimation, Deep Learning, Robot Teleoperation, Monocular
1. Introduction
Estimating the pose of an object or a human being is a highly challenging problem
in Computer Vision. It is relevant for many robotics applications, ranging from robot
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teleoperation, human robot interaction (HRI), dexterous manipulation, navigation, etc.
Besides, it is also relevant for other problems, such as activity recognition, Human-5
Computer Interaction (HCI), Virtual and Augmented Reality (VR/AR) and others. In
the last decade, many works have addressed this problem, yet none of them solved it
successfully from a computer vision perspective. In addition, estimating the pose of
an object with multiple degrees of freedom, such as a human hand, presents several
challenging issues that remain unsolved. In particular, dealing with the hand pose esti-10
mation problem adds additional complexities such as self-similarity and self-occlusion.
The problem is even more difficult when dealing with hand-object interactions.
The recent advent of consumer depth cameras has resulted in the development of
several approaches (Oikonomidis et al., 2011; Sridhar et al., 2015; Tagliasacchi et al.,
2015; Tang et al., 2014) using an RGB-D camera to solve this problem. In particular, in15
recent years, we have also seen that the emergence of Convolutional Neural Networks
(CNNs) has triggered the development of various methods that combine both RGB-D
sensors and CNNs for 3D hand pose estimation and tracking (Tompson et al., 2014;
Oberweger et al., 2015; Sinha et al., 2016; Mueller et al., 2017). These approaches
have now been proven to work well for particular scenarios, such as performing mid-air20
frontal gestures within short distances. However, depth sensing is not available in most
of our everyday computing devices, such as smartphones or laptops, limiting its avail-
ability to few users and applications. Being able to track and estimate 3D hand poses
in real-world scenes using a commodity color camera remains an open problem. Deep
learning-based techniques seem a promising direction for developing systems capable25
of tackling this problem. These techniques may have the capacity to learn models from
RGB data that are able to deal with the full 3D hand/object pose estimation problem,
including difficult scenarios with heavy occlusions caused by hand-object interactions.
In this work, we present a novel approach for real-time and accurate 3D hand
pose estimation using a monocular RGB camera. It is a deep learning-based sys-30
tem capable of learning to accurately localize and estimate 3D hand poses. First,
a region convolutional neural network is used to detect the hands in the input im-
age. Then, the patch of the hand is forwarded to a convolutional neural network













Both networks are intelligent systems that are trained on our custom dataset. We35
demonstrate and validate the reliability and accuracy of the proposal on various
public datasets. In addition, we propose the utilization of our intelligent system to
control a robotic hand.
More specifically, our contribution in this work is three-fold:
• A novel large-scale multi-view dataset that provides ground truth annotation for40
multiple hand poses. Poses are captured from multiple viewpoints in a variety
of scenarios: clutter, occlusions, egocentric viewpoint, different skin colors, etc,
enabling the development of learning-based methods.
• A simple, yet effective, approach based on two-consecutive CNNs that improves
state-of-the-art results for 3D hand pose estimation using a single, consumer45
RGB camera.
• We demonstrated the accuracy of the proposed method on a real robotics appli-
cation: teleoperation system where the robot hand replicates human hand fine
movements (fingers).
The proposed architecture significantly outperforms the state-of-the-art method re-50
cently presented in (Zimmermann & Brox, 2017), both in terms of accuracy and com-
putational runtime.
2. Related Works
Several works have addressed the problem of 3D hand pose estimation. Although
we can find related works from the early nineties, it is still an active problem for the55
computer vision community and highly challenging one. The first works on hand pose
estimation relied on a traditional computer vision pipeline using traditional machine
learning techniques. For example, the approach presented by (Stenger et al., 2004)
used a cascade of classifiers arranged in a hierarchical structure in order to recognize
multiple object classes. A shape-based descriptor is extracted in order to train the60
classifiers. These traditional approaches have some difficulties in estimating accurate













and are computationally expensive. A more comprehensive review of earlier methods
is presented in (Erol et al., 2007). In this section, we will review more recent works.
3D hand pose estimation from RGB-D sensors. With the advent of low-cost65
depth cameras most recent approaches utilized these 3D sensors. Researchers have
addressed the hand pose estimation problem using information from both depth and
RGB images. Within depth-based techniques, we find two different approaches. The
first is based on generative, 3D model tracking (de La Gorce et al., 2011; Oikonomidis
et al., 2011). A synthetic 3D hand model is normally used for generating hypothe-70
ses which are evaluated against real 3D data. This is noisy and has self-occlusions.
This approach requires a precise poser initializer and is highly sensitive to large mo-
tions between frames, which is a common situation for human hands. The second
approach using depth information is based on discriminative techniques. Works based
on this approach mainly predict hand pose directly from RGB-D images. For exam-75
ple, (Kuznetsova et al., 2013) uses Random Forests for the prediction. (Tang et al.,
2013) uses Random Forests for pixel-wise hand part classification utilizing as input
depth images. In this way, they are able to detect hand parts, and finally, based on this
estimation, the proposed system predicts 2D joint locations. This approach is com-
putationally expensive due to the use of per-pixel classification techniques and also80
requires a huge training dataset to solve viewpoint discretization. In recent years, with
the boom in Convolutional Neural Networks (CNNs) and deep learning techniques,
new approaches for hand pose estimation have emerged. Most of these new techniques
leverage CNNs for automatic feature extraction from depth images (Tompson et al.,
2014). Other works combine automatic feature extraction with a supervised training to85
predict the 3D hand pose (Oberweger et al., 2015). These systems require a large of
amount of labeled data (3D hand joints) for training.
The approach presented in (Sinha et al., 2016) is based on the utilization of a deep
learning architecture, trained on synthetic data, to extract deep features. These features
are organized according to their spatial and temporal neighborhood, achieving a robust90
and relatively jittering-free 3D hand pose estimation. This approach also works on
depth maps and expects that the area of the image where the hand is located is previ-













Their system uses a Convolutional Neural Network to compute a 3D hand pose that is
later refined using predefined synthetic hand poses, namely, an inverse kinematics test.95
This work introduces an interesting development: the inclusion of the physical restric-
tions of the hand in the model. Although most of these methods start to work well for
mid-air hand pose estimation, they all require the use of depth information obtained
using a 3D sensor conveniently located within a short distance.
Figure 1: Pipeline overview: HandLocNet predicts the hand location. Then, the cropped hand image
is forwarded to HandPoseNet, which performs the regression of the x,y,z positions for each hand joint.
Additionally, it also infers the hand’s orientation. The full pipeline is trained using our novel large-scale
dataset.
3D hand pose estimation from single RGB images. (Zimmermann & Brox, 2017)100
is the only work that tackles the problem of 3D hand pose estimation using a single
RGB image and CNNs so far. Three different CNNs architectures are used in this
approach. The first one performs the user’s hand segmentation at pixel level, the second
detects 2D joints on the image space and, finally, the third CNN is trained to lift the
detected keypoints to a 3D coordinate space. It is worth noting that this approach is105
fully trained using synthetic data and therefore does not provide accurate results for
real data. Moreover, the use of three independent CNNs, including a network for hand
segmentation (dense predictions), limit its performance.













problem by using multi-view RGB cameras (Simon et al., 2017; Panteleris & Argyros,110
2017). However, these methods are sensitive to camera calibration procedures and re-
quire prior depth estimation or at least, 3D triangulation across multiple RGB cameras
(Simon et al., 2017).
Related datasets. A key element in deep learning-based systems is the large
amount of data required for training. Some datasets for hand pose estimation use RGB-115
D data: Fully aligned RGB images, however, are often not provided (Tompson et al.,
2014). Other existing datasets such as Dexter (Sridhar et al., 2016), provide incomplete
hand annotation for our problem. The Stereo Hand Pose Tracking Dataset (Zhang et al.,
2016) is one of the few that provides 2D and 3D annotation for all 21 hand joints, pro-
viding a total of 18, 000 stereo images. Two new large-scale datasets have recently120
been presented (Yuan et al., 2017; Garcia-Hernando et al., 2017). However, due to
the capture system used for automatic annotation (six 6D magnetic sensors), the RGB
images show sensors overlaid on top of user’s hands, making it impossible to use these
images for training a model that solely relies on RGB features. Some works have gen-
erated huge amounts of synthetic data (Mueller et al., 2017; Zimmermann & Brox,125
2017) since this is fast and computationally inexpensive, but they lack generalization
capabilities when dealing with real data.
As the revision of the state-of-the-art remarked, there exist two main different
approaches to tackle the 3D hand pose estimation problem regarding the input130
data. First, there are methods that take as an input RGB-D frames. One main
drawback of these approaches is that they need to deal with tridimensional data,
which require high amount of both computation power and time. In addition,
these approaches also demand the utilization of a close range depth sensor, such
a Kinect or Intel SR300. These kind of cameras tend to not to perform well on135
outdoors or when the user’s hand is relatively far from the sensor, rendering these
methods unusable in outdoor environments. The other main approach to perform
3D hand pose estimation takes as input a single RGB frame. In this regard, the
methods of the state-of-the-art are trained on synthetic data due to the lack of high













Regarding the datasets, the reviewed works also show a huge gap for improve-
ment. The considered datasets yield unaligned RGB and ground truth data. Any-
way, in both cases the amount of data is insufficient to train deep learning-based
models. There also exists other large-scale datasets with accurate ground truth,
but they were captured using gloves and other intrusive devices that do not allow145
a natural depiction of the hands.
Given this review of the state-of-the-art we can conclude that the most conve-
nient way to perform 3D hand pose estimation is to take as an input a single RGB
frame captured by a single regular camera. It also can be concluded that there
is a need for huge amounts of annotated ground truth. As for the datasets, those150
which provide images and tridimensional annotations of the joints do not provide
enough data to train a robust system. This is mainly due to the difficulty of gener-
ating annotations for the images of real hands.
Thus, in this work, we introduce the following main novelties: First, a simple155
yet effective deep learning-based method for accurate hand localization and 3D
pose estimation that takes a input a single RGB image from a regular camera.
Then, a multi-view setup that allows us to create a large scale dataset of natural
images of hands and the corresponding annotations in the 3D space. As our system
is trained on this data, it is expected to work properly on real data. Finally, an160
application for the method in the robot teleoperation context is also introduced.
Finally, it is worth noting that our method for 3D hand pose estimation outper-
forms state-of-the-art results obtained by (Zimmermann & Brox, 2017) on public
datasets.
3. 3D Hand Pose Regression165
The main goal of this work is to perform 3D hand pose estimation using a single
color camera. We used consumer web cameras, all providing images of 640x480 pix-
els at 30Hz. Our pipeline is mainly formed by two different CNNs. The first, which













cropped hand image that is used as an input for the second stage of the pipeline. Then,170
the second CNN, which we call HandPoseNet, performs 3D joint regression, inferring
normalized 3D joint coordinates from the cropped RGB image. Both networks were
trained using our novel large-scale dataset containing real data from multiple view-
points. Figure 1 shows an overview of the proposed pipeline.
3.1. Hand model representation175
In this work, the hand model is represented by two components. First, we define
the hand pose using the 3D coordinates of its joints J . We define each joint position,
ji = (xi, yi, zi), for each hand part (metacarpal, proximal, intermediate and distal) of
each finger (thumb, index, middle, ring and pinky). As in other works (Sridhar et al.,
2015; Zimmermann & Brox, 2017; Qian et al., 2014), we used a total of 21 joints (J =180
21). Moreover, to disambiguate hand orientation we also considered the orientation of
the hand relative to the camera viewpoint. Thus, our representation is composed of 21
3D keypoints and an orientation vector (αx, αy, αz), as shown in Figure 2.
Generally, 3D hand joint positions provided in existing datasets are given in global
coordinates. This not only represents the hand pose but also the global position of the185
hand. In this way, two images are likely to be found on the dataset showing the same
pose but which are translated with respect to each other. As our approach works on the
hand cropped image, this could represent the very same pose, but ground truth data is
different. Since the aim of this approach is to first infer the local hand pose, we applied
a normalization process to the input data.190
The normalization process consists on the creation of a hand local coordinate frame
(root joint), so hand joints are transformed to the new coordinate frame, achieving
translation and rotation invariance (see Equations 1). The new local coordinate frame
is constructed by taking the normal vector of the hand (Ze) and the vector (Ye) going
from the palm center (Pp) to the proximal knuckle of the index finger (Pim). Then,195
applying cross product we obtain (Xe). These three vectors represent an orthonormal
system whose origin is located in the center of the palm (we used the center of the
palm as the origin of the local coordinate frame since it is a stable keypoint). Then,













the computed rotation matrix (Rnorm) and translation vector tnorm. Formally, we will200
refer to the normalized 3D joints as jnormi ∈ R3n.
Ye = Pp − Pim (1a)
Xe = Ze× Ye (1b)
Rnorm = [Xe, Ye, Ze] (1c)
tnorm = −RTnorm ∗ Pp (1d)
Tnorm = [R|tnorm] (1e)
Figure 2: Our hand representation model consist of 21 keypoints corresponding to the joints of each finger
and the hand orientation relative to the camera viewpoint (αx, αy , αz).
Figure 3 shows the representation of two dataset samples before and after the nor-
malization process.
3.2. HandLocNet: Hand Localization Net205
The proposed hand localization network (HandLocNet) is based on the work orig-
inally presented in (Redmon & Farhadi, 2017). In contrast to other related works that
tackle this problem using segmentation (Mueller et al., 2017) and encoder-decoder
(probability heatmap) networks (Zimmermann & Brox, 2017), we cast this problem
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Figure 3: Normalization process for two similar hand poses (a,b,c). After the normalization, the 3D joint
positions on their local coordinates are almost identical (d).
2017). Our HandLocNet is a shallower version of the network from (Redmon &
Farhadi, 2017), achieving a good balance between runtime and accuracy. The proposed
hand detector is able to localize hands in challenging scenarios: clutter, occlusions,
novel viewpoints, skin color, object-interaction, etc. We trained HandLocNet using a
new large-scale multi-view hand pose dataset (Section 4). We used pre-trained weights215
from the PASCAL VOC dataset (Everingham et al., 2015). HandLocNet predicts the
hand location and a confidence score σ, and so predictions with a low confidence score
are discarded. We empirically set σ = 0.85. It is worth noting that HandLocNet is
able to accurately detect hands even when they are holding or manipulating objects, as
shown in Figure 4.220
Figure 4: HandLocNet is able to accurately detect hands even when manipulating objects
3.3. 3D hand joints regression
In our approach, we cast the 3D hand pose estimation problem as a regression
task. The proposed HandPoseNet architecture takes as an input RGB images of 224×
224 pixels. The cropped hand image predicted is then resized and passed as input













ResNet50 (He et al., 2015), and has been modified to regress normalized 3D hand joints
jnormi given the detected hand subimage. Our normalized representation (palm-relative
positions) renders the regression of hand 3D joints invariant to translation and rotation.
We tested direct regression but, given the complexity of the problem, we found that
the network was overfitting to the training data. The number of neurons for the last230
fully connected layer is modified to estimate hand joints, each of them formed by its x,
y and z coordinates. Additionally, the network estimates the hand orientation, αx, αy
and αz . HandPoseNet is trained using the new large-scale multi-view dataset presented
in Section 4.
4. Large-Scale Multi-View Hand Pose Dataset235
This works presents a novel Large-Scale Multi-View Hand Pose dataset, which we
call LSMVHandPoses. We have developed a framework for semi-automatic ground
truth annotation using the Leap Motion sensor (LeapMotion, 2017) and multiple RGB
cameras. The proposed dataset is intended to be used for 3D and 2D hand pose estima-
tion, including 2D hand localization. To generate accurate ground truth annotations,240
a custom multi-camera rig was created, as shown in Figure 5. This device consists of
an aluminum structure with three articulated arms holding a total of four cameras. We
calibrated each camera individually, computing intrinsic parametersK for each sensor,
including the hand tracker. Finally, we also computed extrinsic parameters (Zhang,
2000), roto-translation matrices, between all cameras and the Leap Motion sensor245
(LeapMotion, 2017). The proposed dataset and supplementary material is available at
our project website1 http://www.rovit.ua.es/dataset/mhpdataset/.
The dataset is organized in various sequences and each sequence is composed of a
set of frames. A frame contains the following information:
250
• 3D hand joints as provided by the Leap Motion sensor (raw data).














Figure 5: We created a custom structure (multi-camera rig) in order to generate the dataset (right). It allows
us to quickly generate large amounts of ground truth data. We performed a calibration process (intrinsics
and extrinsics) to generate 3D hand pose annotations for each color camera (left).
• Four sets of 2D points as the resultant projection of the 3D points to each RGB
camera coordinate frame.
• Four bounding boxes computed from the projection of the 3D points to each255
camera coordinate frame.
Finally, it is worth noting that each sequence was captured in different conditions
to assure high variability. Subject, moment of the day, motion speed, hand-object in-
teraction, skin color and light conditions are some of the parameters we considered to
achieve high variability.260
This dataset contains over 20, 500 different frames distributed in 21 sequences. For
each frame, 4 color images and 9 different annotations were provided. Thus, over
80, 000 color images and over 184, 500 annotations in total are provided. Figure 6
shows a random sample of the dataset and its ground truth.
4.1. Ground-truth data accuracy265
We can find that the accuracy of the Leap Motion has been exhaustively explored in
(Guna et al., 2014; Weichert et al., 2013), where they concluded that the mean error is
about 4mmwhilst in the worst cases is under 9mm. Nonetheless, Figure 7 shows some
frames extracted from our dataset with the 3D joints estimated by the Leap Motion













Figure 6: A random sample extracted from the LSMVHandPoses dataset, RGB image, hand bounding box
and 3D joint locations (ground truth).
Figure 7: Random images from the dataset that show the reprojected 2D annotations from the Leap Motion
sensor (green) and (user) manually-annotated hand joints (red).
Additionally, in order to evaluate the ground-truth precision of the generated data,
we manually annotated 100 frames and computed the mean distance error between
the manually annotated 2D joints, and the ones estimated by reprojecting the 3D joints
provided by the Leap Motion sensor. Using the set of manually annotated frames we
obtained a mean error of 12.2 pixels, which is less than 2% of the horizontal image275
resolution.
5. Evaluation and results
The subsequent sections describe in more detail the experiments we performed to













stated, our pipeline is composed of two main trainable parts. First, HandLocNet com-280
putes the localization of the hand (bounding box) and then, HandPoseNet performs 3D
joint regression. Both systems were trained on the new LSMVHandPoses dataset.
5.1. Benchmarks
In addition to evaluating our approach on the dataset presented in section 4, we
have also evaluated it on the following public datasets:285
Stereo Hand Pose Tracking Benchmark (Zhang et al., 2016) This dataset comprises
12 videos: 6 depict different individuals counting with their hands. The other 6 consist
of random unconstrained hand poses. The background is inconsistent across the sam-
ples in order to introduce high variability. The sequences were recorded using three290
sensors: a stereo pair and a depth camera. As our approach uses RGB images, the
depth images are discarded. In total, this dataset contains 54k samples.
Rendered Hand Pose Dataset (Zimmermann & Brox, 2017) This dataset is composed
of a variety of synthetic images, rendering 20 characters performing 39 different ac-
tions. Each frame is generated using a random camera pose and a random background295
extracted from a pool of real landscapes. They also generate random lighting directions
and intensities in order to ensure high variability.
In total, this dataset provides 41, 258 images for training and 2, 728 for testing.
The image resolution is 320x320 pixels. The annotations are composed of x,y and z
positions for the 21 hand joints. In addition they provide depth maps and 2D hand300
keypoints (camera image plane).
This dataset provides precise annotations but also has a severe disadvantage: the
rendered images are not sufficiently realistic. As the samples differ greatly from reality,
training a system only on this dataset is not feasible. Nonetheless, this dataset could
be used to slightly improve the generalization capabilities when jointly trained with305
another realistic dataset such as the one presented in Section 4.
5.2. Network training and inference runtime
The HandLocNet (hand location) model was pre-trained using the PASCAL VOC













Pose dataset. We used the loss function defined in (Redmon & Farhadi, 2017). The310
HandPoseNet (3D joint regression) is derived from the ResNet50 architecture. It is
trained using the proposed dataset, but original ResNet50 layers were initialized with
the weights from the trained ImageNet model. Other layers weights were randomly
initialized. HandPoseNet uses a single squared error loss term, which is suitable for
regression problems. Specifically, we have used the mean square error of all compo-315
nents of our hand model. We used the tensorflow framework and the Adam solver for
training.
The systems runs live at 35 frames per second. The whole pipeline leverages
GPU processing power, being fully implemented on the GPU. The proposed system
has been tested on a NVIDIA GTX 1080Ti. HandPoseNet (3D joint regression) takes320
on average 17.6 milliseconds and the HandLocNet (hand localization) takes on average
10.1 milliseconds.
5.3. Results: LSMVHandPose dataset
In this experiment, both CNNs were trained on the LSMVHandPose dataset, which
was split in training and test sets (80% and 20% ratio, respectively). HandLocNet was325
trained using ground truth bounding boxes obtained using the proposed framework for
automatic hand pose annotation (Section 4). It achieves a 0.89 Intersection over Union
score on the test set, providing accurate predictions for hand localization.
The HandPoseNet CNN was trained on a preprocessed version of the ground truth
data (normalization), as explained in Section 3.1. The regression error was computed330
by comparing the ground truth joint positions with the network output using a mean
squared error term. Finally, the computed errors for the estimated hand joints are ag-
gregated and averaged.
This experiment produced a mean error of 4.1556 millimeters on the test set, prov-
ing its high accuracy. In fact, 74.80% of the test samples yield a mean error under 5335
millimeters. Moreover, as in (Zimmermann & Brox, 2017), we report the area under
the curve on the Percentage of Correct Keypoints (PCK), Figure 8.
As shown in Figure 9, the system is able to accurately infer the 3D hand joints and























Figure 8: Results for 3D joint regression on the test set of the LSMVHandPose dataset. It shows the Per-
centage of Correct Keypoints (PCK) over the corresponding thresholds in millimeters.
Figure 9: From left to right: cropped hand image, ground truth and predicted 3D joint positions using our
approach (ground truth is shown in red whilst inferred positions are depicted in green), regressed hand pose
(rigged hand model).
that yield high error due to sensor problems such as blurry images, there are other340
factors that harm the accuracy of the system. It still can be observed that eventualities
such as self-occlusions or lack of examples of certain poses negatively impact on the
accuracy of the predictions.
5.4. Results: Stereo Hand Pose Tracking Benchmark and Rendered Hand Pose Dataset
In this experiment, we trained the proposed HandPoseNet network on the Stereo345
Hand Pose Tracking Benchmark and the Rendered Hand Pose Dataset, mirroring the













mation was normalized following the procedure shown in Section 3.1. The error was
computed in the same way explained earlier in Section 5.3.










Brox et al.(Zimmermann & Brox, 2017)
ICPPSO (Oikonomidis et al., 2011)
Figure 10: 3D joint regression results on the test split of the Stereo Hand Pose Tracking Benchmark. It shows
the percentage of correct keypoints (PCK) over the corresponding thresholds in millimeters.
Figure 11: From left to right: cropped hand image, ground truth and predicted 3D joint positions using our
approach (ground truth is shown in red whilst inferred positions are depicted in green), regressed hand pose
(rigged hand model).
Figure 11 depicts estimated hand poses and their ground truth annotations for some350
samples in the dataset. As shown in Figure 11, ground truth and inferred hand poses
almost fully overlap due to the high accuracy of the approach. Evaluating our approach
on the test split we obtained an error of 4.14038 millimeters. In fact, 76.67% of the
test samples yield a mean error below 5 millimeters. Figure 10 shows the accuracy













Brox, 2017), we plot the area under the curve on the Percentage of Correct Keypoints
(PCK). This experiment allows a straightforward comparison with (Zimmermann &
Brox, 2017). In that work, described in Section 2, the authors performed a similar ex-
periment with the same public datasets. As stated in their work, they achieved < 0.9
PCK for a 21 millimeters threshold. Under the same circumstances, our approach360
achieves 0.9985 PCK. Moreover, our approach achieves 0.9 PCK between 5 and 10
millimeters thresholds. We cannot further compare both methods on lower thresholds
as the authors only reported results from 20 millimeters error onwards.
5.5. Comparison with the state of the art methods365
We compare our results with two of the best performers in the state of the art
for hand pose estimation. These methods are Zhang et al. (2016)(ICPPSO) and
Zimmermann & Brox (2017) as mentioned before. As the Sections 5.3 and 5.4
stated, our method outperforms them both in terms of accuracy. Nonetheless, our
method shows additional advantages. For instance, ICPPSO is based on stereo370
methods. It means that in order to create a good tridimensional representation,
the stereo setup must undergo a complex calibration step. Nonetheless, our ap-
proach uses a single color image as an input that does not require a special setup
or calibration. In addition, it is known that the stereo matching methods do not
perform well on low texture scenarios. Finally, ICPPSO requires a training stage375
to learn the color skin tones and background textures to perform robustly. Due
to this, it is expected an accuracy drop when fed with unknown scenarios. How-
ever, our HandLocNet is trained on real data and is able to generalize to unknown
scenarios.
Regarding Brox et al., it is based on an ensemble of three independent different380
networks that requires a complex training process. On the contrary, our method
relies on a two step ensemble that is trained with no special considerations and
follows solid and tested approaches such a region detection and regression. In
addition, their segmentation network follows a pixel-wise classification approach













this part of the ensemble is trained on synthetic data which limits the performance
on real data. However, out system is fully trained on real data that is able to
perform robustly in unknown scenarios.
6. Robot Hand Teleoperation
In the last years, robotics Artificial Intelligence (AI) has drastically changed en-390
abling more complex behaviors and allowing them to perform tasks that were not pos-
sible before, such as 3D object recognition, 3D pose estimation, incremental learning,
automatic localization and planning, and so on. However, we are still far from robots
that are fully autonomous, and able to carry out any kind of tasks, like a human be-
ing. That being said, robot teleoperation is still a useful application that allows using395
robots to explore areas that may be dangerous for the human being, such as operating
in industrial environments, or exploring a nuclear plant that has suffered an accident.
Besides, it is common for humans to carry out fine actions like to tie a knot, inserting a
pin in a hole or to use a hand tool (fine motor skills). They may seem like simple tasks,
but are really complex and involve extremely fine finger and hand motions. Human400
hands are excellent at those tasks.
Most of the previous approaches for precise robot hand teleoperation require using
intrusive gloves, such as (Fang et al., 2017; Park et al., 2017). Using an electronic
glove has many potential problems, electro-magnetic interference, requires specific
hardware, high cost, etc. Recently, some works have used RGB-D cameras, such as405
the Microsoft Kinect, for performing gesture recognition and hand tracking. 3D hand
information provided from the range sensor is used to teleoperate a robot arm/hand in a
coarse way, being limited to perform simple pick-and-place tasks (Du & Zhang, 2014).
Human robot interaction and robot teleoperation needs to be simple, natural and
affordable, which is the reason why we proposed a natural way of interaction by repli-410
cating hand movements in front of a consumer webcam. The purpose of this research
is to develop a robot hand system which is controlled with precise human hand mo-
tions, developing a teleoperation system where the robot hand replicates human hand













simulated humanoid robot hand (AR-10). Output 3D hand poses are used to replicate415
human hand motion in the RViz visualizer (ROS), so we generate a real-time simula-
tion using a robot hand. The same system can be used to teleoperate other existing
robotic hands, such as the ShadowHand (Sha, 2018). Figure 12 shows the replicated
hand poses performed by a human in front of a regular webcam. It can be appreci-
ated that the simulated robot hand is able to accurately replicate the human hand pose.420
Supplementary material shows some videos of the system working in real-time.
7. Conclusions
In this work, we have presented an approach for 3D hand pose estimation using
a single RGB camera. This approach is able to accurately predict the 3D position of
each joint in a hand, thus, retrieving a 3D hand pose relative to the camera viewpoint.425
Our method takes advantage of two CNNs to detect and regress, in real-time, the 3D
joint positions of a hand. We present quantitative and qualitative experimentation on
public datasets to validate the accuracy of our approach. Furthermore, comparison
with other methods show that our method achieves higher accuracy than the state-of-
the-art system presented in (Zimmermann & Brox, 2017). We can also conclude that430
the presented system is able to achieve very similar performance than a Leap Motion
device but just using a single, low-cost, color camera. Moreover, we also presented
LSMVHandPoses, a novel dataset that we used for training our approach. It provides
ground truth annotation for multiple hand poses. These poses were captured from
multiple viewpoints in a variety of scenarios: clutter, occlusions, egocentric viewpoint,435
different skin colors, etc.
Finally, we qualitatively evaluated the accuracy of the proposed method on a robotics
application: robot teleoperation system where the humanoid robot hand replicates hu-
man hand fine movements.
440
We illustrated the applicability of our method within a teleoperation of robotic
hands context, but the ability to estimate the tridimensional pose of the hand from













Figure 12: Simulation of an AR-10 and a Shandow Hand humanoid robot hands being teleoperated using













used as a prior step to perform sign language recognition. Our proposal could also
enable new gesture-based human user interfaces to control computers, robots and445
other devices. It is also relevant in the virtual reality context as the users could
use their hand in a natural fashion to interact with the elements within the virtual
world.
It is worth noting, that our proposal would enable all these applications with
no investment at all as it only requires a regular color camera. In addition, as450
it is non-invasive, it will not limit the user movements and will not decrease the
immersion sensation of the user when applied to virtual reality.
7.1. Limitations
Despite the accuracy of the proposal, our system suffers from a minor jittering
when the results are rendered over time. This effect arises when we predict the455
3D pose of the hand of two subsequent frames. Due to the error of the predictions,
which are frame-wise, the hand poses are not fully consequent over time, thus
leading to a noticeable jittering effect. Another weakness of our hand pose estima-
tion proposal is that it relies on two different deep learning-based architectures.
Despite running in a real-time fashion, the ensemble is somewhat inefficient.460
8. Future works
So in order to solve the mentioned issues, we plan to extend our method to
smooth the results over time and propose and end to end approach. To do so, we
intend to use recurrent units inside HandPoseNet. The recurrent units are able to
take sequences as input and learn temporal patterns. We hope that this approach465
could help fighting against the jittering effect. In addition, a post process will be
also considered to filter and smooth the predictions. In addition, we also plan to
join HandLocNet and HandPoseNet in one architecture. This would hopefully
enable a simpler training procedure and a faster inference step. To top that, as
the proposed methodology to create the dataset allow an easy and fast capture of470













als. This would improve the generalization capabilities of both HandLocNet and
HandPoseNet models.
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