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1. Introduction and Definitions 
Let C be complex plane, letU denote the open unit disc in C, 
U = {z ∈ C : |z| < 1},                                                           (1.1) 
and let Sbe the class of all analytic and univalent functions of the form 
𝑓(𝑧) = 𝑧 +  𝑎𝑘  𝑧
𝑘∞
𝑘=2 .(z ∈ U)               (1.2) 
For functions f and 𝑔 inS such that 𝑔(z) defined by 
𝑔(𝑧) = 𝑧 +  𝑏𝑘
∞
𝑘=2 𝑧
𝑘 .      (z ∈ U) 
The Hadamard product(or convolution) of f and 𝑔 is defined by  
(f ∗𝑔)(z) = z + 𝑎𝑘
∞
𝑘=2 𝑏𝑘𝑧
𝑘 =(𝑔∗ f)(z) .                                   (1.3) 
Let H(U) be the class of holomorphic functions in U and let H[a, k] be the subclass of H(U) of the form  
H[a, k] = {f ∈ H(U) : f(z) = a + ak z
k
 + ak+1z
k+1
 + · · ·  , (z ∈ U)}, 
for a ∈ C and k ∈ N = {1, 2, ... ,} with H0 ≡ H[0, 1] and H ≡ H[1, 1]. 
Let  K be a subset of  S consisting of function f with the following form 
𝑓(𝑧) = 𝑧 −   𝑎𝑘  
∞
𝑘=2 𝑧
𝑘 ,                          (1.4) 
therefore f  are univalent and normalized in the open unit disk U. 
Now, we let  f(z)and g(z)be members of H(U) .The function f(z) is said to be subordinate to a function g(z) or g(z) is said to 
be superordinate tof(z), if and only if there exists a Schwarz function w(z) analytic in U, with w(0) = 0 and |w(z)| < 1, (z ∈ 
U),  
such that 
f(z) = g(w(z)), 
written as 
 f ≺gorf(z) ≺g(z)    (z ∈ U). 
 
Furthermore, if the function g is univalent in U, then we get the following equivalence f(z) ≺g(z) if and only if f(0) = g(0) and 
f(U) ⊂g(U)[3], [7]. 
The linear multiplier fractional q-differintegral operator ℒ𝛾 ,𝜏
𝛼 ,𝑛  introduced by [1] defined as follows. 
                                        ℒ𝛾 ,𝜏
𝛼 ,0𝑓 𝑧 = 𝑓 𝑧 , 
ℒ𝛾 ,𝜏
𝛼 ,1𝑓 𝑧 =  1 − 𝜏 ℒ𝛾 ,𝜏
𝛼 𝑓 𝑧 +  𝜏𝑧  ℒ𝛾 ,𝜏
𝛼 𝑓 𝑧  
′
 ( 𝜏 ≥ 0), 
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                                      ℒ𝛾 ,𝜏
𝛼 ,2𝑓 𝑧 = ℒ𝛾 ,𝜏
𝛼 ,1  ℒ𝛾 ,𝜏
𝛼 ,1𝑓 𝑧  ,  
 
                                    ℒ𝛾 ,𝜏
𝛼 ,𝑛𝑓 𝑧 =  ℒ𝛾 ,𝜏
𝛼 ,1𝑓  ℒ𝛾 ,𝜏
𝛼 ,𝑛−1𝑓 𝑧  .      𝑛 ∈ 𝑁                                                            (1.5) 
If f(z) is given by (1.4) then by (1.5), we get 
                                  ℒ𝛾 ,𝜏
𝛼 ,𝑛𝑓 𝑧 = 𝑧 −   
Γ𝛾  2−𝛼 Γ𝛾  𝑘+1 
Γ𝛾  2 Γ𝛾  𝑘+1−𝛼 
 1 − 𝜏 +  𝑘 𝛾𝜏  
𝛼
 𝑎𝑘  
∞
𝑘=2 𝑧
𝑘 ,                       (1.6) 
where  
                                              𝜇𝑘
𝛼 =  
Γ𝛾 2 − 𝛼 Γ𝛾 𝑘 + 1 
Γ𝛾 2 Γ𝛾 𝑘 + 1 − 𝛼 
 1 − 𝜏 +  𝑘 𝛾𝜏  
𝛼
.                                                         (1.7) 
By (1.6) and (1.7), then we have 
                                  ℒ𝛾 ,𝜏
𝛼 ,𝑛𝑓 𝑧 = 𝑧 −  𝜇𝑘
𝛼  𝑎𝑘  
∞
𝑘=2 𝑧
𝑘 . (1.8) 
Note that, if we put 𝛼 = 0 the operator  ℒ𝛾 ,𝜏
𝛼 ,𝑛 reduces to the operator studied by AL-Oboudi [2] and for 𝛼 = 0, 𝜏 = 1, we get 
the operator introduced by S˘al˘agean [9]. 
Definition 1.1.A function 𝑓 𝑧 ∈ 𝐾and 𝜃 ≥ 0 the 𝜃– neighborhood f is defined as, 
𝑁𝐾,𝜃 𝑓 =   𝑔 𝑧 =  z −    𝑏𝑘  
∞
𝑘=2 𝑧
𝑘 ∈ 𝐾;   𝑘  𝑎𝑘  −  𝑏𝑘   ≤ 𝜃 
∞
𝑘=2  .                                          (1.9) 
In particular, for the function e(z)=z, we see that, 
𝑁𝐾,𝜃 𝑒 =   𝑔 𝑧 =  z −    𝑏𝑘  
∞
𝑘=2 𝑧
𝑘 ∈ 𝐾;   𝑘 𝑏𝑘  ≤ 𝜃 
∞
𝑘=2  .                           (1.10) 
The concept of neighborhoods was investigated by Goodman [4]and then generalized by Ruscheweyh [8] , and studied by 
some authors, A. R. S. Juma and S. R. Kulkarni[5]. 
Definition 1.2. A function f(z)belonging to K is in the classK(α,λ,n,γ,τ,A,B),if it satisfies the following 
1 + 
𝑧  ℒ𝛾 ,𝜏
𝛼+𝜆 ,𝑛𝑓 𝑧  
′′
 ℒ𝛾 ,𝜏
𝛼 ,𝑛𝑓 𝑧  
′
≺
1 + 𝐴𝑧
1 + 𝐵𝑧
 ,                 (−1 ≤ 𝐵 < 𝐴 ≤ 1)                (1.11) 
 and is equivalent to the following condition: 
 
 
𝑧 ℒ𝛾 ,𝜏
𝛼+𝜆 ,𝑛𝑓 𝑧  
′′
 ℒ𝛾 ,𝜏
𝛼 ,𝑛𝑓 𝑧  
′
𝐵
𝑧 ℒ𝛾 ,𝜏
𝛼+𝜆 ,𝑛𝑓 𝑧  
′′
 ℒ𝛾 ,𝜏
𝛼 ,𝑛𝑓 𝑧  
′ + (𝐵 − 𝐴)
 
 
< 1,    𝑍 ∈ 𝑈 . 
 
Then, we can write 
K(α,λ,n,γ,τ,1-2β,-1) =K(α,λ,n,γ,τ,β), 
where K(α,λ,n,γ,τ,β) denoted the class of functions in K satisfying the convex inequality: 
ℜ𝑒  1 + 
𝑧  ℒ𝛾 ,𝜏
𝛼+𝜆 ,𝑛𝑓 𝑧  
′′
 ℒ𝛾 ,𝜏
𝛼 ,𝑛𝑓 𝑧  
′
 >  𝛽,       0 ≤  𝛽 < 1 ; 𝑧 ∈ 𝑈 . 
2. Main results 
An this section, we derive the coefficient inequality for the classK(α,λ,n,γ,τ,A,B). 
Theorem2.1.A function f ∈Kbelong to the class K(α,λ,n,γ,τ,A,B)if and only if 
 𝑘(2𝑘 − 1)𝜇𝑘
𝛼(1 − 𝐵)
∞
𝑘=2
𝜇𝑘
𝜆 +  𝐴 − 𝐵  𝑎𝑘  ≤  𝐴 − 𝐵 ,                                                                           (2.1) 
for 𝛼, 𝜆, 𝑛 ∈ 𝑁0, 𝜏 ≤ 𝑛 + 1, 𝛾 ≥ 0 𝑎𝑛𝑑 − 1 ≤ 𝐵 < 𝐴 ≤ 1. 
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Proof.If   f(z) ∈K(α,λ,n,γ,τ,A,B), then by (1.11), we obtain  
1 + 
𝑧  ℒ𝛾 ,𝜏
𝛼+𝜆 ,𝑛𝑓 𝑧  
′′
 ℒ𝛾 ,𝜏
𝛼 ,𝑛𝑓 𝑧  
′
≺
1 + 𝐴𝑧
1 + 𝐵𝑧
 , 
thus, there exists an analytic function h(z) defined by 
                                                𝑕 𝑧 =
𝑧  ℒ𝛾 ,𝜏
𝛼+𝜆 ,𝑛𝑓 𝑧  
′′
𝐵𝑧  ℒ𝛾 ,𝜏
𝛼+𝜆 ,𝑛𝑓 𝑧  
′′
+  𝐵 − 𝐴  ℒ𝛾 ,𝜏
𝛼 ,𝑛𝑓 𝑧  
′
.                                   (2.2) 
 
Therefore, 
 𝑕 𝑧  =  
𝑧  ℒ𝛾 ,𝜏
𝛼+𝜆 ,𝑛𝑓 𝑧  
′′
𝐵𝑧  ℒ𝛾 ,𝜏
𝛼+𝜆 ,𝑛𝑓 𝑧  
′′
+  𝐵 − 𝐴  ℒ𝛾 ,𝜏
𝛼 ,𝑛𝑓 𝑧  
′
  
 
− 𝑘(𝑘 − 1)∞𝑘=2 𝜇𝑘
𝛼+𝜆  𝑎𝑘  𝑧
𝑘
 𝐵 − 𝐴 𝑧 −  𝑘2∞𝑘=2 𝜇𝑘
𝛼 𝐵𝜇𝑘
𝜆 + (𝐵 − 𝐴)  𝑎𝑘  𝑧𝑘
 < 1. 
Hence, 
 
 𝑘(𝑘 − 1)∞𝑘=2 𝜇𝑘
𝛼+𝜆  𝑎𝑘  𝑧
𝑘
 𝐴 − 𝐵 𝑧 +  𝑘2∞𝑘=2 𝜇𝑘
𝛼 𝐵𝜇𝑘
𝜆 + (𝐵 − 𝐴)  𝑎𝑘  𝑧𝑘
 < 1. 
Thus, we have 
                              ℜ𝑒  
 𝑘(𝑘 − 1)∞𝑘=2 𝜇𝑘
𝛼+𝜆 𝑎𝑘  𝑧
𝑘
 𝐴 − 𝐵 𝑧 +  𝑘2∞𝑘=2 𝜇𝑘
𝛼 𝐵𝜇𝑘
𝜆 + (𝐵 − 𝐴)  𝑎𝑘  𝑧𝑘
 < 1.                                      (2.3) 
Let  𝑧 = 𝑟 𝑎𝑛𝑑 0 < 𝑟 < 1,  since h(z) is analytic function for  𝑧 = 1. Then by (2.3), we obtain 
 
 𝑘(𝑘 − 1)
∞
𝑘=2
𝜇𝑘
𝛼+𝜆  𝑎𝑘  𝑟
𝑘 <  𝐴 − 𝐵 𝑟 +  𝑘2
∞
𝑘=2
𝜇𝑘
𝛼 𝐵𝜇𝑘
𝜆 + (𝐵 − 𝐴)  𝑎𝑘  𝑟
𝑘 , 
implies that 
 𝑘 2𝑘 − 1 
∞
𝑘=2
𝜇𝑘
𝛼   1 − 𝐵 𝜇𝑘
𝜆 +  𝐴 − 𝐵   𝑎𝑘  𝑟
𝑘 ≤  𝐴 − 𝐵 𝑟, 
the required result follows as r→1. 
Conversely, for 𝑧 = 𝑟 𝑎𝑛𝑑 0 < 𝑟 < 1,we get 𝑟𝑘 < 𝑟. That is, 
 𝑘 2𝑘 − 1 
∞
𝑘=2
𝜇𝑘
𝛼   1 − 𝐵 𝜇𝑘
𝜆 +  𝐴 − 𝐵   𝑎𝑘  𝑟
𝑘 ≤  𝑘 2𝑘 − 1 
∞
𝑘=2
𝜇𝑘
𝛼   1 − 𝐵 𝜇𝑘
𝜆 +  𝐴 − 𝐵   𝑎𝑘  𝑟
𝑘 
≤  𝐴 − 𝐵 𝑟. 
By (2.1), we get 
 𝑘(𝑘 − 1)
∞
𝑘=2
𝜇𝑘
𝛼+𝜆 𝑎𝑘  𝑧
𝑘  ≤  𝑘(𝑘 − 1)
∞
𝑘=2
𝜇𝑘
𝛼+𝜆  𝑎𝑘  𝑟
𝑘 
 
<  𝐴 − 𝐵 𝑟 +  𝑘2
∞
𝑘=2
𝜇𝑘
𝛼 𝐵𝜇𝑘
𝜆 + (𝐵 − 𝐴)  𝑎𝑘  𝑟
𝑘 <   𝐴 − 𝐵 𝑧 +  𝑘2
∞
𝑘=2
𝜇𝑘
𝛼 𝐵𝜇𝑘
𝜆 + (𝐵 − 𝐴)  𝑎𝑘  𝑧
𝑘  .  
Then,we obtain 
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1 + 
𝑧  ℒ𝛾 ,𝜏
𝛼+𝜆 ,𝑛𝑓 𝑧  
′′
 ℒ𝛾 ,𝜏
𝛼 ,𝑛𝑓 𝑧  
′
≺
1 + 𝐴𝑧
1 + 𝐵𝑧
 ,   (𝑧 ∈ 𝑈) 
andf(z) ∈K(α,λ,n,γ,τ,A,B). 
Theorem2.2. If  
𝜃 =
𝐴−𝐵
3 
Γ𝛾  2−𝛼 Γ𝛾  𝑘+1 
Γ𝛾  2 Γ𝛾  𝑘+1−𝛼 
 1−𝜏+ 𝑘 𝛾𝜏  
𝛼
  1−𝐵  
Γ𝛾  2−𝛼 Γ𝛾  𝑘+1 
Γ𝛾  2 Γ𝛾  𝑘+1−𝛼 
 1−𝜏+ 𝑘 𝛾𝜏  
𝜆
+(𝐴−𝐵) 
 ,   (2.4) 
then  
K α, λ, n, γ, τ, A, B ⊂ 𝑁𝐾,𝜃 𝑒 . 
Proof. By from (2.1), andf(z) ∈K(α,λ,n,γ,τ,A,B), then  
3𝜇2
𝛼   1 − 𝐵 𝜇2
𝜆 + (𝐴 − 𝐵)  𝑘
∞
𝑘=2
 𝑎𝑘  ≤  𝐴 − 𝐵 . 
Therefore, 
3  
Γ𝛾 2 − 𝛼 Γ𝛾 𝑘 + 1 
Γ𝛾 2 Γ𝛾 𝑘 + 1 − 𝛼 
 1 − 𝜏 +  𝑘 𝛾𝜏  
𝛼
  1 − 𝐵  
Γ𝛾 2 − 𝛼 Γ𝛾 𝑘 + 1 
Γ𝛾 2 Γ𝛾 𝑘 + 1 − 𝛼 
 1 − 𝜏 +  𝑘 𝛾𝜏  
𝜆
+  𝐴 − 𝐵   
×  𝑘∞𝑘=2  𝑎𝑘  ≤  𝐴 − 𝐵 ,         (2.5) 
implies that 
 
 𝑘∞𝑘=2  𝑎𝑘  ≤  
𝐴−𝐵
3 
Γ𝛾  2−𝛼 Γ𝛾  𝑘+1 
Γ𝛾  2 Γ𝛾  𝑘+1−𝛼 
 1−𝜏+ 𝑘 𝛾𝜏  
𝛼
  1−𝐵  
Γ𝛾  2−𝛼 Γ𝛾  𝑘+1 
Γ𝛾  2 Γ𝛾  𝑘+1−𝛼 
 1−𝜏+ 𝑘 𝛾𝜏  
𝜆
+ 𝐴−𝐵  
= 𝜃                     
(2.6) 
From (1.10), we have the following result. 
K α, λ, n, γ, τ, A, B ⊂ 𝑁𝐾,𝜃 𝑒 . 
Definition2.3. Let 𝑔(𝑧) is analytic and defined by 𝑔 𝑧 =  z −    𝑏𝑘  ∞𝑘=2 𝑧𝑘  is said to be a member of the class 
Kc(α,λ,n,γ,τ,A,B) if there exist a function f(z) ∈K(α,λ,n,γ,τ,A,B) such that 
 
𝑔(𝑧)
𝑓(𝑧)
− 1 ≤ 1 − 𝑐,             0 ≤  𝑐 < 1, 𝑧 ∈ 𝑈                                  (2.7) 
Theorem2.4.Iff(z) ∈K(α,λ,n,γ,τ,A,B) and  
c =1 −
3𝜃𝜇 2
𝛼  1−𝐵 𝜇2
𝜆 +(𝐴−𝐵) 
6𝜇2
𝛼  1−𝐵 𝜇2
𝜆 +(𝐴−𝐵) −(𝐴−𝐵)
 ,                                                       (2.8) 
then 𝑁𝐾,𝜃 𝑓 ⊂ K𝑐 α, λ, n, γ, τ, A, B . 
Proof. Let  𝑔 𝑧 ∈ 𝑁𝐾,𝜃 𝑓 . By (1.9), we obtain that 
 𝑘  𝑎𝑘  −  𝑏𝑘   ≤ 𝜃 
∞
𝑘=2
, 
implies that 
   𝑎𝑘  −  𝑏𝑘   ≤
𝜃
2
∞
𝑘=2
. 
 
Since f(z) ∈K(α,λ,n,γ,τ,A,B), by (2.1), we get 
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  𝑎𝑘  
∞
𝑘=2
≤
𝐴 − 𝐵
6𝜇2
𝛼   1 − 𝐵 𝜇2
𝜆 +  𝐴 − 𝐵  
 , 
where  
                                              𝜇𝑘
𝛼 =  
Γ𝛾 2 − 𝛼 Γ𝛾 𝑘 + 1 
Γ𝛾 2 Γ𝛾 𝑘 + 1 − 𝛼 
 1 − 𝜏 +  𝑘 𝛾𝜏  
𝛼
, 
                                              𝜇𝑘
𝜆 =  
Γ𝛾 2 − 𝛼 Γ𝛾 𝑘 + 1 
Γ𝛾 2 Γ𝛾 𝑘 + 1 − 𝛼 
 1 − 𝜏 +  𝑘 𝛾𝜏  
𝜆
, 
thus 
 
𝑔(𝑧)
𝑓(𝑧)
− 1 =   
   𝑎𝑘  −  𝑏𝑘   𝑧
𝑘∞
𝑘=2
𝑧 −   𝑎𝑘  𝑧𝑘
∞
𝑘=2
 <
   𝑎𝑘  −  𝑏𝑘   
∞
𝑘=2
1 −   𝑎𝑘  
∞
𝑘=2
 
 
≤ 𝜃 
3𝜇2
𝛼   1 − 𝐵 𝜇2
𝜆 +  𝐴 − 𝐵  
6𝜇2
𝛼   1 − 𝐵 𝜇2
𝜆 +  𝐴 − 𝐵  −  𝐴 − 𝐵 
= 1 − 𝑐. 
Hence, be Definition 2.3., 𝑔 𝑧 ∈  K𝑐(α, λ, n, γ, τ, A, B) for all c from (2.8). 
3. Hadamard product  properties 
In this section we give some properties of the convolution belongs isthe concept. 
Theorem3.1.Let the functions fj (j=1,2) defined by 
𝑓𝑗  𝑧 = 𝑧 −   𝑎𝑘,𝑗  
∞
𝑘=2 𝑧
𝑘 ,  𝑗 = 1,2 .                                      (3.1) 
 
Then𝑓1 ∗ 𝑓2 ∈  K α, λ, n, γ, τ, A, σ ,where 
𝜎 ≤
𝐴𝑘 2𝑘 − 1 𝜇𝑘
𝛼   1 − 𝐵 𝜇𝑘
𝜆 +  𝐴 − 𝐵  
2
−  𝐴 − 𝐵 2 𝐴 + 𝜇𝑘
𝜆 
𝑘 2𝑘 − 1 𝜇𝑘
𝛼   1 − 𝐵 𝜇𝑘
𝜆 +  𝐴 − 𝐵  
2
−  𝐴 − 𝐵 2 1 + 𝜇𝑘
𝜆 
. 
Proof. First, we find the largest 𝜎so that 
 
𝑘(2𝑘 − 1)𝜇𝑘
𝛼   1 − 𝜎 𝜇𝑘
𝜆 +  𝐴 − 𝜎  
𝐴 − 𝜎
∞
𝑘=2
 𝑎𝑘 ,1  𝑎𝑘 ,2 ≤ 1. 
Since 𝑓𝑗 (𝑧)∈K(α,λ,n,γ,τ,A,B), we get  
 
𝑘(2𝑘 − 1)𝜇𝑘
𝛼   1 − 𝐵 𝜇𝑘
𝜆 +  𝐴 − 𝐵  
𝐴 − 𝐵
∞
𝑘=2
 𝑎𝑘,𝐽  ≤ 1.      𝑗 = 1,2                                  (3.2) 
By Cauchy – Schwarz inequality, we have 
 
𝑘(2𝑘 − 1)𝜇𝑘
𝛼   1 − 𝐵 𝜇𝑘
𝜆 +  𝐴 − 𝐵  
𝐴 − 𝐵
∞
𝑘=2
  𝑎𝑘 ,1  𝑎𝑘,2 ≤ 1.                                          (3.3) 
We show that, 
 
𝑘(2𝑘−1)𝜇𝑘
𝛼  1−𝜎 𝜇𝑘
𝜆 + 𝐴−𝜎  
𝐴−𝜎
 𝑎𝑘 ,1  𝑎𝑘 ,2 ≤
𝑘 2𝑘−1 𝜇𝑘
𝛼  1−𝐵 𝜇𝑘
𝜆 + 𝐴−𝐵  
𝐴−𝐵
  𝑎𝑘 ,1  𝑎𝑘,2 . 
 
Thus,implies that 
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  𝑎𝑘 ,1  𝑎𝑘 ,2  ≤
 𝐴 − 𝜎   1 − 𝐵 𝜇𝑘
𝜆 +  𝐴 − 𝐵  
 𝐴 − 𝐵   1 − 𝜎 𝜇𝑘
𝜆 +  𝐴 − 𝜎  
 . 
By (3.3), we get 
  𝑎𝑘 ,1  𝑎𝑘 ,2  ≤
𝐴 − 𝐵
𝑘 2𝑘 − 1 𝜇𝑘
𝛼   1 − 𝐵 𝜇𝑘
𝜆 +  𝐴 − 𝐵  
 . 
Hence,  
𝐴 − 𝐵
𝑘 2𝑘 − 1 𝜇𝑘
𝛼   1 − 𝐵 𝜇𝑘
𝜆 +  𝐴 − 𝐵  
 ≤  
 𝐴 − 𝜎   1 − 𝐵 𝜇𝑘
𝜆 +  𝐴 − 𝐵  
 𝐴 − 𝐵   1 − 𝜎 𝜇𝑘
𝜆 +  𝐴 − 𝜎  
 , 
this equivalently to 
𝜎 ≤
𝐴𝑘 2𝑘 − 1 𝜇𝑘
𝛼   1 − 𝐵 𝜇𝑘
𝜆 +  𝐴 − 𝐵  
2
−  𝐴 − 𝐵 2 𝐴 + 𝜇𝑘
𝜆 
𝑘 2𝑘 − 1 𝜇𝑘
𝛼   1 − 𝐵 𝜇𝑘
𝜆 +  𝐴 − 𝐵  
2
−  𝐴 − 𝐵 2 1 + 𝜇𝑘
𝜆 
 . 
Theorem3.2. Let the functions fj (j=1, 2) defined by (3.1) be in the classK α, λ, n, γ, τ, A, B .Then the function p defined 
by 
𝑝 𝑧 = 𝑧 −    𝑎𝑘 ,1 
2
+  𝑎𝑘,2 
2
 ∞𝑘=2 𝑧
𝑘 ,(3.4) 
belong to the class K α, λ, n, γ, τ, A, ϵ , where 
𝜖 ≤
𝑘 2𝑘 − 1 𝜇𝑘
𝛼   1 − 𝐵 𝜇𝑘
𝜆 +  𝐴 − 𝐵  
2
− 2𝜇𝑘
𝜆 𝐴 − 𝐵 2−2 𝐴 − 𝐵 2
𝐴𝑘 2𝑘 − 1 𝜇𝑘
𝛼   1 − 𝐵 𝜇𝑘
𝜆 +  𝐴 − 𝐵  
2
+ 2𝐴 𝐴 − 𝐵 2+ 2𝜇𝑘
𝜆 𝐴 − 𝐵 2
 . 
Proof.First, we find the largest 𝜖 so that 
 
𝑘(2𝑘 − 1)𝜇𝑘
𝛼   1 − 𝜖 𝜇𝑘
𝜆 +  𝐴 − 𝜖  
𝐴 − 𝜖
∞
𝑘=2
  𝑎𝑘 ,1 
2
+ 𝑎𝑘 ,2 
2
 ≤ 1. 
Since 𝑓𝑗 (𝑧)∈K(α,λ,n,γ,τ,A,B), we have 
  
𝑘(2𝑘 − 1)𝜇𝑘
𝛼   1 − 𝐵 𝜇𝑘
𝜆 +  𝐴 − 𝐵  
𝐴 − 𝐵
 
2
 𝑎𝑘 ,2 
2
≤
∞
𝑘=2
  
𝑘(2𝑘 − 1)𝜇𝑘
𝛼   1 − 𝐵 𝜇𝑘
𝜆 +  𝐴 − 𝐵  
𝐴 − 𝐵
∞
𝑘=2
 𝑎𝑘 ,1 
2
 
2
≤ 1,          (3.5) 
and 
  
𝑘(2𝑘 − 1)𝜇𝑘
𝛼   1 − 𝐵 𝜇𝑘
𝜆 +  𝐴 − 𝐵  
𝐴 − 𝐵
 
2
 𝑎𝑘 ,2 
2
≤
∞
𝑘=2
  
𝑘(2𝑘 − 1)𝜇𝑘
𝛼   1 − 𝐵 𝜇𝑘
𝜆 +  𝐴 − 𝐵  
𝐴 − 𝐵
∞
𝑘=2
 𝑎𝑘 ,2  
2
≤ 1.            (3.6) 
Thus, by (3.5) and (3.6), we give 
 
1
2
 
𝑘(2𝑘 − 1)𝜇𝑘
𝛼   1 − 𝐵 𝜇𝑘
𝜆 +  𝐴 − 𝐵  
𝐴 − 𝐵
 
2
  𝑎𝑘 ,1 
2
+  𝑎𝑘 ,2 
2
 ≤
∞
𝑘=2
 1.                                            (3.7) 
 
But p z ∈  K α, λ, n, γ, τ, A, ϵ if and only if 
  
𝑘(2𝑘 − 1)𝜇𝑘
𝛼   1 − 𝜖 𝜇𝑘
𝜆 +  𝐴 − 𝜖  
𝐴 − 𝜖
   𝑎𝑘 ,1 
2
+  𝑎𝑘 ,2 
2
 ≤ 1.                                                    (3.8)
∞
𝑘=2
 
 
By (3.8), satisfies the following inequality 
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𝑘(2𝑘 − 1)𝜇𝑘
𝛼   1 − 𝜖 𝜇𝑘
𝜆 +  𝐴 − 𝜖  
𝐴 − 𝜖
≤  
𝑘 2𝑘 − 1 𝜇𝑘
𝛼   1 − 𝐵 𝜇𝑘
𝜆 +  𝐴 − 𝐵  
2
2 𝐴 − 𝐵 2
.                            (3.9)  
Hence, 
𝜖 ≤
𝑘 2𝑘 − 1 𝜇𝑘
𝛼   1 − 𝐵 𝜇𝑘
𝜆 +  𝐴 − 𝐵  
2
− 2𝜇𝑘
𝜆 𝐴 − 𝐵 2−2 𝐴 − 𝐵 2
𝐴𝑘 2𝑘 − 1 𝜇𝑘
𝛼   1 − 𝐵 𝜇𝑘
𝜆 +  𝐴 − 𝐵  
2
+ 2𝐴 𝐴 − 𝐵 2+ 2𝜇𝑘
𝜆 𝐴 − 𝐵 2
 . 
4. Integral Mean Inequalities 
In this section we study the integral meaninequalityby introduce the following definition. 
Definition4.1.[10]: The fractional integral of order s (s>0) is defined for a function f by: 
 
𝐷𝑧
−𝑠𝑓 𝑧 =  
1
Γ(𝑠)
 
𝑓(𝑡)
 𝑧 − 𝑡 1−𝑠
𝑧
0
𝑑𝑡, 
where the function f is an analytic in a simply connected region of the complex z-plane containing the origin, and 
multiplicity of 𝑧 − 𝑡  1−𝑠 is removed by requiring log(z-t) to be real, when (z-t) > 0. 
 
In 1925, Littlewood [6] proved the following subordination theorem:- 
 
 
Theorem 4.2. (Littlewood [6]): If f and 𝑔are analytic in U with f ≺𝑔 , then for η> 0 
and  𝑧 = 𝑟 𝑒 𝑖𝜃  0 < 𝑟  < 1  
  𝑓 (𝑧 ) 𝜂
2𝜋
0
𝑑𝜃  ≤    𝑔 𝑧   𝜂
2𝜋
0
𝑑𝜃 . 
Theorem 4.3.  Let f(z) ∈K(α,λ,n,γ,τ,A,B)and suppose that fk is defined by 
 
                           𝑓 𝑘   𝑧  = 𝑧 −
𝐴 − 𝐵
𝑘  2𝑘 − 1 𝜇 𝑘
𝛼   1 − 𝐵 𝜇 𝑘
𝜆 +  𝐴 − 𝐵  
𝑧 𝑘 ,    𝑘 ≥ 2                                (4.1)  
and, we let 
  𝑖 − 𝜈  𝜈 +1 𝑎 𝑖  ≤ 
∞
𝑘 =2
 𝐴 − 𝐵 Γ(𝑘 + 1)Γ(s + ν + 3) 
𝑘  2𝑘 − 1 𝜇 𝑘
𝛼   1 − 𝐵 𝜇 𝑘
𝜆 +  𝐴 − 𝐵  Γ(𝑘 + 𝑠 + 𝜈 + 1)Γ(2 − ν)
 ,                (4.2)  
for 0 ≤ 𝜈 ≤ 𝑖 , 𝑠 > 0, 𝑤𝑕 𝑒𝑟𝑒  (𝑖 − 𝜈 )𝜈 +1 defined by  
(𝑖 − 𝜈 )𝜈 +1 =   𝑖 − 𝜈   𝑖 − 𝜈 + 1 … 𝑖 , 
thus,if there exists an analytic function q defined by 
 𝑞 (𝑧 ) 𝑘 −1 =
𝑘 (2𝑘 −1)𝜇 𝑘
𝛼   1−𝐵 𝜇 𝑘
𝜆 + 𝐴−𝐵  Γ(𝑘 +𝑠 +𝜈 +1)
 𝐴−𝐵 Γ(𝑘 +1)
 ×   𝑖 − 𝜈  𝜈 +1𝐻(𝑖
∞
𝑖 =2 ) 𝑎 𝑖  𝑧
𝑖 −1,                          (4.3) 
where 𝑖 ≥  𝜈  𝑎𝑛𝑑  
                                                         𝐻 𝑖  =
Γ(𝑖 − ν) 
Γ(𝑖 + 𝑠 + 𝜈 + 1)
 ,  𝑠  > 0, 𝑖 ≥ 2                                     (4.4) 
then, for 𝑧 = 𝑟 𝑒 𝑖𝜃  𝑎𝑛 𝑑   0 < 𝑟  < 1  
  𝐷𝑧
−𝑠 −𝜈 𝑓 (𝑧 ) 
𝜂
2𝜋
0
𝑑𝜃  ≤    𝐷𝑧
−𝑠 −𝜈 𝑓 𝑘  𝑧   
𝜂
2𝜋
0
𝑑𝜃 .  𝑠 > 0, 𝜂 > 0                             (4.5) 
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Proof. Let𝑓 (𝑧 ) = 𝑧 −   𝑎 𝑖  ∞𝑖 =2 𝑧
𝑖 . By Definition 4.1, we have 
𝐷𝑧
−𝑠 −𝜈 𝑓  𝑧  =  
Γ(2)𝑧 𝑠 +𝜈 +1
Γ(𝑠 + 𝜈 + 2)
 1 −  
Γ(𝑖 − 1)Γ(𝑠 + 𝜈 + 2)
Γ(2)Γ(𝑖 + 𝑠 + 𝜈 + 1)
∞
𝑖 =2
 𝑎 𝑖  𝑧
𝑖 −1  
=  
Γ(2)𝑧 𝑠 +𝜈 +1
Γ(𝑠 + 𝜈 + 2)
 1 −  
Γ 𝑠 + 𝜈 + 2 
Γ 2 
∞
𝑖 =2
 𝑖 − 𝜈  𝜈 +1𝐻(𝑖 ) 𝑎 𝑖  𝑧
𝑖 −1 , 
where 
  𝐻 𝑖  =
Γ 𝑖 − ν 
Γ 𝑖 + 𝑠 + 𝜈 + 1 
 ,  𝑠  > 0, 𝑖 ≥ 2  
we get 
0 < 𝐻 𝑖  ≤ 𝐻 2 =
Γ 2 − ν 
Γ 𝑠 + 𝜈 + 3 
 . 
By (4.1) and Definition 4.1., we have 
𝐷𝑧
−𝑠 −𝜈 𝑓  𝑧  =  
Γ(2)𝑧 𝑠 +𝜈 +1
Γ(𝑠 + 𝜈 + 2)
 1 −
(A − B)Γ(𝑘 + 1)Γ(𝑠 + 𝜈 + 2)
𝑘 (2𝑘 − 1)𝜇 𝑘
𝛼   1 − 𝐵 𝜇 𝑘
𝜆 +  𝐴 − 𝐵  Γ(𝑖 + 𝑠 + 𝜈 + 1)
𝑧 𝑘 −1 , 
 
therefore, we show that 
  1 −  
Γ 𝑠 + 𝜈 + 2 
Γ 2 
∞
𝑖 =2
 𝑖 − 𝜈  𝜈 +1𝐻 𝑖   𝑎 𝑖  𝑧
𝑖 −1 
2𝜋
0
𝑑𝜑  
 ≤    1 −
 A − B Γ 𝑘 + 1 Γ 𝑠 + 𝜈 + 2 
𝑘  2𝑘 − 1 𝜇 𝑘
𝛼   1 − 𝐵 𝜇 𝑘
𝜆 +  𝐴 − 𝐵  Γ 2 Γ 𝑖 + 𝑠 + 𝜈 + 1 
𝑧 𝑘 −1 
2𝜋
0
𝑑𝜑 . 
 
in virtue of Theorem 4.2, we have 
1 −  
Γ 𝑠 + 𝜈 + 2 
Γ 2 
∞
𝑖 =2
 𝑖 − 𝜈  𝜈 +1𝐻 𝑖   𝑎 𝑖  𝑧
𝑖 −1 
< 1 −
 A − B Γ 𝑘 + 1 Γ 𝑠 + 𝜈 + 2 
𝑘  2𝑘 − 1 𝜇 𝑘
𝛼   1 − 𝐵 𝜇 𝑘
𝜆 +  𝐴 − 𝐵  Γ 2 Γ 𝑖 + 𝑠 + 𝜈 + 1 
𝑧 𝑘 −1 . 
Hence, 
1 −  
Γ 𝑠 + 𝜈 + 2 
Γ 2 
∞
𝑖 =2
 𝑖 − 𝜈  𝜈 +1𝐻 𝑖   𝑎 𝑖  𝑧
𝑖 −1 
 
= 1 −
 A − B Γ 𝑘 + 1 Γ 𝑠 + 𝜈 + 2 
𝑘  2𝑘 − 1 𝜇 𝑘
𝛼   1 − 𝐵 𝜇 𝑘
𝜆 +  𝐴 − 𝐵  Γ 2 Γ 𝑖 + 𝑠 + 𝜈 + 1 
(𝑞 (𝑧 ))𝑘 −1 , 
such that 
 𝑞 (𝑧 ) 𝑘 −1 =
𝑘 (2𝑘 − 1)𝜇 𝑘
𝛼   1 − 𝐵 𝜇 𝑘
𝜆 +  𝐴 − 𝐵  Γ(𝑘 + 𝑠 + 𝜈 + 1)
 𝐴 − 𝐵 Γ(𝑘 + 1)
 ×   𝑖 − 𝜈  𝜈 +1𝐻(𝑖
∞
𝑖 =2
) 𝑎 𝑖  𝑧
𝑖 −1 
q(0) = 0 ,then we obtain 
 
 𝑞 (𝑧 ) 𝑘 −1 ≤
𝑘 (2𝑘 − 1)𝜇 𝑘
𝛼   1 − 𝐵 𝜇 𝑘
𝜆 +  𝐴 − 𝐵  Γ(𝑘 + 𝑠 + 𝜈 + 1)
 𝐴 − 𝐵 Γ(𝑘 + 1)
 ×   𝑖 − 𝜈  𝜈 +1𝐻(𝑖
∞
𝑖 =2
) 𝑎 𝑖   𝑧  
𝑖 −1 
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≤
𝑘  2𝑘 − 1 𝜇 𝑘
𝛼   1 − 𝐵 𝜇 𝑘
𝜆 +  𝐴 − 𝐵  Γ 𝑘 + 𝑠 + 𝜈 + 1 
 𝐴 − 𝐵 Γ 𝑘 + 1 
 × 𝐻(2) 𝑧    𝑖 − 𝜈  𝜈 +1
∞
𝑖 =2
 𝑎 𝑖   
 
=  𝑧  
𝑘  2𝑘 − 1 𝜇 𝑘
𝛼   1 − 𝐵 𝜇 𝑘
𝜆 +  𝐴 − 𝐵  Γ 𝑘 + 𝑠 + 𝜈 + 1 
 𝐴 − 𝐵 Γ 𝑠 + 𝜈 + 3 Γ 𝑘 + 1 
 
 
× Γ 2 − 𝜈    𝑖 − 𝜈  𝜈 +1
∞
𝑖 =2
 𝑎 𝑖  ≤  𝑧  < 1. 
 
If  𝜈 = 0, in the Theorem 4.3, we get the following corollary: 
Corollary4.4. Let the functions f(z) in the class ∈ K α, λ, n, γ, τ, A, B , and suppose that fk is defined by (4.1), and let 
 𝑖  𝑎 𝑖  
∞
𝑖 =2
≤
 𝐴 − 𝐵 Γ 𝑘 + 1 Γ 𝑠 + 3 
𝑘  2𝑘 − 1 𝜇 𝑘
𝛼   1 − 𝐵 𝜇 𝑘
𝜆 +  𝐴 − 𝐵  Γ 2 Γ 𝑘 + 𝑠 + 1 
 , 𝑘 ≥ 2 
if q defined by 
 𝑞 (𝑧 ) 𝑘 −1 =
𝑘 (2𝑘 − 1)𝜇 𝑘
𝛼   1 − 𝐵 𝜇 𝑘
𝜆 +  𝐴 − 𝐵  Γ(𝑘 + 𝑠 + 1)
 𝐴 − 𝐵 Γ(𝑘 + 1)
 ×  𝑖𝐻 (𝑖
∞
𝑖 =2
) 𝑎 𝑖  𝑧
𝑖 −1 , 
where 
𝐻 𝑖  =
Γ 𝑖  
Γ 𝑖 + 𝑠 + 1 
 ,  𝑠  > 0, 𝑖 ≥ 2  
for 𝑧 = 𝑟 𝑒 𝑖𝜃  𝑎𝑛𝑑   0 < 𝑟  < 1  
  𝐷𝑧
−𝑠 𝑓 (𝑧 ) 
𝜂
2𝜋
0
𝑑𝜑  ≤    𝐷𝑧
−𝑠 𝑓 𝑘  𝑧   
𝜂
2𝜋
0
𝑑𝜑 .      𝑠 > 0, 𝜂 > 0  
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