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ABSTRACT
A discrete event system (DES) is a dynamic system that evolves in accordance
with the abrupt occurrence, at possibly unknown and irregular intervals, of
physical events. Such systems arise in a variety of contexts, such as energy
distribution networks, computer and communication networks, automated
manufacturing systems, air traffic control systems, highly integrated com-
mand, control, communication, and information (C3I) systems, advanced
monitoring and control systems in automobiles or large buildings, intelligent
transportation systems, and distributed software systems. Petri net models
are widely used for modeling such systems, and consist of two key compo-
nents: places (which typically model buffers that store system resources) and
transitions (which typically model activities that move and process resources
across places in the system). Sensors in Petri nets come in two major types:
place sensors (i.e., sensors that indicate the number of resources in a partic-
ular place, e.g., vision sensors) and transition sensors (i.e., sensors that can
detect whether a transition in a given subset of transitions has occurred, e.g.,
motion sensors).
In this dissertation, we focus on two sensor related problems in discrete
event systems modeled by Petri nets:
(i) State estimation. When only transition sensors are available, sensor
information can be very limited because there can be uncertainty due
to unobservable events or events that generate the same sensor infor-
mation. As a result, multiple states could be possible given sensing
information, and we show in this dissertation that the number of pos-
sible states can grow at most polynomially (but not exponentially) as
a function of the length of the observation sequence. These polyno-
mial bounds can guide the design of systems, especially when trying to
configure the sensors in order to reduce the uncertainty introduced in
the state estimation stage. The polynomial bounds can also be used in
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analyzing algorithms in the context of state estimation, fault diagnosis,
supervisory control, and even reachability checking.
(ii) Sensor selection. If there are only transition sensors with uncertainty,
the system state is usually not unique. If we have the freedom to config-
ure sensors (e.g., when we design the system), we might want to add a
minimal number of sensors to ensure that the current system state can
be uniquely reconstructed based on the system model and the initial
state. The design consideration is motivated by supervisory control ap-
plications, interface design for safety critical systems, and certain fault
detection and correction settings. In its most general form, this type of
sensor selection problem can involve both place sensors and transition
sensors. We study how to choose a minimum number of place sensors
and transition sensors (or a set of place sensors and transition sensors
of minimal cost) while ensuring that the system state can be deter-
mined uniquely given sensing information and knowledge of the system
model; this property is called structural observability. We show that
the general sensor selection problem is computationally hard. If we are
given a fixed set of transition sensors and are interested in selecting
place sensors from a given set to achieve structural observability, the
problem can be solved optimally by linear integer programming solvers,
or suboptimally by heuristic methods we propose. On the other hand,
if we have a fixed set of place sensors and then select transition sensors,
the problem is solvable with complexity that is polynomial in the num-
ber of places and transitions. Among other potential applications, the
heuristic methods we propose have implications for sensor selection to
achieve immediate diagnosis of faults, reduct calculation in rough set
theory, and approximating solutions for other NP-complete problems.
iii
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CHAPTER 1
INTRODUCTION
Over the past few decades, the rapid evolution of computing, communication,
and sensor technologies has brought about the proliferation of “new” dynamic
systems, mostly artificially constructed and often highly complex, such as
energy distribution networks, computer and communication networks, auto-
mated manufacturing systems, air traffic control systems, highly integrated
command, control, communication, and information (C3I) systems, advanced
monitoring and control systems in automobiles or large buildings, intelligent
transportation systems, distributed software systems, and so forth [1]. In
such man-made systems, most activities are governed by operational rules,
and their dynamics are therefore characterized by occurrences of discrete
events, some of which can be observed by sensors (e.g., vision sensors, mo-
tion sensors, radar) and some of which are unobservable (e.g., no sensor exists
for such events given current sensor availability). In addition, some of these
events can be controlled by human operators (e.g., the turning of a switch, or
the sending of a packet) and some of them cannot be controlled (e.g., events
in chemical reactions which are mostly uncontrollable, or actuator failures).
The term discrete event systems (DESs) captures dynamic systems that
evolve in accordance with the abrupt occurrence, at possibly unknown and
irregular intervals, of physical events [2]. Besides the systems mentioned
above, for many applications of interest (e.g., supervisory control and fault
diagnosis), many other complex systems with both discrete and continuous
dynamics1 can also be abstracted as discrete event systems at a higher level.
In the study of DESs, there are three levels of abstraction based on the
features of events (for a more detailed discussion, refer to [1]):
• Untimed (or logical): at this level, one only cares about the relative
ordering of event occurrences.
1Note that such complex systems could also be modeled as switched systems or hybrid
systems, and then be analyzed using corresponding techniques.
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• Timed: at this level, one cares about both the relative ordering of event
occurrences and the exact times at which these events occur.
• Stochastic: at this level, one cares not only about the exact times
and relative ordering of event occurrences, but also about statistical
information regarding successive occurrences of events.
The choice of the appropriate level of abstraction typically depends on the
objective of system analysis. For example, if one is interested in how long it
will take for the system to reach a certain state, then one needs to consider
the timed level of abstraction; if one is interested in the average number of
parts in an input conveyor, then one needs to consider the stochastic level of
abstraction. In this dissertation, we study problems related to the following
questions:
• What are possible system states given a sequence of observation?
• How can we configure sensors such that the system state can be recon-
structed?
• Is a specific state reachable or not in a given DES?
Since these problems do not require information regarding the exact times
at which events occur (not to mention stochastic information), we focus on
the untimed level of abstraction of DESs. Two types of models are particu-
larly suitable: automata [3] (or equivalently, finite state machines) and Petri
nets [4,5]. Automata are intuitive and easy to analyze in the finite state case,
but they lack structure and thus may lead to very large state spaces when
modeling complex systems. Compared to automata, Petri nets have certain
advantages, such as a higher language complexity, a compact, structural,
and graphical description of the state space, and the ability to synthesize in
a modular way [6].
Given a discrete event system (e.g., a robotic manufacturing cell consisting
of an input conveyor, an output conveyor, a robot, and a milling machine,
as shown in Fig. 1.1) configured with various kinds of sensors (e.g., motion
sensors or vision sensors), we could perform system analysis and/or synthesis
based on sensing information by feeding the information about the observed
events into a Petri net model, and by analyzing the compatibility of sens-
ing information against the known model (e.g., to estimate possible system
2
Dynamic System
Sensor (Networks) Model-based Approach
Monitoring & 
Diagnosis
Control Synthesis
Model
Event detected
Figure 1.1: Model-based approach to system analysis and synthesis.
states, to diagnose faulty behaviors in the system, or to synthesize control
policies to enforce certain specifications). After controller synthesis, the con-
trol policies can be implemented via programmable logic controllers (PLC).
The overall architecture is shown in Fig. 1.1.
In this dissertation, we focus on two sensor related problems in discrete
event systems modeled by Petri nets: (i) state estimation, and (ii) sensor
selection. We first clarify the nature of sensors we consider. As we will see in
Chapter 2, there are two key components in Petri nets: places and transitions
(refer to Definition 2.1). For example, in the robotic manufacturing cell in
Fig. 1.1, places can model the input conveyor, and they can hold workpieces
(called tokens in Petri nets); transitions on the other hand can be used to
model activities such as the robot moving a workpiece from the input con-
veyor to the machine input buffer. As a result, sensors in Petri nets can be
classified into two major types: place sensors (i.e., sensors that can monitor
the number of tokens in a particular place, e.g., vision sensors) and transition
sensors (i.e., sensors that can detect whether a transition in a given subset
of transitions has occurred, e.g., motion sensors).
In Chapter 3, we consider the state estimation problem, assuming the
absence of place sensors. Uncertainty arises due to unobservable events or
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events that generate the same sensor information; one motivational problem
is fault diagnosis as usually there is limited information available from sen-
sors and multiple states might be possible given a sequence of observations.
In this dissertation, we study how the number of states changes when more
observations become available, especially the problem of bounding the num-
ber of possible system states. We show that, under reasonable assumptions,
the number of possible system states grows polynomially (but not exponen-
tially) with the length of the observation sequence [7, 8]. The polynomial
bounds we obtain can guide the design of systems, especially when trying
to configure the sensors in order to reduce the uncertainty introduced in the
state estimation stage. The polynomial bounds can also be used to analyze
the computational complexity for least-cost firing sequence estimation [9],
fault diagnosis [10,11], supervisor synthesis to enforce an arbitrary finite set
of forbidden states [12, 13], and reachability checking for certain classes of
Petri nets [14].
If there are only transition sensors with uncertainty, the system state is
usually not unique. When we have the freedom to configure sensors (e.g.,
when we design the system), we might want to add a minimal number of
sensors (or a set of sensors of minimal cost) to ensure that the system state
can be uniquely reconstructed based on the system model and the initial
state. The resulting sensor selection problem is studied in Chapter 4 and
is motivated by the necessity to know precisely the current system state,
which is a typical requirement in supervisory control, interface design for
safety critical systems, and certain fault detection and correction settings.
In the sensor selection problem, both place and transition sensors may be
available, and we study how to choose a minimum number of place sensors
and/or transition sensors (or more generally, a set of place sensors and tran-
sition sensors of minimal cost) so that the system state can be determined
uniquely given the sensor information and the system model; this property
is called structural observability (refer to Definition 4.1). To gain a better
understanding about the general sensor selection problem, we have studied
two subproblems: the optimal place sensor selection (OPSS) problem which
fixes transition sensors, and the optimal transition sensor selection (OTSS)
problem which fixes place sensors [15–17]. We first establish that the OPSS
problem is computationally hard by showing that the corresponding deci-
sion problem is NP-complete via a polynomial reduction from the decision
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version of the minimum vertex cover problem (refer to Problem 2.1) to this
decision problem. We also show that the OPSS problem can be reduced with
polynomial complexity to the binary integer programming problem (refer to
Problem 2.2), which can be solved optimally using existing binary integer
programming solvers (at least for small problem instances). As an alter-
native to the binary integer programming-based approach, we also propose
four approximation algorithms to approach the optimal solution. Unlike the
OPSS problem, the OTSS problem can be solved efficiently in time that is
polynomial in the number of places and transitions. Sensor selection prob-
lems (with constraints on the way transitions might share sensors) are also
considered [18]. The heuristic methods that we propose have potential ap-
plications in sensor selection to achieve immediate diagnosis of faults [19],
reduct calculation in rough set theory [20], and also approximating solutions
to other NP-complete problems (e.g., the minimum vertex cover problem).
The dissertation is organized as follows. In Chapter 2, basic concepts and
notation used throughout the dissertation are reviewed, and partially con-
trolled and partially observed Petri nets are introduced as a generalization of
labeled Petri nets and partially observed Petri nets. State estimation is dis-
cussed in detail in Chapter 3 and the sensor selection problem is formulated
and addressed in Chapter 4. The methods introduced in Chapters 3 and 4
are applied to some practical problems in Chapter 5. Chapter 6 concludes
the dissertation and points out interesting future directions.
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CHAPTER 2
PRELIMINARIES
In this chapter, we review basic concepts and notation about Petri nets [4,5],
introduce partially observed and partially controlled Petri nets, and provide
some pertinent discussions on computational complexity and NP-complete
problems [21].
2.1 Petri Nets
In this section, we review basic definitions of Petri nets. For more details,
refer to [4, 5].
Definition 2.1 A Petri net structure is a 4-tuple N = (P, T, F,W ), where
• P = {p1, p2, . . . , pn} is a finite set of n places;
• T = {t1, t2, . . . , tm} is a finite set of m transitions;
• F ⊆ (P × T ) ∪ (T × P ) is a set of arcs;
• W : F → N is a weight function, whereN is the set of positive integers;
• P ∩ T = ∅ and P ∪ T 6= ∅.
The set of all input places of a transition t ∈ T is defined as •t = {p ∈
P | (p, t) ∈ F}, and the set of all output places of a transition t ∈ T is
defined as t• = {p ∈ P | (t, p) ∈ F}. Similarly, the set of all input transitions
of a place p ∈ P is defined as •p = {t ∈ T | (t, p) ∈ F}, and the set of all
output transitions of a place p ∈ P is defined as p• = {t ∈ T | (p, t) ∈ F}. A
transition is a source transition if •t = ∅.
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The incidence matrix D is the n×m matrix with D(i, j) = −W (pi, tj) +
W (tj, pi).
1 We use D(:, t) to denote the column of D that corresponds to
transition t, and D(p, :) to denote the row of D that corresponds to place p.
Definition 2.2 A solution to the equation DX = 0n, where X is a nonzero
vector with nonnegative integer entries, is called a transition invariant .
A marking is a function M : P → N0 that assigns to each place a nonneg-
ative integer number of tokens, where N0 is the set of nonnegative integers.
We denote by M(p) the number of tokens in place p.
Definition 2.3 A Petri net G = 〈N,M0〉 is a Petri net structure N with an
initial marking M0.
Remark 2.1 In this dissertation, a Petri net may refer to a Petri net struc-
ture or a Petri net; the meaning will be clear from the context. 
A transition t is said to be state-enabled (or enabled if control is not taken
into account) at marking M if each input place p of t is marked with at least
W (p, t) tokens, i.e., ∀p ∈ •t, M(p) ≥ W (p, t). We use M [t〉 to denote the
fact that t is state-enabled at marking M . Note that source transitions are
always state-enabled. A state-enabled transition t may fire; its firing removes
W (p, t) tokens from each input place p of t, and adds W (t, p′) tokens to each
output place p′ of t, resulting in a markingM ′; this is denoted byM [t〉M ′. In
this dissertation, we assume that only one transition can fire at any instant.
A (possibly empty) k-length firing sequence from markingM is a sequence
of transitions S = ts1ts2 · · · tsk , tsi ∈ T , such thatM [ts1〉M1[ts2〉M2 · · · [tsk〉M
′;
this is denoted byM [S〉M ′, and we say S is state-enabled at markingM (de-
noted by M [S〉). Given a firing sequence S, the firing vector σ is the m× 1
vector with its ith entry being the number of times transition ti appears in
S. Using firing vector σ, the marking M ′ can also be obtained using the
following state equation:
M ′ =M +Dσ . (2.1)
A marking M ′ is reachable from M if there exists a firing sequence S such
that M [S〉M ′. Given a Petri net, the set of all reachable markings from M0
1Note that if W (pi, tj) or W (tj , pi) is not defined for a specific place pi and transition
tj , it is taken to be 0.
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t1
t2
Figure 2.1: Simple Petri net.
is called the reachability set and is denoted by R(G,M0). If ∀p ∈ P and
∀M ∈ R(G,M0), M(p) ≤ K for some positive integer K, then we say the
Petri net is K-bounded (or simply, bounded). A Petri net is said to be safe if
it is 1-bounded. A Petri net is said to be structurally bounded if it is bounded
for any finite initial markingM0. Structural boundedness is characterized by
the following lemma [5].
Lemma 2.1 A Petri net G with incidence matrix D is structurally bounded
if and only if there exists an n-dimensional vector y with strictly positive
integer entries such that yTD ≤ 0Tm, where y
T denotes the transpose of y,
0m denotes an m-dimensional column vector with all entries being 0, and the
inequality is taken elementwise.
In this dissertation, we also need the concept of the acyclic Petri net.
Definition 2.4 A Petri net is acyclic if it has no directed circuits.
Example 2.1 Pictorially, places are represented by circles, transitions by
bars, and tokens by black dots, as shown in Fig. 2.1. In this Petri net,
P = {p1, p2}, T = {t1, t2}, F = {(p1, t1), (t1, p2), (p2, t2), (t2, p1)}, W is 1 for
all arcs in F , and M0 = (2 0)
T . Note that t1 is state-enabled and if it fires,
M1 = (1 1)
T is reached. As the incidence matrix D is(
−1 1
1 −1
)
and (1 1)D ≤ 0T2 , the Petri net is structurally bounded. However, the Petri
net is not acyclic as there is a circuit. If transition t2 and its related arcs are
removed, then the Petri net becomes acyclic. 
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2.2 Partially Observed and Partially Controlled Petri
Nets
In this section we introduce partially observed and partially controlled Petri
nets, which allow us to deal with partial observation from place sensors
and/or transition sensors, and partially controlled inputs. The concept is
generalized from partially observed Petri nets as defined in [11,17], and par-
tially observed and partially controlled Petri nets as defined in [13].
Definition 2.5 A partially observed and partially controlled Petri net Q is
a 5-tuple (N,Po, To, Tc,M0), where
• N = (P, T, F,W ) is a Petri net structure with n places and m transi-
tions;
• Po ⊆ P is the set of observable places with cardinality n1 satisfying
0 ≤ n1 ≤ n;
• To ⊆ T , is the set of observable transitions;
• Tc ⊆ T , is the set of controllable transitions;
• M0 is the initial state.
In a partially observed and partially controlled Petri net, the set of places
is partitioned as2 P = Po
⊎
Puo: Po is the set of observable places, and Puo
is the set of unobservable places. Each observable place can have a sensor
(e.g., a vision sensor) that indicates the number of tokens in that particular
place; unobservable places cannot have such sensors. One can always rename
places to ensure that the first n1 places correspond to the observable places;
thus, we take Po = {p1, p2, ..., pn1}. A place sensor configuration V is defined
as a vector (v1 v2 ... vn1)
T , where vi is a binary variable for i = 1, 2, ..., n1: if
no sensor is put on place pi, then vi = 0; otherwise, vi = 1. In total, there
could be 2n1 place sensor configurations. We use ||V || :=
∑n1
i=1 vi ≤ n1 to
denote the total number of place sensors used on observable places.
In a partially observed and partially controlled Petri net, the set of tran-
sitions T is partitioned in two distinct ways:
2For sets A, B, and C, A = B
⊎
C means A = B ∪ C and B ∩ C = ∅.
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• T = To
⊎
Tuo: To is the set of observable transitions, and Tuo is the set
of unobservable transitions.
• T = Tc
⊎
Tuc: Tc is the set of controllable transitions, and Tuc is the
set of uncontrollable transitions.
Observable transitions can have sensors (in the form of labels, e.g., motion
sensors) that indicate whether a transition in a given subset of transitions
has fired (several transitions can share the same label); in contrast, unobserv-
able transitions cannot be directly observed given current sensor availability
(no sensors exist for such transitions). The association between sensors and
transitions is captured by a labeling function L : T → Σ∪{λ}, which satisfies
L(t) = λ for any t ∈ Tuo. We define Σ so that, for each e ∈ Σ, there exists
t ∈ To satisfying L(t) = e. Therefore,3 |Σ| is the total number of transition
sensors in use and could be zero if no transition sensor is used. If L(t) = t for
any t ∈ To and L(t) = λ for any t ∈ Tuo, the mapping L is called a natural
projection.4 If L(t) = e ∈ Σ, the firing of transition t generates the event (or
label) e. Thus, if multiple transitions are assigned to the same label, their
firings are not distinguishable solely by observing the label (this point will
be illustrated in detail in Chapter 4.2).
Given a firing sequence S = ts1ts2 · · · tsk , the corresponding observation
sequence is
ω = L(S) := L(ts1)L(ts2) · · ·L(tsk),
i.e., a string in Σ∗.5 Note that the empty label λ does not appear in a
nonempty observation sequence, and therefore the occurrence of unobservable
transitions in an execution of a Petri net goes unrecorded. Due to the possible
presence of unobservable transitions in the firing sequence S = ts1ts2 · · · tsk ,
the observation sequence L(S) could have any length between 0 and k.
Definition 2.6 Given a partially observed and partially controlled Petri net
Q with labeling function L and an observed sequence of labels ω, the set of
consistent markings is C(ω) = {M ∈ N n0 | ∃S ∈ T
∗ : M0[S〉M and L(S) =
ω} .
3|A| denotes the cardinality of the set A, i.e., the number of elements in A.
4The term “natural projection” is widely used in the context of automata, refer to [22]
for details.
5Σ∗ is the set of all possible strings generated from the alphabet Σ, including the empty
string λ.
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The partitioning of T into controllable and uncontrollable transitions indi-
cates what transitions can be influenced by an external supervisor. Uncon-
trollable transitions are transitions that cannot be disabled by a supervisor.
For example, state transitions in chemical reactions are usually uncontrol-
lable; similarly, actuator failures can be modeled by uncontrollable transi-
tions.
A controllable transition can be disabled by an external supervisor even
if it is state-enabled. We take the set of possible control actions to be all
subsets of Tc. More formally, we define the control set as
U = {u | u ⊆ Tc},
where u is called a control value. A controllable transition t is said to be
control-disabled if t ∈ u. If a transition t is state-enabled and is not control-
disabled, it is enabled and can fire following the state equation (2.1).
To handle unobservable transitions, we need the concept of the unobserv-
able subnet.
Definition 2.7 Given a partially observed and partially controlled Petri net
Q, we define the unobservable subnet as a net NTuo = (P
′, Tuo, F
′,W ′), where
P ′ = {p ∈ P | ∃t ∈ Tuo : p ∈
•t∪ t•}, F ′ is the restriction of F to (P ′×Tuo)∪
(Tuo × P ′), and W ′ is the restriction of W to F ′.
To handle uncontrollable transitions, we need the concept of the uncon-
trollable subnet.
Definition 2.8 Given a partially observed and partially controlled Petri net
Q, we define the uncontrollable subnet as a net NTuc = (P, Tuc, F
′,W ′), where
F ′ is the restriction of F to (P × Tuc) ∪ (Tuc × P ), and W ′ is the restriction
of W to F ′.
2.2.1 Labeled Petri Nets
In this subsection, we review basic concepts of labeled Petri nets. A la-
beled Petri net can be treated as a special partially observed and partially
controlled Petri net (N,Po, To, Tc,M0) in which Po = Tc = ∅ and a label-
ing function L is given. Because this class of Petri nets is very important
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when we consider the state estimation problem in Chapter 3, we discuss it
separately following the approach in [4, 23].
Intuitively, labeled Petri nets can be thought of as Petri nets equipped
with transition sensors. If a transition t with a sensor fires, the associated
sensor reports the information using a corresponding label; in such a case,
transition t is said to be observable. If there is no sensor associated with
transition t, then t is said to be unobservable. More formally, a labeled Petri
net is defined as follows.
Definition 2.9 A labeled Petri net is a 3-tuple (G,Σ, L), where
• G = 〈N,M0〉 with N = (P, T, F,W );
• Σ is a given set of labels (also called alphabet);
• L : T → Σ ∪ {λ} is the labeling function, which assigns to each transi-
tion t ∈ T a label from a given alphabet Σ or the empty label λ.
Note that the same label may be associated with more than one transition
and unobservable transitions are labeled with the empty label λ. If transition
t is not associated with the empty label, we say that t is nondeterministic
when its label is shared with other transitions; otherwise, we say t is deter-
ministic. Similarly, a label e ∈ Σ is nondeterministic if there exists more
than one transition t such that L(t) = e; otherwise e is deterministic. We
use Te to denote the set of transitions associated with the label e ∈ Σ∪ {λ}.
Note that Te ∩ Te′ = ∅ if e 6= e′. If all transitions are observable (namely,
Tλ = ∅), we say that the labeling function is λ-free and the Petri net is a
λ-free labeled Petri net .
If a transition with label e ∈ Σ fires, then we observe the label e. Given
a firing sequence S = ts1ts2 · · · tsk , we define the corresponding observation
sequence as
ω = L(S) := L(ts1)L(ts2) · · ·L(tsk),
in the same way as for partially observed and partially controlled Petri nets.
Now we introduce the definition of the set of consistent markings [23],
which is a special case of Definition 2.6.
Definition 2.10 Given a labeled Petri net (G,Σ, L) with initial markingM0
and observation sequence ω, the set of consistent markings is C(ω) = {M ∈
N n0 | ∃S ∈ T
∗ :M0[S〉M and L(S) = ω}.
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Figure 2.2: Labeled Petri net and its unobservable subnet.
To handle unobservable transitions, we define the unobservable subnet Nλ
of a labeled Petri net, which is a special case of Definition 2.7.
Definition 2.11 Given a labeled Petri net (G,Σ, L), we define the unob-
servable subnet as a net Nλ = (Pλ, Tλ, Fλ,Wλ), where Pλ = {p ∈ P | ∃t ∈
Tλ, p ∈ •t ∪ t•}, Fλ is the restriction of F to (Pλ × Tλ) ∪ (Tλ × Pλ), and Wλ
is the restriction of W to Fλ.
Example 2.2 In the labeled Petri net shown on the left of Fig. 2.2, Σ =
{a, b, c}, L(t1) = λ, L(t2) = L(t3) = b, L(t4) = L(t5) = a and L(t6) = c.
Here, label c is deterministic, but labels a and b are nondeterministic. Given
firing sequence S = t1t2, M1 = (1 0 0 1)
T is reached from the initial marking
M0 = (0 2 0 0)
T . The corresponding observation sequence is L(S) = λb = b,
and C(b) = {M1,M2}, where M2 = (0 1 0 1)T . The unobservable subnet of
this labeled Petri net is shown on the right of Fig. 2.2. 
2.2.2 Partially Observed Petri Nets
In this subsection we introduce partially observed Petri nets [17]. A partially
observed Petri net is a special partially observed and partially controlled
Petri net (N,Po, To, Tc,M0) in which Tc = ∅ and M0 is not specified, i.e., a
3-tuple (N,Po, To).
Remark 2.2 We do not specify M0 in the definition of partially observed
Petri nets because in the sensor selection problems (refer to Chapter 4.2), we
focus on structural properties that do not depend on the initial state M0. 
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Figure 2.3: A partially observed Petri net Q configured with sensors.
Example 2.3 The net on the left of Fig. 2.3 is a partially observed Petri net.
Places p1, p2 and p3 are observable but place p4 is unobservable (unobservable
places are drawn as shadowed circles), i.e., Po = {p1, p2, p3} and Puo = {p4}.
All transitions except t5 are observable (unobservable transitions are drawn
as shadowed bars), i.e., To = {t1, t2, t3, t4} and Tuo = {t5}. The net on
the right shows the Petri net configured with the place sensor configuration
V = (1 1 1)T (note that places with sensors are drawn as red thick circles;
in this case, we choose p1, p2 and p3 to be equipped with sensors) and the
labeling function L satisfying L(t1) = a, L(t2) = L(t3) = b, L(t4) = c and
L(t5) = λ.
Suppose M0 = (2 0 1 0)
T , and transition t3 fires at M0. Then, the system
trajectory is M0[t3〉M1, where M1 = (0 0 2 0)T . Given the place sensor
configuration V and the labeling function L, the available sensor information
is
(2 0 1)T → b→ (0 0 2)T ,
where → denotes the temporal order of observations. 
2.3 Computational Complexity Concepts
In this section, we review basic concepts and notation from the field of com-
putational complexity. For more details, refer to [21]. We first introduce the
O(·) notation.
Definition 2.12 A function f(n) is O(g(n)) if there exists constant c > 0
and constant integer n0 ≥ 0 such that |f(n)| ≤ c|g(n)| for all values of
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n ≥ n0.
The time complexity function for an algorithm expresses its time require-
ments by giving, for each possible input length, the largest amount of time
needed by the algorithm to solve a problem instance of that size. A polyno-
mial time algorithm is defined to be one whose time complexity function is
O(f(n)) for some polynomial function f , where n denotes the input length.
In practical applications, the size n depends on the scheme encoding the in-
put, and therefore usually some characteristic parameters of the input can be
used. For example, if the input is a Petri net, then characteristic parameters
could be the number of places, the number of transitions, the sum of tokens
in the initial marking, and others.
In the field of computational complexity, a problem is called a decision
problem if all problem instances are mapped to either “true” or “false.” A
decision problem is said to be in the class NP if it can be solved by a
nondeterministic Turing machine (see [3]) in a number of time steps that
is polynomial in the size of the problem. A decision problem is said to be
NP-hard if solving it in polynomial time would make it possible to solve all
problems in the class NP in polynomial time. If a problem is NP-hard and
is in NP, the problem is said to be NP-complete.
In general, showing that a problem A is NP-complete (based on polyno-
mial reduction) requires four steps [21]:
1. Showing that problem A is in NP.
2. Selecting a known NP-complete problem B.
3. Constructing a transformation f (also called reduction) from B to A.
4. Proving that f is a transformation of polynomial complexity.
These four steps will be used to establish theNP-completeness of the optimal
place sensor selection problem in Chapter 4. The problem B we select is the
minimum vertex cover (MVC) problem, which is a well known NP-complete
problem. To introduce the problem, we first define an undirected graph.
Definition 2.13 An undirected graph is a pair H = (Z,E) such that E ⊆
Z × Z. The elements of Z are the vertices of the undirected graph H , and
the elements of E are its edges.
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Definition 2.14 Given an undirected graph H = (Z,E), a subset Z ′ ⊆ Z
is a vertex cover for H if for each edge (u, v) ∈ E, where u, v ∈ Z, at least
one of u and v belongs to Z ′.
Problem 2.1 (Minimum Vertex Cover: Decision Version) Given an undi-
rected graph H = (Z,E) and a positive integer l ≤ |Z|, is there a vertex
cover Z ′ such that |Z ′| ≤ l?
The other two NP-complete problems that play an important role are the
binary integer programming problem [21] and the set cover problem [24].
Problem 2.2 (Binary Integer Programming (BIP)) Given (i) a q×s integer
matrix A ∈ Zq×s where Z is the set of integers, (ii) a q-dimensional integer
vector b ∈ Zq, and (iii) an s-dimensional nonnegative integer vector c ∈ N s0 ,
find a binary s-dimensional vector x ∈ {0, 1}s to minimize cTx subject to
Ax ≥ b.
Problem 2.3 (Set Cover Problem (SCP)) Given a universe U of q elements,
a collection of subsets of U , S = {S1, ..., Sk}, find a minimum number of
subsets of S that cover all elements of U .
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CHAPTER 3
POLYNOMIAL BOUNDS ON THE
NUMBER OF CONSISTENT MARKINGS
In this chapter, we focus on the state estimation problem. We first derive
bounds on the number of markings that are consistent with an observed
sequence of labels in a labeled Petri net, and then apply them to the analysis
of state estimation, fault diagnosis, and reachability checking.
3.1 Introduction
In many discrete event systems, state information cannot be obtained di-
rectly due to limited sensor availability. As a result, in applications that
require explicit state information (e.g., supervisory control [25–30], fault di-
agnosis [31–33]), the problem of state estimation becomes crucial. When
the underlying DES model is a labeled Petri net, system states that can be
reached after observing a sequence of labels are usually not unique due to
the fact that transitions can be nondeterministic (i.e., different transitions
can share the same label because they cause identical sensor output; refer
to Chapter 2.2.1) and/or unobservable (i.e., transitions can be associated
with the null label because they go undetected by system sensors; refer to
Chapter 2.2.1) [23,34,35]. Establishing upper bounds on the number of sys-
tem states is very important since the calculation and storage required for
obtaining the set of system states is a critical issue in state observers that
are designed for the purposes of supervisory control or fault diagnosis.
In this chapter, following a worst case analysis of the state estimation
problem, we establish upper bounds on the number of system states that
are consistent with the observation of a sequence of labels. In particular, we
obtain upper bounds on the number of consistent states in labeled Petri nets
that may possess nondeterministic and/or unobservable transitions. First,
assuming that the given Petri net has no unobservable transitions, we show
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that the number of markings consistent with the observation of a sequence of
labels grows at most polynomially in the length of the observation sequence;
this is true despite the fact that the number of firing sequences can increase
exponentially with the length of the observation sequence. This result applies
to general Petri nets without any restrictions on the structure of the Petri net
or the nature of the labeling function. Then, we show that this bound can be
extended to Petri nets with unobservable transitions under the assumption
that the unobservable subnet is structurally bounded. Using these bounds,
we show that the state estimation problem can be solved with complexity that
is polynomial in the length of the observation sequence, without requiring
any assumptions on nondeterministic transitions (such as the contact-free
assumption which is key for [23]). The polynomial bounds can also guide the
design of systems, especially when configuring the state transition sensors,
to reduce the uncertainty introduced during the state estimation stage.
The chapter is organized as follows. In Section 3.2, we formulate prob-
lems on finding upper bounds on the number of consistent markings, and in
Sections 3.3 and 3.4, we present upper bounds on the number of consistent
markings. State estimation problems for Petri nets with nondeterministic
transitions and unobservable transitions are discussed in Section 3.5 and are
shown, under some mild assumptions on the structure of the unobservable
subnet, to have computational complexity that is polynomial in the length
of the observation sequence. The bounds are applied to analyzing fault di-
agnosis in Section 3.6 and reachability checking in Section 3.7. Section 3.8
summarizes the chapter.
3.2 Problem Formulation
The general problem we consider is the following: given a labeled Petri net
with a known initial marking and a sequence of labels (generated by transition
activity in the Petri net), we want to find an upper bound on the number of
markings that are consistent with the observation sequence. Note that there
will be at least one consistent marking since we assume that the observed
sequence of labels is generated by activity in the Petri net.
To simplify the problem, we first consider λ-free labeled Petri nets (refer
to Chapter 2.2.1 for the definition).
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Figure 3.1: Petri net analyzed in Example 3.1.
Problem 3.1 Consider a λ-free labeled Petri net (G,Σ, L) with a known
initial marking M0. Given an observation sequence ω of length k (which cor-
responds to an unknown underlying firing sequence S = ts1ts2 · · · tsk such that
ω = L(S)), find a tight upper bound on the number of consistent markings
|C(ω)|.
Depending on the Petri net and the observation sequence, the exact num-
ber of consistent markings may increase, decrease or remain unchanged as we
observe more and more labels. However, there are extreme cases in which the
number of consistent markings always increases. One such case is discussed
in the following example.
Example 3.1 Consider the Petri net in Fig. 3.1. There are three source
transitions t1, t2 and t3, all of which are associated with label e and are always
enabled. If we observe the sequence of labels eee, consistent markings can
be computed by enumerating all firing sequences as illustrated in Fig. 3.2(a).
The root of the tree is the initial marking M0 = (0 0 0)
T . The number
of leaves in the tree is equal to the number of firing sequences and increases
exponentially with the length of the sequence. Nodes with the same color (or
the same number) at the same level represent the same consistent marking.
The enumeration of consistent markings shown in Fig. 3.2(b) is obtained
after merging identical markings at each level. As illustrated in Fig. 3.2(b),
the number of consistent markings is much less than the number of firing
sequences. 
For Petri nets with unobservable transitions, we consider the following
restricted problem.
Problem 3.2 Consider a labeled Petri net (G,Σ, L) with a known initial
marking M0 and a structurally bounded unobservable subnet
1 Nλ. Given
1For structurally bounded Petri nets, refer to Chapter 2.1; for unobservable subnets of
labeled Petri nets, refer to Definition 2.11.
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(b) Enumeration of all consistent markings.
Figure 3.2: Computation of consistent markings for the net in Fig. 3.1.
an observed sequence of labels ω with length k (which corresponds to an
unknown underlying firing sequence S that may include unobservable tran-
sitions and satisfies ω = L(S)), find a tight upper bound on the number of
consistent markings |C(ω)|.
3.3 Upper Bounds on |C(ω)| for λ-free Labeled Petri
Nets
In this section, we consider Problem 3.1 in Section 3.2. One way to bound
the number of consistent markings is to first bound the number of tokens in
every place. From the state equation (2.1), we have for every place p
M(p) =M0(p) +D(p, :)σ .
Define a1 to be the maximum entry of M0, and a2 to be the maximum entry
of D; then, after observing a label sequence ω of length k,
M(p) ≤ a1 + a2(1 1 · · · 1)σ = a1 + a2k,
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where (1 1 · · · 1)σ = k because there are k transition firings in any firing
sequence S that can be mapped to ω.
Lemma 3.1 Consider a λ-free labeled Petri net (G,Σ, L) with a known ini-
tial marking M0. After observing a sequence of labels ω of length k, the
number of consistent markings is upper bounded by
(1 + a1 + a2k)
n ,
where a1 is the maximum entry of M0, a2 is the maximum entry of D, and
n is the number of places in Petri net G.
In general, the above straightforward bound is not tight (especially for
Petri nets with a relatively large number of places) because
• many markings that satisfy M(p) ≤ a1 + a2k may not be reachable
given the observed sequence of labels ω, and
• the bound depends on the maximal entry of the initial marking M0
while, intuitively, the number of consistent markings will only depend
on ω when M0 is large enough.
Another way to bound the number of consistent markings is to first bound
the number of firing vectors because every consistent marking must be asso-
ciated with at least one firing vector. Therefore, if we bound the number of
firing vectors for the observed sequence of labels, we automatically have an
upper bound on the number of consistent markings.
Remark 3.1 Note that, given a firing vector σ, there exists a unique mark-
ing M = M0 + Dσ. However, given a marking M , there may exist more
than one corresponding firing vector. For example, if two transitions have
the same input and output places and identical arc weights, then the firing
of any one of them results in the same marking but different firing vectors.
It is easy to verify that a sufficient condition for a given reachable marking
to correspond to a unique firing vector is for the incidence matrix D to have
full column rank. 
Before considering the general case, we demonstrate our result for the net
in Example 3.1. Clearly, |Te| = 3 where Te = {t1, t2, t3}. If the observation
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sequence is ω = ek := ee · · · e︸ ︷︷ ︸
k times
(namely, k instances of label e), where k ≥ 0,
then
σ(t1) + σ(t2) + σ(t3) = k, (3.1)
with σ(ti) ≥ 0 for i = 1, 2, 3, denoting the number of firings of transition ti in
firing sequence S which can be mapped to firing vector σ. Obviously, every
firing vector σ must satisfy2 Eq. (3.1). Therefore, the number of solutions
to Eq. (3.1) is an upper bound on the number of firing vectors and thus,
also an upper bound on the number of markings that are consistent with the
observation sequence ek.
Since σ(t3) = k − (σ(t1) + σ(t2)), the number of solutions to Eq. (3.1) is
equal to the number of all possible combinations of σ(t1) and σ(t2), which
satisfy
σ(t1) + σ(t2) ≤ k.
Equivalently, the above inequality can be expressed as the disjunction of the
equalities
σ(t1) + σ(t2) = 0
σ(t1) + σ(t2) = 1
...
σ(t1) + σ(t2) = k − 1
σ(t1) + σ(t2) = k .
Therefore, the number of solutions is
1 + 2 + . . .+ k + (k + 1) =
(k + 1)(k + 2)
2
=
(
k + 2
2
)
,
where
(
n
r
)
is the binomial coefficient “n choose r”. This is an upper bound
on the number of markings that are consistent with the observation sequence
ek.
2In general, the converse (i.e., every solution of Eq. (3.1) must be a firing vector) does
not hold because there may not exist an enabled transition sequence corresponding to some
solution of Eq. (3.1); however, in this particular example, the converse does hold because
all transitions are always enabled.
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Similarly, if Te = {t1, t2, t3, t4} and the observation sequence is still e
k,
an upper bound on the number of consistent markings is
(
k+3
3
)
. Based on
these observations, one can deduce the following proposition, which will be
formally proved in Proposition 3.2 as a special case.
Proposition 3.1 Consider a λ-free labeled Petri net (G,Σ, L) with a known
initial marking M0 and all transitions labeled e. If the observation sequence
is ek, then the number of consistent markings is upper bounded by(
k + le − 1
le − 1
)
,
where k ≥ 0, le = |Te| = |T | = m ≥ 1, and m is the number of transitions in
Petri net G.
Now we turn to the general case. To simplify the representation, without
loss of generality we assume that
• there are d labels e1, e2, . . . , ed, where 1 ≤ d ≤ m;
• lei := |Tei| ≥ 2 for i = 1, . . . , j while lei := |Tei| = 1 for i = j+1, . . . , d,
where 0 ≤ j ≤ d;
• the observation is a sequence of labels ω of length k ≥ 0, in which ei
appears kei ≥ 0 times and ke1 + . . .+ ked = k.
Remark 3.2 Note that if j = 0, all labels are deterministic (and d = m); if
j = d, all labels are nondeterministic. Given the alphabet Σ, in which d is the
total number of labels and j is the number of nondeterministic labels, one can
rename the nondeterministic labels to be e1, e2, ..., ej and the deterministic
labels to be ej+1, ..., ed, to ensure that the above notation holds. 
Proposition 3.2 Consider a λ-free labeled Petri net G with a known initial
marking M0 as described above. If the observation is a sequence of labels ω
of length k in which label ei appears kei times and ke1 + . . .+ ked = k, then
the number of consistent markings is upper bounded by
j∏
i=1
(
kei + lei − 1
lei − 1
)
,
which is defined to be 1 if j = 0.
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k+l balls
k+l-1 separators
Figure 3.3: Illustration of dividing balls.
Proof: Given an observed sequence of labels ω, a firing vector σ correspond-
ing to some marking M ∈ C(ω) satisfies the following set of equations:
∑
t∈Te1
σ(t) = ke1
...∑
t∈Tei
σ(t) = kei
...∑
t∈Tej
σ(t) = kej
σ(tej+1) = kej+1
...
σ(ted) = ked (3.2)
where Tei is the set of transitions that are associated with label ei for i =
1, 2, . . . , j and Tei = {tei} for i = j + 1, . . . , d.
For each nondeterministic label ei,
∑
t∈Tei
σ(t) = kei, where σ(t) ≥ 0 for
t ∈ Tei. Let β(t) = σ(t) + 1 for t ∈ Tei so that β(t) ≥ 1; we have∑
t∈Tei
β(t) = kei + lei.
Now we can think of the problem of finding all possible values of β(t) as the
problem of dividing kei + lei balls into lei groups while there should be at
least one ball in each group. To arrange the kei + lei balls into lei groups, we
need to choose lei − 1 separators among kei + lei − 1 separators (see Fig. 3.3,
in which subindices in kei and lei are omitted for clarity). It is easy to verify
that there are
(
kei+lei−1
lei−1
)
combinations; that is to say, there are
(
kei+lei−1
lei−1
)
possible solutions of
∑
t∈Tei
σ(t) = kei.
Therefore, the number of solutions to Eq. (3.2) (namely, the upper bound
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on the number of consistent markings) is the product of all
(
kei+lei−1
lei−1
)
for
i = 1, 2, ..., j, i.e.,
∏j
i=1
(
kei+lei−1
lei−1
)
, because the transition sets Te1, Te2 , . . . , Tej
are pairwise disjoint. If j = 0, then all labels are deterministic and there is
only one consistent marking. 
The upper bound in Proposition 3.2 requires the distribution of transitions
with respect to labels (namely, the lei’s) as well as specific information about
the observation sequence (namely, the kei’s). The following theorem relaxes
this upper bound and expresses it in terms of structural parameters of the
given labeled Petri net and the total length of the observation sequence (as
opposed to the individual kei’s).
Theorem 3.1 Consider a λ-free labeled Petri net (G,Σ, L) with a known
initial marking M0. If the observation sequence ω has length k, then the
number of consistent markings is upper bounded by
(k
j
+ l
2
)j(l−1)
((l − 1)!)j
, (3.3)
where j ≥ 1 is the number of nondeterministic labels, l = max{le1, le2, . . . , lej}
and l = min{le1, le2, . . . , lej}. If j = 0, we define
3 the value of Eq. (3.3) to
be 1.
Proof: The bound holds for j = 0 because in this case, all labels are de-
terministic and the number of consistent markings is 1. Now we prove the
result for j ≥ 1.
Assume that ke1 + . . .+ kej = q; obviously q ≤ k. Since
(kei + 1) · · · (kei + lei − 1)
(lei − 1)!
≤
(kei + 1) · · · (kei + l − 1)
(l − 1)!
(3.4)
based on the definitions of l and l, we get
j∏
i=1
(
kei + lei − 1
lei − 1
)
≤
j∏
i=1
(kei + 1) · · · (kei + l − 1)
(l − 1)!
.
3Interestingly, if we treat Eq. (3.3) as a continuous function of j, its limit using
L’Hoˆpital’s Rule is also 1 as j goes to 0.
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Note that for 1 ≤ r ≤ l − 1, we have
(ke1 + r) + . . .+ (kej + r) = q + jr
and
(ke1 + r) + . . .+ (kej + r) ≥ j
j
√
(ke1 + r) · · · (kej + r) (3.5)
by the arithmetic-mean/geometric-mean inequality4 [36]. Therefore,
(ke1 + r) · · · (kej + r) ≤
(
q + jr
j
)j
and
j∏
i=1
(
kei + lei − 1
lei − 1
)
≤
(ke1 + 1) · · · (kej + 1) · · · (ke1 + l − 1) · · · (kej + l − 1)
((l − 1)!)j
≤
∏l−1
r=1(
q+jr
j
)j
((l − 1)!)j
=
(
( q
j
+ 1)( q
j
+ 2) · · · ( q
j
+ l − 1)
)j
((l − 1)!)j
≤
(
(
q
j
+1+ q
j
+2+···+ q
j
+l−1
l−1
)l−1
)j
((l − 1)!)j
(3.6)
=
( q
j
+ l
2
)j(l−1)
((l − 1)!)j
≤
(k
j
+ l
2
)j(l−1)
((l − 1)!)j
. (3.7)
Equation (3.6) also follows from the arithmetic-mean/geometric-mean in-
equality, and Eq. (3.7) holds because q ≤ k. 
Remark 3.3 In Eq. (3.3), parameters j, l and l depend solely on the la-
beling function. The upper bound on the number of consistent markings is
polynomial in the length of the observation sequence k, i.e., it is O(kj(l−1)),
despite the fact that the number of possible firing sequences can increase
exponentially with the length of the observation sequence. 
4For any n nonnegative real numbers x1, x2, . . . , xn, the arithmetic-mean/geometric-
mean inequality is
P
n
i=1
xi
n
≥ n
√∏n
i=1 xi.
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3.4 Upper Bounds on |C(ω)| for Petri Nets with
Unobservable Transitions
In this section, we consider Problem 3.2 as defined in Section 3.2. One way
to bound the number of consistent markings is to first bound the number of
tokens in every place. For any M ∈ C(ω), M = M0 + Dσ ≥ 0n, where σ
is a firing vector corresponding to M . Using the partition of unobservable
transitions (namely, Tλ) and observable transitions (namely, To = T\Tλ) in
labeled Petri nets, the state equation of the places Pλ (namely, the set of
places in the unobservable subnet Nλ as defined in Definition 2.11) can be
written as
Mλ =Mλ0 +D
λ
oσo +D
λ
uoσuo ≥ 0n2 , (3.8)
where Mλ is the restriction of M to the set of places Pλ, M
λ
0 is the re-
striction of M0 to the set of places Pλ, D
λ
o is the submatrix of the incidence
matrix D that has rows that correspond to the places in Pλ and columns that
correspond to the transitions in To, D
λ
uo is the submatrix of the incidence ma-
trix D that has rows that correspond to the places in Pλ and columns that
correspond to the transitions in Tλ (namely, the incidence matrix of the un-
observable subnet Nλ), σo is the restriction of σ to To, σuo is the restriction
of σ to Tλ, and n2 = |Pλ| ≤ n, where n is the number of places.
Since the unobservable subnet Nλ is structurally bounded, there exists an
n2-dimensional column vector yλ with strictly positive integer entries such
that yTλD
λ
uo ≤ 0
T
lλ
, where lλ = |Tλ|. Multiplying both sides of Eq. (3.8) by yTλ
on the left, we get
yTλM
λ = yTλM
λ
0 + y
T
λD
λ
oσo + y
T
λD
λ
uoσuo ≥ 0. (3.9)
As yTλD
λ
uoσuo ≤ 0,
yTλM
λ ≤ yTλM
λ
0 + y
T
λD
λ
oσo .
Let c1 = y
T
λM
λ
0 and c2 be the maximal entry of y
T
λD
λ
o . Then
yTλM
λ ≤ c1 + c2(1 1 · · · 1)σo ≤ c1 + c2k ,
where k is the length of the observation sequence ω. As yλ is a vector with
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strictly positive integer entries,
Mλ(p) ≤ yTλM
λ ≤ c1 + c2k
for every p ∈ Pλ. Combining the above result with the result in Lemma 3.1,
we get the following upper bound on the number of consistent markings.
Theorem 3.2 Consider a labeled Petri net (G,Σ, L) with a known ini-
tial marking M0 and a structurally bounded unobservable subnet Nλ =
(Pλ, Tλ, Fλ,Wλ); i.e., there exists an n2-dimensional column vector yλ with
strictly positive integer entries that satisfies yTλD
λ
uo ≤ 0
T
lλ
. If the observation
sequence ω has length k, then the number of consistent markings is upper
bounded by
(1 + a1 + a2k)
n−n2(1 + c1 + c2k)
n2 ,
where5 a1 = maxp∈P\Pλ M0(p), a2 = maxp∈P\Pλ,t∈To D(p, t), c1 = y
T
λM
λ
0 , and
c2 is the maximal entry of y
T
λD
λ
o .
Remark 3.4 If there is no unobservable transition (namely, if lλ = 0), then
the upper bound is exactly the bound in Lemma 3.1 because n2 = |Pλ| = 0.
Note that the bound in Theorem 3.2 depends on the value of yλ which is
not unique (e.g., cyλ for any positive integer c also satisfies cy
T
λD
λ
uo ≤ 0);
also this bound may be loose in a Petri net with a large number of places.
To get a better bound, we may want to optimize yλ such that 1 + c1 + c2k
is minimized for values of k of interest; however, even if we know that a
Petri net is structurally bounded, it may not be easy to find yλ. For some
Petri nets, structural boundedness can be established; for example, input
dominant Petri nets6 are easy to identify by checking conditions on each
transition separately and have been shown to be structurally bounded with
y = 1n in [37]. For more discussions on how to determine if a Petri net is
structurally bounded, refer to [38]. The important observation here is that
for Petri nets with structurally bounded unobservable subnets, c1 and c2 are
constants. 
5If Pλ = P , both a1 and a2 can be taken to be 0. If Tλ = ∅, yλ, c1 and c2 are not
defined; as the value of yλ is not important in this case, we can take both c1 and c2 to be
0 (this case also extends to Proposition 3.4 and Corollary 3.1).
6A Petri net G is called an input dominant Petri net if for each transition t ∈ T ,
the sum of the input arc weights is larger than or equal to the sum of the output arc
weights [37].
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t1
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Figure 3.4: Simple Petri net that is structurally bounded but not deadlock
structurally bounded.
A special case of structurally bounded unobservable subnets is the class of
unobservable subnets for which there exists an n2-dimensional column vector
yλ with strictly positive integer entries such that y
T
λDuo < 0
T
lλ
; we call such
Petri nets deadlock structurally bounded Petri nets.
Definition 3.1 A Petri net G with n places and m transitions is deadlock
structurally bounded if there exists an n-dimensional column vector y with
strictly positive integer entries such that yTD < 0Tm.
Note that there exist Petri nets that are structurally bounded but not
deadlock structurally bounded; for example, the Petri net shown in Fig. 3.4
is structurally bounded with the vector y = (1 1)T but there is no vector y
with strictly positive integer entries such that yTD < 0Tm.
To further clarify this class of Petri nets, the following proposition indicates
that an important subclass of deadlock structurally bounded Petri nets is the
class of acyclic Petri nets without source transitions; the proof of the following
proposition, along with the algorithm for computing a corresponding vector
y in the case of acyclic Petri nets without source transitions, is provided in
Appendix A.
Proposition 3.3 If a Petri net is acyclic and has no source transitions, then
the Petri net is deadlock structurally bounded.
Proof: Refer to Appendix A. 
Now we consider Problem 3.2 if the unobservable subnet is deadlock struc-
turally bounded. First we rewrite Eq. (3.9) as
yTλM
λ
0 + y
T
λD
λ
oσo ≥ −y
T
λD
λ
uoσuo.
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If the unobservable subnet is deadlock structurally bounded, then
c1 + c2k ≥ y
T
λM
λ
0 + y
T
λD
λ
oσo
≥ −yTλD
λ
uoσuo ≥ 1
T
lλ
σuo =
∑
t∈Tλ
σ(t),
where c1 = y
T
λM
λ
0 and c2 is the maximal entry of y
T
λD
λ
o . Therefore, every σ
must satisfy
∑
t∈Tλ
σ(t) ≤ c1 + c2k . (3.10)
Now we can generalize the result in Proposition 3.2 to handle unobservable
transitions. To simplify the representation, we assume that
• the empty label is denoted by λ and there are d other labels e1, e2, . . . , ed,
where 1 ≤ d ≤ m;
• lλ := |Tλ|, lei := |Tei| ≥ 2 for i = 1, . . . , j while lei := |Tei| = 1 for
i = j + 1, . . . , d, where 0 ≤ j ≤ d;
• the observation is a sequence of labels ω of length k ≥ 0, in which ei
appears kei ≥ 0 times and ke1 + . . .+ ked = k.
Proposition 3.4 Consider a labeled Petri net (G,Σ, L) with a known initial
marking M0 and a deadlock structurally bounded unobservable subnet Nλ =
(Pλ, Tλ, Fλ,Wλ); i.e., there exists an n2-dimensional column vector yλ with
strictly positive integer entries that satisfies yTλD
λ
uo < 0
T
lλ
. If the observation
is a sequence of labels ω of length k in which ei appears kei times and ke1 +
. . .+ ked = k, then the number of consistent markings is upper bounded by
(
c1 + c2k + lλ
lλ
)
×
j∏
i=1
(
kei + lei − 1
lei − 1
)
, (3.11)
where c1 = y
T
λM
λ
0 and c2 is the maximal entry of y
T
λD
λ
o . The upper bound is
defined to be
(
c1+c2k+lλ
lλ
)
if j = 0.
Proof: Given an observed sequence of labels ω, a firing vector σ correspond-
ing to some marking M ∈ C(ω) satisfies not only the equation array in
Eq. (3.2) but also the inequality Eq. (3.10). Following the argument in the
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proof for Proposition 3.2, we can show that there are
(
c1+c2k+lλ
lλ
)
possible
combinations of {σ(t)| t ∈ Tλ} such that Eq. (3.10) holds. Then, the number
of firing vectors (and therefore an upper bound on the number of consistent
markings) is upper bounded by
(
c1 + c2k + lλ
lλ
)
×
j∏
i=1
(
kei + lei − 1
lei − 1
)
because the transition sets Te1 , Te2, . . . , Tej , Tλ are pairwise disjoint. Note
that if there is no unobservable transition (namely, if lλ = 0), then the upper
bound is exactly the bound in Proposition 3.2. 
Corollary 3.1 Consider a labeled Petri net (G,Σ, L) with a known initial
marking M0 and a deadlock structurally bounded unobservable subnet Nλ =
(Pλ, Tλ, Fλ,Wλ); i.e., there exists an n2-dimensional column vector yλ with
strictly positive integer entries that satisfies yTλD
λ
uo < 0
T
lλ
. If the observation
sequence ω has length k, then the number of consistent markings is upper
bounded by
(k
j
+ l
2
)j(l−1)
((l − 1)!)j
×
(
c1 + c2k + lλ
lλ
)
, (3.12)
where j ≥ 1 is the number of nondeterministic labels, l = max{le1, le2, . . . , lej},
l = min{le1, le2, . . . , lej}, c1 = y
T
λM
λ
0 and c2 is the maximal entry of y
T
λD
λ
o . If
j = 0, we define the value of Eq. (3.12) to be
(
c1+c2k+lλ
lλ
)
.
Proof: Direct application of Theorem 3.1 to Proposition 3.4. 
Remark 3.5 The four bounds we have described in this section are all poly-
nomial in the length of the observation sequence. The bounds can be classi-
fied into two categories:
• bounds with complexity O(kn) obtained by bounding the number of
tokens in every place (refer to Lemma 3.1 and Theorem 3.2),
• bounds with complexity O(kj(l−1)) or O(kj(l−1)+lλ) obtained by bound-
ing the number of firing vectors (refer to Theorem 3.1 and Corol-
lary 3.1).
We investigate the application of such bounds to the state estimation problem
in the next section. 
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3.5 Implications for State Estimation
In this section, we first review earlier work on state estimation in the context
of DESs modeled by Petri nets, and then apply the results in Sections 3.3
and 3.4 to establish that state estimation problems in labeled Petri nets are
solvable with algorithms that have computational complexity polynomial in
the length of the observation sequence.
State estimation in DESs has been considered extensively [23,29,34,35,39].
For instance, using the theory of generalized state space systems, the authors
of [39] proposed an extended reduced Luenberger observer to reconstruct the
Petri net marking and the firing vector based on partially measured places
and transitions. In [29], Giua et al. studied the problem of estimating the
marking of a Petri net based on observations of transition firings, under the
assumption that the net structure is known. Even though the initial marking
may be totally or partially unknown, they were able to obtain a marking esti-
mate that is a lower bound of the actual marking. In [23], Giua et al. studied
state estimation in λ-free labeled Petri nets in which transitions can share
labels (namely, transitions are not necessarily deterministic); they showed
that, as long as nondeterministic transitions are contact-free,7 the set of con-
sistent markings can be represented by a linear system with a fixed structure
which does not depend on the length of the observation sequence. In [35],
the authors considered Petri nets with deterministic and unobservable tran-
sitions under the assumption that the unobservable subnet is acyclic and
backward conflict-free,8 and used a linear system with a fixed structure to
represent markings that are consistent with a given observation sequence.
The backward conflict-free assumption is relaxed in [34] and, as a result, the
representation of consistent markings becomes more complicated. The ma-
jor disadvantages of previous approaches are restrictive assumptions on the
unobservable subnet (e.g., the acyclic assumption, the backward conflict free
assumption) and the labeling function (e.g., the contact-free assumption).
Using the polynomial bounds in Section 3.3 and Section 3.4, we show that
the state estimation problem can be solved in a more general setting with
reasonable complexity.
7Nondeterministic transitions are contact-free if any pair of nondeterministic transitions
ti and tj does not share input or output places (i.e.,
•t•i ∩
•t•j = ∅, where
•t• = •t∪ t•) [23].
8The backward conflict-free assumption means that all unobservable transitions have
no common output places.
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The problem we consider here is the estimation of consistent markings
when we observe a sequence of labels in labeled Petri nets that may have
nondeterministic transitions and/or unobservable transitions. We first focus
on Petri nets without unobservable transitions (namely, λ-free labeled Petri
nets).
3.5.1 State Estimation: Petri Nets without Unobservable
Transitions
Given the observation of a sequence of labels ω of length k (corresponding
to an unknown underlying firing sequence ts1ts2 · · · tsk), we are interested in
computing all consistent markings under the assumptions that
A1 the structure of the Petri net G is known,
A2 the initial marking M0 is known, and
A3 the labeling function is λ-free (i.e., all transition firings are associated
with labels that can be observed).
We first recall Algorithm 4 in [23], as shown in Algorithm 1. The idea
of Algorithm 1 is quite simple: for each observed label, one considers all
transitions that share the label and are enabled; then, one simply enumerates
all consistent markings. Note that at Line 11, C(ωi) gives the set of all
markings that are consistent with the observation sequence ωi.
To analyze the computational complexity of the above algorithm, assume
that the number of consistent markings is Nk−1 (or Nk) when the observation
sequence has length k − 1 (or k). If a new event e is observed after the
observation sequence ωk−1, then we need to
(i) consider every transition associated with e for every consistent marking
in C(ωk−1),
(ii) obtain the next marking if it is enabled,
(iii) compare the new marking with other consistent markings computed at
stage k,
(iv) add it to C(ωk) if it is not already included.
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Algorithm 1 Computation of Consistent Markings in λ-free Labeled Petri
Nets
Input: A λ-free labeled Petri net (G,Σ, L) and a streaming observation
sequence ω
Output: C(ω) at each step
1: Initialize ω0 = λ, C(ω0) = {M0};
2: Let i = 0;
3: Wait until a new event e is observed;
4: Let i = i+ 1, ωi = ωi−1e, C(ωi) = ∅;
5: for any M ∈ C(ωi−1) do
6: for any t such that L(t) = e and M [t〉 do
7: Compute M ′ =M +D(:, t);
8: Set C(ωi) = C(ωi) ∪ {M ′};
9: end for
10: end for
11: Output C(ωi);
12: Goto 3.
Roughly, the complexity is Nk−1 × |Te| × (n + n + nNk) in terms of scalar
comparisons and additions, where the first n is the number of comparisons to
determine whether some transition associated with e is enabled, the second
n is the number of additions to compute the next marking, and nNk is the
number of comparisons9 to check whether the next marking has already been
added into C(ωk). Using the result in Theorem 3.1, it is easy to verify that
the complexity of one step computation from k − 1 to k is10 O(nlk2j(l−1)).
Therefore, the complexity of computing C(ωk) starting from M0 using Algo-
rithm 1 can be bounded by O(nlk2j(l−1)+1). This means that we can compute
all consistent markings with complexity that is polynomial in the length of
the observation sequence, even for general Petri nets without the need for
any particular assumption on the labeling function (such as the contact-free
assumption in [23]).
9Note that nNk is the number of comparisons needed using linear search but it can be
improved using more sophisticated methods (e.g., binary search [40]).
10In reality the number of tokens in each place at time step k can be 1+ a1+ a2k in the
worst case (as shown in Lemma 3.1), which means that the complexity of each addition or
comparison is log2(1 + a1 + a2k) in terms of bit operations. Therefore, the complexity of
one step computation from k− 1 to k is Nk−1× |Te| × (n+n+nNk)× log2(1+ a1 + a2k),
i.e., O(nlk2j(l−1) log k). Since log k < k for any positive integer k, the one step complexity
can be bounded by O(nlk2j(l−1)+1). Similarly, the complexity of computing C(ωk) starting
from M0 can be changed accordingly but it is still polynomial in k.
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Figure 3.5: Plot of three quantities of interest against the length of the
observed sequence of labels. 1 (green curve): number of consistent
markings; 2 (blue curve): number of firing vectors; 3 (pink curve): upper
bound obtained from Proposition 3.2.
Remark 3.6 The computational complexity of Algorithm 1 is an exponen-
tial function of the structural parameters j and l; that is to say, the time
required for computing consistent markings increases exponentially in the
structural parameters (though it does increase polynomially in the length
of the observation sequence). Note that this is also true for marking esti-
mation in Petri nets under the contact-free assumption on nondeterministic
transitions (see Proposition 10 of [23]). Also note that the bound on the
computational complexity of Algorithm 1 is not exponential in the number
of transitions but exponential in parameters j and l, which characterize the
distribution of transitions with respect to labels. 
Example 3.2 Consider the Petri net structure on the left of Fig. 2.2 with
the initial marking M0 = (100 10 100 2)
T and the labeling function L sat-
isfying L(t1) = L(t4) = L(t5) = a, L(t2) = L(t3) = b and L(t6) = c (note
that both M0 and L are different from the ones in Example 2.2). We ran-
domly generate11 a sequence of labels ω = caabaaacbabaaabbbbaabbabbabaaa
11Labels a, b and c are chosen with probabilities P (a) = 36 , P (b) =
2
6 and P (c) =
1
6 .
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of length 30 and then compute consistent markings using Algorithm 1. The
number of consistent markings, the number of firing vectors, and the upper
bound obtained in Proposition 3.2 are plotted against the length of this ob-
servation sequence in Fig. 3.5. Note that the number of firing sequences is
1.4599× 1011, which is much larger than 1989 (namely, the upper bound in
Proposition 3.2); the actual number of consistent markings is even lower at
1027. Figure 3.6 shows a plot of the maximal number of consistent markings
over 100 random observation sequences of length 30 together with the upper
bound obtained from Theorem 3.1. Note that in this example, since j = 2,
l = 3 and l = 2, the bound on the number of consistent markings is (k
2
+ 3
2
)4,
i.e., O(k4). Since the Petri net is easily verified to be 212-bounded, the up-
per bound in Theorem 3.1 may exceed for large k the number of all possible
markings (i.e., 2134 ≈ 2.06× 109). In the scenario we considered, the upper
bound at length 30 is 7.412× 104, which is much smaller than the number of
all possible markings. Clearly, for bounded Petri nets, the polynomial bound
is useful in applications where the state of the system becomes periodically
known or is periodically reset (so that k remains effectively bounded). 
Remark 3.7 Figures 3.5 and 3.6 suggest that the upper bounds obtained
in Proposition 3.2 and Theorem 3.1 can be much larger than the number of
consistent markings. The tightness of the bounds, however, depends on the
structure of the labeled Petri net and the observation sequence. In fact, the
upper bound in Proposition 3.2 can be reached in Petri nets in which
(i) the incidence matrix has full column rank (because in such cases, given
an initial marking, any consistent marking corresponds to a unique
firing vector), and
(ii) the initial marking is large enough or there are enough source transi-
tions (so that there exists at least one firing sequence for every possible
firing vector).
The upper bound obtained in Theorem 3.1 is close if (in addition to the
conditions mentioned above to reach the upper bound in Proposition 3.2),
the following conditions hold:
Note that in this case there is no risk of generating a sequence of observed labels whose set
of consistent markings is empty since the initial marking has been chosen large enough.
Also note that in reality the sequence of labels observed will be the result of transition
activity in the Petri net.
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Figure 3.6: Plot of the maximal number of consistent markings over 100
randomly generated observation sequences together with the polynomial
upper bound of Theorem 3.1. 1 (green curve): maximal number of
consistent markings; 2 (red curve): upper bound obtained from
Theorem 3.1.
(a) There are no deterministic transitions (so that the inequality in Eq. (3.7)
becomes equality).
(b) l = l (so that the inequality in Eq. (3.4) becomes equality).
(c) The number of observed labels for every nondeterministic label is the
same (so that the inequality in Eq. (3.5) becomes equality).
For example, the number of markings that are consistent with the observation
sequence ω = ek for the Petri net in Fig. 3.1 is
(
k+2
2
)
since the incidence matrix
has full column rank and there are enough source transitions; in this case,
the bound in Theorem 3.1, i.e.,
(k + 3
2
)2
2
=
(
k + 2
2
)
+
1
8
,
is almost identical to the number of consistent markings because conditions
(a), (b) and (c) are all satisfied. 
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Algorithm 2 Computation of Consistent Markings in General Labeled Petri
Nets
Input: A labeled Petri net (G,Σ, L) and a streaming observation sequence
ω
Output: C(ω) at each step
1: Initialize ω0 = λ, C(ω0) = UR(M0);
2: Let i = 0;
3: Wait until a new event e is observed;
4: Let i = i+ 1, ωi = ωi−1e, C(ωi) = ∅;
5: for any M ∈ C(ωi−1) do
6: for any t such that L(t) = e and M [t〉 do
7: Compute M ′ =M +D(:, t);
8: Set C(ωi) = C(ωi) ∪ {M ′};
9: end for
10: end for
11: Let C′ =
⋃
M∈C(ωi)
UR(M), C(ωi) = C
′;
12: Output C(ωi);
13: Goto 3.
3.5.2 State Estimation: Petri Nets with Unobservable
Transitions
In this subsection we relax Assumption A3 and allow the existence of un-
observable transitions (i.e., λ-labeled transitions) in the Petri net. More
formally, we keep Assumptions A1 and A2 but replace Assumption A3 of
Section 3.5.1 with the assumption below:
A3′ labels associated with firings of transitions in T\Tλ can be observed but
transitions in Tλ cannot (they are associated with the empty label).
First we introduce the unobservable reach from a marking M , which is
slightly modified from the one in [33].
Definition 3.2 Given a labeled Petri net (G,Σ, L) and a marking M , the
unobservable reach UR(M) from M is {M ′ | ∃S ∈ T ∗λ ,M [S〉M
′}.
To compute the set of consistent markings when unobservable transitions
are present, we can modify Algorithm 1 slightly using the notion of the
unobservable reach. Notice that Algorithm 2 assumes that the unobservable
reach from a reachable marking M can be computed (e.g., it is finite).
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p1t1 (a) t2 (λ)
Figure 3.7: Petri net analyzed in Example 3.3.
In general, the computational complexity of Algorithm 2 can be high since
the method essentially amounts to reachability analysis. However, if the
unobservable subnet is structurally bounded, the computational complexity
of Algorithm 2 is also polynomial in the length of the observation sequence;
this can be easily argued using the result in Theorem 3.2.
Example 3.3 Consider the Petri net in Fig. 3.7, in which the labeling func-
tion is L(t1) = a and L(t2) = λ. For this Petri net, we can choose yλ = 1,
and therefore c1 = 0 and c2 = 1. If the observation sequence is ω = a
k, the
bounds given by both Theorem 3.2 (note that a1 = a2 = 0) and Corollary 3.1
are k+1, which is also the exact number of markings that are consistent with
ω. This example shows that the bounds in Theorem 3.2 and Corollary 3.1
are tight for certain types of Petri nets. 
3.6 Implications for Fault Diagnosis
In this section, we apply Corollary 3.1 to fault diagnosis problems in Petri
nets, obtaining algorithms which have computational complexity that is poly-
nomial in the length of the observation sequence.
3.6.1 Introduction
As systems modeled by DESs become more complicated, failures appear more
often and consequences become potentially severe; as a result, fault diagnosis
has emerged as an extremely important task in many applications.
One of the most extensively studied fault models is the one where faults are
modeled as unobservable events, or unobservable state transitions. Following
this fault model, the authors of [31] focused on DESs modeled by finite
state machines, introduced the notions of fault types and diagnosability, and
designed fault diagnosers to test for diagnosability and implement online
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fault diagnosis. Later on, their work was extended to DESs modeled by Petri
nets [33,41,42]. Specifically, the authors of [41] constructed fault diagnosers
solely based on marking variations in observed places while the authors of [42]
constructed fault diagnosers based on not only marking variations but also
observed transitions; they followed an approach similar to the one in [31] so
that previous results could be directly applied. In [33], a distributed version
of the diagnoser approach by Sampath et al. (see [31]) was proposed for
place-bordered Petri nets. In contrast to these direct applications of the
diagnoser approach of [31], Giua et al. constructed basis reachability trees
for bounded labeled Petri nets (based on the notions of basis markings and
justifications) so that faults can be detected [34]. In [19], minimal diagnosers
(that use observations from a minimum number of observable places) are
constructed to immediately detect and isolate the firing of fault transitions.
There are also other fault diagnosis methods (for different fault models) that
are based on algebraic coding techniques [43,44], net unfolding techniques [45,
46], interpreted Petri net formulations [47], and others.
In the fault diagnosis problem we consider, the system is modeled as a
labeled Petri net, and faults are modeled as unobservable state transitions
that may be classified into one or more types. We construct an online monitor
to compute the belief we have regarding the occurrence of each fault type.
Given a sequence of observations, the belief of a particular fault type is a
measure of our confidence regarding the occurrence of faults of that type
and is defined as the ratio of the sum of the weights of possible paths12
that contain that fault type to the sum of the weights of all possible paths.
The weight of a path can be viewed as a measure of its likelihood and can
be a function of the transitions involved, the times at which they occur
or other factors. When a path’s weight is taken to be the product of the
weights of its individual transitions, we show that the proposed monitor can
be implemented recursively with complexity that is polynomial in the length
of the observed sequence of labels. The approach can be generalized to deal
with partially observed Petri nets (for details, refer to [11]).
12Possible paths are sequences of transitions that are consistent with a given sequence
of observations.
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3.6.2 Problem Formulation
As mentioned earlier, faults are modeled as unobservable transitions and are
partitioned into q types ∆F = {F1, F2, · · · , Fq}. Let TF be the set of fault
transitions, and TFi be the set of fault transitions whose type is Fi. Then
we have (i) TF ⊆ Tuo; (ii) TF = TF1 ∪ TF2 ∪ · · · ∪ TFq ; (iii) TFi ∩ TFj = ∅ if
i, j ∈ {1, 2, ..., q} and i 6= j.
In many existing diagnosis approaches (e.g. [31,34]), when there are many
execution paths that are consistent with a given observation sequence, the
diagnosis result provides very coarse information. For example, in [31], there
are three types of labels that can be associated with each system state that
is consistent with the observation sequence: label ‘A’ is used when there is
ambiguity about the occurrence of certain faults; label ‘N’ is used when there
is no fault in any of the consistent paths reaching that state; label ‘Fi’ means
that a fault belonging to type ‘Fi’ has occurred. Inspired by the notion of
“belief” proposed in [48] in probabilistic inference settings, we attempt to
capture how confident we are about the occurrence of faults of certain fault
types, based on the observations seen so far, by defining a suitable measure.
This measure is called belief and is a way of capturing the likelihood of
different execution paths (e.g., via probabilities, power consumption, or other
constraints).
To introduce the belief measure, we assume that for any firing sequence
S enabled at M0, there exists a positive weight function wt(M0, S) which
captures the likelihood of the sequence S. We first introduce a notion of
consistent markings which is slightly different from Definition 2.10.
Definition 3.3 Given a labeled Petri net (G,Σ, L) with initial marking M0
and an observed label sequence ω ∈ Σ∗, the set of consistent firing sequences
is defined as
S(ω) = {S | S ∈ T ∗To :M0[S〉 and L(S) = ω}
if ω 6= λ, and S(λ) = ∅ otherwise; the set of consistent markings is defined
as
C(ω) = {M ∈ N n0 | ∃S ∈ S(ω) :M0[S〉M}
if ω 6= λ, and C(λ) = {M0} otherwise, where To = T\Tλ and T
∗To denotes
the concatenation of T ∗ and To.
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Definition 3.4 Given a labeled Petri net (G,Σ, L) with the observation
sequence ω and partition ∆F = {F1, F2, · · · , Fq} of fault transitions TF , the
belief on the occurrence of faults belonging to type Fi is
b(ω, Fi) =
∑
S∈S(ω) and ∃t∈TFi appearing in S
wt(M0, S)∑
S∈S(ω)wt(M0, S)
; (3.13)
the belief on the normal operation of the system is
b(ω,N) =
∑
S∈S(ω) and no fault appears in S wt(M0, S)∑
S∈S(ω)wt(M0, S)
. (3.14)
In other words, the belief b(ω, Fi) is the ratio of the sum of path likelihoods
that contain a fault belonging to type Fi to the sum of all path likelihoods
that are consistent with ω.
• If b(ω, Fi) = 0, then no fault of type Fi can possibly have occurred.
• If b(ω, Fi) = 1, then a fault of type Fi must have occurred.
• If 0 < b(ω, Fi) < 1, then there is ambiguity about the occurrence of
faults of type Fi.
Therefore, the diagnosis results in [31] can also be obtained via the use of
the belief measure as a special case; moreover, if b(ω, Fi) is closer to 1 (or 0),
we are more (or less) confident about the occurrence of a fault of type Fi.
Now we formulate the fault diagnosis problem. Given a labeled Petri net
(G,Σ, L) with partition ∆F = {F1, F2, · · · , Fq} of fault transitions TF , a
weight function wt(M0, S) defined for any firing sequence S from M0, and
an observation sequence ω (due to an underlying unknown firing sequence S
such that ω = L(S)), our goal is to calculate the beliefs on the occurrence
of each fault type, i.e., b(ω, Fi) for 1 ≤ i ≤ q, and the belief on the normal
running of the system, i.e., b(ω,N).
3.6.3 Online Monitor for Belief Calculation
In this subsection we describe cases when we can efficiently calculate beliefs in
a recursive manner. The resulting diagnoser can be used online to determine
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the beliefs associated with each fault type given the observation sequence
seen so far.
To systematically define the weight function wt(M0, S) from each individ-
ual transition in S and be able to calculate the belief efficiently in a recursive
online manner, we assume the existence of a weight function
wt(M, t) : R(G,M0)× TM → R
+
0 ,
where TM denotes the set of transitions that are enabled at marking M and
R+0 denotes the set of nonnegative real numbers. Such a weight function can
describe the likelihood of transition t at marking M (e.g., it can capture the
probability that a particular transition occurs at a particular state [49]), or
it can correspond to the cost of transition t’s firing at marking M (which is
a generalization of the cost function in [9]). We can then define the weight
function for a sequence of transitions S = ts1ts2 · · · tsk that is enabled at
marking M0 (i.e., M0[ts1〉M1[ts2〉M2 · · · [tsk〉Mk) as an extension of wt(M, t):
wt(M0, S) = wt(M0, ts1)
⊗
wt(M1, ts2) · · ·
⊗
wt(Mk−1, tsk),
where
⊗
is some associative abstract operation. The exact operation
⊗
depends on the meaning of the wt(M, t). For example,
⊗
can be ×, the
ordinary product of real numbers, if wt(M, t) captures the probability of
the occurrence of t at M (and transition firings at different markings are
independent); and
⊗
can be +, the ordinary sum of real numbers, if wt(M, t)
captures the cost of firing t atM ; other choices are also possible. To simplify
the discussion, we use × from now on.
Two interesting choices for the weight function wt(M, t) are the following.
The first choice is wt(M, t) = 1 for any M and any t that is enabled at M .
With this choice, wt(M0, S) = 1 for any firing sequence S. Therefore, b(ω, Fi)
is the ratio of the number of paths that contain a fault belonging to type Fi
to the number of all paths that are consistent with ω. The second interesting
choice for the weight function is wt(M, t) = 1
|TM |
, which allows each transition
enabled at M to occur with equal weight 1
|TM |
. This latter weight function
gives more weight to paths that have smaller branching. Other reasonable
weight functions are also possible (e.g., weight functions might be defined
based on probabilistic Petri nets by randomizing choices [49]).
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a
Figure 3.8: Illustration of beliefs.
Example 3.4 In Fig. 3.8, the observation is simply the label a; markings are
denoted using black dots (markings at the lowest level form the consistent
markings), observable (or unobservable) transitions are denoted using solid
(dashed) lines; there is only one fault transition tf of type F . If wt(M, t) = 1,
then b(a, F ) = 1
5
; however, if wt(M, t) = 1
|TM |
, then b(a, F ) = 1
3
. 
Now we make the following reasonable assumption to ensure that there
is no arbitrarily long sequence of unobservable transitions; this is also a
requirement in [31]. This assumption also guarantees that the online monitor
we introduce in this section can be constructed efficiently.
Assumption 3.1 The unobservable subnet of the given labeled Petri net is
deadlock structurally bounded.
Remark 3.8 For a deadlock structurally bounded Petri net, there exists
vector y with strictly positive integer entries such that yTD < 0Tm. Left-
multiplying yT on both sides of the state equation (2.1), we get
yTM = yTM0 + y
TDσ .
Since yTD < 0Tm, the firing of any transition t will strictly decrease the value
of yTM0 to get y
TM , but yTM is lower bounded by 0. Therefore, the length
of any firing sequence must be finite. In other words, there exists no firing
sequence of infinite length in deadlock structurally bounded Petri nets. 
The other assumption below is on the weight function wt(M0, S).
Assumption 3.2 The path weight function wt(M0, S) for a path
M0[ts1〉M1 · · · [tsk〉Mk
44
satisfies
wt(M0, S) = wt(M0, ts1)× wt(M1, ts2) · · · × wt(Mk−1, tsk) .
Equation (3.13) can be rewritten as
b(ω, Fi) =
∑
M∈C(ω)
(∑
S∈S(ω), M0[S>M, and ∃t∈TFi appearing in S
wt(M0, S)
)
∑
M∈C(ω)
(∑
S∈S(ω) and M0[S>M
wt(M0, S)
)
by grouping the sum of wt(M0, S) for sequences that lead to the same con-
sistent marking M . Note that
∑
S∈S(ω), M0[S>M, and ∃t∈TFi appearing in S
wt(M0, S)
is completely determined by the fault type Fi and the marking M , and∑
S∈S(ω) and M0[S>M
wt(M0, S)
is completely determined by the markingM . Therefore, given an observation
sequence ω, we can use the following data structure as a node to represent
each consistent marking M ∈ C(ω) and to also include information on fault
occurrences: (M,K), where (i) M is a consistent marking in C(ω); (ii) K is
a (q + 2)-dimensional row vector in which
K(i) =
∑
S∈S(ω), M0[S>M, and ∃t∈TFi appearing in S
wt(M0, S) for i = 1, 2, . . . , q,
i.e., the weighted sum of consistent paths that drive the system from M0 to
M and also contain faults belonging to type Fi;
K(q + 1) =
∑
S∈S(ω) and M0[S>M
wt(M0, S),
i.e., the weighted sum of all consistent paths that drive the system from M0
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Figure 3.9: Calculation of Cext(ωe) = {(M9, K9), (M10, K10)} from
Cext(ω) = {(M1, K1), (M2, K2), (M3, K3), (M4, K4)}.
to M ;
K(q + 2) =
∑
S∈S(ω), M0[S>M, and no fault appears in S
wt(M0, S),
i.e., the weighted sum of consistent paths that drive the system from M0 to
M without faults. The K(q + 2) entry takes Eq. (3.14) into account.
We define Cext(ω) = ∪M∈C(ω){(M,K)}. Using the data structure (M,K)
in Cext(ω), the beliefs can be computed using the following equations:
b(ω, Fi) =
∑
(M,K)∈Cext(ω)
K(i)∑
(M,K)∈Cext(ω)
K(q + 1)
, i = 1, 2, ..., q,
b(ω,N) =
∑
(M,K)∈Cext(ω)
K(q + 2)∑
(M,K)∈Cext(ω)
K(q + 1)
. (3.15)
Note that Cext(ω) are essentially consistent markings plus weight sums for
belief calculation. We can compute consistent markings recursively as shown
in Section 3.5 and we now show that we can also compute Cext(ω) recursively,
which implies that beliefs can be computed recursively.
If ω = λ, there is only one consistent marking M0. Therefore, Cext(λ) is
initialized as {(M0, K0)}, where K0 = [01×q 1 1]. Now suppose we have com-
puted Cext(ω) and we observe a new label e; we need to calculate Cext(ωe).
A typical plot of the process is shown in Fig. 3.9. In this figure, Cext(ω) =
{(M1, K1), (M2, K2), (M3, K4), (M4, K4)}, Cext(ωe) = {(M9, K9), (M10, K10)},
dashed lines denote unobservable transitions, solid lines denote observable
transitions that generate e, tf1 and tf2 are fault transitions, and other nodes
are intermediate nodes. There cannot be cycles in the update process because
of Assumption 3.1.
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We divide the computation of Cext(ωe) from Cext(ω) into two steps: in the
first step, we ignore the observed label e and obtain all markings reachable
by firing only unobservable transition sequences (e.g., the graph consisting
of dashed edges and related nodes in Fig. 3.9); in the second step, we take
the label e into account to get Cext(ωe) (e.g., the graph consisting of solid
edges and related nodes in Fig. 3.9).
In the first step, we use Cuo to denote the set of nodes (M,K) such that
(M,K) is reachable from some node in Cext(ω) by firing one or more unob-
servable transitions. Therefore, Cext(ω) ⊆ Cuo. When updating beliefs given
the current node (M,K) ∈ Cuo and one enabled (unobservable) transition t,
the state M ′ in the next node (M ′, K ′) can be obtained asM ′ =M +D(:, t).
Depending on whether t is a fault transition and on whetherM ′ has appeared
in some node computed in the current step, there are four cases to consider:
• Case I: t is a normal transition (enabled at M in (M,K)) and M ′ does
not exist in nodes computed at the current step (e.g., transition t1 is
enabled at M1 and the resulting marking M5 has not been computed,
as shown in Fig. 3.9). In this case, create a new node (M ′, K ′) (e.g.,
(M5, K5)), in which K
′(i) = K(i)× wt(M, t) for i = 1, . . . , q + 2. The
reason this works is because, if Si denotes the set of firing sequences that
drive the system from M0 to M and satisfy corresponding properties
for different i’s, then K ′(i) =
∑
S∈Si
wt(M0, St) =
∑
S∈Si
(wt(M0, S)×
wt(M, t)) = wt(M, t) ×
∑
S∈Si
wt(M0, S) = wt(M, t) × K(i) for i =
1, 2, ..., q + 2.
• Case II: t is a fault transition (enabled at M in (M,K)) belonging to
type Fi and M
′ does not exist in nodes computed at the current step
(e.g., fault transition tf1 is enabled atM5 and the resulting markingM6
has not been computed, as shown in Fig. 3.9). In this case, create a new
node (M ′, K ′) (e.g., (M6, K6)), in which K
′(j) = K(j) × wt(M, t) for
j ∈ {1, . . . , q+1}−{i}, K ′(i) = K(q+1)×wt(M, t) and K ′(q+2) = 0.
• Case III: t is a normal transition (enabled at M in (M,K)) and M ′
exists in node (M ′, K ′) computed at the current step (e.g., transition
t2 is enabled at M7 and the resulting marking M6 was computed from
(M5, K5) by firing transition tf2, as shown in Fig. 3.9). In this case, let
K ′(i) = K ′(i) +K(i)× wt(M, t) for i = 1, . . . , q + 2.
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• Case IV: t is a fault transition (enabled at M in (M,K)) belonging to
type Fi and M
′ exists in node (M ′, K ′) computed at the current step
(e.g., fault transition tf2 is enabled at M3 and the resulting marking
M7 was computed from (M2, K2) by firing transition t3, as shown in
Fig. 3.9). In this case, let K ′(j) = K ′(j) + K(j) × wt(M, t) for j ∈
{1, . . . , q + 1} − {i}, K ′(i) = K ′(i) +K(q + 1) × wt(M, t). Note that
in this case K ′(q + 2) has no change.
The argument for Case II is similar to Case I except that t is a fault transition
of type Fi. In Case IV (Case III is similar to Case IV and we do not discuss
it explicitly here), (M7, K7) has already been created based on the firing of t3
from (M2, K2). As the firing of fault transition tf2 from (M3, K3) also results
in the marking M7, we need to update K7. The value of K7(q + 2) does
not change because it denotes the weighted sum of paths without faults;
for j ∈ {1, . . . , q + 1} − {i}, K7(j) = K7(j) + K3(j) × wt(M3, tf2) while
K7(i) = K7(i) + K3(q + 1) × wt(M3, tf2) because all paths from the initial
marking to M7 going through M3 contain the fault transition tf2 of type Fi.
Note that there is a dependency issue in this update process: more specif-
ically, suppose we calculate (M,K) in Fig. 3.9 by considering all firing
sequences consisting of unobservable transitions from (M1, K1), (M2, K2),
(M3, K3), (M4, K4) sequentially. After we are done with (M1, K1) and (M2, K2),
we consider (M3, K3) and update (M7, K7). However, (M6, K6) also depends
on (M7, K7), and therefore we also need to update all markings that are
reachable fromM7. To avoid this dependency issue, we can first generate the
reachability graph in Fig. 3.9 and then update the value K in node (M,K)
only when all nodes (M ′, K ′) (where M is reachable from M ′) have been
updated. Though the computation of Cuo amounts to reachability analysis
in general, Assumption 3.1 ensures that |Cuo| is finite and that the reach-
ability graph is acyclic (because there exists no firing sequence of infinite
length in deadlock structurally bounded Petri nets; for more details, refer to
Remark 3.8).
In the second step, we take the label e into account to get Cext(ωe). What
we need to do is just to consider all transitions that are mapped to e at all
markings in Cuo. The update process is essentially the same as Cases I and
III discussed in the calculation of Cuo (because no fault transitions can be
mapped to label e).
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Algorithm 3 Online Monitor
Input: A labeled Petri net (G,Σ, L) (satisfying Assumptions 3.1 and 3.2)
with partition ∆F = {F1, F2, · · · , Fq} of fault transitions TF and a stream-
ing sequence of observed labels ω
Output: Output the belief
1: Initialize ω0 = λ, Cext(ω0) = {(M0, K0)};
2: Let i = 0;
3: Wait until a new label e is observed;
4: Let i = i+ 1, ωi = ωi−1e, Cext(ωi) = ∅;
5: Calculate Cuo following the rules in Cases I-IV
6: for any (M,K) ∈ Cuo do
7: for any t such that L(t) = e and M [t〉 do
8: Compute M ′ =M +D(:, t)
9: if M ′ does not appear in any node of Cext(ωi) then
10: Calculate K ′ using the rule in Case I and add (M ′, K ′) into
Cext(ωi);
11: end if
12: if M ′ exists in node (M ′, K ′) of Cext(ωi) then
13: Update K ′ using the rule in Case III;
14: end if
15: end for
16: end for
17: Output the belief b(ωi, Fi) for i = 1, . . . , q and b(ωi, N) using Eq. (3.15);
18: Goto 3.
The complete description of the online monitor is given in Algorithm 3.
We now briefly explain the algorithm. Lines 1 and 2 initialize Cext(ω);
Lines 3-18 update Cext(ω) as an extra label e is observed. In Line 5, we com-
pute all nodes in Cuo that can be reached from consistent nodes in Cext(ωi−1)
by firing sequences consisting of unobservable transitions, while in Lines 6-
16, we update Cuo to compute Cext(ωi) by considering all transitions that can
be mapped to the most recently observed label e. This is in line with the
definition of the set of consistent firing sequences in that the last transition
is required to be observable. In practical applications, a threshold value α
can be selected so that we can declare a fault of type Fi has occurred if
b(ω, Fi) > α. If α is too close to 0, there can be many false alarms; on the
other hand, if α is too close to 1, there can be many missed detections. There-
fore, α needs to be adjusted to reflect the real system based on long-term
observations and expert knowledge.
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The above algorithm is based on consistent markings that can be reached
via different firing sequences. We next argue that the complexity of Algo-
rithm 3 is polynomial in the length k of the observed label sequence.
Here we use C′(ω) to denote the set of markings consistent with ω as defined
in Definition 2.10. Essentially, in this definition the last transition in the
firing sequence S (such thatM0[S〉M and L(S) = ω) need not be observable.
Therefore, C(ω) ⊆ C′(ω) and |C(ω)| ≤ |C′(ω)|. In Corollary 3.1, we show that
|C′(ω)| is O(kb) for a given labeled Petri net with a deadlock structurally
bounded unobservable subnet, where k is the length of ω, b = j(l¯ − 1) + lλ,
and lλ = |Tλ|. Thus, |C(ω)| is also O(kb).
Suppose we have computed Cext(ωk−1). In the first step of computing
Cext(ωk), we first compute Cuo. As |Cuo| ≤ |C′(ωk−1)|, |Cuo| is O((k − 1)b),
which implies Cuo can be calculated with complexity polynomial in k. In the
second step, if a new label e is observed after the observation sequence ωk−1,
then we need to
(i) consider every transition associated with e for every marking in Cuo,
(ii) obtain the next marking M if it is enabled,
(iii) compare the new markingM with other consistent markings computed
at stage k, and calculate/update the corresponding K,
(iv) add (M,K) to Cext(ωk) if it is not already included or update K if M
is already included.
Roughly, the complexity is |Cuo| × |Te| × (n + n + nNk + q + 2) in terms of
scalar comparisons and additions, where the first n is the number of compar-
isons to determine whether some transition associated with e is enabled, the
second n is the number of additions to compute the next marking, nNk is
the number of comparisons (using linear search) to check whether the next
marking has already been added into Cext(ωk) (Nk := |Cext(ωk)|), and q+2 is
the number of additions to update K. Using the previous bound, it is easy to
verify that the complexity of the second step is O(l¯(k−1)b(nkb+q)). Clearly,
the computation of Cext(ωk) from Cext(ωk−1) is polynomial in k, which im-
plies that the complexity of computing Cext(ωk) starting from (M0, K0) using
Algorithm 3 is also polynomial in k.
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3.6.4 Extensions
In this subsection, we discuss possible extensions of the monitoring scheme
to handle repeated faults and multiple faults.
In some systems the same type of faults might repeat multiple times (e.g.,
intermittent or non-persistent faults may occur repeatedly) [50]. There can
also be multiple faults. In [43], faults are modeled as token corruptions in
places; in that setting, tokens in multiple places can be corrupted because
of multiple faults. In Petri nets allowing concurrency, multiple faults can
occur simultaneously when faults are modeled as unobservable transitions.
However, in the fault diagnosis problem we consider, at most one transition
can fire at any instant and there is only one (unknown) underlying firing
sequence. Therefore, repeated faults are defined as faults of the same type
occurring in the same firing sequence while multiple faults are defined as
faults of different types occurring in the same firing sequence.
For example, we consider two types of faults TF1 and TF2. Given an ob-
servation sequence ω, we say faults in TF1 and TF2 possibly occur if there is
a firing sequence S ∈ S(ω) such that there exist transitions t1 ∈ TF1 and
t2 ∈ TF2 and t1, t2 appear in S. To calculate b(ω, F1, F2), i.e., the belief
on the occurrence of faults of types F1 and F2, we need to expand the K
vector with an additional entry K(q + 3) to track the sum of the weights of
firing sequences containing faults of these two types. Moreover, we need to
remember if a fault of type F1 (or F2) has occurred in some sequence so that
we can update the entry K(q + 3) when we find another fault of type F2 (or
F1) later on. Except for the need to remember the occurrence of faults of
a single type, the rules for the update are essentially the same as those in
Cases I-IV. We can calculate beliefs on the occurrence of repeated faults and
faults of other multiple fault types in a similar manner.
3.7 Implications for Reachability Checking
In this section, we show that the reachability problem for certain classes of
Petri nets can be solved using finite enumeration based on Proposition 3.1.
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3.7.1 Introduction
Given a Petri net, the reachability problem asks if a final target marking is
reachable from a known initial marking. The problem plays a central role in
Petri net theory as a lot of other problems (e.g., liveness analysis and deadlock
checking) are recursively equivalent to it [51]. In fault diagnosis applications
(e.g., [31,42]), the system model is usually assumed to be deadlock-free (i.e.,
for any reachable state, there has to exist at least one state transition that
is possible); therefore, the reachability problem is important for checking if
such fault diagnosis methods can be applied.
Though the reachability problem has been shown to be decidable [52], its
complexity is still an open problem. There have been tremendous efforts
toward solving the reachability problem both for general Petri nets and sub-
classes of Petri nets (e.g., [5, 53–55]). For example, the reachability tree
method is proposed in [53] to address the problem but there can be loss of
information due to the introduction of ω-markings. In [5], reachability results
are summarized for several classes of Petri nets, such as acyclic Petri nets,
marked graphs, and others. In [54], the reachability problem for Petri nets
without transition invariants is studied; however, the efficiency and complex-
ity of the proposed method is unclear. In [55], the authors propose a net
transformation procedure that converts a general Petri net into an acyclic
Petri net (in order to utilize the sufficient condition for reachability of acyclic
Petri nets in [5]), but it is unclear how to compute (or bound) the number
of stages for net expansion.
In this section, we study the reachability problem for a class of Petri nets,
called strictly monotone Petri nets (refer to Definition 3.5). For such Petri
nets, the reachability problem can be solved by searching the states that can
be reached via firing sequences of length less than or equal to a calculable
constant k. The bound on the length of firing sequences can be used to
analyze the complexity of the reachability algorithm and can also be used
as (an upper bound on) the number of stages for net expansion in [55] (as
the number of stages required to solve the reachability problem is equal to
the length of a certain firing sequence that reaches the final target marking).
The algorithm is important and useful in many applications, including fault
diagnosis. For example, the algorithm can be used to determine if some
faulty or undesirable states are possible given a sequence of observations in a
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labeled Petri net (for details, refer to [14]). A generalization of the algorithm
to monotone Petri nets is given in [14].
3.7.2 Problem Formulation
We first introduce the class of Petri nets, called strictly monotone Petri nets.
Definition 3.5 A Petri net G is said to be strictly monotone if there exists
an n-dimensional real vector y such that yTD > 0Tm.
Strictly monotone Petri nets generalize deadlock structurally bounded
Petri nets (refer to Definition 3.1) because they allow the vector y to have
negative entries.
Remark 3.9 There are no transition invariants in strictly monotone Petri
nets. This can be argued by contradiction: suppose there exists a nonzero
vector X with nonnegative integer entries satisfying DX = 0n; then, on the
one hand, yTDX = yT (DX) = 0, whereas on the other hand, yTDX =
(yTD)X > 0. 
Now we formulate the following reachability problem.
Problem 3.3 Given a strictly monotone Petri net G = 〈N,M0〉 and a target
marking M , is M reachable from M0?
3.7.3 Reachability Algorithm
In this subsection, we analyze the reachability problem for strictly monotone
Petri nets and show that it can be solved by finite enumeration.
We first derive a necessary condition for a marking to be reachable. Given
a monotone Petri net G and an initial markingM0, suppose y is a real vector
satisfying yTD > 0m and marking M is reachable from M0 through a firing
sequence S which maps to the firing vector σ. If we multiply on the left by
yT on both sides of the state equation M =M0 +Dσ, we get
yTM = yTM0 + y
TDσ
and then
yT (M −M0) = y
TDσ .
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Algorithm 4 Reachability Algorithm for Strictly Monotone Petri Nets
Input: Petri net G = 〈N,M0〉 and a given target marking M
Output: M is reachable or unreachable
1: Check if G is strictly monotone. If not, exit without output.
2: Calculate y such that yTD > 0Tm. Then calculate l using Eq. (3.16) and
k using Eq. (3.17). If k ≤ 0, exit with M unreachable.
3: Enumerate all markings that are reachable by a firing sequence of length
less than or equal to k and check if M is one of them (this checking is
needed only when the firing sequence is longer than or equal to l): ifM is
one of these markings, thenM is reachable; otherwise, M is unreachable.
Letting Z = yTD, we have
(min
i
Z(i))×
∑
t∈T
σ(t) ≤ yTDσ ≤ (max
i
Z(i))×
∑
t∈T
σ(t).
Therefore, l ≤
∑
t∈T σ(t) ≤ k, where
13
l =
⌈
yT (M −M0)
maxi Z(i)
⌉
(3.16)
and
k =
⌊
yT (M −M0)
miniZ(i)
⌋
. (3.17)
Note that l and k are well defined because Z(i) > 0 for any 1 ≤ i ≤ m.
Because
∑
t∈T σ(t) is the length of the firing sequence S, we know that if
the marking M is reachable, it must be reachable by a firing sequence S of
length l ≤ |S| ≤ k, where |S| denotes the length of the firing sequence S.
In other words, if M is not reachable by a transition sequence S with length
l ≤ |S| ≤ k, it is not reachable. Based on this idea, we have Algorithm 4 for
reachability checking.
Step 1 and the calculation of vector y (at Step 2) can be done using linear
programming techniques as will be discussed shortly. At Step 2, k and l can
be non-positive; if k ≤ 0, it means that the marking is unreachable because
M is different from M0 (if M is the same as M0, the reachability problem is
13The ceiling function ⌈x⌉ is the smallest integer which is larger than or equal to x; the
floor function ⌊x⌋ is the largest integer which is smaller than or equal to x.
trivial). The algorithm is not sensitive to the final target marking M unlike
some existing methods (e.g., the methods in [52, 54]) in which, if the final
target marking is changed, the methodology needs to be applied from scratch.
Checking for Strict Monotonicity in Petri Nets
To check if a given Petri net is strictly monotone, we need to check if
there exists a real vector y such that yTD > 0Tm and this can be done by
linear programming [56]. We use CTy as the objective function, where C is
a nonzero vector (e.g., C can be the vector with all entries being 1). Then a
linear programming problem can be formulated as follows:
min CTy
s.t. yTD > 0Tm .
If there is a solution to this linear programming problem, then the Petri net is
strictly monotone; otherwise, it is not. As the linear programming problem
can be solved with polynomial complexity, checking the strictly monotone
property can be done efficiently.
In Algorithm 4, we need to search all markings reachable by firing se-
quences of length up to k. Therefore, one natural idea for the objective
function is to minimize k when we choose the vector y. That is to say, the
programming problem can be formulated as follows:
min
⌊
yT (M −M0)
mini Z(i)
⌋
s.t. yTD > 0Tm ,
where Z = yTD. If the programming problem (which is now nonlinear) has
a solution, then the Petri net is strictly monotone and also the solution y will
minimize the search depth k. An example that demonstrates this approach
is given in Section 3.7.4.
Computational Complexity
Steps 1 and 2 of Algorithm 4 involve a linear programming problem, and
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can be solved with polynomial complexity [56]. To analyze the complexity
of Step 3, we recall (and rephrase) Proposition 3.1 as below.
Proposition 3.5 Consider a Petri net G with a known initial marking M0
and transitions t1, . . . , tm sharing a single label e. If we observe an observation
sequence ω = ee · · · ee of length k, then the number of consistent markings
is upper bounded by
(
k+m−1
m−1
)
, where m ≥ 1 and k ≥ 0.
In other words, the number of states reachable by a firing sequence of
length k is bounded by
(
k+m−1
m−1
)
, i.e., O(km−1). We denote the number of
states reachable by firing sequences of length k − 1 (or k) as Nk−1 (or Nk).
Given we have calculated all states reachable by firing sequences of length
k − 1, to calculate all states reachable by firing sequences of length k, we
need to
(i) consider each transition for every state at step k − 1,
(ii) obtain the next state if this transition is enabled,
(iii) compare the new state with other states already computed at step k
using linear search,
(iv) add it to states reachable at step k if it is not already present.
Roughly, the complexity is Nk−1 × m × (n + n + nNk) in terms of scalar
comparisons and additions, where the first n is the number of comparisons
to determine whether some transition is enabled, the second n is the number
of additions to compute the next state, and nNk is the number of compar-
isons (using linear search) to check whether the next state has already been
added. Therefore, the complexity of one step computation from k − 1 to k
is O(nmk2(m−1)) and the complexity of computing all states reachable from
M0 by firing sequences of length up to k is O(nmk2m−1). This is also the
complexity of Step 3 as the marking M can be unreachable, which implies
that we have to generate all possible markings up to step k. The complexity
result can be improved using search algorithms that are more advanced than
linear search, such as binary search, hash functions, or others.
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Figure 3.10: A simple strictly monotone Petri net.
3.7.4 Example
To illustrate Algorithm 4, we consider the Petri net in Fig. 3.10 with initial
marking M0 = (2 0)
T and incidence matrix
D =
[
2 −1
−1 1
]
.
The Petri net is verified to be strictly monotone using the vector y =
(0.5 0.8)T . First, we check if the marking M1 = (1 0)
T is reachable or
not. As Z = yTD = (0.2 0.3), we have
k =
⌊
yT (M1 −M0)
mini Z(i)
⌋
=
⌊
−0.5
0.2
⌋
= −3 .
As k ≤ 0, marking M1 is unreachable. Indeed, M1 is unreachable because
the token sum inM1 is 1, which violates the fact that the token sum of places
p1 and p2 must be larger than or equal to 2 for all reachable markings.
Now we check if the marking M2 = (7 0)
T is reachable or not. Using
Eq. (3.16) for calculating l and Eq. (3.17) for calculating k, we have k = 12
and l = 9. By running Algorithm 4, M2 is verified to be reachable with a
firing sequence of length 10, which lies in the set {l, l+ 1, ..., k} as expected.
Now we use the nonlinear programming formulation in the previous subsec-
tion to minimize the search length k. The nonlinear programming problem
is
min
⌊
yT (M2 −M0)
mini Z(i)
⌋
s.t. yTD > 0Tm ,
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where Z = yTD. Using the nonlinear programming solver fmincon in Mat-
lab with the initial point y0 = (0.5 0.8)
T , we find one solution y = (0.2 0.3)T .
With this y, the search length is k = 10 (and also l = 10); in other words,
we only need to check markings that are reachable with a firing sequence of
length 10. The reachability result is the same as in the previous case which
uses y = (0.5 0.8)T , but this time less running time is needed (as k is 10
instead of 12).
3.8 Summary
In this chapter, we present upper bounds on the number of consistent mark-
ings in DESs when the underlying model is a labeled Petri net. For λ-free
labeled Petri nets, we showed that the number of consistent markings is
at most polynomial in the length of the observation sequence. Polynomial
bounds on the number of consistent markings were also obtained for Petri
nets with structurally bounded unobservable subnets. Note that if the Petri
net is bounded, then eventually the number of consistent markings is bounded
by the size of the reachability set. In this case, if our bound exceeds the size
of the reachability set for some (large) value of k, we should use the size of
the reachability set as the bound on the number of consistent markings.
Our bounds imply that the online state estimation problem can be solved
efficiently with complexity that is polynomial in the length of the observation
sequence in a very general setting. Note that in many supervisory control
and fault diagnosis applications (that require state estimation), the Petri net
model of the plant is fixed and only the number of observed labels increases
with time. Therefore, broadly speaking, our bounds can also be used to ar-
gue the computational complexity of supervisory control and fault diagnosis
algorithms, as long as the labeled Petri net model satisfies the assumptions
in this paper. For example, the polynomial bounds are used in the computa-
tional complexity analysis for least-cost firing sequence estimation [9], fault
diagnosis (as shown in Section 3.6; for more details, refer to [11]), reacha-
bility checking (as shown in Section 3.7; for more details, refer to [14]), and
supervisor synthesis. Here is a very brief summary of the supervisor synthesis
problem (for details, refer to [13]):
• The system is modeled as a partially observed and partially controlled
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Petri net14 Q with labeling function L.
• The goal is to synthesize a maximally permissive control policy such
that the system is guaranteed to avoid entrance to any state within
MF , a given finite set of forbidden states.
• The algorithm is an online algorithm which first calculates an estimate
of current system states (due to limited sensing capability) and then
synthesizes a control policy to avoid forbidden states.
• The online algorithm is shown to have computational complexity that
is polynomial in the length of the observation sequence by applying
Theorem 3.2.
Our bounds can also be used to guide the design of sensor configurations
on observable transitions (in the form of transition labels) without having
to explicitly evaluate the actual performance of sensor configurations. For
example, if we assign transition labels in a way that minimizes j(l¯ − 1),
then the (bound on the) number of consistent markings at each step is also
minimized according to the result in Theorem 3.1 and Corollary 3.1. In other
words, the (bound on the) uncertainty introduced by the state estimation
process is reduced so that we can potentially perform supervisory control
and fault diagnosis more effectively.
14The partially observed and partially controlled Petri net used here is the one in Defi-
nition 2.5 with Po = ∅, i.e., there is no place sensor available.
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CHAPTER 4
SENSOR SELECTION FOR STRUCTURAL
OBSERVABILITY
In this chapter, we consider the selection of sensors so that the state of
a given partially observed Petri net can be determined uniquely based on
sensor information.
4.1 Introduction
Applications that involve monitoring and controlling of discrete event sys-
tems rely on information conveyed by various types of sensors that are avail-
able in the system. Usually it is impossible or undesirable to place sensors
everywhere because sensors may be unavailable or prohibitively expensive
for certain state transitions or other tasks. Therefore, selecting a minimum
number of sensors (or a set of sensors of minimal cost) that also meets the
system design requirements is critical and often mandatory.
Optimal sensor selection problems have been studied extensively in discrete
event systems that can be modeled as finite state machines, e.g., [57–60].
In [57], a sequence of tests is provided to obtain a set of sensors that has
minimal cost and ensures a given property (such as diagnosability). In [58],
the problem of obtaining an optimal sensor configuration of minimum car-
dinality is shown to be computationally hard (by showing that the corre-
sponding decision problem is NP-complete) for several properties, including
diagnosability, normality, and observability. The authors of [59] discuss the
problem of sensor selection to achieve observability with minimum cost and
show that polynomial time algorithms to find good1 approximate solutions
to this problem most likely do not exist (at least under certain complexity
assumptions). Minimal2 sensor selection to fulfill a desired formal property
1An approximate solution is “good” if its total cost is very close to the optimal cost.
For the precise meaning, refer to [59].
2A sensor configuration is minimal if it is a minimal element in a partially ordered
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is shown to be generally NP-hard in [60]; for properties that have mask-
monotonic behavior (e.g., (co-)observability, normality, state-observability,
and diagnosability), “top-down” and “bottom-up” methods that have poly-
nomial complexity and achieve a minimal sensor configuration are proposed
in [60].
In this chapter, we focus on sensor selection in DESs that can be mod-
eled as Petri nets. There is only limited previous work on sensor selection
problems when the underlying model is a Petri net. For example, in [61],
observability notions based on inputs and outputs are used as criteria when
optimizing the selection of sensors in interpreted Petri net models; in this
case, genetic algorithms are used to approximate the optimal sensor selec-
tion, but the method only applies to bounded Petri nets and the proposed
algorithm converges slowly to a suboptimal solution.
In the sensor selection problem we consider, we formulate the notion of
structural observability , i.e., the ability to uniquely determine the system
state at any given time step3 based on sensor information up to that time
step, knowledge of the system model, and an arbitrary but known initial
state. The requirement for uniquely determining the system state at any
given time step is motivated by a number of applications where complete
knowledge of the system state is absolutely necessary. Examples include the
following:
• In supervisory control, control policies for a large number of synthesis
methods (e.g., [25,62–68]) are defined as a function from any reachable
state to a control action. Implicitly, these methods require that the
system state at any given time step is exactly known. There is only a
limited number of supervisor synthesis methods that are based on state
estimates (e.g., [12,29,69,70]) because such control policies are difficult
to formulate in an optimal manner [29]. The problem is that algorithms
based on state estimates may also be forced to prevent transition firings
that lead the system from one admissible state to another admissible
state. More importantly, the use of state estimates may significantly
reduce the performance of the closed-loop system and, in particular, it
set [60]. In general, finding a minimal sensor configuration is easier than finding a sensor
configuration with the minimum number of sensors or with the minimal cost.
3Time steps refer to the times at which transitions in a firing sequence fire. For example,
time step i refers to the time at which the i-th transition in a firing sequence fires.
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may lead to a deadlock [30].
• In the design of safety-critical systems, discrete event systems which
model user-interfaces must be immediately observable in order to have
good properties, i.e., interfaces need to accurately represent the un-
derlying system to the user, so that the user will not be misled or
confused [71].
• In system monitoring, a unique (possibly corrupted) state is required
to perform fault detection and correction [43, 44].
Structural observability requires that the current system state is determined
uniquely without delay for any arbitrary but known initial state. As shown
later in this chapter (and proved in Appendix B), even if one allows a finite
delay in the definition of structural observability, the requirements for the two
notions (non-delayed and delayed structural observability) remain essentially
the same.
After we formulate and analyze structural observability, we consider the
placement of a minimum number of sensors in the system in order to en-
force this property. Unlike sensor selection problems for DESs modeled by
finite automata, we allow two types of sensors (in order to model both place
and transition observability): place sensors indicate the number of tokens
in a particular place (e.g., vision sensors), and transition sensors indicate
the firing of a transition in a given subset of transitions (e.g., motion sen-
sors). To simplify the problem and gain a better understanding of it, we
consider two subproblems: the optimal place sensor selection (OPSS) prob-
lem and the optimal transition sensor selection (OTSS) problem. We first
establish that the OPSS problem is computationally hard by showing that
the corresponding decision problem is NP-complete via a polynomial reduc-
tion from the minimum vertex cover problem (refer to Problem 2.1) to this
decision problem. We also show that the OPSS problem can be reduced with
polynomial complexity to the binary integer programming problem (refer to
Problem 2.2) which can be solved optimally using existing binary integer
programming solvers (at least for small problem instances). As an alter-
native to the binary integer programming based approach, we also propose
four approximation algorithms to approach the optimal solution. Unlike the
OPSS problem, the OTSS problem can be solved efficiently in time that is
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polynomial in the number of places and transitions. Sensor selection prob-
lems (with constraints on the way transitions might share sensors) are also
considered.
In the next section, we formulate the optimal sensor selection problems
to achieve structural observability. In Section 4.3, we characterize structural
observability and give existence conditions (for both the OPSS and OTSS
problems) that can be checked with polynomial complexity, i.e., algorithm
complexity that is polynomial in the number of places and transitions of the
Petri net. In Section 4.4, we show that the OPSS problem is NP-complete
by reducing the minimum vertex cover problem to it. The OPSS problem can
be solved by transforming it into the binary integer programming problem
(as shown in Section 4.5) or using approximation algorithms (four such algo-
rithms are proposed in Sections 4.6 and 4.7). In Section 4.8, we show that the
OTSS problem can be solved efficiently with polynomial complexity. In Sec-
tion 4.9, we consider two sensor selection problems that take constraints (in
the way transitions can share sensors) into account. Section 4.10 summarizes
this chapter.
4.2 Problem Formulation
Before we formulate sensor selection problems, we first use the following
example to illustrate the basic idea.
Example 4.1 For the net on the right of Fig. 2.3, consider V = (1 1 1)T
and L defined as L(t1) = a, L(t2) = L(t3) = b, L(t4) = c and L(t5) = λ.
Suppose M0 = (2 0 1 0)
T and the firing sequence t3t5 occurs. Then, the
system trajectory is
M0[t3〉M1[t5〉M2,
where M1 = (0 0 2 0)
T and M2 = (0 0 1 1)
T . Given the place sensor
configuration V and the labeling function L, the available sensor information
is
(2 0 1)T → b→ (0 0 2)T → (0 0 1)T .
Though no label is observed when the system evolves fromM1 toM2, we can
infer that unobservable transition t5 has occurred from the token change in
place p3, because only the firing of t5 can decrease the token number in p3
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by 1. 
The above example shows how the information from place sensors can be
used to reduce uncertainty due to transition labels; on the other hand, the
information from transition labels can also be used to reduce uncertainty
due to place sensors. Given a partially observed Petri net, the general sensor
selection problem consists of choosing a place sensor configuration V and a
labeling function L such that ||V || + |Σ| is minimized and the system state
can be determined uniquely based on sensing information, knowledge of the
system model, and an arbitrary but known initial state. Note that we focus
mainly on minimizing the total number of sensors but, more generally, the
cost of sensors could be different resulting in uneven weighting and chang-
ing the problem to that of minimizing the total cost of all sensors; these
extensions are discussed in Chapter 5.2.
We now formalize the concept of structural observability which ensures
that the system state can be determined uniquely given a set of place sensors
and transition sensors.
Definition 4.1 Given a place sensor configuration V and a labeling function
L, a partially observed Petri net Q is structurally observable if for an arbitrary
but known initial stateM0 and any firing sequence fromM0, the system state
M at any given time step can be determined uniquely based on observations
from place sensors and transition sensors up to that time step.
The notion of structural observability requires that the current system
state is determined uniquely without delay for an arbitrary but known initial
marking. If one allows a finite delay in that definition, the notion of K-
delayed structural observability for a finite nonnegative integer constant K
can be stated as follows, and can be shown to be equivalent to structural
observability (refer to Appendix B).
Definition 4.2 Given a place sensor configuration V and a labeling function
L, a partially observed Petri net Q is K-delayed structurally observable if for
an arbitrary but known initial state M0 and any firing sequence from M0,
the system state M at any given time step i ≥ 0 can be determined uniquely
based on observations from place sensors and transition sensors no later than
time step i+K.
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Remark 4.1 There are several properties that are related to, but differ from,
the notion of structural observability as defined in this work. The closest one
is immediate observability [71], i.e., the ability to determine the current state
based only on partial information about the state and either the last or next
event; the main difference between these two notions is that structural observ-
ability requires that the state can be determined for an arbitrary but known
initial state. Structural marking observability [29] is defined in a different
setting and has a different meaning: more specifically, in [29] each transition
has a unique label and the goal is to determine if there exists an observation
sequence for any unknown initial marking such that the current state can be
reconstructed. In [72], observability involves not only the information from
place sensors but also control inputs. 
Definition 4.3 Given a partially observed Petri net Q and a fixed labeling
function L (or a fixed place sensor configuration V ), a place sensor configu-
ration V (or a labeling function L) is valid if Q is structurally observable.
To simplify the sensor selection problem and gain a better understanding of
it, we consider two subproblems: the optimal place sensor selection problem
given a fixed labeling function, and the optimal transition sensor selection
problem given a fixed place sensor configuration.
The optimal place sensor selection problem given a fixed labeling function
consists of choosing, for a Petri net with a given set of transition sensors, the
minimal number of observable places to put sensors on so that the system is
structurally observable.
Problem 4.1 (Optimal Place Sensor Selection (OPSS)) Given a partially
observed Petri net Q and a fixed labeling function L, find a valid place sensor
configuration Vmin such that for any other valid place sensor configuration
V , ||Vmin|| ≤ ||V ||.
Similarly, the optimal transition sensor selection problem given a fixed
place sensor configuration consists of choosing, for a Petri net with a given
set of place sensors, the minimal number of transition labels so that the
system is structurally observable.
Problem 4.2 (Optimal Transition Sensor Selection (OTSS)) Given a par-
tially observed Petri net Q and a fixed place sensor configuration V , find a
valid labeling function Lmin : T → Σ ∪ {λ} such that |Σ| is minimized.
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4.3 Characterization of Structural Observability
According to the state equation M = M0 + Dσ, one sufficient condition
for uniquely determining the system state at any given time step is that
the firing of each transition at any time step can be distinguished based
on sensing information. In turn, this ensures that the firing sequence and
the sequence of markings can be constructed recursively. This discussion
motivates the notion of transition distinguishability.
Definition 4.4 Given a place sensor configuration V and a labeling function
L, a partially observed Petri net Q is transition distinguishable if, for an
arbitrary but known initial state M0, the firing of any of its transitions at
any time step can be distinguished from any other transition firing based on
observations from place sensors and transition sensors up to that time step.
Remark 4.2 Transition distinguishability is different from event-detectability
as defined in [72] in that it allows information from transition sensors (be-
sides place sensors) to be taken into account. Another related concept is
invertibility [73], i.e., the ability to reconstruct the entire event string from
the observation of the output string; the main difference is that invertibility
allows a finite delay and depends on the initial state. 
It is clear from the above discussion that transition distinguishability is
sufficient for structural observability. Transition distinguishability is also
necessary if we assume that there are no identically behaving transitions in
the partially observed Petri net.
Definition 4.5 Transitions t1 and t2 are identically behaving if D(:, t1) =
D(:, t2), where D(:, t) denotes the column of the incidence matrix D corre-
sponding to transition t.
Intuitively, the firings of identically behaving transitions drive the system
from a given current state to the same resulting state; therefore, knowledge of
the current and previous markings does not necessarily uniquely identify the
transition (that fired among identically behaving transitions). To simplify
the characterization of the conditions under which the system state can be
determined uniquely, in this chapter we assume that there are no identically
behaving transitions in the Petri net we study.
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Remark 4.3 Identically behaving transitions need not be distinguished as
far as structural observability is concerned because their firings result in the
same state change. Therefore, one could simply merge identically behaving
transitions as a single transition and then apply the approach proposed in
this chapter. 
Proposition 4.1 Given a place sensor configuration V and a labeling func-
tion L, a partially observed Petri net Q is structurally observable if and only
if it is transition distinguishable.
Proof: (If part) If the Petri net is transition distinguishable, then we can
uniquely infer the firing sequence based on transition labels and observations
from place sensors. As the initial state is known, the system state can be
uniquely determined using the state equation (2.1). This process can be
continued recursively for all time steps.
(Only if part) If the Petri net is not transition distinguishable, then there
exists an initial marking M0, some time step k, and two transitions t1 and
t2 such that the firings of t1 and t2 cannot be distinguished based on sensing
information. The marking M at time step k enables both t1 and t2, and the
firings of transitions t1 and t2 at marking M result in different markings as
there are no identically behaving transitions. In this scenario, the system
state cannot be determined uniquely and the Petri net is not structurally
observable. 
Proposition 4.1 implies that we can focus on the study of transition distin-
guishability. Given a place sensor configuration V , the ||V || ×m matrix DV
is constructed by keeping the rows of D that correspond to observable places
with sensors. In addition, for a given labeling function L : T → Σ∪ {λ}, the
||V || × |Te| matrix DeV is constructed for each label e ∈ Σ ∪ {λ} by keeping
the columns in DV that correspond to transitions associated with label e.
Proposition 4.2 Given a place sensor configuration V and a labeling func-
tion L, a partially observed Petri net Q is transition distinguishable if and
only if (i) for each label e ∈ Σ, all columns of DeV are pairwise different, and
(ii) for λ, all columns of DλV are nonzero and pairwise different.
Proof: The if part follows from the fact that for any transition t, there is a
unique combination of a transition label L(t) and a column vector of token
changes DV (:, t) that identifies the firing of the transition.
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Now we prove the only if part by contradiction.
(i) Suppose there is a label e ∈ Σ and two associated transitions t1, t2
such that L(t1) = L(t2) = e and DV (:, t1) = DV (:, t2). As there ex-
ists a marking M under which t1 and t2 are both enabled, we cannot
distinguish transitions t1 and t2 based on sensor output generated by
the occurrence of either t1 or t2 at marking M (we can always set the
initial marking to be M); this contradicts the fact that the Petri net is
transition distinguishable.
(ii) Suppose there is a transition t such that L(t) = λ and DV (:, t) = 0||V ||,
where 0||V || is a ||V ||-dimensional column vector with all entries being 0.
As there exists a marking M such that t is enabled, then the firing of
t cannot be detected based on sensor output; also a contradiction.
(iii) The case in which there are two transitions t1, t2 such that L(t1) =
L(t2) = λ and DV (:, t1) = DV (:, t2) can be proved in a way similar to
Case (i). 
Proposition 4.3 Given a place sensor configuration V and a labeling func-
tion L, the transition distinguishability of a partially observed Petri net Q
can be determined with complexity O(nm2).
Proof: For each label e ∈ Σ∪{λ} that is associated with at least 2 transitions
(i.e., |Te| ≥ 2), we need to check whether their corresponding columns in
DeV are pairwise different. In the worst case, we need to do ||V || ×
(
|Te|
2
)
comparisons. For λ, we also need to check whether any of its transitions
correspond to a zero vector in matrix DλV , which needs ||V ||× |Tλ| additional
comparisons. Therefore, the total number of comparisons is
#comparisons = ||V || × |Tλ|+ ||V || ×
∑
e∈Σ∪{λ},|Te|≥2
(
Te
2
)
.
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Let
∑
e∈Σ∪{λ},|Te|≥2
|Te| = m1. Then
#comparisons = ||V || ×

|Tλ|+ ∑
e∈Σ∪{λ},|Te|≥2
|Te|2 − |Te|
2


= ||V || ×

|Tλ| − m1
2
+
∑
e∈Σ∪{λ},|Te|≥2
|Te|2
2


≤ ||V || ×
(
|Tλ| −
m1
2
+
m1
2
2
)
(4.1)
≤ n×
(
m+
m(m− 1)
2
)
=
nm2 + nm
2
, (4.2)
where Eq. (4.1) follows from the fact that
∑n
i=1 a
2
i ≤ (
∑n
i=1 ai)
2 for positive
ai’s and Eq. (4.2) follows from the fact that ||V || ≤ n1 ≤ n, |Tλ| ≤ m
and m1 ≤ m. Therefore, transition distinguishability of a Petri net Q with
outputs can be determined with complexity O(nm2), which is polynomial in
the number of places n and the number of transitions m. 
Using transition distinguishability, we can easily determine if structural
observability holds for a given place sensor configuration V and a given la-
beling function L. Now we state necessary and sufficient conditions for the
existence of solutions to Problems 4.1 and 4.2. First, we define Vmax = 1n1
(where 1n1 is an n1-dimensional column vector with all entries being 1), and
define Lmax as Lmax(t) = t for any t ∈ To and Lmax(t) = λ for any t ∈ Tuo.
For the OPSS problem, if a valid place sensor configuration exists given
the fixed labeling function L, the problem is guaranteed to have an optimal
place sensor configuration Vmin because the number of possible place sensor
configurations is finite (and equal to 2n1).
Theorem 4.1 (Existence Condition for OPSS) Given a partially observed
Petri net Q and a fixed labeling function L, there exists an optimal place
sensor configuration for the OPSS problem if and only if Q is transition
distinguishable under L and Vmax.
Proof: (If part) As the Petri net is transition distinguishable under the place
sensor configuration Vmax, it is structurally observable under Vmax following
Proposition 4.1, which implies that there exists at least one valid place sen-
sor configuration. Since the total number of place sensor configurations is
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Figure 4.1: Partially observed Petri net Q with given labeling function L.
finite and equal to 2n1, the OPSS problem will have an optimal place sensor
configuration.
(Only if part) If there exists an optimal place sensor configuration, we can
add more sensors on the optimal place sensor configuration to get Vmax, while
the Petri net remains transition distinguishable following Proposition 4.2.
Example 4.2 For the net in Fig. 4.1 with L being L(t1) = a, L(t2) =
L(t3) = b, L(t4) = c and L(t5) = λ, we check if there exists an optimal place
sensor configuration. After considering Vmax = 13 for the net, we get the
following 3× 5 matrix:
DVmax =
1 −1 −2 0 0
0 1 0 −1 0
0 0 1 1 −1
a b c λ
.
Following Proposition 4.2, it can be verified that the Petri net is transition
distinguishable, and therefore an optimal place sensor configuration for this
Petri net exists. By going through all 23 = 8 possible place sensor config-
urations, it is easy to establish that the optimal place sensor configuration
is Vmin = (0 0 1)
T ; that is to say, we only need to put a sensor on p3 to
complement the observation of the label sequence so that we can determine
the system state uniquely. 
We also have the following condition for the OTSS problem, which can be
proved in a way similar to Theorem 4.1.
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Figure 4.2: Partially observed Petri net Q with given place sensor
configuration V .
Theorem 4.2 (Existence Condition for OTSS) Given a partially observed
Petri net Q and a fixed place sensor configuration V , there exists an opti-
mal labeling function for the OTSS problem if and only if Q is transition
distinguishable under V and Lmax.
Example 4.3 We consider the Petri net in Fig. 4.2, where place p4 is unob-
servable and transition t5 is unobservable, and check if there exists an optimal
labeling function given V = (0 0 1)T . The optimal labeling function exists
following Theorem 4.2 (intuitively, the firing of unobservable transition t5
can be identified by the token change in observable place p3). 
Though the existence of an optimal solution to the OPSS problem can be
determined with polynomial complexity, the OPSS problem itself is compu-
tationally hard (as we show in the next section, the corresponding decision
problem is NP-complete). On the other hand, as discussed in Section 4.8,
the OTSS problem is solvable with polynomial complexity.
4.4 NP-Completeness of Optimal Place Sensor
Selection
In this section, we show that the OPSS problem is computationally hard by
demonstrating that the corresponding decision problem is NP-complete; the
NP-hardness is established by reducing the decision version of the minimum
vertex cover problem (for details, refer to Problem 2.1) to the decision version
of the OPSS problem.
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Problem 4.3 (OPSS: Decision Version) Given a partially observed Petri net
Q, a fixed labeling function L, and a positive integer k ≤ n, is there a valid
place sensor configuration V ′ such that ||V ′|| ≤ k?
Theorem 4.3 The decision version of the OPSS problem is NP-complete.
Proof: Problem 4.3 is shown to be NP-complete by (i) establishing that it
is in NP and (ii) reducing Problem 2.1 to it.
(i) Problem 4.3 is in NP. Select a place sensor configuration V such that
||V || ≤ k and test if V is valid; this test can be done with complexity that
is polynomial in the number of places and transitions (see Proposition 4.3).
Therefore, Problem 4.3 belongs to NP.
(ii) Problem 4.3 is NP-hard because Problem 2.1 can be reduced to it
with polynomial complexity. Given an undirected graph H = (Z,E), where
Z = {z1, z2, . . . , zn}, we first rename the vertices of undirected graph H
to {1, 2, . . . , n} so that any isolated vertices have indices n1 + 1, . . . , n. We
construct a partially observed Petri net Q with n places and m := |E| transi-
tions by making a copy of the renamed graph and attaching pi to vertex i for
i = 1, 2, ..., n. For every edge e ∈ E with vertices i, j in H , a transition t is
inserted in Q and connected to places pi and pj . We can assign directions to
these arcs arbitrarily, with the constraint that the two arcs associated with
the same edge in H have the same direction (see Fig. 4.3). Furthermore,
for each vertex, we assign different weights to each incoming (or outgoing)
arc; these weights range from 1 to the number of incoming (or outgoing) arcs
(which is of course bounded by |E|). Places p1, . . . , pn1 (or pn1+1, . . . , pn) are
taken to be observable (or unobservable). Transitions are named as t1, t2,
..., tm and share the same empty label λ. Figure 4.3(b) shows a Petri net
constructed from the undirected graph in Fig. 4.3(a) using the above men-
tioned procedure. The construction of the Petri net from the given graph
has complexity O(|E| × |Z|) that is polynomial in the number of edges and
vertices. It is worth noting the following:
• The constructed partially observed Petri netQ has Po = {p1, p2, ..., pn1},
To = ∅, and labeling function L(ti) = λ for i = 1, 2, ..., m, which im-
plies that all transitions are unobservable. Given this partially ob-
served Petri net and a positive integer k = l (note that l is given in
Problem 2.1), we have an instance of Problem 4.3. As there are no iden-
tically behaving transitions in the constructed Petri net Q (because of
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(b) Corresponding Petri net.
Figure 4.3: Reduction of MVC to OPSS.
the way that the weights of arcs are assigned), we can decide whether
a place sensor configuration V is valid or not by checking transition
distinguishability following Proposition 4.1.
• All transitions are labeled with the same empty label, and the input
place and output place of each transition are observable (unobservable
places are isolated). Each observable place can be used to distinguish
all of its input and output transitions as the firing of these transitions
will result in different token changes in the place (recall the procedure
of assigning weights to arcs). Therefore, we can distinguish a transition
by putting a sensor on either its input place or output place.
Note that there is a one-to-one correspondence between a valid place sensor
configuration V ′ for Q and a vertex cover Z ′ in H :
(i) Given any valid place sensor configuration V ′ for Q, each transition
must have at least one input or output place p such that V ′(p) = 1
(if V ′(p) = 0 for both the input place and the output place of the
transition, then the unobservable transition cannot be detected, and
therefore the Petri net is not transition distinguishable); then, the set
of vertices that correspond to the set of places that have sensors in V ′
is also a vertex cover for the undirected graph H .
(ii) Given any vertex cover Z ′, for each edge e ∈ E, at least one of its
two vertices v belongs to Z ′; then, the transition corresponding to the
edge e in H can be distinguished from other transitions by the place
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corresponding to the selected vertex v; therefore, we have established
the validity of place sensor configuration V ′ (with V ′(p) = 1 iff p cor-
responds to a vertex in the cover Z ′).
This completes the proof of the NP-completeness. 
Example 4.4 For the undirected graph in Fig. 4.3(a), Z ′ = {1, 2, 4, 6} is
a vertex cover, and correspondingly, V ′ = (1 1 0 1 0 1 0)T is a valid place
sensor configuration for the Petri net in Fig. 4.3(b). 
4.5 Transformation of OPSS to Binary Integer
Programming
In this section, we transform the OPSS problem to the binary integer pro-
gramming problem (for details, refer to Problem 2.2) so that it can be solved
optimally using existing binary integer programming solvers (this is possible
for small problem instances). Before we present the formal transformation,
we first use an example to illustrate the main idea.
Example 4.5 For the Petri net in Fig. 4.1 with the OPSS problem intro-
duced in Example 4.2, we can formulate the following binary integer pro-
gramming problem corresponding to the OPSS problem:
min cTx
s.t. Ax ≥ b
where c = (1 1 1)T , x = V = (v1 v2 v3)
T (as p1, p2 and p3 are all observable),
b = (1 1)T , and4
A =
[
−1 6= −2 1 6= 0 0 6= 1
0 6= 0 0 6= 0 −1 6= 0
]
=
[
1 1 1
0 0 1
]
.
The first row of matrix A is obtained by comparing the first three entries of
D(:, t2) with the corresponding entries of D(:, t3) and captures the require-
ment that the place sensor configuration V distinguish transitions t2 and t3;
the second row is obtained by comparing the first three entries ofD(:, t5) with
4Here, for integers a and b, a 6= b has value 1 if a is not equal to b, and 0 otherwise.
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three 0’s and captures the requirement that V detect unobservable transition
t5. Using the linear integer programming solver [74], the optimal solution is
found to be (0 0 1)T , which is the same as the solution obtained via exhaustive
search in Example 4.2. 
To transform an instance of the OPSS problem to an instance of the BIP
problem, we define the parameters of the BIP problem as follows:
• Set s = n1 and q = |Tλ|+
∑
e∈Σ∪{λ},|Te|≥2
(
|Te|
2
)
.
• Set b = 1q, c = 1s and x = V .
• Set A to be a q × s binary matrix with two kinds of rows: (a) for each
pair tj , tk ∈ Te (j 6= k) for any label e ∈ Σ∪{λ} with |Te| ≥ 2, there is a
row of the form (D(1, j) 6= D(1, k) D(2, j) 6= D(2, k) · · · D(n1, j) 6=
D(n1, k)); (b) for each tj ∈ Tλ, there is a row of the form (D(1, j) 6=
0 D(2, j) 6= 0 · · · D(n1, j) 6= 0).
Proposition 4.4 The binary integer programming problem constructed above
is equivalent to the optimal place sensor selection problem.
Proof: As x = V , cTx =
∑n1
i=1 vi = ||V ||. We need to show Ax ≥ b if
and only if V is valid, i.e., the Petri net is structurally observable under
place sensor configuration V and the given labeling function L. Following
Proposition 4.1 and Proposition 4.2, we only need to show Ax ≥ b if and
only if all columns of DeV are pairwise different for each label e ∈ Σ such that
|Te| ≥ 2, and all columns of DλV are nonzero and pairwise different. This is
established from the following facts:
• (D(1, j) 6= D(1, k) D(2, j) 6= D(2, k) · · · D(n1, j) 6= D(n1, k))x ≥ 1 is
equivalent to the fact that the jth and kth columns of incidence matrix
D differ in at least one of the observable places that are equipped with
a sensor (as indicated by the place sensor configuration V = x). The
construction of matrix A ensures that this is true for all pairs tj , tk ∈ Te
(j 6= k) for any label e ∈ Σ ∪ {λ} with |Te| ≥ 2. In total, there are∑
e∈Σ∪{λ},|Te|≥2
(
|Te|
2
)
inequalities of this type.
• (D(1, j) 6= 0 D(2, j) 6= 0 · · · D(n1, j) 6= 0)x ≥ 1 is equivalent to the
fact that the jth column is nonzero in at least one of the observable
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places that are equipped with a sensor. The construction of matrix
A ensures that this is true for any tj ∈ Tλ. In total, there are |Tλ|
inequalities of this type. 
Note that if we try to solve the equivalent binary integer programming
problem without testing the existence condition to the OPSS problem, then
the feasible region will be empty if there is no solution to the OPSS problem
(and hopefully this will be indicated by the corresponding solver). It can be
verified that the reduction from OPSS to BIP can be performed with com-
plexity that is polynomial in the number of places and transitions. Therefore,
we can solve the OPSS problem optimally using binary integer programming
solvers. Though binary integer programming solvers will generally be more
efficient than exhaustive search, they can only effectively deal with small
problem instances as the OPSS problem is computationally hard. Therefore,
it is imperative to find approximation algorithms that lead to good subopti-
mal solutions with reasonable computational effort. This is done in the next
section.
4.6 Approximating OPSS: Part I
In this section, we propose three approximation algorithms for the optimal
place sensor selection problem by extending the heuristics used for the opti-
mal selection of diagnostic probes in [75]. More specifically, we consider how
the addition of a sensor to an observable place serves to detect/distinguish
unobservable transitions or distinguish transitions that are associated with
the same label e ∈ Σ. We then define a measure of “distinguishability” (called
scoring function) and use it to facilitate our choice of observable places to
put sensors on. Note that due to the fact that structural observability is
preserved with the addition of extra sensors, the algorithms we propose are
guaranteed to find minimal sensor configurations (in the sense of [60]; for
details, refer to Footnote 2 in Section 4.1).
Given a partially observed Petri net Q with n places, m transitions, and a
fixed labeling function L, if there exists one or more unobservable transitions,
we construct a new partially observed Petri net Q¯ by adding an isolated
transition tm+1 to Q and by assigning the empty label λ to it. In other words,
the new incidence matrix D¯ = (D 0n) if there exists at least one unobservable
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transition in Q; otherwise, D¯ = D. Given a place sensor configuration V , it
can be shown (following Proposition 4.2) that if, for each label e ∈ Σ ∪ {λ},
all columns of D¯eV are different from each other, then the original Petri net
Q is transition distinguishable. We introduce D¯ because (i) it simplifies
Proposition 4.2 in the sense that we only need to check if any two columns
of D¯eV are different for e ∈ Σ ∪ {λ}, including the empty label; and (ii) it
eliminates the need to separately treat unobservable transitions (whose firings
generate token changes at place p) from unobservable transitions (whose
firings do not generate token changes at p) in the partition of Tλ generated
by observable place p (as defined below).
Definition 4.6 Given a partially observed Petri net Q and a fixed labeling
function L, Ωe(pi) for e ∈ Σ∪{λ} denotes the partition of Te generated by ob-
servable place pi in the Petri net Q¯, and is defined as Ωe(pi) = {S1, S2, ..., Sk},
where
• k is equal to the number of distinct entries in the row vector D¯eV , where
V has V (i) = 1 and all other entries equal to 0;
• S1 ∪ S2 ∪ · · · ∪ Sk = Te and Si ∩ Sj = ∅ for different i, j;
• Sl for l = 1, 2, ..., k is a non-empty set with the maximal number of
transitions {tj , ..., tk} that satisfy tj , · · · , tk ∈ Te and D¯(i, j) = · · · =
D¯(i, k).
Example 4.6 We find the partitions generated by observable place p1 in the
Petri net constructed from the net in Fig. 4.1 by adding an isolated transition
t6. Then the row of the incidence matrix D¯ corresponding to place p1 is
1 −1 −2 0 0 0
a b c λ
,
and, by definition, the partitions generated by place p1 for labels a, b, c and
λ are respectively {{t1}}, {{t2}, {t3}}, {{t4}} and {{t5, t6}}. 
Remark 4.4 The partition defined above generalizes the measure of the
diagnostic power of a probe in [75] in the sense that the incidence matrix D¯
can have arbitrary integer entries while the dependency matrix in [75] only
has 0 or 1 entries. 
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If there exists at least one unobservable transition in Q, then |Tλ| ≥ 2 in
Q¯. Clearly for a label e with only one transition, the transition is observable
and uniquely identified by its label. The transitions associated with a label
e ∈ Σ ∪ {λ} satisfying |Te| ≥ 2 need to be distinguished using place sensors
so that transition distinguishability holds. If the partition generated by an
observable place p for such a label e has |Te| elements, then a sensor at
place p is sufficient for distinguishing all transitions in Te. In Example 4.6,
p1 is sufficient for distinguishing transitions associated with label b, but is
insufficient for distinguishing transitions associated with λ.
Now we define the scoring function for an observable place pi as
5
f(pi) =
∑
e∈Σ∪{λ},|Te|≥2
|Ωe(pi)| .
The scoring function satisfies
lb ≤ f(pi) ≤ ub,
where lb =
∑
e∈Σ∪{λ},|Te|≥2
1 and ub =
∑
e∈Σ∪{λ},|Te|≥2
|Te|, because 1 ≤
|Ωe(pi)| ≤ |Te|. If f(pi) > f(pj), then a place sensor at pi can distinguish
more (partitions of) transitions than a place sensor at pj; therefore, f(pi) is
a measure of the ability of place pi to distinguish transitions. If f(pi) is equal
to ub, then pi is sufficient for distinguishing all transitions.
With the scoring functions computed, one natural top-down method to
approximate the OPSS problem is to start with all observable places and
then subtract places one by one in the order of increasing value of the scoring
function, until we reach a set of observable places (to place sensors on) that
cannot be reduced further without affecting the transition distinguishability
of the net. The details are given in Algorithm 5.
We briefly explain Lines 4-12 of Algorithm 5. After computing the score
for every observable place, we set Vcurrent to be Vmax and Pleft to be the
set of observable places at Line 4. Pleft keeps track of the set of observable
places that we have not considered so far and its cardinality decreases by
one after each loop in the while clause; this guarantees the termination
of the algorithm. In the loop, we use Vtemp to represent the place sensor
5Note that other scoring functions are also possible; we discuss some possible choices
in Chapter 5.2.
78
Algorithm 5 Top-down method
Input: A partially observed Petri net Q and a fixed labeling function L
Output: V – an approximation of Vmin
1: Determine whether there exists an optimal place sensor configuration
using Theorem 4.1; if one does not exist, exit;
2: Construct Q¯ by adding an isolated transition if there is at least one
unobservable transition;
3: Compute f(pi) for every pi ∈ Po;
4: Vcurrent ⇐ Vmax and Pleft ⇐ Po;
5: while |Pleft| > 0 do
6: Vtemp ⇐ Vcurrent;
7: Find p ∈ Pleft to minimize f(p). If there are multiple places that
minimize f(p), randomly choose one;
8: Vtemp(p)⇐ 0;
9: Test whether Q¯ is transition distinguishable under Vtemp. If it is, then
Vcurrent ⇐ Vtemp;
10: Pleft ⇐ Pleft − {p};
11: end while
12: V ⇐ Vcurrent.
configuration induced from Vcurrent by removing a sensor from the place p
that minimizes the score among all places in Pleft. If the system is transition
distinguishable under Vtemp and L, then the sensor can be removed and we
update Vcurrent using Vtemp; otherwise, the sensor cannot be removed at the
current iteration and Vcurrent remains the same as before. In both cases, we
remove the corresponding place p from Pleft. After we have considered all
observable places, i.e., Pleft is empty, the algorithm stops with the output
Vcurrent, which is an approximation to Vmin because in any execution of the
while loop, Vcurrent is always valid.
For certain Petri nets, it may be the case that some f(pi) is very close
to ub so that one or two additional place sensors are sufficient to guarantee
structural observability. We next consider how to extend the scoring func-
tion to multiple places so that we can approximate the optimal solution in a
bottom-up fashion. Suppose we have a partition Ωe(pi) generated by place pi
for label e and6 |Ωe(pi)| < |Te|. If we choose another place pj , we can refine
6If |Ωe(pi)| = |Te| for every label e, then adding another place cannot increase the
value of the scoring function. In fact, in such a case, a sensor at place pi is sufficient for
structural observability and the proposed Algorithm 6 would terminate after selecting pi.
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Algorithm 6 Bottom-up method
Input: A partially observed Petri net Q and a fixed labeling function L
Output: V – an approximation of Vmin
1: Determine whether there exists an optimal place sensor configuration
using Theorem 4.1; if one does not exist, exit;
2: Construct Q¯ by adding an isolated transition if there is at least one
unobservable transition;
3: Vcurrent ⇐ 0n1. If Q¯ is transition distinguishable under L and Vcurrent,
exit with V = 0n1 ;
4: Pleft ⇐ Po, S ⇐ ∅, and sign⇐ 0;
5: while sign is 0 do
6: Find p ∈ Pleft to maximize f(S ∪ {p}) and keep their generated parti-
tions for each label. If there are multiple places that result in an equal
maximum, randomly choose one;
7: Vcurrent(p)⇐ 1, Pleft ⇐ Pleft − {p} and S ⇐ S ∪ {p};
8: If f(S) is equal to ub, then sign⇐ 1;
9: end while
10: V ⇐ Vcurrent.
the partition Ωe(pi) by considering whether transitions belonging to some set
S ∈ Ωe(pi) can be distinguished using pj . If we denote the refined partition
as Ωe(pi, pj), we can define f({pi, pj}) =
∑
e∈Σ∪{λ},|Te|≥2
|Ωe(pi, pj)|. By re-
peatedly applying the above operation, we can define the scoring function
f(S) for any nonempty set S of observable places. Note that the partitions
in Ωe(pi1, pi2 , ..., pik) are independent of the ordering of places and f(S) still
satisfies lb ≤ f(S) ≤ ub for any nonempty set of observable places.
The idea of the bottom-up method is as follows: initially, choose the place
pi which maximizes f(pi) and keep its generated partition for each label; the
second time around, choose the place pj which maximizes f({pi, pj}) and
keep the refined partition for each label; keep doing this until f(S) = ub for
some subset S of observable places. The details are given in Algorithm 6.
We briefly explain Lines 3-10 of Algorithm 6. We first set Vcurrent to be
the place sensor configuration without sensors at Line 3. If Q¯ is transition
distinguishable under the given labeling function L and the place sensor
configuration Vcurrent, then no place sensor is necessary and the algorithm
exits with V = 0n1; otherwise we set Pleft to be the set of observable places,
S to be the empty set, and sign to be 0 at Line 4. Pleft keeps track of
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the set of observable places that we have not considered so far, variable S
keeps track of the set of observable places that have sensors in Vcurrent, and
sign has value 1 if we have found a valid place sensor configuration and 0
otherwise. In the while loop, we first select place p (in Pleft) that maximizes
7
the score f(S ∪ {p}); then, we set Vcurrent(p) to be 1, remove p from Pleft,
and at the same time add p into S; finally, we determine if f(S) is equal to
ub, or equivalently, if Vcurrent is valid. If it is, then the while loop ends by
setting sign to be 1 and declaring that Vcurrent is an approximation to Vmin;
otherwise, the algorithm goes to the next loop. The algorithm is guaranteed
to stop because after each iteration, |S| will be increased by 1 and |S| is
upper bounded by the number of observable places (and also because the
existence of an optimal solution has been verified at Line 1).
Example 4.7 For the Petri net in Fig. 4.1 with the OPSS problem intro-
duced in Example 4.2, we illustrate the use of the top-down and the bottom-
up methods to solve the OPSS problem. The existence of an optimal solution
was shown in Example 4.2. As t5 is unobservable, we add an isolated tran-
sition t6 to construct Q¯.
We first illustrate the use of the top-down method. We compute f(pi) for
i = 1, 2, 3, and obtain f(p1) = 3, f(p2) = 3 and f(p3) = 4. At the first
iteration, p1 and p2 both minimize f(p); we choose to eliminate the sensor
on p1 and find out that Q¯ is still transition distinguishable. At the second
iteration, we eliminate the sensor on p2 while at the third iteration, we cannot
eliminate any sensor and the algorithm ends with V = (0 0 1)T .
To use the bottom-up method, we initialize S = ∅. At the first iteration,
we find p3 which maximizes f(p) and set S = {p3}. As f(S) = ub = 4,
the algorithm ends with the V = (0 0 1)T . For this particular example,
both algorithms give the optimal solution that we obtained earlier using
exhaustive search (in Example 4.2) and binary integer programming solvers
(in Example 4.5). 
Now we provide an analysis of the performance of the bottom-up method
by providing an upper bound on the number of place sensors in the solution
generated by Algorithm 6. The upper bound is min(n1, ub − lb + 1), where
7Instead of computing all partitions generated by S ∪{p}, we can save computation by
computing the value of f(S ∪ {p}) based on the value of f(S) and the increment induced
by place p (recall that Algorithm 6 iterates through places in a bottom-up fashion).
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n1 is the number of observable places and ub (or lb) is the maximum (or
minimum) value of the scoring function. The reasoning is the following: at
each iteration in Algorithm 6, one place sensor will be added and the scoring
function increases by at least lb for the first picked place and by at least 1 for
the following picked places (otherwise, we will not select the place sensor);
therefore, the loop will be executed at most n1 times as there can be at most
n1 sensors to add, and also at most ub−lb+1 times as the value of the scoring
function increases from at least lb to ub with the increment being at least 1.
For the OPSS problem in Example 4.7, as n1 = 3, ub = 4 and lb = 2, we get
the upper bound min(n1, ub − lb + 1) = min(3, 4− 2 + 1) = 3; clearly, the
bound holds as there is only one sensor in the optimal solution.
As shown in Appendix C, both Algorithm 5 and Algorithm 6 have com-
plexity O(n2m2) that is polynomial in the number of places and transitions.
We can obtain a better solution if we apply Algorithm 5 after Algorithm 6 by
setting Vcurrent (at Line 4 of Algorithm 5) to be the output of Algorithm 6 (in-
stead of Vmax); this method is called the combined method and is illustrated
in the context of an application in Chapter 5.2.
4.7 Approximating OPSS: Part II
In the previous section, we introduced the top-down, the bottom-up, and the
combined methods, but we have not been able to establish the performance
guarantees for these three approximation algorithms. In this section, we
propose a different heuristic algorithm based on the reduction from the OPSS
problem to the set cover problem (for details, refer to Problem 2.3) and the
use of a well known greedy algorithm for the set cover problem [24]. This
results in yet another heuristic method that has the advantage of providing
performance guarantees.
We first use the following example to illustrate the basic idea of how to
convert an instance of the OPSS problem to an instance of the set cover
problem.
Example 4.8 Consider the partially observed Petri net Q in Fig. 4.1 with
the OPSS problem introduced in Example 4.2. The OPSS problem requires
a place sensor configuration V such that Q is structurally observable under
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V and the given labeling function L, and V minimizes the number of place
sensors.
To construct an instance of the set cover problem from this OPSS problem,
we first recall the following binary integer programming formulation for the
OPSS problem as shown in Example 4.5:
min cTx
s.t. Ax ≥ b
where c = (1 1 1)T , x = V = (v1 v2 v3)
T (as p1, p2 and p3 are all observable),
b = (1 1)T , and
A =
[
1 1 1
0 0 1
]
.
Let k := n1 = 3 (namely the total number of observable places), and q := 2
(namely, the total number of constraints in the binary integer programming
problem). Set U = {1, 2} (namely, there are q = 2 elements in total), and
S1 = {1}, S2 = {1} and S3 = {1, 2} (these subsets are obtained by reading
the nonzero entries in each column of the matrix A: for example, S1 contains
only the element 1 because only the 1st entry of A(:, 1) is 1). With this
construction, each constraint in the binary integer programming problem is
equivalent to the requirement on these subsets to cover the corresponding
element in U . Since the objective function is equivalent to minimizing the
number of subsets in the set cover problem, the constructed set cover problem
is indeed equivalent to the OPSS problem. Note that it is not necessary to
construct the binary integer programming problem first because only the
matrix A is necessary. 
Given an instance of the OPSS problem, one could construct an instance
of the set cover problem as shown in Algorithm 7. Now we briefly show the
correctness of the reduction. Note that for any place sensor configuration V ,
there is a unique combination of subsets of U (namely {Si | V (i) is 1}), and
vice versa. Also, Q being structurally observable under V and L is equiv-
alent to satisfying AV ≥ 1q, which is equivalent to the requirement that
the combination of subsets of U (corresponding to V ) covers every element
of the universe U . Most computation in the reduction comes from Step 3
which involves constructing the matrix A and can be verified to have com-
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Algorithm 7 Reduction from OPSS to SCP
Input: An instance of the OPSS problem as shown in Problem 4.1
Output: An instance of the set cover problem as shown in Problem 2.3
1: Set q = |Tλ|+
∑
e∈Σ∪{λ},|Te|≥2
(
|Te|
2
)
, and set k = n1 (namely, the number
of observable places);
2: Set U = {1, 2, ..., q};
3: Set A to be a q×n1 binary matrix with two kinds of rows: a) for each pair
tj, tk ∈ Te (j 6= k) for any label e ∈ Σ∪{λ} with |Te| ≥ 2, there is a row of
the form (D(1, j) 6= D(1, k) D(2, j) 6= D(2, k) · · · D(n1, j) 6= D(n1, k));
b) for each tj ∈ Tλ, there is a row of the form (D(1, j) 6= 0 D(2, j) 6=
0 · · · D(n1, j) 6= 0);
4: Set Si = {j | j ∈ U and A(j, i) = 1} for i = 1, 2, ..., n1;
5: Output the set cover problem.
plexity O(nm2) because q is O(m2). Clearly, the reduction is of polynomial
complexity.
Remark 4.5 Note that one can also reduce the set cover problem to the
OPSS problem (this is another way to establish the NP-completeness of the
OPSS problem instead of using the vertex cover problem as shown in Sec-
tion 4.4). Here is a sketch of the reduction: given a universe U = {1, 2, ..., q}
and a set of subsets S1, S2, ..., Sk, we construct a partially observed Petri net
Q such that the partially observed Petri net has
• 2q observable transitions,
• q labels (namely, |Σ| = q) and label ei covering a unique pair of tran-
sitions t2i−1 and t2i for i = 1, ..., q,
• k observable places, and
• D(j, 2i − 1) 6= D(j, 2i) if the subset Sj covers the element i in the
universe U and D(j, 2i − 1) = D(j, 2i) otherwise, for j = 1, ..., k and
i = 1, ..., q.
One unobservable place might be necessary to eliminate identically behaving
transitions in the above construction. The correctness can be verified based
on the discussion of the reduction from the OPSS problem to the set cover
problem. 
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There is a well-known greedy algorithm for the set cover problem which
selects at each time the subset Si that can cover the most elements in the
universe that have not been covered so far, and terminates when all elements
are covered. The algorithm is guaranteed to provide a solution within OPT ∗
Hq [24], where OPT is the minimum number of subsets andHq = 1+
1
2
+...+ 1
q
(note that Hq is O(ln q)).
When we first reduce the OPSS problem to the set cover problem, and then
utilize the known greedy algorithm, the method guarantees a place sensor
configuration with the number of place sensors within OPT ∗Hq, where OPT
is the minimum number of place sensors and q is |Tλ|+
∑
e∈Σ∪{λ},|Te|≥2
(
|Te|
2
)
as shown in Algorithm 7. Note that the factor Hq is roughly O(lnm) because
q is O(m2).
4.8 Optimal Transition Sensor Selection
Section 4.4 showed that the optimal place sensor selection problem is com-
putationally hard by showing that the corresponding decision problem is
NP-complete. Perhaps surprisingly, the optimal transition sensor selection
problem (as defined in Problem 4.2) is solvable with complexity that is poly-
nomial in the number of places and transitions. We first define the partition
of To generated by a place sensor configuration V , which is a slightly modified
version of Definition 4.6.
Definition 4.7 Given a partially observed Petri net Q and a fixed place
sensor configuration V , the partition of the set of observable transitions To
generated by V is defined to be Ω(V ) = {S0, S1, S2, ..., Sk}, where
• S0 is a (possibly empty) set with the maximal number of transitions
{tj, ..., tl} that satisfy tj , · · · , tl ∈ To and DV (:, j) = · · · = DV (:, l) =
0||V || (where DV (:, j) denotes the jth column of matrix DV );
• If S0 = ∅, then k is equal to the number of distinct columns in the
matrix DV ; if S0 = To, then k is defined to be 1 and S1 := ∅; otherwise,
k is equal to the number of distinct columns of matrix DV minus 1;
• S0 ∪ S1 ∪ S2 ∪ · · · ∪ Sk = To and Si ∩ Sj = ∅ if i 6= j;
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• Si for i = 1, 2, ..., k is a (possibly empty) set with the maximal number
of transitions {tj , ..., tl} that satisfy tj, · · · , tl ∈ To and DV (:, j) = · · · =
DV (:, l) being nonzero.
Essentially, any two transitions that have the same column in DV fall into
the same partition in Ω(V ). After computing the partition Ω(V ), we need
to configure transition sensors to distinguish/detect all transitions in S0 by
assigning a unique label to each transition in S0 because no token changes are
available for these transitions; we also need to configure transition sensors to
distinguish all transitions in Si for i = 1, 2, ..., k by assigning a unique label
to any |Si| − 1 transitions in Si (the transition that is left without a label
can be distinguished by the token changes in V ). The minimum number of
labels needed is equal to
|Σ|min = max(|S0|,max(|S1|, |S2|, . . . , |Sk|)− 1) .
If |Σ| < |Σ|min (i.e., if the number of available transition sensors is less than
|Σ|min), then by Dirichlet’s drawer principle, either some transition in S0
cannot be detected or at least two transitions in some Sl for 1 ≤ l ≤ k
cannot be distinguished. Based on this idea, we have Algorithm 8 for the
OTSS problem.
We briefly explain Lines 3-12 of Algorithm 8. After computing Ω(V ), at
Line 3 we set |Σ| (the number of transition sensors) to be
max(|S0|,max(|S1|, |S2|, . . . , |Sk|)− 1)
as discussed previously. If |Σ| = 0, then no transition sensor is required;
otherwise, we need |Σ| transition labels e1, e2, . . . , e|Σ|. Then we define the
labeling function Lmin for observable transitions in Lines 4-11 (and for unob-
servable transitions at Line 12). At Line 4 we assign a unique label to each
transition in S0 if S0 is not empty. In the for loop from Line 5 to Line 11,
we assign labels to each transition in Sl for l = 1, ..., k. There are two cases:
(i) If |Sl| = 1, then the token change can uniquely identify the only tran-
sition in Sl, and therefore we assign the empty label to this transition.
(ii) If |Sl| > 1, then we assign a unique label from |Σ| to each transition
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Algorithm 8 Algorithm for OTSS
Input: A partially observed Petri net Q and a fixed place sensor configura-
tion V
Output: A valid labeling function Lmin : T → Σ∪{λ} satisfying Lmin(t) = λ
for any t ∈ Tuo
1: Determine whether there exists an optimal labeling function using The-
orem 4.2; if one does not exist, exit;
2: Compute the partition Ω(V ) to get S0, S1, S2, . . . , Sk;
3: |Σ| ⇐ max(|S0|,max(|S1|, |S2|, . . . , |Sk|) − 1). If |Σ| = 0, exit with
Lmin(t) = λ for t ∈ T ; else, Σ⇐ {e1, e2, . . . , e|Σ|};
4: Assign a unique label from Σ to each transition in S0 if S0 is nonempty;
5: for l = 1 to k do
6: if |Sl| = 1 then
7: Assign the empty label to the unique transition in Sl;
8: else if |Sl| > 1 then
9: Assign a unique label from Σ to each transition among any |Sl| −
1 transitions in Sl, and assign the empty label to the remaining
transition;
10: end if
11: end for
12: Lmin(t)⇐ λ for t ∈ Tuo and output Lmin.
among any |Sl| − 1 transitions and assign the empty label to the re-
maining transition.
The way to assign transition labels is possible due to the value of |Σ|. Lmin
and the given V guarantee transition distinguishability, and therefore Lmin
is valid (and the number of transition labels is also minimized). Note that
Lmin is not necessarily unique as there are no constraints on how to assign
labels for transitions within a set Sl or two different sets Sl1 and Sl2 .
Example 4.9 We consider the OTSS problem as stated in Example 4.3.
Recall that the optimal labeling function exists if we are given place sensor
configuration V = (0 0 1)T . The partition of To generated by V is S0 =
{t1, t2} and S1 = {t3, t4} by examining the matrix DV = (0 0 1 1 −1).
Therefore, we can set |Σ| = max(|S0|, |S1|−1) = 2 and Σ = {e1, e2}. Labeling
function L defined as L(t1) = L(t3) = e1, L(t2) = e2 and L(t4) = L(t5) = λ
is one optimal solution. 
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As shown in Appendix D, this algorithm has complexity O(nm2) that is
polynomial in the number of places and transitions.
Remark 4.6 Though there can be multiple optimal labeling functions, we
may form preferences depending on other criteria; for example, using the
results in Chapter 3, we may want to minimize the number of possible states
that are consistent with the observation of labels in case of place sensor
failures. 
In the OTSS problem, we have made one implicit assumption: a nonempty
label can be associated to any subset of observable transitions. This assump-
tion may not be realistic in certain applications due to other constraints
(one constrained OTSS problem is studied in the next section). For exam-
ple, the labeling function may be required to be injective over observable
transitions, which means every observable transition should be associated
with a unique (possibly empty) label. For the OTSS problem under this
constraint, it can be shown (following almost the same reasoning as for
the OTSS problem) that the minimum number of transition labels |Σ| is
|S0| + max(|S1| + |S2| + · · ·+ |Sk| − 1, 0) as we can assign the empty label
to one of these observable transitions (which cause token changes in observ-
able places with sensors). More specifically, |Σ| = |To| if S0 = To, and
|Σ| = |To| − 1 otherwise.
4.9 General Sensor Selection
In this section, we look at the general sensor selection problem mentioned
in Section 4.2. Our goal is to choose a set of place sensors and transition
sensors of minimum cardinality such that the system state can be determined
uniquely at any time step based on sensor information (and knowledge of the
system model and initial state). For this general case, using Theorem 4.1
and Theorem 4.2, it is easy to verify the following condition for the existence
of an optimal solution.
Corollary 4.1 Given a partially observed Petri net Q, there exists an opti-
mal sensor selection for the general sensor selection problem if and only if Q
is transition distinguishable under the place sensor configuration Vmax and
the labeling function Lmax.
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Based on the result in Section 4.4, the general problem is also computation-
ally hard. The problem can be solved optimally by exhaustively searching
all possibilities. More specifically, one can first choose a place sensor config-
uration V (among 2n1 possible choices), solve the OTSS problem with the
fixed place sensor configuration V , obtain the minimum number of transition
labels required, and finally add the number of place sensors and the number
of transition labels, and select the minimum sum among all 2n1 choices of
place sensor configurations. However, it is not quite clear how to transform
the problem into an integer programming problem due to the heterogeneity
of place sensor configurations and transition labeling functions.
Interestingly, if we have certain constraints on the transition sensors, we
can show that constrained OTSS problem and constrained general sensor
selection problem (both will be defined shortly) can be converted to an OPSS
problem.
In the OTSS problem, we have one implicit assumption: a nonempty label
can be associated to any subset of observable transitions. This assumption
may not be realistic in certain applications due to topological, or other con-
straints; for instance, it might be the case that only physically close transi-
tions can share the same label. Therefore, we now consider how the problem
changes if the following constraints are imposed on transition sensors:
(i) There are d types of transition sensors T1, T2, ..., Td.
(ii) Each type Ti covers a subset of observable transitions while some tran-
sitions may not be covered and some transitions may be covered by
more than one type of sensor.
If a transition t is covered by a type Ti transition sensor, then the label eTi
will be observed if t fires; if t is covered by more than one type of transition
sensor (e.g., covered by both type Ti and type Tj transition sensors), then
all associated labels will be simultaneously observed if t fires (e.g., labels eTi
and eTj will be observed simultaneously, or equivalently, a single label eTiTj
will be observed).
The transition sensor configuration W is a vector (w1 w2 ... wd)
T , where
wi = 0 if no type i transition sensor exists for transitions in Ti and Wi = 1
otherwise. ||W || :=
∑d
i=1wi ≤ d denotes the total number of transition
sensors in the transition sensor configuration W . Given a transition sensor
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configuration W , we can construct an equivalent labeling function LW as
shown in the following example.
Example 4.10 For the partially observed Petri net on the left of Fig. 2.3,
suppose there are two types of transition sensors: T1 (which covers transi-
tions t1 and t2) and T2 (which covers transitions t2 and t3). If W = (1 1)T ,
then the equivalent labeling function LW is LW (t1) = eT1 , LW (t2) = eT1T2 ,
LW (t3) = eT2 , LW (t4) = LW (t5) = λ. The labeling function is equivalent to
the transition sensor configuration in the sense that the outputs from both
are essentially the same given the same system activities. It is straightfor-
ward to generalize the construction of LW to an arbitrary transition sensor
configuration W . 
Now we are ready to formulate the constrained optimal transition sensor
selection problem.
Problem 4.4 (Constrained Optimal Transition Sensor Selection (COTSS))
Given a partially observed Petri net Q, a fixed place sensor configuration
V and d types of transition sensors T1, T2, ..., Td, find Wmin such that (i) the
system is structurally observable under V and LWmin , and (ii)Wmin minimizes
the number of transition sensors ||Wmin||.
More generally, we could have the following constrained general sensor
selection problem.
Problem 4.5 (Constrained General Sensor Selection (CGSS)) Given a par-
tially observed Petri net Q, and d types of transition sensors T1, T2, ..., Td,
find V and W such that (i) the system is structurally observable under V
and LW , and (ii) V and W minimize the total number of sensors (namely,
||V ||+ ||W ||).
Now we show that both the constrained optimal transition sensor selec-
tion problem and the constrained general sensor selection problem can be
converted to the optimal place sensor selection problem.
4.9.1 Constrained Optimal Transition Sensor Selection
In the constrained OTSS problem, we have a fixed place sensor configura-
tion V which allows certain transitions to be distinguished. One can thus
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construct a labeling function LV which provides essentially the same sen-
sor outputs as the place sensor configuration V . Before we introduce the
construction, we first look at the partition of T generated by V , which is a
slightly modified version of Definition 4.7.
Definition 4.8 Given a partially observed Petri net Q and a fixed place
sensor configuration V , the partition of T generated by V is defined to be
Ω(V ) = {S0, S1, S2, ..., Sk}, where
• S0 is a (possibly empty) set with the maximal number of transitions
{tj, ..., tl} that satisfy tj , · · · , tl ∈ T and DV (:, j) = · · · = DV (:, l) =
0||V ||;
• If S0 = ∅, then k is equal to the number of distinct columns in the
matrix DV ; otherwise, k is equal to the number of distinct columns of
matrix DV minus 1;
• S0 ∪ S1 ∪ S2 ∪ · · · ∪ Sk = T and Si ∩ Sj = ∅ if i 6= j;
• Si for i = 1, 2, ..., k is a set with the maximal number of transitions
{tj, ..., tl} that satisfy tj , · · · , tl ∈ T and DV (:, j) = · · · = DV (:, l)
being nonzero.
The firings of transitions in S0 cannot generate any place sensor output;
equivalently, we could assign the empty label to all transitions in S0, i.e.,
LV (t) = λ for t ∈ S0. For each Si, i = 1, 2, ..., k, the firings of transitions in Si
generate a unique combination of token changes among all places with sensors
in V (but this combination can be generated by any of these transitions);
equivalently, we could assign the label eSi to all transitions in Si, i.e., LV (t) =
eSi for t ∈ Si.
Once we have the equivalent labeling function, we could construct an in-
stance of the OPSS problem given a COTSS instance, as illustrated in the
following example.
Example 4.11 Consider the partially observed Petri net Q on the left of
Fig. 2.3 with a fixed place sensor configuration V = (0 0 1)T , and 2 types
of transition sensors with T1 = {t1, t2} and T2 = {t2, t3}. The partition of T
generated by V is S0 = {t1, t2}, S1 = {t3, t4} and S2 = {t5}, as can be readily
obtained from matrix DV = (0 0 1 1 −1). The equivalent labeling function
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LV is LV (t1) = LV (t2) = λ, LV (t3) = LV (t4) = eS1 , and LV (t5) = eS2 . The
COTSS problem can be interpreted as follows: Given a labeling function
LV , find a transition sensor configuration W such that all transitions are
distinguished and ||W || is minimized.
Now we construct an instance of the OPSS problem from this COTSS
problem. Consider a partially observed Petri net Q′ with 5 observable transi-
tions t′1, ..., t
′
5 corresponding to t1, ..., t5, 2 observable places p
′
1, p
′
2 correspond-
ing to the two types of transition sensors, and labeling function defined as
L′(t′1) = L
′(t′2) = λ, L
′(t′3) = L
′(t′4) = eS1 , L
′(t′5) = eS2 , which is essentially
LV . The incidence matrix D
′ is[
1 1 0 0 0
0 1 1 0 0
]
and is constructed based on the coverage of different types of transition
sensors; for example, as sensor type T1 can monitor t1, t2, the place p′1 corre-
sponding to T1 can distinguish t′1, t
′
2 from other transitions and
8
D′(p′1, :) = (1 1 0 0 0) .
Note that transitions t′4 and t
′
5 are identically behaving transitions. One
could add one unobservable place p′3 with
9
D′(p′3, :) = (0 0 0 1 −1)
to resolve this issue.
Now the goal in the constructed OPSS problem is to find a V ′min such that
all transitions can be distinguished. For this example, it is easy to see that
Q being structurally observable under V and LW is equivalent to Q
′ being
structurally observable under V ′ := W and L′. 
In general, given an instance of the COTSS problem, one can construct
an instance of the OPSS problem as shown in Algorithm 9. Now we briefly
argue the correctness of the reduction. Note that for any transition sensor
8The constraint we have regarding D′(p′1, :) is that the first two entries should be the
same and nonzero, and the last three entries should all be zero. Therefore, other choices
could also be possible (e.g., D′(p′1, :) = (−1 −1 0 0 0)).
9The constraint we have regarding D′(p′3, :) is that D
′(p′3, t
′
4) and D
′(p′3, t
′
5) should be
different.
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Algorithm 9 Reduction from COTSS to OPSS
Input: An instance of the COTSS problem as shown in Problem 4.4
Output: An instance of the OPSS problem as shown in Problem 4.1
1: Calculate Ω(V ) = {S0, S1, ..., Sk} based on Definition 4.8, and construct
the labeling function LV satisfying LV (t) = λ if t ∈ S0 and LV (t) = eSi
if t ∈ Si.
2: Construct Q′: T ′ = T ′o := {t
′
1, t
′
2, ..., t
′
m}, P
′
o := {p
′
1, p
′
2, ..., p
′
d}, L
′(t′i) =
LV (ti), and D
′ satisfying D′(p′i, t
′
j) = 1 (for i = 1, ..., d and j = 1, ..., m)
if tj is covered by Ti and D′(p′i, t
′
j) = 0 otherwise.
3: Check if there are identically behaving transitions. If true, then add
unobservable place p′d+1 (i.e., P
′ = P ′o ∪ {p
′
d+1}) and assign D
′(p′d+1, :) so
that identically behaving transitions are eliminated; otherwise, P ′ = P ′o.
4: Output the OPSS problem instance with partially observed Petri net Q′
and fixed labeling function L′.
configuration W in Q, there is a place sensor configuration V ′ := W in
Q′ because observable place p′i in Q
′ corresponds to the type of transition
sensor Ti in Q, and vice versa. Also, Q being structurally observable under
V and LW is equivalent to Q
′ being structurally observable under L′ and
V ′ := W , because the construction of L′ provides the same distinguishability
on transitions as the given V (also note that L′ is constructed from LV and
LV is equivalent to V ). Most computation in the reduction comes from Step 1
and Step 2: Step 1 involves analyzing the matrixD and can be verified to have
complexity O(nm2); Step 2 involves constructing the new partially observed
Petri net Q′ and can be verified to have complexity O(dm), where d is the
number of types of transition sensors and m is the number of transitions.
Therefore, the reduction is of polynomial complexity.
4.9.2 Constrained General Sensor Selection
We use the following example to illustrate the basic idea of how to convert a
CGSS problem instance to an OPSS problem instance.
Example 4.12 Consider the partially observed Petri net Q on the left of
Fig. 2.3 with 2 types of transition sensors satisfying T1 = {t1, t2} and T2 =
{t2, t3}. The CGSS problem asks to obtain a place sensor configuration V and
a transition sensor configuration W such that Q is structurally observable
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under V and LW , and ||V ||+ ||W || is minimized.
Now we can construct an instance of the OPSS problem from this CGSS
problem. Consider a partially observed Petri net Q′ with 5 observable transi-
tions t′1, ..., t
′
5 corresponding to t1, ..., t5; 6 places p
′′
1, p
′′
2, p
′
1, p
′
2, p
′
3, p
′
4 in which
p′′1, p
′′
2 correspond to the two types of transition sensors, p
′
1, p
′
2, p
′
3, p
′
4 corre-
spond to p1, p2, p3, p4 in Q, and only p
′
4 is unobservable; and labeling function
defined as L′(t′1) = L
′(t′2) = L
′(t′3) = L
′(t′4) = L
′(t′5) = λ. The incidence ma-
trix D′ :=
[
U
D
]
, where D is the incidence matrix of Q and
U =
[
1 1 0 0 0
0 1 1 0 0
]
as discussed in Example 4.11. Since there are no identically behaving transi-
tions in Q, there are no identically behaving transitions in Q′ either, because
Q′ is obtained by expanding Q with additional observable places.
Now the goal in the constructed OPSS problem is to find a V ′min such that
all transitions can be distinguished. For this example, it is easy to see that
Q being structurally observable under V and LW is equivalent to Q
′ being
structurally observable under V ′ :=
[
W
V
]
and L′. 
In general, given an instance of the CGSS problem, one can construct an
instance of the OPSS problem as shown in Algorithm 10. Now we briefly
argue the correctness of the reduction. Note that for any place sensor con-
figuration V and any transition sensor configurationW in Q, there is a place
sensor configuration V ′ :=
[
W
V
]
in Q′ because observable place p′′i in Q
′ (for
i = 1, ..., d) corresponds to the type of transition sensors Ti in Q and observ-
able place p′j in Q
′ (for j = 1, ..., n1) corresponds to observable place pj in
Q, and vice versa. Also, Q being structurally observable under V and LW is
equivalent to Q′ being structurally observable under L′ and V ′ :=
[
W
V
]
be-
cause the labeling function essentially outputs nothing, and the construction
of V ′ provides the same distinguishability on transitions as the combina-
tion of V and W . Most computation in the reduction comes from Step 1
which involves constructing the new partially observed Petri net Q′ and can
be verified to have complexity O(dm + nm). Therefore, the reduction is of
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Algorithm 10 Reduction from CGSS to OPSS
Input: An instance of the CGSS problem as shown in Problem 4.5
Output: An instance of the OPSS problem as shown in Problem 4.1
1: Construct Q′: T ′ = T ′o = {t
′
1, t
′
2, ..., t
′
m}, P
′ = {p′′1, p
′′
2, ..., p
′′
d, p
′
1, p
′
2, ..., p
′
n}
of which only p′n1+1, ..., p
′
n are unobservable, L
′(t′i) = λ for any t
′
i ∈ T
′,
and D′ =
[
U
D
]
where D is the incidence matrix of Q, and U(p′′i , t
′
j) = 1
(for i = 1, ..., d and j = 1, ..., m) if tj is covered by Ti, and U(p′′i , t
′
j) = 0
otherwise.
2: Output the OPSS problem instance with partially observed Petri net Q′
and fixed labeling function L′.
polynomial complexity.
4.10 Summary
In this chapter, we studied optimal sensor selection problems to achieve struc-
tural observability in partially observed Petri nets. The place sensor selection
problem was shown to be computationally hard. It can be solved (optimally)
by transforming it into a BIP problem or (suboptimally) by employing ap-
proximation algorithms. We proposed four such algorithms — a top-down
method, a bottom-up method, a combined method and an SCP based method
— all of which have complexity that is polynomial in the number of places
and transitions. Unlike the place sensor selection problem, the transition
sensor selection problem was shown to be solvable with complexity that is
polynomial in the number of places and transitions. However, the constrained
OTSS problem (as well as the constrained general sensor selection problem)
was shown to be convertible to the OPSS problem.
The approximation algorithms based on scoring functions can be easily
adapted to the design of an immediate fault diagnoser [19], e.g., by slightly
modifying our approximation algorithms to choose a set of places to put sen-
sors on so that fault transitions (modeled as unobservable transitions in [19])
can be distinguished immediately. The heuristics proposed in this chapter
can also be used to calculate reduct in rough set theory and approximate
other NP-complete problems (e.g., the minimum vertex cover problem) due
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to the reduction in Section 4.4.
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CHAPTER 5
APPLICATION EXAMPLES
In this chapter, we use two practical examples to demonstrate the results
in previous chapters. The first example is a distribution network, which
is used to demonstrate the polynomial bounds proposed in Chapter 3; the
second example is a flexible manufacturing cell, which is used to illustrate
approximation algorithms for the optimal place sensor selection problem.
5.1 Distribution Network
In this section, we consider the labeled Petri net model of a simplified distri-
bution network as shown in Fig. 5.1(a): There is a distribution center that
holds a certain number of units of a product (modeled by the number of
tokens in place p3) together with three retail stores that also hold certain
numbers of units of product (modeled by the number of tokens in places p2,
p4 and p6). A large truck can deposit 2 units of product into the distribution
center (this is modeled via transition t3) while three smaller trucks can move
1 unit of product from the center to the corresponding retail stores (this is
modeled via transitions t2, t4 and t6). Transitions t1, t5 and t7 model cus-
tomers buying 1 unit of product from retail stores, whereas the number of
tokens in places p1, p5 and p7 captures the number of products customers
have bought. The labeling function is L(t3) = a, L(t1) = L(t5) = L(t7) = b
and L(t2) = L(t4) = L(t6) = λ. This labeling function implies that the distri-
bution of products from the center to the retail stores is unobservable while
the arrival of the huge truck generates label a and customer purchases gener-
ate label b. The initial state is given as M0 = (0 0 5 0 0 0 0)
T (namely, there
are five units of product in the distribution center and no product elsewhere)
and our goal is to estimate (based on knowledge of the distribution network,
its initial state, and the observation of labels) the state of the distribution
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Figure 5.1: Petri net model of a distribution network and its unobservable
subnet.
network (i.e., the number of units of product available at each place). Later
on, we also consider a different labeling function L′ which assumes that more
sensing information is available.
Note that the unobservable subnet (shown in Fig. 5.1(b)) is acyclic and has
no source transition (the only source transition is observable). Therefore, we
can use Algorithm 11 in Appendix A to compute the vector yλ. First, we use
Eq. (A.1) in Appendix A to get the following partition of the unobservable
subnet: Tλ = T1 ∪ T2, where T1 = ∅ and T2 = {t2, t4, t6}; Pλ = P1 ∪ P2,
where P1 = {p3} and P2 = {p2, p4, p6}. Using the partition, we can rearrange
the incidence matrix Dλuo (that corresponds to the unobservable subnet) by
exchanging the row corresponding to place p2 with the row corresponding to
place p3; this results in the matrix
D′ =
(
−F1,2
F2,2
)
,
where F1,2 = [1 1 1] and F2,2 = I3 (I3 is the 3×3 identity matrix). To obtain
c1 and c2 as defined in Corollary 3.1, we follow the algorithm: we start with
y′λ = (1 1 1 1)
T ; then, after considering t6, we get y
′
λ = (2 1 1 1)
T ; following
the for loop in Algorithm 11, we get y′λ = (2 1 1 1)
T after considering t4 and
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t2; after rearranging y
′
λ, we finally get yλ = (1 2 1 1)
T and, as a result, c1 = 10
and c2 = 4. As
1 j = 1, l = l = 3 and lλ = 3, the bound in Corollary 3.1 is
(k
1
+ 3
2
)2
((3− 1)!)1
×
(
10 + 4k + 3
3
)
=
(k + 3
2
)2
2
×
(
13 + 4k
3
)
.
Now we compute the bound in Theorem 3.2. Since2 a1 = 0, a2 = 1, n2 = 4,
n = 7 and c1 = 5, c2 = 2 (using the vector yλ = (1 1 1 1)
T ), the bound in
Theorem 3.2 is
(1 + 0 + k)7−4 × (1 + 5 + 2k)4 = (1 + k)3 × (6 + 2k)4,
which is worse than the bound obtained from Corollary 3.1 (because it is
O(k7) instead of O(k5)).
If we have more sensors, the bound in Corollary 3.1 can be improved. For
example, if transitions t1, t5 and t7 have unique transition labels (i.e., if we
are dealing with a new labeling function L′ such that L′(t3) = a, L
′(t1) = b,
L′(t5) = c, L
′(t7) = d and L
′(t2) = L
′(t4) = L
′(t6) = λ), then j = 0 and
the bound in Corollary 3.1 becomes
(
13+4k
3
)
while the bound in Theorem 3.2
does not improve. In order to validate our bounds against the actual number
of consistent markings for the labeling function L′, we randomly generate
a sequence of labels ω of length 15 with probability P (a) = 1
3
and P (b) =
P (c) = P (d) = 2
9
and also use the fixed sequence aa...a of length 15 (which
can be shown to generate the largest number of consistent markings among
all observation sequences of length 15); then, we compute consistent markings
using Algorithm 2. The actual numbers of consistent markings for these two
sequences, as well as the upper bound obtained in Corollary 3.1, are plotted
against the length of the observation sequence in Fig. 5.2.
5.2 Automated Guided Vehicles
In this section, we first consider a practical example to demonstrate the
four approximation algorithms in Chapter 4 and then discuss how to modify
our heuristics to solve the OPSS problem with arbitrary nonnegative integer
1For the definitions of j, l, l and lλ, refer to Corollary 3.1.
2For the definitions of a1, a2, n2, c1 and c2, refer to Theorem 3.2.
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Figure 5.2: Plot of the number of consistent markings and the upper bound
obtained in Corollary 3.1 for the Petri net in Fig. 5.1(a) with the new
labeling function L′. 1 (green curve): number of consistent markings given
a random observation sequence; 2 (pink curve): number of consistent
markings given a fixed observation sequence; 3 (red curve): upper bound
obtained from Corollary 3.1.
costs.
5.2.1 Optimal Place Sensor Selection
In this subsection, we consider the OPSS problem in a flexible manufacturing
cell (shown in Fig. 5.3(a)) modeled as a Petri net with 64 places and 53
transitions (shown in Fig. 5.3(b); the model was first introduced in [25]).
We use this example to compare our approximation algorithms against the
method based on binary integer programming solvers.
The cell includes three workstations, two part-receiving stations and one
completed part station. Five automated guided vehicles (AGVs) transport
material between pairs of stations and they may collide with each other in
shared regions. In [25], the collision avoidance problem was studied under
the assumption that the current marking of the system is known. The same
problem was also studied in [76] under the assumption that all transitions are
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(b) Petri net model [25].
Figure 5.3: A flexible manufacturing cell and its Petri net model.
observable. However, these methods cannot be directly applied when only
part of the system state is known or when there are unobservable transitions,
making the study of optimal sensor selection problems ideal for this setting.
We model the cell as a partially observed Petri net and assume that all
64 places and all 53 transitions are observable so that we do not need to
worry about the existence of a solution to the OPSS problem. To test the
effectiveness of our approximation methods for the OPSS problem, we need
to generate labeling functions. First, we specify the number of transition
labels i. We let i take values 10, 13, 16, 20, 24, 30, and for each value of i,
we randomly generate 5 labeling functions in the following manner: we al-
low each transition t (among all 53 transitions) to have any of the i labels
with equal probability 1
i
. In total, we have 30 randomly generated labeling
functions; then we solve the resulting 30 OPSS problems using the top-down
method (as shown in Algorithm 5), the bottom-up method (as shown in Al-
gorithm 6), the combined method (applying the top-down method after the
bottom-up method), the SCP based method (as shown in Chapter 4.7), and
the BIP based method (the solver we used is the open source mixed-integer
programming solver [74]). Simulation programs were written in Matlab and
were run on a 1.4 GHz laptop. The results obtained using the four ap-
proximation algorithms and the BIP based method are shown in Tables 5.1
and 5.2. In the tables, “i” refers to the number of transition labels, q is de-
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Figure 5.4: Plot of running time.
fined in Algorithm 7 (note that q captures the number of constraints in the
BIP problem), OPT ∗ Hq is the performance guarantee for the SCP based
method as explained in Chapter 4.7. Note that the exhaustive search method
is prohibitive for this example as there are 264 = 1.8447× 1019 possibilities.
We compare the four approximation algorithms with the BIP based method
in terms of running time and performance. The plot of running time for the
four heuristic methods and the BIP based method is shown in Fig. 5.4. The
plot shows that the four heuristic methods run much faster than the BIP
based method especially when there are less transition sensors. Among these
four heuristic methods, the SCP based method is the fastest.
In terms of performance, we first plot the number of sensors output by
these five methods, and then compare the four heuristic methods with the
BIP based method using the difference between the number of sensors in
their respective solutions. The plot of the number of sensors output by the
four heuristic methods and the BIP based method is shown in Fig. 5.5. The
plot shows that the combined method performs best among all four heuristic
methods. Though the SCP based method performs worst among all heuristic
methods, the number of sensors generated by this method indeed satisfies the
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Table 5.1: Simulation results of top-down method, bottom-up method, and
combined method.
Top-down Method Bottom-up Method Combined Method
i time (s) # sensors time (s) # sensors time (s) # sensors
30
0.343 14 1.688 15 1.751 15
0.328 17 1.922 16 1.984 16
0.359 15 1.735 15 1.814 15
0.344 18 1.812 15 1.874 15
0.359 17 1.844 16 1.907 15
24
0.406 18 2.203 18 2.297 18
0.391 16 2.125 16 2.219 16
0.390 17 2.156 17 2.250 17
0.359 17 2.063 16 2.141 16
0.391 18 2.343 17 2.421 17
20
0.422 20 2.547 18 2.640 18
0.406 19 2.266 17 2.360 17
0.407 18 2.235 17 2.328 17
0.438 18 2.703 18 2.813 18
0.406 18 2.250 18 2.344 18
16
0.406 20 2.437 21 2.546 19
0.406 21 2.890 20 3.030 20
0.406 20 2.219 20 2.297 20
0.391 19 2.219 20 2.297 20
0.359 21 2.281 19 2.375 19
13
0.390 22 2.453 21 2.562 21
0.406 22 2.234 21 2.343 21
0.406 22 2.282 21 2.376 21
0.390 21 2.562 21 2.656 21
0.390 21 2.266 22 2.376 21
10
0.390 23 2.360 23 2.470 22
0.438 23 2.219 22 2.313 22
0.406 23 2.469 22 2.563 22
0.391 22 2.297 22 2.406 22
0.422 23 2.375 22 2.485 22
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Table 5.2: Simulation results of SCP and BIP based methods.
SCP based Method BIP based Method
i time (s) # sensors q OPT ∗Hq time (s) # sensors
30
0.046 33 38 55.0 0.203 13
0.047 44 52 68.1 0.609 15
0.047 27 41 60.2 0.156 14
0.047 25 44 65.6 0.640 15
0.047 29 42 60.6 0.266 14
24
0.094 40 70 82.2 8.266 17
0.047 36 49 71.7 7.000 16
0.062 22 49 67.2 0.812 15
0.062 28 51 72.3 1.703 16
0.063 31 56 73.8 1.562 16
20
0.078 27 69 86.7 30.984 18
0.078 36 61 79.8 6.781 17
0.078 39 65 80.9 1.562 17
0.063 29 59 83.9 36.297 18
0.156 50 70 87.0 256.328 18
16
0.125 34 87 96.0 296.719 19
0.109 32 74 92.9 280.437 19
0.141 39 91 96.8 127.359 19
0.093 30 79 94.1 67.390 19
0.094 36 93 97.2 49.875 19
13
0.094 31 97 103.1 75.406 20
0.109 39 115 106.5 136.547 20
0.125 54 113 106.2 313.656 20
0.093 32 89 101.4 419.547 20
0.125 40 110 105.6 275.390 20
10
0.157 28 143 122.0 1703.9 22
0.188 52 143 122.0 5351.2 22
0.125 24 116 117.4 4410.2 22
0.171 52 132 120.2 3898.8 22
0.156 50 143 122.0 2238.3 22
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Figure 5.5: Plot of the number of sensors resulting by each of the five
methods.
bound OPT ∗Hq as shown in Fig. 5.5. Table 5.3 shows the comparison results
when considering the difference ∆ between the number of sensors given by
heuristic methods and the number given by the BIP based method. The
combined method has the best performance among all heuristic methods: 28
out of 30 simulations give a very close solution (namely, ∆ ≤ 1). In addition,
the combined method indeed performs at least as well as the bottom-up
method, and improves the results for certain simulations. The SCP based
method performs worst among all four heuristic methods (though it runs
fastest among these four methods): only one simulation generates a place
sensor configuration with 2 more sensors than the optimal solution, and all
other simulations generate a much worse solution.
These simulations suggest that the top-down method, the bottom-up method,
and the combined method run faster and can find reasonably good solutions
compared with the BIP based method. In particular, the combined method
is quite promising in terms of running time and quality of the approximation.
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Table 5.3: Comparison of heuristic methods with BIP based method over
30 simulations.
∆ Top-down Method Bottom-up Method Combined Method SCP based Method
0 5 13 15 0
1 13 12 13 0
2 10 5 2 1
≥ 3 2 0 0 29
5.2.2 OPSS with Arbitrary Nonnegative Integer Costs
In this subsection, we consider a weighted version of the OPSS problem. More
specifically, we associate with each observable place pi a nonnegative integer
cost(pi) which captures the cost of a sensor on place pi. Given a partially ob-
served Petri net Q and a fixed labeling function L, we try to find a valid place
sensor configuration Vmin such that for any other valid sensor configuration
V , CTVmin ≤ CTV , where C = (cost(p1) cost(p2) · · · cost(pn1))
T .
The existence condition for an optimal solution is still given by Theo-
rem 4.1 and can be proved in a way similar to that of Theorem 4.1. To solve
the problem, we can transform it into a binary integer programming problem
by setting the vector c (in Chapter 4.5) to be C. Notice that binary inte-
ger programming solvers will give the optimal solution for this problem but
will be slow for large problem instances. To employ the top-down method
developed in Chapter 4.6, we use the following modified scoring function
f ′(pi) =
f(pi)
cost(pi)
, where f(pi) is the scoring function defined in Chapter 4.6.
The justification is the following:
(i) The larger the value of f(pi), the fewer place sensors are needed based
on the result in Chapter 4.6.
(ii) The smaller the value of cost(pi), the smaller the total cost.
To use the bottom-up method, we can generalize f ′(pi) to a set of places S
as f ′(S) = f(S)P
p∈S cost(p)
. Other scoring functions with properties similar to (i)
and (ii) above can also be used.
To compare the two modified approximation algorithms and the BIP based
method for the OPSS problem with costs, we still use the AGV example. In
our simulations, we randomly generate a labeling function with 20 labels
and choose 5 cost functions: (i) function 1 has entries 0 or 1 with equal
probability; (ii) function 2 (or 3, 4, 5) is a shifted version of function 1 by
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Table 5.4: Simulation results for OPSS with costs.
Top-down Method Bottom-up Method BIP based Method
i time (s) # sensors cost time (s) # sensors cost time (s) # sensors cost
1 0.391 18 7 0.938 38 3 0.125 23 3
2 0.375 18 24 2.297 36 37 1.781 19 20
3 0.390 18 45 2.109 21 42 5.250 17 36
4 0.375 18 103 2.015 19 98 13.266 17 90
5 0.391 18 193 2.000 18 186 74.266 17 178
changing the expectation to be 1.5 (or 2.5, 5.5, 10.5). The results are shown
in Table 5.4. In this table, “i” refers to the ith cost function, and “cost”
refers to the total cost of the corresponding place sensor configuration. The
results show that the two approximation algorithms give solutions close to
the optimal one but with much less running time, especially when the costs
of places do not exhibit large relative difference. If we fix the cost function
but change the labeling function (while keeping the total number of labels to
be 20), the total cost and running time for all three methods do not change
much, and we omit the outcomes of these simulations.
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CHAPTER 6
CONCLUSIONS AND FUTURE
DIRECTIONS
In this chapter, we summarize the work in this dissertation and identify
potential future directions.
6.1 Conclusions
A variety of systems, such as manufacturing systems, computer networks,
traffic systems, and others, can be modeled as discrete event systems at some
level of abstraction. Discrete event models can then be used for the purpose of
state estimation, supervisory control, and fault diagnosis. Knowledge of the
system state is always critical for controller design and fault diagnosis. In this
dissertation, we have studied two sensor related problems: state estimation
and sensor selection for structural observability.
In the state estimation problem, we assume that only transition sensors
are available (in the form of labeling functions) and consider two different
types of uncertainty that arise due to limited sensors:
(a) Occurrence of distinct activities that generate the same observation.
(b) Occurrence of unobservable activities that go unrecorded.
We show that, under some reasonable assumptions about the given labeled
Petri net’s unobservable subnet, the number of possible system states that are
consistent with an observation sequence is upper bounded by a function that
is polynomial in the length of the observation sequence. The implications of
this observation include the following:
• State estimation problems of various forms can be solved in a very
general setting with complexity that is polynomial in the length of the
observation sequence.
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• In many supervisory control and fault diagnosis applications that re-
quire state estimation, the Petri net model of the plant is fixed and only
the number of observed labels increases with time. Therefore, broadly
speaking, our bounds can also be used to argue that the computational
complexity of supervisory control and fault diagnosis algorithms re-
mains polynomial as long as the labeled Petri net model satisfies the
assumptions in Chapter 3. One specific example is discussed in Chap-
ter 3.6.
• The polynomial bounds can guide the design of systems, especially
when configuring the state transition sensors, to reduce the uncertainty
introduced in the state estimation stage.
• The polynomial bounds can also be used to establish the computational
complexity of reachability checking for certain classes of Petri nets as
shown in Chapter 3.7.
In the problem of sensor selection, both transition and place sensors are
available. The goal of sensor selection is to place a minimum number of
sensors so as to maintain the property of structural observability, i.e., the
ability to uniquely determine the system state based on sensor information
(and knowledge of the system model and initial state). To simplify the prob-
lem and gain a better understanding of it, we consider two subproblems: the
optimal place sensor selection problem given a fixed set of transition sensors
and the optimal transition sensor selection problem given a fixed set of place
sensors. We establish that the existence of a solution to either the OPSS or
the OTSS problem can be determined with complexity that is polynomial in
the number of places and transitions of the Petri net. However, the OPSS
problem itself is computationally hard though it can be solved (optimally) by
transforming it into a BIP problem or (suboptimally) by employing approx-
imation algorithms. We propose four polynomial approximation algorithms:
the top-down method, the bottom-up method, the combined method, and
the SCP based method. The example of automated guided vehicles shows
that the four algorithms, especially the combined method, work almost as
well as the BIP based method but with significantly less running time. On
the other hand, the SCP based method has a provable performance guaran-
tee. Unlike the OPSS problem, the OTSS problem is shown to be solvable
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with complexity that is polynomial in the number of places and transitions
of the given Petri net. We have also studied sensor selection problems in
which there are constraints on the way transitions share sensors, and have
shown that sensor selection problems with such constraints can be converted
to the OPSS problem.
The approximation algorithms (based on scoring functions) for the OPSS
problem could also be applied to other problems (e.g., sensor selection to
achieve immediate diagnosis of faults [19], reduct calculation in rough set
theory [20], approximating solutions for NP-complete problems).
6.2 Future Directions
Besides the potential application of these results mentioned previously, there
are several interesting directions for future exploration, including the follow-
ing:
• Exploring the connections between sensor selection and identifying
codes.
• Finding better ways to integrate estimation, diagnosis and control tasks.
• Examining issues of concurrency and unreliable observations arising in
distributed settings.
• Addressing theoretical challenges in practical reachability algorithms.
All of the above challenges are discussed in more detail below.
Sensor Selection and Identifying Codes
The identifying code problem for a given undirected graph involves finding
a minimum set of vertices such that any vertex in the undirected graph can
be uniquely identified by examining the vertices (within this minimum set
of vertices) that connect to it. The problem has been demonstrated to be
fundamental in a wide variety of applications, including fault diagnosis and
environmental monitoring; in addition, the problem has deep connections to
information theory, superimposed and covering codes, and tilings [77]. Cur-
rently the identifying code problem is approximated by converting it into
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a set cover problem and then utilizing known approximation algorithms for
the set cover problem. The OPSS problem is polynomially equivalent to the
identifying code problem because they are both equivalent to the set cover
problem (see [77] for the equivalence between the identifying code problem
and the set cover problem, and refer to Chapter 4.7 for the equivalence be-
tween the OPSS problem and the set cover problem). Simulations in Chap-
ter 5.2 show that our heuristic algorithms based on scoring functions for the
OPSS problem perform much better than the SCP based method. There-
fore, it is worthwhile to investigate the effectiveness of our heuristics to the
problem of devising new identifying codes.
Unified Framework for Estimation, Diagnosis and Control
Over the last decade, tremendous research progress has been accomplished
in the areas of state estimation, fault diagnosis and supervisory control of
complex discrete event systems. However, for the most part, these areas
have been addressed separately, and there is no unified framework in which
tasks such as estimation, diagnosis and control can be addressed simulta-
neously in a cohesive manner. Typically, when one tries to put different
techniques together, their underlying modeling frameworks and assumptions
pose problems to integration and it is important to have a carefully designed
architecture, so that such tasks can be accomplished while at the same time
existing techniques can be exploited to the greatest possible extent. The
work in this dissertation has individually addressed some of these tasks and
has the potential to be integrated and used as a basis for a unified framework.
Concurrency and Unreliable Observation
As discrete event systems become more distributed (even across geographi-
cal boundaries, e.g., the Internet), subsystems run concurrently and observa-
tions shared between subsystems could be unreliable due to sensor failures,
communication outages, or synchronization issues. Estimation, diagnosis
and control methods that are designed for centralized systems must be re-
formulated to address such challenging issues. The estimation and diagnosis
methods developed in this dissertation for centralized systems can poten-
tially be adapted to distributed settings by applying unfolding techniques
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developed for model checking [78] to handle concurrency, and probabilistic
settings to model unreliable observations.
Reachability Checking
Given a Petri net, the reachability problem asks if a final target state is
reachable from a known initial state. The problem plays a central role in
Petri net theory as a number of other problems (e.g., liveness analysis and
deadlock checking) are recursively equivalent to it. Though the reachabil-
ity problem has been shown to be decidable, its complexity is still an open
problem. The study of the reachability problem involves research topics in
graph theory, integer programming, formal languages and number theory.
The work in Chapter 3.7 has shed some light on solving this problem, at
least when certain algebraic conditions hold in the underlying Petri net. The
study of the reachability problem for general Petri nets, perhaps by general-
izing some of the ideas in this dissertation, is an exciting avenue for future
research.
The above topics comprise some future research directions pertaining to
this dissertation. In addition, it might be important to study the application
of the results in this dissertation to monitoring, fault diagnosis and control of
energy distribution networks, modeling and analysis of biological networks,
and other settings.
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APPENDIX A
PROOF OF PROPOSITION 3.3
We show that an acyclic Petri net G without source transitions is deadlock
structurally bounded by describing an algorithm for computing a vector y
with strictly positive integer entries such that yTD < 0Tm, where D is the
incident matrix of G and m is the number of transitions. This algorithm is
useful as the polynomial bounds in Proposition 3.4 and Corollary 3.1 depend
on the vector y.
For an acyclic Petri net G without source transitions, we can define T1 = ∅
and
Pk := {p ∈ P\ ∪
k−1
i=1 Pi|
•p ⊆ ∪ki=1Ti},
Tk+1 := {t ∈ T\ ∪
k
i=1 Ti|
•t ⊆ ∪ki=1Pi} (A.1)
for k ∈ {1, 2, 3, . . .} (see Chapter 5 in [66]). We mention the following prop-
erties of this partition. Since the number of transitions (or the number of
places) is finite, there exists a positive integer µ (or µ′) such that Tk 6= ∅ if
1 < k ≤ µ and Tk = ∅ if k > µ (or Pk 6= ∅ if 1 ≤ k ≤ µ′ and Pk = ∅ if
k > µ′); therefore, the set of transitions T is partitioned into µ−1 nonempty
sets and the set of places P is partitioned into µ′ nonempty sets, where µ = µ′
or µ = µ′ + 1. For simplicity, we assume that µ = µ′; if µ = µ′ + 1, it is
straightforward to modify our algorithm to accommodate this case. With
this partition, we can order rows of the incidence matrix D such that places
in P1 come first, then places in P2, and so forth; we can also order columns of
the incidence matrix D such that transitions in T2 come first, then transitions
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Algorithm 11 Computation of Vector y
Input: An acyclic Petri net G without source transitions
Output: A vector y with strictly positive integer entries such that yTD <
0Tm
1: Rearrange the rows and columns of D to obtain D′ and keep the mapping
of rows;
2: Let y′ = 1n;
3: for j = m,m− 1, . . . , 1 do
4: if y′TD′(:, j) < 0 then
5: go to the next j;
6: else
7: choose the smallest index i such that D′(i, j) < 0 and increase the
value y′(i) to the smallest integer such that y′TD′(:, j) < 0;
8: end if
9: end for
10: Rearrange the vector y′ using the mapping of rows to get the y corre-
sponding to D;
11: Output the vector y.
in T3, and so forth. Now D has the following block structure:
D′ =


−F1,2 −F1,3 · · · −F1,µ
F2,2 −F2,3 · · · −F2,µ
...
...
...
...
Fµ−1,2 Fµ−1,3 · · · −Fµ−1,µ
Fµ,2 Fµ,3 · · · Fµ,µ


, (A.2)
where Fi,j is a |Pi| × |Tj| matrix with nonnegative integer entries for i =
1, . . . , µ and j = 2, . . . , µ. These properties and the block structure of D′ are
proved in [66] for the general case without the assumption that there are no
source transitions.
One observation about the block structure of D′ is that as long as there
is a block −Fi,j for some 1 ≤ i ≤ µ and 2 ≤ j ≤ µ, then all the blocks on
the right of −Fi,j have the form −Fi,j′ for j
′ = j + 1, . . . µ. Now we describe
Algorithm 11 to compute a vector y such that yTD < 0Tm.
In the algorithm, we can always find the smallest index i such thatD′(i, j) <
0 because there is no source transition in the Petri net. The key idea of this al-
gorithm is that when we increase the i-th entry of y′ for some j, y′TD(:, j′) < 0
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holds for j′ = j + 1, . . . , m:
(i) If j and j′ belong to the same column block, it is obvious.
(ii) If j belongs to a column block on the left of the block that j′ belongs
to, the result holds because in D′, D′(i, j′) ≤ 0 as long as D′(i, j) < 0
(due to the structure of D′).
This implies that the vector y obtained from Algorithm 11 indeed satisfies
yTD < 0Tm.
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APPENDIX B
EQUIVALENCE BETWEEN STRUCTURAL
OBSERVABILITY AND K-DELAYED
STRUCTURAL OBSERVABILITY
Proposition Given a place sensor configuration V and a labeling function
L, a partially observed Petri net Q being structurally observable is equivalent
to Q being K-delayed structurally observable.
Proof: Structural observability =⇒ K-delayed structural observability. If
structural observability holds, K-delayed structural observability also holds
by definition.
K-delayed structural observability =⇒ structural observability. Suppose
K ≥ 1 (the case for K = 0 is trivial). If K-delayed structural observability
holds, then the system state at time step i may not be determined uniquely
based on the observation sequence generated by transitions up to time step i
but can be determined after no more than K additional transition firings. In
other words, some of the possible states at time step i given the observations
up to time step i vanish due to lack of tokens in certain places (i.e., there are
not enough tokens to enable firing sequences up to time step i+K). However,
these states will still be possible even after K time steps if enough tokens are
added in the initial marking while generating the same observation. Since
the property has to hold for an arbitrary initial state, we have reached a
contradiction. Therefore, the system state at time step i has to be uniquely
determined by observations up to time step i, which implies that structural
observability holds. 
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APPENDIX C
COMPUTATIONAL COMPLEXITY OF
ALGORITHMS 5 AND 6
Proposition Both Algorithm 5 and Algorithm 6 have complexity O(n2m2)
that is polynomial in the number of places and transitions.
Proof: Specifically, Line 1 of Algorithm 5 (or Line 1 of Algorithm 6) has
complexity O(nm2) following Proposition 4.3. Line 2 of Algorithm 5 (or
Line 2 of Algorithm 6) has complexity O(nm) because we copy the Petri
net and add another isolated transition if there is at least one unobserv-
able transition. Line 4 and Line 12 of Algorithm 5 (or Line 3, Line 4 and
Line 10 of Algorithm 6) have complexity O(n) as we do the assignment of
n1-dimensional vectors (n1 ≤ n).
Line 3 of Algorithm 5 computes partitions generated by every observable
place pi and has complexity of roughly n
∑
e:|Te|≥2
(|Te|2 + 1) = O(nm2),
where n refers to at most n observable places, |Te|2 refers to the complex-
ity of computing the partition1 of Te, 1 refers to the summation needed to
calculate f(pi), and the term O(nm
2) can be derived using the fact that∑n
i=1 a
2
i ≤ (
∑n
i=1 ai)
2 for positive ai’s. Lines 5-11 of Algorithm 5 have com-
plexity O(n(n+nm2)) (i.e., O(n2m2)), where the first n refers to subtracting
at most n places, the second n refers to the assignment of vectors and the
searching of p in Pleft to minimize f(p), and nm
2 refers to the computational
complexity of testing transition distinguishability. Putting all steps together,
we conclude that the total complexity of Algorithm 5 is O(n2m2).
Lines 5-9 of Algorithm 6 have complexity O(n(nm2 + n)) (i.e., O(n2m2)),
where the first n refers to adding at most n places, nm2 refers to the compu-
tation for finding p in Pleft to maximize f(S ∪ {p}) (the argument is similar
to that of Line 3 of Algorithm 5), and the last n refers to the assignment of
1We can compute the partition of Te generated by place pi in the following way: (i)
we first pick one transition t ∈ Te; (ii) we then search for another transition t′ ∈ Te such
that D¯(pi, t) = D¯(pi, t
′) which can be done in at most |Te| steps; (iii) finally, we remove
all transitions selected in Steps (i) and (ii), and repeat (i) and (ii) for at most |Te| times.
Overall, the computation of the partition has complexity O(|Te|2).
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vectors. Therefore, the total complexity of Algorithm 6 is also O(n2m2). 
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APPENDIX D
COMPUTATIONAL COMPLEXITY OF
ALGORITHM 8
Proposition Algorithm 8 has complexity O(nm2) that is polynomial in the
number of places and transitions.
Proof: Line 1 of Algorithm 8 has complexity O(nm2) following Proposi-
tion 4.3. Line 2 of Algorithm 8 computes the partition of To generated by V
and has complexity O(nm2) because it is essentially the same as computing
the partition of Te generated by place pi (other than the fact that we need
to compare vectors with at most n entries instead of comparing scalars) as
shown in Appendix C. Line 3 of Algorithm 8 has complexity O(m) as we
take the max operation for at most m numbers. Lines 4-12 of Algorithm 8
have complexity O(m) as we only need to assign one label to each observable
transition. Putting all steps together, we conclude that the total complexity
of Algorithm 8 is O(nm2). 
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bottom-up method, 80
bounded, 8
ceiling function, 54
CGSS, 90
combined method, 82
consistent firing sequence, 41
consistent marking, 10, 12, 41
constrained general sensor selection,
90
constrained optimal transition sensor
selection, 90
contact-free, 32
contact-free assumption, 18
control set, 11
control value, 11
control-disabled, 11
controllable transition, 9
COTSS, 90
deadlock structurally bounded Petri
net, 29
decision problem, 15
DES, 1
deterministic label, 12
deterministic transition, 12
diagnostic probe, 76
discrete event, 1
discrete event system, 1
distribution network, 97
edge, 15
empty label, 12
enabled transition, 11
event-detectable, 66
existence condition for OPSS, 69
existence condition for OTSS, 71
extended reduced Luenberger observer,
32
fault diagnosis, 4, 17
finite state machine, 2
firing sequence, 7
firing vector, 7
floor function, 54
general sensor selection problem, 64
genetic algorithm, 61
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hybrid system, 1
identically behaving transitions, 66
immediate observability, 65
incidence matrix, 7
input dominant Petri net, 28
interpreted Petri net, 40, 61
invertibility, 66
L’Hoˆpital’s Rule, 25
labeled Petri net, 12
labeling function, 10, 12
marking, 7
minimal diagnoser, 40
minimal sensor configuration, 60
minimum vertex cover, 5
minimum vertex cover problem, 15
monotone Petri net, 53
multiple faults, 51
net unfolding technique, 40
nondeterministic label, 12
nondeterministic transition, 12
observable place, 9
observable transition, 9, 12
observation sequence, 12
OPSS, 4, 65
optimal place sensor selection, 4, 62,
65
optimal transition sensor selection, 4,
62, 65
OTSS, 4, 65
partially observed and partially con-
trolled Petri net, 9
partition of T generated by V , 91
partition of Te generated by observ-
able place, 77
partition of To generated by V , 85
Petri net, 2, 7
Petri net structure, 6
place, 3, 6
place sensor, 3
place sensor configuration, 9
polynomial algorithm for OTSS, 87
polynomial bound, 26, 31
polynomial reduction, 4
polynomial time algorithm, 15
programmable logic controller, 3
reachability checking, 4
reachability problem, 52, 53
reachability set, 8
reachability tree, 52
reachable, 7
reduct, 5
reduction, 15
Reduction from CGSS to OPSS, 95
Reduction from COTSS to OPSS, 93
reduction from OPSS to SCP, 84
repeated faults, 51
rough set theory, 5
safe Petri net, 8
safety-critical system, 62
scoring function, 78
SCP, 16
sequence estimation, 4
source transition, 6
state equation, 7
state estimation, 32
state-enabled, 7
stochastic abstraction, 2
strictly monotone Petri net, 53
structural marking observability, 65
structural observability, 4, 61
structurally bounded, 8
structurally observable, 64
supervisor synthesis, 4
supervisory control, 17
switched system, 1
time complexity function, 15
time step, 61
timed abstraction, 2
token, 3, 7
top-down method, 79
transition, 3, 6
transition distinguishable, 66
128
transition firing, 7
transition invariant, 7
transition sensor, 3
transition sensor configuration, 89
uncontrollable subnet, 11
uncontrollable transition, 10
undirected graph, 15
unobservable place, 9
unobservable reach, 38
unobservable subnet, 11, 13
unobservable transition, 10, 12
untimed abstraction, 1
upper bound, 17
upper bound for λ-free labeled Petri
nets, 25
upper bound for general labeled Petri
nets, 28, 30, 31
valid labeling function, 65
valid place sensor configuration, 65
vertex, 15
vertex cover, 16
weight function, 6, 41, 43
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